INTRODUCTION
Wernicke was the first to interpret the effects of local brain lesions in the posterior superior temporal gyrus (STG) and to postulate that the brain mechanism for language perception is located in the posterior third of the left STG where the "memory images of speech sounds are stored" (Wernicke, 1874) . Further anatomical work by Galaburda and Sanides (Galaburda et al., 1978; Galaburda and Sanides, 1980) revealed that the posterior third of the STG is covered by an association cortex (type Tpt: temporoparietal type), which is clearly different from the koniocortex of the primary auditory cortex located on Heschl's gyrus (HG). Furthermore, it was found that the posterior third (especially the planum temporale; PT) is larger in the left than in the right in the majority of examined postmortem and in vivo brains. These findings were taken as evidence that the posterior part of the STG contains neural networks specialized for language processing (Geschwind and Levitsky, 1968) .
In contrast, recent functional neuroimaging studies of speech perception have challenged this traditional view of speech processing because of two important findings. First, it has been shown that the PT responds equally to tones and words during passive listening and more strongly to tones than to noise. Thus, it was argued that the PT is likely to be involved in early auditory processing common to speech and nonspeech stimuli (Binder et al., 2000) . Second, it was found that the analysis of complex acoustic features of the human voice is dependent on neuronal networks within or in the vicinity of the superior temporal sulcus (STS) and the middle temporal gyrus (MTG) (Belin et al., 2000) . A more anterior area within the STS was shown to respond to speech stimuli that were intelligible, whereas the posterior STS responds to the presence of auditory phonetic cues, irrespective of the intelligibility of the stimuli Wise et al., 2000) . These findings were taken as evidence for two processing streams within the auditory cortex, an anterior stream projecting into the anterior STS responsible for speech processing and a posterior stream projecting into the posterior parts of the STG responsible for complex auditory processing for speech and nonspeech sounds.
Although these findings have furthered our understanding of the neuroanatomy of human speech perception, there are some unsolved questions related to these findings. First, why should the left PT respond more strongly to tones than to noise as was shown in the study of Binder et al. (2000) ? As the noise stimuli (white noise) used in that study contained frequency components that were also part of the tones, one would expect the opposite finding with stronger activation to noise than to tones if the PT is a general acoustic sound analyzer. Otherwise, the left PT would be specialized for tone perception, but this is a hypothesis for which, as yet, no further support is provided. Second, a further set of fMRI and PET studies revealed activations within the posterior part of the STG (especially within the PT) to different speech sounds in the context of various speech perception tasks. This was the case, even when these activations were contrasted with nonspeech control signals (Hugdahl et al., 2000; Hashimoto et al., 2000; Kansaku et al., 2000; Celsis et al., 1999; Zatorre et al., 1992; Tervaniemi et al., 2000b; Fiez et al., 1995 Fiez et al., , 1996 Tzourio et al., 1997 Tzourio et al., , 1998a . Thus, there is no consensus with respect to the participation of the posterior STG and the PT in speech perception processes.
Most of the aforementioned studies have used words, reversed speech, pseudowords, or nouns as speech stimuli, thus evoking complex speech perception processes including categorical phonetic processing and analysis of formant transitions and formant patterns, as well as word and linguistic prosody analysis. All of these different processes are most likely controlled by different neural networks within the speech centers. These networks may be intensively used during speech perception although they might not be specific to it, because they may be used for a variety of acoustic analyses.
However, a wealth of electroencephalographic (EEG) and magnetoencephalographic (MEG) studies have shown event-related potentials and their MEG counterparts to predict the subject's responses in several auditory perceptual tasks involving different sound types. Examples of this are the frequency of pure tones, the spectrotemporal structure of sound patterns, and the timbre of instrumental sounds (Tervaniemi et al., 1994 (Tervaniemi et al., , 1999 (Tervaniemi et al., , 2000a Naatanen et al., 1993 Naatanen et al., , 2001 Alho et al., 1996; Tervaniemi, 2001 ). In addition, it was shown that some of these evoked potentials vary according to specific features of the speech signal, including formant transients and voice-onset times (Mathiak et al., 1999 Molfese et al., 1985; Molfese et al., 1983; Molfese, 1978 Molfese, , 1980 Hertrich et al., 2000; Ackermann et al., 1999 Ackermann et al., , 2001 ). Therefore it is most likely that the human brain processes speech-relevant acoustic information in different parts of the brain. A further interesting finding of these EEG and MEG studies is that the evoked potentials are clearly lateralized, with stronger activations and shorter latencies in the left temporal lobe (especially in the posterior STG) during the analysis of phonetic features (Alho et al., 1998; Naatanen et al., 1997; Rinne et al., 1999) and stronger activations and shorter latencies in the right temporal and parietal lobes during the analysis of nonphonetic features (Kaiser et al., 2000; Alho et al., 1998; Naatanen et al., 1997) .
In order to investigate whether different speech perception processes are indeed controlled by different parts of the temporal lobe, we designed the present set of experiments in the context of functional magnetic resonance imaging (fMRI). Thereby, we focused our interest on the phonetic analysis of speech sounds and addressed the following questions: (1) Does the perception of consonant-vowel (CV) syllables evoke different hemodynamic responses in the temporal lobe contrasted with tones or noise? These comparisons will allow identification of brain activity specific to perception of CV syllables, in contrast to other acoustic stimuli. (2) Does the presentation of vowels and CV syllables evoke different cortical activations? CV syllables and vowels differ only with respect to their initial consonant in the CV syllables, the concomitant voice-onset-times (VOTs), and their formant transitions. Thus, subtracting the hemodynamic responses obtained during vowel perception from those obtained during perception of the CV syllables will reveal the brain activation specific to the perception of CV syllables. (3) Is there a specialization in the phonetic processing units? Especially, we were interested in studying the cortical activations to CV syllables with voiceless and voiced initial consonants. Voiceless and voiced consonants mainly differ with respect to their VOTs, with voiced consonants having short (10 to 15 ms) and voiceless consonants having relatively long VOTs (15-70 ms). Since voiceless initial consonants are easier to distinguish than voiced consonants, there might be a kind of specialization in the speech processing units. (4) Can between-hemispheric differences be observed during phonetic perception? As mentioned above, recent MEG studies revealed left-lateralized MEG responses to phonetic stimuli as opposed to right-lateralized responses to tone or musical stimuli. We therefore hypothesize that the phonetic perception is associated with stronger left-sided activation.
METHODS

Subjects
Twenty-one right-handed, neurologically intact volunteers (15 female and 6 male, ages from 20 to 33 years) took part in three experiments. Handedness was determined using a standard handedness questionnaire (Peters, 1998) . After a full explanation of the nature and risks of the research, subjects gave informed written consent for all studies according to a protocol approved by the Ethics Committee of the Ottovon-Guericke University, Magdeburg. All subjects were native speakers of German.
Functional Magnetic Resonance Imaging
Functional magnetic resonance imaging was performed on a 1.5-T MRI system (General Electric, Waukesha, WI) equipped with echo-planar imaging (EPI) capabilities using the standard head coil for radiofrequency transmission and signal reception. Sequences with the following parameters were employed: gradient EPI, repetition time TR ϭ 5 s, echo time TE ϭ 40 ms, field of view 200 ϫ 200 mm 2 , 90°flip angle, matrix size 64 ϫ 64, voxel size 3.125 ϫ 3.125 ϫ 4.5 mm 3 . Using a midsagittal scout image, 20 axial slice positions (0.5-mm interslice gap) were oriented parallel to the bicommissural plane with the lowermost slice positioned to be 20 mm below the AC-PC line, thus covering the whole auditory cortex. In addition, 3D anatomical images of the entire brain were obtained by using a strongly T1-weighted 3D spoiled-gradient echo pulse sequence with the following parameters: TR ϭ 24 ms, TE ϭ 8 ms, 30°flip angle, FOV 250 ϫ 250 mm 2 , matrix size 256 ϫ 256, 124 sagittal slices with 1.5-mm thickness. During scanning the room lights were dimmed and the subjects' eyes were closed.
Auditory stimuli were presented using a digital playback system and a high-frequency shielded transducer system specifically designed for this experiment. In short, this acoustic transmission system includes a piezoelectric loudspeaker enabling the transmission of strong sound pressure levels (ϳ105 dB) with excellent attenuation characteristics. These loudspeakers are embedded in tightly occlusive headphones allowing unimpeded conduction of the stimulus with good suppression of ambient scanner noise by about 20 dB. Additionally, noise-protection ear plugs within the loudspeakers provided an additional noise attenuation of about 15-20 dB, resulting in a total noise attenuation of 35-40 dB. The acoustic transmission system allows stimulation of acoustic stimuli with relatively few distortions. Figure 2 shows representative sonograms of the stimuli used in the experiments. As one can see on this figure, there is a constant low-frequency component (80 Hz) in all stimuli which is due to lowfrequency acoustic emissions caused by the scanner (air conditioning, helium compressor, etc.). A further specific feature of the transmission system is that lowfrequency components are strongly attenuated due to technical reasons.
The intensity of the stimuli and the acoustic noise level within the MRI scanner during an EPI measurement was measured inside the bore of the scanner magnet with a capacitance microphone (Bruel and Kjaer Type 2231) revealing a root mean square level of 90 to 100 dB for the scanner noise. Because the attenuation factor of the headphones was about 35-40 dB, the average intensity of the scanner noise perceived by the subjects was estimated to be about 50 to 60 dB (see Fig. 1 ). As a further method to reduce possible masking effects of scanner noise on the experimental stimuli, a TR of 5 s was adopted. Stimulus presentation was triggered by the EPI sequence to fall in between the interscan gap of 3 s (sequence scanning time 2 s), resulting in an unmasked presentation of the stimuli (three stimuli per sequence) (Fig. 1) . It is worth noting that we have demonstrated in several experiments that this procedure allows acoustic stimulation within the MRI scanner with a minimum of masking influence) Jä ncke et al., 1998 Jä ncke et al., , 1999 Jä ncke et al., , 2001 Buchanan et al., 2000) .
General Image Analysis
Image analysis was performed on a PC workstation using MATLAB (Mathworks, Inc., Natick, MA) and SPM99 software (http://www.fil.ion.ucl.ac.uk/spm). For analysis, all images were realigned to the first volume, corrected for motion artifacts, coregistered with the subject's corresponding anatomical (T1-weighted) images, resliced and normalized (4 mm 3 ) into standard stereotaxic space (template provided by the Montreal Neurological Institute (MNI) (Evans et al., 1993) ), and smoothed using an 8-mm full width at half-maximum Gaussian kernel. The data were analyzed by statistical parametric mapping. The effect of global differences in scan intensity was removed by scaling each scan to the global mean of all scans. Statistical analysis was performed for each condition in a general linear model, in which regionally specific activation is explored as to how well the reference waveform fits to the observed time series of the fMRI signal (i.e., hemodynamic responses) at each voxel (Friston et al., 1994 (Friston et al., , 1995a . The reference waveform was obtained by modeling the hemodynamic response functions (HRF). The time-series fMRI data were temporally smoothed over observation by using the same Gaussian kernel with full width at half-maximum of 4 s.
General Statistical Analysis
Applying the above-mentioned HRF-convolved boxcar model, contrast images (con*.img images) were computed for each condition and for each subject in the context of SPM99 ("random effects procedure"). In order to test for between-hemispheric differences the fMRI data sets were doubled and these doubled images were horizontally "flipped," resulting in a second image data set with reversed transversal orientation (radiological orientation). By comparing the nonflipped with the flipped images hemodynamic responses obtained for the left and right hemispheres were comparable in the context of SPM analysis. Thus, we received two images per condition per subject. These images were used to generate group statistical parametric maps. Because we were interested only in analyzing hemodynamic responses in the temporal lobe we restricted our statistical analysis to this part of the brain. Therefore, we performed small volume corrections as implemented in SPM99 by using an image containing only the temporal lobes of both hemispheres. This masking revealed a strongly reduced number of resels from ϳ695 resels for the entire volume to ϳ95 resels for the temporal lobe volume, thus increasing the power of the statistical tests. Activated pixels were identified by the General Linear Model approach (Friston et al., 1995a) . To test hypotheses about regionally specific condition effects, linear contrasts were employed. The resulting SPM{T} for these effects were thresholded at a T value of 2.37 (P ϭ 0.01 uncorrected for multiple comparisons) and a spatial extent criterion of k ϭ 25 voxels (P ϭ 0.05 corrected for multiple comparisons across both temporal lobes). In the following sections we will report only those comparisons which pass this statistical threshold.
The stereotaxic coordinates of the voxels of the local maxima were determined within areas of significant relative change associated with the tasks. The anatomical localization of these local maxima was assessed with reference to the standard stereotaxic atlas, and validation of this method of localization was obtained by superimposition of the SPM maps on a standard MRI brain provided by SPM99. Peaks located within HG and the PT were also identified by using published probability maps (Westbury et al., 1999; Rademacher et al., 2001 ) following a correction for the differences in the coordinate systems between the Talairach and Tournoux atlas (used in the probability maps) and the stereotaxic space employed by SPM99 (http://www. mrc-cbu.cam.ac.uk/Imaging/mnispace.html).
EXPERIMENT 1 Design
Nine subjects heard CV syllables and tones in the context of a monitoring task. The CV syllables were 16-bit, digitally sampled syllables (/ka/, /ta/, /pa/, /ga/, /da/, /ba/) recorded by a trained phonetician. The onset, duration, intensity, and fundamental frequency of the stimuli were edited and synchronized by means of a speech editor. The criterion for temporal alignment of the syllables was the onset of articulatory release. The duration of the syllables ranged from 310 to 360 ms depending on VOT, with a vowel duration of 300 ms (VOTs in ms for the stops were approximately "k" ϭ 59, "t" ϭ 49, "p" ϭ 39, "g" ϭ 19, "d" ϭ 04, "b" ϭ 09). The syllables were digitally produced and loaded into the working memory of the PC used for stimulation. The order of presentation of these syllables was randomized. Each of the six CV syllables occurred with equal frequency. During each test session a different CV syllable served as target. Because we tested with six different syllables, six different conditions had to be completed by each subject. During each condition, the target syllable had to be distinguished from distracter syllables by pressing a button every time the target syllable was heard. In the context of this paper we will discuss only the average hemodynamic response during the phonetic detection task.
The tones consisted of sine waves with fundamental frequencies between 264 and 485 Hz, corresponding to the major notes C, D, E, G, A, and B in the octave between middle C and C5, and were linearly tapered over the first and last 10% (i.e., rise and decay times were 36 ms). Throughout the experiment each tone was used as a target tone during one session. Because we tested with six different tones, six different conditions had to be completed by each subject. During each condition the target tone had to be distinguished from distracter tones by the subject by pressing a button every time the target tone was heard. As was the case in the phonetic task, we were interested only in measuring the average hemodynamic response during tone discrimination (examples of these stimuli are presented in Fig. 2 as sonograms) .
These two groups of auditory stimuli were delivered in the context of a block design. Each series consisted of multiple periods of "baseline" (OFF), during which subjects heard only the ambient machine noise, alternating with periods of "activation" (ON), during which the auditory stimuli were delivered. It is worth noting that during the ON periods the subjects heard the stimuli as well as the ambient machine noise. Each series began with 5 baseline data sets (25-s interval), followed by 60 images during which "rest" alternated with activation every 75 s (1 series ϭ 4 cycles, 75 s/cycle, 15 images/cycle). The total duration of each image series was about 5.5 min. During each activation period either CV syllables or tones were presented. Each session was repeated six times, resulting in 120 images for the CV syllables and 120 images for the tones (Fig. 1) . Subjects were instructed to respond to the occurrence of each target by briefly pressing a button with the right or left index finger. These responses were recorded by the stimulus presentation software and allowed subsequent analysis of performance rate and reaction time. The program was written using MEL Professional 2.01 (http://www.pstnet.com/) and the button-press signal functioned by interrupting a light beam carried down a fiber optic cable, the detection of which was performed outside the shielded room of the magnet.
Results
Performance Data
The percentages of correct responses and false alarms were calculated separately for the tonal and phonetic tasks. From these data dЈ and ␤ were calculated according to the signal detection theory (McNicol, 1972) . dЈ is a valid indicator of detection performance independent of the subjective criterion of pressing a response button. The average dЈ for the phonetic task was higher than for the tonal detection (mean Ϯ SD; phonetic 5.8 Ϯ 0.9; tonal 2.5 Ϯ 1.5; t test for dependent samples t(8) ϭ 4.6, P Ͻ 0.001). In addition, all subjects reported that the tonal task was much more demanding than the phonetic task.
Hemodynamic Responses (Fig. 3A and Table 1 Summarize the Hemodynamic Responses)
Comparing the hemodynamic responses obtained during the CV with tone presentations revealed stronger bilateral activations within the STG and the STS in the CV condition. In the left hemisphere the peaks were found in the MTG, the STS, the posterior insula, and the PT (peak activations in the left PT are summarized in Fig. 4) . The PT focus (Ϫ60, Ϫ24, 8) was also confirmed by referring to the probability atlas of the PT, revealing a probability of 46 -65% for being located within the PT. Referring to the MNI brain, this peak is located on the lateral part of the supratemporal plane behind HG. The activation peaks in the right hemisphere (Fig. 5) are located in the STG in the vicinity of the PT and the HG. One peak (44, Ϫ24, 8) can be assigned to HG according to the probability atlas of the cytoarchitectonic fields of the HG with a probability of 30 -40% . However, referring to the MNI brain, this peak is located in the vicinity of Heschl's sulcus and the anterior PT. Referring to the MNI brain, the second right-sided activation peak (54, Ϫ28, 8) is located slightly underneath the supratemporal plane near the PT (Fig. 5) . Referring to the probability atlas of the PT, this peak is within a probability range of 26 -45% for the PT. The activations within the left STS specific to the CV syllables were located ventrally and slightly anterior to HG in a position roughly similar to the response peaks found in recent speech perception studies of words, pseudowords, and reversed speech (Binder et al., 2000; Wise et al., 2001; Scott et al., 2000; Belin et al., 2000) . The activation peaks within the left and right PT were equally strong (left, T ϭ 3.0; right, T ϭ 3.27), thus revealing no between-hemispheric difference. This between-hemi-spheric similarity was also confirmed by comparing the nonflipped (neurological convention) with the flipped images (radiological convention), which revealed no significant differences.
EXPERIMENT 2 Design
Six subjects were scanned during the presentation of three types of acoustic stimuli. The stimuli included (1) noise (white noise containing all frequencies from 100 to 8000 Hz with a duration of 350 ms), (2) tones (the same as used in experiment 1), and (3) CV syllables (the same as in experiment 1). Since top-down factors like attention have been shown to influence auditory cortex responses, we included two conditions allowing us to study attentional influences. During the "attentive listening" conditions, the subjects were instructed to listen to the sounds being played through the earphones. During the "ignore" conditions the subjects were required to ignore the incoming auditory stimuli and to mentally concentrate on a body part of their own choice. Thus there were six experimental conditions (three auditory stimulus conditions times two attentional conditions).
Similar to experiment 1, the auditory stimuli were delivered in the context of a block design. Each series consisted of multiple periods of baseline (OFF), during which subjects heard only the ambient machine noise, alternating with periods of activation (ON), during which the auditory stimuli were delivered. Each series consisted of 60 images during which rest alternated with activation every 50 s (1 series ϭ 3 cycles, 100 s/cycle, 20 images/cycle). The total duration of each image series was about 5 min. During each series CV syllables, tones, or noise was presented. Each session was repeated 10 times, resulting in 100 images each for the CV syllables, tones, and noise. During 5 sessions the subjects were instructed to listen attentively to the stimuli, while during the remaining 5 sessions the subjects were required to ignore the stimuli.
Results
There was no difference between the hemodynamic responses obtained during the attentive listening condition and those obtained during the ignore condition. In addition, there was no interaction between attention and the type of acoustic stimuli presented. There were two orthogonal contrasts revealing significant differences (significant hemodynamic responses are summarized in Fig. 3B and Table 1 ). For the contrast CV syllables Ͼ (noise ϩ tones) there were left-sided activations in the posterior STG near the upper bank of the STS but also in the vicinity of the PT as indexed by the probability map of Westbury et al. (1999) . The peak located in the PT (Ϫ64, Ϫ28, 8) is basically similar to the peak found in experiment 1 for the CV Ͼ tone contrast (peak activations for the different conditions are summarized in Fig. 4) . The activations found on the right temporal lobe for this contrast were located in the STS ventral to HG (Fig. 3B) .
For the contrast comparing noise with tones (noise Ͼ tones) we obtained activation peaks bilaterally in the STG (Fig. 6) . Referring to the probability atlas of HG there were bilateral peaks in the HG (left, Ϫ40, Ϫ24, 0; right, 48, Ϫ28, 8, and 40, Ϫ24, 0). However, one peak could also be assigned to the PT (48, Ϫ28, 8) . Referring to the MNI brain this peak is located slightly behind Heschl's sulcus on the PT. We therefore assign this peak to the PT. Comparing the nonflipped (radiological convention) with the flipped images (neurological convention) across all conditions revealed significantly stronger activations on the left posterior STG, including the PT. In the right hemisphere stronger activations were observed within the STS.
EXPERIMENT 3 Design
Six subjects were scanned during the presentation of five types of acoustic stimuli: (1) CV syllables with voiceless initial consonants (/ka/, /ta/, /pa/), (2) CV syllables with voiced initial consonants (/ga/, /da/, /ba/) (voiceless and voiced CV syllables are the same as in Note. The coordinates are given according to the MNI space (x, y, and z relative to the anterior commissure) together with their T scores. In addition, number of voxels passing the threshold of P ϭ 0.01 and belonging to one cluster are presented (k). All statistical tests were Bonferroni corrected for the volume of the temporal lobes. Peak activations, which we assume are located within the PT, are printed in bold. For HG and PT, the probability that the peak voxel lay within the designated cortical region is also shown. The maximum probability for any one voxel from the published maps is 100% for HG ) and 65% for the PT (Westbury et al., 1999) . However, we cross-checked these locations using the MNI standard brain as provided by SPM99. The anatomical areas derived from this procedure are also listed. experiments 1 and 2), (3) the steady-state part of the vowel /a/ taken from the CV syllables, (4) a tone with identical formant frequencies as for the vowel /a/ for the second and third formant (see also Fig. 2 , the sonogram of this stimulus, Tone 2), and (5) white noise as in experiment 2.
Similar to experiments 1 and 2, the auditory stimuli were delivered in the context of a block design. Each series consisted of multiple periods of baseline (OFF), during which subjects heard only the ambient machine noise, alternating with periods of activation (ON), during which the auditory stimuli were delivered. Each series consisted of 90 images during which rest alternated with activation every 60 s (1 series ϭ 5 cycles, 75 s/cycle, 15 images/cycle). The total duration of each image series was about 7.5 min. During each activation period one of the six types of acoustic stimuli was presented. Each session was repeated six times with a different order of the acoustic stimuli types, resulting in 60 images for each auditory stimulation condition.
Results
Subtracting hemodynamic responses obtained during the noise condition from those obtained during the CV syllable condition revealed significant bilateral activation increases within the temporal lobe (significant hemodynamic responses are summarized in Fig. 3C ). Peaks of activation were located bilaterally in the posterior STG and in the STS. Referring to the probabilistic atlas of the PT, there were several peaks of activation within the PT (Ϫ44, Ϫ28, 12 and Ϫ64, Ϫ28, 8) (peak activations for the lateral voxel are summarized in Fig. 4 and Table 1 ).
Comparing the vowel condition with the CV syllable condition revealed stronger activation for the CV syllable condition bilaterally in the STG and STS. Again, there were also activation peaks bilaterally within the PT. In addition, the left PT and the left HG responded more strongly to CV syllables with voiceless initial consonants than to CV syllables with voiced initial consonants (Figs. 7 and 8 ). Similar to experiment 2 there were generally stronger responses within the left PT across all conditions. Stronger responses on the right hemisphere were found in the STS and the STG. However, these between-hemispheric differences were similar for all auditory stimulation conditions.
DISCUSSION
The present experiments were aimed at determining brain areas within the temporal lobe which specifically respond to basic phonetic information. In fact, we found that the perception of CV syllables either in the context of a monitoring task (experiment 1) or during passive listening (experiments 2 and 3) evoked specific hemodynamic responses bilaterally in the temporal lobes. The specific activation pattern of perception of the CV syllables can be characterized as follows: (i) stronger activation in the vicinity of the left PT with two distinct foci of activation, one in a lateral position and the other more medial in the vicinity of Heschl's sulcus; (ii) stronger activation in the vicinity of the right PT; and (iii) stronger bilateral activation within the mid-STS. Experiment 3 uncovered further hemodynamic responses which were specific to phonetic analysis. These findings can be summarized as follows: (i) stronger bilateral activation to CV syllables than to vowels in the medial PT, (ii) stronger left-sided activation to CV syllables than to vowels in the mid-STS, and (iii) stronger activation in the left medial PT to CV syllables with voiceless initial consonants than to CV syllables with voiced initial consonants.
These findings should be seen in the following context: first, the activation peaks specific to perception of syllables within the left STS and the left ventral STG are similar to those reported for the perception of words, pseudowords, reversed speech, human voices, and intelligible speech. These peaks were found in recent neuroimaging studies, supporting the view that this part of the temporal lobe is strongly involved in speech perception processes (Binder et al., 2000) . Second, contrary to earlier reports, we also found bilateral activation peaks within the PT which were specific to the perception of phonetic cues, namely the VOT. Admittedly, these peaks are less strong than those found in the STS for the same comparisons. This finding might be due to the fact that the secondary auditory cortex is saturated to some degree by the fMRI scanner noise, thus allowing detection of only small increases of hemodynamic responses to phonetic stimuli. However, the fact that the PT responds more strongly to CV syllables than to tones, noise, or vowels might indicate that this brain area plays a specific role in phonetic analysis. The critical differences between CV syllables and vowels are the VOT and the different formant transitions accompanying the different initial consonants. Thus, we hypothesize that VOT or formant transition analyses are managed by neurons located in the vicinity of the PT.
The fact that the PT responds more strongly to CV syllables than to noise, tones, or vowels does not directly mean that the PT is specialized for phonetic perception per se. Following suggestions made by co-workers (1993, 1998) it is possible that the PT contains neurons specialized for the processing of rapidly changing acoustic cues, irrespective of whether the cues are verbal or nonverbal. Processing of rapidly changing cues may be important for the analysis of the VOT. This hypothesis is strongly supported by lesion data demonstrating that patients suffering from left hemispheric lesions showed deficits in discrimination between speech sounds and rapidly changing nonverbal cues (Tallal and Newcombe, 1978) . In neurologi-cally intact subjects, it was shown that the right ear advantage (REA) in a dichotic listening task, generally supposed to indicate left-hemispheric processing, is strongly influenced by the duration of formant transitions. For example, an REA (and thus left-hemispheric processing) was obtained only for stimuli containing formant transition lasting about 40 ms. In contrast, stimuli containing longer formant transitions, in the range of 80 ms, failed to evoke REAs. A more recent study adds further support to this hypothesis by demonstrating a significant REA in normal adult males for detecting rapidly changing nonverbal tone sequences.
No significant ear advantage was found when the same sequences were presented more slowly (Brown et al., 1999) .
Interestingly, we found bilateral responses in the vicinity of the PT to CV syllables compared to tones, noise, or vowels. Thus, the neurons processing the VOT are not confined to the language-dominant left hemisphere. However, we found a left-lateralized activation in the PT for the perception of CV syllables with voiceless initial consonants. The voiceless consonants possibly trigger left-hemispheric processing, which would support earlier findings obtained in dichotic listening studies. In these studies, CV syllables and vowels were dichotically presented and subjects were required to recall these stimuli. It was shown that CV syllables generated a REA while vowels alone did not produce any ear advantage (Studdert Kennedy and Shankweiler, 1970) . Studdert-Kennedy and Shankweiler also found that voiceless consonants elicited stronger REAs than voiced consonants, supporting the view that voiceless consonants (more precisely CV syllables with longer VOTs) are processed more efficiently in the left hemisphere. These (and other) findings have led Studdert-Kennedy and Shankweiler to believe that both hemispheres have the ability to extract the acoustic properties of speech. However, phonetic features are extracted by the left hemisphere only. With respect to our study, one might suggest that at least one phonetic feature, the distinction between voiceless and voiced consonants, is processed in the vicinity of the left PT. However, we would like to emphasize that this does not mean that the PT is specialized for phonetic analysis. The PT may be involved in various types of acoustic analysis, involving the detection of rapidly changing acoustic cues or patterns. That the PT does not only contain neurons specialized for phonetic analysis has been shown in a recent fMRI study which uncovered stronger bilateral activations within the PT in musicians compared to controls during music perception. More interestingly, there was a strong correlation between PT activations and the age at which the musicians had begun musical training (Ohnishi et al., 2001) .
Stronger hemodynamic responses to tones were not found in the vicinity of the PT comparing the noise with the tone condition in our study. Thus, this finding is in contrast to the finding of Binder et al. (2000) , who did find stronger responses to tones compared to noise in the vicinity of the PT. The reason for the different findings from the two studies are unclear. However, we did find stronger hemodynamic responses to noise than to tones bilaterally within the medial PT and the STG. There were also stronger responses in the right STS. The peaks of activation within the left PT are clearly different from the peaks found for the hemodynamic responses to CV syllables with voiceless initial consonants. They are located more medially and ventrally, suggesting that different parts of the PT are relevant for the processing of the VOT and acoustic noise.
A further aim of our study was to examine possible between-hemispheric differences during phonetic processing. Comparing the nonflipped with the flipped images we found only a general preponderance of hemodynamic responses across all conditions for the left PT and STG and right hemispheric preponderance for the right STS (except for experiment 1, for which no between-hemispheric difference was found). There was no direct between-hemispheric difference for the phonetic task, which might be due to the relatively conservative statistical random effects model used in the present study. Also, it may be that the homologue voxels of both hemispheres do not map precisely to those neurons belonging to similar cytoarchitectonic fields. However, there are only few data currently available that would allow inference of the betweenhemispheric variability of cytoarchitectonic fields of the auditory cortices. Two recent studies have delineated the cytoarchitectonic fields in the human primary auditory cortex and uncovered a remarkably interindividual and between-hemispheric variability for the extension and location of the primary auditory cortex Morosan et al., 2001) . Although there are currently no data available for the PT and the STG, it is most likely that there are also comparable variabilities within the cytoarchitectonic fields of the PT (area Tpt) and the STG. Thus, it is most likely that the comparison between the nonflipped and the flipped images will uncover very strong betweenhemispheric differences only for the temporal lobes with large spatial extensions of the hemodynamic responses, while between-hemispheric differences for smaller regions are blurred due to the functional and cytoarchitectonical mismatch of both hemispheres. A further possible reason for the lack of specific betweenhemispheric differences might be the possible masking effect of acoustic noise generated by scanner noise. This scanner noise may influence hemodynamic responses in the auditory cortex, by saturating cortical responses to auditory stimuli Edmister et al., 1999; Talavage et al., 1999; Hall et al., 1999) . In the context of fMRI experiments, laterality effects might be attenuated because of the background noise. Indeed, recent MEG studies have documented that laterality effects can be reduced in a noisy background (Ahveninen et al., 1999; Herrmann et al., 2000) .
In conclusion, in addition to the activation within the mid-STS, there is a distinct pattern of activation within the PT (especially on the left hemisphere) to CV syllables. Such activity could be associated with the analysis of the VOT, i.e., a specific phonetic feature used for categorical phoneme perception. However, that does not mean that the PT is specialized for VOT processing; we hypothesize rather that the PT might be specialized for rapidly changing acoustic cues subserving the categorical perception of acoustic stimuli.
