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A variational principle for a class of Hamiltonian boundary value problems is 
formulated. Conditions under which it possesses an extremum (maximum or 
minimum) are examined and error bounds for approximate solutions are derived. 
The results are illustrated by two examples. 
1. INTRODUCTION 
A remarkably large class of problems in mathematical physics involves 
equation of the form 
T4 = Wu@, 4) in V, (1.1) 
T*u = W&L, $1 in V, (1.2) 
subject to the boundary condition 
go4 9) = 0 on aV. (1.3) 
Here W is a Hamiltonian functional, T is a linear operator whose domain 
QT is dense in a real Hilbert space Y and whose range is in another Hilbert 
space P. Both F and % are defined on some compact, connected subset V 
of E” with smooth boundary 8V. The operator g, corresponding to boundary 
conditions, maps Y into 8 and is defined on a V. Also, in (1.2) we used T* 
to denote the formal adjoint of T: an operator with domain in P and range 
in Y, connected with T by the generalized Green’s relation 
(uv P)Y = v*u, 4)” + (u, ur4>cw (1.4) 
for every 4 E LPr and u E FY. Here oI is an operator mapping F into Z! on 
aV, with adjoint af defined by 
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The inner products on Y and SY are denoted by ( , )r, and ( , )v, respec- 
tively, and subscripts on functionals denote Frechet derivatives. The 
boundary term (u, oT#)BY is in fact defined by (1.4). Also, in writing (1.4) 
and (1.5) we assumed that the Hilbert space structure can be assigned to 
values of 4 and u on the boundary. 
We shall assume that solutions to (1.1~(1.3) exist and that in each 
particular case, the conditions assuring the uniqueness of solution are 
satisfied. 
Boundary value problems of form (1.1~( 1.3) have been subject of many 
investigations. In particular, the theory of complementary variational prin- 
ciples for (1. l)--( 1.3) has been developed by Noble [ 11, Arthurs [ 2,3], 
Robinson [4], and Oden and Reddy [5]. 
The first step in developing complementary variational principles for a 
given problem is to write it in the canonical form (l.l), (1.2). After that, two 
(or more) canonical equations are identified as Euler equations of a certain 
functional I of two (or more) dependent variables. By assuming that one or 
the other of the canonical equations is identically satisfied, two different 
functionals are derived from I (primal and dual functional). If they are such 
that one is in minimum and the other in maximum on the solution of 
boundary value problem (1.1~( 1.3), we have then complementary 
variational principles. The difference between primal and dual functionals, 
calculated on an approximate solution of canonical equations, could be used 
to estimate the error of the corresponding approximate solution. In some 
cases the value of the functional 2 is a quantity of physical interest and 
primal and dual functionals provide computable bounds on it. 
In general, for a nonlinear problem of type (1. l)-( 1.3), dual extremum 
principles can be constructed if the functionals W, and W, could be inverted 
(that is if (1.1) and (1.2) could be solved for u and 4, respectively) and if W 
and the boundary conditions of the problem satisfy certain special 
conditions. These conditions amount, for example, to requiring that W has a 
convex-concave property with respect to u and 4 (saddle point behavior) and 
that functionals associated with the boundary conditions are concave (for 
details see [3,4]). 
In our earlier paper [6] we formulated, for a class of boundary value 
problems, a variational principle by considering the difference between the 
primal and dual functionals, calculated on the same trial function. This prin- 
ciple has several important properties: (i) the value of the functional on the 
exact solution is equal to zero, (ii) it is an extremum principle in the case 
when primal and dual principles are extremal, but also in some cases when 
they are not, and (iii) its stationarity and extremal properties are independent 
of the boundary terms. 
Our intention in this paper is to extend the results of [6] to general 
Hamiltonian boundary value problems (1. 1 )-( 1.3). In the first part we shall, 
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as is common in the theory of complementary variational principles, assume 
that it is possible to perform the inversion of the right-hand sides of (1.1) 
and (1.2) explicitly. Then we shall analyse the case when Eq. (1.2) is not 
explicitly solvable for 4. In that case we shall say that the inversion of (1.2) 
is not possible to perform exactly, but only approximately. We shall examine 
the effect of the error caused by only approximating the inverse operator on 
the value of the functional. 
The possibility of using approximate inversion for construction of the 
variational principle formulated in this paper will enlarge the class of 
problems to which it can be applied. An error estimate procedure, based on 
the value of functional, will also be presented. Finally, the results are 
illustrated by two concrete examples. 
2. EXTREMUM VARIATIONAL PRINCIPLE 
In developing an extremum variational principle for boundary value 
problem (l.l)-(1.3), we start with the following functional of two dependent 
variables: 
The functional (2.1), (2.2) together with some boundary functionals is the 
starting point in deriving complementary variational principles [ 1, 3, 71. In 
our analysis we assume that I is twice Frechet differentiable. Then we need 
the following two forms ofl: 
Form 1. Consider the first canonical equation 
T#= W,. (2.3) 
Suppose that (2.3) could be solved for u 
24 = v(9), (2.4) 
and that v(a) is differentiable. By substituting (2.4) into (2.1), I(u, 4) 
becomes a functional of one variable 
Form 2. Let us assume that the second canonical equation 
T*u = W, (2.6) 
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4 = v(u), (2.7) 
and that w(.) is differentiable. By substituting (2.7) into (2.2) in all bur the 
boundary terms, we get 
G@, 9) = (T*uv (u)), - Wu, v(u)) + 6% #>av. (2.8) 
Note that, although similar in form, functional (2.8) is not equal to the 
dual functional of complementary variational principles. We define now a 
new functional E by taking the difference between J(Q) and G calculated on 
U = v(Q) and @, where @ is a trial function 
E(Q) %I(@) - G(U= u(Q), CD) (2.9) 
= (u(Q), T@), - Wu(@), @) - (T*u(@), w(u(@>))y 
+ we@), w(u(@))) - G-J%(@)9 @)av. (2.10) 
Functional (2.9) is the basic functional of our theory. Note that its form is 
completely independent of the functional g(u, 4) describing boundary 
conditions of the problem. 
Let (u, (6) denote the solution pair of Eqs. (1. l)-( 1.3). Our first result 
concerning (2.9) is expressed in 
THEOREM I. Functional E(Q) is stationary at 4. Moreover, E(4) = 0. 
Prooj Since for the exact solution of the boundary value problem 
(l.l)-(1.3) 
4 = w(u(O)>3 (2.11) 
ZJ = u(9), (2.12) 
it follows that J(o) = G(u, 4). Therefore, E(4) = 0. To show that E is 
stationary at 4, we compute the first variation of (2.10) 
6E = (EQ T@ - IV,), + (4 T*u(@) - IV,), 
+ @(@I, ~,d)av - (-w TV@(@)) - W,), 
+ h +w(u(@>>)av - (EY, T*u(@) - W,), - (Gw, #>av 
+ (FLU, 4av, (2.13) 
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where we used E& EQ and sy (E 6 1) to denote variations of 4, u and w(u(d)), 
respectively, i.e., 
@ = 4 -t- Et, (2.14) 
lJ=u+&?/, (2.15) 
v(v(@)> = w(e)) + EY. (2.16) 
Using (2.11) and (2.12) in (2.13), we conclude that 
6E(#) = 0. (2.17) 
Remark. From the expression for 6E it is obvious that 4 is not the only 
stationarity point ofE. Another point of stationarity could be obtained by 
transforming (2.13) so that y is expressed in terms of < and v. 
We state now a theorem on the nature of stationarity of E at (6. 
THEOREM II. A necessary condition for the functional E(G) to have a 
local minimum at C? = # is that the inverse W;,j of W,, exists and is non- 
negative 
(0, W,jO), > 0 (2.18) 
for all 0 belonging to a dense subset of 7”. Similarly, for a maximum at 
@ = 4 the condition is that W&’ is nonpositive 
(0, w,-,‘o>, < 0 (2.19) 
for all 0 belonging to a dense subset of Y‘. 
Remark. If W;: exists, the condition that it is nonnegative (nonpositive) 
is equivalent to the condition that W,, is nonnegative (nonpositive). 
Theorem II could be modified by weakening the condition that W$ is 
densely defined on Y. In error estimating procedures (see Section 6, 
Method I), however, we need W,-,l with the assumed properties. 
Proqf: Since I is twice differentiable in the sense of Frechet, so is E. 
Then the following expansion is valid: 
E($ + EQ = E(#) + 6E + 6’E + O(c3), (2.20) 
where the first variation is given by (2.13) and the second variation is 
#E = d2J- d2G. (2.21) 
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Using (2.5) and (2.8) we have 
cY2J= E2{ - t<r9 Wu,?>, - t(rv W,&), - @is w,,o, 
+ G T*r), + (VJ, G>avl 
and 
(2.22) 
a2G = ~~{-fh Wu,rl)v - %r, W,,Y), - h K&v 
+ (I5 T*rl)v + (% %Y)av* (2.23) 
From (1.2) and (2.14~(2.16), however, we find that (up to terms of the 
order e2) 
Y = W;;P’*v - W,,zll. (2.24) 
Substituting (2.24) into (2.23), the expression for the second variation 
becomes 
cS2E = $(Z, W,-,‘z),, (2.25a) 
where Z is the linearized Gauss residual 
Z=e[T*rj- W,,& W,J]. (2.25b) 
From (2.25) and (2.18) (or (2.19)) Theorem II follows. 
Remurk. In estimating errors of approximate solutions we shall use 
expansion (2.20). Bu substituting (2.17) and E(4) = 4 in (2.20), we get 
E(qh + E<) = d2E t O(.c3). (2.26) 
If the arguments of d*E are taken to be 
Q + mP - 41, 24 t m[u(@> - 241, (u(4)) -I- m[@(@)> - W))L 
(2.27) 
where 0 < m < 1, or if the third-order terms can be neglected, relation (2.26) 
becomes 
E(# + E<) = d2E. (2.28) 
Equation (2.28) will be the starting point in estimating errors of approximate 
solutions. 
It is important to underline that second variation (2.24) and other 
relations that follow, are calculated in the vicinity of the exact solution of 
(1.1~( 1.3). As we mentioned in the Remark after Theorem I, the functional 
E can have other points of stationarity. The value of E at these points is not 
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equal to zero and second variation (2.24) does not say anything about the 
nature of stationarity at these points. Note also that in deriving both 
theorems we did not use the functional g(u, d). Therefore the results remain 
valid when we have initial instead of boundary value problems. 
3. USE OF LAGRANGE MULTIPLIERS 
To analyse stationarity properties of E(Q) in cases when it is not possible 
(explicitly) to solve (2.6) for # we may use the Lagrange multipliers rule. 
This will reveal that E(Q) is stationary at the solution of (1.1~( 1.3) and 
also at some other points. Thus, we consider the following problem: 
Minimize 
E(Q) = J(Q) - G(u(@), M) (3.1) 
subject to the equality constraint 
T*u(@) = W&l(@), M). (3.2) 
The modified functional for (3.1) and (3.2) is 
I? = J(Q) - G(u(@), M) + (A, T*u(@) - W&,, (3.3) 
where A is a Lagrange multiplier. 
Remark. In accordance with the theory of constrained variational 
problems, in examining the stationarity properties of (3.3), we shall treat the 
variations of 4 and A4 as independent and the linear operator 1 will not be 
subject to variation. 
Taking the first variation of (3.3) we have 
&Q=dJ-6G, (3.4) 
where 
aJ= Cw, T@ - w,), + (4 T*u(@) - W,), + (u(a), c+E~)~~, (3.5) 
6G = (~a, T*u(@‘) - W, + A W,,), + (EQ T@ - W, - T,l + 1 W,,), 
+ (WV ore),, + (&a, %U(@))av, (3.6) 
and M = $ + Ea. Substituting (3.5) and (3.6) into (3.4), the condition &? = 0 
gives 
A = W,-,l[ W, - T*u(‘B)] in V, (3.7) 
a,A=O on aV, (3.8) 
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Therefore, the stationarity points for (3.1) subject to condition (3.2) are 
solutions of (3.9), (3.10), and (3.2). It is easy to see that the solution of 
(l.l)-(1.3) satisfies (3.9), (3.10), and (3.2). There are other solutions, 
however, since (3.10) is an equation of different type (if T and T* are 
differential operators, then (3.10) is an equation of higher order than (1.2)) 
than the original equation (1.2). 
4. INFLUENCE OF AN APPROPRIATE INVERSION 
ON THE VALUE OF E 
In many applications one encounter difficulties in finding inversions of 
canonical equations. In this section we shall study the influence on the value 
of E of an approximate solution (approximate inversion) of the second 
canonical equation (1.2) for 4. 
Let @ = w(V) be the exact inversion of (1.2), that is, 
T*U- W,JU, I//(U)) = 0, (4.1) 
and suppose we have an approximate inversion of (1.2) denoted by 
& = p(V). Then 
T*U- W&J, G(U)) = R, (4.2) 
is the residual of the approximate inversion. The value of G, calculated on 
I,?(U), becomes 
G(U = u(Q), W(u(@))) = G(U = u(@), v(u(@))) + (G,, &lA), 
+ f (~4 G,,wh + W:), (4.3) 
where 
V(u(@)) = VW@)> + &,A (4.4) 
and E, < 1. Using (2.8) and (1.2) in (4.3) we have 
G(U = u(Q), P(u(@))) = W= u(Q), v(u(@>>) 
- f(Q, W,,e,A), + W:). (4.5) 
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Expanding (4.2) and using (1.2), the expression for the residual of inversion 
becomes 
R, = -W,,(U= u(Q), v(u(@))) &,A + O(E:). (4.6) 
Neglecting terms of the order of E: and sonving for &id, we get 
&,A=-W&‘R,. (4.7) 
Substituting (4.7) into (4.5), the value of G on exact inversion becomes 
G(U = u(Q), v/(4@))> = G(U = u(Q), V(u(@)>) 
+ f(R, W$,R,),- W:). (4.8) 
Therefore, the value of the functional E calculated on an approximate 
inversion of (1.2) is connected with the value of E calculated on the exact 
inversion of (1.2) through the following relation: 
W(Q), v(d@>)) = E(u(@), V(u(@))) 
-~(R,W,-,‘,R,),--(E:), (4.9) 
where 
is the value of E on the approximate inversion g(U). 
5. THE EQUATION T*T# = f(4) 
In this section we shall apply the foregoing theory to equations of the form 
T*V = f(4) in V. (5.1) 
The Hamiltonian W(u, 4) corresponding to (5.1) is [3j 
w= s4 u), + W), 
where 
u = T# 
(5.2) 
(5.3) 
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and 
d,, being an arbitrary vector in Y. 
Therefore, functional (2.9) becomes 
E(Q) = (T@, T@), - F(G) - (T*T@,f-‘(T*T@))y + Fdf-‘(T*T@)) 
- (G% $>a” 3 (5.5) 
where f -i is the inverse of J We note that in some cases (for example, if 
f(4) = 4’) the inverse off is not unique. To choose the proper f - ’ in this 
situation we need some further information about d (such as 4 > 0). In those 
cases in which f -i is difficult to find, for construction of the functional E we 
may use the method of Lagrange multipliers. 
From the (2.18) and (2.19) we conclude that (5.5) has a local extremum 
on the solution of the boundary value problem (5.1), (1.3) if the operator 
F;i = f ;’ is positive or negative. Therefore, if 
(f,'@,@),> 0, (5.6) 
then E(4) = 0 is a local minimum. Also if 
(f,'@, @>, < 0, (5.7) 
then E(Q) = 0 is a local maximum. Conditions (5.6) and (5.7) generalize our 
results presented in (61. 
6. ERROR ESTIMATE FOR APPROXIMATE SOLUTIONS 
OF T*T# = f(4) 
The value of the functional E calculated on an approximate solution @ of 
the, boundary value problem (5.1), (1.3) could be used to estimate the error 
involved in approximation. If the exact inversion of (1.2) is known, Eq. (2.9) 
must be used. If the exact inversion is not known, the value of E is found by 
(4.9) under the condition that 0(&f) z 0. In each particular case, in 
estimating the error we may use all the information about the exact solution 
4 (such as bounds on 4, etc.) that we have. Also, our error estimate 
procedure will depend on the class of approximate solutions to which @ 
belongs. 
Here we shall outline two methods of estimating the error. Which one is 
preferable depends on the form of the equation and boundary conditions. In 
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Method I the error estimate is based on the value of E calculated by (2.28). 
Two different types of error bounds will be distinguished. In cases denoted 
by A, a bound on the L, norm of the error will be given, while in cases 
denoted by B, a bound on the L, norm is derived. In deriving a bound on 
the L, norm of the error, we shall use the expansion of the error in 
generalized Fourier series. This will restrict the applicability of bounds 
derived in cases A to boundary value problems only. In cases denoted by B, 
different assumptions will be made and the estimates obtained could be 
applied to both initial and boundary value problems. In Method II the error 
estimate is based on the value of E calculated by (5.5). Certain terms are 
simplified by the use of the convexity property, and the procedure that 
follows is very similar to that given in [3]. Also in Method II the cases A 
and B are treated separately. 
One general remark concerning the derivation of error bounds should be 
made. Namely, since the value of E on an approximate solution is given in 
terms of the second variation (see (2.28)), which in turn is the value of the 
weighted linearized residual, the methods of deriving error bounds based on 
the value of the residual [8,9] may be applicable (at least in the linear case 
of Eq. (5.1)). We turn now to derivation of error bounds. 
Method I 
Case Al. Let us assume that (5.5) is a minimum principle, i.e., E > 0. 
Further assume that the operators fm and f ;’ are such that there exist two 
positive constants a, and y1 such that 
(.f$@, @>, > a,(@ WV, 
(f,‘@ WV 2 (WA@, @>,> 
for all 0 E Y. Writing S# = a<, we have from (2.28) 
E(Q) = f(Z f, ‘Z),, 
where 
Z=T*T+&6#. 
Substituting (6.4) into (6.3) we get 
2E(@)= {(f,'T*Ts~,T*Tsg),-2(T*T6~,69), 
+ (f,%%%& 
Let us consider the generalized Fourier series corresponding to S# 
(6.1) 
(6.2) 
(6.3) 
(6.4) 
(6.5) 
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where C, are constants and 0, are eigenfunctions of the following spectral 
problem: 
T*TO, - A,, 0, = 0 in V, (6.7) 
W-O,, @,,, Tq4 0) = 0 on aV, (63) 
where the operator N depends on the form of g and the class of functions to 
which @ belongs. For example, if @ satisfies the exact boundary conditions 
and if g is linear, then N(.) is the homogeneous analog of g(.). Using (6.6) 
and (6.7), relation (6.5) becomes 
2’(Q) > [G,(~n)lmin Il@llZ,, (6.9) 
where [ lmin denotes the minimum value of the expression in brackets for all 
IE, in the spectrum of (6.7), (6.8); (1 ]jL2 is the L, norm ]I @\I,, = ((0, O)v)“2r 
and 
G,(A) = (Aihd + 24, + al - (6.10) 
If [G,(&J],i, is positive, we obtain the estimate 
II&ll,,G ~2~I[G~(~n)lmin~“*~ (6.11) 
Case A2. Suppose that (5.5) is a maximum principle. Further assume 
that fm and f;’ are such that there exist two positive constants a2 and yz 
such that 
-(f, 0, @>, > a,(@, @>,, (6.12) 
-(f, ‘@, @>, 3 (l/Y,)(@, 0)“. (6.13) 
In this case, using the same technique as in Case Al, we obtain the error 
estimate 
lls411L2 G {-2EI[G*(~,)l,i”}“2~ (6.14) 
where 
G2@J = WY,) - 24 + ~~2s (6.15) 
Case Bl. We assume now that there exists a finite positive number k, 
such that 
lI~11,,=SUyP1~19~l~~~~fm1~~~1”* (6.16) 
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for all 0 satisfying 
N(TO, 0, T#, $) = 0 on 8V. 
Using (6.16) in (6.3) we have 
Il~~llL, G kwl”*~ 
(6.17) 
(6.18) 
Case B2. Finally, we assume that there is a finite positive number k, 
such that 
(6.19) 
for all 0 satisfying (6.17). In this case we have the estimate 
IIWI~, G M-W”*. (6.20) 
Method II 
For certain types of functions f(Q) in (5.1) it is possible to estimate the 
functional F(f-l(Q)) - (T*T@, f -‘(T*T@)), using the convexity property. 
In this case we have the following error estimate procedure: 
Case A3. Suppose E(Q) is in minimum at @ = 4. Further assume that 
K(Q) =P(f-l(Q)) - (T*T@,f-‘(T*T@)), (6.21) 
is convex in @. Then 
K(O) - K(4) a w, 3 @)v. (6.22) 
Using (6.22) in (5.5) we have 
Et@‘) > (W T*T@), + (GT@> &9,, - Rh4 @h 
where R2($, S#) is the residual in the series expansion of F(Q). If 
(G T @, Q>,, - R A4 64) > 0, 
(6.23) 
(6.24) 
then by using (6.6) in (6.23) we obtain the error bound 
II @ IL52 G tE(@Ylnnlrnin I “‘. (6.25) 
Case B3. Suppose there exists a finite positive constant k, such that 
II@LE = S”,P (01 Q k,{(T@, T@),}“2, (6.26) 
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for all 0 satisfying (6.17). Also, suppose 
-R A444 2 0. 
By using (6.27) and (6.26) in (6.23) we get 
II + IIL, < k,iE(@)l “z* 
(6.27) 
(6.28) 
7. EXAMPLES 
Here we are going to solve two problems as an illustration of the theory. 
The approximate solutions will be determined by use of the Ritz method in 
the class of functions satisfying the boundary conditions identically. 
EXAMPLE 7.1. Let us consider the differential equation 
4” + k#3 = 0, x E (0, c), (7.1) 
where k > 0 is a constant, subject to the initial conditions 
4(O) =A, f(O) = 0. (7.2) 
This is an example of the equations of the foregoing theory with 
T=-$; d T”=-dx; 
(T*u, $)y = j; -$ $ dx; 
and 
UT= 1, at x = c, 
=- 1, at x=0; 
(u, woav = OJTU, 9)av = w>x=, - (4)x=0; (7.3) 
f =-kQ3; F = - + f-b G4 dx. (7.4) 
0 
The functional E(Q) becomes 
E(Q) = f [Q” -; Q4 -& (-@tr)4/3] dx - [WCP];. (7.5) 
0 
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fm = -3kq5= < 0, (7.6) 
we conclude that (7.5) has a local maximum on the solution of (7.1), (7.2). 
We take a trial function of the form 
@=Acoswx, (7.7) 
where w  is a constant to be determined, and choose c = n/2@. Substituting 
(7.7) into (7.5) and integrating, E becomes 
where 
w, v> = (W) m)mz + VI, (7.9) 
where r is the Euler gamma function. Maximizing (7.8) with respect to w, 
we get w  = 0.8252Ak 1’2 Therefore, the approximate solution and the value . 
of E for this solution are 
@ = A cos 0.8252Ak’/‘x, (7.10) 
E(Q) = -2.624 . 10-2A3k”Z. (7.11) 
To estimate the error, we shall use Method I, Case B2. It is readily seen that 
(6.3) gives 
E(4) = +j.; + [S#” + 3kqi2 S#]’ dx. (7.12) 
Using Troesch’s inequality [lo], j: hf” dx > (7c2/4)(JA h dx)((k f2 dx) 
(applied to S# and S#’ with h = 1) we conclude that the constant k, in (6.19) 
is 
(7.13) 
under the condition that 6kA2 < 1. Therefore (6.20) gives 
IlSq$., < 0.3516A5’2k3’4(1 - 6kA 2)-“2. (7.14) 
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EXAMPLE 7.2. To illustrate the use of approximate inversion, we 
consider again the problem (7.1), (7.2). Instead of using the exact inversion 
v(u)= +$4] 
[ 
113 
) 
of the second canonical equation 
-du/dx = k# 3, 
however, let us assume the following approximate inversion 
(7.16) 
(7.17) 
where B is a constant. We determine B by requiring that the correction term 
for approximate inversion (see (4.9)) 
for the trial solution (7.7) is minimal. The result is 
B = ((1 + \/13)/3)“‘A -2’3w-4’3k-1’2. (7.19) 
By using (7.17), (7.19), and (7.7), the value of functional (4.10) in this case 
becomes 
E@(Q), I@(@))) = A 3k1’2 $ 
I 
.--&-,513 (l ‘F) “’ 
(7.20) 
where a = co/Ak’j2. Minimizing (7.20) with respect to o gives w  = 
0.86992Ak’l’ and 
E@(Q), u/(u(@))) = 2.4473 . 10-3A3k”2, 
f(R, W;;, RI),= 5.4368 . 10-2A3k”2. 
Therefore, the value of E on the trial solution (7.7) obtained by use of an 
approximate inversion (7.17), (7.19) is 
E = -5.192 . 10-2A3k1’2. (7.21) 
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The procedure of estimating error presented in Example 7.1 could now be 
used with value of E given by (7.21). 
Remark. In some cases, conditions that follow from the requirement that 
(7.18) is minimal cannot be used to express (explicitly) one constant (B) in 
terms of the another (A). In those cases the above procedure can be modified 
in the following way: First, we substitute (7.7) and (7.17) into (4.10) and 
(7.18) and then the resulting equation is minimized by use of Lagrange 
multipliers. 
EXAMPLE 7.3. As another example we consider a two-dimensional 
problem of nonlinear heat conduction with prescribed sources 
V’@ + k#* = 4(x, Y) in V{O<x<71;0< y<z), (7.22) 
where k is a constant. The boundary conditions are taken as 
(Ii=0 on f3V. (7.23) 
In this case we have 
T = grad; T* = -div; 
(u, W” = (, u grad #J dx dy; (T*u, $)y = 1 (-div u)4 dx dy; 
V 
Also 
f(4) = -4’ + 4. (7.25) 
Suppose we are interested in nonpositive solutions of (7.22), (7.23). The 
functional E in this example is 
E(Q) = 1 ](grad @)’ - 7 @’ + q@ + 4 (’ -G;2@)3’2 1 dx dy. (7.26) 
V 
Since in the present case 
f*=-2@>0, (7.27) 
functional (7.26) has a local minimum on the nonpositive solution of (7.22), 
(7.23). Specifically, we take 
q = 2 sin x sin y, (7.28) 
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and an approximate solution in the form 
Q, = -sin x sin y + Ax(71 - x) y(7t - y), (7.29) 
where A is a constant to be determined. Substituting (7.29) in (7.26) and 
finding the minimum with respect to A gives A = 0.00488 for k = 0.5. 
Therefore 
and 
@ = -sin x sin y + O.O0498xy(x - X)(X - y), (7.30) 
E(Q) = 0.2167. (7.3 1) 
To estimate the error of (7.30), we shall use Method II, Case A3. Since 
(6.22) is satisfied, (6.23) becomes 
E(g))~~(grad6))2dxdy-~~ (k#$,42 ++6)1) dxdy. (7.32) 
However, 
R=j (k+t$’ +$+f?)dxdy=jvkS#’ (;+;$) dxdy<O (7.33) 
V 
if the approximate solution @(x, y) < 0. Therefore (6.24) is satisfied and 
(6.25) with [Jnjmin = 2 gives 
II 84 IL2 < 0.329. (7.34) 
8. CONCLUSIONS 
The variational principle and the error estimate procedure proposed in this 
paper may be efficiently used whenever operator W&’ has a definite sign, 
positive or negative. If W&j does not have a definite sign, we cannot say 
anything on the basis of present theory about the character of the 
stationarity ofE. 
In the case when complementary variational principles for (1.1~( 1.3) 
exist [l-5], that is in the case when W(u, 4) is convex in u (W,, > 0) and 
concave in d (W,, < 0), it is easy to see that our theory is applicable and 
that E is in maximum. The error estimate procedure proposed in this paper is 
different, however, than those presented, for example, in [3,4]. 
In applying the Ritz method to obtain an approximate solution, the 
functional E as a function of an undetermined parameter A (i.e., E(A)) in 
both examples presented here has more than one extremum and stationarity 
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point. The question then arises as to how to choose the proper value of the 
constant A which corresponds to an approximate solution of problem 
(1. I)-( 1.3). From the properties of E(Q) we conclude that if E(Q) is in 
maximum (minimum) on the exact solution of (1.1~(1.3), then A should be 
choosen in such a way that E(A) is in maximum (minimum) and that 
E(A) < 0 (E(A) > 0). The other extremum and stationarity points of E(A) 
that do not satisfy the above conditions correspond to stationarity points of 
E(Q) mentioned in the Remark after Theorem I. 
Finally, we note that the error bounds in both examples could be improved 
if more elaborate trial functions were used. The first problem shows that, 
because the stationarity properties of E are independent of boundary 
conditions, the initial value problems could be successfully treated by the 
present method. 
Further applications of the variational principle presented here will be 
reported elsewhere. 
REFERENCES 
1. B. NOBLE, “Complementary Variational Principles for Boundary Value Problems I, Basic 
Principles,” Report 473, Mathematics Research Center, University of Wisconsin, 
Madison, 1966. 
2. A. M. ARTHURS, “Complementary Variational Principles,” Oxford Univ. Press 
(Clarendon), London, 1970. 
3. A. M. ARTHURS, Dual extremum principles and error bounds for a class of boundary 
value problems, J. Math. Anal. Appl. 41 (1973), 781-795. 
4. P. D. ROBINSON, Complementary variational principles, in “Nonlinear Functional 
Analysis and Applications” (L. B. Rall, Ed.), Academic Press, New York, 1971. 
5. J. T. ODEN AND J. N. REDDY, On dual-complementary variational principles in 
mathematical physics, Internat. J. Engrg. Sci. 12 (1974), l-29. 
6. DJ. S. DJUKIC AND T. M. ATANACKOVIC, Error bounds via a new extremum variational 
principle, mean square residual, and weighted mean square residual, .I. Math. Anal. Appl. 
75 (1980), 203-218. 
7. V. KOMKOV, Application of Rail’s theorem to classical elastodynamics, J. Math. Anal. 
Appl. 14 (1966), 511-521. 
8. P. G. CARLIET, M. H. SCHULTZ, AND R. S. VARGA, Numerical methods of high order 
accuracy for nonlinear boundary value problems, Numer. Math. 9 (1967), 394430. 
9. N. B. FERGLJSON, “Orthogonal Collocation as a Method of Analysis in Chemical 
Reaction Engineering,” Ph.D. Thesis, University of Washington, Seattle, 197 I. 
IO. B. A. TROESCH, Integral inequalities for two functions, Arch. Rarional Me&. Anal. 24 
(1967), 1288140. 
