In the paper, we consider the no-explosion condition and pathwise uniqueness for SDEs driven by a Poisson random measure with coefficients that are super-linear and non-Lipschitz. We give a comparison theorem in the one-dimensional case under some additional condition. Moreover, we study the non-contact property and the continuity with respect to the space variable of the stochastic flow. As an application, we will show that there exists a unique strong solution for SDEs with coefficients like x log |x|.
Introduction and preliminaries
Consider the following jump-type stochastic differential equation (SDE): (1.1) Here x ∈ R m , Wt is a Brownian motion on R n andÑ (du, dt) is a compensated Poisson random measure. The functions f , g, h are defined as f : R m → R m , g : R m → R m×n , and h : R m × U → R m .
The purpose of this paper is to study the no-explosion condition and pathwise uniqueness for the solutions of (1.1) with super-linear and nonLipschitz coefficients including the functions like x log |x|. Some other properties of the solutions, including comparison principle, non-contact property and continuity with respect to x of the stochastic flow, are also proved under some additional assumptions. As an application, we prove that the following SDE:
Xs− log |Xs−|ds + t 0 Xs− | log |Xs−||dWs
Xs− | log |Xs−||uÑ (du, ds), possesses a unique strong solution.
SDEs with jumps plays an important role in many applications. For example, in a financial market, a stock price is described by a process that admits random jumps to characterize a sudden shift of the price. Under linear growth and Lipschitz conditions, the existence and the uniqueness of strong solutions for jump-type SDEs can be established by arguments based on fixed-point theory and Gronwall lemma: see e.g. [10] . There are numerical papers discussing the existence and uniqueness of weak or strong solutions in relaxed conditions. For the following equation
Bass [5] and Komatsu [13] showed that (1.2) admits a unique strong solution if Lt is a symmetric α-stable process with 1 < α < 2 and the coefficient F (·) is continuous and bounded with the modulus of continuity z → ρ(z) satisfying
This result is an extension of the Yamada-Watanabe criterion for SDEs driven by Brownian motions, see [12] . Fu and Li [8] studied the existence and uniqueness of strong solutions for (1.2) driven by spectrally positive α-stable Lévy noises which included the case F (x) = x 1 α . It was extended by Li and Mytnik [15] to more general cases. All these three works require that the coefficients have a linear growth, and thus the coefficients like x log |x| are not included. The results of Yamada-Watanabe (weak existence and pathwise uniqueness imply uniqueness in the sense of probability law and strong existence for the SDEs) has also been extended to jump-type SDEs. See [16, Theorem 137] and Barczy et al [4] . For more details as well as applications to finance, see the survey paper of Bass [6] and the monograph of Applebaum [1] .
Compared with [8] and [15] , our SDE is allowed to have a super-linear growth with respect to the unknown variable. Moreover, our pathwise uniqueness result for the solutions do not require that the function h is non-decreasing with respect to x which is essential in [8] and [15] .However, the non-decreasing condition is still required in our comparison principle.
The stochastic flow associated with (1.1) are also considered. For the case h = 0 in SDE (1.1), Fang and Zhang [7] proved the non-contact property (i.e. if x = y, then almost surely Xt(x) = Xt(y) for all t > 0) and the comparison principle in the one-dimensional case (i.e. if x ≤ y, then Xt(x) ≤ Xt(y)). Furthermore, it holds that lim |x|→+∞ |Xt(x)| = +∞, in probability.
(1.3)
Since the appearance of random jumps, these properties do not hold in general for our SDEs. Here are two counterexample. Consider the following SDE:
where N (du, dt) is a Poisson random measure with µ(U) < +∞. Define τn := inf{t > 0; N (U × (0, t]) = n} and τ0 = 0. The solution for (1.4) is Xt = x1τ 1 >t. It is easy to see that (1.3) and the non-contact property do not hold, since Xτ 1 = 0 for all x. Consider another example:
Thus the comparison principle is violated for these two solutions. Note that Bahlali et al [2] proved a comparison principle for backward stochastic differential equations (BSDEs) with random jumps. To summarize, as in [14] , we prove the comparison principle for a non-decreasing coefficient h and the noncontact property under the assumption that the mapping x → x + h(x, u) is homeomorphic.
We end up this section with introducing some notations. Let (Ω, F, {Ft}, P) be a filtered probability space satisfying the usual hypotheses. Wt is a standard {Ft}-Brownian motion on R m . Let U be a metric space and µ a σ-finite measure on U. N (du, dt) is a {Ft}-adapted Poisson random measure with intensity measure µ(du)dt.Ñ (du, dt) := N (du, dt) − µ(du)dt is the associated compensated Poisson random measure. Suppose that {Wt} and N (du, dt) are mutually independent. A strong solution of (1.1) with its lifetime τ is an {Ft}-adapted càdlàg process {Xt} and a stopping time τ such that:
(1) the stopping time τ is defined as τ := limn→+∞ τn with τn := inf{t > 0, |Xt| ≥ n}, (2) the equation (1.1) holds for all t < τ almost surely. Note that one can use Xs instead of Xs− in the integral with respect to dt and dWt on the right hand side of (1.1), since Xs = Xs− for at most countable s.
For a matrix A, we denote by A the Hilbert-Schmidt norm:
; for a vector x ∈ R m , |x| is the Euclidean norm. Given a function f on R m and x, y ∈ R m , we note
Throughout the paper, the constant C in an inequality is universal and is allowed to change from line to line. Whenever necessary, we use C(p) to emphasize its dependence on the parameter p.
No-explosion condition for the SDEs
In this section, we will show that the solution for (1.1) do not explode under the following assumptions.
Assumption 2.1 There exists a nondecreasing
By the property (3) in the assumption, for any ε > 0, we see that
for s sufficiently large which implies that the coefficients can not increase faster than |x| 1+ε . This is also necessary in some sense for noexplosion condition. To see this, consider the function xt = (1 − t)
which satisfies the ODE:
, and explodes at time t = 1. Typical examples satisfying the above conditions are functions ρ(s) = log s, ρ(s) = (log s · log log s).
Theorem 2.1 Let Assumption 2.1 be satisfied. Then the solution for the SDE (1.1) has no explosion, i.e. P(τ = +∞) = 1.
Proof: Without loss of generality, we assume that K = 0 in Assumption 2.1. Define the functions
We have
According to the assumptions, we see that 1 − ρ(ξ) − ξρ ′ (ξ) ≤ 0 which implies that Φ is a concave function. Thus one gets that
for any x, y ≥ 0. Let X be a solution to (1.1) and τ its lifetime. Define the stopping time
It is clear that τR tends to τ as R → ∞. By Itô-formula, we have
By the assumption, we have
According to (2.1) and Φ ′′ (ξ) ≤ 0, we get that
Since the process is uniformly bounded before τR, we see that the stochastic integral part Mt is a martingale. Hence, after taking expectation, we have
for some constant C1. We can use |Xs∧τ R | 2 instead of |X (s∧τ R )− | 2 since Xs = Xs− only for at most countable s. Thus
By Gronwall lemma, we get that there exists a constant C2 > 0 such that for all t ≥ 0 and R > 0,
Letting R → ∞ in above inequality, by Fatou lemma, we get
Since Φ(|Xτ | 2 ) = Φ(∞) = +∞ on a set with positive measure, the left hand side of (2.5) should be infinity which is a contradiction. Therefore we have P(τ < ∞) = 0.
Remark 2.1 In addition to the assumptions of Theorem 2.1, if we further assume that
for all x ∈ R m . Then the analysis in the proof of Theorem 2.1 indicates that
Since lim |ξ|→+∞ Φ(ξ) = +∞, it implies that the family of probability measures P (t, x, dy) := P(Xt(x) ∈ dy) is tight. By the theory of Krylov and Bogolubov (see Theorem 4.17 in [9] ), if the SDE (1.1) also defines a Feller semigroup, then there exists an invariant measure for this Markov process.
Let Xt(x) be the solution of (1.1) with initial value x. By Theorem 4.1 in [7] , we know that when there is no random jumps, i.e. h = 0, one will have that lim
That is if the initial point of the process is far from the origin, then, for any compact set, the process will not enter into it in a short time. But this is not true when the SDE is also driven by a Poisson random measure. An counter example has been given in the previous section. To ensure that (2.6) holds, some additional assumptions must be added.
and µ(U) < ∞.
The meaning of the assumption is clear. It requires that the size of the jump is uniformly bounded and there will not be too many jumps for each path. We have the following result:
Theorem 2.2 In addition to the assumptions of Theorem 2.1, we also require that Assumption 2.2 is satisfied. Then (2.6) holds.
Proof: Let ψ be defined as in the proof of Theorem 2.1. Define the function Φ by Φ(ξ) = exp(−ψ(ξ)).
In this case, one gets that Φ
and for some C1 > 0,
Let R and M be two constants such that M > |x0| > R. Definẽ
As in the proof of Theorem 2.1, we have
where
and
By Assumption 2.1 and (2.7), we see that
With a similar estimation as in the proof of Theorem 2.1, we have
Now we estimate I2. By Assumption 2.2, it is easy to see that
We see that
In the other case, we have exp(
Hence we get ( * ) ≤ CΦ(|Xt−| 2 ).
It implies that
By Gronwall lemma, we get
Letting M → ∞, by Fatou lemma, one has
Since Φ is decreasing, this gives that
which tends to zero as |x0| → ∞. Thus we prove that (2.6) holds.
Criteria for pathwise uniqueness and comparison principle
Inspired from the paper [3] of Bahlali et al, we consider the pathwise uniqueness under the condition below.
Assumption 3.1 There exists C > 0, σ > 0 and K ≥ e such that, for any integer N > K,
for all x, y that |x|, |y| ≤ N . For h, there exists p ≥ 1 and a constant C(p) depending on p such that
for all x, y that |x|, |y| ≤ N . Typical example for Assumption 3.1 is
in the one-dimensional case for p = 2 if one has that U |u| 2 µ(du) < +∞. We only check it for f (x) = x log |x| since it is similar to check for the other two and can be found in [3] . Thanks to triangular inequalities, it suffices to treat separately two cases: 0 ≤ |x|, |y| ≤ 1 N and 1 N ≤ |x|, |y| ≤ N . In the first case, we see that
. While in the other case, one gets that |f (x) − f (y)| ≤ (1 + log N )|x − y|. Combining these two, we see that f (x) = x log |x| satisfies the assumption. In the next section, we need to assume that (3.1) holds for all p ≥ 1. If we know that U |u| 2p µ(du) < +∞ for any p ≥ 1, then one example that satisfying the assumption is h(x, u) =h(x)u withh defined as
for N sufficiently large. Thus one has
The following lemma is needed for the proof of other theorems in this paper. It shows that, in some sense, the assumption is stable under localization.
and |φ ′ R (x)| ≤ 1. If the coefficients (f, g, h) satisfy the Assumption 3.1, then the coefficients (φRf, φRg, φRh) also satisfy the Assumption 3.1.
Proof:
We only check that φRf satisfies the assumption, since the proof for the other two is similar. Set M := sup R+1≤|x|≤R+3 |b(x)|. If 0 ≤ |x|, |y| ≤ R + 1 or |x|, |y| ≥ R + 3, it is obvious that
In the general case, for example, if 0 ≤ |x| ≤ R + 1 and |y| ≥ R + 3, then one can find z1 and z2 such that |z1| = R + 1, |z2| = R + 3 and
Thus we see that φRf satisfies the assumption. Now we prove that the pathwise uniqueness holds for SDE (1.1).
Theorem 3.1 If Assumption 3.1 holds with p = 2, then pathwise uniqueness holds for the SDE (1.1).
Proof: Let Xt and Yt be two solutions of (1.1) with the same initial value. For N > 0, we define the stopping time
Since the solutions are assumed to be conservative, then τN tends to +∞ as N → +∞. Applying Itô-formula to |Xt − Yt| 2 , we get
Taking expectation, we get that
By Hölder inequality and Assumption 3.1, we have
Thanks to Gronwall lemma, we get
, then, letting N → +∞, it holds that
]. Repeating this procedure, we finally get that for every T > 0, the two solutions are indistinguishable.
Next we consider the comparison principle for (1.1). As the example given in previous, we see that it will not hold in general because of the appearance of the random jump. But some additional assumptions, especially the non-decreasing of h, will imply the comparison principle in the one-dimensional case.
Assumption 3.2 Let
for all |x|, |y| ≤ M .The function rM should also satisfy
Moreover the function h is nondecreasing, i.e.
h(x, u) ≤ h(y, u), for all x ≤ y, u ∈ U. Theorem 3.2 In the one-dimensional case, let (f1, g, h) and (f2, g, h) be two sets of coefficients that satisfy Assumption 3.2. Furthermore, we have
Let X 1 and X 2 be the associated solutions for (1.1). If
For n ∈ N, let {an} be the sequence defined by: a0 = 1 > a1 > a2 > ... > an > ... → 0 and satisfies
For each n, let φn be a non-negative continuous function such that its support is contained in (an, an−1) and satisfies a n−1 an φn(u)du = 1 and r
For every n, the function ψn(x) := { x 0 y 0 φn(z)dzdy}1 (0,+∞) (x) has the following properties,
Define the stopping time τM :
Using Itô-formula and taking expectation, it follows that
By Assumption 3.2 and the construction of ψn, we see that
3) Note that, by Taylor's expansion,
Thus, by the monotonicity of h, we have
(3.4) Combining (3.2), (3.3) and (3.4), we get
Letting n → +∞, we have
Gronwall lemma implies that
, letting M → +∞, we have
Thus we prove that almost surely X and applying the same argument as above, we get that
]. Repeating this procedure, one can finally show that for every T > 0, almost surely X
As an application of Theorem 2.1 and 3.1, we will study one particular case:
Xs− | log |Xs−||uÑ (du, ds).
Here x ∈ R, Wt is one dimensional standard Brownian motion and N (du, dt) is a Poisson random measure with the intensity measures satisfies
Note that the coefficients satisfy Assumption 2.1 with ρ(s) = log(s). And, as point out in [3] (Proposition 4.1), Assumption 3.1 is also satisfied.
Theorem 3.3 Let T > 0 be fixed. For any x ∈ R, the SDE (3.5) admits a unique strong solution.
Proof:
For any N > 0, one can find a smooth cut-off function φN satisfying the assumption in Lemma 3.1. Consider the following SDE: dXt =φN (Xt−)Xt− log |Xt−|dt + φN (Xt−)Xt− | log |Xt−||dWt
Note that the coefficients of (3.6) are continuous and bounded. By Lemma 3.1, they also satisfy Assumption 3.1. Hence, by Theorem 175 in [16] , we see that (3.6) has a weak solution. Theorem 3.1 also implies that the pathwise uniqueness holds for this SDE. It is well-known that the existence of weak solutions and pathwise uniqueness imply the existence of strong solutions (See [16, Theorem 137] and Barczy et al [4] ). Hence for any N > 0, we have a strong solution X N for (3.6). Define the stopping time τN := inf{t > 0, |X N t | ≥ N }. Again, by the pathwise uniqueness, we see that X
t , if t < τN 1 ∧ τN 2 . Thus we define the process X: Xt = X N t , if t < τN for some N . Then we see that Xt is a solution for (3.5) up to a lifetime ζ := limN→∞ τN . But Theorem 2.1 implies that ζ = +∞ almost surely. Thus X is a strong solution for the SDE (3.5).
Non-contact property and continuity of the stochastic flow
In this section, we consider the stochastic flow associated with (1.1). We will prove that the solutions Xt(x) with initial value x satisfy the noncontact property and have a modification continuous with respect to x. The following assumption is needed. For the proof of Theorem 4.1, we need the following lemma.
1 is satisfied and Assumption 3.1 holds for any p ≥ 1, then we have:
Proof: We shall prove the first assertion. Since Λu is uniformly Lipschitz continuous, we have
Substituting y = Γu(x) and y ′ = Γu(x ′ ) in the above inequality, we obtain that
Then it holds that
for any ε > 0, which implies that
Now we prove the second assertion. Set w = x − x ′ and k = g(x, u) − g(x ′ , u). Then we have the following equality
It holds that F (w + k) − F (w) = −(|k| 2 + 2 w, k )F (w + k)F (w).
Since |w| ≤ F − 1 2 (w), we have
where we use the first assertion to get the second inequality. Therefore,
Now integrate both sides of the above inequality with respect to the measure µ. According to Assumption 3.1, we see that
Thus we obtain (4.1). Now we prove the non-contact property.
Theorem 4.1 Assume that Assumptions 4.1 is satisfied and Assumption 3.1 holds for any p ≥ 1. For x = y, let Xt(x) and Xt(y) be the solutions of SDE (1.1) starting, respectively from x and y. We assume that that the strong solutions for (1.1) are conservative (i.e. P(τ = +∞) = 1). Then we have almost surely Xt(x) = Xt(y) for all 0 ≤ t ≤ T .
Proof: Denote by Xt(x) and Xt(y) the solutions of (1.1) starting, respectively, from x and y. We set τN := inf{t > 0; |Xt(x)| or |Yt(y)| ≥ N }, and ζN = inf{t > 0; |Xt(x) − Xt(y)| ≤ 1 N σ }. Then, as N goes to +∞, we have τN tends to +∞ and ζN tends to ζ := inf{t > 0; |Xt−(x) − Xt−(y)| or |Xt(x) − Xt(y)| = 0}. Denote by ςN := ζN ∧ τN . Consider the function F (x) = (ε + |x| 2 ) −1 for all ε > 0. Set ηt := Xt(x) − Xt(y) and h0(s, u) := h(Xs(x), u) − h(Xs(y), u). Applying Itô-formula to F (ηt), we get
DF (ηs−, g(Xs−(x)) − g(Xs−(y))) dWs
According to Assumption 3.1, we see that
(4.2) By (4.1), we see that
2) and (4.3), it follows that
Taking expectation, we have
Using Gronwall lemma, we obtain that
that is
Letting ε → 0 in the previous inequality, we get
On the set {ζN ≤ t ∧ τN }, since the path is right continuous, we see that
Combining with (4.4), we get that
Letting N → +∞ in the previous inequality, we obtain for t <
Now starting from 2σ C and using the same argument as above, we get for
It is easy to see that T k = 2kσ C goes to +∞ as k tends to +∞. Arguing recursively on k, one can prove that, for any t ≥ 0 P(ζ ≤ t) = 0. Now we consider the continuity of the stochastic flow associated with (1.1). The following theorem is essential. 
For the proof of Theorem 4.2, we need the following two lemmas.
Lemma 4.2 Under the assumptions of Theorem 4.2, for any p > 1, we have
for some constant C(p) depending on p. The stopping times τN and ζN are those that defined in the proof of Theorem 4.1.
Proof: The processes ηt, h0(t, u) and the stopping times ζN , τN and ςN are defined as in the proof of Theorem 4.1. Set r(x) = ε + |x| 2 and R(x) = r p (x) for any ε > 0 and p > 1. Direct computation indicates that the gradient and the Hessian matrix of R are
where I is the identity matrix and x ⊗ x is the tensor product of x, i.e. (x ⊗ x)ξ, ξ = ( x, ξ ) 2 , for any ξ ∈ R m . Thus we see that, for some θ ∈ [0, 1], 
The estimation of I1(t) is almost the same as that in the proof of Theorem 4.1. Now we consider I2(t). By (4.5) and Assumption 3.1, we see that 
Thus, taking expectation, it follows that
Using Gronwall lemma, we obtain
Letting ε → 0, we get
On the subset {ζN ≤ t ∧ τN }, we see that |ηs| ≥ 
In both cases, it holds that
Thus we have the following inequality
which implies that
The following lemma has been proved in [14] (Theorem 2.11, pp.332).
Lemma 4.3 Consider a d-dimensional semimartingale with the following decomposition:
For any p ≥ 2, there exists a constant C(p) such that 
with some constant C(p) only depending on p. Thanks to Gronwall lemma, it follows that
which is
For t > 0, we set Yt(x) := sup 0≤s<t |Xs(x)|. Arguing as in [3] , we show that
Using Cauchy-Schwartz's inequality, we get
(4.6) and (4.8) indicates that
By (4.7), we see that, for any q ≥ 2,
Lemma 4.5 shows that
Thus we have
This implies that
(4.9)
Choosing q sufficiently large, the right hand side of (4.9) will converge. Thus there exists a positive constant C(p, R, T ) such that |h(x, u)| p µ(du) < +∞, for any p ≥ 2 and R > 0.
Then, for each t > 0, there is a versionXt(x) of Xt(x) that is continuous on R m almost surely.
Proof: We will proceed as in [7] . First, we assume that the coefficients are compactly support in the set {|x| ≤ R}. Then, by Theorem 4. Taking p > d+1 and using Kolmogorov theorem, we show that the solution Xt(x) admits a continuous versionXt(x) in |x| ≤ R + 1. Moreover, since the coefficients are compact supported and the pathwise uniqueness holds for (1.1), we have Xt(x) = x for all |x| ≥ R + Let X R t (x) be a solution of (4.11). The discussion above indicates that one can assume that X R ·∧t (x) is continuous in x as a D(R m )-valued function. We know that if ωn tends to ω in the Skorohod topology and ω is continuous at time t, then ωn(t) tends to ω(t) (Proposition 2.4 in Section 6.2 of [11] , pp. 305). By the quasi-left continuity of X R , we see that almost surely X ThenXt(x) is a version of Xt(x). Let us prove thatXt(x) is continuous in x for almost all ω. Fix x0. Then, one can find some R > |x0| depending on ω, such that τ R+1 R+1 (x) > t + ε for a small ε. By Remark 4.1, we can find a neighborhood B δ (x0) such that τ R+1 R+1 (x) > t + ε for all x ∈ B δ (x0). Hence,Xt(x, ω) = X R+1 t (x, ω) for all x ∈ B δ (x0) which implies thatXt(x) is continuous at x0.
