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Abstrat. In this paper, we study the omposition operators on an algebra
of Dirihlet series, the analogue of the Wiener algebra of absolutely onvergent
Taylor series, whih we all the Wiener-Dirihlet algebra. We study the on-
netion between the properties of the operator and of its symbol, with speial
emphasis on the ompat, automorphi, or isometri harater of this opera-
tor. We are led to the intermediate study of algebras of funtions of several, or
ountably many, omplex variables.
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1 Introdution
Let A+ = A+(T) be the Wiener algebra of absolutely onvergent Taylor
series in one variable : f ∈ A+ if and only if
f(z) =
∞∑
n=0
anz
n, with ‖f‖A+ =
∞∑
n=0
|an| < +∞.
It is well-known that A+ is a ommutative, unital, Banah algebra with spe-
trum D, the losed unit disk. If φ : D→ D is analyti, the omposition operator
Cφ with symbol φ is formally dened by Cφ(f) = f ◦ φ.
Newman [Ne℄ studied those symbols φ generating bounded omposition op-
erators Cφ : A
+ → A+, and proved in partiular the following:
(a) Cφ maps A
+
into itself if and only if φ ∈ A+ and ‖φn‖A+ = O (1) as
n → ∞ (e.g. φ(z) = 5−1/2(1 + z − z2)): this happens if and only if all
maximum points θ0 of |φ(eiθ)| are ordinary points, i.e. if and only if we
have, as t→ 0:
logφ(ei(θ0+t)) = α0 + α1t+ αkt
k + · · · ,
where k > 1 and αk 6= 0 is not pure imaginary;
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(b) if moreover |φ(eit)| = 1, one must have φ(z) = azd, with |a| = 1 and
d ∈ N;
() Cφ : A
+ → A+ is an automorphism if and only if φ(z) = az, with |a| = 1.
Harzallah (see [K℄) also proved that:
(d) Cφ : A
+ → A+ is an isometry if and only if φ(z) = azd, with |a| = 1 and
d ∈ N.
The aim of this paper is to perform a similar study for the Wiener-Dirihlet
algebra A+ of absolutely onvergent Dirihlet series: f ∈ A+ if and only if
f(s) =
∞∑
n=1
ann
−s, with ‖f‖A+ =
∞∑
n=1
|an| < +∞.
A+ is a ommutative, unital, Banah algebra, with the following multipliation
(quite dierent from the one for Taylor series):(
∞∑
n=1
ann
−s
)(
∞∑
n=1
bnn
−s
)
=
∞∑
n=1
cnn
−s, with cn =
∑
ij=n
aibj .
A+ an also be interpreted as a spae of analyti funtions on C0 (where in gen-
eral we denote by Cθ the vertial half-planeRe s > θ), and the study of funtion
spaes formed by Dirihlet series has known some reent interest (see the papers
of Hedenmalm-Lindqvist-Seip [HLS℄, Gordon-Hedenmalm [GH℄, Bayart [B1℄,
[B2℄, Finet-Queéle-Volberg [FQV℄, Finet-Queéle [FQ℄, Finet-Li-Queéle
[FLQ℄, M Carthy [MC℄). Now, a method due to Bohr (see for example [Q℄)
identies the algebra A+ with the algebra A+(T∞) formed by the absolutely
onvergent Taylor series in ountably many variables (this point of view, whih
allows to identify the spetrum of A+ as D∞, the spetrum of A+(T∞), has been
used by Hewitt and Williamson [HeW℄, among others, to prove the following
Wiener type tauberian Theorem : If f ∈ A+ and |f(s)| > δ > 0 for s ∈ C0,
then 1/f ∈ A+).
Let us reall the way this identiation is arried out. Let (pj)j>1 be the
inreasing sequene of prime numbers (p1 = 2, p2 = 3, p3 = 5, . . . ). If
f(z) =
∑
α∈N
(∞)
0
aαz
α
with ‖f‖A+(T∞) =
∑
α
|aα| < +∞,
where, as usual, we set α = (α1, . . . , αr, 0, 0, . . .) and z
α = zα11 . . . z
αr
r for z =
(zj)j>1, then ∆: A+ → A+(T∞) is dened by:
∆
(
∞∑
n=1
ann
−s
)
=
∞∑
n=1
anz
α1
1 . . . z
αr
r ,
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if n = pα11 . . . p
αr
r is the deomposition of n in prime fators. ∆ is an isometri
isomorphism. Moreover, we shall need two more fats about ∆. For s ∈ C0, we
set z[s] = (p−sj )j . We then have:
∆f(z[s]) = f(s), for any f ∈ A+ and any s ∈ C0 (1)
‖∆f‖∞ = ‖f‖∞ for eah f ∈ A+, (2)
where we set ‖f‖∞ = sup
s∈C0
|f(s)| and ‖∆f‖∞ = sup
z∈B
|∆f(z)|, with B = {z =
(zj)j>1 ∈ D∞ ; zj −→
j→+∞
0}. Indeed, if f(s) =∑∞1 ann−s, we have:
∆f(z[s]) =
∞∑
n=1
an(p
−s
1 )
α1 . . . (p−sr )
αr =
∞∑
n=1
an(p
α1
1 . . . p
αr
r )
−s = f(s).
On the other hand, let z = (zj)j>1 ∈ B. Fix an integer N , let k = π(N) be
the number of primes not exeeding N , and SN (z) =
∑N
n=1 anz
α1
1 . . . z
αk
k , with
n = pα11 . . . p
αk
k . Pik σ > 0 suh that |zj| 6 p−σj , 1 6 j 6 k. Due to the
rational independene of log p1, . . . , log pk and to the Kroneker Approximation
Theorem ([HST℄), the points (p−itj )16j6k, t ∈ R, are dense in the torus Tk, so
that the maximum modulus priniple for the polydisk Dk gives:
|SN (z)| 6 sup
|wj|=p
−σ
j
∣∣∣ N∑
n=1
anw
α1
1 . . . w
αk
k
∣∣∣ = sup
Re s=σ
∣∣∣ N∑
n=1
an(p
−s
1 )
α1 . . . (p−sk )
αk
∣∣∣
= sup
Re s=σ
∣∣∣ N∑
n=1
ann
−s
∣∣∣ 6 ∥∥∥ N∑
n=1
ann
−s
∥∥∥
∞
.
Hene ‖SN‖∞ 6 ‖
∑N
1 ann
−s‖∞. Letting N tend to innity gives ‖∆f‖∞ 6
‖f‖∞, whih proves (2), sine we trivially have ‖∆f‖∞ > ‖f‖∞.
In this paper, we use the identiation proposed above to obtain results
similar to (a), (b), () and (d) for A+. This leads to an intermediate study of
omposition operators on the algebras A+(T∞) and A+(Tk) (the k-dimensional
analog of A+(T∞)). Aordingly, the paper is organized as follows:
In Setion 2, we give neessary, or suient, onditions for the boundedness, or
ompatness, of Cφ : A+ → A+, and study in detail some spei examples. In
Setion 3, we study the automorphisms of the algebras A+(Tk), A+(T∞), A+.
In Setion 4, we study the isometries of those algebras, and we point out some
spei dierenes between the nite and innite-dimensional ases. Setion 5
is devoted to some onluding remarks and questions.
A word on the denitions and notations: we will say that integers 2 6
q1 < q2 < . . . are multipliatively independent if their logarithms are rationally
independent in the real numbers; equivalently, if any integer n > 2 an be
expressed as n = qα11 . . . q
αr
r , αj ∈ N0, in at most one way (e.g. q1 = 2, q2 = 6,
q3 = 30). We shall denote by D the spae of funtions ϕ : C0 → C whih are
analyti, and moreover representable as a onvergent Dirihlet series
∑∞
1 cnn
−s
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for Re s large enough (D is also alled the spae of onvergent Dirihlet series;
for example, if ψ(s) = (1 − 21−s)ζ(s), and ϕ(s) = ψ(s − a), ϕ is entire, and
representable as
∑∞
1 (−1)n−1nan−s for Re s > a). T denotes the unit irle,
and plays no role in the denition of A+(Tk) and A+(T∞), although Tk (resp.
T∞) might be viewed as the hilov boundary of A+(Tk) (resp. A+(T∞)). As
usual, we set N = {1, 2, . . .} and N0 = {0, 1, 2, . . .} = N ∪ {0}. Reall that Cθ is
the vertial half-plane Re s > θ.
2 Boundedness and Compatness of Composition
Operators Cφ : A+ → A+
2.1 General results
We begin by sharpening Newman's result ((a) of the Introdution), under
the form of the following (where it is assumed that φ is non-onstant):
Proposition 1 The omposition operator Cφ : A
+ → A+ is ompat if and only
if ‖φ‖∞ = sup
z∈D
|φ(z)| < 1.
Proof. As will be apparent from the Proof of the next Proposition, Cφ : A
+ →
A+ is ompat if and only if ‖φn‖A+ → 0 as n→∞. On the other hand, by the
spetral radius formula, we have ‖φ‖∞ = lim
n→∞
‖φn‖1/nA+ = infn>1 ‖φ
n‖1/nA+ . That
nishes the proof.
Alternatively, we ould have applied to fn(z) = z
n
a General Criterion of
Shapiro [S℄: Cφ is ompat if and only if ‖Cφ(fn)‖A+ → 0 for eah sequene
(fn)n in A
+
whih is bounded in norm and onverges uniformly to zero on
ompat subsets of D. 
We now turn to the study of omposition operatorsCφ : A+ → A+ assoiated
with an analyti funtion φ : C0 → C0.
We rst reall the following:
Theorem 2 ([GH, Theorem 4℄). Let φ : C0 → C be an analyti funtion suh
that k−φ ∈ D for k = 1, 2, . . . . Then we have neessarily:
φ(s) = c0s+ ϕ(s), with c0 ∈ N0 and ϕ ∈ D. (3)
We will therefore restrit ourselves, in the sequel, to symbols φ of the form
given by (3). To avoid trivialities, we will also assume one and for all that φ is
non-onstant.
Theorem 3 Let φ : C0 → C be an analyti funtion of the form (3). Then :
(a) (i) if Cφ maps A+ into itself then n−φ ∈ A+ and ‖n−φ‖A+ 6 C, n =
1, 2, . . .;
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(ii) onversely, if (n−φ)∞n=1 is bounded then φ maps C0 into C0 and Cφ
is a bounded omposition operator on A+.
(b) (i) Cφ : A+ → A+ is ompat if and only if ‖n−φ‖A+ −→
n→∞
0. Then
φ(C0) ⊆ Cδ for some δ > 0.
(ii) Assume that φ(s) = c0s +
∑∞
1 cnn
−s
, with
∑∞
1 |cn| < +∞. Then
Cφ is ompat if and only if φ(C0) ⊆ Cδ for some δ > 0.
Proof. (a) (i) Suppose that Cφ maps A+ into itself. Cφ is an algebra homo-
morphism and A+ is semi-simple, therefore (see [R, p. 263℄) Cφ is ontinuous.
Thus:
‖n−φ‖A+ = ‖Cφ(n−s)‖A+ 6 ‖Cφ‖ ‖n−s‖A+ = ‖Cφ‖ =: C.
(ii) Conversely, suppose that n−φ ∈ A+ and ‖n−φ‖A+ 6 C, n = 1, 2, . . ..
We rst see that, for s ∈ C0, we have: n−Re φ(s) = |n−φ(s)| 6 ‖n−φ‖∞ 6
‖n−φ‖A+ 6 C, whene Re φ(s) > − logClogn · Letting n tend to innity gives
Re φ(s) > 0, and the open mapping Theorem gives Re φ(s) > 0, sine φ is not
onstant. If now f(s) =
∑∞
1 ann
−s ∈ A+, the series∑∞1 ann−φ(s) is absolutely
onvergent in A+, so that f ◦ φ ∈ A+, with ‖f ◦ φ‖A+ 6
∑∞
1 |an|‖n−φ‖A+ 6
C
∑∞
1 |an| = C‖f‖A+ .
(b) (i) Suppose that Cφ : A+ → A+ is ompat. Let f ∈ A+ be a luster
point of n−φ(s) = Cφ(n
−s), and let (nk)k be a sequene of integers suh that
‖n−φk − f‖A+ → 0. For xed s ∈ C0, we have |n−φ(s)k − f(s)| 6 ‖n−φk − f‖A+ .
But n
−φ(s)
k → 0 (sine Re φ(s) > 0, by part (a)), so that f(s) = 0. Hene f = 0.
This implies ‖n−φ‖A+ → 0.
Now, sine ‖n−φ‖∞ 6 ‖n−φ‖A+ , we get n− infRe φ(s) = ‖n−φ‖∞ → 0, and
so inf
s∈C0
Re φ(s) > 0.
Conversely, suppose that ǫn = ‖n−φ‖A+ → 0 and set δn = supk>n ǫk. Let
Tn : A+ → A+ be the nite-rank operator dened by (Tnf)(s) =
∑n
k=1 akk
−φ(s)
if f(s) =
∑∞
k=1 akk
−s
. We have:
‖Cφf − Tnf‖A+ 6
∑
k>n
|ak|‖k−φ‖A+ 6 δn
∑
k>n
|ak| 6 δn‖f‖A+ ,
showing that ‖Cφ − Tn‖ 6 δn, and therefore that Cφ is ompat.
(ii) For any υ ∈ A+, and for any real number r > 1, we have:
‖r−υ‖A+ 6 r‖υ‖A+ . (4)
Indeed:
r−υ = exp(−υ log r) =
∞∑
k=0
(− log r)k
k!
υk ∈ A+
sine υ belongs to the algebra A+. Moreover:
‖r−υ‖A+ 6
∞∑
k=0
(log r)k
k!
‖υ‖kA+ = r‖υ‖A+
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(we may remark that when υ(s) = cjj
−s
is a monomial, we have equality; in
partiular: ‖n−cjj−s‖A+ = n|cj| for every positive integer n).
We shall use the following:
Proposition 4 (see [GH℄) Let θ and τ be real numbers and suppose that φ
maps Cθ into Cτ . Then, if φ(s) = c0s + ϕ(s), and ϕ is not onstant, ϕ maps
Cθ into Cτ−c0θ.
Now, assume that ϕ is non-onstant (sine otherwise the result is trivial),
and that ε = inf
s∈C0
Re φ(s) > 0. By Proposition 4, ϕ maps C0 into Cε. The
spetral radius formula and Bohr's theory (as seen in the Introdution) give,
with ψ = 2−ϕ:
lim
j→+∞
‖ψ j‖1/jA+ = sup
h∈spA+
|h(ψ)| = sup
s∈C0
|ψ(s)| = 2−ε;
and, in partiular, ‖2−jϕ‖A+ −→
j→+∞
0. Now, if n is any positive integer, let
j = j(n) be the integer suh that 2j 6 n < 2j+1, and set r = n 2−j, so that
1 6 r < 2. By using (4), we get:
‖n−φ‖A+ = ‖n−ϕ‖A+ = ‖2−jϕr−ϕ‖A+ 6 ‖2−jϕ‖A+ ‖r−ϕ‖A+
6 ‖2−jϕ‖A+ r‖ϕ‖A+ 6 ‖2−jϕ‖A+ 2‖ϕ‖A+ .
This shows that ‖n−φ‖A+ −→
n→∞
0 (more preisely, we have ‖n−φ‖A+ = O(n−δ)
for some δ > 0), and so Cφ is ompat, by part (b) (i) of the theorem. 
Remark. Using the notation of Theorem 2, we have:
‖n−φ‖A+ = ‖n−ϕ‖A+ ,
and, in partiular, the integer c0 plays no role for the ontinuity or the om-
patness of the omposition operator Cφ on A+. This is quite amazing, sine
c0 intervenes deisively in the study of omposition operators on the Hilbert
spae H2 of the square-summable Dirihlet series (so muh so that Gordon and
Hedenmalm [GH℄ alled it harateristi).
Corollary 5 Let φ(s) = c0s +
∞∑
n=1
cnn
−s
. Then Cφ is bounded if Re c1 >
∞∑
n=2
|cn|, and is ompat if Re c1 >
∞∑
n=2
|cn|.
Proof. Let ϕ0 ∈ A+ be dened by ϕ0(s) =
∑∞
n=2 cnn
−s
. For eah positive
integer N , we have: N−φ(s) = (N c0)−sN−c1N−ϕ0(s), and so the inequality (4)
with r = N gives:
‖N−φ‖A+ = N−Re c1‖N−ϕ0‖A+ 6 N−Re c1N‖ϕ0‖A+ = N−Re c1+
∑
∞
n=2 |cn|;
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thus ‖N−φ‖A+ is less than 1 in the rst ase, and tends to 0 in the seond ase.
Theorem 3 ends the proof. 
Note that under the assumption of Corollary 5, Cφ : A+ → A+ is atually a
ontration: ‖Cφ‖ 6 1.
2.2 Some spei examples
One of the main dierenes between the study of omposition operators on
A+ and those on A+(T) is the fat that the funtion z does not belong to A+.
Therefore, it is not lear that if Cφ is a omposition operator on A+, we must
have
∑
n |cn| < +∞. In some ases, it is however true. The next proposition
ontains a partial result of this type.
Proposition 6
(a) If 2 6 q1 < q2 < · · · are multipliatively independent integers and φ(s) =
c0s + c1 +
∑∞
j=1 djq
−s
j , then the boundedness of Cφ : A+ → A+ implies
Re c1 >
∑∞
j=2 |dj |, and its ompatness implies Re c1 >
∑∞
j=2 |dj |.
(b) Let (λj)j>1 be a Sidon set of positive integers, r an integer > 2, and
φ(s) = c0s + ϕ(s), where ϕ ∈ D and ϕ(s) = c1 +
∑∞
j=1 djr
−λjs
for Re s
large. Then the boundedness of Cφ : A+ → A+ requires that
∑∞
j=1 |dj | <
+∞.
Reall (see [K℄) that (λj)j>1 is a Sidon set if
N∑
j=1
|aj | 6 C0 sup
t∈R
∣∣∣ N∑
j=1
aje
iλjt
∣∣∣
for some nite positive onstant C0.
Proof. (a) Write ϕ0(s) =
∑∞
j=1 djq
−s
j , as in the proof of Corollary 5. For every
integer n > 2, we have, for Re s large enough:
n−φ(s) = (nc0)−sn−c1 exp
(− ϕ0(s) logn) = (nc0)−sn−c1 ∞∑
k=0
(− logn)k
k!
ϕ0(s)
k.
Sine Cφ is assumed to be bounded on A+, we know that n−φ ∈ A+, and so:
n−φ(s) =
∞∑
j=1
an,jj
−s, with
∞∑
j=1
|an,j | < +∞.
But the supports (spetra) of the ϕk0 's do not interset: in fat, the spetrum
of ϕk0 only involves nite produts
∏
j q
αj
j , where
∑
αj = k, and these produts
are all distint. In partiular, for k = 1, (− logn)ϕ0(s) is part of the expansion
of n−φ(s), whih means that (−dj logn)j is a subsequene of (an,j)j . Therefore,
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∑
j |dj | < +∞ (and so ϕ0 ∈ A+), and the series expansion of ϕ0(s) holds for
every s ∈ C0.
Finally, sine the log qj 's are rationally independent, Kroneker's Approximation
Theorem implies that, for eah σ > 0, we have:
inf
t∈R
Re φ(σ + it) = c0σ +Re c1 −
∞∑
j=1
|dj |q−σj .
Sine the left-hand side is > 0 by the rst part of Theorem 3, we get Re c1 >∑∞
j=1 |dj |, by letting σ go to zero. The ompat ase is similar.
(b) We have (see [LR℄):
inf
τ∈R
N∑
j=1
ρj cos(λjτ + ξj) 6 −δ
N∑
j=1
ρj (5)
for some other onstant δ > 0, where the ρj 's (non-negative) and the (real) ξj 's
are arbitrary. Without loss of generality, we an assume that r = 2. Fix an
integer J > 1, and let B : R→ R+ (see [Kat℄, p.165) be a non-negative Dirihlet
polynomial (of the form
∑
αke
iβkt
, βk ∈ R, αk ∈ C) suh that:
B̂(0) = B̂(λj log 2) = 1, 1 6 j 6 J (6)
(reall that B̂(λ) = lim
T→∞
1
2T
∫ T
−T
B(t)e−iλt dt).
For large σ > 0, we have an absolutely onvergent expansion:
ϕ(σ + i(t+ τ)) = c1 +
∞∑
j=1
dj2
−λjσ2−λjite−iλjτ log 2,
so that, for Re s large enough (say Re s > σ0 > 0):
lim
T→∞
1
2T
∫ T
−T
ϕ(s+ iτ)B(τ) dτ = c1 +
∞∑
j=1
dj2
−λjsB̂(λj log 2). (7)
Atually, (7) holds for every s with positive real part σ. To see this, set:
fT (s) =
1
2T
∫ T
−T
ϕ(s+ iτ)B(τ) dτ.
Proposition 4 shows thatRe ϕ(s+iτ) > 0 for s ∈ C0, and thus thatRe fT (s) > 0
for s ∈ C0. Moreover, fT as well as the right-hand side of (7), sine B is a
Dirihlet polynomial, are holomorphi in C0; hene a normal family argument
gives the above statement.
Therefore, if we take the real part of both members of (7), we get, for every
σ > 0 and t ∈ R:
Re c1 +
∑
j>1
2−λjσRe (dj2−λjitB̂(λj log 2)) = lim
T→+∞
Re fT (σ + it) > 0.
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Letting σ tend to zero gives:
Re c1 +
∑
j>1
Re (dj2−λjitB̂(λj log 2)) > 0, for any t ∈ R.
Taking the inmum on t and using (5), we get:
Re c1 − δ
∞∑
j=1
|dj | |B̂(λj log 2)| > 0
and therefore, using (6):
Re c1 − δ
J∑
j=1
|dj | > 0.
It follows that
∑∞
j=1 |dj | 6 1δRe c1, and this ends the proof of Proposition
6. 
Remark. The above proof gives the following information about Dirihlet se-
ries, whih is atually not onneted to omposition operators: let ϕ a Dirihlet
series whih an be written as ϕ(s) = c1+
∑
j>1 djr
−λjs
, where (λj)j is a Sidon
sequene; if there is a β ∈ R suh that ϕ(C0) ⊆ Cβ, then
∑
j>1 |dj | < +∞.
However, in general, onditions like
∑
n>2 |cn| 6 Re c1 (resp. < Re c1) are
not neessary to have boundedness or ompatness of the omposition operator
Cφ : A+ → A+ (with φ(s) = c0s+ c1+
∑
n>2 cnn
−s
), as shown by the following
examples.
Proposition 7 Let φ(s) = c0s+ c1 + crr
−s + cr2r
−2s
, where r > 2 and cr, cr2
are > 0. Then:
(a) If we have
Re c1 > (cr)
2
8cr2
+ cr2 , (8)
Cφ : A+ → A+ is bounded and even ompat.
(b) Conversely, if Cφ : A+ → A+ is bounded, and moreover cr 6 4cr2, we
must have
Re c1 > (cr)
2
8cr2
+ cr2 . (9)
In fat, we must have (8) whenever Cφ is ompat.
() If
Re c1 = (cr)
2
8cr2
+ cr2 , (10)
then Cφ : A+ → A+ is bounded if and only if cr 6= 4cr2 .
9
Proof. (a) and (b) follow immediately from Theorem 3, sine (8) implies
Re φ(s) > c0Re s + δ > δ for every s ∈ C0, with δ = Re c1 −
[ (cr)2
8c
r2
+ cr2
]
,
and, under the assumption that cr 6 4cr2, the onverse is true. 
However, we shall give another proof, beause we think that it brings some
additional informations.
Seond proof.
(a) Without loss of generality, we may and shall assume that r = 2. We will
make use (see [L, p. 60℄) of the Hermite polynomials H0, H1, . . . dened by:
Hk(λ) = (−1)keλ
2 dk
dλk
(
e−λ
2
)
= (2λ)k + terms of lower degree. (11)
The exponential generating funtion of the Hk's is:
∞∑
k=0
Hk(λ)
k!
xk = exp
(
2λx− x2) . (12)
Following Indritz [I℄, we have the sharp estimate
|Hk(λ)| 6 (2kk!)1/2eλ
2/2, (13)
for eah k ∈ N0 and eah λ ∈ R. The estimate (13) implies the following:
Lemma 8 Let λ be a real number, and x be a non-negative real number. Then
we have:
∞∑
k=0
|Hk(λ)|
k!
xk 6 C(1 + x)1/2 exp
(
x2 +
λ2
2
)
(14)
where C is a positive onstant.
Proof of the Lemma. (13) implies that:
∞∑
k=0
|Hk(λ)|
k!
xk 6
∞∑
k=0
(x
√
2)k
(k!)1/2
eλ
2/2.
We now make use of the lassial estimate (see e.g. Dieudonné [D, p. 195℄):
∞∑
k=0
yk
(k!)p
∼ 1√
p
(2π)
1−p
2 y
1−p
2p exp(py1/p) as y →∞ (p > 0 xed). (15)
Using the above, with p = 12 and y = x
√
2, we obtain for some onstant C :
∞∑
k=0
|Hk(λ)|
k!
xk 6 Ceλ
2/2(1 + x)1/2ex
2
,
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proving the Lemma. 
Note that, if we wish to avoid the use of (15), we an easily obtain the
slightly weaker estimate:
∞∑
k=0
|Hk(λ)|
k!
xk 6 Ca exp
(
ax2 +
λ2
2
)
, for eah a > 1. (16)
Indeed, we have by the Cauhy-Shwarz inequality and by (13) :
∞∑
k=0
|Hk(λ)|
k!
xk =
∞∑
k=0
|Hk(λ)|
(k!)1/2(2a)k/2
(2a)k/2xk
(k!)1/2
6
(
∞∑
k=0
|Hk(λ)|2
k!(2a)k
)1/2( ∞∑
k=0
(2a)kx2k
k!
)1/2
6 eλ
2/2
( ∞∑
k=0
a−k
)1/2
exp(ax2)
= (1− a−1)−1/2 exp
(
ax2 +
λ2
2
)
.
We now nish the proof of Proposition 7. First, we notie that:
n−φ(s) = (nc0)−sn−c1 exp
(−c22−s logn− c44−s logn) .
We then set:
xn =
√
c4 logn, λn =
−c2
2
√
c4
√
logn, x = 2−sxn, (17)
whih allows us to write n−φ(s) under the form:
n−φ(s) = (nc0)−sn−c1 exp
(
2λnx− x2
)
= (nc0)−sn−c1
∞∑
k=0
Hk(λn)
k!
xkn(2
k)−s.
This implies that we have the equality:
‖n−φ‖A+ = n−Re c1
∞∑
k=0
|Hk(λn)|
k!
xkn. (18)
If we now use Lemma 8 and hange C (if neessary), we get for n > 2 :
‖n−φ‖A+ 6 Cn−Re c1(log n)1/4 exp
(
x2n +
λ2n
2
)
= C(log n)1/4n−Re c1n
c22
8c4
+c4 =: ǫn.
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By (8), we have ǫn → 0, implying that Cφ : A+ → A+ is ompat as a onse-
quene of Theorem 3.
(b) The identities (18) and (12) imply that we have, for eah real θ,
nRe c1‖n−φ‖A+ >
∣∣∣∣∣
∞∑
k=0
Hk(λn)
k!
xkne
ikθ
∣∣∣∣∣ = ∣∣exp (2λnxneiθ − x2ne2iθ)∣∣
= exp
(
2λnxn cos θ − x2n cos 2θ
)
.
Setting t = cos θ, we see that
2λnxn cos θ − x2n cos 2θ = 2λnxnt− x2n(2t2 − 1)
is maximum for t = λn2xn =
−c2
4c4
, and this t will be admissible if
∣∣∣−c24c4 ∣∣∣ 6 1, i.e. if
c2 6 4c4 (reall that c2, c4 are positive). For this value of t, we get:
‖n−φ‖A+ > n−Re c1+
c22
8c4
+c4 , n = 1, 2, . . . , c2 6 4c4. (19)
Now, if Cφ is bounded, ‖n−φ‖A+ is bounded from above, and (19) implies that
Re c1 > (c2)
2
8c4
+ c4. If Cφ is ompat, ‖n−φ‖A+ → 0 and (19) implies that
Re c1 > (c2)
2
8c4
+ c4. 
Remark. Condition (8) is a more general suient ondition for the bounded-
ness of Cφ than the trivial  suient ondition Re c1 > |c2|+ |c4| of Corollary
5 if and only if cr < 8cr2 . This might be due to the highly osillatory harater
of the Hermite polynomials Hk(λ), involving a term cos
(√
2k + 1λ− k pi2
)
(see
[L, p. 67℄), whih we ignore when we majorize |Hk(λ)| as in (13).
End of proof of Proposition 7. () We still assume that r = 2. First, if
c2 > 4c4, then (10) implies that φ(C0) ⊆ Cδ for some δ > 0, and we are done.
So, we assume that c2 6 4c4. We have:
‖(2j)−φ‖A+ = ‖2−jφ‖A+ = ‖(2−c1−c22
−s−c44
−s
)j‖A+
=
∥∥( exp[(−c1 − c22−s − c44−s) log 2])j∥∥A+ = ‖ψj‖A+(T),
with
ψ(z) = exp
(− (c1 + c2z + c4z2) log 2).
We then apply Newman's result (quoted as (a) in the Introdution: see [Ne℄) to
hek whether the sequene (‖ψj‖A+(T))j is bounded. Let θ0 ∈ [0, 2π[ be suh
that |ψ(eiθ0)| = 1. We look for the oeient of t2 in the Taylor expansion of:
logψ(eiθ0+it) = −(c1 + c2eiθ0eit + c4e2iθ0e2it) log 2.
This term is: (c2
2
eiθ0 + 2c4e
2iθ0
)
log 2,
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and its real part is: (c2
2
cos θ0 + 2c4(2 cos
2 θ0 − 1)
)
log 2. (20)
Now, remark that the ondition |ψ(eiθ0)| = 1 means that:
Re c1 = −c2 cos θ0 − c4(2 cos2 θ0 − 1),
whih gives, using (10), (4c4 cos θ0 + c2)
2 = 0, that is cos θ0 = − c24c4 · Hene (20)
is equal to 0 if and only if c2 = 4c4.
But in this ase, θ0 = π, and Taylor's expansion beomes:
logψ(ei(θ0+t)) = d1 + d2t+ 0.t
2 + i log 2
2c4
3
t3 + · · ·
Hene, in Newman's terminology (see [Ne℄, and see (a) in the Introdution),
the point eiθ0 is not an ordinary point, and so the sequene (‖ψj‖A+(T))j is not
bounded. It follows that the sequene (‖2−jφ‖A+)j is not bounded either.
In the ase c2 < 4c4, the point e
iθ0
is ordinary, and so (‖2−jφ‖A+)j is
bounded. Sine
∑
n |cn| = |c1| + |c2| + |c4| < +∞, the argument used in the
proof in Theorem 3, (b) (ii) gives the boundedness of Cφ. 
Remark. Part () of Proposition 7 shows that, if Re c1 = (cr)
2
8c
r2
+ cr2 and
cr = 4cr2 (so Re c1 = 3c4, and ψ(s) = ia+ c(3 + 4 · 2−s + 4−s), with a ∈ R and
c > 0), then Cφ is not bounded onA+, though φ(C0) ⊆ C0 (and
∑
n |cn| < +∞).
3 Automorphisms of A+(T k), A+(T∞), A+
In this setion, we will make repeated use of the following Lemma (see (b)
of the Introdution):
Lemma 9 Let φ(z) =
J∏
j=1
ǫj
z−aj
1−ajz
, where |ǫj| = 1 and aj ∈ D. Suppose that
‖φn‖A+ remains bounded (n = 1, 2, . . .). Then, aj = 0 for eah j.
Proof. This Lemma is well-known (see [Ne℄ or [K℄). For example, if aj 6= 0 for
some j, we have φ(eit) = eig(t), where g is a C2, real, non ane funtion; and
the Van der Corput inequalities show that we even have: ‖φn‖A+ > δ
√
n. 
Sine |φ(eit)| = 1, Lemma 9 an be viewed as a speial ase of the following
Lemma (whih will be needed only in Setion 4, but whih we state here beause
it is the natural extension of Lemma 9), due to Beurling and Helson, and this
Lemma is itself a speial ase of Cohen's Theorem [R℄. We shall use the following
denition:
Let G be a disrete abelian group, and Γ be its (ompat) dual group; the
Wiener algebra A(Γ) is the set of funtions f : Γ→ C whih an be written as
an absolutely onvergent series f(γ) =
∑∞
1 an(xn, γ), with the norm ‖f‖A(Γ) =∑∞
1 |an|, and where (xn, γ) denotes the ation of γ ∈ Γ on the element xn of
G. We are now ready to state:
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Lemma 10 (Beurling-Helson). Let G be a disrete abelian group, with on-
neted dual group Γ. Let φ ∈ A(Γ), whih does not vanish on Γ, and suh that
‖φn‖A(Γ) 6 C for some onstant C (n = 0,±1,±2, . . .). Then, φ is ane, i.e.
there exist a omplex number a with |a| = 1 and an element x of G suh that
φ(γ) = a(x, γ) for any γ ∈ Γ.
Let us now onsider the Wiener algebra A+(Tk) in k variables, i.e. the
algebra of funtions f : D
k → C whih an be written as:
f(z) =
∑
n1,...,nk>0
a(n1, . . . , nk)z
n1
1 . . . z
nk
k , z = (z1, . . . , zk),
with the norm ‖f‖A+(Tk) =
∑
n1,...,nk>0
|a(n1, . . . , nk)| < +∞.
If φ = (φ1, . . . , φk) : D
k → Ck is an analyti funtion, the omposition
operator Cφ will be bounded on A
+(Tk) if and only if (the proof is the same as
in Newman's ase k = 1):
‖φnj ‖A+(Tk) 6 C, j = 1, . . . , k, and n = 0, 1, 2, . . . . (21)
Then, sine ‖φj‖∞ = lim
n→∞
‖φnj ‖1/nA+(Tk), we see that φ neessarily maps Dk
into D
k
. We an now state:
Theorem 11 Assume that the map φ : Dk → Dk indues a bounded operator
Cφ : A
+(Tk)→ A+(Tk). Then Cφ is an automorphism of A+(Tk) if and only
if φ(z) = (ǫ1zσ(1), . . . , ǫkzσ(k)) for some permutation σ of {1, . . . , k} and some
omplex signs ǫ1, . . . , ǫk.
Proof. The suient ondition is trivial. For the neessary one, we rst ob-
serve that, for j = 1, . . . , k, φj ∈ A+(Tk), sine φj = Cφ(zj); hene φ an be
ontinuously extended to a ontinuous map, still denoted by φ, from D
k
to D
k
.
We are going to show that this map is bijetive.
Assume rst that a, b ∈ Dk and that φ(a) = φ(b). Let f ∈ A+(Tk); sine Cφ is
bijetive we an nd g ∈ A+(Tk) suh that f = g ◦φ, so that f(a) = f(b). Sine
A+(Tk) obviously separates the points of D
k
, we have a = b. In partiular, φ
is injetive on Dk and by Osgood's Theorem (see [Na℄) det(φ′(z)) 6= 0 for eah
z ∈ Dk, implying that φ is an open mapping on Dk. Therefore, φ(Dk) ⊆ Dk.
Now, let u ∈ Dk. Dene an element L of the spetrum of A+(Tk) by L(f) = g(u)
if f = g ◦ φ. Sine the spetrum of A+(Tk) is learly Dk, we an nd a ∈ Dk
suh that L(f) = f(a), so that g
(
φ(a)
)
= g(u) for any g ∈ A+(Tk), implying
u = φ(a). φ is therefore a homeomorphism : D
k → Dk.
Sine φ(D
k
) = D
k
and φ(Dk) ⊆ Dk, we get φ(Dk) = Dk. In partiular,
φ ∈ Aut Dk, the group of analyti automorphisms of Dk.
Reall that ([Na℄):
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Lemma 12 The analyti map φ : Dk → Dk belongs to Aut Dk if and only if
φ(z) =
(
ǫ1
zσ(1) − a1
1− a1zσ(1)
, · · · ,ǫk
zσ(k) − ak
1− akzσ(k)
)
,
for some permutation σ of {1, . . . , k}, for some (a1, . . . , ak) ∈ Dk and some
omplex signs ǫ1, . . . , ǫk.
We therefore see that φj(z) = ǫj
zσ(j)−aj
1−ajzσ(j)
, so that for eah n ∈ N, we have
in view of (21):∥∥∥∥(ǫj z − aj1− ajz
)n∥∥∥∥
A+
=
∥∥∥∥(ǫj zσ(j) − aj1− ajzσ(j)
)n∥∥∥∥
A+(Tk)
6 C.
Lemma 9 now implies that aj = 0, j = 1, . . . , k, so that φj(z) = ǫjzσ(j), and
this ends the Proof of Theorem 11. 
We now onsider the Wiener algebra A+(T∞) in ountably many variables.
It will be onvenient to onsider holomorphi funtions on the open unit ball
B = D∞ ∩ 0 of the Banah spae 0 of sequenes z = (zn)n>1 tending to zero
at innity, with its natural norm ‖z‖ = supn>1 |zn|. We then have the following
extension of Cartan's Lemma 12 to the ase of B, whih is due to Harris ([Ha℄):
Lemma 13 (Analyti Banah-Stone Theorem). The analyti automor-
phisms φ : B → B are exatly the maps of the form φ = (φj)j>1, with φj(z) =
ǫj
zσ(j)−aj
1−ajzσ(j)
,
for some permutation σ of N, some point a = (aj)j>1 ∈ B, and
some sequene (ǫj)j>1 of omplex signs.
Reall that the linear Banah-Stone Theorem states : if L : 0 → 0 is a
surjetive isometry xing the origin, then L has the form:
L(z1, . . . , zn, . . .) = (ǫ1zσ(1), . . . , ǫnzσ(n), . . .).
If we want to exploit Lemma 13 for desribing the omposition automor-
phisms of A+(T∞), we have to make an extra-assumption (perhaps unne-
essary), the reason for whih is the following: if Cφ is an automorphism of
A+(T∞), then φ is an automorphism of D
∞
, but there is no reason, a priori,
why φ should be an automorphism of B.
Theorem 14 Let φ = (φj)j : B → B be an analyti map suh that Cφ maps
A+(T∞) into itself. Then :
(a) If φ(z) = (ǫjzσ(j))j>1 for some permutation σ of N and some sequene
(ǫj)j>1 of omplex signs, then Cφ is an automorphism of A
+(T∞), and it
is isometri.
(b) If Cφ is an automorphism of A
+(T∞) and if we moreover assume that
φk(z) = z
dk
k uk(z), with dk > 1 and uk(0) 6= 0, for eah k ∈ N and eah
z ∈ B, then φ(z) = (ǫjzj)j>1 for some sequene (ǫj)j>1 of omplex signs.
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Proof. (a) is trivial. For (b), onsider the ompat set K = D
∞
, endowed with
the produt topology (K is nothing but the spetrum of A+(T∞)); learly, B is
dense in K, and sine φj = Cφ(zj) ∈ A+(T∞), φj : B→ D extends ontinuously
to K, and φ = (φj)j extends ontinuously to a map, still denoted by φ, from K
to K, and we still an write, for every k ∈ N, φk(z) = zdkk uk(z) for eah z ∈ K.
Exatly as in the Proof of Theorem 11, we an show that φ is bijetive, sine K
is the spetrum of A+(T∞). Let now ψ : K → K be the inverse map of φ. Sine
K is ompat, ψ is ontinuous on K, and so on B; it is then easy to see, as
usual, that ψ is holomorphi in B (alternatively, ψk = (Cφ)
−1(zk) ∈ A+(T∞),
and so is analyti in D∞, and it is lear that ψ = (ψk)k).
Now, it sues to show that ψ maps B into B; indeed, it will follow that φ
maps B onto B, and so the map φ will appear as an analyti automorphism of B
(sine we already know that ψ = φ−1 is analyti inB), and Lemma 13 shows that
φj(z) has the form ǫj
zσ(j)−aj
1−ajzσ(j)
· Now, ‖φnj ‖A+(T∞) = ‖Cφ(znj )‖A+(T∞) 6 ‖Cφ‖,
and as in the Proof of Theorem 11, we shall onlude that aj = 0 for eah j.
Finally, the assumption φk(z) = z
dk
k uk(z) for eah k will imply that σ is the
identity map.
So we have to show that ψ(B) ⊆ B. If it were not the ase, it would exist
an element w = (wj)j ∈ B suh that ψ(w) /∈ B. Hene there would exist δ > 0
and an innite subset J ⊆ N suh that
|ψj(w)| > δ for every j ∈ J. (22)
Let δ′ = δ/‖Cψ‖.
Sine w ∈ B, we should nd an integer N > 1 suh that
n > N ⇒ |wn| 6 δ′.
Let κ = max16n6N |wn|. Sine κ < 1, there would exist p > 1 suh that κp < δ′.
Consider the nite set:
F = {α = (m1, . . . ,mN , 0, . . .) ; m1 + · · ·+mN 6 p}.
We assert that:
F intersets the spetrum of ψj for every j ∈ J. (23)
Indeed, writing:
ψj(z) =
∑
aj(n1, . . . , nk, 0, . . .)z
n1
1 . . . z
nk
k ,
we have:
• if α = (n1, . . . , nl, . . .) with l > N and nl 6= 0, then |wl| 6 δ′, and so:
|wα| 6 |wn11 . . . wnll | 6 |wnll | 6 |wl| 6 δ′;
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• if n1 + · · ·nN > p, then:
|wn11 · · ·wnNN | 6 κn1+···+nN 6 κp < δ′.
Hene, in both ases, α /∈ F implies |wα| < δ′. Therefore, if F does not interset
the spetrum of ψj , we get:
|ψj(w)| 6
∑
α/∈F
|aj(α)| |wα| 6 δ′‖ψj‖A+(T∞) 6 δ′‖Cψ‖ = δ
(sine ‖ψj‖A+(T∞) = ‖Cψ(zj)‖A+(T∞) 6 ‖Cψ‖ ‖zj‖A+(T∞) = ‖Cψ‖), whih on-
tradits (22).
To end the proof, remark now that the assumption φk(z) = z
dk
k uk(z) for
every k ∈ N implies that:
zk = φk
[
ψ(z)
]
= [ψk(z)]
dkuk[ψ(z)].
But this is impossible, sine J is innite and, for k ∈ J , ψk(z) depends on
(z1, . . . , zN ), and hene φk
[
ψ(z)
]
= [ψk(z)]
dkuk[ψ(z)] also (sine dk > 1 and
uk(0) 6= 0).
That ends the proof of Theorem 14. 
Remark. We shall see later, in Setion 4, Theorem 21, that the onverse of (a)
in Theorem 14 is true.
Although Theorem 14 is not ompletely satisfatory, it will be suient for
haraterizing the omposition automorphisms of the Wiener-Dirihlet algebra
A+. In fat, we have:
Theorem 15 Let Cφ : A+ → A+ be a omposition operator. Then Cφ is an
automorphism of A+ if and only if φ is a vertial translation: φ(s) = s + iτ ,
where τ is a real number.
Note that a similar result was obtained by F. Bayart [B1℄ for the Hilbert
spae H2 of square-summable Dirihlet series f(s) = ∑∞1 ann−s suh that∑∞
1 |an|2 < +∞, but his proof does not seem to extend to our setting, and
our strategy for proving Theorem 15 will be to dedue it from Theorem 14,
with the help of the transfer operator ∆ mentioned in the Introdution. The
following Lemma (with the notation used in the Introdution) allows the transfer
from omposition operators on A+ to omposition operators on A+(T∞).
Lemma 16 Suppose that Cφ : A+ → A+ is a omposition operator, with φ(s) =
c0s+ ϕ(s), c0 ∈ N0, ϕ ∈ D. Let T = ∆Cφ∆−1 : A+(T∞)→ A+(T∞). Then:
(a) T = Cφ˜, where φ˜ : B→ D∞ is an analyti map suh that φ˜(z[s]) = z[φ(s)],
for any s ∈ C0.
(b) If moreover c0 > 1 (whih is the ase if Cφ is surjetive), φ˜ maps B into
B.
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Proof. (a) Dene fk(s) = p
−φ(s)
k ∈ A+, φk = ∆fk and
φ˜ = (φ1, φ2, . . .). (24)
We have
φ˜(z[s]) = (∆fk(z
[s]))k>1 = (fk(s))k>1 = z
[φ(s)]
by (1), and ‖φk‖∞ = ‖fk‖∞ 6 1 by (2). Moreover, no φk is onstant, so the
open mapping theorem implies that |φk(z)| < 1 for z ∈ B, i.e. φ˜(z) ∈ D∞.
Finally, if f(z) =
∑∞
n=1 anz
α1
1 . . . z
αr
r ∈ A+(T∞) (where n = pα11 . . . pαrr is the
deomposition in prime fators), we have the following diagram:
f
∆−17−→
∞∑
n=1
ann
−s Cφ7−→
∞∑
n=1
anf
α1
1 . . . f
αr
r
∆7−→
∞∑
n=1
anφ
α1
1 . . . φ
αr
r = f ◦ φ˜,
i.e. T (f) = Cφ˜(f).
(b) First observe that Cϕ also maps A+ into A+ (see the remark before
Corollary 5). Seondly, we have fk(s) = p
−c0s
k p
−ϕ(s)
k = p
−c0s
k gk(s), with gk ∈
A+ and ‖gk‖A+ = ‖Cϕ(p−sk )‖A+ 6 C. It follows that, for z ∈ B : ∆fk(z) =
zc0k ∆gk(z), and via (2) that:
|∆fk(z)| 6 |zk|c0‖∆gk‖∞ = |zk|c0‖gk‖∞ 6 |zk|c0‖gk‖A+ 6 C|zk|c0 .
Sine c0 > 1, we see that ∆fk(z) → 0 as k → ∞, i.e. φ˜(z) ∈ B. Finally,
whenever Cφ is surjetive, φ : C0 → C0 is injetive: indeed, A+ separates
the points of C0 (2
−a = 2−b and 3−a = 3−b imply a = b, sine log 2/ log 3 is
irrational), and we an argue as in Theorem 11.
To end the proof of Lemma 16, it remains to remark that if c0 = 0, φ is
never injetive on C0, aording to well-known results on the theory of analyti,
almost-periodi funtions (see e.g. Favard [Fa, p. 13℄). Therefore, we have
c0 > 1 if Cφ is surjetive. 
Proof of Theorem 15. The suient ondition is trivial. Conversely, if
Cφ is an automorphism of A+, let Cφ˜ = ∆Cφ∆−1, as in Lemma 16. Sine
Cφ is surjetive, we know from Lemma 16 that φ˜ maps B into B; we an
apply Theorem 14, beause Cφ˜ is an automorphism of A
+(T∞) onto itself and
moreover φ˜k(z) = ∆fk(z) = z
c0
k ∆gk(z), with c0 > 1 (by Lemma 16 again) and
∆gk(0) = lim
Re s→+∞
gk(s) = lim
Re s→+∞
p
−ϕ(s)
k = p
−c1
k 6= 0.
We onlude that:
φ˜(z) = (ǫ1z1, . . . , ǫnzn, . . .), (25)
for some sequene of signs (ǫn)n, where z = (z1, . . . , zn, . . .).
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If we now test this equality at the points z[s] = (p−sj )j , s ∈ C0, and use (1),
we see that
p
−φ(s)
j = ǫjp
−s
j , s ∈ C0, j ∈ N. (26)
Taking the moduli in (26), we get Re φ(s) = Re s. Sine φ(s)− s is analyti on
the domain C0, this implies φ(s)− s = iτ , with τ ∈ R, thus ending the Proof of
Theorem 15. 
4 Isometries of A+(T k), A+(T∞),A+
In this setion, we shall haraterize the omposition operators whih are
isometri on A+(Tk) and then those whih are isometri on A+(T∞) (under
an additional assumption) and on A+. If f(z) = ∑ aαzα ∈ A+(Tk), it will be
onvenient to note aα = f̂(α). The spetrum of f (denoted by Sp f) is the set of
α's suh that f̂(α) 6= 0. e will denote the point (1, . . . , 1) of Dk. An elaboration
of the method of Harzallah [K℄ allows us to show:
Theorem 17 Assume that φ = (φj)j : D
k → Dk, indues a omposition oper-
ator Cφ : A
+(Tk) → A+(Tk). Then Cφ : A+(Tk) → A+(Tk) is an isometry if
and only if there exists a square matrix A = (aij)16i,j6k, with aij ∈ N0 and
detA 6= 0, and omplex signs ǫ1, . . . , ǫk suh that:
φi(z) = ǫiz
ai1
1 . . . z
aik
k , 1 6 i 6 k, z = (z1, . . . , zk) ∈ Dk. (27)
To prove this theorem, it will be onvenient to use the following two Lemmas.
Lemma 18 Cφ is an isometry if and only if:
(a) φi = ǫiFi, 1 6 i 6 k, where ǫi is a omplex sign, F̂i > 0, and Fi(e) =
‖Fi‖∞ = 1;
(b) if α, α′ ∈ Nk0 are distint, the spetra of φα and φα
′
are disjoint.
Proof. Suppose that (a) and (b) hold, and let f(z) =
∑
fˆ(α)zα ∈ A+(Tk).
We have by (b):
‖Cφf‖A+(Tk) =
∑
|fˆ(α)| ‖φα‖A+(Tk) =
∑
|fˆ(α)| ‖Fα‖A+(Tk),
sine, with the obvious notation, φα = ǫαFα. Sine F̂α > 0, we have, using
(a) :
‖Fα‖A+(Tk) = Fα(e) = 1,
so that:
‖Cφf‖A+(Tk) =
∑
|fˆ(α)| = ‖f‖A+(Tk).
Conversely, suppose that Cφ is an isometry. For eah i ∈ [1, k] and eah n ∈
N, we have ‖φni ‖A+(Tk) = ‖zni ‖A+(Tk) = 1, whene ‖φi‖∞ = limn→∞ ‖φ
n
i ‖1/nA+(Tk) =
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1, by the spetral radius formula. Sine ‖φi‖∞ 6 ‖φi‖A+(Tk) = 1, the only
possibility is that φi = ǫiFi, with |ǫi| = 1, F̂i > 0, and ‖φi‖A+(Tk) = 1 =
‖Fi‖A+(Tk) = Fi(e). Therefore, (a) holds. Now suppose that we an nd α 6= α′
suh that Spφα∩Spφα′ ontains an element β0 ∈ Nk0 , and set ρ = φ̂α(β0), ρ′ =
φ̂α′(β0). Without loss of generality, we may assume that |ρ| > |ρ′|. Let θ be a
omplex sign suh that |ρ+θρ′| = |ρ|−|ρ′|. Then, we have ‖zα+θzα′‖A+(Tk) = 2,
whereas
‖Cφ(zα + θzα
′
)‖A+(Tk) = ‖φα + θφα
′‖A+(Tk)
=
∑
β 6=β0
|φ̂α(β) + θφ̂α′ (β)|+ |ρ+ θρ′|
6
∑
β 6=β0
|φ̂α(β)|+
∑
β 6=β0
|φ̂α′(β)| + |ρ| − |ρ′|
= 1− |ρ|+ 1− |ρ′|+ |ρ| − |ρ′| = 2(1− |ρ′|) < 2,
ontraditing the isometri harater of Cφ. 
Lemma 19 If φ = (φi)i and if one of the φi's is not a monomial, then we an
nd a pair of distint elements α, α′ ∈ Nk0 suh that the spetra of φα and φα
′
interset.
Proof. To avoid awkward notation, we will assume that k = 3, but it will be
lear that the reasoning works for any value of k. Sine only the spetra of the
φi's are involved, we an assume without loss of generality that we have:
φ1(z) = z
s1
1 z
s2
2 z
s3
3 + z
t1
1 z
t2
2 z
t3
3 , with (s1, s2, s3) 6= (t1, t2, t3),
φ2(z) = z
u1
1 z
u2
2 z
u3
3 ,
φ3(z) = z
v1
1 z
v2
2 z
v3
3
(in short, φ1(z) = z
s + zt; φ2(z) = z
u
; φ3(z) = z
v).
If α = (a, b, c), the spetrum of φα = (zs + zt)azbuzcv onsists of the triples
ρsj + (a− ρ)tj + buj + cvj = ρ(sj − tj) + atj + buj + cvj ,
with j = 1, 2, 3 and 0 6 ρ 6 a. Therefore, if α′ = (a′, b′, c′), the spetra of φα
and φα
′
will interset if and only if we an nd 0 6 ρ 6 a and 0 6 ρ′ 6 a′ suh
that:
ρ(sj − tj) + atj + buj + cvj = ρ′(sj − tj) + a′tj + b′uj + c′vj , j = 1, 2, 3,
or equivalently:
(ρ− ρ′)(sj − tj) + (a− a′)tj + (b− b′)uj = (c′ − c)vj , j = 1, 2, 3. (28)
In (28), we an drop the onditions ρ 6 a, ρ′ 6 a′, sine we an always replae
a and a′ by a+N and a′ +N , where N is a large integer, without aeting the
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result. Now, let M be the matrix:
M =
 s1 − t1 t1 u1s2 − t2 t2 u2
s3 − t3 t3 u3
 .
To solve equation (28), we distinguish two ases.
Case 1 : detM = 0.
We deide then to take c′ = c. Sine the eld Q of rational numbers is the
quotient eld of Z, we an nd λ, µ, ν ∈ Z, not all zero, suh that:
λ(sj − tj) + µtj + νuj = 0, j = 1, 2, 3.
If µ and ν are both zero, then λ = 0, sine sj − tj 6= 0 for some j. Therefore, we
may assume for example that µ 6= 0, and write λ = ρ−ρ′, µ = a−a′, ν = b− b′,
with α = (a, b, c) ∈ N30, α′ = (a′, b′, c′) ∈ N30, and α 6= α′ sine a 6= a′. By
onstrution, we have (28), so that the spetra of φα and φα
′
are not disjoint.
Case 2 : detM 6= 0.
We an then nd rational numbers q, r, s suh that:
q(sj − tj) + rtj + suj = vj , j = 1, 2, 3,
and we an write q = λN , r =
µ
N , s =
ν
N , where λ, µ, ν ∈ Z and where N is a
positive integer. Therefore, we have:
λ(sj − tj) + µtj + νuj = Nvj , 1 6 j 6 3,
and writing λ = ρ − ρ′, µ = a− a′, ν = b − b′, c = 0, c′ = N , we get (28) with
distint triples α = (a, b, c) and α′ = (a′, b′, c′) of non-negative integers. One
again, the spetra of φα and φα
′
are not disjoint. 
Proof of Theorem 17. If the ondition holds, Cφ is an isometry by Lemma
18.
Conversely, suppose that Cφ is an isometry. Then, by Lemma 18, the spetra
of φα and φα
′
are disjoint if α 6= α′, and by Lemma 19 eah φi is a monomial,
neessarily of the form (27) by (a) of Lemma 18. Finally, if we denote by A the
square matrix (aij), by A
∗ = (aji) its adjoint matrix, and if we let A, A
∗
at
on Zk by the formulas:
A(α) = β , A∗(α) = γ, (29)
with βi =
∑k
j=1 aijαj and γj =
∑k
i=1 aijαi, we see that:
Cφ(z
α) = φα = ǫαzA
∗(α). (30)
In fat,
Cφ(z
α) =
∏
i
φαii =
∏
i
ǫαii
(∏
j
z
aij
j
)αi
= ǫα
∏
j
z
γj
j .
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Now, by Lemma 18, the φα's have disjoint spetra, so that the A∗(α)'s are
distint, implying detA 6= 0. 
If we now turn to the ase of A+(T∞), Lemma 18 learly still holds, but
Lemma 19 no longer holds : for example, if I1, . . . , In, . . . are disjoint subsets of
N, cij positive numbers suh that
∑
j∈Ii
cij = 1, i = 1, 2, . . . and if the map φ˜ is
dened by:
φ˜ = (φi)i, where φi(z) =
∑
j∈Ii
cijzj , (31)
then Cφ˜ is an isometry by Lemma 18 and yet no φi is a monomial if eah Ii has
more than one element. We have however a weaker result:
Theorem 20 Let φ : D
∞ → D∞ be a map induing a omposition operator
Cφ : A
+(T∞)→ A+(T∞), and suh that moreover φ(T∞) ⊆ T∞. Then:
(a) There exists a matrix A = (aij)i,j>1, with aij ∈ N0 and
∑
j aij < ∞ for
eah i, and omplex signs ǫi suh that φ = (φi)i and
φi(z) = ǫi
∞∏
j=1
z
aij
j , i = 1, 2, . . . (32)
(b) Cφ is an isometry if and only if A
∗ = (aji), ating on Z
(∞)
as in (29), is
injetive.
Proof. (a) If we apply Lemma 10 to the (onneted) group Γ = T∞ and its dual
G = Z(∞), we see that for eah i ∈ N there exists Li = (ai1, ai2, . . .) ∈ Z(∞),
neessarily in N
(∞)
0 , and a omplex sign ǫi suh that, for eah z ∈ T∞, we have:
φi(z) = ǫi < Li, z >= ǫi
∏
j
z
aij
j
(note that, for n ∈ N, setting C = ‖Cφ‖, we have
‖φni ‖A+(T∞) = ‖Cφ(zni )‖A+(T∞) 6 C,
and also, sine |φi(eit)| = 1 :
‖φ−ni ‖A+(T∞) = ‖φ
n
i ‖A+(T∞) = ‖φni ‖A+(T∞) 6 C).
This proves (32).
(b) We know from (30) (whih learly still holds for k = ∞) that φα =
ǫαzA
∗(α)
, and we know from Lemma 18 that Cφ is an isometry if and only if the
spetra of the φα's are disjoint. This gives the result. 
We shall prove here the announed onverse of part (a) of Theorem 14.
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Theorem 21 Let φ = (φj)j : B → B be an analyti funtion whih indues a
omposition operator Cφ on A
+(T∞). If Cφ is an isometri automorphism of
A+(T∞), then φ(z) = (ǫjzσ(j))j , for some permutation σ of N and some some
sequene (ǫj)j>1 of omplex signs.
Proof. It sues to look at the proof of Theorem 14, (b): as in that proof, and
with the same notation, it sues to show that ψ(B) ⊆ B; but if it is not the
ase, it follows from (23), sine the set J is innite, that there exist at least two
distint integers j1, j2 ∈ J suh that the spetra of φj1 and φj2 are not disjoint.
By Lemma 18, this ontradits the isometri nature of Cφ. 
Remark. It is easy to see that the omposition operator Cφ˜ on A
+(T∞) given
by (31) does not orrespond in general to a Cφ : A+ → A+.
For example, if
φi(z) =
z2i−1 + z2i
2
, i = 1, 2, . . . , (33)
the equation φ˜(z[s]) = z[φ(s)] would give:
p−s2i−1 + p
−s
2i
2
= p
−φ(s)
i , i = 1, 2, . . . ;
taking equivalents of both members as s→∞ would give that
φ(s)
s
−→
s→+∞
log p2i−1
log pi
,
and it is impossible to have that, even for one i, sine φ(s)s → c0 ∈ N0 !
On the other hand, the additional assumption made in Theorem 20 does
not allow to use the Bohr's transfer operator ∆ to haraterize the isometri
omposition operators on A+. Nevertheless, we have:
Theorem 22 Let φ : C0 → C0 induing a omposition operator Cφ : A+ → A+.
Then Cφ is an isometry if and only if φ(s) = c0s+ iτ , with c0 ∈ N and τ ∈ R.
Proof. One diretion is trivial. For the other, let us introdue the following
notation: if f(s) =
∑∞
k=1 akk
−s ∈ A+, denote by Sp f (the spetrum of f) the
set of indies k suh that ak 6= 0. Now, the tehnique of the proof of Lemma 18
learly works to show that:
If m and n are distint integers, the spetra of m−φ and n−φ are disjoint
(34)
This automatially implies c0 6= 0, sine, otherwise, the integer 1 would belong
to the spetra of all the n−φ's. Suppose now that φ is not of the form c0s+ c1,
and write:
φ(s) = c0s+ c1 + ω(s),
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with:
ω(s) = crr
−s + cr+1(r + 1)
−s + · · · , r > 2, cr 6= 0.
Then:
n−φ(s) = (nc0)−sn−c1 exp
(− ω(s) logn)
= (nc0)−sn−c1
[
1 +
∞∑
k=1
(− logn)k
k!
(
ω(s)
)k]
= (nc0)−sn−c1
[
1 + · · ·+
∞∑
k=1
(− logn)k
k!
(crr
−s + · · · )k
]
.
For Re s large enough, all the series involved will be absolutely onvergent;
therefore the Dirihlet series of n−φ will be obtained by expanding (crr
−s+· · · )k
and grouping terms. In partiular, the oeient λn of n
c0rc0 in n−φ an be
obtained only by expanding (crr
−s + · · · )k for k = 1, . . . , c0, so that λn =
P (logn), where P is a non-zero polynomial. This implies that, for large n,
λn 6= 0, and (nr)c0 ∈ Spn−φ. Moreover, it is lear that lc0 ∈ Sp l−φ for
every positive integer l. Hene (nr)c0 ∈ Spn−φ ∩ Sp (nr)−φ for large n, whih
ontradits (34).
Therefore φ(s) = c0s + c1, and c1 learly has to be purely imaginary if Cφ
is an isometry. 
5 Conluding remarks and questions
Proposition 5 does not answer, in general, the natural question : if Cφ maps
A+ into A+, is it true that φ(s) = c0s+
∑∞
1 cnn
−s
, with
∑∞
1 |cn| <∞ ?
Proposition 7 does not apply to the ase of omplex oeients cr, cr2 . Here,
reent estimates due to Rusev [Ru℄ might help.
The estimate ‖φn‖A+ > δ
√
n of Lemma 9 is best possible. In fat (see [K,
p. 76℄) it is fairly easy to see that ‖φn‖A+ 6 C
√
n if φ = eig and g is C∞ (say),
and a similar omputation in dimension k (i.e. if we work with A+(Tk)) easily
gives the estimate ‖φn‖A+(Tk) 6 Cknk/2 if φ = eig and g is C∞. It would be
interesting to know whether the onverse holds, i.e. if we have the following
quantitative version of Lemma 9 : if φ = eig, where g is a C∞, non-ane, real
funtion, then ‖φn‖A+ > δn1/2 ?
In the proof of Theorem 15, we used the fat that an analyti, almost-
periodi, funtion dened on a vertial half-plane is never injetive, to show
that c0 > 0, and therefore that the assumption (b) in Theorem 14 naturally
holds. This raises two questions:
a) Can an almost-periodi funtion dened only on a vertial line be inje-
tive? i.e. an an almost-periodi funtion f : R → C be injetive? (of
ourse, if f is real-valued, this is impossible: if f is injetive, it is mono-
toni and therefore non almost-periodi).
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b) Can one, at the prie of using a dierent Banah-Stone type Theorem,
dispense with the ondition φk(z) = z
dk
k uk(z), with dk > 1 and uk(0) 6= 0
of (b) in Theorem 14, i.e. is the onverse of (a) in this Theorem always
true?
In view of the examples (31) in Setion 4, a omplete desription of the
isometri omposition operators Cφ : A
+(T∞)→ A+(T∞) seems hopeless.
We gave a proof of Theorem 22 whih does not use Theorem 17. Using this
theorem, we an give a variant of Theorem 22: x an integer k > 1, and denote
byA+k the subalgebra ofA+ onsisting of the funtions f(s) =
∑
P+(n)6k ann
−s
,
where P+(n) denotes the largest prime fator of n. Equivalently, f ∈ A+k if the
Dirihlet expansion of f only involves the primes p1, . . . , pk. Dene similarly
the subspae Dk of D. With those denitions, we an state the:
Theorem 23 Let φ(s) = c0s + ϕ(s), ϕ ∈ Dk, indue a omposition operator
Cφ : A+k → A+k . Then Cφ : A+k → A+k is an isometry if and only if φ(s) =
c0s+ iτ , with c0 ∈ N and τ ∈ R.
Proof. Suieny is trivial. For the neessity, dene an isometry ∆: A+k →
A+(Tk) by:
∆
( ∞∑
n=1
ann
−s
)
=
∞∑
n=1
anz
α1
1 . . . z
αk
k ,
where n = pα11 . . . p
αk
k is the deomposition of n in prime fators. Set z
[s] =
(p−s1 , . . . , p
−s
k ) ∈ Dk and hek that ∆Cφ∆−1 = T is a omposition operator
Cφ˜ : A
+(Tk)→ A+(Tk), isometri if Cφ is isometri, and suh that:
φ˜(z[s]) = z[φ(s)]. (35)
We now use Theorem 17 to onlude that φ˜ = (φ1, . . . , φk), with φ1(z) =
ǫ1z
a11
1 . . . z
a1k
k , and where a11, . . . , a1k are non-negative integers. Exatly as
in the Proof of Theorem 11, we then onlude that φ(s) = c0s+ iτ . 
In the next Theorem, we shall see that there are few omposition operators
whose symbols preserve the boundary iR.
Theorem 24 Let φ : C0 → C0 induing a omposition operator Cφ : A+ → A+,
and suh that moreover φ has a ontinuous extension to C0, preserving the
boundary of C0, i.e. φ(iR) ⊆ iR. Then φ(s) = c0s + iτ , where c0 ∈ N0 and
τ ∈ R.
Proof. Let φ˜ be assoiated with φ as in Theorem 11. By ontinuity, the
equation φ˜
(
z[s]
)
= z[φ(s)], s ∈ C0, still holds for s = it, t ∈ R, to give
φ˜
(
(p−itj )j
)
=
(
p
−φ(it)
j
)
j
, and so φ˜(T∞) ⊆ T∞ sine, by the Kroneker Approxi-
mation Theorem and the denition of the produt topology on T∞, the points
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(p−itj )j , t ∈ R, are dense in T∞. Now, by Theorem 20, we have in partiular
φ˜ = (φi)i, with
φ1(z) = ǫ1z
a11
1 . . . z
a1k
k ,
for some omplex sign ǫ1 and some integer k. In partiular, the equation
φ˜(z[s]) = z[φ(s)] implies that:
ǫ1(p
−s
1 )
a11 . . . (p−sk )
a1k = p
−φ(s)
1 , s ∈ C0.
Passing to the moduli gives Re φ(s) = cRe s, with c =∑kj=1 a1j log pjlog p1 ·
Theorefore, φ(s) − cs = iτ , τ ∈ R, and we know that c = c0 is neessarily
an integer. 
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