the procedure level and still keep a balanced workload among processors. The adjustable starting and ending chunk sizes imply more exibility of the TSS scheme than other well-known schemes. A conservative choice of starting and ending chunk sizes is proposed. With the availability of a 96-node GP-1000, we were able to actually measure, rather than simulate, the performance of di erent self-scheduling schemes. Our experimental results clearly indicate the advantage of the TSS scheme over other self-scheduling schemes. The conservative approach is certainly not the best one. If the loop distribution and scheduling overhead are known, nding an optimal pair of (f;`) for the TSS scheme is an interesting issue. chore T(1), obviously appears in this experiment. The rst chore of the GSS(1) and CSS, even it is spawned rst, becomes the critical chore in both schemes. The performance degradation of the GSS(1) and CSS is mainly caused by load imbalancing. When the k value is increased in the GSS(k) scheme, the results are even worse than when k = 1 due to the larger rst chunk size, d I+(k?1) P P e.
In the same way, the random workload shown in Fig. 3(b) is measured in Experiment 5. The probability of branch in the if statement is 50%. The execution time of Block 1 and Block 2 are 36 sec and 1 msec, respectively. As shown in Figure 11 , both TSS and CSS work almost as well as in Experiment 1, while a slight load imbalancing is created. The SS gets a signi cant improvement over Experiment 1. The GSS(20) is the best one in the GSS(k) scheme under this random workload. However, the critical region implementation still induces too much scheduling overhead, and prevents the GSS(k) from getting better speedup.
In Experiment 6, processors start executing an uniformly distributed loop, as the workload in Experiment 1, at di erent times. The result is plotted in Figure 12 . As expected, the SS is the worst one due to much scheduling overhead, while the CSS loses it load balancing as described above. The GSS(1) works as well as the TSS when the number of processors, P, is less than 40. Its speedup is seriously a ected by the critical section implementation when P is larger than 40, even though a good load balancing is achieved. However if k is increased in the GSS(k) scheme, the scheduling overhead can be signi cantly improved. The best result of the GSS(k) is produced by GSS(80) which works almost as well as the TSS scheme.
Instead of setting 5% of the remote access ratio, the last experiment is made to measure the speedup under di erent remote reference ratios in an 80-node cluster. The result is shown in Figure 13 in which X-axis represents the remote ratio, from 0% to 50%. The GSS(150) is the best one in the GSS(k) group in this experiment. Due to memory and network contention, the speedup drops fast in any scheme when the remote ratio is larger than 10%. However, the TSS is still on the top of the gure. 6 
Conclusion
Due to the rich parallelism of loops, e ciently scheduling of parallel loops is vital to the performance of shared-memory multiprocessors. In this paper, a simple scheduling model is presented to express and analyze di erent scheduling schemes for various parallel loops. The proposed trapezoid selfscheduling scheme is a simple and e cient self-scheduling method which achieves both scheduling objectives: balanced workload and low scheduling overhead.
By assigning a large group of iterations at the beginning, the frequency of mutually exclusive accesses to loop indices is substantially reduced. The property of linearly decreasing chunk size induces a good workload balance even under extremely nonuniformly distributed parallel loops. Furthermore, the linearity of the chunk function allows a very e cient implementation of the chore dispatching function, which can signi cantly reduce the scheduling overhead. Instead of strip mining, if the TSS scheme is coupled with scalar promotion, one can statically manage memory at improvement of the ratio between the execution time of each iteration to the scheduling overhead.
Note that the scale of Y-axis for and is between 0 and 8 rather than between 0 and 80. The in uence of the critical section implementation overhead still restricts the GSS(1) from achieving a better performance than the other schemes. The best choice of k value in GSS(k) scheme is 5 in this case which performs almost as well as the TSS and CSS schemes. Again, the e ect of the load imbalancing will degrade the performance if the k value is larger than 5.
The loop distributions of experiments 3 and 4 are based on Fig. 3 (c) and Fig. 3(d) , respectively. In Experiment 3, since the execution time of the last few iterations is very high, the last chore of the CSS will become a very large critical chore. Results of this nonuniformly distributed loop are shown in Fig. 9 . Obviously, the CSS scheme has the worst performance, in which of the CSS is up to 39 when P = 80. The SS, GSS(1) and TSS schemes all achieve a very good speedup. The GSS(1) has a slightly higher scheduling overhead when P is very large due to its critical section implementation. The TSS has a slightly worse load imbalancing due to the heavy workload in the last few chores. The GSS(k) also has the same load imbalancing problem as the TSS when k 2 is chosen. Overall speaking, under this increasing workload, the GSS(1) provides the best speedup, although the di erence is insigni cant comparing with the SS, TSS, and GSS(k) with k 2. Figure 10 shows the results of the fourth experiment, which has a very small execution time in the last few iterations. Again, the TSS still achieve both objectives|very small scheduling overhead ( ) and load imbalancing ( ), which result in a linear increasing speedup, ?, as P increases. On the contrary, the major disadvantage of the GSS (1) The experiment is made to analyze an uniformly distributed loop, shown in Fig. 3(a) , with a small granularity of 110 sec where processors start executing at di erent time. The resultant event pro les are shown in Fig. 6 . In these gures, Y-axis is the logical processor number and X-axis represents the execution time. The small squares represent events. Corresponding to the three states discussed in Section 3, there are three kinds of events: scheduling events, computing events, and waiting events. The fourth event indicates the completion of the critical chore. Each large rectangle box is used to explain the event which is connected with. Since the scheduling overhead of the TSS is very small all computing events (squares labeled 2) are almost right after the scheduling events (squares labeled 1). Thus, the squares labeled 1 are almost right behind the squares labeled 2 in this gure, and thus invisible. The time period from any square box 2 to the next square box 1 is the execution time of a chore. As indicated in the gure, only processor 0 fetch 3125 iterations at the beginning, then the rest processors fetch chores by a linearly decreasing chunk size at di erent time. The chunk size can be read in the large rectangles. For instance, processor 2 which fetched 3075 iterations is the next one and processor f is the last one. The shaded periods from the event 3 to the event 4 represent the time processors stayed in the waiting state. It can be seen that no matter processors start early or late, they all nish their last chore at about the same time which implies a balanced workload { the total waiting time is very small.
Performance Measurement
The second part of our experiment is conducted to measure and compare the performance (which includes ?, , and ) of SS, CSS( I P ), GSS(k), and the conservative TSS( I 2p ; 1) approaches under di erent kinds of parallel loops, where the maximum number of processors, P, is 80.
The plots in Fig. 7 are the results of Experiment 1, where L(i) is a small constant, about 110 sec, for all i and I is 100000. The TSS and CSS almost perform identically well in this experiment.
From the plots of and , the CSS has a little bit higher (load imbalance) than the TSS, while the TSS has a little bit higher (scheduling overhead). Both the SS and GSS(1) produce too much scheduling overhead in this experiment. The scheduling overhead, , of the SS is the worst, up to 65 when P = 80. This is due to hot spot condition 14] occurs on the shared index of the SS algorithm. As discussed above, the low and long tail in the chunk function C(t) of the GSS(1) is the major source of . In the experiments of GSS(k), when the value of k is increased the scheduling overhead is decreased while the degree of workload imbalancing is increased. The best value of k in GSS(k) scheme is 80 under this workload. Beyond 80, the workload imbalancing dominates the system, and the overall performance goes down again. The speedup of the GSS(80), however, is still a little bit lower than the TSS and CSS due to both higher scheduling overhead and load imbalancing. 
Note that and represent the average number of processors wasted in the scheduling and waiting state, respectively. In the idea case, X = L and O = W = 0, the speedup ? is same as the number of processors P. In practice, L X. Thus, ? + + is always less than or equal to P. The di erence between P and ? + + is due to network and memory contention in the computing state which is mostly dependent on the remote memory reference ratio in the computing of a chore. To avoid too much in uence from it, the remote reference ratio is set to 5% so that the sum of ?, , and can be very close to P in our experiments. To measure the e ect of remote memory accesses to scheduling schemes, one experiment based on di erent remote reference ratios from 0% to 50% is made as well.
For the CSS(k) scheme, the optimal choice of the chunk size k is machine and application dependent. When the input parameters (P; I; L(i)) is (72, 100000, 110 sec) (a uniformly distributed loop), our experiment shows that when k = I P = 1389, we can achieve a speedup of 69.2 which is very close to the idea speedup, 72. Therefore, our following experiments will be taking k = I P for the CSS(k) scheme, which can produce minimal scheduling overhead and keep a balanced workload under uniformly distributed loops. However, it is believed that there must be a better k value for the CSS(k) scheme when the workload is not uniformly distributed or processors start executing at di erent times. For the GSS(k) scheme, again the best choice of k value is mostly determined by the workload distribution and the number of processors. It is very di cult to predict the best value of k. In our experiments, we will be testing di erent k values from 1, 2, 5, 10, 20 to b I P c.
Then, the best results of GSS(k) and GSS(1) will be plotted and discussed.
Run-Time Behavior
The rst part of our experiments is performed in a 16-node cluster in order to illustrate the runtime behavior of the CSS, GSS, and TSS schemes. The event log library provided by the GP-1000 system is applied to record the events during the execution of loops. Then, the gist, an event log analysis software, is employed to pro le the whole scheduling operations. Due to the limited space, only one experiment of the TSS( I 
Workload and Performance Metrics
The experimental benchmarking programs are coded in Butter y Fortran 2] which is a parallel language, in some sense, similar to the being standardized PCF Fortran 1]. To make an objective comparison, the loop language construct, PARALLEL REGION, is used to represent parallel loops, which provides the same kind of barrier for synchronizing processors in the waiting state. To take the advantage of atomic instructions, chore dispatching in the SS, CSS and TSS schemes are coded using the atomadd32() instruction in the scheduling state. Based on 9], the GSS is implemented in a critical section using the lock() and unlock() mechanisms.
In addition to the selection of di erent self-scheduling schemes, the benchmark programs are characterized by a set of parameters: (P; I; L(i)). Four kinds of workload as shown in Fig 3 will Due to concurrency, the traditional stack (or static allocation) is no longer able to manage memory for parallel programs. A tree-like structure called a cactus stack, which handles both local and global variables by directly mirroring the chore tree, is applied to deal with both parallelism and procedure calls. A simple way to explain the cactus stack is when a chore with a given frame splits into several chores, a child frame is created for each child chore. The operation of frame creation will certainly induce a large run-time overhead.
Another improved approach which treats chore locality di erently from procedure locality is proposed in 5]. Instead of dynamically creating chore frames at chore splitting, all chore frames are allocated at the procedure call by using the well-known scalar promotion technique. Thus, a promoted array will be created at the beginning of the procedure which includes a parallel loop. The length of the array will be the same as the number of chores to split from that loop. Each element of the array corresponds to a chore frame. A strip mining technique, which is the same idea used in the CSS(k), has to be employed to bound the size of the promoted array. As mentioned, this approach has a major drawback|workload imbalancing.
Note that the number of chores N in the TSS is small and predictable. The approach discussed above can be improved by replacing the strip mining with the trapezoid mining in the TSS scheme. This approach is explained by the simple program, which exchanges array A and array B, listed in Fig. 5 . The rst part is the source program, while the second part is the translated program by using the TSS( I 2P , 1) approach. In addition to m, the index of the DO loop has to be a local variable. We have to translate both m and i to two scalar arrays: m(j) and i(j). SP(j) and EP(j) are two functions to compute (j) and (j) using Eq. (8) and Eq. (9), respectively. Now, the parallel do block can be easily implemented by a single fetch&add() instruction. This approach further reduces the run-time overhead of memory allocation and still keeps a balanced workload.
Experimental Results
To evaluate the performance of various self-scheduling schemes, our experiments were conducted on a 96-node BBN GP-1000 parallel processor. The GP-1000 is a physically distributed-memory architecture running the MACH operating system that o ers a logically shared virtual space to the programmer 12]. Each processor node is composed of a processor, a local memory module, and a network interface controller. The 96 processor nodes are interconnected through a multistage interconnection network (MIN), a slight variant of the Omega network, that allows any processor to access any memory module. Any remote memory access is made by sending a request message via the network controller to the remote peer network controller which then accesses the target memory module and sends back a response message. Therefore, a remote memory reference is about four times slower than a memory local reference which directly accesses the local memory module bypassing the interconnection network. If the tra c of the MIN is heavy, a remote memory access might take much longer than usual. The operating system allows an application to have an exclusive control of a cluster of nodes without sharing with other applications. Detailed performance study and the characteristics of the GP-1000 can be found in 11]. parallel loop. Hence, the index of chores, i, is the only shared variable that processors have to access atomically. If a multiprocessor system supports atomic instructions, such as fetch&add(), the implementation of the TSS can be very e cient as shown below.
1. If this processor is the rst processor that encounters the parallel loop, then perform the following initialization steps.
(a) select a (f;`) pair according to the policy decided by the compiler or speci ed by the programmer. 
Enter the computing state.
It should be emphasized that the execution overhead of Eq. (8) and Eq. (9) is very small. Accessing the shared variable is reduced to a single fetch&add operation which is usually insigni cant. For example, according to our experimental results, the average time required by a fetch&add operation on a 96-node BBN GP-1000 machine is only 30 secs. Since some operations can be overlapped, the atomic phase of this instruction is about 4.5 secs. Thus the average scheduling overhead for each processor in the TSS( I 2P ; 1) scheme is about 120 secs which is a small constant.
On the other hand, without hardware support, the GSS(k) scheme needs a lock()/unlock() mechanism. The scheduling overhead then is determined by not only the time processors stay in the critical section, but also the time processors wait for entering the critical section. According to our recent measurement 11], the frequence of the critical section accesses is the most important factor to the performance degradation. If a small k is chosen in the GSS(k) method, the frequency of mutually exclusive accesses will become higher and higher during the execution of loops especially when the granularity of iterations is small. The waiting time for fetching a chore is possibly even larger than the execution time of that chore. If a larger k is chosen, the frequency of mutually exclusive accesses can be reduced. As mentioned, the load imbalancing is a serious side e ect. The impact of critical sections to the system performance was studied in 10]. However, detailed theoretical analysis is still an open issue as no closed-form solution is available for a general and practical model. Instead, an extensive number of experiments will be conducted and demonstrated in Section 5.
Memory Management
In this section, another interesting and important implementation issue, memory management, in the run-time model of a multiprocessor system is discussed. 
Mutual Exclusion Implementation
As mentioned before, scheduling overhead is dependent on both the number of chores N and the implementation of chore dispatching. As for the rst factor, the number of chores dispatched by the TSS( I 2P , 1) from a parallel loop is 4P which can be further reduced if an optimal (f;`) pair is selected. As for the implementation of chore dispatching, the algorithm in Section 4.1 can be easily implemented in a critical section. However, as indicated in 10] and 11], the system performance will degrade signi cantly if the critical section takes much time and the number of processors is large. In this section, we present an e cient chore dispatching mechanism which replaces a critical section by a single atomic instruction.
Because the chunk function C(t) of the TSS is linear, the chunk size of each chore is predictable. A simple way to compute the start iteration of the i-th chore, (i), is to sum the rst i ? 1 (9) In these equations, f and are selected or computed by the rst processor encountering the Fig. 3(d) is almost the worst case for the scheduling schemes with a decreasing chunk function, because too much workload will be assigned to the rst few chores. For example, if the GSS(k) scheme is used, the T(1) for the loop in Fig. 3(d) is equal to (when k = 1) or larger than (when k > 1) 2L P which is very likely to become the critical chore of this loop. Similarly, Fig. 3(c) is the worst case of CSS(k) scheme with a large value k, because the last chore will be assigned too much workload and become a terrible critical chore of this loop. Fig. 3(d) .
In order to ensure every T(i) is less than or equal to L P , instead of I P in the GSS, the rst chunk size f is set to I 2P in the conservative TSS method. In this case, T(1), the shade area in Fig. 4 is derived in Eq. (3). It can be seen that T(1) is always less than L P , thus the workload of the rest iterations is still adequate to keep other processors busy even under the decreasing workload as shown in Fig. 3(d) .
T (1) 1), the range of the number of chores N, is from 4P to 2P. Thus even the`is set to the most conservative value 1, each processor will have at most two more mutual exclusion accesses than the other values. If the mutual exclusive access can be implemented in an atomic operation (will be described in the next section), the extra scheduling overhead is insigni cant. Also, considering the increasing workload in Fig. 3(c) , the last chunk size`is set to 1 to minimize the load imbalancing.
This implies that each processor in average will execute 4 chores. The comparison of N among those well known self-scheduling schemes is shown in Table 1 . The exibility of selecting (f;`) without requiring any extra statement in step 1 is an advantage of the TSS over the GSS. In fact, we can treat the SS and CSS(k) schemes as special cases of the TSS. For example, the SS is equivalent to the TSS (1,1) , and the CSS(k) is equivalent to the TSS(k; k). Although the GSS is not a linear scheduling scheme, it can be roughly simulated by the TSS( I P ,1). Now, a similar question asked for in the CSS(k) and GSS(k) may be asked immediately:
how to select an optimal f and`? Apparently, an optimal (f;`) pair is determined by P, I, L(i), and system run-time status. Before actually running that loop, it may not be possible to compute the optimal (f;`) pair. However, in practice, an optimal solution is not really necessary. A conservative yet e cient (f;`) pair is proposed in the next section. Our experimental results in Section 5 will show that this consecutive approach will result in a near optimal solution for most of the uniformly and nonuniformly distributed loops. An optimal choice of (f;`) is dependent on the execution time distribution of the parallel loop. It has been shown in Eq. (1) that to have a small N in the TSS the (f;`) pair should be chosen as large as possible. However, the load imbalancing will be a serious side e ect especially when the workload is not uniformly distributed. Nonuniformly distributed loops, such as in Fig. 3(c) and Fig. 3(d) , are often generated in real application programs. Ignoring the other extreme cases, 4 Trapezoid Self-Scheduling (TSS)
As mentioned above, in order to design an e cient scheduling scheme which induces small scheduling overhead and achieves workload balancing, our goal is to minimize both O and W. To minimize O, we are concerned with the number of chores N (number of mutually exclusive accesses) and the simplicity of the scheduling scheme (complexity of each mutually exclusive access). Thus, we would like to design a scheme like CSS(k) which is simple and only produces a small N if k is large enough. To minimize W, we want to reduce the waiting time for the completion of the critical chore. Thus, the GSS scheme seems to be a good choice under any initial processor con guration. In this section we propose the Trapezoid Self-Scheduling (TSS) scheme which includes the advantage, but excludes the disadvantage, of both the CSS(k) and GSS schemes. The generic concept of this scheme is discussed rst. Then, we present a conservative yet powerful approach. Finally, we shall address mutual exclusion implementation and static memory management issues.
Generic Approach: TSS(f,`)
As mentioned earlier, di erent kinds of workload should be considered in designing an e cient self-scheduling scheme. In this paper, four typical uniformly and nonuniformly distributed loops shown in Fig. 3 will be discussed and experimented.
The basic idea of the TSS method is to extract the advantages of both CSS and GSS schemes. As indicated in Fig. 2(b) and (c), the CSS(k) scheme applies a linear, but xed, chunk function while the GSS uses a decreasing, but nonlinear, chunk function. The linearity can make the chunk function simple enough to induce a small scheduling overhead while the decreasing chunk size can balance the workload. To combine both properties, intuitively, we design a linearly decreasing chunk function for the TSS scheme. Thus, instead of using a nonlinear chunk function, the TSS scheme linearly decreases the chunk size at run time. The linearity, which makes the TSS simple enough to be implemented with a few atomic instructions, is a major di erence between the TSS and GSS schemes. Figure 2(d) clearly shows the key principle of the TSS(f,`) method in which the area below the linear curve C(t) is a trapezoid. The size of the rst chore and the last chore, f and , can be exibly selected by compiler designers, programmers, or even intelligent compilers. The number of chores, N, is determined by f,`, and I. According to the formula of trapezoid area, the value N of TSS(f,`) is
After N has been computed, the decreasing step ( ) can be obtained by the following formula. nishing the computation, it goes back to the scheduling state. The total time all processors stay in the computing state is very likely greater than the total load of the parallel loop due to network and memory contention. Thus, a scheduling algorithm which generates much network and memory tra c will a ect the time processors stay in the computing state.
A processor repeats scheduling and computing until the loop is exhausted. Then, the processor goes to the waiting state and waits for the completion of the remaining executing chores. Every processor, except the critical processor, has to stay in the waiting state due to this barrier synchronization. In general, the larger and later chores have a higher probability of becoming the critical chore. The actual critical chore is determined not only by the scheduling scheme but also by the execution time distribution of iterations. For example, the rst chore in the GSS scheme may possibly become the critical chore if the execution time of the rst few iterations is much larger than the rest. To minimize the waiting time in this state, i.e., to achieve workload balancing, it should not be assumed that loops are always constant or uniformly distributed. The consideration of nonuniformly distributed loops is important in designing a practical scheduling scheme. The symbols used in this model are de ned as follows:
P: the number of available processors in the system. I: the total number of iterations in a parallel loop, which is application program dependent. L(i): the execution time of the i-th iteration. Thus, the total load of a loop is L = P I i=1 L(i).
N: the total number of chores spawned from a parallel loop, which is determined by the scheduling scheme and the value I. C(t): the chunk function which represents the number of iterations assigned to the t-th chore (1 t N). This function which might be either linear or nonlinear expresses the partition and dispatching rule of a scheduling scheme.
T(t): the load of the t-th chore, which is equal to P (t) i= (t) L(i). Obviously, P N t=1 T(t) should be equal to the total load, L, of this parallel loop.
X: the total time processors stay in the computing state. Recall that due to network and memory contention, X is usually greater than or equal to the total load L.
O: the total scheduling overhead of all chores.
W: the total waiting time of all processors due to barrier synchronization and load imbalancing.
In this model, P, I, and L(i) are given by the system and programs. C(t) represents the scheduling method which determines N and T(t). X, O, and W are the nal metrics that we are concerned with. An example of scheduling a uniformly distributed loop for SS, CSS(k) and GSS schemes are depicted in Fig. 2(a), Fig. 2(b) , and Fig. 2(c) , respectively. The area under the curve C(t) in each scheme is equal to the total number of iterations, I. of each iteration is non-deterministic even at run time.
A chore, de ned in 1], is a unit of work to be assigned to a processor. In scheduling a parallel loop, a chore is usually a group of iterations. For example, in the CSS(k), a chore is composed of k iterations. For each chore, the indices of the rst and last iterations are called chore starting point ( ) and chore ending point ( ), respectively. In this paper, the last chore to complete its execution is called the critical chore. The processor executing the critical chore is called the critical processor. For each processor, we distinguish three states in handling a parallel loop: scheduling state, computing state, and waiting state. The state diagram is shown in Fig. 1 .
Scheduling Computing
Waiting Done Figure 1 . State diagram of a processor in loop scheduling.
When encountering a parallel loop, the rst thing a processor has to do is to acquire a chore. In this scheduling state, the processor tries to acquire a chore, ( ; ), from the remaining iterations.
The time a processor stays in the scheduling state is considered as scheduling overhead. In general, the scheduling overhead is determined by the implementation of mutually exclusive access to those shared variables, the number of processors, and the average execution time of each chore. A simple scheduling algorithm, such as the SS, might be easily implemented by a single atomic fetch&add instruction; while a complicated one, such as the GSS, is usually implemented in a critical section. As indicated in 10], a signi cant amount of the scheduling overhead may be caused by waiting for the availability of a critical section. Our recent measurement of some sharedmemory multiprocessors also indicated that critical sections are a major source of performance degradation, especially when the number of processors is large 11]. The total number of times that processors enter into the scheduling state, which is actually the number of chores plus the number of processors, is another important factor contributing to the total scheduling overhead. Whenever a processor acquires a chore, it enters the computing state and starts execution. After number of iterations assigned to each processor. More speci cally, the next chunk size is determined by dividing the number of remaining iterations of a parallel loop by the number of processors. The property of decreasing chunk size implies its e orts to achieve load balancing and to reduce scheduling overhead. By allocating large chunks at the beginning of a parallel loop, one can reduce the frequency of mutually exclusive accesses to those shared loop indices. The small chunks at the end of a loop serve to balance the workload across all processors. This approach obtains an optimal workload balancing under any initial con guration for uniformly distributed parallel loops. To avoid having many small chunks at the end of a loop, GSS(k), in which the optimal load balancing is sacri ced, is proposed to bound the chunk size from below by k, where k has to be speci ed by either programmers or compilers. However, the GSS approach is not perfect in some conditions. First, if the granularity of iterations is not uniformly distributed, the GSS may not balance the workload due to the large initial chunk size which is equal to the bound of the loop divided by the number of processors. An alternate approach in the GSS is to make P, the number of processors, arti cially large to decrease the chunk size. However, the increasing of the number of scheduled units and the scheduling overhead is a serious side e ect of this alternate approach. Second, even though the GSS is a very simple method, the complexity of the GSS algorithm, especially the GSS(k), is still more complicated than the SS or CSS approach. Without hardware support, the implementation of mutually exclusive accesses of the GSS algorithm will be a bottleneck in a large-scale multiprocessor system when the granularity of parallel loops is small. Finally, the best minimum bound on the value k in the extended GSS(k) approach is machine and application dependent. Just like selecting the xed chunk size in the CSS(k), it is not easy for programmers or compilers to select a proper bound value k. Our experimental results for the GSS(k) scheme in Section 5 will show that a large k value causes more workload imbalancing, while a small k value induces too much scheduling overhead. The best choice of k value is mostly determined by the workload distribution.
A Model for Loop Scheduling
In this section a simple loop scheduling model is presented which allows us to clearly express and analyze di erent self-scheduling schemes.
The performance of a self-scheduling scheme is dependent on two factors: one is synchronization primitives provided by the system, and the other is the execution time of loop iterations, which is program dependent and is also a ected by system run-time status. Thus, to design an e cient self-scheduling scheme, we have to consider the e ect of these two factors.
The machine considered in this paper is a shared memory multiprocessor system consisting of P processors. Each processor can directly access any location in the global shared memory. Either hardware or software atomic primitives are provided by the system to allow the implementation of mutual exclusion or critical sections which are essential to any self-scheduling schemes. As to application programs, arbitrary nested parallel and serial loops are allowed, and the bound of loops may not be known at compile time. Due to the unpredictable system behavior, the execution time ing a new scheduling scheme, trapezoid self-scheduling (TSS), for executing parallel loops in shared memory multiprocessor systems. The TSS method, which starts the execution of a loop by assigning a large number of iterations and linearly decreases the number of iterations until all iterations are exhausted, can obtain the best tradeo between small overhead and load balancing for both uniformly or nonuniformly distributed parallel loops. The TSS method also substantially reduces the number of mutually exclusive accesses to loop indices, which signi cantly restricts the speedup on large-scale shared memory machines. The rest of paper is organized as follows. In Section 2, the principle of self-scheduling and some well-known self-scheduling schemes are reviewed. A simple but complete scheduling model for parallel loops is presented in Section 3. In Section 4, we propose the practical trapezoid selfscheduling scheme and its implementation and memory management methods. Experimental results measured from running di erent self-scheduling schemes in a 96-node GP-1000 Butter y machine will be discussed in Section 5. Finally, we conclude this paper in Section 6.
2 Review of Self-Scheduling Various self-scheduling schemes which put the scheduling responsibility on the compiler rather than on the operating system were proposed in the past 6], 7], 8], 9], 5]. The pure self-scheduling (SS) approach is to dynamically allocate one iteration of a parallel loop to any idle processor at run time. The main advantage of this approach is that it can easily achieve load balancing, which is especially useful for those nonuniformly distributed loops. However, there are two drawbacks. First, the amount of scheduling overhead is proportional to the bound of the parallel loop which might be tremendous. Second, when the granularity of each iteration is small, the high frequency of mutually exclusive accesses to shared variables, such as the loop index variable, will cause serious memory contention which will signi cantly reduce the overall performance. Detailed study of tradeo between load balancing and scheduling overhead can be found in 10].
To reduce the frequency of mutually exclusive accesses to those shared variables, an improved self-scheduling scheme, chunk self-scheduling (CSS), which allocates a group of iterations to an idle processor, was developed in 2]. In the CSS(k), the number of iterations, k, in a group, called chunk size, is xed and has to be speci ed by programmers. When the chunk size is one, this scheme is the pure self-scheduling as discussed above. If the chunk size is selected as the bound of the parallel loop equally divided by the number of processors, this scheme becomes static scheduling in which the system will easily cause load imbalancing in the case of nonuniformly distributed loops. The e ciency of the CSS(k) scheme is based on the proper chunk size which is determined by the number of processors, the bound of the parallel loop, and the granularity of iterations. A large chunk size will cause load imbalancing, while a small chunk is likely to produce too much scheduling overhead and memory and network contention. Due to the unpredictable run-time behavior of parallel programs, it is di cult for programmers or compilers to properly select an appropriate chunk size.
Another better method, namely guided self-scheduling (GSS) 9], can dynamically change the 1 Introduction A critical issue in the e cient use of multiprocessor systems is how workload can be equally or fairly distributed among processors. This is the so called scheduling problem. Certainly, some mechanisms are required in a parallel program to explicitly or implicitly indicate the portion of workload that can be parallelized. Consider the case in which a loop of k independent iterations is executed in a multiprocessor system with n processors. The goal of scheduling is to distribute these k iterations to n processors in the most equitable manner and with the least amount of overhead.
This is not an easy task because the amount of work of each iteration may be di erent, the value of k may not be known during the compile time, the number of processors n is machine dependent, and the amount of overhead is also machine dependent. Some high-level parallel languages, such as PCF Fortran 1] and Butter y Fortran 2], have been or are being developed to provide programmers with some parallel constructs in which parallelism can be easily embedded. The major source of parallelism is loops. In this paper we are concerned with the scheduling of parallel loops. A loop is called a parallel loop if there is no data dependency among all iterations, i.e., iterations can be executed in any order or even simultaneously. PARALLEL DO and SPREAD DO in PCF Fortran and Butter y Fortran are such parallel loops. A parallel loop is uniformly distributed if the execution time of all iterations are very close. Note that some parallelizing compiler techniques, such as loop splitting, expression splitting, loop interchange, and loop collapsing, which are used to manipulate loop iterations are beyond the scope of this paper. These are basically preprocessing techniques used before the scheduling of loops.
In a shared memory multiprocessor system, iterations of a parallel loop can be scheduled among processors either statically at compiler time or dynamically at run time. Static scheduling is usually applied to uniformly distributed loops. However, the actual execution time of each iteration still may vary due to network contention, memory contention, mutually exclusive access, and complicated control ow. Thus, workload imbalancing is its major disadvantage, especially when loops are non-uniformly distributed. Also, static scheduling is not applicable if the bound of loops is unknown at compile time.
Dynamic scheduling allocates iterations to processors dynamically at run time. Thus, whenever a processor becomes available, one or more iterations will be assigned to that processor. Clearly, some scheduling overhead will be involved at run time, while a better workload balancing is achieved. The overhead to start a new task (or process) is usually expensive. Thus, self-scheduling in which no system calls are involved is widely employed in multiprocessor systems, such as HEP 3], Alliant FX/8 4], Concurrent Computer 5], Cray X-MP, and BBN GP-1000 2]. In these systems, each processor accesses a set of shared variables by itself to retrieve the indices of iterations instead of invoking system calls provided by the operating system. However, the number of iterations a processor should fetch becomes an important issue. Getting a large number of iterations may cause load imbalancing, while getting a small number of iterations will induce too much scheduling overhead.
In order to achieve both load balancing and small run-time scheduling overhead, we are propos-
