Differential evolution is a competent algorithm for solving single objective real-parameter optimization problems. In order to enhance the performance of adaptive DE algorithms based on successful parameters, in this paper, a new DE algorithm, called adaptive differential evolution restart and direction, abbreviated ADERD, is proposed for solving global numerical optimization problems over continuous space. In the proposed algorithm, a novel mutation strategy based on the feasible descent direction is introduced. Only individuals of the population top ranked with smaller errors adopt this novel strategy to mutate. Additionally, the variable coefficient is used in the restart mechanism first to avoid stagnation and/or jump out of the local optima. Modified mechanism of crossover probability sorting is also introduced. In order to better understand the effectiveness of our proposed strategies, those are integrated into two representative adaptive DE variants, i.e. JADE_ rcr and JADE_ sort. Experimental results demonstrate that the our proposed strategies are capable of enhancing the performance of JADE_ rcr and JADE_ sort. Improved JADE_ sort is denoted as ADERD_ sort. Experiments have been conducted on 30 functions presented in CEC 2017 competition. Moreover, compared with recent adaptive DE algorithms, ADERD_ sort obtains better, or at least comparable, results in terms of the quality of final solutions.
prediction model for cloud datacentern which applied neural network and self adaptive differential evolution algorithm. More details can be found in two surveys of DE [6] , [7] .
Three control parameters need to be set when the user applies DE in the initialization phase: 1) scaling factor F, 2) crossover rate CR, and 3) population size NP. The relationship between the control parameters and performance of DE is complex. DE has disadvantages because of its characteristics. First, the balance between the global exploration ability and local exploitation ability is difficult to control; hence, adequate exploration ability may lead to inferior local exploitation ability and slower convergence rate [8] . Second, similar to other EAs, determining the appropriate settings is a problem-dependent task [9] , [10] . Even when considering dealing with the same problem, different optimization stages may require different range control parameters. Third, when premature convergence or stagnation occurs, the performance of DE may be poor [11] , [12] . Moreover, an increase in the dimensions of search space may cause a lower level of accuracy [11] . Finally, there are no fixed parameter settings for VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ all types of problems. The trial-and-error method for tuning appropriate parameters may require a great deal of much time and empirical techniques.
Recently researchers have been studying DE to improve accuracy and accelerate the convergence speed [7] . After investigating the literature [13] [14] [15] [16] , the researchers adjusted the control parameters in an adaptive manner to improve and develop the basic DE. However, existing mutation strategies may have weak local exploitation capacity and may not able to make effective use of direction of individuals with high precision. Additionally,when DE optimizes complex problems, the search process may stagnate. It may be necessary to add conditions to detect stagnation. The manner of adjusting control parameters may need to change to obtain better results. Based on these considerations, in this work, a new mutation strategy is proposed that adds the descent direction to one pair of difference vectors. The variable coefficient is used to detect stagnation.
The main contributions of this paper are as follows: 1) A novel mutation strategy with enhanced local exploitation capacity is proposed. 2) The variable coefficient is used to detect if the search stagnates or if the members of the population are highly similar. 3) Population is divided into two subpopulations based on the fitness values of individuals. Only top-ranked individuals use novel mutation strategy that adopts descent direction.
The structure of this paper is as follows. In section II the basic DE is introduced; and other classic and effective DEs are reviewed. Section III presents the proposed algorithm. Section IV introduces test functions and parameters setting. Section V performs the comprehensive experiments using benchmark functions. The experimental results are also analyzed in this section. Section VI presents conclusions.
II. RELATED WORK
In this section, we firtst summarize the basic differential evolution, and then briefly introduce some literature reviews of DE.
A. DIFFERENTIAL EVOLUTION
Differential evolution adopts the common steps of the evolution algorithm. In simple DE, generally known as DE/rand/1 [17] , the initial population is randomly generated using a uniform distribution within boundary constraints. The population consists of NP vectors, {x i,G | = i = 1, 2, . . . , NP}. Each individual x i,G has D dimensions. After initialization, DE enters a loop of evolutionary operations: mutation, crossover, and selection. 1)Mutation: Mutant vector v i,G corresponding to target vector x i,G at generation G, is generated as follows:
where r1, r2, r3 are randomly chosen indices from the population individuals except i, and F is a scaling factor that controls the magnitude of the difference vector. If the components of the mutant vector violate the boundary constraints, then the boundary check is applied to repair them. Other commonly used mutation strategies are as follows:
where r1-r5 are mutually distinct integer indices randomly chosen from the set of {i = 1, 2, . . . , NP} except i. Scaling factor F has different ranges and characteristics for each strategy. x best,G is the best vector with the minimum fitness value among the entire population. Each strategy has different advantages and service conditions. 2) Crossover: Binomial and exponential crossover are common crossover approaches used in DE to generate trial vector u i,G . Using binomial crossover, the trial vector u i,G is generated as follows:
for i = 1, 2, . . . , NP and j = 1, 2, . . . , D. Denote CR ∈[0,1] as the crossover probability that controls how many components are inherited from the mutant vector, j rand ∈ [1,D] is the uniformly distributed random interger to ensure that at least one component is inherited from the mutant vector. If some components of trial vector violate bounds, the boundary check is adopted.
3) Selection: After the crossover operation, a selection operation is applied to control whether trial vector u i,G or mutant vector v i,G can be saved to evolve in the next generation. The vector with less fitness value between the trial vector u i,G and mutant vector v i,G is preserved. The selection operation for a minimization optimization problem is defined as follows:
where f (u i,G ) is the fitness value of the trial vector u i,G and f (v i,G ) is the fitness value of the mutant vector v i,G .
B. LITERATURE REVIEW
DE optimizes the global problems over continuous space by encoding each individual to floating-point variable [1] . As mentioned above, three parameters need to be specific in DE. The performance of DE significantly depends on mutation strategy and parameter settings. Determining the appropriate parameter settings is difficult when problems are complicated. Stagnation or convergence to a local optimal solution occurs if the user combines an incorrect mutation strategy with unreasonable parameters [18] . Many previous researches have shown empirical guidance to improve the performance of DE. Initially, NP between 5D and 10D was suggested to determine a global optimum and 0.5 was considered as a good initial value of scaling factor F [1] . After many experimental analyses, Price et al. [2] claimed that 10D or higer NP was reasonable for complex or multimodal functions, whereas NP of 5D*CR may be a suitable low-end default setting for other functions. Gämperle et al. [9] concluded that the value of NP depends on the mutation strategy chosen. For example, for DE/best/2, NP must be larger than 5, for DE/rand/1, NP must be larger than 4 to balance between convergence speed and precision of algorithm. The scaling factor, F significantly affects the evolution rate, that is, the convergence speed is affected by it [19] . Smaller values of F tend to enhance the exploitation ability because population members search for a better solution near the current solutions. However, the probability of premature convergence increases [20] . Additionally, larger values of F improve the global exploration abilility to ensure that mutant vectors are distributed in a wide area of the search space and enrich diversity. However, there may be non-convergence and search speed may be slowed down. There are many works that discuss the effect of different ranges of Fan and Lampinen [21] proposed that F is between 0.5 and 1.1. Ronkkonen et al. [22] considered 0.9 as a good choice to control the relationship between accuracy and convergence rate. Zaharie proved theoretically that F generated by Gaussian random variable can make DE converge to a global optimum finally [23] . Wang and Huang [24] concluded that if F increases, the distribution of the offspring tends to be a uniform distribution.
A constant crossover probability controls the numbers of components of the trial vector that inherit from the target vector's genes [11] . A large CR strengthens the diversity of the population and speeds up convergence [1] , [17] . Reference [25] indicated that a small range of CR (typically [0.9,1]) is appropriate for exponential crossover, while for binomial crossover, uniform discretization may be better. Ronkkonen et al. [22] suggested that the value of CR relied on the problem's traits. A CR in the range [0.9,1] is suited to non-separable and multimodal problems. The value of CR in the range [0,0.2] is appropriate for separable problems. Montgomery and Chen [26] analyzed the relationship between the algorithm's performance and CR with low or high values. The authors indicated that CRs with low or high values are suitable for different scenarios: low values are suitable for frequently successful exploration, whereas high values are likely to produce better solutions with lower error values quickly and contraction of the search space [26] .
Instead of tuning control parameters using a trial-anderror method and empirical guidance, many researchers have adjusted the control parameters in an adaptive or self-adaptive manner. Zhang and Sanderson [15] proposed the famous JADE algorithm which uses a pbest individual randomly chosen from the top 100 * p% set to guide the mutation direction. The CR and F are generated using the normal distribution and Cauchy distribution, respectively. Inspired by JADE, Islam et al. [16] proposed MDE_pbx, which uses the power mean. In the crossover operation, it selects one of the top individuals to mix with the mutant vector. Gong et al. [27] presented a crossover repair technique that calculates the average value of the binary string. Based on the work of Gong et al. [27] , Zhou et al. [28] proposed JADE_sort. This method sorts the CR values and then assigns CR to members of the population according to fitness value. Qin et al. [19] proposed SaDE, which simultaneously conducts two mutation strategies and updates parameters adaptively. Mallipeddi et al. [29] used an ensemble of mutation strategies and parameters. In [30] , Wang et al. used three parameter settings corresponding to three mutation strategies. Mohamed [31] introduced DESP, a new differential evolution algorithm, with a new triangular mutation rule based on the convex combination vector. To enhance the performances of SHADE and LSHADE, Mohamed et al. introduced a less greedy mutation strategy and a more greedy mutation strategy which are incorporated into SHADE and LSHADE [32] . After using CEC2013 and CEC2017 benchmarks, the results indicate that the hybridization frameworks are competitive with other algorithm in terms of robustness and quality. Stanovov et al. proposed a modification of the LSHADE algorithm, called LSHADE-SP, with various types of selective pressure, which is implemented by applying proportional, rank-based and tournament selection [33] . To resize the population adaptively during the search, Poláková et al. [34] introduced a new mechanism based on linear reduction of the population diversity. The results demonstrated that the proposed mechanism is beneficial, especially when dealing with complex problems such as multimodal, hybrid functions. Mohamed and Mohamed [35] presented a novel and effective scheme of updating crossover probability in a reasonable manner and developed a mutation strategy which exploits the information of good and bad vectors in the population. Mohamed and Suganthan [36] introduced enhanced fitness-adaptive differential evolution algorithm (EFADE). The use of triangular mutation strategy can enhance the convergence rate of the search process and help to maintain better balance between the global exploration tendency and the local exploitation tendency. Control parameters are updated to appropriate values in an effective manner. To strengthen the performance of DE, Cui et al. [37] presented a multiple-elites-guided composite differential evolution algorithm using trial vector generation strategies to independently guide each individual to promising areas from multiple elites. To address stagnation and premature convergence properly, a shift mechanism was used [37] . To enhance the performance of adaptive guided differential evolution algorithm (AGDE) [35] , Mohamed and Mohamed [38] proposed non-linear function to decrease the population size during the search process. Moreover, to reasonably address the problems of different dimensionalities, a newly rule is used to determine the initial population size [38] . Brest et al. [39] presented an enhanced variant of the iL-SHADE algorithm, called jso, with a new weighted version of mutation strategy.
The experimental results show that jso performs better than some well-known state-of-the-art DE algorithms. Wang et al. proposed IMSaDE which incorporated elite archive strategy and control parameters adaptation strategy into''DE/rand/2'' mutation strategy [40] . The relevant information about various algorithmic design schemes used in the different variants of adaptive DE can be found in the literature [41] .
III. ADAPTIVE DIFFERENTIAL EVOLUTION ALGORITHM BASED ON RESTART MECHANISM AND DIRECTION INFORMATION
The main innovations of this work are as follows:
1) A novel strategy with enhanced local search by adopting descent direction is introduced. The population is divided into two subpopulations based on the fitness values of individuals. The individuals are sorted according to the error values in each iteration. Only individuals with high precision adopt novel local search strategy.
2) A variable coefficient is used to determine whether the restart mechanism is executed.
3) A modified CR sorting mechanism is added, which helps to accelerate the rate of the search process and avoid neglecting the relationship between CR i and the function error values of the target vector.
A detailed description of the proposed algorithm is presented in the following subsections.
A. CURRENT-TO-PBEST STRATEGY
A current-to-pbest strategy, proposed by Zhang et al., is introduced in JADE [15] . This strategy is well-known and uses the advantages of two strategies: DE/rand/1 and DE/current to best/1. DE/rand/1 is the most frequently used mutation strategy and has great search exploration ability. DE/current to best/1 uses the best individual among the entire population to guide the evolution direction and accelerate the convergence rate. However, the fast convergence rate may lead to premature convergence and low precision. Thus, the current-topbest strategy uses one of the top 100p% individuals,which is randomly chosen. The current-to-pbest strategy is calculated as follows:
Observing the experimental results of JADE, it can be seen that this strategy can converge faster than DE/rand/1 and has better exploration ability than DE/current to best/1.
B. NEW LOCAL SEARCH STRATEGY
In JADE, the archive set is used in ''DE/current-topbest/1''and can be described as:
wherex r2,G is randomly chosen from the archive set. The archive set stores not only the current population but also a set number of individuals that failed in the selection operation in former iterations. Create a random initial population x i,0 ∀, i = 1, . . . , NP 4: for G = 1 to G max do 5:
Calculate the fitness values of the population. Calculate the value of θ according to equation (23); Generate CR values according to the normal distribution. Randomly select 100 * θ CR; Sort the chosen CR values. After sorting, assign 100θ CR values to 100 * θ top-ranked individuals; 7: for i = 1 to NP do 8: F i = randc i (µ F , 0.1); Calculte the p value and randomly choose x p best,G as one of the 100p% best individuals 9: if {δ < ξ f } and G > 1 then 10: Execute novel restart mechanism according to Algorithm 2 11: else 12: Execute mutation operation according to Algorithm 3; 13: Calculate the fitness values of trial vectors; Use the selection operation to select the individuals entering the next generation. 14: end if 15: end for 16 if {δ < ξ f } and G > 1 then 3: Generate j rand = randint(1, D) 4: for j = 1 to D do 5 :
if j = j rand or rand(0, 1) < 0.1 then end for 10: end for However, evolutionary direction of better individuals may not be effectively used to obtain higher precision solution.
Information of higher precision individuals should be made the most and local search ability of mutation strategy may be enchanced. A new local mutation strategy is proposed based on a descent direction, which is described as:
C. INDIVIDUALS WITH HIGH PRECISION ADOPT NOVEL LOCAL SEARCH STRATEGY
The population is divided into two subpopulations based on the fitness values of individuals, which are employed for novel local search strategy and original strategy respectively. Only individuals with high precision adopt novel local search strategy. The number of individuals adoptting novel local search strategy is calculated as follows:
where NP 1 is the number of individuals adoptting novel local search strategy and NP is the population size. In equation (12), ω is initialized to the 0.3, which is updated by
where G is the number of iterations, ns G j and nf G j are the respective numbers of the trial vectors generated by the jth strategy that succeed or fail in the selection operation in last generation; s G j is the success rate of trial vectors generated by the jth strategy successfully taking part in the evolution of next generation. Denote ps G j as the success ratio of the jth strategy after normalizing s G j .
D. RESTART MECHANISM WITH THE VARIABLE VOEFFICIENT
In the later stage of evolution, population individuals may lack of diversity so that the results of the algorithm are not be updated. Hence, a restart mechanism with the variable coefficient is executed if some conditions are satisfied. It is apparent that members of the population that are similar need to be altered to avoid stagnation scenario. The first question is how to detect a search process stagnates. To address this, we introduce the variable coefficient to determine whether the population has little diversity or the algorithm converges to a local optimum. Denote δ as the variable coefficient of the error values for all the population members. A very small variable coefficient indicates that the solution is trapped in a local optimum.
The variable coefficient of the error values for all the population members, δ, can be described as follows:
where f std() is the standard deviation of the error values for all the population members; and f mean() is mean value of the error values for all the population members. A restart mechanism is executed for each target vector if the following condition is satisfied:
where ξ f is predetermined parameters used to control restart. If the restart mechanism is conducted, all target vectors adopt the corresponding restart mutation strategy. When all the members of the population are very similar and the search process stagnates, the following approach is used to mutate the target vectors.
where σ j i is the perturbation of the jth dimension consistent with individual i. randn j returns normally distributed random numbers. l j is the lower boundary of the jth dimension of the optimization problem. h j is the upper boundary of the jth dimension of optimization problem. If restart mechanism is executed, CR i is given a small value (0.1) to ensure fewer components inherited from mutation vector. It is noteworthy that after the crossover operation all trial vectors are transformed immediately into target vectors taking part in the evolution of next generation once the restart mechanism is executed.
E. PARAMETERS ADAPTION
In JADE, for each generation, CR i is generated using a normal distribution according to the successful parameters in the last generation and is calculated as follows:
where randn i (µ CR , 0.1) is the normal distribution with standard deviation, that is 0.1. µ CR is the mean value of the normal distribution, which is updated by
where S CR is the set of successful crossover probabilities in the last generation. meanA(x) is the usual arithmetic mean; and c 2 is a positive constant between 0 and 1. The F i is updated similar to CR i using the following formula:
where randc i is the Cauchy distribution with location parameter a and scale parameter b; mean L is Lehmer mean; S F is a set of the successful scaling factors in the last generation.
F. MODIFIED CR SORTING MECHANISM
The crossover probability reflects the number of components of the trial vector that inherit the target vector's genes. In JADE, CR i generated using the normal distribution is allocated to corresponding target vector. JADE_sort [28] proposes a new solution in which all crossover probabilities and target individuals are sorted according to their values and then the crossover probability with smaller value is assigned to the target vector with smaller fitness. Thus, the components of the individuals, which have better fitness values, can appear in the offspring with higher possibility. But the same problem has the different characteristics in different stages during searching process. Moreover, relatively more crossover probabilities are sorted in the early searching stage so that algorithm's ability of global search can be improved. The number of sorted crossover probabilities will gradually decreased to enhance local exploitative capacity with the increasing of iterations. With these considerations, the number of crossover probabilities is decreased according to the formula:
It should be noted that 100θ% crossover probabilities are randomly chosen and then sorted. As a result, only the top 100θ% individuals with better values attain crossover probabilities that are sorted.
IV. TEST FUNCTIONS AND PARAMETERS SETTING
The performance of the proposed ADERD algorithm is tested on 30 benchmark functions proposed in the CEC 2017.
According to their characters, they can be classified as follows:
•unimodal functions: F01-F03;
•basic simple multimodal functions: F04-F10;
•hybrid functions: F11-F20;
•and composition functions: F21-F30; Each function is calculated over 51 independent runs. The mean value and standard deviation of the error values for all the compared algorithms are calculated. It is noticeable that the mean value and standard deviation of the error values smaller than E-08 are taken as zero. To compare the quality of solutions from a statistical angle of different algorithms, three non-parametric statistical hypothesis tests are used to analyze the results: 1) the Friedman test is used to rank the compared algorithms for all functions; 2) the Iman-Davenport test is used to check the differences between all algorithms for all functions; 3) the paired Wilcoxon signed-rank test at α = 0.05 significance to compare the significance between two algorithms. We use the following parameters for our approach unless explicitly stated:
• initial distribution parameters: µ CR = 0.5, µ F = 0.5 κ = 4, c 2 = 0.1 and ω = 0.3;
• population size: NP = 100;
• dimension of each function: D = 30 and D = 50;
• parameters used to control the restart: ξ f = E − 10;
• maximal number of fitness evaluations, that is, FES MAX = D * 10000.
V. EXPERIMENTAL RESULTS

A. COMPARISON WITH JADE
First, we compare ADERD with JADE to evaluate the effectiveness of our proposed method. The error values and standard deviation for all functions at D = 30 and D = 50 are shown in Table 1 . Better values compared between JADE and ADERD are highlighted in boldface. The Wilcoxon signed rank test is used to compare the diffierence between two algorithms. According to the Wilcoxon test, the results are summarized as ''w/t/l'', which describes that ADERD succeeds in w functions, ties in t functions, and loses in l functions, compared with JADE.
For the functions at D = 30, Table 1 describes that ADERD wins in 19 functions and loses in 1 function. In the rest functions, there are not significantly different between two algorithms. With respect to basic simple multimodal functions, ADERD outperforms JADE significantly apart from f6. As for the hybrid functions, ADERD provides greater accuracy and more reliability than JADE. The p-value of the multi-problem analysis calculated by the Wilcoxon signed rank test is 300E-06. It indicates that differences are significant between the two algorithms for all functions at D = 30.
The differences are also significant, when the dimension rises to 50. Because the p-value is 1.04E-03 based on the multi-problem analysis between the two algorithms calculated by the Wilcoxon signed rank that is less than 0.05. ADERD significantly outperforms JADE in 18 out In general, from the above analysis, it can be seen that exploitation capacity of the mutation strategy is enhanced and restart mechanism with variable coefficient is effective. ADERD is better than JADE in solving benchmark functions.
B. COMPARISON WITH TWO IMPROVEMENTS ALGORITHM
In this part, we validate the effectiveness of each proposed strategy.
1) ADERD without novel strategy, denoted as ADERD-IM1.
2) ADERD without restart mechanism, denoted as ADERD-IM2.
3)ADERD without cr sorting mechanism, denoted as ADERD-IM3.
Average rankings of JADE, three algorithms and the proposed algorithm based on the Friedman test are given in Table 2 at D = 30. From the summarized results, ADERD performs better than ADERD-IM1. It is proved that a novel strategy based on descent direction is effective. The ranking of ADERD is less than ADERD-IM2. It is explained that the restart mechanism with variable coefficient works well. The ADERD is more precise than JADE-IM3. It can be seen than the modified cr sorting mechanism is also effective. The results has proved that per modification has effect on the performanc of the proposed ADERD. The hybrid of the three improvements is more effective than only using two.
C. STUDY ON THE INFLUENCE TO OTHER ADAPTIVE DE VARIANTS
In order to better evaluate the effectiveness of the novel strategy, restart mechanism with variable coefficient and VOLUME 7, 2019 and AEDRD_rcr, respectively. Table 6 presents the error values of JADE_rcr and ADERD_rcr for all functions at D = 30 and D = 50. Table 5 presents the error values of JADE_sort and ADERD_sort for all functions at D = 30 and D = 50. The Wilcoxon signed rank test is also used to check the differences between corresponding two algorithms. Moreover, Tables 9 and 10 describe the multiple problem statistical analysis based on the Wilcoxon rank test at D = 30 and D = 50, respectively. The final rankings of six algorithms based on the Friedman test for all functions are reported in Tables 3 and 4 .
From Table 6 , ADERD_rcr is significantly better than JADE_rcr in the majority of the test functions at D = 30 and D = 50. Table 5 show that ADERD_sort is of better searching quality, efficiency and robustness for solving global optimization problems than JADE_sort.
For all functions at D = 30, Table 9 shows that, in each row, ADERD obtains higher R + values than R − values compared with the corresponding algorithm according to the results of the multiple-problem statistical analysis. It is proved that the advanced ADERD is superior to compared algorithm at D = 30. In all cases, all the p-values are less than 0.05. This means that there are significant differences for all problems between two algorithms. With respect to D = 50, the results based on the multiple problem statistical analysis, are similar to the results for all functions at D = 30. Accoding to the In general, we can conclude that our proposed three modifications are also capable of reducing error and improving precision of the recently adaptive DE variants. Tables 3 and 4 clearly show that, ADERD_sort get the first ranking among the six algorithms. In this section, ADERD_sort is compared with other up-to-date DE variants to verify the effectiveness of our method. They are AGDE [35] , EFADE [36] , EAGDE [38] , EBDE [32] , MDE_pbx [16] and SHADE [42] . All the compared algorithms are implemented according to the corresponding research. Since ADERD_sort has been compared with JADE, JADE_rcr and JADE_sort in the previous section, we do not compare them again. The error values, standard deviation and the average rankings of the considered DE algorithms based on the Friedman test are displayed in Tables 7 and 8 For all functions at D = 30, Table 7 shows that, in the majority of the test functions, ADERD_sort has better precision compared with recently DE variants. For example, ADERD_sort wins in 17 functions and ties in 12 functions compared with AGDE. There is 1 function where AGDE can significantly outperform ADERD_sort. For unimodal test functions f1-f3, ADERD_sort can find a best global solution. For basic simple multimodal functions f4-f10, Table 7 shows that ADERD_sort can obtain better results thanMDE_pbx, SHADE, AGDE, EFADE, EAGDE, and EBDE on 6, 3, 4, 3, 5, and 5 test functions, respectively. For the hybrid composition functions f11-f20, these functions are very difficult to solve for almost all existing optimizers. To sum up, ADERD_sort still obtain higher precision in overall compared with other adaptive algorithms. Generally, the performance of ADERD_sort algorithm is always either superior or equal to in most of the cases compared algorithms. From the results shown in Table 11 , R + values obtained by ADERD_sort are higher than R − in all cases, which means that ADERD_sort outperforms other compared DE variants for all functions. The p-value computed by Iman-Davenport test is 0.00E+00. Thus, it can be concluded that there is a significant difference between all the algorithms.
D. COMPARISON WITH UP-TO-DATE DE VARIANTS
For the comparison results with D = 50, the p-value computed by Iman-Davenport test is 0.00E+00, which demonstrates that the differences between the compared DE algorithms are significant. ADERD_sort is the best algorithm among seven algorithms. The algorithm remains its strength in global search ability
The comparison results with D = 30 are shown in the convergence curves in Figure 1 . The results of 9 functions are given. From these diagrams,we can see that ADERD_sort provide faster convergence and better precision.
VI. CONCLUSION
In order to enhance the performance of adaptive DE algorithms based on successful parameters, in this paper, a new adaptive DE algorithm, called adaptive differential evolution restart and direction, abbreviated ADERD, is proposed for solving global numerical optimization problems over continuous space. In the proposed algorithm, a novel mutation strategy based on the feasible descent direction is introduced. Population is divided into two subpopulations, which are employed for novel strategy and original strategy. Only individuals of the population top ranked adopt this novel strategy to mutate. Additionally, the variable coefficient is used in the restart mechanism first to avoid stagnation and/or jump out of the local optima. Modified mechanism of crossover probability sorting is also introduced. In order to better understand the effectiveness of our proposed strategies, those are integrated into two representative adaptive DE variants, i.e. JADE_ rcr and JADE_ sort. Experimental results demonstrate that the our proposed strategies are capable of enhancing the performance of JADE_ rcr and JADE_ sort. Improved JADE_ sort is denoted as ADERD_ sort. Experiments have been conducted on 30 functions presented in CEC 2017 competition. Moreover, compared with recent adaptive DE algorithms, ADERD_ sort obtains better, or at least comparable, results in terms of the quality of final solutions.
