I. INTRODUCTION
The dynamical origin of the classical two-dimensional von Karman street generated in the wake of an obstacle has been extensively studied. In contrast to this well-known pattern, wakes encountered in geophysical flows are affected by the Earth's rotation and the vertical stratification. In such cases, different types of cyclone-anticyclone asymmetries have been observed. 1 The mechanisms underlying these asymmetries are an active research topic. On the one hand, for Rossby number larger than unity, Ro= V 0 / ͑fR͒, where V 0 and R are the characteristic velocity and length scale and f is the Coriolis parameter, an inertial-centrifugal instability affects the anticyclonic vortices when the relative vorticity becomes smaller than −f. This three-dimensional instability is transient and the von Karman street becomes symmetric again further down the wake. On the other hand, in shallowwater flows, anticyclones tend to be predominant in the flow when the geopotential deformations are significant ͑large variations of the surface deviation͒. For finite Rossby numbers, large geopotential deviations are imposed by the cyclogeostrophic balance. 2, 3 For small Rossby numbers, the geopotential fluctuations can be significant for large-scale flows, i.e., when the local deformation radius R d is smaller than the size of the vortices, where R d = ͱ gH 0 / f, g is the gravity, and H 0 is the layer depth. In that case, anticyclonic vortices tend to be more robust 4 and stable [5] [6] [7] than cyclones. As far as large-scale wakes are concerned, a recent experimental study 8 shows that the vortex street greatly differs from the classical von Karman street. A strong cyclone-anticyclone asymmetry appears: anticyclones are circular whereas cyclones are stretched and deformed. For a specific range of parameters, only anticyclones are formed in the wake. However, no evidence of a selective destabilization of the cy-clonic vortices was observed once they are formed. Vortices are not shed just behind the obstacle as in the classical von Karman wake. Instead, a parallel steady wake flow extends up to several diameters behind the cylinder and only anticyclonic vortices roll up far downstream the wake ͑Fig. 1͒. The resulting flow pattern resembles more that of a mixing layer than a von Karman street. At the same time, the distance between equal sign vortices is reduced and the Strouhal number strongly increases. These quantitative observations suggest a change in the nature of the wake instability when the size of the cylinder becomes larger than the deformation radius. The main objective of the present study is to determine if the primary instability of the flow behind the cylinder that generates the vortex street could explain the cycloneanticyclone asymmetry observed experimentally in largescale wakes.
A key concept in the understanding of nonrotating wake instability is the concept of absolute versus convective stability of parallel flows. A parallel flow is said to be convectively unstable if a localized perturbation is amplified but advected downstream so that at any fixed station the perturbation finally relaxes back to zero. Conversely, a flow is absolutely unstable if a localized perturbation grows and contaminates the entire flow: at any fixed location, the perturbation keeps increasing exponentially with time. In the absolute case, the nature of the instability changes in that the perturbation is able to propagate both upstream and downstream. For nonparallel flows, a global analysis is needed to determine the stability properties of the flow. However, when the flow varies slowly in the streamwise direction, i.e., in the WKB approximation, each streamwise location in the flow is considered locally parallel. The absolute or convective nature of the wake profile then depends on the streamwise location. In that context, Chomaz, Huerre, and Redekopp 9 have shown that an absolutely unstable zone of finite extent is a necessary condition for a global mode to become self-excited. These results are confirmed by laboratory experiments. [10] [11] [12] Experimental 13 and numerical studies 14, 15 showed that von Karman streets are a manifestation of a self-sustained oscillation ͑i.e., a global mode͒, associated to a local absolute instability region in the base flow. Hence a first step in order to understand the possible change in the nature of large-scale wake instability is to investigate the absolute versus the convective stability of local profiles.
Our approach consists in analyzing the linear and nonlinear stability of two experimental profiles measured from laboratory experiments described in Perret et al. 8 for a quasigeostrophic and a large-scale configuration. The local stability analysis is particularly suitable since nonparallel effects seem to be weak for a wake in the frontal regime ͑Fig. 1͒. The dynamical regimes and the basic states are first presented in Sec. II.
Ripa's general criterion 16 provides sufficient conditions for linear stability of rotating shallow-water parallel flows: if the potential vorticity is monotonic and the total change of particle velocity is smaller than the minimum phase speed of long gravity waves, then the flow is stable. However, for a wake flow the potential vorticity gradient always changes sign. Therefore, a full linear temporal stability analysis is needed. In Sec. III, we perform such an analysis to identify a possible cyclonic-anticyclonic selection in the linear stage of the instability. We especially analyze the spatial structure and the spanwise localization of the leading temporal modes. The nonlinear evolution of the perturbation is presented in Sec. IV. We investigate, in particular, whether the nonlinear saturation of the perturbed experimental profile can reproduce the asymmetric vortex street morphology observed in the experiment. Finally, we study in Sec. V. the linear impulse response to a localized disturbance to identify the convective or the absolute nature of the wake-flow instability. The conclusions are given in Sec. VI.
II. PROBLEM FORMULATION
We use the rotating shallow-water model on the f plane, described in dimensionless form by the following system:
Vorticity field of a large-scale cylinder wake observed in laboratory experiments at T = 1.3T f ͑a͒, T =5T f ͑b͒, and T =10T f ͑c͒, where T f =2 / f is the inertial period. The measurement area remains fixed while the cylinder is towed from right to left at a constant speed V 0 = 0.57 cm s −1 . The Rossby number is Ro = 0.19 and the Burger number is Bu = 0.11, where Bu = ͑R d / R͒ 2 with R the radius of the cylinder. The experimental setup and an equivalent color figure are given in Perret et al. ͑Ref. 8͒ The x axis points to the left, the y axis points down, and the anticyclones correspond to the dark region.
where V = ͑u , v͒ is the horizontal velocity scaled by the typical velocity V 0 , is the dimensionless surface deviation, and n is the vertical unit vector of the f plane. We define the Rossby number Ro, the relative surface deviation , the Burger number Bu, and the Reynolds number Re as follows:
where f =2⍀ is the Coriolis parameter, R is the radius of the cylinder, H 0 is the mean layer depth, ⌬h is the characteristic surface deviation considered here as a scaling parameter, which will be determined by dominant balance in a different regime, and R d is the deformation radius, with g the gravity acceleration and the kinematic viscosity. The Rossby number is assumed small and fixed at Ro= 0.1 in the whole study. Therefore, the geostrophic balance is satisfied at leading order, imposing the surface deviation to equilibrate the Coriolis term in Eq. ͑1͒. Thus, the dominant balance imposes = Ro/ Bu, meaning that ⌬h = RV 0 f / g. Depending on the value of the Burger number, one distinguishes various dynamical regimes at small Rossby number. The classical quasigeostrophic model is defined when Bu= O͑1͒ or equivalently = O͑Ro͒ Ӷ 1. In that limit, the symmetry V ជ → −V ជ and → − holds at the leading order, meaning that cyclones and anticyclones obey the same equation. Even if the Rossby number is not asymptotically small in this study ͑Ro= 0.1͒, cyclones and anticyclones are expected to follow roughly the same evolution when Bu= O͑1͒. The second regime corresponds to the frontal regime and is defined by Bu= O͑Ro͒ Ӷ 1 or equivalently = O͑1͒. In this regime, the flow is expected to follow at leading order the frontal geostrophic asymptotic model. 17, 18 In that model, the surface deviations are order unity, the symmetry V ជ → −V ជ and → − does not hold, and the evolution of cyclonic and anticyclonic structures should differ strongly.
According to laboratory experiments, a strong cycloneanticyclone asymmetry in the vortex street occurs for a cylinder wake in a frontal regime as shown in Fig. 1 , where = Ro/ Bu= 1.7. In this regime, the experimental wake flow is observed to be quasiparallel over a distance of two diameters, as shown in Fig. 2 , where the streamwise velocity profiles plotted for x / R =0,1,2,3,4 differ only slightly. In this quasiparallel shear zone, the streamwise velocity is asymmetric and exhibits an anticyclonic shear steeper than the cyclonic one. From this observation, one may wonder if the predominance of anticyclonic vortices is mainly due to the asymmetry of the velocity profile before it destabilizes or to the instability of the base flow in the frontal regime, i.e., a small deformation radius in comparison with the cylinder radius and thus the characteristic size of the wake.
By means of numerical studies, we can estimate the relative influence of the two effects: the asymmetry of the wake profile versus the dynamical regime on the stability property of the flow. To do this, we dissociate the velocity profile from the parameter set of the experiment in which the profile was measured. Then, for each velocity profile ͑symmetric or asymmetric͒ we can study its stability in different regimes ͑quasigeostrophic or frontal geostrophic͒ by changing the value of the Burger number. Hence, in what follows, we study the stability of the symmetric wake flow both in a frontal ͑ = 1.0͒ and a quasigeostrophic regime ͑ = 0.1͒, and the stability of the asymmetrical parallel wake flow for the same two parameter sets. We thus consider four cases. In the case of the destabilization of a parallel wake flow in a quasigeostrophic regime ͑Ro= = 0.1, Bu= 1͒, we anticipate that the cyclone-anticyclone asymmetry will be present for the asymmetric velocity profile. In the case of the destabilization of a symmetric parallel wake flow in a frontal regime ͑Ro = 0.1, = 1.0, Bu= 0.1͒, the cyclone-anticyclone asymmetry will be induced only by the instability dynamics in that regime. As already stated, the symmetric and the asymmetric velocity profiles have been measured in two different experiments at a single location, close behind the cylinder, where no vortex has formed yet. In order to filter out the waves, they are averaged in time over the wave period, which is a tenth of the vortex shedding period. The symmetric wake was measured from a laboratory experiment performed in a quasigeostrophic regime at Bu= 0.67, Ro= 0.06, and Re = 200 ͓Fig. 3͑a͔͒ and the asymmetric wake from an experiment performed in a frontal regime at Bu= 0.11, Ro= 0.19, and Re= 800 ͓Fig. 3͑b͔͒. We emphasize that although these profiles are generated towing a cylinder at specific values of the control parameters, the measured local velocity profiles define a parallel flow solution of the shallow-water equations valid for all values of the control parameters. Thus, their stability may be considered for any value of the control parameters, independently of the specific one at which they have been experimentally measured. This remark is essential in order to realize that the asymmetry in the basic state and the asymmetry in the stability properties may be addressed separately. To analyze their stability, the experimental profiles are smoothed with a lowpass Fourier filter and interpolated to N y = 256 or N y = 512 points to match the resolution of the linear stability solver. Modifications caused by this procedure are minor, as is visible in Fig. 3 . The maximum of the velocity profile is not exactly localized at y / R = 1 and −1 since the original scaling based on the cylinder radius has been kept. The basic state surface deviation is then calculated according to the geostrophic balance relation,
III. LINEAR STABILITY ANALYSIS
In this section, we perform a temporal stability analysis of the parallel flows corresponding to the profiles plotted in Fig. 3 . We assume that the underlying instability is inviscid and therefore we consider the rotating shallow-water system ͓Eqs. ͑1͒ and ͑2͔͒ without viscous terms. The governing equations are linearized around a parallel basic state (Ū ͑y͒ , ͑y͒). The perturbation field is expanded in normal form, (ũ͑x , y , t͒ , ṽ͑x , y , t͒ , ͑x , y , t͒) = (u͑ŷ͒ , v͑ŷ͒ , ͑ŷ͒)e i͑kx−t͒ , with = r + i the complex eigenfrequency and k the real wave number. We then obtain the following eigenvalue problem:
The matrix of the linear operator L is computed in a spectral basis with periodic boundary conditions and diagonalized using the LAPACK linear algebra package. 19 The error in the growth rate for a resolution of 512 and 256 is err= ͚ k ͑ 512 − 256 ͒ 2 / ͚ k 512 2 = 9.2ϫ 10 −5 . This implies that a resolution of 256 collocation points in the spanwise direction is sufficient to perform the linear simulations. Figure 4 presents the leading unstable modes of the symmetric velocity profile ͓Fig. 3͑a͔͒ for = 0.1 and = 1, the Rossby number being the same Ro= 0.1. The perturbation energy ␦E, with ␦E = ͑H 0 + ͒͑û It shows that, although the vorticity profile is symmetric, this is not the case for the PV profile when = Ro/ Bu is not small. The maximum of perturbation energy for the anticyclonic mode ͑cyclonic mode͒ is localized at the minimum ͑maximum͒ of the potential vorticity basic state.
In the quasigeostrophic regime, i.e., at = 0.1, the growth rates of modes A and C for the symmetric wake are very close ͓Fig. 4͑a͔͒. The slight difference is due to small ageostrophic effects since the Rossby number in our simulations is small but finite, Ro= 0.1. Calculations ͑not shown͒ performed with a quasigeostrophic model ͑Ro→ 0͒ using the same stability solver showed that both growth rates then do coincide.
In the frontal regime, at = 1.0, the growth rates of the two most unstable modes differ greatly. While the anticyclonic growth rate remains close to its quasigeostrophic value, the growth rate of the cyclonic mode drops. The basic PV state is strongly asymmetric with an absolute value which is much larger in the cyclonic than in the anticyclonic shear. Anticyclonic and cyclonic modes are fully separated in space and localized in the anticyclonic and in the cyclonic shear, respectively ͓Fig. 4͑f͔͒. In contrast, in the quasigeostrophic regime ͑ = 0.1͒ the anticyclonic mode ͑cyclonic mode͒ is localized in both shears with a larger value in the anticyclonic ͑cyclonic͒ region. Thus even though the velocity profile is symmetric in a frontal regime ͑ = 1.0͒, the most unstable mode affects only the anticyclonic shear. Figure 5 is the same as Fig. 4 but for the asymmetric velocity profile. Figures 5͑a͒ and 5͑b͒ show the growth rates of the two most unstable modes for = 0.1 and 1.0. In a quasigeostrophic regime, the growth rate for the anticyclonic branch is already much larger than for the cyclonic one. This is consistent with a Kelvin Helmoltz-type instability if we consider the two shear layers as dissociated. Indeed, if we neglect the coupling between the two shear layers, each branch corresponds to the Kelvin Helmoltz instability of a single shear layer known to induce instability, with the growth rate scaling with the shear ⌬U / d, where ⌬U = U max − U min and d is the distance between maximum and minimum velocity. The shear is three times larger in the anticyclonic part of the flow ͑⌬U / d = 2.22͒ than in the cyclonic part ͑⌬U / d = 0.77͒ and the maximum growth rate ratio is indeed about 3. In a frontal regime ͑ = 1.0͒, the growth rate difference increases: the maximum growth rate decreases by FIG. 4 . Growth rate of the two most unstable branches for the symmetrical wake profile ͓Fig. 3͑a͔͒ in a quasigeostrophic regime ͑ = 0.1͒͑ a͒ and frontal regime ͑ =1.0͒͑ b͒. Potential vorticity of the unperturbed wake flow in a quasigeostrophic regime ͑c͒ and a frontal regime ͑d͒. Spatial localization, in terms of energy, of the anticyclonic mode ͑solid line͒ and the cyclonic mode ͑dashed line͒ in a quasigeostrophic regime for kR= 3.24 ͑e͒ and a frontal regime for kR= 3.52 ͑f͒.
20% for the anticyclonic mode and by 80% for the cyclonic mode. Figures 5͑e͒ and 5͑f͒ show the perturbation energy ␦E of the two most unstable eigenmodes in the quasigeostrophic and frontal regimes. Each mode develops quite exclusively in one part of the flow, so that the development of the leading instability, mode A, is essentially localized in the anticyclonic shear, even in a quasigeostrophic regime ͑ = 0.1͒.As in the symmetric basic state, the maximum of perturbation energy is localized at the extremum of the basic state PV ͓Figs. 5͑c͒ and 5͑d͔͒. Note that in a frontal regime, the PV profile actually relaxes to 1 at the end of the domain ͑y / R =±3͒, not shown in the figure. To sum up, the frontal regime tends to favor the development of instability in the anticyclonic shear independently of the velocity profile of the base flow. In the linear stage of the instability at least, cyclonic and anticyclonic shears have different stability properties. The maximum growth rates and the corresponding wave numbers for the four cases are summarized in Table I .
IV. NONLINEAR EVOLUTION
The nonlinear evolution of the instability, the cycloneanticyclone interaction, and the resulting vortex-street pattern are studied by computing the nonlinear evolution of the perturbed parallel flows corresponding to the velocity profiles discussed previously. For each parallel wake profile, the nonlinear stability evolution is computed in the quasigeostrophic ͑ = 0.1͒ and the frontal regime ͑ = 1.0͒. The rotating shallow-water equations are discretized in space with a pseudospectral method and in time with a second-order leapfrog scheme. In order to follow the propagation of wavepacket fronts ͑discussed in Sec. V͒, we use a long rectangular box with a resolution 256ϫ 1024Ϸ 6 ϫ 24. The basic state is parallel with the same velocity profile extended to the entire domain and the boundary conditions are periodic. To reduce viscous effects, the Reynolds number is fixed at 5000. When a numerical simulation is initialized with a parallel basic 
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velocity profile, without external perturbation, the flow remains parallel and the velocity diffuses slowly. The basic state is then initially perturbed with a small, localized perturbation consisting of two symmetric dipoles parallel to the y axis with a Gaussian envelope, located at the maximum absolute value of vorticity in both cyclonic and anticyclonic shear. This perturbation is similar to that used by Chomaz,
with x 0 = 12 the center of the dipoles in the streamwise direction, y 0 = 1 and y 1 = −1 the center of each dipole in the spanwise direction, and ␦ =3⌬x = 0.07 the initial size of the perturbation. The velocity is then adjusted to the geostrophic balance in order to avoid gravity wave emission. As expected for = 0.1, i.e., in a quasigeostrophic regime, the nonlinear saturation of the instability for the symmetric wake flow does not induce an asymmetry ͓Fig. 6͑a͔͒. The vortex street is symmetric: cyclones and anticyclones have similar circular shape and strength with opposite extrema of relative vorticity max =− min = 0.45, where is the relative vorticity ͑we recall that the time has been nondimensionalized such that the Coriolis parameter is f =1͒. However, the vortex street formed by the nonlinear evolution of the instability ͓Fig. 6͑a͔͒ is very different from that observed in laboratory experiment ͓Fig. 6͑e͔͒ in the same dynamical regime. The size of vortices and the distance between same sign vortices d 0 are much smaller than in the experiment. For example, d 0 in the experiment is about 6.7R whereas it is only 2R for the nonlinear development of instability. The Strouhal number is also very different in nonlinear stability analysis and laboratory experiments. For the nonlinear numerical simulations, the Strouhal number is estimated as follows: St= ͑1−V d / V 0 ͒2R / d 0 , where 2R is the cylinder diameter. The drift velocity V d of vortices and the distance between two same sign vortices d 0 are computed from the simulations. One may note that the distance between two same sign vortices is equal to the wavelength of the most unstable linear mode, mode A, max =2 / k max . As for the drift velocity of vortices V d , it differs slightly ͑by 4%͒ from the phase velocity of the most unstable mode r / k max with r the real frequency, so that a Strouhal number calculated from linear analysis St= ͓1− r / ͑k max V 0 ͔͒2R / max also differs by only 4% from the Strouhal number estimated from nonlinear simulations. Using the above definition, the Strouhal number in nonlinear simulations is St= 0.96, whereas it is only St= 0.3 in the laboratory experiment. A possible reason for this strong discrepancy is that a purely local temporal stability analysis is sufficient only for flows that are strictly parallel, which is not the case of the present experimental flow. Indeed, for the classical von Karman street one has to consider the global instability to predict the Strouhal number. 9, 21 In particular, the frequency selection is imposed by the wave of zero group velocity and not by the most unstable wave. Therefore, the pattern selection of temporally evolving parallel wake simulations in a quasigeostrophic regime differs strongly from the spatially evolving real wake.
Next we compute the nonlinear evolution of the symmetric parallel wake in the frontal regime, corresponding to = 1.0 ͓Fig. 6͑b͔͒. In this case, even though the basic velocity profile is symmetric the perturbations evolve into a strongly asymmetric vortex street. Anticyclones remain almost circular, whereas cyclones are greatly deformed and stretched. This result is consistent with the linear stability analysis, which shows that the most unstable mode is fully localized in the anticyclonic part of the flow. The nonlinear interactions seem to reinforce this initial asymmetry. A recent study by Graves, McWilliams, and Montgomery 3 exhibits a new mechanism of vortex weakening under straining deformation in the framework of rotating shallow-water flow. When the vortex radius is larger than the deformation radius and the Rossby number is finite, the strain-induced vortex weakening is greater for cyclones than anticyclones. Such nonlinear vortex-vortex interaction could reinforce the initial asymmetry given by the linear stability analysis. Even if this symmetric velocity profile with large geopotential deviation cannot be generated by towing a cylinder, this numerical simulation emphasizes that anticyclonic predominance is intrinsic to the linear and nonlinear stability properties of the frontal regime only.
Likewise, the asymmetric wake profile in a quasigeostrophic regime would not be encountered in the wake of a real obstacle. Nevertheless, we study its nonlinear evolution in order to qualitatively estimate the asymmetry induced by the velocity profile alone. This case corresponds to Fig. 6͑c͒ . The vortices of both signs that emerge in the wake have comparable sizes but different intensities. Consistent with the asymmetry of the basic velocity profile, anticyclones have higher vorticity than their cyclonic counterparts. Despite their weak intensity in comparison with anticyclones, cyclones are less stretched than in the previous symmetric case in a frontal regime. Finally we present the nonlinear evolution of the asymmetric wake in a frontal regime ͑ =1͓͒ Fig. 6͑d͔͒ . This case does correspond to a real experimental configuration ͓Fig. 6͑f͔͒. The difference with the previous case ͓Fig. 6͑c͔͒ is only due to the change in the parameter , i.e., to the dynamical regime. We observed that cyclones are strongly stretched and present a boomerang shape. Hence, for an asymmetric wake flow, the cyclone-anticyclone asymmetry is greatly enhanced by the frontal regime. Note that similar boomerang-shaped structures were also observed by Poulin and Flierl 22 for Rossby number of order 1. Although their study corresponds to a different range of parameters, they have also reported large geopotential deviations in the flow indicating that might be the key parameter that explains the similarity of the flow patterns. In the frontal regime, we compare the nonlinear evolution of the perturbation, where = 1.0, with the vorticity field observed in laboratory experiment for = 1.7 ͓Fig. 6͑f͔͒. It is quite remarkable that the pattern arising from the nonlinear instability of the parallel flow reproduces the general pattern of the vortex street observed far behind the cylinder in the experiment. Indeed, both the shape and the intensities of the coherent structures that emerge in the nonlinear simulation are in good agreement with the experimental measurements. Moreover, the Strouhal number estimated from the parallel flow analysis ͑St= 0.71 calculated from the nonlinear simulations and St= 0.76 calculated from the linear analysis͒ has the same order as measured in the experiment ͑St= 0.56͒. In addition, if we use for our simulation exactly the same parameters as in the experiment ͑Re= 800, Ro= 0.19, and = 1.7͒,w eo btain an even better agreement on the Strouhal number: St = 0.66.
Despite its local character, the nonlinear stability analysis, in the frontal regime, recovers the vortex street pattern FIG. 6 . Nonlinear evolution of the computed vorticity field for the symmetrical wake profile ͓Fig. 3͑a͔͒ at T =12, where = D / V 0 for =0.1 ͑a͒ and T =30 for =1.0 ͑b͒, and for the asymmetrical wake profile ͓Fig. 3͑b͔͒ at T =20 for = 0.1 ͑c͒ and T =64 for = 1.0 ͑d͒. Solid line contours correspond to positive vorticity ͑cyclones͒ and dashed line contours to negative vorticity ͑anticyclones͒. Vorticity field obtained by PIV in laboratory experiments for Ro = 0.06 and = 0.09 ͑e͒ and Ro = 0.19 and =1.7 ͑f͒ are plotted for comparison. and the Strouhal number of the laboratory experiment. The similarity between the temporal evolution of the parallel wake and the spatial evolution of real wake suggests that the vortex street formed in the laboratory experiment is due to the noise driven destabilization of the quasiparallel wake extending behind the cylinder rather than the emergence of a global mode as in the classic von Karman street. If so, the instability should be a shear layer-type instability, convective, rather than a wake-type instability, which is absolute in a region of finite extent. To determine a change in nature of the instability, we now investigate the absolute or convective character of the present wake instability since this property is believed to determine the global stability of quasiparallel real open flows.
V. ABSOLUTE/CONVECTIVE INSTABILITY
In order to determine the absolute/convective character of the instability in real experiments, the study is, from now on, restricted to the analysis of the linear spatio-temporal development of the wave packet for the two physical cases: the symmetric wake for = 0.1 in a quasigeostrophic regime and the asymmetrical wake for = 1.0 in a frontal regime. The analysis performed in a quasigeostrophic ͑frontal͒ regime then corresponds to the symmetric ͑asymmetric͒ wake flow analysis. In the experiments, the cylinder was towed from right to left with a constant velocity V 0 . The analysis is performed in the frame of the cylinder as in the nonlinear numerical simulations ͑Sec. IV͒, in the absence of external perturbations, the base flow remains parallel and diffuses slowly. The diffusion time is assumed long enough for the quasisteady approximation to apply. A localized perturbation ͓Eq. ͑3͔͒ is initially introduced with a very small amplitude in order to remain in the linear regime until the end of the simulation.
We plot in Fig. 7 the spatio-temporal evolution of the spanwise-integrated enstrophy ͑x , t͒ of the wave packet initially localized at x 0 =12R, with
where is the vorticity of the perturbation and L y is the size of the domain in the spanwise direction. The absolute or convective character of the instability is given by the evolution of the perturbation at its initial streamwise position x = x 0 . If the perturbation grows indefinitely at x = x 0 , the instability is absolute, otherwise it is convective. More generally, theory predicts the long-time behavior along the fictitious trajectory x͑t͒ = x 0 + v g t,
where ͑k͒ is the dispersion relation between the complex streamwise wave number k and the complex frequency = r + i, and k͑v g ͒ is such that the group velocity d /dk at k͑v g ͒ equals v g ͑see Delbende et al. 24 for the detailed theory͒. Therefore, in order to determine this asymptotic behavior, we redrew the temporal evolution of ͑x , t͒ as a function of the group velocity v g = ͑x − x 0 ͒ / t, with x − x 0 the relative coordinate in the streamwise direction, x 0 being the initial position of the perturbation ͓Fig. 8 ͑circles͔͒. However, at a given time each curve presents important oscillations due to the wavy shape of the real perturbation. In order to get rid of this oscillation, we perform a spatial demodulation of the signal through a Hilbert transform: in practice, we Fourier transform the perturbation vorticity, cancel the Fourier coefficients corresponding to negative wave numbers, perform an inverse Fourier transform, and obtain ͑x , y , t͒, whose modulus is the smooth envelope of the wave packet. The corresponding spanwise-integrated enstrophy is then monotonic at long times,
We plot log͓t͑v g , t͔͒ in Fig. 8 ͑solid lines͒ as a function of the group velocity v g = ͑x − x 0 ͒ / t at different instants for the symmetric wake in a quasigeostrophic ͓Fig. 8͑a͔͒ and the asymmetric wake in a frontal regime ͓Fig. 8͑b͔͒. The two vertical lines indicate the group velocity of the trailing ͑left͒ and leading ͑right͒ edges of the wave packet where ͑v g ͒ vanishes.
A numerical estimate of the spatio-temporal growth rate is
͑6͒
Hence this method, detailed in Delbende et al., 24 directly relates the group velocity v g and the growth rate . It presents an efficient alternative to the traditional pinch point search that would have been possible by extending the temporal stability solver used in Sec. III, which deals with real wave numbers and complex group velocities, to spatiotemporal stability analysis, which deals with real group velocities and complex wave numbers. FIG. 7 . Spatio-temporal evolution of a wave-packet perturbation initially localized at x = x 0 within the parallel asymmetric wake flow in the frontal regime. This graph is set in the cylinder frame moving from right to left and the gray scale corresponds to the logarithm of the amplitude of the spanwise integrated enstrophy.
We plot this estimated spatio-temporal growth rate as a function of the group velocity v g for the symmetric wake in a quasigeostrophic regime and the asymmetrical wake in a frontal regime ͑Fig. 9, dots͒. The curve is incomplete since the background noise grows as well as the wave packet due to the fact that the code is not written in perturbation ͑but computes the evolution of the perturbation superposed to the base flow͒. This limits the accuracy since the amplitude close to the edges is of the order of the round off error. To better estimate the growth rate near the trailing and leading edges, we fit the curve using a fourth-order polynomial ͑solid line of Fig. 9͒ . In a quasigeostrophic regime, the maximum growth rate obtained in the temporal analysis of Sec. III, max = 1.20, is very close to = 1.21 calculated in the spatiotemporal analysis. In a frontal regime, the difference is more important: max = 0.57 in the linear temporal analysis whereas it is only = 0.44 for the spatio-temporal analysis. We can argue that the perturbation evolves more slowly in a frontal regime than in a quasigeostrophic regime and the time interval t 2 − t 1 used to calculate the growth rate from spanwise integrated enstrophy ͓Eq. ͑6͔͒ is taken later, t 1 =3 in a frontal regime and only t 1 =2 in the quasigeostrophic case. As the basic state is not maintained, the profile is more diffused in a frontal regime at the time we measured .
The sign of the trailing edge velocity v gt , where ͑v gt ͒ = 0, determines the nature of the instability. If v gt Ͼ 0, the instability is convective. If v gt Ͻ 0, the instability is absolute. It appears that the instability of the wake profile is convective for both the quasigeostrophic and the frontal cases. The convective nature of the instability may be quantified more precisely by the value of the trailing edge group velocity. According to Fig. 9 , the wave packet leaves from the cylinder with a velocity of 0.34V 0 in a frontal regime, whereas in a quasigeostrophic regime it goes much more slowly at 0.14V 0 . Hence, the wake profile just behind the cylinder is much more convective in a frontal regime than in a quasigeostrophic regime.
The weakly convective nature of the instability in a quasigeostrophic regime was expected since the stability of the flow in this regime should be close to the 2D incompress-FIG. 8. Spanwise-integrated enstrophy of the wave packet ͑circles͒ and its envelope ͑solid line at each time͒ as a function of group velocity in a quasigeostrophic regime, i.e., = 0.1, at T =2 with = D / V 0 , T = 2.75, and T = 3.5 ͑a͒ and a frontal regime, i.e., = 1.0, at T = 2.9, T = 5.9, and T = 8.9.
FIG. 9. Growth rate of wave packet as a function of the group velocity for the symmetrical wake profile ͓Fig. 3͑a͔͒ in a quasigeostrophic regime ͑a͒ and for the asymmetrical wake profile ͓Fig. 3͑b͔͒ in a frontal regime ͑b͒.
126602-10
Perret et al.
Phys. Fluids 18, 126602 ͑2006͒
ible dynamics that is fully recovered when Ro is asymptotically small. In that incompressible case, Pier 25 showed that the wake flow is locally convectively unstable just behind the cylinder. This convectively unstable zone ends in the streamwise direction at x = 0.2D approximately while further down an absolutely unstable zone is present. As predicted both by linear or nonlinear WKB theory, 9, 20, 21, 26 the absolute unstable region is believed to trigger a global instability with a frequency determined by the absolute frequency, predicting a Strouhal number around 0.2 at moderate Reynolds number, quite far from the most unstable temporal mode prediction. These features are very similar to those found presently. Therefore, we conjecture that the behavior of the wake in the quasigeostrophic case is also due to a global instability associated with a change in nature of the local instability from convective to absolute.
The dynamics is different in the frontal regime since the flow is nearly steady and parallel several diameters downstream from the cylinder ͑Fig. 1͒ and therefore the convective instability found just behind the cylinder applies to the whole near-wake region. For such a strongly convective flow in a large region behind the cylinder, no global mode due to the presence of an absolute instability region is unstable and the late development of the perturbations observed in the experiment may be due to convective amplification of perturbation. The present observation of a preferred frequency predicted by the leading temporal instability mode agrees entirely with the theoretical predictions for everywhere convectively unstable flow.
These results show that the nature of the wake flow instability changes from absolute in the quasigeostrophic case to convective in a frontal case.
VI. CONCLUSION
This study was motivated by the unusual wake pattern observed experimentally in a frontal regime. 8 Indeed, for large geopotential fluctuations ͑i.e., surface deformations͒, only anticyclones emerge in the far wake. In order to better understand which mechanisms control this strong cycloneanticyclone asymmetry, this paper is devoted to parallel wake flow stability analysis. We studied the linear and the nonlinear evolution of two particular parallel wakes associated with symmetric and asymmetric velocity profiles measured just behind the cylinder in two different laboratory experiments. We therefore restricted this study to a local stability analysis of the wake. However, we found that this first step already gives useful results to understand both the cyclone-anticyclone asymmetry of the vortex street and the transition in Strouhal number selection and organization of the wake from the quasigeostrophic to the frontal regime.
In the quasigeostrophic regime, only the asymmetric wake flow that has a stronger anticyclonic shear induces an asymmetry in the vortex street.
For the frontal regime, we found that the linear stability of both a symmetric and an asymmetric wake flows induces a selective destabilization of the anticyclonic vorticity region. Indeed, the most unstable modes is, for both profiles, fully localized in the anticyclonic shear region. Therefore, in this regime, already from the linear stage of the instability, a significant cyclone-anticyclone asymmetry appears even if the parallel wake flow is symmetrical.
From fully nonlinear simulations, we learn that in the frontal regime cyclonic vortices are stretched and strongly deformed in comparison with the anticyclonic vortices, which remain robust and more circular. Nonlinear interactions between coherent structures of opposite sign seem to enhance the cyclone-anticyclone asymmetry. More surprisingly, we recover with this local nonlinear computation the vortex street pattern and the Strouhal number observed experimentally in the frontal regime. The asymmetry in the vortex street pattern is characteristic of the frontal regime and does not occur in the quasigeostrophic regime where both cyclones and anticyclones have about the same size and shape even when the base velocity profile is asymmetric. Note that for the incompressible 2D wake 25 or for the present quasigeostrophic wake, since the perturbations are selfsustained due to the presence of an absolutely unstable region downstream of the cylinder, a local temporal analysis predicts an estimate of the Strouhal number three to four times too large. Hence, this strongly suggests a change in the nature of the wake instability when the geopotential fluctuations become large enough.
The change in the nature of the instability is confirmed by the spatio-temporal analysis of the asymmetric wake in a frontal regime. In this case, we found that the wake flow measured behind the cylinder is strongly convectively unstable. Since the near wake flow is nearly parallel in the frontal regime, this unstable wake would behave like a noise amplifier, the entire flow being convectively unstable. A small wave-packet perturbation is amplified but propagates downstream in the flow and does not contaminate the entire flow, as the case for the classical 2D von Karman wake. Hence, this study shows that when the frontal regime is reached, the nature of geophysical wake instability in rotating shallow-water flows undergoes a transition which impacts both the Strouhal number selection and the development of the wake.
