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ABSTRACT
An online evolving framework is proposed to support modeling the safe Automated Vehicle
(AV) control system by making the controller able to recognize unexpected situations and react
appropriately by choosing a better action. Within the framework, the evolving Finite State Machine
(e-FSM), which is an online model able to (1) determine states uniquely as needed, (2) recognize
states, and (3) identify state-transitions, is introduced.
In this study, the e-FSM’s capabilities are explained and illustrated by simulating a sim-
ple car-following scenario. As a vehicle controller, the Intelligent Driver Model (IDM) is imple-
mented, and different sets of IDM parameters are assigned to the following vehicle for simulating
various situations (including the collision). While simulating the car-following scenario, e-FSM
recognizes and determines the states and identifies the transition matrices by suggested methods.
To verify if e-FSM can recognize and determine states uniquely, we analyze whether the
same state is recognized under the identical situation. The difference between probability distri-
butions of predicted and recognized states is measured by the Jensen-Shannon divergence (JSD)
method to validate the accuracy of identified transition-matrices. As shown in the results, the Dead-
End state which has latent-risk of the collision is uniquely determined and consistently recognized.
Also, the probability distributions of the predicted state are significantly similar to the recognized
state, declaring that the state-transitions are precisely identified.
Keywords: Decision Making Process, Markov Chain, Finite State Machine, Automated Vehicle,
Latent Risk Detection
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1. INTRODUCTION
For the intelligent control system, it is required to accurately perceive the current state to
react appropriately based on given criteria. For example, the automated vehicle (AV) controller
needs to recognize the traffic situations precisely for the decision making of maneuver operation.
However, it is a challenge to design the decision-making framework for AV due to unanticipated
and complex traffic situations.
For many decades, rule-based, supervised learning, and unsupervised learning approaches
have been proposed as a decision-making method to control the automated vehicle (AV) in different
manners and levels. As a rule-based approach, the Hierarchical Finite State Machine (HFSM) has
been implemented in the AV control framework. In the 2007 DARPA urban challenge, the Hybrid
State System (HSS) was proposed to control the AV (OSU-ACT) as shown in (1, 2). The HSS
consists of a Discrete State System (DSS), a Continuous State System (CSS), and an Interface
layer. The DSS consists of HFSM for the high-level decision-making while the CSS maneuvers the
AV at a low-level. In (3), HFSM is implemented to create a decision-making module by analyzing
the human driver’s behaviors for intersection driving. The module is embedded in HSS to estimate
the human driver’s decision in (4). For a set of driving decisions in merging into a convoy, (5)
proposes to use the transition probability in FSM instead of conditions of state-transition. For
automated driving on the highway, the driving strategy decision model which consists of 2-levels
HFSM is proposed in (6), and (7) suggests the FSM based automated driving controller with a
stochastic gradient optimization method.
As a supervised-learning approach, deep neural-network (DNN) has been proposed as the
AV controller. (8) is implemented the GoogLeNet to obtain accurate affordance parameters that are
used to determine the optimal control actions. The end-to-end learning which is mapping the cam-
era images with optimal controls via a convolutional neural network (CNN) is claimed by (9) for
self-driving cars. As the unsupervised-learning approach, the reinforcement-learning (RL) with the
multilayer perceptron (MLP) is proposed for automated speed and lane-change decision making
in (10). The Q-learning algorithm is implemented to learn the optimal policies for various driving
behaviors in (11). Also, (12) introduced how to analyze the latent-risks by using a Backtracking
Process Algorithm (BPA).
In spite of the fact that previously proposed decision-making methodologies for AV con-
trol system derive optimal controls in several scenarios, they have some limitations. Rule-based
and supervised-learning methods cannot recognize unexpected situations so that the AV controller
cannot react appropriately under unknown circumstances. In other words, the performance of rule
or supervised-learning based decision-making is guaranteed only under initially anticipated situ-
ations. Through the unsupervised-learning method, it is possible to learn the best action under
newly encountered states, but its decision-making process depends on a pre-designed reward func-
tion and the current state. Its limited capabilities bring the case: the best action at the current state
could be worse for the future state.
To surpass the limitations, a combination of the evolving clustering method and Markov
Chain, which is suggested in (13), is implemented to derive an evolving module named evolving
Finite State Machine (e-FSM). The e-FSM is proposed for online state determination and recog-
nition with identification of state-transitions. Also, an online evolving framework is introduced to
show how e-FSM helps the AV controller to choose a better action regardless of the AV controller’s
type. The rest of the paper is organized as follows: Section 2 describes how e-FSM determines and
recognizes states identifying the state-transitions. In Section 3, e-FSM’s capabilities are validated
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via analysis of experimental results. An online evolving framework for the safe AV controller sys-
tem is introduced in Section 4. Finally, the contributions of this study are summarized in Section
5.
2. EVOLVING FINITE STATE MACHINE MODEL
The fundamental concept of e-FSM is inspired by the general finite state machine (FSM),
which consists of states (nodes) and transition-conditions (links). A framework of e-FSM is pro-
posed as shown in Figure 1. e-FSM consists of states and conditional transition probability, but
it can evolve its structure by creating new states via clustering observations zt over time. Also,
state-transitions are represented by multiple matrices, and each matrix is correlated with each ac-
tion. The matrices are identified or expanded as the following: once a new state is created, the
dimension of all transition matrices is expanded. Otherwise, one of the transition matrices, which
is correlated with a chosen action, is identified. The specific properties and configurations of state
and transition matrices are discussed in the following sub-sections.
FIGURE 1 A framework of evolving Finite State Machine
2.1. The properties of e-FSM
e-FSM has a set of states St at time t, a set of actions A, and conditional transition prob-
abilities in the matrix form Pa(r)t where a(r) is a chosen action at time t and 1 ≤ r ≤ q; q is the
total number of actions. As expected in the notations, the state set and transition matrices can be
changed over time, whereas the action set is fixed.
2.1.1. State
The state set is initially empty, S0 = {}, but is getting to have the various number of states
over time such that St≥1 = {st(1),st(2), ...,st(nt)} where nt is the total number of states at time t.
Due to that the number of states is not fixed, nt has the following properties: n0 = 0, otherwise
1 ≤ nt ≤ nt+1 ≤ n∞ ≤ ∞. Each state st(·) is represented by a center of clustered observations at
time t, referring to an unique situation. The observation zt consists of m number of variables which
are continuous and/or discrete type of information. For instance, the observation can be defined to
represent driving situations such as zt = [headwayt(α),vt(α), post(α)]T of which elements refer
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to a distance between vehicle α (vehα ) and its preceding vehicle (vehp), velocity of vehα , and
position of vehα . The recognized state at time t is represented by the probability distributions
such that Prob(St) = [Prob(st(1)),Prob(st(2)), ...,Prob(st(nt))]
T . The detail steps to calculate the
probability distributions are discussed in Section 2.2.
2.1.2. Action
The action set needs to be set by the fixed number of finite discrete actions such that
Ad = {a(1),a(2), ...,a(q)} where q is the total number of actions and q ≥ 1. The discrete ac-
tion set can be obtained by encoding the continuous action set with an arbitrary chosen inter-
val δ . For example, the continuous longitudinal acceleration set Ac = (−1.0 1.0][m/s] can be
encoded to the discrete action set with δ = 0.5 such that Ad = {a(1), a(2), a(3), a(4)} where
a(1) = (−1.0 −0.5], a(2) = (−0.5 0.0], a(3) = (0.0 0.5], and a(4) = (0.5 1.0]. The controller
chooses an optimal action in the action-set, and the chosen action is used to identify transition
matrices in e-FSM.
2.1.3. State-Transitions
The transitions among determined states are represented by conditional probabilities which
are illustrated as transition matrices. Each transition matrix is correlated with each action, there-
fore, the total number of transition matrices is identical to the total number of actions. Due to
that the action set is fixed, the number of transition matrices is not changed, but their dimen-
sions are varied over time based on the determination of new states. Given a chosen action
a(r) ∈ Ad , the transition probability from state st(i) to st( j) is determined such as Pa(r)t (i, j) =
Prob(statenext = st( j)|stateprior = st(i),at = a(r)). The q number of transition matrices are de-
fined such that Pa(r)t = {Pa(r)t (i, j)} where r = {1,2, ...,q}, 1 ≤ i, j ≤ nt , and dim
(
Pa(r)t
)
∀r =
Rnt×nt at time t ≥ 1. The details for identification and expansion of transition matrices are dis-
cussed in Section 2.3.
2.1.4. Example of e-FSM’s evolving sequence
An example is illustrated in Figure 2 to explain how e-FSM is evolving over time. s1,s2,
and s3 are states, a(r) is a chosen action by the controller at time t, and Pa(r)t (i, j) refers the
transition probability from state i to j given a chosen action a(r). After state s1 is determined at
time t = 1, no state is additionally determined until t = 3, therefore, only the transition probability
from s1 to s1 are identified based on the chosen actions. At time t = 3, a new state s2 is determined
so that the dimension of all transition matrices is expanded from R to R2×2. Then, four state-
transitions are identified until t = 12 when a new state s3 is created.
2.2. The principle of the online state determination and recognition
Once a set of variables (or observations) is set for representing the state, e-FSM determines
or recognizes the states. For the determination of the states, evolving Takagi-Sugeno (eTS) (14, 15)
which is one of the online-clustering methods is implemented. This is because that eTS is able to
regulate whether the input-data (observation) defined such as Equation 1 is grouped into one of
the existing clusters or becomes a center of the new cluster. This feature can be directly applicable
to the state determination considering each cluster as a state.
Han, Filev, and Özgüner 6
FIGURE 2 An example of e-FSM’s evolving sequences
2.2.1. Determination of the new states via eTS online clustering method
The eTS consists of three steps as the follows: First, it calculates a potential of the input-
data (single or multiple variables) zt by Equation 2. Second, the potentials of all existing cluster
centers z∗it are updated by Equation 6, where z∗it is a center of ith cluster. Lastly, it decides whether
the input-data zt should be classified to one of the existing clusters or be a center of the new cluster
by considering the following two conditions:
Condition 1: P˜t (zt)> max
[
P˜t
(
z∗it
)∀i], which means that a potential of current input-data P˜t(zt) is
greater than the potentials of all existing cluster centers P˜t(z∗it )∀i, i = {1, ...,R} and R is the total
number of existing clusters.
Condition 2: ‖zt− z∗ωt ‖< ε , which means that the minimum euclidean distance between the input-
data zt and the closest cluster center z∗ωt is less than ε , where ω = argmin
i
∥∥zt− z∗it ∥∥∀i.
If Condition 1 and Condition 2 are satisfied, then one of the existing cluster center z∗ωt which is
the closest to zt is replaced by zt . If only Condition 1 is satisfied, then a new cluster centered zt is
created. b1 is initialized by 0, and the first input-data is set as a center of the new cluster having
P˜1(z1) = 1 instead of the potential calculation by Equation 2. ε and ρ are arbitrarily assigned,
which affects the frequency of the new cluster creation.
zt = [var(1),var(2), ...,var(m)] (1)
P˜t (zt) =
t−1
(t−1)(at +1)−2ct +bt (2)
where
at = zTt zt (3)
bt = bt−1+ zTt−1zt−1 (4)
ct =
m
∑
j=1
(
z jt
t−1
∑
k=1
z jk
)
;m = dim(zt) (5)
P˜t(z∗it ) =
(t−1)P˜t−1(z∗it )
(t−2)+ P˜t−1(z∗it )
[
1+ρ
∥∥z∗it − zt−1∥∥2] (6)
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2.2.2. Recognition of the current state
The e-FSM recognizes the current state based on observation zt and existing states St . The
recognition of the current state is represented by the probability distributions over the existing
states. When a new state is not created by eTS, the similarity function defined as Equation 7 is
called to calculate how much zt is similar to the existing states st(i) ∈ St , i= {1, 2, ..., nt}. Due to
that each similarity η it (zt) is normalized, it is bounded 0 to 1, therefore, the probability distributions
of the state at time t, Prob(St), is defined in e-FSM as shown in Equation 8 and Equation 9.
λ it (zt) =
η it (zt)
∑ jη
j
t (zt)
where η it (zt) = exp
(
−(zt− z
∗i
t )
T (zt− z∗it )
var(z∗it )
)
(7)
Prob(St) = [Prob(st(1)),Prob(st(2)), ...,Prob(st(nt))]T (8)
Prob(st(k)) = λ it (zt) where 1≤ i≤ nt (9)
2.3. The principle of the online state-transition identification
The state-transition identification is critical for e-FSM to predict future states. Due to that
transition matrices of which each is correlated with each action are implemented, it is possible to
realize what kind of the state-transitions will be appeared based on a chosen action. The stochastic
method is proposed to identify the transition-matrices, but also the logic is introduced to expand
the dimension of transition-matrices because the number of states is not fixed increasing over time
as needed in e-FSM.
2.3.1. Online identification method for a transition matrix in Markov Chain
In Markov Chain, a transition probability from state s(i) to s( j) denoting pii, j is defined by
Equation 10 and 11, where fi j(t) = 1 when state-transition from s(i) to s( j) is observed at time-
step t, and fi(t) = 1 when state-transition is initiated from s(i) at time-step t is observed. On top
of the transition probability definition in Markov Chain, the online state-transition identification
method as shown in Equation 12-14 is proposed by (13) to implement Markov models for real-
time modeling of continuous systems. In the equations, ϕ is a learning rate, τ(t) and γ(t) are
probability distributions of states at time step t − 1 and t respectively, and 1N is N-dimensional
ones-vector where N is the total number of states. For initialization of a transition matrix, F(0)
and Fo(0) are set by ε¯E and F(0) ·1N respectively; ε¯ is a small non-negative constant for avoiding
singularity; E is a compatible-size (N×N) matrix having unit elements.
Ni j(k) =
k
∑
t=1
fi j(t), Noi(k) =
k
∑
t=1
fi(t) (10)
pii, j(k)≈ Ni j(k)Noi(k) =
Fi j(k)
Foi(k)
, where Fi j(k) =
Ni j
k
, Foi(k) =
Noi(k)
k
(11)
Π(k) = diag(F0(k))−1F(k) (12)
F(k) = F(k−1)+ϕ(τ(k)γ(k)T −F(k−1)) (13)
Fo(k) = Fo(k−1)+ϕ(τ(k)γ(k)T 1N−Fo(k−1)) (14)
2.3.2. The online identification and expansion methods for transition matrices in e-FSM
The online state-transition identification method proposed in (13) is implemented in e-FSM
with some modifications. Due to that the new states are determined from time to time in e-FSM,
the dimension of transition matrices should be expanded to represent state-transitions between all
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existing states. Recalling the notation nt meaning the total number of determined states by time t,
the dimension of the transition matrices should always be Rnt×nt .
Because multiple transition matrices are implemented in e-FSM for representing state-
transitions based on the chosen actions, Equation 12, 13, and 14 are re-defined by Equation
15, 16, and 17, where r = {1,2, ...,q}, τ(t) = Prob(St−1), and γ(t) = Prob(St). For the initializa-
tion, Fa(r)(0)∀r is set by ε¯ rather than ε¯E. This is because the number of states in e-FSM is not
fixed but is varied over time. Only one of the transition matrices which is correlated with a chosen
action is identified by Equation 15 at a time, and others are kept without any changes.
Pa(r)t = diag(F
a(r)
0 (t))
−1Fa(r)(t) (15)
Fa(r)(t) = Fa(r)(t−1)+ϕ(τ(t)γ(t)T −Fa(r)(t−1)) (16)
Fa(r)o (t) = F
a(r)
o (t−1)+ϕ(τ(t)γ(t)T 1N−Fa(r)o (t−1)) (17)
As shown in Figure 1, when a new state (cluster) is created, the expansion of transition matrices
is executed following two steps. First step is simply inserting a new row and column into Fa(r)
matrix for all r so that dim(Fa(r)(t))∀r become Rnt×nt where nt = nt−1+1. Then, the elements in
the new row and column are initialized by ε¯ . Second step is the update of Fa(r)o vector for all r by
adding a row so that dim(Fa(r)o (t))∀r is increased from Rnt−1 to Rnt . In Fa(r)o (t) ∀r, ε¯ is added to
first nt−1 elements and the last element is initialized by nt ε¯ .
For instance, assuming the action set consists of two actions such that A = {a(1),a(2)}
in the given example (Figure 2), two transition matrices at time t = 11, Pa(1)11 and P
a(2)
11 , can be
calculated by using Equation 15, 16 and 17, where
Fa(1)(11) =
[
fˆ a(1)1,1 (11) fˆ
a(1)
1,2 (11)
fˆ a(1)2,1 (11) fˆ
a(1)
2,2 (11)
]
, Fa(2)(11) =
[
fˆ a(2)1,1 (11) fˆ
a(2)
1,2 (11)
fˆ a(2)2,1 (11) fˆ
a(2)
2,2 (11)
]
,
Fa(1)o (11) = [ fˆ
a(1)
1 (11), fˆ
a(1)
2 (11)]
T , Fa(2)o (11) = [ fˆ
a(2)
1 (11), fˆ
a(2)
2 (11)]
T .
A new state s3 is determined at time t = 12, therefore, the dimension of the two transition matrices
needs to be expanded. First, the matrices, Fa(1)(11) and Fa(2)(11), are expanded and initialized
such that Fa(1)(12) =
 fˆ
a(1)
1,1 (11) fˆ
a(1)
1,2 (11) ε¯
fˆ a(1)2,1 (11) fˆ
a(1)
2,2 (11) ε¯
ε¯ ε¯ ε¯
 and Fa(2)(12) =
 fˆ
a(2)
1,1 (11) fˆ
a(2)
1,2 (11) ε¯
fˆ a(2)2,1 (11) fˆ
a(2)
2,2 (11) ε¯
ε¯ ε¯ ε¯
.
Second, the vectors, Fa(1)o (11) and F
a(2)
o (11), are updated such that F
a(1)
o (12) = [ fˆ
a(1)
1 (11) +
ε¯, fˆ a(1)2 (11)+ ε¯,3× ε¯]T , and Fa(2)o (12) = [ fˆ a(2)1 (11)+ ε¯, fˆ a(2)2 (11)+ ε¯,3× ε¯]T .
To assist the controller’s decision making, e-FSM can provide the controller what state
transitions will occur in the future based on chosen actions by calculating the probability distribu-
tions of the future state given each possible action. Given a(r), Pa(r)t , and Prob(St), the probability
distributions of the state at t +1 and t + k (k ≥ 2) can be obtained by Equation 18 and 19 respec-
tively.
Probpred(St+1) = P
a(r)
t ·Prob(St) (18)
Probpred(St+k) = (P∗t )
k−1 ·Probpred(St+1) (19)
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where P∗t = {P∗t (i, j)}, 1≤ i, j ≤ nt , and P∗t (i, j) is the marginal probability of the state transition
from i to j defining by Equation 20; the uniform distribution is applied to the probability of action
such that Prob(at = a(r)) = 1/q, r = {1, 2, ..., q} in the equation.
P∗t (i, j) =
q
∑
r=1
Prob(statenext = st( j)|stateprior = st(i),at = a(r)) ·Prob(at = a(r)) (20)
3. EXPERIMENTAL SETTING AND RESULTS
Using the Simulation of Urban Mobility (SUMO), a car-following scenario is simulated
to show whether the states are uniquely determined and recognized and to show how accurate the
state-transitions are identified through e-FSM.
3.1. Experimental Settings
There is a moment that the driver does not have eligible actions to avoid accidents. For
instance, while the following vehicle is driving with the short safe-distance, if the preceding ve-
hicle takes a full-brake, there is no chance for the following vehicle to avoid a collision. Calling
the inevitable collision state(s) by the Dead-End (DE) state(s), a simple car-following scenario is
designed to make the DE state happen on the one-way road based on the following vehicle’s speed
control as shown in Figure 3. The specific scenario settings are determined as the following: while
the following and preceding vehicles, veh f and vehp, are driving on the one-way road, each ve-
hicle’s speed, v f and vp, is controlled by the individual controller. When the preceding vehicle’s
speed reaches its max-speed vmaxp , it will take a full brake to stop like as the emergency-stop. The
car-following scenario is terminated either when a collision is observed or after 35 seconds of
simulation; the unit-time is 0.01 secs; therefore, 3500 steps are simulated for a single scenario.
FIGURE 3 The scenario for the experiment
The Intelligent Driver Model (IDM) which is a microscopic car-following model is im-
plemented as the controller of the both vehicles because the model is designed and validated
to create the realistic longitudinal car-following motions as discussed in (16, 17). The IDM
(Equation 21 and 22) consists several parameters of which some are observations (vα ,∆vα ,sα),
others (a(α),v(α)0 ,s
(α)
0 ,T
(α),b(α)) are driver’s preferences of the vehicle α; the desired maximum
acceleration, desired velocity, desired headway, desired time-headway, and desired maximum de-
celeration are represented by a(α), v(α)0 , s
(α)
0 , T
(α), and b(α) respectively; ∆vα = vα −vp; sα refers
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a current headway of vehα . By assigning different sets of IDM parameters, distinct driving styles
of the controller which choose different actions (e.g., longitudinal acceleration in the scenario) un-
der the identical situation are obtained like as more aggressive or normal type of the longitudinal
speed controller. Two different sets of IDM parameters are pre-determined and used to obtain the
different types of following vehicle, and a set of IDM parameters is assigned to the preceding vehi-
cle. Therefore, the following vehicle encounters identical situations, but it reacts differently based
on its controller type. The parameter set,
[
a(α) [m/s2], v
(α)
0 [m/s], s
(α)
0 [m], T
(α)
[sec], b(α) [m/s2]
]
, is set
by [1.2, 25, 1.0, 1.0, 2.5], [2.25, 28, 0.8, 0.3, 2.0], and [1.25, 25, 2.0, 1.5, 2.0] for the preceding
vehicle, the aggressive following vehicle, and the normal type following vehicle respectively.
v˙α = a(α)
1−( vα
v(α)0
)δ
−
(
s∗(vα ,∆vα
sα
)2 (21)
s∗(vα ,∆vα) = s
(α)
0 + vαT
(α)+
vα∆vα
2
√
a(α)b(α)
(22)
Simulating the car-following scenario, e-FSM determines and recognizes states with iden-
tifying transition matrices. The observation is defined by zt = [st(veh f ),vt(veh f ),vt(vehp)] to rep-
resent the state in e-FSM, ρ and ε , the variables of eTS, are set by 0.85 and 0.3 respectively, the
initial speed of both vehicles is set by 0, and the continuous action set (longitudinal acceleration)
Ac = [−2.5 2.5] [m/s2] is encoded by the range 0.3m/s2 to the discrete action set which consists
of 17 intervals such that Ad = {a(1), ...,a(17)}, where a(1) = [−2.5 −2.2), a(2) = [−2.2, −1.9),
..., a(16) = [1.9 2.2), a(17) = [2.2 2.5].
3.2. Experiment Process and Results
In the car-following scenario, four cases are simulated by assigning different types of the
following vehicle (veh f ) controller such that: (case 1) veh f ’s controller is set by the aggressive
type, (case 2) veh f ’s controller is set by the normal type, (case 3) veh f ’s controller is initially set by
the aggressive type then it is changed to the normal type at t = 15, and (case 4) veh f ’s controller is
initially set by the normal type then it is changed to the aggressive type at t = 10. While simulating
each case 20 times repeatedly (80 times in total), e-FSM determines or recognizes states, but also
expands or identifies the transition matrices.
It is observed that the number of uniquely determined states is increased 0 to 7 after four
times of simulation, then no more state is additionally determined in 80 simulations. The Figure 4
shows the e-FSM’s state recognition results in simulating the car-following scenario with the four
different settings of the following vehicle’s controller. In the figure, headway, speed, acceleration
(the chosen continuous actions by IDM controller), the index of the recognized states by e-FSM,
and the index of the interval-encoded chosen actions are shown.
3.2.1. The analysis of e-FSM’s state determination and recognition capabilities
It is focused on whether the DE state is uniquely determined and consistently recognized
via e-FSM in the four cases rather than inspecting each state represents what unique situations. This
is because that the DE state is recognizable by observing a collision so that the e-FSM’s capability
can be validated by analyzing whether an identical state is recognized whenever a collision occurs.
As shown in the results, a collision occurs at the end of simulating-horizon in case 1 and 4, whereas
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FIGURE 4 e-FSM’s state determination and recognition in the car-following scenario with
the four different following vehicle controller settings: the collision occurs in case 1 and 4.
the following vehicle stops and goes without a collision in case 2 and 3. Also, e-FSM always
recognizes the state #3 when the collision is observed during 80 simulations without exception.
In addition, it is studied whether a collision occurs or not when the following vehicle’s state is
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recognized as the DE state (state #3) regardless of the preceding vehicle’s speed. Additional cases
are set such that the preceding vehicle’s full-braking is initiated at t = 11 and t = 15 when the
following vehicle’s state is recognized as a state #3, but the preceding vehicle doesn’t reach its max-
speed. It is identical to case 1 except the initiating moment of the preceding vehicle’s emergency
stop. The collision is observed in the both cases. Therefore, it is certified that the DE state is
uniquely determined by the state #3 and consistently recognized through e-FSM.
Changing the type of the following vehicle’s controller in the middle of simulating-horizon
derives state-transitions as shown in case 3 and 4. The recognized state is changed from the DE
state to others after the controller’s type is changed from aggressive to normal in case 3, and vice
versa in case 4. It is observed that the collision can be prevented by choosing a better action in
advance. In Section 4, the evolving framework is introduced to show how e-FSM can assist the AV
controller’s decision-making by providing the recognized latent-risks in advance.
FIGURE 5 Difference between probability distributions of predicted and recognized states.
3.2.2. The analysis of e-FSM’s state-transition identification capability
In e-FSM, the transition matrices are expanded or identified based on the determination of
a new state or the observation of state-transitions. To show how accurate the transition matrices
are identified through proposed methods, the probability distributions of predicted and recognized
state, Probpred(St+1) and Prob(St+1), are compared. The Prob(St) and a(r) are known at every
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time t, therefore, Probpred(St+1) can be calculated via Equation 18 where P
a(r)
t is one of the iden-
tified transition matrices which is correlated with a(r). Only for the first prediction, the uniform
distribution and the marginal transition matrix are used such that Probpred(S1) = P∗t ·U (1,nt). The
Jensen-Shannon Divergence (JSD) method is implemented which can measure the difference be-
tween two probability distributions as described in (18) for the comparison of the two probability
distributions.
Under the same scenario and settings, the differences between the two probability distri-
butions are quantified by the JSD method as shown in Figure 5. In the results, the difference
between Probpred(S1) and Prob(S1) is relatively more significant than others in all cases because
Probpred(S1) is calculated by using the uniform distribution and the marginal transition matrix.
Except for the first prediction, the JSD values are less than 0.15 in all cases. Considering the JSD
value is bounded 0 to 1, it is realized that e-FSM’s prediction of the future state is accurate, claim-
ing that transition-matrices are precisely identified through the proposed methodologies. In this
study, the prediction of the one-step-ahead state is shown, but e-FSM can predict the further future
state by using Equation 18 and 19.
4. THE OVERVIEW OF AN ONLINE EVOLVING FRAMEWORK
FIGURE 6 An online evolving framework for the safe automated vehicle control system
An online evolving framework for safe AV control is proposed as shown in Figure 6. The
framework is independent of the type of controller consisting of two sub-frameworks, an AV con-
trol framework and an e-FSM framework. In this study, specific steps in the action reviser module
are not explained, but it is introduced how e-FSM assists the AV controller to choose a better action.
In the framework, possible actions are returned by the independent decision-making of AV con-
troller. The action reviser module either improves the returned actions or chooses the best action
for safe AV control by using e-FSM’s capabilities. As validated in the previous sections, e-FSM
determines states uniquely and recognizes the state consistently, which can make the controller be
able to detect initially unexpected dangerous situations. Also, e-FSM identifies state-transitions
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precisely so that the future states can be predicted accurately, which can support the controller to
notice safer action for the future.
5. CONCLUSION
In this paper, specific properties and principles of e-FSM have been discussed, and its ca-
pabilities are validated under the simple car-following scenario. As shown in the experimental
results, e-FSM can evolve its structure via the online state determination. The determined states
represent unique situations, and the recognition of states is illustrated by the probability distri-
butions. Through the proposed stochastic method, e-FSM identifies state-transitions precisely so
that the accurate prediction of future states is possible. We claim that e-FSM can support the AV
controller to determine unexpected situations, recognize states, and predict future states, which are
required for better decision-making, in the online evolving framework.
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