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Abstract
We consider the classes of ⊕-codes and ⊗-codes, which are superclasses of outfix and hyper-codes, respectively. These
restrictions are based on the synchronized insertion operation, which serves as a model for the gene rearrangement function in
certain unicellular organisms. We investigate the classes of ⊕-codes and ⊗-codes from a theoretical perspective, examine their
relationships with traditional code classes and consider related decidability problems.
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1. Introduction
The theory of codes is a fundamental area in formal language theory, and is crucial to several applied areas, such
as data compression and error detection. Several interesting classes of codes can be defined by use of binary word
operations via a fixed language equation, namely L∩ (L Σ+) = ∅. These classes include, for example, the classes of
prefix, outfix and hyper-codes. Recently, languages which are defined by shuffle on trajectories and the same language
equation have been studied [9].
In this paper, we examine the classes of languages defined by the same fixed equation and using the synchronized
insertion operation, recently defined and studied by Daley et al. [3–5]. The synchronized insertion operation is part of
a model of the DNA unscrambling process of the stichotrichous ciliates [4]. We note that the synchronized insertion
operation falls outside the class of language operations defined by shuffle on trajectories.
These classes of languages have many interesting theoretical properties, and their study is inspired by the biology
of gene scrambling in ciliates. One of the hypotheses for the existence of scrambled genes in ciliates is the notion that
errors introduced during the descrambling process may speed up the process of evolution. We could potentially view
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languages in this class as a set of genomes which are maximally evolved in the sense that further applications of the
synchronized insertion operation will not allow us to obtain a genome which is a member of our starting population.
An alternate view is that these languages may represent genomes which are “evolutionary dead-ends”.
The concept of codes in relation to DNA has previously received attention in the literature. Kari et al. [17,18] have
studied DNA languages which avoid undesirable bonding properties and also possess certain coding properties (such
as being code or a solid code). We also note the work of Kari et al. [19] and Domaratzki [6–8] which considers the
previous work in a more general framework (for a list of references to work relating to DNA codewords and the theory
of codes, the reader may also consult these articles).
Most of the previous work on DNA languages and codes has focused on the bonding properties of DNA strands, and
the applications of bond-free strands to DNA computing. This work takes an alternate view, by considering languages
which satisfy code-like properties under operations implied by nature.
In this paper, we are primarily interested with the theoretical properties of languages which are the analogs of outfix
and hyper-codes under the equivalent operations on DNA strands (i.e., those derived from synchronized insertion). We
find that synchronized operations yield codes which have interesting differences from the usual (“unsynchronized”)
operations. For example, every maximal synchronized outfix code must be infinite, a fact which is not seen in the
related unsynchronized classes of codes.
2. Preliminaries
Let Σ be an alphabet, i.e., a finite set of elements called letters. Finite sequences of letters are called words. The
empty word (the word consisting of no letters) is denoted by . Let Σ ∗ be the set of all finite words over Σ , and let
Σ+ = Σ ∗ − . A language is any subset of Σ ∗.
Given a word w = w1 . . . wn ∈ Σ ∗, where wi ∈ Σ for all 1 ≤ i ≤ n, its length, denoted |w|, is n. For all w ∈ Σ ∗
and a ∈ Σ , |w|a is the number of occurrences of a in w. If L ⊆ Σ ∗ is a language, let alph(L) ⊆ Σ be the set of all
letters appearing in some word in L: alph(L) = {a ∈ Σ : Σ ∗aΣ ∗ ∩ L 6= ∅}. Given alphabets Σ ,∆, a morphism is
any function h : Σ ∗→ ∆∗ satisfying h(xy) = h(x)h(y) for all x, y ∈ Σ ∗. Recall that a morphism h : Σ ∗→ ∆∗ is a
weak coding if h(b) ∈ ∆ ∪ {} for all b ∈ Σ . For additional background of formal languages, we refer the reader to
Rozenberg and Salomaa [22].
We now turn to the synchronized insertion operation, originally defined by Daley and Kari [4]. The synchronized
insertion operation, denoted⊕, is defined on words x, y ∈ Σ ∗ as follows: x⊕ y = {x1αy1αx2 : x1, x2, y1 ∈ Σ ∗, α ∈
Σ+, x = x1αx2, y = y1α}. It is known that we may take the word α to be of length one without loss of generality [3],
that is, we have that
x ⊕ y = {x1ay1ax2 : x1, x2, y1 ∈ Σ ∗, a ∈ Σ , x = x1ax2, y = y1a}.
The synchronized deletion operation, denoted 	, is defined on words x, y ∈ Σ ∗ as follows: x 	 y = {x1αx2 :
x1, x2, y1 ∈ Σ ∗, α ∈ Σ+, x = x1αy1αx2, y = y1α}. Once again, α may be taken to be of length one without loss of
generality:
x 	 y = {x1ax2 : x1, x2, y1 ∈ Σ ∗, a ∈ Σ+, x = x1ay1ax2, y = y1a}.
The following result [3], which states that 	 and ⊕ are mutual left-inverses (in the sense defined by Kari [16]), will
prove useful:
Lemma 1. For all x, y, z ∈ Σ ∗, x ∈ y ⊕ z ⇐⇒ y ∈ x 	 z.
Define the shuffle of two words x, y ∈ Σ ∗ as follows:
x y =
{
n∏
i=1
xi yi : x =
n∏
i=1
xi , y =
n∏
i=1
yi ; xi , yi ∈ Σ ∗ (1 ≤ i ≤ n)
}
.
Define the insertion operation as x ← y = {x1yx2 : x1, x2 ∈ Σ ∗, x1x2 = x}.
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We introduce the operation of synchronized scattered insertion,2 denoted ⊗, on words x, y ∈ Σ ∗ as follows:
x ⊗ y =
{ (
n∏
i=1
xiai yiai
)
xn+1 : x =
(
n∏
i=1
xiai
)
xn+1,
y =
(
n∏
i=1
yiai
)
, x j , yk ∈ Σ ∗, ak ∈ Σ , (1 ≤ j ≤ n + 1, 1 ≤ k ≤ n)
}
.
Further, we introduce the analogous synchronized scattered deletion operation, denoted }, on words x, y ∈ Σ ∗ as
follows:
x } y =
{ (
n∏
i=1
xiai
)
xn+1 : x =
(
n∏
i=1
xiai yiai
)
xn+1,
y =
(
n∏
i=1
yiai
)
, x j , yk ∈ Σ ∗, ak ∈ Σ , (1 ≤ j ≤ n + 1, 1 ≤ k ≤ n)
}
.
We note that the contexts ai in the previous two definitions could be allowed to be of arbitrary length; however, this
does not affect the definitions of ⊗ or }.
We note that for all words x, y ∈ Σ ∗, x ⊕ y ⊆ x ⊗ y (resp., x 	 y ⊆ x } y). However, equality does not hold,
as is easily observed. We note that ⊗ (resp., }) serves as the transitive closure of ⊕ (resp., 	), in the same sense
that shuffle is the transitive closure of insertion ← (see Domaratzki [9] for definitions relating trajectory-based
operations to binary relations and transitivity). This is our motivation for introducing ⊗ and }; we note that these
operations themselves are not designed to model a single step in any biological process.
We extend the definition of these operations from words to languages as follows: for all  ∈ {	,⊕,←, ,⊗,}},
and all L1, L2 ⊆ Σ ∗,
L1  L2 =
⋃
x∈L1
y∈L2
x  y.
A language L is a code (or ∗-code, if there is confusion) if each word w ∈ L∗ has a unique decomposition in L ,
i.e., for all n,m ≥ 0, w1, . . . , wn, u1, . . . , um ∈ L , u1u2 · · · um = w1w2 · · ·wn implies that n = m and ui = wi for
all 1 ≤ i ≤ n.
A language L ⊆ Σ+ is said to be a prefix code (resp., suffix, outfix, hyper code) if LΣ+ ∩ L = ∅ (resp.
Σ+L ∩ L = ∅, (L ← Σ+) ∩ L = ∅, (L Σ+) ∩ L = ∅). A language L ⊆ Σ+ is said to be a biprefix code
if L is both a prefix and suffix code. For more background on codes, see Berstel and Perrin [1], or Ju¨rgensen and
Konstantinidis [15].
We note that the prefix, suffix, outfix and hyper-codes are defined by an equation of the form L ∩ (L Σ+) = ∅ for
some . This motivates our main definitions, which relate the notions of codes to bio-operations. For all non-empty
languages L ⊆ Σ+, say that L is a
(1) synchronized outfix code (or, briefly, ⊕-code) if (L ⊕ Σ+) ∩ L = ∅;
(2) synchronized infix code (or, briefly, ⊕R-code) if (Σ+ ⊕ L) ∩ L = ∅;
(3) synchronized hyper-code (or, briefly, ⊗-code) if (L ⊗ Σ+) ∩ L = ∅.
Informally, we collectively refer to synchronized infix, synchronized outfix and hyper-codes as bio-codes. We note
some examples:
Example 2. Let L = {anbn : n ≥ 1} ⊆ {a, b}+. Then L is a ⊕-code. To see this, let x ∈ aibi ⊕ y for some
y ∈ {a, b}+. If y ∈ {a, b}∗a, then x ∈ {a j yai− jbi : 1 ≤ j ≤ i}. But certainly then x /∈ {anbn : n ≥ 1}. The case
where y ∈ {a, b}∗b is similar. Thus, L is a ⊕-code. L is not a ⊗-code as ab ⊗ ab 3 aabb.
2 We avoid the term synchronized shuffle, which has been used in the literature to denote a different operation, see, e.g., Latteux and Roos [20].
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Example 3. Let Lab = {x ∈ {a, b}+ : |x |a = |x |b}. Then as abab ∈ ab ⊕ ba, L ∩ (L ⊕ {a, b}+) 6= ∅. Thus, Lab is
not a ⊕-code.
Example 4. The language L = {a, ab, ba, b} is a ⊗-code. Note that L is not a hyper-code, as ab ∈ a b.
We briefly note the motivation for the definitions of ⊕- and ⊗-codes. As the operation ⊕ is modelled to represent
the modification of DNA by the insertion of a strand of DNA between marked positions, languages which are⊕-codes
could be thought of as DNA strands which are immune to further insertion of genetic material via the⊕ operation. As
for⊗-codes, these represent sets of DNA strands which are immune not only to one insertion via the⊕ operation, but
several of these insertions.
3. The synchronized scattered insertion and deletion operations
As the operations ⊗,} have not been investigated before, we begin by noting some of their properties. The
following result states that ⊗ and } are mutual left-inverses of each other. The proof is straightforward.
Lemma 5. For all x, y, z ∈ Σ ∗,
x ∈ y ⊗ z ⇐⇒ y ∈ x } z.
We will also need the following technical lemma:
Lemma 6. Let Σ be an alphabet, u, β1, β2 ∈ Σ ∗, z ∈ Σ+ and a ∈ Σ . If uaβ1 ∈ uaβ2 ⊗ z, then there exists z′ ∈ Σ ∗
such that uaβ1 ∈ uaβ2 ⊗ z′ and no portion of z′ is inserted into ua (i.e., aβ1 ∈ aβ2 ⊗ z′).
Proof. Assume that this is not the case. Then we can write z = z1z2 where z1 6=  such that uaβ1 ∈ (ua ⊗ z1)(β2 ⊗
z2). Thus, there exist γ1, γ2 ∈ Σ+ such that uaβ1 = γ1γ2, γ1 ∈ (ua⊗z1) and γ2 ∈ (β2⊗z2). We note that necessarily,
γ1 = γ ′1a for some γ ′1 ∈ Σ ∗.
As z1 6= , |γ1| = |ua| + |z1| > |ua|. Thus, there exists η ∈ Σ+ such that uaη = γ ′1a and β1 = ηγ2. Let η = η1a
for some η1 ∈ Σ ∗. Thus, consider that uaβ1 = uaη1aγ2 = γ1γ2 ∈ uaβ2 ⊗ η1az2. Note that no insertion occurs into
ua in this case: we can insert η1a directly after ua. Thus, the result follows with η1az2 = z′. 
Next, we briefly investigate the closure properties of ⊗ and }.
Lemma 7. Let Σ be an alphabet. There exist an alphabet ∆ ⊇ Σ , a regular language R ⊆ ∆∗ (resp., R′ ⊆ ∆∗)
and weak codings ρ1, ρ2, ϕ : ∆∗ → Σ ∗ (resp., pi1, pi2, ψ : ∆∗ → Σ ∗) such that for all L1, L2 ⊆ Σ ∗,
L1 ⊗ L2 = ϕ(ρ−11 (L1) ∩ ρ−12 (L2) ∩ R). (resp., L1 } L2 = ψ(pi−11 (L1) ∩ pi−12 (L2) ∩ R′)).
Proof. We first prove the result for ⊗. First, let Σˆ ,Σ , Σˇ be three copies of Σ . Define ∆ = Σ ∪ Σˆ ∪ Σ ∪ Σˇ .
We now define our morphisms: ρ1 : ∆∗ → Σ ∗ is defined by ρ1(a) = ρ1(aˆ) = a for all a ∈ Σ and
ρ1(aˇ) = ρ1(a) =  for all a ∈ Σ . The morphism ρ2 : ∆∗ → Σ ∗ is defined symmetrically: ρ2(a) = ρ2(aˆ) = 
for all a ∈ Σ and ρ2(aˇ) = ρ2(a) = a for all a ∈ Σ . Finally, we have the morphism ϕ : ∆∗ → Σ ∗, defined by
ϕ(a) = ϕ(aˆ) = ϕ(a) = ϕ(aˇ) = a for all a ∈ Σ ∗. We note the result follows on letting
R =
(⋃
a∈Σ
Σ ∗aˆ(Σ )∗aˇ
)∗
Σ ∗.
Now, we turn to }. First, let Σˆ ,Σ , Σˇ be three copies of Σ . Define ∆ = Σ ∪ Σˆ ∪ Σ ∪ Σˇ . We now define our
morphisms: pi1 : ∆∗ → Σ ∗ is defined by pi1(a) = pi1(aˆ) = pi1(aˇ) = pi1(a) = a for all a ∈ Σ . The morphism
pi2 : ∆∗ → Σ ∗ is defined by pi2(a) = pi2(aˆ) =  for all a ∈ Σ and pi2(aˇ) = pi2(a) = a for all a ∈ Σ . Finally, we
define ψ : ∆∗ → Σ ∗ by ψ(a) = ψ(aˇ) =  for all a ∈ Σ and ψ(a) = ϕ(aˆ) = a for all a ∈ Σ . We note the result
follows on letting
R′ =
(⋃
a∈Σ
Σ ∗aˆ(Σ )∗aˇ
)∗
Σ ∗. 
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Fig. 1. Relationships between bio-codes and various classes of codes.
Recall that a cone (or full trio) is a class of languages closed under morphism, inverse morphism and intersection
with regular languages. The regular, context-free and recursively enumerable languages are all examples of cones.
The following positive closure properties follow immediately:
Corollary 8. Let C be any cone. Then for all languages L1, L2 such that one of L1, L2 is in C and the other is regular,
the languages L1 ⊗ L2, L1 } L2 ∈ C.
Thus, for instance, the regular languages are closed under ⊗ and }.
4. Bio-codes and other code classes
We first note that the use of the word “code” for ⊕-code (as well as ⊕R- and ⊗-codes) is somewhat of an abuse of
terminology, as ⊕-codes are not necessarily ∗-codes. Indeed, if we consider L = {a, ab, b}, we can verify that L is a
⊕-code, but a · b = ab, so that L is not a ∗-code. Similarly, L is also a ⊗-code.
Further, even if we replace concatenation with synchronized insertion, ⊕-codes do not satisfy the corresponding
∗-code property. In particular, we say that a language L is a ∗-⊕-code if, for all n,m ≥ 1 and all xi , y j ∈ L (for
1 ≤ i ≤ n and 1 ≤ j ≤ m), ((· · · (x1 ⊕ x2) ⊕ x3) · · · ⊕ xn) = ((· · · (y1 ⊕ y2) ⊕ y3) · · · ⊕ ym) implies that n = m
and xi = yi for all 1 ≤ i ≤ n. (A definition which requires not equality but a non-trivial intersection is also possible;
it does not affect the observation below.) Note that L = {ab, ba} is a ⊕-code. However, L is not a ∗-⊕-code, since
ab ⊕ ab = {abab} = ab ⊕ ba.
Next, we note that the classes of ∗-codes and ⊕-codes are incomparable. As we have noted, not every ⊕-code is
a ∗-code. Further, the language ab∗ is a prefix code, and hence a ∗-code, but it is not a ⊕-code. The following result
gives relations between classical code classes and their synchronized counterparts.
Lemma 9. Let L ⊆ Σ+ be an outfix code (resp., infix code, hyper-code). Then L is a ⊕-code (resp., ⊕R ,-code,
⊗-code).
Proof. We establish the result for ⊕. The other cases are similar. Note that L ⊕ Σ+ ⊆ L ← Σ+, since the
synchronized insertion is a restriction of standard insertion.
Thus, (L ⊕ Σ+) ∩ L ⊆ (L ← Σ+) ∩ L . If L is an outfix code, then (L ← Σ+) ∩ L = ∅. Thus, the result
follows. 
Further, we note that every ⊗-code is a ⊕-code. Other relationships between bio-codes and classical code classes
are easily verified. We summarize the relationships between codes, ⊕-codes (SO), ⊗-codes (SH) outfix codes (O),
prefix codes (P), suffix codes (S), and hyper-codes (H) in Fig. 1. The languages referred to in Fig. 1 by number are as
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follows:
L1 = {aab, a, ab},
L2 = {ab, aabb, a, b},
L3 = {a, b, ab},
L4 = ab∗ + d∗c,
L5 = {a, abcd, aabccd, d},
L6 = {a, ab, c, dc},
L7 = ba∗,
L8 = {anbn : n ≥ 1} ∪ {a},
L9 = {b, ba},
L10 = a∗b,
L11 = {anbn : n ≥ 1} ∪ {b},
L12 = {b, ab},
L13 = ba∗b,
L14 = {anbn : n ≥ 1},
L15 = {ac, abc},
L16 = {anban : n ≥ 1} and
L17 = {ac, abcd}.
5. Properties of bio-codes
We now investigate some general properties of the classes of bio-codes under consideration. The following property
holds for outfix codes as well as synchronized outfix codes (see, e.g., Ito et al. [14]):
Lemma 10. Let L ⊆ Σ+ be a regular language. If L is a ⊕-code then L is finite.
Proof. Assume that L is an infinite regular language which is also a ⊕-code. By the pumping lemma, there exist
u, v, w ∈ Σ ∗ with v 6=  such that uv∗w ⊆ L . Now, consider that uvw ⊕ v 3 uv2w, and thus L ∩ (L ⊕ Σ+) 6= ∅.
This contradicts that L is a ⊕-code. Thus, L is finite. 
Our main result in this section will be an extension of Higman’s theorem [12], which can interpreted as follows:
Theorem 11. Let Σ be a finite alphabet. Every hyper-code over Σ is finite.
We note also the work of Haines [10], which gives some interesting formal language theoretic consequences of
Higman’s theorem. We require the following easily proven lemma:
Lemma 12. Let Σ be a finite alphabet. Let S be an infinite language over Σ . Then there exist u, v ∈ Σ ∗, a ∈ Σ and
S′ ⊆ S such that S′ is infinite and S′ ⊆ uavaΣ ∗.
Proof. Let n = |Σ |. Then there exists some word x of length n + 1 such that x is a prefix of infinitely many words in
S. Let S′ = {y ∈ S : y ∈ xΣ ∗}. We now note that since |x | = n+ 1, there exists some a ∈ Σ such that |x |a > 1. Let
x = uavaw for some u, v, w ∈ Σ ∗. Then note that the result follows, as S′ ⊆ uavaΣ ∗. 
We now prove our main result. Our proof is based on the proof of Higman’s theorem given by Lothaire [21].
Theorem 13. Let Σ be a finite alphabet. Every synchronized hyper-code over Σ is finite.
Proof. Assume, contrary to what we want to prove, that there is an infinite synchronized hyper-code over Σ . Then
there exists an infinite sequence {xi }i≥1 of words over Σ such that i < j implies x j /∈ xi ⊗ Σ+. By abuse of
terminology, call such a sequence division-free.
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Choose (using the axiom of choice) a minimal such division-free sequence as follows: let y1 be the shortest word
starting an infinite division-free sequence. Let y2 be the shortest word such that y1, y2 begins an infinite division-free
sequence. Continuing in this way, let {yi }i≥1 be the resulting division-free sequence.
By Lemma 12, the infinite set {yi }i≥1 contains an infinite subset which is contained in uavaΣ ∗ for some a ∈ Σ
and u, v ∈ Σ ∗. Let {i j } j≥1 ⊆ N be defined such that yi j = uavaβ j for all j ≥ 1. For all j ≥ 1, define z j = uaβ j .
Consider the sequence {y1, y2, . . . , yi1−1, z1, z2, . . . }. Clearly, it is smaller than our minimal sequence {yi }i≥1.
Thus, it is not division-free. We have that y j /∈ yi ⊗ Σ ∗ for all 1 ≤ i < j < i1, by our choice of {yi }i≥1. Thus, there
are two cases:
(a) There exists 1 ≤ k < k′ such that zk′ ∈ zk ⊗Σ+. Let α ∈ Σ+ be such that zk′ ∈ zk ⊗ α. Consider zk′ = uaβk′ and
zk = uaβk . But now it is clear that there exists α′ such that yik′ = uavaβk′ ∈ uavaβk ⊗ α′ = yik ⊗ α′ by Lemma 6.
This contradicts that {yi }ki=1 is division-free.
(b) There exist 1 ≤ k < i1 and k′ ≥ 1 such that zk′ ∈ yk ⊗ Σ+. Note that ik′ > k. Let α ∈ Σ+ be chosen
so that zk′ = uaβk′ ∈ yk ⊗ α. It is not hard to show that there exist α1, α2 ∈ Σ ∗ such that α = α1α2 and
uavaβk′ ∈ yk ⊗ α1vaα2. This is a contradiction, since yik′ = uavaβk′ , and thus yik′ ∈ yk ⊗ Σ+, contradicting
that {yi }i≥1 is division-free.
Thus, we have arrived at a contradiction. 
6. Maximal bio-codes
Call a ⊕-code L ⊆ Σ+ maximal if L ′ is not a ⊕-code for all L ⊂ L ′ ⊆ Σ+, where ⊂ denotes proper inclusion.
Similarly, we define maximal ⊗-codes and maximal ⊕R-codes.
By Zorn’s Lemma, it is easy to see that if L ⊆ Σ+ is a ⊕-code (⊗-, ⊕R-code), there exists some Lm ⊆ Σ+ such
that L ⊆ Lm and Lm is a maximal ⊕-code (⊗-, ⊕R-code). We can also appeal to dependency theory [15].
We now explicitly demonstrate a maximal ⊕-code.
Example 14. The language L ⊆ {a, b}+ given by
L = {anbn : n ≥ 1} ∪ {bnan : n ≥ 1} ∪ {a, b}
is a maximal ⊕-code. To see this, consider an arbitrary x ∈ {a, b}+ such that x /∈ L . We show that L ∪ {x} is not a
⊕-code. We assume that x begins with a; the case where x begins with a b is completely symmetrical. There are three
cases:
(a) x ∈ a(a + b)∗a: Let x = aua for some u ∈ {a, b}∗. Note that x ∈ a ⊕ ua ⊆ L ⊕ {a, b}+.
(b) x ∈ a∗b∗: Let x = aib j with i 6= j . If i > j then x ∈ a jb j ⊕ ai− j . If i < j then x ∈ aibi ⊕ b j−i . In either case
x ∈ L ⊕ {a, b}+.
(c) x ∈ a+(b{a, b}∗a)b+. Let x = aibuab j for some i, j ≥ 1 and u ∈ Σ ∗. There are two subcases: If i ≥ j , then
note that x = a j (ai− jbua)b j ∈ a jb j ⊕ ai− jbua. If i < j , then x = aib(uab j−i+1)bi−1 ∈ aibi ⊕ uab j−i+1. In
any case, x ∈ L ⊕ {a, b}+. Thus, L is a maximal ⊕-code.
Example 15. The language L = {a, ab, ba, b} is a maximal ⊗-code.
We now turn to finite maximal ⊕-codes. It is easy to see that for Σ = {a}, the language L = {ai } is a maximal
⊕-code for any i ≥ 1. We now show that unary alphabets are the only alphabets for which finite maximal ⊕-
codes exist. This is in contrast to the case of outfix codes, where there exist finite maximal outfix codes, e.g.,
L = {a3, ab, ba, b3} ⊆ {a, b}+ [14]. We require the following observation, which is easily established:
Observation 16. Let Σ be an alphabet with |Σ | ≥ 2. Let a, b ∈ Σ with a 6= b. For all x ∈ Σ+,∣∣(x ⊕ Σ+) ∩ {anbn : n ≥ 1}∣∣ ≤ 1.
Lemma 17. Let Σ be an alphabet with |Σ | ≥ 2. If L ⊆ Σ+ is a maximal ⊕-code, then L is infinite.
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Proof. Let L ⊆ Σ+ be a maximal ⊕-code. Let a, b ∈ Σ with a 6= b. Assume, contrary to what we want to prove,
that L is finite. Let m = |L| and ` = max{|x | : x ∈ L}.
Consider the set S = {a`+1+ jb`+1+ j : 0 ≤ j ≤ m}. Note that S ∩ L = ∅. As L is a maximal ⊕-code, L ∪ {x} is
not a ⊕-code for all x ∈ S. In particular, since any x ∈ S is longer than any word in L , for all x ∈ S there exists some
yx ∈ L such that x ∈ yx ⊕Σ+. By Observation 16, if x, x ′ ∈ S with x 6= x ′, then yx 6= yx ′ . But as |S| > |L|, this is a
contradiction. Thus, L is not a maximal ⊕-code, as there is some x ∈ S such that x /∈ L ⊕ Σ+, and thus L ∪ {x} is a
⊕-code. 
Thus, we note that singleton languages over a unary alphabet are the only regular languages which are maximal
⊕-codes. This result follow from Lemmas 10 and 17.
Corollary 18. If L ⊆ Σ+ is a regular maximal ⊕-code, then Σ = {a} and L = {ai } for some i ≥ 1.
As a consequence, we also note that, though every outfix code is a ⊕-code, not every maximal outfix code is
a maximal ⊕-code. Indeed, we have previously noted that there exist finite maximal outfix codes over a two letter
alphabet. The following characterization of maximal ⊕-codes will prove useful:
Lemma 19. Let L ⊆ Σ+ be a ⊕-code (resp., ⊕R-code, ⊗-code). Then L is a maximal ⊕-code (resp., maximal
⊕R-code, maximal ⊗-code) iff L ∪ (L ⊕ Σ+) ∪ (L 	 Σ+) = Σ+. (resp., L ∪ (Σ+ ⊕ L) ∪ (Σ+ 	 L) = Σ+,
L ∪ (L ⊗ Σ+) ∪ (L } Σ+) = Σ+).
7. Closure properties
We now consider the closure properties of the classes of ⊕- and ⊗-codes. It is clear that every subset of a ⊕-code
is a ⊕-code, and thus the non-empty intersection of a ⊕-code with an arbitrary language is a ⊕-code.
Further, it is clear that the class of ⊕-codes is not closed under union with a singleton language, which is shown
by the existence of a maximal ⊕-code (Example 14).
We now state the positive closure properties:
Theorem 20. The class of ⊕-codes is closed under
(a) -free inverse morphism,
(b) reversal and
(c) quotient with a single word (modulo the empty word).
Proof. (a) Let L ⊆ Σ+ be a ⊕-code, and let h : ∆∗ → Σ ∗ be an -free morphism. Assume that (h−1(L) ⊕∆+) ∩
h−1(L) 6= ∅. Let x, y ∈ h−1(L) and z ∈ ∆+ be chosen so that y ∈ x ⊕ z. In particular, let x = x1ax2, z = z1a and
y = x1az1ax2 for x1, x2, z1 ∈ ∆∗ and a ∈ ∆.
Let h(z1) = Ω1, h(a) = β, h(x1) = α1 and h(x2) = α2 for some Ω1, α1, α2 ∈ Σ ∗ and β ∈ Σ+. By choice of x, y,
h(x) = α1βα2 ∈ L , and h(y) = α1βΩ1βα2 ∈ L . Thus, clearly h(y) ∈ h(x) ⊕ Ω1β ∩ L ⊆ (L ⊕ Σ+) ∩ L , which
contradicts our choice of L as a ⊕-code.
(b) Let L ⊆ Σ+ be a ⊕-code. Assume that L R is not a ⊕-code. Then there exist u, v ∈ L R and w ∈ Σ+ such that
u ∈ v⊕w. In particular, let v = v1av2, w = w1a and u = v1aw1av2 for v1, v2, w1 ∈ Σ ∗ and a ∈ Σ . As uR, vR ∈ L ,
and uR = vR2 awR1 avR1 ∈ (vR2 avR1 )⊕ wR1 a = vR ⊕ wR1 a ⊆ L ⊕ Σ+, we have a contradiction to our choice of L as a⊕-code.
(c) Let L ⊆ Σ+ be a ⊕-code. Without loss of generality, let a ∈ Σ . We establish that L/a − {} is a ⊕-code. The full
result follows by induction on the length of the word under consideration.
Assume, contrary to what we want to establish, that ((L/a − {}) ⊕ Σ+) ∩ (L/a − {}) 6= ∅. Then there exist
x, y ∈ Σ+ such that x, y ∈ L/a and z ∈ Σ+ such that y ∈ x ⊕ z. Thus, let x = ubv, z = wb and y = ubwbv, for
u, v, w ∈ Σ ∗, and b ∈ Σ . Consider now that ubva, ubwbva ∈ L and that ubwbva ∈ ubva ⊕ wb. This contradicts
that L is a ⊕-code. 
The following can also be established in the same manner as Theorem 20.
Theorem 21. The class of ⊗-codes is closed under
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(a) -free inverse morphism,
(b) reversal and
(c) quotient with a single word (modulo the empty word).
We now turn to non-closure properties:
Theorem 22. The class of ⊗-codes (resp., ⊕-codes) is not closed under
(a) concatenation (with a single letter),
(b) Kleene closure,
(c) (1-uniform) morphism,
(d) arbitrary inverse morphism,
(e) quotient (with an arbitrary finite language),
(f) synchronized insertion (with an arbitrary finite language),
(g) synchronized scattered insertion (with an arbitrary finite language), and
(h) synchronized deletion of a single letter.
Proof. Recall that every ⊗-code is an ⊕-code. Thus, we demonstrate the required non-closure properties by giving
⊗-codes for each case, where the result of the operation is not a ⊕-code.
(a) We note that L = {b, ba} is a ⊗-code, but that L · {a} = {ba, baa} is not a ⊕-code. Note that {a} is a ⊗-code.
(b) Let L be any language such that there exists w ∈ L with w 6= . Then w,ww ∈ L∗. However, ww ∈ w ⊕ w, and
L∗ is not a ⊕-code.
(c) Let L = {a, ab} and h : {a, b}∗ → {a, b}∗ be given by h(a) = a and h(b) = a. Then L is a ⊗-code but
h(L) = {a, aa} is not a ⊕-code.
(d) Let L = {a} and h : {a, b}∗→ a∗ be given by h(a) = a, h(b) = . Then h−1(L) = b∗ab∗ which is not a⊕-code,
while L is trivially a ⊗-code.
(e) Let L = {ab, aac}, which is a ⊗-code, and let F = {b, c}, which is also a ⊗-code. However, L/F = {a, aa},
which is not a ⊕-code.
(f) Let L1 = {ab}, L2 = {baba, ab}, which are ⊗-codes. However, L1 ⊕ L2 = {ababab, abab}, which is not a
⊕-code.
(g) From (f), we note that L1 ⊗ L2 ⊇ {ababab, abab}. Thus, L1 ⊗ L2 is not a ⊕-code.
(h) Let L = {a2ca, ac2a2}, which is a ⊗-code (it is a uniform code and hence a hyper-code). However, L 	 {a} =
{aca, ac2a},which is not a ⊕-code. 
We now demonstrate some more specialized closure properties.
Lemma 23. Let L1, L2 ⊆ Σ+ be ⊕-codes such that L1 is a prefix code and L2 is a suffix code. Then L1L2 is a
⊕-code.
Proof. Let L1, L2 ⊆ Σ+ satisfy our desired properties. Assume, contrary to what we want to prove, that
(L1L2 ⊕ Σ+) ∩ L1L2 6= ∅. In particular, let αi , βi ∈ L i for i = 1, 2 and γ ∈ Σ+ be such that β1β2 ∈ α1α2 ⊕ γ .
There are two cases:
(a) β1β2 ∈ α1(α2 ⊕ γ ) or
(b) β1β2 ∈ (α1 ⊕ γ )α2.
Both cases are similar, and we prove only (a). Let α2 = η1aη2, γ = γ1a for η1, η2, γ1 ∈ Σ ∗ and a ∈ Σ , such that
β1β2 = α1(η1aγ1aη2). There are two subcases:
(i) |β2| ≥ |η1aγ1aη2|. Then there exists some word θ ∈ Σ ∗ such that β2 = θ · (η1aγ1aη2) and β1θ = α1. As
β1, α1 ∈ L1 and L1 is a prefix code, θ = . Thus, β2 = η1aγ1aη2, i.e., β2 ∈ α2 ⊕ γ , which contradicts that L2
is a ⊕-code.
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(ii) |β2| < |η1aγ1aη2|. Then there exists some word θ ∈ Σ+ such that α1θ = β1 and η1aγ1aη2 = θβ2. As
α1, β1 ∈ L1, θ = , since L1 is a prefix code. Thus, |η1aγ1aη2| = |β2|, which is a contradiction.
This completes the proof. 
The following lemma is analogous to the corresponding result for outfix codes [14, Lemma 3.13]:
Lemma 24. Let L1, L2 ⊆ Σ+. If L1L2 is a non-empty ⊕-code, then L1, L2 are ⊕-codes.
Proof. Assume that L1 is not a ⊕-code. Then there exists x, y ∈ L1 and z ∈ Σ+ such that x ∈ y ⊕ z. Let u ∈ L2 be
arbitrary. We can see that xu ∈ yu ⊕ z. Thus, L1L2 ∩ (L1L2 ⊕Σ+) 6= ∅, a contradiction. A similar proof shows that
L2 is also a ⊕-code. 
8. Decision problems
We now investigate the decidability questions related to bio-codes.
Let NCM denote the family of one-way nondeterministic reversal-bounded multi-counter languages. It is known
that NCM is a full trio closed under union and intersection with a decidable emptiness problem [13]. Clearly, NCM
defines a large class of languages (including all regular languages, some non-context-free languages, etc.).
Lemma 25. Let  ∈ {⊕,⊕R}. Given a language L ∈ NCM, it is decidable whether L is a -code.
Proof. We note that for each of the operations , the language L ∩ (L  Σ+) is in NCM as NCM is closed under ⊕,
reversal [3,13] and intersection. As emptiness is decidable for NCM, the result follows. 
For ⊗-codes, a stronger decidability result is possible, due to the fact that all ⊗-codes are finite.
Lemma 26. Given a CFL L or L ∈ NCM, it is decidable whether L is a ⊗-code.
Proof. Given a CFL L or L ∈ NCM, we can effectively determine whether L is finite. If not, then by Theorem 13, L
is not a ⊗-code.
Otherwise, if L is finite, we can effectively compute a finite list of all words in L , and construct a corresponding
DFA. Thus, we can test L ∩ (L ⊗ Σ+) for emptiness, since all the languages involved are effectively regular. 
We now turn to undecidability:
Lemma 27. Given a linear CFL L ⊆ Σ+, it is undecidable whether L is a ⊕-code.
Proof. Let m ≥ 1 and let P = (u1, u2, . . . , um; v1, v2, . . . , vm) be an injective PCP instance over an alphabet∆ (i.e.,
the languages {ui }mi=1 and {vi }mi=1 are codes). It is known that it is undecidable whether P has a solution, even though
P is injective, see, e.g., Harju and Karhuma¨ki [11, Prop. 4.1].
Let Σ = ∆ ∪ {#, 0, 1}, where we assume that ∆ ∩ {#, 0, 1} = ∅. Define the following linear CFLs:
L1 = {ui1ui2 · · · uin#01in01in−1 · · · 01i1 : n ≥ 1, 1 ≤ i j ≤ m, 1 ≤ j ≤ n};
L2 = {vi1vi2 · · · vin##01in01in−1 · · · 01i1 : n ≥ 1, 1 ≤ i j ≤ m, 1 ≤ j ≤ n}.
Note that L2 has two occurrences of #, while L1 has only one. Let L = L1 ∪ L2.
Claim 28. L is a ⊕-code iff P has no solutions.
(⇒): Assume P has a solution ui1ui2 · · · uin = vi1vi2 · · · vin . Then consider the following words:
x = ui1ui2 · · · uin#01in01in−1 · · · 01i1 ∈ L
y = vi1vi2 · · · vin##01in01in−1 · · · 01i1 ∈ L .
Note that y ∈ x ⊕ #. Thus, L is not a ⊕-code.
(⇐): Assume that L is not a ⊕-code, i.e., that L ∩ (L ⊕ Σ+) 6= ∅. There are four cases:
(a) ∅ 6= L1 ∩ (L2 ⊕ Σ+). Note that for all x ∈ L2, |x |# = 2, while for all y ∈ L1 |y|# = 1. Thus, it is impossible
construct a word from L1 from a word in L2 by adding letters. Thus, this case cannot happen.
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(b) ∅ 6= L2 ∩ (L1 ⊕ Σ+). Let x ∈ L1, y ∈ L2 and z ∈ Σ+ be such that y ∈ x ⊕ z. Let r, n ≥ 1,
i1, i2, . . . , in, j1, j2, . . . , jr be chosen so that 1 ≤ ik, j` ≤ m for all 1 ≤ k ≤ n and 1 ≤ ` ≤ r and
x = ui1ui2 · · · uin#01in01in−1 · · · 01i1
y = v j1v j2 · · · v jr ##01 jr 01ir−1 · · · 01 j1 .
Further, let
α1 = ui1ui2 · · · uin#
α2 = 01in01in−1 · · · 01i1
β1 = v j1v j2 · · · v jr ##
β2 = 01 jr 01ir−1 · · · 01 j1 .
Note that if y ∈ x ⊕ z for some z ∈ Σ+, we must have that |z|# = 1, as |x |# = 1 and |y|# = 2. But as y has two
consecutive occurrences of #, it must be the case that occurrence of # in z must be inserted directly before or after
the occurrence of # in x to obtain y. This forces z = # and y = α1#zα2. But then α1# = β1 and α2 = β2. In this
case, n = r , ik = jk for all 1 ≤ k ≤ n and α1, β1 give a solution to our PCP instance P .
(c) ∅ 6= L1 ∩ (L1 ⊕ Σ+). Let x, y ∈ L1 and z ∈ Σ+ be chosen so that x ∈ y ⊕ z. Let r, n ≥ 1,
i1, i2, . . . , in, j1, j2, . . . , jr be chosen so that 1 ≤ ik, j` ≤ m for all 1 ≤ k ≤ n and 1 ≤ ` ≤ r and
x = ui1ui2 · · · uin#01in01in−1 · · · 01i1
y = u j1u j2 · · · u jr #01 jr 01ir−1 · · · 01 j1 .
Also, define
α1 = ui1ui2 · · · uin#
α2 = 01in01in−1 · · · 01i1
β1 = u j1u j2 · · · u jr #
β2 = 01 jr 01ir−1 · · · 01 j1 .
We now consider z. We must have that |z|# = 0, since |x |# = |y|# = 1. Also, z ∈ ∆∗ ∪ {0, 1}∗, since we have that
both x, y ∈ ∆+#{0, 1}+, and we cannot add z to either the ∆+ or the {0, 1}+ portion, if we have letters from the
opposite “side” of the word. Thus, there are two cases:
(i) z ∈ ∆+. Then we have that
α1 ∈ β1 ⊕ z,
and hence β2 = α2. Thus, n = r and ik = jk for all 1 ≤ k ≤ n. But as z ∈ ∆+, α1 6= β1. This is a
contradiction.
(ii) z ∈ {a, b}+. Then we have that
α2 ∈ β2 ⊕ z, (1)
and hence β1 = α1, i.e.,
ui1ui2 · · · uin = u j1u j2 · · · u jr .
But as P is injective, this implies that n = r and ik = jk for all 1 ≤ k ≤ n. Thus, we must have that, for both
x, y to be in L1, β2 = α2. But this contradicts 1.
Thus, we have that L1 ∩ (L1 ⊕ Σ+) = ∅, and this case never arises.
(d) ∅ 6= L2 ∩ (L2 ⊕ Σ+). This is symmetric to case (c), and is omitted. 
For⊗-codes, we have seen that it is decidable whether a CFL L is a⊗-code. It is not surprising that it is undecidable
whether a given CSL is a ⊗-code:
Lemma 29. Given a context-sensitive language L ⊆ Σ+, it is undecidable whether L is a ⊗-code.
Proof. Let L ⊆ Σ+. Let L ′ = LΣ ∪ Σ . Note that the transformation from L to L ′ effectively yields a CSL L ′. We
claim that L ′ is a ⊗-code iff L = ∅. As L = ∅ is undecidable for CSLs, this will establish the result.
If L = ∅, then L ′ = Σ , which is a ⊗-code. Otherwise, there exists x ∈ L . Let x = ax ′ for some a ∈ Σ . Then
a, ax ′a ∈ L ′, and L ′ is not a ⊗-code. 
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We now turn to the questions of deciding whether a particular language is a maximal ⊕-code.
Lemma 30. Let  ∈ {⊕,⊕R,⊗}. Then given a regular language R ⊆ Σ+ it is decidable whether R is a maximal
⊕-code over Σ .
Proof. By Lemmas 25 and 26, given R ⊆ Σ+, we can decide if R is a -code. Let ? ∈ {	,	R,}} be chosen so that
? is the left-inverse of . If R is a -code, by Lemma 19, L is a maximal -code iff Σ+ = R ∪ (R Σ+)∪ (R ?Σ+).
Since all the involved languages are regular, this equality is decidable. 
Lemma 31. Let C be any class of languages such that
(a) {anbn : n ≥ 0} ∪ {bnan : n ≥ 0} ∪ {a, b} ∈ C;
(b) given a language L ⊆ Σ+ in C, it is undecidable whether L = ∅, for |Σ | = 2;
(c) C is effectively closed under union and concatenation with a regular language.
Then given a language L ⊆ Σ+, it is undecidable whether L is a maximal ⊕-code.
Proof. Let Σ = {a, b}. Let
L0 = {anbn : n ≥ 0} ∪ {bnan : n ≥ 0} ∪ {a, b} ∈ C.
L0 = {anbn : n ≥ 0} ∪ {bnan : n ≥ 0} ∪ {a, b} ∈ C. The language L0 is a maximal ⊕-code by Example 14. Let
L ⊆ Σ+ be an arbitrary language in C. Then consider L ′ = L0 ∪ L({} ∪ Σ ) ∈ C. By the closure properties of C,
L ′ ∈ C.
We claim that L ′ is a maximal ⊕-code iff L = ∅. Clearly, if L = ∅ then L ′ = L0. If x ∈ L , then as L ⊆ Σ+,
x = x0a for some a ∈ Σ , x0 ∈ Σ ∗. But then x0a, x0aa ∈ L ′, and L ′ is not a ⊕-code, and thus not a maximal ⊕-code
either.
Thus, as it is undecidable whether L = ∅, it is also undecidable whether L ′ ∈ C is a maximal ⊕-code. 
Corollary 32. Given L ∈ CS, it is undecidable whether L is a maximal ⊕-code.
Lemma 33. Let C be a class of languages such that
(a) C is effectively closed under difference, and quotient with a regular language;
(b) {anbn : n ≥ 0} ∪ {bnan : n ≥ 0} ∪ {a, b} ∈ C;
(c) given a language L ⊆ Σ+ in C, it is undecidable whether L = ∅, for |Σ | = 2.
Then given a ⊕-code L ⊆ Σ+, it is undecidable whether L is a maximal ⊕-code.
Corollary 34. LetΣ be an alphabet with |Σ | ≥ 2. Let L ⊆ Σ+ be a recursive⊕-code. Then it is undecidable whether
L is a maximal ⊕-code.
9. Synchronized-insertion closed languages and ⊕-codes
Let L ⊆ Σ+. Recall [5] the following definition:
sins(L) = {x ∈ Σ ∗ : L ⊕ x ⊆ L}.
We define the class of languages sins = {L : L ⊆ sins(L)}. A language L ∈ sins is said to be sins-closed. For results
on sins, see [5]. We now consider sins(L) when L is a ⊕-code.
Lemma 35. Let L ⊆ Σ+ be a ⊕-code. Then
sins(L) = {} ∪ {x ∈ Σ+ : L ⊕ x = ∅} = {} ∪ Σ ∗(Σ − alph(L)).
Proof. Let x ∈ sins(L). Then L ⊕ x ⊆ L . Assume x 6=  and L ⊕ x 6= ∅. Then there is some word in L ⊕ x ,
and by definition, this word is also in L , i.e., L ∩ (L ⊕ x) 6= ∅. This contradicts the fact that L is a ⊕-code. Thus,
sins(L) ⊆ {} ∪ {x ∈ Σ+ : L ⊕ x = ∅}. The reverse inclusion is trivial. This establishes the first equality.
We now establish that {} ∪ {x ∈ Σ+ : L ⊕ x = ∅} = {} ∪ Σ ∗(Σ − alph(L)).
Let x ∈ Σ+ be such that L ⊕ x = ∅. Let x = x1x2 · · · xn be such that xi ∈ Σ . If xn ∈ alph(L), then there exist
words u, v ∈ Σ ∗ such that uxnv ∈ L . Then clearly uxnxv ∈ uxnv ⊕ x ⊆ L ⊕ x . This cannot happen, as L ⊕ x = ∅.
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Thus, xn /∈ alph(L). If x = x1x2 · · · xn is a word with xn /∈ alph(L), then for all u = u1u2 · · · um ∈ L where ui ∈ Σ ,
ui 6= xn for all 1 ≤ i ≤ m. Thus, it is clear that u ⊕ x = ∅ for all u ∈ L . Thus, we have established the desired
equality and the lemma is proven. 
Corollary 36. The following equality holds:
{L : L is a ⊕-code and L ∪ {} ∈ sins} = {∅}.
Proof. Clearly ∅ is a ⊕-code which is sins-closed.
Let ∅ 6= L ⊆ Σ+ be a ⊕-code such that L ∪ {} ∈ sins. Note that L ∪ {} ⊆ alph(L)∗, but also that
L ∪ {} ⊆ sins(L ∪ {}) = {} ∪Σ ∗(Σ − alph(L)). Let x ∈ L ⊆ Σ+. Then x ∈ Σ ∗(Σ − alph(L)). As alph(L) 6= ∅,
we have a contradiction. 
Let L = {a, aa, b} ⊆ {a, b}+. Note that sins(L) = {} = {} ∪ {x ∈ Σ+ : L ⊕ x = ∅}. However, L is not a
⊕-code. Thus, the converse of Lemma 35 does not hold.
10. Conclusions
We have introduced and studied here the classes of ⊕-codes and the ⊗-codes which are based on an operation
inspired by the gene descrambling process found in stichotrichous ciliates.
We have shown that the classes of ⊕-codes and ⊗-codes are disjoint from the traditionally studied classes of
∗-codes and that all regular ⊕-codes and all ⊗-codes must be finite. We then considered maximal ⊕-codes and
demonstrated that, for alphabets of size at least two, all maximal ⊕-codes must be infinite. We gave also an effective
characterization of maximal ⊕-codes.
The classes of ⊕-codes and ⊗-codes were shown to be closed under nonerasing inverse morphism, reversal and
quotient with a singleton (modulo the empty word). The same classes were shown not to be closed under concatenation
(with a single letter), Kleene closure, (1-uniform) morphism, arbitrary inverse morphism, quotient (with a finite
language), synchronized insertion and synchronized scattered insertion (with a finite language), and synchronized
deletion of a single letter.
Turning to problems of decidability, we demonstrated that it is decidable if a nondeterministic reversal-bounded
multi-counter language is a ⊕-code while the same property is undecidable for linear context-free languages. In
contrast, we have shown that it is decidable if an arbitrary context-free or nondeterministic reversal-bounded multi-
counter language is an⊗-code while the same property is, unsurprisingly, undecidable for context-sensitive languages.
Finally, we considered the effect of the sins operation [5] on⊕-codes and showed an exclusive relationship between
the class of ⊕-codes and the class of synchronized insertion closed languages.
The work presented here represents a theoretical investigation of classes of codes defined by an operation inspired
by a biological process. While it is our hope that this investigation will prove to be biologically relevant we also feel
that it has generated some theoretically compelling results and represents well the rich variety of interesting abstract
constructs which may be inferred from, and inspired by, biological systems.
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