Abstract Femtosecond laser pulse temporal shaping techniques have led to important advances in different research fields like photochemistry, laser physics, non-linear optics, biology, or materials processing. This success is partly related to the use of optimal control algorithms. Due to the high dimensionality of the solution and control spaces, evolutionary algorithms are extensively applied and, among them, genetic ones have reached the status of a standard adaptive strategy. Still, their use is normally accompanied by a reduction of the problem complexity by different modalities of parameterization of the spectral phase. Exploiting Rabitz and co-authors' ideas about the topology of quantum landscapes, in this work we analyze the optimization of two different problems under a deterministic approach, using a multiple one-dimensional search (MODS) algorithm. In the first case we explore the determination of the optimal phase mask required for generating arbitrary temporal pulse shapes and compare the performance of the MODS algorithm to the standard iterative Gerchberg-Saxton algorithm. Based on the good performance achieved, the same method has been applied for optimizing two-photon absorption start- ing from temporally broadened laser pulses, or from laser pulses temporally and spectrally distorted by non-linear absorption in air, obtaining similarly good results which confirm the validity of the deterministic search approach.
Introduction
Temporal shaping of ultra-fast lasers allows modifying the result of the interaction between ultra-short laser pulses and matter. This technique has found application in a wide range of fields like non-linear optics (e.g. optimization of fourwave-mixing response [1] ), solid-state physics [2] , and biology [3] and very remarkably in photochemistry, where quantum coherent control has become a well-established sub-discipline due to its undisputed experimental success [4] [5] [6] [7] . The application of temporal pulse shaping to molecular quantum computing has been suggested [8] . Particularly remarkable are also the results associated with fs-laser processing [9, 10] , where its application to sub-diffractionlimit structuring of materials has recently been demonstrated [11] .
Temporal pulse shaping can be achieved, among other approaches [12] , by modifying the spectral phase profile of an ultra-short laser pulse. In most cases this is achieved by means of a dispersive element that spatially separates its spectral components whose phase is then manipulated by means of a spatial light modulator (SLM). A second dispersive element is then used to spatially recombine the spectral components of the output pulse, which has a different temporal shape. In the procedure, other passive optical elements are also used to maintain the spatial properties of the laser beam after the spectral manipulation stage. Experimentally, having a fully characterized input laser pulse, any 'a priori' designed output pulse form can be produced, with certain restrictions [13] , by using analytical methods, like a Gerchberg-Saxton (GS) algorithm [14] , to calculate the required spectral phase mask. In most practical situations, though, the optimum pulse temporal shape for triggering/optimizing the desired process in the material is unknown due to the complexity of the interaction dynamics. There are, in addition, limitations in the pulse conformation capabilities of the shaping device beyond those imposed by the laser source or the particular configuration of the irradiation setup. In particular, if a phase-only pulse shaper is used, it is not possible in most cases to generate a spectral phase mask leading exactly to the target pulse form [15] and the result must be obtained through an iterative evaluation process (i.e. Gerchberg-Saxton) that will probably lead to a local minimum solution, i.e. a solution more or less approximate to the temporal shape target. Also, the use of liquid crystal SLMs (LC-SLMs, composed of discrete pixels) as phase shift control elements introduces extra limitations due to the pixellization and gaps of the mask [16] .
The highly complex excitation/relaxation mechanisms associated with the interaction of short laser pulses with matter, as well as the possible existence of non-characterized optical response features in the setup, are usually circumvented using an adaptive feedback loop with an evolutionary strategy as the control element [17] . In principle, evolutionary algorithms like genetic algorithms (GAs), perform very well in approximating a valid solution in many types of problems because no assumption is made about the underlying solution landscape [18] (i.e. how the optimization observable evolves upon changing the control variables).
The high dimensionality of the variables in the control space (the large number of pixels used to imprint the phase mask in the pulse spectrum, typically several hundreds) is usually reduced by a parameterization of the spectral phase in terms of different series of functions with a few coefficient terms, (Taylor, Legendre, or Chebyshev functions, . . .) [19] [20] [21] due to the expected exponentially growing effort with the increasing number of control variables. This reduction has two main disadvantages: first, it limits the control over the final temporal form, and thus limits the result of the optimization process. Second, the parameterization introduces an artificial segmentation in the control space making the final result to be strongly dependent on the actual function used [20] .
As a consequence, if the control variables are reduced beyond certain limits and no solution is found, it cannot be assessed whether an optimal solution does not exist or is not accessible due to the artificial reduction in the number of control variables and/or intrinsic limitations in the experimental setup (for instance, bandwidth or central wavelength of the laser). In fact it has also been shown that a reduction in the number of control variables leads to a significant reduction in performance of different search algorithms, including both evolutionary and non-evolutionary ones [22] . Fig. 1 Schematic of the algorithm operation in the optimization loop, in both the numerical simulations and laboratory experiments. In the experiments the trial phase generated by the algorithm is imprinted in the LC-SLM of the temporal shaper and the physical observable closes the loop. In the simulations, a synthetic spectrum is generated by adding the trial phase to a Gaussian spectrum with flat phase; then a FFT is used to generate the temporal profile of the pulse. The observable value corresponding to the generated intensity envelope is then calculated over the temporal form of the pulse closing the loop Since the topology of the control landscape determines the performance of a given optimization algorithm, trajectorybased methods like gradient-based search might provide a suitable means for exploration. A steepest-ascent algorithm can provide a robust exploration tool that outperforms with respect to GAs in the optimization of simple quantum control problems [23] .
In this work we explore the use of a deterministic multiple one-dimensional search (MODS) approach for optimization, which is able to work with a high number of variables with a reduced number of evaluations. We have applied it to three different optimization problems associated with the use of a phase-only laser pulse temporal shaper. The first one, in order to analyze the versatility and robustness of the approach, is performed at computing level, and aimed at finding the optimal phase mask required for generating a given arbitrary temporal pulse shape. The result is compared to the performance of the standard iterative Gerchberg-Saxton algorithm. The second and third problems consist in optimizing experimentally a model problem in quantum control such as two-photon absorption (TPA). In both cases a non-perfect temporal shaping apparatus is used to maximize a TPA signal after the pulse shaper for an incoming laser pulse which has been temporally or frequency distorted either by chirping or by non-linear absorption in air. In both experiments the two-photon-absorption signal is optimized to obtain the shortest possible pulse in the presence of the corresponding experimental constraints.
Optimization algorithm implementation and experimental details
We have performed both 'computer-based' (numerical simulations) and 'temporal-shaper-based' experiments that are conceptually similar. As can be seen in Fig. 1 , the task of the optimization algorithm is to manipulate the phase mask of the shaper and thus the temporal envelope of the pulse so as to achieve/optimize a given physical effect in a closedloop procedure. In the experimental setup the spectral phase (Φ trial ) generated by the algorithm is imprinted in the LC-SLM of the pulse shaper. The temporally modified output pulse emerges from the pulse shaper, travels through the experimental setup, and reaches the target. In this path the pulse interacts with different optical components that may introduce dispersion, non-linearities, etc; as a consequence, its temporal profile is modified by the setup-induced phase. Finally, the pulse arrives at the sample and generates the observable effect, the measure of this effect being our feedback signal. The algorithm uses this feedback information to generate the next trial phases.
In the computer simulations the spectral phase to be tested (Φ trial ) is added to a synthetic Gaussian spectrum with spectral characteristics similar to those of the experimental fs laser source. Then a fast Fourier transform (FFT) is applied and the temporal waveform is obtained. An observable estimator acts over the temporal form generating the observable that closes the loop returning the feedback signal to the algorithm.
Characteristics of the algorithm
The MODS algorithm is based on two main concepts. The first one is the topological assumption that in certain quantum control landscapes there are no false traps at suboptimal extrema if the control fields are sufficiently flexible to traverse the associated landscape [24] . The second one is the fact that the temporal shape of the laser field is a linear superposition of the contributions of all of its frequency components.
The MODS algorithm can be applied to a raw representation of the spectral phase that provides the capability of working with all the available pixels in the phase mask of the SLM, which allows achieving temporal waveforms with the maximum temporal resolution. Alternatively, MODS can be applied using a smaller number of control points (n). In such a case, the spectral phase is given by the phase values assigned to a limited number of pixels (n ≤ number of SLM pixels) and the intermediate pixel values are then given by linear interpolation between the control points. This approach can be useful to speed up the convergence in cases where the expected target spectral phase is smooth enough.
In the MODS procedure the optimization problem (i.e. finding the spectral phase that maximizes the targeted effect) is divided into n one-dimensional searches; one search for each control point of the spectral phase. The task of each one of these searches is seeking the phase value that maximizes the feedback signal. The topological assumption implies that there exists only one maximum per control point; this onedimensional search can be realized in a very efficient way.
During the optimization, starting from an initial phase, all control points are adjusted (i.e. the optimal phase of the control points is searched and determined with a given angular resolution). The adjustment of the control points can performed either sequentially or randomly without repetition. This process is called a scan, and successive scans can be used to further increase the resolution of the obtained phase. The phase-search process applied to each control point is a space division with discarding regions, based on bracketing and bisection [25] , but other one-dimensional search modalities of search can be used. As an example, for a given control point, the phase space (0-2π ) can be segmented into three equal intervals (0-2π/3, 2π/3-4π/3, 4π/3-2π ) within which the feedback parameter is evaluated. The interval where the maximum feedback signal is achieved is then segmented again into equal-length intervals where the feed parameter is again evaluated, leading to a new optimal interval to be explored, etc. The procedure is repeated a prespecified number of times for each control point depending on the desired resolution.
Although a more detailed description of the algorithm and search method used is beyond the scope of this article, it is worth noting that no gradient estimation is required, the step size being fixed by the space-division method, and thus the algorithm has a deterministic behavior. The initial phase is usually set as random. The achievable phase resolution and the final convergence ability of this method are, as in the case of evolutionary algorithms, highly conditioned by the sensitivity of the feedback signal to small variations in the spectral phase imposed on the LC-SLM in the presence of experimental noise.
Numerical and experimental optimization details
Both computational and laboratory experiments have been conducted. At computational level, we have explored the capabilities of the algorithm in the generation of arbitrary temporal pulse forms. The underlying philosophy is that every physical effect accessible by the setup is related to its capability of controlling the temporal distribution of the pulse energy. If we can obtain all temporal pulse forms only limited by spectral and setup constraints, we will get access to any possible physical observable allowed by our system. The absence of noise in the simulations allows the use of 320 control points without restrictions. The obtained solution is then tested against the result obtained using a conventional GS algorithm. In both algorithms the feedback parameter used is the RMS between the field of the target and the shaped pulse in the time domain.
In the laboratory, travelling through an experimental control landscape assesses the capability of the MODS approach under real conditions. In order to test our implementation, we have used one of the most common model quantum control problems, such as TPA, where the third-order Fig. 2 Scheme of the TPA optimization experiments. In the chirp compensation experiment, up-or down-chirped fs pulses produced in a regenerative fs amplifier (path (a)) enter the temporal shaper. In the air-breakdown experiments, the beam is focused in air (path (b)) to induce non-linear absorption and dielectric breakdown, being then recollimated by a second lens before entering the temporal shaper. In both cases a phase mask imprinted in the LC-SLM modifies the spectral phase and thus the intensity profile of the pulse. The beam reaches a TPA photodiode whose signal is used as feedback for the computer algorithm. A flipper mirror allows a complete characterization of the resulting pulses by means a home-made PG-FROG apparatus susceptibility of a given transparent material can be used to assess the degree of temporal compression of a short laser pulse [26] .
The femtosecond laser source used is an ultra-fast regenerative amplifier, Spitfire-Pro (Spectra-Physics), providing transform-limited pulses of 100 fs at a central wavelength of 800 nm (∼9.5 nm FWHM). Our temporal shaper (home-made) uses a standard 4f configuration based on the layout described by Präkelt and co-workers [27] with two 2000 lines/mm diffraction gratings and 25 cm focal length radius of curvature mirrors. The shaper uses a programmable LC-SLM (Jenoptik SLM-S320), which is configured as a transmission mask of 320 pixels with a 2 12 (4095) grey level phase control per pixel. The phase change induced by each pixel can reach a value up to 16 rad, but, in order to achieve a higher range of phase values, 0-2π rad values and phase wrapping were used (approx. 3500 grey levels).
The scheme of the experimental setup is shown in Fig. 2 . Before entering the temporal pulse shaper, the pulse generated by the fs amplifier is temporally/spectrally distorted in two different ways. In the first one, path (a), the input pulse has been chirped by detuning the compressor stage inside the fs amplifier. In the second one, path (b), the pulse emerging from the amplifier has been focused in air leading to non-linear absorption and optical breakdown, causing, among other processes, self-phase modulation. A pinhole before the focusing lens (f = 50 mm) controls both the energy and the effective numerical aperture of this lens. A second lens (f = 100 mm) was used to collimate the output beam.
The distorted pulse is then injected into the pulse shaper and, after passing though different energy-control elements, reaches a TPA GaAsP photodiode (Hamamatsu g1115 with an energy band-gap ∼1.82 eV (680 nm)), which generates the feedback signal. After finishing the MODS procedure, the resulting solution pulse is characterized with a homemade polarization-gating frequency resolved optical gating (PG-FROG) system [28] . Its nominal wavelength resolution (given by that of the mini-spectrophotometer used) is <2.5 nm while the temporal one (given by the step increment of the delay line) is about ∼20 fs.
In the optimization procedure, 320 control points for the phase were initially used. However, it was found that the experimental noise level hides the changes in the feedback signal. These forced us to reduce the number to 50 equi-spaced control points with linear interpolation values between them, leading to measurable changes in the feedback signal over the experimental noise level.
The noise is derived from natural fluctuations of the laser source (about 5 %), as well as pixellization of the mask and gaps between adjacent pixels [16] , which introduce fluctuations of the shaper energy throughput as large as 15 % upon changing the phase mask imprinted in the SLM from a flat phase to a uniformly distributed random [0-2π ] one. In order to improve the signal-to-noise ratio, each evaluation is the result of the average of 16 pulses. Every optimization run starts at a random initial phase, and the number of trials (evaluations) is fixed to 450. Experimental noise introduces an additional challenge for the search algorithm, which helps in evaluating its actual robustness in practical conditions.
When describing the experimental results, it is worthwhile noting that the ideal input beam diameter for our temporal shaper used should be smaller than about 2 mm [13] . However, to avoid uncontrolled non-linear effects associated with a strong spatial compression of the laser beam, and in order to maintain the power density at the LC-SLM within safe limits, we used instead a beam diameter >4 mm. The use of a beam diameter larger than twice the ideal value has two negative side effects: (a) a reduction of the actual spectral bandwidth supported by the shaper due to spectral clipping and (b) the appearance of optical aberrations in the 4f image forming system, which may lead to a non-negligible amount of spatial chirp in the output beam. As consequence, the 100 fs input pulse is stretched to about 190 fs at the shaper output for a flat phase mask.
Results and discussion

Numerical simulations: generation of arbitrary pulse forms
In order to test the capabilities of the algorithm to find the spectral phase that conforms to arbitrary pulse forms, several target pulses with different degrees of complexity were Fig. 3 Generation of arbitrary temporal waveforms by Gerchberg-Saxton (GS) and MODS. The differences between target and obtained temporal forms are represented by the residuals (point-to-point differences). The error, denoted as e, is the modulus of the mean of the residuals used. In all the cases, for the optimization over the 320 control variables, fewer than 10 4 evaluations were used. A couple of illustrative examples are shown in Fig. 3 along with the results of MODS and the result obtained using a conventional GS algorithm. The figure also includes the residuals (differences between the normalized shapes of generated and target intensity envelopes) for both optimization algorithms.
Since phase-only modulation is used, generally, no exact solution exists and the obtained results are therefore optimal approximations. In both cases of different target complexity, both algorithms provide solutions with quite high resemblance to the target shape, also shown in Fig. 3 . We have quantified the performance of both algorithms using as 'distance' error the value of the averaged modulus of field difference between the target and the algorithm-generated pulse in the time domain. The corresponding error values are given in Fig. 3 .
Although both residuals and error values show that the results of GS perform slightly better than MODS, it is worth noting that GS is an iterative FFT algorithm that uses the knowledge of the whole target temporal waveform. This information is not accessible to MODS that only uses as feedback information the scalar value given by the distance between the generated intensity waveform and the target. This clearly shows that MODS can be efficiently applied in real experiments with a single scalar feedback and no further information about the problem.
To conclude this section, we observe that in the simulations MODS is capable of generating arbitrarily complex pulse shapes. This fact seems to indicate that its operation is only limited by the feedback that can be generated under the experimental constraints, and the existence of the adequate topology and control capabilities.
TPA optimization starting from chirped laser pulses
In the two laboratory experiments, the feedback signal used was the TPA signal provided by a photodiode as shown in Fig. 2 . The maximization of this signal leads to the shortest achievable pulse (for the actual experimental constraints, detailed in Sect. 2.2) at the photodiode position. Up-chirped and down-chirped pulses are generated by detuning the grating compressor of the amplifier, in opposite directions. Figure 4 shows two illustrative examples of PG-FROG traces (and the corresponding intensity envelopes, taken as the integrated projection of the PG-FROG trace on the time axis) of the initial and optimized pulses, in both cases measured at the shaper output. The initial pulse corresponds to a flat phase mask of 0 radians imprinted in the SLM while the final one corresponds to the output once the MODS algorithm is completed.
We have also included, in Figs. 4 and 5, as a dashed line the intensity envelope of the output shaper pulse for a transform-limited pulse input of 100 fs, with a autocorrelation intensity FWHM of 230 fs, which corresponds to a 190 fs pulse assuming a third-order autocorrelation factor of 1.22 [29] . As above indicated, the shaper induces some spectral clipping and a non-compensated residual phase due to optical aberrations because of the large beam diameter. Figure 4a shows the PG-FROG traces and the integrated temporal envelope of the up-chirped pulse along with its temporal envelope after travelling through the shaper without optimization, leading to a value of 720 fs FWHM. After optimization, the corresponding pulse, Fig. 4b , shows a pulse recompressed to 260 fs FWHM. When comparing the intensity envelope of this pulse to the reference one (dashed line in the figure), we can see that the recompressed pulse is only slightly longer than the reference one, showing a non-negligible amount of residual chirp (slightly tilted PG-FROG trace), and is somewhat shifted in the time axis. This latter fact is not surprising, as the goal of the algorithm in this case is only to recompress the pulse by maximizing the TPA signal; the algorithm itself does not favour any particular temporal position within the time window accessible for the shaper [30] . It is worth noting that, when comparing the integrated spectral widths of stretched and compressed pulses derived from the FROG traces, some minor differences can be appreciated. Due to the non-linear origin of the PG-FROG signal, the influence of thresholding is more relevant for stretched (and later for plasma-distorted) pulses due to their lower peak power. Figure 4c and d show the corresponding results for a down-chirped pulse, with a similarly good performance in terms of approaching the shape of the reference pulse. In this case the residual chirp of the recompressed pulse is somewhat smaller leading to a shorter width of 250 fs in the FWHM intensity of the PG-FROG trace. In both cases (up-and down-chirped pulses) the optimized output pulse is ∼30 fs longer than the reference one. It must be considered that changes in the phase of a control point below π/9 radians are not evaluated due to non-measurable changes in the feedback signal (over the noise), which obviously limits the accuracy of our phase adjusting. A similar limitation has already been mentioned when using a limited number (50) of control points. Still, since the actual temporal resolution of the home-made PG-FROG apparatus we are using is ∼20 fs, the result obtained can be considered clearly satisfactory, as it implies a high robustness in the algorithm performance in real experimental conditions. The observed robustness is also confirmed by the fact that, in spite of the clearly different initial conditions for the up-and down-chirped pulses, the TPA optimization process converges to essentially the same result, which is close to the output pulse with a nondistorted input pulse.
TPA optimization under non-linear absorption in air
This configuration is shown in Fig. 2 (path b) . The pulse is affected in this case by non-linear absorption and the interaction with the plasma generated by laser-induced breakdown [31] before entering the shaper. By changing the diameter of the aperture, different conditions for non-linear ab-sorption and plasma formation are produced. Figure 5a and c illustrate this effect. It can be seen that for two different aperture values, different spectral and temporal structures can be induced. In both cases, the diameter of the aperture was chosen to produce pulse distortion below the threshold for white-light generation. The target of the algorithm is to maximize the TPA signal by reducing the pulse duration to the value corresponding to non-perturbed input, 230 fs FWHM, represented by the dashed line in Fig. 5c and d .
The FROG trace for the first aperture condition (Fig. 5a ) shows pulse broadening to 490 fs FWHM and the formation of a pulse structure with two temporal maxima. After optimization the pulse is recompressed to 280 fs FWHM (Fig. 5b) . The second aperture condition ( Fig. 5c and d) shows an initial longer pulse duration, reaching 540 fs FWHM, and a more complicated temporal structure with three maxima; the recompressed pulse shows a shorter duration of 250 fs FWHM. The fact that the system is capable of recovering the original pulse shape even after such strong pulse distortions as done by optical breakdown in air is an excellent example of the potential of pulse-shaping strategies combined with powerful algorithms. As an immediate application, there comes into mind the use of this system to recover the original pulse shape after passing a spatial filter for beam-profile improvement, without the need to place the spatial filter in vacuum.
Comparing cases (optimization of pulses chirped by detuning of the amplifier or spectrally/temporally distorted by plasma generation in air), the result of the optimization process is essentially the same and very close to the reference pulse. This evidences the robustness of the algorithm against the severe experimental constraints (noise level, imperfect shaper configuration, and reduction in the number of control points). While deterministic algorithms usually perform poorly in the presence of noise, the MODS performs well under these noisy experimental conditions, for pulses distorted by linear and non-linear effects and with a reduced number of evaluations needed, as low as 450 evaluations to adjust 50 variables.
Conclusions
By making some topological assumptions about the quantum control landscape, we have successfully proposed, built, and tested a deterministic algorithm based on marginal optimization for the problem of compressing pulses spectrally/temporally distorted by linear and non-linear processes, and in the presence of very demanding experimental constraints. MODS is proven to perform robustly even for the reduced number of function evaluations (450) needed to adjust a high number of variables of control (50) over the phase. Therefore, it may provide an interesting alternative to evolutionary algorithms in problems with similar control landscapes when a large optimization speed is required.
