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SLOWDOWN ESTIMATES FOR ONE-DIMENSIONAL RANDOM
WALKS IN RANDOM ENVIRONMENT WITH HOLDING TIMES
AMIR DEMBO, RYOKI FUKUSHIMA, AND NAOKI KUBOTA
Abstract. We consider a one dimensional random walk in random environment
that is uniformly biased to one direction. In addition to the transition probability,
the jump rate of the random walk is assumed to be spatially inhomogeneous and
random. We study the probability that the random walk travels slower than its
typical speed and determine its decay rate asymptotic.
1. Introduction
1.1. Setting and preliminaries. Let (ω = {ω(x)}x∈Z,P) be indepnedent and
identically distributed random variables taking values in (0, 1). For a given ω, the
random walk in random environment {Xn}
∞
n=0 is the Markov chain with transition
probability
ω(x) = P ω(Xn+1 = x+ 1|Xn = x)
= 1− P ω(Xn+1 = x− 1|Xn = x).
(1.1)
It is said to be uniformly biased (to the right) if P-essinfω(0) > 1/2. In this case,
the law of large numbers is known to hold with a positive speed (see [19]):
(1.2) lim
n→∞
1
n
Xn = vP > 0.
In this paper, we consider a variant of this process whose jump rate is spatially
inhomogeneous and random. Specifically, as in [5], let (µ = {µ(x)}x∈Z,P) be inde-
pendent and identically distributed strictly positive random variables of mean one.
For a given µ, we consider a continuous time random walk (X = {Xt}t≥0, {P
ω,µ
z }z∈Z)
on Z whose jump rates from x to x + 1 and x − 1 are given by ω(x)/µ(x) and
(1 − ω(x))/µ(x), respectively. This type of random walk (usually with ω ≡ 1/2) is
sometimes called a random hopping time dynamics. If in addition the mean of µ(0)
is infinite, it is also called Bouchaud’s trap model. Since we assumed finite mean,
there is no trapping effect and it is easy to check that the law of large numbers
holds:
(1.3) P ω,µ0
(
lim
t→∞
1
t
Xt = vP
)
= 1 P⊗ P-almost surely.
The large deviation principle of rate t also holds for the law of {t−1Xt}t>0 as a
special case of the results of [5]. However, when µ is unbounded, it is easily seen
that the slowdown probability
(1.4) P ω,µ0 (Xt < vt) for v ∈ (0, vP)
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exhibits sub-exponential decay. The aim of this work is to establish the precise
sub-exponential rate of the slowdown probability decay and relate it to the tail of
the law of µ(x). While our methods apply for quite general distributions of µ, we
consider three representative classes (Pareto, Intermediate and Weibull) to make
the statements concise. To be precise, suppose
(1.5) P(µ(0) > r) = exp{−g(r)}
and g has either of the following forms:
(P) eg(r) is regularly varying at ∞ with index α > 1;
(I) g is slowly varying at ∞ satisfying limr→∞ g(r)/ log r =∞;
(W) g is regularly varying with index α > 0 at ∞.
Furthermore, when g satisfies (W) with α = 1, we assume in addition that the
so-called Crame´r condition holds:
(C) there exists C > 0 such that E[eCµ(0)] <∞.
In the quenched slowdown estimate, the extreme value of µ plays an important
role. Let us recall two results from extreme value theory. Let g−1 denote the
left-continuous inverse of g. The first result gives us a condition under which the
running maxima of {µ(x)}x∈Z can be approximated by a deterministic sequence up
to multiplicative constant.
Lemma 1.1. Suppose that
(1.6) l = sup{λ ≥ 1: E [exp{g(λµ(0))}] <∞} <∞.
Then
(1.7) l−1 ≤ lim inf
t→∞
max0≤x≤t{µ(x)}
g−1(log t)
≤ lim sup
t→∞
max0≤x≤t{µ(x)}
g−1(log t)
≤ l.
This can be found in [16, Corollary 1]. Any distribution in the class (W) sat-
isfies (1.6) with l = 1. For the class (I), it is satisfied for g(r) = (log r)β1{r≥1}
(β > 1) with l = 1 and g(r) = log r log log r1{r≥e} with l = e, but not for
g(r) = log r log log log r1{r≥ee}. No distribution in (P) satisfies (1.6): indeed, the
regular variation assumption implies limx→∞ g(x)− g(δx) = −α log δ, and then we
know from [22, Lemma 2.2-(i)] that (1.6) fails to hold for any l ≥ 1.
In order to cover the cases where (1.6) fails to hold, we state another lemma which
readily follows from [7, Theorems 3.5.1 and 3.5.2]:
Lemma 1.2. For any ǫ > 0, P-a.s., for all sufficiently large t,
(1.8) g−1((1− ǫ) log t) ≤ max
0≤x≤t
{µ(x)} ≤ g−1((1 + ǫ) log t).
This lemma aims at giving an easily computable asymptotic bound and is not
sharp. Once an explicit form of the distribution is given, one can often obtain a finer
asymptotics from [7, Theorems 3.5.1 and 3.5.2]. For example, if g(r) = α log r1{r≥e},
then it is shown in [23, Lemma 3.3] that
(1.9) P
(
vc(t) ≤ max
0≤x≤t
{µ(x)} ≤ uρ(t) eventually
)
=
{
1, if ρ > 0 and c ∈ (0, 1),
0, if ρ ≤ 0 or c ≥ 1,
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where
uρ(t) = (t log t log log t)
1/α(log log log t)1/α+ρ,(1.10)
vc(t) = c(t/ log log t)
1/α.(1.11)
1.2. Results. To simplify the presentation, we introduce the following notation:
Definition 1.3. For two functions f, g : (0,∞) → (0,∞), we write f(t) ≍log g(t)
when there exists a c ∈ (0,∞) such that for all sufficiently large t,
(1.12) c−1 log g(t) ≤ log f(t) ≤ c log g(t).
When only the left inequality holds, we write f(t) .log g(t).
Our first result is the following quenched slowdown estimate.
Theorem 1.4. Let P be a uniformly biased environment: P-essinfω(0) > 1/2. For
any v ∈ (0, vP), P⊗ P-almost surely,
(1.13)
exp
{
−
t
g−1((1− ǫ) log t)
}
.log P
ω,µ
0 (Xt < vt) .log exp
{
−
t
g−1((1 + ǫ) log t)
}
.
Moreover, if µ satisfies the assumption of Lemma 1.1, then
(1.14) P ω,µ0 (Xt < vt) ≍log exp
{
−
t
g−1(log t)
}
.
Our second result is the corresponding annealed slowdown estimate. To this end,
for each t, let h(t) be the largest h > 0 satisfying
(1.15)
t
h
≥ g(h)− log t.
Such h exists for all large t. Indeed, when t is large, the inequality (1.15) holds for
h = log t and fails for h = t, whereas per fixed t > 0 the left hand side of (1.15) is
decreasing in h and its right hand side eventually increasing in h.
Remark 1.5. In general, both h(t) and g(h(t)) grow sub-linearly in t. Furthermore,
it is straightforward to check that
(1.16) h(t) ∼
{
t
(α−1) log t
for (P),
t
1
α+1 ℓ(t) for (W),
where the function ℓ(t) is slowly varying at ∞. There is no such simple formula in
the case (I) but for a representative example g(r) = (log r)β (β > 1), we have
(1.17) h(t) ∼
t
(log t)β
.
Theorem 1.6. Let P be a uniformly biased environment: P-essinfω(0) > 1/2.
Suppose v ∈ (0, vP). Then for h(·) of (1.15),
(1.18) P⊗ P [P ω,µ0 (Xt < vt)] ≍log exp
{
−
t
h(t)
}
,
where P⊗ P[ · ] denotes the expectation with respect to P⊗ P.
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1.3. Related works. Sub-exponential tail estimates are established in [6] for the
annealed slowdown probability of the random walk in random environment (Xn)n≥0
governed by (1.1). When the environment assumes both positive and negative drift,
that is, P-essinfω(0) < 1/2 < P-esssupω(0), the annealed slowdown probabil-
ity exhibits a polynomial decay. In the case of positive and zero drift, that is,
P-essinfω(0) = 1/2, under an additional assumption that P(ω(0) = 1/2) > 0, the
slowdown probability is shown to decay stretched exponentially with exponent 1/3.
The rate of decay of the corresponding quenched slowdown probability is determined
in [8], based on the annealed result and the block argument. In the case of positive
and zero drift, both annealed and quenched results are refined to the precision of
the usual large deviation principle in [15] and [14], respectively. On the other hand,
in the case of positive and negative drift, it has recently been shown in [1] that the
leading order of the quenched slowdown probability oscillates and hence does not
satisfy a large deviation principle. For more details, we refer the reader to a survey
article [9] as well as the introduction of [1].
We focus here on the uniformly biased situation with (inhomogeneous) holding
times. Indeed, for uniformly biased environments, the result of [10] shows that
without holding times the slowdown probability decays exponentially. Thus, the
sub-exponential decay of the slowdown probability is caused in this setting solely
by the inhomogeneity of holding times. Note that in case of positive and negative
drift, since the annealed slowdown probability decays polynomially without holding
times, the holding time can cause a visible effect only if µ has a power law tail.
Similarly, in the case of positive and zero drift, the most natural choice of µ would
be the Weibull distribution. We leave the latter two cases for future research.
Finally, [20, 21, 2] provide estimates for the decay rate of the slowdown probability
for random walk in random environment in higher dimensions. While it is interesting
to see how the holding times affect such slowdown probabilities, our method relies
on a certain renewal structure which is limited to the one dimensional setting.
1.4. Outline. Section 2 provide the relatively easy proofs of our lower bounds,
where in both quenched and annealed settings, we simply let the random walk stay
until time t at the site of the highest µ-value within [0, vt − 1]. In the quenched
case, the highest µ-value behaves as in Lemmas 1.1 and 1.2, while in the annealed
setting, we can make it larger at a suitable cost in log P-probability, so we optimize
the sum of the corresponding cost and gain.
The derivation of the upper bounds is more involved. Since a sub-exponential
slowdown decay for a uniformly biased random walk can only be caused by the
inhomogeneity of the holding times µ, we introduce in Section 3 a suitable time
change and thereby reduce such upper bounds on the slowdown decay to a tail bound
for certain additive functionals. Section 4 provides our main technical contribution,
showing that conditioning on some good events with respect to ω and µ yields the
stated upper bounds. Finally, in Section 5, we show that
(i) in the quenched setting, the good event has probability one;
(ii) in the annealed setting, the good event has probability comparable to the
upper bound in Theorem 1.6.
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2. Lower bounds
Proof of the lower bound in Theorem 1.4. Let us define a regularly varying function
(2.1) M(t) =
{
g−1((1− ǫ) log t), or
g−1(log t), when (1.6) holds.
Then due to Lemmas 1.1 and 1.2, the following holds P-almost surely: for all suffi-
ciently large t, there exist a point x ∈ [0, vt− 1] and cv > 0 (which is independent
of x) such that µ(x) ≥ cvM(t). It follows that
(2.2) P ω,µ0 (Xt < vt) ≥ P
ω,µ
0 (τ1(x) ≥ t) ≥ exp
{
−
t
cvM(t)
}
,
where τ1(x) is the first holding time at x, which is distributed as Exp(1/µ(x)). 
Proof of the lower bound in Theorem 1.6. As in the quenched case, if there is a point
x ∈ [0, vt − 1] such that µ(x) ≥ h(t), then we can slow the random walk by using
the first holding time at x. Therefore, by the definition of h(t), we have
P⊗ P [P ω,µ0 (Xt < vt)] ≥ exp
{
−
t
h(t)
}
P
(
max
x∈[0,vt−1]
µ(x) ≥ h(t)
)
≍log exp
{
−
t
h(t)
+ log t− g(h(t))
}
≥ exp
{
−
2t
h(t)
}
,
(2.3)
which is the desired lower bound. 
3. Preliminaries for upper bounds
3.1. Reduction to tail estimate for additive functional. Let us first translate
the problem in terms of the hitting time H(x) of x by our process. For any u > v,
on the slowdown event {Xt < vt}, either the walk hit ut before time t and thereafter
go back to (−∞, vt] or it does not reach ut before time t. Hence,
P ω,µ0 (Xt < vt) ≤ P
ω,µ
0 (H(ut) < t,Xt < vt) + P
ω,µ
0 (H(ut) ≥ t).(3.1)
The first term on the right hand side is exponentially small in t. Indeed, since the
random walk then must backtrack for length (u− v)t, it follows that
P ω,µ0 (H(ut) < t,Xt < vt) ≤ P
ω,µ
ut (H(vt) <∞)
= P ωut(H(vt) <∞) ≤ exp{−c(u− v)t}
(3.2)
(see Lemma 3.1 for the last inequality). To handle the other term on the right side of
(3.1) we utilize the following time change description of P ω,µ. Let ({St}t≥0, {P
ω
x }x∈Z)
be the continuous time random walk in random environment, that is, it jumps after
Exp(1) time regardless of its position and where it moves obeys the rule (1.1). Then,
define the strictly increasing positive continuous additive functional
(3.3) Aµ(t) =
∫ t
0
µ(Sr)dr
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and denote by A−1µ its inverse. Since the process {SA−1µ (t)}t≥0 has under P
ω
0 the same
law as {Xt}t≥0 has under P
ω,µ
0 , the second term in (3.1) is precisely
(3.4) P ω0 (H(ut) ≥ A
−1
µ (t)) = P
ω
0 (Aµ(H(ut)) ≥ t).
3.2. Green function estimates. The Green function for {St}t≥0 is defined for
−∞ ≤ a < x < b ≤ ∞ as
(3.5) Gω(a,b)(x, y) = E
ω
x
[∫ H(a)∧H(b)
0
1{y}(Sr)dr
]
.
Since our random walk is transient, this quantity is finite P-almost surely.
Lemma 3.1. There exist positive constants c1, c2 and a function η(ǫ)→ 0 as ǫ→ 0
that depend only on P-essinf ω(0) > 1/2 such that the following hold P-almost
surely:
(i) for any z ∈ Z, Eωz−1[exp{ǫH(z)}] ≤ 1 + η(ǫ),
(ii) for all x ≥ y, both P ωx (H(y) < ∞) and G
ω
(−∞,∞)(x, y) are bounded by
c1 exp{−c2(x− y)}.
Proof. Let ({St}t≥0, {P
ω
x }x∈Z) be the biased random walk corresponding to the de-
terministic environment ω ≡ P-essinf ω(0) > 1/2. It is standard to construct a
coupling (St, St) so that the two walks jump at the same time and St ≤ St for all
t ≥ 0. The first assertion (i) readily follows from this coupling since for any ǫ > 0,
sup
z∈Z
Eωz−1[exp{ǫH(z)}] ≤ E
ω
0 [exp{ǫH(1)}] =: 1 + η(ǫ).(3.6)
Next, turning to the proof of (ii), by our coupling P ωz (H(z−1) =∞) ≥ η, uniformly
in ω and z ∈ Zd, where η := P ωz (H(z − 1) = ∞) is positive. Hence, by the strong
Markov property,
(3.7) P ωx (H(y) <∞) =
y−1∏
z=x
P ωz (H(z − 1) <∞) ≤ (1− η)
y−x
as claimed. Another application of the strong Markov property yields the identity
(3.8) Gω(−∞,∞)(x, y) = P
ω
x (H(y) <∞)G
ω
(−∞,∞)(y, y).
Further, by our coupling with {P ωx }x∈Z, the return probability of the process (St)t≥0
is bounded away from one, uniformly in its starting point S0 = y and the environ-
ment ω. This implies same uniform boundedness of Gω(−∞,∞)(y, y), which in view of
(3.7) and (3.8) completes the proof. 
4. Upper bound on a good event
Let us fix u ∈ (v, vP) and a regularly varying and increasing function M with
limt→∞M(t) = ∞. Throughout this section, we will fix ω and µ and assume that
they satisfy the following conditions:
(4.1)
1
M(ut)
max
−ǫt≤z≤ut
{µ(z)} ≤ 1,
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and there exists δ ∈ (0, 1) such that
(4.2)
∑
y∈(−ǫt,ut)
cω−ǫt(y)µ(y) ≤ (1− δ)t
holds for
(4.3) cω−ǫt(y) :=
∑
x∈(y,ut]
Gω(−ǫt,x)(x− 1, y)
and all sufficiently small ǫ > 0. Let us introduce
(4.4) fǫ,t(x, y) = E
ω
x
[
exp
{
ǫ
M(ut)
∫ H(y)∧H(−ǫt)
0
µ(Sr)dr
}]
for 0 ≤ x < y ≤ ut. By the strong Markov property and the fact fǫ,t(x, y) ≥ 1, this
can be shown to be sub-multiplicative in the following sense: for any 0 ≤ x < y <
z ≤ ut,
(4.5) fǫ,t(x, z) ≤ fǫ,t(x, y)fǫ,t(y, z).
The assumption (4.1) and Lemma 3.1 imply
fǫ,t(x, y) ≤ E
ω
x [exp {ǫH(y)}] =
y∏
z=x+1
Eωz−1 [exp {ǫH(z)}] ≤ (1 + η(ǫ))
y−x.(4.6)
By the Feynman–Kac formula (Theorem 6.7 in [4]), we have
fǫ,t(x− 1, x) = 1 +
ǫ
M(ut)
∑
y∈(−ǫt,x)
Gω(−ǫt,x)(x− 1, y)µ(y)fǫ,t(y, x)
≤ 1 +
ǫ
M(ut)
∑
y∈(−ǫt,x)
Gω(−ǫt,x)(x− 1, y)µ(y)(1 + η(ǫ))
x−y.
(4.7)
Now using log(1 + x) ≤ x for x ≥ 0, we obtain from (4.5) and (4.7) that
log fǫ,t(0, ut) ≤
∑
1≤x≤ut
log fǫ,t(x− 1, x)
≤
∑
1≤x≤ut
ǫ
M(ut)
∑
y∈(−ǫt,x)
Gω(−ǫt,x)(x− 1, y)µ(y)(1 + η(ǫ))
x−y
≤
ǫ
M(ut)
∑
y∈(−ǫt,ut)
µ(y)
∑
x∈(y,ut]
Gω(−ǫt,x)(x− 1, y)(1 + η(ǫ))
x−y.
(4.8)
Next, by Lemma 3.1(ii) we have that uniformly in ω, t and y, as ǫ→ 0,
0 ≤
∑
x∈(y,ut]
Gω(−ǫt,x)(x− 1, y)(1 + η(ǫ))
x−y − cω−ǫt(y)
≤
∑
x∈(y,∞)
c1e
−c2(x−y)((1 + η(ǫ))x−y − 1)→ 0.
(4.9)
Further, cω−ǫt(y) ≥ G
ω
(−ǫt,y+1)(y, y) ≥ 1 (the latter being the expected first jump time
of {St} out of y). Consequently, it follows from (4.9) that
(4.10)
∑
x∈(y,ut]
Gω(−ǫt,x)(x− 1, y)(1 + η(ǫ))
x−y ≤ (1 + δ)cω−ǫt(y)
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for all sufficiently small ǫ > 0, uniformly in y. Substituting this to (4.8), we deduce
thanks to (4.2) that
(4.11) log fǫ,t(0, ut) ≤
ǫ(1 + δ)
M(ut)
∑
y∈(−ǫt,ut)
µ(y)cω−ǫt(y) ≤
ǫ(1 − δ2)t
M(ut)
.
Thus, using Chebyshev’s inequality and recalling (3.3) and (4.4), we obtain that
P ω0 (Aµ(H(ut) ∧H(−ǫt)) ≥ t) ≤ exp
{
−
ǫt
M(ut)
}
fǫ,t(0, ut)
≤ exp
{
−
ǫδ2t
M(ut)
}
.
(4.12)
Recall Lemma 3.1(ii) that P ω0 (H(−ǫt) < ∞) decays exponentially in t, so we can
choose ǫ > 0 such that for all sufficiently large t,
P ω0 (Aµ(H(ut)) ≥ t) ≤ P
ω
0 (Aµ(H(ut) ∧H(−ǫt)) ≥ t) + exp{−cǫt}
≤ 2 exp
{
−
ǫδ2t
M(ut)
}
.
(4.13)
Referring to Subsection 3.1, this leads us to an upper bound
(4.14) P ω,µ0 (Xt < vt) .log exp
{
−
t
M(t)
}
under the assumptions (4.1) and (4.2) (where we also used the fact that t 7→ M(t)
is regularly varying at infinity).
5. Proofs of upper bounds
Proof of the upper bound in Theorem 1.4. In view of (4.14), we have only to show
that (4.1) and (4.2) are satisfied for a suitable M and u ∈ (v, vP). Thanks to
Lemmas 1.1 and 1.2, if we choose
(5.1) M(t) =
{
g−1((1 + ǫ) log t), or
uρ(t), when (1.6) holds,
with ǫ > 0, then (4.1) holds P-almost surely for all sufficiently large t.
Let us turn to verify the second condition (4.2). Replacing µ(y) by their mean
value E[µ(y)] = 1, on the left side of (4.2), yields∑
y∈(−ǫt,ut)
cω−ǫt(y) ≤
∑
x∈(−ǫt,ut]
∑
y∈(−∞,x)
Gω(−∞,x)(x− 1, y)
= Eω−ǫt[H(ut)].
(5.2)
The last expression is P-almost surely of size u+ǫ
vP
(t + o(t)) as t → ∞. This can
be seen as follows: in the same way as in [19, (1.16)], we find that for P-a.e. ω,
t−1H(ut) → (u+ ǫ)/vP in P
ω
−ǫt-probability as t → ∞. On the other hand, by the
same coupling as in the proof of Lemma 3.1, it follows that supt,ω E
ω
−ǫt[(H(ut)/t)
2] <
∞. This implies the uniformly integrablity of {H(ut)/t}n∈N with respect to P
ω
−ǫt for
every ω, and hence the above in probability convergence can be upgraded to the
convergence in L1.
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For any fixed u < vP, we can choose δ > 0 such that
u+ǫ
vP
< 1−δ for all sufficiently
small ǫ, so it remains to control the discrepancy on the left-side of (4.2) due to
replacing µ(y) by E[µ(y)] = 1. To this end, note that from Lemma 3.1-(ii) we have
that the weights cω−ǫt(y) are uniformly bounded. Thus, applying the strong law of
large numbers for the weighted sum of zero mean i.i.d. variables {µ(y) − 1}, with
such weights {cω−ǫt(y)} yields that P⊗P-almost surely,
(5.3)
∑
y∈(−ǫt,ut)
cω−ǫt(y)(µ(y)− 1) = o(t)
as t→∞ and we are done. 
In order to prove the upper bound in Theorem 1.6, we need the following lemma,
which states that (1.15) is not too far from an equality.
Lemma 5.1. Let h(t) be as in (1.15). Then for sufficiently large t,
(5.4)
t
h(t)
≤ 2(g(h(t))− log t).
Proof. We claim that for some c <∞ and all t large enough h(t) ≤ ct/ log t. Indeed,
for h(t) > ct/ log t the left side of (1.15) is smaller than c−1 log t. On the other hand,
since eventually g(h) ≥ β log h for some β > 1 in all three cases (P), (I) and (W),
the right hand side of (1.15) must then be at least 1
2
(β−1) log t for all large t. Thus,
by (1.15) we must have h(t) ≤ ct/ log t for c = 2/(β − 1) and all t large enough.
Now by the definition of h(t), it follows that for any λ > 1,
(5.5) λh(t)(g(λh(t))− log t) > t,
which implies
h(t)(g(h(t))− log t) >
g(h(t))
g(λh(t))
t
λ
+ h(t) log t
(
g(h(t))
g(λh(t))
− 1
)
≥
g(h(t))
g(λh(t))
t
λ
+ ct
(
g(h(t))
g(λh(t))
− 1
)
,
(5.6)
where in the second line, we have used that g(·) is increasing and h(t) ≤ ct/ log t.
The stated conclusion (5.4) thus holds whenever
(5.7) lim
λ↓1
g(h(t))
g(λh(t))
>
c+ 1
2
c+ 1
.
To complete the proof, recall that for increasing and regularly varying g(·) the left
hand side gets arbitrarily close to one as h(t)→∞. 
Proof of the upper bound in Theorem 1.6. Again in view of (4.14) and (5.4), it re-
mains to show that for any fixed u ∈ (v, vP) and small δ, ǫ > 0 such that
u+ǫ
vP
< 1−2δ,
one has
P
(
max
−ǫt≤z≤ut
{µ(z)} > h(t)
)
.log exp{−g(h(t)) + log t},(5.8)
P⊗P

 ∑
y∈(−ǫt,ut)
cω−ǫt(y)µ(y) > (1− δ)t

 .log exp{−g(h(t)) + log t}.(5.9)
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The bound (5.8) follows by the definition of g(·) and the union bound. Turning to
(5.9), recall (5.2) that the event on its left-side is contained in the union of:
Eω−ǫt[H(ut)] > (1− 2δ)t,(5.10) ∑
y∈(−ǫt,ut)
cω−ǫt(y)(µ(y)− 1) > δt.(5.11)
To bound the probability of (5.10) we use Jensen’s inequality to find that
P
(
Eω−ǫt[H(ut)] > (1− 2δ)t
)
≤ inf
λ
e−λ(1−2δ)tE
[
exp
{
λEω−ǫt[H(ut)]
}]
≤ inf
λ
e−λ(1−2δ)tE
[
Eω−ǫt[exp{λH(ut)}]
]
.
(5.12)
The last expression is precisely the large deviation upper bound for the hitting time,
which is shown in [3] to decay exponentially in t whenever 1−2δ > (u+ǫ)/vP. Recall
Remark 1.5 that t 7→ g(h(t)) grows sub-linearly, hence any event having exponential
decay in t is negligible for the purpose of verifying (5.9). Turning to similarly control
the probability of the event in (5.11) recall that the positive cω−ǫt(y) are bounded
away from zero and infinity, uniformly in ω, t and y. Thus, standard large deviation
estimates for such weighted sums yield that
(5.13) P

 ∑
y∈(−ǫt,ut)
cω−ǫt(y)(µ(y)− 1) > δt

 .log exp{−g(h(t)) + log t}
as claimed. Indeed, if µ(y) has a finite exponential moment (which we have for (W),
when α ≥ 1, see (C) in case α = 1), then the Chernoff bound yields an exponential
decay in t of the probability on the left-side, whereas appealing to Remark 1.5 for
the sub-linear growth of t 7→ h(t), in case µ(y) has no finite exponential moments,
we get (5.13) as a special case of Lemma 5.2 below. 
Lemma 5.2. Let ({µk}k∈N,P) be a family of i.i.d. mean-one random variables obey-
ing either (P), (I) or (W) with α < 1. Then, for any sequence {wk}k∈N ⊂ [0, κ] and
δ > 0, there exists c < ∞ depending only on δ, κ < ∞ and α (which appears in
conditions (P) and (W)), such that
P
(
n∑
k=1
wk(µk − 1) > δn
)
≤
{
cn1−α, for (P),
exp {−c−1g(δn)} , for (I) and (W) with α < 1.
Such behavior of the large deviation estimates for sums of independent random
variables is well-known in the literature. However, we were not able to find results in
this specific form, hence for reader’s convenience include its proof in the appendix.
Appendix A. Proof of Lemma 5.2
For case (P), suppose that the independent νk = wk(µk − 1) are such that
A+t =
n∑
k=1
E[νtk : νk ≥ 0] <∞(A.1)
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for some t ∈ [1, 2]. Then, by [13, Corollary 1.6] we have that for any y ∈ [(4A+t )
1/t, x),
(A.2) P
(
n∑
k=1
νk > x
)
≤
n∑
k=1
P(νk > y) +
(
e2A+t
xyt−1
)x/2y
.
With c := E[µtk] < ∞ for t = min{2, (α + 1)/2} > 1, it follows that A
+
t ≤ cκ
tn.
Thus, fixing 0 < ǫ < δ, from (A.2) with x = δn and y = ǫn, we obtain that
(A.3) P
(
n∑
k=1
νk > δn
)
≤ nP
(
µ1 − 1 ≥
ǫn
κ
)
+
(
e2cκt
δǫt−1nt−1
)δ/2ǫ
as soon as n1−1/t ≥ ǫ−1(4cκt)1/t. The first term on the right hand side of (A.3) has
the desired form while the second term there is negligible when δ(t−1) > 2ǫ(α−1).
The case (W) with α < 1 and (I) are studied in [11, 12] and [17], respectively, for
the i.i.d. setting. Utilizing a standard truncation argument, we extend their results
to our weighted case in the large deviation regime. Specifically, note first that for
any 0 < ǫ < δ,
P
( n∑
k=1
νk > δn
)
≤ P
(
max
1≤k≤n
{µk} > ǫn
)
+ P
( n∑
k=1
νk > δn, max
1≤k≤n
{µk} ≤ ǫn
)
≤ ne−g(ǫn) + e−δg(n)
n∏
k=1
E
[
exp
{
g(n)
n
νk
}
: µk ≤ ǫn
]
.
(A.4)
The first term has the desired form since g(·) is regularly varying and grows faster
than the logarithm. It thus suffices to show that the product term on the right of
(A.4) is bounded by exp{ǫg(n)}. To this end, recalling that ex ≤ 1 + x + x2eκ for
x ≤ κ, whereas E[νk : µk ≤ n/g(n)] ≤ 0 and
g(n)
n
νk ≤ κ when µk ≤ n/g(n), we
deduce that
(A.5) E
[
exp
{
g(n)
n
νk
}
: µk ≤
n
g(n)
]
≤ 1 + eκ
(
g(n)
n
)2
E[ν2k ] = 1 + o
(
g(n)
n
)
as n → ∞ (since g(n)/n → 0 and supk E[ν
2
k ] < ∞). Next, νk ≤ κµk, hence using
integration by parts and the definition of g(·),
E
[
exp
{
g(n)
n
νk
}
:
n
g(n)
≤ µk ≤ ǫn
]
(A.6)
≤ E
[
exp
{
κg(n)
n
µ1
}
:
n
g(n)
≤ µ1 ≤ ǫn
]
≤ eκ−g(n/g(n)) +
g(n)κ
n
∫ ǫn
n/g(n)
exp
{
g(n)κ
n
r
}
e−g(r)dr .(A.7)
The first term in (A.7) is o(g(n)/n) thanks to our assumption that g(·) grows faster
than the logarithm. Furthermore, from the representation formula for slowly varying
functions [18, Theorem 1.2], it follows that for all n ≥ n0(κ, ǫ),
(A.8)
g(n)
n
κr ≤
g(r)
2
∀r ∈ [n/g(n), ǫn] .
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The integral in (A.7) is thus at most
∫∞
n/g(n)
e−g(r)/2dr = o(1) when n→∞. Collect-
ing the preceding estimates, we conclude that for all sufficiently large n,
n∏
k=1
E
[
exp
{
g(n)
n
νk
}
: µk ≤ ǫn
]
≤
(
1 +
ǫg(n)
n
)n
≤ exp {ǫg(n)} ,(A.9)
and the proof is complete.
Acknowledgments
Part of this work was done during Amir Dembo’s visit to RIMS at Kyoto University,
which is supported by the Kyoto University Top Global University (KTGU) Project.
Amir Dembo was partially supported by NSF Grant Number DMS-1613091. Ryoki
Fukushima was partially supported by JSPS KAKENHI Grant Number 24740055
and 16K05200. Naoki Kubota was partially supported by JSPS Grant-in-Aid for
Young Scientists (B) 16K17620. The authors are grateful to the referees for the
constructive comments which led to a correction to Lemma 1.1.
References
[1] S. W. Ahn and J. Peterson. Oscillations of quenched slowdown asymptotics for ballistic one-
dimensional random walk in a random environment. Electron. J. Probab., 21(16):1–27, 2016.
[2] N. Berger. Slowdown estimates for ballistic random walk in random environment. J. Eur.
Math. Soc. (JEMS), 14(1):127–174, 2012.
[3] F. Comets, N. Gantert, and O. Zeitouni. Quenched, annealed and functional large deviations
for one-dimensional random walk in random environment. Probability Theory and Related
Fields, 118(1):65–114, 2000.
[4] A. Dembo. Favorite points, cover times and fractals. In Lectures on probability theory and
statistics, volume 1869 of Lecture Notes in Math., pages 1–101. Springer, Berlin, 2005.
[5] A. Dembo, N. Gantert, and O. Zeitouni. Large deviations for random walk in random envi-
ronment with holding times. Ann. Probab., 32(1B):996–1029, 2004.
[6] A. Dembo, Y. Peres, and O. Zeitouni. Tail estimates for one-dimensional random walk in
random environment. Comm. Math. Phys., 181(3):667–683, 1996.
[7] P. Embrechts, C. Klu¨ppelberg, and T. Mikosch. Modelling extremal events, volume 33 of
Applications of Mathematics (New York). Springer-Verlag, Berlin, 1997. For insurance and
finance.
[8] N. Gantert and O. Zeitouni. Quenched sub-exponential tail estimates for one-dimensional
random walk in random environment. Comm. Math. Phys., 194(1):177–190, 1998.
[9] N. Gantert and O. Zeitouni. Large deviations for one-dimensional random walk in a random
environment—a survey. In Random walks (Budapest, 1998), volume 9 of Bolyai Soc. Math.
Stud., pages 127–165. Ja´nos Bolyai Math. Soc., Budapest, 1999.
[10] A. Greven and F. den Hollander. Large deviations for a random walk in random environment.
Ann. Probab., 22(3):1381–1428, 1994.
[11] S. V. Nagaev. Integral limit theorems taking large deviations into account when crame´r’s
condition does not hold. i. Theory Probab. Appl., 14(1):51–64, 1969.
[12] S. V. Nagaev. Integral limit theorems taking large deviations into account when crame´r’s
condition does not hold. ii. Theory Probab. Appl., 14(2):193–208, 1969.
[13] S. V. Nagaev. Large deviations of sums of independent random variables. Ann. Probab.,
7(5):745–789, 1979.
[14] A. Pisztora and T. Povel. Large deviation principle for random walk in a quenched random
environment in the low speed regime. Ann. Probab., 27(3):1389–1413, 1999.
[15] A. Pisztora, T. Povel, and O. Zeitouni. Precise large deviation estimates for a one-dimensional
random walk in a random environment. Probab. Theory Related Fields, 113(2):191–219, 1999.
SLOWDOWN 13
[16] S. I. Resnick and R. J. Tomkins. Almost sure stability of maxima. J. Appl. Probability, 10:387–
401, 1973.
[17] L. V. Rozovski˘ı. Probabilities of large deviations on the whole axis. Teor. Veroyatnost. i
Primenen., 38(1):79–109, 1993.
[18] E. Seneta. Regularly varying functions. Lecture Notes in Mathematics, Vol. 508. Springer-
Verlag, Berlin, 1976.
[19] F. Solomon. Random walks in a random environment. Ann. Probab., 3(1):1–31, 02 1975.
[20] A.-S. Sznitman. Slowdown and neutral pockets for a random walk in random environment.
Probab. Theory Related Fields, 115(3):287–323, 1999.
[21] A.-S. Sznitman. Slowdown estimates and central limit theorem for random walks in random
environment. J. Eur. Math. Soc. (JEMS), 2(2):93–143, 2000.
[22] R. J. Tomkins. Regular variation and the stability of maxima. Ann. Probab., 14(3):984–995,
1986.
[23] R. van der Hofstad, P. Mo¨rters, and N. Sidorova. Weak and almost sure limits for the parabolic
Anderson model with heavy tailed potentials. Ann. Appl. Probab., 18(6):2450–2494, 2008.
Kyoto University and Stanford University
E-mail address : adembo@stanford.edu
Research Institute of Mathematical Sciences, Kyoto University
E-mail address : ryoki@kurims.kyoto-u.ac.jp
College of Science and Technology, Nihon University
E-mail address : kubota.naoki08@nihon-u.ac.jp
