Abstract. A new and detailed analysis of the basic Uzawa algorithm for decoupling of the pressure and the velocity in the steady and unsteady Stokes operator is presented. The paper focuses on the following new aspects: explicit construction of the Uzawa pressure-operator spectrum for a semiperiodic model problem; general relationship of the convergence rate of the Uzawa procedure to classical inf-sup discretization analysis; and application of the method to high-order variational discretization.
1. Introduction. The Stokes equations describe the motion of incompressible viscous fluid flow at very low Reynolds numbers. However, the need to have efficient Stokes solvers is not only limited to inertia free flows, but is also of great importance when solving numerically the full time-dependent Navier-Stokes equations. For moderate Reynolds numbers the nonlinear convective term is often treated explicitly, while the linear (Stokes) part is treated implicitly. In order for this semi-implicit approach to be attractive, efficient unsteady Stokes solvers are required.
Numerous approaches have been proposed for solving the algebraic system of equations resulting from discretization of the steady and unsteady Stokes equations. One approach is to solve the momentum and continuity equations directly in coupled form (e.g., Yamaguchi, Chang, and Brown [45] and Bathe and Dong [4] ). This direct approach is general and robust; however, it can be inefficient and memory intensive for large, three-dimensional problems, in particular, for high-order methods. A second approach is to replace the discrete continuity equations with a Poisson equation for the pressure (e.g., Chorin [15] , Temam [41] , Glowinski and Pironneau [23] , Kleiser and Schumann [27] , Kim and Moin [26] , and Orszag, Israeli, and Deville [35] ). This approach decouples the momentum and continuity except on the domain boundary; however, it may require a rediscretization of the continuous problem, and boundary conditions must be supplied for the pressure.
A third approach, which we study more closely in this paper, is to apply a global nested iterative decoupling procedure for the pressure and the velocity. This scheme is an extension of the classical Uzawa algorithm (see Arrow, Hurwicz, and Uzawa 1 ], Chorin [15] , Temam [41] , Glowinski [22] , and Girault and Raviart [21] for more basic concepts; see Cahouet and Chabard [13] , Maday, Patera, and R0nquist [30] , Fischer , ROnquist, Dewey, and Patera [19] , Bristeau, Glowinski, and Periaux [12] , Maday and Patera [31] , and Cahouet and Chabard [14] for more recent advances). The Uzawa ITERATIVE STOKES SOLVERS 311 approach has several attractive features: It is more efficient in terms of computational complexity and memory requirement than a direct approach; it requires no pressure boundary conditions and no rediscretization of the original problem, and hence the convergence proofs for the original problem directly apply. In essence, by using a block Gaussian elimination procedure, this algorithm decouples the original saddle problem into two positive-semidefinite symmetric forms, one for the pressure and one for the velocity. Thus standard iterative procedures such as preconditioned conjugate gradient iteration and multigrid techniques can readily be applied.
In this paper we give a new and detailed analysis of the basic Uzawa algorithm. The paper focuses on the following new aspects: the explicit construction of the Uzawa pressure-operator spectrum for a particular case; the general relationship of the convergence rate of the Uzawa procedure to classical inf-sup discretization analysis 11], [3] , and application of the method to high-order variational discretization. The outline of this paper is as follows. We start in 2 by reviewing the basic discretization of the steady and unsteady Stokes equations based on the equivalent variational forms. In 3.1 we review the Uzawa method for the steady Stokes problem, and in 3.2 we consider the full Fourier case. In 3.3 we proceed by presenting a new continuous analysis for a semiperiodic model problem. The analytical results regarding the good conditioning of the steady Stokes pressure operator are then verified numerically for optimal high-order spectral element discretizations. In 3.4 we discuss how these results extend to multidimensional spectral element discretizations, and present examples of steady Stokes Here f is the prescribed force and/z is the viscosity. As mentioned in the Introduction, the solution to the Stokes problem (1) , (2) is of interest, not only in its own right, but also in that it constitutes the major building block in many Navier-Stokes solvers. In this ease, f can be viewed as an augmented force which includes the explicitly treated nonlinear convective contributions.
The equivalent variational formulation of (1) , (2) is:
where the proper spaces for u and p such that (4) , (5) is well posed are [11] , [21] 
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M (f) 2(1") f"l { [11] , [3] , [21] , and [9] ) that approach X and M as the discretization parameter h goes to zero. In (8) , (9) is the discrete gradient operator, and the underscore refers to basis coefficients. In (10) , (11) We proceed directly to the time discretization of (12), (13) 
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We note that for any discretization (18) , (19) for which _A is positive-definite symmetric, (18) , (19) [1] ). Following Brezzi [11] and Girault and Raviart [21] , the Stokes problem (4) , (5) can be formulated as the following equivalent saddle-point problem: Find a pair (u, p) X x M such that (21) 
where the quadratic Lagrangian functional ff:X x M-> is defined by /x (Vv, Vv) (f, v) (q, V" v). (22) (v, q)
=
The constraint in the Stokes problem is the incompressibility condition, while pressure plays the role of the Lagrange multiplier. In the case of finding a numerical approximation to the Stokes problem (1)-(3), the equivalence between the discrete formulation (8) , (9) and a finite-dimensional saddle-point problem is now readily seen:
where the quadratic Lagrangan functional Wh:Xh X Mh-> is defined by (24) 
In terms of finding the nodal values u_ and p in (10) , (11) , the classical Uzawa approach to solving the min-max problem (23) is characterized by the following gradient method [41] " (25) /z_A_u '+1= _Dfp + _Bf, i= 1,..., d; (26) "_Bp"+ "_Bpm a _Du_ '+ l.
Here m is the iteration counter, a is a positive iteration parameter, and is the mass matrix associated with the bilinear form (b, ')h for all b, , Mh. In (25) we minimize h(V, p') for all v Xh, while in (26) we try to maximize h(U', q) for all q Mh. For sufficiently small a, the two-level iteration scheme (25) , (26) converges to the solution of (10), (11) . As is the case for many gradient algorithms, the Uzawa procedure in the form (25) , (26) [20] ), or multigrid schemes (Verfurth [44] and Maitre, Musy, and Nigon [34] ). However, replacing (25) , (26) by conjugate gradient iteration can also accelerate the convergence significantly to give very good results. For details in the finite-element context, we refer to Glowinski [22] and Girault and Raviart [21] . In the following we shall demonstrate, both in terms of continuous analysis and numerical examples, that the latter approach is very attractive in terms of conditioning, computational complexity, and parallelism.
We begin with a decoupling of the original saddle problem (10), (11) into two positive (semi)definite symmetric forms, one for the velocity and one for the pressure. First, for each of the velocity components _ui from the momentum equations (10), we formally solve (27) _ui _A-1 _Ofp + _A-_Bf, i= 1,..., d.
We then insert (27) into the continuity equation (11) to arrive at (28) 0 _D,_u, _D,_A-' _Drp _D,_A-_Bf.
Thus the discrete saddle problem (10) , (11) can be replaced with the discretely equivalent statement (29) _A_u, _Dfp _Bf, (30) _Sp _Di_A-1 _Bf, where the discrete pressure operator (31) is a positive-semidefinite symmetric matrix. Hence, the saddle problem (10), (11) can be solved by first maximizing gh(Uh, q) for all q e Mh (see (30) ), and then minimizing -h(V, ph) for all VeXh (see (29) ). We now make several comments regarding the system (29) , (30) . First, we note that the equation set (29) , (30) does not correspond to a rediscretization of the continuous problem, that is, (29) , (30) is equivalent to (10) , (11) . This implies that the theoretical error estimates derived for (8) , (9) directly apply (in the case of spectral element discretizations, we refer to Maday and Patera [31] and Maday, Patera, and lnquist [30] ). Second, since the system matrices _S and _A are symmetric positive (semi)definite, standard elliptic solvers such as conjugate gradient iteration or multigrid techniques can readily be applied. The system (29) , (30) is solved by first solving (30) for the pressure p and then solving (29) for the velocity _ui, 1,..., d with p known. Third, the pressure-operator _S is completely full due to the embedded inverse _A-1, and thus clearly necessitates an iterative approach.
Heuristically we expect the continuous pressure-operator s to be close to the identity operator I and therefore to be well conditioned. To see this, we formally apply the Uzawa decoupling procedure to the continuous equations (1), (2) and neglect boundary conditions (32) In the discrete case we do not expect _S to be close to the identity matrix _/, but rather the variational equivalent of the identity operator, the mass matrix . (37) _Sq _D,. We see that for general discretizations, each matrix-vector product evaluation requires d standard elliptic Laplacian solves in ga. In order for this approach to be efficient for large multidimensional problems, the discrete Laplace operator _A must be inverted by a fast solver, such as a good preconditioned conjugate gradient solver. In summary, the pressure is computed from (30) by effecting the nested inner/outer iteration procedure (34)- (37) .
If the condition number of the matrix _/J-I_S is order unity, we see that the above algorithm requires only order-d elliptic solves, and hence represents an ideal decoupling of the Stokes problem. We also note that the residual _r in the outer conjugate gradient iteration (34) is precisely the discrete divergence -_Di_ui. This is a useful result, as it allows for direct control of the discrete divergence when specifying the tolerance for the outer iteration. (The proper choice of tolerances in any nested iterative procedure is an important issue, and will be addressed separately in a future paper.)
We now make some general remarks regarding the relation between the inf-sup condition due to Babuska [3] and Brezzi [11] , and the accuracy and efficiency by which the pressure can be computed. The necessary and sufficient condition for well-posedness of the saddle problem (8) , (9) can be written as: there exists a real jh > 0 such that for all q e Mh, there exists v e Xh, (38) (q, V'V)h where 11" IIO.h is the discrete 2-norm associated with the pressure mesh (Mh),
Ilq[I o,h (q, q)h q r_ q, and l" i,h is the discrete seminorm associated with the velocity mesh (Xh), [24] . If flh is of order unity, the outer iteration" (34) converges in order-one iterations.
The inf-sup parameter flh also affects the accuracy by which the pressure can be computed; in fact, it can be shown that the error in the pressure Ph is inversely proportional to flh, [11] , [21] , [10] , (44) P Ph Iio N ohinfM,, P qh Iio +"" where the dots indicate error terms originating from the velocity and forcing terms.
However, the velocity remains unaffected by the inf-sup parameter (45) [9] , [10] , [5] , [39] , [25] .
For reasons of accuracy and efficiency we can now see that it is of great importance that flh be independent of the mesh parameter h. In most finite-element applications the inf-sup parameter is resolution-independent as long as the discrete spaces are compatible. However, in spectral methods this is not the case, and weakly spurious modes [42] are observed. These modes are responsible for an inf-sup parameter flh that depends on the mesh parameter h-l/N, where N is the polynomial degree chosen for the approximation. For example, in the pure spectral case when Xh and Mh consist of all polynomials of degree -<N, and all (strong) spurious modes for the pressure are eliminated [9] , there still exist weakly spurious modes responsible for an inf-sup parameter flh---(h)---(N-1) [7] , [43] . This has led to the construction of alternative methods based on staggered meshes in order to avoid strong spurious modes and to minimize the effects of weakly spurious modes. We refer to Bernardi and Maday [6] , and 3.3 and 3.4 for a description of such methods. The Uzawa algorithm is well known as an efficient way of solving the algebraic system of equations (10), (11) 
where is defined in (7) . We now write the velocity, the pressure, and the data as a Fourier series in the periodic y-direction, 
Gx-kG=3(x-x'), 
sinh2 which does not depend on kmax, and hence will not depend on the number of discrete degrees of freedom in the system. 3.3.2. Spectral element discretization. The above continuous analysis suggests that even in the presence of wall, the spectrum of the discrete pressure operator $ with respect to the mass matrix is clustered near unity, with a condition number that should be largely independent of the discretization parameter h. Here we are primarily interested in spectral element discretizations, corresponding to spaces Xh and Mh consisting of piecewise high-order polynomials [36] , [31] , [37] .
In order to construct the discrete pressure operator $, the decoupled (continuous) equations (60) and n(Ak) denotes the space of all polynomials of degree less than or equal to n with respect to x. The discretization parameter h is thus characterized by two numbers, the number of elements K, and the polynomial degree within each element N. In the following, we shall use the notation h =(K, N). We refer to Maday, Patera, and Retnquist [30] and Bernardi, Maday, and M6tivet [10] for a justification of the choice of discrete spaces. The velocity and pressure are now expressed in terms of high-order Lagrangian interpolant bases through the Gauss-Lobatto and Gauss points, respectively [31 ] . This choice of bases results in minimal interelemental couplings, while still preserving the required C-continuity of the velocity across elemental boundaries. The inner products in (8) , (9) are evaluated using Gauss numerical quadrature [16] , Gauss-Legendre for (', )h, and Gauss-Lobatto-Legendre for ((., ))h. Choosing appropriate test functions, we arrive at a set of algebraic equations of the form (10), (11) , which are then decoupled into the form (29) , (30) . Note that for Legendre spectral element discretizations, the quadrature poin,ts are the same as the collocation points, resulting in diagonal mass matrices _B and _B associated with the staggered mesh. This fact makes the preconditioning in (34) trivial. We now proceed with the investigation of the conditioning of the discrete pressure operator resulting from spectral element discretization of the semiperiodic model problem. In Maday, Patera, and Relnquist [30] , it is shown that the inf-sup parameter jh (k) associated with a particular wave number k is independent of the discretization h (K, N); see also [42] for another proof of this point. As long as the condition number K s is of order unity, this result is optimal with regard to both the accuracy of the discrete pressure and the efficiency by which the pressure can be computed. We now present numerical results demonstrating the good conditioning of the preconditioned pressure matrix _/--18 for the semiperiodic problem; in what follows, A(k), s K (k) will refer to the spectrum and conditioning of -1_S for a particular wave number k. The calculation of the eigenvalues is based on EISPACK routines.
We begin by plotting in Fig. 1 the A/S(k) for the spectral element discretization h (K, N) (4, 7) and wave number k 1. The agreement with the continuous operator spectrum is seen to be virtually exact. In Fig. 2 we again plot A/S(k) with h (K, N)= (4, 7), but now for a wave number k 12. The low modes of the system are again in good agreement with the continuous spectrum. However, at this large value of k, the discrete system can no longer resolve exactly the higher modes, resulting in a cluster s of eigenvalues at A.---1.2. If we investigate the spectrum for k 12, but now using a discretization h=(K, N)=(4, 14) , we see in Fig. 3 that the cluster of numerical eigenvalues has almost disappeared due to the higher spatial resolution in x.
In Fig. 4 we plot K s and K as a function of k for the spectral element and continuous operators, respectively. For small and moderate k the two curves coincide; however, as k the resolution becomes too low and the two curves diverge. For finer resolutions (e.g., larger N) the spectral element and the theoretical results agree over a larger range of wave numbers, as expected from Figs. 2 and 3. For large wave numbers k, the condition number KS(k) for the spectral element discretization is larger than the value predicted by the continuous analysis, however, the value is still of order unity, as required for fast convergence of the outer iteration. 3.4. Multidimensional spectral element case. Before we present any numerical results, we make some general remarks regarding iterative solvers. First, one major reason for using iterative solvers is to avoid the severe memory requirements associated with direct methods, especially for large multidimensional problems. The computational complexity associated with an iterative solver is essentially determined by two factors: the convergence rate of the method, and the operation count for a typical matrix-vector product evaluation. In this section we focus mostly on the conditioning of the Uzawa operator _S, which is directly related to the convergence rate of the outer pressure iteration (34) . However, we should point out that in the context of high-order methods, fast matrix-vector product evaluations are typically effected by a combination of tensor-product forms and vectorization.
The spectral element discretization procedure for the general multidimensional case is essentially a tensor-product extension of the (one-dimensional) procedure described in 3.3. In summary, the key points are the use of variational projection operators, piecewise high-order polynomial subspaces, and tensor-product bases and quadratures, resulting in minimal interelemental couplings and efficient matrix-vector product evaluations.
We consider now the Uzawa decoupling procedure (29) , (30) as applied to multidimensional spectral element approximations. As discussed earlier, the pressure p is first computed from (30) by effecting a nested inner/outer iteration procedure, while (29) of outer conjugate gradient iterations in (34) critically depends on the condition number K s, which we now investigate for multidimensional problems with Dirichlet velocity boundary conditions.
In order to find the condition number K s, we must compute the minimum and maximum eigenvalues of the matrix _S with respect to the mass matrix .S ince we never form any global system matrix explicitly, standard routines for calculating eigenvalues cannot be used. Instead, we compute the maximum eigenvalue s /max using the ordinary power method [24] , which involves the evaluation of matrix-vector products of the form _Sb. To compute the minimum eigenvalue s /min we use the inverse power method [24] , which requires inverting the matrix _S for each iteration. Note that in order to do this inversion, we use the inner/outer iteration procedure described in (34)- (37 N. The results show that the maximum eigenvalue is insensitive to the number of elements K and to asymptotes to a value below two, as N increases. In practice, the polynomial degree N is typically taken to be of order ten, suggesting that the outer pressure iteration will converge in order-one iterations. Our experience from solving a large variety of two-dimensional and three-dimensional problems is that about ten outer iterations suffice in most cases. We refer to Maday, Patera, and Rnquist [32] for theoretical proofs of the previous numerical evidence.
We now consider a two-dimensional steady Stokes test problem where preconditioned conjugate gradient iteration in the outer pressure iteration is combined with spectral element multigrid for the inner Laplacian solves. The test problem is creeping flow in a "wedge," but with the tip of the wedge removed. The spectral element discretization (K =40, N-8) is shown in Fig. 8(a) , and the solution in the form of streamlines is shown in Fig. 8(b) . In this test problem, we have removed the tip of the wedge in order to be able to break up the computational domain into spectral elements with aspect ratio approximately equal to unity (see Fig. 8(a) ). As discussed in Retnquist [37] , the convergence rate of the spectral element multigrid algorithm deteriorates as the aspect ratio of the elements becomes much different from unity. For this particular steady Stokes test problem the total speedup was about 2.5 using multigrid with J 4 meshes instead of preconditioned conjugate gradient iteration for the inner Laplacian solves (timings on a CRAY-XMP). Note that due to the more inefficient vectorization of the matrix-vector products on the coarser meshes (j 1, 2, and 3) compared to the finest mesh (j 4), the computational cost on the coarser meshes (j #-J) cannot be neglected.
Next, we consider the Uzawa decoupling procedure as applied to a threedimensional steady Stokes problem (1), (2) in a domain defined by Xl ]0, 2F [, x2 ]-1, 1 [, x3 ]-1, 1[, where F can be interpreted as the aspect ratio of the system. The prescribed force f is such that the exact solution is given by u=(ul, u2, u3)-((1 x)(1 x), 0, 0) and p sin 7rxl/F" cos 7rx2" cos 7rx3. For large three-dimensional problems it is a nontrivial task to compute the eigenvalues of the pressure operator _S, and we therefore instead produce convergence histories from which appropriate condition numbers can be inferred. In particular, we shall plot the residual ][_rllo.h (essentially the root mean square of the divergence) as a function of the number of iterations m in the outer conjugate gradient iteration (34) . In Fig. 9 we plot [[_rllo.h as a function of m for an aspect ratio r 1 and for spectral element discretizations corresponding to K 8, N-7 and 10. The initial convergence rate is almost independent of N, however, the asymptotic convergence rate does appear to be a weak function of N, in good agreement with the above discussion. In Fig. 10 we repeat the numerical experiment of Fig. 9 , but now keeping the discretization parameter h (K, N) (8, 10) fixed while varying the aspect ratio F. The convergence rate is somewhat lower for F-3 as compared to F 1, however, the effect is small.
These results demonstrate that the good conditioning of the quasi-two-dimensional (semiperiodic) model problem does, indeed, extend to multidimensional problems.
To show the potential of the Uzawa algorithm we present results from a large three-dimensional problem with a complicated geometry. The problem we consider is solving the steady Stokes equations (1), (2) in a spiral-grooved bearing with 16 grooves.
Although periodicity conditions could have been exploited, the full three-dimensional problem was discretized using 312,000 degrees of freedom. The set of algebraic equations (29), (30) was then solved on a 64-processor Intel Hypercube in about 16 minutes (160 MFLOPS). The convergence history for the outer pressure iteration (34) is plotted in Fig. 11 . We see that the discrete divergence is reduced by three (25) replaced by the discrete Helmholtz operator (82) H= _A+ P--P-B.
AtAs in the steady case, the simple gradient method can be accelerated by using conjugate gradient iteration. However, in the unsteady case we must generally consider preconditioners other than the mass matrix _B [28] , [19] , [38] , [37] , [14] .
For reasons of efficiency and rigor (no rediscretization), our approach to solving the system (18) , (19) will again be based on a global iterative technique. Proceeding in the same fashion as for the steady Stokes case, we arrive at the following decoupled system equivalent to the saddle problem (18) , (19) the steady problem; it represents a complete, general, velocity-pressure decoupling that is discretely equivalent to the original discretization (18) , (19 is poorly conditioned. The matrix _E is, in fact, the discrete consistent Poisson-operator resulting from spectral element discretization of the explicitly treated unsteady Stokes problem (12)-(15). The algorithm described for the steady case therefore needs to be modified.
Earlier spectral element solvers used a two-level Richardson inner/outer iteration scheme to solve the discrete unsteady Stokes and Navier-Stokes equations [38] , [31] . Computational tests indicate that the approach of Cahouet and Chabard 13] is simpler and more efficient, and we shall therefore precondition the unsteady pressure-operator _St directly. The preconditioner proposed is [14] which can be motivated by analyzing the two limits of very small and very large time steps. In both of these cases we expect _P-I_St to be close to the identity operator. As discussed in Cahouet and Chabard [14] , the particular choice (90) as a preconditioner for _St can perhaps be better motivated by considering the Fourier discretization (48), inner/outer iterative procedure based on preconditioned conjugate gradient iteration for the outer iteration, and spectral element multigrid for the inversion of the discrete Helmholtz operator _H. We note that the structure in the solution procedure, is similar to the steady case, however, the computational complexity associated with the preconditioning in the outer iteration is very different. For the steady case the inversion of the diagonal mass matrix _B is trivial, whereas the unsteady case requires the inversion of the pseudo-Laplacian _E. If We now make some remarks regarding the _E-matrix, which is essentially a second-order operator with Neumann-like (pressure) boundary conditions. Our experience from numerical simulations has been that inverting _E requires more iterations than inverting the standard Laplace operator _A or Helmholtz operator _H with Dirichlet (velocity) boundary conditions. The slower convergence rate is probably due to the mixed 2_ 1 spaces in the construction of the _E-matrix. The staggered mesh also makes it more difficult to construct a proper multigrid algorithm. To this end, standard conjugate gradient iteration has been used to invert _E, although a multigrid approach is in preparation. buoyancy-driven flow in a two-dimensional square cavity. We plot in Fig. 12 the convergence history for three different time steps. The larger time step At 1 is of the order of the time it takes to reach steady state, and _St is therefore close to _S (/z 1).
As expected from the steady Stokes case, we see that about ten outer iterations suffice for convergence. The smaller time step At 10-4, however, is much smaller than a typical time scale in the system, and _St is close to the pseudo-Laplacian _E. In fact, the time step is small enough for an explicit time-stepping procedure to be stable, and we see that convergence is reached in order-one iterations. In the limit as the time step Ate0 the unsteady pressure-operator becomes perfectly preconditioned, and the steady Stokes convergence rate represents an upper bound for how fast the outer pressure iteration converges.
For comparison, we repeat in Fig. 13 the experiment of Fig. 12 , but now using the preconditioner from the steady Stokes case, that is, _P _B. As expected, as long as _St is close to _S, the convergence rate is almost identical to the previous case. However, as the time step becomes smaller and _St becomes closer to _E, the steady Stokes preconditioner does a poor job. In conclusion, the preconditioner (90) is an excellent preconditioner for all time steps.
We close this section by remarking that the Uzawa algorithm can readily be extended to solve the full Navier-Stokes equations by treating the nonlinear convective term explicitly. This approach has been used with success in the context of spectral element discretizations [17] . Appendix A. This appendix deals with relations between the condition number of the algebraic system that arises from the Uzawa algorithm and the various parameters of the discretization, in particular, the inf-sup condition, but also other constants related to the exactness of the integration formulae. To this purpose, let us recall that we have set There are many ways to do this, which explains why the spectrum is clustered around unity.
