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Abstract
In this paper the relative recognition principle will be proved. It states that a pair of spaces
(Xo, Xc) is weakly equivalent to (Ω
N
rel
(ι : B ֒→ Y),ΩN(Y)) if and only if (Xo, Xc) are grouplike
SCN-spaces, where SCN is any cofibrant resolution of the Swiss-cheese 2-operad SCN . This
principle will be proved for connected SCN-spaces, and also for grouplike SCN-spaces for
2 < N ≤ ∞, in the form of an equivalence of homotopy categories.
1 Introduction
In this paper the relative recognition principle will be proved. It states that a pair of spaces (Xo, Xc)
is weakly equivalent to (ΩN
rel
(ι : B ֒→ Y),ΩN(Y)) if and only if (Xo, Xc) are grouplike SC
N-spaces,
where SCN is any cofibrant resolution of the Swiss-cheese 2-operad SCN . This principle will be
proved for connected SCN-spaces, and also for grouplike SCN-spaces for 2 < N ≤ ∞, in the form
of an equivalence of homotopy categories.
In [Ma72] May proved the approximation theorem, which states that there is a natural trans-
formation αN between the monad CN associated to the little N-cubes operad CN and ΩNΣN that is
a weak equivalence on connected spaces. In [Ma74, 2.2] May proved that in general α∞ is a ho-
mological group completion, and in [CLM76, III.3.3] Cohen extended this result for 1 < N < ∞.
The reason it couldn’t be extended to the case N = 1 is that this result requires CNX and ΩNΣNX
to be admissible, and this is only true if N > 1. In [Ma72] the approximation theorem and the
two sided bar construction are used to prove the recognition principle for loop spaces. For an
overview including the non-connected cases see [Fr13]. Our proof of the relative recognition
principle depends on building a quasifibration pNo : πoSC
N(Xo, Xc) → C
N−1Xo and a map from po
to a fibration with base spaceΩN−1ΣN−1Xo which is α
N−1 on the base spaces, and then proving that
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for the conditions of the relative recognition principle these are weak equivalences. From the fact
that α1 is not a group completion, it turns out that the proof in this paper does not apply for the
non-connected cases when N = 2, and also for the non-connected cases when N = 1 for similar
reasons. The general case for N = 1 was proved by Hoefel, Livernet and Stasheff in [HLS16]
using the operad of A∞-actions, which is homotopy equivalent to SC
1.
We will show that for N < ∞ there is an equivalence between the homotopy category of
N-connected relative spaces and the homotopy category of connected SCN-spaces, and assuming
N > 2 the equivalence in fact holds between the larger homotopy categories of N − 1-connected
relative spaces and of grouplike SCN-spaces. For N = ∞ we will get an equivalence between the
homotopy category of 0-connective relative spectra and grouplike SC∞-spaces.
The Swiss-cheese 2-operad was introduced by Voronov in [Vo99] as a model of the mod-
uli space of genus-zero Riemann surfaces appearing in the open-closed string theory studied by
Zwiebach [Zw98]. Kontsevich used the Swiss-cheese 2-operad in his work on deformation quan-
tization to describe actions of C∗(CN)-algebras on C∗(CN−1)-algebras [Ko99]. Related to Kont-
sevich’s approach to deformation quantization and Zwiebach’s open-closed string field theory
Kajiura and Stasheff introduced Open-Closed Homotopy Algebras (OCHA) and Strong Homo-
topy Leibniz Pairs (SHLP) in [KS06], which are the algebras over operads that can be obtained
from the homology of the Swiss-cheese operad, as has been shown by Hoefel in [HoE07] and by
Hoefel and Livernet in [HL12].
The Swiss-cheese 2-operad itself has been the subject of intense study recently by several
authors. Livernet has shown that unlike the little cubes operads the Swiss-cheese 2-operads is
not formal [Li15], and Willwacher has shown that extended Swiss-cheese 2-operads are also not
formal [Wi17]. Idrissi has found a model of SC2 in the category of groupoids [Id17], and in
general Quesney has found combinatorial models for SCN in the category of sets and used them
to exhibit models for relative loop spaces in dimension 2 [Qu15].
This paper is organized as follows. In section 2 the structures on the category of topological
spaces, sequential spectra, relative spaces and relative spectra that we will need to study relative
loop spaces are presented.
In section 3 the theory of monads, operads and operads colored on the ordered set with two
elements 2 = {o < c}, which we refer to as 2-operads1, is presented. The little cubes operads
and the Swiss-cheese 2-operads and their actions on loop spaces and relative loop spaces are
described. We also review some results about the model structure on 2-operads and their algebras.
Readers familiar with operad and model category theory may want to skip sections 2 and
3, with the exception of subsection 2.4 for the definition of the 2-loop spaces and 2-suspension
functors and for the unit and counit of their adjunction. All new results are in section 4. First
a relative version of a corollary of the approximation theorem is proved. After some technical
results on the compatibility of geometric realization with the 2-loop space functors, 2-suspension
functors and the monads associated to 2-operads, the relative recognition principle will follow
from the above mentioned corollary.
1Not to be confused with the notion of operads in 2-categories.
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2 Topological spaces, loop functors and spectra
We denote by Top the category of compactly generated weakly Housdorff topological spaces.
This is a convenient category of topological spaces in the sense that the following hold [StN09]:
(1) Top is cartesian closed; (2) Top is bicomplete; (3) Every CW-complex is an object of Top; (4)
Top is closed under closed subspaces.
The first property allows us to define the N-fold loop space functors ΩN and guarantees these
functors have left adjoints given by the N-fold suspension functors ΣN . The second allows us to
define various constructions as limits and colimits. In particular, the N-fold relative loop space
functors are defined by applying the N − 1-fold loop space functors on homotopy fibers of maps,
a type of pullback. Note that these (co)limits are not the same as the ones in the category of all
topological spaces (see [StN09]), for instance the categorial product in Top has the same under-
lying set as the one in the category of all topological spaces but a finer topology. The importance
of the third and fourth property in the proof of the relative recognition principle presented here
is that in the Quillen model structure on topological spaces the cofibrant-fibrant objects (the ob-
jects of the homotopy category) are retracts of CW-complexes (retracts of Hausdorff spaces are
closed), which means that the homotopy category of Top is isomorphic to the homotopy category
of all spaces. Also, Top has the property that products of CW-complexes are CW-complexes,
which isn’t true in the category of all topological spaces.
In 2.1 we will present the closed monoidal structure of Top and Top∗. In 2.2 we present
the model structure on Top, sketch how homotopy categories are built and present the transfer
theorem which allows us to define new model structure on categories through adjunctions. In
particular this gives us a model structure on Top∗. In 2.3 we present the N-fold loop space
functors and their Quillen left adjoints, the N-fold suspension functors, for 1 ≤ N < ∞. We also
present the category of topological sequential spectra in order to define the ∞-fold loop space
functor and its Quillen left adjoint, the ∞-fold suspension functor. In 2.4 we present the model
category of relative spaces and relative sequential spectra in order to define the N-fold 2-loop
space functors and their left adjoints, the N-fold 2-suspension functors. We note that they are
only weakly Quillen adjoints.
2.1 Closed monoidal categories
A monoidal structure on a category allows us to define a notion of monoid object, which gener-
alizes the notion of monoid from abstract algebra.
Definition 2.1.1. Amonoidal category is a category T equipped with a bifunctor ⊗ : T ×T → T
called the tensor product, an object 1 ∈ T called the unit, a natural isomorphism αX,Y,Z : (X ⊗
Y)⊗Z → X ⊗ (Y ⊗Z) called the associator, a natural isomorphism λX : 1⊗X → X called the left
unitor and a natural isomorphism ρX : X⊗1→ X called the right unitor, satisfying the coherence
3
condition that the diagrams below are commutative:
(W ⊗ (X ⊗ Y)) ⊗ Z W ⊗ ((X ⊗ Y) ⊗ Z)
W ⊗ (X ⊗ (Y ⊗ Z))
(W ⊗ X) ⊗ (Y ⊗ Z)
((W ⊗ X) ⊗ Y) ⊗ Z
α
//
1⊗α
CC✞✞✞✞✞
α 44❥❥❥❥❥❥❥
α
**❚❚❚
❚❚❚
❚
α⊗1 ✼
✼✼
✼✼
(X ⊗ 1) ⊗ Y
α //
ρ⊗1 $$■
■■
■■
■■
■■
X ⊗ (1 ⊗ Y)
1⊗λzz✉✉✉
✉✉
✉✉
✉✉
X ⊗ Y
A monoidal category is cartesian if the tensor product is given by the categorial product ×.
In this case the unit is the terminal object.
Definition 2.1.2. A monoid in a monoidal category (T ,⊗,1) is an object M ∈ T equipped with
a pair of morphisms µ : M ⊗ M → M, called the multiplication, and η : 1 → M, called the unit,
such that the diagrams below commute:
M ⊗ M ⊗ M
1⊗µ //
µ⊗1

M ⊗ M
µ

M
1⊗η//
1 ##❍
❍❍
❍❍
❍❍
❍❍
M ⊗ M
µ

M
η⊗1oo
1{{✈✈
✈✈
✈✈
✈✈
✈
M ⊗ M µ
// M M
A morphism of monoids is a morphism between the objects that commute with the structural
morphisms.
A comonoid is dually defined by inverting all arrows in the definition of a monoid.
Definition 2.1.3. A monoidal category is symmetric if in addition it is equipped with a natural
isomorphism τX,Y : X ⊗ Y → Y ⊗ X such that τY⊗XτX⊗Y = 1X⊗Y and satisfying the coherence
condition that the diagrams of the type below are commutative
X ⊗ (Y ⊗ Z)
τ // (Y ⊗ Z) ⊗ X
α
((PP
PPP
PPP
PPP
P
(X ⊗ Y) ⊗ Z
α
66♥♥♥♥♥♥♥♥♥♥♥♥
τ⊗1 ((PP
PPP
PPP
PPP
P
Y ⊗ (Z ⊗ X)
(Y ⊗ X) ⊗ Z α
// Y ⊗ (X ⊗ Z)
1⊗τ
66♥♥♥♥♥♥♥♥♥♥♥♥
A cartesian monoidal category is always symmetric.
Definition 2.1.4. An adjunction is a pair of functors S : T → A, called the left adjoint functor,
and Λ : A → T , called the right adjoint functor, equipped with a pair of natural transformations
η : IdT → ΛS , called the unit, and ǫ : SΛ → IdA, called the counit, such that the unit-counit
diagrams below are commutative
S
S η //
1S
66SΛS
ǫS // S Λ
ηΛ //
1Λ
66ΛSΛ
Λǫ // Λ
We denote adjunctions as (S ⊣ Λ).
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Definition 2.1.5. A closed monoidal category is a monoidal categoryT equipped with a bifunctor
−− : T × T op → T , called the internal morphisms functor or exponential, such that for every
X ∈ T there is an adjunction (− ⊗ X ⊣ −X).
The category Top of compactly generated weakly Housdorff topological spaces has a closed
cartesian category structure, with the cartesian product × as tensor product and the mapping space
with the compact-open topology as the internal morphisms functor.[StN09]
The category Top∗ of pointed topological spaces (X, ∗X) also has a closed symmetric monoidal
structure. The monoidal product is given by the smash product
X ∧ Y :=
X × Y
{∗X} × Y ∪ X × {∗Y}
and the unit is S0. The internal morphisms functor is the pointed mapping space. Sometimes we
denote a pointed space (X, ∗X) simply as X.
Note that the forgetful functor
U : Top∗ → Top
(X, ∗X) 7→ X
is left adjoint to the disjoint base point functor
−∗ : Top→ Top∗
X 7→
(
X
∐
∗, ∗
)
2.2 Model categories
Given a locally small category T and a class of morphisms W we sometimes want to treat them
as if they were isomorphisms. For instance in Top we often want to treat weak homotopy equiv-
alences as if they were isomorphisms, despite the fact they don’t necessarily have inverses, not
even up to homotopy. If there are classes of morphisms satisfying certain lifting properties com-
patible with W we can define a new locally small category HoT , called the homotopy category
of T with respect to W, with the universal property that there is a functor q : T → HoT such
that:
1. for any functor F : T → U with Fw being an isomorphism if w ∈ W, there is a functor
Fq : HoT → U and a natural isomorphism F → Fq ◦ q;
2. the functor q∗ : Fun(HoT ,U) → Fun(T ,U) is full and faithful.
The axioms of model categories gives us general conditions under which the above construc-
tion is possible. For a detailed account of model categories see [Hi09, HoM07], and for the
definition used here see [Ri09]. First, we requireW to satisfy a few conditions.
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Definition 2.2.1. A category with weak equivalences is a categoryT equipped with a subcategory
W ⊂ T such that:
1. W contains all isomorphisms of T ,
2. W satisfy the two-out-of-three property: for f , g any pair of composable morphisms of T , if
two of { f , g, f g} are in W, then so is the third.
We could formally add inverses to the elements of W but this may result in a non-locally
small category. Homotopy theory gets around this by identifying two classes of morphisms in T ,
called cofibrations and fibrations, that have special lifting properties compatible withW.
Given two morphisms f : X → X′ and g : Y → Y ′ in T we say that f has the left lifting
property with regards to g, and equivalently that g has the right lifting property with regards to f ,
if for every commutative square
X
f

H0 // Y
g

X′
H
//
H˜⑥
⑥
>>⑥
⑥
Y ′
a lift H exists that makes the two triangles commute. For a class of morphisms M in T we denote
the class of all morphisms with the left lifting property with regards to all morphisms in M as
lM, and the class of all morphisms with the right lifting property with regards to all morphisms
in M as Ml.
In the definition bellow T is the category of morphisms in T and T the category of
composable morphisms in T .
Definition 2.2.2. A weak factorization system on a category T is a pair (L,R) of classes of
morphisms of T such that L = lR and R = Ll, equipped with a functor
FactL,R : T
 → T
( f : X → Y) 7→ (X
fL
−→ FactL,R( f )
fR
−→ Y)
such that f = fR fL, fL ∈ L and fR ∈ R.
Definition 2.2.3. A model structure on a category T is a choice of three distinguished classes of
morphisms (W,C, F) in T , the weak equivalences W, cofibrations C and fibrations F satisfying
the following conditions
1. (T ,W) is a category with weak equivalences;
2. There are functors FactC,W∩F and FactC∩W,F such that (C,W ∩ F) and (C ∩W, F) are two weak
factorization systems on T .
We refer to morphisms in C ∩ W as trivial cofibrations and morphisms in W ∩ F as trivial
fibrations.
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Definition 2.2.4. A model category is a bicomplete category T equipped with a model structure
(W,C, F).
If T is bicomplete it in particular has an initial and final object. Since our primary example
of model category will be Top we denote initial objects as ∅ and final objects as ∗. We say that
an object X is cofibrant if ∅ → X ∈ C, and that it is fibrant if X → ∗ ∈ F.
For X a cofibrant object and Y a fibrant object inT there is a well defined equivalence relation
on the set of morphisms T (X, Y), where morphisms on the same equivalence classes are said to
be homotopic (see [Hi09, 7.3, 7.4] for details).
The weak factorization structures of a model category gives us natural ways to associate a
weakly equivalent (co)fibrant object to any object in a model category.
Definition 2.2.5. In a model category T the cofibrant replacement functor is
Cof : T → T
X 7→ FactC,W∩F(∅ → X)
and there is a natural trivial fibration cof : Cof→ IdT with cofX := (∅ → X)W∩F .
The fibrant replacement functor is
Fib : T → T
X 7→ FactC∩W,F(X → ∗)
and there is a natural trivial fibration fib : IdT → Fib with fibX := (X → ∗)C∩W .
In general, we refer to a cofibrant object X equipped with a weak equivalence X → X as a
cofibrant resolution of X.
The Whitehead theorem for model categories then states that a morphism between cofibrant-
fibrant objects is a weak equivalence if and only if it is a homotopy equivalence. This justifies
the following definition.
Definition 2.2.6. The homotopy category HoT of a model category T is the category whose
objects are cofibrant-fibrant objects of T , and morphisms are the homotopy equivalence classes
of morphisms between them.
The functor q : T → HoT defined on objects as q(X) := FibCof(X) and on morphisms as
q( f ) := [FibCof( f )] satisfies the universal property from the beginning of this section.
The Quillen model structure (WQ,CQ, FQ) on Top is given by the following classes of maps
[Hi15]:
• f : X → Y ∈ WQ if it is a weak homotopy equivalence, i.e. f∗ : πq(X, x) → πq(Y, y) is an
isomorphism for all x ∈ X, y ∈ Y and q ∈ N;
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• f : X → Y ∈ FQ if it is a Serre fibration, i.e. if it has the right lifting property with regard
to the inclusions ι
q
0
: Iq → Iq × I for q ∈ N.
• f : X → Y ∈ CQ if f ∈
l(FQ ∩WQ) = {retracts of relative CW-complexes}.
All objects in this model category are fibrant, and cofibrant objects are retracts of CW-
complexes. In Top the model categorial notion of homotopy equivalence coincides with the
classical one.
Definition 2.2.7. A closed monoidal model category is a category T equipped with both a closed
monoidal structure and a model structure such that
1. Pushout-product axiom: for every pair of cofibrations ι : A → X and ι′ : A′ → X′ the
canonical morphism
(ι ⊗ 1X′, 1X ⊗ ι
′) : (A ⊗ X′)
∐
A⊗A′
(X ⊗ A′) → X ⊗ X′
is itself a cofibration, trivial if either f or f ′ is trivial;
2. Unit axiom: The unit 1 is cofibrant.
If the monoidal structure on T is closed symmetric (cartesian) then T is a closed symmetric
(cartesian) model category.
The category Top with the Quillen model structure and the closed cartesian structures pre-
sented here forms a closed cartesian model category [HoM07, 4.2].
Functors between model categories compatible with the model structures in the following
way induce functors between their homotopy categories.
Definition 2.2.8. An adjunction (S ⊣ Λ) is a Quillen adjunction if the following equivalent
conditions are satisfied:
1. S preserves cofibrations and trivial cofibrations;
2. Λ preserves fibrations and trivial fibrations;
3. S preserves cofibrations and Λ preserves fibrations;
4. S preserves trivial cofibrations and Λ preserves trivial fibrations.
An adjunction is a weak Quillen adjunction if S preserves cofibrant objects and weak equiv-
alences between cofibrant objects and if Λ preserves fibrant objects and weak equivalences be-
tween fibrant objects.
Note that by Ken Brown’s lemma [HoM07, Lem. 1.1.8] Quillen adjunctions are weak Quillen
adjunctions.
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Definition 2.2.9. Let S : T → A be a functor that preserves cofibrant objects and weak equiv-
alences between them and Λ : A → T a functor that preserves fibrant objects and weak equiva-
lences between fibrant objects.
1. The left derived functor LS : HoT → HoA is defined on objects as LS (X) := Fib S (X)
and on morphisms as LS ([ f ]) := [Fib S ( f )].
2. The right derived functor RΛ : HoA→ HoT is defined on objects as RΛ(X) := Cof Λ(X)
and on morphisms as RΛ([ f ]) := [Cof Λ( f )].
If the two functors in the above definition are adjoint they induce an adjunction between the
homotopy categories.
A useful tool for constructing new model categories out of known ones is by transfer through
adjunctions. This requires that the known model structure is defined by a set of morphisms in the
following sense.
Definition 2.2.10. A model structure on a category T is cofibrantly generated if there exists two
sets of morphisms I and J, called the generating cofibrations and generating trivial cofibrations
respectively, such that
1. the domains of the morphisms in I (resp. J) are small relative to transfinite composition of
pushouts of coproducts of elements in I (resp. J);
2. F = Jl;
3. C = l(Il).
This condition allows the use of the small object argument in order to construct weak factor-
ization systems. The Quillen model structure on Top is cofibrantly generated. The set of generat-
ing cofibrations are the inclusions of the boundaries ∂Iq → Iq for q ∈ N and the generating trivial
cofibrations are the inclusions Iq → Iq × I for q ∈ N.
Proposition 2.2.11. Let T and A be bicomplete categories, (W,C, F) a cofibrantly generated
model structure on T with a set of generating cofibrations I and a set of generating trivial cofi-
brations J, and (S ⊣ Λ) be an adjunction between T and A. Then sufficient conditions for
(Λ−1(W), lΛ−1(W ∩ F),Λ−1(F)) to be a cofibrantly generated model structure with generating
cofibrations S (I) and trivial cofibrations S (J) is
1. S preserves small objects;
2. Any sequential colimit of pushouts of morphisms in S (J) is contained in Λ−1(W).
When these conditions hold, (S ⊣ Λ) is a Quillen adjunction.
The (−+ ⊣ U)-adjunction between Top and Top∗ induces a cofibrantly generated closed
monoidal model structure on Top∗.
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2.3 Loop space functors and sequential spectra
Let N ∈ N and SN denote the pointed space IN/∂IN with base point the identified equivalence
class ∂IN .
Definition 2.3.1. The N-fold loop space functor is
ΩN : Top∗ → Top∗
X 7→ XS
N
These functors admit Quillen left adjoints.
Definition 2.3.2. The N-fold suspension functor is
ΣN : Top∗ → Top∗
X 7→ X ∧ SN
Proposition 2.3.3. The pair (ΣN ⊣ ΩN) forms a Quillen adjunction.
Proof: The unit of the adjunction is
ηN : X → ΩNΣNX
x 7→ (t 7→ [x, t]) ,
and the counit is
ǫN : ΣNΩNX → X
[γ, t] 7→ γ(t)
It is straightforward to verify that the counit-unit equations hold.
The pushout-product axiom implies that tensoring with a cofibrant objects preserves cofibra-
tions and trivial cofibrations. Since SN is cofibrant and ΣN = − ∧ SN it preserves cofibrations and
trivial cofibrations.
In order to define the notion of infinite loop space we require the category of sequential
spectra equipped with the stable model structure [BF78] [Sc97].
Definition 2.3.4. The category Sp of sequential spectra has as objects sequences of pointed
topological spaces X• ∈ Top
N
∗ equipped with structural maps σ• : X• ∧ S
1 → X•+1.
Morphisms of sequential spectra are sequences of pointed maps f• : X• → Y• such that the
squares
X• ∧ S
1
σ•

f•∧1S1 // Y• ∧ S
1
σ′•

X•+1 f•+1
// Y•+1
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are commutative.
The stable homotopy groups of sequential spectra are defined as
πq(X•) = lim
−→
π•+q(X•)
The stable model structure (WS ,CS , FS ) on Sp is given by the following classes of maps:
• f• : X• → Y• ∈ WS if f•∗ : πq(X•) → πq(Y•) is an isomorphism for all q ∈ Z.
• f• : X• → Y• ∈ FS if if each fq : Xq → Yq is in FQ, and the maps
(Ω1(σXq )η
1
Xq
, fq) : Xq → Ω
1Xq+1 ×Ω1Yq+1 Yq
are in WQ.
• f• : X• → Y• ∈ CS if f0 : X0 → Y0 and each map
[ fq+1, σ
Y
q ] : Xq+1 ∪Xq∧S1 Yq ∧ S
1 → Yq+1
are in CQ.
The sequential spectra of interest for stable homotopy theory are the Ω-spectra, which are the
ones such that Ω1(σ•)η
1
X•
: X• → Ω
1X•+1 are weak equivalences. These are the fibrant objects
of the stable model structure on sequential spectra. The cofibrant objects are sequential spectra
where X0 is a retract of a CW-complex and each structural map is a cofibration in Top∗.
Definition 2.3.5. A spectrum X• is m-connective if πq(X•) is trivial for all q ≤ m.
We will denote the category of m-connective spectra as Spm.
Definition 2.3.6. The∞-fold loop space functor is
Ω∞ : Sp→ Top∗
X• 7→ lim
−→
Ω•X•
This functor admits a Quillen left adjoint.
Definition 2.3.7. The∞-fold suspension functor is
Σ∞ : Top∗ → Sp
X 7→ X ∧ S•
Proposition 2.3.3 implies the following.
Corollary 2.3.8. The pair (Σ∞ ⊣ Ω∞) forms a Quillen adjunction.
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2.4 Relative spaces, relative loop spaces and Relative spectra
Let T be a model category with model structure (W, F,C). Then there is the projective model
structure (Wproj,Cproj, Fproj) on the category of morphisms T
 [Lu09, Prop. A.2.8.2], whose
objects are morphisms ι : A → X of T and morphisms are commutative squares of morphisms
A
f //
ι

B
ι′

X g
// Y
called the projective model structure. In this model structure
1. ( f , g) : ι → ι′ ∈ Wproj if f , g ∈ W;
2. ( f , g) : ι → ι′ ∈ Fproj if f , g ∈ F;
3. ( f , g) : ι → ι′ ∈ Cproj if f , [g, ι
′] ∈ C, where [g, ι′] is the unique morphism
[g, ι′] : X ∪A B→ Y
given by the pushout property.
Fibrant objects in this category are morphisms between fibrant objects, and cofibrant objects
are cofibrations between cofibrant objects.
Let Top∗ be the category of pointed maps with the projective model structure. We call it the
category of relative spaces. All objects in this category are fibrant, and the cofibrant objects are
retracts of inclusions of pointed CW-pairs.
Definition 2.4.1. A relative space ι : A → X ∈ Top∗ is m-connected if X is m-connected and A
is m − 1-connected.
We will denote the category of m-connected relative spaces as Topm .
Let N ∈ N and I be the pointed space ([0, 1], 1).
Definition 2.4.2. The N-fold relative loop space functor is
ΩNrel : Top

∗ → Top∗
ι : A → X 7→ (A ×X X
I)S
N−1
where A ×X X
I is the pullback:
A ×X X
I //

XI
ev0

A ι
// X
i.e. the space {(a, β) ∈ A× XI | β(0) = a, β(1) = ∗X}. This construction is known as the homotopy
fiber of ι.
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There is an obvious functor incl : Top∗ → Top

∗ , and Ω
N
rel
incl = ΩN . If ι : A → X is
m-connected then Ωrelι is m − 1-connected.
Definition 2.4.3. The N-fold 2-loop space functor is
ΩN2 : Top

∗ → Top
2
∗
ι : A → X 7→ (ΩNrelι,Ω
NX).
This functor admits a weakly Quillen left adjoint. As we will later be working with 2-operads
with 2 denoting the ordered set {o < c}, and these colored operads will act on the category of
pairs of spaces we use the notation (Xo, Xc) for objects of Top
2
∗.
Definition 2.4.4. The N-fold 2-suspension functor is
ΣN2 : Top
2
∗ → Top

∗
(Xo, Xc) 7→
(
Xo ∧ S
N−1 → (Xo ∧ I ∧ S
N−1) ∨ (Xc ∧ S
N)
[xo, s] 7→ [xo, 0, s]
)
Note that for f : X → Y a cofibration in Top∗ it is not generally the case that Y∪XX∧I → Y∧I
is a cofibration. This implies that ΣN
2
doesn’t preserve cofibrations in general. Also ΩN
rel
doesn’t
preserve fibrations, and therefore neither does ΩN
2
.
Proposition 2.4.5. The pairs (ΣN
2
⊣ ΩN
2
) form weak Quillen adjunctions.
Proof: The unit of the adjunction is
ηN2 : (Xo, Xc) → Ω
N
2 Σ
N
2 (Xo, Xc)
xo 7→
(
s 7→ ([xo, s], s
′ 7→ [xo, s
′, s])
)
xc 7→ (t 7→ [xc, t])
and the counit is
ǫN2 : Σ
N
2Ω
N
2 ι → ι
[(α, β), s] 7→ α(s)
[(α, β), s′, s] 7→ β(s)(s′)
[γ, t] 7→ γ(t).
It is straightforward to verify that the counit-unit equations hold.
Since tensoring with cofibrant objects preserves cofibrations, and therefore preserves cofi-
brant objects, and coproducts of cofibrant objects are cofibrant, the image of ΣN
2
on cofibrant
objects is a map between cofibrant objects. Also the inclusion of a cofibrant objects on the base
of its cone is a cofibration. Therefore ΣN
2
preserves cofibrant objects. Both tensoring with a
cofibrant object and taking coproducts preserves weak equivalences between cofibrant objects,
therefore ΣN
2
preserves weak equivalences between cofibrant objects.
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Clearly ΩN
2
preserves fibrant objects since all objects in Top2∗ are fibrant. Since the Ω
N are
right Quillen functors they preserve weak equivalences. Now note that for any relative space
ι : A → X we get a natural exact sequence of pointed spaces
ΩNA → ΩNX → ΩNrelι→ Ω
N−1A → ΩN−1X
which induce an exact sequence on homotopy groups [Ma99, Ch 8.6] and therefore by the five
lemma ΩN
rel
preserves weak equivalences.
We call Sp with the projective model structure the category of relative spectra.
Definition 2.4.6. A relative spectrum ι• : A• → X• is m-connective if X• is m-connective and A•
is m − 1-connective.
We will denote the category of m-connective relative spectra as Spm .
Definition 2.4.7. The∞-fold 2-loop space functor is
Ω∞2 : Sp
 → Top2∗
ι• : A• → X• 7→ (lim
−→
Ω•+1rel ι•, lim−→
Ω•+1X•).
Definition 2.4.8. The∞-fold 2-suspension functor is
Σ∞2 : Top
2
∗ → Sp

(Xo, Xc) 7→
(
Xo ∧ {0} ∧ S
• → (Xo ∧ I ∧ S
•) ∨ (Xc ∧ S
•+1)
)
Proposition 2.4.5 implies the following.
Corollary 2.4.9. The pair (Σ∞
2
⊣ Ω∞
2
) forms a weak Quillen adjunction.
3 Monads, operads and 2-operads
A monad is an endofunctor equipped with certain natural transformations that allows us to inter-
pret its images as free objects of an algebraic theory. Each monad defines algebras which are the
objects of its algebraic theory. Operads are structures that allow us to define monads in a category
using objects of the category itself. 2-operads allow us to define algebraic structures on pairs of
objects, one of which acts on the other.
The (ΩN ⊣ ΣN) and (ΩN
2
⊣ ΣN
2
) adjunctions give ΩNΣN and ΩN
2
ΣN
2
the structure of monads in
Top∗ and Top
2
∗ respectively. As will be seen in the next section the little cubes operads C
N and
the Swiss-cheese 2-operads SCN have monads associated to them that are closely related to the
monads of these adjunctions.
In 3.1 the definitions of monads, algebras over monads and of monad functors are given.
In 3.2 the two sided bar construction and the geometric realization functor are defined. These
constructions define all spaces and maps needed to prove the relative recognition principle. In
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3.3 operads and their associated monads are presented. In 3.4 the little cubes operads CN are
defined and the CN actions on N-fold loop spaces are shown. In 3.5 2-operads and their associated
monads are defined. In 3.6 the Swiss-cheese 2-operads SCN are defined and the SCN-actions on
N-fold 2-loop spaces are shown. In 3.7 we present a review of the theory of model structures on
2-operads and their algebras.
3.1 Monads
In [Ma72] the language of monads is central in the proof of the recognition principle.
Definition 3.1.1. Let T be a category. The endofunctor monoidal category of T is the category
Cat(T ,T ), the category of endofunctors on T , equipped with composition as the tensor product
and the identity functor as the identity.
Definition 3.1.2. A monad in T is a monoid (C, µ, η) in End(T ), i.e. it is an endofunctor C :
T → T equipped with natural transformations µ : CC → C and η : IdT → C such that the
diagrams below commute:
CCC
1Cµ //
µ1C

CC
µ

C
1Cη //
1C !!❇
❇❇
❇❇
❇❇
❇ CC
µ

C
η1Coo
1C}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
CC µ
// C C
Definition 3.1.3. A C-algebra over a monad C in T is an object X ∈ T equipped with a mor-
phism ξ : CX → X such that the diagrams bellow commute:
CCX
Cξ //
µX

CX
ξ

X
ηX //
1X !!❇
❇❇
❇❇
❇❇
❇ CX
ξ

CX
ξ
// X X
A morphism of C-algebras is a morphism between the objects that commute with the struc-
tural morphisms. We refer to them as C-maps.
We denote the category of C-algebras as C[T ]. When T = Top we refer to C-algebras as
C-spaces.
Note that for any X ∈ T , CX ∈ C[T ]. Therefore C defines a functor C : T → C[T ]. This
functor is left adjoint to the forgetful functor.
Definition 3.1.4. A C-functor in A of a monad C in T is a functor F : T → A equipped with a
natural transformation λ : F ◦ C → F such that the diagrams bellow commute:
FCC
λC //
F◦µ

FC
λ

F
F◦η //
1F !!❇
❇❇
❇❇
❇❇
❇ FC
λ

FC
λ
// F F
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A morphism of C-functors in A is a natural transformation between the functors that com-
mute with the structural natural transformations.
The examples we will need fall into the following cases:
1. If (C, µ, ν) is a monad then (C, µ) is a C-functor.
2. If φ : (C, µ, ν) → (C′, µ′, ν′) is a morphism of monads and (F, λ) is a C′-functor then
(F, λ ◦ Fφ) is a C-functor. In particular, by the previous example, (C′, µ′ ◦ C′φ) is a C-
functor. We also have that φ : (C, µ) → (C′, µ′C′(φ)) is a morphism of C-functors.
3. Let (S ⊣ Λ) : T ⇋ A be an adjunction with unit η : IdT → ΛS and counit ǫ : SΛ→ IdA.
Then (ΛS ,ΛǫS , η) is a monad in T and (S , ǫS ) is a ΛS -functor.
4. If α : (C, µ, ν) → (ΛS ,ΛǫS , η) is a morphism of monads, with ΛS as in the previous
example, then S is a C-functor in A and α : (C, µ) → (ΛS ,Λ(ǫS )S (α)) is a morphism of
C-functors in C[T ].
3.2 Bar construction
Remember that the simplicial category ∆ has as objects the linearly ordered sets 〈q〉 := {0 <
1 < · · · < q} and morphisms are order preserving functions between these ordered sets. The
morphisms in this category are generated by morphisms ∂i : 〈q − 1〉 → 〈q〉 and si : 〈q+ 1〉 → 〈q〉
for each i ∈ 〈q〉. A simplicial object in T is a functor X• : ∆
op → T , and a cosimplicial object in
T is a functor X• : ∆→ T .
The category of simplicial objects on a model category T admits a model structure called the
Reedy model structure (see [HoM07, 5.2] for details).
The two sided bar construction described here was introduced in [Ma72] and admits a variety
of applications.
Definition 3.2.1. The two sided bar construction is the category B(T ,A) and the functor B• :
B(T ,A) → A∆
op
defined as follows. The objects of B(T ,A) are triples ((F, λ), (C, µ, ν), (X, ξ)),
abbreviated (F,C, X), where C is a monad in T , F is a C-functor in A and X is a C-algebra, and
morphisms are triples (α, φ, f ) : (F,C, X) → (F′,C′, X′) where φ : C → C′ is a monad morphism,
f : X → X′ is a C-algebra morphism and α : F → F′ is a morphism of C-functors.
The functor B•(F,C, X) is
B• : B(T ,A)→ A
∆op
(F,C, X) 7→

FC•X,
∂i =

λC•−1 , i = 0
FCi−1µC•−i , 0 < i < •
FC•−1ρ, i = •
si = FC
iηC•−i+1 , 0 ≤ i ≤ •

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Given a small category C and a functor F : Cop ×C → T we can define the coend of F as the
following coequilizer:∫ C
F(X, X) := Coeq

∐
X→X′
F(X′, X)⇒
∐
X∈C
F(X, X)

Let ∆• ∈ Top∆ be the simplex cosimplicial space where
∆• :=
u ∈ R•
∣∣∣∣∣∣∣
∑
i∈•
xi = 1;∀i ∈ • : xi ≥ 0
 .
Definition 3.2.2. The geometric realization functor is
| − | : Top∆
op
→ Top
X• 7→
∫ ∆
Xq × ∆
q
This functor induces a geometric realization functor on Top∗, Top
2
∗, Top

∗ , Sp and Sp
, and
we denote by B(F,C, X) the geometric realization |B•(F,C, X)| when F is a C-functor on any of
these categories. From [Ma72, 9.2, 11.8] we have that any map f : Y → FX determines a map
τ( f ) : Y → B(F,C, X) and any map g : FX → Y such that g∂0 = g∂1 : FCX → Y determines a
map ε(g) : B(F,C, X)→ Y .
We will need the following definitions.
Definition 3.2.3. For X a space and A a closed subspace of X we say that (A, X) is a neighborhood
deformation retract pair, or NDR-pair, if there are maps u : X → I and H : X × I → X such that
u−1(0) ⊂ A, H(x, 0) = x for all x ∈ X, H(a, t) = a for all t ∈ I and a ∈ A, and H(x, 1) ∈ A for all
x ∈ u−1([0, 1)).
Definition 3.2.4. A pointed space X ∈ Top∗ is well-pointed if (∗, X) is an NDR-pair.
Note that any cofibrant pointed space is well-pointed, so any space can be replaced by a
weakly equivalent well-pointed space.
Definition 3.2.5. A simplicial space X• ∈ Top
∆op is proper if colimsiXq−1 → Xq is an NDR-pair
for all q ∈ N, where colimsiXq−1 is the union of the images of the degeneracies si.
3.3 Operads
Operads were introduced in [Ma72] in order to study loop spaces, though the operad of associa-
hedras were already implicitly described in [StJ63].
Definition 3.3.1. Let Sinj be the category whose objects are (possibly empty) finite sets S and
whose morphisms are injective functions. We will denote by skSinj the skeleton of Sinj whose
object are n := {1, . . . , n} for n ∈ N, where 0 := ∅.
Let S be the subcategory of Sinj with the same objects and bijective functions as morphisms,
and skS its skeleton.
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For every S ∈ S the bijections SS := S(S , S ) have a group structure.
Definition 3.3.2. Let (T ,⊗,1) be a bicomplete symmetric monoidal category. An S-object in T
is a functor O : Sop → T such that O is reduced, in the sense that O(0) is the terminal object ∗.
We note that the terminology for a ”reduced” S-object is inconsistent in the literature. We
follow the terminology used in [Ma09], which is consistent with the definition for operads in
[Ma72]. This differs from the notion of ”reduced” S-object in [BM03] where ”reduced” is used
for S-objects where O(0) is the unit 1 of the monoidal structure. In cartesian categories, where
the unit is the terminal object, the two notions coincide.
For an S-object in T and S ∈ S we get an action of SS on O(S ). An S-object in Top is referred
to as an S-space.
Definition 3.3.3. An S-space O is S-free if the SS actions on O(S ) are free.
We can use the language of trees to define a monad in the category of S-objects.
Definition 3.3.4. A graph T is a 1-dimensional simplicial complex, not necessarily compact (that
means an edge doesn’t need to end at a vertex, these edges are called external. Edges that end at
vertices at both sides are called internal). The set of vertices and edges of T are denoted by VT
and ET respectively.
An orientation of a graph is an orientation on each edge. For v ∈ VT we denote by in(v) the
set of incoming edges and by out(v) the set of outgoing edges incident to v. We also denote by
in(T ) and by out(T ) the sets of incoming and outgoing external edges, respectively. We note that
in(v) can be empty.
A tree is an oriented, contractible, finite graph such that out(T ) has one element denoted
e0 and for all v ∈ VT the set out(v) has one element. We call the elements of in(T ) the leaves
of the tree. Notice that there are partial orders on both the vertices and the edges such that
x ≤ x′ if x is in the unique path from x′ to e0 following the orientation of the tree. Define
pre(v) := max{v′ ∈ VT | v
′ ≤ v; v , v′}.
An ordering on a tree is a linear order of VT .
A tree on a finite set S is a tree T equipped with a bijection between in(T ) and S , called the
labeling of the leafs.
We denote by T(S) the category whose objects are isomorphism classes of ordered trees on
finite sets and whose morphisms are (not necessarily order preserving) isomorphisms of trees
compatible with the labeling of the leafs. We also define T(skS) the subcategory of trees on the
sets in skS.
We refer to the unique trees on S with only one vertex as the S -corolla. Note that there is a
unique tree with no vertices and only one edge.
There is a grafting operation on trees. Let T0 ∈ T(S ) and Tv ∈ T(in(v)) for v ∈ VT0 , we define
the tree T0[{Tv}v∈VT0 ] ∈ T(S ) as the one obtained from the union of the Tv by identifying the root
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of each Tv with the leaf of Tpre(v) corresponding to out(v). If T0 and each Tv are ordered then
T0[{Tv}v∈VT0 ] inherits an order.
Definition 3.3.5. For each S-object O define the S-object
TO : Sop → T
S 7→ Coeq

∐
T ′→T
⊗
v∈VT ′
O(in(v))⇒
∐
T∈T(S )
⊗
v∈VT
O(in(v))

We need the trees to be ordered in order to define the tensor product, but we don’t want the
specific ordering to matter, and that is why we take the coequalizer. For S = 1 the summand
associated to the tree without vertices is 1.
This defines an endofunctor on T S
op
that is the underlying functor of a monad. The unit
ηT
O
: O → TO is the natural inclusion of O(S ) → TO(S ) in the summand indexed by the S -
corolla. The product µT
O
: TTO → TO is induced by the grafting operation on trees.
Definition 3.3.6. An operad O in T is a T-algebra in T S
op
.
The operad structure of O is completely defined by the morphisms
ηO : 1→ O(1),
which is the composition of the inclusion of the 1 summand of TO(1) associated with the tree
without vertices with the T-algebra structural morphism of O, and, for each P linearly ordered
set and family of finite sets S p indexed by P, a morphism
µOν : O(P) ⊗

⊗
p∈P
O(S p)
 → O(∪p∈PS p),
given by the T-algebra structural morphism on the summand indexed by a tree obtained by iden-
tifying the roots of the ν−1(p)-corollas with the p leaf of the P-corolla, with order given by the
order on P. These morphisms satisfy associative, unit and equivariance laws.
Any operad inT defines a monad inT∗, the category of pointed objects ofT . IfO is an operad
we can extend the underlying functor on Sop to a functor on S
op
inj
. For an inclusion ν : S ֒→ S ′
we can build a tree by adding a vertex with no incoming edges to the end of each leaf of the
S ′-corolla that is not in the image of ν. This results in a tree on S and the operad structure gives
us a morphism O(S ′)→ O(S ). We refer to these morphisms as degeneracies of the operad O.
Any X ∈ T∗ defines a functor
X− : Sinj → T
S 7→ XS
with the morphisms induced by the injective functions of Sinj exchanging the coordinate labels
and inserting the base point ∗X on the coordinates that aren’t contained in the image of the func-
tion.
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We can then define for any operad O the endofunctor
O : T∗ → T∗
X 7→
∫ skSinj
O(n) × Xn
with base point given by O(0) × X0 = ∗.
This endofunctor has a monad structure, with the unit given by x 7→ [ηO, x] and multiplication
induced by the operad multiplication µO.
Definition 3.3.7. For an operad O an O-algebra is an O-algebra for the associated monad O.
If O is an operad in Top we refer to O-algebras as O-spaces.
For every operad O and pointed object (X, ∗X) the pointed object OX admits a natural filtra-
tion. Let FkskSinj be the full subcategory of skSinj containing only the sets n with n ≤ k. We can
then define FkOX as the image of the natural inclusion of
∫ FkskSinj
O(n) × Xn
into O(X).
3.4 Little cubes operads
The little N-cubes topological operads CN were first introduced by Boardman and Vogt in the
language of PROPS [BV68], and their operad structures is described by May in [Ma72]. For
N < ∞ a little N-cube is a linear embedding d : IN → IN with parallel axes. This means d is of
the form d(t) = Mt+C for some diagonal N ×N matrix M with strictly positive entries and some
C ∈ IN . Define CN(S ) as the set of configurations of little N-cubes dS indexed by the elements of
the set S such that the images of the da for a ∈ S are pairwise disjoint. We can regard dS as an
element of IN
∐
S I
N
a and give CN(S ) the subspace topology. Note that C(∅) = {d∅}, where d∅ is the
unique map ∅ → IN .
The S-space structural maps induced by the bijections of S switch the indices of the da. The
operad structure is given by composition of the little cubes. The degeneracies delete the little
N-cubes indexed by the elements that are not in the image of the inclusions S → S ′.
We have natural operad inclusions
σNS : C
N(S ) → CN+1(S )∐
a∈S
da 7→
∐
a∈S
da × 1I
and we define C∞ := lim
−→
CN, with the topology of the union.
Note that for all S ∈ S the spaces C∞(S ) are contractible.
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Theorem 3.4.1. The images of the N-fold loop space functors ΩN are naturally CN-spaces.
Proof: First assume N < ∞. Let θN : CNΩN → ΩN be the natural transformation defined by
θNX : C
NΩNX → ΩNX
[
dn, γ
n
]
7→
t 7→

γi(d−1
i
(t)), t ∈ di(I
N)
∗c, t < dn
(∐
n I
N
)

It is straightforward to verify that θN is compatible with the operad structural morphisms of CN .
The action of C∞ on the image of Ω∞ is induced from the finite cases. By definition an
element dn ∈ C
∞(n) belongs to some CN(n) with N < ∞. We can then use the above construction
for the finite cases to define the structural natural transformation θ∞.
3.5 2-operads
The theory of colored operads is a generalization of operad theory where we allow operations on
multiple objects. We will focus on the case with two colors. Let 2 be the ordered set {o < c}.
Consider the functor from sets to pointed partially ordered sets
−∗ : Set→ PO-Set∗
S 7→ ({S }
∐
S , S )
where the partially ordered structure is given by S < a, ∀a ∈ S .
Definition 3.5.1. A 2-set is a set S equipped with an unbased order preserving function corS :
S ∗ → 2, which will be referred to as the coloring of S . A 2-set is usually simply denoted S and
the coloring corS will be denoted simply as cor when the 2-set S is evident from the context.
We also define S o := cor
−1(o) ∩ S the open part of S , and S c := cor
−1(c) ∩ S the closed part
of S .
Note that cor being order preserving means that if cor(S ) = c then cor(a) = c, ∀a ∈ S .
Definition 3.5.2. A 2-function between 2-sets S and S ′ is a based function f : S ∗ → S
′
∗ such
that corS = corS ′ ◦ f . Note that there are no 2-functions between 2-sets of different colors, even
if their underlying sets are the same.
Definition 3.5.3. Let 2Sinj be the category whose objects are (possibly empty) finite 2-sets S
and whose morphisms are injective 2-functions. We will denote by sk2Sinj the skeleton of 2Sinj
whose object are m, n := {1o, . . . ,mo, 1c, . . . , nc}o and n := {1c, . . . , nc}c for m, n ∈ N. We also
define 2So,inj and 2Sc,inj as the subcategories of open 2-sets and closed 2-sets respectively, and
sk2So,inj and sk2So,inj its skeletons.
We define the subcategories 2S, sk2S, 2So, 2Sc, sk2So and sk2Sc as the subcategories con-
taining only the bijective 2-functions.
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For every S ∈ 2S the 2-bijections 2SS := 2S(S , S ) have a group structure.
Definition 3.5.4. Let (T ,⊗,1) be a bicomplete symmetric monoidal category. A 2S-object in T
is a functor O : 2Sop → T such that O is reduced, that is O(0) = ∗ and O(0, 0) = ∗.
For a 2S-object in T and S ∈ 2S we get an action of 2SS on O(S ). A 2S-object in Top is
referred to as a 2S-space.
Definition 3.5.5. A 2S-space O is 2S-free if the 2SS actions on O(S ) are free.
Again, the language of trees allows us to define a monad in the category of 2S-object in T .
Definition 3.5.6. A 2-tree is a tree T equipped with an order preserving function corT : ET → 2.
An ordering on a 2-tree T is a linear order of VT .
The coloring of a 2-tree T induces a 2-set structure on in(T ) with corin(T )(e) = corT (e) for
e ∈ in(T ) and corin(T )(in(T )) = corT (e0). A tree on a 2-set S is a 2-tree T equipped with a
2-bijection between in(T ) and S .
We denote by T(2S) the category whose objects are isomorphism classes of ordered 2-trees
on 2-sets and whose morphisms are (not necessarily order preserving) isomorphisms of 2-trees.
We also define T(sk2S) the subcategory of trees on the sets of the form m = {1, . . . ,m}.
For a 2-tree T and vertex v ∈ VT the coloring of T induces a 2-set structure on in(v), with
corin(v)(e) = corT (e) for e ∈ in(v) and corin(v)(in(v)) = corT (out(v)).
Just like for trees, there is a grafting operation on 2-trees.
Definition 3.5.7. For each 2S-object O define the 2S-object
T2O : 2S
op → T
S 7→ Coeq

∐
T ′→T
⊗
v∈VT ′
O(in(v)) ⇒
∐
T∈T(S )
⊗
v∈VT
O(in(v))

For S = 1, 0, 1 the summand associated to the open and closed 2-tree without vertices is 1.
As before this defines an endofunctor T2 of T
2Sop that is the underlying functor of a monad.
Definition 3.5.8. A 2-operad O in T is a T2-algebra in T
2Sop .
The 2-operad structure of O is completely defined by morphisms
ηOo : 1→ O(1, 0), η
O
c : 1→ O(1)
and, for each P linearly ordered 2-set and family of finite 2-sets S p indexed by P with cor(S p) =
cor(p) a morphism
µOν : O(P) ⊗

⊗
p∈P
O(S p)
 → O(∪p∈PS p)
Again, these morphisms satisfy associative, unit and equivariance laws.
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Any 2-operad in T defines a monad in T 2∗ .
If O is a 2-operad we can as before extend the underlying functor on 2Sop to a functor on
2S
op
inj
, and any (Xo, Xc) ∈ T
2
∗ defines a functor:
(Xo, Xc)
− : 2Sinj → T
S 7→ XS oo × X
S c
c
We can then define for any 2-operad O the monad
O : T 2∗ → T
2
∗
(Xo, Xc) 7→
(∫ sk2So,inj
O(m, n) × (Xo, Xc)
m,n,
∫ sk2Sc,inj
O(n) × X
n
c
)
with the unit given by (xo, xc) 7→ ([η
O
o , xo], [η
O
c , xc]) and multiplication induced by the 2-operad
multiplications µO.
Definition 3.5.9. For a 2-operad O an O-algebra is an O-algebra for the associated monad O.
For every 2-operad O and (Xo, Xc) ∈ Top
2
∗ the space O(Xo, Xc) admits a natural double filtra-
tion. Let Fk,lsk2S inj be the full subcategory of sk2S inj containing only the closed 2-sets n and
the open 2-sets m, n with m ≤ k and n ≤ l. We can then define Fk,lO(Xo, Xc) as the image of the
natural inclusion of 
∫ Fk,lsk2So,inj
O(m, n) × (Xo, Xc)
m,n,
∫ Flsk2Sc,inj
O(n) × X
n
c

in O(Xo, Xc). This of course induces a filtration F
kO(Xo, Xc) := ∪l∈NF
k,lO(Xo, Xc).
3.6 Swiss-cheese 2-operads
The swiss cheese 2-operads SCN were first introduced by Voronov in [Vo99]. For N < ∞ define
SCN(S ) as the set of configurations of little N-cubes dS indexed by the elements of the 2-set S
such that the images of the da for a ∈ S are pairwise disjoint and for a ∈ S o the image of {0}×I
N−1
by da are contained in {0} × I
N−1. Note that for closed 2-sets this is the same definition as that for
the little N-cubes operad CN . We can then topologize SCN(S ) as a subspace of IN
∐
S I
N
a .
The 2S-space structural maps induced by the bijections of S switch the indices of the da. The
2-operad structure is given by composition of the little cubes. The degeneracies delete the little
N-cubes indexed by the elements that are not in the image of the inclusions S → S ′.
We have natural 2-operad inclusions
σNS : SC
N(S ) → SCN+1(S )∐
a∈S
da 7→
∐
a∈S
da × 1I
and we define SC∞ := lim
−→
SCN , with the topology of the union.
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Proposition 3.6.1. The images of the N-fold 2-loop space functorsΩN
2
are naturallySC
N
-spaces.
Proof: First assume N < ∞. Let θN
2
: SCNΩN
2
→ ΩN
2
be the natural transformation defined
by
θN2 : SC
NΩN2 ι → Ω
N
2 ι[
dm,n, ((α, γ)
m, δn)
]
7→

s 7→

α
i(d−1
i
(0, s)), s′ 7→

γi(d−1
i
(0, s))(s′), (s′, s) ∈ di(I
N)
δ j(d−1j (s
′, s)), (s′, s) ∈ d j(I
N)
∗, (s′, s) < dm,n(
∐
m,n I
N)
 , (0, s) ∈ di(I
N)
∗, s′ 7→

δ j(d−1
j
(s′, s)), (s′, s) ∈ d j(I
N)
∗, (s′, s) < dm,n(
∐
m,n I
N)
 , (0, s) < dm(∐m IN)

[
dn, δ
n
]
7→
t 7→

δ j(d−1
j
(t)), t ∈ d j(I
N)
∗, t < dn(
∐
n I
N)

It is straightforward to verify that θN
2
is compatible with the 2-operad structural morphisms of
SC
N .
The action of SC∞ on the image of Ω∞
2
is induced from the finite cases. By definition an
element dm,n ∈ SC
∞(m, n) belongs to some SCN(m, n) with N < ∞. We can then use the above
construction for the finite case to define the structural natural transformation θ∞.
3.7 Model structure on 2-operads and algebras over 2-operads
In order to describe the model structure on colored operads and algebras Berger and Moerdijk
use the notion of coalgebra interval objects in [BM07].
Definition 3.7.1. In a closed monoidal model category T an interval object is an object I ∈ T
equipped with a factorization into a cofibration followed by a weak equivalence
1
∐
1
0
∐
1
−−−→ I
ε
−→ 1
of the codiagonal morphism on the unit 1, and with a monoid structure (I,∨, 0) such that 1 is an
absorbing element, that is x ∨ 1 = 1 = 1 ∨ x, and ε is a counit, that is ε(x ∨ y) = ε(x)ε(y) and
ε ◦ 0 = Id1 = ε ◦ 1.
A (cocommutative) coalgebra interval object is an interval object I equipped with a (cocom-
mutative) comonoid structure such that the morphisms in the factorization of the codiagonal are
comonoid morphisms.
In Top the interval I = [0, 1] with the maximum operation as the monoid structure and the
codiagonal comonoid structure is a cocommutative coalgebra interval object.
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From [BM07] we get the following conditions for the existence of a model structure on 2-
operads and algebras over 2-operads.
Proposition 3.7.2. Let T be a cofibrantly generated closed symmetric model category with a
symmetric monoidal fibrant replacement functor and a coalgebra interval object. Then there is
a cofibrantly generated model structure on the category of 2-operads in T , in which a morphism
f : O → P is a weak equivalence (resp. fibration) if and only if for each S ∈ 2S the morphism
fS : O(S )→ P(S ) is a weak equivalence (resp. fibration) in T .
Moreover if the coalgebra interval object is cocommutative then for every 2-operad O the
(U ⊣ O)-adjunction transfers the model structure from T∗ to O[T ].
If (Xo, Xc) ∈ Top
2
∗ is a cofibrant object weakly equivalent to Ω
N
2
ι for some ι : B → Y ∈ Top∗
it is not generally the case that (Xo, Xc) is a SC
N-space. This is a consequence of the fact that
SC
N is not a cofibrant 2-operad. The theorem [BM03, Thm. 3.5] implies that (Xo, Xc) does have
a SCN-space structure for any cofibrant resolution SCN of SCN .
Proposition 3.7.3. Let ψ : O → O′ be a weak equivalence of 2S-free 2-operads and (Xo, Xc) ∈
Top2∗, then ψ(Xo,Xc) : O(Xo, Xc) → O
′(Xo, Xc) induces an isomorphism on integral homology.
Proof: The proof is similar to the one for [Ma72, Prop. 3.4].
The following will allow us to define the left derived functor of the bar construction on certain
cases.
Lemma 3.7.4. If T is a closed monoidal model category, O is a cofibrant 2-operad and S is an
O-functor inA that is a weak Quillen left adjoint, then
B•(S ,O,−) : O[T ] → A
∆op
admits a left derived functor.
Proof: The coend over the tensor is a left Quillen bifunctor [Lu09, A.2.9.26], so with O
cofibrant the monad O is left Quillen adjoint, which means it presererves (trivial) cofibrations.
Also the unit η is a cofibration on cofibrant objects. Therefore B•(S ,O, X) is cofibrant if X is
cofibrant. If f : X → Y is a weak equivalence between cofibrant objects then SOq f is a weak
equivalence for all q, and therefore B(1, 1, f ) is a weak equivalence.
Since geometric realization is a left Quillen adjoint functor whenA is a topological category
the above lemma also implies that B(S ,O,−) admits a left derived functor.
4 Relative recognition principle
In 4.1 the approximation theorem is reviewed, and we see that there is a natural transformation
αN
2
between SCN and ΩN
2
ΣN
2
that is a weak equivalence on certain (Xo, Xc). In 4.2 some com-
patibility results between the geometric realization, ΩN
2
, ΣN
2
and SCN are stated without proof
(the arguments are analogous to results in [Ma72, 12]). In 4.3 and 4.4 the relative recognition
principle is proved in the N < ∞ and N = ∞ cases respectively.
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4.1 Approximation theorem
Let αN be the composition of natural transformations
CN
CNηN
−−−→ CNΩNΣN
θN
ΣN
−−→ ΩNΣN
which is explicitly given by
αNX : C
NX → ΩNΣNX
[
dn, x
n
]
7→
t 7→

[xi, d−1
i
(t)], t ∈ di(I
N)
∗, t < dn
(∐
n I
N
)

We need some definitions in order to state the approximation theorem. See [Ma74] for details.
Definition 4.1.1. An H-space is a space X ∈ Top equipped with a map µ : X × X → X and an
element e ∈ X such that both µ(e,−) and µ(−, e) are homotopy equivalent to the identity.
For anH-space (X, µ, e) the homology groups H•(X; k) for any commutative coefficients ring
k equipped with the Pontryagin product µ∗ and the unit [e] is a graded k-algebra.
Definition 4.1.2. AnH-space X is homotopy associative if µ(−, µ(−,−)) is homotopy equivalent
to µ(µ(−,−),−).
The k-algebra structure on H•(X; k) for a homotopy associativeH-space X is associative.
For every d2 ∈ C
N(2) and CN-space (X, ξ) the map ξ([d2, (−,−)]) and the basepoint ∗X endows
X with a homotopy associativeH-space structure.
Definition 4.1.3. An H-space X is admissible if it is homotopy associative and µ(x,−) : and
µ(−, x) are homotopy equivalent ∀ x ∈ X.
The k-algebra structure on H•(X; k) for an admissibleH-space X is associative and commu-
tative.
For 1 < N ≤ ∞ theH-space structures on the CN-spaces are admissible.
Definition 4.1.4. AnH-space X is grouplike if (π0X, µ∗, [e]) has a group structure.
TheH-space structures on N-fold loop spaces induced by the CN-structure are grouplike.
For (Xo, Xc) ∈ SC
N[Top] we have that Xc is a C
N-space and Xo is a C
N−1-space. For N > 2
we say that (Xo, Xc) is grouplike if the H-space structures on both Xo and Xc are grouplike. We
denote by SCN[Top]grp the subcategory of grouplike SC
N-spaces.
Definition 4.1.5. A homological group completion is anH-map g : X → G between admissible
H-spaces such that G is grouplike and for every commutative ring k
g¯∗ : H•(X, k)[π0X
−1] → H•(G, k)
is an isomorphism.
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For every grouplike homotopy associative H-space X we have a homotopy equivalence be-
tween X and Xe×π0X, where Xe is the connected component containing e [CLM76, Lemma I.4.6].
Since every H-space X is simple, that is π1X is abelian and acts trivially on πqX for all q, the
dual Whitehead theorem for connectedH-spaces implies that a group completion of a grouplike
admissibleH-space is a weak equivalence.
Theorem 4.1.6 (Approximation theorem). If X ∈ Top∗ is connected, α
N
X
is a weak equivalence.
If 1 < N ≤ ∞ then αN
X
is a homological group completion for all X ∈ Top∗.
Corollary 4.1.7. If X ∈ CN[Top] is connected, then αN
X
is a weak equivalence. If 1 < N ≤ ∞ and
X ∈ CN[Top] is grouplike then αN
X
is a weak equivalence.
We will prove a relative version of this corollary. Define αN
2
as the composition of natural
transformations
SCN
SCNηN
2
−−−−→ SCNΩN2 Σ
N
2
θN
ΣN
2
−−→ ΩN2 Σ
N
2 .
which is explicitly given by
αN2(Xo,Xc) : SC
N(Xo, Xc) → Ω
N
2 Σ
N
2 (Xo, Xc)[
dm,n, x
m,n
]
7→

s 7→

[xi, d−1i (0, s)], s′ 7→

[xa, d−1a (s
′, s)], (s′, s) ∈ da(I
N)
∗, (s′, s) < dm,n(
∐
m,n I
N)
 , (0, s) ∈ di(IN)∗, s′ 7→

[x j, d−1
j
(s′, s)], (s′, s) ∈ d j(I
N)
∗, (s′, s) < dm,n(
∐
m,n I
N)
 , (0, s) < dm(∐m IN)

[
dn, x
n
]
7→
t 7→

[x j, d−1
j
(t)], t ∈ d j(I
N)
∗, t < dn(
∐
n I
N)

Note that αNc is the composition of α
N with theΩN image of the inclusion ΣNXc ֒→ Σ
N−1(Xo∧
I) ∨ ΣNXc, which is the inclusion of a deformation retract and therefore a weak equivalence.
Let πo, πc : Top
2
∗ → Top∗ be the projections on the open and closed coordinate respectively.
The functors πcSC
N and πoSC
N are SCN-functors, since we can define λπoSC
N
:= πoµ
SCN and
λπcSC
N
:= πcµ
SCN . Note that πcSC
N = CNπc and πcµ
SCN = µC
N
πc
.
The functor CN−1πo has the structure of a SC
N-functor. In order to build the SCN-functor
structural map λC
N−1πo : CN−1πoSC
N → CN−1 first note that for any S-object O we can extend it to
a 2S-object by
O : 2S→ T
S 7→ O(S o)
We can then define the natural transformation po : SC
N → CN−1 as
po : SC
N(S ) → CN−1(S o)
dS 7→ dS o ↾{0}×IN−1
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which we can use to define the SCN-functor structural map as follows,
λC
N−1πo : CN−1πoSC
N(Xo, Xc) → C
N−1Xodm′ ,
∏
i∈m′
[dmi,ni , x
mi,ni]
 7→
µCN−1
dm′ ⊗

⊗
i∈m′
podmi,ni

 , x
∐
i∈m′ mi

The natural transformation po also allows us to define the following map between SC
N-
functors:
pNo : πoSC
N(Xo, Xc) → C
N−1Xo[
dm,n, x
m,n
]
7→
[
podm,n, x
m
]
Note that πoSC
N(Xo, Xc) is a C
N−1-space and that pNo is also a C
N−1-map, and therefore when
N > 1 it is an H-map and when N > 2 it is an H-map between admissibleH-spaces. We now
prove pNo is a quasifibration.
Definition 4.1.8. A map p : E → B in Top is a quasifibration if the natural inclusions
p−1(b) → {(e, γ) ∈ E ×B B
I | γ(0) = b, γ(1) = e}
f 7→ ( f , t 7→ p( f ))
are weak equivalences for all b ∈ B
We say that a subspace U ⊂ B is distinguished if p : p−1(U) → U is a quasifibration.
From [Ma90, 2.7] we get the following criterion for a map to be a quasifibration.
Proposition 4.1.9. Let p : E → B be a map of filtered spaces such that FkE = p−1FkB for each
k ≥ 0. If for each k ≥ 1 the map p : FkE → FkB is obtained by passage to pushouts from a
commutative diagram of the form
Fk−1E
p

Dk
gkoo
qk

jk // Ek
pk

Fk−1B Akfk
oo
ik
// Bk
such that the following conditions hold:
i) F0B is distinguished;
ii) pk : Ek → Bk is a fibration;
iii) ik : Ak → Bk and jk : Dk → Ek are inclusions of NDR-pairs;
iv) The right square is a pullback;
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v) gk : q
−1
k
(a)→ p−1( fk(a)) is a weak equivalence for all a ∈ Ak;
then each FkB is distinguished and p : E → B is a quasifibration.
Theorem 4.1.10. If Xo is well-pointed, the map p
N
o is a quasifibration with fiber C
N(Xc).
Proof: We’ll show that pNo and the natural filtrations on C
N−1Xo and SC
N(Xo, Xc) from section
3 satisfy the conditions of proposition 4.1.9.
Let Sk be the full subcategory of skS containing only k and 2Sk be the full subcategory of
sk2Sinj containing only the open 2-sets of the form k, n.
We can then define
CN−1k Xo :=
∫
Sk
CN−1(k) × X
k
o
and
SCNk (Xo, Xc) :=
∫ 2Sk
SC
N(k, n) × (Xo, Xc)
k,n
Define also
ANk := {[dk, x
k] ∈ CN−1k Xo | ∃i ∈ k : x
i = ∗o}
and
DNk := {[dk,n, x
k,n] ∈ SCNk (Xo, Xc) | ∃i ∈ k : x
i = ∗o}
The maps pNo : F
kπo ◦ SC(Xo, Xc) → F
kCN−1Xo are then the pushouts of
Fk−1πoSC
N(Xo, Xc)
pNo

DN
k
gkoo
qk

jk // SCN
k
(Xo, Xc)
pk

Fk−1CN−1Xo A
N
kfk
oo
ik
// CN−1
k
Xo
where ik and jk are the inclusions of subspaces, gk and fk are induced by the degeneracy of the
little cubes with the same index as the xi that are equal to the base point and qk and pk are defined
in the same way as pNo . These diagrams satisfy the conditions in proposition 4.1.9:
i) F0CN−1Xo = {∗}. Since every space is fibrant and every fibration is a quasifibration F
0CN−1Xo
is distinguished;
ii) By definition pk is a fibration if for every commutative square
Iq _
ι
q
0

[dk,l ,x
k,l]
// SCN
k
(Xo, Xc)
pk

Iq × I
H˜
99
[δk,ξ
k]
// CN−1
k
Xo
,
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there is a lift H˜ that makes the diagram commute.
Remember from the beginning of section 3.4 that a little cube d in SCN(m, n) or CN(m) is of
the form d(s) = Mds + Cd for some diagonal N × N matrix Md with strictly positive entries
and some Cd ∈ I
N . Therefore for any (dm,n, δm) ∈ SC
N(m, n) ×CN−1(m) C
N−1(m)
I
and v ∈ (0, 1]
we can define
γνdm,n,δm : I → I
N
∐
m,n I
N
a
t 7→

sa 7→


(
2v−t
2v
)m1
da
0
0 Mδa(t)
 sa +
(
2v−t
2v
)c1
da
Cδa(t)
 , 0 ≤ t ≤ v
1
2
m1
da
0
0 Mδa(t)
 sa +

1
2
c1
da
Cδa(t)
 , v ≤ t ≤ 1
, cor(a) = o;

2v−t
2v
Mda sa +

(2v−t)c1
da
+t
2v
πIN−1Cda
 , 0 ≤ t ≤ v
1
2
Mda sa +

1+c1
da
2
πIN−1Cda
 , v ≤ t ≤ 1
, cor(a) = c.

,
i.e. γν
dm,n ,δm
is the path in IN
∐
m,n I
N
a such that γν
dm,n,δm
(0) = dm,n, poγ
ν
dm,n,δm
= δn, the heights in the
first coordinate of the open little cubes are linearly halved in the interval [0, ν] and remain
constant in the interval [ν, 1], and such that the side lengths in all coordinates of the closed
little cubes and the distance in the first coordinate from the center of the little cube to 1 are
also linearly halved in the interval [0, ν] and remain constant in the interval [ν, 1].
ν ν ν ν
Figure 1: Cross sections of γν
dm,n,δm
.
For some (dm,n, δm) and ν it might be the case that γ
ν
dm,n,δm
< SC(m, n)I, because there might
be a, a′ ∈ m, n and t ∈ I such that a , a′ and γν
dm,n ,δm,a
(t)(I˚N) ∩ γν
dm,n,δm,a′
(t)(I˚N) , ∅, but there
is always some ν′ ∈ (0, 1] such that for ν ∈ (0, ν′] these intersections are empty. We can then
define for each m, n ∈ sk2S the map
νm,n : SC
N(m, n) ×CN−1(m) C
N−1(m)
I
→ (0, 1]
(dm,n, δm) 7→ max
{
v ∈ (0, 1] | γνdm,n,δm ∈ SC
N(m, n)I
}
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We now prove that for any given commutative square as above we can always choose a
ν¯ ∈ (0, 1] such that γν¯
dk,l(s),δk(s)
∈ SC
N(m, n)I for all s ∈ Iq.
Let F l2Sk be the full subcategory of 2Sk containing only the open 2-sets of the form k, n
with n ≤ l. The natural inclusions of
∫ Fl2Sk
SC
N(k, n) × (Xo, Xc)
k,n in SCN
k
(Xo, Xc) gives us a
filtration F lSCN
k
(Xo, Xc).
Any compact subspace of SCN
k
(Xo, Xc) is contained in F
lSCN
k
(Xo, Xc) for some l ∈ N. To
see this, assume on the contrary that there is an infinite sequence of points zi ∈ K all lying in
distinct F lSCN
k
(Xo, Xc). Consider the subset S of all such points in K. In order to show that
S is closed, assume that S ∩ F l−1SCN
k
(Xo, Xc) is closed. Then S ∩ F
lSCN
k
(Xo, Xc) contains
at most one more point. The space SCNk (Xo, Xc) is weakly Hausdorff, so points are closed
and therefore S ∩ F lSCN
k
(Xo, Xc) is closed. It follows that S is closed. The same argument
shows that any subset of S is closed, so S has the discrete topology. Being a closed subset
of a compact set, S must be compact. Therefore, S has to be finite, a contradiction.2
Now the filtration F lSCN
k
(Xo, Xc) and the map [dk,l, x
k,l] from the commutative diagram in-
duce a filtration F lIq := [dk,l, x
k,l]−1(F lSCN
k
(Xo, Xc)). We can then define
νl : F lIq − F l−1Iq → (0, 1]
s 7→ νk,l(dk,l(s), δk(s))
Since Iq is compact F lIq − F l−1Iq is compact, and therefore the image of νl has a positive
minimum.
By the two previous observations we can define
ν¯ := min{νl(s) | l ∈ N; s ∈ F lIq − F l−1Iq}.
This gives us a map
H˜ : Iq × I → SCNk (Xo, Xc)
(s, t) 7→
[
γν¯dk,l(s),δk(s)(t),
(
ξk(s, t), xl(s)
)]
which makes the diagram commute.
iii) Since Xo is well-pointed there are maps u : Xo → I and H : Xo × I → Xo making (∗o, Xo) an
NDR-pair, and therefore we can define the maps
u′ : CN−1k Xo → I
[dk, x
k] 7→ min{u(xi) | i ∈ k}
and
H′ : CN−1k Xo × I → C
N−1
k Xo
([dk, x
k], t) 7→
dk,
∏
i∈k
H(xi, t)

2The author thanks Eduardo Hoefel for providing the argument in this paragraph through private communication.
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which gives us that (AN
k
,CN−1
k
Xo) is an NDR-pair. That (D
N
k
, SCN
k
(Xo, Xc)) is an NDR-pair
follows by an analogous argument.
iv) It is trivial to check that the right square is a pullback.
v) Fix [dk, x
k] ∈ AN
k
and define the subspaces
PNk :=
[dk,n, xk,n] ∈ q−1k ([dk, xk])
∣∣∣∣∣∣∣
∀i ∈ k, di(I) ⊂
[
0, 1
2
]
× IN−1;
∀ j ∈ n, d j(I) ⊂
[
1
2
, 1
]
× IN−1.

and
QNk :=
[dk−1,n, xk−1,n] ∈ p−1o ( fk([dk, xk]))
∣∣∣∣∣∣∣
∀i ∈ k − 1, di(I) ⊂
[
0, 1
2
]
× IN−1;
∀ j ∈ n, d j(I) ⊂
[
1
2
, 1
]
× IN−1.
 .
Then PN
k
and QN
k
are deformation retracts of q−1
k
([dk, x
k]) and pN −1o ( fk([dk, x
k])) respectively,
and the restriction gk : P
N
k
→ QN
k
is a fibration with contractible fiber, and therefore a weak
equivalence. This implies gk : q
−1
k
([dk, x
k]) → p−1o ( fk([dk, x
k])) is also a weak equivalence.
Therefore by proposition 4.1.9 pNo is a quasifibration. That C
NXc is the fiber of p
N
o follows
easily from the definitions.
Corollary 4.1.11. Let (Xo, Xc) ∈ SC
N[Top] with Xo well-pointed. Then α
N
2 (Xo,Xc)
is a weak equiv-
alence if (Xo, Xc) are connected or 2 < N ≤ ∞ and (Xo, Xc) are grouplike.
Proof: We have the commutative diagram:
CNXc
αN
uu❦❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
αNc

// πoSC
N(Xo, Xc)
pNo //
αNo

CN−1Xo
αN−1

ΩNΣNXc
∼
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
ΩN(ΣN−1(Xo ∧ I) ∨ Σ
NXc) // Ω
N
rel
ΣN
2
(Xo, Xc)
∂
// // ΩN−1ΣN−1Xo
If 2 < N ≤ ∞ this is a commutative diagram of H-maps between admissible H-spaces. If
(Xo, Xc) are grouplike C
NXc and C
N−1Xo are also grouplike.
The bottom horizontal maps form a fibration sequence. By the above theorem the upper
horizontal maps form a quasifibration sequence. The corollary then follows from 4.1.7 and the
five lemma.
4.2 Compatibility of geometric realization, ΣN
2
, ΩN
2
and SCN
We have the following compatibility results, which are analogous to results in [Ma72, 12]. We
omit the proofs since they are easy adaptations of the arguments given there.
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Proposition 4.2.1. The natural maps
τ : |ΣN2•(Xo, Xc)•| → Σ
N
2 |(Xo, Xc)•|
[[x, s], u] 7→ [[x, u], s].
are homeomorphisms.
Proposition 4.2.2. Let O be any topological 2-operad and O its associated monad in Top
{o,c}
∗ .
Then there is a natural homeomorphism
ν : |O•(Xo, Xc)•| → O|(Xo, Xc)•|
[[om, x
m], u] 7→
om,
∏
i∈m
[xi, u]

such that the following diagrams are commutative
|(Xo, Xc)•|
|η• | //
η
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
|O•(Xo, Xc)•|
ν

O|(Xo, Xc)•|
|O2•(Xo, Xc)•|
|µ• |

ν2 // O2|(Xo, Xc)•|
µ

|O•(Xo, Xc)•| ν
// O|(Xo, Xc)•|
If ((Xo, Xc)•, ξ•) ∈ O[Top]
∆op , then (|X•|, |ξ•|ν
−1) ∈ O[Top] and geometric realization therefore
defines a functor O[Top]∆
op
→ O[Top].
Proposition 4.2.3. For ι• : B• → Y• ∈ (Top

∗ )
∆op a proper simplicial relative space with each ιq
an N − 1 + q-connected relative space, the map
γN2 : |Ω
N
2•ι•| → Ω
N
2 |ι•|
[(α, γ), u] 7→
(
s 7→ [(α(s), s′ 7→ γ(s)(s′)), u]
)
[δ, u] 7→ (t 7→ [δ(t), u])
is a weak equivalence.
For ι•,• : B•,• → Y•,• ∈ (Sp
)∆
op
a proper simplicial relative spectrum with each ιp,q a p + q-
connected relative space, the map γ∞
2
: |Ω∞
2•
ι•,•| → Ω
∞
2
|ι•,•| induced by the γ
N
2
above is a weak
equivalence.
Proposition 4.2.4. For ι• : B• → Y• ∈ (Top

∗ )
∆op (or ι•,• : B•,• → Y•,• ∈ (Sp
)∆
op
if N = ∞) the
map γN
2
is a SC
N
-map. Also, for (Xo, Xc)• ∈ (Top
2
∗)
∆op the following diagram is commutative:
|SCN• (Xo, Xc)•|
ν //
|αN
2•
|

SCN |(Xo, Xc)•|
αN
2

|ΩN
2•
ΣN
2•
(Xo, Xc)•|
τγN
2
// ΩN
2
ΣN
2
|(Xo, Xc)•|
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4.3 Finite relative recognition principle
The next definition can be thought of as a relative delooping functor.
Definition 4.3.1. Let πN
2
: DN → SCN be a weak equivalence of 2S-free 2-operads. The classi-
fying space functor forDN-spaces is
BN2 : D
N[Top] → Top∗
(Xo, Xc) 7→ B(Σ
N
2 ,D
N , (Xo, Xc))
The following is the central theorem of the relative recognition principle.
Theorem 4.3.2. Let πN
2
: DN → SCN be a weak equivalence of 2S-free 2-operads. Let (Xo, Xc)
be aDN-space such that (Xo, Xc) are well-pointed and consider the followingD
N-maps:
B(DN ,DN , (Xo, Xc))
ε(ξ)

B(αN
2
πN
2
,1,1)
// B(ΩN
2
ΣN
2
,DN , (Xo, Xc))
γN
2

(Xo, Xc) Ω
N
2
BN
2
(Xo, Xc)
i) ε(ξ) is a strong deformation retraction with right inverse τ(ζ), where ζ : (Xo, Xc) → D
N(Xo, Xc)
is given by the unit ζ of DN;
ii) B(αN
2
πN
2
, 1, 1) is a weak equivalence if Xo and Xc are connected or if 2 < N < ∞ and Xo and
Xc are grouplike;
iii) γN
2
is a weak equivalence;
iv) The composite γN
2
B(αN
2
π, 1, 1)τ(ζ) coincides with ΩN
2
(τ(1ΣN
2
))ηN
2
, and is a weak equivalence
if Xo and Xc are connected or if 2 < N < ∞ and Xo and Xc are grouplike;.
v) B(ΣN
2
,DN , (Xo, Xc)) is m + N-connected if (Xo, Xc) are both m-connected.
vi) For (ι : B → Y) ∈ Top∗ , ε(ǫ
N
2
) : BN
2
ΩN
2
ι → ι is a weak equivalence if ι is N-connected or
if N > 2 and ι is (N − 1)-connected; for all ι, the following diagram is commutative and
ΩN
2
ε(ǫN
2
) is a retraction with right inverse ΩN
2
(τ(1ΣN
2
ΩN
2
))ηN
2ΩN
2
,
B(DN ,DN ,ΩN
2
ι)
B(αN
2
πN
2
,1,1)
//
ε(θN
2
πN
2
)

B(ΩN
2
ΣN
2
,DN ,ΩN
2
ι)
γN
2
ε(Ω
N
2
ǫN
2
)
tt✐✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐
ΩN
2
ι ΩN
2
BN
2
ΩN
2
ι
ΩN
2
ε(ǫN
2
)
oo
vii) For (Yo, Yc) ∈ Top
2
∗, ε
(
ǫN
2ΣN
2
ΣN
2
(αN
2
πN
2
)
)
: BN
2
DN(Yo, Yc) → Σ
N
2
(Yo, Yc) is a strong deformation
retraction with right inverse τ(ΣN
2
ζ).
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Proof: ε(ξ) and B(αN
2
πN
2
, 1, 1) are realizations of maps of simplicialDN-spaces and are there-
fore maps of DN-spaces by 4.2.2. γN
2
is a map of DN-spaces by 4.2.4. i) and vii) hold before
realization by [Ma72, 9.10, 9.11], hence after realization by [Ma72, 11.10]. ii) holds before real-
ization by 3.7.3 and 4.1.11, and therefore after realization by [Ma72, 11.13] and [Ma74, A.1,A.5].
iii) follows from 4.2.3. (iv) follows from i), ii) and iii). v) follows from [Ma72, 11.12] and [Ma74,
A.5]. The upper triangle of vi) commutes by the naturality of ε, and the bottom triangle by [Ma72,
9.11]. The fact that ε(ǫN
2
) is a weak homotopy equivalence when the connectivity assumptions on
ι are met follows from the commutativity of the diagram.
The following corollary tells us that for connected (grouplike if N > 2) DN-algebras then its
delooping is unique up to weak homotopy equivalence among N-connected (N − 1-connected if
N > 2) relative spaces.
Corollary 4.3.3. Under the hypothesis of the theorem, consider the following diagram of DN-
algebras:
(Xo, Xc) (X
′
o, X
′
c)
foo g // ΩN
2
ι
if f and g are weak equivalences and either N > 2, all algebras are grouplike and ι is N − 1-
connected or N ≥ 1, all algebras are connected and ι is N-connected, then the diagram
BN
2
(Xo, Xc) B
N
2
(X′o, X
′
c)
B(1,1, f )oo
ε(ǫN
2
)B(1,1,g)
// ι
displays a weak equivalence between ι and BN
2
(Xo, Xc).
Proof: ε(ǫN
2
) is a weak equivalence by item vi) of the theorem, and B(1, 1, f ) and B(1, 1, g)
are weak equivalences before realization by the approximation theorem, and also after realization
by [Ma72, 11.13].
These results can be put together into an equivalence of homotopy categories when DN is
cofibrant.
Theorem 4.3.4. For 2 < N < ∞ and π : SCN → SCN a cofibrant replacement of the Swiss-
cheese operad the functors BN
2
and ΩN
2
induce equivalences of categories.
(LBN2 ⊣ RΩ
N
2 ) : HoTop

N−1 ⇋ HoSC
N[Top]grp.
For all N they induce an equivalence
(LBN2 ⊣ RΩ
N
2 ) : HoTop

N ⇋ HoSC
N[Top]0.
Proof: We prove the first statement, the second follows from similar arguments. Note that by
3.7.4 the left derived functor LBN
2
is well defined, and since all objects in Top are fibrant then
LBN
2
= BN
2
. Let ι ∈ HoTop
N−1
. We define the counit of the adjunction [ǫ] as the homotopy class
of the composition:
BN2 CofΩ
N
2 ι
B(1,1,cof
ΩN
2
ι
)
−−−−−−−−→ BN2Ω
N
2 ι
ε(ǫN
2
)
−−−→ ι
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The first map is a weak equivalence for every ι ∈ Top
N−1 and the second map is a weak equiva-
lence by 4.3.2.vi) because ι is assumed to be N − 1-connected.
Let (Xo, Xc) ∈ HoSC
N[Top]gr. Since B(SCN , SCN , (Xo, Xc)) is also cofibrant by the White-
head theorem there is a homotopy inverse ε(ξ)−1 of ε(ξ) in SCN[Top], which is unique up to
homotopy and therefore it is homotopy equivalent to τ(ζ). Therefore we have the commutative
diagram
(∗o, ∗c) _

  // CofΩN
2
BN
2
(Xo, Xc)
∼ cofΩN
2
BN
2
(Xo ,Xc)

(Xo, Xc)
η
55
γN
2
B(αN
2
πN
2
,1,1)ε(ξ)−1
// ΩN
2
BN
2
(Xo, Xc)
with the bottom map a weak equivalence by 4.3.2.iv). We define the unit of the adjunction [η] as
the homotopy class of the lift of this diagram.
The unit-counit equations hold by the naturality of the cofibrant replacement functor, the
homotopy commutativity by 4.3.2.iv) of the upper left and left triangle of the following diagrams
respectively, the commutativity of the rest of the diagrams and the (ΩN
2
⊣ ΣN
2
)-adjunction.
BN
2
(Xo, Xc)
BN
2
ηN
2
++❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
BN
2
(γN
2
B(αN
2
πN
2
,1,1)ε(ξ)−1)
// BN
2
ΩN
2
BN
2
(Xo, Xc)
ε(ǫN
2BN
2
)
// BN
2
(Xo, Xc)
BN
2
ΩN
2
ΣN
2
(Xo, Xc)
ε(ǫN
2ΣN
2
)
++❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
BN
2
ΩN
2
(τ(1
ΣN
2
))
OO
ΣN
2
(Xo, Xc)
τ(1
ΣN
2
)
OO
ΣN
2
ηN
2
// ΣN
2
ΩN
2
ΣN
2
(Xo, Xc)
τ(1
ΣN
2
ΩN
2
ΣN
2
)
OO
ǫN
2ΣN
2
// ΣN
2
(Xo, Xc)
τ(1
ΣN
2
)
OO
ΩN
2
ι
ηN
2ΩN
2
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
γN
2
B(αN
2
πN
2
,1,1)ε(θN
2
πN
2
)−1
// ΩN
2
BN
2
ΩN
2
ι
ΩN
2
ε(ǫN
2
)
// ΩN
2
ι
ΩN
2
ΣN
2
ΩN
2
ι
ΩN
2
ǫN
2
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
ΩN
2
(τ(1
ΣN
2
ΩN
2
))
OO

The statements in this section for N = 1 can be extended to the non-connected grouplike
cases by the relative recognition result in [HLS16]. The difficulty of making the generalization
for N = 2 comes from the fact that C1-algebras aren’t generally admissible, so α2
2
may not be a
weak equivalence on grouplike SC2-spaces, and the proof in [HLS16] uses the fact that SC1 is
weakly equivalent to the 2-opereads of actions of topological monoids on spaces, which is clearly
not true for SC2. Therefore the general case for N = 2 remains open.
4.4 Infinite relative recognition principle
Consider πN
2
: DN → SCN for 1 ≤ N < ∞ a choice of weak equivalences of 2S-free 2-operads
such that there are 2-operad maps σN : DN → DN+1 that commute with the inclusions σN :
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SC
N
→ SC
N+1. Define D∞ := lim
−→
D∞. This defines a weak equivalences of 2S-free 2-operads
π∞
2
: D∞ → SC∞. Note that any D∞-space is a DN-space for all 1 ≤ N < ∞ by the inclusions,
and that the homeomorphisms SN ∧ S1 → SN+1 and the σN induce maps
Σ1B(ΣN2 ,D
N , (Xo, Xc)) → B(Σ
N+1
2 ,D
N+1, (Xo, Xc))
which gives this collection of spaces the structure of a relative spectrum. We can then think of
the next definition as an infinite relative delooping functor.
Definition 4.4.1. The classifying space functor forD∞-spaces is defined as
B∞2 : D
∞[Top] → Sp
(Xo, Xc) 7→ B(Σ
•+1
2 ,D
•+1, (Xo, Xc))
The following tells us that the relative delooping of grouplike D∞-alagebras are relative Ω-
spectra.
Lemma 4.4.2. If (Xo, Xc) ∈ D
∞[Top] is grouplike, then B∞
2
(Xo, Xc) is fibrant.
Proof: This follows from the recognition principle in the previous section since each B∞
2
(Xo, Xc)•
is the • + 1-fold relative delooping of (Xo, Xc).
The results of the previous sections then induce the following.
Theorem 4.4.3. Let (Xo, Xc) be aD
∞-space such that (Xo, Xc) are well-pointed and consider the
following morphisms ofD∞-spaces:
B(D∞,D∞, (Xo, Xc))
ε(ξ)

B(α∞
2
π∞
2
,1,1)
// B(Ω∞
2
Σ∞
2
,D∞, (Xo, Xc))
γN
2

(Xo, Xc) Ω
∞
2 B
∞
2 (Xo, Xc)
i) ε(ξ) is a strong deformation retraction with right inverse τ(ζ), where ζ : (Xo, Xc) → D
∞(Xo, Xc)
is given by the unit ζ ofD∞;
ii) B(α∞2 π
∞
2 , 1, 1) is a weak equivalence if Xo and Xc are grouplike;
iii) γ∞
2
is a weak equivalence;
iv) The composite γ∞
2
B(α∞
2
π∞
2
, 1, 1)τ(ζ) : (Xo, Xc) → Ω
∞
2
B∞
2
(Xo, Xc) coincides withΩ
∞
2
(τ(1Σ∞
2
))η∞
2
,
and is a weak equivalence if Xo and Xc are grouplike;
v) B(Σ∞
2
,D∞, (Xo, Xc)) is m + 1-connective if (Xo, Xc) are both m-connected;
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vi) For (ι• : B• → Y•) ∈ Sp
, ε(ǫ∞2 ) : B
∞
2 Ω
∞
2 ι• → ι• is a weak equivalence if ι• is 0-connective;
for all ι•, the following diagram is commutative and Ω
∞
2
ε(ǫ∞
2
) is a retraction with right
inverse Ω∞
2
(τ(1Σ∞
2
Ω∞
2
))η∞
2Ω∞
2
,
B(D∞,D∞,Ω∞2 ι•)
B(α∞
2
π∞
2
,1,1)
//
ε(θ∞
2
π∞
2
)

B(Ω∞2 Σ
∞
2 ,D
∞,Ω∞2 ι•)
γ∞
2
ε(Ω
∞
2
ǫ∞
2
)
ss❤❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤
Ω∞
2
ι• Ω
∞
2
B∞
2
Ω∞
2
ι•
Ω∞
2
ε(ǫ∞
2
)
oo
vii) For (Yo, Yc) ∈ Top
2
∗, ε
(
ǫ∞
2Σ∞
2
Σ∞2 (α
∞
2 π
∞
2 )
)
: B∞2 D
∞(Yo, Yc) → Σ
∞
2 (Yo, Yc) is a strong deformation
retraction with right inverse τ(Σ∞
2
ζ).
Corollary 4.4.4. Under the hypothesis of the theorem, consider the following diagram:
(Xo, Xc) (X
′
o, X
′
c)
foo g // Ω∞
2
ι•
if f and g are weak equivalences of group-like D∞-algebras and ι• is 0-connective, then the
diagram
B∞2 (Xo, Xc) B
∞
2 (X
′
o, X
′
c)
B(1,1, f )oo
ε(ǫN
2
)B(1,1,g)
// ι•
displays a weak equivalence between ι and BN
2
(Xo, Xc).
In the following equivalence of categeories, by lemma 4.4.2, we can again use LB∞
2
= B∞
2
.
Theorem 4.4.5. If πN
2
: SCN → SCN are cofibrant replacements satisfying the conditions on the
begining of this section, the functors B∞2 and Ω
∞
2 induce an equivalence of categories.
(LB∞2 ⊣ RΩ
∞
2 ) : HoSp

0 ⇋ HoSC
∞[Top]grp.
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