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Preface 
Abstract 
Efficient utilization of network resources is a key goal for emerging Broadband 
Wireless Access Systems (BWAS). This is a complex goal to achieve due to the 
heterogeneous service nature and diverse Quality of Service (QoS) requirements of various 
applications that BWAS support. Packet scheduling is an important activity that affects 
BWAS QoS outcomes. This thesis proposes a new packet scheduling mechanism that 
improves QoS in mobile wireless networks which exploit IP as a transport technology for data 
transfer between BWAS base stations and mobile users at the radio transmission layer. In 
order to improve BWAS QoS the new packet algorithm makes changes at both the IP and the 
radio layers. The new packet scheduling algorithm exploits handoff priority scheduling 
principles and takes into account buffer occupancy and channel conditions. The packet 
scheduling mechanism also incorporates the concept of fairness. The algorithm also offers an 
opportunity to maximize the carriers’ revenue at various traffic situations. Performance results 
were obtained by computer simulation and compared to the well-known algorithms. Results 
show that by exploiting the new packet scheduling algorithm, the transport system is able to 
provide a low handoff packet drop rate, low packet forwarding rate, low packet delay, ensure 
fairness amongst the users of different services and generates higher revenue for the telecom 
carriers. Furthermore this research proposes a new and novel measure named “satisfaction 
factor to measure the efficacy of various scheduling schemes and finally this s research also 
proposes four performance measurements metric for NodeB’s of Next Generation Wireless 
Network” 
This research work has resulted in five conference publications, one journal accepted, 
and another journal papers is awaiting the referees report.  These papers are include either in 
the appendix in the hard copy or as attached files in the soft copy. 
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1 Introduction 
Evolving Broadband Wireless Access Systems (BWAS), such as High-Speed 
Downlink Packet Access (HSDPA) [1] and 802.16 broadband wireless access systems 
(WiMAX) [2], pose new opportunities by providing enhanced support for a wide range of 
multimedia applications. With the progress of high bit rate services like Video on Demand 
and VOIP, it is likely that BWA’s will be required to support more bandwidth at the downlink 
level and hence the downlink will become an even greater  bottleneck than it is today. High 
data rates, which were earlier only obtainable in wired systems, are a feature of emerging 
BWAS. Apart from supporting higher bandwidth at the downlink level, improving Quality of 
Services (QoS) for supported multimedia applications is another major development aim for 
the evolving BWAS. With the purpose to support a number of services and assure QoS, the 
architecture of a BWAS is becoming even more complex. This is leaving more openings for 
revenue leakage from technical errors and fraud, a recent study suggests [28]; and without 
proper revenue assurance practices, losses may get worse. These challenges are the focus of 
the research presented in this paper. 
BWAS packet scheduling is an imperative for any system as it affects system capacity, 
service quality, fairness and application QoS.  A finely designed scheduling scheme can also 
contribute to generate higher revenue for the telecommunications carriers and this arena has 
never been investigated before.  A downlink packet scheduler is deployed at the NodeB’s of 
BWA’s to regulate the distribution of the downlink-shared channels to the mobile users by 
deciding which packet should be transmitted during a given time frame, and thus the 
scheduler largely controls the performance attributes of these systems. For these reasons the 
BWAS packet schedulers should be sensibly designed to get the best system efficiency, QoS 
and revenue. Well known algorithms perform acceptably but there is no standard solution so 
far to balance QoS, downlink throughput and fairness at an equilibrium point. In addition, a 
standard solution to mitigate the causes of revenue loss has never been proposed thus there is 
clearly scope for new and novel algorithms which can perform better.  
The research presented in this paper puts forward a new and profitable packet 
scheduling algorithm that provides a fair, class based, delay jitter controlled packet scheduling 
scheme and also considers revenue maximization opportunities for the carriers. The new 
packet scheduling reduces the handoff packet drop rate and packet forwarding rate. The 
proposed algorithm includes a step that removes contention between users with almost the 
same fairness measure value. The algorithm also provides the carriers with an opportunity to 
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adjust revenue according to various traffic situations and hence the scope to tune the NodeB’s 
to generate highest revenue. This paper also proposes a performance index named 
“Satisfaction Factor” to measure NodeB’s performance. Finally the research offers some 
performance tests to mitigate revenue loss and enhance QoS for users. These tests can be used 
by telecommunication vendors and operators in the industry to test and compare the 
algorithms presented in this paper and those in their proprietary devices. 
 
1.1 Research Challenges 
Scheduling algorithms serve as an important component in any communication 
network to satisfy the QoS requirements. The design is especially challenged by the limited 
network resources and dynamic channel status that are inherent in wireless communication 
systems. 
To design a packet scheduling algorithm, which can optimize overall system 
performance, the following features and criteria should be considered: 
• Bandwidth utilization. Efficient bandwidth utilization is a very important 
algorithm design criteria. A successful packet scheduling algorithm must 
utilize the channel efficiently. This implies that the packet scheduler should not 
assign a transmission slot to a connection with a degraded link. 
• QoS requirements. The proposed packet scheduling algorithm should support 
different applications to exploit improved QoS. To support delay-sensitive 
applications, the algorithm should provide delay bound provisioning. The 
long-term throughput should be guaranteed for all connections when sufficient 
bandwidth is provided. 
• Fairness. The proposed packet scheduling algorithm should assign available 
resource fairly across connections. The fairness should be provided for both 
short term and long term users. It should also be fair to different services or 
service classes. 
• Efficient resource utilization. The proposed packet scheduling algorithm has to 
make sure that network resources are well utilized. The proposed packet 
scheduling algorithm should provide a minimal packet drop rate and packet 
forward rate. 
• Implementation complexity. In a high-speed network, the scheduling decision 
making process must be completed quickly, and the reconfiguration process in 
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response to any network state variation should also occur quickly. Therefore, 
the amount of time available to the packet scheduler is limited. A low-
complexity algorithm is important. 
• Scalability. The proposed packet scheduling algorithm should operate 
efficiently as the number of connections or users sharing the channel increases. 
• Profitability. The proposed schemes should not let the telecommunication 
carriers’ revenue down at the expense of good network service. The revenue 
maximization for the carriers is essentially important as these companies carry 
out and invest in new infrastructure and extensive research in developing 
standards and technologies for future seamless communication. 
1.2 Contribution 
The major objective of the research presented in this thesis is to develop an effective 
yet simple QoS packet scheduling scheme for next generation mobile wireless networks. 
Several different scheduling schemes were analysed and discussion is presented into the 
limitations found. Based on the identified limitations a new packet scheduling scheme is 
proposed. The most prominent scheduling algorithms found in the literature are Proportional 
Fairness (PF) and Max CIR (Maximum Interference to Carrier Ratio). The performance of the 
proposed packet scheduling scheme has been compared with Max CIR and PF through 
computer simulation and the results are presented in this thesis. The research outcome shows 
that the proposed packet scheduling scheme is an improvement on PF and Max CIR. 
1.3 Thesis Outline 
This thesis is structured as follows- 
• Chapter 1 is this chapter; it introduces an abstraction of the research and 
provides a basic scope of further investigation in the scheduling technique 
arena within a wireless environment. 
• Chapter 2 digs deeply into current research in the wireless communication 
scheduling area. This chapter starts by describing the evolutionary path that 
wireless communication has gone through before maturing at its present 
stage. After that it introduces the technical considerations needed to 
investigate scheduling algorithms. Later the pros and cons of various 
scheduling algorithm are discussed and finally scope statement outlines 
fruitful areas for research based on holes or weaknesses in the existing 
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research. Far ahead the research questions developed while searching in 
through the literature. It also addresses the assumptions made in order to 
simulate the network environment. 
• Chapter 3 starts with the node architecture and downlink queuing model 
for a modern wireless system. Next a new scheduling algorithm 
MQTRFHP (Max Queue to Transmission Rate Ratio with Fairness and 
Handoff Priority with Jitter Control) for the IP and radio layer is proposed. 
The next section of this chapter  describes a new and novel fairness scheme 
that enhances the performance of the MQTRFHP algorithm. The chapter 
starts with a conceptual example and graphs which motivated us to design 
the fairness technique.  
• Chapter 4 describes the simulation model. 
•  Chapter 5 shows the simulation results for different traffic scheduling 
algorithms using real tariff models. Carriers include an Australian carrier 
named Telstra and an US carrier T-Mobile. Later introduces a new 
performance metric named “Satisfaction Factor” to determine user’s 
gratification on consuming services. Later at the chapter Satisfaction Factor 
is calculated using real network data. Far ahead  four performance 
measures are proposed that either a telecommunication vendor or an 
operator can use to test the performance of NodeB’s at their network. 
• Chapter 6 presents the conclusion and scope for future research work. 
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2 Literature Search and Research Questions 
Section 2.1 examines the evolution of mobile phone systems to the 4G level and gives 
a vision of the network required to support 4G.  The next section examines the protocol and 
architectural issues that can affect the system performance.  Section 2.3 details the Quality of 
Service (QoS) challenges for mobile systems.  The limitations of the existing system are 
summarized which set the scene for the original work in this thesis. Finally the original work 
later in this thesis will suggest novel algorithms to improve both performance and QoS. 
2.1 The Evolution of Mobile Wireless Cellular Networks 
To date there have been three distinct mobile cellular network generations. The first 
three mobile cellular network generations are conventionally defined by air interfaces and 
transport technologies. However, it is worth nothing that each generation clearly provided an 
increase in functionality to the mobile user. The mobile cellular network generations, their 
transport technologies and applications are shown in Figure 2-1 [66]. In 1980 the mobile 
wireless cellular era had started, and since then mobile cellular communications have 
undergone significant changes and experienced enormous growth. 
 
1G 2G 2.5G 3G 3.5G 4G 
                GSM/ID-AMPS/IS-95/PDC/PHS          IMT-2000(W-CDMA/cdma2000) 
AMPS/NTT/NMT        GPRS/EDGE/i-mode/WAP   HDR/1xtreme 
Voice 
Analog Voice over Circuit Switch 
Data/Multimedia 
Over Circuit Switch 
9.6K - 28.8K - 64K - 384K - 2M 
Data/Multimedia/Internet over IP 
9.6K - 28.8K - 64K - 384K - 2M – 20M 
All over IP 
384K - 2M – 20M -200M 
 
Figure 2-1 Mobile wireless cellular network generations 
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1G: Basic mobile telephony service 
2G: Mobile telephony service for mass users with improved ciphering and efficient          
utilization of the radio spectrum. 
2.5G: Mobile Internet Services 
3G: Enhanced 2.5G services plus global roaming, and emerging new applications 
4G: Expected to provide all over IP services 
2.1.1 First Generation Mobile Wireless Cellular Networks 
The first generation (1G) mobile cellular networks were based on analogue wireless 
cellular technology. In 1979, the first mobile wireless cellular network in the world was 
launched by Nippon Telephone and Telegraph (NTT) in Tokyo, Japan [66]. The system 
utilised 600 duplex channels over a spectrum of 30 MHz in the 800 MHz band, with a channel 
separation of 25 kHz. Two years later, the cellular epoch reached Europe. The two most 
popular analogue systems were Nordic Mobile Telephones (NMT) and Total Access 
Communication Systems (TACS).  
In 1981, the NMT-450 system was commercialised by NMT in Scandinavia [66]. The 
system operated in the 450 MHz and 900 MHz band with a total bandwidth of 10 MHz. 
TACS, launched in the United Kingdom in 1982, operated at 900 MHz with a band of 25 
MHz for each path and a channel bandwidth of 25 kHz. Extended TACS was deployed in 
1985. Other than NMT and TACS, some other analogue systems were also introduced in 
1980s across Europe. For example, in Germany, the C-450 cellular system, operating at 450 
MHz and 900 MHz (later), was deployed in September 1985.  
All of these systems offered handover and roaming capabilities but the cellular 
networks were unable to interoperate between countries. This was one of the inevitable 
disadvantages of 1G mobile wireless cellular networks. In the United States, the Advanced 
Mobile Phone System (AMPS) was launched in 1982 [67]. The AMPS system was allocated a 
40-MHz bandwidth within the 800 to 900 MHz frequency range. In 1988, an additional 10 
MHz bandwidth, called Expanded Spectrum (ES) was allocated to AMPS [67]. 
2.1.2 Second Generation Mobile Wireless Cellular Networks 
Second-generation (2G) mobile systems were introduced towards the end of 1980s. 
The 2G technology is based on digital wireless cellular technology. Commercially deployed 
examples of 2G systems are the Global System for Mobile Communications (GSM) [66] and 
 19 
CDMA standard (IS-95) [66]. 2G GSM provided interregional roaming functionality. Low bit 
rate data services were supported as well as the traditional speech service. Digital 
transmission rather than analogue transmission was used by 2G systems. Consequently, 
compared with 1G system, 2G systems offered higher spectrum efficiency, better data 
services, and more advanced roaming capability. In Europe, GSM was deployed to provide a 
single unified standard. This enabled seamless mobile services through-out Europe by means 
of international roaming. The earliest GSM system operated in the 900 MHz frequency band 
with a total bandwidth of 50 MHz. During development over more than 20 years, GSM 
technology has been continuously improved to offer better services in the market. New packet 
based technologies have been developed based on the original GSM system. Packet switched 
networks overlaid onto many of the 2G mobile wireless cellular networks. Generally 2G 
networks with packet switched communication systems are referred to as 2.5G mobile 
wireless cellular networks. The addition of a wireless data service made available a range of 
services over a variety of handsets. The 2.5G mobile device computing functionality enabled 
users to perform telephone banking, make airline reservations, conduct stock transactions, 
send and receive e-mail, play games, obtain weather reports and access the World Wide Web. 
The cell phone’s web browsing capability offers access to a wide and growing array of 
websites from internationally known companies such as CNN to very local information. The 
addition of data services has been a phenomenal commercial success and continuous to 
development and expand. 
2.5G mobile wireless cellular networks facilitate instant connections where 
information can be sent or received almost immediately and without any user activity required 
to establish a connection. At the time the 2.5G mobile devices were commonly referred to be 
as being “always connected” or “always on”. The Internet service connection provided to 
cellular users by 2.5G devices was a remarkable functional leap.  
2.5G digital mobile wireless cellular networks dominated the mobile industry 
throughout the whole world. The new 2.5G systems, such as HSCSD (High Speed Circuit 
Switched Data), GPRS (General Packet Radio Service), and IS-95B were an evolution 
offering higher speed data services and improved voice services. 
HSCSD, GPRS and EDGE are all based on the original GSM system. HSCSD is the 
first enhancement of the GSM air interface as it bundles GSM timeslots to give a theoretical 
maximum data rate of 57.6 kbit/s (bundling four 14.4 kbit/s full rate timeslots). HSCSD 
provides both symmetric and asymmetric services and it is relatively easy to deploy. 
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However, HSCSD was not easy to price competitively since each timeslot is effectively a 
GSM channel. 
Following HSCSD, GPRS is the next step of the evolution of the GSM air interface. 
Other than bundling timeslots, four new channel coding schemes were proposed. GPRS 
provides “always on” packet switched services with bandwidth only being used when needed. 
Therefore, GPRS enables GSM with Internet access at high spectrum efficiency by sharing 
time slots between different users. Theoretically, 2.5G GPRS could support data rates up to 
160 kbit/s (initially commercial GPRS provided 40 kbit/s). Deploying GPRS was not as 
simple as HSCSD because the core network needed to be upgraded. 
EDGE used the GSM radio structure and TDMA framing but with a new modulation 
scheme, 8QPSK, instead of GMSK, thereby increasing by three times the GSM throughput 
using the same bandwidth. EDGE in combination with GPRS could deliver single user data 
rates up to 384 kbit/s.  
2.1.3 Third Generation Mobile Wireless Cellular Networks 
The third generation (3G) systems were first launched by DoCoMo in October 2001 
[66]. Since then 3G has become the dominant mobile network technology and recently an 
enhanced version known as 3.5G has been rolled out in some countries. 3G networks were 
designed to transport data at much higher rates than 2G and 2.5G networks. The massive 
success of 2G technologies pushed mobile networks to grow extremely fast as ever-growing 
mobile traffic put a lot of pressure on network capacity. In addition, the strong drive towards 
new applications, such as wireless Internet access and video telephony, generated a need for a 
universal standard at higher user bit rates. The bit rate requirements for some of the 
applications that were predicated for 3G networks are shown in Figure 2-2 [3]. Most of the 
new services require bit rates up 2 Mbit/s. 
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Figure 2-2Bit rate requirement of some services 
 
The International Telecommunications Union (ITU) working groups focused on 
further developing 3G technologies. 3G networks are referred as International Mobile 
Telephony 2000 (IMT-2000) within ITU references and Universal Mobile 
Telecommunications Services (UMTS) in Europe. In the European Telecommunications 
Standards Institute (ETSI) UMTS standardisation started in 1990. 
3G systems were designed for multimedia communications: person-to-person 
communication can be enhanced with high quality images and video. Also, access to 
information and services on public and private networks was enhanced by the higher data 
rates and new flexible communication capabilities offered by 3G systems. 
3G systems can offer simultaneous multiple services for one user and services with 
different QoS classes. The main objectives for the IMT-2000 systems can be summarised as: 
1. Full coverage and mobility for 144 kbit/s, preferably 384 kbit/s; 
2. Limited coverage and mobility for 2 Mbit/s; 
3. Provides both symmetric and asymmetric data transmission; 
4. Provides both circuit switched and packet switched connections; 
5. Capable of carrying Internet Protocol (IP) traffic; 
6. Global roaming capabilities; 
7. High spectrum efficiency compared to existing systems; 
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8. High flexibility to introduce new services; 
The bit-rate targets have been specified to match the channel bit rates used in the 
Integrated Services Digital Network (ISDN). The 144 kbit/s data rate provides the ISDN 
2B+D channel configuration, 384 kbit/s provides the ISDN H0 channel, and 1.92 Mbit/s 
provides the ISDN H12 channel.  
2.1.4  Beyond 3G Mobile Wireless Cellular Networks 
The evolution of mobile wireless cellular networks is continuing. The current market 
demand trend is the requirement for faster and more reliable IP based connections. Other 
factors affecting the evolution of mobile wireless cellular networks include: 
• Rising use. Due to fast evolution in electronics, the price of mobile devices is 
falling. And for the competition among the operators, the charge is falling as 
well. So, more people are using mobile applications that require network 
access. 
• Multimedia content. Video and music downloads are very popular now a day. 
Multimedia message has been a major part of operators for earning revenue. 
These services have increased the amount of data to be transferred for a web 
page and so the increase in bandwidth requirement. 
• Mobile Social Networks. The way that people use the Internet is another 
concern. In the past people used to download content from the websites only. 
But now, people are sharing ideas, pictures, and videos and information with 
other people. Blogs are very popular. Facebook is an ideal example of social 
networking [4]. 
• Voice over IP (VOIP). The fixed line wireless is rapidly moving towards the 
voice over IP technology. Most likely many of the users will migrate to VOIP 
as their primary access to fixed line services. 
• Fixed Line Internet Replacement:  Revenue is decreasing for operators because 
the call rate is decreasing and many people do not use fixed lines.  In response 
most mobile operators are trying to generate more revenue by providing data 
services to the users over their EDGE/UMTS/HSDPA or CDMA networks. 
Thus they are directly competing with the DSL and cable operators. 
A number of new wireless access technologies are currently under development or in 
the early stages of being rolled out. New technologies are being designed to meet the 
requirements of 4G networks, for example the Third Generation Partnership Project 3GPP’s 
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Long Term Evolution (LTE), HSPA+ and 802.16 WiMAX. It may be possible that several of 
these technologies will be used in competing 4G network solutions [4]. 
The ITU categorizes IMT networks and the ITU identified the IMT-2000 systems as  
3G systems. The list of all ITU-2000 systems is given in ITU-R M.1457-6 [1]. Enhanced 
IMT-2000 Systems include HSPA, CDMA, 1xEVDo and future evolutions of the IMT 
advanced systems, though it is likely that the IMT advanced systems are likely to become 
known as 4G systems. At this time there is no clear definition of the 4G systems. The ITU-R 
M.1645 recommendation [2] gives the first hint but leaves the door open: 
“For systems beyond IMT-2000, there may be a requirement for a new 
wireless access technology for the terrestrial component, around the year 2010. This 
will complement the enhanced IMT-2000 systems and the other radio systems. It is 
predicted that potential new radio interface(s) will need to support data rates of up to 
approximately 100 Mbit/s for high mobility such as mobile access and up to 
approximately 1 Gbit/s for low mobility such as nomadic/local wireless access, by 
around the year 2010.” 
“802.16 WiMAX can provide a maximum data rate of 72 Mbps, with future 
revisions possibly offering higher data rates. WiMAX may not meet the 4G system 
requirements for high data rates or may do so at a point after other technologies have 
been selected for 4G systems. The 3GPP’s successor to its 3G UMTS standard, LTE 
has a designed maximum data rate of 326 Mbps with four way Multiple Input Multiple 
Output (MIMO) transmission. LTE gives Downlink (DL) data rates of 144 Mbps and 
Uplink (UL) of 57 Mbps. HSPA+ gives 42 Mbps in DL and 11Mbps in UL. LTE and 
HSPA+ systems satisfy the requirements of enhanced 3G systems but may not meet 
the 4G system requirements. These systems are categorized as enhanced IMT-2000 
systems.”[2] 
To meet the requirement of IMT Advanced that is known as 4G, WiMAX and LTE 
standard bodies have initiatives to enhance their technologies. On the WiMAX side the 
802.16m working group in standardizing a faster radio interface. Similar activity on the LTE 
side has seen the development of technologies known as LTE+ or Enhanced LTE. 
In the US, 4G systems are expected to be a combination of Wireless Local Access 
Networks (WLAN) and IEEE 802.201. In Europe, 4G is thought to be a network of networks, 
which includes multiple interworking networks and devices. In this kind of network, the 
following list provides different technologies that might coexist with seamless interworking 
being supported between them: 
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• Cellular Mobile (2/2.5/3G) 
• Wireless LAN (IEEE802.11x) 
• Personal Area Networking (Bluetooth) 
• Digital Broadcasting (video, audio, DVB, DAB) 
• Home Entertainment Wireless Networking 
• Multi-Modal Services 
The heterogeneous network concept is shown in Figure 2-3 [4]. The creation of mobile 
devices that can operate in a heterogeneous network environment would be a major step 
forward and provide greater usability, date rates and flexibility for users. 
 
 
Figure 2-3 Heterogeneous network with interworking access systems  
In the future, mobile wireless communication is going to move towards a universal 
communication approach that uses a very flexible networking infrastructure and dynamically 
adapts to changing user requirements. 
 25 
2.2 Radio Resource Management in Wireless Networks 
Radio Resource Management (RRM) in next generation networks is liable for 
improving the utilisation of the air interface resources. The objectives of using RRM can be 
summarised as follows: 
• Guarantee the QoS for different applications 
• Maintain the planned coverage 
• Optimise the system capacity 
In next generation networks, pre-allocating resources and over-dimensioning the 
network may not be feasible because of unpredictable user needs and the variable 
requirements of different services. RRM is composed of two parts: radio resource 
configuration and re-configuration. Radio resource configuration is responsible for allocating 
radio resources to new requests coming into the system so that the network is not overloaded 
and remains stable. But, as congestion might occur because of user mobility, radio resource 
re-configuration is responsible for re-allocating the radio resources within the network when 
load is increasing or when congestion starts to appear. RRM is responsible for returning the 
overloaded system quickly and controllably back to the targeted load. RRM can be divided 
into two parts: 
• Static Radio Resource Management 
• Dynamic Radio Resource Management 
2.2.1 Static Radio Resource Management 
Static RRM involves manual as well as computer aided fixed cell planning or radio 
network planning. Examples of static RRM are the frequency allocation band plans 
determined by international standardization bodies, by national frequency authorities and in 
frequency resource auctions. The important issues that relate to static RRM are as follows: 
• Deployment of base station sites (or broadcasting transmitter site)  
• Antenna heights  
• Channel frequency plans  
• Sector antenna directions  
• Selection of modulation and channel coding parameters  
• Base station antenna space diversity, for example  
• Receiver micro diversity using antenna combining  
• Transmitter macro diversity such as OFDM single frequency networks (SFN)  
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2.2.2 Dynamic Radio Resource Management 
Dynamic RRM schemes adaptively adjust the radio network parameters to the traffic 
load, user positions, and QoS requirements. Dynamic RRM schemes are considered in the 
design of wireless systems to minimize expensive manual cell planning and achieve tighter 
frequency reuse patterns, resulting in improved system spectral efficiency. Some schemes are 
centralized, where several base stations and access points are controlled by a Radio Network 
Controller (RNC). Others are distributed, either autonomous algorithms in mobile stations, 
base stations or wireless access points, or coordinated by exchanging information among 
these stations. 
Examples of dynamic RRM schemes are: 
• Power control  
• Link adaptation  
• Channel Allocation   
• Handover  
• Re-use partitioning  
• Adaptive filtering  
• Single Antenna Interference Cancellation (SAIC)  
• Dynamic diversity schemes  
• Dynamic Single Frequency Networks (DSFN)  
• Phased array antenna with beam forming  
• Multiple-input multiple-output communications (MIMO)  
• Space-time coding  
• Admission control  
• Dynamic bandwidth allocation  
2.2.2.1 Power control 
Power control is a necessary element in all mobile systems because of battery life and 
for safety reasons. In GSM slow frequency (approximately 2 Hz) power control is employed. 
In IS-95 fast power control at 800 Hz is supported in the uplink, but in the downlink, a 
relatively slow (approximately 50 Hz) power control loop controls the transmission power. In 
WCDMA fast power control with 1.5 kHz frequency is supported in both uplink and 
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downlink [5]. Tight and fast power control is one of the most important aspects of WCDMA 
systems. 
The reasons for using power control are different in the uplink and downlink. The 
overall objectives of power control can be summarised as follows: 
• Overcoming the near-far effect in the uplink 
• Optimising system capacity by controlling interference 
• Maximising the battery life of mobile terminals 
The near-far problem in the uplink is shown in Figure 2-4 [6]. Signals from different 
MSs are transmitted in the same frequency band simultaneously in WCDMA systems. 
Without power control, the signal coming from the MS that is nearest to the BS may block 
signals from other MSs that are much further away from the BS. In the worst situation one 
over-powered MS could block a whole cell. The solution is to apply power control to 
guarantee that signals coming from different terminals have the same power or the same 
Signal-to-Interference Ratio (SIR) when the signal arrives at the BS. 
 
 
 
 
Figure 2-4 Near-Far effects (power control in UL) 
In the downlink direction, there is no near-far problem due to the one-to-many 
topology [30, 31]. Power control is responsible for compensating the inter-cell interference 
suffered by the mobiles, especially those near cell boundaries as shown in Figure 2-5. 
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Moreover, power control in the downlink is responsible for minimising the total interference 
by keeping the QoS at its target value. 
 
Figure 2-5 Compensating the inter-cell interference (power control in DL) 
In Figure 2-5, mobile 2 suffers more inter-cell interference than mobile 1. Therefore, 
to meet the same quality target, more power needs to be allocated to the downlink channel 
between the BS and mobile 2. 
2.2.2.2 Handover control 
Handover is an essential component of mobile cellular communication systems. 
Mobility causes dynamic variations in link quality and interference levels in cellular systems, 
sometimes requiring that a particular user change its serving base station. This change is 
known as handover (HO) [30]. More detailed information on MS handover is presented in the 
Chapter 4. 
2.2.2.3 Admission control 
If the air interface load is allowed to increase excessively, the cell coverage area is 
reduced below planned values, known as “cell breathing” [30, 31], and the QoS of the 
existing connections cannot be guaranteed. The reason for the “cell breathing” phenomenon is 
because of the interference-limited feature of CDMA systems. Therefore, before admitting a 
new connection, admission control needs to check that admitting the new connection will not 
sacrifice the planned coverage area or the QoS of existing connections. Admission control 
accepts or rejects a request to establish a radio access bearer in the radio access network. The 
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admission control functionality is located in RNC where the load information of several cells 
can be obtained. 
The admission control algorithm estimates the load increase that the establishment of a 
bearer would cause in the radio access network. The load estimation is applied for both uplink 
and downlink. The requesting bearer can be admitted only if the admission controls in both 
directions admit it; otherwise it is rejected because of the excessive interference that it adds to 
the network. 
Several admission control schemes have been suggested. Dalhman et al., Huang et al. 
and Knutsson et al. have showed that using the total power received by the base station is 
supported as the primary uplink admission control decision criterion [7 ,8, 9]. Dalhman et al. 
and Knutsson et al. have proposed a downlink admission control algorithm based on the total 
downlink transmission power [7, 10]. 
Generally, the admission control strategies can be divided into two types: (1) 
wideband power-based admission control strategy and (2) throughput-based admission 
control strategy. 
Wideband power-based admission control is shown in Figure 2-6. 
 
Figure 2-6 Load Curve 
The new user is not admitted if the new resulting total interference level is higher than 
the threshold value as given in (2.1) [30]. 
 
reject : I totalold +∆I>I tthreshold  
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admit : I totalold +∆I<I threshold      (2-1) 
 
The threshold value is the same as the maximum uplink noise increase and can be set 
by radio network planning. 
In the throughput-based admission control strategy the new requesting user is not 
admitted into the radio access network if the new resulting total load is higher than the 
threshold value as given in (2.2) [31]. 
 
reject : ηtotalold +∆I>η tthreshold  
reject : ηtotalold +∆I<η tthreshold      (2-2) 
 
It should be noted that as the admission control is applied separately for uplink and 
downlink, different admission control strategies can be used in each direction. 
2.2.2.4 Load control 
One important task of the radio resource management functionality is to ensure that 
the system is not overloaded and remains stable. If the system is properly designed, and the 
admission control works well, overload situations should be exceptional. However, in mobile 
networks, overload somewhere is inevitable because the radio resource cannot be pre-
allocated within the network. When overload is encountered, the load control, also called 
congestion control, returns the system quickly and controllably back to targeted load, which is 
defined by radio network planning. The possible load control actions in order to reduce or 
balance load are listed below: 
• Deny downlink power-up commands received from the MS. 
• Reduce the uplink Eb/I0 target used by uplink fast power control. 
• Change the size of soft handover zone to accommodate more users. 
• Handover to another carrier (inter-frequency handover). 
• Handover to overlapping network (another UMTS network or GSM network). 
• Decrease bit rates of real-time users, e.g. AMR speech codec. 
• Reduce the throughput of packet data traffic (non-real-time service). 
• Drop calls in a controlled way. 
The first two items in the list are fast actions that are carried out within the 3G base 
station which is defined as Node B [31]. The third method, changing the size of soft handover 
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zone is especially useful to a downlink-limited network.  The other load control actions are 
typically slower. Inter-frequency handover and inter-system handover can overcome overload 
by balancing the load. The final action is to drop real-time users (i.e. speech or circuit 
switched data users) in order to reduce load. This action is taken only if the load of the whole 
network remains very high even after other load control actions have been effected in order to 
reduce the overload. 
2.2.2.5 Link Adaptation 
Link adaptation, or adaptive coding and modulation (ACM), is a term used in wireless 
communications to denote the matching of the modulation, coding and other signal and 
protocol parameters to the conditions on the radio link (e.g. the path loss, the interference due 
to signals coming from other transmitters, the sensitivity of the receiver, the available 
transmitter power margin. For example, EDGE uses a rate adaptation algorithm that adapts 
the modulation and coding scheme (MCS) according to the quality of the radio channel, and 
thus manages the bit rate and robustness of data transmission. The process of link adaptation 
is a dynamic one and the signal and protocol parameters change as the radio link conditions 
change, for example in HSDPA in UMTS this can take place every 2 ms. 
In HSDPA link adaptation is performed by: 
• Choice of modulation type. The link can employ QPSK for noisy channels and 
16QAM for clearer channels. The former is more robust and can tolerate 
higher levels of interference but has lower transmission bit rate. The latter has 
twice higher bit rate but is more prone to errors due to interference and noise 
hence it requires stronger forward error correction (FEC) coding which in turn 
means more redundant bits and lower information bit rate. [68] 
• Choice of FEC coding rate. The FEC code used has a rate of 1/3, but it can be 
varied effectively by bit puncturing and Hybrid Automatic Repeat Request 
(HARQ) with incremental redundancy. When the radio link conditions are 
good more bits are punctured and the information bit rate is increased. In poor 
link conditions all redundant bits are transmitted and the information bit rate 
drops. In very bad link conditions retransmissions occur due to HARQ which 
ensure correct reception of the sent information but further slowdown the bit 
rate.  
Thus HSDPA adapts to achieve very high bit rates, of the order of 14 Mbps, on clear 
channels using 16-QAM and close to 1/1 coding rate. On noisy channels HSDPA adapts to 
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provide reliable communications using QPSK and 1/3 coding rate but the information bit rate 
drops to about 2.4 Mbps. This adaptation is performed up to 500 times per second. 
2.2.2.6 Channel allocation 
Channel allocation deals with the allocation of channels to cells in a cellular network. 
Once the channels are allocated, cells may then allow users within the cell to communicate 
via the available channels. Channels in a wireless communication system typically consist of 
time slots, frequency bands and/or CDMA pseudo noise sequences, but in an abstract sense, 
they can represent any generic transmission resource. There are three major categories for 
assigning these channels to cells (or base-stations). They are: 
• Fixed Channel Allocation,  
• Dynamic Channel Allocation and  
• Hybrid Channel Allocation which is a combination of the first two methods. 
 
2.2.2.6.1 Fixed Channel Allocation 
Fixed Channel Allocation (FCA) systems allocate specific channels to specific cells 
[14, 27]. This allocation is static and may not be changed. For efficient operation, FCA 
systems typically allocate channels in a manner that maximizes frequency reuse. Thus, in a 
FCA system, the distance between cells using the same channel is the minimum reuse 
distance for that system. The problem with FCA systems is quite straight forward and occurs 
whenever the offered traffic to a network of base stations is not uniform. Consider a case in 
which two adjacent cells are allocated N channels each. There clearly can be situations in 
which one cell has a need for N+k channels while the adjacent cell only requires N-m 
channels (for positive integer’s k and m). In such a case, k users in the first cell would be 
blocked from making calls while m channels in the second cell would go unused. Clearly in 
this situation of non-uniform spatial offered traffic, the available channels are not being used 
efficiently. FCA has been implemented on a widespread level to date.  
2.2.2.6.2 Dynamic Channel Allocation 
Dynamic Channel Allocation (DCA) attempts to alleviate the problem mentioned for 
FCA systems when offered traffic is non-uniform [14, 27]. In DCA systems, no set 
relationship exists between channels and cells. Instead, channels are part of a pool of 
resources. Whenever a channel is needed by a cell, the channel is allocated under the 
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constraint that frequency reuse requirements may not be violated. There are two problems that 
typically occur with DCA based systems.  
First, DCA methods typically have a degree of randomness associated with them and 
this leads to the fact that frequency reuse is often not maximized unlike the case for FCA 
systems in which cells using the same channel are separated by the minimum reuse distance.  
Secondly, DCA methods often involve complex algorithms for deciding which 
available channel is most efficient. These algorithms can be very computationally intensive 
and may require large computing resources in order to be real-time.  
2.2.2.7 Reuse Partitioning 
Conventional cellular systems adopt a single spatial reuse pattern for all channels to 
ensure an adequate SIR. Due to the monotonic property of the SIR, the worst SIR occurs at 
the perimeter of the cell. As a mobile moves away from the cell perimeter toward the base 
station it enjoys a monotonically increasing SIR. Thus, channels used by mobiles located near 
the base stations can be spatially reused in a denser pattern than the channels used by mobiles 
located near the cell perimeters. The concept of dividing cells into concentric zones, each with 
a different spatial reuse pattern, has been coined as reuse partitioning [69]. As shown in 
Figure 2-7 each zone is assigned a set of channels. For more flexibility, calls in a given region 
may be allowed to use, i.e. “overflow into”, channels allocated to lower-numbered zones. 
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Figure 2-7 Cell reuse partitioning 
Reuse partitioning can increase the radio capacity, i.e. the number of subscribers per 
unit area that can be supported at some minimum SIR level, without acquiring more radio 
spectrum and sacrificing the SIR.  
2.2.2.8 Dynamic Bandwidth Allocation 
Dynamic bandwidth allocation is a technique by which traffic bandwidth in a shared 
telecommunications medium can be allocated on demand and fairly between different users of 
that bandwidth. It uses resource reservation multiple access schemes or statistical 
multiplexing, for example spread spectrum and/or packet radio.  
Dynamic bandwidth allocation takes advantage of several attributes of shared 
networks:  
• All users are typically not connected to the network at a time.  
• Even when connected, users are not transmitting data (or voice or video) at all 
times 
• Most traffic is bursty and  there are gaps between packets of information that 
can be filled with other user traffic 
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2.3 Quality of Service 
2.3.1 Quality of Service Definition 
QoS is an important requirement for modern telecommunication and digital networks. 
Many application and services require a specific level of assurance from the network and 
given that communication networks are characterized by many levels of heterogeneity then 
QoS takes on an important role as a performance measure. It is important to consider QoS for 
heterogeneous networks. 
According to ISO 8402, the word quality is defined as “the totality of characteristics 
of an entity that bear on its ability to satisfy stated and implemented needs”. ITU-T [11] and 
ETSI define QoS as “the collective effect of service performance which determines the degree 
of satisfaction of a user of the service”. The IETF considers QoS as the ability to segment 
traffic flows differently from others [12]. QoS encompasses both the service categorization 
and the overall performance of the network for each category. 
From the networking point of view, QoS is the ability of a network element to assure 
that its traffic and service requirements can be satisfied up to some standard level. QoS may 
be used as a performance measure that is used as an input for resource allocation in the 
network. 
The term QoS can be used with different meanings based on the parameters necessary 
to achieve particular service quality. The meaning of QoS changes as well based on the 
application field and scientific scope. There are three types of QoS [13, 14]: intrinsic, 
perceived and assessed.  
Intrinsic QoS is directly provided by the network itself and is defined in terms of 
objective parameters such as loss, delay, jitter etc. Perceived QoS (P-QoS) is the quality 
perceived by the users. P-QoS highly depends on the network performance but it is measured 
by the average opinion of the users. Mean Opinion Score (MOS) methods are often used to 
perform the measure of the quality. The user assigns an MOS rating to the application to 
evaluate the quality. The ratings are as follows: 1-bad, 2-poor, 3-fair, 4-good, 5-excellent. The 
MOS is the arithmetic mean of all the individual scores and can range from 1(worst) to 5 
(best) [15]. 
The last type of QoS is assessed QoS. It is referred to the will of a user to keep on 
using a specific service. It is related to P-QoS and also depends on the pricing mechanism, 
level of assistance of the provider and other marketing and commercial aspects. For example a 
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performance decrease may be tolerated by a user if a service is free, but the same decrease 
will raise criticism if a user is paying for it.  
At this moment most QoS provisioning is offered in terms of intrinsic QoS. This 
research is also focused on intrinsic QoS improvement.   
2.3.2 QoS Metric 
For an IP based network environment, the intrinsic QoS  metrics generally used [16] 
are as follows: 
IPLR – IP Packet Loss Ratio 
IPTD – IP Packet Transfer Delay 
IPDV – IP Packet Delay Variation 
IPER – IP Packet Error Ratio 
It is also important to provide a range of QoS requirements for the traffic classes. 
Possible end to end performance metric upper bounds are provided in Table 2-1 [17] 
 
Table 2-1 IP QoS classes and objective performance-metric upper limits 
QoS Class Characteristics IPTD IPDV IPLR IPER 
0 
Real time, jitter 
sensitive, highly 
interactive 
100ms 50ms 10− 3
 
10− 4
 
1 
Real time, jitter 
sensitive, interactive 
400ms 50ms 10− 3
 
10− 4
 
2 
Transaction data, highly 
interactive 
100ms U 10− 3
 
10− 4
 
3 
Transaction data, 
interactive 
400ms U 10− 3
 
10− 4
 
4 
Low loss only (short 
transactions, bulk data, 
video streaming) 
1s U 10− 3
 
10− 4
 
5 
Traditional applications 
of default IP networks 
U U U U 
 
 37 
The values reported in Table 2-1 are applicable to IP public networks. But every 
company and service provider may also offer different end to end performance metrics. In 
other words, taking class 0 as example, it means that, for a generic real time, jitter sensitive 
and highly interactive application, the following performance-metric limits should be 
guaranteed: mean end to end transfer delay below 0.1s, means jitter below 0.05s, mean packet 
loss rate below 10-3 and a mean packet error rate below 10-4. The recommendation does not 
refer to any specific applications but defines an upper limit for traffic classes [17]. 
2.3.3 QoS in Heterogeneous Networks 
QoS is the ability of a network element to provide some level of assurance so that its 
traffic and service requirements can be satisfied. That means, within a network, there must be 
a suitable mechanism for each traffic class to provide end to end communication.  
The definition for a heterogeneous network varies depending on the technical 
characteristics of the systems employed in the network. Network portions may be managed by 
different service providers that may use different systems such as cable, radio, and satellite. 
The service provider may use different protocols as well, such as ATM, DSL, IP and MPLS. 
A network may be heterogeneous from the user’s point of view as well. Different users 
require different services and uses may have different Service Level Agreements (SLA). 
Modern telecommunication networks are composed of different segments and 
technologies. Each segment may implement a different QoS solution. For an example, in an 
ATM network, QoS parameters and requirements are defined as well as the tools to guarantee 
the QoS parameters and requirements for each specific customer. An IP based network may 
support QoS for differentiated services.  
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Figure 2-8 Network heterogeneity 
Figure 2-8 includes examples of protocols and technologies that may be implemented 
over different network segments along with a non-exhaustive list of possible QoS solutions 
and QoS management algorithms. The information presented in Figure 2-8 highlights the 
presence of different possible heterogeneities within telecommunication networks and the 
importance of QoS control algorithms.  
PHYSICAL DATA BEARER 
PROTOCOLS 
SERVICE 
 
Figure 2-9 Relation between service-protocols-data bearer 
A more formal relationship between services, protocols and the physical bearers is 
show in Figure 2-9. The service is divided into components such as video, audio, speech and 
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data. These services utilise specific protocols that are implemented over on physical data 
bearer [18]. 
2.4 QoS Management Functions 
2.4.1 Over Provisioning 
QoS can be applied to selected network traffic. Three metrics define the behaviour of 
the particular QoS system: (1) bandwidth; (2) jitter and (3) acceptable frame loss. 
Guaranteeing selected network traffic a certain level of priority should not break the network. 
In other words, the unselected network traffic may be slower with QoS but should not fail due 
to QoS. 
If cost is not an issue, why not purchase twice the bandwidth, links, routers, etc. to 
ensure quality performance? This is called over provisioning. It is quite common for ISPs to 
use this approach [19]. Throwing bandwidth at the problem is sometimes perceived as a 
simpler solution than QoS management [20, 72].  
QoS and over provisioning are complimentary. QoS works within the constraints of 
the network bandwidth. If more bandwidth exists, the stress on QoS is decreased.  
This approach ignores not only bandwidth optimization but also all possible future 
trends and requirements of new services. That’s why QoS management is highly important. 
QoS management functions are focused to offer necessary tools to get a certain level of 
quality.  
2.4.2 Flow Control 
Flow control and QoS are closely related mechanisms that complement each other to 
improve the network efficiency and the application or service performance. Flow control is 
concerned with pacing the rate at which frames or packets are transmitted [14]. The ultimate 
goal of all flow-control mechanisms is to avoid buffer overruns, which improves the 
reliability of the delivery subsystem. By contrast, QoS is concerned with the treatment of 
frames or packets after they are received by a network device or end node. When congestion 
occurs on an egress port in a network device, frames or packets that need to be transmitted on 
that port must be queued until bandwidth is available. While those frames or packets are 
waiting in the queue, other frames or packets may enter the network device and be queued on 
the same egress port. QoS policies enable the use of multiple queues per port and determine 
the order in which the queues are serviced when bandwidth becomes available. Without QoS 
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policies, frames or packets within a queue must be transmitted according to a simple 
algorithm such as First In First out (FIFO) or Last in First out (LIFO). QoS mechanisms 
enable network administrators to define advanced policies for the transmission order of 
frames or packets. QoS policies affect both the latency and the throughput experienced by a 
frame or packet. The QoS concept also applies to frames or packets queued within an end 
node. Within an end node, QoS policies determine the order in which queued frames or 
packets are processed when CPU cycles and other processing resources become available.  
All QoS algorithms fall into one of two categories: (1) queue management and (2) 
queue scheduling. Queue management algorithms are responsible for managing the number of 
frames or packets in a queue. Generally speaking, a frame or packet is not subject to being 
dropped after being admitted to a queue. Thus, queue management algorithms primarily deal 
with queue admission policies. By contrast, queue scheduling algorithms are responsible for 
selecting the next frame or packet to be transmitted from a queue. Thus, queue scheduling 
algorithms primarily deal with bandwidth allocation. 
2.4.3 Flow Identification 
Network flow represents data streams carrying information between a server and a 
client. Network flow identification is essential to implement QoS. For instance, it helps 
identifying the applications that present certain QoS constraints. Also, it allows traffic 
characteristics to be identified in order to evaluate the required QoS policies. And it also helps 
network traffic monitoring to examine effective throughput. Since the number of flows 
forwarded by a router may be very large, flow identification and processing presents real-time 
constraints.  
QoS is a performance measure that may be used to identify a networks capability to 
deliver better service performance for selected flows over different technologies. The main 
goal of QoS is to provide priority including dedicated bandwidth, controlled latency and jitter, 
and improved loss characteristics. Service quality represents the traffic flow performance for a 
particular application provided to the client and is characterized by QoS service parameters. 
QoS techniques represent the implementation of specific methods, including traffic 
identification and marking, queue and congestion management, link efficiency, traffic shaping 
and policy, specific protocols. The service and QoS techniques are different but strongly 
interconnected, since these techniques are used for service construction. Key approaches used 
today to implement and improve QoS are Integrated Services, Differentiated Services, MPLS, 
and traffic engineering.  
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Network flow identification can be used for several goals, such as determining the 
packet processing method and traffic distribution. QoS technologies aim to identify traffic 
flows and to provide performance information about the identified traffic flows. Therefore, it 
is important to identify various types of packets by inspecting their contents. In the case of 
integrated services, traffic identification consists of traffic flow identification based on the 
headers’ contents. Typically, the following information is used: source IP address, destination 
IP address, protocol identifier, source port number, and destination port number. In the case of 
differentiated services, traffic identification represents the process of packet identification 
based on a set of specified rules. 
2.4.4 Resource Reservation and Call Admission Control 
An accurate resource reservation approach to guarantee that the traffic flows receive 
the correct service is needed. The term resource refers to bandwidth and buffer. Its allocation 
is related to Call Admission Control Mechanisms. The acceptance or rejection of a call is 
based on a check of network resources available. If enough resources are available then the 
connection is accepted otherwise the connection is rejected. Admission control is a network 
QoS procedure [21]. Admission control determines how bandwidth and latency are allocated 
to streams with various requirements [22]. Admission control schemes therefore need to be 
implemented between network edges and core to control the traffic entering the network.  
Call Admission Control decides whether a new connection request will be accepted or 
not. It is an important technique because it limits the number of users in the network based on 
the network resource availability. This procedure accepts a new call without penalizing the 
connections already in progress.  
2.4.5 Traffic Control 
Traffic shaping, also known as packet shaping or Internet Traffic Management 
Practices (ITMP) is the control of computer network traffic in order to optimize or guarantee 
performance, increase latency, and/or increase usable bandwidth by delaying packets that 
meet certain criteria [23]. More specifically, traffic shaping is any action on a set of packets 
which imposes additional delay on those packets such that they conform to some 
predetermined constraint [24]. Traffic shaping provides a means to control the volume of 
traffic being sent into a network in a specified period (bandwidth throttling), or the maximum 
rate at which the traffic is sent or more complex criteria such as GCRA. This control can be 
accomplished in many ways and for many reasons; however traffic shaping is always 
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achieved by delaying packets. Traffic shaping is commonly applied at the network edges to 
control traffic entering the network, but can also be applied by the traffic source [25] or by an 
element in the network. Traffic policing is the distinct but related practice of packet dropping 
and packet marking [26]. 
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Figure 2-10 Action of traffic shaping 
Shaping policies limit flows to their committed rates. They are very important to 
guarantee performance requirements. If flows exceed their bandwidth consumption 
specification, the network cannot guarantee any specified QoS requirement. An example of 
traffic shaping action is shown in Figure 2-10, where two, out of four connections do not 
conform with their committed rates set to 16 Kbps. The two non-conformant flows that 
generate 64 Kbps are reduced to the committed rate by a traffic shaper [27]. 
2.4.6 Scheduling 
The queue service policy within a node is defined as packet scheduling. Scheduling 
decides the order that is used to choose the packets out of the queue and transmit them over 
the downlink channel.  
Scheduling is a function at the network protocol level that allocates bandwidth to 
competing online connections. Residing in the transmitting machine, scheduling determines 
how many packets are handed to each connection (each flow) at a given time. A packet 
scheduler makes its determinations by observing the packet flows from the applications or by 
request from a QoS protocol such as Resource Reservation Protocol (RSVP) or Differentiated 
Services (Diffserv) [27]. 
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In advanced packet radio wireless networks such as a HSDPA 3.5G cellular network, 
channel-dependent scheduling may be used to take advantage of favorable channel conditions 
to increase the throughput and system spectral efficiency. The simplest best-effort scheduling 
algorithms are round-robin, fair queuing (a max-min fair scheduling algorithm), 
proportionally fair scheduling and maximum throughput [27]. If differentiated or guaranteed 
QoS is offered, as opposed to best-effort communication, weighted fair queuing may be 
utilized. 
Scheduling is an important issue for providing QoS and an important consideration is 
the method used to assign bandwidth to a specific flow at each time instant. Bandwidth is 
allocated to a flow using an average value and most scheduling policies may guarantee an 
average bandwidth assignment will occur. Unfortunately, scheduling may not be sufficient to 
ensure the QoS required is achieved. The Generalized Processor Sharing (GPS) method [27] 
is the only scheduler that allocates the overall outgoing bandwidth to all users in progress in 
strict proportion with the bandwidth allocated for each time instant. [60, 74] 
GPS is often used in simulations by implementing a separate buffer with a dedicated 
scheduling machine for each flow. Real systems have to use alternative schemes that perform 
as close as possible to GPS. 
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GPS scheduling is shown in Figure 2-11 and real-world scheduling is shown in Figure 
2-12 [27]. There are three traffic classes in a network node identified as a, b and c. Bwa , Bwb  
and Bwc are the bandwidth assigned to those services, whose sum equal to the maximum 
channel transmission Bw ( Bwa + Bwb + Bwc = Bw ).  In GPS scheduling each traffic class has 
a separate buffer. GPS is an ideal scheduling where each buffer has a dedicated scheduler. 
But in real-world situations as shown is Figure 2-12, the channel is shared among the 
buffers and there is only one scheduler that needs to approach the ideal situation through the 
quantities Bwx
real
. 
2.4.7 Queue Management 
Queues are not of infinite size and queues can fill and overflow. Hence a management 
process is necessary for the queue so that it does not overflow. This queue management 
mechanism is necessary to ensure that the queue does not fill up and so that there is room for 
high priority packets. Queue management also ensures some sort of criteria for dropping 
packets that are of lower priority before dropping high priority packets. The three basic 
strategies of dropping packets when a queue is full are: 
• Tail drop. Changes the last arrived packets. 
• Front drop. Eliminates the first packet in the queue. 
• Random Drop. Discharges a randomly selected packet within a queue.  
There are some other dynamic schemes used to drop packets. Random Early Detection 
(RED) [28] detects incipient congestion by computing the average queue size. If the average 
queue size exceeds a fixed threshold, RED marks arriving packets with a probability value 
that is used to determine what packets to drop.  
Weighted Random Early Detection (WRED) drops packets selectively based on their 
IP precedence. Packets of higher IP precedence are less likely to be dropped than the packets 
with lower IP precedence [29]. 
2.5 Handover in Mobile Networks 
Mobile networks allow users to access services while on the move. However, this 
mobility does bring uncertainties to mobile systems. The mobility of the end users causes 
dynamic variations both in the link quality and the interference level, sometimes requiring 
that a particular user change its serving base station. This process is known as handover. 
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To deal with the mobility of end users, handover is an essential component. It 
guarantees the continuity of the wireless services when the mobile user moves across cellular 
boundaries. 
In 1G wireless cellular networks utilising AMPS, handovers were relatively simple. 
2G systems like GSM and PACS are superior to 1G systems in many ways, including the 
handover algorithms used. More sophisticated signal processing and handover decision 
procedures have been integrated in these systems and the handover decision delay has been 
significantly reduced.  
2.5.1 Types of handover 
There are four different types of handovers in mobile networks [30] which are 
described in this section. 
2.5.1.1 Intra-system handover 
Intra-system handover occurs within one system. It can be further divided into intra-
frequency handover and inter-frequency handover. Intra-frequency occurs between cells 
belonging to the same carrier network; while inter-frequency handover occurs between cells 
on different carrier networks. 
2.5.1.2 Inter-system handover 
Inter-system handover takes places between cells belonging to two different Radio 
Access Technologies (RAT) or different Radio Access Modes (RAM). For an example, a 
handover between WCDMA and GSM/EDGE systems can be defined as Inter system 
handover. Handover between two different CDMA systems also belongs to this type. An 
example of inter-RAM handover is between UTRA FDD and UTRA TDD modes. 
2.5.1.3 Hard Handover 
Hard Handover (HHO) is a category of handover procedures in which all the old radio 
links of a mobile are released before the new radio links are established. For real-time bearers 
it means a short disconnection of the bearer; for non-real-time bearers HHO is lossless. HHO 
can take place as intra or inter-frequency handover. 
2.5.1.4 Soft Handover and Softer Handover 
During Soft Handover (SHO), a mobile simultaneously communicates with two (2-
way SHO) or more cells belonging to different BSs of the same RNC (intra-RNC) or different 
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RNCs (inter-RNC). In the downlink, the mobile receives both signals for maximal-ratio 
combining: in the uplink, the mobile code channel is detected by both BSs (2-way SHO), and 
is routed to the RNC for selection combining. In maximal-ratio combining, the received 
signals are weighted with respect to their SNR and then summed. In selection combining the 
best channel is selected. In this process any additional gain diminishes rapidly with the 
increasing number of channels.[31]Two active power control loops participate in SHO: one 
from each BS. In the Softer Handover (SoHO) situation, a mobile is controlled by at least two 
sectors under one BS, the RNC is not involved and there is only one active power control 
loop. SHO and SoHO are only possible within one carrier frequency and therefore, they are 
intra-frequency handover processes. 
Several handover scenarios are shown in Figure 2-13. 
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Figure 2-13 Different types of handover 
2.5.2 Handover Objectives 
Handover can be initiated in three different ways [31]: (1) mobile initiated; (2) 
network initiated and (3) mobile assisted. 
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2.5.2.1 Mobile Initiated 
The MS makes quality measurements, picks the best BS, and switches, with the 
network’s cooperation. This type of handover is generally triggered by poor link quality 
measured by the mobile. 
2.5.2.2 Network Initiated 
The BS makes quality measurements and reports the results to the RNC, which makes 
the decision whether a MS requires handover or not. Network initiated handover is executed 
for reasons other than radio link control. An example of this is the BS-controlled Traffic 
Reason Handover (TRHO). TRHO is a load-based algorithm that changes the handover 
threshold for one or more outgoing adjacencies for a given source cell depending on its load. 
If the load of the source cell exceeds a given level, and the load in a neighbouring cell is 
below another given level, then the source cell will shrink its coverage, thereby handing 
traffic to the neighbouring cell. Therefore, the overall blocking rate can be reduced, leading to 
a greater utilisation of the cell resource. 
2.5.2.3 Mobile Assisted 
Here the network and the mobile both make quality measurements. The mobile reports 
the quality measurement results from nearby BSs and the network makes the handover 
decision. The objectives of handover can be summarised as follows: 
• Guaranteeing the continuity of wireless services when the mobile user moves 
across the cellular boundaries 
• Maintaining QoS 
• Minimising interference level of the whole system by keeping the mobile 
linked to the strongest BS or BSs. 
• Roaming between different networks 
• Distributing load from hot spot areas (load balancing) 
The triggers that can be used for the handover initiation process could be the link 
quality (uplink or downlink), service change, and the current speed, traffic reasons or 
Operation & Maintenance (O&M) intervention. 
2.5.3 Handover Measurements and Procedures 
The handover procedure can be divided into three phases: (1) measurement; (2) 
decision and (3) execution as illustrated in Figure 2-14 [32]. 
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Figure 2-14 Handover Procedure 
In the handover measurement phase, the information required to make the handover 
decision is measured. Typical downlink measurements performed by the mobile are the Ec/I0 
of the Common Pilot Channel (CPICH) of its serving cell and neighbouring cells.  Ec is the 
pilot energy per chip and I0 is the total interference power spectral density. For certain types of 
handover, other measurements are needed as well. For example, in an asynchronous network 
like UMTS Terrestrial Radio Access - Frequency Division Duplexing (UTRA FDD), the 
relative timing information between the cells is measured in order to adjust the transmission 
timing in SHO to allow coherent combining in the Rake receiver [30, 31]. Otherwise, the 
transmissions from the different BSs would be difficult to combine and especially the power 
control operation in SHO would suffer additional delay. 
Maximal ratio combining may be used when the pulse envelope is not a simple 
rectangle, or when the same signal is received over different diversity channels.  The signal 
component of each sample has different value, and where the signal component is small, the 
sample is mostly noise. Each sample is thus weighted in accordance with the SNR for that 
sample and the resulting sum has the largest possible SNR.  This is essentially matched 
filtering in its equivalent correlation form. The sum could be formed using coherent 
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combining or square-law combining, whichever is preferred.  Note that estimating the signal 
amplitude (needed for maximal ratio combining) is different from estimating the phase 
(needed for coherent combining). 
In the handover decision phase, the quality measurement results are compared against 
predefined threshold values and it is then decided whether to initiate a MS handover or not. 
Different handover algorithms have different trigger conditions. 
In the execution phase, the handover process is completed and the relative parameters 
are changed according to the different handover types. For example, in the execution phase of 
SHO, the mobile enters or leaves the SHO state, a new BS is added or released, the active set 
is updated and the power of each channel involved in SHO is adjusted. The active set is the 
list of cells that currently have connections with the mobile. 
2.5.4 Handoff and Addressing in Next Generation Networks 
Enhanced mobile IP version 6 (MIPv6) is proposed for packet addressing [38], 
routing, and for handling mobility management functions. Each mobile host (MH) has a 
permanent IP address (home address), which is managed by a home agent (HA). When an 
MH moves in a mobile network, the MH obtains two different care-of addresses (CoA) used 
for routing packets: region-CoA (RCoA) and link-CoA (LCoA). 
RCoA is assigned by an ingress gateway, which can be located at an edge router (ER) 
and used to inform the HA and other correspondent hosts (CH) of the MH about which 
foreign network the MH is attaching to. LCoA is assigned by a radio router (base station), 
which the MH is connected to. Packets destined to the MH are transferred to the ingress 
gateway router and then delivered to the MH’s LCoA. Whenever the MH switches from a 
radio router to another in the same region, a new LCoA will be assigned by the new router 
and then updated to the ingress gateway, which might be located at an ER. Updating the CoA 
is termed ‘binding’, which can be carried out locally or globally depending on handoff 
scenarios. The two following scenarios highlight two approaches to handoff within a 4G 
RAN: 
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Figure 2-15 Handoff Procedure in Next Generation Networks 
• Intra-cluster handoff. An MH is moving between BS belonging to the same 
cluster, e.g., ER1. In this case, the MH does not change its RCoA. It is only 
assigned a new LCoA when it takes a handoff from one BS to another. The 
MH needs to send only binding updates to the ER1. Its CH and home agent 
still observe that the MH is served within the cluster of ER1.  
• Inter-cluster handoff. A MH takes a handoff from the ER1 to the ER2 cluster. 
The MH is assigned a new RCoA by the ER2 and a new LCoA by the new BS. 
The new addresses are then updated to the CHs and the HA of this MH. 
A handoff procedure for mobile networks based on mobile IP is shown in Figure 2-15 
[38]. When an MH moves to the overlap area of BS1 and BS2, a handoff-warning message is 
sent from the MH to BS1 if the MH notices that the current physical link quality (BS1) is 
decreased while that of BS2 increases. If it finds that a handoff is needed, a handoff start 
message is sent to BS1 to inform the current BS that the MH is initiating the handoff 
procedure. A handoff request is sent to the BS2 to ask for the handoff to be processed. If the 
BS2 accepts the request, a handoff reply message is sent to the MH to indicate that the MH 
may now handoff to BS2. The handoff reply will contain the new CoA of the MH. The MH 
will access the new channel and then release the current channel. After getting access to BS2, 
a binding update message is sent to the ER (HA, CHs) to update the MH’s new CoA. The MH 
sends a forwarding request to the current BS1 to ask for the forwarding process. After the 
handoff procedure is completed, some of MH’s packets might still be in its queue at the BS1. 
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If the in-queue packets are not sent to the MH, the handoff packet loss probability is 
increased. 
2.6 Packet Scheduling Algorithms 
Although there are a number of packet scheduling algorithms have been proposed for 
network , the design of those algorithms are challenged by supporting different levels of 
services, fairness, and implementation complexity and so on. In packet-switched computer 
networks and other statistical multiplexing, the notion of a scheduling algorithm is used as an 
alternative to first-come first-served queuing of data packets. In advanced packet radio 
wireless networks such as HSDPA 3.5G cellular system, channel-dependent scheduling may 
be used to take advantage of favourable channel conditions to increase the throughput and 
system spectral efficiency. The simplest best-effort scheduling algorithms are round-robin, 
fair queuing, proportionally fair scheduling and maximum throughput. If differentiated or 
guaranteed quality of service is offered, as opposed to best-effort communication, weighted 
fair queuing may be utilized. In this chapter we will discuss with some prominent scheduling 
algorithms. 
2.6.1 First In First Out 
First In First Out (FIFO) has the principle of a queue processing technique or servicing 
conflicting demands by ordering process by First-Come, First-Served (FCFS) behaviour, what 
comes in first is handled first, what comes in next waits until the first is finished.  
Since context switches only occur upon process termination, and no reorganization of 
the process queue is required, scheduling overhead is minimal. Throughput can be low, since 
long processes can hog the device Central Processing Unit (CPU). Turnaround time, waiting 
time and response time can be low for the same reasons above. But there is no prioritization 
technique, thus this system has trouble meeting process deadlines.  
2.6.2 Shortest Remaining Time First 
Shortest remaining time first is a method of CPU scheduling that is a pre-emptive 
version of shortest job next scheduling. In this scheduling algorithm, the process with the 
smallest amount of time remaining until completion is selected to execute. Since the currently 
executing process is the one with the shortest amount of time remaining by definition, and 
since that time should only reduce as execution progresses, processes will always run until 
they complete or a new process is added that requires a smaller amount of time. 
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Shortest remaining time is advantageous because short processes are handled very 
quickly. The system also requires very little overhead since it only makes a decision when a 
process completes or a new process is added, and when a new process is added the algorithm 
only needs to compare the currently executing process with the new process, ignoring all 
other processes currently waiting to execute. However, it has the potential for process 
starvation for processes which will require a long time to complete if short processes are 
continually added, though this threat can be minimal when process times follow a heavy-
tailed distribution.  
Like shortest job next scheduling, shortest remaining time scheduling is rarely used 
outside of specialized environments because it requires accurate estimations of the runtime of 
all processes that are waiting to execute. 
2.6.3 Fixed priority pre-emptive scheduling 
Fixed priority pre-emptive scheduling is a scheduling system commonly used in real-
time systems. With fixed priority pre-emptive scheduling, the scheduler ensures that at any 
given time, the processor executes the highest priority task of all those tasks that are currently 
ready to execute. 
But this scheme has limitations as well. Processes with higher priority have lower 
waiting and response time only. So, starvation of lower priority processes is possible with 
large amounts of high priority processes remain in the queue.  
2.6.4 Round Robin 
Round Robin (RR) is one of the simplest scheduling algorithms designed especially 
for a time sharing system, where the scheduler assigns time slots to each queue in equal 
portions without priority. Once a queue is served, it is not visited again until all the other 
Subscriber Stations (SS) in the system have been served.  
RR can provide fair resource access to each SS, and every queue is allocated with the 
same portion of system resources regardless of the channel condition. However, the RR 
scheduler has the same bandwidth efficiency as a random scheduler. Also, it cannot guarantee 
different QoS requirements for each queue. 
2.6.5 Early Dead line First Scheduling 
Earliest Deadline First (EDF) scheduling or Least Time to Go scheduling is a dynamic 
scheduling algorithm used in real-time operating systems. It places processes in a priority 
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queue. Whenever a scheduling event occurs the queue will be searched for the process closest 
to its deadline. This process is the next to be scheduled for execution. 
However, when the system is overloaded, the set of processes that will miss deadlines 
is largely unpredictable. The algorithm is also difficult to implement in hardware and there is 
a tricky issue of representing deadlines in different systems. 
2.6.6 Max CIR 
Maximum Carrier to Interference Ratio (Max CIR) scheduling is a procedure for 
scheduling data packets in a packet-switched best-effort communications network, typically a 
wireless network, in view to maximize the total throughput of the network, or the system 
spectral efficiency in a wireless network. Max CIR is often called Maximum Throughput 
Scheduling. This is achieved by giving scheduling priority to the least "expensive" data flows 
in terms of consumed network resources per information transferred. 
In advanced packet radio systems, for example the HSDPA 3.5G wireless cellular 
systems, channel-dependent scheduling is used instead of FIFO queuing to take advantage of 
favourable channel conditions to make best use of available radio conditions. Maximum 
throughput scheduling may be tempting in this context, especially in simulations where 
throughput of various schemes are compared 
A maximum throughput scheduling policy is also tempting since it would optimize the 
resource utilization in a given network, but it would not be likely to maximize profit for the 
network operator. The levels of customer satisfaction would remain low due to many 
customers experiencing long or permanent service outages. 
2.6.7 Proportional Fair Scheduling 
Proportional Fair (PF) scheduling was proposed by Qualcomm Company, which was 
realized in the IS-856 standard for the downlink traffic scheduling (also known as High Data 
Rate (HDR)) [32, 33]. The essential goals of this packet scheduling scheme are to enhance 
system throughput as well as provide fairness among the queues under consideration. PF 
scheduling is based on the priority function provided in (2.3). 
µi(t)=ri(t)/Ri(t)       (2-3) 
Where ri(t) is the current data rate, Ri(t) denotes an exponentially smoothing average 
of the service rate received by SS i up to slot t. Then the queue with the highest µi(t) is served 
at time slot t, where the average throughput of the queue is updated by 
Ri(t+1)=(1-1/Tc) Ri(t) +(1/Tc) ri(t)      (2-4) 
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Where Tc is the time constant for the moving average. The average throughput of the 
queues that are not served at time slot t is updated by the relationship given in (2.5). 
Ri(t+1)=(1-1/Tc)Ri(t)      (2-5) 
In general, Tc is assumed to be 1000 slots (1.66 seconds) in the CDMA-HDR system 
[32]. Taking a larger value of Tc makes the perceived throughput less sensitive to the short-
term starvation on the queue, where the scheduler may wait for a longer period of time for a 
user turning back from a bad channel condition to a good one. When a large number of users 
coexist in the system, we can obtain additional throughput gain by scheduling users to utilize 
the characteristics of fast fading channels, called multi-user diversity gain. This simple 
scheduler design enhances the overall throughput. In this way, the preference metric can be 
implemented for PF among the SSs [34, 35]. Although PF is simple and efficient, it cannot 
guarantee any QoS requirement such as delay and delay jitter due to its original design for 
saturated queues with non-real-time data services. 
2.6.8 Other Scheduling Algorithms 
Al-Manthari et al. [37] presented research that showed how to maximize system 
capacity by considering the instantaneous user channel quality, while at the same time 
prioritizing users based on throughput. However, only non-real-time services were considered 
and the system presented did not take fairness into account. 
Gupta et al. [38] proposed an efficient packet scheduling algorithm. This algorithm 
minimizes packet delay by considering interference. However, a fairness scheme was not 
considered and packet delay was not fully analysed. 
Andrews et al. [39] proposed a packet scheduling scheme known as Modified Largest 
Weighted Delay First (M-LWDF). It has been shown by Golaup et al. [40] that M-LWDF 
may result in an unfair wireless resource distribution if two users have the same head of queue 
packet delay. 
The scheme presented by Liu et al. [41] uses different utility functions depending on 
the user data rate requirements. The scheme, however, ignores delay-sensitive users and does 
not take into account the instantaneous channel quality conditions of mobile users in the 
scheduling decisions. 
Fehri et al. [42] proposed a downlink handover packet scheduling algorithm which 
provides lossless handovers and improved QoS for BWAS. A priority based Adaptive 
Modulation and Coding (AMC) is also included for better performance during handover 
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procedures. However, more analysis should be done to obtain results for downlink 
throughput. 
The schemes in Song and Li [43] and Wang et al. [44] represent each user by a utility 
function depending on the user’s traffic type and aims to maximize the outcome for each user. 
The scheme in Song and Li [43] provides two utility functions, one for delay-constrained 
traffic and the other for best-effort traffic. The scheme presented, however, ignores users with 
data rate requirements. In addition, even though the scheme supports fairness amongst best-
effort users, it ignores fairness among delay-sensitive users. Moreover, the scheme does not 
provide an efficient way to achieve inter- and intra-class prioritization (i.e., prioritization 
between different classes of traffic and prioritization between different users, respectively), 
which may limit its practicality. The scheme in Wang et al. [44] appears to provide acceptable 
BWAS QoS support as it considers best-effort traffic, traffic with data rate requirements, and 
traffic with delay requirements. The scheme presented by Wang et al., however, ignores inter- 
and intra-class fairness, which may result in an unfair wireless resource distribution. 
As well as the aforementioned papers that highlight approaches to improving BWAS 
packet scheduling and to some extent fairness, other papers addressing BWAS QoS and 
packet scheduling are found in the literature. Grilo et al. [45] proposed a packet scheduling 
algorithm called scheduling based on estimated transmission times-earliest due date (SETT-
EDD) for Hybrid Coordinated Function (HCF) to achieve better performance than the TGe 
scheduler in IEEE 802.11e wireless LANs and almost similar approach has been adopted by 
Perillo et al. in his literature [73]. Applying the concept of the virtual packet, Fallah et al. [46] 
proposed a packet scheduling framework called multiple access hybrid scheduling (MAHS) at 
the access point for IEEE 802.11e wireless LANs to enable the use of conventional packet 
schedulers for scheduling both uplink and downlink packets. Utilizing adaptive service 
intervals, transmission opportunities, and polling order, an application-aware adaptive IEEE 
802.11e QoS packet scheduler for the centralized polling-based HCF controlled channel 
access (HCCA) was proposed by Inan et al. [47]. Skyrianoglou, et al. [48] proposed a traffic 
scheduling algorithm performing channel allocation based on the actual traffic for HCCA 
called adaptive resource reservation over WLANs (ARROW). Park et al. [49] proposed a fair 
QoS agent (FQA) for simultaneously providing per class QoS and per-station fair channel 
sharing in wireless access LANs. To provide fair services and support QoS requirements in 
IEEE 802.11 networks with multiple access points, Bejerano and Bhatia [50, 71] presented a 
framework called MiFi based on centralized coordination. 
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The scheme presented by Zhao, et al. [51] proposes a two-layer hybrid packet 
scheduling scheme, which allots time slots according to traffic classes in the first layer, and 
adopts different packet scheduling algorithms depending on the traffics’ QoS attributes in the 
second layer. This approach does not appear to ensure a good QoS for the real time users. 
A relay based packet scheduling approach was presented by Lin and Cuthbert [52]. 
The approach presented provides fairness to the user by sacrificing throughput. Research has 
been performed to maximize the throughput of wireless systems. A throughput fairness trade 
off packet scheduling for links in the wireless network has been analysed by Liu, et al. [53, 
70]. However the approach presented does not sufficiently analyse performance in terms of 
QoS. 
2.7 Motivation 
From the discussion above it may be concluded that the existing scheduling schemes 
considered improving one or two aspects of the quality of service parameters. If the key 
points from the previous section are drawn then this fact becomes very notable. The 
scheduling scheme Max CIR serves the users with the best channel quality conditions, hence, 
maximizing the system capacity at the expense of fairness. PF tries to balance the capacity-
fairness trade-off by serving the users with the best relative channel quality. M-LWDF 
multiplies user’s relative channel quality condition by a term representing user’s packet delay. 
FFT modifies PF scheme by multiplying the relative channel quality of the users by an 
equalizer term to ensure fairness. 
These algorithms all have one fault,  the optimize one parameter at the expense of bad 
performance as measured by other parameters.  Hence, there is a scope for a superior 
algorithm which would balance all the quality of service parameters to achieve better system 
performance. Therefore, packet-level QoS provisioning in BWAS is still an open issue due to 
the need for a packet scheduling scheme that is capable of simultaneously supporting various 
application QoS requirements in addition to providing effective inter and intra-class 
prioritization and fairness. In addition, service based packet delay does not appear to have 
been analysed adequately in the literature.  Moreover, a standard solution to mitigate the 
causes of revenue loss has never been proposed thus there is clearly scope for superior 
algorithms which can perform better.  
From this motivation, a packet scheduling algorithm for next generation IP based 
BWAS is proposed that exploits IP processing at the network layer and adaptive modulation 
 57 
schemes for the physical layer. The scheme also considers fairness among different traffic 
class users. 
2.8 Research Questions 
The research objective of designing an improved packet scheduling scheme aims to 
contribute towards flexible, reliable, low cost and high quality services across digital wireless 
cellular networks. The aim of this thesis is to present research outcomes including an analysis 
of scheduling schemes and the performance of common applications. The research includes 
the development of a model and simulation environment that could be used to gain results 
suitable for analysis. Specific attention was paid to designing the fairness and jitter control 
mechanism for the packet scheduling scheme.  
The direction taken with the research was to develop an algorithm that can provide 
better QoS. The research has also focused on: 
• Maximizing the wireless system throughput. 
• Minimizing the packet drop rate 
• Minimizing the packet forward rate 
• Supporting multiple service classes for users having different QoS and traffic 
demands. 
• Satisfying the conflicting requirements of the users and network operators. 
• Ensuring a fair distribution of wireless resources. 
• Increase operator revenue 
• Analysing the scheduling scheme in code and frequency domain 
Research was first carried out to gain an understanding of existing scheduling 
algorithms for wireless cellular networks and a new packet scheduling approach was then 
developed and includes fairness and a jitter control mechanism. 
2.9 Formulation of the problem 
In this section, we first begin by outlining the QoS metrics and then formulae of the 
scheduling problem in relation to said metrics including an efficacy function to represent the 
mobile user’s satisfactions. Next, we state the conditions that the efficacy function should 
satisfy. 
Given an IP based network environment, the QoS objective metrics most commonly 
used [15] are as follows:  
IPLR – IP Packet Loss Ratio  
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IPTD – IP Packet Transfer Delay  
IPDV – IP Packet Delay Variation  
IPER – IP Packet Error Ratio  
 
Table 2-2 Elaboration of Notations 
Explanation of Notations 
N  Number of user 
Z  fairness measure 
SN  Normal state  
SP  Handoff processing state 
Sw  Handoff Warning state 
qi  Queue length for user i; where iϵN 
qith  Queue Threshold for user i; where iϵN 
Qzij(t)  QoS Metric for service j for user i at time t 
Eij (Qzij(t)) Efficacy function for Q QoS Metric 
Eb/Io  Pilot signal strength in dB 
(Eb/Io)p  Pilot Signal from Neighboring NodeB’s 
Г  Service Priority 
Ώ  Service Utility 
R  Revenue 
 
Packet drop rate is the ratio of the number of dropped packet to the number of arrived 
packets at the radio layer. Packet drop can be caused by  numerous factors including signal 
degradation due to multi-path fading, packet drops caused by channel congestion, corrupted 
packets rejected in-transit, defective networking hardware, and faulty network software 
drivers. When caused by network problems, lost or dropped packets can result in highly 
perceptible performance problems in packet delay variation (also known as jitter) and IP 
Packet transfer Delay with streaming technologies like voice over IP, online gaming and 
videoconferencing.  This will affect all other network applications to a degree thus the packet 
drop rate has to be minimized within a BWA’s system to ensure QoS. 
Apart from those, packet forward rate, downlink throughput and fairness are the most 
significant QoS parameter according to various literatures [8, 11, 29, 31] 
The packet forward rate is the ratio of number of forwarded packets to number of 
handoff packets. If a packet cannot be carried to a user due to network congestions before 
performing handoff, then that packet should be forwarded. Again forwarding of packet 
requires additional network resources and thus the packet forward rate has to be minimal as 
well. 
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Downlink throughput is usually measured as the average rate of successful message 
delivery over a communication channel. Ensuring that multiple users can harmoniously share 
a single communication link requires an impartial sharing of the link. Consider a bottle neck 
communication link offering data rate R which is shared by "N" active users.  If fairly 
distributed communication is the aim then every user typically achieves a throughput of 
approximately R/N. If fair queuing is not ensured then users that send large packets will get 
higher bandwidth. Some users may be prioritized in a weighted fair queuing (WFQ) algorithm 
if differentiated or guaranteed QoS is not provided. Also higher downlink throughput ensures 
high bandwidth required services like VOIP, Video Streaming are served. 
Fairness is another very important QoS metric that prevents the BWA’s from being 
monopolized. Hence it is highly important consider the fairness issues before designing a 
packet scheduling scheme.  
The other important parameter which has not been considered in any literature is 
Revenue. Revenue is earning that a company receives from its normal business activities, 
usually from the sale of goods and services to customers. Revenue is a critical part 
consideration of organization’s financial statement analysis. A company’s performance is 
measured to the extent by measuring the revenue. And hence higher revenue is the key 
concern of any telecom carrier. So it is critically important to investigate this area to find a 
scheduling algorithm that would provide an equilibrium point between packet forward rate, 
packet drop rate and downlink throughput and also should be able to maximize revenue for 
the telecom carriers. The satisfaction of user i of class j at time t can be expressed by an 
efficacy function  Eij(Qzij(t)) where Qzij are the QoS parameters of the user’s satisfactions of 
the BWA’s such as the packet drop rate, packet forward rate, downlink throughput, etc. Z is 
the fairness measure that represents the level of fairness of the scheduling scheme to the 
traffic generated by user i. We do also consider that the price of each service j be Pj and a 
maximum of k possible services. Hence the revenue (R) generated from a user i using service j 
can be denoted as Rij The first objective of our packet scheduling scheme is to find a subset 
(N*) of users (N) to transmit their packets to in order to maximize the system efficiency, 
which is the rundown of all utilities of each selected user and secondly, to achieve higher 
revenue. Thus, the scheduling scheme can be formulated as the following optimization 
problems: 
 
Objective 1 
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2.10 Research Limitations 
The research presents a new packet scheduling algorithm for next generation BWAS.  
The early experimental data, used in the analysis, was collected from simulation models using 
C++ and MATLAB but a more complete and thorough simulation was created using Java. A 
number of necessary assumptions were made to ensure that reasonable results can be 
generated within the research time-frame. Moreover, many challenges have been faced during 
the network model development and simulation which are summarized in the following 
points: 
• An important challenge is establishing the wireless network and other 
applications, results from the fact that wireless transmission is achieved by 
broadcasting signal through the air, which has the potential for interfering with 
other parts of the network. 
• Scarcity of wireless transmission resources implies that link activation and 
packet routing should use a simple scheduling algorithm. 
• A major challenge is the design and operation of wireless networks to allocate 
channels and schedule transmissions to efficiently share the common spectrum 
among the mobile nodes. 
• An important challenge was to design the buffer threshold. If the buffer 
threshold is too high, it will stack packets at the IP layer and downlink 
throughput reduces. On the other hand if the buffer threshold is too small, 
more packets are forwarded from IP layer to radio layer and hence the packet 
drop rate increases on handover. The buffer threshold needs to be designed in 
such a way that provides a balance between these two conflicting situations. 
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• Another Challenge was to design the a variable fairness measure to tune the 
NodeB’s perform its best at different traffic environment. 
2.11 Research Assumptions 
A number of assumptions were made to keep the simulation complexity manageable, 
while still providing an adequate model of a real world BWAS. This section describes 
assumptions made in modelling BWAS networks. All the assumptions are detailed in the 
appropriate sub sections which can be found at the later sections. 
The node architecture and downlink queuing model provided and used for the 
simulation was typical of existing systems and is considered to be reasonable and suitable for 
the research. References to other research using these models have been provided. 
The traffic model used for packet generation is detailed in later sections and has been 
used by other researchers.   
Different modulation techniques used at different distances from the BSs were 
considered to be reasonable and suitable for the research. References to other research using 
the modulation techniques have been provided. 
It is assumed that the users will move within the network and they will perform 
handoff from one BS to another BS. 
The fairness index used to analyse the performance of the new scheduling algorithm is 
detailed in later sections was considered to be reasonable and suitable for this research. 
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3 Scheduling Algorithm Design 
In this chapter a new packet scheduling mechanism is proposed that improves QoS in 
mobile wireless cellular networks which exploit IP as a transport technology for data transfer 
between BWAS base stations at the radio transmission layer. In order to improve BWAS 
QoS, the new packet scheduling algorithm is implemented at both the IP and the radio layers. 
The new packet scheduling algorithm exploits handoff priority scheduling principles and 
takes into account buffer occupancy and channel conditions.  
3.1 Node Architecture 
A BS (also known as a node in 4G systems) is modelled as a queuing system including 
three queuing components as shown in Figure 3-1 [41]; input queue, downlink queue, and 
inter-BS queue. The number of input queues and inter-BS queues are equal to the number of 
input and output links, respectively. For simplicity, it is assumed that there is only one 
downlink queue for the radio downlink. Packets arriving at BS are classified and stored either 
in the downlink queue if the packets are for users connecting with the node, or in the buffers 
of an appropriate input queue if the packets are to be delivered to another node. 
Routing 
Table 
Sinput 
Tx 
Input Queue Classifier 
Forwarding  
Queue 
Forwarding Packets 
Inter BS 
output Link 
BS1 
Downlink 
Queue 
Inter BS Queue 
Inter BS output 
Link 
 
Figure 3-1 Node Architecture 
When the input scheduler for the mobile user handoffs from BS1 to another BS, there 
may be packets left in the downlink queue. The downlink queue sends the in-queue packets 
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back to the forwarding buffer and then the input packet scheduler (Sinput) forwards these 
packets to the new BS. 
 
3.2 Downlink Queuing Model 
A new and novel two-layer queuing model is shown in Figure 3-2 [41], where inter-
layer information exchange between IP and radio layers is exploited. Different from existing 
queuing models, this model takes into account the handoff impact and the forwarding process 
by monitoring packet flow. The IP input packet scheduler SInput allocates downlink resources 
to individual IP flows and SInput selects a packet in the input queue, reads its destination 
address, looks up the routing table, and then forwards the packet to an inter-BS queue of an 
appropriate output link. Packets stored in the downlink queue are selected for transmission to 
destination mobile users by the downlink packet scheduler (SDown). The downlink queuing 
model is described in detail in the next section. The handoff packet forwarding process 
operates as follows: Assume a mobile user A is connected with a base station BS1. Packets 
for users arrive and are stored in the downlink queue before being transmitted to the user. 
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Figure 3-2 Downlink Queuing Model 
When a MH takes a handoff to a new BS, there may be a number of packets still in the 
downlink queue. In this case, the processor, known as a Frow processor [65] will send the 
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packets back to the forward buffer in the input queue as described previously. The handoff 
table is used to store the handoff states of existing flows. 
The fragmentation/mapping component at the radio layer performs fragmentation of 
variable-length higher layer IP packets into/from smaller radio layer control (RLC) payload 
units (PU). One RLC protocol data unit (PDU) carries one PU. The RLC PDU sizes are set 
according to the smallest possible bit rate of the service using the RLC entity. The radio 
scheduler is modelled as a multi-input/multi-output queuing system, allocates downlink 
bandwidth and power to MHs. A dedicated channel, which is modelled as a single 
queue/single server system, is allocated to a Real Time (RT) connection. A shared channel, 
which is modelled as multiple queues/single server system, is used for transmitting data of 
Non Real Time (NRT) connections.  
A handoff table is associated with a shared channel and used for storing handoff states 
of NRT users, which are sharing the shared channel. As described earlier, HSDPA is 
exploited for the shared channel in this research. 
The resource and handoff control module collects information about input traffic and 
queues (both IP and radio layers), available radio resources, and channel quality received 
from the channel monitor. Output information is provided to the IP and radio schedulers for 
optimizing resource allocation. The following problems associated with resource allocation 
and packet scheduling due to handoff. 
At the radio layer, when a user handoff occurs from a BS to another, there might be 
packets for the user in the buffer at the BS radio layer. Forwarding radio packets is a 
complicated process. Therefore, the number of the packets remaining in the BS radio layer 
buffer should be low. 
At the IP layer, the IP scheduler should take into account the radio layer buffer 
information. The number of packets to be forwarded for each handoff should be minimized. 
3.3 Proposed Scheduling algorithm MQTRFHP 
This section includes a description of the proposed new scheduling algorithm called 
Max Queue to Transmission Rate Ratio with Fairness and Handoff Priority with Jitter Control 
(MQTRFHP). 
Depending on the strength of pilot signals measured at a MH, a connection has one of 
the following flow states: normal (Sn), handoff warning (Sw), and handoff processing (Sp). 
The normal state indicates that the MH receives the strongest pilot signal from the current BS; 
thus, it does not require a handoff. When an active MH moves to an overlapped area of the 
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current BS and another BS, the MH measures and identifies a small difference in the 
broadcasting pilot signals received from the current and neighbouring BS. A handoff warning 
message is sent to the current BS as shown in Figure 3-3. The resource and handoff control 
module receives this message and changes the state of the MH’s flow to Sw. If the MH needs 
to perform the handoff procedure, it sends a handoff start message to the current BS and then 
the control module will change its flow state to Sp. 
 
User moves to a 
cell overlap region 
When needs to 
perform handoff 
Moves towards 
the cell center 
Handoff 
Warning 
State 
Handoff 
Processing 
State 
 
Moves towards the 
cell center 
Normal State 
 
Figure 3-3 Handoff States 
3.3.1 MQTRFHP for the Downlink Shared Channel at the Radio Layer 
At the radio layer, the packet scheduling algorithm carried out by the radio scheduler 
is to select packets of data NRT flows for transmission on the downlink shared channel. The 
proposed fast scheduling algorithm operates as follows:  
3.3.1.1 Radio Layer Algorithm 
Normal Mode 
For  
if  ==NULL) 
 Move k  ; where  
              Eliminate ( ) 
Else if  ( ) 
 Move i ; where   
Else if ( ) 
 Move i ; where   
 
For each i ; where   
 Sort (i) 
 Transmit (i) 
For each j ; where   
 Sort ( ) 
 Transmit (j) 
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Handoff Mode 
For each i  
 Measure ( )1  and Measure )p ; where p   
 If ((( )1  - )p)  4 dB) 
  Move i [l]; l++ 
 Else If ((( )1  - )p) 4 dB) 
  Move i→ Sw[m]; m++ 
 Else If (( )1   )p)  
  Move i→Sp[n]; n++ 
For each i ; where l        Transmit (i) 
For each j ; where m        Transmit (j) 
For each k ; where n        Transmit (n) 
 
In the radio layer, based on the occupancy of the queue, users are divided into two 
subgroups: over threshold and not over threshold. Users form the over threshold group are 
sorted based on the queue length and then packets are transmitted whereas for the non over 
threshold group users are sorted based on queue to request rate ratio prior to transmission. In 
the handoff mode users are classified into Normal, Handoff Warning and Handoff Processing 
groups. Handoff processing users have the highest priority to transmit packets while Normal 
users have the least priority. 
3.3.1.2 IP Layer Algorithm 
Normal Mode 
If (l ) 
For each l ; where   
 Sort ( ) 
 Transmit (i) 
Else follow Radio layer Normal Mode Algorithm 
 
Handoff Mode 
For each i  
 If Service(i)=RT 
 Move (i)  RT(m) 
 If Service(i)=NRT 
 Move (i)  NRT(n) 
For each i ; where m        Transmit (i) 
For each i ; where n         Transmit (i) 
 
In the IP layer, if more that 50% of the users are in the handoff warning, then they are 
sorted based on signal strength to request rate ratio prior to transmit. In the handoff mode, 
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service based priority is applied, that is real time users have higher priority over no real time 
users. 
3.4 Enhancement to MQTRFHP 
In the previous section we have discussed how the scheduler will treat the IP and radio 
layer packets to achieve higher performance. Apart from performing well at the radio and IP 
layers, it is significantly important for a scheduling scheme to distribute the network resources 
fairly among the users. Without a proper fairness technique, all the network resources will be 
consumed by high priority users, leaving behind all the low priority traffics which would 
result in a very low QoS. Hence, an efficient fairness technique is needed to enhance the 
performance of any scheduling scheme. Moreover, packet delay, an important QoS parameter, 
largely depends on the sequencing of the packets in a queue and so a technique for ordering 
the packets within a queue is also vital. This chapter proposes a new fairness technique and a 
packet ordering method in a queue to supplement the performance of the proposed 
MQTRFHP scheme.  
3.5 Fairness measure of MQTRFHP 
Fairness is a measure used to ensure that all the users within the boundaries of NodeB 
get a fair access to radio resources. Hence it is a very important QoS metric in evaluating the 
performance of Wireless networks. Choosing a fairness measure for a scheduling algorithm 
can be very complicated as it affects the downlink throughput and packet drop rates of these 
systems largely. Let’s justify these facts with following examples. 
Consider a simple NodeB with two users in it, and there are two demands, one for 
each user.  To simplify the scenario the NodeB is always driven at maximum capacity.  First 
user x1 has a demand of service d1 whereas the second user x2 has a demand of service d2. 
Also consider price of service d1 is 0.5unit/bit and for d2 unit/bit. This scenario can be 
summarised in the following tables: 
 
Table-3-1 User and their Service Demand 
User Service Demand 
x1 d1 
x2 d2 
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Table 3-2 Service and the price associated 
Service Price(unit/bit) 
d1 0.5 
d2 1 
 
 
 A link of maximum 2 bps is available to facilitate serving users. This can be achieved 
in several ways depending on the intention on what to do within the network.  The 
telecommunication carriers may choose to tune their NodeB's to generate higher revenue at 
the expense of fairness. They may also choose to distribute the network resources fairly 
among the various users. This scenario can be depicted in the following table. In this table 
1/ABS(x1-x2) fairness technique for simplicity. 
 
Table 3-3 Conceptual Traffic Analysis 
% BW to 
x1 
%BW to 
X2 
Throughput 
x1 
Throughput 
X2 
Total 
Throughput 
Fairness = 
1/ABS(x1-x2) 
Revenue 
0 100 0 2 2 0.5 2 
10 90 0.1 1.8 1.9 0.59 1.85 
20 80 0.2 1.6 1.8 0.71 1.7 
30 70 0.3 1.4 1.7 0.91 1.55 
40 60 0.4 1.2 1.6 1.25 1.4 
50 50 0.5 1 1.5 2 1.25 
60 40 0.6 0.8 1.4 5 1.1 
70 30 0.7 0.6 1.3 10 0.95 
80 20 0.8 0.4 1.2 2.5 0.8 
90 10 0.9 0.2 1.1 1.43 0.65 
100 0 1 0 1 1 0.5 
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Conceptually the relationship between fairness, downlink throughput and revenue is 
illustrated in figure  
 
Figure 3-4 Fairness vs Downlink Throughput Graph 
 
Figure 3-5 Fairness vs Revenue Graph 
From figure 3.4 and 3.5 it is very apparent that the downlink throughput and revenue 
can be different at different fairness points. A carrier who optimizes only revenue will get 
poor fairness scores and this will lead real users to change to a better carrier.  Success in a 
competitive market relies on a balance between revenue generation and satisfying and 
keeping clients.   This concept is the key incentive behind designing the new and novel 
fairness technique. 
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Considering all the QoS parameters such as packet drop rate, packet forward rate, 
downlink throughput and service priorities, an optimized fairness solution is proposed as 
following: 
The fairness (χ) value is defined as a function of service priority (Г), equalizer (ε), 
average service utility (ώavg) and maximum service utility (ώmax). For the packet drop rate, 
packet forward rate and packet delay the fairness (χp) is calculated based on equation (3.1). 
For downlink throughput, fairness (χdl) is based on equation (3.2)  
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 Where 0 < ε < 1     (3-2) 
By default ε =1. The equalizer can be varied between 0 and 1 to define the fairness 
level. The user with lowest fairness value receives the highest packet transmit priority for both 
(3.1) and (3.2). If a user is experiencing significantly higher packet drop rate or packet 
forward rate or packet delay, the user fairness value will be low. On the other hand if a user 
receives lower data throughput than the other users, the user fairness value will be low. In 
both the cases the packet scheduler will serve the user to increase the user’s fairness value.  
Well known scheduling schemes like MaxCIR and PF provides fixed fairness. 
However the fairness index of the proposed MQTRFHP can be varied by varying the value of 
ε and so achieve a variety of balance points.   MaxCIR only attends to user with higher SIR 
value and thus becomes the most unfair algorithm. On the contrary, PF scheme prioritizes 
unscheduled traffics the most and becomes the fairest algorithm at the cost of downlink 
throughput. The MQTRFHP’s fairness value depends solely on the ε, which can be varied 
between 0 and 1. If ε =0, MQTRFHP scheme becomes most unfair to the users and similar to 
MaxCIR. If ε =1, then MQTRFHP treats every user in the fairest way and is similar to PF,  ε 
=0.5 would set the fairness index of MQTRFHP somewhere in between than that of MaxCIR 
and PF scheme. This flexibility of varying ε to vary the fairness offers the telecommunication 
carriers to tune their NodeB’s according to various traffic situations.  Moreover, this 
flexibility also provides the telecommunication carriers an opening to charge various traffics 
according to QoS demand, which would outcome higher revenue generation opportunity. 
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3.6 Jitter Control mechanism of MQTRFHP 
For a packet sequence, each packet arrives at time µ(k) and they  are  of variable size 
depending on its class.   Each packet is stored in the FIFO buffer upon arrival, and is released 
sometime after arrival. The time of packet release is governed by a jitter control algorithm. 
The time in which packet k is released by MQTRFHP scheme is ψ(k) as shown in equation 
(3.3). The jitter control mechanism is: first the buffer is loaded with B packets. When the 
packet (B+1) arrives, the algorithm releases the first buffered packet. From this time on, the 
algorithm tries to release packet k after time kXa where the average packet inter-arrival time is 
denoted by Xa. 
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The FIFO queue is holding some packets intentionally to reduce the packets stored at 
the radio layer. This is because if a user performs handoff when it’s radio layer buffer is full 
then all the packets will be lost.  
 72 
4 Simulation Setup and Performance Analysis 
A discrete event simulation program written in JAVA has been used to simulate the 
proposed packet scheduling algorithm. For simplicity, the values in Table 4.2 were used to 
select the data rates for users at different locations.  The program was developed based on the 
cell layout in Figure 4-1. The simulation included five models. 
V 
Co θ
 
 
Figure 4-1 Simulation Model Cell Layout 
4.1 Service Model 
In Table 4-1, four service classes are identified. VOIP users have the highest priority 
for packet transmission whereas FTP users have the lowest priority. For example consider a 
scenario focusing on VoIP service packet delay. The maximum allowable packet delay for a 
reasonable VoIP service connection is 150 ms. 
Table 4-1Services and their Priority 
Name of Service Service Priority Price/bit (unit) 
VOIP 1 .006 
Audio Streaming 2 .004 
Video Streaming 3 .002 
FTP 4 .001 
 
Consider two users. User A is experiencing an average packet delay of 50 ms whereas 
user B is experiencing a packet delay of 100 ms. According to (1), for user A the fairness 
value (Fa) =1 * (1-50/100) = 0.5. For user B the fairness value (Fb) = 1* (1-100/150) = 0.33. 
So, Fa>Fb, that means user B has the higher transmission priority. If the equalizer term is set 
to 0, then the system will be completely unfair. 
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4.2 Buffer Threshold Model  
If the buffer at the radio layer of a handoff warning traffic stream is over threshold, the 
IP scheduler does not select that traffic stream’s packets. The buffer threshold (qith) is an 
important parameter. If the buffer threshold is high, more packets are queued at the radio layer 
and packet drop rate increases as shown in Figure 4-2.  
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Figure 4-2 Packet Drop Rate at Various Buffer Thresholds 
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Figure 4-3 Downlink Throughput at Various Buffer Thresholds 
When the buffer threshold is small, there are more users in the over threshold group 
and as the radio scheduler doesn’t select these packets for transmission the downlink 
throughput reduces as shown in Figure 4-3.  
   It takes some time for a user to move from hand-off warning zone to hand-off 
processing zone. We define this duration as Time to perform Handoff (T_h). Users in the 
hand-off warning states are normally located near cell edges and their channel quality might 
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be only good enough for transmission at the minimum data rate of the shared channel. 
Therefore, it is estimated that the buffer threshold may be found as given in equation (4-1). 
qith= T_h* min shared channel rate      (4-1)                                     
4.3 Propagation Model  
The relative propagation loss L is calculated as shown in equation 4-2[38]. 
              
L=10ζ /10 r− α
       (4-2) 
Where r is the distance (in km) between a mobile user and a base station, α is the path 
loss factor, and ζ in dB is a Gaussian random variable with zero mean and a standard 
deviation represented for shadowing effects. For performance comparison, assume that 
packets are transmitted without errors. The channel loss by multi-path fading is also 
neglected. Equation (4.2) shows that the user farthest from the centre of the cell will receive 
the lowest SIR and therefore the lowest data rate [36, 37]. For the cell radius r=500m, we 
assume and divide the area into the following five categories according to Table 4.2 
depending upon the distance from the centre of the cell for simplicity. 
4.4 Mobility Model  
 As shown in Figure 4-1, a user moves randomly with a speed V and a direction angle 
θ. Every 5 sec, a mobile user changes its speed, which is following a uniform distribution of 
the range from 0 km/h to 36 km/h. The direction angle changes with the angle difference ∆θ, 
which is uniformly distributed within 00 - 3600. 
Table 4-2  Selected MCS and their Parameters 
MCS 
Data rate 
per code 
Minimum 
SIR 
Distance 
QPSK ½ 0.237 Mbps -20 dB 401-500m 
QPSK ¼ 0.356 Mbps -16 dB 301-400m 
16QAM ½ 0.477 Mbps -9 dB 201-300m 
16QAM ¼ 0.716 Mbps -4 dB 101-200m 
64QAM ¾ 1.076 Mbps 6 dB 0-100m 
 
Simulation parameters for radio propagation and high-speed shared channels are 
shown in Table 4-1 and Table 4-2 [54]. HSDPA uses 10 codes with a spreading factor of 16. 
The minimum transmission per code is 0.237 Mbps for QPSK with coding rate 1/2. The 
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maximum transmission per code is 1.076 Mbps in the case of using 64QAM with coding rate 
3/4. The central cell Co can allocate up to 80% of maximum power. 
4.5 Traffic Model 
After a mobile user performs a handoff from cell Co to another, for the comparison 
purpose, assume there is a new active mobile user coming to the cell Co. It means that, at any 
given time, there is the fixed number of active users in the centre cell. Depending on services, 
packets are generated as described in the following sections. 
4.5.1 Real-time services 
 An on-off model is exploited for real-time sources. The active (on) and silent (off) 
periods are negative exponentially distributed random variables. During an active period, 
packets are generated deterministically with a fixed packet size; this is fitted to a radio time 
slot. 
Reading TimePacket Call
Time
IP Packet Packet Size Packet Interval Time
 
Figure 4-4  Traffic Model for Non Real Time Services 
4.5.2 Non real-time services 
A traffic model for NRT services based on the UMTS proposal for a World Wide Web 
traffic model is shown in Figure 4-4 where an NRT source generates a number of packets 
during time duration. This duration is defined as Packet Call duration. After generating 
packets in a Packet call duration it waits for an interval known as reading time. The IP packet 
size is a normal Pareto distribution random variable (P) with cut-off, i.e., Packet Size = min 
(P, m), where m is the maximum allowed packet size. The normal Pareto distribution with 
cut-off has the probability density function given in Equation (4-3).  
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Where the shape of the distribution is α, k is the minimum value, and m is the 
maximum value. The mean value is calculated as given in Equation (4-4). 
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The number of packets (Np) in a packet call duration is geometrically distributed with 
a mean µNp .The packet inter arrival time µDp is geometrically distributed with a mean µDp. 
The reading time (Dpc), i.e., the inter arrival time of packet calls duration is geometrically 
distributed with a mean Dpc. Parameters of traffic generators are shown in Table 4-3. 
4.6 Performance metrics 
The following performance metrics are used:  
 
Packet Drop Rate (Pdr) is the ratio of number of dropping packets to the number of 
arriving packets at the radio layer, Equation (6-5). 
 
Pdr = No. of dropping packets / arriving packets at radio layer     (4-5) 
Table 4-3 Parameters for traffic generator 
Packet Size Pareto distribution with cut off α=1.1, k=81.5 Bytes, m=666666 Bytes. 
Dp Geometric Distribution 
Np Geometric Distribution (mean 2.5 packets) 
Dpc Geometric Distribution (mean 10s) 
 
Packet Forward Rate (Pfr) is the ratio of the number of forwarded packets to the 
number of handoffs, Equation (4-6). 
Pfr = No of dropping packets / No. of handoffs      (4-6) 
 
 77 
Downlink Throughput (DLth) is the average number of successfully delivered bits over 
the lifetime of user’s connection, Equation (4.7). 
DLth = Total transmitted data / time interval   (4-7) 
 
Average Packet Delay (Pdelay) is the average amount of time the packet spends in then 
queue at the base station in addition to the transmission time, Equation (4-8). 
Pdelay = Total time in queue / Total packets            (4-8) 
 
Jain Fairness Index (JFI) is a fairness index used to calculate fairness among users that 
belong to the same class. Let ψij be the performance metric for user j, where ψij is set to the 
user’s average packet delay for VOIP and it is set to the user’s average throughput for video 
streaming and FTP then the JFI index is calculated as given in Equation (4-9) [55] 
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Where Nij is the number of user of class i who request the same QoS. If all users 
request the same QoS get the same ψij then JFI =1. Lower JFI values indicate that users have 
high variances in their achieved QoS, which reveals unfairness in distributing the wireless 
resources among them according to this scheme. 
4.7 Revenue Analysis 
For the purposes of simulation it is assumed the standard call duration is 60 seconds. It 
is also assumed that if a user’s priority is <0 then that user will be served after forced 
termination of service of a user already being served for too long. Duration between forced 
call termination and initiating a new connection is assumed to be 1 second. For simplicity of 
the simulation it is assumed the buffer queue length is to be 400 kb. It is further assumed that 
there are maximum k services and hence the total number of users N can defined as the 
summation of users in each service group. 
∑
k
j=
jN=N
1
               (4-10) 
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If user i uses a service j that costs p units for t seconds then the revenue generated for 
that particular time would be  
Rij =t i× p j
          (4-11) 
If there are total of Ns services are served in the system, then the overall revenue can 
be calculated as 
 
Total _Re v=∑
j= 1
Ns
∑
i=1
Nj
Rij
                      (4-12) 
In the simulation it is assumed that a user will be charged only for the connected time 
duration. No reconnection fee has been imposed. The pricing scheme for the services has been 
listed in Table 4-1. 
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5 Simulation Results and analysis 
This chapter will examine key simulation results and compare the novel MQTRFHP 
algorithm to other algorithms. 
5.1 Packet Drop Rate 
Packet Drop Rate with varying User
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Figure 5-1 Packet Drop Rate with varying User 
The Packet Drop Rate (Pdr) has been analysed at different traffic loads as shown in 
Figure. 5-1. The results shown are a snapshot taken at the time t = 6 sec after the node has 
started transmitting packets to the users. The network traffic load increases as the number of 
users increases and as a result the Pdr also increases.  The MQTRFHP performs better than the 
Max CIR and PF schemes because it assigns higher priority to users who are in the outer or 
cell handoff region. The MLDROP algorithm [65] performance is similar to the MQTRFHP 
algorithm; however, when there are more than 70 users in the system, the MLDROP’s Pdr 
begins to increase faster than MQTRFHP. This is because, when user numbers in the cell 
increase, the number of users in the cell handoff zone also increases. The MQTRFHP scheme 
serves users based on the maximum queue to transmission rate ratio when a significant 
number of users are in the cell handoff zone. The fairness scheme used was presented in the 
service model in Section 4-1 [56, 57]. 
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Figure 5-2 Packet Drop Rate with varying Time 
In Figure 5-2 the user traffic load is varied over time for 50 users. As the simulation 
time increases, the Pdr decreases due to the decreased user traffic load. In the simulation 
scenario it was assumed that users are active from the beginning of the simulation. As the 
time passes the users will gradually drop calls. The Max CIR scheme provides the highest Pdr 
because it only assigns transmission space to the users having a high SIR, thus the users 
located at the outer cell region overlapping with another cell are not selected. The PF scheme 
provides better performance than the Max CIR scheme in this situation. At the beginning of 
the simulation the Pdr of MLDROP is much higher than MQTRFHP. In the initial simulation 
period, there are users utilizing services from the cell handoff zone and as time passes users 
begin to hang up or drop calls and hence the Pdr performance of MLDROP becomes closer to 
MQTRFHP. The proposed algorithm has a dynamic buffer and allocates packets for a user 
based on the shared channel rate and also on the time to perform handoff whilst minimizing 
dropped packets. The MQTRFHP algorithm allocates packet transmission space to users 
corresponding to the packet rate required to ensure QoS is maintained. Hence the Pdr for the 
MQTRFHP algorithm is better than the Max CIR and PF schemes. 
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5.2 Packet Forwarding Rate 
 
Figure 5-3 Packet Forwarding Rate with varying User 
 
Figure 5-4 Packet Forwarding Rate with varying Time 
The MQTRFHP’s Packet Forwarding Rate (Pfr) performance is shown in Figure. 5-3 
and Figure. 5-4. The buffer threshold in not considered in the Max CIR and PF schemes, the 
Max CIR and PF scheme’s Pfr depends on the scheduling algorithm implemented at the IP 
layer. Pfr of the Max CIR and PF schemes are nearly the same because handoff based 
scheduling is applied at the IP layer for both schemes. The reason is that bursty IP packets 
might arrive at BSs during a short time interval. In this time interval, the packets are queued at 
the IP layer for forwarding. 
In the MQTRFHP algorithm when the queue size of a handoff warning user exceeds 
the available buffer size, the IP scheduler will not select packets for this user to forward to the 
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radio layer. Also, in the MQTRFHP algorithm, the user having the highest SIR will have 
packets sent first. Therefore users near the cell centre will have their packets sent first. By that 
time most of the users at the handoff warning zone should move to the handoff processing 
zone and the packets of the users that have completed handoff are forwarded to the destination 
BS. So, the Pfr in the MQTRFHP algorithm is slightly higher than that for the Max CIR and 
PF schemes.  
The Pfr for MQTRFHP is not more than 0.5 packets/handoff because of the fairness 
scheme. When users at the cell boundary are not served for a variable period of time, their 
fairness value decreases which indicates an overall lower fairness value. The addition of a 
fairness aspect of the MQTRFHP provides an advantage over the Max CIR and PF schemes. 
Network resources appear to be better utilized than the network resource utilization 
based on the Max CIR and PF schemes. The MQTRFHP algorithm reduces network resource 
utilization when the current BS forwards packets to the new BS by incorporating a dynamic 
buffer and dynamic buffer threshold as presented in the buffer threshold model in Section 4-2 
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5.3 Downlink Throughput  
 
Figure 5-5 Downlink Throughput with varying User 
 Figure 5-5 shows the Down Link Throughput (DLth) performance. The simulation 
scenario outcomes showed that the downlink throughput for the scheduling algorithms used in 
the analysis was very similar. The Max CIR and PF schemes consider the handoff and non-
handoff users equally so that even in handoff mode, the Max CIR and PF schemes utilize an 
approach that causes more bandwidth to be used than that required by the MQTRFHP 
algorithm. The MQTRFHP algorithm aims to minimize network resource use. Hence lower 
level modulation schemes are applied to cell boundary users as shown in Table 4-2 [56, 57], 
and so the data rate is lower in the handoff mode. As packets are not forwarded from the IP 
layer to the radio layer when the radio layer buffer is full and thereby reducing the Pdr, DLth of 
the MQTRFHP algorithm is lower than that for the Max CIR and PF schemes. The 
MQTRFHP algorithm utilizes radio resources in a more appropriate way and therefore 
achieves a better result overall. All of the users are allocated a data rate based upon the SIR 
values in Table 4-2 and the MQTRFHP algorithm is used to prioritize packet transmission. 
For example, the proposed MQTRFHP algorithm has determined that 1.076 Mb is to 
be transmitted to user A. If the 64QAM modulation technique is applied then it will take 1 sec 
to transmit the information. But if the QPSK ½ modulation technique is applied then it will 
take around 4 to 5 sec to transmit the information to user A. 
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5.4 Packet Delay  
For a VoIP call simulation using the model scenario M-LWDF achieves the best 
Packet Delay (Pdelay) under most network loads as shown in Figure. 5-6; whereas FM LWDF 
has the largest Pdelay. The FM-LWDF scheme performs poorly compared to the other schemes 
due to its fairness measure, which is in terms of throughput and not in terms of delay. Hence, 
more resources are given to users with bad average throughput at the expense of those users 
with high packet delays. The MQTRFHP algorithm performs very close to M-LWDF. This is 
due to the fairness measure utilized in the MQTRFHP algorithm if the user’s average Pdelay 
increases, the sharp decrease in the user’s fairness value forces the scheduler to prioritize this 
user, and hence lower the user’s Pdelay.  
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Figure 5-6 Packet Delay for VOIP service 
The average packet delay achieved by the scheduling algorithm EDN is worse than the 
MQTRFHP and M-LWDF because as the network load increases, the user packet delays 
exceed the EDN threshold, and hence, EDN users are only served based on packet delay 
without exploiting channel quality conditions. 
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Figure5-7 Packet Delay for different services 
Packet delay for different services is shown in Figure 5-7. The Pdelay for the VOIP 
services is the lowest. As the VOIP services have the highest priority to transmit packets, 
VoIP packets spend less time in the queue. FTP has the highest Pdelay as it has the lowest 
packet transmission priority. But for the FTP services the Pdelay is at most around 100ms. This 
is because of the fairness scheme. If a user’s packets are not served for some time the user’s 
fairness value will reduce which will force the scheduler to serve the user. For the same 
reason, Audio Services have lower packet delay than the Video Steaming. 
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Figure 5-8 JFI for all traffic 
Figure 5-8 shows the JFI for different traffic types at varying network loads. The JFI 
for the FTP service is the lowest and VoIP is the highest. This is because the VoIP service has 
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the highest packet transmission priority whilst the FTP service has the lowest packet 
transmission priority as shown in Table 4-1. 
The results presented highlight the MQTRFHP algorithms capability to support 
multiple services and traffic types including the four network applications used in the 
simulations and ensures that QoS is maintained and also guarantees the inter and intra-class 
prioritization between different applications to ensure transmission fairness is maintained. 
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5.5 Revenue Analysis 
Packet scheduling algorithms not only affect performance they can also effect the 
profit made by a carrier. 
 
 
Figure 5-9 Revenue Analysis for VOIP 
In figure 5-9, Max CIR generates highest revenue as the algorithm considers only 
channel quality conditions of traffics. So, Max CIR has the highest data throughput which 
generates highest revenue per bit. Our proposed algorithm at ε=0, becomes unfair to users and 
serve them based on channel quality conditions and hence providing the similar revenue as 
with Max CIR. However when, ε=1, the MQTRFHP algorithm becomes fair and tries to 
prioritize users who have not been served for too long. So, the proposed algorithm looses 
some revenue during forced termination of user’s call that has been served for too long and 
initiating new connection.  PF tries to balance the capacity-fairness trade-off by serving the 
users with the best relative channel quality. But PF is unfair in a multi diversity situation as 
reported in the literature [54], which is why PF has got a lower throughput than the proposed 
algorithm with ε=1. FFT modifies the PF scheme by multiplying the relative channel quality 
of the users by an equalizer term to ensure fairness but this scheme achieves the lowest 
average throughput. This is because of the long term fairness at the expense of exploiting the 
channel conditions of different users and hence generates the lowest revenue. 
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Figure 5-10 Revenue analysis for mixed traffic 
Figure 5-10 & 5-11 analyses revenue at different traffic situations. We can conclude 
that Max CIR is generating highest revenue. The proposed MQTRFHP algorithm with ε 
=0(unfair) performs quite similar to Max CIR.  It is important to note in Fig 5-11 that most of 
the traffic is VOIP traffic. As VOIP costs more than other services, having higher number of 
VOIP users in a system would generate higher revenue for unfair scheduling schemes. 
However a different scenario has been demonstrated in Fig 5-12 where most of the services 
are less revenue generating services such as FTP, audio and video steaming. In this case Max 
CIR and proposed algorithm with ε =0 generates less revenue than our algorithm with ε =1. 
This is because the new algorithm with ε =1 schedules low revenue generating traffics and so 
generates higher revenue. Max CIR and the proposed algorithm with ε =0 tries to schedule 
high priority services first. The amount of high priority traffic is quite low which results in 
overall low revenue for Max CIR and the proposed (ε =0) scheduling algorithms. Revenue for 
PF and FFT is always low than other scheduling algorithms because of their poor fairness 
measure. 
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Figure 5-11 Revenue analysis for mixed traffic 
In both Figures 5-10 & 5-11 it is apparent that the overall revenue decreases for a node 
as the number of users becomes higher than the node capacity. This is because as the number 
of users are about to exceed node capacity, call drop rate increases. It takes some time to drop 
a call and then initiate a new connection which results in decrease in revenue. 
The results presented highlights the new  MQTRFHP algorithms capability to support 
multiple services and traffic types including the four network applications used in the 
simulations and ensures that QoS is maintained and also guarantees the inter and intra-class 
prioritization between different applications to ensure transmission fairness is maintained. 
Moreover through the revenue analysis we can conclude that MQTRFHP provides the 
operators with flexibility to choose different revenue points based on various traffics 
situations. MQTRFHP with ε =1 imposes a situation where the traffic becomes very unfair, 
prioritizes high revenue generating traffics only and thus likely to generate higher revenue at 
the cost of fairness. On the other hand, a value of ε=0 administrates a fair situation where 
every traffic gets a chance to be scheduled. This flexibility of varying ε to vary fairness and 
revenue provides the carrier with an opportunity to enhance their network performance at 
different traffic situations and different client expectations of quality.   
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5.6 Traffic Scenario with Real Data 
This chapter shows the simulation results for different traffic scheduling algorithms 
using real tariff models. Carriers include an Australian carrier named Telstra and an US 
carrier T-Mobile. The tariff models for both operators are typical of many other carriers and 
are presented in the following tables. 
Apart from packet generation models mentioned in section 4, we have also assumed 
the following facts: 
Table 5-1 Telstra Prepaid Plan 
Service name Charge 
Voice call $0.89 
Text message $0.29 
Audio Streaming (Assumed) $0.30 
Video Streaming (Assumed) $0.60 
Connection fee $.39 
Table 5-2 T-Mobile Pay As You Go Plan 
Service name Charge 
Voice call $1.79 
Text message $0.25 
Audio Streaming (Assumed) $0.30 
Video Streaming (Assumed) $0.60 
Connection fee $.50 
 
Every user shall enjoy a service until forced termination of a service by the scheduler. 
At this point it is not possible to predict user behaviour as it varies in different cultures. 
However, continuation of a user’s service until forced termination produces the most complex 
and busty traffic situation which has motivated us to consider such. It is also assumed that the 
user would attempt to continue the same service after forced termination with no new 
connection fee  
In is necessary to assume the charging plan for Audio and Video Streaming services, 
as at this point in time these services are available only to ADSL users. Telstra is presently 
marketing T-box value added services to provide Video Streaming services to their 
ADSL/ADSL 2+ clients only.  
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Figure 5-12 Revenue analysis for T-Mobile 
 
 
Figure 5-13 Revenue analysis for Telstra 
As shown in Figure 5-12 and 5-13, Max CIR generates the highest revenue in both the 
cases as the algorithm keeps only serving the user having high SIR value. Our proposed 
MQTRFHP algorithm with ε =1 consistently generates a little less revenue than the Max CIR. 
However MQTRFHP algorithm with ε =0.5 generates very fluctuating revenue. This is 
because of sharp decrease of the fairness value of the users force them to be served.  The 
MQTRFHP algorithm with ε =0.5 allows a wide range of users to be served and the 
connection fee associated with these services results in this fluctuation. The PF algorithm 
generates the lower revenue as it serves the users based on their relative channel quality 
condition. 
 92 
5.7 Proposal of Satisfaction Factor 
Revenue is not the only important factor that must be considered. Users typically have 
low brand loyalty and will move carriers at the end of a contract if they have had bad 
experiences. Apart from revenue generation, we would like to propose a “Satisfaction Factor” 
which should also be considered when evaluating the performance of a scheduling algorithm. 
If we consider from the users point of view, they would be satisfied if the following two 
conditions are met: 
1. If the user is served. 
2. The user is served for a reasonable period of time. 
If a user tries to make a call, it is the responsibility of the scheduler to serve the users 
first. Now once the user has started to get a service, they might be dropped off the network in 
the middle of a call. Hence it is also important that a user should be served for a reasonable 
period of time. Let’s consider N users under a NodeB are trying to get various services. But 
for the capacity limitation only Ns number of users was served successfully. Also consider 
that each user i was served for time duration ts although they desired to be served for a time 
duration td, but such was not achieved due to congestion and fairness issues. Based on the 
above mentioned two conditions we can define Satisfaction Factor (SF) as following:    
 
SF=
N s
N
×
∑
i=1
N
s
t s
∑
i=1
N
t d
  Where iϵN    (5-1) 
Here desired time refers to the time duration from the start to end of a call. 
 
The desired time is a negative exponential distribution, usually used for voice and 
service times driven by a random process as in equation 5-2  
 
X=-µ.ln(1-U)       (5-2) 
Where U is a random positive number, generated using Cliffs Random Number 
generator as in equation 5-3 [12] 
 
Xn+1=|100 ln(Xn(mod1))|      (5-3) 
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The value of the “Satisfaction Factor” can be a value between 0-1. For example, we 
are simulating the performance of a Node B. If all the users are served as per their desired 
time then the satisfaction factor would be 1 which is the ideal performance. The lesser the 
serving time to desired time ratio, the lesser the value of satisfaction factor would be. If none 
of the users are served, then the satisfaction factor would be 0, which indicates that the 
scheduling algorithm is not performing at all. 
Validation that this satisfaction factor can predict real user behaviour is beyond the 
scope of this thesis, such validation would make a very interesting human factors research 
project.  What is an acceptable Satisfaction Factor will depend on local culture and the nature 
of the package purchased by the user, for example premium or cut price. 
Table 5-3 shows the satisfaction factor for the various algorithms simulated based on 
the simulation environment mentioned in section 4. 
 
Table 5-3 Algorithms and Satisfaction Factor 
Algorithm Satisfaction Factor 
MaxCIR 0.17 
MQTRFHP ε =1 0.23 
MQTRFHP ε =0.5 0.36 
PF 0.16 
 
Max CIR has got the lowest satisfaction value because it only serves users having 
higher SIR ratio which means quite a large number of users will not be served over the 
observation period and be left with the memory of a “bad experience” from the carrier. 
Moreover as the number of served users gets lower, so does the average serving time. These 
two factors together results in a lower satisfaction factor for the MaxCIR scheduling 
algorithm. PF algorithm serves only the users having relatively lower SIR value, which again 
leads a situation where quite a lot number of users will be unattended. Hence the satisfaction 
factor for the PF algorithm is quite low. The proposed MQTRFHP with ε =0.5 has got the 
highest satisfaction factor. This is because of the sharp decrease of the fairness value of the 
users’ forces the scheduler to serve other unattended users. And as the served users count 
increases higher, the higher the satisfaction factor. The average serving time for the proposed 
MQTRFHP with ε =1 is higher than the MQTRFHP with ε =0. However the total number of 
served user for MQTRFHP with ε =1 is lower than MQTRFHP with ε =0.5 which results in 
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relatively lower satisfaction factor MQTRFHP with ε =1, which is still higher than that of PF 
and Max CIR. 
 
5.7.1 Satisfaction factor in real network 
This section tries to estimate the satisfaction factor for one of the pioneer carriers in 
Bangladesh. This country is one of the most densely populated countries in the world and has 
very bursty wireless traffic. The data market in Bangladesh is still in its infancy but it 
promises rapid growth in the next few years. In order to enter into this untapped market 
initially the carrier offered premium broadband service to the urban and suburban areas, 
gradually expending to District Head Quarters (DHQ). 
 
Table 5-4 Traffic model  
Throughput/user, kbps 2008 2009 2010 
Residential 128 256 256 
SME 256 512 512 
Corporate 1024 2048 2048 
Table 5-4 shows data from internal reports from an operator (name not exposed) and 
demonstrates the traffic over several years. Following is the minimum cell edge/user 
throughput requirement.  
Table 5-5 User Required Data Throughput (Designed) 
Year Subscriber mErlang/Sub Total Erlang 
2008 242,800 32 7,769,600 
2009 663,920 36 23,901,120 
2010 1,820,488 40 72,819,520 
 
The operator had downlink voice activity factor of 0.63.  A residential user receives an 
average throughput of 22Kbps. So, for the year 2010, according to the satisfaction equation, 
the approximate satisfaction factor for this scenario would be: 
 
Activity factor x (Users Throughput (designed)/Actual User throughput) = 0.11. 
 
 95 
The author has experienced this scenario and typically it takes some time, more than a 
minute, to get load a web page with images.  This example illustrates how the satisfaction 
factor can be calculated.  As mentioned previously, validation of the proposed satisfaction 
factor against user behaviour, such as swapping carriers, will be an interesting research 
activity but beyond the scope of this paper. 
5.8 Proposal for NodeB performance measurement metric 
After performing many simulations with a variety of buffer management algorithms 
the author has a good feel for the best that the published algorithms can attain.  It is thus 
possible to propose the following performance criteria by which any vendor or carrier can 
measure the performance of their NodeB’s which may contain secret and/or proprietary 
algorithms. The characteristics of a good buffer manager in a NodeB include 
• As utilization of the NodeB reaches 85% the packet drop rate should not 
increase by more than 0.2% 
• As utilization of the NodeB reaches 85% the packet forward rate should not 
increase by more than 0.35%. 
• As utilization of the NodeB reaches 85% the drop rate for users in the cell 
boundary should not exceed 0.30%. 
• The satisfaction factor is approximately 0.3 or more. 
If the vendor’s NodeB is not performing better than these benchmarks then the 
algorithms in the NodeB are deficient.  Particularly in heavy traffic environments, both 
revenue and user satisfaction will increase if better algorithms are adopted. 
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6 Conclusion & Future Work 
The emergence of HSDPA and 802.16x WiMAX will enhance the support of existing 
mobile applications and will be used to deploy a wide range of heterogeneous applications 
that are rich in QoS requirements. To accommodate such services at an increased network 
load enhanced techniques are required. Packet scheduling is a key technique used to provide 
guaranteed QoS. The scope and objectives of this research were to investigate packet 
scheduling algorithms in mobile systems and then to propose a superior packet scheduling 
algorithm. An important outcome of the literature review was the apparent lack of a complete 
analysis of packet scheduling schemes that more closely reflects real systems and the 
interplay of radio and IP layers. In this research, a new efficient packet scheduling algorithm 
MQTRFHP has been proposed for providing lossless handoff, improved QoS and improved 
BWAS performance. A simulator was developed to compare the performance and QoS of 
various scheduling schemes.  The Internet applications used by the simulator were chosen to 
provide a reasonable range of traffic types and characteristics that highlighted positive and 
negative aspects of the scheduling algorithms being studied.  System performance of the 
proposed scheduling algorithm has been evaluated and compared with the existing MCIR, PF 
and MLDROP schemes. The analysis carried out demonstrated that when using the 
MQTRFHP at the radio and IP layers the system can provide a reduced handoff packet drop 
rate. The packet forwarding rate and downlink throughput is also very competitive when 
compared to the MCIR and PF schemes. The research also analysed packet delay for a VOIP 
service and the outcome was very similar to the result achieved using M-LWDF.  The 
proposed algorithm uses less radio resources as it uses dynamic buffering and an improved 
fairness scheme when compared to the other schemes utilised in the analysis.  
The scope and objectives of this research have been successfully achieved as 
demonstrated by the following outcomes- 
• Background investigation of mobile wireless technologies. 
• Anticipated requirements for next generation wireless mobile technologies. 
• Study of existing packet scheduling scheme and analyse their impact on QoS. 
• Proposed a new packet scheduling scheme MQTRFHP that utilises:  
o Handover Consideration to improve performance 
o Novel buffer control algorithm at IP and radio layer. 
o A novel fairness algorithm. 
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o A novel delay and jitter control mechanism. 
• Perform a comprehensive comparison of MQTRFHP with Max CIR, PF and 
MLDROP schemes. 
• Show that the packet drop rate for MQTRFHP is better than Max CIR, PF and 
MLDROP schemes. 
• Show that packet Forward rate performance for MQTRFHP is very 
competitive to Max CIR and PF scheme. 
• Show that downlink Throughput performance for MQTRFHP is also very 
competitive to Max CIR and PF scheme. 
• Demonstrate that the average packet delay for VOIP traffic shows that 
MQTRFHP performs very closely with M-LWDF. 
• Analyse packet delay for different Internet applications under MQTRFHP. 
 
The research was extended to propose a new Satisfaction Factor that would allow the 
calculation of client satisfaction from technical measures.  While this metric has not been 
validated on real users it does show that the new MQTRFHP algorithm better satisfies clients 
than the other algorithms. 
In summary, using handoff state-based scheduling priority, buffer occupancy and 
interference measures, the proposed novel scheduling algorithm can provide reduced handoff 
packet loss, class based QoS differentiation, fairness among the users and achieves an 
improved performance overall. 
 
6.1 Future Work 
A number of research areas have been identified as possible future work. Research 
could be performed to extend the MQTRFHP algorithm by considering device energy usage 
and identifying an approach that minimises energy use. This would provide improved 
performance and be an environmentally friendly outcome. Such future work may include the 
following objectives: 
1. Develop a green (environment friendly) packet scheduling algorithm. Green means if 
the algorithm is implemented in a Node it will work in less processor clock cycles 
than the traditional packet scheduling algorithm. Less clock cycle operation will lead 
to lower power consumption and the algorithm can be designed to be environment 
friendly. 
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2. Analyse the power consumption of the Nodes while the algorithm is in operation and 
compare the power consumption with traditional packet scheduling schemes. Lower 
power consumption should reduce the operational expenditure (OPEX) for the mobile 
operators. 
3. Analyse the impact on coverage by varying the transmitting power of the Nodes. If the 
Node coverage can be increased with a minimum transmitting power then this may 
result in country wide coverage for lower number of Node B. If this can be achieved 
the capital expenditure (CAPEX) for the mobile operators will be reduced as they will 
need a reduced number of Node B’s to provide country wide coverage. 
 
Other areas for further research may include- 
1. Increase the revenue for the operators. If the CAPEX and OPEX for the operators can 
be minimized then mobile operator profits should rise. 
2. Carry out more analysis on packet drop rate, packet forward rate and downlink 
throughput under realistic conditions to tune the algorithm for best performance. 
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