V. Chvátal proved that no minimal imperfect graph has a small transversal, that is, a set of vertices of cardinality at most α + ω − 1 which meets every ω-clique and every α-stable set. In this paper we prove that a slight generalization of this notion of small transversal leads to a conjecture which is as strong as Berge's Strong Perfect Graph Conjecture for a very large class of graphs, namely for those graphs whose diameter does not exceed 6.
α-stable sets (in this latest case, an α-stable set of the partition is called colour of G − w); (S3) G has exactly n α-stable sets and n ω-cliques; (S4) each vertex of G is in exactly α α-stable sets and in exactly ω ω-cliques; (S5) for every α-stable set S of G, there is a unique ω-clique Q(S) of G such that S ∩ Q(S) = ∅; for every ω-clique Q of G there is a unique α-stable set S(Q) of G such that Q ∩ S(Q) = ∅; (S6) for two arbitrary ω-cliques Q = Q ′ , if Q ∩ Q ′ = ∅ then S(Q) ∩ S(Q ′ ) = ∅; for two arbitrary α-stable sets S = S ′ , is S ∩ S ′ = ∅, then Q(S) ∩ Q(S ′ ) = ∅;
(S7) for every ω-clique Q and every vertex x, we have x ∈ Q if and only if S(Q) is a colour of G − x;
(S8) G contains no small transversal, i.e. no set of cardinality at most α+ω −1 meeting every α-stable set and every ω-clique of G.
Bland, Huang and Trotter [3] defined a graph to be partitionable if there exist two numbers α, ω ≥ 2 such that (S1) and (S2) (without the unicity condition) hold, and noticed that for a partitionable graph α and ω must be the stability and, respectively, the clique number. Moreover, they proved that the properties (S3)-(S7) above hold not only for minimal imperfect graphs, but also for all partitionable graphs.
On the other hand, the property (S8) is not valid for all the partitionable graphs, as proved by the graph denoted by C 3 10 which has the vertices 1, 2, . . . , 10 and the edges ij ∈ E iff |i − j| ∈ {1, 2, 8, 9}. Indeed, the set of vertices {1, 3, 5, 7, 9} is a small transversal in G. We may then hope that we could obtain a characterization of minimal imperfect graphs by joining to the properties of partitionable graphs the condition (S8). Unfortunately, that is not true. The graph F given by the set of vertices {1, 2, . . . , 17} and ij ∈ E iff |i − j| ∈ {2, 6, 7, 8, 9, 10, 11, 15} is not minimal imperfect, although it is partitionable and it has no small transversal. This graph was found by Chvátal, Graham, Perold, Whitesides [5] .
It follows that another property is needed in order to obtain the characterization we are looking for. Our aim here is to suggest such a possible property and to show that, if true, it would make the job for a very large class of graphs, namely for all the graphs of diameter at least 7. We also indicate a new way to approach the minimal imperfect graphs, which seems to be powerful enough to justify the study of the transversals in general and of the small 2-transversals (that we define below) in particular.
Similarly to Chvátal [4] , we shall say that a set T of vertices of G is a small 2-transversal of G if the two properties below hold:
1. the cardinality of T is at most 2α + 2ω − 4; 2. T meets every α-stable set and every ω-clique in at least two vertices.
Notice that the holes and the anti-holes do not contain a small 2-transversal. Indeed, if a hole had a small 2-transversal T , then T should meet every edge in two vertices, so T should contain all the vertices of G. Then it's size should be n, the number of vertices in the hole, while 2α + 2ω − 4 = 2α = ωα = n − 1, a contradiction. The same reasoning proves that no anti-hole admits a small 2-transversal. Thus the SPGC implies the conjecture below:
Conjecture 1 A minimal imperfect graph admits no small 2-transversal.
Following the same way as for the small transversal, we ask whether there exist partitionable graphs without small 2-transversal which are not minimal imperfect. Until the date, we couldn't find such a graph.
It is not surprising, therefore, that we could establish the following theorem (diam(G) is the diameter of G):
Theorem 2 Let G be a graph with ω = 3 and diam(G) ≥ 7. Then: G is partitionable with no small 2-transversal iff G is a hole.
Notice that the condition ω = 3 has no importance while speaking of perfect graphs since Tucker [8] proved that the SPGC holds for graphs of clique number equal to three. We may then deduce:
Corollary 1 For the graphs of diameter at least 7, Conjecture 1 is equivalent to the SPGC.
Since the Weak Perfect Graph Conjecture is proved, we can also state that:
Corollary 2 Let G be a partitionable graph with ω > 3, α > 3. Then:
1. either diam(G) and diam (Ḡ) do not exceed 6; 2. or G has a small 2-transversal.
Preliminary results.
Let u, v be two vertices of the partitionable graph G = (V, E). For every vertex w ∈ V there is, according to the property (S2), a unique partition of G − w in colour classes, that is in α-stable sets. If u and v have the same colour we shall say that this colour is black. Otherwise we shall say that the colour of u is red and the colour of v is white.
An ω-clique Q is called black if the corresponding α-stable set S(Q) is a black colour. That is, for every vertex w in Q the set S(Q) is a black colour in the partition of G − w (by (S7)), thus it contains both vertices u and v.
An ω-clique Q is called red (respectively white) if the corresponding α-stable set S(Q) is a red (respectively white) colour. Then for every vertex t in the red clique Q, S(Q) is the colour of u in G − t.
Again by (S7), t must be in the white clique corresponding to S ′ , i.e. Q(S ′ ). Consequently, t is contained in a red clique and in a white clique which correspond respectively to the colours of u and v in G − t.
It is important to notice the following two facts:
1. two cliques of the same colour cannot meet (otherwise, by (S6), the corresponding stable sets would be disjoint, while their intersection set contains at least one of u, v.
2. a black clique cannot intersect a red or a white clique.
Therefore, an arbitrary vertex w = u, v is either in a unique black clique, or in a unique red clique and a unique white clique. The vertex v is only in a red clique (denoted by V), the one which has an empty intersection with the colour of u in G − v. Similarly, u is only in a white clique, denoted by U.
Let H be the intersection graph of the red and white cliques in G, that is, the graph with the vertex set V (H) = {a | a is a red or white clique} and the edge set
Since the red and white cliques are disjoint, the graph H is bipartite.
Claim 1
The graph H is connected.
Proof. We first prove that U and V are in the same connected component of H. Suppose this is not the case and let F be the set of vertices of G corresponding to the connected component of H containing U, but not V. Then |F | is partitioned by some white cliques, so |F | = kω, where k is a positive integer. Moreover, F − {u} is partitioned by some red cliques, so |F | − 1 = hω, where h is also a positive integer. The two relation obtained yield a contradiction.
Suppose now that H is not connected and let C be the set of vertices of G corresponding to the connected component of H not containing U and V. We denote by R C and W C the set of red, respectively white cliques of C and by R G−C , W G−C the similar sets of G − C. With the notation N for the set of black cliques in G, we have that N ∪ R C ∪ R G−C and N ∪ W C ∪ R G−C are two partitions of G − u, and that contradicts (S2). We deduce that H is connected.2 Let A, B and C be three ω-cliques inducing a chordless path ABC on three vertices (denoted P 3 ) in H . We shall say that (AB, C) is an obstruction whenever A ∩ B is reduced to a single vertex and this vertex is contained in the α-stable set avoiding C. A path on four vertices (denoted P 4 ) ABCD is called thick if none of the pairs (AB, C), (DC, B) is an obstruction. Figure 1 , then it also contains a thick P 4 .
Claim 2 If H contains one of the configurations in
(In Figure 1 , the double edges represent an intersection containing at least two vertices, while d H (d) is the degree of the vertex d, i.e. the number of edges incident to d.)
Proof. To simplify the discussion, consider first a notation. We shall mark an edge xy of H by the symbol z (where z is a vertex of H) if (xy, z) is not an obstruction. On the other hand, the vertex will be marked byz if (xy, z) is an obstruction. We can notice that if w is a vertex of H, then at most one Figure 1 : Gentle configurations edge incident to w is markedz. Otherwise the clique of G denoted by w would have two vertices t, t ′ both contained in S(z), and that is not possible. Now, let us consider the configurations one by one. (C1) If the P 4 acde is not thick, then we may suppose that de is marked withc, consequently df is marked c. Since at least one of the edges ac, bc is marked d (say bc), one obtains a thick P 4 bcdf .
(C2) The same type of reasoning yields a thick P 4 .
(C3) The intersection of c and d has the cardinality at most ω − 2 (otherwise at most one of the intersections a ∩ c, b ∩ c would be empty) and, since d has no neighours but c and e, we deduce that |d ∩ e| ≥ 2. Since d could obstruct at most one of ac, bc, we deduce the existence of a thick P 4 .
(C4), (C5), (C6) Similar to (C1), (C2), (C3), except that now the double lines simplify the discussion. (C7) If abeh is not thick, then we may suppose that eh is markedb, and in that case f h, gh are both marked b. If abf h is not thick, then ab is necessarily marked withf , so ac, ad are marked f . Once more, if abgh is not thick, we deduce that ab isḡ and ac, ad are g, while adgh implies that gh isd and f h, eh are d. Then in the P 4 adf h, f h is marked d and ad is marked f , so this P 4 is thick.2
The result above insures that we can find a thick P 4 in the graph H as soon as we identify in H one of the indicated configurations. The proof of theorem 2, presented in the section below, uses the condition diam(G) ≥ 7 to obtain (if ω > 3) the existence in H of a thick P 4 such that none of its extremities is U or V. Such a P 4 implies the existence of a small 2-transversal, as we shall prove, so the "if" part will follow.
The proofs.
Since the "only if" part of theorem 2 is obviously true, we shall concentrate our work on proving the "if" part.
Suppose G is a partitionable graph with ω = 3 and diam(G) ≥ 7 which is not a hole. Since the only partitionable graphs with ω = 2 are the holes, we deduce that ω ≥ 4. We prove that G contains a small 2-transversal.
Let u, v be two vertices of G such that the distance between u and v in G be equal to the diameter. Using the vertices u and v we can define the black, red and white colours, and the corresponding cliques as before. The graph H and the cliques U, V have the same meanings.
Claim 3
If H contains a thick P 4 ABCD such that {A, D} ∩ {U, V} = ∅, then G contains a small 2-transversal.
Proof. Since ABCD is thick, (AB, C) and (DC, B) are not obstructions Without loss of generality we may suppose that A and C are red cliques, while B and D are white cliques. The corresponding α-stable sets are denoted, as before, by S(A), S(B), S(C), S(D) respectively. Consider the set T = A ∪ S(B) ∪ S(C) ∪ D and let us prove that it is a small 2-transversal. Obviously, every ω-clique of T meets every α-stable set of T , so |T | = 2α + 2ω − 4.
Let Q be an arbitrary clique of G. If Q = B and Q = C, then Q meets the disjoint (because of (S6)) α-stable sets S(B) and S(C). If Q = B, then Q ∩ A = ∅ and Q ∩ S(C) = ∅; in case that |Q ∩ A| ≥ 2, we are done; otherwise the unique vertex of Q ∩ A is not in S(C) (else (AB, C) would be an obstruction), so |Q ∩ T | ≥ 2. The reasoning is similar for Q = C.
Let S be an arbitrary α-stable set of G. If S = S(A) and S = S(D), then S meets the disjoint ω-cliques A and D, consequently |S ∩ T | ≥ 2. For S = S(A) we have that S ∩ S(C) ⊇ {u} and S ∩ D = ∅, so, since D = U, we have |T ∩ S| ≥ 2. The reasoning is similar for S = S(D).2
Because of the preceding result we are interested in finding a thick P 4 with the extremities different from U and V in H, since that will prove the existence of a small 2-transversal in the graph G. We shall look for this P 4 in two steps: firstly we analyse a path P joining U and V in H trying to find the P 4 close to P ; secondly, if the desired path is not there, we characterize the particular structure of H and prove that it must contain a suitable P 4 .
Some more notations are necessary before starting this search. Let us call weight of the edge xy of H (notation π(xy)) the cardinality of x ∩ y. The weight of the vertex x (notation Π(x)) is the total weight of the edges incident to x. For every vertex x = U, V,
We shall call doubling of a path P a triple of consecutive vertices a, b, c on P such that there is a vertex d ∈ V (P ) adjacent to a and c.
Let
be two disjoint chordless paths of the same length in H. We say that P and P ′ are parallel if the following conditions hold:
• for all i ∈ {1, 2, . .
Since H is a connected bipartite graph, between U and V there exist in H at least one shortest path P =[U, x 1 , x 2 , . . . , x 2p , V], of odd length. Notice that p ≥ 3, i.e. the length of P is at least seven. If this was not the case, then its length would be at most five and one could find in G a path of length at most 6 joining u and v, a contradiction.
The center of the path P is supposed to be an imaginary vertex in the middle of the edge x p x p+1 . If in H there exists a shortest path between U and V which contains a doubling, then we suppose that P is picked up such that the doubling is as close as possible to the center of the path. In the other case, P is an arbitrary shortest path.
Claim 4
For the graph H and the path P , at least one of the two properties below holds:
1. H contains a thick P 4 such that {A, D} ∩ {U, V} = ∅.
H contains two parallel paths C, C
′ such that V (P ) ⊂ V (C) ∪ V (C ′ ) and U, V are among the extremities of the paths C, C ′ .
Proof. We suppose that 1 is not true and we prove 2.
Case 1. P does not contain a doubling.
Notice that at least one of the internal vertices x i , 2 ≤ i ≤ 2p − 1 of the path must have some neighbours not situated on the path. If this is not the case, then either π(x 1 x 2 ) = 1, and then π(x 2 x 3 ) = π(x 4 x 5 ) = ω − 1, so x 2 x 3 x 4 x 5 satisfies 1; or π(x 1 x 2 ) = r > 1, and then π(x 3 x 4 ) = r > 1, so x 1 x 2 x 3 x 4 satisfies 1. Consequently, there is a vertex x k (2 ≤ k ≤ 2p − 1) which has some neighbours out of P . Let Z be the set of these neighbours. Without loss of generality we may suppose that 2 ≤ k ≤ p, else we can change the notations to arrive at this case. Then x k−1 , x k+1 , x k+2 , x k+3 exist and, according to the hypothesis, are all different from U and V.
For z ∈ Z, because of the configuration (C4) applied to the graph induced by the vertices x k−1 , x k , z, x k+1 , x k+2 , we deduce that π(x k+1 x k+2 ) = 1. Because of the configuration (C3), x k+1 must also have some neighbours out of P . The set containing them is denoted by W . The configuration (C1) guarantees that all the possible edges are present between Z and W , else we have already found the desired P 4 . Once more by (C4) and (C3) (for x k wx k+1 x k+2 x k+3 , where w ∈ W ) we have that π(x k+2 x k+3 ) = 1 and for x k+2 there also exist the non-empty set T of the neighbours non-situated on the path. Moreover, between W and T all the edges are present, otherwise we have (C1).
The configuration (C4) for tx k+2 x k+3 x k+1 x k (t ∈ T ) gives π(x k x k+1 ) = 1, so for x k+1 we have either that |W | ≥ 2, or that there is a unique w in W and π(x k+1 w) = ω − 2. Case 1.1. |W | ≥ 2. For every t ∈ T , every z ∈ Z and any two vertices w 1 , w 2 ∈ W , (C5) implies π(x k+2 t) = 1, consequently |T | ≥ 2. We then consider t 1 , t 2 ∈ T . The configuration (C2) for x k+2 , t 1 , t 2 , w 1 and two vertices of Z insures the existence of a suitable P 4 , so we may suppose that |Z| = 1. Now, from x k zw 1 w 2 t 1 and (C5) we obtain π(x k z) = 1. Since π(x k−1 x k ) = 1, by (C3) for x k−1 , x k , x k+1 , w, x k+2 , we have that Π(x k ) = 3 < ω, a contradiction. Case 1.2. |W | = 1. If w ∈ W , we have that π(x k+1 w) = ω − 2. Since Z = ∅ and T = ∅, the weight of w implies |Z| = 1, |T | = 1. Moreover, π(zw) = 1, π(wt) = 1 and we also have π(x k z) = π(x k+2 t) = ω − 2 (because x k , x k+2 have no more neighbours).
The same reasoning is valid now for x k+1 and x k+2 , by considering the three consecutive vertices towards x 1 or towards x 2p , according to the possibilities. In this way we obtain either the searched P 4 , or a path [y 2 , y 3 , . . . , y 2p−1 ] parallel to [x 2 , x 3 , . . . , x 2p−1 ]. Now, y 2 must have another neighbour y 1 such that π(y 1 y 2 ) = 1. Moreover, y 1 itself must possess some other neighbours. If all the neighbours r of y 1 different from y 2 are such that π(ry 1 ) = 1, then because of (C1) we have that y 1 has precisely two such neighbours and one of the neighbours is in fact x 1 . But then Π(y 1 ) = 3 < ω, a contradiction. On the other hand, if y 1 has a neighbour q such that π(qy 1 ) ≥ 2, then (C4) for q, y 1 , y 2 , x 2 , y 3 implies that q = x 1 , so y 1 x 1 ∈ E(H). Since π(x 1 y 1 ) ≤ ω − 2 (else Π(x 1 ) > ω), y 1 has another neighbour y 0 (which is unique, in fact) such that π(y 0 y 1 ) = 1. Consequently, π(x 1 y 1 ) = ω −2. In the same way we obtain the existence of the vertex y 2p that extends the path [y 2 , y 3 , . . . , y 2p−1 ] on the other side.
As already noticed, y 1 must have another (unique) neighbour y 0 such that π(y 0 y 1 ) = 1. As before we deduce that y 0 U ∈ E(H) and π(y 0 U) = ω − 2. Analogously, there is a vertex y 2p+1 extending the path on the other side. The claim is proved in this case.
Case 2. P contains at least one doubling.
Consider the doubling which is the nearest to the centre and let x k−1 , x k , x k+1 be the concerned vertices.
Cas 2.1. k = p, p+1. Then we suppose without lost of generality that k < p and neither x k+1 , norx k+2 is the middle of a doubling. There also exist a vertex x k+3 which is different from V.
We denote by x ′ k a vertex adjacent to
gives the existence of a vertex z adjacent to x k+2 . By using (C1), we have that z is adjacent to at least one of the vertices x k , x ′ k . It cannot be adjacent to x k , because then x k , x k+1 , x k+2 would be a doubling situated closer to the center. And it cannot be adjacent to x ′ k neither, since then we could find the path U . . . x ′ k x k+1 x k+2 x k+3 . . . V of the same length as P , but possessing a doubling situated closer to the center. We then have a contradiction.
Case 2.2. k = p or k = p + 1. Without lost of generality we suppose that k = p. Since k ≥ 3, the vertices x k−1 , x k−2 , x k+1 , x k+2 , x k+3 are different from U and V. Let A be the set of vertices adjacent to x k−1 and x k+1 . We have |A| ≥ 2 and we consider x ′ k ∈ A. Because of (C5) and, respectively, (C4) we have π(x k+1 x k+2 ) = π(x k+2 x k+3 ) = 1, so x k+2 has at least another neighbour z.
, and π(x k−2 x k−1 ) = 1. The configuration (C2) guarantees that the only neighbours of x k−1 are the vertices in A and x k−2 . We deduce that |A| = ω − 1, so z is adjacent to ω − 2 vertices of A. All the edges zx ′ k are of weight 1 because of (C5) for z, x ′ k , x k−1 , x k , x k+1 . Now, again (C5) implies that π(zx k+2 ) = 1 and then z must have a neighbour w = x k+2 which is not in A. But then
We may then suppose that every z = x k+1 , x k+3 adjacent to x k+2 is also adjacent to all the vertices of A. The configuration (C5) guarantees that π(zx k+2 ) = 1 for every such z, consequently there are at least two such neighbours z, z ′ of x k+2 . Then
is the configuration (C7).
Case 2.2.2. |A| = 2. Let x k , x ′ k be the vertices of A. As we already noticed, π(x k+1 x k+2 ) = π(x k+2 x k+3 ) = 1 and x k+2 has at least another neighbour z. The configuration (C1) implies that z is adjacent to at least one of the vertices x k , x ′ k . In case that it was adjacent to both of them, (C5) would imply that π(
We may then suppose that z is adjacent to x ′ k and non-adjacent to x k . The configuration (C5) gives, firstly, π(x k x k+1 ) = 1 (because of z, x ′ k , x k+1 , x k+2 , x k ) and secondly π(x
In the same way, π(x k−1 x ′ k ) = 1. Since x k+1 has no other neighbour (according to (C2)), we deduce that π(x k+1 x ′ k ) = ω − 2 and, similarly, π(x k+2 z) = π(x k−1 x k ) = ω − 2. If we analyse the paths x k−1 x ′ k z and x k x k+1 x k+2 , we notice that they are parallel. We should like to extend them. At this moment, the paths which promise to be parallel are [U,
and [x k , x k+1 , . . . , x 2p , V]. Initially we had only one path which has been "broken" because a doubling appeared. The phenomenon is in fact the same each time a doubling is found on the path.
To see this, notice that x k−2 (if it exists) cannot be doubled because we already have Π(x k−1 ) = ω. As long as we have such vertices, the path may be extended with the argument already used in case 1. Suppose now, for instance, that x k−3 is doubled. Then a vertex x ′ k−3 adjacent to x k−2 exists and the graph induced by
is an edge. Then the path is "broken" again, and U, V are again on the same path among the two partial parallel paths. By induction, using the arguments above, we deduce the existence of two parallel paths, not containing U, V, but containing all the other vertices. Very easily these paths may be prolonged such that they contain these two particular vertices, so the claim 4 is proved.2
Proof of theorem 2. By claim 4, either we have a thick P 4 with the extremities different from U, V (and in this case claim 3 guarantees the existence of a small 2-transversal), or there exist two parallel paths C and C ′ . In the latest case, let a be the neighbour of U such that π(aU) = ω − 2 and b the similar vertex for V. Then a and b must have, each of them, another neighbour, U ′ , respectively V ′ such that π(aU ′ ) = 1 and π(bV ′ ) = 1. Notice that U ′ has the same colour as U (white) and V ′ has the same colour as V (red). Moreover, that (because of the fact that the vertices in
; the proof is similar to the proof of claim 1, first part. Consequently, there exists a shortest path P ′ joining U ′ and V ′ in H \ V (C) \ V (C ′ ). It must be of length at least three, otherwise U and V could be joined by a path of length 5, so the distance in G between u and v would be smaller than seven, a contradiction.
Consider now the path P ′′ given by U, a, P ′ , b, V. This path is of length at least seven, is the shortest among the paths joining U and V in H \ {the internal vertices of C and C ′ }, and may be chosen such that the doubling (if it exists) be as close as possible to the center of the path. The claim 4 may be also applied for the path P ′′ (same reasoning in the proof) in order to deduce that either we have a suitable P 4 (and we are done) or there exist two parallel paths containig the vertices of P ′′ . The latest case is obviously impossible: U has exactly two neighbours and one of them is saturated in C ∪ C ′ , thus it cannot be contained in the new parallel paths.2
Remark. Using the ideas of the proof above we can easily build a graph H, of diameter five, which does not contain a suitable P 4 . In this case it is sufficient to consider the two parallel paths C, C ′ and to introduce an edge of weight ω − 1 between U ′ and V ′ . This exemple shows that the same method is not sufficient to reduce the diameter of the graphs we consider.
Proof of corollary 1. As we already noticed, the SPGC implies the conjecture 1. Let prove now that Conjecture 1 implies the SPGC. Consider a minimal imperfect graph G of diameter at least seven. Then it is partitionable and, by Conjecture 1 admits no small 2-transversal. Therefore, either ω = 3 (and by Tucker's result [8] we obtain a hole), or it is a hole (by theorem 2). It follows that G is a hole or an anti-hole.2
Proof of corollary 2. Suppose that neither the property 1, nor the property 2 hold. Then G has no 2-transversal and the diameter of G or the diameter ofḠ is at least seven. Suppose, without lost of generality, that diam(G) ≥ 7. All the hypothesis in theorem 2 are valid, thus G must be a hole. But then ω = 2, a contradiction.2
