This paper studies the problem of maximizing the return time entropy generated by a Markov chain subject to a given graph structure and a prescribed stationary distribution. The return time entropy is defined to be the weighted sum of the entropy of the first return time for the states in the Markov chains. The objective function in our optimization problem is a function series and does not have a closed form in general. First, we show that this problem is well-posed, i.e., the objective function is continuous over a compact set and there exists at least one optimal solution. Then, we analyze two special cases when the objective functions have closedform expressions. Third, we obtain an upper bound for the return time entropy and solve analytically for the case when the given graph is a complete graph. Fourth, we approximate the problem by truncating the objective function and propose a gradient projection based method to solve it. We also illustrate the results through numerical simulations. The results derived in this paper are relevant to the design of stochastic surveillance strategies in robotic surveillance problems.
I. INTRODUCTION
For any state of a Markov chain, the first return time is defined to be the time it takes to return to the state for the first time given starting at the state. The first return time is a discrete random variable with potentially infinite support and whose randomness is measured by the entropy. In this paper, given a strongly connected graph and a prescribed stationary distribution, we study Markov chains with maximum return time entropy, where the return time entropy of a chain is a weighted sum of that of different states with weights being the corresponding elements in the stationary distribution.
This entropy optimization problem is motivated by the design of stochastic surveillance strategies to thwart intruders who plan their attacks based on observations of the surveillance agent. The randomness in the first return time is desirable because an intelligent intruder observing the intervisit times of the surveillance agent is confronted with a maximally unpredictable return pattern by the surveillance agent. The advantages of formulating an entropy maximization problem are threefold: a) entropy is a well-defined fundamental concept that characterizes the randomness of a probability distribution (unpredictability in the surveillance strategy in our case); b) if the surveillance agent is highly entropic, it is hard for the intruders to learn the patterns in the behavior of the agent; c) since we do not assume any specific intruder model a priori (the behaviors of the intruders may not be exactly known/modelled in any case), optimizing the response against certain intruder behaviors may not be generally applicable.
Ekroot et al. studied the entropy of Markov trajectories in [11] , which is related to the return time entropy defined in this paper. In their work, the authors treated the set of all different first return trajectories as the sample space for the return trajectory random variable, and they were interested in the entropy of this random variable. They established a nice equivalence relationship between the entropy of return trajectories and the entropy rate of the Markov chains. Different from their definition, we lump those return trajectories with the same length and study the return time random variable. In the context of robotic surveillance problems, the uncertainties in the return time will make it difficult for the intruders to plan their attack so as to avoid being detected.
The problem of designing robotic surveillance strategies has been widely studied [1] , [22] . One line of research focuses on designing stochastic surveillance strategies so as to increase the unpredictability of the movement of the patroller, where the Markov chain is one of the main tools [4] , [6] . The authors in [13] used Markov chains to design stochastic strategies for robotic surveillance. Srivastava et al. [21] further justified the Markov chain based stochastic surveillance strategy by showing that for the deterministic strategies, in addition to predictability, it is also hard to specify the visit frequency. However, for the finite state irreducible Markov chains, the visit frequency can be imbedded naturally in the stationary distribution. Patel et al. [18] designed the Markov chains with minimum mean hitting time as well as Markov chains with minimum weighted mean hitting time where weights are travel times on edges. For the class of reversible Markov chains, they formulated the problem as a convex optimization problem. An extension of the mean hitting time to the multiple agents case was studied in [19] . Asghar et al. [3] introduced different intruder models and designed a pattern search-based algorithm to solve for a Markov chain that minimizes the expected reward of the intruders. Recently, George et al. [12] revisited and quantified the unpredictability of the Markov chains and designed the maxentropic surveillance strategies by maximizing the entropy rate of Markov chains [8] , [2] .
In this paper, we propose a new metric that measures the unpredictability of the Markov chains. The formulation is of general interest in the study of Markov chains as well as the applications in robotic surveillance problems. Specifically, the notion of return time entropy is extremely relevant in the natural setting where the intruder hides near a location, collects inter-visit statistics of the surveillance agent, learns the return patterns and plans an attack with the lowest chance of being detected. The main contributions of this paper are summarized as follows.
(i) We introduce and characterize the dynamical system for the return time probabilities of the Markov chains. (ii) We propose to use the return time entropy to measure the unpredictability of a Markov chain. This metric, to the best of our knowledge, is novel in the literature. (iii) We formulate an entropy maximization problem and show that it is well-posed. We also provide detailed analysis to several special cases where analytic solutions are available. (iv) We show that the truncated return time entropy is a good approximation for both the original problem and a practically useful conditional return time entropy. We propose to optimize the more tractable truncated return time entropy and obtain the gradient which is used to implement a gradient projection algorithm. The remainder of this paper is organized as follows. We introduce the basics of Markov chains and formulate the return time entropy maximization problem in Section II. We present analysis results in Section III, including wellposedness, case studies, upper bounds and analytic solution for the complete graph case. The approximation analysis and the gradient-based algorithm are provided in Section IV. Section VI concludes the paper.
We refer the reader to [10] for all missing proofs. Notation: Let R denote the set of real numbers, Z ≥0 denote the set of nonnegative integers and Z >0 denote the set of positive integers. Let 1 n ∈ R n be a column vector with all entries being 1 and I n ∈ R n×n be the identity matrix. e i denotes a column vector with i-th element being 1 and others being 0. The dimension of e i will be made clear when it appears. For any x ∈ R, x is the smallest integer that is larger than or equal to x. [S] denotes a diagonal matrix with diagonal elements being S if S is a vector, or with diagonal elements being the diagonal of S if S is a square matrix. Let ⊗ denote the Kronecker product. The following lemmas will be used in this paper.
Lemma 1: (A uniform bound for stable matrices [9, Proposition D.3.1]) Assume the matrix subset A ⊂ R n×n is compact and satisfies
Then for any λ ∈ (ρ A , 1) and for any induced matrix norm · , there exists c > 0 such that
II. PROBLEM FORMULATION
A finite-state discrete-time Markov chain, whose state space is {1, . . . , n}, is a sequence of random variables taking values in {1, . . . , n} and satisfying the Markov property. Let X k , k ∈ Z ≥0 , be the random variable at time k, then a time-homogeneous Markov chain satisfies, for all i, j ∈ {1, . . . , n}, k ∈ Z ≥0 ,
where p ij is the transition probability from state i to state j and P = {p ij } is the transition matrix satisfying P 1 n = 1 n ; see [16] , [17] for more details. A probability distribution π ∈ R n is a stationary distribution of the Markov chain with transition matrix P if it satisfies π ≥ 0, π 1 n = 1 and π = π P . A Markov chain is said to be reversible if [π]P = P [π] holds, and it is said to be irreducible if its transition diagram is a strongly connected graph. A Markov chain is also sometimes referred to as a random walk since the transition probability can be interpreted as the probability of moving from one node to another on the underlying graph.
In this paper, we consider a weighted directed graph G = {V, E, P }, where V denotes the set of n nodes {1, . . . , n}, E ⊂ V × V denotes the set of edges, and P = {p ij } is the weight matrix with the property that
∈ E, and P 1 n = 1 n . The matrix P defines a random walk on the graph G and we assume that the directed graph G is strongly connected.
A. Return time of random walks
Let X k ∈ {1, . . . , n} denote the location of a random walker at time k ∈ Z ≥0 . For any given pair of nodes i, j ∈ V , the first passage time from i to j, denoted by T ij , is the first time the random walker reaches node j starting from node i, that is
In particular, the return time T ii of node i is the first time the random walker returns to node i starting from node i. Let the (i, j)-th element of matrix F k denote the probability that the random walker reaches node j in exactly k steps starting from node i, i.e., F k (i, j) = P(T ij = k). Then by definition, F k (i, j) satisfies the following recursive formula [7, Chapter 5, Eq. (2.4)]
or in matrix form
with F 1 = P . Since the elements of F k are probabilities, F k (i, j) ≤ 1, for all i, j ∈ {1, . . . , n} and k ∈ Z >0 . We are now ready for a useful definition, which follows from vectorizing both sides of (3). Definition 2: (Linear dynamics for the first hitting time probabilities) The hitting tine probabilities F k , satisfy, for
where E = [vec(I n )] and the initial condition is F 1 = P .
Clearly, equation (4) implies
Several properties of the dynamical system (4) are summarized in the following lemma.
Lemma 3: (Properties of the linear dynamics for the first hitting time probabilities) If P ∈ R n×n is nonnegative, rowstochastic and irreducible, then
(ii) the spectral radius ρ of (I n ⊗ P )(I n 2 − E) is strictly less than 1, and the discrete-time linear system (4) is asymptotically stable;
B. Return time entropy of random walks
For an irreducible Markov chain, the return time T ii of each state i is a random variable defined over Z >0 . Hence, the entropy of the return time can be written as
where the logarithm is the natural logarithm and 0 log 0 = 0. Definition 4: (The set of Markov chains -conforming to a strongly connected graph) Given a strongly connected directed graph G = {V, E} with n nodes and stationary distribution π > 0, pick a minimum edge weight > 0, the set of Markov chains -conforming to G is defined by
∈ E, P 1 n = 1 n , π P = π }. Definition 5: (Return time entropy) Given a set P G,π , the return time entropy function J : P G,π → R ≥0 is defined by
In this paper, we are interested in the following problem. Problem 1: (Maximization of the return time entropy) Given a strongly connected directed graph G and the stationary distribution π, pick a minimum edge weight > 0, the maximization of the return time entropy is as follows. maximize J(P ) subject to P ∈ P G,π
III. ANALYSIS RESULTS

A. Well-posedness
In this subsection, we show that J(P ) is a continuous function over the compact set P G,π . Then, by the extreme value theorem, J(P ) must attain at least one maximum in the set and thus the problem of interest is well-posed.
Note that by (5) and (6), J(P ) is a weighted sum of H(T ii )'s and H(T ii ) is a function series whose terms F k (i, i) log F k (i, i)'s are continuous functions of the entries of P . Specifically, F k (i, i)'s are homogeneous polynomials of degree k in the entries of P . Unfortunately, even though each term F k (i, i) log F k (i, i) is a continuous function, the infinite sum H(T ii ) does not necessarily converge to a continuous function. The following lemma is useful in proving uniform convergence of a function series, and the limit of a uniformly convergent series of continuous function is continuous [20, Theorem 7.12] . 
then ∞ k=1 f k converges uniformly on X . From (5) and Lemma 3(ii), F k (i, i)'s are the solutions of an asymptotically stable discrete-time linear system, and they can be bounded by using Lemma 1. The following lemma proves the continuity of J(P ) over the compact set P G,π .
Lemma 7: Given the compact set P G,π , we have (i) there exist constants λ max ∈ (0, 1) and c > 0 such that F k (i, i) ≤ cλ k max , for all k ∈ Z >0 , i ∈ {1, . . . , n}; (ii) the entropy function H(T ii ) is a continuous function on the compact set P G,π for all i ∈ {1, . . . , n}. Moreover, the return time entropy function J(P ) is also continuous on P G,π . In summary, by Lemma 7 and the extreme value theorem, Problem 1 is well-posed.
B. Special case studies
In general, it is difficult to obtain the closed-form expression for the return time entropy function. In this subsection, we provide two simple case studies for which the return time entropy function admits a closed form.
Lemma 8: (Two nodes complete graph case) Given a two nodes complete graph G, if the transition matrix P ∈ P G,π has the following form (π 2 p 12 p 21 p k−2 11 log(p 12 p 21 p k−2 11 )) = −π 1 p 11 log(p 11 ) − π 2 p 22 log(p 22 )
− (π 1 p 12 log(p 12 p 21 ) + π 1 p 22 p 12 p 21 log(p 22 )) − (π 2 p 21 log(p 12 p 21 ) + π 2 p 11 p 21 p 12 log(p 11 )).
One can verify that for the two nodes graph (actually for all undirected line graph), the Markov chain P in P G,π is also reversible, i.e., π 1 p 12 = π 2 p 21 . Then, we have J(P ) = −π 1 p 11 log(p 11 ) − π 2 p 22 log(p 22 ) − (π 1 p 12 log(p 12 p 21 ) + π 2 p 22 log(p 22 )) − (π 2 p 21 log(p 12 p 21 ) + π 1 p 11 log(p 11 )) = −2π 1 p 11 log(p 11 ) − 2π 2 p 22 log(p 22 ) − 2π 1 p 12 log(p 12 ) − 2π 2 p 21 log(p 21 ).
Lemma 9: (Complete graph case with special structure) Given an n ≥ 2 nodes complete graph G and the stationary distribution π = 1 n 1 n , if the transition matrix P ∈ P G,π has the form P = (a − b)I n + b1 n 1 n , for any a ≥ 0 and b > 0 satisfying a + (n − 1)b = 1, then the return time entropy function is
Proof:
Due to the symmetry, we know that F k (i, i) = F k (j, j) for all i and j, and F k (i, i) = b n j=1,j =i F k−1 (j, i) = (n − 1)bF k−1 (j * , i), for all k ≥ 2 and j * = i. By induction, we found that
Then the return time entropy function becomes
and the final expression follows.
C. Upper bounds of the return time entropy and analytic solution for the complete graph case In this subsection, we provide an upper bound for the return time entropy based on the principle of maximum entropy. With this upper bound, we are able to obtain the optimal solution to Problem 1 for the complete graph case.
Since each transition matrix P ∈ P G,π is irreducible and π is given, it is well known that the expectation of return time to node i is the reciprocal of π i [15] , i.e.,
Thus, T ii is a random variable with fixed expectation whose support is the set of positive integers. The entropy of such a discrete random variable is upper bounded by that of the geometric distribution with the same expectation. Lemma 10: (Geometric distribution generates maximum entropy [14] ) Given a discrete random variable Y ∈ Z >0 and E[Y ] = µ ≥ 1, the probability distribution with maximum entropy is (π i log π i + (1 − π i ) log(1 − π i ));
(ii) when the graph G is complete, the upper bound is achieved and the transition matrix that maximizes the return time entropy J(P ) is given by P = 1 n π .
IV. APPROXIMATION METHOD: TRUNCATION AND GRADIENT DESCENT
In practical applications, we may discard events occurring with extremely low probability. In what follows, we study the return time distribution and its entropy conditioned upon the event that the return time is upper bounded.
We first introduce a truncation accuracy parameter 0 < η 1 that upper bounds the cumulative probabilities of very large return times and we define a duration N η ∈ Z >0 by
where π min = min i∈{1,...,n} {π i }. It is an immediate consequence of the Markov's inequality that, given the fixed stationary distribution π, for all i ∈ {1, . . . , n},
We now define the conditional return time and its entropy. Definition 12: (Conditional return time and its entropy) Given a compact set P G,π and the duration N η , the conditional return time T ii | T ii ≤ N η of state i is defined by
with probability mass function
. Moreover, the conditional return time entropy function J cond,η : P G,π → R ≥0 is
Given the duration N η , J cond,η (P ) is a finite sum of continuously differentiable functions and thus more tractable than the original return time entropy function J(P ). Next, we introduce a truncated entropy that is simpler to evaluate.
Definition 13: (Truncated return time entropy function) Given a compact set P G,π and the duration N η , define the truncated return time entropy function J trunc,η : P G,π → R ≥0 by
The following lemma shows that, for small η, the truncated return time entropy J trunc,η (P ) is a good approximation to the conditional return time entropy J cond,η (P ). Furthermore, when η is sufficiently small, the truncated return time entropy J trunc,η (P ) is also a good approximation to the original return time entropy function J(P ).
Lemma 14: Given a compact set P G,π and the truncation accuracy η, we have
then
where c and λ max are the same as the ones given in Lemma 7(i) and J(P ) − J trunc,η (P ) → 0, as η → 0 + .
Lemma 14 establishes how J trunc,η (P ) is a good approximation to J(P ) and J cond,η (P ). Since J trunc,η (P ) is also easier to compute than the other two quantities, we focus on optimizing J trunc,η (P ) in what follows. We start by deriving the gradient of J trunc,η (P ), which can be utilized to compute a locally optimal solution for the maximization of J trunc,η (P ) subject to P ∈ P G,π .
For k ∈ Z >0 , let G k = ∂ vec(F k ) ∂ vec(P ) ∈ R n 2 ×n 2 and note
The following lemma gives the gradient of the truncated return time entropy function J trunc,η (P ).
Lemma 15: (Gradient of the truncated return time entropy function) Given P ∈ P G,π , the matrix sequence G k in (12) satisfies for k ∈ Z >0
where G 1 is a diagonal matrix whose (i, i)-th element is 1 if the corresponding element of [vec(P )] is nonzero, and 0 otherwise. Moreover, the vectorization of the gradient of J trunc,η (P ) satisfies vec
where e (i−1)n+i ∈ R n 2 and
Remark 16: Iteration (13) is an exponentially stable linear system subject to an exponentially vanishing input. Hence, the state G k → 0 exponentially fast as k → ∞.
With the gradient of J trunc,η (P ) as given in (14), we can solve the following nonlinear programming locally via existing algorithms, e.g., the gradient projection method [5] .
Problem 2: (Maximization of the truncated return time entropy) Given a strongly connected directed graph G and the stationary distribution π, pick a minimum edge weight > 0 and a truncation accurate parameter η > 0, the maximization of the truncated return time entropy function is as follows. maximize J trunc,η (P ) subject to P ∈ P G,π V. NUMERICAL RESULTS In this section, we provide some numerical results to provide intuition for the maximization of the return time entropy. For brevity, we will refer to the Markov chain that maximizes the entropy rate as the maxentropic chain [18] , the Markov chain that minimizes the Kemeny constant as MinKemeny chain [12] , and the Markov chain that maximizes the return time entropy (Problem 1) as the MaxReturnEntropy chain. Note that the MaxReturnEntropy chain is approximated by the solution of Problem 2.
We consider an 8-node ring graph with stationary distribution π i = 1 12 for i ∈ {1, 3, 5, 7} and π i = 1 6 for i ∈ {2, 4, 6, 8}. The duration is set to be N η = 100 and η ≤ 0.15. We plot the probability mass function of node 1's first return time in Fig. 1 . Since the stationary distribution is fixed and identical for all the chains, the expectations of the probability mass functions shown in the figures are the same. From Fig. 1 , we note that for the MaxReturnEntropy chain, the return time distribution is reshaped so that the distribution is more spread out and it is more difficult to predict the return time. In contrast, the return time distribution for the MinKemeny chain has a predictable pattern and the return time probability is 0 for the first few time instants. VI. CONCLUSION In this paper, we proposed and optimized a new metric that quantifies the unpredictability of Markov chains, i.e., the return time entropy. We showed that this is a wellposed problem and analyzed two special cases where a closed-form expression of the objective function exists. We established an upper bound for the return time entropy by using the maximum entropy principle and obtained an analytic solution for the complete graph. In order to solve the problem numerically, we approximated the original problem as well as a practically useful conditional return time entropy by the truncated return time entropy. The results derived in this paper can be applied to design stochastic surveillance strategies for surveillance robots.
