In this work, we investigate the problem of finite time blow up as well as the upper bound estimates of lifespan for solutions to small-amplitude semilinear wave equations with mixed nonlinearities c 1 |ut| p + c 2 |u| q , posed on asymptotically Euclidean manifolds, which is related to both the Strauss conjecture and Glassey conjecture. In some cases, we obtain existence results, where the lower bound of the lifespan agrees with the upper bound in order. In addition, our results apply for semilinear damped wave equations, when the coefficient of the dissipation term is integrable (without sign condition) and space-independent.
Introduction
Let (R n , g) be a asymptotically Euclidean (Riemannian) manifold, with n ≥ 2. By asymptotically Euclidean, we mean that (R n , g) is certain perturbation of the Euclidean space (R n , g 0 ). More precisely, we assume g can be decomposed as
where g 1 is a spherical symmetric, long range perturbation of g 0 , and g 2 is a short range perturbation. By definition, there exists polar coordinates (r, ω) for (R n , g 1 ), in which we can write (1.2) g 1 = K 2 (r)dr 2 + r 2 dω 2 , where dω 2 is the standard metric on the unit sphere S n−1 , and (1.3) |∂ k r (K − 1)| r −k−ρ , k = 0, 1, 2, for some given positive constant ρ. Here, x = 1 + |x| 2 , and we use A B to stand for A ≤ CB for some constant C > 0. Equipped with the coordinates x = rω, we have g = g jk (x)dx j dx k ≡ n j,k=1 g jk (x)dx j dx k , g 2 = g 2,jk (x)dx j dx k , where we have used the convention that Latin indices j, k range from 1 to n and the Einstein summation convention for repeated indices. Concerning g 2 , we assume it satisfies (1.4) ∇ β g 2,jk = O( r −ρ−1−|β| ), |β| ≤ 2 .
By these assumptions, it is clear that there exists a constant δ 0 ∈ (0, 1) such that (1.5) δ 0 |ξ| 2 ≤ g jk (x)ξ j ξ k ≤ δ −1 0 |ξ| 2 , ∀ x, ξ ∈ R n , K ∈ (δ 0 , 1/δ 0 ) , where (g jk (x)) denotes the inverse of (g jk (x)).
In this paper, we are interested in the investigation of the blow up part of the analogs of the Glassey conjecture and related problems on asymptotically Euclidean manifolds. More precisely, we will study the blow up of solutions for the following semilinear wave equations with small initial data, posed on asypmtotically Euclidean manifolds (1.1)-(1.4)
where, ∆ g = ∇ j ∂ j is the standard Laplace-Beltrami operator, p, q > 1, c 1 , c 2 ≥ 0 and ε > 0 is a small parameter. Concerning the initial data, we assume
Before stating our results, let us briefly review the history of this problem. When c 1 = 0 < c 2 , g = g 0 , the problem is related to the Strauss conjecture, where the critical power is given by the Strauss exponent p S (n), where p S is the positive root of the equation:
(n − 1)q 2 − (n + 1)q − 2 = 0 .
When there is no global solutions, and initial data are nontrivial and nonnegative, it has been proved that the upper bound of the lifespan is (1.8) T ε ≤ S ε := C 0 ε 2q(q−1) (n−1)q 2 −(n+1)q−2 1 < q < p S (n); exp(C 0 ε −q(q−1) ) q = p S (n).
In addition, when n = 2, 1 < q < 2 and u 1 = 0, the upper bound of the lifespan can be improved to (1.9) T ε ≤ S 1 ε = C 0 ε − q−1 3−q , n = 2, 1 < q < 2 ,
for some constant C 0 > 0. We refer [20] for discussion of the history and related results. When g = g 0 and c 1 = 0 = c 2 , the problem of determining the sharp range of powers of p > 1 for global existence versus blow up for arbitrary small initial data, is known as the Glassey conjecture, where the critical power p for (1.6) is conjectured to be p G (n) := 1 + 2 n − 1 .
In the important particular case of p = 2, the problem with n = 3 has been well known to be critical, which admits almost global solutions in general, with the estimates of the lifespan, denoted by T ε , given by ln T ε ∼ ε −1 , see John [13] and John-Klainerman [14] . In general, the global existence with p > p G (n) is known for n = 2, 3 through the works of Sideris [24] , Hidano-Tsutaya [8] and Tzvetkov [27] , while nonexistence of global solutions for 1 < p ≤ p G (n) and any n ≥ 2 as well as the upper bound of lifespan,
has also been well-known (at least for the case u 1 = 0), see Zhou [34] and references therein. The high dimensional existence part remains open, except for the radial case, see Hidano-Wang-Yokoyama [9] . The upper bound (1.10) is also known to be sharp in general, at least for radial data, see Hidano-Jiang-Wang-Lee [7] and references therein.
When g = g 0 and c 1 c 2 = 0, the problem is related to both the Glassey conjecture and the Strauss conjecture. It turns out that a new critical curve occur in the expected region of global existence p > p G (n), and q > p S (n), that is
where the critical and super-critical case is known to admit global existence, at least for n = 2, 3, see Hidano-Wang-Yokoyama [11] , while there is non-existence of global existence for the sub-critical case, as well as an upper bound of the lifespan
when u 1 = 0, see Han-Zhou [6] . Note that, in the recent work of Lai-Takamura [18] , they remove the restriction for p and obtain the upper bound when p > 2n n−1 and u 1 = 0:
In fact, in this case, since we have q < n+1 n−1 < p S , we could compare the upper bound with S ε in (1.8) and find that (1.13) improves the upper bound exactly when n = 2, 1 < q < 2, that is (1.9). Moreover, we find that the additional restriction for q in (1.12), that is, q < 2n n−2 is also not necessary, except q < 1 + 4 n−3 implied by the first inequality, by recasting the proof.
Notice that the results (1.8), (1.9) and (1.10) apply also in the case of c 1 c 2 = 0, by comparing S ε , G ε with Z ε , when u 1 = 0, we have Figure 1 for the illustration of lifespan estimate of T p,q ε in blows up region. Concerning the sharpness of the upper bound of the lifespan, at least for n = 2, 3, 4, q, p ≥ 2 and q > 2/(n − 1), see [11] , Wang-Zhou [32] and Dai-Fang-Wang [4] .
In recent years, there have been many works concerning the analogs of the problem and related variants on asymptotically flat manifolds, including asymptotically Euclidean manifolds, black hole space-time. In general, we expect that the same critical power extends to asymptotically flat manifolds, at least when the manifolds enjoy certain geometric structure such as non-trapping. The existence part of the analogs of the Glassey conjecture for asymptotically Euclidean manifolds and certain small space time perturbation of the flat metric have been partly investigated by Sogge-Wang [25] (n = 3, p = p G = 2) and the second author in [29, 30] . For exterior domain, see Zhou-Han [35] for blow up results and the second author [30] for existence with non-trapping obstacles. For the related works on black hole, Luk [21] obtained the small data global existence on Kerr spacetime, when the nonlinear term satisfies the null condition. Recently, Lai [16] studied the blow up of Glassey conjecture on Schwarzschild spacetime for 1 < p ≤ 2 = p G (3).
A closely related problem to (1.6) is the following
where b ∈ L 1 . There have been some recent works concerning this problem, with typical damping coefficient b(t) = µ(1 + t) −β . It turns out that the behavior of (1.15) depends on µ and β. When β > 1 and g = g 0 , it is referred as "scattering" since the linear part of (1.15) behaves like linear wave equations. In this case, when c 1 > c 2 = 0, Lai-Takamura [17] proved blow-up results as well as estimates of the lifespan (1.10), when g = g 0 , 1 < p ≤ p G , 0 ≤ b(t) ∈ L 1 and u 1 = 0. Similarly, when c 1 c 2 = 0, Lai-Takamura [18] obtained (1.11) for g = g 0 , u 1 = 0 and typical
On the other hand, the global existence for p > p G when n = 3 and n ≥ 4 with g 2 = 0 was obtained by Bai-Liu [1] when β > 1 and µ ∈ R, posed on non-trapping asymptotically Euclidean manifolds (1.1)- (1.4) . Notice that, the global existence part does not have the nonnegative assumption on b(t), so it is natural to infer that the nonnegative assumption might not be necessary for the blow up results as well.
In our recent work [20] , where we consider the finite time blows up of solutions to (1.15) with c 1 = 0 < c 2 , we have succeeded in proving blow up results without the sign conditions on b, by applying a variable transform. Let
Traditionally, we still use t to denote time, and we are reduced to consider the following equation
Based on this transformation, as is typical for the test function method of proving blow up, one of the key points is to find appropriate test function adapted for the problem. For that purpose, we state the main assumption that we shall make. Hypothesis: There exist λ, c > 0 and corresponding nonnegative nontrivial entire solution φ to ∆ g φ = λ 2 φ such that
Let us review some cases where the assumption (H) is valid. It is valid on Euclidean space, g = g 0 , where φ with λ > 0 could be given by spherical average of e λx·ω , φ = S n−1 e λx·ω dω , see Yordanov-Zhang [33] . When g 3 is an exponential perturbation, that is, there exists α > 0 so that
, the assumption (H) is recently verified for g = g 1 + g 3 by the authors [20] with uniform positive lower bound of φ, while the case g = g 0 + g 3 was obtained by Wakasa and Yordanov in [28] .
The main result of this paper then states that there are no global solutions to (1.6) or (1.15), for arbitrary small ε > 0, provided that p ≤ p G , or q ≤ p S , or
More precisely, we have
) with c 1 , c 2 ≥ 0 and nontrivial initial data (1.7), posed on asymptotically Euclidean manifolds (1.1)-(1.4). Suppose it has a weak solution
and
Then there exist constants ε 0 > 0 and C 0 > 0, such that for any ε ∈ (0, ε 0 ), we have the following results on the upper bound of T ε :
(1.9) if c 2 > 0, n = 2, 1 < q < 2 and u 1 = 0.
1 When q = p S , the situation is more delicate. It can be shown that we still have (1.8), provided that there exist λ 0 , c 1 > 0 such that we have a class of solutions to ∆gφ λ = λ 2 φ λ satisfying the uniform bound [20] for a proof. Remark 1.1. As we have reviewed, in the previous works, the typical assumptions on the data are (1.7) and u 1 = 0 for (1.10) and (1.11) . Here, we observe that we could actually relax the assumption to any nontrivial initial data with (1.7). It has the obvious benefit that we could then compare upper bounds between S ε , G ε and Z ε .
As is clear, the upper bounds (1.8) and (1.9) could be easily adapted from the corresponding proof for the results for the case c 1 = 0, and we refer [20] for the proof.
For the strategy of proof of (1.10) and (1.11), we basically use the test function method, with the help of (H) and the transformation (1.16) . We should note that, it seems that the test functionψ(t, x) = e −λη(t) φ used in [20] does not work equally well for the nonlinear term |u t | p , unless one assume b(t) ≥ 0. To avoid this difficulty, we work directly on the precise solution of linear ODE
In this case, we do not have the explicit formula of the solution. Nevertheless, we can obtain the desired asymptotic behavior of the solution by applying the Levinson theorem and ODE arguments, which is still sufficient for our proof.
As we see, our result makes sense under the assumption that there exists a distribution solution that satisfies finite speed of propagation. Once we have the local well-posedness, we can remove this technical assumption. Before concluding the introduction, we discuss some situations where we do have local well-posedness.
At first, the local energy and KSS estimates are available for nontrapping asymptotically Euclidean manifolds, see Bony-Häfner [2] and Sogge-Wang [25] . With help of these estimates, we could prove not only local well-posedness, but also almost global existence, for the problem when n = 3, p = p G = 2 with c 2 = 0. It has been obtained in [25] , [29] for the case b = 0. As the argument in [25] , [29] could be easily adapted to the current setting, with additional absorption of the term b(t) ∈ L 1 (R + ) by Gronwall's inequality, similar to that in [19] , we omit the proof. Theorem 1.2. Let n = 3 and p = 2. Consider (1.15) with c 2 = 0, b(t) ∈ L 1 (R + ), posed on non-trapping asymptotically Euclidean manifolds (1.1)-(1.4). Assuming that (H) is valid. Then for any nontrivial initial data with (1.7), there is ε 0 > 0 so that for any ε ∈ (0, ε 0 ), we have a unique local weak solution (u, u t ) ∈ C([0, T ]; H 3 × H 2 ). Moreover, we have the following estimate for the lifespan T ε
Recall that as a fundamental tool to prove local well-posedness, Strichartz estimates for wave operators with variable C 1,1 coefficients have been well-understood, see Smith [23] , Tataru [26] and references therein. When 2 ≤ n ≤ 4, it turns out that we could use Strichartz estimates to prove local well-posedness of (1.15) on general Riemannian manifolds, which apply for asymptotically Euclidean manifolds (1.1)-(1.4). for small enough ε > 0, where
In addition, if the initial data satisfies (1.7), g = g 1 +g 3 with (1.2)-(1.3) and (1.18), we have upper bounds of the lifespan as in Theorem 1.1.
See Figure 2 for a comparison between region for local well posedness and blow up.
For high dimensional case, as min(p, q) is close to 1, it seems difficult to employ the approach of using Strichartz estimates obtain desired well-posed results. Instead, in the case of spherical symmetric, small metric perturbation, that is, g 2 = 0 and there exists θ > 0, such that
it turns out that the homogeneous local energy and KSS-type estimates are available (see Metcalfe-Sogge [22] and Hidano-Wang-Yokoyama [10, Lemma 2.3]). Thus, in spirit of [9] and [7] , we could prove well-posed results for the problem with c 2 = 0 in the radial case, with sharp lower bound of the lifespan.
Then there exists θ 0 > 0 such that the following statement holds for θ ≤ θ 0 : for any radial, nontrivial initial data satisfying (1.7), there is ε 1 > 0 so that for any ε ∈ (0, ε 1 ), the problem (1.15) admits a unique local
Moreover, let T ε be the lifespan of the local solution, we have
Here, we use H s rad to denote the space of spherically symmetric functions in the usual Sobolev space H s .
Finally, we give the local well posedness for c 1 c 2 = 0 when n ≥ 5 by exploiting local energy estimates. Theorem 1.5. Let n ≥ 5, 1 < p < 1 + 2 n−2 , 1 < q < 1 + 4 n−4 . Assuming g = g 1 with (1.22). Consider (1.15) with b(t) ∈ L 1 (R + ). Then there exists θ 1 > 0 such that the following statement holds for θ ≤ θ 1 : for any nontrivial radial initial data See Figure 3 for a comparison between region for local well posedness and blow up.
This paper is organized as follows. In the next section, we give the existence part of Theorems 1.2-1.5, i.e., local existence and uniqueness of weak solutions, which ensure the property of finite speed of propagation (1.20) , instead of the assumption. In Section 3, we give the proof of Theorems 1.1-1.5 with c 1 > 0, that is, (1.10) for 1 < p ≤ p G . In the last Section 4, we present the proof of the blow up part, (1.11), for the case of mixed nonlinearities, with c 1 c 2 = 0.
We close this section by listing some notations. For a norm X and a nonnegative integer m, we will use the shorthand notation
For 1 ≤ r ≤ ∞ and s ∈ R, we denote the norm
, for a partition of unity subordinate to the dyadic spatial annuli, j∈Z φ 2 j (x) = 1, for any x = 0.
Local well-posedness
In this section, we present the proof of local well-posedness for equation (1.15 ). In the following, we recall the trace estimates we will use later. 
we have the local homogeneous Strichartz estimates [23] (n = 2, 3) and Tataru [26, Theorem 1.1] for the case b(t) = 0. The result when b(t) ∈ L 1 follows directly if we combine it with the Duhamel principle and the Gronwall inequality.
Proof. We need only to give the proof for F = 0, by Duhamel's principle. By
Then by (2.1) and Gronwall's inequality, we have
By interpolation, we know that
for any τ ∈ [0, 2]. If τ −s > n r , that is, τ > n 2 +s = n 2 − 1 q , by the Sobolev inequality, we have
which completes the proof.
for small enough ε > 0.
Proof. For fixed s satisfying (2.4), there is r > max(2, 4/(n − 1), p − 1) such that s ∈ (n/2 − 1/r, 2) so that we could apply (2.2). Let
For any u ∈ X s , we define Πu to be the solution to the linear equation
In view of the Strichartz estimate (2.2), we have
Then, when ε is small enough, by a standard iteration argument, the proof of local well posedness for t ∈ [0, 1] is reduced to the proof of the following two nonlinear estimates 
). This completes the proof.
2.2.
The Glassey conjecture for small, radial asymptotically Euclidean manifolds. As we mentioned before, when g = g 0 and n ≥ 2, the local wellposedness and long time existence for (1.15) with b = c 2 = 0 has been studied in [9] and [7] , by exploiting Morawetz type local energy estimates and its variants (see, e.g., [15] , [22] , [10] ), together with the trace estimates. The similar approach could apply in the setting of small, radial asymptotically Euclidean manifolds, at least when n ≥ 3.
In practice, the following estimates are useful in proving well-posedness for (1.15),
where, we denote L q T as L q t ([0, T ]),∂u = (∂u, u/r) and
.
See, e.g., [10] , for a proof. Concerning X T and N T , we have the following version of the local energy estimates.
Lemma 2.5. Let n ≥ 3, b ∈ L 1 , (R n , g) with g = g 1 satisfying (1.22) and θ small enough. Then there exists a constant C > 0 such that
for any solutions to (∂ 2
Proof. Recall that, when g = g 1 satisfies (1.22) for k = 0, 1 with θ small enough, the inequality (2.9) has essentially been proved in Metcalfe-Sogge [22] and Hidano-Wang-Yokoyama [10, Lemma 2.3] for b = 0, while the general case with b ∈ L 1 follows from the Gronwall inequality. Since
As ∂ ∇g l2 1 L ∞ x ≪ 1 by assumption (1.22) , we obtain (2.10).
Proposition 2.6. Let n ≥ 3 and 1 < p ≤ p G . Consider (1.15) on asymtotically Euclidean manifolds g with g = g 1 satisfying (1.22) and θ small enough. Then (1.15) with c 2 = 0 is locally well-posed in H 2 rad ×H 1 rad for small enough ε. Moreover, there exists c > 0 such that, for any initial data
Proof. We give the proof using the similar approach in Proposition 2.4. For the operator Π defined in (2.5), in view of the linear estimates in Lemma 2.5, we have
Then we need only to prove the following nonlinear estimates for radial functions u, w,
∈ (0, 1), ln(2 + T ) p = p G , µ = n−2 n−1 . Notice that the lower bound of T ε is obtained from the requirement A(T ε )ε p−1 ≪ 1, in the process of closing the iteration.
These nonlinear estimates are well-known, see, e.g., [9] and [7] . For reader's convenience, we give a proof of (2.12) here. By Lemma 2.1, we have
When p ∈ (1, p G ), we have µ/(p − 1) = (n − 1)/2 and so by (2.8), we see that ∇ ≤1 |u t | p NT is controlled by
When p = p G , we have µ/(p − 1) = (n − 2)/2 and then
XT . This completes the proof.
2.3.
Local well-posedness for c 1 c 2 = 0 in high dimension. When n ≥ 5, it seems that the approach of using Strichartz estimate does not apply for small p, q. However, the local energy estimates in Lemma 2.5 works well for some powers. In summary, we can show (1.15) is locally well posed, when
Proposition 2.7. Let n ≥ 5 and (p, q) in region (2.14) and c 1 c 2 = 0. Consider (1.15) on asymtotically Euclidean manifolds g with g = g 1 satisfies (1.22) and θ small enough. Then (1.15) is locally well-posed in H 2 rad × H 1 rad for small enough ε. Proof. The proof follows the similar way in Proposition 2.6, while for p G < p < 1 + 2 n−2 , we shall make a slightly modification of µ, that is, we set µ = (n−2)(p−1) 2 ∈ (0, 1) and in this case, we see that
So we need only to show how to control the additional norm of |u| q . With ∇ ≤1 u XT ε, we claim that
for some small T and ε.
On the one hand, by Hölder's inequality, we have
. Notice that n 2 − 1 q−1 , n 2 − n 2q ≤ 2 when 1 < q ≤ 1 + 2 n−4 , then by Sobolev embedding, we get
For the L 2 norm of u, by Newton-Leibniz formula, we have
On the other hand, we also have
T ,x . By Hölder's inequality, we get
Note that n 2 − µ+1 q−1 ∈ ( 1 2 , 2] if 1 + 2 n−1 < q < 1 + 4 n−4 , then by applying trace estimates, we obtain that
Thus we have
3. Finite time blow up of (1.15) with c 1 > 0
In this section we give the proof of Theorem 1.1, in the case c 1 > 0 with estimates (1.10), under the assumption there is a local solution u ∈ C 2 ([0, T ε ); D ′ (R n )) with u t ∈ L p loc,t,x ([0, T ε ) × R n ) and |u| q ∈ C([0, T ε ); D ′ (R n )) satisfies finite speed of propagation. And based on the local well-posedness in Section 2, we are ready to prove the finite time blows up in Theorem 1.2-Theorem 1.5 without these assumption.
By the transformation (1.16), for future reference, we record that
As we discussed in introduction, in our setting, (H) is assumed to be true for some fixed λ > 0 when g = g 1 + g 2 and we have (H) when g = g 1 + g 3 . Then we will exploit it to construct the solution of linear wave equation
3.2.
Test function ψ(t, x). As usual, we want to find a nonnegative solution ψ(t, x) for (3.2) by methods of separation of variables. Let ψ(t, x) = ϕ(t)φ(x). Then we are reduced to consider the following ordinary differential equation:
By applying Levinson theorem (see, e.g., [3, Chapter 3, Theorem 8.1]), there exist a T > 0 such that
(τ )dτ ≃ e −λη(t) , ∀t ≥ T ,
Noticing that V ′ ∈ L 1 and lim t→∞ V (t) = 0, we could apply the Levinson theorem to the system. Then there exists t 0 ∈ [0, ∞) so that we have a solution, which have the asymptotic form when t ≥ T ,
(τ )dτ , which gives us (3.4)-(3.5).
Lemma 3.1. Let ν(t) = −ϕ ′ /ϕ, then there exists δ 2 ∈ (0, 1), such that for any t ≥ 0, we have
Proof. By (3.6), we have
and there exists a N > T , such that
For the remaining interval [0, N ], with data ϕ(N ) > 0, ϕ ′ (N ) < 0 at t = N , we know from the equation (3. 3) that
Since ν ∈ C 1 [0, N ], it tells us that ν(t) > 0 and so ν(t) ∼ 1 on the compact interval [0, N ]. This completes the proof.
3.3. Finite speed of propagation. For linear wave equation ∂ 2 t u−∆ g1 u+b(t)u t = 0 with the initial data (1.7) the support of solution u is
As g 2 is short-range perturbation, which does not affect speed of propagation too much, we still have (3.8), with possibly bigger R 1 to (1.15). Thus with the change of variable t → η(t), the support of solution u of (1.17) is
Recall that m(t) ∈ [δ 1 , 1/δ 1 ], by (3.1) we have
Proof. We divide the region D into two disjoint parts:
For the region D 1 , by (H), we have D1 ψ q dv g e −λη(t)q
D1
(1 + λ|x|) − n−1 2 q e qλ |x| 0 K(τ )dτ dv g .
Letr =
|x| 0 K(τ )dτ , then dr = K(r)dr and δ 0 r ≤r ≤ r/δ 0 since K ∈ [δ 0 , 1/δ 0 ]. Then we get
where we have used the fact that e −t decays faster than any polynomial. For the region D 2 , it is easy to see
3.4. Proof of (1.10). For simplicity, we first define some auxiliary functions
which are well-defind in the setting of Theorem 1.2-1.5. In the setting of Theorem 1.1, for fixed t, u, u t , |u t | p , |u| q could be viewed as distribution with compact support, thanks to the finite speed of propagation. As a consequence, we see that F, G ∈ C 1 ([0, T ε ). Since c 1 , c 2 ≥ 0, both c 1m 2−p (t)|u t | p and c 2m 2 (t)|u| q are nonnegative distribution with compact support, which particularly gives us H(t) ≥ 0, as ψ ≥ 0.
Using ψ, ψ t ∈ C ∞ as the test functions, we know that u t , ψ − u, ψ t ∈ C 1 and we get from (1.17), ψ ≥ 0 and
and so
(3.11) (F + νG) ′ ≥ H.
Then we get
thanks to the assumption (1.7) on the initial data. Notice that
We get also from (3.11) that
Based on (3.12) and (3.13) , it is easy to see that
Actually, recall that G ′ = u t ψ + uψ t dv g = F − νG, we have (3.12) , which gives us G ≥ e − t 0 2νdτ G(0) ≥ 0. Then, by (3.13), we see that F ′ + νF ≥ 0, which yields F ≥ 0.
Next, by multiplying B 1 = λδ 2 1 δ 2 to (3.12) and adding it with (3.13), we obtain
Hdτ + H .
Hdτ + H . 
thanks to (3.14) . Thus we have
when t ≥ t 0 = B2 B1 ln 2, which yields
By Hölder's inequality and Lemma 3.2 with q = 1, we get
which gives us the following ordinary differential inequality for I(t)
, ∀t ≥ t 0 .
On the other hand, as I ′ (t) = B 2 H(t) ≥ 0 and the initial data (u 0 , u 1 ) are nontrivial with (1.7), we know that
With help of (3.16) and (3.17) , it is easy to conclude the proof of Theorem 1.1 for the case c 1 > 0 with estimates (1.10). Actually, when n−1 2 (p − 1) = 1, that is, p = p G , we see that for some positive constants C, ε 0 , such that for any ε ∈ (0, ε 0 ), we have
, which will go to ∞ as Cε 1−p − (p − 1) ln(1 + t) → 0. Thus we have the existence time T ε of I(t) satisfies T ε ≤ exp(Cε −(p−1) ) ,
for someC > 0. Similarly, when n−1 2 (p − 1) < 1, that is, p < p G , we get
Hence the existence time T ε satisfies
for some C 0 > 0 and small enough ε.
4.
Finite time blow up of (1.15) with c 1 c 2 = 0
In this section, we present a proof of (1.11), for (1.15) with c 1 c 2 = 0. For that purpose, we introduce the function F (t) = u(t, x)dv g , which, as we shall see, will blow up in finite time.
In view of (1.17), we have (4.1) F ′′ = c 1m 2−p (t)|u t | p + c 2m 2 (t)|u| q dv g |u| q dv g .
By Hölder's inequality, we have
which, combined with (4.1), gives us F ′′ |F | q (1 + t) −n(q−1) .
Since F ′′ ≥ 0, we have F ′ (t) ≥ F ′ (0) ≥ 0 and F (t) ≥ F (0) + tF ′ (0) ≥ 0. Then we get (4.2) F ′′ |F | q (1 + t) −n(q−1) , F (t) ≥ F (0) + tF ′ (0) ≥ 0, ∀t ≥ 0 .
To show blow up, we need to get better lower bound of F , for which purpose, we use the test functionψ (t, x) = e −λη(t) φ(x) with φ satisfying (H), and introduce the auxiliary function G(t) = u tψ dv g .
Without loss of generality, we suppose T ε > 1. Then we claim that which, recalling (4.1), yields (4.5) F ′′ |u t | p dv g ε p (1 + t) −(n−1)(p−2)/2 , t ≥ 1 .
Notice that, if (n − 1)(p − 2)/2 ≤ 1, that is p ≤ 2n n−1 in the condition (1.12), then heuristically, we can integrate the above expression twice and obtain (4.6) F ε p (1 + t) 2−(n−1)(p−2)/2 , t ≥ 1 , which could be improved with the help of (4.2), if 2 − (n − 1)(p − 2) 2 q − n(q − 1) + 2 > 2 − (n − 1)(p − 2) 2 .
This is exactly the first condition of (1.12) on p, q. Then the classical Kato type lemma (see, e.g., [6, Lemma 2.1]) could be applied to prove blow up results and the desired upper bound of lifespan (1.11). It remains to prove the claim (4.3). Let H(t) = u(t, x)φ(x)dv g , then (4.7) G(t) = e −λη(t) H ′ (t),
and H satisfies H ′′ = u tt φdv g ≥m 2 ∆ g uφdv g ≥m 2 λ 2 H .
Let y be the solution of ordinary differential equation y ′′ − λ 2m2 y = 0, y(0) = H(0)/ε = C 0 , y ′ (0) = H ′ (0)/ε = C 1 , for some C 0 , C 1 ≥ 0 with C 0 + C 1 > 0. We observe that H ′ ≥ εy ′ . For y, it is clear from continuity that we have y, y ′ > 0 for all t > 0. More precisely, we have y(t) ≥ C 0 , y ′′ ≥ δ 2 1 λ 2 C 0 for all t ≥ 0, and so (4.8)
y ′ ≥ C 1 + tδ 2 1 λ 2 C 0 > 0 , ∀t > 0 . Let Y (t) = (Y 1 (t), Y 2 (t)) T and Y 1 = y, Y 2 = y ′ , then we have Y ′ = (A + V (t))Y, A = 0 1 λ 2 k 2 0 , V (t) = 0 0 λ 2 (m 2 (t) − k 2 ) 0 , where k =m(∞) = exp( ∞ 0 b(t)dt). Noticing that V ′ ∈ L 1 and lim t→∞ V (t) = 0, we could apply the Levinson theorem to the system. Then there exists t 0 ∈ [0, ∞) so that we have two independent solutions, which have the asymptotic form as t (τ )dτ as t → ∞. By (4.8), we know that y ′ ≥ C 1 + δ 2 1 λ 2 C 0 for all t ≥ 1, it is clear that d 1 > 0. Then there exists some T > 1 such that (4.10)
(τ )dτ ≃ d 1 e λη(t) , ∀t ≥ T .
So we have y ′ ≥ ce λη(t) , ∀t ≥ 1, for some C > 0.
In conclusion, we obtain
which completes the proof of (4.3).
