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Interference of fractionally charged quasi-particles is expected to lead to Aharonov-Bohm oscilla-
tions with periods larger than the flux quantum. However, according to the Byers-Yang theorem,
observables of an electronic system are invariant under an adiabatic insertion of a quantum of
singular flux. We resolve this seeming paradox by considering a microscopic model of electronic
interferometers made from a quantum Hall liquid at filling factor 1/m with the shape of a Corbino
disk. In such interferometers, the quantum Hall edge states are utilized in place of optical beams,
the quantum point contacts play the role of beam splitters connecting different edge channels, and
Ohmic contacts represent a source and drain of quasi-particle currents. Depending on the position
of Ohmic contacts one distinguishes interferometers of Fabry-Pe´rot (FP) and Mach-Zehnder (MZ)
type. An approximate ground state of such interferometers is described by a Laughlin type wave
function, and low-energy excitations are incompressible deformations of this state. We construct a
low-energy effective theory by restricting the microscopic Hamiltonian of electrons to the space of
incompressible deformations and show that the theory of the quantum Hall edge so obtained is a
generalization of a chiral conformal field theory. In our theory, a quasi-particle tunneling operator
is found to be a single-valued function of tunneling point coordinates, and its phase depends on the
topology determined by the positions of Ohmic contacts. We describe strong coupling of the edge
states to Ohmic contacts and the resulting quasi-particle current through the interferometer with
the help of a master equation. We find that the coherent contribution to the average quasi-particle
current through MZ interferometers does not vanish after summation over quasi-particle degrees of
freedom. However, it acquires oscillations with the electronic period, in agreement with the Byers-
Yang theorem. Importantly, our theory does not rely on any ad-hoc constructions, such as Klein
factors, etc. When the magnetic flux through an FP interferometer is varied with a modulation gate,
current oscillations have the quasi-particle periodicity, thus allowing for spectroscopy of quantum
Hall edge states.
PACS numbers: 73.23.-b, 73.43.-f, 85.35.Ds
I. INTRODUCTION.
Since its discovery, in 1980, the quantum Hall (QH)
effect1 has been a very rich source of interesting prob-
lems related to topological and correlation effects in con-
densed matter systems. The QH effect is observed in two-
dimensional electron gases2 (2DEG) exposed to a strong
homogeneous magnetic field perpendicular to the plane
of the gas. At appropriate electron densities, the 2DEG
forms an incompressible liquid. The QH effect manifests
itself in the precise and universal quantization of the Hall
conductance. This behavior originates from an interplay
between the Landau quantization of the orbital motion
of electrons3 and interaction effects, which leads to the
formation of a bulk energy gap. As a consequence, an
incompressible state is formed in the bulk of the 2DEG.
At the edge of a 2DEG exhibiting the QH effect there ex-
ist, however, gapless chiral modes that are the quantum
analogue of classical skipping orbits.4 In the presence of
strong Coulomb interactions, these modes can be viewed
as collective edge plasmon modes. Remarkably, it has
been predicted5,6 that, at fractional fillings of the Lan-
dau levels, besides the collective modes the edge states
of the 2DEG also describe quasi-particles with fractional
charges and fractional statistics.7 For instance, in QH
liquids with filling factor ν = 1/m, where m is an odd
integer, Laughlin quasi-particle excitations have an elec-
tric charge e∗ = e/m, where e is the elementary electric
charge, and fractional statistics. Such excitations can be
scattered between opposite edges at narrow constrictions
forming quantum point contacts (QPC), thus contribut-
ing to a backscattering current.
The fractional charge of Laughlin quasi-particles has
been confirmed experimentally in measurements of the
shot noise of weak backscattering currents.8 The quasi-
particle charge in these experiments is inferred from the
Fano factor of noise, which is the ratio of the noise power
to the average backscattering current. Although, at
present, there is a consensus on the interpretation of the
experimental results, this type of measurement does not,
in general, represent a direct test of the fractional charge
of quasi-particles.9 Indeed, the Fano factor of noise is
not universal and may be reduced or enhanced for var-
ious reasons.10 For instance, the so called “charge frac-
tionalization” in nonchiral one-dimensional systems11,12
is a property of collective modes that has nothing to do
with the existence of fractionally charged quasi-particles.
Nevertheless, this phenomenon reduces the Fano factor
of noise at relatively high frequencies.13
A direct measurement of the quasi-particle charge
should rely on the transformation properties of the quasi-
particle operators under electromagnetic gauge transfor-
2mations and on the quantum nature of quasi-particles.
The most appealing approach is to make use of the
Aharonov-Bohm (AB) effect,14 which relies on the fact
that the interference of quasi-particles is affected by a
magnetic flux. Following a commonly used formulation
of this effect, we consider a gedanken interference experi-
ment shown in the upper panel of Fig. 1. Quasi-particles
of charge e/m traverse two beam splitters and follow
paths that enclose a singular magnetic flux Φ. The rela-
tive phase between the two amplitudes, for the upper and
lower path, is shifted by an amount of 2πΦ/mΦ0, which
leads to AB oscillations in the current from the source to
the drain as a function of the flux Φ with quasi-particle
period mΦ0. Then the quasi-particles can be detected by
differentiating their contribution to the AB effect from
electron oscillations with period Φ0. Such gedanken ex-
periment can be realized in electronic QH interferome-
ters, studied extensively in recent experimental15–23 and
theoretical24–31 works, in particular, in a Mach-Zehnder
(MZ) interferometer shown schematically in the lower
panel of Fig. 1. The gedanken formulation of the AB
effect however leads to a paradox: In any electronic sys-
tem, including fractional QH systems, AB oscillations
should have an electronic period Φ0, according to the
Byers-Yang theorem.32 This is so, because, after adia-
batic insertion of a flux quantum through a hole in the
sample, an electronic system relaxes to its initial state,
since the flux quantum can be removed by a single-valued
gauge transformation.
There have been several theoretical attempts to resolve
this paradox.33–37 In early work,33 Thouless and Gefen
have considered the energy spectrum of a QH liquid con-
fined to a Corbino disk and weakly coupled to Ohmic
contacts, see Fig. 2. They have found that, as a result
of weak quasi-particle tunneling between the inner and
the outer edge of the Corbino disk, the energy spectrum,
and consequently, “any truly thermodynamic quantity”
is a periodic function of the magnetic flux with the elec-
tronic period Φ0. Although Thouless and Gefen have
made an important first step towards understanding the
AB effect in QH interferometers, their analysis is rather
qualitative, and some of their statements concerning the
tunneling rates and currents are not firmly justified.38
The results of their work are somewhat difficult to inter-
pret at the level of effective theories. But, more impor-
tantly, they cannot easily be generalized to the situation
where the magnetic flux is varied with the help of a gate
voltage. This situation has stimulated further interest in
the fractional AB effect.
More recently, a number of authors (see Refs. [34–
36]) have proposed that the correct description of the
MZ interferometers should take into account additional
quantum numbers labeling a QH state. In the thermo-
dynamic limit, averaging the quasi-particle current over
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FIG. 1: An electronic analogue of an optical Mach-Zehnder
(MZ) interferometer is shown schematically. Upper panel: Ac-
cording to a gedanken formulation of the Aharonov-Bohm
effect, quasi-particles with fractional charge e/m propagate
from a source to a drain via two beam splitters, and enclose
a singular magnetic flux Φ. Lower panel: Schematic sketch
of a typical experimental realization of the MZ interferome-
ter in a quantum Hall system.19–23 Chiral edge states, shown
by arrows, play the role of optical beams. They are split at
two quantum point contacts indicated by dashed lines. The
source and drain are Ohmic contacts. The quantum Hall liq-
uid is confined to a region with the topology of a Corbino
disk (indicated by gray shading). The magnetic flux through
the interferometer is typically changed by a modulation gate,
shown as a blue triangle. However, it is possible, at least in
principle, to insert a singular magnetic flux through the hole
in the Corbino disk.
such quantum numbers is claimed to restore the elec-
tronic AB periodicity. These quantum numbers are usu-
ally introduced ad hoc, with minimal justification. They
are represented either in terms of so called Klein factors
in the tunneling operators,39 or as additional phase shifts
induced by quasi-particles localized at the inner edge of
the Corbino disk.35 We are aware of only one attempt
to justify theoretically the introduction of Klein factors
in MZ interferometers: In their recent work,37 Pono-
marenko and Averin propose a resummation of electron
tunneling processes between the inner and outer edge and
claim to unravel a duality to weak quasi-particle tunnel-
ing, where the Klein factors arise naturally. However,
their analysis is carried out entirely at the level of an ef-
fective theory, where weak quasi-particle and weak elec-
tron tunneling are the two fixed points of a renormaliza-
tion group flow. There is no guarantee that microscopic
considerations yield the same result.
In view of various shortcomings of previous theoretical
arguments, we propose to reconsider the physics of QH
interferometers at the microscopic level. More specifi-
cally, we describe a microscopic model of a QH interfer-
ometer with the topology of a Corbino disk, schemati-
cally shown in Fig. 3. The state of a QH liquid at filling
factor ν = 1/m, confined to a region between two circles
of radii rU and rD, is described by Laughlin-type wave
3FIG. 2: The energy spectrum of a QH fluid at ν = 1/3 in a
Corbino disk is schematically shown. The dashed lines show
the Coulomb charging energy of an isolated QH fluid, as a
function of the magnetic flux Φ threading the Corbino disk.
Different branches correspond to different numbers of quasi-
particles at the edges. It is suggested in Ref. [33] that in the
presence of inter-edge quasi-particle tunneling, and for weak
coupling to metallic reservoirs, an energy gap opens at the
degeneracy points, where different branches intersect. The
authors then argue that if the flux varies adiabatically, the
QH fluid follows the ground state, so that the energy is a
periodic function of the flux with the electronic period Φ0.
functions (26) and (27). The inner and outer edges of
the QH liquid are connected to Ohmic contacts at two
points, ξU and ξD, via strong electronic tunneling. Weak
quasi-particle backscattering at two quantum point con-
tacts (QPCs) is indicated in Fig. 3 by dashed lines. It
is described by the overlap of Laughlin states modified
through the addition of quasi-holes located at points ξL
and ξ′L, for the left QPC, and at points ξR and ξ
′
R, for
the right QPC. The position of the Ohmic contacts rela-
tive to QPCs determines whether the interferometer is of
MZ or FP type, as illustrated in Fig. 6 below. We gener-
alize the Laughlin wave function (26) and (27) in order
to take into account the deformation of the QH edges
caused by the modulation gate and the Ohmic contacts.
The same modification can be applied to describe more
realistic QPCs, for which ξL ≃ ξ′L and ξR ≃ ξ′R.
We then use deformed Lauglin states to construct a
subspace of low-energy excitations of a QH liquid. The
microscopic wave function (28) and (29), resulting from
weak incompressible deformations, is parameterized by
an infinite set of variables tk. We invoke the classical
plasma analogy7 and follow the steps of Ref. [44] in or-
der to restrict the microscopic Hamiltonian H to the
subspace of these deformations. The restricted effective
Hamiltonian is defined as H = PHP , with P being pro-
jector onto the low-energy subspace. After the restric-
tion, the variables tk turn into oscillator operators ak
with canonical commutation relations (56). These oper-
ators describe gapless plasmon excitations at the edges of
the QH liquid. The restricted Hamiltonian (65) contains
an oscillator part with a linear spectrum and a Coulomb
charging energy, which depends on the number of quasi-
particles, M , and the number of electrons, N , in the QH
FIG. 3: Illustration of our model of a QH interferometer. The
2DEG in the QH effect regime is confined to a Corbino disk
region, shown by grey shadow. The inner and outer edge of
the 2DEG are circles of radii rD and rU , respectively. At the
points ξU and ξD the Corbino disk is connected to Ohmic
reservoirs. The location of the inner Ohmic contact is such
that the particular interferometer shown here here is of the
Mach-Zehnder type. If, in contrast, the inner Ohmic contact
is attached to the upper part of the Corbino disk, then such
an interferometer belongs to a Fabry-Pe´rot type. The quasi-
particle tunneling between the inner and the outer edge takes
place at two QPCs, shown by dashed lines, that connect the
points ξℓ and ξ
′
ℓ, with ℓ = L,R.
system. The restricted tunneling operators take the form
of vertex operators (73). They are well defined single-
valued operators, in contrast to quasi-particle operators.
We do not find any trace of additional Klein factors39 in
the tunneling amplitudes.
The low-energy theory so derived agrees with the effec-
tive theory of QH edge states,5,6 generalized to take into
account the finite size of a QH system, the non-trivial
topology of a Corbino disk and the effects of a modula-
tion gate and of a singular magnetic flux. The effective
theory arises as a boundary contribution to the topologi-
cal Chern-Simons field theory40 of a QH liquid in the bulk
of a 2DEG in the presence of an external electromagnetic
field. In the context of this theory, our microscopic re-
sults for the relative phase of the tunneling amplitudes
taken at different spatial points acquire a simple inter-
pretation: This phase corresponds to the insertion of a
Wilson loop along the interferometer contour (91). There
are two contributions to this phase: one is the contour
integral of the gauge fields, the other one comes from the
charge accumulated at the edges.
Having constructed the low-energy theory of an iso-
lated QH system, we proceed to the analysis of the quasi-
particle transport through the interferometer in response
to the voltage bias applied to the Ohmic contacts. In
our model, the Ohmic reservoirs have large capacitances.
They therefore perfectly screen edge charges. In other
words, any variation of zero modes, gate voltages, or the
4magnetic flux through the interferometer leads to an ac-
cumulation of charge at the Ohmic contacts, which is de-
scribed by a local deformation of the edge. This property
of Ohmic contacts agrees with the observation41 that at
the level of the effective theory, strong coupling to Ohmic
contacts leads to a local elongation of the edge states
near the Ohmic contacts. We treat electron- and quasi-
particle tunneling perturbatively in order to describe rare
transitions that change the numbers ND and NU of elec-
trons at the inner and outer edge of the Corbino disk,
respectively, and the number l = 0, . . . ,m − 1 of quasi-
particles at the inner edge. The dynamics of the interfer-
ometer on a long time scale is described by a master equa-
tion for the probability of finding the system in a state
with given values of the numbers ND, NU , and l. Strong
coupling of edge modes to Ohmic contacts, as opposed to
quasi-particle tunneling, leads to the equilibration of in-
ner and outer edge states at prescribed electro-chemical
potentials.
By solving the master equation in the quasiparticle
sector we finally find the stationary current through the
interferometer as a function of the singular magnetic flux
Φ and the flux ΦG induced by the modulation gate volt-
age. We thereby establish the main result of our paper:
We find that quasi-particle tunneling rates in a QH inter-
ferometer with MZ topology (see Fig. 6) depend on the
magnetic flux through the combination (Φ+ΦG)/Φ0+ l.
Thus, after summation over l, the AB oscillations in the
stationary current acquire the electronic periodicity sim-
ply because a shift of the flux Φ by one flux quantum,
Φ0, is compensated by a shift of l by 1. In contrast, for a
QH interferometer with the FP topology, tunneling rates
are independent of the singular flux Φ and the number l.
Therefore the stationary current oscillates as a function
of ΦG with the quasi-particle period mΦ0. In both cases
the Byers-Yang argument holds true, and the paradox is
resolved.
Our paper is organized as follows. We start by recalling
the effective theory of the QH effect in Sec. II. In Sec. III,
we construct the ground state wave function of an elec-
tronic interferometer in the fractional QH effect regime.
In Sec. IV, we derive the low-energy theory of the in-
terferometer by restricting the microscopic Hamiltonian
and quasi-hole wave functions to the subspace of states
corresponding to small incompressible deformations of a
QH liquid. In Sec. V, we propose a model of Ohmic con-
tacts, study the effects of a singular magnetic flux and of
a modulation gate, and develop the kinetic theory of an
open QH interferometer out of equilibrium.
II. EFFECTIVE THEORY OF THE QH EFFECT
For the purpose of comparison with the microscopic
theory, we briefly recall, in this section, elements of a
widely used effective theory of the QH effect. This theory
provides a description of the low-energy physics of a QH
state in the bulk of a 2DEG as well as of the edge states.
In view of the universality of the low-energy physics, and
quite similarly to, e.g., the Landau-Ginzburg theory of
superconductivity, the effective theory of the QH effect
is derived from general properties of a QH liquid that
greatly reduce the number of relevant models.5,6 Those
properties are the following ones: (i) Gauge invariance.
The effective model of edge states has to be chosen in
such a way as to cancel the gauge anomaly in the action
for the bulk of the 2D electron system (this corresponds
to the conservation of the total electric current, i.e., of
the sum of the bulk current and the edge current, which
are not conserved separately). (ii) Existence of an elec-
tron operator. Since, at the microscopic level, the quan-
tum Hall state is described by an electron wave function,
there must exist at least one local operator of the ef-
fective theory describing the creation or annihilation of
an electron; this operator transfers a charge e and obeys
Fermi statistics. (iii) Single-valuedness of the wave func-
tion. Because a QH state describes electrons, its wave
function must be single-valued in the electron positions,
irrespectively of whether quasi-particles are present. As
a consequence, the mutual statistical phase of a quasi-
particle and an electron must be an integer multiple of
π.42 Below we focus on a particular case of a QH sys-
tem at filling factor ν = 1/m and demonstrate how these
properties serve to construct an effective theory for the
bulk of 2DEG, and, consequently, an effective theory of
edge states. The Appendix A contains a reminder on the
quatization of the Chern-Simons theory.
A. Action for the bulk of a QH liquid
We start by considering an infinitely extended incom-
pressible QH liquid, and address boundary effects later,
in Sec. II B. We assume that, in a QH liquid, there is a
conserved current, Jµ, where the index µ = 0, 1, 2 enu-
merates time and spatial components. The continuity
equation, ∂µJ
µ = 0, may be solved by introducing a vec-
tor potential, Bµ, with:
Jµ =
1
2π
ǫµνλ∂νBλ. (1)
We will always use units where e = ~ = 1 and adopt
the Einstein summation convention, unless specified oth-
erwise. The current is invariant under the gauge trans-
formations
Bµ → Bµ + ∂µβ. (2)
This means that the action, S[B], of the field Bµ must
also be gauge-invariant. It must therefore have the form
S[B] = α0
∫
d3rǫµνλBµ∂νBλ
+ α1
∫
d3r∂[µBν]∂
[µBν] + . . . . (3)
5It is easy to see that the first term in the above action,
the so called Chern-Simons action
S0[B] = α0
∫
d3rǫµνλBµ∂νBλ, (4)
has scaling dimension zero. By contrast, the (Maxwell-
like) second term, as well as all other possible local terms
not displayed in Eq. (3), have negative scaling dimen-
sions, i.e., they are irrelevant at large distance and low
energy scales. Note that the action (4) breaks time re-
versal symmetry, which is not prohibited for a system
exposed to an external magnetic field. It is also impor-
tant to mention that the action (4) is topological, i.e., it
does not depend on the metric of the manifold on which
it is defined (see Appendix A for details).
Next, the coupling of the current Jµ to an external
electromagnetic field, described by a vector potential Aµ,
is given by the term:
Sint[A,B] =
∫
d3rAµJ
µ =
1
2π
∫
d3rAµǫ
µνλ∂νBλ. (5)
Integrating out the field Bµ, we find the effective action
for the electromagnetic field. Neglecting irrelevant terms
in S[B], it has the Chern-Simons form:
Seff [A] =
1
(4π)2α0
∫
d3rǫµνλAµ∂νAλ. (6)
The average current, 〈Jµ〉 = δSeff [A]/δAµ, is then given
by Hall’s law:
〈Jµ〉 = σHǫµνλ∂νAλ, (7)
where σH = 1/(8π
2α0) is the Hall conductivity. Thus,
we conclude that for an infinitely extended QH liquid the
action (4) correctly describes the QH current.
Having constructed the gauge-invariant low-energy ac-
tion for an incompressible QH liquid, we proceed to an
analysis of the spectrum of local excitations. It has been
demonstrated40 that all states of the topological Chern-
Simons theory with action (4) are described by Wilson
lines (see Appendix A). For instance, an operator anni-
hilating a local excitation at the point r and creating it
at point r′ has the following form:
Wq(r, r′) = exp
(
iq
∫ r
r′
drµBµ
)
, (8)
where q is a constant. In order to demonstrate this, we
note that the charge operator Qem is given by the inte-
gral of the charge density J0 = (1/2π)ǫνλ∂νBλ over a
space-like region enclosed by some contour γ. By Stokes’
theorem it may therefore be written as the contour inte-
gral
Qem = (1/2π)
∫
γ
drµBµ. (9)
One can show that the commutator of these two opera-
tors is given by [Qem,Wq] = ±qWq/(4πα0), if γ encloses
only one of the two points r and r′, and it vanishes oth-
erwise. Therefore, the operator Wq creates two local ex-
citations of charges q/(4πα0) and −q/(4πα0). For the
details of the derivation, see Appendix A.
Next, we note that the statistical phase θ12 of two local
excitations (8) with charges q1/(4πα0) and q2/(4πα0), is
determined by braiding the correspondingWilson lines,40
and is equal to θ12 = πq1q2/4πα0 (see Appendix A for
the derivation). We now invoke constraint (ii), i.e., that
the effective theory must contain an operator creating (or
annihilating) an electron. This implies that the operator
(8) with q = 4πα0 (i.e., with unit charge) must obey the
Fermi statistics. Thus, we require that π(4πα0)
2/4πα0 =
πm, where m is an odd integer. This implies that α0 =
m/4π, and hence the Hall conductivity takes the value
σH = 1/8π
2α0 = 1/2πm, in units where e = ~ = 1.
This characterizes the so called Laughlin series of FQHE
states corresponding to a filling factor ν = 1/m, with m
being odd integer.
Apart from an electron with q = m, there are other lo-
cal operators (8) with a different value of q. Correspond-
ing states must have single-valued wave-functions. In the
context of effective theory, this implies a statistical phase
given by an integer multiple of π, when braided with an
electron. When ν = 1/m this leads to the condition that
the number q must be an integer. Interestingly, the ex-
citations created by the operator (8) with q = 1 have
fractional charge Qem = 1/m and so-called fractional
statistics, i.e., their statistical phase is θ = π/m. These
local excitations describe Laughlin quasi-particles. Thus,
we conclude that, starting from the assumption that the
QH liquid supports only one conserved current we arrive
at the effective theory of the QH effect at filling factors
ν = 1/m only. Assuming that there exist several sepa-
rately conserved currents, one arrives at effective theories
of QH states at more general filling factors.30
B. Action of the edge degrees of freedom
When a QH liquid at filling factor ν = 1/m is con-
fined to a finite region D, the total effective action in the
presence of an external electromagnetic field,
S[A,B] = S0[B] + Sint[A,B]
=
1
4π
∫
D×R
d3rǫµνλ
[
2Aµ +mBµ
]
∂νBλ, (10)
is not-gauge invariant. One easily sees that, under a
gauge transformation
Aµ → Aµ + ∂µα, Bµ → Bµ + ∂µβ, (11)
6the action (10) transforms as S[A,B] → S[A,B] +
δS[A,B] with
δS[A,B] =
1
4π
∫
D×R
d3rǫµνλ
[
2∂µα+m∂µβ
]
∂νBλ
=
1
4π
∫
∂D×R
d2r[2α+mβ]ǫµν∂µbν , (12)
where bν is the restriction of the bulk field Bν to
the boundary ∂D. The physical reason for this gauge
anomaly is found in the fact that, in a QH liquid con-
fined to a finite region, the bulk Hall current (1) is not
conserved. Consequently, the electric charge may be ac-
cumulated at the edge of the system.
In order to restore the gauge invariance of the effective
theory, we must take into account boundary degrees of
freedom. It is easy to see that the simplest boundary
action
S[φ] =
m
4π
∫
∂D×R
d2r[DtφDxφ− h(Dxφ) + ǫµνbµ∂νφ],
(13)
where the coordinate x parametrizes the boundary, can-
cels the gauge anomaly (12) if one assumes that the edge
field φ transforms as
φ→ φ− (2/m)α− β, (14)
and the covariant derivative is given by the expression
Dµφ = ∂µφ+ (2/m)aµ + bµ, (15)
where aµ is the restriction of Aµ to the boundary.
Note that the commutation relations for the field φ(x)
are determined by the first term in the action (13):
[∂xφ(x), φ(y)] =
2πi
m
δ(x− y). (16)
However, the precise form of the boundary Hamiltonian
density, (m/4π)h(Dxφ), is not fixed by the effective the-
ory. The only requirement is that the Hamiltonian den-
sity should be a positive-definite function of Dxφ. The
simplest possible expression, h = v(Dxφ)
2, justified if
there are smooth confining potentials at the boundaries,
yields the Hamiltonian
H = mv
4π
∫
dx(Dxφ)
2, (17)
and leads to chiral edge modes with a linear dispersion
law, as follows from the equation of motion. Finally, the
expression for the charge density at the edge of a QH
system may be found by evaluating the derivative ρ =
−δS/δat of the total action with respect to the boundary
field. The result is:
ρ =
1
2π
Dxφ. (18)
Next, we analyze the spectrum of local excitations at
the edge. It is natural to assume that such excitations
are created by the local operator (8), with a Wilson line
starting and terminating at the boundary ∂D of the QH
system. Note, however, that this operator is not gauge-
invariant. Similarly to the gauge anomaly in the action
S[A,B], this problem can be fixed by taking into account
the edge degrees of freedom. In particular, the gauge-
invariant operator that creates a Laughlin quasi-particle
and a quasi-hole at the edge of a QH system is given by
eiφ(x)W1(ξ, ξ′) exp
(
i/m
∫ ξ
ξ′
drµAµ
)
e−iφ(x
′)
= eiφ(x) exp
(
i
∫ ξ
ξ′
drµ
[
Bµ +
2
m
Aµ
])
e−iφ(x
′), (19)
where the 1D coordinates x and x′, and 2D coordinates ξ
and ξ′ are the different parameterizations of the bound-
ary ∂D, ξ ∝ eix. The gauge invariance of the operator
(19) may be checked by carrying out the transformations
(11) and (14) on the r.h.s. of (19).
We are particularly interested in an operator (19) de-
scribing tunneling of a Lauglin quasi-particle from one
edge to another one. In this case, the tunneling points ξ
and ξ′, are very close to each other: ξ → ξ′. Then the
integrals in the operator (19) vanish, and denoting the
resulting tunneling operator with Aqp(ξ), we write:
Aqp(ξ) = eiφ(x)e−iφ(x
′). (20)
The operator (20) creates a pair of local charges at the
boundary ∂D of values 1/m and −1/m. This can be
checked by evaluating the commutator of this operator
with the charge density operator (18) with the help of
Eq. (16). It then becomes obvious, that the operator
annihilating an electron at the edge can be written as
ψel(x) = exp[imφ(x)]. (21)
This operator has charge 1 and Fermi statistics.
Finally, it is instructive to expand the edge field φ in
oscillator modes. Considering, for a moment, a single
edge, we denote its length by W , set aµ = bµ = 0, and
apply periodic boundary conditions on the field. We then
arrive at the expression:
φ(x) = −φN/m+ 2πNx/W
+
∑
k>0
√
2π
kW
[ake
ikx + a†ke
−ikx], (22)
where the creation and annihilation operators for plas-
mon modes satisfy the commutation relations [ak, a
†
k′ ] =
(1/m)δkk′ , and the zero modes satisfy [N, e
iφN ] = eiφN .
Substituting this expansion into the edge Hamiltonian
(17), we find that
H = πvmN2/W +m
∑
k>0
vka†kak. (23)
Thus, we conclude that the edge Hamiltonian indeed de-
scribes chiral edge plasmon modes with linear dispersion.
7The effective model of edge states with Hamiltonian (23),
i.e., a chiral conformal field theory, successfully describes
several recent experiments; (see, e.g., Ref. [29]). How-
ever, when naively applied to MZ interferometers in the
fractional QH regime, it appears to lead to the Byers-
Yang paradox, as mentioned in the introduction.
Indeed, let us consider the gedanken experiment illus-
trated in the upper panel of Fig. 1. In this formulation,
the interferometer consists of two QH edges of infinite
length coupled at two QPCs located at the points ξL and
ξR. We denote the boson field describing the upper and
lower arms of the interferometer by φU (x) and φD(x), re-
spectively. The system shown in Fig. 1 is open. Therefore
one can neglect zero modes in the expansion (22). Next,
we describe quasi-particle tunneling using the tunneling
operators
Aqp(ξℓ) = eiφD(xℓ)e−iφU (x
′
ℓ
), (24)
where ℓ = L,R. To leading order, the oscillating contri-
bution to the current through the interferometer is then
given by I = 2Re
∫
dt〈[A†qp(ξL, t),Aqp(ξR, 0)]〉. Using
Eq. (18) and integrating out the field Bµ, we find that the
phase of the oscillating term is given by (1/m)
∫
γ
Aµdx
µ,
where γ is the contour around the interferometer. In a
situation, where the singular flux Φ is threaded through
the interferometer, we find that
Aqp(ξL)†Aqp(ξR) ∝ exp
(
2πiΦ
mΦ0
)
, (25)
i.e., the period of AB oscillations ismΦ0, in contradiction
with the Byers-Yang theorem. Apparently, the problem
with the naive approach arises because it considers an MZ
interferometer as an infinite system. In order to resolve
the paradox, we need to consider a realistic, finite QH
systems, even if it is strongly coupled to ohmic reservoirs,
as shown in the lower panel of Fig. 1. In what follows, we
address the problem at the the microscopic level and then
compare the results [see Eq. (100)] to the predictions of
the effective theory.
III. MICROSCOPIC DESCRIPTION OF A QH
INTERFEROMETER
In this section we construct the many-particle wave
functions of the ground state and of gapless excited states
of an isolated QH interferometer with the Corbino disk
topology. We then extend our results to the case of an
open interferometer, connected to Ohmic reservoirs; see
in Sec. V. Our analysis proceeds step by step, starting
from the Laughlin wave function and manipulating it,
with the purpose of identifying a realistic model of in-
terferometers. We first present the most important steps
and then make them precise in Sec. III A, using the classi-
cal plasma analogy.7 The variational wave function, pro-
posed by Laughlin in Ref. [7] and later justified by Hal-
dane and Rezayi in Ref. [43], describes an approximate
ground state, |N〉, of a QH system with N electrons at
filling factor ν = 1/m:
〈z |N〉 =
N∏
i<j
(zi − zj)m exp
(
−
N∑
i
|zi|2
4l2B
)
. (26)
Here z denotes a set of complex coordinates zi = xi+ iyi
describing the position of the ith electron, i = 1 . . .N ,
and lB =
√
~c/eB is the magnetic length. It is known4
that the wave function (26) describes a circular droplet
of a QH liquid of constant density ρbg = 1/(2πml
2
B) and
of radius r = lB
√
2mN .
In the next step, we add to the state (26) a macroscopic
number, M , of Laughlin quasi-particles7 at the origin:
〈z |N,M〉 =
N∏
i
zMi 〈z |N〉. (27)
In Sec. III A we explicitly show that the wave function
(27) describes a QH state of constant electron density ρbg
inside a Corbino disk, as shown in Fig. 3. The inner hole
of the disk has a radius rD = lB
√
2M , while the outer
radius of the disk is given by rU = lB
√
2(M +mN).
Additional small incompressible deformations of the
QH liquid may be described as follows. We note that,
in a suitable gauge, all states of the lowest Landau level
can be described by holomorphic functions of the electron
coordinates. We therefore look for a wave function of the
form44,45
〈z |N,M, t 〉 = exp
[
m
N∑
i
ω(zi)
]
〈z |N,M〉, (28)
where the function
ω(z) =
∑
k
tkz
k (29)
is analytic inside the Corbino disk (shown in Fig. 3), and
t denotes a set of parameters tk, k ∈ Z. In Sec. III A we
show that the shape of the deformed disk is given by the
solution of a two-dimensional electrostatic problem, with
ω(z) playing the role of an external potential.
We utilize the wave function (28) in two ways. First
of all, small incompressible deformations are known to
be the gapless excitations of the QH state.4 Thus, in
order to describe the low-energy physics of a QH liq-
uid, we determine matrix elements of the microscopic
Hamiltonian between wave functions (28) describing in-
compressible deformations. Second, we investigate the
effects of a modulation gate located near one of the arms
of the interferometer and of two Ohmic contacts. Both
effects may be described by local edge deformations: the
charge expelled by the modulation gate or added to the
interferometer, is eventually concentrated at the Ohmic
contacts. Because of the linearity of the resulting equa-
tions in the case of weak deformations, the spectrum of
excitations and the properties of the ground state of a
8realistic model of a QH interferometer may, at first, be
studied separately. We use our results in Sec. V, where
we investigate the AB effect in the current through a QH
interferometer connected to Ohmic reservoirs.
A. Plasma analogy and incompressible states
The classical plasma analogy7 has proven to be an effi-
cient method in the analysis of QH states.46,47 It relies on
the important observation that the norm of the Laughlin
wave function may be written as the partition function
of an ensemble of N classical particles interacting via the
two-dimensional (logarithmic) Coulomb potential. In the
large-N limit, the evaluation of this partition function re-
duces to solving a two-dimensional electrostatic problem.
Here we apply this method directly to the wave function
(28). We write
Z =
∫
d2z1 . . . d
2zN |〈z |N,M, t 〉|2
=
∫
d2z1 . . . d
2zNe
−mEpl , (30)
where the inverse temperature of the plasma is m and
the energy is given by the expression:
Epl = −
∑
i<j
ln |zi − zj|2
+
∑
i
[ |zi|2
2ml2B
−
∑
i
M
m
ln |zi|2 − 2Reω(zi)
]
. (31)
Introducing the microscopic charge density ρ(z) =∑
i δ
2(z − zi), we can formally write
Epl = −1
2
∫∫
d2zd2w ρ(z)ρ(w) ln |z − w|2
−
∫
d2zρ(z)ϕext(z), (32)
where
ϕext(z) = − |z|
2
2ml2B
+
M
m
ln |z|2 + 2Reω(z), (33)
and divergent self-energies are suppressed in the first
term on the right hand side of Eq. (32). This represen-
tation makes it obvious that the partition function (30)
describes a gas of charged particles interacting via the 2D
Coulomb potential and confined by the external potential
ϕext(z). The first term in Eq. (33) describes the interac-
tion of particles with a neutralizing homogeneous back-
ground charge of density ρbg = (1/4π)∆(|z|2/2ml2B) =
1/2πml2B. The second term can be interpreted as de-
scribing repulsion caused by a macroscopic charge M/m
at the origin. Finally, the last term describes the effect
of an external (chargeless, since ∆Reω(z) = 0) potential
on the particles in the gas.
The next step is to approximate the integral over co-
ordinates in Eq. (30) by a functional integral48 over the
density ρ(z):
Z =
∫
Dρ(z)e−mEpl[ρ]. (34)
In Eq. (34), we neglect the Jacobian of the transforma-
tion from the variables z to ρ(z).49 Taking the Jacobian
into account is crucial for the correct description of the
the physics at the microscopic length scale lB, which,
however, is not the subject of the present work. In this
approximation, the evaluation of Z becomes straight-
forward. We note that the energy of the plasma is a
quadratic function of the density. Hence the average den-
sity 〈ρ(z)〉 = Z−1〈N,M, t |ρ(z)|N,M, t 〉 is given by the
solution of the saddle-point equation δEpl/δρ(z) = 0,
which reads∫
d2w〈ρ(w)〉 ln |z − w|2 + ϕext(z) = 0 (35)
for the domain where 〈ρ(z)〉 6= 0. Thus, in the large-N
limit, an ideal QH liquid may be described by solving a
2D electrostatics problem.50
Among important consequences of this simple equa-
tion are the following ones. First, it implies that the
total potential vanishes in the region where 〈ρ(z)〉 6= 0,
i.e. where the 2DEG is not fully depleted. In other
words, the Coulomb plasma is a “perfect metal” that
completely screens the external potential ϕext. Apply-
ing the Laplacian to (35), we find that 〈ρ(z)〉 = ρbg,
i.e., the Coulomb plasma is distributed homogeneously
to screen the background charge. This confirms that the
wave function (28) describes an incompressible deforma-
tion of the QH droplet. In particular, the wave function
(27) describes the approximate ground state of a QH in-
terferometer with the shape of a Corbino disk. Indeed,
the plasma analogy suggests that the hole in the Corbino
disk is formed symmetrically around the origin, where the
macroscopic charge M/m is located. It serves to screen
this charge, so that the total potential vanishes in the re-
gion occupied by the 2DEG. Because of perfect screening,
the shape of the outer edge is, however, independent of
the shape and position of the hole and displays the sym-
metry of boundary conditions in the background charge
distribution (see the first term in Eq. (33)).
We now investigate the effect of the potential ω(z) per-
turbatively. Let us denote by D the region to which the
QH system is confined. We search for the solution of Eq.
(35) in the form 〈ρ(z)〉 = ρbg, for z ∈ D, and 〈ρ(z)〉 = 0
otherwise. Thus we can rewrite Eq. (35) as
ρbg
∫
D
d2w ln |z − w|2 + ϕext(z) = 0.
Considering a small deformation, D = D0 + δD, and
taking into account that the integral over the undeformed
9FIG. 4: A QH liquid, whose ground state is given by Eq. (28),
is shown schematically. The dashed lines show the edges of
the unperturbed Corbino disk, while an incompressible de-
formation is shown by the full lines. The region of constant
electron density 〈ρ(z)〉 = ρbg is shown by the grey shadow.
The shape of this region is determined by the complex func-
tion ω(z) defined in Eq. (29). The Fourier components of
charge density σU accumulated at the outer edge are given
by the coefficients tk of the regular part of the Laurent series
for ω(z), while the Fourier components of charge density σD
accumulated at the inner edge are given by the coefficients
t−k with k > 0 of the singular part of ω(z) [see Eq. (38)].
Corbino disk, D0, cancels the first two terms in Eq. (33),
we arrive at the following result:
ρbg
∫
δD
d2w ln |z − w|+Reω(z) = 0. (36)
In polar coordinates (see Fig. 4), the boundaries of the
deformed disk can be parameterized by the function
r(θ) = rs ± σs(θ)/ρbg, where s = U,D, and σs(θ) are
1D charge densities accumulated at the inner and outer
edge due to the deformation.
Because of perfect screening in the two-dimensional
Coulomb plasma, one can solve Eq. (36) independently
for each edge. Using the series expansion
ln(z − w) = ln(z)−
∑
k>0
(w/z)k/k, |z| ≥ |w|, (37)
and the explicit expression (29) for the potential ω(z),
we can solve Eq. (36) to first order in σs by using power
series. The result can be presented in the form of Fourier
series:
2πrUσU (θ) = 2Re
∑
k>0
ktkr
k
Ue
ikθ, (38a)
2πrDσD(θ) = 2Re
∑
k>0
kt−kr
−k
D e
−ikθ. (38b)
These series show how the microscopic wave function (28)
determines the shape of the deformed Corbino disk.
Next, we analyze the effects of a modulation gate and
of a singular magnetic flux on an isolated QH droplet, as
FIG. 5: The effects of a modulation gate and of a singular
flux are illustrated. Left panel: The modulation gate locally
depletes the QH liquid. Due to the incompressibility of the
QH liquid, the repelled charge is accumulated homogeneously
along the edge. Right panel: In the language of the Coulomb
plasma, the multiplier in the wave function (42) depending on
the singular flux can be viewed as a point-like charge placed
in the center of the inner hole. It homogeneously shifts both
edges to preserve the electro-neutrality.
illustrated in Fig. 5. According to Eqs. (38), the defor-
mation caused by the modulation gate can be described
by the wave function
〈z |N,M,ΦG〉 = exp
[
−
N∑
i
ΦG
Φ0
f
( zi
ξG
)]
〈z |N,M〉, (39)
where we have introduced the function
f(x) =
∑
k>0
xk/k = − ln(1− x). (40)
Indeed, the 1D charge accumulated at the edge as a result
of the deformation has the following form:
rUσU (θ) = − ΦG
mΦ0
(
δ(θ − θ0)− 1
2π
)
, (41)
where θ0 is the argument of the position, ξG, of the mod-
ulation gate. This function correctly captures the effects
of a modulation gate on an isolated interferometer: the
local depletion of the 2DEG at the point ξG = rUe
iθ0 and
the homogeneous expansion of the QH liquid due to its
incompressibility. This observation agrees with the fact
that the function (40) of the complex variable x is electro-
neutral from the 2D electrostatics point of view, because
it has two branch points, at x = 1 and x = ∞. Finally,
it is easy to check that the flux through the depleted
area under the modulation gate, −B ∫ (σU/ρbg)rUdθ, is
indeed equal to ΦG.
After an adiabatic insertion of a singular magnetic
flux Φ through the hole in the Corbino disk at the
origin, the wave function acquires the phase factor∏
i exp[−iΦ/Φ0 arg zi]. Furthermore, the wave function
is deformed by the “spectral flow” preserving its single-
valuedness. This effect is described by the additional
multiplier
∏
i z
Φ/Φ0
i . The overall effect of a singular flux
on the wave function (27) can thus be represented by
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replacing the original wave function by
〈z |N,M,Φ〉 =
N∏
i
|zi|Φ/Φ0〈z |N,M〉. (42)
Thus, in the presence of a singular magnetic flux, the
plasma energy contains an additional term
δEpl = − Φ
mΦ0
∑
i
ln |zi|2. (43)
In the language of the Coulomb plasma it describes the
addition of a charge Φ/mΦ0 at the origin in the hole of
the interferometer. This shifts the edges of the Corbino
disk by an amount
δrs =
Φ
mΦ0
1
2πrsρbg
, s = U,D, (44)
as illustrated in Fig. 5.
B. Low-energy subspace
Having found the set of states (28) describing incom-
pressible deformations of a QH liquid, we proceed to
construct operators generating the subspace of such low-
energy states when applied to the undeformed ground-
state and to identify their commutation relations. First
of all, we introduce zero-mode operators changing the
number of electrons, N , and of quasi-particles,M , in the
system
eiφM |N,M, t 〉 = |N,M + 1, t 〉, (45a)
eiφN |N,M, t 〉 = |N + 1,M, t 〉. (45b)
States corresponding different numbers of electrons N
are obviously orthogonal. The orthogonality of states
with different numbers of quasi-particles M follows from
the fact that in a symmetric Corbino disk such states
have different angular momenta. Taking this observation
into account, one derives from definitions (45) the follow-
ing commutation relations for the zero-mode operators:51
[M, eiφM ] = eiφM , [N, eiφN ] = eiφN . (46)
Next, we introduce deformation operators aks, s = U,D,
k > 0, acting on the right as
akU |N,M, t 〉 = −i
√
krkU tk|N,M, t 〉, (47a)
akD|N,M, t 〉 = −i
√
kr−kD t−k|N,M, t 〉. (47b)
Apparently, the states (28) are coherent states for these
operators. In order to find their commutation relations,
we need to evaluate scalar products of the states (28).
We start by calculating the norm of a wave function,
which is given by the square root of the partition function
of the Coulomb plasma, (30) and (34), and evaluate the
“free energy”
Fpl = −(1/m) log(Z). (48)
Treating the potential ω(z) as a perturbation, we obtain
Fpl = F0 +
ρ2bg
2
∫∫
δD
d2zd2w ln |z − w|2,
where the constant F0 is the contribution from the unper-
turbed state and from the determinant of the Gaussian
integral. We evaluate the integral on the r.h.s. with the
help of the solution (38) and present the result as a bi-
linear form in the coefficients tk,
Fpl(t
∗, t ) = F0
−
∑
k>0
k[r2kU t
∗
ktk + r
−2k
D t
∗
−kt−k + tkt−k + t
∗
kt
∗
−k]. (49)
The analytic structure of this bilinear form allows us to
extend the result for the norm Z = exp{−mFpl(t∗, t )}
to the scalar products
〈N,M, t |N,M, t′〉 = exp{−mFpl(t∗, t′)}. (50)
Next, we define differential operators, via their matrix
elements, as follows:
〈Ψ| ∂
∂tk
|N,M, t′〉 = ∂
∂t′k
〈Ψ|N,M, t′〉. (51)
A straightforward calculation then yields:
〈N,M, t | ∂
∂tk
|N,M, t ′〉
= mk[ r2kU t
∗
k + t
′
−k]〈N,M, t |N,M, t ′〉. (52)
Using definition (47), we may write
〈N,M, t |a†kU |N,M, t ′〉 ≡ 〈N,M, t ′|akU |N,M, t 〉∗
= i
√
krkU t
∗
k〈N,M, t |N,M, t ′〉. (53)
Substituting this equation in Eq. (52), we find the ex-
pression for the adjoint operators acting on the states
|N,M, t 〉:
a†kU =
ir−kU
m
√
k
( ∂
∂tk
−mkt−k
)
. (54)
Repeating the same calculations for the operators
∂/∂t−k, we obtain:
a†kD =
irkD
m
√
k
( ∂
∂t−k
−mktk
)
. (55)
Using Eqs. (47), (54) and (55) for the operators aks and
their adjoints and the relation [∂/∂tk, tk′ ] = −δkk′ ,52 we
obtain the commutation relations:
[aks, a
†
k′s′ ] =
1
m
δkk′δss′ . (56)
Similarly, one finds that [a†ks, a
†
k′s′ ] = [aks, ak′s′ ] = 0.
Thus the operators aks and a
†
ks introduced in (47), (54)
and (55) satisfy canonical commutation relations, and the
subspace of incompressible deformations has a natural
Fock space structure with respect to these operators.
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IV. RESTRICTION TO THE LOW-ENERGY
SUBSPACE
Starting from the microscopic model, we now explic-
itly derive the low-energy effective theory of an interfer-
ometer. For this purpose, we restrict the microscopic
Hamiltonian and the overlaps of wave functions of quasi-
particles at the two edges to the low-energy subspace
constructed above. The restriction of these operators is
defined by O → POP , where the orthogonal projection
P is given by:
P =
∑
N,M
∫ ∏
k
d2tk
∏
k
d2t′k
× |N,M, t 〉〈N,M, t |N,M, t′ 〉−1〈N,M, t′ |, (57)
where the inverse is defined in the sense of the inverse
kernel. We first implement the restriction procedure for
a symmetric Corbino disk. Then, in Sec. V, we take ad-
vantage of the fact that incompressible deformations are
weak and lead to linear relations (36) and (38). The os-
cillator operators are shifted in order to take into account
additional deformations caused by Ohmic contacts, mod-
ulation gate, and a singular magnetic flux.
A. Edge Hamiltonian
The microscopic Hamiltonian for N electrons, re-
stricted to the lowest Landau level, is given by the ex-
pression
H =
N∑
i
U(zi) +
N∑
i<j
V (|zi − zj |), (58)
where V (|z|) is the potential of the screened 3D Coulomb
interaction and U(z) is the confining potential, which
forces electrons to stay within the interferometer. Note
that there is no kinetic energy operator in (58), because
when acting on the lowest Landau level it gives a con-
stant contribution, N~ωc/2, where ωc = eB/mec is the
cyclotron frequency.
To find the restriction of the microscopic Hamilto-
nian to the subspace of incompressible deformations,
H = PHP , one needs to evaluate the matrix elements
E(t∗, t′) =
〈N,M, t |H |N,M, t′〉
〈N,M, t |N,M, t′〉 . (59)
We first consider the diagonal matrix elements E(t∗, t)
in (59). They can be rewritten in terms of the electron
density in the deformed state as follows:
E(t∗, t ) ≃
∫
d2zU(z)〈ρ(z)〉
+
1
2
∫∫
d2zd2wV (|z − w|)〈ρ(z)〉〈ρ(w)〉, (60)
where we have applied the approximation 〈ρ(z)ρ(w)〉 ≃
〈ρ(z)〉〈ρ(w)〉, neglecting the correlations or “exchange
contributions”, which is justified in the large-N limit.
Next, we express the restricted Hamiltonian in terms of
the deformation operators (47). To this end, we consider
small deformations of the state (27) and take into account
the fact that the density is constant, 〈ρ(z)〉 = ρbg, for
z ∈ D. Writing the deformed region as D = D0 + δD,
one can expand the integral (60) in the small deformation
δD and evaluate the correction term with the help of the
result (38):
E(t∗, t ) = E0 +m
∑
k>0
[εU (k)(rU )
2kkt∗ktk
+ εD(k)(rD)
−2kkt∗−kt−k], (61)
where E0 is the energy of a QH system confined to an un-
deformed Corbino disk, and the last two terms originate
from the deformation δD. The excitation spectra, εs(k),
s = U,D, are determined by the 3D Coulomb interaction
and by the confining potential:
εs(k) =
kU ′(rs)
2πmρbgrs
+
k
m
∫ 2π
0
dϕV
(
2rs| sin ϕ
2
|
)
[eikϕ − eiϕ]. (62)
Using again the analytic structure of the bilinear form
(61) to extend this result to off-diagonal matrix elements,
we find the restricted Hamiltonian to have the following
form:
H = E0 +m
∑
s=U,D
∑
k>0
εs(k)a
†
ksaks . (63)
We further assume that the potential V describes
Coulomb interactions screened at a distance d. In the
low-energy limit, i.e., for kd/rs ≪ 1, the deformation
energy in (62) is then linear as a function of the mode
number; i.e., εs(k) ≃ vsk/rs, where the constants vs are
the group velocities of edge excitations. As a function
of the number of electrons N and the number of quasi-
particles M , the energy of the undeformed state takes
the following form:
E0(N,M) =
vD
2mrD
M2 +
vU
2mrU
(M +mN)2. (64)
Replacing the mode number by the wave vector, k → krs,
we arrive at our final expression for the edge Hamiltonian:
H = E0(N,M) +m
∑
s=U,D
∑
k>0
vska
†
ksaks . (65)
We conclude this section with an important remark.
The right hand side of Eq. (62) contains two terms. The
first one originates from the confining potential and the
second one comes from Coulomb interactions. Conse-
quently, the velocities of edge excitations contain two
contributions:
vs = cE(rs)/B + (e
2/m~) ln(d/lB). (66)
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The first term is the drift velocity, which is proportional
to the boundary electric field, E(rs), while the second
one is proportional to the “Coulomb logarithm”. The ul-
traviolet cutoff in (66) is determined by correction terms
in a 1/N -expansion of the two-point density correlation
function. In fact, Eq. (66) coincides with an expression
proposed earlier in Ref. [30], in the framework of the ef-
fective theory, on the basis of the classical electrostatic
picture.
B. Tunneling Hamiltonian
The tunneling Hamiltonian of an interferometer may
be written as a sum of tunneling operators at the left and
right QPC:
HT =
∑
ℓ=L,R
[Aqp(ξℓ) +A†qp(ξℓ)].
The tunneling operator Aqp(ξ) is an operator annihilat-
ing a quasi-particle at a point ξ on one edge and recre-
ating it at a point ξ′ on the other edge. Note, that the
tunneling path is typically short, therefore we will take
a limit ξ′ → ξ in the end of calculations. At low ener-
gies, the tunneling operator can be defined as an operator
whose matrix elements between deformed states are equal
to the overlaps of two states with quasi-particles located
at opposite edges:
〈N,M, t |Aqp(ξ)|N,M ′, t′ 〉 ≡
∫ ∏
i
d2zi
× 〈N,M, t |ψ†qp(ξ′)|z 〉〈z |ψqp(ξ)|N,M ′, t′ 〉. (67)
Here we face the problem that a wave function
of a QH system describing a single quasi-particle,
〈z |ψqp(ξ)|N,M, t 〉, is not well defined. This is because
one is not able to remove a charge 1/m form a sys-
tem consisting of electrons. Therefore, we first construct
the electron tunneling operator Ael and then derive the
quasi-particle tunneling operator from the observation
that tunneling of m quasi-particles at one point is equiv-
alent to tunneling of an electron at that point.
The electron operator is formally defined by
〈z1, . . . , zN |ψel(ξ)|Ψ〉 =
√
N + 1〈z1, . . . , zN , ξ|Ψ〉, which
leads to the result:
〈z |ψel(ξ)|N + 1,M, t 〉 =
ξMe−|ξ|
2/4l2
B
+mω(ξ)
∏
i
(ξ − zi)m〈z |N,M, t 〉, (68)
where we have omitted a combinatorial factor, because
it can be absorbed into the tunneling amplitudes. Then,
using expression (67), with operators ψqp replaced by the
operator ψel from Eq. (68), we obtain
〈N,M, t |Ael(ξ)|N,M ′, t′ 〉 = emω(ξ)+mω
∗(ξ′∗)
∫ ∏
i
d2zi
× (ξ − zi)m(ξ′∗ − z∗i )m〈N,M, t |z 〉〈z |N,M ′, t′ 〉, (69)
where we have dropped the prefactor
(ξ′ξ∗)M exp[−(|ξ|2+ |ξ′|2)/4l2B), because, for a short tun-
neling path, ξ′ → ξ, it has no essential physical meaning
and may be absorbed into the tunneling amplitude. It
then becomes obvious that the matrix element of the
quasi-particle tunneling operator may be written as
〈N,M, t |Aqp(ξ)|N,M ′, t′ 〉 = eω(ξ)+ω
∗(ξ′∗)
∫ ∏
i
d2zi
× (ξ − zi)(ξ′∗ − z∗i )〈N,M, t |z 〉〈z |N,M ′, t′ 〉, (70)
i.e., roughly speaking, we set Aqp = A1/mel . We stress
that this quasi-particle tunneling operator is unique and
well defined. First of all, in terms of the electron co-
ordinates zi, the matrix element (70) is a single-valued
function, i.e., the criterion (iii) formulated at the begin-
ning of the Sec. II is satisfied. Second, this matrix ele-
ment is also a single-valued function of the coordinates of
the tunneling points ξ and ξ′. Thus, at the microscopic
level, no ambiguity arises in the definition of a tunneling
operators.
In order to evaluate the matrix elements (70), we first
assume that t′ = t, as in the previous section, and then
generalize our findings. The product
∏
i(ξ − zi) in Eq.
(70) can be rewritten as exp [
∑
i ln(ξ − zi)], and one ob-
tains a similar expression for
∏
i(ξ
′∗−z∗i ). Expanding the
logarithms in power series (37) on the inner, |ξ| < |zi|,
and outer, |ξ′| > |zi|, edges, we arrive at the following
expression for the matrix elements (70):
〈N,M, t |Aqp(ξ)|N,M ′, t 〉 = exp[ω(ξ) + ω∗(ξ′∗) +N ln ξ′∗]
×
∫ ∏
i
d2zizi exp
{
−
∑
k>0
[
ξk
kzki
+
(z∗i )
k
k(ξ′∗)k
]}
〈N,M, t |z 〉〈z |N,M ′, t 〉. (71)
Taking into account that m
∑
i(zi)
−k〈z |N,M ′, t 〉 = ∂/∂t−k〈z |N,M ′, t 〉, and m
∑
i(z
∗
i )
k〈N,M, t |z 〉 =
∂/∂t∗k〈N,M, t |z 〉, we pull the power series in zi out of the integral. Then we use the fact that
∏
i zi〈z |N,M ′, t 〉 =
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〈z |N,M ′ + 1, t 〉 to rewrite Eq. (71) in the following form:
〈N,M, t |Aqp(ξ)|N,M ′, t 〉 = exp[ω(ξ) + ω∗(ξ′∗) +N ln ξ′∗]
× exp
{
− 1
m
∑
k>0
[
ξk
k
∂
∂t−k
+
1
k(ξ′∗)k
∂
∂t∗k
]}
〈N,M, t |N,M ′ + 1, t 〉. (72)
One can immediately see that the matrix element (72)
vanishes unless M =M ′ + 1.
At this point, we need to replace t with t′ in
Eq. (72) in order to evaluate the matrix element
〈N,M, t |Aqp(ξ)|N,M ′, t 〉. The best way to proceed is
to apply the shifts generated by the derivatives in the
right hand side of Eq. (72) directly to the matrix ele-
ment 〈M,N, t |N,M, t′ 〉. We, then, use Eqs. (49) and
(50), and apply the definitions (47) together with the
matrix element (53) to arrive at the following expression
for the restriction of the tunneling operator (67):
A0(ξ) = exp
[
iφM +N ln ξ
′∗ + iϕD(ξ)− iϕ†U (ξ′)
]
, (73)
where we have introduced the index 0 to indicate that we
consider a quasi-particle tunneling operator for a sym-
metric Corbino disk, i.e., before deformations of the QH
liquid are taken into account. Such deformations are
treated in Sec. IVC. In (73), the following fields appear:
ϕU (ξ
′) =
∑
k>0
1√
k
[
(ξ′/rU )
kakU + (rU/ξ
′)ka†kU
]
, (74a)
ϕD(ξ) =
∑
k>0
1√
k
[
(rD/ξ)
kakD + (ξ/rD)
ka†kD
]
. (74b)
Several remarks are in order. One easily sees that
the quasi-particle tunneling operator (73), taking into
account definitions (74), essentially coincides with the
tunneling operator found in the effective theory, as given
by Eqs. (20) and (22). These operators differ only in
the parametrization of the boundary ∂D of a QH system
[2D coordinates ξ = reiθ in (73), versus 1D coordinates
x = rθ in (20)], and by zero modes, which are different in
the case of a single edge considered in Sec. II B. Further-
more, note that the wave number k in Eqs. (74) has to be
replaced by the wave vector: k → krs. We also mention
that tunneling operators, as defined in (73), evaluated at
two different points commute:
[A0(ξL),A0(ξR)] = 0. (75)
This is because the two fields ϕU and ϕD in (73) have op-
posite chiralities, and, in the case of a symmetric Corbino
disk considered so far, their contributions to the commu-
tator cancel exactly. Is this property a consequence of the
symmetry of the Corbino disk, or can it be extended to an
arbitrary geometry? We propose the following argument,
suggesting the universality of the relation (75). In order
to arrive at expression (73) for the quasi-particle tunnel-
ing operator, we have dropped the prefactor (ξ′ξ∗)M in
the electron tunneling operator (69), and, consequently,
the prefactor (ξ′ξ∗)M/m. This is motivated by the prox-
imity of the tunneling points in a real experimental sit-
uation. If we relax this requirement and consider arbi-
trary locations of tunneling points at the boundaries of
the Corbino disk then the commutator [A0(ξL),A0(ξR)]
acquires additional contributions from zero modes and
from the oscillators. It turns out that these contribu-
tions cancel exactly, suggesting the universality of the
commutation relation (75).
Next, we find the restricted charge density operators
at the edges of a QH system, ρD(θ) = PσD(θ)P −
M/2πmrD and ρU (θ) = PσU (θ)P +(M +mN)/2πmrU ,
by rewriting the result (38) in terms of the operators (47):
ρD(θ) = − 1
2πrD
∂θϕD(ξ) − M
2πmrD
, (76a)
ρU (θ) =
1
2πrU
∂θϕU (ξ) +
M +mN
2πmrU
. (76b)
Here the homogeneous contributions describe the charge
accumulation caused by the variation of the quantum
numbers M and N . We note that, again, these results
agree with those of the effective theory presented in Sec.
II. In particular, setting M = 0 in Eq. (76b) and chang-
ing the parametrization of the boundary, we arrive at the
expression (18), complemented by (22). Also note that
Eqs. (76) lead to the following commutation relations
[A0(ξ), ρs(θ)] = ± 1
mrs
δ(θ − θs)A0(ξ), (77)
s = U,D, where the angles θD and θU parametrize the
position of the tunneling points in coordinates of the in-
ner and outer edge. These commutation relations show
that the tunneling operator (73) creates a pair of point-
like charges of magnitude ±1/m.
Finally, we must find the restriction of the operators
of electron tunneling from the quantum Hall edges to the
Ohmic contacts. This can be done by applying the tech-
nique used above to the electron annihilation operator
(68). The result of the restriction is given by
AU = c†U exp
[
imϕU (ξU )
]
× exp [− iφN + (mN +M) ln ξU ] (78)
for tunneling from the outer edge to the upper Ohmic
contact (see Fig. 3 for notations), while the tunneling
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operator on the inner edge is given by
AD = c†D exp
[
imϕD(ξD)
]
× exp [− iφN + imφM +M ln ξD], (79)
where cU and cD are electron annihilation operators in
Ohmic reservoirs.
C. Deformations of the ground state
We are now in a position to investigate the effects of
a deformation of the symmetric Corbino disk upon the
collective and local excitations. For this purpose, we con-
sider the combined effect of a ground state deformation,
described by some function ωd(z) =
∑
k tdkz
k, and of de-
formations caused by excitations, ω(z) =
∑
k tkz
k. The
total deformation function is then given by
ωtot(z) = ω(z) + ωd(z) =
∑
k
(tk + tdk)z
k. (80)
This function has to be plugged into the wave function
(28). According to the classical plasma analogy, the de-
formation ωd contributes to the charge density at the
edge, as given in Eqs. (38). However, since we consider
the deformation of a ground state, e.g., by a modulation
gate, the Coulomb energy (61) of the overall deforma-
tion does not change. We therefore choose to maintain
the definition (47), so that the Hamiltonian (65) of the
collective modes remains unchanged.
The ground state deformation also affects the adjoint
operators of the collective modes. This follows by consid-
ering the scalar products of the deformed wave functions:
〈N,M, t |N,M, t′ 〉
= exp
[−mFpl(t∗k + t∗dk, t′k + tdk)], (81)
where Fpl is given by Eq. (50). Repeating the steps that
lead to Eqs. (54) and (55), we find that the adjoint op-
erators acquire a shift:
a†kU → a†kU + i
√
k(rkU t
∗
dk + r
−k
U td,−k), (82a)
a†kD → a†kD + i
√
k(rkDtdk + r
−k
D t
∗
d,−k). (82b)
Obviously, this shift does not change the canonical com-
mutation relations (56).
Next, we construct the modified quasi-particle tunnel-
ing operator Aqp(ξ). For this purpose, we repeat the
steps starting with Eq. (70) and leading to the result
(73), but using new collective mode operators (82) and
the “deformation function” (80). The result of the cal-
culations is the expression
Aqp(ξ) = A0(ξ) exp
{
2i Im[ω−d (ξ)− ω+d (ξ′)]
}
, (83)
where we have introduced the functions
ω+d (z) =
∑
k>0
tdkz
k, ω−d (z) =
∑
k>0
td,−kz
−k, (84)
which are the parts of ωd = ω
+
d + ω
−
d , that are holo-
morphic inside the inner edge and outside of the outer
edge of the Corbino disk, respectively. Thus, the only
effect of deformations of the ground state of the symmet-
ric Corbino disk is the appearance of the phase shift in
the quasi-particle tunneling operator. The structure of
this term is quite natural: deformations of the outer edge
lead to a phase shift in the field ϕU via the function ω
+
d ,
while deformations of the inner edge, controlled by the
function ω−d , shift the field ϕD.
Next, we note that using Eqs. (38) one may express the
phase shifts in (83) in terms of the 1D charge densities
accumulated at the edges as a result of the deformations:
2∂θImω
+
d (ξ
′) = rUσU (θ) and 2∂θImω
−
d (ξ) = −rDσU (θ).
Thus, we conclude that neutral deformations caused, e.g.,
by a modulation gate, lead to phase shifts in the tunnel-
ing operator that may be evaluated as simple contour in-
tegrals of the charge densities accumulated at the edges.
In the next section we will consider variations of zero
modes, δN and δM , leading to specific variations of the
charge densities at the edge. These effects may be de-
scribed by the phase shifts already accounted for in the
bare tunneling operator (73), and the phase shifts due to
neutral deformations considered above. Taking into ac-
count Eqs. (76), we finally arrive at the following simple
and general result:
Aqp(ξ) = A0(ξ) exp {−iδϕU (x′) + iδϕD(x)} , (85a)
δϕU = 2π
∫
dx′δρU (x
′), δϕD = 2π
∫
dxδρD(x), (85b)
where, for convenience, we choose the 1D parametriza-
tion, x′ = rUθ and x = −rDθ, which accounts for the
opposite chiralities of the edge states, and we recall that
A0 is the bare quasi-particle tunneling operator for a
symmetric Corbino disk given in Eq. (73). The con-
stants of integration in Eqs. (85b), if needed, may be
found by evaluating functions ω+d and ω
+
d directly. These
are single-valued functions: The closed-contour integrals
vanish, because the deformations are neutral. The oper-
ators δϕs in this expression account for the specific phase
shifts analyzed in the next section. The operator A0 de-
termines the scaling behavior of tunneling rates.
To summarize the main results of this section, equa-
tions (73-79) complete the restriction procedure, and the
resulting low-energy theory of a QH system confined to
a Corbino disk agrees with the effective theory of Refs.
[5] and [6]. However, in addition to this important con-
clusion, we obtain information that cannot be extracted
from the effective theory alone. Namely, the effective the-
ory does not specify precisely how zero modes enter the
tunneling operators. For example, our direct microscopic
calculations suggest that the quasi-particle tunneling op-
erators (73) do not contain the zero modeM that counts
the number of quasi-particles localized in the central hole
of the Corbino disk. Moreover, we do not find any traces
of additional Klein factors39 in the tunneling operators.
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V. QH INTERFEROMETER AWAY FROM
EQUILIBRIUM
In this section we return to the model of a QH in-
terferometer, see Fig. 3, and investigate various effects of
inserting a singular magnetic flux, applying a modulation
gate voltage, and coupling to Ohmic contacts. The most
important effect is the accumulation of a charge density,
δρs, at the edges s = U or D. It leads a the phase shift
in the quasi-particle tunneling operators, which may be
evaluated using Eq. (85b). Electron tunneling operators,
see (78) and (79), also acquire phase shifts. But they
cancel in tunneling rates. In contrast, the phase shifts of
quasi-particle tunneling operators add to the AB phase in
the oscillating part of the quasi-particle tunneling rates.
The consequences of this observation are twofold. First,
the AB effect may be observed by applying a modulation
gate voltage or a singular magnetic flux. We will find
the periods of AB oscillations in both cases. Second, the
phase shifts δϕs, and, consequently, the quasi-particle
tunneling rates, depend on the variations of zero modes,
δN and δM . We will describe tunneling processes and a
stationary quasi-particle current on a long time scale by
solving the master equation for the probability distribu-
tions in the space of those zero modes.
A. Ohmic contacts
So far, we have considered a QH system confined to a
Corbino disk and electrically isolated from the measure-
ment circuit. Such a system, complemented by two QPCs
connecting the inner and outer edges of the Corbino
disk, may nevertheless be considered a QH interferom-
eter. The time-dependent quasi-particle current in such
a system may be investigated by using, e.g., the time
domain capacitance spectroscopy method.53 As we will
see, there is no reason for the quasi-particle AB effect
not to be observed in such measurements, using an MZ
interferometer. However, the Byers-Yang theorem is for-
mulated for a stationary current, and the naive argument
presented in the introduction considers an MZ interfer-
ometer as an open system. Experimentally,19 such a sit-
uation is realized by coupling a QH system to Ohmic
contacts.
A correct physical description of coupling Ohmic con-
tacts to QH edge states is a complex theoretical problem.
We feel that, despite several attempts41,54, this problem
has not been fully solved. In particular, we are not aware
of a discussion in the literature of how different models of
Ohmic contacts can be discriminated (or verified) exper-
imentally. The difficulty of modeling Ohmic contacts is
related to the fact that Ohmic reservoirs, typically real-
ized by heavily doping a part of the semiconductor sub-
strate, represent physical systems entirely different from
a 2DEG in a QH state. In this situation it is best to
rely on minimal physically plausible requirements to cor-
rectly describe an Ohmic contact: (i) An Ohmic contact
is a metallic reservoir, that has a large capacitance and,
as a result, suppresses fluctuations of the total charge at
the QH edges; (ii) it has a resistance much smaller than
that of the system and creates negligibly little noise; (iii)
an Ohmic contact efficiently equilibrates the edge states.
If these requirements are satisfied in a model it becomes
experimentally difficult to distinguish such a model of an
Ohmic contact from an ideal one.
Here we focus on the first requirement and address
the other ones in Sec. VB. An ideal Ohmic contact
suppresses charge fluctuations at the edges by absorb-
ing all the excess charges arising from variations of zero
modes and of the magnetic field flux. Thus, no vari-
ations of the charge densities δρs arise, except at the
points ξU = rUe
ix′
U
/rU and ξD = rDe
−ixD/rU , where
the Ohmic contacts are located, and at the position
ξG = rUe
ix′
G
/rU of the modulation gate; see Fig. 3. De-
noting these charges by QU , QD, and QG, respectively,
we may write:
δρU (x
′) = QUδ(x
′ − x′U ) +QGδ(x′ − x′G), (86a)
δρD(x) = QDδ(x − xD). (86b)
These equations have to be substituted into Eqs. (85)
which determine the phase shifts in the quasi-particle
tunneling operators.
Next, we evaluate the excess charges in different sit-
uations. If the zero mode N changes by δN , due to an
electron tunneling from Ohmic contact to an edge, this
leads to an accumulation of charge at the outer edge of
the Corbino disk near the upper Ohmic contact; hence
QU = δN . If the zero mode M changes by δM , as a
result of quasi-particle tunneling at QPCs, this leads to
an accumulation of charge at the upper ohmic contact,
QU = δM/m, and depletes the charge at the inner Ohmic
contact, QD = −δM/m. If one applies a modulation
gate voltage in order to deform the (outer) path of the
interferometer, and thus changes the total magnetic flux
through it by ΦG, this leads, according to Eq. (41), to
a neutral deformation and removes a charge ΦG/mΦ0 at
the point ξG. Therefore, in this case, QG = −ΦG/mΦ0.
However, since the homogeneous part of the edge den-
sity is screened by the Ohmic contacts, the excess charge
is accumulated at the upper Ohmic contact, and thus
QU = ΦG/mΦ0.
Finally, adiabatically threading a singular magnetic
flux Φ through the hole in the Corbino disk leads to a
homogeneous shift of the edges described by Eq. (44).
Again, QU = Φ/mΦ0 and QD = −Φ/mΦ0, as a result
of perfect screening by ohmic contacts. Adding all the
effects considered here, we obtain
QU = δN +
δM
m
+
Φ+ΦG
mΦ0
, (87a)
QD = −δM
m
− Φ
mΦ0
, QG = − ΦG
mΦ0
. (87b)
Already at this level, we can see how the Byers-Yang
argument is saved: Changing the magnetic flux Φ by
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one flux quantum is compensated by a reduction of the
number of quasi-particles, δM , by 1.
FIG. 6: Schematic illustration of the interferometers of the
MZ type (left panel) and of the FP type (right panel).
The effect of variations of the excess charges is twofold.
First, the charges QU and QD are screened by the Ohmic
reservoirs through their own charge capacitances, CU and
CD, which are much larger than the capacitances of the
Corbino disk. Therefore, equation (64) for the ground
state energy has to be replaced with the following ex-
pression
E0 =
∑
s=U,D
Q2s
2Cs
,
Csvs
rs
≫ 1, (88)
i.e., states corresponding to different values of zero modes
are almost degenerate, which implies that there are
strong fluctuations in equilibrium. We will see, however,
that these fluctuations do not suppress AB oscillations.
Second, as demonstrated below, to leading order in tun-
neling processes, the AB oscillation in current originate
from the term A†qp(ξL)Aqp(ξR), which depends on an in-
tegral of the densities (86) over a closed path and thus
depends on excess charges. However, before evaluating
this term, we pause for an important remark.
By appropriately choosing the positions of the Ohmic
contacts relative to the positions of the QPCs, as shown
in Fig. 6, one can model both FP and MZ type interfer-
ometers with the Corbino disk topology. If the Ohmic
contacts are located at the positions illustrated in the
left panel, there are only two coherent paths connecting
them, which describes an MZ interferometer. In contrast,
if the Ohmic contacts are located at the positions shown
on the right panel, then there are several coherent paths
connecting them, differing in the number of reflections
between the QPCs, as for an FP-type interferometer.
We expect that the singular magnetic flux Φ thread-
ing the hole of the Corbino disk enters differently in the
expressions of the quasi-particle tunneling operators, for
an MZ and an FP interferometer, respectively. Indeed,
when evaluating the term A†qp(ξL)Aqp(ξR) with the help
of expressions (85), (86) and (87), one must take into
FIG. 7: Two possible choices of the integration path in Eqs.
(89), (90), and (91) are shown. In both cases the result is the
same: If one chooses the blue contour, then the contributions
of the edge densities are zero, while the bulk fields give the
phase 2π(δM + Φ/Φ0). If one chooses the red contour, then
the contribution of the bulk fields is zero, since the contour
does not enclose the hole. However, the contribution of the
charge density, accumulated at the edge near the Ohmic con-
tact, gives the contribution exactly equal to the calculated
above.
account the position of the inner Ohmic contact, which
leads to
A†qp(ξL)Aqp(ξR) = A†0(ξL)A0(ξR)
× exp
{
2πi
(
δM
m
+
Φ+ΦG
mΦ0
)}
(89)
for an MZ-type interferometer, and
A†qp(ξL)Aqp(ξR) = A†0(ξL)A0(ξR) exp
{
2πiΦG
mΦ0
}
(90)
for an FP-type interferometer.55 The difference in these
results matches the observation that the interference
paths in an FP interferometer do not enclose a singu-
lar magnetic flux. We also note that, when evaluating
the phase shifts in (89) and (90) as integrals of the den-
sities δρs over closed paths, there are four possibilities to
choose these paths. Two of them are shown in Fig. 7:
one is connecting the tunneling points in the lower part
of the Corbino disk, and the other encloses the upper
part of it. As one can see from Eqs. (87), the difference
is equal to 2πδN , i.e., the two paths yield identical phase
changes.
Finally, we note that all the results obtained here may
be formulated at the level of the effective theory. One can
use Eqs. (18) and (19) in order to find the phase factor
in the product of the two tunneling operators:
A†qp(ξL)Aqp(ξR) ∝ exp
{
2πi
∫
dx[δρD(x) − δρU (x)]
+ i
∫
γ
Bµdr
µ + (2i/m)
∫
γ
Aµdr
µ
}
, (91)
where the contour γ connects the tunneling points ξL, ξ
′
L,
ξ′R and ξR, and the accumulated edge densities δρs are
integrated along the corresponding sections of the edges.
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It follows from the action (10) that 〈Bµ〉 = −Aµ/m+Bµ,
where the second term is the topological contribution of
the charge localized at the inner edge, i.e.,
∫
γ Bµdxµ =
2πM/m, for an arbitrary contour γ enclosing the hole in
the interferometer. In other words, the bulk and edge
degrees of freedom are not completely decoupled for a
non-trivial sample topology. We should mention that
the total phase (91) is independent of the choice of the
contour γ (see Fig. 7). This is because the tunneling
operators are single-valued and this property continues
to hold at the level of the effective theory.
B. Current through the interferometer
To satisfy the second and third requirements on an
ideal Ohmic contact (see Sec. VA), we consider a QH
interferometer with strong electron tunneling to Ohmic
reservoirs and weak quasi-particle tunneling between the
inner and outer edge (see Fig. 8). Strong electron cou-
pling to Ohmic contacts guarantees that the inner and
outer edge states are in equilibrium with the metal-
lic reservoirs with electro-chemical potentials µU and
µD. The charge current between the Ohmic contacts,
which arises as a response to the potential difference
∆µ = µU−µD, is due to weak quasi-particle tunneling at
the QPCs. It is convenient to introduce a new notation
for zero modes. We denote byNU andND the numbers of
electrons at the outer and inner edge of the interferome-
ter, respectively. The number of quasi-particles localized
along the inner edge is denoted by l = 0, . . . ,m− 1:
δM = −mND − l, (92a)
δN = NU +ND. (92b)
The electron quantum numbers, NU and ND, change be-
cause of tunneling at the Ohmic contacts, while the quan-
tum number l changes by 1 when a quasi-particle tunnels
from one edge to the other one, as illustrated in Fig. 8.
We consider the zero modes to be classical variables
and derive a Master Equation for the probability distri-
bution functions. Quantum coherence manifests itself in
oscillations of the quasi-particle tunneling rates as func-
tions of the magnetic fluxes Φ and ΦG. These oscillations
originate from the interference of the two quasi-particle
tunneling amplitudes at the left and right QPC. Formally,
these oscillations stem from the Φ-dependent phase fac-
tor in the tunneling operators. Strong coupling to Ohmic
contacts implies that, after every event of quasi-particle
tunneling, the edge states relax to the equilibrium state
described by the probability distribution function
Pl(NU , ND) =
1
Zl
e−β(E0−
∑
s
µsNs), (93)
where β is the inverse temperature and Zl is the partition
function. The probability Pl(NU , ND) depends on the
FIG. 8: Schematic illustration of the processes at Ohmic con-
tacts and QPCs. Upper panel: Electrons tunnel between
Ohmic contacts and QH edges, preserving the incompress-
ibility of the QH liquid. These processes change the numbers
NU and ND. Lower panel: Tunneling of a quasi-particle from
one edge of the Corbino disk to another leads to the recon-
struction of the wave function and changes the number l by
1. It is accompanied by a change of the electric charge at the
inner edge by the value 1/m.
number l of quasi-particles via the ground-state energy
E0(NU , ND, l), which is given in Eqs. (87) and (88). We
observe that one does not need to specify the precise form
of coupling to the Ohmic contacts, because the only role
of this coupling is to equilibrate the edge states.56
To lowest order in quasi-particle tunneling, the distri-
bution function of zero modes may be written as
P (NU , ND, l) = PlPl(NU , ND), (94)
where Pl is the probability of finding the system in a state
with l quasi-particles, and Pl(NU , ND) plays the role of a
conditional probability of finding the interferometer in a
state with NU and ND electrons at the edges, given the
number l of quasi-particles. Considering quasi-particle
tunneling as a weak process that changes the number l,
we may then describe the distribution function with the
help of a master equation
P˙l = Ω+l−1Pl−1 +Ω−l+1Pl+1 − (Ω+l +Ω−l )Pl, (95)
where Ω+l and Ω
−
l are the rates of transition from a state
with l quasi-particles to a state with l + 1 and l − 1
quasi-particles, respectively. These rates are given by
the expression:
Ω±l =
∑
NU ,ND
W±l (NU , ND)Pl(NU , ND), (96)
where W±l (NU , ND) are the rates of quasi-particle tun-
neling between two states with a fixed numbers of elec-
trons, NU and ND.
At time scales much larger than the characteristic tun-
neling times, the interferometer reaches a steady state
regime, with P˙l = 0. It is easy to see that, in this regime,
the following quantity is independent of l
I = Ω+l Pl − Ω−l+1Pl+1. (97)
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When P˙l = 0 this quantity is actually the charge current
that we are looking for. This follows from the expression
for the current
I = (1/m)
∑
l
(Ω+l − Ω−l )Pl, (98)
and from the periodic boundary condition, P0 = Pm,
which can be verified using Eqs. (93) and (94). Note
that the detailed balance equation Ω+l Pl = Ω−l+1Pl+1 is
satisfied only if I = 0. Thus, the QH interferometer in
a non-equilibrium steady-state represents an interesting
example of a system with broken “detailed balance”.
We evaluate the tunneling ratesW±l (NU , ND) to lead-
ing order in the tunneling Hamiltonian HT = A + A†,
where A ≡ Aqp(ξL) +Aqp(ξR). A straightforward calcu-
lation based on Fermi’s Golden Rule yields the following
expression:
W+l (NU , ND) =∫
dtTr{ρeqP(NU , ND, l)A†(t)A(0)}, (99)
and a similar expression for W−l (NU , ND). Here the op-
erator P(NU , ND, l) projects onto states with given num-
bers Ns and l, and the operator ρeq is the equilibrium
density matrix for the oscillators. We now consider the
solution of the master equation (95), with tunneling rates
given by (99), for two possible types of QH interferome-
ters (see Fig. 6).
It turns out that one can find the periodicity of the
current without an explicit evaluation of the integral in
(99). Indeed, for the MZ interferometer, the product of
two tunneling operators, which yields the coherent con-
tribution to (99), has the following dependence on the
zero mode l and the fluxes [see Eq. (89)]:
A†qp(ξL)Aqp(ξR) ∝ exp
{
2πi
(
Φ + ΦG
mΦ0
− l
m
)}
. (100)
Notice that the magnetic flux enters these products, and,
hence, the transition rates (96), solely in the combination
(Φ+ΦG)/Φ0−l. A shift of the flux Φ by one flux quantum
Φ0 is then compensated by the shift l→ l+1. The quasi-
particle current is given by Eq. (98), where the probabil-
ities satisfy Eq. (95), with P˙l = 0, with the constraint
that
∑
l Pl = 1. All these equations are periodic in l
with period equal to m and invariant under the replace-
ment Ω±l → Ω±l+1. This implies that the average current
has the electronic periodicity, I(∆µ,Φ) = I(∆µ,Φ+Φ0),
in agreement with the Byers-Yang theorem.
For example, the solution of Eqs. (97) and (98), for
ν = 1/3, predicts an average current
I =
Ω+2 Ω
+
1 Ω
+
0 − Ω−2 Ω−1 Ω−0∑
l(Ω
+
l+1Ω
+
l +Ω
+
l+1Ω
−
l +Ω
−
l+1Ω
−
l )
, (101)
which is an explicitly periodic function of Φ with the elec-
tronic period Φ0. We note that each tunneling rate Ω
±
l
has, however, a quasi-particle periodicity. Therefore the
quasi-particle periodicity with respect to a singular flux
may in principle be observed via, e.g., current noise mea-
surements at finite frequencies. This last fact does not
contradict the Byers-Yang theorem, because this theo-
rem applies only to a stationary state and to long-time
measurements.
In contrast to our findings for the MZ interferometers,
it follows from Eq. (89) that the coherent combination of
the tunneling amplitudes does not depend on l for FP in-
terferometers. The current has therefore a quasi-particle
periodicity, with period mΦ0, with respect to a modula-
tion gate. We emphasize that this does not violate the
Byers-Yang theorem. The quasi-particle periodicity with
respect to a modulation gate allows one to perform edge
spectroscopy, as proposed in Ref. [30]. The product (90)
does however not depend on the singular flux, however,
which is natural, because the interference contour does
not wind around the flux tube. The periodicity of the
current in the singular magnetic flux is thus determined
entirely by the Coulomb blockade effect, if present in case
of weak coupling to Ohmic contacts, and is equal to Φ0.
VI. CONCLUSION
Recently, the physics of AB oscillations in electronic
interferometers has been the subject of some debate. A
number of authors have claimed that only electronic pe-
riodicity may be observed in transport phenomena in
Mach-Zehnder interferometers built from QH states at
fractional filling factors ν = 1/m. We have briefly re-
viewed those results in the introduction. Here we repeat
that the main argument against the observability of AB
oscillations with quasi-particle periods is based on the
Byers-Yang theorem, which states that the steady-state
current through the interferometer oscillates with a pe-
riod given by the electronic period Φ0 when expressed as
a function of the singular magnetic flux Φ threading the
interferometer’s loop.
We have constructed a microscopic model of a QH in-
terferometer to analyze how and in which cases the elec-
tron periodicity is restored. Our starting point has been
the Laughlin wave-function, which is a good approxima-
tion for the true ground state of a QH liquid at filling
factors ν = 1/m. We have studied small, incompress-
ible deformations of the ground state of an electronic
interferometer and restrict the microscopic Hamiltonian
to the subspace of states describing such deformations.
The restricted Hamiltonian (65) and restricted tunnel-
ing operators (73) are consistent with the effective low-
energy theory5,6, modified in order to take into account
the non-trivial topology of the system. Interestingly, we
have not found any traces of additional Klein factors39 in
the quasi-particle tunneling operators. Moreover, these
operators are single-valued in the positions of the tunnel-
ing points.
Crucial ingredients of our model are the Ohmic con-
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tacts. We describe them as regions of the edges that ac-
commodate any excess charge, thus perfectly screening
slow charge fluctuations at the edges. Ohmic contacts
have a large capacitance and enhance the equilibration
and dephasing of edge states. The current through the
interferometer, caused by a bias voltage applied to the
Ohmic contacts, has been determined with the help of a
master equation describing tunneling at QPCs. We have
found that the tunneling rates in an MZ interferometer
oscillate in the number of quasi-particles l. Therefore,
after a resummation over l, the current through the in-
terferometer oscillates as a function of the magnetic flux
with the electronic period Φ0. In contrast, for an FP
interferometer, the tunneling rates are independent of l,
and the current oscillates with the period mΦ0 as a func-
tion of the magnetic flux controlled with a modulation
gate. The Byers-Yang paradox has been resolved.
In conclusion, we note that the microscopic derivation
of the effective low-energy theory of an electronic inter-
ferometer presented in this paper can be generalized to
states with other filling factors; in particular, to states
with non-Abelian quasi-particle statistics. Moreover, our
results can easily be generalized to systems with a differ-
ent geometry. Although, generally speaking, the physics
will remain the same, detailed considerations may reveal
new interesting results. In view of our findings concern-
ing the nature of quasi-particle interference, it would be
very interesting to reconsider effects of quasi-particle ex-
change and statistics.
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Appendix A: Quantization of Chern-Simons theory
The purpose of this appendix is to recall some basic as-
pects of the quantization of the topological Chern-Simons
theory,57 as described by the action (4), which is invari-
ant under the gauge transformations (2). The most im-
portant property of the action (4) is that it is “topolog-
ical”. It does not depend on the metric tensor gµν , and
it is invariant under arbitrary smooth transformations
of coordinates. Indeed, under a change of coordinates,
xµ → yµ′(xµ), the field Bµ transforms as Bµ′∂yµ′/∂xµ,
so that, in the new coordinates, the action takes the fol-
lowing form:
S0[B] = α0
∫
d3xǫµνλBµ∂νBλ
= α0
∫
d3y
| detJ |ǫ
µνλJµ
′
µ J
ν′
ν J
λ′
λ Bµ′∂ν′Bλ′ , (A1)
where Jµ
′
µ = ∂y
µ′/∂xµ is the Jacobian of the transfor-
mation. Next, using the properties of the antisymmetric
tensor ǫµνλ,
ǫµνλJµ
′
µ J
ν′
ν J
λ′
λ = ǫ
µ′ν′λ′ detJ, (A2)
we find that the form of the action remains unchanged.
Note that the situation is different from the Maxwell-type
contribution to the action (3), which explicitly depends
on the metric gµν :
S1[B] = α1
∫
d3r
√
det gFµνFλρg
µλgνρ, (A3)
where Fµν = ∂µBν − ∂νBµ. However, this contribution
can be neglected in the low-energy limit.
The topological nature of the action (4) implies that
the expectation value of an arbitrary observable depends
only on topological properties of this observable. For ex-
ample, the vacuum average of the “fluxes” through con-
tours C1 and C2
L(C1, C2) = 2iα0〈
∮
C1
Bµdx
µ
∮
C2
Bνdx
ν〉, (A4)
known as the linking number, does not depend on the
shapes of the contours but only on the way in which C1
and C2 are linked, as illustrated in Fig. 9. This is because
the shape of the contours can be changed with the help
of coordinate transformations, but the action is invariant
under such transformations.
FIG. 9: Schematic illustration of the topological invariance of
the Chern-Simons theory. The vacuum average (A4) of the
flux tube operators corresponding to the contours C1 and C2
(shown by red lines) on the left is equal to the average cor-
responding the contours shown in the center. However, the
average for the contours shown in the middle differs from the
one for the contours shown on the right, because the corre-
sponding links are topologically inequivalent, i.e., they cannot
be transformed into each other by smooth deformations.
In the following, we analyze the equations of motion
for the field Bµ in order to identify physical states of the
Chern-Simons theory. Variation of the action (4) with
respect to Bµ yields:
ǫµνλ∂µBλ = 0. (A5)
Introducing time and spatial components, Bµ = (Bt, ~B),
as well as the “electric” field ~E = ~∇Bt − ∂t ~B and “mag-
netic” field B = ∂xBy − ∂yBx, we rewrite Eq. (A5) as
follows:
Ex = Ey = B = 0. (A6)
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Thus, the dynamics of a QH liquid is similar to the dy-
namics of a condensate in a superconducting metal. In a
topologically trivial region, the only solution of the equa-
tions of motion (A5) is
Bµ = 0, (A7)
up to the gauge transformations (2). Physically, this be-
havior reflects the presence of a gap for charge density
excitations in the bulk, which do not appear in the ef-
fective theory. We conclude that the dynamics of a QH
liquid is trivial and the field strength of the vector po-
tential Bµ vanishes, unless some “topological defects” are
present.
The topological defects, which bear some similarities
with Abrikosov vortices in superconductors, may be de-
scribed by the so called Wilson line operators:
W [C ] = exp
{
i
∑
i
qi
∫
Ci
Bµdx
µ
}
. (A8)
They are parameterized by a set C = {Ci, qi} of con-
tours Ci and real numbers qi. The operator (A8) creates
vortices along contours Ci with “vorticities” qi. It turns
out that, as we show in the following, these vortexes are
local quasi-particle excitations with charges proportional
to qi. The space of states of the QH liquid described by
the action (4) is then defined as the linear span of the
vectors
|C 〉 =W [C ]|0〉, (A9)
corresponding to Wilson lines ending on the surface t = 0
applied to the ground state |0〉 and satisfying the condi-
tion ∑
i
qi = 0 (A10)
at all nodes of vortices. Condition (A10) ensures the
gauge-invariance of the theory. Two examples of Wilson
lines are shown in Fig. 10. Lines with the same endpoints
zi and vorticity qi, which are topologically equivalent,
create the same state.
The scalar product of two arbitrary states (A9) is given
by the expression
〈C 1|C 2〉 = 〈W [C ∗1 +C 2]〉, (A11)
where C ∗1 denotes the set of contours,obtained by time
reversal of contours of the set C 1. This procedure is
illustrated in Fig. 11. Below we show that the scalar
products of vectors created by Wilson lines with differ-
ent endpoints or with non-matching vorticities qi vanish,
i.e., the corresponding states are orthogonal. For non-
vanishing products, the average on the right hand side of
Eq. (A11) can be found by evaluating the Gaussian path
integral:
〈WC 〉 =
∫
DBµ exp
{
iS0[B] + i
∑
i
qi
∮
Ci
Bµdx
µ
}
.
(A12)
FIG. 10: Simple examples of states in the Chern-Simons
theory, created by Wilson lines (shown in red color).
The state shown on the left is created by the operator
exp[iq
∫ z1
z0
Bµdx
µ − iq
∫ z2
z0
Bµdx
µ]. All the endpoints (shown
by black dots) lie on the plane t = 0. The state shown on
the right is a more complicated example of an allowed state.
Note the “charge conservation” condition (A10) at all nodes
(shown by red dots).
The set C = C ∗1 + C 2 consists of only closed contours.
Thus, taking into account condition (A10), we conclude
that all scalar products of states of the theory are gauge-
invariant. Definition (A11) of the scalar product com-
pletes the construction of the quantum Chern-Simons
theory. In what follows, we use this definition to identify
properties of the excitations created by Wilson lines.
FIG. 11: An example of the scalar product (A11). States on
the left and right are described by corresponding Wilson lines.
The dashed line shows the position of the plane t = 0. The
Wilson line creating the state on the left must be reflected at
the plane t = 0 and hooked up to the Wilson line creating the
state on the right. The scalar product is given by the average
of the resulting (closed) Wilson loop, which can be evaluated
with the help of Eq. (A12).
One of the most important properties of local exci-
tations is related to their statistical phase. In Chern-
Simons theory, the statistical phase θ12 of two excita-
tions labeled by q1 and q2 is defined as the relative phase
of the wave functions that differ by braiding of the cor-
responding Wilson lines. In the example shown in Fig.
12, the relative phase of the wave functions is given by
exp(2iθ12). In order to find this phase, one has to eval-
uate the corresponding functional integral. Using the
Gaussian nature of the functional integral (A12) and the
definition (A4) of the linking number, we find that
θ12 =
iq1q2
2
〈∮
C1
Bµdx
µ
∮
C2
Bµdx
µ
〉
=
q1q2
4α0
L(C1, C2).
(A13)
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The linking number may formally be expressed in terms
of the correlation function Gµν(x − y) = 〈Bµ(x)Bν (y)〉
as follows
L(C1, C2) = 2iα0
∮
C1
dxµ
∮
C2
dyµGµν(x − y). (A14)
Since the action (4) is quadratic, Gµν is the Green func-
tion of the equations of motion (A5):
ǫµρλ∂λGρν(x− y) = (i/2α0)δµν δ(x− y). (A15)
FIG. 12: Illustration of the calculation of the statistical phase
θ12 of two excitations labeled by q1 and q2. The scalar prod-
uct of the two states shown on the left hand side is equal to
exp(2iθ12). According to Eqs. (A11) and Eq. (A16), the ex-
pectation of the resulting Wilson loop on the right hand side
is proportional to the exponential of the linking number of
the two loops C1 and C2.
Using Eq. (A15) and applying Stokes’ theorem to the
integral over the contour C1, we find that
L(C1, C2) =
∫
D1
nµd
2x
∮
C2
dyµδ(x− y), (A16)
where nµ is the unit vector field orthogonal to a surface
D1 bounded by C1. Thus, we find that the linking num-
ber of the contours C1 and C2 counts how many times
one of the contours pinches through a surface bounded
by the other contour. This number is obviously indepen-
dent of the choice of the surface and is topological. In the
example illustrated on the right hand side of Fig. 12, this
number equals one, and therefore, the statistical phase is
θ12 =
q1q2
4α0
. (A17)
Another important property of local excitations is their
charge. First, we note that the Wilson lines (A8) cor-
respond to open contours and are therefore not gauge-
invariant. The states (A9) transform under gauge trans-
formations (2) as follows:
|C 〉 → exp
{
i
∑
i
qiβ(zi)
}
|C 〉. (A18)
In other words, these states transform as wave functions
of charge sources localized at the points zi. It follows
then that any two states, |C 〉 and |C′ 〉, with different
end points of Wilson lines or with non-matching qi are
orthogonal. This is because the scalar product of these
states vanishes upon integrating over the gauge function
β.
In order to find the values of charges of the quasi-
particles, we recall that the connection between the bulk
current density of the QH liquid and the Chern-Simons
field Bµ is given by Eq. (1). Hence, the charge operator
corresponding to a region D, namely QD ≡
∫
D
d2zJ0,
can be written as
QD =
1
2π
∫
D
d2zǫ0µν∂µBν =
1
2π
∮
γ
Bµdx
µ, (A19)
where we have applied Stokes’ theorem, and the contour
γ = ∂D is the boundary of the region D (see Fig. 13).
Next, we formally evaluate the following expectation,
using result (A17):
〈C | exp(iλQD)|C 〉 = exp
{
− λ
4πα0
∑
i
qiL(γ, Ci)
}
× 〈C |C 〉. (A20)
It follows from Eq. (A20) and the orthogonality of states
with different end points of Wilson lines that all the sates
(A9) are the eigenstates of the charge operator (A19),
and we find that
[QD,W [C ]] = − 1
4πα0
∑
i
qiθ(zi ∈ D)W [C ] , (A21)
where the step function θ is equal to one if the endpoint
zi lies inside the region D and vanishes elsewhere, as
illustrated in Fig. 13. In other words, each Wilson line
innihilates a local excitation of charge qi/4πα0 at the
point zi. In Sec. II, we have shown that the charges of
quasi-particles are quantized. This effect resembles the
quantization of magnetic flux in superconductors.
FIG. 13: Evaluation of the spectrum of the charge operator
QD, defined in Eq. (A19). Left panel: Only one endpoint,
z2, is inside region D. Eq. (A21) then yields QD = q/4πα0.
Right panel: Both endpoints z1 and z2 belong to region D,
and the total charge in D is zero. These results are easily
understood in terms of the linking number of the boundary
γ of D and the Wilson loop C obtained as a concatenation
of the initial (solid) Wilson line with the corresponding time-
reversed (dashed) line; (see Eq. A20).
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