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Resumen 
El modelado termodinámico presenta 
problemas complejos de optimización 
global involucrados. Por ejemplo la 
minimización global de la función de 
distancia al plano tangente (TPDF) y de 
la función de Gibbs (G) son tareas que 
requieren métodos numéricos robustos, 
ya que presentan atributos desfavorables 
tales como discontinuidad, no diferen-
ciabilidad y multivariabilidad. Otro 
problema difícil de resolver es la esti-
mación de parámetros, aún para mode-
los termodinámicos simpes.  
En la actualidad se está realizando un 
trabajo significativo en el uso de algo-
ritmos estocásticos de optimización 
global para la resolución de este tipo de 
problemas. Particularmente, las me-
taheurísticas están demostrando ser tan 
efectivas como los métodos determinís-
ticos. Sin embargo, los resultados de su 
aplicación en el área del modelado ter-
modinámico estos estudios indicaron 
que aun existen limitaciones para resol-
ver problemas de optimización global 
complejos. En esta línea de investiga-
ción, el Grupo de Investigación y Desa-
rrollo en Informática Aplicada (GIDIA) 
pretende analizar la factibilidad de la 
aplicación de técnicas de la inteligencia 
artificial en el desarrollo de algoritmos 
de optimización global para el cálculo 
termodinámico. 
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Contexto 
La línea de investigación aquí pre-
sentada se encuentra inserta en el pro-
yecto Técnicas de Inteligencia Artificial 
aplicadas al Modelado Termodinámico, 
ejecutado a partir del año 2014 por el 
Grupo de Investigación y Desarrollo en 
Informática Aplicada (GIDIA) de la 
Facultad de Ingeniería de la Universi-
dad Nacional de Jujuy. 
El proyecto, acreditado y financiado 
por la Secretaria de Ciencia y Técnica y 
Estudios Regionales de la Universidad 
Nacional de Jujuy, se encuentra bajo el 
Programa de Incentivos. 
Introducción 
Los cálculos de equilibrio de fase cum-
plen un rol crucial en la simulación, 
diseño y optimización de procesos de 
separación, siendo esenciales en la de 
sistemas de procesos. La dificultad de 
estos cálculos reside en la naturaleza no 
convexa, multivariable y altamente no 
lineal de las funciones termodinámicas 
usadas como criterio de optimización. 
Estos cálculos se deben realizar de for-
ma confiable y eficiente, para evitar 
incertidumbres y errores en el diseño 
del proceso. 
Estos cálculos termodinámicos pueden 
formularse como un problema de opti-
mización global donde la función obje-
tivo puede ser, dependiendo del pro-
blema, la función termodinámica de 
Gibbs (G) o una función error definida 
por los valores experimentales de equi-
librios de fase y los calculados mediante 
  
un modelo termodinámico seleccionado 
[1]. 
Los métodos tradicionales de optimiza-
ción resultan poco adecuados para re-
solver este tipo de problemas debido a 
que son propensos a graves dificultades 
de cálculo y pueden no converger a la 
solución correcta cuando las estimacio-
nes iniciales no son las adecuadas [4]. 
En general, discernir entre los mínimos 
locales y el global suele ser difícil, en 
especial, si éstos son cercanos en el es-
pacio de soluciones y con poca diferen-
cia entre sus valores absolutos; la ubica-
ción de este mínimo global para pro-
blemas termodinámicos es crucial, ya 
que sólo ese corresponde a la solución 
deseable y correcta [5]. 
A la fecha varios trabajos se han desa-
rrollado en el área de la optimización 
global, y varios algoritmos se utilizaron 
para resolver estos problemas termodi-
námicos. Una revisión de estos trabajos 
se puede encontrar en [6]. 
Metaheurísticas 
Las metaheurísticas son métodos de 
resolución que orquestan una interac-
ción entre los procesos de mejora local 
y estrategias de mayor nivel para crear 
un proceso capaz de escapar de óptimos 
locales y realizar una búsqueda robusta 
en el espacio de soluciones. Estos mé-
todos incluyen cualquier procedimiento 
que emplee estrategias para superar la 
trampa de la optimalidad local en espa-
cios de soluciones complejos, especial-
mente aquellos procedimientos que uti-
lizan una o más estructuras locales co-
mo un medio para definir movimientos 
admisibles para la transición de una 
solución a otra, o para construir o des-
truir soluciones en procesos constructi-
vos y destructivos [7]. 
Si bien las metaheurísticas no son capa-
ces de garantizar la optimalidad de las 
soluciones que encuentran, los proce-
dimientos exactos o métodos de con-
vergencia local, a menudo son incapa-
ces de encontrar soluciones cuya cali-
dad sea similar a la obtenida por las 
principales metaheurísticas, en particu-
lar, en la resolución de problemas del 
mundo real donde se evidencia su efi-
ciencia y eficacia para resolver proble-
mas grandes y complejos. 
Modelado termodinámico 
Desde un punto de vista macroscópico, 
los estados de un sistema multicompo-
nente se describen mediante sus propie-
dades termodinámicas: energía interna, 
entropía, energía de Gibbs, volumen, 
cantidad de materia para cada compo-
nente de la mezcla, temperatura, pre-
sión, composición y potenciales quími-
cos 𝜇𝑖. Estos últimos describen macros-
cópicamente los efectos de tamaños 
relativos y de grado de interacción mo-
lecular. 
Dependiendo de la condición del siste-
ma, éste podrá ser homogéneo (cuando 
no es posible determinar en él zonas 
diferenciadas, separadas por límites o 
fronteras con propiedades diferentes) o 
heterogéneo (opuesto al anterior, donde 
se llama fase a cada zona y el sistema se 
denomina multifásico). Mientras las 
condiciones se mantengan, el sistema se 
encuentra en equilibrio, pudiendo ser 
estable, es decir, sin tendencia al cam-
bio en el tiempo de observación. Si di-
chas condiciones se modifican, el estado 
de un sistema puede cambiar, determi-
nando un proceso durante el cual los 
valores de las propiedades termodiná-
micas se modifican. 
El conocimiento de los equilibrios y 
estabilidad de fases (comportamiento de 
fase) es de fundamental importancia 
para predecir la evolución de sistemas 
materiales y sus composiciones en va-
rias operaciones de la industria química 
y de procesos. Una de las maneras de 
conocer el comportamiento de fase es 
por medio del modelado termodinámico 
utilizando relaciones entre las propieda-
des que caracterizan el estado del siste-
ma y permitiendo efectuar predicciones 
de comportamientos de fase. 
  
El desarrollo de métodos eficientes y ro-
bustos para el cálculo del equilibrio de 
fase siempre ha sido un desafío, y aún 
lo es. La dificultad consiste en que la 
forma de la función objetivo, altamente 
no lineal y no convexa, ocasiona que no 
exista una garantía para localizar el mí-
nimo global. La complejidad del pro-
blema crece, cerca de puntos críticos y 
límites de fases [8] y con el número de 
componentes y fases posibles. 
Metaheurísticas aplicadas al Modela-
do Termodinámico 
Ya se comentó que los problemas de 
optimización global involucrados en el 
cálculo y modelado termodinámico son 
muy desafiantes. Por ejemplo, la mini-
mización global de TPDF y función de 
Gibbs son tareas difíciles y requieren 
métodos numéricos robustos ya que 
presentan atributos desfavorables tales 
como discontinuidad y no diferenciabi-
lidad (por ejemplo, al usar EoS cúbicas 
o modelos asimétricos para modelar 
propiedades termodinámicas). En con-
secuencia, las funciones objetivo pue-
den tener varios mínimos locales in-
cluyendo soluciones triviales y no físi-
cas [6]. También, los problemas de es-
timación de parámetros pueden ser difí-
ciles de resolver incluso para modelos 
termodinámicos simples [9][10][11]. En 
la estimación de parámetros de ecuacio-
nes de estado para el modelado termo-
dinámico surgen dificultades como la 
convergencia a un mínimo local, una 
función objetivo plana en la vecindad 
del mínimo global, funciones del mode-
lo mal escaladas y términos no diferen-
ciables en las ecuaciones termodinámi-
cas. 
Resumiendo, la demostrada naturaleza 
de los problemas de optimización global 
para los cálculos y el modelado termo-
dinámico, destacan la necesidad de téc-
nicas numéricas confiables para superar 
estas dificultades. 
Entre las técnicas utilizadas, se encuen-
tran las técnicas de optimización basa-
das en metaheurísticas, tan potentes y 
efectivas como los métodos determinis-
tas [12] Estas herramientas también se 
utilizaron para el ajuste de parámetros 
de EoS empleando diferentes tipos de 
funciones objetivo. No obstante, estu-
dios recientes, indican que los métodos 
estocásticos existentes aun presentan 
ciertas limitaciones, siendo necesario el 
desarrollo de metaheurísticas alternati-
vas. 
Líneas de Investigación, Desa-
rrollo e Innovación 
Esta línea de investigación contempla 
dos enfoques, en el primero de ellos se 
pretende analizar diferentes técnicas de 
metaheurísticas y aplicarlas en el desa-
rrollo de algoritmos robustos para la 
resolución de problemas de optimiza-
ción global involucrados en el cálculo 
termodinámico y en el enfoque se pre-
tende aplicar técnicas de inteligencia 
artificial para la resolución de proble-
mas de optimización en el cálculo ter-
modinámico, debido a que estas técni-
cas son ampliamente aplicadas a la reso-
lución de problemas de optimización. 
Resultados y Objetivos 
El proyecto, que se comenzó en 
enero de 2014 y finaliza en diciembre 
de 2015 tiene como objetivo general el 
desarrollo de algoritmos que implemen-
ten nuevas metaheurísticas, una combi-
nación de las metaheurísticas ya exis-
tentes u otras técnicas de la inteligencia 
artificial para resolver problemas de 
modelado termodinámico. 
Entre los objetivos específicos se en-
cuentran: 
 Establecer la aplicabilidad de las 
metaheurísticas disponibles en pro-
blemas de equilibrio y estabilidad de 
fases. 
 Establecer conclusiones en cuanto 
desempeño y eficiencia de las técni-
cas de optimización tradicionales. 
  
 Proponer y desarrollar algoritmos 
para la resolución del conjunto de 
problemas planteados. 
 Determinar desempeño numérico y 
eficiencia de los nuevos algoritmos. 
En el año 2014 se obtuvieron los si-
guientes resultados: 
 Se presentó la modificación de 
AEvol, un algoritmo evolutivo con 
un operador de mutación sencillo 
aplicado a la resolución de sistemas 
termodinámicos que fue presentado 
en [13]. La modificación consistió 
en agregar un operador de cruza 
BLX-α y tres criterios de selección 
de padres [14]. 
 Se analizó el desempeño de AEvol 
modificado con seis funciones ben-
chmark [15]. Los resultados obteni-
dos demuestran que se logró un 
buen desempeño del algoritmo al 
implementar el operador de cruza 
[16]. 
 Se comparó el desempeño de AEvol 
modificado en la resolución de pro-
blemas de equilibrio de fase para 
tres sistemas termodinámicos, ya 
evaluados con la versión original del 
algoritmo. Los resultados obtenidos 
demuestran que al implementar el 
operador de cruza mejoraron los re-
sultados [17]. 
Para el año 2015 se prevé: 
 Continuar la investigación sobre la 
robustez del algoritmo propuesto en 
la resolución de problemas de equi-
librio de fase para sistemas más 
complejos. 
 Probar otros operadores de cruza 
que permitan mejorar la búsqueda 
global y así poder obtener mejores 
desempeños del algoritmo. 
 Profundizar en la investigación para 
determinar cómo influye en la per-
formance del algoritmo las modifi-
caciones en sus parámetros. 
Formación de Recursos Huma-
nos 
El equipo de trabajo está integrado por 
docentes-investigadores y alumnos de 
las Universidades Nacionales de Jujuy y 
de San Luis y del Instituto Tecnológico 
de Aguascalientes (México): 2 Doctores 
(1 en Ciencias de la Computación y 1 en 
Química), 5 Ingenieros en Informática y 
3 alumnos. Se prevé la finalización de 1 
tesis de doctorado realización de 2 tesis 
de maestría y una tesina de grado. 
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