this condition, rating data is not functional to recommend a suitable film to users. These approaches, which are almost the same as the traditional similarity-based collaborative filtering, only consider the rating data. Instead, a few important issues are not involved in the above reference. In this study, we firstly find the similarity set of users and items. Most methods consider the user or item independently. We construct the user similarity set and item similarity set, combine them and model the linear relation between the total trusty set and precision results. Especially, all methods are improved to give better recommendation, but don't take the errors of forecasting into consideration. In this paper, we find that there are some relations between the errors of forecasting and the features of users and items, and try to establish an error feedback mechanism to improve the recommendation.
Considering that the user and item information may be a key factor in the appropriate recommendation, we use not only the average rating, but also the non-rating attributes [12] , such as a user's age, gender and occupation, and an item's release date and price. By using this information, we can model a dynamic deviation adjustment based on support vector regression (SVR) [13] . The objective is to find the relation between the non-rating attributes and precision errors. Then we can adjust the precision errors and improve the recommendation effectively by making use of the information of users' and items'characteristic [14] .
In this paper, we make efforts to exploit a new score prediction method. We design a personalized fitting pattern by using a training set which comes from the similarity score set with regard to the target user and target item. Particularly, we use the non-rating features which include both the user's and the item's features to further lower the residual error using SVR. The related experiments show that our proposed approach is more effective than both the traditional user-based CF and item-based CF.
The rest of this paper is organized as follows. "Related work" discusses the related work of Collaborative filtering and support vector machine (SVM). In "Personalized fitting", we present our design of a personalized fitting pattern by using a training set, and we use the non-rating features. Deviation adjustment by SVR is described in "Deviation adjustment by support vector regression". We verify our method using the MovieLens datasets, and some comparisons are discussed in "Experiments". Finally, we make conclusions and outlook the future work in "Conclusion".
Related work
Collaborative filtering (CF) is the most mature and popular method in recommender systems for its effective and simplification. There are many CF-based recommendation systems developed in the academy and industry that are often based on the assumption that the target user will prefer the items with the similar preferences of other users. Collaborative filtering can be divided into two categories: Memory-based CF and Modelbased CF. In Memory-based CF, recommended items are those that were preferred by the users who share the similar preferences as the target user (User-based CF), or those that are similar to the other items preferred by the target user (Item-based CF). They are also called similarity-based CF since finding the most similar users or items is of great importance. Commonly used similarity measures include consine similarity [15] , adjust Cosine similarity and Pearson correlation coefficient [16] .
Up to now, many improved similarity approaches have been proposed to improve the quality of the recommendation. Breese [17] found that common behavior on less popular items can better reflect users' preferences, and proposed interests partition function to adjust the similarity method. To overcome the data sparse problem in collaborative filtering, structural similarity between users [18] and objects based on bipartite network model [10] were proposed.
Model-based collaborative filtering including probabilistic model [19] , Bayesian Model [20] , factorization model [21] and latent class models [22] use the ratings data to perform training. SVD uses the low level rating matrix to predict the true score matrix. Memory-based CF is very simple and easy to implement, and model-based CF shows the great advantage in expansibility and flexibility. Most of all, the recommendation systems in E-commerce, such as Amazon books and Ebay shopping recommender system, are using traditional collaborative filtering methods.
There are many efforts to make in order to improve the personalized recommendation system [23, 24] . Tagging is an important information for personalized recommendation. Zhang et al. proposed an integrated diffusion-based algorithm by making use of both the user-item relations and the collaborative tagging information [25] . Shepitsen et al. presented a personalization algorithm for recommendation in folksonomies, which relies on hierarchical tag clusters [26] . Song et al. modeled a user's adoption pattern as an information flow network for a recommendation system. The authors proposed an early adoption based information flow (EABIF) network by comparing the timestamps when users access documents, and a topic-sensitive early adoption based information propagation (TEABIF) network according to the topics of the documents users accessed [27] .
Though there are many methods to improve the accuracy of recommendation, all methods did not use the similarity set of users and items for personalized recommendation. Furthermore, the prediction errors are inevitable and deviation adjustment is not involved to improve accuracy in these methods.
Personalized fitting
In this section, we define the similarity score set, and then outline the Personalized Fitting (PF) framework.
Let U = {u 1 , u 2 , u 3 , . . . , u M } be the set of users, and S = {s 1 , s 2 , s 3 , . . . , s N } be the set of items in the recommender system. We assume r m,n is the rating given to item s n ∈ S by the user u m ∈ U. The history scoring record is presented with a M × N matrix as shown in Table 1 . All those ratings in Table 1 represent the user historical behaviors.
Similarity measurement
There are many methods used to compute the similarity between the users and items in the collaborative recommender systems. The most popular methods are Cosin-based and Person correlation coefficient, which are all based on the rating matrix. In Cosinebased method, two users u m and u n are treated as two rating vectors that both reviewed. Therefore, the similarity is equal to the two vectors' cosine power as follows.
The rating similarity can also be measured by Person correlation coefficient, which can be given as follows.
where R m (R n ) is the set of records rated by u m (u n ). The correlation corr(u m , u n ) between u m and u n is computed on the records C m,n = R m ∩ R n rated by both u m and u n , and u m and u n indicates the average scores of u m and u n on all records of R m and R n , respectively. We can also calculate the similarity between items s m and s n using the same principle as the user's similarity. All the similarity degree in this paper uses this Pearson Correlation Coefficient.
Similarily score set
In similarity-based collaborative recommender systems, k-nearest users or items must be chosen as their trustworthy neighbors firstly. Similar to the similarity-based collaborative filtering method, our main purpose is also to predict the rating r m,n of the target user u m ∈ U for the target item s n ∈ S that he/she has not known yet. But our predicting method is based on the Similarity Score Set. Therefore, we should firstly find similar user set of the target user and similar item set of the target item, and then base on these definitions Similarity Score (SS) Set will be illustrated. Here we give these three definitions.
Definition 1 Similar Users Set (SU) of a target user u m is k users that are the most similar with target user u m , which suggests that similar user's influence on his/her behavior is reliable.
Definition 2 Similar items set (SI) of a target item s i . Is k items that are the most similar to target item s n . That is to say those items may share the similar popularity.
Definition 3 Similarity score set (SS) of a target user u m and a target item s n are those rating records which belong to the existing ratings of similar users set (SU) to the similar items set (SI). 
where k u and k s are the similar user size and similar item size regulation parameters, respectively. SU(u m , k u ) is the k u nearest neighborhoods users of u m , and SI(s n , k s ) is the k s nearest neighborhoods items of s n . In this paper, in order to improve the precision of forecasting, we proceed a further optimization on training data and construct the similarity score set. The Similarity Score Set is a reliable training set in predicting rating since it takes the advantages of both the user-based and item-based collaborative filtering approaches.
Personalized fitting
To predict rating r m,n , there exists a linear relationship between the rating r m,n and the average rating of both u m and s n . The Similarity Score Set SS(u m , s n , k u , k s ) can be easily obtained when the adjusting parameters k u and k s are given. Here we suppose a tuple (u i , s j ) ∈ SS(u m , s n , k u , k s ), then we define the Personalized Fitting triples as δ k u i , s j , r i,j , where u j = (
r i,j and R i = {s j ∈ S|r i,j � = ∅} ;S j = 1 |Tj| u i ∈R j r i,j and T j = u j ∈ U |r i,j � = ∅ and 0 < k ≤ SS(u m , s n , k u , k s ) . In order to simplify the later descriptions, we generalize the Personalized Fitting triples as δ k x k , y k , z k . x k , y k , z k satisfy Eq. (6), and to get the best result is equal to adjust the parameters m and µ n . Loss function describes the proximity between the predicted value and the true value under different parameter. The adjusting parameters m and µ n can be obtained by means of minimizing the following loss function.
In general, the least square and gradient descent [28] can be used to minimize Eq. (6), but the gradient descent method can get higher precision in the shortest time.
In this paper, firstly, we take the derivatives with respect to parameters m and µ n . Then, according to the gradient descent method, we should update the parameters along the gradient descent direction. Therefore, the recursion formulas can be given as follows.
where the learning rate θ is assigned 0.001 generally, and parameters m and µ n are obtained by the gradient descent method as shown in Algorithm 1. In this study, predicting the rating of the target user u m to the item s n can be expressed as Eq. (9).
Personalized Fitting (PF) algorithm (shown in Algorithm 2) not only considers both user-based and item-based collaborative filtering, but also utilizes the average of user's rating and item's rating since they are important indicators of preferences in recommender systems .
Deviation adjustment by support vector regression
In the previous section, we considered that the rating r m,n only depends on the average rating ū m and S n . When we use the linear fitting model to describe their relationship, the predicted rating r m,n can be obtained by the traditional CF or our proposed PF (Experiments using Personalized Fitting have shown better accuracy compared with the traditional similarity-based CF in "Experiments"). However, some other non-rating factors (such as a user's age, gender, occupation and an item's category, brand, etc.) are also important to affect r m,n . We assume a certain relationship exists between the residual (r m,n −r m,n ) and those non-rating factors. We propose a deviation adjustment method based on SVM to further improve the rating prediction accuracy.
SVR
Support Vector Machine was proposed by Vapnik [29, 30] . It is a universal machine learning algorithm based on solid statistical theory foundation. SVM learning algorithms (9) r m,n = m u m + µ n s n are based on the structural risk minimization, which is different from the empirical error minimization used in the traditional machine learning algorithms. What's more, SVM has shown its great advantage in small sample learning, nonlinear classification and poor generalization ability [31] . Moreover, Vapnik expanded SVM to regression forecasting by adding ε-insensitive loss function, and built the SVR theory [32, 33] . The essence of SVR is the convex quadratic optimization problem. Its discriminant function is given as follows.
where K (x, x i ) is the kernel function. Selecting the kernel function is the core step of SVR in solving the nonlinear regression problems. The basic idea is to transfer the original space into a new space Φ(x) by the kernel function. The new space is linearly separable. We only need to ensure the function like K (u, v) =< Φ(u), Φ(v) > because it only uses the dot product in our new training model.
Deviation adjustment model
In this model, the residual (r m,n −r m,n ) comes from the user features P m and the item features Q n . Here, we selected the user's feature to include: gender (P Table 2 illustrates an example.
A stable SVR model can handle the user features and the item features to a deviation. We use the deviation to adjust the predicted rating to gain better results.
Experiments

Data set and setup
Our experiments were performed on a real and classical movie dataset MovieLens (http://www.movielens.umn.edu), which were collected by the GroupLens Research Project of Minnesota University. The main dataset includes 100,000 ratings from 943 users who reviewed 1,682 movies. The dataset also contains a script program which has split it into two parts: training set (80%) and testing set (20%). The biggest advantage of MovieLens dataset is that we can easily extract non-rating features for our work. In our experiments, we have extracted important user features which contain gender, occupation and age, the movie features which contain categories and release year. In our work, we merely consider the precision as the only evaluation criterion to compare our method with the user-based CF and item-based CF. Mean absolute error (MAE) and Root mean squared error (RMSE) are the most widely used indicators in collaborative filtering. MAE and RMSE are defined as follows.
where r m,n is the actual rating that user u m gave to item s n in the testing set, while r m,n is the corresponding prediction rating calculated by certain methods using the training set. N stands for the number of testing records. Therefore, the smaller MAE and RMSE are, the better prediction quality of related method is.
Experimental result and analysis
In this paper, in order to validate the effectiveness of our PF algorithm, we compare our PF method with the traditional collaborative filtering methods, including the user-base CF and item-based CF. In our PF algorithm, the similar users adjusting parameter k u and similar items adjusting parameter k s have a great influence on the experimental results. In order to intuitively reveal experimental results, we let k u = k s = k, where k is the number of the nearest neighbor (users or items) used in the traditional collaborative filtering. The experimental results are shown in Figures 1 and 2 .
As Figures 1 and 2 show, the item-base CF obviously has a lower value of MAE and RMSE than that of the user-based CF. However, the proposed method PF considers both user-based and item-based collaborative filtering, and utilizes the average of user's rating and item's rating. The results gained from the PF algorithm are better than the above two. When the neighborhood size is growing, the value of MAE is decreased. However, when the neighborhood size reaches to 80, we can see the value of MAE becomes bigger due to the over-fitting problem. The value of RMSE shows its stability when the neighborhood size is bigger than 50. And we can see that the PF algorithm curve is always below the user-based CF and the item-based CF, indicating that our proposed method achieves higher prediction accuracy. This is because that the average rating of users and items in our model are similarity.
We selected Radica basis function (RBF) as the kernel function for the SVM model and invoked the SVM toolbox in MATLAB 2008 directly. In order to verify the effectiveness of our deviation adjustment mechanism, we selected k u = k s = k = 80, for k = 80 is the best neighborhood size with regard to our PF algorithm. We also implemented the deviation adjustment by the BP neural network (BPNN). Detailed comparisons on MAE are shown in Table 3 . From Table 3 , we can see the deviation adjustment mechanism has indeed further lowered the value of MAE with both the traditional collaborative filtering and our PF. Compared with the used-based CF and item-based CF, the proposed method PF has higher predictive accuracy. Moreover, SVM model is better than BPNN model for the reason that SVR could reach global optimal.
Conclusion
In this paper, a personalized fitting recommendation approach has been proposed by combining the characteristic of the user's and item's similarity score set. We use it to predict the missing rating, and the results show great stability over a period of time for the reason of the average rating of users and items. Most traditional collaborative filtering methods only considered the rating data in the rating matrix. However, in this paper, we have further presented a deviation adjustment mechanism based on the SVR by using the non-rating features. The experimental results have revealed that the nonrating attributes contributed to reduce the prediction errors.
In our future works, we will consider timeliness and optimize our algorithms to gain better personalized recommendation results.
