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Abstract: Distributed energy resources can contribute to an improved operation of power systems,
improving economic and technical efficiency. However, aggregation of resources is needed to make
these resources profitable. The present paper proposes a methodology for distributed resources
management by a Virtual Power Player (VPP), addressing the resources scheduling, aggregation and
remuneration based on the aggregation made. The aggregation is made using K-means algorithm.
The innovative aspect motivating the present paper relies on the remuneration definition considering
multiple scenarios of operation, by performing a multi-observation clustering. Resources aggregation
and remuneration profiles are obtained for 2592 operation scenarios, considering 548 distributed
generators, 20,310 consumers, and 10 suppliers.
Keywords: clustering; demand response; distributed generation; smart grids
1. Introduction
The end-consumer’s demand reduction or shed, due to technical or economic issues, in response
to price signals or incentives, is commonly defined as Demand Response (DR) [1]. Price signals can
be given using Real-Time pricing (RTP) programs, as in [2]. DR resources can be used together with
Distributed Generation (DG) successfully, at distribution network levels, in order to contribute to the
implementation of the Smart Grid (SG) [3,4]. The high potential of DR is discussed in [5–7] for different
countries and implementation scenarios, and DG in [8,9].
Despite recent efforts and actual achievements concerning the implement of DR in small-size
resources, many DR programs are focused on large-size resources [10]. The full integration of DR
programs in the energy markets should be performed using the aggregation of small-size consumers
and producers that are usually connected to distribution networks [11]. It is therefore needed to find
the most appropriate way to aggregate and remunerate such small-size resources for their participation
in electricity markets.
The aggregation of distributed resources can be done under several approaches, which can
consider the economic models and entities that perform the aggregation [12,13]. For the specific case
of DR resources aggregation [14], one can find the Curtailment Service Provider (CSP), which acts in
several current DR implementations [15]. With a wider resource types integration, one can refer to a
Virtual Power Player (VPP). A VPP is an entity responsible for the small-size resources management
at the level of distribution networks. It performs the resources scheduling, in order to provide the
required means to supply the demand and to enable the participation in the electricity markets. It is
also responsible for the remuneration of the DG and DR resources [16].
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Given the importance of the resources aggregation, adequate methods and tools should be
used. Since the aggregation will define the groups of resources and result in the remuneration for
each single resource, such task is very critical in the way that it will represent an incentive for the
consumers and producers in order to actively participate in the optimal management of the VPP
area. Clustering algorithms are used to ensure that the groups are formed considering common
characteristics or patterns.
The clustering algorithms can be classified into several types, as hierarchical, partition, fuzzy and
many others [17]. The one used in this paper is K-means, a partition clustering algorithm. At each
iteration, the algorithm computes the distance between objects (based on each observation-value of
objects for a given situation) and the center of each of the groups. The objects change amongst groups
based upon the calculated distance, i.e. an object is assigned to a group if the distance to it is the lowest
when comparing to all other groups [18,19].
The remuneration of the resources is usually done equally for the resources of the same type [20].
It can be performed individually as shown in [21], in which the payment would be proportional to
each individual contribution. In [22], the author proposes a unit commitment mechanism to reduce
the cost of using wind generation considering the load and spinning reserve implemented at a certain
time in the network. The aggregation and remuneration of the resources is, in most situations, largely
related to the resources scheduling, namely in the VPP operation context.
In [23], an evolutionary algorithm is used to perform the scheduling and to obtain the Pareto-front
optimal solutions. Reference [24] discusses the resources scheduling and aggregation. In [25], several
DR programs are presented, as well as onsite generation (OG) and energy storage (ES). The authors
refer to the aggregator as an entity able to aggregate the consumers’ reduction capacity and make
them profitable, using OG and ES for load balance. These works discuss and comment on results
about resources scheduling, aggregation and remuneration, without extensive analyses and proposal
of remuneration methodologies for small-size energy resources. Some of the authors in the present
paper showed preliminary results in distributed resources management considering their scheduling,
aggregation and remuneration [26]. However, many aspects are detailed and explored further in the
present paper, explained detailed in Section 2.
The present paper proposes a methodology to support the VPP, performing the resource’s schedule
(optimization algorithms), aggregation (using K-means), and remuneration. After the scheduling, the
aggregation and remuneration of distributed resources is made considering K-means algorithm and
maximum price per group—all the resources in a given group are paid considering the same tariff,
namely, the maximum value of all the resources belonging to the same group, respectively.
Previous research in this field addresses the problem by analyzing distinct operation scenarios one
by one; the methodology proposed in this paper advances in considering the whole set of operation
scenarios at the same time. Additionally, it combines incentive-based and price-based demand
response programs. The proposed methodology is flexible enough in order to be used by several types
of aggregators, whether they do or do not have both the consumption and generation resources.
The K-means algorithm allows the consideration of several operation scenarios, determining
the groups to be formed on a schedule shape basis. The maximum price per group allows a fair
remuneration to less-efficient resources, at the same time that incentives for the ones that are efficient
to continue participating.
After this introductory section, Section 2 explains the proposed methodology, including a detailed
explanation of its contributions. Then, Section 3 presents the resource scheduling formulation. The
case study is presented in Section 4, and Section 5 includes the obtained results. Finally, Section 6
presents the main conclusions of the work.
2. Proposed Methodology
The proposed methodology aims to support the Virtual Power Player (VPP), in optimally
scheduling, aggregating and remunerating the resources. The VPP is considered to be an external
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independent entity and thus, with no interference in technical aspects of the network where it acts.
Moreover, it is assumed that the resources are in a contract with this entity, and therefore must respond
to DR events when so requested.
2.1. VPP Approach
The VPP is able to optimally use generation and demand response according to distinct types,
such as external suppliers, Distributed Generation (DG), Demand Response incentive-based programs
(Incentive Demand Response (IDR))—in which the consumers are remunerated proportionally to
their contribution in reducing load; and Demand Response price-based programs (Real-Time Pricing
(RTP))—in which the consumers are modelled by their elasticity, making changes to their load in
response to price signals. The final objective is to support the VPP in the definition of tariffs for DR
and DG resources.
The methodology comprehends four different phases, according to Figure 1: input data definition,
scheduling, aggregation and remuneration tariffs definition. The four phases run independently
and subsequently.
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it is calculated the average values for each period of 5 min. If the available data belongs to 15 min, the
same value has been considered for all 3 of the five-minute periods.
In the second phase, the optimal scheduling of resources is performed for each scenario.
The scenarios with unfeasible solution in the optimization are discarded so it is not provided to
the aggregation phase. The scheduling is performed using MATLAB (2014A, MathWorks, Natick,
MA, USA). Also in this phase, several parameters are diversified with the purpose of creating
distinct operation scenarios. Those parameters are: regular supplier and distributed generators cost,
the maximum reduction allowed for IDR and RTP consumers programs, the total initial load and, finally,
the DG, IDR and RTP reduction contributions. As it will be detailed in Section 3, in Equations (15)–(17),
it is possible for the VPP to choose an amount of energy obtained from each type of resource, relative
to the total scheduling obtained. The scheduling is discussed and analyzed in particular in Section 5.
2.2. Aggregation of Resources
After the scheduling, the aggregation of the resources is performed (third phase) using a partition
clustering algorithm; K-means algorithm. This algorithm allows us to define an entry matrix that
contains the variables (objects) as rows and different scenarios (values) on the columns enabling the
clustering considering all of the scenarios. This allows a better standardized group formation and not
concentrated as hierarchical clustering algorithms. The algorithm has as outputs the centroid values of
each group and also the group identification for each resource. The centroid value represents the point
in the group for which the distance to the rest of the elements in that group is minimum. As for the
distance minimization function, several can be considered. In this case, the one used is the squared
Euclidean distance, modeled as in Equation (1) [27]
d(x, c) = (x− c)(x− c)′ (1)
where x is the sample point and c, the centroid value.
The aggregation is made separately for each type of resource (DG, IDR and RTP), and considers
all of the implemented scenarios. The aggregation using K-means allows for considering several
observations of the variables. In this way, each scenario is considered as an observation of the variables
related to each resource.
The resources are clustered according to all scenarios, being obtained the centroid profile, which
is the representative profile of all the resources in a group. This centroid profile contains the centroid
single values for each scenario. In this phase, the K parameter is part of K-means algorithm in order to
set the number of tariff or remuneration groups that will be assigned to the consumers or producers.
It is possible to define different K ranges. K = 1 means that all the resources will be in one group,
so we start with K = 2. For the highest K, we have the reference of the number of consumer types.
The maximum K is limited in the sense that it is not possible in practice to implement a large number
of tariffs. In the limit, we could have one tariff for each single consumer/producer. The K parameter
has no influence on the scheduling, since it is made a priori.
2.3. Remuneration
After the aggregation, the remuneration process is addressed using the maximum price inside
each group-fourth phase. The remuneration is obtained considering the highest energy price in each
group and applying it to all the resources in that group. The consumers and producers with lower
initial prices will be remunerated at a higher price after the computation of the proposed methodology
since the highest price within a group will be applied to all the resources inside the group.
2.4. Tariffs Comparison
With the results obtained as described in the previous sub-sections, it is possible for the VPP to
compare the costs for each number of defined clusters, and the costs with the payment by type of
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resource. The payment by type can have two distinct approaches which will be compared with the
payment for each group in different numbers of defined clusters. In the first one, considering the initial
price that corresponds to the price established for all the resources of such type, each resource will
be paid for the scheduled power, assuming that this schedule will be respected. This approach can
somehow be not so realistic in some scenarios, in the sense that all the resources of the same tariff
should be scheduled without discrimination. In the second approach, all the resources of the same type
will be paid at the maximum capacity available, as it is made for the resources in different clusters.
The present methodology aims at minimizing operation costs, at optimally scheduling resources,
and at defining aggregation and remuneration.
The innovative aspects of the proposed methodology, when comparing to the previous works,
including in [26], are related with: the consideration of several distinct scheduling scenarios; inclusion
of a mathematical formulation that considers the DR programs possibilities; exhaustive discussion
regarding the use of clustering algorithms on resource’s aggregation; and finally, the proposal of
remuneration models that consider the aggregation of resources according to their use in multiple
scenarios. In this way, it is possible to provide the VPP with optimal and practicable solutions to the
management of distributed resources, addressing their remuneration. The authors have published
work related to the present paper in [27–29]. In [27], it is shown a similar work of this paper; however,
the focus of the present paper is given to the consideration of multi-parameters in the clustering
process, made possible by the use of K-means algorithm instead of the hierarchical clustering. This
allows the analysis of the evolution of the group’s centroid across the different scenarios evaluated.
3. Scheduling Formulation
In this section, the resources scheduling is presented.
The objective function of the optimization model is as presented in Equation (2), which targets
the minimization of operation costs for the VPP. The optimal scheduling of generation and demand
response programs use is obtained. In the implemented objective function, multiple distributed energy
resources, as distributed generators and consumers are considered. The connection between the
network managed by the VPP and other systems is implemented by considering external suppliers,
which can also be useful for the management of the VPP’s network balance. It is important to stress
that the external suppliers are divided into regular and additional ones, so the most expensive ones
are only activated when really needed. According to the price elasticity of demand, the price signal to
be given to each consumer and the expected consumption reduction are obtained.
The resources are scheduled for each scenario context, concerning the restrictions modeled by
Equations (3)–(17). DR programs are divided into IDR and RTP programs.
The optimization problem class is quadratic programming, due to the variable multiplication in
































The balance equation is presented in Equation (3). In this equation, the balance between
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In a similar way to the previous Equations (4)–(7), for distributed generators the same energy
limitations are applied considering the generator’s output, whether in individual by Equation (8) or
total by Equation (9).
PDG(p) ≤ P
Max







Concerning the participation of consumers in DR events, the constraints modelled are: maximum
consumption reduction for each consumer in IDR program, Equation (10); the maximum consumption
reduction of the sum between IDR and RTP programs, Equation (11); the maximum cost increase in
RTP programs, Equation (12); maximum consumption reduction for each consumer in RTP programs,
Equation (13); consumer’s elasticity considering scheduled power and price, especially important
in RTP programs, Equation (14) [30]. In the RTP demand response program, the consumer reacts
to a given rise in the energy price, with a consumption reduction. This rise in the energy price and
consumption reduction of the consumer is limited by Equations (12) and (13), respectively, ensuring
that the differences between initial and final energy price/consumption are within a given range of
values. This reaction feature of the consumer to changes in the energy price is defined as elasticity, and
is modelled by Equation (14). It considers that the consumer has a given elasticity value that represents
the responsive capacity of the consumer’s current operation condition to price changes.
PIDR(c) ≤ P
Max





RTPDR(c), ∀c ∈ {1, ... , C} (11)
CIncreaseRTP(c) ≤ C
Increase Max
RTP(c) , ∀c ∈ {1, ... , C} (12)
PReductRTP(c) ≤ P
Reduct Max








, ∀c ∈ {1, ... , C} (14)
In Equations (15)–(17), a usage limitation constraint is implemented to enable control over the
contribution of distributed generation and demand response programs. This provides the VPP with
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an additional tool to manage the resources, considering its operation context and/or other constraints.
These three α parameters take values between 0 and 1. These parameters are modelled as presented in
Equations (15)—DG, (16)—IDR, and (17)—RTP. In this way, as an example, for αDG equal to 0.6, it will














































































The proposed methodology is applied to a case study concerning a real 30 kV distribution network,
supplied by a high-voltage substation (60/30 kV) with 90 MVA of maximum power capacity. There
are 937 buses, 20,310 consumers, and 548 distributed generators of several types. The consumers
are classified into five distinct types: Domestic (DM), Small Commerce (SC), Medium Commerce
(MC), Large Commerce (LC) and Industrial (ID). The data concerning consumers have been obtained
by measurements, while for the DG units it has been specified according to DG implementation
studies [31].
The data concerning each of the resources included in this case study initially had different time
scales. In order to address this issue, for the data given for each second, the average values for each
period of 5 minutes have been calculated. For the data given for each 15 min, the same value has been
considered for all 3 of the five-minute periods.
The total power demand for the considered network, without any parameters variation,
is 62,630 kW. On the side of distributed generation, the resources are classified into seven different types:
Wind, Photovoltaic (PV), Co-generation (Combined Heat and Power (CHP)), Biomass, Waste-to-energy
(Municipal Solid Waste (MSW)), Fuel cell and Small Hydro.
The VPP is responsible for specifying the important characteristics of each resource, in order to
obtain proper schedule, aggregation and remuneration scenarios. Due to space limitations, in the
present paper, only limited information is presented; further details can be found in [31].
Several scenarios based on the variation of the parameters of both producers and consumers have
been defined according to [27]. However, the choice of these parameters reflects the outcoming results,
making this procedure very important. The parameter variation must consider reliable and feasible
scenarios, thus its values when assigned need to be coherent with the resources characteristics and
scenario conditions.
The way that parameters are combined in order to build the 2592 scenarios is explained in Table 1.
In the last column of this table, the set of parameters values is presented for the selected scenario,
which affect the scheduling.
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Table 1. Scenarios Definition.
Parameter
Parameter Variation
# Scenarios Selected Scenario
Min Step Max
Regular supplier cost 0.8 0.2 1.2 3 1
Distributed generators cost 1 0.2 1.2 2 1
Total initial load 1.2 −0.2 0.8 3 1
Maximum reduction for IDR 1 0.2 1.2 2 1.2
Maximum reduction for RTP 1 0.2 1.2 2 1.2
αDG 0 0.15 0.3 3 0.3
αIDR 0 0.075 0.15 3 0.15
αRTP 0 0.1 0.3 4 0.3
# Scenarios 2592
The input parameters are the regular supplier and distributed generators cost, the maximum
reduction allowed for IDR and RTP consumers programs, the total initial load and, finally, the alpha
parameters described before.
The result matrix, obtained from the scheduling optimization, consists of 21,515 lines (variables)
per 2592 columns (scenarios); therefore, considerable computational means are required to handle this
amount of data.
5. Results
In this section, the results obtained from the optimization, aggregation and remuneration are
presented for a selected scenario in Table 1, last column. Section 5.1 presents an extensive analysis
of the selected scenario defined by the parameters, showing the main contributions of each type of
resource and technology. Section 5.2 concerns the aggregation of resources.
5.1. Selected Scenario—Resource Schedule
It is important to note that the influence of alpha parameters can be clearly seen in the results.
Figure 2a,b demonstrate the optimized power scheduling for distributed producers and real-time-
pricing consumers, respectively. Figure 2c presents the production totals and respective percentage
of total schedule, to make the analysis simpler and quicker to perform. Due to space limitations and
consistent presentation purposes, only 100 resources are presented for each type. Figure 2a presents
the scheduling for the first 100 distributed producers, being that some of which are not generating.
The black line represents the maximum energy capacity available in that specific moment. Looking
at Figure 2c, we can see that the scheduling fulfilled the implemented constraints, namely the alpha
parameters, as demonstrated by total DG, IDR and RTP. The RTP consumers, in this scenario, have
contributed 30% of the total peak demand (Figure 2c), using in its majority, industrial type consumers,
for applying power reductions.
In Figure 2b, the black line represents the maximum power reduction for each RTP consumer, and
the grey area is the actual reduced power for each of the RTP consumers that was obtained from the
optimization. The authors have discussed the cost function to be applied to the resources payment.
In fact, it can impact the scheduling of the resources and consequently the clustering and remuneration.
However, due to the small size of the DG units, these usually are paid as fixed price and we want to
make an easy remuneration methodology to the resources owners.
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Figure 2. Selected scenario results: (a) produced power in 100 producers; (b) reduced power in 100
Real-Time pricing (RTP) consumers; (c) total schedule.
In this scenario, only 25% of the total power delivered was obtained from external suppliers.
Figure 3 presents the comparison between consumption and reduction considering 200 different buses.
One can see that some buses do not have any production or consumption allocated to them (for
example, 92 to 112). Also, Figure 3 shows that most of the buses export excess energy to other locations
and do not just consume it on site. For example, one can see that bus number 148 has a significantly
larger consumption when comparing with other buses. However, the production level in bus 148 is
too low for it to be able to meet the local demand; therefore, others that have excess energy can supply
the remaining energy to bus 148 (ex. 36). The objective function value is 2297.1 m.u., where the minus
sign symbolizes that in the total operation management, the resources outcome was profitable to the
VPP. Table 2 shows the results for the selected scenario, corresponding to the power schedule in each
type of distributed generation and consumer.
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As demonstrated in Table 2, the distributed generators, IDR and RTP consumers were very used
by the scheduling, coming up to more than 50% of their total capacity (DG-74%, IDR-54.7% and
RTP-69.2%) supplying a total of 46,972.8 kW, approximately, 46.9 MW of power. The remaining power
necessary for the satisfaction of demand is made by the external suppliers, 15,657.6 kW or 15.7 MW.
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5.2. All Scenarios—Aggregation and Remuneration
The aggregation was made using the K-means function of MATLAB, and also, considering
separated clusters, i.e., the resources were clustered considering the same type of resource to group (DG,
IDR and RTP). This function allows for obtaining the centroid value for each group and considering
648 different scenarios, there is the possibility of analysing the variation of the centroid values along
all these scenarios. The remuneration was performed considering the indices obtained from the
aggregation and with the power scheduled in the selected scenario. Figure 4 presents the total power
in each of the groups formed for a total number of clusters equal to 4, 6 and 8. Also, performing a
quick analysis, one can see that the power per group decreases, as the total number of groups rises.
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The centroid values, obtained from the K-means algorithm, allows us to estimate a median value
of generated/reduced power for each type of resource, making it easier to automatically attribute
a group to a new resource. Figure 5 presents the centroid power values for each type of resource.
The data series displayed with solid lines are belonging to the left axis and the dashed lines are
belonging to the right axis.
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Through these values, it is possible to estimate a power behaviour in each of the groups, being
that group characterized by that centroid power level. This enables the VPP a quick assignment of
new resources to the already existing groups. For example, for DG with K = 4, there is one group that
is composed by large producers (1000 kW, Group 2), another that clusters medium resources between
50 and 200 kW of power (Group 4). Finally, the two remaining groups, 1 (5–30 kW) and 3 (~1 kW),
consist of medium-and small-size producers, respectively, that are clustered into the same groups
for enabling their power negotiation in the energy markets. In this way, due to the rather different
scales of values to be presented, if only one y-axis is considered, it would not be possible to see, for
example, the curve of group 3; that is why it appears in a secondary y-axis on the right. The same
evaluation can be performed for the other representations of the centroid value, being K = 6. After the
aggregation is made, the next step will be to remunerate each distributed producer and consumer in
demand response programs.
The tariffs definition was made considering the maximum price of the respective group. Table 3
defines the total remuneration to be done in each group and each cluster scenario (K = 4, K = 6 and
K = 8). Given that all the resources in a group will be paid at the highest price, most of these will have
an increased remuneration price. For example, consumer #101 has an initial price (before aggregation)
of 0.1546 m.u./kWh. After aggregation, it was assigned to group 3, in K = 4 clustering scenario,
obtaining a final remuneration price of 0.1991 m.u./kWh.
Table 3. Remuneration Results.
Type # Group
Number of Clusters
1 2 3 4 5 6 7 8 Total
DG
K = 4 1053.4 5.2 19.0 611.3 - - - - 1689
K = 6 611.3 426.2 5.2 292.2 19.0 2.9 - - 1357
K = 8 1.8 65.3 0.0 517.9 254.2 5.2 161.8 19.0 1025
Single DG by type - - - - - - - - 950
All DGs by type - - - - - - - - 1806
IDR
K = 4 740.7 271.3 537.4 344.4 - - - - 1894
K = 6 377.2 241.9 198.4 199.9 190.0 656.7 - - 1864
K = 8 199.9 142.1 60.0 190.0 241.9 291.5 152.1 447.7 1725
Single IDR by type - - - - - - - - 1633
All IDRs by type - - - - - - - - 2645
The focus of this method is to find the optimal point between a suitable group power level to be
negotiated in the energy markets and a minimization of the costs associated with the energy resources.
In Table 3, in line with the tariffs comparison described in Section 2.4, the total costs for the VPP
are presented for the different number of groups under comparison and for the remuneration by type of
resource, as in Table 2. According to the initial price defined for each resource of a certain type, the costs
are compared for the remuneration of each single resource as scheduled in the scenario, and for the
remuneration of all the resources of that type according to the available capacity. In the remuneration
of all resources by type, the VPP is paying for the available capacity, which is an approach that can be
seen as a fair solution for the participation of resources since, in the event that the VPP is not using the
developed methodology, it would accommodate all the available generation from DG and schedule all
the DR resources enrolled in the same program.
Using the proposed methodology, considering 8 groups, tariffs are provided resulting in higher
costs than simple payment by DG/IDR resource type as single resources, i.e. considering that only
the scheduled resources are remunerated. In fact, such higher costs can be advantageous for the VPP
since, with the implemented tariff, the actual response from DR/DG resources is more reliable as the
resources with same characteristics will be included in the same group and paid at the highest price.
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Comparing now the same K = 8 costs with the remuneration of all resources available, we can say that
if the VPP uses the proposed methodology, the costs will be lower than the ones achieved in a scenario
where all the available resources are paid according to the availability. In fact, this approach can lead
to an excess of generation in the VPP area, which can be used for selling in the market or integrating in
storage means. This comparison shows the interest of the proposed methodology as a whole.
It is important to note that this discussion on the cost comparison is being done for only a selected
scenario; it should be replicated by the VPP for each implemented scenario. According to Section 2,
the VPP must start by defining the set of scenarios as input for the methodology. This should consider
the variability of the available resources by including multiple scenarios. In the aggregation phase,
the groups of resources are defined by the clustering method taking into account the complete set of
scenarios specified by the VPP. However, the discussion/definition of the better tariff scheme must
be done individually for each scenario so the resources scheduled for each group/tariff take into
account the obtained optimal scheduling of the resources but that does not necessarily mean that the
proposed tariff scheme is always more advantageous than the remuneration by type. The developed
methodology provides the means for the VPP to make decisions on tariffs definition, which can be
difficult to make in some scenarios.
6. Conclusions
The methodology presented in this paper fits the subject of the remuneration tariffs definition for
demand response and distributed generation. The specific focus of the method in this paper is given
to an aggregator, a Virtual Power Player that needs to group and remunerate the resources for the
operation of its own area or for participation in electricity markets.
The previously published works in the literature address the remuneration of resources by
grouping them by consumer’s types or by generator primary source. More recent works include
the definition of clusters of resources for a single scenario. Moreover, even in the cases that several
scenarios are analyzed, they are analyzed one by one.
The methodology developed in this paper goes forward by performing the aggregation of resources
according to a complete set of scenarios. In this way, the obtained groups consider attributes behavior
along those operation scenarios. With this methodology, an aggregator having a set of resources,
in a large or reduced number, is able to obtain the most advantageous tariffs in a planning phase.
Additionally, it combines incentive-based and price-based demand response programs. Finally, by
all the consumers in a group paying the same price, the highest initial price, one can expect a more
accurate response of the resources, integrating their scheduling, aggregation, and remuneration in a
single methodology. This methodology is more advantageous than the ones addressing the operation
scenarios one by one.
It has been found that the developed methodology provides the VPP with a remuneration scheme
that allows to reduce the payment to the consumers providing DR and DG units when comparing to a
basis situation in which all the resources of a certain type would be paid according to its availability,
disregarding the optimal scheduling of the resources available in each scenario or set of scenarios. Also,
it makes it possible for the VPP to perform the definition of tariffs in different time frames. This aspect
is very important in the sense that it is very flexible. Also, it allows the VPP to define a large set of
scenarios representing the operation conditions that can occur in the VPP operation context.
The developed methodology will be improved as future work regarding several important aspects.
Due to space limitation and the need to define a focused paper subject, such aspects have not been
addressed in the present paper. The related future work will include: addressing the network capacity
in what concerns cables capacity, power losses, and bus voltages; integrating other resources as electric
vehicles and storage means; and addressing the availability and controllability of wind and sun-based
power plants.
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Nomenclature
Variables
CIncreaseRTP Electricity cost increase for RTP
OC Operation costs
PaddSupplier Scheduled power for an additional supplier
PDG Scheduled power for a DG unit
PIDR Scheduled power reduction for IDR resources
PNSP Non-supplied power
PReductRTP Consumption reduction for RTP
PregSupplier Scheduled power for a regular supplier
Parameters
αDG Maximum allowed DG contribution
αIDR Maximum allowed IDR contribution
αRTP Minimum aimed RTP contribution
ε Price elasticity of demand
CaddSupplier Additional supplier cost
CDG Distributed generation cost
CIDR Incentive based Demand Response cost
CIncrease MaxRTP Maximum cost increase in an RTP resource
CInitialRTP Initial electricity cost for RTP resources
CNSP Non supplied power cost
CregSupplier Regular supplier cost
Padd MaxSupplier Maximum power from additional suppliers
Padd TotalSupplier Maximum total power of additional suppliers
PInitialLoad Initial consumption of the consumers
PMaxDG Maximum power schedule in a DG resource
PMaxIDR Maximum power schedule in a IDR resource
PMaxRTPDR
Maximum total power schedule in a consumer participating in both IDR
and RTP
PMinDG Minimum power schedule in a DG resource
PReduct MaxRTP Maximum power schedule in a RTP resource
Preg MaxSupplier Maximum power from a regular supplier
Preg TotalSupplier Maximum allowed total power from all the regular suppliers
PTotal MaxDG Maximum allowed total power from all the DG units
Indexes
C Maximum number of consumers c
P Maximum number of producers p
S Maximum number of suppliers s
K Number of Clusters i
N Number of Objects j
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