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1. INTR~D~JCTI~N 
Two classes of data networking technologies have emerged in recent 
years, the point-to-point network (store and forward message passing 
system) and the multiaccess channel (broadcast channel) (Bertsekas and 
Gallager, 1987; Tanenbaum, 1981). In the point-to-point message passing 
network, communication lines connect pairs of processors in an arbitrary 
topology. It usually assumed (Gallager, Humblet, and Spira, 1983; 
Gallager, 1982; Segall, 1983; Awerbuch, 1987) that in one step, each of the 
processors in the network can send a message to each of its neighbors. In 
the multiaccess channel, on the other hand, all processors are connected to 
a broadcast medium (e.g., bus, Ethernet, satellite, or radio channels). In 
one step, a single message can be heard by all the processors in the 
network. When more than one processor tries to access the channel 
simultaneously, a collision occurs and is detected by the processors. In an 
attempt to take advantage of both the high parallelism of the point-to- 
point network and the broadcast properties of the multiaccess channel, 
supercomputer designers (Franaszek and Georgiou, 1987, Asthana et al., 
1987) and network architects (Kang, Herzog, and Spragins, 1988) have 
recently suggested combining these two technologies. (The Intel hyper cube 
(iPSC, 1985) is a commercially available system which contains such a 
combination.) We call a network whose processors are connected by both 
a point-to-point message passing system and a multiaccess channel a 
multimedia network. In this paper we, first, define the multimedia network 
model and second, investigate the algorithmic aspects of this model. 
Many distributed algorithms have been developed for both point-to- 
point networks, (Gallager, Humblet, and Spira, 1983; Gallager, 1982; 
Segall, 1983; Awerbuch, 1987) to mention just a few, and multiaccess 
networks (Capetanakis, 1979; Greenberg, 1982; Greenberg and Ladner, 
1983; Willard, 1984; Gold and Moran, 1987). However, to the best of our 
knowledge, a combination of an arbitrary point-to-point network with a 
multiaccess network has not been considered yet. 
Bokhari (1984) and Stout (1986) considered the algorithmic aspects of 
adding a bus system to a mesh connected parallel machine. They showed 
that the divide-and-conquer approach leads to efficient algorithms in such 
a combined model. Our algorithms use the same approach. The main 
subtlety of our algorithms lies in the “divide” stage since, in contrast to the 
model considered in op. cit., our network is of arbitrary topology. 
(Moreover, in their model the channel is assumed to be preallocated, i.e., 
collision free.) 
The main contributions of this paper are: the precise definition and the 
examination of the power of the multimedia model, and efficient deter- 
ministic and randomized algorithms for partitioning the multimedia network. 
THE POWER OF MULTIMEDIA 99 
To benefit from both the parallelism of the point-to-point network and 
the broadcast capability of the multiaccess channel we apply the divide- 
and-conquer approach to algorithmic design in the multimedia network. 
To this end, we divide the computation into two stages: a local stage and 
a global stage. The local stage is carried out in parallel on the point-to- 
point network. The global stage uses the broadcast channel to combine the 
partial computations of the local stage. To balance the efforts of the 
two stages, we partition the network by constructing a sppnning forest 
consisting of O(A) rooted trees each of radius 0(,/n). Both the 
deterministic and randomized algorithms for constructing the forest run in 
O(& .log* n) time, thus remaining within a log* n factor from the above 
balance. (log* n is defined as the minimum integer i, such that 
i limes 
log log . log n d 1. 
The base of all logarithms throughout the paper is two.) 
The deterministic partitioning algorithm sends O(m + n . log n . log* n) 
messages, where n and m are the number of nodes and point-to-point links 
in the network. It uses a new technique which simultaneously controls the 
radius of the trees from above and the size of the trees from below. The 
technique combines the tree growing techniques of (Gallager et al., 1983) 
with the deterministic coin flipping algorithm of (Cole and Vishkin, 1986) 
as was extended to symmetry breaking in trees by (Goldberg, Plotkin, and 
Shannon, 1987). 
The randomized partitioning algorithm sends O(m + n log* n) messages. 
It is considerably simpler than the deterministic algorithm, and its 
probabilistic analysis is quite subtle. 
To demonstrate our techniques, and the power of the multimedia 
network, we consider a class of functions called global sensitive. An n- 
variate function is global sensitive if for each n-tuple xi, .,., x, in its domain, 
its value cannot be determined by any subset of n - 1 elements. (For exam- 
ple, addition and minimum over the integers are global sensitive functions.) 
We present a randomized algorithm and a deterministic algorithm for com- 
puting such functions using the forest partition. The deterministic algo- 
rithm runs in 0(,/m) time and sends O(m + n . log n . log* n) 
messages. The expected running time of the randomized algorithm is 
O(& log* n) and its message complexity is O(m + n . log* n). 
Three lower bounds on the time required to compute global sensitive 
function are presented. First, we prove an Q(d) time lower bound for 
point-to-point networks of diameter d, and an Q(n) time lower bound for 
multiaccess networks. Together with our upper bounds, in the case where 
d 2 & (or the general case where d is not known in advance), this implies 
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that the multimedia network as a whole is more powerful than each of its 
parts. The third lower bound is an Q(min{d, ,,&}) time for multimedia 
networks of diameter d. Thus, in the general case, there is only a small gap 
between our upper bound and the Q(A) lower bound for multimedia 
network. (We note that in the special case where d is known to be < ,,& 
and a single node is a priori distinguished as a leader then the time com- 
plexity of computing a global sensitive function in both a point-to-point 
and a multimedia network is Q(d).) 
Finally, we show how to apply the divide-and-conquer approach to 
derive a deterministic algorithm for constructing a minimum spanning tree 
in a multimedia network. This algorithm runs in O(& log n) time, and 
sends O(m + n -log n . log* n) messages. 
The rest of the paper is organized as follows: The multimedia network 
model of computation and the complexity measures are presented in Sec- 
tion 2. The deterministic partitioning algorithm is presented in Section 3, 
and the probabilistic partitioning algorithm in Section 4. The algorithms 
for computing global sensitive functions, and the lower bounds on the time 
required to compute a global sensitive function in each of the models are 
given in Section 5. In Section 6 the minimum weight spanning tree algo- 
rithm is presented. In Section 7 we discuss some variations of the model. 
Specifically, we show how we can remove the assumption that the network 
is synchronous, and give a deterministic and a randomized technique to 
estimate n. 
2. MODEL 
We consider a set of processors which communicate simultaneously over 
two media: 
1. an arbitrary topology point-to-point network and 
2. a broadcast media (a collision bus). 
To model the multimedia network we combine the standard model of 
data communication networks with the standard model of a collision bus. 
The network part is the point-to-point asynchronous message-passing 
model as in (Segall, 1983; Gallager et al., 1983). The network topology is 
described by an undirected communication graph G = ( V, E), where V is a 
set of n nodes, representing the processors of the network, and E is a set 
of m links, representing the bidirectional communication lines operating 
between neighboring nodes. Messages sent over a link arrive error-free at 
the other end; after an arbitrary but finite delay. In Section 7 it is shown 
that a synchronizer (Awerbuch, 1985) with 0( 1) time and 0( 1) messages 
overhead per round can be implemented using the multiaccess channel. 
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Henceforth, for ease of presentation, the network is assumed to be syn- 
chronous. That is, we assume that all the nodes are connected to a global 
clock which generates clock pulses (“ticks”) to all the nodes at the same 
time. The time interval between two consecutive pulses of the clock is a 
round. At the beginning of each round, each node decides, according to its 
state, what messages to send and on which links to send them. Each node 
then receives any messages sent to it in this round and uses the received 
messages and its state to decide on its next state. Note that the only 
knowledge that the clock pulses provide the algorithm is that all the 
messages of the algorihm sent in that round have been already received. 
The network model is combined with a collision bus by connecting all 
the nodes of the network to a multiaccess channel. For ease of presentation 
the channel is assumed to be slotted. In Section 7 it is shown that any 
unslotted channel can be made slotted if a frequency division multiple 
access scheme (FDMA) is available. Every node can write to, and read 
from each slot on the channel. Each slot is in one of the following three 
states: idle, success, or collision depending on whether zero, one, or more 
than one processors write in that slot, respectively. A good account of the 
multiaccess model and its relation to possible implementations is given in 
(Greenberg and Ladner, 1983 ). 
The performance of a multimedia network in which one of the com- 
ponents (either the point-to-point network or the broadcast channel) is 
much faster than the other is simply the performance of that component. 
Thus, we study the multimedia network at the interesting point where the 
performance parameters of the two components are of the same order of 
magnitude. Specifically, the message size in the network is assumed to be 
as large as the length of the channel slot (in bits). We assume that this size 
is bounded by @log n) bits plus the size of the maximal data element. The 
message delay in the point-to-point network and the slot length in the 
multiaccess channel are assumed to be of the same order of magnitude. 
To make the presentation lucid we also assume that the number of nodes 
in the network, n, is known to each of the processors in advance, and that 
all the processor identifiers (id’s) are unique and can be represented in 
@log n) bits. The id’s are used in our algorithms in a way similar to (Cole 
and Vishkin, 1983; Goldberg et al., 1987; Capetanakis, 1979). Again, in 
Section 7 we discuss how these assumptions can be relaxed. 
When analyzing the time complexity of an algorithm (and only then) we 
assume that the message delay and the inter-message delay (the time 
between successive message transmissions on one link) in the point-to- 
point network is at most one time unit. The length of one slot is assumed 
to be one time unit as well. The communication complexity is the total 
number of messages sent over the network plus the time complexity (this 
measures the information received over both medial. 
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We conclude the model description by noting that certain problems are 
easy to solve in the multimedia network. Obviously, broadcasting a 
message is trivial. Taking a snapshot (Chandy and Lamport, 1985) in this 
model is easy by synchronizing the check point through the channel. 
Similarly, by assuming that the multiaccess channel is fault free the 
problem of resetting a dynamic network (Afek, Awerbuch and Gafni, 1987) 
is also trivialized. Many resolution techniques for allocating a slot on the 
channel in the event of collisions were developed (Metcalfe and 
Boggs, 1976; Capetanakis, 1979; Grenberg and Ladner, 1983; Molle, 1981; 
Willard, 1984). Given these conflict resolution algorithms the election 
problem can be solved deterministically in O(log n) time or in @log log n) 
expected time without using the point-to-point network. Essentially, these 
techniques can be viewed as symmetry breaking methods either by compar- 
ing the identifiers (id’s) bit by bit deterministically or by random coin flips. 
The reader is referred to the respective papers for details. 
3. A DETERMINISTIC PARTITIONING ALWRITHM 
Suppose that we are given a multimedia network with weighted links. 
W.1.o.g. assume that the weights associated with the links are distinct. (This 
assumption can be removed; see Gallager et al., 1983.) We present a deter- 
ministic algorithm for constructing a spanning forest with the following 
two properties: (1) Each tree in the spanning forest is a subtree of the mini- 
mum spanning tree (MST) of the network. (2) The size of each tree in the 
forest is a& and its radius is ~84. To achieve these properties our 
algorithm incorporates the algorithm of op. cit. for constructing a minimum 
spanning tree with the techniques of (Goldberg et. al., 1987) for symmetry 
breaking. 
Description of the Algorithm 
The algorithm proceeds in phases. At each phase we maintain a spanning 
forest such that each of its trees is a rooted subtree of the minimum span- 
ning tree (MST) of the network. These rooted trees are called fragments, 
and the root of each fragment is called the core of the fragment. At phase 
i, i = 1, . . . . log n/2, of the algorithm the size of each such fragment is b2’ 
and its radius is < 2’+ 3 - 1. Clearly, after phase log n/2 we will have the 
desired partitioning. 
At each phase, the algorithm performs some inter-fragment computa- 
tions and some intra-fragment communications. In this respect each 
fragment can be viewed as a supernode in a network and the algorithm 
proceeds by inter-node computations and intra-node communication. 
To controi the pace at which fragments grow we synchronize the phases. 
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That is, all the processors start (and end) each phase simultaneously. This 
can be done since the processors can compute the length of each phase in 
advance. (In Section 7 we show that, alternatively, this can be done by our 
synchronizer which can serve as a mechanism to detect the global termina- 
tion of each phase and each step in a phase.) 
We start the algorithm at Phase 0 by taking the spanning forest which 
consists of each one of the nodes as a core of a fragment of size one. Each 
Phase i of the algorithm consists of the following six steps. 
Step 1. For each core, c, count the number of nodes, N,., in its frag- 
ment. This is done by broadcasting a message out to the leaves and getting 
their responses. (This operation of “broadcast and respond” is also known 
as “propagation of information with feedback” (Segall, 1983)) Each node 
u responds to its parent only after receiving responses from all its children. 
The response of node u is the number of vertices in its subtree, which is 
computed by adding one to the sum of its children responses. 
Before proceeding to Step 2 we make the following definitions. Define the 
level of a fragment with core c to be jlog N,.J. Notice that the level of each 
fragment at the start of Phase i is at least i. A fragment is said to be active 
at phase i if its level equals i. Only the active fragments take part in Step 2, 
the rest of the fragments, whose level is >i, remain idle. Finally, define an 
outgoing link as a link connecting nodes from different fragments. 
Step 2. For each core of an active fragment, compute the minimum 
weight outgoing link of its fragment. This is done in three substeps as in 
(Gallager et al., 1983). Consider an active fragment T. In the first substep 
the core of T broadcasts to all the nodes in T that they belong to an active 
fragment. In the second substep each node in T searches for the minimum 
weight outgoing link incident to it. This is done by scanning its ordered list 
of links and choosing the first outgoing link. Since the size of each active 
fragment is <2’+ ‘, this substep will take O(2’) time and messages. In the 
third substep the core of T computes the minimum outgoing link among 
the ones found in the previous substep. This is done by a response phase 
(as in Step 1) which is started at the leaves of T. Here, however, each node 
will respond with the weight of the minimum outgoing link in its subtree 
by taking the minimum over its children responses and the weight value of 
its minimum outgoing link (computed in the second substep). 
The links found in Step 2 define a directed “fragment” graph F as 
follows. Each vertex in F corresponds to a fragment in our forest. Each 
edge in F corresponds to a minimum weight outgoing link found in Step 2. 
That is, if such a link is outgoing from fragment T, to fragment T2, then 
the corresponding edge in the “fragment” graph is directed from the vertex 
corresponding to T, to the vertex corresponding to T,. Define the level of 
a vertex in F as the level of its corresponding fragment. Observe that each 
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connected component of F is in one of the following three forms: (i) A 
single vertex; later we prove that the level of this vertex must be at least 
i + 1. (ii) A rooted tree consisting of vertices of level i rooted at a vertex of 
level j > i; later we prove that the radius of the fragment corresponding to 
this root is bounded by 2’+3. (iii) A tree consisting of vertices in level i, 
with one extra edge. Note that in this case one link was selected by both 
its incident fragments as the minimum weight outgoing link. We root the 
tree at the vertex (fragment) with the higher id among these two vertices 
(fragments) and omit the extra edge outgoing from it. From now on F is 
considered a forest. 
Recall that our goal in Phase i is computing fragments of size 22’+’ and 
radius < 2’+ 4. A wishful thinking is that each tree in the “fragment” forest 
F would define a fragment for the next phase. However, a tree in F may 
have a non-constant radius and thus the radius of the newly defined frag- 
ment may be > 2’+4. To overcome this problem we partition each tree in 
F into components of constant radius. A straightforward partitioning 
would take time proportional to the radius of the trees in F, which could 
be O(n). In the next four steps we use the symmetry breaking technique of 
(Goldberg et al., 1987) to do it in O(2’ log* n) time. We describe the opera- 
tions in these steps as if performed between the cores of the fragments 
(vertices). The message exchange between the cores is carried over the 
branches of the fragments in the obvious way. 
Step 3. Compute a three coloring of the forest F. This is done by 
applying the parallel algorithm of (Goldberg, Plotkin, and Shannon, 1987) 
which three colors the vertices of a rooted forest in parallel. Their algo- 
rithm runs in O(log* n) time using n processors on an exclusive read 
exclusive write parallel RAM, where n is the number of vertices in the 
forest. In this algorithm each procesor is allocated to a node and it 
exchanges information only with processors allocated to its neighbors. (See 
Goldberg et al., 1987 for details.) Therefore, it can be implemented also in 
our model where each core simulates a processor. The implementation 
takes 0(2’log* n) time and O(n log* n) messages. 
Let the three colors be red, green, and blue. Our goal in Steps 4 and 5 
is to compute a maximal independent set (MIS) in F, that will include the 
root of each rooted tree T, in F. For this we recolor the vertices in F, so 
that the MIS will be the set of nodes colored red. In Step 4 we recolor the 
forest as done in (Goldberg et al., 1987). 
Step 4. For each rooted tree T, in F and each vertex v in T,, excluding 
the root and its children, recolor v with the color of its father. If the root 
is red then recolor each of its children with a color different from red and 
the child’s color. Otherwise, recolor the root’s children with the root’s color 
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and the root with red. Note that the coloring is still legal and that the root 
is always red. 
Step 5. Recolor each blue vertex which has no red neighbor in red. 
Then, recolor each green vertex which has no red neighbor in red. 
It is not difficult to see that the set of red vertices is indeed an MIS. 
Hence, the length of any path between two red vertices in F is bounded by 
three. This enables us to partition each tree in F into subtrees, the radius 
of each is bounded by four. Each of the bounded-radius subtrees will define 
a fragment for the next phase. 
Step 6. Remove the edge outgoing from each red vertex which is not a 
leaf. For each subtree thus created, join the fragments which correspond to 
its vertices to form a new fragment. The core of each such new fragment is 
the core of the fragment corresponding to the root of the subtree (which is 
the unique red internal vertex of F in the subtree.) 
The following claims can be easily verified. 
CLAIM 1. After Phase i the level of each fragment in the spanning forest 
of the network is at least i + 1. 
Proof: By a simple induction. At the beginning of phase i each active 
fragment is at level i. During phase i each such fragment is combined with 
at least one more fragment to create a fragment whose size is at least 
i+l 
2 .I 
CLAIM 2. After Phase i the radius of each fragment in the spanning 
forest of the network is at most 2i+4 - 1. 
Proof: This claim is proved also by a simple induction. By the inductive 
assumption, the radius of each fragment at the beginning of phase i is at 
most 2i+3 - 1. The subtrees created in Step 6 have radius at most four. 
Since all the vertices in a subtree except possibly the root are active, their 
radius is at most 2’+’ - 1. By our induction hypothesis the radius of the 
root is at most 2’+ 3 - 1. Thus the radius of the resulting fragments is at 
most 2i+3-l+3(2’f1-1)=14~2i-4<2i+4. 1 
Time Complexity. The time complexity of Step 3 is 0(2’log* n). The 
time complexity of all the other steps is O(2’). Thus the time complexity of 
Phase i is 0(2’log* n). Summing up for i= 1, . . . . log n/2 we arrive at a total 
time complexity of O(& log* n). Notice that the constant in the big Oh of 
the time complexity of each phase i is bounded by live, thus to synchronize 
the phases we make each phase take exactly 5 .2’ log* n rounds. 
Message Complexity. Our message complexity analysis differs from the 
analysis of (Gallager et al., 1983) only in Step 3. This step contributes 
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O(n log* n) messages per phase and a total of O(n log n log* n) messages. 
Thus the overall message complexity equals O(m + n log n log* n). 
4. A RANDOMIZED PARTITIONING ALGORITHM 
In this subsection we present a randomized algorithm for computing a 
spanning forest consisting of trees each of radius O(&). We prove that the 
expected number of trees produced by the algorithm is O(4). The run- 
ning time of the algorithm is O(& log* n) and its message complexity is 
O(m + n log* n). The algorithm can be modified so that it will work when 
n is unknown and the nodes are anonymous. (See Section 7.) 
DEFINITION. Let E, = 1 and E, = eEz-‘, for i = 1, . . . . In* n. In words, Ej is 
given by raising e to the power of e, i- 1 times. 
At the beginning of the algorithm all the nodes are assumed to be in a 
free state. The algorithm proceeds in at most In* n f 1 iterations. Similar to 
the deterministic algorithm, the iterations are synchronized. That is, all the 
processors start (and end) each iteration simultaneously. This can be done 
since the processors can compute the length of each iteration. Each 
iteration i = 0, . . . . In* n consists of the following four steps. 
Step 1. Each,free node flips a coin which has min(1, E,/Jn) probabil- 
ity for “head.” A node that flipped “head” becomes a local center. (Notice 
that at iteration In* n + 1 all the remaining free nodes will become centers 
since the probability for “head” is 1.) 
Step 2. Each local center computes a connected component by growing 
a breadth first search (BFS) tree to distance at most 44. Each node in 
the BFS trees is labeled by its distance to the root of its tree. A node which 
belongs to a previous BFS tree switches to a new tree only if it reduces its 
label. If a node can be labeled by two roots simultaneously it chooses the 
root with the least id. Since the network is synchronized the BFS tree 
computation can be done in O(A) time and O(m) messages. (See 
Gallager, 1982 for details.) To reduce the message complexity of the 
algorithm, each link which is found to be internal to a BFS tree but not 
a tree edge is removed from the network for the algorithm purposes. 
Step 3. All the nodes in trees that do not have outgoing links to 
unlabeled nodes and all the nodes in the rest of the trees with label <2& 
become unfree, all the rest remain free for the next iteration. Note that a 
free node may belong to a BFS tree (if its label > 2$). 
Clearly, the randomized algorithm described above computes a spanning 
forest consisting of trees each of radius ,<4&. Next we prove: 
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THEOREM 1. 
K/a. 
The expected number of trees in the spanning forest is 
Prooj: Consider an arbitrary partition of the network into connected 
components, the size of each is >& and the radius of each is <2&. 
Note that such a partition always exists (e.g., by partitioning the spanning 
tree of the network into components of the desired size and radius). We 
remark that this partition is needed only for the proof and is not actually 
computed. We call each connected component in this partition a block. 
To find the expected number of trees we find the expected number of 
local centers selected in each iteration. For this, let us first find the expected 
number of free nodes at the start of each iteration. We observe that if a 
node is free then no node in its block could have been a local center. 
Clearly, the probability that no local center will be selected in a block in 
iteration 0 is < (1 - l/h) J’ ,< e- ’ independently of the other blocks. This 
implies that the expected number of free nodes at the start of iteration 1 is 
at most n/e. In the same way, the probability that no local center will be 
selected in a block in iteration 1 (given that no local center was selected in 
iteration 0) is < (1 - e/&)J 6 e-‘. This implies that the expected number 
of free nodes at the start of iteration 2 is at most n/e’ + ‘. In general, the 
probability that no local center will be selected in a block in iteration i 2 0, 
given that no local center was selected in previous iterations is 
d ( 1 - Ei/,/%)dG < eP 4 = E,;‘, . This i mplies that the expected number of 
free nodes at the start of iteration i is at most n/(nfCO E,). Recall that the 
probability for getting a “head” in iteration i is E,/&. Hence, the expected 
number of local centers selected at iteration i 2 1 is at most &/(n::A E;). 
Clearly, the expected number of local centers selected in iteration 0 is $z. 
Summing the expected number of local centers over the In* n + 1 iterations 
gives an expected number of O(4) local centers. Thus, proving the 
theorem. 1 
It is not difficult to verify that the time of the randomized algorithm is 
O($log* n). (Note that this is the worst case time and not the expected 
time.) To count the number of messages transmitted in the construction of 
the BFS trees we note that after exchanging a message over a link either 
the link is added to a BFS tree or is removed from the network for the 
algorithm purposes. The latter type of message exchanges contributes at 
most O(m) messages while the former contributes at most O(n) in each 
iteration. Thus, the total communication complexity of the algorithm is 
O(m + n log* n) messages. 
Remark. The above algorithm is Monte Carlo, that is, with very small 
probability the resulting spanning forest consists of more than O(,,/&) trees, 
When the number of processors is known we can modify the algorithm into 
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a Las Vegas algorithm (that is, an algorithm that always gives a valid 
partition) in the following way. At the end of the Monte Carlo algorithm 
we check whether the number of trees is more than 2&, This is done 
by applying the randomized resolution technique of Metcalfe and 
Boggs (1976) for S,,f n rounds in an attempt to schedule the roots of the 
trees on the channel. (Note that in order to be able to use this resolution 
technique we must assume that the number of processors is known.) The 
algorithm terminates if all the roots were scheduled and their number is 
<2 4. Otherwise, the algorithm is restarted. This process is continued 
until a valid partition is computed and verified. It is easy to see that the 
probability of having to restart the algorithm is much less than l/2. Hence, 
the expected running time and expected message complexity of the resulting 
Las Vegas algorithm are of the same order of magnitude as the worst case 
running time and worst case message complexity of the corresponding 
Monte Carlo algorithm. 
5. COMPUTING GLOBAL SENSITIVE FUNCTIONS 
In this section we define the class of global sensitive functions, give an 
algorithm for computing these functions in a multimedia network and 
prove lower bounds on the time required to compute such functions in a 
point-to-point network, a broadcast network, and a multimedia network. 
Let S(X, l ) be a commutative semigroup, where X denotes the semi- 
group elements set and l is the semigroup operation. Define the function 
F,,: X” -+ X in the obvious way. That is, F,Jxl, . . . . x,) =x1 l x2 l ..’ l x,. 
We say that F,, is a global sensitive function if for each n-tuple x,, . . . . x, in 
its domain, the value of F, cannot be determined by any subset of n- 1 
elements. In other words, for each n-tuple x,, . . . . x,, in the domain and 
each 1 <i< n, there is yi such that F,(xI, . . . . x. Ir xi, xi+ ,, . . . . x,) # 
F,(x,, . . . . xi-, , yir xi+ 1, . . . . x,). 
Observe that the class of global sensitive functions contains many 
natural functions. For example: (1) X is the set of integers and l is addi- 
tion. (2) X is the set of integers and l is the minimum operation. (Note that 
when the minimum element in X is finite then the function is not global 
sensitive.) (3) X= (0, I} and l is addition module two (exclusive or). We 
remark that the global sensitive functions defined here resemble the notion 
of the global algorithms of (Korach et al., 1984; Awerbuch, 1987) and the 
global queries of (Shira and Rodeh, 1985). However, our definition is more 
restrictive. 
In this section we consider the problem of computing a global sensitive 
function when the inputs are distributed among the processors of a multi- 
media network. That is, each processor p, is given one element X,E X as 
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input. At the end of the computation each processor has to know the value 
of FJX,) . ..) x,). Given the partition of the network as defined above, we 
present a deterministic algorithm and a randomized algorithm for com- 
puting F, in a multimedia network. In Subsection 5.2 we provide lower 
bounds on the time required to compute global sensitive functions in the 
various network models. 
5.1. Overview of the Algorithms 
We divide the computation into two parts a local computation and a 
global computation. In the local computation we compute in parallel the 
value of the function for each of the components defined by the partition- 
ing algorithms described above. The local computation is done by a simple 
“broadcast and respond” along the trees links (Segall, 1983). This process 
takes O(&) time and O(m) messages. Upon the completion of the local 
computation each root has the partial result of the function computed for 
the inputs in its component. In the global computation we broadcast all the 
partial results on the broadcast channel. The global computation is done by 
scheduling each one of the roots of the trees on the channel. In the deter- 
ministic algorithm this scheduling can be done by applying the resolution 
techniques of (Capetanakis, 1979) in O(& log n) time. In the randomized 
algorithm this can be done in 0( 1) expected time per root as shown in 
(Metcalfe and Baggs, 1976) which gives a total of O(&) expected time. 
(Note that since we have an estimation on the number of the roots it is not 
necessary to use the sophisticated techniques of Willard, 1984, for the 
scheduling. ) 
We note that the running time of the deterministic algorithm can be 
improved a little by tightening the balance between the time of the local 
computation and the time of the global computation. To this end, the 
deterministic partitioning algorithm is run for at most log J;llognllog*n 
phases. Thus constructing a forest with O(J&&&g%) trees, each of 
radius O(Jm). It can be readily verified that the running time 
of the partitioning algorithm is O(dm), while its message com- 
plexity remains O(m + n log n log* n). The total running time of the global 
computation is now O(Jm log n) = O(J;zlognlog*n) as well, 
5.2. The Lower Bounds 
In this subsection we prove lower bounds on the complexity of any algo- 
rithm for computing global sensitive functions in a point-to-point network, 
a broadcast network and a multimedia network. 
THEOREM 2. The computation of an n-variate global sensitive function 
requires G?(d) time in a point-to-point network of diameter d, 0(n) time in a 
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broadcast network and Q(min{d, $I}) time in a multimedia network of 
diameter d. 
Proof. The lower bound for a point-to-point network. Consider com- 
puting a global sensitive function F, in a point-to-point network of 
diameter d. Let p be a processor in the network. Note that in order for p 
to compute F,,, a message has to be sent from every vertex to p. The Q(d) 
time lower bound for computing the function follows. 
The lower bound for a broadcast network. Let F, : X” -+ X be a global sen- 
sitive function. To get the Q(n) lower bound, we prove the following claim. 
CLAIM 3. Any algorithm for computing F,, in a slotted broadcast network 
requires at least Ln/2] time slots. 
Proof By induction on n. The induction basis is trivial. It is easy to see 
that any algorithm for computing F, or F, requires at least one broadcast 
and hence at least one time slot. Assume that the claim holds for n - 2, we 
show that it holds also for n. 
Let A,, be a time optimal algorithm for computing F, in a slotted broad- 
cast network. Consider the state of the first slot in a run of A,,. We claim 
that for at least one input instance the first slot is not in the state idle. To 
see that, assume to the contrary that for all input instances, the first slot 
is in the state idle. That is, for all input instances, the channel is not used 
in the first time slot. But then this first slot is not needed (since the time 
for internal computation is not counted), contradicting the time optimality 
of A,,. 
We distinguish between two cases: 
Case A. For some input instances the state of the first slot is coffision. 
That is, for some input instances at least two processors try to broadcast 
in the first step of A,. W.1.o.g. assume that pn- i and pn are two such pro- 
cessors. Note that the actions taken by a processor at the first step depend 
only on its input. We get that for all instances in which the inputs of pn ~, 
and pn are a, ~, and a,, respectively, for some a, , , a, E X, the state of 
the first slot is collision. Define the function F,, 7 : X” - * + X as follows. 
For (x,, . . . . x,-~) E X”-‘, F,. *(x,, . . . . x, J = F,,(x,, . . . . x,~~, a,,.+,, a,). 
Clearly, F,_, is a global sensitive function. The algorithm A,, induces an 
algorithm A,- z for computing F,,- z as follows. Each run of A,,- 2 with 
input instance (.x,, . . . . x,, _ 2) corresponds to a run of A, with input instance 
t-x ,, . . . . xHp2, a,- I, a,). In each step of A, *, each processor acts the same 
as the corresonding processor in A,, and in parallel also simulates the 
actions of p,, _, and p,, in A,, for the inputs a,, ~ I and a,, respectively. When 
A ,2 ~ 2 terminates each processor can compute F,Jx, , . . . . x, ~ ?, a, ~ 1, a,), 
and hence also F,, ~ ,(.Y~ , . . . . x,, >). Since the state of the first slot of A, with 
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any input (x,, . . . . x, ~ 2, a, ~, , a,) is collision, the first step of A, can be 
simulated in AnP2 without using the channel. Thus, the running time of 
A n-2 is exactly one time slot less than the running time of A,. By the 
hypothesis any algorithm for computing F,, ~ z requires Ln/2] - 1 time slots, 
hence, A, must require at least Ln/2_1 slots. 
Case B. Not Case A; that is, there are no input instances for which the 
state of the first slot is collision. Recall that for at least one input instance 
the state of the first slot is not idle. Thus, for some input instances the tirst 
slot is in the state szlccess, implying that for these input instances exactly 
one processor tries to broadcast in the first step of A,,. Wlog assume 
that this processor is pn and that it tries to broadcast the message m 
when its input is a,,. Note that since there are no input instances for 
which the state of the first slot is collision, for all input instances in which 
p,,‘s input is u,, no other processor tries to broadcast. Define the function 
Ft, , : X” - ’ -+ X as follows. For (x, , . . . . x,, ~ ,) E X” ‘, F,, ,(x1 , . . . . x,, ,) = 
Fn(.u, > . ..+ x,z ~ , > a,). Clearly, F,, 1 is a global sensitive function. Observe 
that A, induces an algorithm A,,+ , , which requires one time slot less. 
Similar to Case A, we conclude that A, requires L12/2 J time slots. m 
The lower bound for a multimedia network. The lower bound proof for 
a multimedia network is an extension of the lower bound for the broadcast 
network, given above. Our lower bound proof resembles two other lower 
bound proofs given for different models: (1) The G?(h) time lower bound 
given in (Bakhari, 1984; Stout, 1986) for the time needed to add numbers 
in a linear mesh with a bus, and (2) The Q(&) time lower bound given 
in (Vishkin and Wigderson, 1985) for the time needed to add numbers in 
a parallel RAM with one cell of shared memory. 
Let A,, be a time optimal algorithm for computing a global sensitive 
function F,,: x” + X in a multimedia network whose point-to-point part is 
a ray graph of diameter d. A ray graph is a graph consisting of one dis- 
tinguished vertex, the center, from which 2(n - 1 )/d vertex disjoint (simple) 
paths, each of length d/2, emanate; these paths are called rays. We show 
that there is at least one input instance for which A, runs in 
Q(min{ d, &} ) time. 
We start with some definitions. 
DEFINITION 1. A function F: X’ + X is k-sensitive on the domain D, for 
some D G X” and a positive integer k <n, if there is a set S, G (1, . . . . n} of 
k indices, such that for each n-tuple xi, . . . . x, ED and each iE Sk, there is 
yi such that F(x,, . . . . x,, . . . . x,) # F(x,, . . . . y;, . . . . x,). 
It follows from Definition 1 that if F is k-sensitive, for some k, on D, then 
F is also k’-sensitive on D, for all 1 <k’ d k. 
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Definition 1 extends the notion of global sensitive functions given above. 
It is easy to see that any global sensitive function F,, is n-sensitive on J?‘. 
Also, F,, is k-sensitive on any subset of X” consisting of all n-tuples in 
which n -k variables out of the n are fixed. 
DEFINITION 2. The t-neighborhood of a processor p is the set of all 
processors at distance 6 t from p (including p). 
Each input instance corresponds to a run of A,. Each such run consists 
of steps, one step in each time unit. With each step we associate the 
behavior of the channel in that step. The behavior may be one of three: 
idle-if the state of the slot is idle in that step, collision-if the state of the 
slot is collision in that step, or a pair (i, m&if the slot is in state success 
and processor pi broadcasts message m in that step. 
DEFINITION 3. A set of input instances is indistinguishable by the center 
after t steps of A,, , if for all instances in the set: (1) the inputs of all the 
processors in the t-neighborhood of the center are fixed and (2) the 
behavior of the channel is the same in the first t steps of A,. We denote 
such a set by IND,. 
Notice that the actions taken by the center in step t + 1 of A,, are the 
same for all input instances in IND,. Thus, if a set IND, consists of two 
input instances for which the output is different the algorithm cannot 
terminate after t steps, since the center is yet unable to compute F,,. Let 
2(n - 1) t 
d 
CLAIM 4. For each r 6 min {d, &}/4, there exists a set of instances 
IND, such that F, is k,-sensitive on IND,. 
The claim readily implies the lower bound, since it implies that for 
t=min{d, ,,&}/4, F,, is k-sensitive, for some k > 0, on IND,. This implies 
that IND, consists of two input instances for which the output is different, 
and thus the algorithm cannot terminate after t = min { d, ,,/%)/4 steps. 
Proof of Claim 4. By induction on t. The induction basis is easy. Define 
IND, to be the set of all instances in which the input of the center is fixed. 
It is not difficult to see that F,, is (n - 1)-sensitive on IND,. Assume that 
the claim holds for t - 1; we show that it holds also for t. 
Consider a subset of IND, , consisting of all instances in which the 
2(n - 1 )/d inputs of the processors at distance t from the center are fixed. 
We note that there may be several such subsets, one for each assignment 
of different values to the inputs at distance t; one such subset will do. 
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Denote this subset by I,. Now, consider the behavior of the channel in step 
t for the instances in I,. 
There are three cases. For each case we construct a set IND,, on which 
F, is k-sensitive, for some k > k,. 
Case A. For all input instances in I,, the behavior of the channel in 
step t is either idle or collision. In this case IND, = Z,. Note that F, is at 
least [k, ~ 1 - 2(n - 1 )/d]-sensitive on IND,, proving the claim for this case. 
Case B. For some (but not all) input instances in I,, the behavior of 
the channel in step t is collision. That is, for some input instances in Z, at 
least two processors try to broadcast in step t of A,. Let pi and pi be two 
such processors. The actions taken by a processor in step t, for instances 
in I,, depend only on the inputs in its (t - 1)-neighborhood. (This is, since 
the behavior of the channel in the first t - 1 steps is the same for all instan- 
ces in I,.) Consider the inputs in the (t - 1)-neighborhoods of pi and pi. 
These inputs cannot be fixed for all instances in I,, since the actions of pro- 
cessors pi and pj are not the same for all these instances. (For some instan- 
ces both try to broadcast and for some not.) Notice that since the inputs 
in the t-neighborhood of the center are fixed for all instances in I,, the 
maximum number of inputs in the (t - 1 )-neighborhoods of pi and p, which 
are not fixed for all instances in I, is 4( t - 1) + 2 = 4t - 2. Consider a subset 
of I, consisting of all instances in which the inputs in these neighborhoods 
are such that pi and pj try to broadcast in step t. This subset is IND,; 
clearly, this subset is indistinguishable by the center after t steps; moreover, 
F,, is at least [k,-, -2(n - 1)/d-4f+ 2]-sensitive on this subset. Thus, 
proving the claim for this case. 
Case C. Not Cases A and B; that is for some input instances in I, the 
behavior of the channel in step t is not idle, but for no input instance in 
I, the behavior of the channel in step t is collision. Thus, for some input 
instances in I, the behavior of the channel in step t is (i, m). Note that the 
maximum number of inputs in the (t - 1 )-neighborhood of pi which are not 
fixed for all instances in I, is 2( t - 1) + 1 = 2t - 1. Consider a subset of I, 
consisting of all instances in which the inputs in the neighborhood ofp, are 
such that pi tries to broadcast the message m in step t. Since for no input 
instance in Z, the behavior of the channel in step t is collision, for all the 
input instances in this subset no other processor tries to broadcast. 
Hence, for all instances in this subset, the behavior of the channel in step t 
is (i, m). Similar to Case B, this subset is IND,; clearly, this subset is 
indistinguishable by the center after t steps; moreover, F, is at least 
[k, ~, - 2(n - 1 )/d- 2t + 1 ]-sensitive on this subset. The claim follows. 1 
The theorem implies that in the general case the following holds. 
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COROLLARY 3. The computation of a global sensitive function requires 
Q(n) time in an arbitrary point-to-point network and in a broadcast network 
and a(,,/%) t’ lme in an arbitrary multimedia network. 
6. COMPUTING A MINIMUM SPANNING TREE 
In this secton we present a deterministic algorithm for constructing a 
minimum spanning tree (MST) in a multimedia network with weighted 
edges. (Again, assume w.1.o.g. that the associated weights are distinct.) Our 
algorithm is actually an implementation of the sequential algorithm of 
(Kruskal, 1956). The algorithm proceeds in three stages. In the first stage 
we compute a spanning forest using the deterministic partitioning algo- 
rithm given in Section 3. Recall that this spanning forest has the following 
two properties: (1) Each tree in the spanning forest is a rooted subtree of 
the MST of the network. These trees are called initial fragments. (2) The 
size of each initial fragment is > ,,/‘& and its radius is < 8&. In the second 
stage we compute a scheduling of the roots of the initial fragments, for 
accessing the channel. This is done using the resolution technique of 
(Capetanakis, 1979) as in Section 5. In the third stage we join the initial 
fragments to get the MST of the network. Below, we describe the third 
stage of the algorithm. 
The third stage has two parts. First, each node finds out which initial 
fragment is on the other side of each of its incident links. This part takes 
0( 1) time and O(m) messages. The second part proceeds in phases. The 
input to each phase is a spanning forest consisting of rooted fragments of 
the MST. We call these fragments the current fragments. In each phase 
each current fragment computes its minimum weight outgoing link and 
then, the current fragments are merged along their selected minimum 
weight outgoing links to form bigger current fragments. The number of 
current fragments is at least halved at each phase. The computation is done 
using the initial fragments computed in the partitioning algorithm which 
remain the same throughout this stage. Thus, throughout this stage each 
node belongs to some initial fragment and to some current fragment. 
Moreover, inductively, in the beginning of each phase every node knows 
the names of all the initial fragments in each current fragment. Initially, 
each initial fragment is a current fragment. Each phase consists of the 
following two steps: 
Step 1. The nodes of each initial fragment compute, using the point-to- 
point network, the minimum weight outgoing link from their initial frag- 
ment to a node that is not in their current fragment. This is done by a 
simple “broadcast and respond” on the initial fragment. Since each node 
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knows (1) which initial fragment is on the other side of each of its incident 
links and (2) the set of initial fragments in each current fragment, this step 
requires no inter-fragment communication. 
Step 2. All the cores of the initial fragments broadcast on the channel 
one at a time, using the computed schedule, the weight of the minimum 
weight outgoing link that has been found in Step 1. Each core broadcasts 
the following information: (i) the id of its initial fragment, (ii) the id of its 
current fragment, (iii) the weight of the link, (iv) the id of the current 
fragment on the other side of the link, and (v) the id’s of the nodes in both 
sides of this link. 
Observe that after this information is broadcast each node can compute 
locally the minimum weight link outgoing from every current fragment. All 
these links are part of the MST. By adding all these links to the spanning 
forest the number of current fragments is at least halved. 
Complexity. Computing the initial subtrees takes O(& log* n) time 
and O(m + n log n log* n) messages using the algorithm given in Section 3. 
It takes O(& log n) time, to schedule the roots on the channel using the 
techniques of (Capetanakis, 1979). In each phase of the third stage the 
number of current fragments is at least halved; therefore, there are at most 
O(log n) phases. Step 1 of each phase takes 0(&z) time and O(n) 
messages. Step 2 of each phase takes O(G) time. We conclude that the 
algorithm runs in O(&log n) time and sends O(m + n log n log* n) 
messages. 
7. VARIATIONS OF THE MODEL 
In this section we discuss several variations of the model. First, we show 
how we can remove the assumptions that the point-to-point network is 
synchronous and the channel is slotted. Then, we describe a deterministic 
algorithm for computing n the total number of nodes in the network and 
a randomized algorithm for estimating n. 
7.1. The Channel as a Synchronizer of a Point-to-Point Network 
A synchronizer (Awerbuch, 1985) is a mechanism which enables the 
execution of synchronous algorithms on an asynchronous point-to-point 
network. Let us first review the synchronous model of computation. 
A synchronizer provides the nodes of an asynchronous network with 
“clock pulses” which give the algorithm at each node the knowledge that 
all the messages sent to it in the present simulated round have been already 
received. Given this knowledge the algorithm can safely proceed to the 
computation and communication operations of the next simulated round. 
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The multimedia network is used to implement a synchronizer by first 
requiring each node to acknowledge the reception of each message of the 
algorithm on the point-to-point network links. Second, a node is required 
to transmit a busy tone on the channel as long as not all the messages that 
the node sent have been acknowledged. An idle slot on the channel is then 
considered as a clock pulse. 
Note that the collision channel synchronizer at most doubles the 
message complexity of the synchronous algorithm, because of the 
acknowledgments, and multiplies the time complexity of the algorithm by 
at most a constant factor. This can be summarized as follows. 
COROLLARY 4. The multimedia network is at least as powerful as the 
corresponding synchronous point-to-point network. 
We note that the synchronizer mechanism we suggest can serve as a 
“termination detector” not necessarily for a communication round but in 
other situations as well, e.g., to detect a termination of a phase in any of 
the algorithms presented above when we run them in an asynchronous 
model. 
7.2. Slotted from Unslotted Channel 
A mechanism similar to the channel synchronizer can be used to convert 
an unslotted channel to a slotted channel assuming first, that an extra 
channel is available, and second, that an asynchronous idle period can be 
asynchronously detected by all the nodes (as in Molle, 1981). One channel 
is used as a synchronizer for the other channel. Every node which is active 
in a slot transmits a busy tone on the extra channel. An idle period on that 
channel presents the end of the slot and the time to begin the next slot. 
We note that these assumptions are practical since the FDMA 
mechanism can provide the extra channel and low level simple hardware 
can provide the detection of idle periods. 
7.3. A Deterministic Algorithm for Computing the Network Size 
We describe an algorithm to compute n deterministically in 
O(& log( 1 id] )) time, where id is the largest id in the network. To this end, 
we modify the deterministic partitioning algorithm given in Section 3 in the 
following way. Recall that the partitioning algorithm consists of log n/2 
phases. The output of each phase i is a partition of the gaph into 
fragments, each of size 3 2’ and radius < 2’+ 4. To estimate n, we check at 
the end of each phase i if the number of fragments is ~2’ This is done by 
applying the resolution technique of Capetanakis (1979), for 2’ rounds 
(which takes 2’ log() idi ) time units) in an attempt to schedule the cores of 
the fragments on the channel. The algorithm terminates if all cores were 
scheduled by then, otherwise a new phase is started. After successfully 
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scheduling all the cores, we can find the exact value of n simply by applying 
the algorithm for computing global sensitive functions given in Section 5. 
The function to evaluate will be the network size, that is, summation where 
all input values have the value 1. The result of the computation is n. The 
algorithm takes O($ log( 1 idi)) time and O(m + n log* (( idl) log n) 
messages. As described in Section 5.1 the running time of this algorithm 
can be improved to 0( n log( 1 idl) log*( I idi)) time without changing the 
message complexity by tightening the balance between the time of the 
partition computation part and the time of the counting part. 
7.4. A Randomized Algorithm for Estimating the Network Size 
Greenberg and Ladner (1983) have suggested a randomized algorithm 
for estimating the number of processors in a multiaccess network. All the 
nodes start together rounds of coin tosses; at round i each coin has prob- 
ability l/2’ for “head.” A special busy tone is transmitted by all the nodes 
which flipped “head.” The estimation terminates as soon as there is an idle 
slot (nobody transmits a busy tone). When it terminates all nodes know k, 
the number of rounds. 2k is then, with high probability, a good estimate 
(up to a multiplicative factor) for the number of processors in the network. 
We note that random bits can be used also to generate random id’s in case 
those are not given. 
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