Introduction: overview
All varieties in this lecture are assumed to be algebraic over C.
What classification means?
In every branch of mathematics, the problem of classifying the objects arises naturally as the ultimate understanding of the subject. If we have finitely many objects, then classification means trying to see which object is isomorphic to another, whatever the isomorphism means. In this case, the problem shouldn't be too difficult. However, if we have infinitely many objects, then classification has a bit different meaning. Since each human can live for a finite length of time, we may simply not have enough time to check every object in the theory. On the other hand, objects in a mathematical theory are closely related, so one can hope to describe certain properties of all the objects using only finitely many or some of the objects which are nice in some sense.
For example let V be a vector space over a field k. If dim V < ∞, then we can take a basis {v 1 , . . . , v n } for this vector space and then every v ∈ V can be uniquely written as v = a i v i where a i ∈ k. We can say that we have reduced the classification of elements of V to the classification of the basis. Formally speaking, this is what we want to do in any branch of mathematics but the notion of "basis" and the basis "generating" all the objects could be very different.
In algebraic geometry, objects are varieties and relations are described using maps and morphisms. One of the main driving forces of algebraic geometry is the following Problem 1.0.1 (Classification). Classify varieties up to isomorphism.
Some of the standard techniques to solve this problem, among other things, include
• Defining invariants (e.g. genus, differentials, cohomology) so that one can distinguish nonisomorphic varieties, • Moduli techniques, that is, parametrising varieties by objects which are themselves varieties,
• Modifying the variety (e.g. make it smooth) using certain operations (eg birational, finite covers).
It is understood that this problem is too difficult even for curves so one needs to try to solve a weaker problem.
Problem 1.0.2 (Birational classification). Classify projective varieties up to birational isomorphism.
By Hironaka's resolution theorem, each projective variety is birational to a smooth projective variety. So, we can try to classify smooth projective varieties up to birational isomorphism. In fact, smooth birational varieties have good common properties such as common plurigenera, Kodaira dimension and irregularity.
In this stage, one difficulty is that in each birational class, except in dimension one, there are too many smooth varieties. So, one needs to look for a more special and subtle representative.
Example 1.0.3 (Curves). Projective curves are one dimensional projective varieties (i.e. compact Riemann surfaces). Curves X in P 2 are defined by a single homogeneous polynomial F . A natural and important "invariant" is the degree defined as deg(X) = deg F . The degree is actually not an invariant because a line and a conic have different degrees but they could be isomorphic. However, using the degree we can simply define an invariant: genus, which is defined as
Topologically, g(X) is the number of handles on X.
Moduli spaces. For each g, there is a moduli space M g of smooth projective curves of genus g. 
In higher dimension, the analogue of canonical with negative degree is the notion of a Mori fibre space defined as a fibre type contraction Y → Z which is a K Y -negative extremal fibration with connected fibres. But the analogue of canonical divisor with nonnegative degree is the notion of a minimal variety defined as Y having K Y nef, i.e., K Y · C ≥ 0 for any curve C on Y . Conjecture 1.0.6 (Minimal model). Let X be a smooth projective variety.
Then,
• If κ(X) = −∞, then X is birational to a Mori fibre space Y → Z.
• If κ(X) ≥ 0, then X is birational to a minimal variety Y .
Conjecture 1.0.7 (Abundance). Let Y be a minimal variety.
Then, there is an Iitaka fibration φ : Y → S with connected fibres and an ample divisor H on S such that
In fact,
• dim S = κ(Y ). In higher dimension (ie. dim ≥ 3), we would like to have a program similar to the classical MMP for surfaces. However, this is not without difficulty. Despite being a very active area of algebraic geometry and large number of people working on this program for nearly three decades, there are still many fundamental problems to be solved. For the precise meaning of the terminology see other sections of the lecture. In any case, some of the main problems including the minimal model conjecture and abundance conjecture are:
• Minimal model conjecture. Open in dimension ≥ 5.
• Abundance conjecture. Open in dimension ≥ 4.
• Flip conjecture: Flips exist. Recently solved.
• Termination conjecture: Any sequence of flips terminates. Open in dimension ≥ 4.
• Finite generation conjecture: For any smooth projective variety X, the canonical ring
is finitely generated. Recently solved.
• Alexeev-Borisov conjecture: Fano varieties of dimension d with bounded singularities, are bounded. Open in dimension ≥ 3.
• ACC conjectures on singularities: Certain invariants of singularities (i.e. minimal log discrepancies and log canonical thresholds) satisfy the ascending chain condition (ACC). Open in dimension ≥ 3 and ≥ 4 respectively.
• Uniruledness: Negative Kodaira dimension is equivalent to uniruledness. Open in dimension ≥ 4. The following two theorems and their generalisations are the building blocks of the techniques used in minimal model program. 
Theorem 1.0.11 (Kodaira vanishing). Let X be a smooth projective variety and H an ample divisor on X. Then,
for any i > 0. 
Definition 2.0.18. Let X be a normal variety and D a divisor on X. Let U = X − X sing be the smooth subset of X and i : U → X the inclusion. Since X is normal, dim X sing ≤ dim X −2. So, every divisor on X is uniquely determined by its restriction to U. In particular, we define the canonical divisor K X of X to be the closure of the canonical divisor K U .
For a divisor D, we associate the sheaf 
Definition 2.0.21. Let X be a projective variety. We define We will mostly be interested in the extremal rays on which K X is negative.
is not regular at f (x). 
for some boundary B. Similarly, when f is a fibration and
for some boundary B on Z. Kodaira's canonical bundle formula for an elliptic fibration of a surface is a clear example. 
and µ stands for multiplicity. ′ . The remark above shows that in this way we never get a discrepancy less than −1.
Other cases are similar.
is not lc and dim X > 1, then for any integer l there is E such that d(E, X, B) < l.
Exercise 3.0.37. Prove that a smooth variety is terminal. 
Then 
Proof. First by localising the problem and taking hyperplane sections we can assume that X, Y are surfaces and D is contracted by f to a point P ∈ X. Now by replacing Y with a resolution and by taking a Cartier divisor H passing through P , we can find an effective exceptional divisor E which is antinef/X.
Let e be the minimal non-negative number for which D + eE ≥ 0. If D is not effective, then D + eE has coefficient zero at some component. On the other hand, E is connected. This is a contradiction. 
Proof. First prove that K Y is nef over X using the formula (K Y + C) · C = 2p a (C)−2 for a proper curve C on Y . Then, the negativity lemma implies that B Y ≥ 0. Proof. If X is smooth then it is terminal. Now suppose that X is terminal and let Y → X be a minimal resolution and let 
Lemma 3.0.52. If X is klt, then all exceptional curves of the minimal resolution are smooth rational curves.
Proof. Let E be a an exceptional curve appearing on the minimal res-
Therefore, E is a smooth rational curve.
Remark 3.0.53. the dual graph of a surface klt singularity: A, D and E type [7] . Example 3.0.54. Singularities in higher dimension. Let X be defined by
Then, by blowing up the origin of A 4 we get a resolution Y → X such that we have a single exceptional divisor E isomorphic to the quadric surface 
that m(P ) = 1 for each primitive generator P ∈ σ ∩ N, and
See [2] and [5] for more information. 
For a pair (X, B), define the Kodaira dimension κ(X, B) := κ(K X + B). Prove that,
Define the Kodaira dimension of D as
Now prove that this definition is equivalent to the one given above.
4.2.
Basics of minimal model program. 
• dim S = κ(Y, B). 
for any curve C ⊂ X. 
| | y y y y y y y y Z such that
• X + and Z are normal varieties.
• f and f + are small projective birational contractions, where small means that they contract subvarieties of codimension ≥ 2.
• f is the contraction of an extremal ray R. Let (X, B) be a dlt pair where X is Q-factorial and projective. Any sequence of (K X + B)-flips terminates.
4.3.
Cone and contraction, vanishing, nonvanishing, and base point freeness.
Theorem 4.3.1 (Cone and contraction). Let (X, B) be a klt pair where X is projetive. Then, there is a set of (K X + B)-negative extremal rays
• Each R i contains the class of some curve The proof of this is similar to the proof of the base point free theorem and Shokurov nonvanishing theorem. So, we won't give a proof here. See [4] for a proof.
Proof. (of Cone and Contraction theorem) We may assume that K X +B is not nef. For any nef Q-Cartier divisor D define
where the inclusion follows from Kleiman ampleness criterion. Let
where D runs over Q-Cartier nef divisors for which dim F D = 1. Suppose that C = NE(X). Choose a point c ∈ NE(X) which does not belong to C. Now choose a rational linear function α : N 1 (X) → R which is positive on C − {0} but negative on c. This linear function is defined by some Q-Cartier divisor G.
is positive on NE(X) K X +B=0 and it is positive on NE(X) K X +B≤0 for t ≫ 0. Now let
is zero on some point in NE(X) K X +B≤0 . Then it should be positive on NE(X) K X +B≥0 . Therefore, H = G−t(K X +B) is ample for some rational number t. Now the rationality theorem proves that λ = max{t > 0 | H + t(K X + B) is nef} is a rational number. Put D = H + λ(K X + B). Here it may happen that dim F D > 1. In that case, let H 1 be an ample divisor which is linearly independent of K X + B on F D and let ǫ 1 > 0 be sufficiently small. For s > 0 let
Obviously, λ(s, ǫ 1 H 1 ) is bounded from above where the bound does not depend on s. Therefore, if s ≫ 0, then
where the inclusion is strict because H 1 and K X + B are linearly independent on F D . Putting all together, we get a contradiction. So, C = NE(X). Note that, by the rationality theorem, the denominator of λ(s, ǫ 1 H 1 ) is bounded. Now let H 1 , . . . , H n be ample divisors such that together with K X +B they form a basis for N 1 (X). Let T = {c ∈ N 1 (X) | (K X +B)·c = −1}. Let R be an extremal ray and D a nef Q-Cartier divisor such that
Therefore, this is possible only if such c do not have an accumulation point in T . This in particular, implies that
where R i are the (K X + B)-negative extremal rays. Now let R be a (K X + B)-negative extremal ray. Then, there is a nef Cartier divisor D such that R = F D . Thus, for a ≫ 0, aD−(K X +B) is ample. So, by the base point free theorem, mD is free for some m ∈ N. This gives us a contraction ψ mD : X → Y which contracts exactly those curves whose class belong to R. This proves the contractibility of R. On the other hand, the morphism mD is trivial only if mD is ample. By construction, mD is not ample, therefore ψ mD is not trivial and it contracts come curve C. But then the class of C has to be in R. 
For a proof of this theorem see [4] . 
Moreover, if D is a divisor on X we get another exact sequence
which gives the following exact sequence of cohomologies Proof. (of the base point free theorem) Applying the nonvanishing theorem with G = 0 implies that H 0 (X, mD) = 0 for m ≫ 0. Thus, replacing D with a multiple we can assume that H 0 (X, mD) = 0 for any m ∈ N and in particular, we may assume that D ≥ 0. We will prove that Bs |mD| ⊂ Bs |D| for some m ∈ N where the inclusion is strict. So, applying this finitely many times one gets a multiple of D which is a free divisor. Now suppose that D is not free. By taking a log resolution f : Y → X where all the divisors involved are with simple normal crossings, we can further assume that f * D = M + F where M is free, F is the fixed part, and Supp F = Bs |f * D| by Remark 4.3.7. It is enough to prove that some component of F is not in Bs |f * mD| for some m ∈ N. By assumptions, there is a rational number a > 0 such that A := aD − (K X + B) is ample. So, for a fixed large m 0 ∈ N we have
It often occurs that we want to prove that H
where H is ample and E ′ ≥ 0 is exceptional over X by Remark 4.3.8. So,
We can choose t > 0 and modify E ′ in a way that
where (Y, B Y ) is klt, S is reduced, irreducible and a component of F , and L ≥ 0 is exceptional over X. Therefore,
Now by applying Kawamata-Viehweg vanishing theorem, we get
for all i > 0. Therefore, by Remark 4.3.9, we get the following exact sequence
On the other hand,
for m ≫ 0 by Shokurov nonvanishing theorem because 
Proof. (of Shokurov nonvanishing theorem) We first reduce the problem to the smooth situation. Take a log resolution f : Y → X such that all the divisors involved have simple normal crossings. We can write
where H is ample and E ′ ≥ 0 is exceptional over X. On the other hand,
where (Y, B Y ) is klt and G ′ ≥ 0 is a Cartier divisor. Thus
where E ′ can be chosen such that (Y, B Y +E ′ ) is klt. So, we can assume that we are in the smooth situation. Now assume that D ≡ 0. Then,
by the Kawamata-Viehweg theorem and Remark 4.3.13. So, we can assume that D is not numerically zero.
and since A is ample and D = 0 is nef, D · A d−1 > 0. By the Riemann-Roch theorem and the Serre vanishing theorem
where d = dim X and the later is a polynomial in l (maybe after taking a larger k). Now we can choose n such that
On the other hand, if x ∈ X − Supp G, for an effective divisor lkL n ∼ lk(nD + G − (K X + B)) to be of multiplicity > 2lkd we only need
Now by taking a log resolution g : Y → X, for m ≫ 0 and some t ∈ (0, 1) we can write
where S is reduced and irreducible, G ′ ≥ 0 is a Cartier divisor exceptional over X, H is ample, and E ′ ≥ 0 is a suitable divisor exceptional over X. Hence,
Now by applying Kawamata-Viehweg vanishing theorem
for i > 0. From this we deduce that
On the other hand, g * D| S is a nef Cartier divisor on S such that
is ample. Therefore, we are done by induction.
Further studies of minimal model program
In this section we discuss aspects of minimal model program in some details.
5.1. Finite generation, flips and log canonical models.
Definition 5.1.1. Let f : X → Z be a projective morphism of varieties and D a Cartier divisor on X. We call D free over Z if for each
Problem 5.1.2 (Finite generation). Let f : X → Z be a contraction of normal varieties and D a Q-divisor on X. We associate
Here by finite generation we mean that for each P ∈ Z, there is an open affine set P ∈ U ⊆ Z such that R(X/Z, D)(U) is a finitely generated O Z (U)-algebra. When Z = pt., we usually drop Z.
Exercise 5.1.3. Prove that R(X/Z, D) is finitely generated iff R(X/Z, ID) is finitely generated for some I ∈ N. Proof. By shrinking Z we may assume that D is a free divisor on X and Z is affine. Now D defines a contraction
and there is a Cartier divisor H on Z ′ which is ample over Z and such that D = f * H. In particular, this implies that
and so we are done.
Definition 5.1.7 (Log canonical ring). Let (X, B) be a pair and f : X → Z a contraction of normal varieties. The log canonical ring of this pair over Z is defined as
Theorem 5.1.8. Let (X, B) be a klt pair where X is projective, that is, Z = pt.. Then, the log canonical ring is finitely generated.
See [1] for a proof. Proof. First assume that the flip of f exists:
is very ample over Z for some m ∈ N and so R(X + /Z, K X + + B + ) is a finitely generated O Z -algebra. Now assume that R(X/Z, K X +B) is finitely generated. Let n ∈ N be such that n(K X + B) is Cartier and the algebra R(X/Z, n(K X + B)) is locally generated by elements of degree one. Now define
. By [3, II-Proposition 7.10], we get a natural birational contraction f + : X + → Z of normal varieties and a Cartier divisor H on X + which is ample over Z. Moreover, f
It is enough to prove that f + does not contract divisors. Suppose that f + contracts a prime divisor E. Since H is ample over Z, E is not in the base locus of |mH + E| for large m ∈ N after shrinking Z. Hence, O X + (mH) O X + (mH + E) otherwise E would be in the base locus of |mH + E| which is not possible. Thus, f
On the other hand, since E is exceptional f
). This is a contradiction because f
+ is small and, in particular, H is the birational transform of n(K X + B). 
and since K Y +B Y is ample, the log canonical ring is finitely generated. Now assume that the log canonical ring R(X, K X + B) is finitely generated. Take n ∈ N such that R(X, n(K X + B)) is generated by elements of first degree. Let f : W → X be a log resolution such that f * n(K X + B) = M + F where M is free and F is the fixed part. Since M is free it defines a morphism φ M : W → P. It is well-known that the Stein factorisation of φ M which gives the birational contraction of M is given by
where Y = Proj R(W, M). On the other hand,
so it is enough to prove that the inverse of the induced birational map X Y does not contact any divisors. Using more advanced tools one can prove that F is contracted to Y which proves the theorem. Proof. Let X = X 1 X 2 X 3 . . . be a sequence of K Xflips. Since dim X i = 3, in the flip diagram X i → Z i ← X i+1 , each X i → Z i and X i+1 → Z i contracts a bunch of curves. Let C be a curve contracted by X i+1 → Z i . Since X 1 is terminal, all X i are terminal. So, by Corollary 3.0.50, X i+1 is smooth at the generic point of C, i.e., C is not contained in the singular locus of X. So, there is a prime divisor E on a common resolution of X i , X i+1 such that it is mapped to C and
. Therefore, the sequence should terminate.
One important implication of the MMP is the following 
Proof. Let g : Y → X be a log resolution. Define B Y := B ∼ + E where B ∼ is the birational transform of B and E = E i where E i are the prime divisors contracted by g. (Y, B Y ) is dlt by construction. Now run the MMP over X, that is, in each step contract only those extremal rays R such that the class of a curve C is in R if C is contracted to a point on X. This MMP terminates and at the end we get a model (X ′ , B ′ ), a contraction f : X ′ → X for which K X ′ + B ′ is nef over X. Applying the negativity lemma proves that all the components of E are contracted in the process. This means that f is small. Obviously, X ′ is Q-factorial. I will give the sketch of the proof when S is irreducible. The general case goes along the same lines.
Remark 5.2.5 (Adjunction). Let (X, B) be a dlt pair and S a component of ⌊B⌋. It is well-known that S is a normal variety and we can write
Proof. Let X i → Z i ← X i+1 be a sequence of (K X + B)-flips starting with (X 1 , B 1 ) := (X, B). For a divisor M on X, we denote by M i its birational transform on X i . Obviously, we get induced birational maps
We prove that S i S i+1 and its inverse do not contract divisors for i ≫ 0. Let F be a prime divisor contracted by S i+1 → T i . By Remark 5.2.5, the coefficient of
. Now using the negativity lemma as in Exercise 5.1.12, one can prove that d(F, S 1 , B S 1 ) < −b F . On the other hand, since S is irreducible (S i , B S i ) is klt. By Exercise 5.1.13, the number of such F is finite. So, the inverse of S i S i+1 does not contract divisors for i ≫ 0. After Q-factorialising S i and lifting the sequence, we see that S i S i+1 does not contract divisors for i ≫ 0 and by MMP the sequence terminates. Proof. If K X + B is not nef, then by the cone and contraction theorem, there is a (K X + B)-negative extremal ray R. Let f : X → Z be the contraction of R. If R is of fibre type, then we get a Mori fibre space and we are done. Otherwise f is birational. Since X is a surface, f cannot be a flipping contraction, so f is a divisorial contraction which is nontrivial. It is easy to see that ρ(X) > ρ(Z). Now replace (X, B) by (Z, f * B) and continue the process. Obviously, the program stops after finitely many steps. So, we end up with a minimal model or a Mori fibre space.
The uniqueness of the minimal model follows from the more general Theorem 5.3.6.
In the proof of the previous theorem we did not explain why K Z + f * B is Q-Cartier. Theorem 5.2.4 shows that Z is actually Q-factorial because we can first prove MMP in dimension 2 for Q-factorial pairs and use the proof of Theorem 5.2.4 to show that Z is in general Qfactorial. Proof. Since κ(X, B) = dim X, K X + B is big. It is also nef by assumption. So, we can write K X + B ∼ Q H + E where H is ample and E ≥ 0 has sufficiently small coefficients. In particular, r(K X + B) − (K X + B + E) = (r − 2)(K X + B) + H is ample if r ≥ 2. So, applying the base point free theorem proves that m(K X + B) is base point free for some m ∈ N. Note that the minimal model conjecture claims that the inverse is also true, that is, if κ(X, B) = −∞, then (X, B) has a Mori fibre space.
Theorem 5.4.2. Let (X, B) be a pair where X is a projective surface and f : X → Z a Mori fibre space with dim Z = 1. Then, a general fibre of f is isomorphic to P 1 . Moreover, if X is smooth, then every fibre is isomorphic to P 1 .
Proof. Since X is normal, it has only finitely many singular points, so almost all the fibres are in the smooth part of X. Now let F = f * P and G = f * Q where P, Q ∈ Z are distinct and F is in the smooth locus of X. Let C be a component of F . Then, G · C = 0. If F has more than one component, then there is another component C ′ which intersects C because f is a contraction and it has connected fibres. So, C · C ′ > 0. This is impossible since f is an extremal contraction and the class of all the curves contracted by f are in the same ray. Therefore, F has only one component. In particular, it means that C 2 = 0. So, we can assume that C is the single component of F . Thus we have (K X + B + C) · C = (K X + C) · C + B · C = 2p a (C) − 2 + B · C < 0 which implies that 2p a (C) − 2 < 0 and the arithmetic genus p a (C) = 0 if B · C ≥ 0. Of course, B · C ≥ 0 holds for almost all fibres F . In this case, since C is irreducible, C ≃ P 1 . It is well-known that if X is a smooth projective surface and κ(X) = −∞, then X is ruled.
