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2.2 従来のプロジエクト リスク マネジメント手法とその課題
これまでプロジェクト完了期間に関しては,CPM やPERTなどの数理的手法を用いた多くの































ついて定義する (詳しくは [11] を参照).
定義3.1 (プロジェクト ・ リスク). \mathrm{r} が確率 p でコスト C を発生するプロジェクト ・ リスクであ
るとは,以下を満たす確率空間 ( $\Omega$, \mathcal{F}, \mathrm{P}) および2つの関数 S, C :  $\Omega$\rightarrow \mathbb{R} が存在するときをいい,
\mathrm{r}=\{S,p, C\} と表す.
 $\Omega$=\{r, r^{c}\}, \mathcal{F}=\{ $\phi$, \{r\}, \{rc\},  $\Omega$\}, \mathrm{P}(\{r\})=p, \mathrm{P}(\{r^{c}\})=1-p, 0<p<1,
S( $\omega$)= \left\{\begin{array}{l}
1, \mathrm{i}\mathrm{f}  $\omega$=r,\\
0, \mathrm{i}\mathrm{f}  $\omega$=r^{c},
\end{array}\right. C( $\omega$)= \left\{\begin{array}{l}
d, \mathrm{i}\mathrm{f}  $\omega$=r,\\
0, \mathrm{i}\mathrm{f}  $\omega$=r^{c}.
\end{array}\right.
また, ( $\Omega$, \mathcal{F}, \mathrm{P}) をプロジェクト ・ リスク \mathrm{r} に付随する確率空間, \mathrm{P} をプロジェクト ・ リスク \mathrm{r} に
付随する確率 (測度) とよぶ.さらに, S をプロジェクト リスク \mathrm{r} の生起状態と呼び, S=1
のときプロジェクト リスク \mathrm{r} は生起している, S=0 のときプロジェクト リスク \mathrm{r} は生起し
ていないという.
以下,プロジェクト ・ リスク \mathrm{r} のコスト C を影響度 (遅延日数) d>0 と考え , C を d と同一
視して \mathrm{r}= \langle S,p,  C\rangle を \mathrm{r}= \langle S,p, d\} と表す.また,混乱がなければ,“確率 p でコスト C を発生
するプロジェクト リスク \mathrm{r}  を プロジェクト リスク \mathrm{r}  と簡略化して表す.
さらに,複数のプロジェクト リスクを扱えるよう,rk = \{S_{k},p_{k}, d_{k}\}, k= 1 , 2, . . . , K によっ
て K 個のプロジェクト ・ リスクを表し,それぞれに付随する確率空間を ($\Omega$_{k}, \mathcal{F}_{k}, \mathrm{P}_{k}) と表す.ま
た,添え字集合を U=\{1, 2, . . . , K\} とおく.
定義3.2 (プロジェクトリスク集合 \mathcal{R}_{U} のリスクシナリオ). K個のリスク \mathrm{r}_{k}=\langle S_{k},p_{k}, d_{k} },  k\in
 U を考える.このとき,各リスク \mathrm{r}_{k} に付随する確率空間 ( $\Omega$_{k} , \mathcal{F}_{k} , Pk) の直積確率空間を ( $\Omega$, \mathcal{F}, \mathrm{P})
と表し,プロジェクト リスク集合 \mathcal{R}_{U}=\{\mathrm{r}_{k}, k\in U\} に付随する確率空間と呼ぶ.また,任意
の  $\omega$=($\omega$_{1}, \ldots, $\omega$_{K}) \in $\Omega$ に対して
 S( $\omega$)\mathrm{d}\mathrm{e}\mathrm{f}=(S_{1}($\omega$_{1}) {}_{\text{）}}S_{K}($\omega$_{K})) \in\{0, 1\}^{K}
によって定義された ( $\Omega$, \mathcal{F}, \mathrm{P}) 上の確率変数 S をプロジェクト ・ リスク集合 \mathcal{R}_{U} のリスク シナ
リオと呼ぶ.
定義3.3 (プロジェクト・ リスク集合 \mathcal{R}_{U} のリスク構造). プロジェクト リスク集合 \mathcal{R}_{U}=\{\mathrm{r}_{k}=
\langle S_{k},p_{k} , ák \rangle, k \in  U\} に付随する確率空間を ( $\Omega$, \mathcal{F}, \mathrm{P}) とし,そのリスク シナリオを S とす
る.このとき, (S, ( $\Omega$, \mathcal{F}, \mathrm{P}), d) をプロジェクト ・ リスク集合 \mathcal{R}_{U} のリスク構造と呼ぶ.ここで
d=(d\mathrm{i}, \ldots, d_{K}) は,各プロジェクト リスク \mathrm{r}_{k} の影響度 d_{k}>0 を要素とするベクトルであり,
リスク構造 (S, ( $\Omega$, \mathcal{F}, \mathrm{P}), d) の影響度ベクトルと呼ぶ.
173
以下,“リスク構造 (S, ( $\Omega$, \mathcal{F}, \mathrm{P}), d) の影響度ベクトル を簡略化して  リスク影響度ベクトル
と表す
定義3.4 (遅延限界 L\geq 0 のプロジエクト). \mathcal{R}_{U}=\{\mathrm{r}_{k}=\{s_{k,p_{k}}, d_{k}\rangle, k\in U\} をプロジエクト
リスク集合とし,そのリスク構造を (S, ( $\Omega$, \mathcal{F}, \mathrm{P}), d) とする.また, G=(V, E) をソース s\in V,
シンク t\in V および各エッジ (i, j) \in E に対して容量 u_{ij} >0 を持つ有向グラフとする.
このとき, \mathbb{P}= ((V, \mathrm{E}), (S, ( $\Omega$, \mathcal{F}, \mathrm{P}), d), L) を 遅延限界 L \geq  0 のプロジエクトと呼び,各
エッジをアクティビティ,それぞれのアクティビティに対応する容量を所要期間と呼ぶ.
定義3.5 (プロジェクト ・ リスク集合 \mathcal{R}_{U} による遅延日数). \mathbb{P}= ((V, \mathrm{E}), (S, ( $\Omega$, \mathcal{F}, \mathrm{P}), d), L) を
遅延限界 L\geq 0 のプロジェクトとし, \mathcal{R}_{U}= {rk =\{S_{k},p_{k}, d_{k}\}, k\in U} によってそのプロジェク
ト リスク集合を表す.
このとき, ( $\Omega$, \mathcal{F}, \mathrm{P}) 上の確率変数 \mathrm{x}_{u=}S\cdot d をプロジェクト ・ リスク集合 \mathcal{R}_{U} による遅延
日数と呼ぶ.ここで . は内積を表す.
ここで, \mathrm{X}_{U}\leq L の場合プロジェクトは成功したと表現し, \mathrm{X}_{U}>L の場合プロジェクトは失
敗したと表現する.
3.2 リスク構造の分割とリスク対策効果尺度の定義
つぎに,このプロジェクト リスクの 「回避」 や 「影響の軽減」 を目的とした  リスク対策 を
行う 「“リスク対策 されるプロジェクト リスク」 と “リスク対策 を行わない 「(リスク対策),
されないプロジェクト リスク」 とを区別して表現するため,リスク構造の分割を次のように導
入する (詳しくは [11] を参照) .
T \subseteq  U を“リスク対策),されるリスクの添え字集合とし,以下,簡単のため T = \{1, . . . , m\}
(m<K) とおく.プロジエクトリスク集合 \mathcal{R}_{T}= {rk =\{S_{k},p_{k}, d_{k}\rangle, k\in T\} に付随する確率空間を
($\Omega$_{T}, \mathcal{F}_{T}, \mathrm{P}_{T}) , リスクシナリオを s_{ $\tau$}=(S\mathrm{l}, . . . , S_{m}) , リスク影響度ベクトルを d_{T}=(d_{1}, \ldots, d_{m})
と表す.同様に,プロジェクト リスク集合 \mathcal{R}_{U\backslash  $\tau$=} {rk = \langle S_{k},p_{k}, d_{k} }, k\in U\backslash T} に付随する
確率空間を ($\Omega$_{U\backslash T}, \mathcal{F}_{U\backslash T}, \mathrm{P}_{U\backslash T}) , リスクシナリオを S_{U\backslash T}=(S_{m+1}, \ldots, S_{K}) , リスク影響度ベ
クトルを d_{U\backslash T}=(d_{m+1}, \ldots, d_{K}) と表す.
さらに,プロジェクト リスク集合 \mathcal{R}_{T} による遅延日数を \mathrm{x}_{ $\tau$=}S_{T}\cdot d_{T} , プロジェクト ・ リ
スク集合 \mathcal{R}_{U\backslash T} による遅延日数を \mathrm{X}_{U\backslash  $\tau$=}S_{U\backslash T}\cdot d_{U\backslash T} と表す.
ここで,プロジェクト リスク集合 \mathcal{R}_{U} = \{\mathrm{r}_{k}, k \in U\} に付随する確率空間 ( $\Omega$, \mathcal{F}, \mathrm{P}) に
おける確率変数 \overline{x}_{ $\tau$}, \overline{X}_{U\backslash T} を2つの K 次元ベクトル \overline{d} $\tau$ = (dl, . . . , d_{m}, 0, \ldots, 0 ) と \overline{d}_{U\backslash T} =
(0, \ldots, 0, d_{m+1}, \ldots, d_{K}) を用いて \overline{X} $\tau$=S\cdot\overline{d} $\tau$, \overline{X}_{U\backslash T}=S\cdot\overline{d}_{U\backslash T} と定義し,必要に応じて \mathrm{X} $\tau$,
\mathrm{X}_{U\backslash T} と \overline{X}_{T}, \overline{X}_{U\backslash T} を同一視する.なお \overline{X}_{T}, \tilde{X}_{U\backslash T} は独立な確率変数である.
定理3.1. \mathrm{P}(\mathrm{X}_{U}\leq x) , \mathrm{P}(\mathrm{X}_{T}=x) が任意の x について既知である場合
\displaystyle \mathrm{P}(\mathrm{X}_{U\backslash T}\leq 0)=\frac{\mathrm{P}(\mathrm{X}_{U}\leq 0)}{\mathrm{P}(\mathrm{X}_{T}=0)}
\displaystyle \mathrm{P}(\mathrm{X}_{U\backslash T}\leq 1)=\frac{\mathrm{P}(\mathrm{X}_{U}\leq 1)-\mathrm{P}(\mathrm{X}_{T}=1)\mathrm{P}(\mathrm{X}_{U\backslash T}\leq 0)}{\mathrm{P}(\mathrm{X}_{T}=0)}
:
\displaystyle \mathrm{P}(\mathrm{X}_{U\backslash T}\leq L)=\frac{\mathrm{P}(\mathrm{X}_{U}\leq L)-\sum_{i=1},\cdots {}_{L}\mathrm{P}(\mathrm{X}_{T}=i)\mathrm{P}(\mathrm{X}_{U\backslash T}\leq L-i)}{\mathrm{P}'(\mathrm{X}_{T}=0)}
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により, \mathrm{P}(\mathrm{X}_{U\backslash T}\leq L) を求めることができる.ここで, \mathrm{P}(\mathrm{X}_{U}=x) はリスク対策を実施しない
場合の遅延日数の分布を, \mathrm{P}(\mathrm{X}_{T}=x) はプロジェクト リスク集合 \mathcal{R}_{T} に起因する遅延日数の分
布を, \mathrm{P}(\mathrm{X}_{U\backslash T}=x) は \mathcal{R}_{T} に対してリスク対策を実施した場合の遅延日数の分布を表している.
定理3.1より,リスク対策を実施していない場合の遅延日数の分布 \mathrm{P} (Xu =x ) と,リスク対策
の対象とするプロジェクト リスクに起因する遅延日数の分布 \mathrm{P}(\mathrm{X}_{T}=x) を用いて,リスク対策
を実行した場合の遅延日数の分布 \mathrm{P}(\mathrm{X}_{U\backslash T}=x) を求めることができる.
リスク構造の分割を用いることにより,遅延限界 L\geq 0 のプロジェクト \mathbb{P}= ((V, E), (S, ( $\Omega$, \mathcal{F}, \mathrm{P}), d), L)
において,プロジェクト ・ リスク集合 \mathcal{R}_{T} に対してリスク対策を実施した場合の効果は,
\mathrm{P}(\mathrm{X}_{U\backslash T}\leq L)-\mathrm{P}(\mathrm{X}_{U}\leq L)
で表すことができる.
定義3.6 (リスク r_{k} に対するリスク対策効果尺度 [12]). リスク r_{k} を対象にリスク対策を実施する
とき,関数 f r_{k}) : \mathbb{Z}\rightarrow[-1, 1] を以下のように定義し,リスク r_{k} に対するリスク対策効果尺度
と呼ぶ.
f(x;r_{k})\mathrm{d}\mathrm{e}\mathrm{f}=\mathrm{P}(\mathrm{X}_{U\backslash \{r_{k}\}}\leq x)-\mathrm{P}(\mathrm{X}\leq x) , x\in \mathbb{Z}
4 リスク対策効果尺度の評価
プロジェクト リスクごとのリスク対策効果尺度を求めることにより,リスク対策の対象とす






定理4.1. \mathrm{P}(\mathrm{X}_{U}\leq x) が任意の x について既知である場合,任意の x>0 について,
f(x;r_{k})\displaystyle \leq\min\{\frac{\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=x_{k})}{\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=0)}\mathrm{P}(x-x_{k}<\mathrm{X}_{U}\leq x), \mathrm{P}(x<\mathrm{X}_{U}\leq x+x_{k})\}
が成立する.
証明 \mathrm{X}_{U\backslash \{r_{k}\}} と \mathrm{X}_{\{r_{k}\}} は独立な確率変数であることから,
\mathrm{P}(\mathrm{X}_{U}\leq x) = \mathrm{P}(\mathrm{X}_{\{r_{k}\}}=x_{k})\mathrm{P}(\mathrm{X}_{U\backslash \{r_{k}\}}\leq x-x_{k})+\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=0)\mathrm{P}(\mathrm{X}_{U\backslash \{r_{k}\}}\leq x)
である. \mathrm{P}(\mathrm{X}_{\{r_{k}\}}=0)>0 であることから,
\displaystyle \mathrm{P} (\mathrm{X}_{U\backslash \{r_{k}\}} \leq x) = \frac{\mathrm{P}(\mathrm{X}_{U}\leq x)-\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=x_{k})\mathrm{P}(\mathrm{X}_{U\backslash \{r_{k}\}}\leq x-x_{k})}{\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=0)}
175
である.よって,リスク対策効果尺度 f(x;r_{k}) の定義より,
f(x;r_{k}) = \mathrm{P}(\mathrm{X}_{U\backslash \{r_{k}\}}\leq x)-\mathrm{P}(\mathrm{X}_{U}\leq x)
= \displaystyle \frac{\mathrm{P}(\mathrm{X}_{U}\leq x)-\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=x_{k})\mathrm{P}(\mathrm{X}_{U\backslash \{r_{k}\}}\leq x-x_{k})}{\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=0)}-\mathrm{P}(\mathrm{X}_{U}\leq x)
= \displaystyle \frac{\mathrm{P}(\mathrm{X}_{U}\leq x)-\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=x_{k})\mathrm{P}(\mathrm{X}_{U\backslash \{r_{k}\}}\leq x-x_{k})}{\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=0)}- \frac{1-\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=x_{k})}{\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=0)}\mathrm{P}(\mathrm{X}_{U} \leq x)
= \displaystyle \frac{\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=x_{k})}{\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=0)} ( \mathrm{P}(\mathrm{X}_{U}\leq x)-\mathrm{P}(\mathrm{X}_{U\backslash }伽} \leq x-x_{k}) )
である.ここで, \mathrm{P} (\mathrm{X}_{U\backslash \{r_{k}\}} \leq x-x_{k}) \geq \mathrm{P}(\mathrm{X}_{U}\leq x-x_{k}) であることから,
f(x;r_{k}) \displaystyle \leq \frac{\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=x_{k})}{\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=0)}(\mathrm{P}(\mathrm{X}_{U}\leq x)-\mathrm{P}(\mathrm{X}_{U}\leq x- xk))
= \displaystyle \frac{\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=x_{k})}{\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=0)}(\mathrm{P}(x-x_{k}<\mathrm{X}_{U}\leq x))
である.同様に, \mathrm{X}_{U\backslash \{r_{k}\}} と \mathrm{X}_{\{r_{k}\}} は独立な確率変数であることから,
\mathrm{P}(\mathrm{X}_{U}\leq x+x_{k}) = \mathrm{P}(\mathrm{X}_{\{r_{k}\}}=x_{k})\mathrm{P}(\mathrm{X}_{U\backslash \{r_{k}\}}\leq x)+\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=0)\mathrm{P}(\mathrm{X}_{U\backslash \{r_{k}\}}\leq x+x_{k})
である. \mathrm{P}(\mathrm{X}_{\{r_{k}\}}=x_{k})>0 であることから,
\displaystyle \mathrm{P}(\mathrm{X}_{U\backslash \{r_{k}\}}\leq x) = \frac{\mathrm{P}(\mathrm{X}_{U}\leq x+x_{k})-\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=0)\mathrm{P}(\mathrm{X}_{U\backslash \{r_{k}\}}\leq x+x_{k})}{\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=x_{k})}
である.よって,
f(x;r_{k}) = \mathrm{P}(\mathrm{X}_{U\backslash \{r_{k}\}}\leq x)-\mathrm{P}(\mathrm{X}_{U}\leq x)
= \displaystyle \frac{\mathrm{P}(\mathrm{X}_{U}\leq x+x_{k})-\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=0)\mathrm{P}(\mathrm{X}_{U\backslash \{r_{k}\}}\leq x+x_{k})}{\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=x_{k})}-\mathrm{P}(\mathrm{X}_{U}\leq x)
である.ここで, \mathrm{P}(\mathrm{X}_{U\backslash \{r_{k}\}}\leq x+x_{k}) \geq \mathrm{P}(\mathrm{X}_{U}\leq x+x_{k}) であることから,
f(x;r_{k}) \displaystyle \leq \frac{\mathrm{P}(\mathrm{X}_{U}\leq x+x_{k})-\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=0)\mathrm{P}(\mathrm{X}_{U}\leq x+x_{k})}{\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=x_{k})}-\mathrm{P}(\mathrm{X}_{U}\leq x)
= \displaystyle \frac{1-\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=0)}{\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=x_{k})}\mathrm{P}(\mathrm{X}_{U}\leq x+x_{k})-\mathrm{P}(\mathrm{X}_{U}\leq x)
= \mathrm{P}(\mathrm{X}_{U}\leq x+x_{k})-\mathrm{P}(\mathrm{X}_{U}\leq x)
= \mathrm{P}(x<\mathrm{X}_{U}\leq x+x_{k})
である.よって,









ジェクト ・ リスクの発生確率と遅延日数は表1のとおりとし,遅延限界 L=20 とする.またこの
プロジェクトでは,いずれかのプロジェクト ・ リスク rk に対してリスク対策を行うことによって,
プロジェクトが遅延限界以内で完了する確率 \mathrm{P} (\mathrm{X}_{U\backslash \{r_{k}\}} \leq 20) を0.8以上にしたいとする.なお,
リスク対策を行わない場合にプロジェクトが遅延限界以内で完了する確率は \mathrm{P}(\mathrm{X}_{U}\leq 20)=0.7 で




\displaystyle \min\{\frac{\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=x_{k})}{\mathrm{P}(\mathrm{X}_{\{r_{k}\}}=0)}\mathrm{P}(20-x_{k}<\mathrm{X}_{U}\leq 20), \mathrm{P}(20<\mathrm{X}_{U}\leq 20+x_{k})\}
表1: プロジェクト リスクの発生確率,影響度,リスク対策効果尺度の評価
表1より, f (20; rk)>=0.1 となるプロジェクト リスクは r_{1} および r_{4} のみであり,この2つ
のプロジェクト リスクについてのみリスク対策効果尺度を計算すれば良いことがわかる.
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図1: \mathrm{r}_{1} にリスク対策を実施した場合の遅延日数の分布
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図2: \mathrm{r}_{2} にリスク対策を実施した場合の遅延日数の分布
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図3: \mathrm{r}_{4} にリスク対策を実施した場合の遅延日数の分布
このように,定理3.1に基づいてリスク対策効果尺度の評価を行うことにより,リスク対策の
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