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Abstract  Generally, code clones are altered by changing, adding and/or deleting statements after 
copying the original fragments of codes. Thus, the problem to find code clones essentially results in 
the detection of strings that partially match with gaps. We employed a maximal frequent sequence 
mining algorithm, and a modified LCS algorithm for computing the degrees of matches and gaps to 
identify Type-3 clones. The experimental results using Java lang package show that the elapsed 
times of our mining algorithm take approximately 4.8*N*t where N denotes the number of gaps, and 
t denotes the process time in the case of gaps 0. 
 
はじめに 
実用的な規模のソフトウェアには、コードクローンと呼
ばれる類似したソースコード片が含まれている。ソフトウ
ェアの開発では、類似したロジックが発生し、そのロジッ
クを実装するために、類似したソースコードをコピーし、
一部を修正するという開発手法が採用されているためで
ある。コードクローンは、開発効率を高めるという点では、
有効なものであるが、ソフトウェアの保守の場面では有害
であるとされている。例えば、コピー元のソースコードに
バグが含まれていた場合は、ソースコードをコピーする度
にバグが拡散する。このようにして発生したバグを修正す
るためには、関連するすべての類似ソースコードを検索し、
修正する必要がある。コードクローンの存在は、ソフトウ
ェアの脆弱性（vulnerability）の一因となっている[1]。こ
れまでに、コードクローンを検索するために数多くの研究
がなされてきた。 
コードクローンは、構文上、以下の 3 種類に分類される
[2]。 
タイプ 1：コメント、空白、タブの有無、括弧の位置など
を除き、ソースコードとして完全に一致するソースコード 
タイプ 2：タイプ 1 のソースコードの内、変数名、リテラ
ル、メソッド名などのユーザ定義名、および、変数の型な
どの予約語だけが異なるソースコード 
タイプ 3：タイプ 2 のソースコードの内、コピー＆ペース
ト後に文の変更、追加および削除が行われた結果によって
生成されたソースコード 
定義より、タイプ 2 はタイプ 1 を含み、タイプ 3 はタイ
プ 2 を含む。ソースコード片をコピーした後に、行の追加
や削除が行われることから、実用的にもタイプ 3 クローン
の検出が重要である。そのため、タイプ 3 クローンを検出
する研究がここ 10 年で盛んになってきた。 
Z. Li 氏らは[3]、ソースコードをトークン列に変換した
後に、飽和頻出系列(Closed Frequent Sequence)を検出する
CloSpan (Closed Sequential Pattern Mining)アルゴリズムを
使用し、ギャップ（対応関係がない行数）が 1 までのコ
ードクローンの検出を行っている。S.Ducasse 氏らは[4]、
Gap を含む文字列一致において、6 種類の Code 正規化手
法(変換）がクローン検索に与える影響について実験して
いる。K. C. Roy 氏らは[5]、ソースコードを pretty-printing
手法でクリーニングした後に、最長共通部分列（LCS: 
Longest Common Subsequence)アルゴリズムを使ってタイ
プ 3 クローンの検出を行っている。H. Murakami 氏らは[6]、
ソ ー ス コ ー ド を ト ー ク ン 列 に 変 換 し た 後 に 、
Smith-Watermanアルゴリズムを用いてタイプ3クローンの
検出を行っている。 
本文では、Java のソースコードを対象としたコードクロ
ーンの検出手法について述べている。コードクローンを実
用的な観点から解析するために、Java の文法に即した構文
解析を行い、変数名の影響を除去し、制御文とメソッド呼
出し文のシーケンス（列）から構成されるプログラム構造
に変換する。変換されたプログラム構造に対し、独自に開
発した頻出系列マイニングアルゴリズムを適用し、タイプ
3 クローンの検出を行っている。この研究の特徴は、制御
文と変数名の影響を除去したメソッド呼出しから構成さ
れるプログラム構造を対象としていること、および、極大
頻出系列(Maximal Frequent Sequence) [7] を検出すること
により、最もコンパクトなコードクローンの集合を抽出で
きることである。極大頻出系列を効率的に抽出するアルゴ
リズムとしては、P. Fournier-Viger 氏らの VMSP (Vertical 
mining of Maximal Sequential Patterns)がある[7]。VMSP は、
バスケット分析への適用を考慮して“Item 集合の系列”を
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対象としているのに対し、本手法は“文字列の系列”を対
象とし、簡潔な実装を実現している。また、与えられた部
分系列を複数回含む系列も抽出しているという特徴があ
る。なお、ギャップを含む系列の一致数とギャップ数の計
算は、最長共通部分列(LCS)アルゴリズムを採用した[8]。 
以降、コードクローン抽出の処理の概要、独自に開発し
た頻出系列マイニングアルゴリズム、および、極大頻出系
列を抽出するアルゴリズム、実験結果、実験で検出された
注目すべきコードクローンの順に述べる。 
 
研究の概要 
(1)コード複製の検出処理の流れ 
図 1 に本研究におけるコード複製の検出処理の流れを
示す。「ソースコードの構造抽出」では、当該コードクロ
ーン検出処理が対象とするプログラム構造を抽出する。 
本研究では、ギャップを含むコードクローンの抽出を行
っている。ギャップを含む文字列の一致度合いは、最長共
通部分列アルゴリズム[8]によって計算する。プログラムの
構成要素の文字列としての長さはさまざまであり、最長共
通部分列アルゴリズムを有効に機能させるためには一つ
の構成要素を同じ長さの文字列に変換する必要がある。こ
の処理を行うのが「抽出した構成要素を 32 進 3 文字に変
換」である。 
「ギャップを含む頻出系列の抽出」では、独自に開発し
た頻出系列マイニングアルゴリズムを、32 進 3 文字に変
換された文字系列に適用する。「最大頻出系列の抽出」処
理では、抽出された大量の頻出系列から、極大頻出系列
(Maximal Frequent Sequence)を抽出する。なお、極大頻出系
列とは、“頻出系列であり、かつ、その上位の系列が頻出
系列でない系列”と定義される(A sequence is maximal 
frequent if none of its immediate super-sequence is frequent)[7]。
直感的には、頻出系列と非頻出系列を分ける境界を構成す
る系列の集合を示す。 
 
図 1 コード複製の検出処理の流れ 
 
(2)ソースコードの構造抽出 
ソースコードの構造抽出では、Java ソースコードを、以
下の処理により、正規化した文字列に変換する[9]。 
(a)段付けタブ、コメント、空白、空行など削除 
(b)変数と変数の値域(クラス名またはデータ型)の対応
を抽出し、変数名をクラス名またはデータ型に置き
換える 
(c)クラス名、メソッド名の抽出 
(d)Java の制御文の抽出 
(a)の処理により、タイプ 1 クローンに対応できる。(b)
により変数の違いを除去し、タイプ 2 クローンへの対応を
行っている。なお、本研究では、定数、変数宣言などのリ
テラル情報は、処理対象としていない。 
(c)と(d)は、ソースコードの構造を抽出する主要な処理
であり、クラス内に定義されたメソッドごとに、制御文と
メソッドの呼び出しを抽出する。 
クラス名、メソッド名と引数は、メソッドが定義されて
いるクラス名とともに、下記の構文で抽出する。 
  クラス名::メソッド名(引数) 
メソッドの中で呼び出しているメソッド名は、一般に、
変数名.メソッド名 という構文で出現する。 (b)の処理は、
変数名を該当する クラス名 または データ型 に置き替
える。これにより、変数名の違いによる影響を取り除いて
いる。従って、本研究では、クラス名またはデータ型の違
いは検索結果に反映される。なお、Java のクラスとメソッ
ドに定義されているアクセス修飾子、[public | protected | 
private]は、処理対象としていない。 
Java の制御文をネスト構造とともに抽出する。ブロック
構造は、"{" と "}" で表現する。従って、"{"の数がネス
トの深さを表す。Java で定義されている以下の制御構造を
抽出対象とする。 
・if 文（else、else if のバリエーションを含む） 
・try 文（catch、finally のバリエーションを含む） 
・switch 文          ・while 文 
・do while 文        ・for 文 
・break 文     ・continue 文 
・return 文     ・throw 文 
・synchronized 文 
 
(3)本研究で用いた Java ソースコードについて 
本研究で対象としたのは Java SDK 1.7.0.45 の lang パッ
ケージである。このソースコードに関する主なメトリック
スは下記の通りである。 
ファイル数:         210 個 
クラス数:           301 個 
メソッド数:       2,527 個 
ソース総行数:    67,677 行 
Java SDK 1.7.0.45 の lang パッケージの規模は、中規模シ
ステムと位置付けられるものである[10]。図 2 は抽出した
ソースコード構造の例であり、StringCoding.java ファイル
の encode(char[] ca, int off, int len)  メソッドの構造である。 
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図 2 抽出したソースコードの構造情報の例 
 
(4)構造情報の 32 進 3 文字での表記 
LCS アルゴリズムは、二つの文字系列に共通する最長の
文字列を検出するため、if 文と synchronized 文のように文
字列の長さが違う文に対して、異なる値を返す。この性質
は、ソースコードの類似検索には適さないものである。な
ぜなら、文字列の長さは、ソースコードにおける文の役割
とは関係がないためである。if 文と synchronized 文は、類
似するソースコードの検索においては同じ重みである必
要がある。当該研究では、文字列の長さの影響を排除する
ために、前処理で抽出したソースコードを構成するすべて
の識別名を、3 桁の 32 進数（最大で 32,768）で表現して
いる。この処理は、以下の 2 段階で行われる。 
(1)識別名の一覧を作成し、それぞれの識別名に一意な 3
桁の 32 進数を割り当てる 
(2)コードシーケンスのそれぞれの識別名を一意な 3 桁の
32 進数に置き換える 
図 3 は、3 桁の 32 進数と識別名の一覧表の一部を示し
ている。図 4 は、図 2 に対応する 32 進数で表記されたコ
ードシーケンスである。通常の LCS アルゴリズムは 1 文
字を単位として比較するが、当該研究では、3 文字を単位
として比較するように改良した。 
 
図 3  3 桁の 32 進数と識別名のリスト 
 
 
 
 
 
 
 
 
 
(A)処理前（図 2 に対応する系列） 
 
 
 
 
 
 
(B)処理後 
図 4  3 桁の 32 進数によるシーケンスの表現 
 
頻出系列抽出アルゴリズムの概要 
(1)頻出系列抽出について 
頻出するアイテム(item)の集合を見つけ出す問題は、大
量のデータから有用なパターンを見つけるための基本手
法である。1994 年に Agrawal らが提起した頻出する集合
を列挙すること（頻出集合列挙問題）と、それに対する効
率のよい Apriori アルゴリズムに関する研究を契機とし
て、急速に発展した[11]。Apriori アルゴリズムが対象とし
たのは、スーパーマーケットでの購買品のパターンを見つ
け、販売促進や店舗レイアウトに役立てようというバスケ
ット分析を指向したものであるが、その枠組みが一般的な
データ解析に適用できる柔軟なものである。Apriori アル
ゴリズムが対象とするのは、アイテムの集合で構成される
データベースである。処理対象とするデータベース D が
D={t1, t2, ... , tn}、アイテムの集合 ti が {I1, ... , Im}であると
する。Apriori アルゴリズムは、このデータベース D にお
いて、与えられた最小サポート数（minSup）以上の頻度で
発生する集合を効率よく列挙することができる。 
X をアイテムの集合とする。Support(X)でデータベース
D に出現する X の頻度とする。一般に、アイテム集合 X、
Y が X⊂Y なら、support(X)≧support(Y)が成り立つ。すな
わち、あるアイテムを含む集合(Y)の発生頻度は、その部
分集合(X)の発生頻度より低い。Apriori アルゴリズムは、
この性質を利用している[11]。  
図 5 に Apriori アルゴリズムの擬似コードを示す。 
Apriori アルゴリズムの入力は、データベース D と閾値
minSup (最小サポート数)であり、出力は minSup 以上出現
するデータの集合である。初期値として(k=1)、要素数が 1
コである集合 F1 をデータ集合から生成する。次に、
apriori_gen()メソッドを使って、集合 F1の要素から 2 個の
要素の組合せを生成し、それらの組み合わせを要素とする
StringEncoder::encode(char[] ca, int off, int len)→{→
scale()→if{→return→}→if{→return→}→else{→
CharsetEncoder.reset()→ByteBuffer.wrap()→
CharBuffer.wrap()→try{→CharsetEncoder.encode()→
if{→CoderResult.throwException()→}→
CharsetEncoder.flush()→if{→
CoderResult.throwException()→}→}→catch{→Error()
→}→return→}→} 
StringEncoder::encode(char[] ca, int off, int len)→001→
13V→005→004→003→005→004→003→00C→14F→
141→142→00V→14G→005→144→003→14H→005→
144→003→003→011→07F→003→004→003→003 
ギャップを有するコードクローン検出のための頻出系列マイニング手法
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本頻出系列抽出アルゴリズムの特徴 
本研究で開発した頻出系列抽出アルゴリズムは、apriori
アルゴリズムの原理に基づくものである。両アルゴリズム
とも、最小サポート数 minSup を引数として取り、この最
小サポート数以上に出現するデータを抽出する点が共通
している。ただし、前者は集合、後者はシーケンスを扱う
ことから、以下の点で異なっている。 
(A)初期値 
Apriori 準拠アルゴリズムでは、処理の初期値は、1 要素
から成る値の集合である。一方、頻出シーケンス抽出アル
ゴリズムの初期値は制御文である。すなわち、if、 else if、 
else、 switch、 while、 do、 for、 break、 continue、 return、 
throw、 synchronized、 try、 catch、 finally の 15 個が初
期値である。これは、注目すべきソースコードなら、制御
文に先導されているという前提に基づくものである。 
(B)次候補の生成 
Apriori 準拠アルゴリズムでは、頻出集合の候補 Ck は、
ひとつ前の頻出集合 Fk-1 を構成する要素の数学的な意味
での「組合せ」によって生成される。  
これに対し、頻出シーケンス抽出アルゴリズムでは、要
素の出現順序を保存する必要があることから、基本的に、
ひとつ前の頻出シーケンス集合 Tk-1 を基準として、処理
対象とするデータベースを検索することで、頻出シーケン
ス集合の候補 Ck を生成することができる。ただし、1 つ
のソースコードのシーケンスに、複数の頻出（サブ）シー
ケンスが含まれることがある。例えば、A→B→A→C→A
→B→D というソースコードのシーケンスには、A→B と
いうシーケンスが 2 個含まれている。そのため、与えられ
た 1 つのソースコードのシーケンスから、一致する可能性
のあるすべての部分シーケンスを生成する。例えば、A→
B→A→C→A→B→D からは、A→B→A→C→A→B→D に
加え、A→C→A→B→D という（サブ）シーケンスを切り
出し、これも処理対象に含めている。 
(C) 間欠(Gap)を含むマッチング処理 
間欠を含むマッチング処理は LCS アルゴリズムを用い
て行っている。LCS アルゴリズムは、その名のとおり、2
つの文字系列で一致する最大の長さを検出する。間欠を含
むマッチング処理には、文字系列のグローバルアラインメ
ントを求める Needleman–Wunsch のアルゴリズム[13]や、
ローカルアラインメントを求める Smith-Waterman のアル
ゴリズム[14]がある。これらのアルゴリズムは、不一致（ミ
スマッチ）と間欠（ギャップ）に対するペナルティ値を設
定する必要があり、このペナルティ値によって異なる結果
が生成される。一方、LCS アルゴリズムは、ペナルティ値
の設定が不要であること、および、2 つの文字系列で一致
する最大の長さを検出することから、本研究では、LCS ア
ルゴリズムを採用した。 
 
(3)本研究で開発した頻出系列アルゴリズム 
図 10 は、本研究で開発した頻出系列アルゴリズムの概
要を示している。図 10 の変数 k は、検索の回数を示す。3 
行目の変数 Sk は k 回目の頻出系列を記憶するための記憶
領域であり、初期値は Java の制御文とした。これは、有
意なプログラムなら、制御文が先行するという前提を反映
したものである。5 行目の Retrieve_Cand()メソッドは、Sk
に含まれる各要素（検索キー）に対し、系列の長さが 1 長
い系列を検索するメソッドである。6 行目と 7 行目は次の
検索に向けた変数の更新と初期化を行っている。8 行目か
ら 15 行目までは、頻出系列を洗い出している。 
 
 
図 10 頻出系列の抽出アルゴリズム 
 
図 11 は、間欠を考慮した系列候補を生成するアルゴリ
ズムであり、図 10 の 5 行目の Retrieve_Cand()メソッドの
実装である。7 行目の for 文は、検索の対象とする系列が、
処理対象とするデータベース内の 1 個の系列に複数回発
生することに対応する処理を行っている。記憶領域として
使用されている Ck、  CkMD、  CkSyn は、Java の
HashMap を使って実装している。8 行目では、2 つの系
列 s、t の最長共通部分列を計算する。最長共通部分列を
確実に動作させるため、系列 sには検索のキーとする系列、
系列 tにはデータベースに記憶されている系列をセットす
る。従って、最長共通部分列の長さを lcs とし、系列 s の
長さを|s|と表記するとき、間欠の長さは gap= lcs－|s| 
で計算される。9 行目から 13 行目では、系列と間欠の長
さを満たすデータベース内の要素に関する情報を Ck、 
CkMD、 CkSyn に記憶している。 
 
 
図 11 系列候補の生成アルゴリズム 
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(4)極大頻出系列の抽出 
一般に、頻出系列は大量に抽出されることが知られてお
り、その中から有意な頻出系列を抽出する技法が研究され
て き た [7][12] 。 極 大 頻 出 系 列 (Maximal Frequent 
Sequence)は、頻出系列であり、かつ、その上位の系列が
頻出系列でない系列と定義されている。 
本研究で開発した頻出系列アルゴリズムでは、間欠を考
慮するために検索で使うキー系列だけでは、極大性を判定
することができない。検索キー系列に対し与えられた最小
サポート数 minSupと最大間欠maxGapの範囲でマッチす
る系列を検索キーの同義語系列と呼ぶ（図12）。Match(x,y)
を系列 x, y の要素が一致する数、Gap (x,y)を系列 x, y の
要素の間欠とするとき、検索キーSk の同義語系列 SynSk
は以下の式で定義される。 
SynSk =｛ x | Match(x, Sk)≧ k &  
Gap(x, Sk) ≦ maxGap｝ 
ギャップを含む極大頻出系列は、同義語系列を使って次
のように定義される。 
定義：与えられた検索キー系列 Sk に対応する同義語系列
SynSk のすべてに対し、要素が 1 個多い頻出系列が存
在しないとき、Sk は極大頻出系列の要素である。 
例えば、図 7 に示した頻出系列に対応する極大頻出系列は、
{005→003→, 005→006→}である。 
 
 
図 12 頻出系列、系列の同義語と極大頻出系列 
 
実験結果 
(1)実験対象データの概要 
Java SDK 1.7.0.45の langパッケージから抽出したプログ
ラム構造の主な指標は以下の通り。 
・1 行以上の制御文またはメソッド呼出しを含む有意な
メソッドは 2,522 個である。 
・識別子の種類は 1,286 個である。 
・識別子の総数は 18,205 個である。 
・抽出されたメソッドの最大の系列の長さは、 
java.lang.invoke.MethodHandleNatives.java ファイル内
の Constants クラスの isCallerSensitiveMethod()メソッ
ドの 127 である。 
・抽出されたメソッドの最大のネストの深さは、
java.lang.Class.javaの getEnclosingMethod()メソッドの
7 である。 
(2)間欠と検出された系列の最大長さ 
本研究で開発したアルゴリズムは、間欠を含めた系列の
検索を行うことを特徴としている。図 13 は、最小サポー
ト数が 2 から 10 について、間欠と検出された系列の最大
長さをグラフ表示したものである。最小サポート数minSup
が小さくなるに連れて、検索された系列の最大長さが長く
なる。minSup が 2 で、最大間欠 maxGap が 0 と 1 のとき
は、系列の最大長さは 84 と 91 であるが、間欠が 2、3、4
のときは、系列の最大長さは 120 であった。 
 
 
図 13 間欠と検出された系列の最大長さ 
 
(3)頻出系列と極大頻出系列 
一般に、頻出系列は大量に抽出されることが知られてい
る。本研究では、頻出系列と極大頻出系列の両方を抽出し、
抽出された個数を計測した。 
図 14 は、最小サポート数 minSup が 2 から 10 について、
検出された頻出系列の数をグラフ表示したものである。最
大間欠 maxGap が 0 以外の場合に比べて、maxGap が 0
の場合の抽出された個数（正方形のマーカーの実線）は
1/7 から 1/60 であることから、図 14 の右側の軸で表示し
ている。 
 
 
図 14 検出された頻出系列の個数 
 
図 15 は、minSup が 2 から 10 について、検出された極
大頻出系列の数をグラフ表示したものである。図 14 と同
様に、maxGap が 0 の場合（正方形のマーカーの実線）
の個数は、右側の軸で表示している。 
この実験から、抽出された極大頻出系列の数は、頻出系
列の数に比べて、1/30 から 1/100 であった。また、間欠の
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数が大きくなるほど比率は小さくなり、maxGap が 4 で
minSup が 2 の場合では、頻出系列の数は 1,148,613 個、極
大頻出系列の数は 11,456 個であり、比率は約 1/100 であっ
た。 
 
図 15 検出された極大頻出系列の個数 
 
(4)処理時間 
図 16 は、最小サポート数が 2 から 10 について、頻出系
列を抽出するのに要した時間をグラフ表示したものであ
る。maxGap が 0 以外の場合に比べて、maxGap が 0 の
場合の処理時間（正方形のマーカーの実線）は 1/5 から 1/18 
であることから、右側の軸で表示している。この結果から、
maxGap が 0 の場合の処理時間に比べ、maxGap が 1 で
は 4.9 倍、maxGap が 2 では 9.7 倍、maxGap が 3 では
15.0 倍、maxGap が 4 では 18.5 倍の処理時間を要してい
ることが判明した。近似値は、4.8*N である。 
図 17 は、頻出系列から極大頻出系列を抽出するのに
要した時間をグラフ表示したものである。図 16 と同様
に、maxGap が 0 の場合（正方形のマーカーの実線）の
個数は、右側の軸で表示している。 
計測で用いた PC 環境は、以下の通りである。 
CPU:  Intel Core i3-540 3.07 GHz 
主メモリ:  8 GB 
OS: Windows 7 64 Bit 
Java のバージョン: Java 1.7.0 
 
図 16 頻出系列を抽出するのに要した処理時間 
 
 
図 17 極大頻出系列を抽出するのに要した時間 
 
検索されたソースコードの例 
一般に、間欠が大きくなると検索結果の一致の度合いの
精度が悪くなる傾向があることから、ここでは maxGap
が 1 の事例を示す。なお、紙面の制約から、短い系列の長
さの事例を示す。 
図 18 は、005→004→003→00C→141→142→00V→ とい
う系列で、間欠 1 でマッチした 4 個のメソッドの一覧であ
る。メソッド名と引数から、これらは類似した処理を行っ
ていることが推測される。 
005→004→003→00C→141→142→00V→ という系列と
完全に一致するメソッドは 3 個あった。図 18 の 3 番目の
メソッド（図 1 に示した StringEncoder::encode(char[] ca, int 
off,  int len)メソッド）は、CharsetEncoder.reset()文(32 進数
表現で 14F)が挿入されていることが分かる。このコーディ
ングの違いは、プログラマに確認する必要があるものと思
われる。 
 
図 18 間欠が 1 で一致するメソッド 
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まとめと今後の研究方針 
本文では、間欠を含む極大頻出系列マイニングアルゴリ
ズムを使ったコードクローン検索の試みについて述べた。
本研究で開発したアルゴリズムを Java SDK 1.7.0.45 lang
のソースコードに適用した結果、間欠が 0 の場合の処理時
間を t としたとき、間欠が N の場合の処理時間は約 4.8*N*t
を要していることを確認した。処理時間はデータの性質に
依存するものである。他のソースコードに対する実験を行
って、どのような性質があるときに、間欠に比例する処理
時間が必要になるか検証する予定である。 
一般に、頻出系列の抽出では、大量の系列が抽出される。
この研究では、抽出された系列の絞込みを、極大頻出系列
を使って行った。しかしながら、抽出された極大頻出系列
は数千件に及ぶものであり、更なる絞込みの技法を開発す
る必要があることも判明した。 
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