In a flight controller, latency can be defined as the time delay between when the sensor data is collected and the corresponding control command is executed. Latency exists in all real world systems. Although its effects can be negligible under certain operating conditions, the time delay in a system can ultimately create an upper limit on the performance of a controller. The latency problem has been tackled in many ways in the past, and will continue to be a challenge in the pursuit of faster, more responsive, flight controllers. This paper describes two latency compensation techniques that have been implemented in an adaptive flight controller with a dynamic inversion to increase the performance. The first method, the direct compensation technique, incorporates the time delay into the system model and accounts for it directly in the choice of linear gains. The second method, the integrated Smith predictor, is an adaptation of the classic Smith predictor approach, and addresses the latency problem by correcting the feedback through the controller to stabilize the system. The effectiveness of both methods in handling system latency is demonstrated and discussed through simulation and the flighttesting of a small autonomous helicopter, with the results showing an increase in available bandwidth over the equivalent controller without latency compensation.
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Introduction
High performance autopilot systems are required in many civil and military applications. There are several methods for designing these systems, many of which can be costly and time consuming to construct. Neural Network (NN)-based direct adaptive control has emerged as an enabling technology for easing the burden of accurate model development. This paper will examine two methods of handling latency (the time delay between when the sensor data is collected and the corresponding control command is executed) for these autopilot systems. The effectiveness of these methods will be evaluated using a small autonomous helicopter; however, this technology can be applied in other areas as well. Georgia Institute of Technology is currently operating a Yamaha R-Max Helicopter (called the GTMax as configured with research avionics) as a flying test bed for this type of flight controller. The baseline GTMax controller separates the flight control problem into an innerloop that controls attitude, and an outerloop that controls the trajectory of the helicopter. The outerloop generates attitude commands that orient the main rotor forces appropriately to generate the required translational accelerations.
The primary flight controller incorporates a dynamic inversion, and an adaptive controller with proportional derivative (PD) compensation. The flight controller uses reference commands, which include position, velocity, attitude and angular rate. The reference commands are generated by a reference model, which is based on simple second order models for each axis. Then the NN is used to correct for the error between the real plant dynamics and those of the plant model.
The controller uses Pseudo Control Hedging (PCH) to prevent outerloop adaptation due to interference from the inner loop dynamics.
2 Additionally, PCH is used in the innerloop to avoid incorrect adaptation while at control limits. Such an approach along with correct placement of the combined poles of the linearized system mitigates inner/outer loop interaction problems and allows one to increase bandwidth in the outerloop, improving tracking performance.
1 A simplified block diagram of the control architecture is shown in Figure 2 . The focus of this paper will be in addressing the intricacies of applying latency compensation to this type of control system.
The two methods discussed in this paper are based on conventional methods of handling time delay in linear systems. The first method, which is subsequently called the direct compensation method in this paper, uses a first order Padé approximation of the time delay to determine controller gains based on the known system delay as well as the desired dynamics. The simplicity of this method makes it easy to implement in an existing system. However, its effectiveness is limited by the complexity of the system model, and by the order of the delay model. The second method, subsequently called the integrated Smith predictor, is based on the linear Smith predictor developed by Otto Baseline inner and outer loop controller architecture for the GTMax.
Smith.
3 The Smith predictor has been adapted to many environments, including modified versions that address non-minimum phase systems, and adaptive Smith predictors that track model error and timevariant delays. [4] [5] [6] This paper, however, focuses on utilizing the original linear algorithm in a non-linear adaptive system.
Baseline GTMax Controller
The baseline GTMax control architecture does not have any explicit latency compensation for the dynamics; however, the adaptation process is protected through the use of PCH. 7 The following section describes the baseline GTMax architecture.
First of all, it is assumed that the time delay is uniform throughout the system for any input/output pair and constant with respect to time, i.e. the pure time delay from any sensor to any actuator is T . Therefore, one can regard it as a single delay located anywhere on the path between the sensor and actuator. In this case, it is assumed that all of the latency occurs at the actuator output. Hence, the plant dynamics are given by:ẍ
where ∆(t) encapsulates all of the model error addressed by the NN including error in model parameters. The actuator command, δ cmd , is generated using a dynamic inversion approach. The pseudo-control, ν des , in essence, is the desired reaction from the plant. The actuator command required to obtain this desired reaction is generated through a dynamic inversion of the plant model. However, it is not always achievable with the physical system. The physical limitations of the system can be captured by truncating the command to reflect actuator rate and position saturation limits. This, in effect, truncates the pseudo-control itself, since all other terms are a by-product of the plant.
Hence, the final command signal is of the form:
The unlimited pseudo-control is made up of three parts:
The first term is the reference model contribution, the second is from the PD-compensator, and the third contribution is from the adaptive element. The reference model turns the issued command into an idealized set of states that the plant should track. In this case, the reference model is a second order system with feedback. The external command and feedback is processed to arrive at a pseudo-control input for the reference model, ν rm . For example:
The dynamics of the reference model are given by:
where ν h is the PCH signal, which ensures that the reference model tracks the plant and the NN is adapting correctly to saturation and inner loop dynamics. The reference model represents the ideal plant performance; therefore, the command signal can be generated using a PD-compensator on the error between the reference model and the plant, ν pd , which, in this case, is similar to Eq. (4).
The last contribution is ν ad ; this is the output of the adaptive element. In this case, the adaptive signal is obtained using a single hidden layer perceptron NN. In the baseline controller, the errors for all the axes are approximated simultaneously using the NN. The structure of the NN is shown in Figure 3 . The input vector is comprised of the nondimensionalized state vector and pseudo-control for each axis. Since the current pseudo-control is a function of the output, this results in an algebraic loop. The pseudo-control from the last time step has been found to be adequate to address this. In addition, an input bias, b v , is added to the beginning of the input vector to allow thresholds, Θ v , to be included in the weight matrix V . Similarly, the value of the first hidden layer neuron is defined as a strictly positive constant b w to allow for thresholds, Θ w , to be included in the weight matrix W . For the GTMax baseline controller, b v and b w are 0.5. Assuming there are n 1 input variables, and n 2 +1 hidden layer neurons, then the weight matrix V is a (n 1 +1)×n 2 matrix that maps the input vector, x , to the input for the hidden layer neurons.
The weight matrix W then maps the output of the activation function to the output of the NN, where W is defined as a (n 2 + 1) × n 3 matrix.
The input to the hidden layer neurons is defined as z = V T x and the input-output map for the hidden layer is a sigmoidal activation function. (9) where the variable a is the activation potential of the neuron. For the GTMax baseline controller, the activation potentials are distinct values between 0.1 and 1.0. Combining the output of the activation function and b w yields a vector
Then, the output vector of the NN is simply:
The NN tracks the model error using a learning law, which controls the rate of adaptation. The learning law is a function of a filtered set of errors between the plant and the reference model. The filtered error, Eq. (12), used on the baseline GTMax controller solves the Lyapunov equation associated with the tracking error dynamics. 1 The tracking error can be written in the following matrix format:
where x is the position vector for all axis. Then the filtered error is:
where K p and K d are vectors containing the proportional and derivative gains for each set of states in the error vector, and the . * operator indicates elementwise multiplication. For the cases discussed in this paper, the altitude and yaw axes, there is only one set of states and corresponding ν ad that are non-zero; hence, the vectors in Eq. (11) and Eq. (12) reduce to scalar values. The dynamics of V and W , which are functions of r, x, W and V , can then be written as:
In Eq. (13), Γ w and Γ v are the learning rates, which, for the baseline GTMax controller, are typically I n3 , and 1 respectively, and the rate of change of the sigmoidal activation function is denoted by σ . The final term in both equations is the e-modification term, where κ is a strictly positive constant, which, for the baseline GTMax controller, is 0.01.
1
The final part of the baseline GTMax controller is the PCH signal, which prevents the NN from adapting to selected system dynamics, such as saturation, and protects the NN from the effects of time delay. Comparing Eq. (1) and Eq. (2) it can be seen that, with the inversion, the plant dynamics are:
In this case, the NN is adapting to the error between the plant and the reference model states. Hence, the error dynamics are:
At first sight, Eq. (15) seems to present a multitude of problems for the NN implementation; the input to the plant has been truncated to account for actuator saturation and rate limits and there are inputs from multiple time steps. These issues are addressed using PCH. The PCH method corrects these problems by moving the reference model back (hedging) by an estimate of the amount that the plant did not move due to the system characteristics. This ensures that the reference model keeps within the physical limitations of the plant. To determine the PCH signal; first definê f (t) , which is an estimate of what the plant is actually doing based on the limited actuator command and the estimated time delay:
Then the PCH signal is defined as:
Therefore, the reference model dynamics, from Eq. (5) turn into:
Hence, the adaptation for the NN is based on:
This is the expected reference tracking error seen in previous work. 1, 2, 7 If the NN tracks this error perfectly, the adaptive signal will cancel the model error, causing the plant to perform as commanded by the reference model and the PD compensator.
Direct Compensation Method
The first method of latency compensation is the simplest. It does not require any modifications to the controller itself; rather, the time delay is incorporated into a model of the system and new gains are calculated which compensate for the latency. The time delay can be represented in phase space as e −T s . However, exponentials are not ideal when attempting to obtain general solutions for controller gains. This problem may be addressed by using a first-order linear Padé approximation of the delay.
Equations for the gains, that are dependant on the known time delay, can be found by applying this approximation to the state equations. This effectively increases the order of the system by one. The location of the extra unknown pole can then be solved for in terms of the latency in the system, T . The following example shows the derivation of the control gains for a second order system, which uses a dynamic inversion to eliminate the higher order terms from the plant. For the baseline GTMax controller, this is applicable to the yaw channel of the innerloop and the altitude channel of the outerloop.
Since the saturation and rate limitations are handled with PCH, they can be ignored throughout the rest of this derivation as they do not have any impact on the control command. Substituting Eq. (4) and Eq. (6) into Eq. (3) gives the desired pseudo-control:
Hence, the command being executed by the actuator is:
If the system is reduced to the simplest case where the time delay is zero and the NN tracks the model error perfectly, Eq. (1) and Eq. (22) reduce to a simple 1/s 2 plant with PD controller. However, once a delay is added to the system feedback, the state variables in the command are from a different time step than those occurring in the plant. This results in erroneous feedback and inversion inputs. Putting Eq. (1) and Eq. (22) together incorporates the delay into the plant dynamics.
Although the PCH ensures that the NN adaptation occurs at a consistent time step, the plant is still getting the correction at the wrong time. The direct compensation method makes the assumption that this model error does not change significantly over the delay time, T . Therefore, the error from the time delay is negligible and ν ad (t − T ) ≈ ∆(t). Taking the Laplace transform of the system equation, the time delay can be modelled by applying the Padé approximation to the delayed terms.
The characteristic equation for the transfer function X/X cmd is then:
(25) The gains for the system can be found by comparing coefficients to the third order equation, where α is the new pole for the systems latency:
This analysis produces the following results:
From Eq. (26) it can be seen that the direct compensation method has added a new pole, α, to the system, and will be stable as long as α is a positive number. This puts an upper limit on the usable bandwidth, which can be found by solving Eq. (27) for ω when α = 0. Once the value of α is small enough, this method will diminish performance in a significant way in order to maintain stability. However, as long as this pole is sufficiently fast compared to the poles of the plant, it will act as desired. For first and second order systems, it is easy to determine the new gains; however, as the system order increases the complexity of the gain equations also increases. For a fourth order system, this also leads to a decrease in the usable bandwidth, as the range of ω, which produces a continuously positive α decreases.
The Integrated Smith Predictor
The traditional Smith predictor is shown in the block diagram in Figure 4 . In its simplest form, the Smith predictor replaces the delayed feedback signal with an estimate of what the feedback should be without a delay in the system. In this case, the objective is to implement a Smith predictor into the system shown in Figure 2 , which not only contains an adaptive element, but also uses PCH to mitigate the interaction between the outerloop, innerloop, and actuators. Keeping the classic Smith predictor in mind, the integrated Smith predictor estimates what each state of the plant will be one time-period in the future and adds an appropriate correction to the feedbacks.
Once again, considering the nominal system, where the inner and outer loops are independent, such as for the altitude and yaw channels, the psuedo-control is given by:
The command signal generated by the dynamic linear inversion is defined in Eq. (2) After being inverted, the command is limited to account for saturation and rate limits. Hence, information about the original components is lost, and their inputs cannot be reconstructed.
The dynamics can be separated into four different components: the reference model, the Smith model, the plant, and the adaptive element. The dynamics of the reference model and plant are the same as in the baseline GTMax controller, given by Eq. (5) and Eq. (1) respectively, where, all of the model error that is corrected by the NN is encapsulated into ∆(t).
The traditional Smith predictor would utilize the command signal, along with a model of the system to determine the proportional and derivative corrections. However, since the trim, the steady state value of ∆(t), changes with time the steady state NN input also changes. This means that δ cmd does not necessarily return to the same value when it reaches a steady state condition. Therefore, integrating this signal multiple times to form the proportional and derivative corrections can cause the proportional correction to grow unbounded. Since the command was truncated to account for saturation and rate limits, it is not possible to explicitly reconstruct this portion of the input and remove it. Hence, this controller is fundamentally different from the systems that the original Smith predictor was designed for. In order to deal with these problems, the integrated Smith predictor employs a set of partially decoupled first order systems and feedback that eliminates the residual steady state signal from the changes in trim. The ideal desired dynamics for the integrated Smith predictor (ignoring feedback requirements for trim changes) are:
Since, the future acceleration and velocity are not yet available to measure, they must be estimated. The r 1 contribution, which will modify the derivative feedback term, can be constructed using the model of the plant from the dynamic inversion. The r 2 contribution, which will modify the proportional feedback term, can be constructed from the current and past velocities plus an acceleration term. Here, the dynamics for the integrated Smith predictor states are given by:ṙ
where the feedback controls the rate of decay of the residual Smith input through the gain k sm . In general, it is desirable for this gain to be small, in order to preserve the dynamics of the NN and only filter the SS errors. Since the derivative of r 1 appears in the second differential equation as a separate term, it can be pulled outside and incorporated into the Smith contribution of the pseudo control. In the previous formulation, it was assumed that the inversion was performed at the correct time step. However, in order for this to be a valid assumption, a correction for the inversion must be added to the Smith input. Comparing Eq. (2) and Eq. (1) it can be seen that the ideal inversion should in fact be:
Since,ẋ(t + T ) −ẋ(t) is estimated by r 1 , the inversion can be corrected in the Smith input by adding an additional term. Therefore, the Smith input into the pseudo control can be formulated as follows (the correction for the inversion is seen in the last term):
This means that the unlimited control command is given by:
Since it is assumed that:
Then the command that the plant receives is approximately:
Hence, the command is now the best guess for the correct feedback and inversion, and, since x cmd is an external command, it's timeshift does not affect the system dynamics. The NN input can not be corrected in this fashion as it is not a predictable value; hence, like the direct compensation method, the integrated Smith predictor requires that the rate of change of the model error does not change significantly over the delay time, which implies that ν ad (t − T ) ≈ ∆(t).
The final difficulty comes in incorporating the Smith input into the PCH so that the NN continues to adapt correctly to saturation and inner loop dynamics, as was seen in the direct compensation method. Once again, defining an estimate of the plants actual performance based on the limited actuator command and the estimated time delay, using Eq. (16). The PCH can be formulated using the same philosophy as was seen in previously for the direct compensation method.
The PCH signal in Eq. (38) ensures that the reference model and NN perform as desired, and that the adaptation reduces to Eq. (19), as seen in previous work without the latency corrections. Hence, the NN still adapts to the model error correctly.
Predicted Results
Both methods were tested using Matlab and a nonlinear simulation of the GTMax. The simulation is part of a larger software package which includes the software onboard the helicopter and in the ground station. The simulation is used to test new software configurations and flight plans before they are implemented on the helicopter. The simulator has two main configurations: hardware-in-the-loop (HITL), and software-in-the-loop (SITL). The simulation data presented in this paper uses the SITL configuration. In SITL, the source code for the flight controller, which normally runs on the onboard computer, is compiled into the simulation tool. The aircraft model in SITL has six rigid-body degrees of freedom plus engine, fuel, and rotor dynamics. The helicopter model simulates the functionality of the actuator interface and the sensor models include stochastic errors, mounting location, orientation, latency, and digital interfaces. A Matlab simulation was also designed to approximate the controller on the helicopter. However, unlike SITL, the Matlab code does not model any of the higher order dynamics or noise associated with helicopter motion and sensor data.
The direct compensation method can make significant improvements in the performance of a system. The following figures highlight the virtues and pitfalls of the direct compensation method using Matlab simulations. The results shown simulate motion on the altitude axis using the model currently implemented in the baseline GTMax controller, and assume perfect plant identification unless otherwise stated. The estimated delay is 0.16 seconds, the plant gain is 25 ft/sec 2 (for non-dimensionalized actuator movements), and it is assumed that there is a double pole at the origin. The actuators are also modeled, with saturation and rate limits. Figure 5 depicts the system performance of the second order system discussed above with and without direct latency compensation for a bandwidth of 3 rad/sec. This clearly shows that the direct compensa- tion method has the capacity to greatly improve the performance of this controller. However, when evaluating this method there are several key results that measure its effectiveness on a system. Firstly, since it was assumed that the adaptation of the NN does not vary significantly over the delay period, the usefulness of this method is dependant on the frequency and magnitude of the higher order dynamics of the real system. Secondly, imbedded in the this assumption is the fact that the NN must be able to track the model error, this of course will be a function of the learning rate for the NN as well as the magnitude of the model error. Hence, accurate identification of the plant parameters is important.
Since the direct compensation method modifies the gains to the system by adding an additional pole, it can actually diminish the system performance in order to remain stable. This is seen in Figure 6 . The location of the actual system pole plays an important part in determining the useable bandwidth envelope, with slower poles having a more restrictive envelope.
The capabilities of this method are further shown in Figure 7 , which depicts the results of the direct compensation method in SITL. SITL incorporates nonlinear flight dynamics, model error and sensor noise into the tests. In this case, the model trim error in SITL is relatively constant and can be replicated in Matlab. Model error is an important effect to include in the simulation, as the linearized plant dynamics for the real helicopter are not constant, and can be strongly dependant on the environment. This means that the actual parameter values are very difficult to capture at any one instant. In Figure 7 both Matlab and SITL have the same trim error, actuator model, and both have a delay time of 0.16 seconds. One can see that, both simulations agree very closely despite the differences in model complexity. Both of these models show that the performance of the plant has been dramatically improved with the addition of direct latency compensation.
The integrated Smith predictor was tested in the same manner as the direct method before it was implemented in the real GTMax Controller. The two methods should have essentially the same performance at low bandwidths. Figure 8 through Figure 10 utilize the same controller and plant configurations as were used for the simulation of the direct compensation method.
Once again, there is a notable improvement in performance between the case with no latency compensation and that with the integrated Smith predictor. The integrated Smith predictor does not decrease the performance with higher bandwidths, as seen in Figure 9 , but it does have upper limits. However, those are more closely related how accurately the future position is estimated. Unlike the direct compensation method, the integrated Smith predictor produces some overshoot, even in ideal conditions, as shown in Figure 8 . This is a direct result of the feedback filter used to eliminate the residual signal from trim changes; however, it is a necessary trade-off to ensure proper tracking. The overshoot does get larger as the bandwidth increases. This is due in part to rate limits in the actuator model, but is also driven by the feedback filter. Figure 10 shows the comparison of the Matlab simulation and the corresponding result from SITL, once again the results correlate very well, and both models show that the integrated Smith predictor makes a substantial improvement in the performance of the system.
Flight Tests
The following figures show actual flight data for each of the latency compensation techniques. Each of the figures shows a comparison of the flight data, and the data generated from the same maneuver in a simulation environment. Although, SITL is equipped with an atmospheric model, it is not employed in any of the figures shown below. Since, actual wind and gust velocities are not measured during flight; this avoids an unfair comparison of the actual helicopter performance. However, it must be taken into account that winds were present during all flight tests. It was determined through flight-testing, and simulation, that the maximum safe bandwidth without latency compensation was 2.0 rad/sec for the outerloop altitude axis. This is verified by the results of Figure 5 significant oscillations at a bandwidth of 3 rad/sec. Figure 11 is a comparison of the nominal Helicopter performance and the nominal Matlab simulation at 2 rad/sec, along with the prescribed desired dynamics.
To validate the effectiveness of the latency compensation, the dynamics of a test were replicated using the Matlab simulation. In each replication, every attempt is made to accurately represent the plant and controller parameters at the time of the test. If all assumptions are correct, the Matlab simulation should produce a very accurate representation of the flight results. This is exactly what is seen in Figure 11 , which compares the response of the baseline controller to an altitude step with the Matlab simulation. Figure 12 depicts an altitude step utilizing the direct compensation method; the performance is very similar to that of the baseline controller, taking into consideration variations in the wind conditions. In addition, the increase in stability, obtained by using the direct compensation method, made an increase in bandwidth possible. Figure 13 shows the results from a step input with an increased bandwidth of 3 rad/sec. One can see that the bandwidth for the altitude axis was successfully increased 50% by using the direct compensation method to control latency, and the plant performed is as predicted. Finally, Figure 14 shows the integrated Smith predictor applied to the baseline altitude controller. Once again the flight test, preformed exactly as predicted by the simulators. One of the major advantages of the integrated Smith predictor is that it can allow for a greater increase in the bandwidth. Since the yaw axis is more forgiving to controller testing than the al- titude, testing on the integrated Smith predictor was continued on this axis. During a separate set of flight tests, it was determined that without compensation the maximum operating bandwidth was 3 rad/sec, and at 5 rad/sec a limit cycle developed in hover.
When testing step responses in yaw, it is important to realize that as the helicopter rotates it is also rotating with respect to any wind. Hence, the side force it receives at the beginning of the step is different than what it receives at the end of the step; this will cause deviations from the trajectory that the helicopter would have followed in still air. Figure 15 shows that with the integrated Smith predictor the bandwidth on the yaw channel was successfully raised by 60%, from 3 to 5 rad/sec. Keeping atmospheric conditions and rate limitations in mind, the controller performed as predicted by both simulation models.
In addition to the results presented in this paper, both the direct compensation method and the integrated Smith predictor, have been successfully implemented in the more complex fourth order systems which coordinate outerloop and innerloop dynamics to obtain lateral and forward translation of the GTMax. Without latency compensation the forward and lateral axes had maximum bandwidths of 1.5 and 2.0 rads/sec respectively. With latency compensation, the bandwidth of the two axes were increased to 2.0 and 2.5 rad/sec respectively. Figure 16 shows the performance of the controller using the integrated Smith predictor against the SITL simulation results and the ideal fourth order response. Fig. 16 The Response of the Integrated Smith Predictor for Lateral and Longitudinal Steps.
