Abstract -The systematic optimal tuning of power system stabilizers (PSSs) using the dynamic embedded optimization (DEO) technique is described in this paper. A hybrid system model which has the differential-algebraic-impulsive-switched (DAIS) structure is used as a tool for the DEO of PSSs. Two numerical optimization methods, which are the steepest descent and Broyden-Fletcher-GoldfarbShanno (BFGS) algorithms, are investigated to implement the DEO using the hybrid system model. As well as the gain and time constant of phase lead compensator, the output limits of PSSs with nonsmooth nonlinearities are considered as the parameters to be optimized by the DEO. The simulation results show the effectiveness and robustness of the PSSs tuned by the proposed DEO technique on the IEEE 39 bus New England system to mitigate system damping.
Introduction
Design processes are inherently optimizing problems, involving trade-offs between competing objectives, whilst ensuring constraints are satisfied. Such problems are not always established formally, nevertheless underlying optimization principles apply. Design questions arising from system dynamic behavior can also be thought of in an optimization framework. However, the optimization formulation in this case must capture the processes driving dynamics. This class of problems has come to be known as dynamic embedded optimization (DEO) [1] . For a typical disturbance, power system stabilizer (PSS) used to mitigate system damping of low-frequency oscillations is an important control objective for which the DEO technique can be applied.
The dynamic behaviors of the PSS are affected by the linear parameters (gain and time constant of phase compensator) with smoothness and the constrained parameter (output limits) with non-smooth nonlinearities. The appropriate selection of linear parameters has been usually made using the conventional tuning techniques [2] [3] [4] [5] based on the small signal stability analysis. However, by focusing only small signal conditions, the dynamic damping performance immediately following a large disturbance is often degraded. The PSS output limits (which cannot be determined by the linear approach) can provide the solution to balance theses competing effects [6] . In particular, these limit values attempt to prevent the machine terminal voltage from falling below the exciter reference level while speed is also falling, which means that it can improve the reduced transient recovery after disturbance (faster recovery to its initial steady state points, therefore, it allows to save system energy), especially in multi-machine power systems [5] .
Power systems frequently exhibit interactions between continuous-time dynamics, discrete-time, discrete-event dynamics, switching action, and jump phenomenon. Such systems are known generically as hybrid systems, which can be modeled by a set of differential-algebraicimpulsive-switched (DAIS) structure [6, 7] . Especially, this hybrid system model provides the effective and insightful analysis of PSS with non-smooth nonlinear dynamics due to saturation limits. This paper makes the new contribution by jointly determining of the systematic optimal parameters [gain (K PSS ), time constant (T 1 ) of phase-lead compensator, and output limits (V max and V min )] of PSS shown in Fig. 1 using the hybrid system model based on the DAIS structure. The performance of the PSS tuned by the proposed DEO is assessed through its application to the IEEE 39 bus New England multi-machine power system in Fig. 2 . In this paper, minimization of objective function used in the DEO is solved by the two numerical optimization methods: steepest descent method and 
Fig. 1. PSS/AVR block representation
Broyden-Fletcher-Goldfarb-Shanno (BFGS) [8, 9] method, which is the most popular quasi-Newton algorithm. The efficiency of these two algorithms used in the DEO for the tuning of PSSs on the multi-machine power system (in Fig.  2 ) is investigated. Also, the starting point in an iterative optimization problem can give a significant effect on the efficiency and robustness of the algorithm even though the same method is used. The conventional tuning method based on the eigenvalue analysis may provide a good initial guess as the starting point of steepest descent and BFGS algorithms. Therefore, its usefulness is considered as an important factor for the DEO in this paper. This paper is organized as follows: Section II presents a summary of the hybrid system model with the DAIS structure. The steepest descent and BFGS algorithms used as solver in the DEO are described in Section III. The detailed explanation of how to implement the DEO using the hybrid system model is given in Section IV. The dynamic damping performances of the PSSs tuned by proposed DEO technique are evaluated by the case studies in Section V, which also includes the comparisons of convergence speed by the steepest descent and BFGS algorithms. Finally, the conclusions are given in Section VI.
Hybrid System Presentation

Modeling
As mentioned in Section I, hybrid systems, which include power systems, are characterized by the following:
• Continuous and discrete states.
• Continuous dynamics.
• Discrete events or triggers.
• Mappings that define the evolution of discrete states at events.
In other words, the hybrid system is a mathematical model of a physical process consisting of an interacting continuous and discrete event system [10] . This means that there are both continuous and discrete states in such systems that influence each other's behavior. It is shown in [7] that such behavior can be captured by the following DAIS structure. 
where , 0 , , (2) is composed of g (0) together with appropriate choices of g (i-) or g (i+) , depending on the signs of the corresponding elements of y d in (3). An event is triggered by an element of yd changing sign and/or an element of y e in (4) passing through zero. In other words, at an event, the composition of g changes and/or elements of z are reset.
The system flows φ are defined accordingly as
The full detailed explanation and associated mathematical equations of the DAIS model (especially for the switching and impulse effects) are given in [7] with the comprehensive studies of the hybrid system.
Trajectory sensitivities
The flows φ in (5) of a system will generally vary with changes in parameters and/or initial conditions. Trajectory sensitivity provides a way of quantifying the changes in the flow that result from (small) changes to parameters and/or initial conditions. The development of these sensitivity concepts will be based on the DAIS model in (1)~(4). Trajectory sensitivities follow from a Taylor series expansion (neglecting higher order terms) of the flows and x y φ φ in (5), which can be expressed as The calculations in (6) and (7) can require the expensive computational efforts when the equations have high dimension for large systems. Fortunately, by using an implicit numerical integration technique such as trapezoidal integration, the computational burden for obtaining the trajectory sensitivities can be reduced considerably [6, 7] .
Numerical Optimization Methods
In engineering multivariable nonlinear problems, numerical optimization methods play the significant part to find the solutions of nonlinear functions on complex systems or select the parameters by which the objective function J can be minimized/maximized. The optimal tuning problem for the PSSs described in this paper is the case of the latter. The two representative first-order gradient-based methods [8, 9] , which are the steepest descent and BFGS quasi-Newton algorithms, are investigated. It is important to note that this first-order gradient-based information is already available by applying the trajectory sensitivities based on the DAIS structure described in Section II.
Steepest descent algorithm
The steepest descent method is the simple to implement. However, it is often slow to converge. The gradient of an objective function J at a point is the direction of the most rapid increase in the value of the function at that point. The descent direction is the negative of the gradient direction. The series of steps to be taken are given in below.
Algorithm-1: Steepest descent
Given starting point 0 , x N (number of iterations), 1 2 , (positive stopping criteria), ε ε k←0;
α is the step length.
The more detailed explanation of the step length k α and functions _1 tol f and
for the stopping criteria is given in the next Section IV.
BFGS quasi-newton algorithm
Like the steepest descent, the quasi-Newton methods [8, 9] require only the first-order gradient of the objective function J to be supplied at each iterate. By measuring the changes in gradients, it provides the dramatic improvement on the convergence rate and robustness over the steepest descent, especially difficult problem. Moreover, because the second derivatives are not required, the quasi-Newton methods are sometimes more efficient than Newton's method. A further advantage of the quasi-Newton methods is that they provide an estimate of the Hessian 2 ( ) x ∇ J (Recall that building the true Hessian is not feasible in practice since it involves the second order trajectories sensitivities, which are computationally expensive).
This estimated Hessian may provide an indication of coupling between design parameters λ, and hence allow physical insights that assist in the design process [1] . The most popular quasi-Newton algorithm is the BFGS method, named for its discoverers Broyden, Fletcher, Goldfarb, and Shanno. The BGFS algorithm is driven in below.
Algorithm-2: BFGS method
Given starting point 0 , x N (number of iterations), 1 2 , (stopping criteria), ε ε inverse Hessian approximation H 0 (positive definite matrix), k← 0;
β is the step length.
where I is an identity matrix and 1/( )
The descriptions of how to define the initial approximation H 0 and step length k β are also presented in the next Section.
Implementation of the DEO
Test system
In this study, the ten machines 39 bus New England multi-machine power system in Fig. 2 is considered. The data of this system is given in [11] . Each machine has been represented by a fourth-order nonlinear model [12] . It is assumed that all generators (G1~G10) are equipped with the PSS/automatic voltage regulator (AVR) system shown in Fig. 1 . The targeted parameters to be optimized are K PSS (i), T 1 (i), V max (i) and V min (i), i=G1, G2,…, G10 (of all PSSs), therefore the number of optimized parameters are total 40.
Objective function and minimization
Many practical optimization problems can be formulated using a Bolza form of the objective function J. 
( ) suject to ( , ), where (constraint set) ( ) (10) where λ are the optimized parameters (of total 40 in this study) that are adjusted to minimize the value of objective function J in (10), and t f is the final time.The objective of the PSSs tuning is to mitigate system damping and force the system to recover to the post-disturbance stable operating point as quickly as possible. The speed deviation (Δω) and terminal voltage deviation (ΔV t ) of each generator are considered as good assessments of the damping and recovery. Therefore, the objective function in (10) can be re-formulated for the optimal tuning of PSSs with specific time t f as the following. 
where the weighting matrix 
Computation of gradient
Minimization of the value of J in (11) is straightforward even though the cost is obtained by integrating over the system flows (trajectories). The simplest way of obtaining J is to introduce a new state variable cost x , with cost x & equal to the integrand of (11) . Thereafter, cost ( ) . 
Again, note that through the appropriate implementation of trajectory sensitivities described in Section II-B, the extra computational requirement in determining (12) is negligible.
Important factors of numerical methods
Stopping criteria
With the efficient computation of ∇J by (12), the two numerical optimization methods (steepest descent and BFGS algorithms) proposed in Section III are ready to be applied. It is now necessary to present the functions 
Step length
In this study, the fixed step lengths k α and k β are used in the steepest descent and BFGS algorithms, respectively. The more efficient line search algorithms [8, 9] can be used to determine the optimal step length, which will be reported in the authors' other publication. has the effective self-correcting property due to the Hessian approximation H for even the gradients with different magnitude of order.
Initial inverse hessian approximation in BFGS method
The initial inverse Hessian approximation H 0 should be a positive definite matrix. The value of H 0 affects on the effectiveness and robustness of overall algorithm. It is often set to some multiple μ⋅I of the identity, but there is no good general strategy for choosing μ [8] . Its value is determined experimentally by evaluating the convergence speed and robustness of the algorithm (the convergence will be slow by "too large" value and be failed by "too small" value of μ). The μ=100 is used in this study.
Starting point of numerical methods
The closed-form solution, which is a global minimum * x , is out of question. In other words, it is practically impossible to know if there is a global minimum of the objective function. The most numerical optimization algorithms at best can locate one local minimum, which is "close enough" to the * x ; usually this is good enough in practice. Therefore, the inability to determine the existence and uniqueness of the solution is not the primary concern in many practical applications [9] . The choice of starting point 0 x can give a significant effect on the efficiency and robustness of the overall algorithm. In this study, the conventional tuning method [2] [3] [4] [5] based on the eigenvalue analysis is used to determine the starting point (so-called SP-EIG) as a good initial guess. For the DAIS model of hybrid system in (1) and (2), the eigenvalues can be computed from the system matrix A with the reduced order in (15). Table 1 , which also presents the eigenvalues of the electromechanical mode (Δω) of G1~G10 by the SP-EIG and SP-INI.
It is observed from the Table 1 that the PSSs of all machines have the better damping ratios in the SP-EIG than the SP-INI. For the visual illustrations, the system responses (Δω) of G1 and G10 are shown in Figs. 3 and 4 when a three-phase short circuit fault is applied to the bus 39 in Fig. 2 at t=0 .1 s. 
Simulation Results
Convergence speed
The performance for convergence speed by the steepest descent and BFGS algorithms is compared in Figs. 5 and 6 , which show the values of J variations during 20 iterations from the starting points SP-INI and SP-EIG, respectively.
It is clearly shown from the results in Figs. 5 and 6 that BFGS algorithm has the much faster convergence speed than the steepest descent algorithm. Not surprisingly, this fact proves that the BFGS is remarkably successful over the steepest descent for the DEO applied to the PSSs on a multi-machine power system, as known generally in the field of numerical optimization.
Damping performance
After 20 iterations from the SP-EIG, the values of J by the steepest descent and BFGS algorithms are 0.0269 and 0.0176, respectively. At this point, the corresponding damping performance by applying the same three-phase short circuit fault at the bus 39 in Fig. 2 is compared in Figs. 7 and 8 .
The results (speed deviation responses, Δω of G1 and G10) in Figs. 7 and 8 show that the PSSs with the parameters (which is given in Table 2 ) optimized by the BFGS algorithm have the better damping performance for low-frequency oscillations than by the steepest descent algorithm. 
Robustness of algorithms
With the same step lengths ( k α and k β ) and initial inverse Hessian approximation H 0 as used before, the robustness of the algorithms is tested by a three-phase short circuit applied to a different location, which is the bus 16 in Fig. 2 . algorithms as shown in Fig. 10 , the values of J are 0.4940 and 0.4424, respectively. With the optimized parameters at this point, the damping performance by applying the same three-phase short circuit fault at bus 16 (in Fig. 2 ) is evaluated in Figs. 11 and 12 , which show that the parameters optimized by the BFGS improves the overall system damping more effectively than the steepest descent method.
Conclusions
In this paper, the systematic optimal tuning of power system stabilizers (PSSs) on a multi-machine power system by the dynamic embedded optimization (DEO) technique was described. In addition to the linear parameters (gain and time constant of phase compensator) with smoothness, the output limits of the PSSs with the non-smooth nonlinearities are also considered as the objective to be optimized.
To implement the DEO technique applied for tuning of the PSSs (including the output limits), the hybrid system model based on the differential-algebraic-impulsiveswitched (DAIS) structure was used. From the trajectory sensitivities exploited in the hybrid system model with the DAIS structure, the gradients of the objective function J with respect to the parameters were computed.
Minimization of the value of J used in the DEO is solved by the two numerical optimization algorithms, which are the steepest descent method and BroydenFletcher-Goldfarb-Shanno (BFGS) algorithms. For the performance of convergence speed, the simulation results showed that the BFGS algorithm is superior to the steepest descent algorithm. Moreover, the optimized parameters of the PSSs tuned by the BFGS improved the system damping more efficiently than steepest descent. As a good initial guess for the starting point of the steepest descent and BFGS algorithms, the conventional tuning method based on the eigenvalue analysis was used to determine the initial parameters of the PSSs. This starting point was well matched with the two proposed numerical optimization algorithms.
