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Abstract: This work presents a new meta-heuristic approach to model structure selection
of polynomial NARX models. In this respect, the technique penalizes the models based on
the individual contribution of each regressor in representing the system. The new algorithm is
tested on two experimental case studies: the identification of an electromechanical system and a
eletric heater. The results are compared with Error Reduction Ratio and another meta-heuristic
approach. The proposed method shows its advantages over compared methods in terms of the
trade-off between prediction accuracy and model interpretability. The results are quantified and
compared using the Mean Squared Error (MSE) indices.
Resumo: Esse trabalho apresenta uma nova abordagem baseada em meta-heur´ıstica para
selec¸a˜o de estruturas de modelos NARX polinomiais. Nesse sentido, a te´cnica penaliza os
modelos considerando a contribuic¸a˜o individual de cada regressor ao representar o sistema.
O novo algoritmo e´ testado em dois estudos de caso experimentais: a identificac¸a˜o de um
sistema eletromecaˆnico e de um aquecedor ele´trico. Os resultados sa˜o comparados com a Taxa
de Reduc¸a˜o de Erro e com uma outra te´cnica baseada em meta-heur´ıstica. O me´todo proposto
mostra suas vantagens em relac¸a˜o aos me´todos comparados em termos do compromisso entre
a precisa˜o da predic¸a˜o e a interpretabilidade do modelo. Os resultados sa˜o quantificados e
comparados por meio do ı´ndice Erro Quadra´tico Me´dio (MSE).
Keywords: Keywords: System Identification; nonlinear dynamics; NARX model;
meta-heuristic; model structure selection.
Palavras-chaves: Identificac¸a˜o de sistemas, dinaˆmica na˜o linear, modelos NARX,
meta-heur´ısticas, selec¸a˜o de estruturas de modelos.
1. INTRODUC¸A˜O
A selec¸a˜o da estrutura de modelos e´ um to´pico que, em um
sentido mais amplo, relaciona-se a muitos temas pra´ticos
como, por exemplo, ajuste de dados, previsa˜o de se´ries
temporais, selec¸a˜o de caracter´ısticas em classificac¸a˜o e
reduc¸a˜o de complexidade em redes neurais (Wei e Billings,
2008; Billings, 2013). Entre as diversas classes de modelos,
tem-se que a representac¸a˜o polinomial na˜o linear autorre-
gressiva com entrada exo´gena (NARX, do ingleˆs Nonlinear
AutoRegressive model with eXogenous input), incluindo
suas variac¸o˜es, sa˜o as mais populares para a identificac¸a˜o
de sistemas dinaˆmicos na˜o lineares no domı´nio de tempo
discreto (Billings, 2013).
A etapa de selec¸a˜o de estruturas representa o maior desafio
na obtenc¸a˜o de modelos NARX polinomiais capazes de
representar um sistema adequadamente (Billings, 2013;
⋆
Falsone et al., 2015; Akinola et al., 2019). A identificac¸a˜o
de sistemas frequentemente pode ser interpretada como
um problema de otimizac¸a˜o em que se busca encontrar o
modelo o´timo em um espac¸o de busca formado por uma
grande quantidade de modelos candidatos. Dessa forma,
problemas relacionados a` sobreparametrizac¸a˜o e mau con-
dicionamento nume´rico sa˜o tipicamente provenientes da
ineficieˆncia de determinados algoritmos em selecionar, de
forma apropriada, quais termos devem compor o modelo
final (Aguirre e Billings, 1995; Piroddi e Spinelli, 2003).
Um me´todo cla´ssico tradicionalmente utilizado para sele-
c¸a˜o de estruturas e´ sugerido por Korenberg et al. (1988),
baseado nos Mı´nimos Quadrados Ortogonais (MQO) e na
Taxa de Reduc¸a˜o de Erro (do ingleˆs Error Reduction Ratio
- ERR). No entanto, devido a estrate´gia incremental e ou-
tras limitac¸o˜es desse me´todo como, por exemplo, sistemas
excitados por entradas pouco variantes, muitas vezes solu-
c¸o˜es sub-o´timas sa˜o geradas (Falsone et al., 2015). Sendo
assim, diversas te´cnicas tem sido desenvolvidas para tentar
solucionar o problema de identificac¸a˜o de sistemas dinaˆmi-
cos na˜o lineares (Guo et al., 2015; Severino e Arau´jo, 2016;
Tang et al., 2018).
Apesar do esforc¸o no desenvolvimento de novas te´cni-
cas, esses me´todos ainda possuem limitac¸o˜es evidentes.
A utilizac¸a˜o de meta-heur´ısticas propostas em (Severino
e Arau´jo, 2016), por exemplo, utiliza o Crite´rio de In-
formac¸a˜o de Akaike (AIC) para compor a func¸a˜o custo
do problema de otimizac¸a˜o. De acordo com Chen et al.
(2003), esse tipo de crite´rio pode resultar em modelos
sobreparametrizados em um contexto na˜o linear. Ainda
nesse sentido, o me´todo na˜o verifica a relac¸a˜o entre os
regressores dos modelos testados. Ale´m disso, a te´cnica
necessita que se estabelec¸a treˆs paraˆmetros de forma emp´ı-
rica: i) valor ma´ximo para a func¸a˜o custo; ii) determinac¸a˜o
de um nu´mero ma´ximo de termos para compor o modelo
final (Severino e Arau´jo, 2016) e; iii) nu´mero de iterac¸o˜es
do algoritmo. Em (Severino e Arau´jo, 2016), os testes
realizados foram comparados com modelos ja´ estabelecidos
na literatura, de forma que esse tipo de escolha poderia
ser bem definida. Entretanto, em uma situac¸a˜o pra´tica,
nenhuma dessas informac¸o˜es e´ conhecida a priori, o que
torna o procedimento limitado em um contexto em que na˜o
ha´ nenhuma informac¸a˜o sobre o sistema a ser modelado.
A` vista do exposto, esse artigo propo˜e uma te´cnica de
identificac¸a˜o de sistemas na˜o lineares utilizando meta-
heur´ısticas que na˜o depende de nenhuma restric¸a˜o inicial
em relac¸a˜o ao modelo desejado, ou seja, na˜o depende da
pre´-determinac¸a˜o do nu´mero ma´ximo de termos ou do
valor ma´ximo para a func¸a˜o custo. Para isso, e´ proposta
uma nova alternativa para compor a func¸a˜o custo do pro-
blema, na qual se verifica a importaˆncia de cada regressor
na composic¸a˜o do modelo a fim de se obter a melhor
soluc¸a˜o global. Ale´m disso, uma nova forma de codificac¸a˜o
e´ utilizada ao utilizar um algoritmo bina´rio composto pela
combinac¸a˜o de duas meta-heur´ısticas, permitindo um me-
lhor desempenho ao buscar a soluc¸a˜o o´tima do problema.
O artigo esta´ estruturado da seguinte forma: a presente
sec¸a˜o apresentou uma breve introduc¸a˜o histo´rica sobre o
tema a ser desenvolvido. Na sec¸a˜o 2 sa˜o levantados os
conceitos preliminares, suficientes para o entendimento
do trabalho. Na sec¸a˜o 3 sa˜o apresentados os me´todos
utilizados para se chegar aos resultados discutidos na sec¸a˜o
4. A sec¸a˜o 5 trata da conclusa˜o do trabalho e propostas de
poss´ıveis trabalhos futuros.
2. CONCEITOS PRELIMINARES
2.1 Identificac¸a˜o de Sistemas
As principais etapas do processo de identificac¸a˜o de siste-
mas consistem em (Aguirre, 2007):
(1) Testes dinaˆmicos e coleta de dados; dados experi-
mentais do sistema a ser identificado sa˜o coletados,
sendo imprescind´ıvel o projeto adequado do sinal de
excitac¸a˜o a ser utilizado, bem como a frequeˆncia de
amostragem dos dados coletados.
(2) Escolha da representac¸a˜o matema´tica a ser usada;
(3) Determinac¸a˜o da estrutura do modelo; O algoritmo
mais utilizado para selec¸a˜o de estruturas de modelos
e´ a Taxa de Reduc¸a˜o de Erro em conjunto com o Cri-
te´rio de Informac¸a˜o de Akaike (Wei e Billings, 2008).
Devido sua facilidade de implementac¸a˜o e eficieˆncia
computacional, esse me´todo se tornou padra˜o para
aproximac¸o˜es de func¸o˜es lineares e treinamento de
redes neurais (Haykin et al., 2009).
(4) Estimac¸a˜o de paraˆmetros; os paraˆmetros estimados
quantificam a contribuic¸a˜o de cada regressor em um
dado modelo. Uma vez que os modelos NARX po-
linomiais sa˜o lineares nos paraˆmetros, te´cnicas de
estimac¸a˜o de paraˆmetros baseadas no me´todo dos
mı´nimos quadrados sa˜o frequentemente utilizadas.
(5) Validac¸a˜o; essa etapa consiste em verificar se um mo-
delo e´ adequado ou na˜o para determinada aplicac¸a˜o.
Para quantificar esta validac¸a˜o, ı´ndices como o Erro
Quadra´tico Me´dio (MSE) (Aguirre, 2007) podem ser
utilizados. O MSE e´ definido como:
MSE =
1
N
N∑
i=1
(y − yˆ)2, (1)
sendo yˆ(k) a sa´ıda do modelo e y(k) a sa´ıda medida.
2.2 Modelos NARX polinomiais
Um modelo NARX polinomial pode ser definido como
(Chen e Billings, 1989):
y(k) =F ℓ[yk−1, ..., yk−ny
uk−d, ..., uk−d−nu ] + ek, (2)
em que ny, nu, d, uk e yk sa˜o os atrasos em y, em u,
o tempo morto, o sinal de entrada e o sinal de sa´ıda no
instante k, respectivamente. ek representa ru´ıdo e poss´ıveis
incertezas que na˜o podem ser bem representados por F ℓ,
que e´ uma func¸a˜o polinomial de yk e uk com grau de
na˜o linearidade ℓ ∈ N. Em uma forma mais compacta,
o modelo descrito pela Equac¸a˜o (2) pode ser representado
na forma de matriz como:
y = ΨΘˆ + Ξ, (3)
em que Ψ e´ um vetor formado pela combinac¸a˜o de regres-
sores, Θˆ e´ o vetor de paraˆmetros estimados e Ξ e´ o vetor
de res´ıduos, representados como:
y =


y1
y2
...
yn

 ,Ψ =


ψ
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nΘ
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⊤
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
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n ψ
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n . . . ψ
nΘ
n

 ,
Θˆ =


Θˆ1
Θˆ2
...
ΘˆnΘ

 ,Ξ =


ξ1
ξ2
...
ξn

 . (4)
O nu´mero ma´ximo de termos candidatos durante o pro-
cesso de selec¸a˜o de estrutura do modelo pode ser definido
como (Korenberg et al., 1988):
nΘ = M + 1, (5)
em que
M =
ℓ∑
i=1
ni
ni =
ni−1(ny + nu + i − 1)
i
, n0 = 1. (6)
Um modelo (Equac¸a˜o (2)) contendo todos os termos ge-
rados considerando ny, nu e ℓ pode facilmente se tornar
sobreparametrizado, como mostram as Equac¸o˜es (5) e (6).
Um modelo dinaˆmico de terceira ordem (ny = nu = 3)
expandido como um polinoˆmio cu´bico (ℓ = 3) teria, por
exemplo, 84 termos. Aumentando-se a ordem, o grau de
na˜o linearidade e o nu´mero de entradas e sa´ıdas do sistema,
o nu´mero de termos candidatos cresce significantemente.
Sabe-se, ainda, que ha´ termos que na˜o sa˜o relevantes para
o modelo, o que evidencia a importaˆncia da utilizac¸a˜o de
uma boa te´cnica de selec¸a˜o de estruturas.
2.3 BPSOGSA - Algoritmo de otimizac¸a˜o h´ıbrido e bina´rio
utilizando Otimizac¸a˜o por Enxame de Part´ıculas (PSO) e
Busca Gravitacional (GSA)
O algoritmo h´ıbrido BPSOGSA foi introduzido por Mir-
jalili et al. (2014). A ideia ba´sica do PSOGSA e´ combinar
a capacidade da busca local da soluc¸a˜o presente no PSO
com a capacidade de melhor explorac¸a˜o do espac¸o de busca
do GSA. O algoritmo PSOGSA foi modelado matema-
ticamente da seguinte forma: similar ao PSO e o GSA,
cada agente de busca tem um vetor de posic¸a˜o refletindo
a posic¸a˜o atual nos espac¸os de busca da seguinte maneira:
Xi = (x
1
i , . . . , x
d
i ), i = 1, 2, . . .N, (7)
em que N e´ o nu´mero de agentes de busca, d e´ a dimensa˜o
do problema e x1i e´ a posic¸a˜o do i-e´simo agente na d-e´sima
dimensa˜o.
O processo de otimizac¸a˜o se inicia com o preenchimento
da matriz de posic¸a˜o com valores aleato´rios. Durante o
procedimento, a forc¸a gravitacional do agente j exercida
no agente i em um tempo espec´ıfico t e´ definida por:
F dij(t) = G(t)
Mpi(t)×Maj(t)
Rij(t) + ǫ
(xdj (t)− x
d
i (t)), (8)
em que Maj e´ a massa gravitacional relacionada ao agente
j, Mpi e´ a massa gravitacional do agente i, G(t) e´ a
constante gravitacional no tempo t, ǫ e´ uma constante e
Rij(t) e´ a distaˆncia Euclidiana entre os agentes i e j. As
equac¸o˜es para o ca´lculo de G(t) e Rij(t) sa˜o apresentadas
em (Mirjalili et al., 2014).
A acelerac¸a˜o de cada agente pode ser calculada como
(Mirjalili et al., 2014):
acdi (t) =
F di
Mi(t)′
, (9)
em que t e´ um tempo espec´ıfico e Mi e´ a massa do agente
i.
A velocidade e a posic¸a˜o dos agentes sa˜o atualizadas
respectivamente por:
Vi(t+ 1) = w × vi(t) + c
′
1 × rand× aci(t)+
c′2 × rand× (gbest−Xi(t)), (10)
Xi(t+ 1) = Xi(t) + Vi(t+ 1). (11)
em que Vi(t) e´ a velocidade do agente i na iterac¸a˜o t, c
′
j
e´ um coeficiente de acelerac¸a˜o, w e´ um fator de ine´rcia
para controle da velocidade, rand e´ um nu´mero aleato´rio
entre 0 e 1, aci(t) e´ a acelerac¸a˜o do agente i na iterac¸a˜o
t e gbest e´ a melhor soluc¸a˜o encontrada. Para mapear a
probabilidade de mudanc¸a de velocidade e posic¸a˜o em um
espac¸o de busca discreto, utiliza-se uma func¸a˜o hiperbo´lica
definida como:
S(Vik) =
∣∣∣∣
2
π
arctan
(π
2
Vik
)∣∣∣∣. (12)
3. METODOLOGIA
3.1 Meta-heur´ıstica aplicada a` selec¸a˜o de estruturas NARX
polinomiais
Nesta sec¸a˜o o uso do BPSOGSA para a selec¸a˜o de estrutu-
ras de modelos NARX e´ proposto. Inicialmente define-se o
a dimensa˜o da func¸a˜o de teste (noV ) e o nu´mero de agentes
de busca da meta-heur´ıstica (N), sendo poss´ıvel gerar
uma matriz noV ×N (chamada de X) com as respectivas
posic¸o˜es dos agentes. O noV tem a dimensa˜o de todos
os poss´ıveis regressores a serem inclu´ıdos no espac¸o de
busca e cada coluna de X representa uma poss´ıvel solu-
c¸a˜o. Nessa representac¸a˜o, o vetor bina´rio inicial e´ definido
aleatoriamente e o nu´mero 1 indica que a respectiva coluna
e´ inclu´ıda na matriz de regressores reduzida, enquanto
0 indica que a respectiva coluna e´ ignorada na soluc¸a˜o.
Apo´s gerar o modelo candidato, estima-se os paraˆmetros
utilizando o me´todo dos Mı´nimos Quadrados.
Examplo 1. Considere um caso em que todos os pos-
s´ıveis regressores sa˜o definidos baseados em ℓ = 1 e
ny = nu = 2. Assim, a matriz de regressores e´
[constante y(k − 1) y(k − 2) u(k − 1) u(k − 2)] (13)
Nesse caso, tem-se 5 poss´ıveis regressores, logo noV = 5. Se
N = 5, a matriz X pode ser representada, por exemplo,
como
X =


0 1 0 0 0
1 1 1 0 1
0 0 1 1 0
0 1 0 0 1
1 0 1 1 0

 . (14)
A primeira coluna de X e´ transposta e usada como uma
poss´ıvel soluc¸a˜o. Nesse exemplo, o primeiro modelo testado
e´ αyk−1 + βuk−2, em que α e β sa˜o paraˆmetros estimados
via MQ.
[constante yk−1 yk−2 uk−1 uk−2]
0 1 0 0 1
Posteriormente, a segunda coluna de X e´ testada e assim
por diante. Uma vez que todas as colunas de X sa˜o
testadas, as posic¸o˜es de cada agente de busca em X sa˜o
atualizadas baseadas na Equac¸a˜o (11).
3.2 Variaˆncia dos paraˆmetros e relevaˆncia dos regressores
A variaˆncia dos paraˆmetros estimados em um modelo pode
ser definida como:
(σˆj)
2 = (σˆe)
2Vjj , (15)
em que (σˆe)
2 e´ a variaˆncia do res´ıduo estimada, obtida por
meio do escalonamento da me´dia quadra´tica dos res´ıduos
por um fator N/(N −m), e Vjj e´ o j−e´simo elemento da
diagonal de (
∑N
k=1 ψ(k)ψ
′(k))−1.
A partir da variaˆncia dos paraˆmetros obtida via Equa-
c¸a˜o (15), (σˆj)
2, e´ feito um teste baseado no teste estat´ıstico
T de Student para determinar a relevaˆncia estat´ıstica de
cada regressor. Sendo assim, seja tα,N−m a 100(1 − α)
porcentagem da distribuic¸a˜o de penalidade com N − m
graus de liberdade, o 100(1 − α)% intervalo de confianc¸a
de cada θj e´ dado por Falsone et al. (2015):
[θˆj − σˆjtα,N−m; θˆj + σˆjtα,N−m]. (16)
Se o intervalo de confianc¸a e´ definido pela expressa˜o (16)
na˜o conte´m zero, θj na˜o e´ zero com um 100(1 − α)%
de confianc¸a. Caso contra´rio, θj na˜o e´ significantemente
diferente de zero a hipo´tese nula θj = 0 na˜o pode ser
rejeitada. Nesse caso, o regressor correspondente Σ e´
considerado estatisticamente irrelevante para o modelo
(Van De Geer, 2008).
3.3 Func¸a˜o de Penalidade
Esse trabalho apresenta uma nova abordagem para pena-
lizar o modelo em func¸a˜o da complexidade do mesmo e
da contribuic¸a˜o individual de cada regressor ao explicar a
resposta do sistema. Para isso, utiliza-se a func¸a˜o Sigmoide
e o erro padra˜o definidos respectivamente como
S(x) =
1
1 + e−a(x−c)
, (17)
ep(Θˆj) =
√
σ2Cjj , (18)
de forma que x tenha a dimensa˜o de noV ; c = noV/2;
e a e´ definido pelo nu´mero de regressores que compo˜em
o modelo atual dividido pelo valor c. Dependendo do
sinal do paraˆmetro a, a func¸a˜o de associac¸a˜o sigmoidal
e´ inerentemente aberta a` direita ou a` esquerda. Os (Θˆj)
sa˜o os paraˆmetros do modelo, σ2 e´ a variaˆncia dos res´ıduos
e Cjj e´ o elemento da matriz Ψ
TΨ que corresponde a Θˆj .
Essa abordagem resulta em diferentes curvas geradas pela
func¸a˜o Sigmoide baseadas em cada modelo. Uma vez que
nu´mero de regressores aumenta, a ”inclinac¸a˜o” da curva
sigmoide se torna mais ı´ngreme (Figura 1).
Sabe-se, no entanto, que dois modelos como o mesmo
nu´mero de regressores podem apresentar resultados muito
diferentes. Isso pode ser explicado baseado na importaˆncia
de cada regressor ao compor o modelo. Nesse sentido,
ale´m do nu´mero de regressores, e´ verificado a quantidade
de regressores estatisticamente relevantes para o modelo.
Para isso, utiliza-se a Equac¸a˜o (15) para verificar a quan-
tidade de regressores na˜o relevantes para o modelo, aux.
O valor de aux e´ somado ao nu´mero de regressores do
modelo, de forma a penalizar mais aqueles modelos que
conte´m regressores irrelevantes. Dessa forma, mesmo se
o os modelos testados possu´ırem a mesma quantidade de
termos, aquele que possui regressores espu´rios sa˜o mais
penalizados no ca´lculo da func¸a˜o sigmoide.
Sendo assim, o valor de penalidade, ρ, corresponde ao valor
em y da curva sigmoide correspondente dado o nu´mero de
regressores somado ao nu´mero de regressores espu´rios em
x.
Portanto, a func¸a˜o custo do problema e´ definida como
fcusto =
1
N
N∑
k=1
(y(k)− yˆ(k))2 × ρ, (19)
Figura 1. Diferentes valores da func¸a˜o sigmoide dado o
nu´mero de termos de diferentes modelos.
em que a primeira parcela da equac¸a˜o calcula o erro me´dio
quadra´tico cometido pelo modelo em simulac¸a˜o livre e ξ e´
o valor da penalidade a ser aplicada.
3.4 Estudos de caso
Para avaliar os resultados obtidos sa˜o realizados dois
estudos de caso. O primeiro diz respeito a` modelagem
de um sistema eletromecaˆnico composto por um gerador
CC, anteriormente identificado em (Lacerda Junior et al.,
2017). O sinal de entrada utilizado nesse sistema foi
um sinal bina´rio pseudo-aleato´rio (PRBS) de tensa˜o e
a sa´ıda corresponde a` velocidade do gerador. Esse caso
permite comparar o desempenho do me´todo proposto com
a Taxa de Reduc¸a˜o de Erro. O segundo caso trata da
identificac¸a˜o de um aquecedor ele´trico utilizando os mesmo
dados utilizados por (Severino e Arau´jo, 2016). Os dados
utilizados foram originalmente coletados de um sistema
termo-ele´trico, no qual a entrada e´ um sinal pseudo-
aleato´rio (PRS) de tensa˜o e a sa´ıda corresponde a` tensa˜o
medida nos terminais de um termopar. Isso permite uma
comparac¸a˜o direta entre os dois me´todos que utilizam
meta-heur´ısticas para selec¸a˜o de estruturas. Em ambos os
casos os dados foram normalizados e divididos em dados
identificac¸a˜o e de validac¸a˜o.
A definic¸a˜o dos regressores candidatos e´ realizada seguindo
os mesmos crite´rios estabelecidos nos artigos utilizados
para comparac¸a˜o. Nesse caso, ℓ = ny = nu = 2 para
o gerador CC e ℓ = 3, ny = nu = 2 para o aquecedor
ele´trico. Os demais valores necessa´rio para a execuc¸a˜o da
meta-heur´ıstica sa˜o definidos de acordo com a Tabela 1.
Tabela 1. Paraˆmetros utilizados para execuc¸a˜o
do BPSOGSA
Paraˆmetros p-value max iter n agentes α G0
Valores 0.05 30 10 23 100
Por fim, e´ importante mencionar que todas as rotinas sa˜o
executadas pelo software Matlab R©, em um notebook Dell
Inspiron 5448 Core i5 − 5200U CPU 2.20GHz com 12GB
de RAM.
4. RESULTADOS
4.1 Gerador CC
Seguindo a metodologia proposta, o espac¸o de busca ge-
rado resultou em um total de 215 possibilidades de mode-
los. A Tabela 2 compara os resultados obtidos utilizando
o me´todo proposto com aqueles obtidos via ERR.
Tabela 2. Comparac¸a˜o dos resultados obtidos
para o sistema eletromecaˆnico.
Proposto ERR
Regressor Θi MSE Regressor Θi MSE
yk−1 1,8143 yk−1 1,7823
1, 92 × 10−4
yk−2 -0,8270
1, 37× 10−4
yk−2 0,7969
uk−1 0,0337 uk−1 0,0337
y2
k−1
-1,0292 y2
k−2
0,0082
yk−1yk−2 1,9867 uk−1yk−2 0,1302
uk−1yk−1 -0,1917 uk−1yk−1 -0,1600
uk−2yk−1 -0,0292 uk−2yk−1 -0,1389
– – uk−2 0,0340
– – uk−2yk−2 0,1077
Como pode ser observado na Tabela 2, o me´todo proposto
foi capaz de selecionar um modelo cuja estrutura e´ mais
simples do que a obtida via ERR. Os regressores uk−2 e
uk−2yk−2 na˜o sa˜o inclu´ıdos na estrutura selecionada pelo
me´todo proposto. Ale´m disso, o MSE alcanc¸ado e´ menor
do que o calculado para o modelo selecionado via ERR, o
que mostra que a ERR havia determinado uma estrutura
mais complexa do que seria necessa´rio para o modelo do
sistema. A Figura 2 mostra o desempenho do modelo ao
representar o sistema proposto e a figura 3 apresenta a
curva de convergeˆncia do algoritmo.
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Figura 2. Simulac¸a˜o livre do modelo obtido por meio do
me´todo proposto. (−) sa˜o os dados do sistema e (−−)
sa˜o dados do modelo.
Iteração
Figura 3. Curva de convergeˆncia do algoritmo proposto.
E´ importante mencionar que o me´todo proposto e´ compu-
tacionalmente eficiente, gerando o modelo em um tempo
< 1s, semelhante a` te´cnica ERR. Uma vez que o esforc¸o
computacional da ERR e´ uma das caracter´ısticas mais
celebradas do algoritmo, o me´todo proposto se mostra uma
ferramenta robusta nesse quesito.
4.2 Aquecedor Ele´trico
o espac¸o de busca gerado resultou em um total de 235
possibilidades de modelos. As Tabelas 3 e 4 comparam
os resultados obtidos utilizando o me´todo proposto com
aqueles obtidos via meta-heur´ıstica em conjunto com AIC.
Tabela 3. Regressores selecionados por cada
te´cnica.
Proposto GA PSO BA
yk−1 yk−1 yk−1 yk−1
yk−2 yk−2 yk−2 yk−2
u2
k−1
uk−2 uk−2 uk−1
u2
k−1
yk−2uk−1 uk−2
u2
k−1
uk−2 yk−2uk−2 yk−1uk−2
u2
k−1
y2
k−2
u2
k−2
u2
k−1
Tabela 4. Paraˆmetros selecionados e MSE ob-
tido por cada te´cnica para o aquecedor ele´trico.
Proposto GA PSO BA
Θ Θ Θ Θ
1, 2076 1, 4349 1, 4132 1, 4260
−0, 3037 −0, 4744 −0, 4530 −0, 4621
0, 0101 0, 0034 0, 0012 −0, 0039
0, 0115 0, 0295 0, 0047
0, 0060 0, 0305 0, 0036
0, 0104 −0, 0186
0, 0093 0, 0189
MSE 7, 5627× 10−4 1, 1084 × 10−3 1, 0979 × 10−3 1, 1212 × 10−3
Como pode ser observado nas Tabelas 3 e 4, o me´todo
proposto foi capaz de encontrar um modelo com um menor
nu´mero de regressores e ainda obter um desempenho
satisfato´rio, com um MSE menor do que os obtidos pela
te´cnica utilizada como comparac¸a˜o. E´ importante ressaltar
que o me´todo proposto na˜o impo˜e nenhuma restric¸a˜o
ao modelo relacionada ao nu´mero de termos e valor da
func¸a˜o custo, como e´ feito pela te´cnica escolhida para
comparac¸a˜o. Isso mostra que me´todo proposto se mostra
eficaz em selecionar um modelo simples e representativo
em uma vasta possibilidade de modelos. A Figura 4 mostra
a predic¸a˜o livre do modelo obtido e a figura 5 detalha a
curva de convergeˆncia do algoritmo.
O tempo de execuc¸a˜o do BPSOGSA para a obtenc¸a˜o do
modelo foi de 1.23s. Intuitivamente, o aumento no tempo
de execuc¸a˜o e´ esperado, uma vez que o espac¸o de busca
aumentou significantemente. No entanto, o esforc¸o com-
putacional continua sendo baixo, principalmente quando
comparado a` outra te´cnica baseada em meta-heur´ısticas:
GA ≈ 1188, 42(s), PSO ≈ 629, 03(s), e BA ≈ 376, 02(s).
5. CONCLUSO˜ES
Este artigo apresenta uma nova abordagem para a selec¸a˜o
da estrutura de modelos NARX polinomiais baseada em
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Figura 4. Simulac¸a˜o livre do modelo obtido por meio do
me´todo proposto. (-) sa˜o os dados do sistema e (- -)
sa˜o dados do modelo.
Iteração
Figura 5. Curva de convergeˆncia do algoritmo proposto.
meta-heur´ısticas. A esse respeito, uma func¸a˜o de penali-
dade foi proposta com base na complexidade do modelo
(em relac¸a˜o ao nu´mero de paraˆmetros) e na contribuic¸a˜o
de cada regressor ao explicar o sistema a ser modelado.
Dois estudos de caso foram realizados para avaliar o
desempenho do me´todo. O primeiro caso apresentou dados
de um sistema experimental composto por um gerador
CC e o segundo dados experimentais de um aquecedor
ele´trico. Os resultados foram comparados com aqueles
obtidos utilizando ERR e meta-heur´ısticas em conjunto
com AIC e restric¸o˜es. Em relac¸a˜o ao primeiro caso, o
me´todo proposto resultou na determinac¸a˜o de um modelo
com 2 regressores a menos e um melhor desempenho.
No segundo caso, o me´todo proposto obteve um modelo
com 3 regressores, enquanto a outra te´cnica baseada em
meta-heur´ısticas resultou em modelos com 5 e 7 regresso-
res. Ale´m disso, o esforc¸o computacional do me´todo pro-
posto e´ baixo, uma caracter´ıstica relevante em um contexto
de identificac¸a˜o de sistemas.
Por fim, e´ importante mencionar que a te´cnica proposta
na˜o restringe, como aquela que esta´ sendo comparada, a
ordem do modelo ou o valor ma´ximo da func¸a˜o custo a
ser minimizada. Isso, em um contexto em que na˜o se tem
informac¸a˜o a respeito do modelo, faz da me´todo proposto
uma alternativa eficaz em situac¸o˜es pra´ticas.
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