ABSTRACT. Given α > 0, we establish the following two supercritical Moser-Trudinger inequalities
where W 1,n 0,rad (B) is the usual Sobolev spaces of radially symmetric functions on B in R n with n ≥ 2. Without restricting to the class of functions W 1,n 0,rad (B), we should emphasize that the above inequalities fail in W 1,n 0 (B). Questions concerning the sharpness of the above inequalities as well as the existence of the optimal functions are also studied. To illustrate the finding, an application to a class of boundary value problems on balls is presented. This is the second part in a set of our works concerning functional inequalities in the supercritical regime.
INTRODUCTION
This is the second part in a set of our works concerning functional inequalities in the supercritical regime. Previously in [NN19] , given n ≥ 3, together with [ORU16] we have shown that there is a continuous embedding When m = 1 and α = 0, the embedding (1.1) belongs to a wider class of inequalities, which state that the following embedding (1.2) holds whenever p < n. In general, one cannot take the limit as q ր n, that is, the following embedding W 1,n 0 (B) ֒→ L ∞ (B) is no longer available. Instead, Trudinger's inequality (1.3) below provides us a perfect replacement, namely, there holds W 1,n 0 (B) ֒→ e L n/(n−1) (B).
The choice of the space e L n/(n−1) (B) stems from the fact that given any u ∈ W 1,n 0 (B), there holds Ω exp γ|u| n n−1 dx < +∞ for any γ ≥ 0. Historically, Trudinger's inequality on bounded domains was established independently by Yudovič [Yud61] , Pohožaev [Poh65] , and Trudinger [Tru67] . It is stated that there is some constant γ > 0 such that sup u∈W 1,n 0 (B): Ω |∇u| n dx≤1 Ω exp γ|u| n n−1 dx < +∞ Later, by sharpening Trudinger's inequality, Moser [Mos70] proved that there exists a dimensional constant α n > 0 such that the above inequality holds for any γ ≤ α n , namely holds for any γ α n and for any bounded domain Ω in R n . Remarkably, Moser was able to compute the constant α n precisely, that is α n = n n/(n−1) Ω 1/(n−1) n ,
where Ω n denotes the volume of the unit ball B n in R n . If we denote by ω n the volume of the unit sphere S n in R n+1 , then α n = nω 1/(n−1) n−1 .
Apparently, Inequality (1.3), also known as the Moser-Trudinger inequality, can be thought of as a limiting case of the well-known Sobolev inequality (1.2). Since Inequality (1.3) and its variants have many applications in many aspects of analysis, generalizing of (1.3) has already been a hot research topic and a huge set of works have already been written within the last two decades.
Back to Inequality (1.3), the following demonstrates that (1.3) is the best possible if one only works on the class of functions in W 1,n 0 (B). First, the constant α n in (1.3) is sharp in the sense that if γ > α n , then there exists a sequence of functions (u j ) j in W as j → +∞, which implies that the supremum in (1.3) becomes infinity. Furthermore, the exponent n/(n − 1) in (1.3) is also sharp because this is the maximal growth. There are examples of functions u such that the left hand side of (1.3) becomes infinite if one replaces either α n or n/(n − 1) by any greater number.
Following the strategy shown in [NN19, ORU16] , in this part of the program, we are interested in the classical Moser-Trudinger inequality (1.3) in the supercritical regime. To be more precise, we aim to improve the threshold α n as well as the exponent n/(n − 1).
Since the Moser-Trudinger inequality (1.3) is monotone increasing with respect to γ, let us focus on the following
and only call (1.4) the Moser-Trudinger inequality. We can also denote by MT n the left hand side of (1.4), namely
which is positive and finite.
To quickly identify our improvement for the classical Moser-Trudinger inequality, let us jump into our first result, which consists of two supercritical Moser-Trudinger type inequalities: Theorem 1.1. Let α > 0 and n ≥ 2. Then we have
and sup
where
In the first glimpse, the improved inequalities (1.5) and (1.6) seem too strong to be true. Indeed, if we do not restrict ourselves to the class of functions W 1,n 0,rad (B) and only consider functions in W 1,n 0 (B), then Theorem 1.1 is no longer true. The idea is to select a region of B far from the origin and also far from the boundary where the extra term |x| α has some role. Indeed, fix some x 0 ∈ B with |x 0 | = 1/2 and choose r = 1/4. Since any function in w ∈ W 1,n 0 (B r (x 0 )) with Br (x0) |∇w| n dx ≤ 1 also belongs to W 1,n 0 (B) with B |∇w| n dx ≤ 1, we deduce that
(Br (x0)):
However, within B r (x 0 ), we always have |x| ≥ 1/4. Hence
(Br(x0)):
where the last assertion comes from the sharpness of the classical Moser-Trudinger inequality (1.4). A similar argument works for (1.6). Back to the validity of our inequalities (1.5) and (1.6), by comparing to existing results in a similar superciritical regime in the literature, see e.g. [CR15a, CR15b] , one would speculate that these inequalities can be true.
Before going further, we note that going beyond the thresholds α n and n/(n − 1) in the classical Moser-Trudinger inequality is an extensive topic of research in the last two decades. A prior to the present work, a large number of works focus on the sharp constant α n by perturbing it by a small number heavily depending on some norm of u. Among the works related to this direction, we can recall the following interesting inequality
for 0 ≤ γ < λ 1 (B), proved by Adimurthi and Druet [AD04] for n = 2 and by Yang [Yan06] for n ≥ 3. Here · n denotes the L n -norm with respect to the Lebesgue measure and λ 1 (B) is the first eigenvalue of the n-Laplacian with Dirichlet boundary condition in B. We note that (1.7) does not violate (1.4), it does give more precise information than inequality (1.4) in the sense described below. Suppose that (u j ) j is a maximizing sequence for the left hand side of (1.7). Since ∇u j n = 1, there is some
implies that (1.4) is a consequence of the well-known concentration-compactness principle of Lions; see [Lio85] . If u ∞ ≡ 0, the compact embedding W 1,n 0 (B) ֒→ L n (B) implies that u ∞ n = 0, yielding that the parameter γ has no effect.
In addition to Theorem 1.1 above, in the following result, we shall show that in our supercritical regime the threshold α n is sharp. Lemma 1.2. Let α > 0 and n ≥ 2. Then the threshold α n in both (1.5) and (1.6) is sharp in the sense that if we replace α n by any number γ > α n then the supremum in both (1.5) and (1.6) becomes infinity, namely For simplicity and later uses, for each α > 0, let us simply denote
Clearly, in view of Theorem 1.1, the sharp constants MT i n (α) with i = 1, 2 are finite. As routine, now we turn out attention to the attainability of the sharp constants MT i n with i = 1, 2. Identifying optimal functions for functional inequalities is always a delicate issue. For example, although the supercritical Moser-Trudinger inequality (1.7) is valid for any γ ∈ [0, λ 1 (B)), optimal functions for (1.7) can only exist if γ stays a way from λ 1 (B) except n ≥ 3; see [Yan06, MT19] . In our supercritical regime, we are successful in proving that optimal functions exist in the full range of the parameter α regardless of the size of n. Our next result is the following. Finally, we are interested in applications of our supercrititcal inequalities (1.5) and (1.6). Among many applications of the classical Moser-Trudinger inequality, we choose the following typical problem
where the nonlinearity f has the maximal growth on u. To relate the maximal growth on u and our new supercritical Moser-Trudinger inequalities, we propose the following new terminology: The function f is said to have the critical growth α 0 on B if for any β > α 0 there holds
uniformly on x ∈ B and for any β < α 0 there holds
uniformly on x ∈ B. Clearly, the usual critical growth used in many works prior to this work differs from ours by the exponent |x| α . Furthermore, in view of (1.9) and (1.10), one can define a similar critical growth by replacing the exponent β|t| n n−1 +|x| α by the exponent (β + |x| α )|t| n n−1 . However, we do not treat this case in the present paper and leave it for interested readers.
Inspired by many works, for instance, [doO96, FMR95, FOR02] , we are going to impose the following conditions on the nonlinearity f : (F 1 ) f : B × R → R is continuous and radially symmetric in the first variable, namely
for any t ≥ R and any x ∈ B.
Apparently, a nonlinearity f having critical growth in the sense of (1.9) and (1.10) behaves like exp(α 0 |t| n n−1 +|x| α ), which decays to infinity no slower than exp(α 0 |t| n n−1 ). Therefore, our condition (F 5 ) is somehow weaker than the following condition:
We also take this chance to notice that our lower bound for β 0 in (F 5 ) is also weaker than the existing hypothesis; see [doO96, condition (F 5 )]. Given α > 0 and consider the following function
Clearly, the above function f with c closed to 1 satisfies all five conditions (F 1 )-(F 5 ).
Now we state our existence result for problem (1.8).
Theorem 1.4. Let n ≥ 2. Assume that f has critical growth α 0 on B and satisfies the five conditions (F 1 )-(F 5 ). Then there exists a positive C 1 -solution to the supercritical problem (1.8).
As can be easily notified, compared with other existing hypotheses on similar problems, there is an extra hypothesis on f , namely, f is assumed to be radial on the first variable. We would like to comment that somehow this extra requirement is natural. Since we are in the superciritical case, it is expected to look for solutions in the space W 1,n 0,rad (B). In this sense, because
for any radially symmetric function f , we know that n-Laplacian of a radially symmetric C 2 -function is again radially symmetric. As such, if the problem (1.8) has a radially symmetric solution, the nonlinearity f must be radially symmetric. In addition to the above fact, it is worth emphasizing that due to the radial symmetry of f in the first variable, we are able to prove that the solution found in W 1,n 0,rad (B) is strictly positive in B. The present paper is organized as follows. This section is devoted to a proof of Theorem 1.1. In fact, we shall prove a more general result which covers Theorem 1.1 as a special case. The following is our main result of this section.
for r near 1.
Then, there holds
Moreover, if the condition (f 2 ) is replaced by the following condition (f 
Since u is radially symmetric about the origin, we should emphasize that there is no difference if we write u(|x|) instead of u(x). By density, we may assume that u ∈ C ∞ 0,rad (B), which immediately yieds
Clearly, we always have
By Hölder's inequality, we get the following pointwise estimate
. Now we prove (2.1) under the three conditions (f 1 ), (f 2 ), and (f 3 ). We note by (2.3) that
for any r > 0. In view of (f 3 ), there is some ρ ∈ (0, 1) such that
for r ∈ (ρ, 1). Then, we have
We have by (2.3) and the estimate for f on (ρ, 1) the following estimate for II
By the condition (f 2 ) on f , we see that g is continuous on (0, 1) and bounded near 0. This allows us to set C ρ = sup
which is finite. Hence, the term I is easily estimated as follows
Putting these estimates together, we arrive at
This proves (2.1). Finally, we prove (2.2) under the three conditions (f 1 ), (f ′ 2 ), and (f 3 ). First, we let ρ = exp(−α n /n) and by (2.3) we easily check that u(r) ≤ 1 for any r ∈ (ρ, 1). This yields
On B ρ we have
Notice
which implies
−n − n α n log r n−1 n c (− log r) γ − 1 log r → 0 as r → 0, thanks to γ > 1. Hence, when r is near 0, we get k(r) ∼ c(n − 1) (− log r) γ−1 log(− n α n log r) =: h(r).
Since k and h are continuous and strictly positive on (0, ρ). Hence, there is C ′ such that
for any r ∈ (0, ρ). Hence, together with (2.3), we estimate
This proves (2.2).
Note that the function f (r) = r α with α > 0 satisfies all conditions of Theorem 2.1 above; hence Theorem 1.1 follows from Theorem 2.1. We further notice that because of the condition (f 2 ), we cannot apply Theorem 2.1 for the ahove function f with α = 0, namely, f (r) ≡ 1.
In the last paragraph of this section, we prove Lemma 1.2. Considering the sequence of Moser's functions
To estimate the integral B exp γ|u j | n n−1 +|x| α dx, we observe from the definition of u j that u j (x) ≥ 1 for any x ∈ B 1/j (0) if j is large enough. Consequently, for j large enough, we have 
Let us define the concentrating level by
It follows from the Moser-Trudinger inequality (1.3), see also Theorem 1.1, that J is finite. Furthermore, it is well-known that
3.1. Preliminaries. In the following two lemmas, we estimate MT i n (α) from below. Lemma 3.1. We have MT 1 n (α) > MT n for any α > 0.
Proof. Recall from [CC86, Lin96] that the sharp constant MT n is attained by some radial function u ∈ W 1,n 0,rad (B) with ∇u L n (B) = 1. Hence
completing the proof.
Lemma 3.2. We have MT 2 n (α) > J for any α > 0.
Proof. We consider the test function u ε defined by
where R = − log ǫ and c = c ε and A = A ε are chosen in such a way that u ε ∈ W 1,m 0 (B) and ∇u ε L n (B) = 1.
In order for u ε ∈ W 1,m 0 (B), we choose c, A in such a way that u ε is continuous on B, i.e.,
By a simple computation, we have
Hence, the requirement ∇u ε L n (B) = 1 implies
Now we estimate B exp α n |u ε | n n−1 +|x| α dx. Notice that c → +∞ as ε ց 0. Let a = n 2(n − 1/2) 2 1/α < 1.
From now on, we let ε ≪ 1 be such that Rε < a. Clearly, for |x| > Rε, by the elementary inequality e t ≥ 1 + t n /n! with t > 0, we obtain
On B Rε , due to the monotonicity of u ε , we have
provided ε is small enough. Using the inequality (1 + t) n/(n−1) ≥ 1 + n n−1 t for t > −1 and the estimates for c and A, we get
Finally, we get
By the choice of a, we have
for any n ≥ 2. Observe that c n n−1 ≡ R as ε → 0. Hence, for ε > 0 small enough, the term O(R − n n−1 ) is absorbed into the integral Ba\BRε , which yields
The proof follows. Proof. Taking a > 0 small enough such that
From (2.3), we have |u j (r)| ≤ − n α n log a n−1 n for a.e. r ∈ (a, 1). Consequence,
On the other hand, we have 
which together with (3.5) proves (3.3). A similar argument also confirms (3.4).
3.2.
Proof of Theorem 1.3: The case of MT 1 n (α). Let (u j ) j be a maximizing sequence for MT 1 n (α). We can assume that • u j ⇀ u weakly in W 1,n 0,rad (B) and • u j → u a.e. in B.
Suppose that u ≡ 0. By (2.3) and Lebesgue's dominated convergence theorem, we can write
for arbitrary but fixed a > 0. On the ball B a with a < e −1/α , still by (2.3) and the monotonicity of the function −t α log t on (0, a), we have
Letting j ր +∞ and a ց 0 we eventually get MT 1 n (α) ≤ MT n , which is impossible by Lemma 3.1. Hence, u ≡ 0. This allows us to conclude that ∇u L n (B) > 0. Hence, by Lemma 3.3, the function
for some p > 1. From this and by Hölder's inequality we can easily show that the sequence exp (α n + |x| α )|u j | n n−1 is uniformly integrable. Now one can make use of the Vitali convergence theorem to realize that
A simple argument shows that ∇u L n (B) ≤ 1 and u is indeed a maximizer for MT 1 n (α).
Proof of Theorem 1.3: The case of MT
2 n (α). Let (u j ) j be a maximizing for MT 2 n (α). As before, we can assume that
As in the case of MT 1 n (α), we need to rule out the possibility of u ≡ 0. By way of contradiction, suppose that u ≡ 0. As before, by (2.3) and Lebesgue's dominated convergence theorem, we can also deduce that
for arbitrary but fixed a > 0. There are two possible cases: either (u j ) is a NCS or (u j ) is not a NCS. Suppose that the maximizing sequence (u j ) is NCS. Hence, by the first and third conditions in the definition of a NCS, in the present scenario, we must have
for any a ∈ (0, 1). Our aim is to estimate the integral B exp(α n |u j | n n−1 +|x|
Combining the previous estimate with (3.6) we get
In the rest of our argument, we mainly show that the first integral on the right hand side of the preceding inequality is negligible. Since a is arbitrary, we may fix
and consider r ≤ a ≤ a 0 . Clearly, −(n/α n ) log r ≥ 1 for any r ≤ a ≤ a 0 . Therefore, we can estimate that integral as follows
Note that exp − n log r (− n α n log r)
as r ց 0. Hence, thanks to α > 0, we know that
By letting j ր +∞ and then a ց 0, we obtain
which is impossible by Lemma 3.2. Hence, the maximizing sequence (u j ) j is not a NCS. Consequently, there is a subsequence, still denoted by (u j ) j , and 0 < a, δ < 1 such that
Let ϕ ∈ C ∞ 0,rad (B) be a cut-off function such that 0 ϕ 1 and
We define
for each a > 0. For any a < r 0 we have ∇(ϕ a u j ) = ϕ a ∇u j + u j ∇ϕ a . Since u j ⇀ 0 weakly in W 1,n 0,rad (B), we know that
Because Ba |∇u j | n dx ≤ δ < 1 for all j, by Theorem 1.1, there exists p > 1 such that
In particular, because ϕ a ≡ 1 in B a/2 , we conclude that
Keep in mind that we are assuming u ≡ 0; hence, α n |u j | n n−1 +|x| α → 0 a.e., which together with the Vitali convergence theorem implies that
Consequently, combining the preceding limits and (3.6) with a replaced by a/2 gives
which is impossible by means of Lemma 3.2. Hence, we must have u ≡ 0. By Lemma 3.3, the function
for some p > 1. Hence, still relying on the Vitali convergence theorem as in the case of MT 1 n (α), we can also deduce that
Now a simple argument shows that ∇u L n (B) ≤ 1; hence, u is a maximizer for MT 2 n (α).
APPLICATION: PROOF OF THEOREM 1.4
This section is devoted to an existence result for problem (1.8), namely
under the conditions (F 1 )-(F 5 ). Our aim is to look for a solution u to (1.8) in the space W 1,n 0,rad (B).
4.1. The variational formulation. Define
, where F (x, t) is already given in Introduction. Standard arguments show that I is well-defined and of class C 1 (W 1,n 0,rad (B), R), and for any v ∈ W 1,n 0,rad (B) there holds
Under the hypothesis that f is continuous, we see from (1.9) that given β > α 0 , there exists some C β > 0 such that
for all (x, t) ∈ B × R. The condition (F 2 ) implies the following well-known AmbrosettiRabinowitz condition:
for all t ≥ R 0 and any x ∈ B.
It is worth noticing that there have been many works weakening the Ambrosett-Rabinowitz condition; for e.g. see [LL14] . However, to keep our work in a reasonable length and simply to demonstrate a simple application of our supercritical inequalities, we do not treat any possible replacement of (F ′ 1 ) in the present paper. Indeed, we can fix any θ > n and choose R 0 = max{R, θM } with R and M from (F 2 ). Now we rewrite (F 2 ) as (f (x, t)/F (x, t)) ≥ 1/M > 0 for any t ≥ R to get
for any t ≥ R. Hence, the condition (F 2 ) also yields the following condition:
Finally, it follows immediately from (F 3 ) and the definition of F that
Proof. Since u ≥ 0 and u ≡ 0, there exist a > 0 such that |{u ≥ a}| > 0. For t > R/a we have from (
Using this we have
for any t > R/a. Hence the proof follows.
From now on, let β > α n be determined later.
Lemma 4.2. Assume (F 4 ). Then there exist δ, ρ > 0 such that
Proof. Given q > n, in view of (F 2 ), (F 4 ), and (4.1) we can choose some λ < λ 1 (B) and some C(β, λ, q) > 0 such that for some dimensional constant C > 0. Putting these facts together, we are able to estimate I from below as follows
for some C > 0. From this, the proof follows because λ < λ 1 (B) and q > n.
4.2.
The Palais-Smale condition. Now we prove that under the condition (F 5 ), the functional I satisfies the well-known Palais-Smale compactness condition. As remarked earlier, our condition (F 5 ) is weaker than a similar condition in [doO96] , we cannot use the test function in [doO96] .
Lemma 4.3. Assume (F 4 ) and (F 5 ). Then there exists some j such that
where M j = u 1/j with u 1/j given in the proof of Lemma 3.2, namely
where c 1/j and A 1/j are chosen in such a way that M j ∈ W 1,m 0 (B) and
Proof. By way of contradiction, suppose that
for all j. In view of Lemma 4.1, there is some t j > 0 such that
Since F (x, tM j ) ≥ 0 in B and ∇M j n = 1, we deduce that
Given ε ∈ (0, β 0 ), by using (F 5 ), there is some R ε > 0 such that
uniformly on x and for any t ≥ R ε . Thus, by starting from large j such that t j M j ≥ R ε everywhere in the ball B log j/j (0) and because M j is strictly decreasing, we can estimate
Notice that
by (3.1). Hence (t j ) j is bounded. Furthermore, due to the presence of the term −n log log j j in the preceding inequality, it also implies that
Clearly,
Notice that M j → 0 a.e. in B and χ Bj → 1 a.e. in B. Therefore, we can apply the Vitali convergence theorem to conclude that
Notice that lim
Hence, letting j → ∞ and using (3.2),we get
Passing to the limit as j → +∞, we obtain α n α 0 n−1 ≥ (β 0 − ε) ω n−1 n e
for any ǫ ∈ (0, β 0 ), which implies
. This is a contradiction.
Next we establish an important convergence result.
Lemma 4.4. Let (u j ) j ⊂ W 1,n 0,rad (B) be a Palais-Smale sequence. Then, up to a subsequence, there is some
in L 1 (B) and |∇u j | n−2 ∇u j ⇀ |∇u| n−2 ∇u weakly in (L n/(n−1) (B)) n .
Proof. Let (u j ) j ⊂ W |∇u j | n−2 ∇u j − |∇u| n−2 ∇u ∇u j − ∇u dx = 0, for any ǫ > 0. Hence ∇u j → ∇u a.e. in B. Since |∇u j | n−2 ∇u j is bounded in (L n/(n−1) (B)) n , we have |∇u j | n−2 ∇u j → |∇u| n−2 ∇u in (L p (B)) n for any 1 < p < 
