Proximal point algorithms (PPA) are attractive methods for monotone variational inequalities. The approximate versions of PPA are more applicable in practice. A modified approximate proximal point algorithm (APPA) presented by Solodov and Svaiter [Math. Programming, Ser. B 88 (2000) 371-389] relaxes the inexactness criterion significantly. This paper presents an extended version of Solodov-Svaiter's APPA. Building the direction from current iterate to the new iterate obtained by Solodov-Svaiter's APPA, the proposed method improves the profit at each iteration by choosing the optimal step length along this direction. In addition, the inexactness restriction is relaxed further. Numerical example indicates the improvement of the proposed method.  2004 Elsevier Inc. All rights reserved.
Introduction
Let C be a nonempty closed convex subset of R n and F be a continuous monotone mapping from R n into itself. The variational inequality problem is to determine a vector x * ∈ C such that VI(C, F ) (x − x * ) T F (x * ) 0, ∀x ∈ C.
(1.1) VI(C, F ) includes nonlinear complementarity problems (when C = R n + ) and systems of nonlinear equations (when C = R n ), and thus it has many important applications, e.g., see [6, 8, 9] .
A classical method for solving variational inequality is the proximal point algorithm (abbreviated as PPA) [11, 12] . Let λ min > 0 and {λ k } ⊂ [λ min , +∞). For given x k ∈ C and λ k , let x k+1 * be the solution of following strongly monotone variational inequality:
The new iterate x k+1 of the exact version of PPA is taken by
An equivalent recursion form of the exact PPA is 4) where P C denotes the projection on C. The ideal form (1.4) of PPA is often impractical since in many cases solving problem (1.2) exactly is either impossible or expensive. In 1976 Rockafellar [11, 12] set up the fundamental convergence analysis for the approximate proximal point algorithm (abbreviated as APPA) to a general maximal monotone operator. The new iterate x k+1 of Rockafellar's APPAs is requested to satisfy condition
Since x k+1 * is necessarily unknown, some upper bounds of x k+1 − x k+1 * are needful to be evaluated in order to implement such APPAs.
Extensive developments on APPA focus on different fields such as convex programming, mini-max problems, and variational inequality problems. To mention a few, see [1, [3] [4] [5] 13] . The major challenges of APPA include accelerating convergence and designing inexactness restrictions that are easy to implement and tight for convergence.
Throughout this paper we assume that the operator F is monotone and Lipschitz continuous on C and that the solution set of VI(Ω, F ), denoted by C * , is nonempty. We use x * to denote any point in C * .
Preliminaries and motivation
We use the concept of projection under the Euclidean norm, which is denoted by P C (·), i.e.,
It follows from this definition that
Consequently, we have
and
Then solving VI(C, F ) is equivalent to finding a zero point of e(x, λ). For given x, it is well known [7] that e(x, λ) is a non-decreasing function of λ.
The following lemma can be viewed as a corollary of [14, Proposition 3.4] . It gives us an upper bound of x − x k+1 * for any x ∈ C. Lemma 2.2. Let F be monotone on C and x k+1 * be the unique solution of the strongly monotone VI sub-problem (1.2). Then we have
where
Proof. For any fixed x ∈ C, we define
and it follows that
Since x k+1 * ∈ C, we have
and this yields
On the other hand, since x k+1 * is the solution of (1.2) and x ∈ C, we have
and consequently 8) where the last inequality comes from the monotonicity of F . Then the assertion follows from (2.7) and (2.8) directly. 2
Let y k be an approximate solution of (1.2) in the sense that
and definẽ
It follows from Lemma 2.2 that ∆(y k ) is an upper bound of y k − x k+1 * 2 . In the practical computation of Rockafellar's APPAs [11] , the new iterate is taken by
and instead of (1.5) and (1.6), it is requested to satisfy
respectively. Recently, under a significantly relaxed inexactness restriction (in comparison with (2.12))
Solodov and Svaiter [13] proposed a new APPA in which the new iterate is given by
Indeed, this is a meaningful contribution in the area of APPAs. Note that the right-hand side of (2.14) is justỹ k (see (2.10)). Therefore, SS-method (2.14) can be written as
which can be alternatively interpreted as follows: starting from x k , SS-method moves along the direction −(x k −ỹ k ) with the step size α = 1. A natural question is whether there exists a better step size than 1 along the direction.
Main results
We extend the Solodov-Svaiter's formula (2.15) and present the following algorithm.
Algorithm.
For given x 0 ∈ C and λ min > 0, the sequence {x k } is generated by the iterative schemes:
Step 1. Find an approximate solution of (1.2), i.e., find y k in the sense that
under the following inexactness restriction:
and ∆(·) is defined by (2.6).
Step 2. Compute the new iterate
where α is the step size. How to choose α will be specialized later.
An equivalent form of (3.4) is
Note that (3.3) is an extragradient step. In addition, by setting y k := x k+1 (α) and α := 1 in (3.5), it reduces to the classical PPA (1.4), thus the new method (3.1)-(3.4) is called an approximate proximal-extragradient type method.
The following theorem concerns how to choose the step size α in (3.4) . Note that the technique developed in [7] and then extended for pseudo-monotone variational inequalities in [10] is useful in following analysis. For convenience, we denote
and then we have
Theorem 3.1. Given x k ∈ C and λ k > 0, let y k ∈ C be an approximate solution of (1.2) in the sense of (3.1) and the new iterate x k+1 (α) be given by (3.4) . Then for any α > 0 we have
where 
Then we have
Comparing the right-hand side of (3.9) and Ψ (α) in (3.8), it remains to prove
] and x * ∈ C, it follows from (2.1) that
and thus
Note that x * ∈ C * and F is monotone. We have
Therefore, inequality (3.10) follows from (3.11) and (3.12) directly and the proof is complete. 2
The following relation is useful in following analysis and thus we list it as a proposition. 
By some regrouping, we obtain
Now we begin to investigate how to choose the step size α in (3.4). Substituting (3.13) into (3.8), we have
In fact, Ψ (α) is the tight lower bound of the improvement obtained at the kth iteration of the proposed method. Since Ψ (α) is a quadratic function of α, it reaches its maximum at
Under inexactness restriction (3.2), it follows from (3.15) and (3.16) that
To accelerate convergence, we propose a relaxation factor γ k ∈ [γ L , γ U ] ⊂ (0, 2). Thus in practice the step size α in (3.4) at the kth iteration is
Therefore, the new iterate x k+1 is generated by
By simple manipulations we obtain
It follows from Theorem 3.1 and (3.17) that
Theorem 3.2. Given x k ∈ C and λ k > 0, let y k ∈ C be an approximate solution of (1.2) in the sense of (3.1) and the new iterate x k+1 be generated by (3.19) . If the inexactness criterion (3.2) holds, then {x k } converges to some x ∞ ∈ C * .
Proof. It follows from (3.21) that there is a constant c 0 > 0 such that
This means that the sequence {x k } is bounded. In addition, we have
Therefore, we have
and consequently {y k } is also bounded. Moreover, since
Since e(y k , λ) is a non-decreasing function of λ, it follows from λ k λ min that From lim k→∞ x k − y k = 0 and lim j →∞ y k j = x ∞ , we know lim j →∞ x k j = x ∞ . Note that inequality (3.22) is true for all solution points of VI(C, F ), hence we have
and it follows that the sequence {x k } converges to x ∞ . 2
Relation to Solodov-Svaiter's method
The method proposed by Solodov and Svaiter in [13] is a specific implementation of the proposed method where α = 1. In [13] the inexactness restriction for finding y k is set as
and then the new iterate is generated by
It is clear that condition (4.1) is more restrictive than condition (3.2). Under restriction (4.1), it follows from (3.15) that
Therefore, SS-method can be viewed as a special form of (3.19) by setting
From Eq. (3.14) we have
and applying the inexactness restriction (4.1), we obtain
It follows from Theorem 3.1 that the sequence {x k } generated by SS-method satisfies
Hence, convergence of SS-method follows from (4.5) immediately.
Numerical example for network equilibrium problems
In this section, we compare the efficiency of the proposed method with SS-method. As an application we use the example in the traffic equilibrium problems [15] . Let A be the path-arc incidence matrix of the given problem. Since x is the path-flow, the arc-flow f is given by
For given link travel cost vector t a , the path travel cost vector θ is given by
Hence, the path travel cost vector θ is a mapping of the path-flow x and its mathematical form is
Associated with every O/D pair ω, there is a travel disutility λ ω , which is defined as
Note that both the path costs and the travel disutilities are functions of the flow pattern x. The traffic network equilibrium problem is to seek the path flow pattern x * , which induces a demand pattern d * = d(x * ), for every O/D pair ω and each path p ∈ P ω ,
The problem is a monotone variational inequality in the space of path-flow pattern x: 1  6  200  7  5  150  2  5  200  8  10  150  3  6  200  9  11  200  4  16  200  10  11  200  5  6  100  11  15  200  6 1 100 --- For the test we take the example used in [15] . The network is depicted in Fig. 1 . The free-flow travel cost and the designed capacity of links in (5.1) are given in Table 1 , the O/D pairs and the coefficient m and q in the disutility function (5.2) are given in Table 2 . For this example, there are together 12 paths for the 4 given O/D pairs as listed in Table 4 .
We test the problem with SS-method and the proposed method. Since the mapping F (x) contains logarithmic function, we begin with starting point x 0 = (1, 1, . . ., 1) . We take λ k ≡ 50 and use the improved extra-gradient method [7] to solve the sub-problem (1.2) approximately. Compared with SS-method, the inexactness restriction of the proposed method is further relaxed (see (4.1) and (3.2)). However, for comparison, we use the same inexactness restriction (2.13) with ν = 0.9. The relaxation factor γ k in (3.19) should lie in [1, 2) . In the test, we take γ k ≡ 1.5. All codes are written in Matlab and run on an IBM T40 notebook computer. The computation stops as soon as e(x k , 1) ∞ 10 −6 (see (2.4) ). We report the iteration numbers and the CPU time in Table 3 . Since the subproblems are solved approximately by the iterative method in [7] , the number of total inner iterations is also reported. The optimal path flow and link flow are given in Tables 4 and 5 , respectively. By choosing the optimal step size α * k (see (3.15)), we extended SS-method in [13] to a new version. The computational load for choosing α * k is quite tiny. Comparison with SS-method shows that the new method is attractive in practice.
