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Abstract
A classical result of structured numerical linear algebra states that the inverse of a nonsin-
gular semiseparable matrix is a tridiagonal matrix. Such a property of a semiseparable matrix
has been proved to be useful for devising linear complexity solvers, for establishing recurrence
relations among its columns or rows and, moreover, for efficiently evaluating its characteristic
polynomial. In this paper, we provide sparse structured representations of a semiseparable
matrix A which hold independently of the fact that A is singular or not. These relations are
found by pointing out the band structure of the inverse of the sum of A plus a certain sparse
perturbation of minimal rank. Further, they can be used to determine in a computational-
ly efficient way both a reflexive generalized inverse of A and its characteristic polynomial.
© 2002 Elsevier Science Inc. All rights reserved.
Keywords: Semiseparable matrices; Block tridiagonal matrices; Linear complexity algorithms
1. Introduction
The present contribution is concerned with the problem of characterizing semi-
separable matrices in terms of sparse structured matrices. This topic is very old and
much work has been devoted to analyze relations between these two classes of matri-
ces since Gantmacher and Krein proved in [5] that, under some minor assumptions,
the inverse of a symmetric tridiagonal matrix (Jacobi matrix) is a semiseparable
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matrix which they named one-pair matrix. Semiseparable matrices are the discrete
counterparts of Green’s kernels for two-point boundary value problems and, there-
fore, the analysis of structure properties of the inverses of semiseparable matrices
provided linear complexity solvers for the discretized versions of such problems.
Our interest on properties of semiseparable matrices comes from different moti-
vations; specifically, it was originated from the study of fast algorithms for the QR
factorization of Cauchy matrices. Given two sets of real distinct nodes {xi}1in
and {yi}1in, where xi /= yj for all i, j , the associated n× n Cauchy matrix C is
defined by C = (1/(xi − yj )). Cauchy matrices are a typical example of so-called
displacement structured matrices [6]. Since a QR factorization of C can be derived
from a Cholesky factorization of CTC, and also the latter matrix is displacement
structured, the QR factorization of C can be found in a fast way at the cost of O(n2)
arithmetic operations only.
However, it is well known that the use of normal equations leads to serious nu-
merical drawbacks since the accuracy of the computed matrix R depends on the
square of the condition number of C, which can be very large. An alternative method
for computing a QR factorization of C which does not require squaring the ma-
trix has been proposed in [4]. It relies upon the observation that, by replacing C
by its QR factorization in the displacement equation DxC − CDy = eeT, where
Dx = Diag[x1, . . . , xn] is the n× n diagonal matrix with diagonal entries xi and
e = [1, . . . , 1]T, one has QTDxQ = Dy + A, where A is a certain symmetric semi-
separable matrix. If A results to be nonsingular, then the tridiagonal structure of
its inverse matrix implies the existence of three-term recurrence relations among
the columns and rows of Q and R, respectively. Differently, when A is singular,
such recurrences are not so easily established since we have no representation of
A involving sparse matrices.
This paper is mainly devoted to exploit the possibility of giving convenient rep-
resentations of a general semiseparable matrix as the sum of the inverse of a banded
matrix and a suitable sparse perturbation. In particular, we derive a generalization
of the classical results on the inversion of semiseparable matrices along a novel di-
rection, by showing that a semiseparable matrix can be always specified as the in-
verse of a block tridiagonal matrix T plus a sparse structured perturbation Z whose
rank is equal to the nullity of A. In addition, the matrix T also possesses an inner
structure, that is, its blocks are still sparse and structured. In this way, the resulting
representation of A as A = T −1 + Z is defined by a minimal set of parameters.
The properties of T and Z can also be used to compute some relevant quantities
of A. More specifically, a similarity transformation is found which reduces A into a
companion-like form from which both a reflexive generalized inverse of A and its
characteristic polynomial can easily be computed.
The paper is organized in the following way. In Section 2, we recall some prelimi-
nary notations and results about semiseparable matrices and their inverses. In Section
3, we present some generalizations and extensions of such results and prove our main
results. Finally, conclusions and further developments are drawn in Section 4.
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2. Preliminary results
For a given matrix A ∈ Cn×n, let us denote by triu(A) ∈ Cn×n its strictly up-
per-triangular portion, where all entries on and below the diagonal are set to zero;
similarly, tril(A) ∈ Cn×n denotes the strictly lower triangular part of A. By defini-
tion, in this paper a matrix A ∈ Cn×n is called semiseparable if two pairs of complex
n-vectors
s = [s1, . . . , sn]T, t = [t1, . . . , tn]T
and
u = [u1, . . . , un]T, v = [v1, . . . , vn]T
exist such that si ti = uivi and
A = Diag[u1v1, . . . , unvn]+ triu(stT)+ tril(vuT),
where Dx = Diag[x1, . . . , xn] is the n× n diagonal matrix with diagonal entries xi ,
i = 1, . . . , n, with x = [x1, . . . , xn]T. These matrices are more specifically called
semiseparable of semiseparability rank 1 in [9], and {1, 1} semiseparable in [12,13].
We have
A =

u1v1 s1t2 · · · s1tn
u1v2 u2v2 · · · s2tn
...
...
.
.
.
...
u1vn u2vn · · · unvn
 . (1)
A lot of classical results are concerned with the class of semiseparable matrices,
since they arise as inverses of nonsingular tridiagonal matrices, see e.g. [2,3,5,9,13].
In particular, Capovani [2,3] established recursive relations among certain minors of
matrices of the form (1) which can also be used to derive characterizations of their
inverses. Reviews of this topic can be found in [10,12].
In the following theorem, we collect some known results by showing explicit for-
mulas for the determinant and the inverse of A, see e.g. [2,3,9,10]. For completeness,
we also provide a short and self-contained proof of such properties.
Theorem 1. Let A be given as in (1) and set
αi = ui+1vi − si ti+1, αˆi = si+1ti − uivi+1, 1  i  n− 1. (2)
Then
detA = u1vn
n−1∏
i=1
αi = s1tn
n−1∏
i=1
αˆi .
Moreover, if detA /= 0,
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A−1 =

β1 δ1 O
γ1 β2
.
.
.
.
.
.
.
.
. δn−1
O γn−1 βn
 , (3)
where
β1 = u2
u1α1
,
βi = ui+1vi−1 − si−1ti+1
αi−1αi
for 2  i  n− 1,
βn = vn−1
vnαn−1
and
γi = −1
αi
, δi = −1
αˆi
for 1  i  n− 1.
Proof. Suppose first that vi /= 0 and ti /= 0. Then
D−1v AD−1t =

w1 w1 · · · w1
w1 w2 · · · w2
...
...
.
.
.
...
w1 w2 · · · wn
 = LLT,
where wi = ui/ti = si/vi and
L =

1 0 · · · 0
1 1
.
.
.
...
...
...
.
.
. 0
1 1 · · · 1
 ,  =

w1 O
w2 − w1
.
.
.
O wn − wn−1
 .
Since wi+1 − wi = αi/(vi ti+1), we obtain
det(A) = det(Dv) det(Dt ) det() =
n∏
i=1
viti
u1
t1
n−1∏
i=1
αi
vi ti+1
,
which leads to the first determinantal formula in the claim. The expression for A−1
in (3) follows after some algebraic manipulations from the factorization
A−1 = D−1t L−T−1L−1D−1v ,
by observing that the inverse of L is a lower bidiagonal Toeplitz matrix having 1 and
−1 on the main diagonal and on the first subdiagonal, respectively. The other deter-
minantal formula follows analogously, from the equation wi+1 − wi = αˆi/(tivi+1).
A continuity argument extends these formulas to the general case. 
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This theorem says that the matrix A of (1) is nonsingular if and only if u1 /= 0,
vn /= 0 and, moreover, αi /= 0 for i = 1, . . . , n− 1. Observe that, without loss of
generality, we can suppose that both of the conditions u1 /= 0 and vn /= 0 are ful-
filled. In fact, if this is not the case, then the matrix A has a column or row of zeros,
and the problem of finding a generalized inverse of A or computing its characteristic
polynomial is easily reduced to the same problem for its leading or trailing submatrix
of order n− 1. Generally, in the case where a certain row or column of A is zero, the
problem can be split into two similar problems of smaller size. Hence, in the sequel of
this paper it will be always assumed that all the rows and columns of A are nonzero,
i.e., Aei /= 0 and eTi A /= 0T, where ei denotes the ith column of the identity matrix I
of order n.
Remark that αi = 0 if and only if the columns of A with indices i and i + 1 are
parallel; in particular, the number of vanishing αi gives us the nullity of A. Moreover,
we observe that every principal minor of a semiseparable matrix is semiseparable;
hence, we are led to the following statement, whose proof is immediate.
Corollary 2. Let A be a semiseparable matrix as in (1), with vi /= 0. Then A is
invertible if and only if A is strongly nonsingular.
Our subsequent investigation will concentrate on putting in evidence the role
of the conditions αi /= 0 for 1  i  n− 1, in devising formulas representing A
in terms of sparse structured matrices. In particular, we notice that the description
of the structure of the inverse of a nonsingular semiseparable matrix provided by
Theorem 1 has several computational consequences, as it implies the existence of
linear recurrences of low order among the rows and columns of A. Specifically,
from Theorem 1 one easily gets that, for the columns ai = Aei of a nonsingular
semiseparable matrix A, the nonhomogeneous three-term recurrence relation
ei = βiai + δi−1ai−1 + γiai+1, 1  i  n, (4)
holds, where δ0 = γn = 0. This fact can be used in order to efficiently compute the
characteristic polynomial of A and, thus, its spectral decomposition.
Now, the question is to what extent these properties can be saved when A is al-
lowed to be singular or, in other words, the conditions αi /= 0 are relaxed. In the
following section, an answer will be provided which is based on a suitable general-
ization of Theorem 1.
3. Main results
In this section, we provide an extension of Theorem 1 where no assumption on
the nonsingularity of A is made. In particular, we obtain convenient representations
of a general semiseparable matrix A in terms of the inverse of a block tridiagonal
matrix. This gives the means to establish generalized recursions among the rows and
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columns of A and to derive a computationally efficient way for evaluating both a
reflexive generalized inverse and the characteristic polynomial of A.
Theorem 3. Given a semiseparable matrix A ∈ Cn×n as in (1) with nonzero rows
and columns, let us consider the parameters αi, 1  i  n− 1, defined by (2). Let
k be the number of nonvanishing αi,{
0, . . . , n
} = {m0, . . . , mk+1} ∪ {n1, . . . , nn−k−1}
be a partitioning of the set of integers {0, . . . , n} into two disjoint sets, where
0 = m0 < m1 < · · · < mk < mk+1 = n, n1 < n2 < · · · < nn−k−1,
and i = mj holds for a certain j with 1  j  k if and only if αi /= 0. Set li =
mi −mi−1, 1  i  k + 1. Finally, denote by Z = (zi,j ) the n× n matrix such
that zni ,ni+1 = 1 for 1  i  n− k − 1 and zi,j = 0 otherwise. Then, we have that
A+ Z is nonsingular and its inverse is a block tridiagonal matrix
(A+ Z)−1 = T =

T1,1 T1,2 O
T2,1 T2,2
.
.
.
.
.
.
.
.
. Tk,k+1
O Tk+1,k Tk+1,k+1
 ,
where Tj,j ∈ Clj×lj , Tj,j−1 ∈ Clj×lj−1 and Tj−1,j ∈ Clj−1×lj . Each nonzero block
Ti,j has the following inner structure:
Tj,j =

−µ(j)1 · · · · · · −µ(j)lj−1 β(j)
1 0 · · · 0 −ν(j)1
0
.
.
.
.
.
.
...
...
...
.
.
.
.
.
. 0
...
0 · · · 0 1 −ν(j)δj−1

,
Tj+1,j =

0 · · · 0 γ (j)
0 · · · · · · 0
...
...
0 · · · · · · 0
 , Tj,j+1 =

0 · · · 0 δ(j)
0 · · · · · · 0
...
...
0 · · · · · · 0
 ,
where β(j), γ (j), δ(j), µ(j)i and ν
(j)
i stand for generic nonzero entries.
For better clarity we point out that, when lj = 1, Tj,j = [β(j)]. Before proceeding
to give a proof of Theorem 3, let us consider in more detail the specific case, where
all the parameters αi are zero. In this way some insight about the structure of the
diagonal blocks Tj,j is obtained.
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Lemma 4. Assume that for the matrix A of (1), having nonzero rows and columns,
we have αi = 0 for 1  i  n− 1. If Z is the n× n up-shift matrix, then A+ Z is
nonsingular and its inverse has the following form:
(A+ Z)−1 =

−µ1 · · · · · · −µn−1 β
1 0 · · · 0 −ν1
0
.
.
.
.
.
.
...
...
...
.
.
.
.
.
. 0
...
0 · · · 0 1 −νn−1
 , (5)
where µi and νi are nonzero.
Proof. Let Tˆ denote the matrix on the right-hand side of (5). To show that Tˆ is
actually the inverse of A+ Z, note that the conditions (A+ Z)Tˆ = Tˆ (A+ Z) = I
are equivalent to
ATˆ = [ν1, . . . , νn−1, 1]TeTn, (6)
Tˆ A = [1, µ1, . . . , µn−1]e1. (7)
By hypothesis, A has nonzero columns, hence u1 /= 0. Moreover, the vectors s and v
that define A are parallel, as well as u and t. This means that A is a rank one matrix
and, therefore, its columns are parallel, namely,
aj = µj−1a1, 2  j  n,
where µj−1 = uj/u1 /= 0. Hence, the first n− 1 columns of the matrix in the left-
hand side of (6) are zero. Analogously, considering rows instead of columns and (7)
instead of (6), we have vn /= 0 and, from eTj+1Tˆ A = 0T, we obtain νj = vj /vn /= 0
for 1  j  n− 1. Hence, to assess (6), we only have to show that it is possible to
determine the value of β in such a way that ATˆ en = [ν1, . . . , νn−1, 1]T, that is,
βa1 − ν1a2 − · · · − νn−1an = 1/(u1vn)a1.
This follows by combining the latter relation with the values obtained above for νj ;
the right value for β is
β = 1
u1vn
(
n∑
i=2
uivi−1 + 1
)
,
and that value also verifies (7), thus the theorem is finally established. 
We are now in position to prove Theorem 3.
Proof. By using an argument similar to the one in the preceding lemma, we are
going to show that
(A+ Z) [T emi+1 . . . T emi+1] = [emi+1 . . . emi+1]
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for 1  i  k − 1. The limit cases where i = 0 or i = k can be treated in a similar
way with only minor changes. Moreover, we suppose li+1 > 1. If li+1 = 1, the forth-
coming discussion becomes simpler, because the terms involving µ(i+1)j and ν
(i+1)
j
disappear.
Under the above assumptions, we have
A
[
T emi+1 T emi+2 . . . T emi+1
] = [0 · · · 0 (i+1)] , (8)
where we set
(i+1) =
 mi︷ ︸︸ ︷0, . . . , 0, ν(i+1)1 , . . . , ν(i+1)li+1−1, 1,
n−mi+1︷ ︸︸ ︷
0, . . . , 0
T .
By hypothesis, the vectors ami+1, . . . , ami+1 are parallel and nonzero, hence we have
ami+j = µ(i+1)j−1 ami+1, 2  j  li+1,
where µ(i+1)j−1 /= 0 is given by µ(i+1)j−1 = umi+j /umi+1 or, if umi+1 = 0, µ(i+1)j−1 =
tmi+j /tmi+1. Indeed, note that if umi+1 and tmi+1 were both zero, we would have
ami+1 = 0.
From here we see that the first li+1 − 1 columns of the matrix in the left-hand side
of (8) are zero. Proceeding as in the lemma above, we obtain ν(i+1)j = vmi+j /vmi+1
by considering rows instead of columns. As before, if vmi+1 = 0, we have ν(i+1)j =
smi+j /smi+1 , but in the sequel of this proof we suppose vmi+1 /= 0.
The proof of (8) reduces to show that it is possible to determine the values of β(i),
γ (i) and δ(i) in such a way to satisfy
δ(i+1)ami−1+1 + β(i+1)ami+1 −
li+1∑
j=2
ν
(i+1)
j−1 ami+j + γ (i+1)ami+1+1 = (i+1),
that is, equivalently,
δ(i+1)ami−1+1 + η(i+1)ami+1 + γ (i+1)ami+1+1 = (i+1), (9)
where we set
η(i+1) = β(i+1) −
li+1∑
j=2
µ
(i+1)
j−1 ν
(i+1)
j−1 . (10)
We remark that the vectors ami−1+1, ami+1 and ami+1+1 are linearly independent.
Hence, we will properly select three rows from (9) and obtain γ (i+1), δ(i+1) and
η(i+1) from the solution of an appropriate 3 × 3 linear system.
Consider the following operators: Given c = [c1, . . . , cn]T ∈ Cn, let
Tic =
[
c1, . . . , cmi
]T
,
Mic =
[
cmi+1, . . . , cmi+1
]T
,
Bic =
[
cmi+1+1, . . . , cn
]T
.
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In particular, Tiaj = tjTis for j  mi−1 + 1 and Biaj = ujBiv for j  mi+2.
Since ami+1 is parallel to ami+1 , we have that Miv is parallel to Mis. If we set
θi = smi+1/vmi+1 , then Mis = θiMiv. We have
[
ami−1+1 ami+1 ami+1+1
] =
 tmi−1+1Tis tmi+1Tis tmi+1+1Tisumi−1+1Miv umi+1Miv θi tmi+1+1Miv
umi−1+1Biv umi+1Biv umi+1+1Biv
 .
Moreover, Mi = (1/vmi+1)Miv. Hence, if we select three rows from (9) whose
indices lie in the ranges {1, . . . , mi}, {mi + 1, . . . , mi+1} and {mi+1 + 1, . . . , n},
respectively, we obtain tmi−1+1 tmi+1 tmi+1+1umi−1+1 umi+1 θi tmi+1+1
umi−1+1 umi+1 umi+1+1
δ(i+1)η(i+1)
γ (i+1)
 = 1
vmi+1
01
0
 .
The above linear system must be nonsingular, since every other way of choosing
three rows from (9) leads to a system with two equal rows. Then, the solution
of the above equation uniquely identifies γ (i+1), δ(i+1) and η(i+1) and, from (10),
β(i+1). 
We stress the fact that, since rank(Z) = n− k − 1 and rank(A) = k + 1, the in-
equality rank(A+ Z)  rank(A)+ rank(Z) in our case holds with equality. Hence,
the matrix Z built in the preceding theorem has the smallest rank among all matrices
B such that A+ B is nonsingular.
For reader’s convenience, we illustrate the claim of the above theorem by means
of a simple numerical example.
Example 5. Let 1  p < n, and let J be the diagonal matrix obtained from the
identity matrix of order n by zeroing its (p + 1)th diagonal entry. By means of the
factorization approach used in the proof of Theorem 1, we see that the matrix
A = LJLT, L =
1 O... . . .
1 · · · 1
 ,
is a semiseparable matrix. Indeed, we have u = s = [1, 2, . . . , p, p, p + 1, . . . , n−
1]T and v = t = [1, 1, . . . , 1]T. Hence, it follows that αi = 1 for 1  i  p − 1 or
p + 1  i  n− 1 whereas αp = 0. Thus one finds that k = n− 2, n1 = p, lp = 2
and, otherwise, li = 1 for i /= p. The matrix Z has therefore a unique nonzero entry
in position (p, p + 1). In the case, where n = 6 and p = 3, the inverse of A+ Z
computed by using Mathematica is shown below:
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2 −1
−1 2 0 −1
−1
0
−1 3
1 −1
−1
0
0 −1 2 −1
−1 1

. (11)
Its structure is in accordance with the one derived from Theorem 3.
Further useful representations of A can be derived from Theorem 3 by viewing
at the diagonal blocks of T as to companion matrices in a suitable polynomial basis.
Given the matrix T = (A+ Z)−1 of (5), one can associate with T the sequence of
monic polynomials pj (x) generated according to the following rules:{
p0(x) = 1,
pj (x) = xpj−1(x)+ µj , 1  j  n− 1. (12)
These polynomials are clearly linearly independent, thus they form a basis of the
vector space of polynomials of degree less than n. This basis is usually called Horner
basis (control basis in [8]) since it naturally appears in the evaluation of a polyno-
mial by means of the Ruffini–Horner scheme. Furthermore, let pn(x) be the monic
polynomial of degree n such that
pn(x) = xpn−1(x)− βp0(x)+
n−1∑
j=1
νjpj (x). (13)
In the following theorem, we prove that pn(x) is exactly the characteristic poly-
nomial of T, and that the matrix T of (5) can be seen as a companion matrix with
respect to the polynomial basis defined by (12).
Theorem 6. For the polynomial pn(x) defined by (13) we have pn(x) = det(xI −
T ). Moreover, if we denote by F(pn) the n× n companion matrix associated with
pn(x),
F (pn) =

0 · · · 0 −π0
1
.
.
.
... −π1
.
.
. 0
...
O 1 −πn−1
 ,
where pn(x) =∑n−1i=0 πixi + xn, and
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B(pn−1) =

1
µ1 1
...
.
.
.
.
.
.
µn−1 . . . µ1 1
 ,
we have
(B(pn−1))TT (B(pn−1))−T = F(pn). (14)
Proof. Relations (12) and (13) can be expressed in vector form as
x
 p0(x)...
pn−1(x)
 = T T
 p0(x)...
pn−1(x)
+

0
...
0
pn(x)
 . (15)
Furthermore, by (12), we have p0(x)...
pn−1(x)
 = B(pn−1)
 1...
xn−1
 . (16)
Let ξ1, . . . , ξn be the zeros of pn(x), and suppose for simplicity ξi /= ξj for i /= j . If
we evaluate (15) in ξi , from (16) we have
B(pn−1)
ξ1 · · · ξn... ... ...
ξn1 · · · ξnn
 = T TB(pn−1)
 1 · · · 1... ... ...
ξn−11 · · · ξn−1n
 .
From the equationξ1 · · · ξn... ... ...
ξn1 · · · ξnn
 = (F (pn))T
 1 · · · 1... ... ...
ξn−11 · · · ξn−1n

and the nonsingularity of the rightmost Vandermonde matrix we obtain (14). A con-
tinuity argument extends the result to the case where the roots of pn(x) are not
simple. Since F(pn) is similar to T and pn(x) is monic, we conclude that pn(x) =
det(xI − T ). 
The preceding theorem leads to another representation of the inverse of A+ Z,
which can be used to derive an efficient way for the computation both of a reflexive
generalized inverse and of the characteristic polynomial of A. Given the matrix T
of Theorem 3 let us denote, respectively, by B(p(j)lj−1) and by F(p
(j)
lj
) the triangular
Toeplitz matrices and the companion matrices introduced in Theorem 6, satisfying(
B(p
(j)
lj−1)
)T
Tj,j
(
B(p
(j)
lj−1)
)−T = F (p(j)lj ) , 1  j  k + 1,
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where the (monic) polynomials p(j)lj (x) are defined as in (12) and (13) making use
of the parameters µ(i)j . Let us set
p
(j)
lj
(x) =
lj−1∑
i=0
π
(j)
i x
i + xlj , 1  j  k + 1. (17)
Remark that, when lj = 1, we have p(j)lj (x) = x − β(j), hence we set π
(j)
0 = −β(j)
and π(j)1 = 1. Moreover, let B be the block diagonal matrix with diagonal blocks(
B(p
(j)
lj−1)
)T
, 1  j  k + 1.
By direct inspection, we find that T̂ = BTB−1 is such that
T̂ =

F(p
(1)
l1
) T1,2 O
T2,1 F(p
(2)
l2
)
.
.
.
.
.
.
.
.
. Tk,k+1
O Tk+1,k F (p(k+1)lk+1 )
 , (18)
and the co-diagonal blocks are as in Theorem 3.
Since Z can be viewed as a block diagonal matrix with diagonal blocks that are
upper triangular Toeplitz matrices and, moreover, upper triangular Toeplitz matrices
commute, from B(A+ Z)B−1 = T̂ −1 we have BAB−1 = T̂ −1 − Z. This implies
that
A=B−1T̂ −1(I − T̂ Z)B
=B−1T̂ −1
I − k+1∑
j=1
lj−1∑
i=1
T̂ emj−1+ieTmj−1+i+1
B
=B−1T̂ −1
I − k+1∑
j=1
lj−1∑
i=1
emj−1+i+1eTmj−1+i+1
B
=B−1T̂ −1SB,
where empty sums are intended to be zero, and S = (si,j ) is an n× n diagonal matrix
whose diagonal entries are si,i = 1 if i = mj−1 + 1 for 1  j  k + 1 and si,i = 0
otherwise. Clearly, this matrix S has rank k + 1 (the same of A) and can be factorized
as S = EET, where E ∈ Rn×(k+1) has full rank, E = (ei,j ) with emj−1+1,j = 1 for
j = 1, . . . , k + 1 and ei,j = 0 otherwise. In fact, we have S + ZTZ = I , and the
columns of E are a basis of kerZ. We find that
A = B−1T̂ −1SB = B−1T̂ −1EETB. (19)
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Since all the matrices on the right-hand side of (19) have full rank, that relation
allows us to construct a reflexive generalized inverse Ag of A at a linear arithmetic
cost in n. We recall that a reflexive generalized inverse of a matrix A is any matrix
Ag such that AAgA = A and AgAAg = Ag, see e.g., [1].
Theorem 7. In the hypotheses and notations of Theorem 3, the matrix
Ag =

T˜1,1 T1,2 O
T2,1 T˜2,2
.
.
.
.
.
.
.
.
. Tk,k+1
O Tk+1,k T˜k+1,k+1
 ,
where
T˜j,j =

0 . . . 0 −π(j)0
0 · · · · · · 0
...
...
0 · · · · · · 0
 , π(j)0 = p(j)lj (0),
is a reflexive generalized inverse of A.
Proof. We haveAg = B−1EETT̂ B, where T̂ is as in (18). SinceETE is the identity
matrix of order k + 1, we have that ET is a reflexive generalized inverse of E. The
claim is immediately established from Ag = (ETB)g(B−1T̂ −1E)g, since the factors
in the right-hand side have full rank. 
A numerical illustration of the previous theorem is provided by the following.
Example 8. Consider the matrix A of Example 5 with n = 6 and p = 3. It is imme-
diately found that
p
(3)
2 = (x + 1)2 − 3,
from which one gets π(3)0 = p(3)2 (0) = −2. From (11) the matrix Ag of Theorem 7
is thus given by
Ag =

2 −1
−1 2 0 −1
−1
0
0 2
0 0
−1
0
0 −1 2 −1
−1 1

.
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The relations AAgA = A and AgAAg = Ag can now be verified by straightforward
calculations.
A careful exploitation of relation (19) also provides a linear complexity algorithm
for evaluating the characteristic polynomial p(x) = det(xI − A) of a general semi-
separable matrix A. We remark that p(0) = det(−A) can be computed by means of
the formulas given in Theorem 1.
Theorem 9. Let q0(x) = 1, q1(x) = (−1)l1(π(1)0 + π(1)1 /x) and
qj (x)=(−1)lj
(
π
(j)
1
x
+ π(j)0
)
qj−1(x)
−(−1)lj−1+lj δ(j−1)γ (j−1)qj−2(x) (20)
for 2  j  k + 1, where we set π(j)1 = 1 and π(j)0 = −β(j) when lj = 1. More-
over, let λj = limx→∞ qj (x), that is, λ0 = 1, λ1 = (−1)l1π(1)0 and
λj = (−1)lj
(
π
(j)
0 λj−1 − (−1)lj−1δ(j−1)γ (j−1)λj−2
)
.
Then the characteristic polynomial p(x) = det(xI − A) of A is given by
p(x) = xnqk+1(x)/λk+1.
Proof. The rational functions qj (x) introduced above are the determinants of the
leading minors (T̂ − (1/x)S)mj of order mj =
∑j
i=1 li of T̂ − (1/x)S. Indeed, let
lj > 1 (the case lj = 1 is trivial); for j = 1 we have
det

−1/x 0 · · · 0 −π(1)0
1 0 · · · 0 −π(1)1
0
.
.
.
.
.
.
...
...
...
.
.
.
.
.
. 0
...
0 · · · 0 1 −π(1)l1−1

= (−1)l1
(
π
(1)
1
x
+ π(1)0
)
= q1(x).
For j > 1, we apply Laplace’s rule on the (mj−1 + 1)th row of (T̂ − (1/x)S)mj and
we find
det(T̂ − (1/x)S)mj =(−1)lj
(
π
(j)
1
x
+ π(j)0
)
det(T̂ − (1/x)S)mj−1
−γ (j−1) detMj,
where Mj is a matrix of order mj − 1 partitioned as follows:
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Mj =
(T̂ − (1/x)S)mj−2 O OUj−1 Fj−1 Tj−1,j
O O Gj
 .
Here Fj−1 ∈ Clj−1×lj−1−1 and Gj ∈ Clj−1×lj are given by
Fj−1 =

−1/x O
1
.
.
.
O 1
 , Gj =

1 −π(j)1
.
.
.
...
O 1 −π(j)lj
 ,
and, moreover,
Uj−1 =

0 · · · 0 γ (j−2)
0 · · · · · · 0
...
...
0 · · · · · · 0
 ∈ Clj−1×mj−2 .
By applying Laplace’s rule on the last column of Mj we obtain
detMj = (−1)lj−1+lj δ(j−1) det(T̂ − (1/x)S)mj−2 ,
whence we arrive at (20). Obviously, if j = 2, the first block row and column of Mj
are empty, and we set det(T̂ − (1/x)S)0 = 1. From (19) it follows that, for x /= 0,
p(x)=det(xI − T̂ −1S)
=xn(det T̂ )−1 det(T̂ − (1/x)S)
=xn(det T̂ )−1qk+1(x).
By continuity of the determinant,
λk+1 = lim
x→∞ det(T̂ − (1/x)S) = det T̂ /= 0,
and we have the claim. 
4. Conclusions and further developments
In this paper, we have presented a generalization of the classical result by Gantm-
acher and Krein about the inverses of semiseparable matrices. In particular, we have
pointed out the structure of the inverse of a general semiseparable matrix A suitably
perturbed by a sparse perturbation determined according to the rank profile of A. As a
consequence, general recurrences among the rows and columns of A are established
and, moreover, recursive computational schemes of linear complexity are provided
both for the construction of a reflexive generalized inverse of A and for the evaluation
of its characteristic polynomial. Generalizations of our results to the case where we
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consider {p, q} semiseparable matrices [13] are presently under study. Recurrence
relations (9) provide a generalization of the three-term recurrence (4) for the columns
of a nonsingular semiseparable matrix A. By using these generalized recursions we
believe it is possible to prove that both the orthogonal factor Q and the upper trian-
gular factor R of a QR factorization of a real Cauchy matrix C can be recursively
constructed column by column and row by row, respectively, without never forming
CTC. The resulting computational schemes would extend Lanczos-type factorization
methods for the QR factorization of Vandermonde matrices [7,11] to the Cauchy case
and, similarly with these latter methods, they could be implemented in a fast way at
the cost of O(n2) arithmetic operations.
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