Anthropogenic aerosol forcing is spatially heterogeneous, mostly localised around industrialised regions like North America, Europe, East and South Asia. Emission reductions in each of these regions will force the climate in different locations, which could have diverse impacts on regional and global climate. Here, we show that removing sulphur dioxide (SO 2 ) emissions from any of these northern-hemisphere regions in a global composition-climate model results in significant warming across the hemisphere, regardless of the emission region. Although the temperature response to these regionally localised forcings varies considerably in magnitude depending on the emission region, it shows a preferred spatial pattern independent of the location of the forcing. Using empirical orthogonal function analysis, we show that the structure of the response is tied to existing modes of internal climate variability in the model. This has implications for assessing impacts of emission reduction policies, and our understanding of how climate responds to heterogeneous forcings.
INTRODUCTION
Anthropogenic aerosols are a significant driver of the climate system, 1 and are particularly interesting to study as climate forcers because of their short lifetimes. This means that their radiative forcing is very inhomogeneous, possibly affecting the climate differently depending on the source region. It also means that policy decisions have the potential to change aerosol forcing very quickly. A large number of previous studies have provided valuable insight into the impacts that historical aerosol changes have had on the climate, [2] [3] [4] [5] [6] [7] but for evaluating policy choices it would also be useful to understand the separate contributions of different regions, because future emission changes are unlikely to mirror historical trajectories everywhere. Such a regional breakdown could also be more informative for understanding the behaviour of the climate system when driven by localised forcings, allowing the effect of historical emissions from different locations to be disentangled.
So far though, very few studies have attempted to systematically investigate the sensitivity of the climate to different forcing distributions. Important work pursued by one modelling group in recent years has investigated climate responses to forcing within different latitude bands 8, 9 ; however, anthropogenic aerosol emissions are far from zonally uniform within the northern hemisphere-there is large inhomogeneity in the zonal direction as well. In particular, the major industrialised regions of North America, Europe, and East Asia all lie within the northern midlatitudes. It is therefore pressing to understand how the sensitivity of the climate might depend on the longitudinal as well as latitudinal location of an aerosol forcing, by investigating geographically more localised regions rather than latitude bands or historical northern hemisphere changes.
Apart from the physical insight, such a breakdown of climate response by region driving it has the potential to be more informative for policy applications, since emission reduction policies are determined regionally, and not harmonised across the hemisphere or indeed within a particular latitude band. Policy measures also cannot directly scale atmospheric forcing or concentration distributions, but instead can target only the actual emissions from that region, and so investigating responses as a function of realistic regional emissions has again the potential to be more directly applicable than some previous regional studies, in which atmospheric concentrations were scaled. [8] [9] [10] 
RESULTS

Modelling of regional aerosol emission reductions
To address this, we have performed a series of compositionclimate model simulations (see Methods) to investigate how the global climate responds to localised sulphate precursor emissions from different parts of the world. Recent multi-model studies 11, 12 have indicated that, at recent emission levels, sulphate is the dominant anthropogenic aerosol contributor to climate forcing over black carbon or organic carbon. We also performed simulations perturbing regional black carbon emissions but, consistent with these studies, we were unable to observe any significant large-scale climate impacts for realistic emission changes, and so results for black carbon are not presented here. Figure 1 shows the distribution of anthropogenic sulphur dioxide emissions-the principal precursor to sulphate aerosolcirca the year 2000. 13 As indicated by the boxes in Fig. 1 , we pick out four major emission regions: North America, Europe, East Asia, and South Asia, and in addition we also consider the northern hemisphere mid-latitudes (NHML) as an entire latitude band. For each of these regions we performed a simulation where sulphur dioxide emission rates are instantaneously reduced to zero within that region alone, while being kept at year-2000 levels elsewhere.
Due to their short atmospheric lifetimes, sulphur dioxide and its oxidation product, sulphate, are not transported far from the original source region in large quantities. As a result, the radiative forcing is highly inhomogeneous, and in each case localised around the region where emissions are reduced (Fig. 2) . Previous studies by the Hemispheric Transport of Air Pollution (HTAP) project 14, 15 have also investigated the importance of transport for regional aerosol forcing, and found similarly that for sulphate, the dominant forcing contribution generally remains close to the source region. Sulphate aerosol strongly scatters incoming solar radiation, and so its removal in our experiments results here in a positive radiative heating mainly over the perturbed region.
Global mean responses to different regional forcings We diagnose the climate responses due to these aerosol forcings from fully coupled atmosphere-ocean simulations, averaged over 150 simulation years to isolate the signal from internal variability. The global mean changes in SO 2 emissions, effective radiative forcing (ERF), and the global surface temperature and precipitation responses, are summarised in Table 1 . We note that the climate model used here also produced the strongest response to sulphate aerosol changes out of nine models that participated in the recent Precipitation Driver and Response Model Intercomparison Project, 16 and so the magnitude of the responses seen here is likely an upper bound. However, our focus here is more on the relative changes and pattern of response from different regions.
Global temperature and precipitation changes are significant in all experiments, although only very marginally so for the South Asian emissions perturbation, which is also the perturbation featuring by far the smallest emissions change. Sulphate aerosol has minimal atmospheric absorption, and so, as expected from theoretical arguments and from other modelling studies, [16] [17] [18] global mean precipitation change appears to scale closely with global mean surface temperature change. The ratio of total precipitation change to temperature change is consistently around 0.07-0.08 mm day −1 K −1 for all SO 2 perturbations. This equates to around 2.2-2.5% K −1 , and agrees very well with the hydrological sensitivities to global temperature changes that have been established in previous multi-model studies, 16, 17 and in particular falls within the range of the "slow" precipitation responses identified as being due to long-term, ocean-mediated temperature change in Table 2 of ref. 18 , which reported 2.1-3.1% K −1 . The magnitudes of the global changes vary considerably with region-of particular note is the comparison between the SO 2 removals from North America, Europe, and East Asia. Removing East Asian SO 2 emissions corresponds to a substantially larger emissions reduction than either the North America or Europe emissions perturbations-a 20% reduction in global emissions compared with 14 or 15% reductions. Despite this, the global radiative forcing, temperature and precipitation changes are all significantly larger in the cases of North American or European emission perturbations. This is also consistent with the stronger response per unit SO 2 emission from Europe compared with East Asia reported in a previous multi-model study, 19, 20 which diagnosed radiative forcings and estimated global temperature change metrics from a range of emission species in these two regions.
Strikingly, when normalised by the change in SO 2 emissions (Supplementary Table 1 ), the NHML forcing per unit emission change turns out to be almost exactly the arithmetic mean of the forcing per unit emissions change for the North America, Europe, and East Asia perturbations-the three regions which combined make up most of the NHML emissions-in spite of the differences in forcing per unit emission among these regions.
We attribute this large variation in the forcing per unit emission change from different regions to the role of clouds and indirect We show the annual mean of the control SO 2 emissions used to drive our simulations, which were taken from the ACCMIP dataset. 13 The boxes show the regions in which emissions were removed in each of the perturbation experiments: the northern mid-latitudes (NHML, green), North America (blue), Europe (red), East Asia (purple), and South Asia (orange). For Europe, the HTAP Phase II European region definition was used, which follows EU country borders on the eastern boundary, and hence the eastern edge of the box is indicative rather than exact. For the other regions emissions were removed in the latitude and longitude bounds shown, as detailed in Methods aerosol effects. Focusing on the shortwave component (Supplementary Table S2 ), the clear-sky forcing-due only to the aerosol direct effect-is modest in all cases, and indeed is slightly larger for the East Asia SO 2 removal than for the North America or Europe perturbations, consistent with the larger change in aerosol burden in the East Asia case. However, the all-sky shortwave forcing, which includes interactions with clouds, is much greater than the clear-sky forcing in all experiments, but ranges from roughly doubling (in the East Asia experiment) to more than quadrupling (in the South Asia experiment) the clear-sky shortwave forcing.
The indirect radiative forcing due to the inclusion of clouds therefore makes a very substantial difference to the final forcing of the climate system, but it also makes a more substantial difference to the North America and Europe forcings than to the East Asia forcing, with the North America and Europe all-sky shortwave forcings being greater than their respective clear-sky shortwave forcings by a much larger factor. This could be explained by a saturation of aerosol-cloud interactions over East Asia, as well as greater climatological cloud cover masking the direct aerosol forcing over East Asia, as described also in the additional discussion accompanying Supplementary Tables 1 and 2 .
Between the North America, Europe, and East Asia SO 2 reductions, it is the European emissions change that produces the largest radiative forcing. However, it is the North American perturbation that stimulates the largest global temperature response, indicating that the response per unit global forcing, or climate sensitivity, may also vary depending on the location of a given regional forcing (see the Supplementary Information for further discussion).
Spatial patterns of the climate response
The global mean responses provide useful metrics, but of greater relevance to many stakeholders will be the regional climate impacts. Given that the applied forcings are geographically quite localised, we might expect large regional responses that depart from the global mean changes, depending on the location of the emission perturbation. Supplementary Fig. 1 shows the geographic surface temperature response in each experiment, but in Fig. 3a -e we show the surface temperature responses with the global mean temperature change subtracted off, to highlight the regional patterns of the response. Interestingly, we find that warming is consistently seen in locations right across the northern hemisphere, often far from the location of the forcing, though strongly confined to the same hemisphere. This creates a considerable hemispheric asymmetry in warming (Supplementary Table 3 ) which accounts for much of the geographic precipitation response ( Supplementary Fig. 2 ), which is dominated by northward shifts in tropical precipitation across all ocean basins. Although ubiquitous, the temperature responses are not zonally uniform within the northern hemisphere, however. The temperature responses do indeed show a distinct regionality, particularly across the mid-latitudes, with areas of substantially greater or less warming than the global mean. However, this regionality in the response also seems to be very consistent between perturbations, with a striking similarity in the spatial pattern of response between the different experiments evident in Fig. 3 .
The local region where each emission perturbation was applied does consistently experience the largest mid-latitude temperature changes, but all the SO 2 removal experiments additionally show a distinctive common pattern of mid-latitude temperature Fig. 2 Effective radiative forcing (ERF) due to removing SO 2 emissions from a the northern hemisphere mid-latitudes (NHML), b North America, c Europe, d East Asia, and e South Asia. The annual mean ERF is diagnosed from atmosphere-only simulations with prescribed sea-surface temperatures, as the difference in the net top-of-atmosphere radiative flux between the perturbation simulations and a control simulation, averaged over 25 years. Stippling indicates that the ERF value at that grid-point exceeded 2 standard deviations of the control simulation's annual mean top-ofatmosphere radiative flux, as described in the Methods section anomalies, with elevated warming over North America and a "tongue" of warming extending into the western Atlantic (blue box, Fig. 3a-e) , elevated warming over parts of central Russia (yellow box, Fig. 3a-e) , and, in the NHML, North America, and East Asia perturbations, a tongue of warming extending from Japan into the western Pacific (green box, Fig. 3a, b, d ). This is in addition to very consistent stronger warming across the Arctic region in all experiments, this region being known to be especially sensitive due to a number of positive temperature feedbacks. [21] [22] [23] [24] Comparing with the surface temperature responses seen in experiments with more homogenous forcings like doubling CO 2 or increasing the solar constant ( Supplementary Fig. 3 ), many features of the northern hemisphere response are similar. As well as the Arctic amplification of the response, much of the warming pattern over the North Atlantic and Eurasia, including elevated warming over parts of central Russia, are common features regardless of the forcing mechanism in this model. However, some details of the response to the regional aerosol forcings are distinct, such as the pattern of warming over central North America which occurs in all the regional aerosol perturbations but not in response to global forcings (compare Fig. 3a-e and Supplementary Fig. 1 with Supplementary Fig. 3 ). The regional aerosol perturbations are more similar to each other in their mid-latitude responses than they are to CO 2 or solar forcing responses, in addition to the hemispheric asymmetry in the temperature response, indicating there is still sensitivity to the latitudinal structure of the forcing.
These similar spatial patterns of stronger northern mid-latitude response are not restricted just to the surface temperature, but are also found in associated dynamical responses. For instance, the change in 500 hPa geopotential height (Fig. 3f-j) , which is a measure of pressure anomalies in the mid-troposphere, again shows a remarkably similar spatial pattern of changes in the northern hemisphere in each of the SO 2 emissions removal experiments. In particular, they all show a very similar positive geopotential height anomaly over eastern North America and the west Atlantic, associated with the blue box in Fig. 3a-e , and almost all also show a distinct positive anomaly over central or northern Russia, associated with the yellow box in Fig. 3a -e.
DISCUSSION
Empirical orthogonal function (EOF) analysis of modes of internal variability To investigate further why the temperature and dynamical changes so consistently follow these patterns, apparently regardless of the longitudinal position of the emissions and forcing, we compute the EOFs of annual surface temperature and geopotential height in the control simulation (see Methods). The EOFs decompose the timeseries of these variables into orthogonal spatial patterns, the (time varying) superposition of which can reconstruct the complete 200-year timeseries of the control simulation. In principle, this can expose the leading spatial modes of variability in the climate system-or in this case the simulated climate.
The three leading modes for global surface temperature and 500 hPa geopotential height between them explain 35-40% of the total variability in the simulated climate system (Supplementary Table 4 ). The first mode is not particularly revealing (see Supplementary Figs. 4-6 and associated discussion in the Supplementary Information). However, the second EOF modes of both surface temperature and geopotential height are far more interesting. Ignoring the ENSO-like pattern in the Pacific, the second surface temperature EOF (Fig. 4a) is dominated by a pattern in the northern hemisphere which includes same-sign changes over North America, north-east Europe and Russia, and in the western Pacific extending out from Japan, which bear a distinct spatial resemblance to the patterns of temperature change in the three boxed regions identified in Fig. 3a -e. The second geopotential height EOF (Fig. 4b) is also dominated by an anomaly over North America and the Atlantic which is very similar to that seen in the geopotential height changes in Fig. 3f-j , although over Europe and Russia it is less similar. This US/North Atlantic pattern is also seen somewhat convolved with the third temperature and geopotential height EOFs ( Supplementary Fig.  4b, d ), although the third geopotential height EOF is mostly seen to pick out a Southern Annual Mode behaviour.
These patterns already existed in the control simulation, as spatial patterns of naturally occurring internal modelled climate variability. As described above, we consider that EOF 2 in Fig. 4 likely represents the actual leading pattern of intrinsic mid-latitude variability in the model climate. The second and third surface temperature EOFs in this model display an encouraging similarity with previously reported global EOFs of observed annual temperatures from 1902 to 1980, 25 which lends confidence that the patterns of variability identified above in this model are also present in the real world. In particular, these second EOF modes for both the surface temperature and geopotential height have a very strong resemblance to the expected Arctic Oscillation (AO) pattern, matching closely observed surface air temperature and 500 hPa geopotential height patterns regressed onto the AO index in reanalysis data. [26] [27] [28] The model therefore correctly re-produces the known leading patterns of variability in the northern hemisphere, and we suggest that the response to regional forcing in the northern hemisphere must, at least to some extent, be projecting onto this pre-existing mode of variability in the model climate, resulting in a response that resembles one phase of this pattern of variability. Based on theoretical arguments and idealised dynamical core model experiments, it has been suggested in previous studies 29, 30 that regional climate responses to a forcing, being controlled strongly by atmospheric dynamics, might project onto existing modes of variability in the climate system. Notably, a projection onto the AO has previously been reported in response to historical greenhouse gas forcing in a coarse resolution climate model, 27 and this influence of historical climate change on modes of northern hemisphere variability has also been suggested in observations. 31 Such a phenomenon appears to also be seen in our results, in response to localised aerosol forcing in a highcomplexity global climate model. As a result, the spatial pattern of the dynamical and temperature responses is not particularly sensitive to the zonal position of the forcing (and the emission), so long as the resultant atmospheric heating is strong enough to influence the pattern of mid-latitude variability seen in the second EOF modes in Fig. 4 . We conjecture that this could potentially also explain why the North American perturbation resulted in the strongest response per unit forcing (albeit not by a statistically significant margin, see Supplementary Table S1 ), as the location of this forcing intersects more directly with the pattern of variability being excited over North America and the Atlantic.
Implications for policy and predictability Our results have interesting implications for emissions mitigation policies. We have investigated the long-term climate impacts of cessation of SO 2 emissions from each of the major geographic regions that contribute to anthropogenic aerosol forcing, in a fully coupled climate model. Unsurprisingly, this unmasks a significant degree of warming globally, but also with pronounced regional variations. We find that the emission region does always 3 Surface temperature changes minus the global mean change (a-e), and changes in 500 hPa geopotential height (f-j). a-e show the geographic pattern of 150-year annual mean surface temperature change, with the global mean temperature change subtracted off in each case, due to SO 2 emissions being removed from a, the northern mid-latitudes (NHML), b North America, c Europe, d East Asia, and e South Asia. The definition of the emission perturbation regions is as shown in Fig. 1 and described in Methods. The blue, yellow, and green rectangles highlight regions with consistent regional patterns of stronger temperature change, as discussed in the text. f-j show the corresponding 150-year annual mean changes in the 500 hPa geopotential height for each perturbation. In all plots, stippling indicates that the change at that grid-point exceeded 2 standard deviations of the 150-year mean in six different control simulations, as described in the Methods section.
† Note that the NHML changes have been divided by 3 in order to show them on the same contour scale experience a particularly strong local temperature impact, as does the Arctic region which proves to be highly sensitive to heating from all the northern hemisphere regions. However, the most striking feature of our results is that these regionally localised aerosol perturbations also give rise to very similar large-scale climate responses, characterised by a common spatial pattern of warming across the northern hemisphere, which in turn also drives very consistent tropical precipitation changes. An important message is that even for short-lived forcing agents, the impact on climate may extend very far from the source; however, these remote effects vary strongly in space. Still, we have demonstrated that this inhomogeneous pattern can be predictable: we have shown that the climate response to localised forcing may project onto existing modes of variability in our model climate. This suggests that a relatively small number of simulations could potentially constrain regional patterns of climate response to arbitrary forcings, and offers promise for the construction of simplified models that could be useful both for the theoretical representation of the emission-forcing-response chain, and for rapid policy-informing estimates of emission impacts on climate. If the inclination to a preferred pattern of response is robust, then it may imply that existing global or zonal perturbation studies could also be used to provide a first-order estimate of the pattern of response to regional short-lived emissions as well.
However, our results also demonstrated that the response per unit emission can vary strongly between regions. One interesting result is that normalised SO 2 emissions from North America or Europe may have a larger global (but not local) impact than those from East Asia. These results, particularly when normalised by emission perturbation as shown in Supplementary Table 1, can form a basis for constructing simple policy tools for estimating the climate response to an arbitrary combination of emissions changes from different regions, or to compare the relative impact of emissions reductions in different parts of the world. Such work is already ongoing utilising this model dataset.
Generalisation of our results is limited by the use of a single composition-climate model, as the computational effort required for such an extensive set of simulations is substantial. The magnitude of the temperature response to a regional aerosol emissions removal of this kind has been found to vary substantially across current-generation composition-climate models, 16, 32 and the extent to which other full-complexity models will show the same projection onto internal modes is unknown. However, many features of the northern hemisphere pattern of response seen here also appear in this model's response to other forcing agents like CO 2 . It may therefore be that the pattern of response to regional aerosol perturbations is rather less model dependent than the magnitude. A hint of this was seen in a recent study of the temperature response to SO 2 reduction over China, 32 where two out of three models produced very similar patterns over Eurasia, despite simulating very different magnitudes of response per unit emission change.
Given the potential to better constrain the climate impacts of different regional emissions policies, there is now a need for modelling groups to investigate the effects of similar regional emission perturbations in multiple models in a coordinated manner. This would greatly complement the existing focus on simulating historical and future scenarios, which do not isolate the contributions of individual geopolitical regions.
METHODS
We performed global, coupled atmosphere-ocean simulations with the HadGEM3-GA4 composition-climate model developed by the Met Office. The atmospheric component of the model is run with a 1.875°longitude × 1.25°latitude horizontal resolution, and 85 vertical levels with the model top at 85 km, and is described and evaluated in ref. 33 . The ocean component of the model 34 has a 1°horizontal resolution, and 75 depth levels. Aerosols are simulated interactively by the CLASSIC aerosol scheme, 35 but with oxidant fields prescribed following ref. 36 . Greenhouse gases concentrations, and emissions of aerosols and aerosol precursors, are prescribed to year 2000 values based on refs.
13,37 throughout the simulations.
We performed six 200-year control simulations, identical except for different atmospheric initialisation states, which were used to estimate the internal variability of the model. We also performed five perturbation simulations, in each of which anthropogenic emissions of SO 2 are set to zero in one of five different regions: the northern mid-latitude band ("NHML", 30°N-60°N), North America (235°E-290°E, 30°N-50°N), Europe (defined using the HTAP Phase II definition, 38 following country borders), East Asia (105°E-145°E, 20°N-45°N) , and South Asia (70°E-90°E, 10°N-30°N ). (For the North American perturbation, SO 2 emissions were removed from emission sectors as in ref. 32 , corresponding to a near complete (97%) removal rather than a complete zeroing of emissions.) We focused on perturbations to sulphur dioxide, the main precursor to sulphate aerosol, as this has been shown in recent multi-model studies to give the largest present-day aerosol forcing. 11, 16 We did also investigate perturbations to black carbon emissions, but these resulted in largely insignificant largescale surface temperature responses for realistic (100%) perturbations, similar to the results of ref.
11 . For each simulation, the first 50 years of data were discarded to allow the responses to establish themselves, and the means over the remaining 150 years were analysed. Climate responses (temperature, precipitation, and geopotential height changes) were calculated by differencing the 150-year annual mean of each perturbation simulation with the 150-year mean of a single control simulation (the same control simulation was used in all cases). Uncertainty due to internal variability was estimated for each climate variable by finding the standard deviation, σ c , among the six different control simulations' 150-year means, both at each gridpoint and for area-weighted global means. Responses in the perturbed simulations were considered significant if they differed by more than 2σ c from the control simulation. This is equivalent to assigning a standard error of ffiffi ffi 2 p σ c Surface temperature EOF 2 10.1% variance explained φ500 EOF 2 11.8% variance explained b a Fig. 4 Second EOF modes of global annual mean surface temperature (a), and 500 hPa geopotential height (ϕ500, b) in the control simulation. These patterns represent the second highest contribution to the total variance in annual mean surface temperature and geopotential height over the 200 years of the model control simulation. The sign and absolute magnitude of the EOF patterns are arbitrary, so we show them here without a scale range. We have chosen the sign of the contours such that the pattern over North America and northern Eurasia is positive (red), for easier comparison with the surface temperature and geopotential height responses in Fig. 3 (~84% confidence interval) to both the control and perturbation simulation values, such that the standard error in the difference is then 2σ c .
In addition to the coupled atmosphere-ocean simulations, we also performed 26-year atmosphere-only simulations with an identical model setup for control and perturbation simulations, except that sea-surface temperatures and sea-ice cover were prescribed to observed year 2000 values, repeated every year. The first year of data was discarded as spin-up. These simulations were then used to calculate ERF, as the difference between the 25-year mean top-of-atmosphere (TOA) radiative flux in each perturbation simulation, and the control simulation. Only a single control simulation was performed for the atmosphere-only case. The uncertainty in the TOA radiative flux was therefore estimated as the standard deviation of the annual mean fluxes for the 25 individual years of the control run, divided by p 25, to give an estimate of the standard deviation in the 25-year mean TOA radiative flux. ERF values were again taken to be significant if they exceeded 2 standard deviations of the control simulation's mean TOA radiative flux.
EOFs of global surface temperature and 500 hPa geopotential height were calculated from the full 200-year annual mean timeseries at each gridpoint from a single coupled control simulation. The choice of control simulation analyzed was found not to qualitatively affect the EOF patterns produced, i.e., all control simulations featured similar spatial modes of variability.
Data and code availability
We encourage further uses for the data generated by the regional perturbation simulations used in this study. Archived simulation output as well as the post-processed data used for figures in this study is available from the corresponding author on reasonable request.
Use of the HadGEM3-GA4 climate model was provided by the Met Office through the Joint Weather and Climate Research Programme, and the model source code is not generally available. For more information on accessing the model, see http://www.metoffice.gov.uk/research/ collaboration/um-collaboration.
