We consider discrete-time one-dimensional random dynamical systems with bounded noise, which generate an associated set-valued dynamical system. We provide necessary and sufficient conditions for a discontinuous bifurcation of a minimal invariant set of the set-valued dynamical system in terms of the derivatives of the so-called extremal maps. We propose an algorithm for reconstructing the derivatives of the extremal maps from a time series that is generated by iterations of the original random dynamical system. We demonstrate that the derivative reconstructed for different parameters can be used as an early-warning signal to detect an upcoming bifurcation, and apply the algorithm to the bifurcation analysis of the stochastic return map of the Koper model, which is a three-dimensional multiple time scale ordinary differential equation used as prototypical model for the formation of mixed-mode oscillation patterns. We apply our algorithm to data generated by this map to detect an upcoming transition.
Introduction
There has been a steadily increasing interest into dealing with sudden changes in the behaviour of dynamical systems, sometimes referred to as critical transitions and tipping points in the applied sciences. Many critical transitions can be modelled mathematically using differential equations involving bifurcations. For instance, medical conditions such as asthma attacks and epileptic seizures can change quickly from regular to irregular behaviour, the financial markets are known to suddenly break trends in a crisis, and climate conditions and ecological environments can change rather abruptly.
The understanding of the dynamical behaviour near critical transitions is very important, since it enables human interaction to attenuate or control the consequences of critical transitions, but predicting critical transitions before they are reached is notably hard. Recent results by scientists working in different fields of applications suggest the existence of generic early-warning signals (such as autocorrelation and variance) that could indicate for a large class of systems if a critical transition is being approached [SBB + 09, Kue13] . In low-dimensional autonomous (time-independent) dynamical systems, critical transitions have been extensively studied in the context of bifurcation theory, by explaining and classifying ways in which attractors can lose stability and give rise to new types of behaviours, from simple transitions between stationarity and oscillations, to transitions between predictable and intrinsically unpredictable (chaotic) dynamics [CH96, Kuz95] . There is a central assumption of very slow (adiabatic) variation of parameters in the classical bifurcation theory, and the problem of critical transitions in complex systems and their early-warning signals motivates the need to deal with transitions in nonautonomous (time-dependent) and random dynamical systems [KR11, Arn98] . Critical transitions in form of rateinduced tipping in nonautonomous dynamical systems have recently been studied in [APW17, RS16] In this paper, we consider discrete-time random dynamical systems with bounded noise, which give rise to a set-valued dynamical system. We study bifurcations of the set-valued dynamical system in form of discontinuous changes in the minimal invariant sets (which correspond to critical transitions), and we address the question of an early warning to predict such transitions. We provide an algorithm that approximates the derivatives of the extremal mappings of one-dimensional set-valued dynamical systems from a time series generated by the corresponding random dynamical system with bounded noise. The use of derivatives of extremal maps as early-warning signals has not been established before. We show that the derivative is equal to 1 at a bifurcation point necessarily, and provides a universal threshold for this reason, which does not depend on the type of system or the type of bounded noise.
We apply our theoretical results to the return map in the Koper model [Kop95] . This model is a prototypical example exhibiting mixed-mode oscillations (MMOs) [DGK + 12] . It is a system of ordinary differential equations with one fast and two slow variables. Formally, a generic return map to a codimension-one section would be a two-dimensional map but the strong contraction in one direction implies that the system has an effectively one-dimensional return map [Guc08] . We study a bounded noise perturbation of the Koper model leading to a random return map. In particular, we are interested in the detection of bifurcations that induce a change in the MMO pattern. We demonstrate using numerical simulation and analysis of the resulting time series, that the derivatives of the extremal maps can be used as an early-warning sign for the changing patterns.
This paper is organized as follows. In Section 2, we provide necessary and sufficient conditions for bifurcations of minimal invariant sets. We formulate the conditions in terms of the derivative of extremal maps, which define the shape of the graph of the set-valued map. In Section 3, we present an algorithm for estimating the derivatives of the extremal maps from a time series generated by the corresponding random dynamical system. We prove also a probability statement about the reliability of the estimate containing an explicit dependence on the sample size. In Section 4, we apply our method to predict changes in MMOs in the Koper model.
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Bifurcations of set-valued mappings
Consider the dynamics of continuous mappings f : R → R perturbed by additive bounded noise, given by the random difference equation
where {ξ n } n∈N is a sequence of i.i.d. random variables with values in a compact set K ⊂ R. The collective behavior of all future trajectories can then be studied via the set-valued mapping F : R → K(R), defined by F (x) := {f (x)+y ∈ R : y ∈ K}, where K(R) is the set of all nonempty compact subsets of R, equipped with the Hausdorff distance h :
Note that for two nonempty sets A, B ⊂ R and x ∈ R, the distance of x to A is given by dist(x, A) := inf{|x − y| : y ∈ A}, and the Hausdorff semi-distance of A and B is defined by d(A|B) := sup{dist(x, B) : x ∈ A}. Then the Hausdorff distance of A and B is given by h(A, B) := max{d(A|B), d(B|A)}.
In this paper, we study set-valued mappings F : R → K(R) without making reference to a deterministic mapping f as above. We assume throughout that set-valued mappings F : R → K(R) satisfy the following conditions. Hypothesis 1 (on the set-valued mapping F ). We assume the following hypotheses:
(H2) There exists an ε > 0 such that F (x) contains an interval of length ε for all x ∈ R.
(H3) The so-called extremal maps f − : R → R and f + : R → R, given by
are continuously differentiable.
Fundamental objects of interest for set-valued mappings are minimal invariant sets.
Definition 2 (Minimal invariant set). A set E ∈ K(R) is called a minimal invariant for a set-valued mapping F : R → K(R) if F (E) = E and E does not contain any proper nonempty subset with this property.
The importance of minimal invariant sets is due to the fact that they are the supports of stationary densities of the corresponding Markov semi-group [ZH07] .
To study bifurcations of set-valued mappings, we consider families of set-valued dynamical mappings {F α } α∈A , where A ⊂ R is open.
Hypothesis 3 (on the family of set-valued mappings {F α } α∈A ). We assume the following hypotheses:
(H4) The mapping (α, x) → F α (x) is continuous for all α ∈ A and x ∈ R.
(H5) The mapping α → F α (x) is continuous for every α ∈ A, uniformly in x ∈ R.
Let M α be the union of all minimal invariant sets of the set-valued mapping F α , α ∈ A. We are interested in discontinuous changes of M α under variation of α, which we will call discontinuous topological bifurcations.
Definition 4 (Discontinuous topological bifurcation of minimal invariant sets). We say that a family of set-valued mappings {F α } α∈A admits a discontinuous topological bifurcation of minimal invariant sets at a point α 0 ∈ A if the mapping α → M α is discontinuous at α 0 in Hausdorff distance.
It will be convenient to define when a single minimal invariant set topologically bifurcates. We say that a family of set-valued mappings {F α } α∈A topologically bifurcates at a minimal invariant set E α0 of F α0 if for any neighborhood U of E α0 , the mapping α → U ∩ M α is discontinuous at α 0 in Hausdorff distance.
We aim at providing necessary conditions for a discontinuous bifurcation of minimal invariant sets in this paper. As a first step towards this goal, we show that a minimal invariant set satisfying certain properties on the derivatives of the extremal maps persists under continuous perturbations.
Proposition 5. Let {F α } α∈A be a family of set-valued mappings satisfying the assumptions (H1)-(H5). Suppose that there exists a minimal invariant set E α0 = [e 1 , e 2 ] of F α0 such that
where f − α0 and f + α0 are the extremal mappings of F α0 as defined in (H3). Then there exists a non-bifurcating family of minimal invariant sets in a neighborhood of α 0 , i.e. there exists δ > 0 such that for every α ∈ B δ (α 0 ), there exists a minimal invariant set E α of F α , and {F α } α∈A does not topologically bifurcate at the minimal invariant set E α0 of F α0 .
Note that in [ZH07] , a similar result is proved for random diffeomorphisms under the assumption that the minimal invariant set is isolated. An isolated minimal invariant set E of a set-valued mapping F satisfies the property that for any open set W ⊃ E, there exists an open set U with E ⊂ U ⊂ W such that F (U ) ⊂ U . It is easy to show that under the assumptions of Proposition 5, the minimal invariant set E α0 of F α0 is isolated.
Proof. We show that there exist two neighborhoods W 1 and W 2 of the points e 1 and e 2 , respectively, such that for every x ∈ W 1 ∪ W 2 one has
Since
dx (e 1 ) < 1 and
dx (e 1 ) < 1, there exist and L 1 < 1 and a closed neighborhood W 1 of e 1 such that for every x, y ∈ W 1 , we have
Similarly, since
dx (e 2 ) < 1 and
dx (e 2 ) < 1, there exist and L 2 < 1 and a closed neighborhood W 2 of e 2 such that for every x, y ∈ W 2 , we have
With L := max{L 1 , L 2 } < 1, it follows that for every x ∈ W i , i ∈ {1, 2}, we have
and |f
Define the set
where in addition to (3) and (4), we also use the invariance of E α0 . This establishes (2). The conclusion follows using [LRR15, Proposition 4.1, Theorem 6.1], which makes full use of (H1)-(H5). Any open neighborhood B δ (E α0 ) with δ > 0 such that B δ (E α0 ) ⊂ W separates the minimal invariant set from its dual according to [LRR15, Proposition 4 .1]. By [LRR15, Theorem 6.1], the necessary condition for a discontinuous topological bifurcation is not satisfied, which means that of F α0 does not topologically bifurcate at the minimal invariant set E α0 . We note that the results in [LRR15] are formulated for compact spaces, but the results can be applied if our family of set-valued mappings is truncated outside a compact set that contains the minimal invariant set E α0 in its interior.
It is possible to formulate a necessary condition for having a bifurcation that is a direct consequence of Proposition 5 and is expressed in terms of the derivatives of the extremal maps.
Corollary 6 (Necessary condition for a discontinuous topological bifurcation). Let {F α } α∈A be a family of set-valued mappings satisfying (H1)-(H5). For a fixed α 0 ∈ A, let E α0 = [e 1 , e 2 ] be a minimal invariant set of F α0 . If {F α } α∈A topologically bifurcates at E α0 , then at least one of the four conditions
The concept of collision between minimal invariant sets and their duals as presented in [LRR15] , and that is used in the proof of Proposition 5 is very powerful, since it allows to ignore the interior of the minimal invariant set in the bifurcation analysis and focus the study on the dynamics close to its boundary. We will use this observation in Section 3 to develop early-warning signals for upcoming bifurcations.
We now present two examples of bifurcations in set-valued mappings.
Example 7. Consider the family of set-valued mappings
x for all x ∈ R , where σ > 0. For a given and fixed σ > 0, there exists α 0 > 0 such that the following statements hold, describing a set-valued pitchfork bifurcation.
• For α ≥ α 0 , there exist exactly two minimal invariant sets E • For α < α 0 , there exists only one minimal invariant set E α , that is not a continuation of the two minimal invariant sets from above, since it also contains the interval between these two sets. Each extremal mapping f
and f − α now has only one fixed point that bounds the new minimal invariant set (see Figure 1 ). Importantly, the value α 0 depends on σ and can be observed as the value such that one of the extremal mappings f
α is tangent to the identity line (see Figure 2 ), meaning the derivative in this intersection point is equal to 1. We will use this later to develop an early-warning signal for this bifurcation. Note that this bifurcation can not be detected in the limit α ր α 0 by considering derivatives of the extremal maps at the boundary of E α , α < α 0 . This does not contradict the statement of Proposition 5 and Corollary 6, since at α = α 0 , there are two minimal invariant sets, and the necessary condition for a bifurcation established in Corollary 6 holds for both of these invariant sets.
In the following proposition we provide a sufficient condition for a discontinuous topological bifurcation. We require that the extremal mappings are strictly monotone increasing.
Proposition 8 (Sufficient condition for a discontinuous topological bifurcation).
Consider open intervals I, U ⊂ R and family of set-valued mappings F α : I → K(I), α ∈ U . We assume that the extreme mapping f + α as defined in (1) is two times continuously differentiable. In addition, we require that α → f + α (x) is differentiable for all x ∈ R. Assume that for a fixed α 0 ∈ U , there exists a minimal invariant set E α0 = [e 1 (α 0 ), e 2 (α 0 )]. Furthermore, we suppose that the following four conditions hold.
Then the family of set-valued mappings (F α ) α∈U admits a discontinuous topological bifurcations at the minimal invariant set E α0 .
Remark 9. Analogous conditions can be formulated for e 1 (α 0 ) ∈ E α0 and the extremal mappings f − α , α ∈ U . In this case we would then require that
Proof of Proposition 8. Assume that the family E α does not admit a discontinuous topological bifurcation at α 0 . Then there exists a neighborhood W ⊂ U of α 0 and a continuous family of minimal invariant sets E α = [e 1 (α), e 2 (α)] for F α , α ∈ W . Because of (i) and the minimal invariance of
Conditions (ii), (iii), (iv) imply that the mappings f + α , α ∈ W , admit a saddle node bifurcation at (α 0 , e 2 (α 0 )), which means in particular, that there exists an α > α 0 and a neighborhood V ⊂ I of x 0 such that the mapping f + α has no fixed points in V for any α ∈ (α 0 ,ᾱ). This contradicts (5) and finishes the proof of this proposition.
We now consider a topological bifurcation for a non-invertible mapping.
Example 10. Consider the quadratic map f α : R → R, f α (x) = −x 2 + α. We consider the corresponding set-valued mapping F α : R → K(R), given by
for a fixed noise level σ > 0. In the following, we determine the values of σ > 0 and α > 0 such that a single connected minimal invariant set transitions discontinuously into a minimal invariant set that is the union of two intervals that are periodically mapped into each other. We briefly outline how these two different types of minimal invariant sets (i.e. the single interval before the bifurcation and the two intervals after the bifurcation) are found for this non-invertible mapping, analogously to considering the fixed points of the extremal maps in the orderpreserving and invertible case studied in Example 7.
Consider first an α > 0 for which there exists a minimal invariant set
Consider now an α > 0 for which there exists a minimal invariant set
It follows that
It follows in both cases that the boundary points of E are fixed points of f
, so these mappings play a crucial role in the bifurcation analysis. We describe the bifurcation occurring for F α as illustrated in Figure 3 for a minimal invariant set located in [0, ∞). For a choice of a fixed and small enough σ > 0, there exist α 0 > 0 and a neighborhood B δ (α 0 ), δ > 0, of α 0 , both depending on σ, such that the following statements hold. Figure 4 ) has also one (attractive) fixed point q + (α), with q − (α) < q + (α). Due to the above analysis, we obtain
Note that the fixed points q − (α) and q + (α) can be continued on the interval (α 0 − δ, α 0 + δ).
(ii) At α = α 0 , both maps f 
For α ∈ [α 0 , α 0 + δ), the four fixed points of the second iterates q − (α) < r + 1 (α) < r − 2 (α) < q + (α) are attracting and two minimal invariant sets for the second iterates exist, given by E
The choice of σ is important, since for larger values of σ, the minimal invariant set may contain the critical point at x = 0, and the boundary maps are then no longer order-reversing on the minimal invariant set. We choose σ small enough, so that this does not happen. If the critical point is not contained in the invariant set, then the extremal mappings are strictly monotonically decreasing on the minimal invariant set, and the previous statements hold.
The bifurcation point α 0 depends only on σ and it is calculated as follows. Consider f
for x > 0 has exactly two solutions, one of which is a tangential to the identity line.
The crucial point here is that this happens for both equations in (6) at the same α 0 . In fact, assume that the map f are strictly monotonically decreasing on [q − (α 0 ), q + (α 0 )], we have
It is easy to see that E 1 α0 ∩ E 2 α0 = ∅. We iterate again and use the fact that q + (α 0 ) and r − 2 (α 0 ) are fixed points of f
, respectively. We obtain
The sets E 1 α0 and E 2 α0 are cyclically mapped into each other by F α and by combining (7) and (8) we have
Then one has f
. This contradicts the assumption that f
We note that the extremal maps at the boundary of the sets still satisfy the necessary condition of Corollary 6 (for any x > 1 2 , x ∈ E α , one has |(f 3 Early-warning signals for bifurcations in random dynamical systems with bounded noise Set-valued mappings describe the topological part of a discrete-time random dynamical system with bounded noise, in the sense that the support of the ergodic stationary measures correspond to the minimal invariant sets of the set-valued mapping [ZH07] . This means that the results of the previous section extend to the context of random dynamical systems. We have seen in the previous section that that the derivative of the extremal mappings at the boundary of the minimal invariant sets can be used to indicate a discontinuous topological bifurcation. In this section, we present an algorithm for estimating the derivative of the extremal maps from a time series generated by iterations of a random dynamical system with bounded noise. Consider a time series S = {x 0 , x 1 , x 2 , . . . , x n } as a realization of iterations of
where h : R × [0, 1] → R, and {ξ i } i∈N0 is a sequence of i.i.d. random variables with values in [0, 1]. Note that these random variables naturally have finite expectation and variance. The map h has an associated set-valued mapping F defined by
We suppose in the following that the extremal maps f + and f − of F , as defined in (1), are continuously differentiable.
Let E = [e 1 , e 2 ] be a minimal invariant set for F such that f − (e 1 ) = e 1 and f + (e 2 ) = e 2 . We aim at providing an approximation of the derivative of f − at e 1 , depending on the choice of two intervals of radius δ and a choice of two intervals in the image of the map h of size ε. Note that there is a analogous algorithm for estimating the derivative of f + at e 2 .
Algorithm 11. We approximate such that δ 0 := m 2 − m 1 − δ > 0 (this guarantees that the intervals I 1 and I 2 are separated), and define
We require that I is close e 1 .
(A2) Assume that there exist w 1 , . . . , w k1 ∈ S ∩ I 1 and z 1 , . . . , z k2 ∈ S ∩ I 2 such that w i = x γi and z i = x ηi for some sequences {γ i } i=1,...,k1 and {η i } i=1,...,k2 , and each consecutive iteration w + i = x γi+1 is contained iñ
and z + i = x ηi+1 is contained iñ
for a given and fixed ε > 0.
(A3) The approximation of the derivative of the function f − in e 1 is then given by
where ∆ = m 2 + δ − m 1 is the length of the interval I.
We note that the approximation D depends on the time series S, on ε and on the choices of the intervals I 1 and I 2 .
It is well known that the Markov semi-group generated by (9) admits an ergodic stationary measure that is supported on the minimal invariant set E (see [ZH07] ). We assume that the stationary measure is absolutely continuous with respect to the Lebesgue measure on E, and the Lebesgue density does not vanish in the interior of E. In addition, (9) induces a Markov chain {X i } i∈N0 that is strictly stationary and ergodic.
We rewrite the map h as
where g : R × [0, 1] → R is a map of the same regularity as h. We introduce the random variable
where X is distributed according to the stationary distribution of the Markov semi-group generated by (9). Note that X + has the same distribution as X, but we will mainly be interested in the distribution of (X, X + ), and it can be shown that the delayed Markov chain {(X i , X i+1 )} i∈N0 is stationary and ergodic with this distribution.
We rewrite the difference quotient introduced in (A3) in terms of the above random variables, and we show that the quantity calculated in (A3) is an estimate from below of the derivative of the extremal map f − in the interval I. Note that we require I 1 and I 2 , and hence I, to be close to e 1 , as stated in (A1), if we want to approximate df − dx (e 1 ). In (A3), two time averages are performed in order to approximate the derivative. We now use the ergodic theorem to justify this approach.
Proposition 12. Consider the ergodic stationary process {X i } i∈N0 , and let I 1 , I 2 ,Ĩ 1 andĨ 2 be the intervals introduced in (A1) and (A2). Define for each i ∈ N the random variables
where 1 A denotes the indicator function, i.e. 1 A (x) = 1 if x ∈ A, and 1 A (x) = 0 if x / ∈ A. Define for each n ∈ N the random variables
and consider the random variables X and X + as introduced in (10). Then the following limits exist almost surely, and the two inequalities
and
hold.
Remark 13. Denote the joint Lebesgue density of X and X + by φ : R × R → R. We aim at rewriting the quantity
Firstly, the numerator reads as
Note that the function x → Ĩ 1 φ(x, y)dy is strictly positive whenever x ∈ I 1 , since
inside the integral restricts the domain of integration, and hence, φ is not a probability density on I 1 ×Ĩ 1 . However, P(X 1 ∈ I 1 , X 2 ∈Ĩ 1 ) is the desired normalization factor, as we have
Hence, the function
φ(x, y) dy is a probability density describing the statistics of those points in I 1 for which the consecutive iteration is inĨ 1 .
Proof. We prove (13). Note that
We consider the limits lim n→∞ 1 n k 2 (n) and lim
separately. For both limits the ergodic theorem is applied to the delayed Markov chain {(X i , X i+1 )} n∈N0 , and we consider the observables
The first observable leads to
The second observable yields
combining these two limit relations gives
The proof for (12) is analogous, with the difference that the perturbation g(x, ξ) is estimated from below by zero.
The following corollary is a direct consequence of Proposition 12 and it shows that D in (A3) is an estimate from below of the derivative of f − in the interval I.
Corollary 14. Under the conditions of Proposition 12, almost surely, we have
Proof. Proposition 12 yields
We approximated the expectation in (15) by considering the maximum. Next we used ∆ > y − x and the intermediate value theorem.
Remark 15. The error ε ∆ depends on the size of the intervals I 1 , I 2 ,Ĩ 1 andĨ 2 . In order to reduce this error, one could shrink the size of the intervals, but as a consequence, we will need to wait a longer time to obtain a sample of points in satisfying the conditions in (A2).
Remark 16. In Corollary 14, the estimate of the derivative takes two types of errors into account, one coming from the noise, and the other given by the underestimation of the difference quotient D (note that ∆ serves as upper bound in the denominator). We want to compare the derivative of the extremal map f − (x) = h(x, 0) with the difference quotient introduced in (A3) for k 1 = k 2 = 1. For any x ∈ I 1 , y ∈ I 2 and ξ ∈ [0, 1], we have
Here, we used the intermediate value theorem to obtainc ∈ [m 1 , m 2 + δ]. Note that if the map h is at least continuously differentiable, the term on the left hand side is bounded, and then the error can be controlled by the quantity
The error depends on the size of the intervals, since y−x ∆ appears and on the variation of the function h as the ratio of the derivatives appears. We want to emphasize that the shorter the intervals I 1 , I 2 ,Ĩ 1 ,Ĩ 2 are, the smaller is the error is. On the other hand, from the application point of view, the probability of having consecutive points in I i andĨ 1 is also lower, since P(X ∈ I i , X + ∈Ĩ i ) for i ∈ {1, 2}, tends to zero as the size of the intervals tend to zero. When applying Algorithm 11 to a time series, it is then crucial to consider the size of the intervals in order to have a suitable sample, and the variation of the extremal function in the intervals, in order to have a meaningful estimate.
Remark 17. In the case of additive noise, Algorithm 11 can be simplified significantly. In (A2), the intervalsĨ 1 andĨ 2 , and the condition that the next iteration must be contained inĨ 1 andĨ 2 can be dropped. In order to show this we state and sketch the proof of Proposition 12 and Corollary 14 in the case of additive noise. Consider the stationary process {X i } i∈N0 as previously defined, and let ξ i be a sequence of i.i.d. bounded random variables distributed according to a random variable ξ such that X i is independent of ξ i for every i ∈ N. In the additive noise case, the map h reads as
Define for i ∈ N the random variables
Then the statements (12) and (13) of Proposition 12 read as
where k 1 , k 2 are defined in (11). The calculation of the limits (16) and (17) is analogous to the calculation performed in the proof of Proposition 12. When compared to (12) and (13), note that in the right hand side of the equalities (16) and (17), a different contribution of the noise appears. For (16), we have
and similarly for (17), we have
We do not need an estimate of the limits, since the effect of the noise will cancel out. On the other hand, the additive version of Corollary 14 reads as
In fact, one has
The proof is the same as in Corollary 14, except for step (18), where the contribution of the noise cancels out. Hence we have that the intervalsĨ 1 andĨ 2 and the condition on the next iterated in (A2) can be dropped. The absence of the intervalsĨ 1 andĨ 2 implies that the algorithm is more effective in the additive case for two reasons. Firstly, there are less conditions on the points of the time series, implying that one has generally a greater number of points eligible for the calculating the estimate when compared to the general case. Secondly, we obtain a better estimate from below of the derivative, since the term ε ∆ does not appear in the additive case.
Early-warning signals for bifurcations in the Koper model
In this section, we numerically study the stochastic return map of the Koper model with additive bounded noise. The Koper model is a prototypical example of a system exhibiting mixed-mode oscillations (MMOs), i.e. periodic orbits with widely varying amplitudes in one period. Depending upon the value of a parameter λ ∈ R the system exhibits different stable modes of oscillations. Bifurcations of the minimal invariant set of the set-valued mapping associated to the stochastic return map correspond to the system shifting from an oscillation mode to another. With the algorithm of Section 3 we reconstruct the derivative of the extremal map f − λ for different values of λ to find an early-warning sign for upcoming bifurcations.
We consider the Koper model given by the ordinary differential equation
where k, λ ∈ R are real parameters and ε is assumed to be small and positive. We fix k = −10 and study the system for a special parameter range λ ∈ I = (−8, −23/6). This corresponds to a typical transition through different MMOs as discussed in [Kue11, DGK + 12]. Observe that (19) is a fast-slow system due to the small parameter ε with one fast variable x, and two slow variables y, z. Therefore, the analysis of MMOs can be carried out using the framework of multiple time scale dynamical systems [DGK + 12, Kue15]. We provide a brief description of the multiscale geometry of the system. The critical manifold is given by
Note that C 0 can be viewed as the algebraic constraint for the slow subsystem obtained from (19) in the limit ε → 0. Furthermore, we can also re-scale time t := τ /ε and on the time scale t, the critical manifold consists of equilibrium point for the fast subsystem
dz dt = 0, obtained again by a formal singular limit ε → 0. C 0 is normally hyperbolic (which just means here that (∂ x f )| C0 is nonzero) away from the two fold lines
The folds F ± separate the normally hyperbolic repelling manifold C r 0 = C 0 ∩ {x < 1} ∩ {x > −1} from the two normally hyperbolic attracting manifolds
In particular, C r 0 consists of repelling equilibria of (20) while C a± 0 consist of attracting equilibria. There are two folded singularities for the system located at q ± = (±1, ±2, 2λ ± 6), which can be viewed as equilibria of a suitable desingularized slow subsystem; see e.g. [DGK + 12, Kue15, Wec05] for more details. The main point for us here is that it is well-understood how the interplay between folded singularities and a global fast-slow return mechanism can generate MMOs as shown in Figure 5 . Due to the system symmetry (x, y, z, λ, k) → (−x, −y, −z, −λ, k),
we can consider q + only. It can be shown that for λ ∈ I = (−8, −23/6) the folded singularity q + is a so-called folded node [Kue11] . It is known [BKW06, SW01] that in the vicinity of a folded node various small-amplitude oscillations (SAOs) can be generated. The idea is that a set of special canard orbits partitions the neighborhood of q + in the (x, z) plane into certain sectors of rotation. An orbit of system (19) entering a sector will perform s small oscillations before making a transition to a fast segment. To each sector corresponds a different number s of oscillations.
Due to the geometry of the S-shaped critical manifold and its attractivity properties it follows that we also expect large-amplitude oscillations (LAOs) in the system due to a relaxation-oscillation type switching between O(ε)-neighbourhoods of the two attracting branches C a± 0 (see also Figure 5 ). The combination of the SAO and the LAO mechanisms can then yield MMOs.
It is possible to define a return map P λ on a suitable codimension-one section Σ to study the MMOs via the return map
Here it will be convenient to fix Σ as Σ = (x, y, z) ∈ R 3 |x = − 4 5 , y ∈ (−3, −1), z ∈ (z 0 , z 1 ) .
The points z 0 , z 1 will be chosen according to λ and the noise amplitude. Due to the fast-slow structure, the map P λ is almost one-dimensional [Guc08] and it is common to project the map P λ further to reduce it to a one-dimensional map
where we define the map as
with π z denoting the projection onto the z axis. The projection is made in order to simplify the analysis even if the resulting p λ is non-invertible. Sometimes it is even possible to calculate an explicit (asymptotic) expression for the nearly onedimensional map in certain parameter regimes as explained for a slightly different, but related, three-time scale model in [KPK08] . point of the return map p λ corresponds to a stable mode of oscillations. It is key that by varying λ the fixed point of the return map can change and the system can transition to a different stable mode of oscillation. The goal is to introduce (bounded) noise in the system of ordinary differential equations to predict the shift to a new mode of oscillations when λ is slowly increased towards a bifurcation. Consider again the system (19). We introduce bounded additive noise in the model and consider the family of random maps
3 is a three-dimensional bounded stochastic process with independent increments, t > s, and we fix the time step (t − s). Note that in the limit (t − s) → 0 we obtain unbounded noise by the central limit theorem so we cannot directly generalize to bounded-noise random ordinary differential equations but stay on the level of maps to guarantee bounded noise.
The return map for (21) is a stochastic return map, p st λ defined on the same section Σ of the map p λ . The definition of a stochastic return map is more problematic, since the noise can destroy the return mechanism or we could have an early return to the section, i.e. before the trajectory goes through the global return mechanism. A formal construction is presented in [WK90] . In the numerical reconstruction performed in this paper Σ and the initial conditions are chosen in such a way that a realization of the orbit of the random differential equation does make a global return to Σ. In practice we consider initial conditions (x, y, z) with x < − 3 4 , y < 0, z ∈ (z 0 , z 1 ) and we stop the iteration once the orbit (x(t), y(t), z(t)) is such that y(t) < 0 and x(t) crosses x = − . We considered ε = 0.01.
In Figure 9 , the reconstruction of the stochastic return map is presented for different values of λ and a fixed noise amplitude σ = 0.01. Notice that at the boundary between two sectors a trajectory of the random differential equation is more likely to have two possible oscillations modes according to the noise realization. This is a consequence of the fact that also the stochastic map is a projection onto the z axis and the noise affecting the other components may also cause a jump to a different sector. The graph of the stochastic return map approximates the graph of the set-valued map. From the reconstruction we find that there exists an isolated minimal invariant set E λ for λ * 0 < λ < λ 0 for some λ * 0 . In λ 0 ≈ −6.86, we observe that the set E λ0 satisfies the necessary conditions for having a bifurcation. Since it does not disappear for λ > λ 0 the set E λ0 blows up lower semi-continuously in the sense presented in [LRR15] . The bifurcation can be observed in the reconstruction of the minimal invariant set in Figure 8 . We evaluated the derivative of the extremal map f − associated to the stochastic return map p of E λ crosses 1 from below as λ crosses λ 0 . This can be used as early-warning signal due to Proposition 8. Figure 9 : (a) λ = −6.9. Approximation of the set-valued dynamical system associated to the stochastic return map before bifurcation. The minimal invariant set is easily identified by the intersection of the identity line and the map. (b) λ = −6.85 Approximation of the set-valued dynamical system associated to the stochastic return map after bifurcation. Notice that the system now can randomly jump between two different modes of oscillations.
