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Collective variable (CV) or order parameter based enhanced sampling algorithms have achieved
great success due to their ability to efficiently explore the rough potential energy landscapes of
complex systems. However, the degeneracy of microscopic configurations, originating from the
orthogonal space perpendicular to the CVs, is likely to shadow “hidden barriers” and greatly reduce
the efficiency of CV-based sampling. Here we demonstrate that systematic machine learning CV,
through enhanced sampling, can iteratively lift such degeneracies on the fly. We introduce an active
learning scheme that consists of a parametric CV learner based on deep neural network and a CV-
based enhanced sampler. Our active enhanced sampling (AES) algorithm is capable of identifying
the least informative regions based on a historical sample, forming a positive feedback loop between
the CV learner and sampler. This approach is able to globally preserve kinetic characteristics by
incrementally enhancing both sample completeness and CV quality.
Molecular dynamics (MD) simulations are an essential
tool to understand the equilibria and kinetics of complex
systems and processes, such as protein folding[1], drug
binding [2], phase transitions [3], glass states [4, 5], etc.
Sampling equilibrium states and conformational changes
requires the exploration of a “rough” high-dimensional
potential energy surface (PES), on which stable config-
urations are separated by relatively high barriers. This
leads to an exponential growth of equilibration time in
a MD simulation. To avoid trapping in local minima,
various enhanced sampling methods have been proposed
to improve the sampling efficiency [6–11]. One family of
these methods including umbrella sampling [12], metady-
namics [7], temperature accelerated MD [9], etc., forces
the exploration of low-probability states via a biasing of
the probability distribution of select degrees of freedom
(DOF). Such DOFs are referred to as collective variables
(CVs), which coarse-grain the high dimensional PES to
a low dimensional free energy surface (FES).
An ideal set of CVs should retain the kinetic character-
istics of the system [13–15] on the FES, which requires
that the CVs precisely describe the low free energy re-
gions, especially critical transition paths between min-
ima [15]. Determining a small number of CVs to globally
preserve kinetic information is quite challenging, due to
the non-uniform intrinsic dimensionalities [16] and non-
linear local structures of these regions [17]. One natural
approach for CV selection, which has achieved some suc-
cesses [18–20], seeks to empirically construct CVs based
on physical intuition and structure characteristics. Other
efforts have been focused on determining or training CVs
through dimension reduction on simulation data [21–26].
The resulting CVs from both approaches are often kept
static throughout the entire enhanced sampling process.
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For complex chemical systems, the static form of the
CVs usually leads to problematic degeneracies. In the
space orthogonal to the CVs [27], potential energy barri-
ers, a.k.a. “hidden barriers”, can separate important sta-
ble configurations. The transitions over hidden barriers
that are shadowed by the chosen CVs are not observable
on the FES. This phenomenon is called “orthogonal space
degeneracy”. When exploring the CV space, enhanced
sampling algorithms only enhance the sampling of bar-
rier crossing on the FES, while leaving transitions over
hidden barriers unaffected. Therefore, enhanced sam-
pling algorithms rely on CV selection methods to pro-
vide a set of less-degenerate CVs. Theoretically, the set
of less-degenerate CVs can be constructed given either a
prior understanding of the system [19, 28, 29] or a com-
plete sampling of the system [22–26]. Yet in practice,
it is very difficult to obtain this information in a finite
amount of simulation time. Hence, to break degeneracy
in orthogonal space, it is vital to establish a systematic
and on-the-fly approach to CV construction for enhanced
sampling algorithms.
Before explaining the methodology of AES, it is worth-
while to illustrate orthogonal space degeneracy by ex-
ample. For this purpose the alanine dipeptide molecule
was selected. As shown in Fig. 1, two Ramachandran
dihedral angles (Φ,Ψ) are usually considered as proper
CVs to map all stable configurations [16] of the alanine
dipeptide. Part (a) shows three major basins (C7eq, C5
and C7ax) on the FES of Φ and Ψ. As a comparison,
only two minima were located when the radius of gy-
ration (Rg) and number of hydrogen bond (NH) (com-
monly employed when mapping biomolecule conforma-
tions [10, 30, 31], see SI ) were selected as CVs, see
Fig. 1(b). It is clear that C7eq and C7ax are degener-
ate with similar Rg and NH values, which greatly re-
duces the sampling efficiency of C7ax, as illustrated in
Fig. 1(e). Denoting the C7ax basin as A, we estimate
the sampling efficiency via a normalized auto-correlation
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2function C(t) = 〈1A(x(0))1A(x(t))〉/〈12A(x(0))〉, where
A = {x : 17.2◦ ≤ Φ(x) ≤ 126.1◦} and x are system
Cartesian coordinates. C(t) measures the possibility of
finding the system, with initial C7ax configuration, stay-
ing in A at time t. Faster decay of C(t) suggests a shorter
average time for the system to escape from C7ax, and vice
versa. Fig. 1(e) clearly shows that well-tempered meta-
dynamics (WTM) [8] with Rg and NH produces a very
slow decay of C(t), indicating that transitions between
C7ax and C7eq/C5 are not enhanced due to degeneracy
while applying Φ and Ψ removes the degeneracy. Thus
C(t) decays much faster. Unlike alanine dipeptide, in
a more general scenario, constructing a small working
set of such CVs is almost impossible without a thorough
knowledge of the system.
Instead of well chosen CVs from prior knowledge, this
work proposes Active Enhanced Sampling (AES) as a so-
lution, which can start with arbitrary CVs and iteratively
improve CV quality via active learning. Active learning
is a semi-supervised learning algorithm to conductively
query samples or desired outputs from the current least
informative regions (CLIRs) as new learning samples.
Similarly, AES introduces Stochastic Kinetic Embedding
(StKE) to generate the low dimensional CV representa-
tion that preserves kinetic information and determines
the CLIRs including degenerate states. Such CV repre-
sentation (created by StKE) along with a FES sampler
guides the MD simulation to explore these CLIRs more
efficiently; on the other hand, the configurations gener-
ated by the sampler improves the learning of StKE.
The formalism of StKE is described as below. Assum-
ing Cartesian coordinates of the system are x, Nh gener-
alized coordinates are denoted as qh(x) and selected to
characterize all slow modes. CVs are defined as Nl < Nh
functions of qh, i.e. {ql(qh(x))}. Given a set of sam-
ples of generalized coordinates shn = qh(xn) ∈ RNh ,
n = 1, 2, ..., Ns with Ns as the total number of samples,
and the associated Boltzmann probability p(shn), StKE
determines a projection of f : shn ∈ RNh → sln ∈ RNl ,
such that the diffusion distance [24] between each pair
of datapoints is optimally retained. StKE assumes the
samples are generated from an implicit diffusion process.
A Markov chain is defined on {shn} with an unnormalized
transition matrix as L(shi , shj ) = K(shi , shj )/
√
p(shi )p(s
h
j )
whereK(shi , shj ) is a Gaussian kernel describing the Brow-
nian motion transition probability from datapoint shi to
shj within a finite time step and p(shi ) is estimated via
kernel density estimator. For unbiased samples {sh}
with weights {ω} from enhanced sampler, normalizing
L generates proper transition matrix M , i.e. Mi,j ≡
M(shi , s
h
j ) = ωjL(s
h
i , s
h
j )/Di where Di =
∑
j ωjL(s
h
i , s
h
j )
(for derivation, see SI). It has been proven that in the
limit of an infinite number of samples,M will weakly con-
verge to the generator of the diffusion process [32] . Dif-
ferent from several well-established dimensionality reduc-
tion methods for CVs, including diffusion map [16, 24],
SGOOP [25], tICA [26], etc, which utilize low-rank ap-
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FIG. 1. FESs of alanine dipeptide (b) in gas phase with re-
spect to (a) Ramachandran dihedral angles (Φ and Ψ), (b)
Rg and NH are shown. Each FES was constructed from con-
figurations sampled by 100ns WTMs with individual set of
CVs. Four minima can be located on the (a) FES of Φ and
Ψ, named as C7eq ,C5, C7ax, and α′. AES was performed
on this system with qh combining both Ramachandran di-
hedral angles and dihedral angles of amide groups (ω1 and
ω2) (inset of (b)). After 7 iterations (6.5ns in total) of AES,
all configurations are accumulated and unbiased. These un-
biased configurations are mapped onto the StKE CVs trained
in AES iteration 7 to generate the FES shown in part (c).
Configurations from C7eq, C5, and C7ax are scattered on all
three FESs as cyan, yellow, magenta dots, respectively. Dif-
ferent C(t) are calculated from WTM trajectories using Rg
and NH, StKE CVs trained in each AES iteration, and Ra-
machandran dihedral angles. Each WTM was 100ns and sam-
ples for calculating C(t) were collected after 50ns such that
biasing potentials were well-converged. (f) FES convergence
was calculated by unbiased samples from AES, WTM with Φ
and Ψ, and WTM with Rg and NH. The benchmark FES is
from part (a).
proximation that truncates the number of CVs at a cho-
sen spectral gap, StKE adopts the spirit of tSNE [33]
by applying Kullback-Leibler divergence to estimate the
similarity of M between the higher-dimension (Mhigh)
and the lower-dimension (M low) for all pairs of data-
3points,
C =
∑
i
∑
j
Mhighi,j log
Mhighi,j
M lowi,j
 . (1)
To ensure that StKE learns an explicit function
form for the projection function f , we assume that
f can be approximated by a parametric model
F (sh;W ) ≈ f(sh), where W is trainable parame-
ters for model F . A parametrized normalized transi-
tion matrix in lower dimension defined as M˜ lowi,j (W ) ≡
M low(F (shi ;W ), F (s
h
j ;W )) replaces M lowi,j in Eq.( 1),
generating the objective function C(W ). Thus, W can
be learned by minimizing C(W ) and model F can be
trained via efficient stochastic gradient descent method.
As the parametric model F (sh;W ) has to be differ-
entiable so that the biasing force can be evaluated in
an MD simulation with enhanced sampling methods, a
neural network is a practical choice for this model, e.g.
multilayer perceptron (MLP). MLP consists of multiple
fully-connected layers and non-linear activations to sim-
ulate the complex function form for the projection f .
Since the neural network is differentible with respect to
both input and output space, this enables an estimate
of ∂f(sh)/∂sh by ∂F (sh;W )/∂sh, which further allows
samplers to estimate biasing forces on the fly.
AES uses WTM as FES sampler, WTM fills the FES
with a time-dependent biasing potential by depositing
Gaussians on the fly along the simulation trajectory [7,
8], where gaussian heights in WTM decrease as the FES
fills up. In the long time limit, it has been proven that the
biasing potential will eventually converge to the scaled
inverse FES while the CV samples display a Boltzmann
distribution at higher temperature T+∆T [8, 34], where
T is the system temperature and ∆T is a parameter in
WTM. Since decreasing Gaussian heights can generate
a more equilibrium-like simulation trajectory, it is easier
to unbias samples to the correct ensemble distribution in
WTM [35, 36].
The protocol of AES is summarized as follows:
(i) AES starts from a short WTM simulation with ar-
bitrary CVs. The initial set of {sh} are collected and
unbiased following the method in [36] to generate sam-
ple weights {ω}.
(ii) These samples are then resampled by enforcing a
minimal pairwise distance rc to create a sparse descrip-
tion in low free energy regions. Probabilities of the re-
sampled points {s˜h}, i.e. {p(s˜h)} are calculated as a high
temperature (Th ≥ T ) Boltzmann distribution in order
to emphasize low probability regions. {s˜h} and {p(s˜h)}
are then used to train StKE CVs ql.
(iii) {sh} are then mapped onto the updated StKE
CVs to generate {sl} with which an initial bias-
ing potential is generated, i.e. Vinit(ql(x)) =
kT∆T
T+∆T log(
∑
i wie
−‖ql(x)−sli‖2/σinit + P0)−E0 where k is
the Boltzmann constant. P0 and E0 are constant such
that minVinit = 0 and maxVinit equals the maximum
biasing potential from the last WTM simulation. This
initial biasing potential is then used in next WTM with
ql as CVs.
Steps (i) to (iii) forms one AES iteration. {s˜h} and
{p(s˜h)} are accumulated through all previous iterations
to generate next CVs and the whole history of{sh} and
{w} is kept for updating Vinit. By explicitly forming the
positive feedback loop between StKE and WTM, AES in-
crementally improves both sample completeness and CV
quality through iterations.
Two systems were used to demonstrate the effective-
ness of AES: alanine dipeptide and met-enkephalin. The
simulations were performed by GROMACS 5 [37] with
OPLS-AA [38] force field and PLUMED 2 [39] was used
for WTM simulation. In alanine dipeptide example, sam-
ples from a 100ns WTM simulation with Φ and Ψ were
used to construct a benchmark FES (Fig. 1(a)) with four
minima (C7eq, C5, C7ax and α′). Considering that two
additional dihedral angles ω1 and ω2 are also important
to capture configuration-change kinetics [40], these two
dihedral angles, together with Φ and Ψ, are used as qh
inputs to StKE (inset of Fig. 1(b)) for generating two
CVs (i.e., StKE a and b). AES started from a 500ps
WTM with Rg and NH, and followed by AES iterations
each with 1ns WTM. After 7 AES iterations, configura-
tions were accumulated and unbiased, then mapped back
to Φ and Ψ to generate the FES (Fig. 1(d)). This FES
is highly consistent with the benchmark. All four min-
ima are quantitatively sampled in AES with correct free
energy values. Such consistency demonstrates that AES
can generate Boltzmann distributed samples after unbi-
asing. The configurations from AES were also mapped
onto the StKE CVs from the last iteration, generating a
FES in Fig. 1(c).
As mentioned earlier, Rg and NH lead to degeneracy
between C7eq and C7ax. As shown in Fig. 1(c), StKE
CVs are able to completely separate samples from differ-
ent clusters. StKE CVs from AES iterations were then
used in WTM simulations to calculate C(t). Faster de-
cay of C(t) with respect to the number of AES iterations
indicates quality improvement of StKE CVs due to the
increasing completeness of data samples. At AES itera-
tion 7, C(t) decays as fast as the benchmark, indicating
that StKE CVs are as good as Φ and Ψ for preserving
kinetic information in alanine dipeptide. We estimated
FES convergence by calculating L1-distance per area be-
tween a test FES and the benchmark FES in Φ and Ψ
space. The test FES for AES is estimated by accumu-
lating StKE samples and mapping them back to Φ and
Ψ space. As shown in Fig. 1(f), AES achieves similar
FES convergence as benchmark, indicating the ability of
AES to boost sampling efficiency by iteratively improv-
ing CVs. On the other side, WTM with Rg and NH fails
to achieve FES convergence comparable to benchmark.
Mapping both folded and unfolded conformations of
peptide is another challenging problem [41]. AES was
tested on penta-peptide met-enkephalin (Fig. 2(c)) in gas
phase. StKE was used to embed 10 Ramachandran di-
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FIG. 2. Configurations sampled in AES 1st and 2nd iter-
ations were mapped onto StKE CVs from iteration 1, gen-
erating FES shown in part (a). All the magenta and black
dots lie in a neighborhood around the bottom of one mini-
mum highlighted in part (a). The magenta dots were chosen
so that their Rg values stay within the green block denoted
as “Min 1” in part(c) while the black ones were selected with
their Rg values in the pink block denoted as “Min 2”. Fixing
the StKE CVs at this minimum, the FES along Rg is also
generated with unbiased samples from iteration 1 (blue line)
or with samples from both two iterations (pink line). It is
clear that “Min 2” consists of new states sampled in iteration
2 with similar Rg values. In part (b), StKE CVs were trained
with configurations from both iteration 1 and 2, and samples
corresponding to these configurations were used to generate
the FES in this part. Clearly, the structures with respect to
“Min 2” were separated out, forming different minima on the
FES.
hedral angles to a 2D representation. AES was initiated
by a 20ns WTM with Rg, NH and backbone-heavy-atom
root-mean-square deviation (RMSD) as CVs, followed by
8 AES iterations each with 100ns WTM using 2D StKE
CVs and Rg. The converged 3D FES and selected sta-
ble and metastable configurations are presented in SI. In
Fig. 2(a), we highlight the FES minimum where degen-
eracies occurred with the StKE CVs in iteration 1 due to
incomplete sampling. When applying WTM with StKE
CVs (from 1st iteration) and Rg, metastable configura-
tions from degenerate states are discovered in iteration 2,
as shown as the minimum 2 in Fig. 2(c). After updating
StKE CVs with these metastable configurations from it-
eration 2, the degenerate stable states were separated as
illustrated in Fig. 2(b), indicating that AES is capable of
unfolding discovered hidden barriers from PES into FES
that is defined by updated StKE CVs.
To evaluate the efficiency of AES, a 1µs metadynamics
simulation with Rg, NH and RMSD (“regular CVs”) was
performed as comparison. As demonstrated in Fig. 3(a),
a faster exploration of the conformational space (repre-
sented as an increase in the resampled points) is observed
for AES. Beyond 200ns, AES is able to keep a high effi-
Time(ns)
N
u
m
b
e
r 
o
f 
R
e
s
a
m
p
le
d
 
P
o
in
ts
 X
1
0
3
(a)
A
ve
ra
g
e
 T
im
e
 (
p
s
)
 o
f
R
M
S
D
=
1

(b)
0
4
8
12
16
100 300 500 700 900
Iteration
0
50
100
150
200
2 3 4 5 6 7 8 9
StKE Used in 
AES Iterations
Regular CVsWTM with
Regular CVs
AES
FIG. 3. The number of resampled points in 10D Ramachan-
dran dihedral angle space v.s. total simulation time is
recorded for both AES and metadynamics in part (a). This
number approximates the size of sampled conformational
space due to the lower bound on pairwise distances between
among these points. Part (b) records the average time in
which one structure changes to another with RMSD=1Å. The
average was taken from individual 400ns WTM with CVs used
in each AES iteration. Only configurations sampled in the
last 200ns were used to calculate the average, after biasing
potential in WTM has filled low free energy regions in the
first 200ns simulations. CVs used in iteration 1 are “regular
CVs”.
ciency for discovering new configurations while the effi-
ciency from WTM decreases. The linearly increasing of
number of resampled points shows that unfolding discov-
ered hidden barriers into FES by StKE encourages WTM
to construct biasing potential more efficiently, while with
static CVs WTM spends majority of the simulation time
revisiting the stable configurations. The ability of AES
to guide the enhanced sampling simulations also signif-
icantly decreases the average time needed for conforma-
tional changes since majority of “hidden barriers” are re-
moved in AES, as shown in Fig. 3(b). In the long time
limit, FES filling in WTM with regular CVs is unable to
accelerate structural changes due to orthogonal space de-
generacies, while StKE CVs remain faster conformational
changes.
Active enhanced sampling is a framework joining CV
production and sampling to unfold discovered hidden
barriers into FES. In analogy to active learning, on-
the-fly training StKE CVs, together with the biasing
potential in WTM, guides MD simulations to sample
the CLIRs. Iteratively training StKE CVs promotes
the removal of orthogonal space degeneracies, boosting
the sampling efficiency comparing to WTM with static
and/or human intuited CVs. In alanine dipeptide ex-
ample, StKE retains both intra and inter cluster struc-
tures, more importantly, the kinetic information is also
preserved in StKE. In addition, minima on the FES are
consistent with benchmark results, while human intuited
CVs (i.e., Rg and NH) are unable to identify all min-
ima. In met-enkephalin system, AES demonstrates its
ability to remove degeneracy on the fly, leading to fast
exploration of stable and metastable configurations and
enhanced transitions.
Besides dihedral angles, other order parameters or
those from dimension reduction algorithms, can be
5adopted as qh for StKE learning. Other than WTM,
enhanced sampling methods, like temperature acceler-
ated molecular dynamics/driven adiabatic free energy
dynamics [9, 10], adaptive biasing force [11], and unified
free energy dynamics [42] etc., can also be married with
AES. Although the present examples are calculated in
gas phase, applying AES to condensed phase simulations
is straightforward.
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