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Resumo
Neste trabalho, estudamos questo˜es relacionadas a` existeˆncia, multiplicidade e
comportamento de concentrac¸a˜o de soluc¸o˜es do tipo onda estaciona´ria, para uma classe de
equac¸o˜es de Schro¨dinger quase-lineares, as quais modelam fenoˆmenos f´ısicos, por exemplo,
na F´ısica de Plasmas. Na obtenc¸a˜o de nossos resultados, usamos me´todos variacionais, tais
como, teoremas do tipo mini-max, bem como, teoria de regularidade de equac¸o˜es el´ıpticas
de segunda ordem.
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Abstract
In this work, we study questions related to existence, multiplicity and concentration behavior
of standing waves, for a class of quasilinear Schro¨dinger equations, arising, for example,
in Plasma Physics. To obtain our results, we use variational methods, such as, minimax
theorems and also regularity theory of elliptic equations of second order.
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Lista de S´ımbolos
Neste trabalho, faremos uso da seguinte simbologia:
• C, C0, C1, ... denotam constantes positivas (possivelmente diferentes);
• |A| denota a medida de Lebesgue de um subconjunto A em RN , N ≥ 1;
• supp(f) denota o suporte da func¸a˜o f ;
• BR(x) denota a bola aberta de centro x e raio R e BR quando estiver centrada na
origem;
• ⇀, → denotam convergeˆncia fraca e forte, respectivamente, em um espac¸o normado
X;
• 〈·, ·〉 denota o par dualidade entre o espac¸o X e o seu dual X ′ ;
• u+ = max{u, 0} and u− = max{−u, 0};
• χΩ denota a func¸a˜o caracter´ıstica do conjunto Ω;
• ∇u =
(
∂u
∂x1
,
∂u
∂x2
, . . . ,
∂u
∂xN
)
denota o gradiente da func¸a˜o u;
• ∆u =
N∑
i=1
∂2u
∂x2i
denota o laplaciano de u e, para 1 < p < ∞, ∆pu =
N∑
i=1
∂u
∂xi
(
|∇u|p−2 ∂u
∂xi
)
e´ o p-laplaciano de u;
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• Lp(Ω) =
{
u : Ω→ R mensura´vel :
∫
Ω
|u|pdx <∞
}
, em que 1 ≤ p < ∞ e Ω ⊆ RN e´
um aberto conexo, com norma dada por
‖u‖p =
(∫
Ω
|u|pdx
)1/p
;
• L∞(Ω) denota o espac¸o das func¸o˜es mensura´veis que sa˜o limitadas quase sempre em Ω
com norma dada por
‖u‖∞ = inf{C > 0 : |u(x)| ≤ C quase sempre em Ω};
• C(Ω) denota o espac¸o das func¸o˜es cont´ınuas em Ω e C0(Ω) sa˜o as func¸o˜es cont´ınuas de
suporte compacto em Ω;
• Ck(Ω), k ≥ 1 inteiro, denota o espac¸o das func¸o˜es k vezes continuamente diferencia´veis
sobre Ω e C∞(Ω) =
⋂
k≥1C
k(Ω);
• Ck0 (Ω) = Ck(Ω) ∩ C0(Ω) e C∞0 (Ω) = C∞(Ω) ∩ C0(Ω);
• C0,α(Ω) =
{
u ∈ C(Ω) : sup
x,y∈Ω
|u(x)− u(y)|
|x− y|α <∞
}
com 0 < α < 1, e Ck,α(Ω) sa˜o as
func¸o˜es em Ck(Ω) tais que todas as derivadas parciais ate´ ordem k esta˜o em C0,α(Ω);
• Para 1 ≤ p <∞,
W 1,p(Ω) =
u ∈ Lp(Ω)
∣∣∣∣∣∣
∃ g1, g2, . . . , gN ∈ Lp(Ω) tais que∫
Ω
u
∂ϕ
∂xi
dx = −
∫
Ω
giϕ dx, ∀ ϕ ∈ C∞0 (Ω) e i = 1, . . . , N

com norma dada por
‖u‖1,p =
[∫
Ω
(|∇u|p + |u|p)dx
]1/p
e W 1,p0 (Ω) e´ o fecho do espac¸o C
∞
0 (Ω) com respeito a norma acima. Quando p = 2,
W 1,2(Ω)
.
= H1(Ω) e W 1,20 (Ω)
.
= H10 (Ω). Se u ∈ W 1,p(Ω) denota-se gi .= ∂u/∂xi;
• Para m ≥ 2 inteiro e 1 ≤ p <∞,
Wm,p(Ω) =
{
u ∈ Wm−1,p(Ω) : ∂u
∂xi
∈ Wm−1,p(Ω), para todo i = 1, . . . , N
}
;
• Para 1 ≤ p < N , p∗ = Np
N − p e´ o expoente cr´ıtico de Sobolev.
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Introduc¸a˜o
Neste trabalho, estudamos questo˜es relacionadas a` existeˆncia, multiplicidade e
concentrac¸a˜o de soluc¸o˜es para a equac¸a˜o el´ıptica quase-linear
−ε2∆u+ V (x)u− ε2∆(u2)u = p(x, u) em RN , (1)
em que N ≥ 1, ε > 0, V : RN → R e´ uma func¸a˜o chamada de potencial e p : RN ×R→ R e´
uma func¸a˜o cont´ınua. Ao longo do trabalho, teremos hipo´teses adicionais sobre as func¸o˜es
V e p.
Ao abordar a equac¸a˜o (1), utilizamos me´todos variacionais, ou seja, analisamos o
funcional energia associado a (1) no que diz respeito a obtenc¸a˜o de pontos cr´ıticos. Na
maioria dos casos, introduzimos uma mudanc¸a de varia´vel adequada a fim de obter um novo
funcional que esteja bem definido nos espac¸os de Banach que consideramos e, com isso,
relacionamos os pontos cr´ıticos deste funcional com as soluc¸o˜es de (1).
Equac¸o˜es do tipo (1) modelam va´rios problemas da F´ısica-Matema´tica e teˆm sido objetos
de estudos durante os u´ltimos anos. Por exemplo, as soluc¸o˜es de (1) esta˜o relacionadas com
a existeˆncia de ondas estaciona´rias para equac¸o˜es de Schro¨dinger quase-lineares da forma
iε∂tz = −ε2∆z +W (x)z − g(|z|2)z − κε2∆[ρ(|z|2)]ρ′(|z|2)z, (2)
onde W (x), x ∈ RN , e´ um potencial dado, ε > 0, κ e´ uma constante real e g, ρ sa˜o func¸o˜es
reais. Equac¸o˜es quase-lineares da forma (2) aparecem, naturalmente, como modelo de va´rios
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fenoˆmenos f´ısicos relacionados a va´rios tipos de ρ. O caso em que ρ(s) = s foi usado na
obtenc¸a˜o da equac¸a˜o da membrana de superfluido em F´ısica dos Plasmas por Kurihura em
[52](cf. [53]). Para ρ(s) = (1 + s)1/2, a equac¸a˜o (2) modela a canalizac¸a˜o de um laser ultra-
curto de alta poteˆncia na mate´ria, veja [15], [16], [24], [70] e refereˆncias em [26]. A equac¸a˜o
(2) tambe´m surge em F´ısica dos Plasmas e Mecaˆnica dos Fluidos em [12], [51], [67], [76], em
Mecaˆnica [46] e em Teoria da Mate´ria Condensada [62]. O caso semi-linear, correspondente
a κ = 0, ja´ foi bastante estudado nos u´ltimos anos, veja, por exemplo, [14], [42], [48], [68],
[74] e algumas de suas refereˆncias.
Considerando o caso ρ(s) = s, κ > 0 e buscando soluc¸o˜es do tipo onda estaciona´ria, a
saber, soluc¸o˜es da forma
z(t, x) = exp(−iEt)u(x), E ∈ R,
obtemos a equac¸a˜o correspondente
−ε2∆u+ V (x)u− κε2∆(u2)u = h(u) em RN , (3)
onde V (x) = W (x) − E, h(u) = g(u2)u e, sem perda de generalidade, podemos supor que
κ = 1.
Recentemente, com ε = 1, houve um grande interesse no estudo da equac¸a˜o (3). Por
exemplo, veja os trabalhos [23], [25], [36], [58], [59], [66] e suas refereˆncias. A existeˆncia
de uma soluc¸a˜o positiva de energia mı´nima foi provada em [66] usando-se argumentos de
minimizac¸a˜o com v´ınculos, onde obteve-se uma soluc¸a˜o de (3) com um multiplicador de
Lagrange desconhecido λ em frente do termo na˜o-linear. Em [58], por uma mudanc¸a de
varia´vel, o problema quase-linear foi transformado em um semi-linear. Usando espac¸os de
Orlicz, os autores provaram a existeˆncia de soluc¸o˜es positivas de (3) aplicando o Teorema
do Passo da Montanha. O mesmo me´todo de mudanc¸a de varia´vel foi tambe´m usado
recentemente em [25], mas os autores trabalharam com o espac¸o de Sobolev usual H1(RN) na
busca de soluc¸o˜es e estudaram diferentes classes de na˜o-linearidades. Em [36], paraN = 2, foi
tratado o caso em que a na˜o-linearidade h : R→ R possu´ıa crescimento cr´ıtico exponencial,
isto e´, h se comportava como exp(4pis4) quando |s| → ∞. Os autores estabeleceram um
resultado de existeˆncia para o problema combinando o Teorema do Passo da Montanha de
Ambrosetti-Rabinowitz com uma versa˜o da desigualdade de Trudinger-Moser em R2. Em
[59], foi estabelecido a existeˆncia de soluc¸o˜es nodais de energia mı´nima, bem como soluc¸o˜es
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com sinal bem definido, usando-se o me´todo de Nehari.
Levando em considerac¸a˜o o comportamento do potencial V (x) e os tipos de na˜o-
linearidades p(x, s), obtemos va´rios resultados de existeˆncia e multiplicidade de soluc¸o˜es para
a equac¸a˜o do tipo (1) e de sua generalizac¸a˜o (equac¸a˜o (4.1) do Cap´ıtulo 4 ), que abordaremos
tambe´m em nosso estudo.
Nosso trabalho esta´ dividido em cinco cap´ıtulos.
No Cap´ıtulo 1, tratamos o caso em que ε = 1 e a na˜o-linearidade p(x, s) conte´m uma
combinac¸a˜o de termos coˆncavos e convexos em s, mais especificamente, estudamos a equac¸a˜o
−∆u+ V (x)u−∆(u2)u = λh(x, u) + g(x, u) em RN , (Pλ)
em que N ≥ 3, λ e´ um paraˆmetro na˜o-negativo e as seguintes hipo´teses sobre h(x, s) e g(x, s)
sera˜o assumidas:
(h0) A func¸a˜o h : RN × [0,+∞)→ [0,+∞) e´ cont´ınua e existem C > 0 e q ∈ (1, 2) tais que
para todo (x, s) ∈ RN × [0,+∞),
h(x, s) ≤ Csq−1;
(g1) A func¸a˜o g : RN × [0,+∞)→ R e´ cont´ınua e
lim
s→0+
g(x, s)
s
= 0 uniformente em x ∈ RN ;
(g2) Existem C1 > 0 e 4 < r < 22
∗, tais que, para todo (x, s) ∈ RN × [0,+∞),
g(x, s) ≤ C1(1 + sr−1);
(g3) Existe µ > 2 tal que, para todo (x, s) ∈ RN × (0,+∞),
0 < 2µG(x, s) = 2µ
∫ s
0
g(x, t)dt ≤ g(x, s)s.
Assumimos que o potencial V : RN → R seja uma func¸a˜o cont´ınua uniformemente positiva,
ou seja,
(V1) V (x) ≥ V0 > 0 para todo x ∈ RN
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e satisfac¸a a seguinte condic¸a˜o de integrabilidade
(V2)
∫
RN
V (x)−1dx <∞.
O principal resultado deste cap´ıtulo e´ o seguinte:
Teorema 0.1. Sob as hipo´teses (V1) − (V2), (h0) e (g1) − (g3), existem λ0, C0 > 0 tais
que, para todo λ ∈ [0, λ0], o problema (Pλ) possui uma soluc¸a˜o positiva uλ ∈ H1(RN) e
‖uλ‖1,2 ≤ C0. Ale´m disso, se u0 e´ uma soluc¸a˜o de (Pλ) quando λ = 0, existem constantes
positivas C e ζ satisfazendo
u0(x) ≤ C exp(−ζ|x|) para todo x ∈ RN .
Para provar o Teorema 0.1, usamos uma mudanc¸a de varia´vel para reformular o problema,
obtendo uma equac¸a˜o semi-linear que tem um funcional associado bem definido e Gateaux-
diferencia´vel em um espac¸o do tipo Orlicz. Este funcional satisfaz as hipo´teses geome´tricas
do Teorema do Passo da Montanha e a condic¸a˜o de compacidade de Palais-Smale. Obtemos
o nosso resultado de existeˆncia, aplicando uma versa˜o do Teorema do Passo da Montanha.
No caso em que λ = 0, usamos iterac¸a˜o de Moser e o princ´ıpio do ma´ximo para mostrar o
decaimento exponencial das soluc¸o˜es.
No Cap´ıtulo 2, lidamos com o problema de existeˆncia e concentrac¸a˜o de soluc¸o˜es para a
seguinte classe de problemas no plano envolvendo crescimento cr´ıtico:
−ε2∆u+ V (z)u− ε2∆(u2)u = h(u) z ∈ R2, (Pε)
em que ε e´ um paraˆmetro positivo pequeno, o potencial V : R2 → R e´ localmente Ho¨lder
cont´ınuo, satisfaz a condic¸a˜o (V1) e a seguinte hipo´tese:
(V3) Existe um domı´nio limitado Ω ⊂ R2 tal que
ν1
.
= min
Ω
V < min
∂Ω
V.
Enfatizamos que a condic¸a˜o local (V3) na˜o requer nenhuma outra condic¸a˜o global ale´m de
(V1). Em particular, na˜o pedimos nenhuma limitac¸a˜o superior e nem coercividade sobre o
potencial V . Assumimos que a na˜o-linearidade h(s) satisfaz as hipo´teses:
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(h1) h ∈ C1(R,R) e h(s) = 0 para s ≤ 0;
(h2) lim
s→0+
h(s)
s
= 0;
(h3) h tem crescimento cr´ıtico em +∞, isto e´, existe α0 > 0 tal que
lim
s→+∞
h(s)
exp(αs4)
=
{
0, para todo α > α0
+∞, para todo α < α0;
(4)
(h4) Existe µ > 2 tal que para todo s > 0,
0 < 2µH(s) = 2µ
∫ s
0
h(t)dt ≤ sh(s);
(h5) A func¸a˜o s→ h(s)/s3 e´ crescente para s > 0;
(h6) Existe β0 > 0 tal que lim inf
s→+∞
sh(s) exp (−α0s4) ≥ β0.
O principal resultado deste cap´ıtulo e´ enunciado como segue:
Teorema 0.2. Suponha que o potencial V satisfaz (V1) e (V3) e que a na˜o-linearidade h(s)
satisfaz (h1)−(h6). Enta˜o existe ε0 > 0 tal que, para cada ε ∈ (0, ε0), o problema (Pε) possui
uma soluc¸a˜o positiva de energia mı´nima uε(z) em C
2,α
loc (R2) com as seguintes propriedades:
(i) uε tem um u´nico ma´ximo local (portanto global) zε em R2 e zε ∈ Ω;
(ii) lim
ε→0+
V (zε) = ν1 = min
Ω
V ;
(iii) Existem constantes positivas C e ζ tais que, para todo z ∈ R2,
uε(z) ≤ C exp
(
−ζ
∣∣∣∣z − zεε
∣∣∣∣) .
Para tratar variacionalmente esta classe de problemas, com h(s) se comportando como
exp(αs4), α > 0, quando s→ +∞, fazemos, como no Cap´ıtulo 1, uma mudanc¸a de varia´vel e
exploramos suas propriedades, bem como, uma versa˜o da desigualdade de Trudinger-Moser
em R2 que afirma que se u ∈ H1(R2) enta˜o, para todo α > 0, a integral ∫R2 [exp(αu2)−1]dx e´
finita. De fato, esta desigualdade, juntamente com a mudanc¸a de varia´vel realizada, motiva
a noc¸a˜o de criticalidade dada em (h3), veja, por exemplo, [1], [21], [33], [34], [36] e [58]. Aqui,
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adaptamos algumas ide´ias dos trabalhos anteriores para contornar as dificuldades da na˜o-
limitac¸a˜o do domı´nio, do crescimento cr´ıtico e da mudanc¸a de varia´vel. Desde que o potencial
V na˜o e´ necessariamente limitado, trabalhamos com o mesmo espac¸o de Orlicz do cap´ıtulo
anterior. Como em [30] e [37], fazemos uma modificac¸a˜o conveniente na na˜o-linearidade
h(s) fora do domı´nio Ω, de modo que o funcional energia associado satisfac¸a a condic¸a˜o de
Palais-Smale e, usando estimativas el´ıpticas, provamos que, para ε suficientemente pequeno,
o ponto cr´ıtico do tipo mini-max e´, de fato, uma soluc¸a˜o da equac¸a˜o original.
O Cap´ıtulo 3 trata o problema (1) em que ε = 1, N ≥ 4 e p(x, u) na˜o depende de x.
Ale´m do potencial V : RN → R ser uma func¸a˜o cont´ınua e limitada cumprindo a condic¸a˜o
(V1), pedimos que satisfac¸a a seguinte condic¸a˜o de periodicidade e simetria:
(V4) Existe T = (T1, . . . , TN1) ∈ RN1 , onde Ti ≥ 0 para i = 1, . . . , N1, tal que para todo
z = (x, y) ∈ RN ≡ RN1 × R2M e para todo g ∈ O(R2M), temos
V (x1, . . . , xi + Ti, . . . , xN1 , y) = V (x, g(y)),
em que i = 1, . . . , N1, x = (x1, . . . , xN1) e O(R2M) e´ o grupo ortogonal em R2M .
Sobre a na˜o-linearidade p : R → R, pedimos que seja uma func¸a˜o cont´ınua e satisfac¸a as
seguintes hipo´teses:
(p1) lim
s→0
p(s)
s
= 0;
(p2) |p(s)| ≤ C(1 + |s|r) para todo s ∈ R, onde C > 0 e 3 < r < 22∗ − 1;
(p3) Existe θ > 4 tal que para todo s > 0
0 < θP (s) ≤ sp(s),
em que P (s) =
∫ s
0
p(t)dt;
(p4) p(−s) = −p(s) para todo s ∈ R.
O principal resultado, neste cap´ıtulo, e´ enunciado como segue:
Teorema 0.3. Sob as hipo´teses (V1) e (V4), (h1)− (h4) e N ≥ 4, o problema (1) tem duas
soluc¸o˜es na˜o-triviais em H1(RN). Ale´m disso, uma soluc¸a˜o e´ positiva em RN e radial na
segunda varia´vel y e a outra soluc¸a˜o muda de sinal e e´ na˜o-radial em y.
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Para provar o Teorema 0.3, tambe´m introduzimos uma mudanc¸a de varia´vel para
reformular o problema, obtendo assim uma equac¸a˜o semi-linear que tem um funcional
variacional associado I bem definido no espac¸o H1(RN). Em seguida, usamos o Teorema do
Passo da Montanha para obter uma sequ¨eˆncia de Cerami, a qual mostramos ser limitada.
Enta˜o, por uma extensa˜o de um Lema de Concentrac¸a˜o de Lions combinado com um
resultado de imersa˜o compacta e o Princ´ıpio de Criticalidade Sime´trica, mostramos que
a sequ¨eˆncia de Cerami converge a um ponto cr´ıtico na˜o-trivial do funcional I.
No Cap´ıtulo 4, considerando o operador p-Laplaciano, generalizamos a equac¸a˜o (1). Mais
precisamente, estudamos a seguinte equac¸a˜o quase-linear:
−∆pu+ V (x)|u|p−2u−∆p(u2)u = h(u), x ∈ RN . (5)
Aqui, vamos supor que o potencial V : RN → R seja uma func¸a˜o cont´ınua satisfazendo a
hipo´tese (V1) e tambe´m cumpra a seguinte condic¸a˜o assinto´tica:
(V5) lim|x|→∞
V (x) = V∞ e V (x) ≤ V∞ para todo x ∈ RN .
As hipo´teses abaixo sobre a na˜o-linearidade h(s) sera˜o assumidas:
(H0) A func¸a˜o h : [0,+∞)→ R e´ cont´ınua e lim
s→0+
h(s)
sp−1
= 0;
(H1) Existe uma constante C > 0 tal que para todo s ≥ 0
h(s) ≤ C(1 + sr),
onde 2p− 1 < r < 2p∗ − 1 se 1 < p < N e r > 2p− 1 se p = N ;
(H2) Existe θ ≥ 2p tal que 0 < θH(s) ≤ sh(s) para todo s > 0, em que H(s) =
∫ s
0
h(t)dt.
Usando me´todos mini-max, nosso objetivo e´ provar a existeˆncia de soluc¸a˜o fraca na˜o-trivial
para (5). O funcional natural associado a (5) na˜o esta´ bem definido, em geral, emW 1,p(RN).
A fim de superarmos esta dificuldade, generalizamos o argumento desenvolvido nos cap´ıtulos
anteriores, introduzindo uma nova mudanc¸a de varia´vel. Deste modo, obtemos um novo
funcional I, o qual fica bem definido sobre W 1,p(RN).
Nesta situac¸a˜o, nosso principal resultado e´ o seguinte:
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Teorema 0.4. Seja 1 < p ≤ N . Assuma que (V1), (V5) e (H0) − (H1) valem. Enta˜o a
equac¸a˜o (5) possui uma soluc¸a˜o fraca positiva u ∈ C1,αloc (RN) desde que uma das seguintes
condic¸o˜es sejam satisfeitas:
(a) (H2) vale com θ > 2p;
(b) (H2) vale com θ = 2p e p − 1 < r < p∗ − 1 se 1 < p < N ou r > p − 1 se p = N em
(H1).
Ale´m disso, se 1 < p < N temos que u(x)→ 0 quando |x| → ∞.
O Teorema 0.4 complementa e melhora alguns resultados obtidos em Colin-Jeanjean [25],
devido ao fato de estarmos considerando uma equac¸a˜o mais geral e de mostrarmos que as
soluc¸o˜es teˆm decaimento para zero no infinito. Para provarmos o Teorema 0.4, mostramos
que o funcional I possui a geometria do Passo da Montanha e, aplicando uma versa˜o do
Teorema do Passo da Montanha dada em [40], obtemos uma sequ¨eˆncia de Cerami a qual
mostramos ser limitada. Utilizando um problema auxiliar e um Lema de Concentrac¸a˜o de
Lions, provamos que esta sequ¨eˆncia de Cerami converge fracamente em W 1,p(RN) para um
ponto cr´ıtico na˜o-trivial v de I. Usando um me´todo de iterac¸a˜o, mostramos que v decai para
zero no infinito.
Problemas envolvendo o operador p-Laplaciano surgem em diversos contextos. Alguns
destes problemas vem de diferentes a´reas da Matema´tica Aplicada e F´ısica. Por exemplo,
no estudo de fluidos na˜o-newtonianos, teoria de elasticidade na˜o-linear, reac¸o˜es-difuso˜es,
Glaciologia, teoria de combusta˜o, biologia das populac¸o˜es, leis de fluxos na˜o-lineares e
sistemas de equac¸o˜es diferenciais parciais de Monge-Kantorovich. Para discusso˜es adicionais
sobre problemas modelados pelo operador p-Laplacian, veja, por exemplo, [31], [32], [39],
[41], [43], [47], [55], [61], [65] e [69].
O Cap´ıtulo 5 trata a equac¸a˜o (5) no caso unidimensional e quando a na˜o-linearidade h(s)
possui termos coˆncavos e convexos, isto e´, consideramos o seguinte problema:
Lpu = λ|u|q−2u+ µ|u|r−2u, u ∈ W 1,p(R) (6)
em que
Lpu
.
= −(|u′|p−2u′)′ + V (x)|u|p−2u− (|(u2)′|p−2(u2)′)′u,
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λ, µ ∈ R, 1 < p < ∞, 1 < q < p e r > 2p. Assumimos que o potencial V : R → R seja
localmente limitada, na˜o-negativo e cumpra as seguintes condic¸o˜es:
(U1) Para algum 0 < R0 <
1
2p
, V (x) ≥ α > 0 para todo x ∈ R tal que |x| > R0;
(U2)
∫
|x|≥R0
V (x)−1/(p−1)dx <∞.
Neste cap´ıtulo, trabalhamos com o espac¸o de func¸o˜es
X =
{
u ∈W 1,p(R) :
∫
R
V (x)|u|pdx <∞
}
que e´ um espac¸o de Banach separa´vel e reflexivo quando munido da norma
‖u‖p =
∫
R
|u′|pdx+
∫
R
V (x)|u|pdx.
Note que (6) e´ a equac¸a˜o de Euler-Lagrange associada ao funcional
Fλ,µ(u) = 1
p
‖u‖p + 2
p−1
p
∫
R
|u′|p|u|pdx− λ
q
∫
R
|u|qdx− µ
r
∫
R
|u|rdx.
Diferentemente dos cap´ıtulos anteriores, na˜o precisamos fazer mudanc¸a de varia´vel para
obtermos um novo funcional, pois, como mostraremos, o espac¸o X esta´ imerso em Lt(R)
para 1 ≤ t ≤ ∞. Com isso, o funcional Fλ,µ fica bem definido sobre o espac¸o X. O resultado
principal deste cap´ıtulo e´:
Teorema 0.5. Sob as condic¸o˜es (U1) e (U2) e supondo que 1 < p <∞, 1 < q < p e r > 2p,
temos:
(a) para cada µ > 0, λ ∈ R, a equac¸a˜o (6) tem uma sequ¨eˆncia de soluc¸o˜es (uk) tal que
Fλ,µ(uk)→∞ quando k →∞;
(b) para cada λ > 0, µ ∈ R, a equac¸a˜o (6) tem uma sequ¨eˆncia de soluc¸o˜es (vk) tal que
Fλ,µ(vk) < 0 e Fλ,µ(vk)→ 0 quando k →∞.
Nosso resultado complementa e melhora alguns resultados em Poppenberg-Schmitt-Wang
[66], no sentido de que estamos considerando uma classe mais geral de operadores e na˜o-
linearidades e tambe´m permitimos que o potencial V se anule em uma parte limitada do
domı´nio. Para obtermos multiplicidade de soluc¸o˜es para (6), aplicamos o Teorema da Fonte
de Bartsch-Willem, bem como o Teorema da Fonte Dual (veja [10] e [80]).
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Com o intuito de na˜o ficarmos recorrendo a` Introduc¸a˜o e de tornar os cap´ıtulos
independentes, enunciaremos novamente, em cada cap´ıtulo, os resultados principais, bem
como, as hipo´teses sobre as func¸o˜es V (x) e p(x, s).
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CAPI´TULO 1
Equac¸o˜es de Schro¨dinger com
na˜o-linearidades envolvendo termos
coˆncavos e convexos
O principal objetivo deste cap´ıtulo e´ mostrar que, usando uma estrutura variacional global
definida em um espac¸o do tipo Orlicz, e´ poss´ıvel encontrar condic¸o˜es suficientes para a
existeˆncia de soluc¸o˜es positivas para equac¸o˜es de Schro¨dinger quase-lineares da forma
−∆u+ V (x)u−∆(u2)u = λh(x, u) + g(x, u), u ∈ H1(RN), (Pλ)
em que N ≥ 3, λ ≥ 0, o potencial V e´ cont´ınuo, uniformemente positivo e satisfaz
uma condic¸a˜o apropriada de integrabilidade. Ale´m disso, o termo na˜o-linear p(x, s) =
λh(x, s) + g(x, s) pode envolver uma combinac¸a˜o de termos coˆncavo e convexo em s. Um
exemplo t´ıpico de equac¸a˜o (Pλ) considerada neste cap´ıtulo e´ a seguinte:
−∆u+ V (x)u−∆(u2)u = λ|u|q−2u+ |u|r−2u, u ∈ H1(RN), (1.1)
com 1 < q < 2 e 4 < r < 22∗.
Problemas el´ıpticos em domı´nios limitados, envolvendo termos coˆncavos e convexos, teˆm
sido estudados, extensivamente, depois do trabalho inicial de Ambrosetti–Brezis–Cerami
[6] (veja tambe´m [29] para mais refereˆncias) e pouco tem sido feito para problemas em RN .
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Citamos, por exemplo, os trabalhos de [9], [18], [20], [22] and [56], onde os autores estudaram
existeˆncia de soluc¸o˜es em RN para algumas equac¸o˜es semi-lineares. Na˜o conhecemos, ate´ o
momento, nenhum resultado a respeito de equac¸o˜es de Schro¨dinger quase-lineares do tipo
(Pλ) envolvendo uma combinac¸a˜o de termos coˆncavo e convexo.
Para lidarmos com o termo coˆncavo, consideramos as seguintes hipo´teses sobre o potencial
V:
(V1) A func¸a˜o V : RN → R e´ cont´ınua e uniformemente positiva, isto e´,
0 < V0 ≤ V (x) para todo x ∈ RN ;
(V2) A func¸a˜o 1/V pertence a L
1(RN), isto e´,∫
RN
1
V (x)
dx <∞.
Ao longo deste cap´ıtulo, as seguintes hipo´teses sobre h(x, s) e g(x, s) sera˜o assumidas:
(h0) A func¸a˜o h : RN × [0,+∞)→ [0,+∞) e´ cont´ınua e existem C > 0 e q ∈ (1, 2) tais que
para todo (x, s) ∈ RN × [0,+∞),
h(x, s) ≤ Csq−1;
(g1) A func¸a˜o g : RN × [0,+∞)→ R e´ cont´ınua e
lim
s→0+
g(x, s)
s
= 0 uniformemente em x ∈ RN ;
(g2) Existem C1 > 0 e 4 < r < 22
∗ tais que para todo (x, s) ∈ RN × [0,+∞),
g(x, s) ≤ C1(1 + sr−1);
(g3) Existe µ > 2 tal que para todo (x, s) ∈ RN × (0,+∞),
0 < 2µG(x, s) = 2µ
∫ s
0
g(x, t)dt ≤ g(x, s)s.
O seguinte teorema conte´m nosso resultado principal:
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Teorema 1.1. Suponha que as hipo´teses (V1)−(V2), (h0) e (g1)−(g3) valem. Enta˜o, existem
λ0, C0 > 0 tais que, para todo λ ∈ [0, λ0], (Pλ) possui uma soluc¸a˜o positiva uλ ∈ H1(RN) e
‖uλ‖1,2 ≤ C0. Ale´m disso, se u0 e´ uma soluc¸a˜o de (Pλ) quando λ = 0, existem constantes
positivas C e ζ satisfazendo
u0(x) ≤ C exp(−ζ|x|) para todo x ∈ RN .
Em [58], os autores obte´m existeˆncia de soluc¸o˜es de (Pλ) em um espac¸o de Orlicz, com
λ = 0 e g(x, s) = ν|s|r−1s, ν > 0, e consideram va´rios tipos de potenciais positivos V ,
incluindo potenciais na˜o-limitados. O resultado principal afirma que se 4 ≤ r + 1 < 22∗
enta˜o, para cada ν > 0, existe uma soluc¸a˜o. Em [25], os autores deram uma prova, mais
resumida e menos te´cnica, dos resultados em [58], trabalhando no espac¸o usual H1(RN) ao
inve´s de usar espac¸os de Orlicz. Contudo, os autores consideram somente uma classe de
potenciais limitados. O fato de trabalharem em H1(RN) permitiu tratar diferentes tipos
de na˜o-linearidades. Em ambos os trabalhos, os autores apresentam diferentes maneiras
de superar a perda de compacidade que e´ t´ıpica de problemas el´ıpticos em domı´nios na˜o-
limitados. Mas, em momento algum, deixam claro ou na˜o provam que o funcional associado
satisfaz a ta˜o conhecida condic¸a˜o de Palais-Smale.
Neste cap´ıtulo, complementamos e melhoramos os resultados principais em [25] e [58], no
sentido que estamos considerando uma classe mais geral de na˜o-linearidades, a qual tambe´m
inclui uma combinac¸a˜o de termos coˆncavo e convexo. Sem significantes mudanc¸as em nosso
argumento, para λ = 0, nosso me´todo tambe´m aplica-se a va´rios tipos de potenciais positivos
incluindo aqueles em [58]. Aqui, pore´m, vamos concentrar nossa atenc¸a˜o no caso em que o
potencial satisfaz a condic¸a˜o (V2).
A principal dificuldade em tratar esta classe de equac¸o˜es de Schro¨dinger quase-lineares
em RN e´ a poss´ıvel perda de compacidade, ale´m do termo coˆncavo e do termo ∆(u2)u. O
espac¸o de func¸o˜es usado em [58] e o me´todo em [25] na˜o podem ser aplicados diretamente
para lidar com esta classe de na˜o-linearidades. Foi crucial em nosso argumento, o fato que o
espac¸o de func¸o˜es, considerado em nosso tratamento, estivesse imerso no espac¸o de Lebesgue
usual Lp(RN), 1 ≤ p ≤ 2∗, como tambe´m no espac¸o de Sobolev H1(RN).
Para provar o Teorema 1.1, usamos uma mudanc¸a de varia´vel para reformular o problema,
obtendo uma equac¸a˜o semi-linear que tem um funcional associado bem definido e Gateaux-
diferencia´vel em um espac¸o do tipo Orlicz. Este funcional satisfaz as hipo´teses geome´tricas do
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Teorema do Passo da Montanha e a condic¸a˜o de compacidade de Palais-Smale. Alcanc¸amos
o nosso resultado de existeˆncia, aplicando uma versa˜o do Teorema do Passo da Montanha 1.
1.1 A estrutura variacional
1.1.1 Reformulac¸a˜o do problema e preliminares
Observemos que, formalmente, (Pλ) e´ a equac¸a˜o de Euler–Lagrange associada ao funcional
energia natural
Jλ(u) =
1
2
∫
RN
(1 + 2u2)|∇u|2 dx+ 1
2
∫
RN
V (x)u2 dx −Ψλ(u),
em que
Ψλ(u) = λ
∫
RN
H(x, u) dx+
∫
RN
G(x, u) dx
e
H(x, s) =
∫ s
0
h(x, t) dt, G(x, s) =
∫ s
0
g(x, t) dt.
Usando as hipo´teses (h0) e (g1), podemos ver que h(x, 0) = g(x, 0) = 0 para todo x ∈ RN
e, desde que, estamos interessados em soluc¸o˜es positivas, consideramos h(x, s) = g(x, s) = 0
para todo (x, s) ∈ RN × (−∞, 0).
Devido ao termo
∫
RN u
2|∇u|2dx, utilizamos argumentos similares aos desenvolvidos por
Liu, Wang e Wang em [58] (veja tambe´m [25]), considerando a mudanc¸a de varia´vel
v = f−1(u), em que f e´ definida por
f ′(t) =
1
(1 + 2f 2(t))1/2
em [0,+∞),
f(t) = − f(−t) em (−∞, 0].
(1.2)
Enta˜o, depois desta mudanc¸a de varia´vel, a partir de Jλ(u) obtemos o funcional
Iλ(v)
.
= Jλ(f(v)) =
1
2
∫
RN
[|∇v|2 + V (x)f 2(v)] dx−Ψλ(f(v)),
que esta´ bem definido no espac¸o
E =
{
v ∈ H1(RN) :
∫
RN
V (x)f 2(v) dx <∞
}
1Esta versa˜o na˜o requer que o funcional seja de classe C1 e pode ser obtido como consequ¨eˆncia do Princ´ıpio
Variacional de Ekeland, veja [8].
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o qual e´ um espac¸o de Banach quando munido da norma
‖v‖ = ‖∇v‖2 + inf
ξ>0
1
ξ
[
1 +
∫
RN
V (x)f 2(ξv) dx
]
(1.3)
(veja Proposic¸o˜es 1.3 e 1.7). Como ja´ observado antes, em nosso trabalho, conseguimos obter
imerso˜es do espac¸o E nos espac¸os Lp(RN), 1 ≤ p ≤ 2∗, como tambe´m no espac¸o H1(RN), o
que na˜o foi obtido em [58], quando os autores trabalharam em um espac¸o de Orlicz. Mesmo
no caso λ = 0, nossos resultados melhoram os de Liu, Wang e Wang [58], pois trabalhamos
com na˜o-linearidades mais gerais e mostramos que as soluc¸o˜es teˆm decaimento exponencial.
Note que pontos cr´ıticos na˜o-triviais de Iλ correspondem precisamente as soluc¸o˜es
positivas da equac¸a˜o semi-linear
−∆v = 1√
1 + 2f 2(v)
[λh(x, f(v)) + g(x, f(v))− V (x)f(v)]. (1.4)
Para uma fa´cil refereˆncia, colecionamos aqui algumas propriedades da func¸a˜o f .
Lema 1.2. A func¸a˜o f(t) e sua derivada gozam das seguintes propriedades:
(1) f e´ uma func¸a˜o C∞, unicamente definida e invert´ıvel;
(2) |f ′(t)| ≤ 1 para todo t ∈ R;
(3) |f(t)| ≤ |t| para todo t ∈ R;
(4) f(t)/t→ 1 quando t→ 0;
(5) f(t)/
√
t→ 21/4 quando t→ +∞;
(6) f(t)/2 ≤ tf ′(t) ≤ f(t) para todo t ≥ 0;
(7) |f(t)| ≤ 21/4|t|1/2 para todo t ∈ R;
(8) A func¸a˜o f 2(t) e´ estritamente convexa;
(9) Existe uma constante positiva C tal que
|f(t)| ≥
C|t|, |t| ≤ 1C|t|1/2, |t| ≥ 1;
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(10) Existem constantes positivas C1 e C2 tais que
|t| ≤ C1|f(t)|+ C2|f(t)|2 para todo t ∈ R;
(11) |f(t)f ′(t)| ≤ 1/√2 para todo t ∈ R.
Figura 1.1: Gra´fico de f
Prova. As propriedades (1), (2), (4), (5) e (6) esta˜o provadas em [25] (veja tambe´m [58]). A
desigualdade (3) e´ uma consequ¨eˆncia de (2) e do fato que f(t) e´ uma func¸a˜o ı´mpar e coˆncava
para t > 0. Para provar (7), usamos (4), (5) e (6). De fato, de acordo com (4), temos
lim
t→0+
f(t)√
t
= 0
e (6) implica que
d
dt
(
f(t)√
t
)
=
2f ′(t)t− f(t)
2t
√
t
≥ 0 para todo t > 0.
Consequ¨entemente, a func¸a˜o f(t)/
√
t e´ na˜o-decrescente para t > 0 e de (5) conclu´ımos que
f(t)/
√
t ≤ 21/4 para todo t > 0.
Isto, juntamente com o fato que f e´ ı´mpar, prova (7).
A fim de provarmos (8), basta notarmos que
d2
dt2
[f 2(t)] =
1
(1 + 2f 2(t))2
> 0.
Os pontos (9) e (10) sa˜o consequ¨eˆncias imediatas de (4) e (5). Finalmente, a estimativa (11)
segue diretamente da definic¸a˜o de f e o lema esta´ provado.
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1.1.2 Propriedades do espac¸o E
Nesta subsec¸a˜o, colecionamos alguns fatos sobre o espac¸o E que sa˜o essenciais em nosso
argumento para provar a existeˆncia e propriedades qualitativas de soluc¸o˜es. Primeiramente,
consideramos o seguinte espac¸o de func¸o˜es
X =
{
v ∈ H1(RN) :
∫
RN
V (x)v2 dx <∞
}
o qual e´ um espac¸o de Banach reflexivo quando munido da norma
‖v‖2X =
∫
RN
(|∇v|2 + V (x)v2) dx.
Sob as nossas hipo´teses sobre o potencial, a imersa˜o
X ↪→ Ls(RN) (1.5)
e´ cont´ınua para 1 ≤ s ≤ 2∗ e compacta para 1 ≤ s < 2∗ (este fato pode ser encontrado em
[50]).
A pro´xima proposic¸a˜o traz uma desigualdade e propriedades de convergeˆncia importantes
a respeito do espac¸o E que usaremos ao longo deste cap´ıtulo.
Proposic¸a˜o 1.3. (1) E e´ um espac¸o vetorial normado com respeito a norma dada em
(1.3);
(2) Existe uma constante positiva C tal que para todo v ∈ E,∫
RN V (x)f
2(v) dx[
1 +
(∫
RN V (x)f
2(v) dx
)1/2] ≤ C‖v‖; (1.6)
(3) Se vn → v em E, enta˜o ∫
RN
V (x)|f 2(vn)− f 2(v)| dx→ 0
e ∫
RN
V (x)|f(vn)− f(v)|2 dx→ 0;
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(4) Se vn → v quase sempre e∫
RN
V (x)f 2(vn) dx→
∫
RN
V (x)f 2(v) dx,
enta˜o
inf
ξ>0
1
ξ
[
1 +
∫
RN
V (x)f 2(ξ(vn − v)) dx
]
→ 0.
Prova. Por (4) e (5) do Lema 1.2, f tem o seguinte comportamento assinto´tico:
f 2(s) ∼
 s
2, para |s| pequeno;
C|s|, para |s| grande.
Em particular, para algum C0 > 0, temos
f 2(2s) ≤ C0f 2(s), s ∈ R. (1.7)
Para provar (1), observemos que claramente 0 ∈ E. Sejam v ∈ E, α ∈ R \ {0} e k ∈ N tal
que |α|/2k ∈ (0, 1). Usando a estimativa (1.7) e que f 2 e´ convexa, obtemos∫
RN
V (x)f 2(αv) dx =
∫
RN
V (x)f 2
(
2k
|α|
2k
v
)
dx
≤ Ck0
∫
RN
V (x)f 2
( |α|
2k
v
)
dx
≤ C
k
0 |α|
2k
∫
RN
V (x)f 2(v) dx.
Logo, αv ∈ E. Sejam u, v ∈ E e usando mais uma vez que f 2 e´ convexa, temos∫
RN
V (x)f 2(u+ v) dx ≤ 1
2
∫
RN
V (x)f 2(2v) dx+
1
2
∫
RN
V (x)f 2(2u) dx.
Assim, E e´ um espac¸o vetorial. E´ padra˜o checar que (1.3) e´ uma norma em E.
A seguir, provemos a propriedade (2). Para v ∈ E e ξ > 0, definamos
Aξ .=
{
x ∈ RN : ξ|v(x)| ≤ 1} .
Pelas propriedades (3) e (7) do Lema 1.2, podemos escrever∫
RN
V (x)f 2(v) dx =
∫
Aξ
V (x)f 2(v) dx+
∫
Acξ
V (x)f 2(v) dx
≤
∫
Aξ
V (x)|f(v)||v| dx+ C
∫
Acξ
V (x)|v| dx
(1.8)
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Usando a desigualdade de Ho¨lder e (9) do Lema 1.2, temos∫
Aξ
V (x)|f(v)||v| dx ≤
[∫
Aξ
V (x)f 2(v) dx
]1/2 [∫
Aξ
V (x)v2 dx
]1/2
≤
[∫
RN
V (x)f 2(v) dx
]1/2
C
ξ
[∫
Aξ
V (x)f 2(ξv) dx
]1/2
≤
[∫
RN
V (x)f 2(v) dx
]1/2
C
ξ
[
1 +
∫
Aξ
V (x)f 2(ξv) dx
]
,
(1.9)
onde, na u´ltima estimativa, usamos a desigualdade s1/2 ≤ 1 + s para todo s ≥ 0. Pela
estimativa (9) do Lema 1.2, obtemos∫
Acξ
V (x)|v| dx = C
ξ
∫
Acξ
V (x)|ξv| dx ≤ C
ξ
[
1 +
∫
Acξ
V (x)f 2(ξv) dx
]
. (1.10)
Logo, de (1.8)-(1.10) conclu´ımos que para todo ξ > 0,∫
RN
V (x)f 2(v) dx ≤
{[∫
RN
V (x)f 2(v) dx
]1/2
+ 1
}
C
ξ
[
1 +
∫
RN
V (x)f 2(ξv) dx
]
,
e a propriedade (2) segue.
A fim de provarmos (3), observemos que da imersa˜o cont´ınua
E ↪→ D1,2(RN) 2 ↪→ L2∗(RN), (1.11)
obtemos que vn → v quase sempre em RN . Pela desigualdade (1.6) e usando que
lims→+∞ s(1 + s1/2)−1 = +∞, devemos ter∫
RN
V (x)f 2(vn) dx ≤ C
que, juntamente com o Lema de Fatou, implica que∫
RN
V (x)f 2(v) dx ≤ lim inf
n→∞
∫
RN
V (x)f 2(vn) dx ≤ C.
Por (1.6) novamente, temos ∫
RN
V (x)f 2(vn − v) dx→ 0.
2O espac¸o D1,2(RN ) e´ o completamento de C∞0 (RN ) com relac¸a˜o a` norma do gradiente.
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Logo, a menos de subsequ¨eˆncia, existe h ∈ L1(RN) tal que
V (x)f 2(vn − v) ≤ h
vale quase sempre em RN . Ale´m disso, a desigualdade (1.7), juntamente com a convexidade
de f 2, implica que
V (x)f 2(vn) ≤ C0
2
V (x)f 2(vn − v) + C0
2
V (x)f 2(v)
≤ C1
(
h+ V (x)f 2(v)
)
.
Desde que
h+ V (x)f 2(v) ∈ L1(RN),
pelo Teorema da Convergeˆncia Dominada de Lebesgue, a prova do ı´tem (3) esta´ completa.
Finalmente, indicamos que a propriedade (4) esta´ provada em [58, Proposic¸a˜o 2.1].
Corola´rio 1.4. A imersa˜o X ↪→ E e´ cont´ınua.
Prova. Seja vn → 0 em X. Usando que |f(s)| ≤ |s| para todo s ∈ R, temos∫
RN
V (x)f 2(vn) dx ≤
∫
RN
V (x)v2n dx→ 0.
Assim, da propriedade (4) da Proposic¸a˜o 1.3, conclu´ımos que vn → 0 em E que e´ o resultado
desejado.
Proposic¸a˜o 1.5. A aplicac¸a˜o v → f(v) de E em Lq(RN) e´ cont´ınua para 1 ≤ q ≤ 22∗.
Ale´m disso, sob a hipo´tese (V2), a aplicac¸a˜o anterior e´ compacta para 1 ≤ q < 22∗.
Prova. Para v ∈ E, obtemos, por definic¸a˜o, que f(v) ∈ X. Isto, juntamente com (1.5),
implica que
‖f(v)‖q ≤ C‖f(v)‖X ≤ C
[∫
RN
(|∇v|2 + V (x)f 2(v)) dx
]1/2
, (1.12)
para 1 ≤ q ≤ 2∗. Ale´m disso, pela desigualdade de Gagliardo–Nirenberg, obtemos
‖f(v)‖22∗ = ‖f 2(v)‖1/22∗ ≤ C‖∇(f 2(v))‖1/22
= C
[∫
RN
f 2(v)
1 + 2f 2(v)
|∇v|2 dx
]1/4
≤ C‖v‖1/2.
(1.13)
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Logo, para todo v ∈ E temos que f(v) pertence a L22∗(RN), que juntamente com (2.10)
mostra, por interpolac¸a˜o, que a aplicac¸a˜o v → f(v) de E em Lq(RN), 1 ≤ q ≤ 22∗, esta´ bem
definida.
Seja (vn) uma sequ¨eˆncia em E tal que vn → v em E. Assim, temos
∂vn
∂xi
→ ∂v
∂xi
em L2(RN)
para i = 1, ..., N e ∫
RN
V (x)|f(vn)− f(v)|2 dx→ 0. (1.14)
Portanto, a menos de subsequ¨eˆncia, existe hi ∈ L2(RN) tal que∣∣∣∣∂vn∂xi
∣∣∣∣ ≤ hi
vale quase sempre em RN para i = 1, ..., N , de onde obtemos∣∣∣∣∂f(vn)∂xi
∣∣∣∣ = ∣∣∣∣f ′(vn)∂vn∂xi
∣∣∣∣ ≤ ∣∣∣∣∂vn∂xi
∣∣∣∣ ≤ hi
e
∂f(vn)
∂xi
= f ′(vn)
∂vn
∂xi
→ f ′(v) ∂v
∂xi
=
∂f(v)
∂xi
quase sempre em RN para i = 1, ..., N . Portanto, pelo Teorema da Convergeˆncia Dominada
de Lebesgue conclu´ımos que
f(vn)→ f(v) em D1,2(RN),
que em conjunto com (1.14), implica que
f(vn)→ f(v) em X.
Portanto, pela imersa˜o cont´ınua (1.5), obtemos
f(vn)→ f(v) em Lq(RN) para 1 ≤ q ≤ 2∗.
Note que, de (1.13), tambe´m temos que
f 2(vn − v)→ 0 em L2∗(RN).
Logo, a menos de subsequ¨eˆncia , existe w ∈ L2∗(RN) tal que
f 2(vn − v) ≤ w
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e vn → v quase sempre em RN . Agora, podemos usar a convexidade de f 2 e (1.7) para
concluir que
f 22
∗
(vn) ≤ C(w2∗ + f 22∗(v)) ∈ L1(RN),
e pelo Teorema da Convergeˆncia Dominada de Lebesgue obtemos que
f(vn)→ f(v) em L22∗(RN).
Finalmente, usando a desigualdade de interpolac¸a˜o a continuidade segue.
A seguir, provemos a compacidade. Seja (vn) ⊂ E uma sequ¨eˆncia limitada. Enta˜o (vn) e´
limitada em D1,2(RN) e, por (1.6), segue tambe´m que
∫
RN V (x)f
2(vn)dx e´ limitada. Usando
(2.10) e (1.13), temos que (f(vn)) e´ uma sequ¨eˆncia limitada em X e em L
22∗(RN). A imersa˜o
compacta X ↪→ L1(RN) implica que, a menos de subsequ¨eˆncia, existe w ∈ L1(RN) tal que
f(vn)→ w em L1(RN) e quase sempre em RN . Logo, pelo Lema de Brezis-Lieb conclu´ımos
que w ∈ L22∗(RN) e, em virtude da desigualdade de interpolac¸a˜o, dado qualquer 1 ≤ q < 22∗,
existe 0 < α ≤ 1 tal que
‖f(vn)− w‖q ≤ ‖f(vn)− w‖α1‖f(vn)− w‖1−α22∗ ≤ C‖f(vn)− w‖α1 ,
o que implica que f(vn)→ w em Lq(RN), 1 ≤ q < 22∗ e a prova esta´ completa.
Corola´rio 1.6. A imersa˜o E ↪→ Ls(RN) e´ cont´ınua para 1 ≤ s ≤ 2∗.
Prova. Por (10) do Lema 1.2 e Proposic¸a˜o 1.5, segue que se v ∈ E enta˜o v ∈ L1(RN). Ale´m
disso, podemos concluir que se vn → 0 em E, temos que f(vn)→ 0 em L1(RN) e em L2(RN)
e, assim, vn → 0 em L1(RN). Logo, a imersa˜o E ↪→ L1(RN) e´ cont´ınua. Usando mais uma
vez (10) do Lema 1.2, temos
|vn|2∗ ≤ C(|f(vn)|2∗ + |f(vn)|22∗),
que juntamente com a Proposic¸a˜o 1.5, implica que vn → 0 em L2∗(RN). Finalmente, por
interpolac¸a˜o, o resultado segue.
Proposic¸a˜o 1.7. E e´ um espac¸o de Banach.
Prova. Seja (vn) uma sequ¨eˆncia de Cauchy em E. Usando a imersa˜o cont´ınua (1.11) e a
completude de D1,2(RN), existe v ∈ D1,2(RN) tal que vn → v em D1,2(RN) e quase sempre
em RN . Pela desigualdade (1.6), obtemos∫
RN
V (x)f 2(vn) dx ≤ C
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que juntamente com o Lema de Fatou implica que∫
RN
V (x)f 2(v) dx ≤ lim inf
n→∞
∫
RN
V (x)f 2(vn) dx ≤ C.
Pela Proposic¸a˜o 1.5, (f 2(vn)) e (f
4(vn)) sa˜o sequ¨eˆncias limitadas em L
1(RN) desde que
22∗ > 4. Usando a desigualdade (10) do Lema 1.2, obtemos∫
RN
v2 dx ≤ lim inf
n→∞
∫
RN
v2n dx ≤ lim inf
n→∞
C
[∫
RN
f 2(vn) dx+
∫
RN
f 4(vn) dx
]
.
Assim, v ∈ L2(RN) e, consequ¨entemente, v ∈ E.
Por (1.6), dado ² > 0, existe n0 ∈ N tal que para todo n, m ≥ n0,∫
RN
V (x)f 2(vm − vn) dx < ².
Fixando m > n0 qualquer e aplicando o Lema de Fatou, obtemos∫
RN
V (x)f 2(vm − v) dx ≤ lim inf
n→∞
∫
RN
V (x)f 2(vm − vn) dx < ²
e isto implica que
lim
m→∞
∫
RN
V (x)f 2(vm − v) dx = 0.
Por um argumento similar como na prova da propriedade (3) da Proposic¸a˜o 1.3, podemos
concluir que ∫
RN
V (x)f 2(vn) dx→
∫
RN
V (x)f 2(v) dx.
Logo, usando o ponto (4) da Proposic¸a˜o 1.3,
inf
ξ>0
1
ξ
[
1 +
∫
RN
V (x)f 2(ξ(vn − v)) dx
]
→ 0
e, consequ¨entemente, vn → v em E.
A prova da seguinte proposic¸a˜o e´ ana´loga a das anteriores e omitimos aqui.
Proposic¸a˜o 1.8. A imersa˜o E ↪→ H1(RN) e´ cont´ınua. Ale´m disso, C∞0 (RN) e´ denso em
E.
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1.1.3 Regularidade do funcional Iλ
Os pro´ximos resultados, a respeito da regularidade do funcional Iλ e de seus pontos cr´ıticos,
tornara˜o claro que para se obter soluc¸o˜es cla´ssicas de (Pλ) e´ suficiente procurarmos por
pontos cr´ıticos de Iλ de classe C
2.
Proposic¸a˜o 1.9. O funcional Iλ satisfaz as seguintes propriedades:
(1) Iλ esta´ bem definido em E.
(2) Iλ e´ cont´ınua em E.
(3) Iλ e´ Gateaux–diferencia´vel em E e
〈I ′λ(v), ϕ〉 =
∫
RN
∇v∇ϕ dx+
∫
RN
V (x)f(v)f ′(v)ϕ dx− 〈Ψ′λ(v), ϕ〉
onde
〈Ψ′λ(v), ϕ〉 = λ
∫
RN
h(x, f(v))f ′(v)ϕ dx+
∫
RN
g(x, f(v))f ′(v)ϕ dx.
(4) Para v ∈ E, I ′λ(v) ∈ E ′ e se vn → v em E enta˜o I ′λ(vn) → I ′λ(v) na topologia fraca ∗
de E
′ 3
Prova. Para provarmos o ı´tem (1), notemos que, pelas hipo´teses (h0), (g1) e (g2), para cada
v ∈ E, obtemos ∫
RN
H(x, f(v)) dx ≤ C
∫
RN
|f(v)|q dx (1.15)
e ∫
RN
G(x, f(v)) dx ≤ C1
∫
RN
(|f(v)|2 + |f(v)|r) dx. (1.16)
Assim, pela Proposic¸a˜o 1.5, Ψ(v) esta´ bem definido em E.
Na sequ¨eˆncia, provemos (2). Seja vn → v em E. Enta˜o pela imersa˜o cont´ınua (1.11),
Proposic¸o˜es 1.3 e 1.5, temos que vn → v em D1,2(RN), f(vn) → f(v) em Ls(RN) para
1 ≤ s ≤ 22∗ e ∫
RN
V (x)f 2(vn) dx→
∫
RN
V (x)f 2(v) dx,
3I ′λ(vn)→ I ′λ(v) na topologia fraca ∗ de E
′
se para cada ϕ ∈ E temos 〈I ′λ(vn), ϕ〉 → 〈I ′λ(v), ϕ〉.
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que juntamente com (1.15)-(1.16) e o Teorema da Convergeˆncia Dominada de Lebesgue
implica que ∫
RN
H(x, f(vn)) dx →
∫
RN
H(x, f(v)) dx∫
RN
G(x, f(vn)) dx →
∫
RN
G(x, f(v)) dx.
Consequ¨entemente, Iλ(vn)→ Iλ(v).
Para provarmos (3), veja que para v, ϕ ∈ E fixados, pelo Teorema do Valor Me´dio, temos
1
2
∫
RN
V (x)(f 2(v + tϕ)− f 2(v))
t
dx =
∫
RN
V (x)f(ξ)f ′(ξ)ϕ dx,
em que
min{v, v + tϕ} ≤ ξ ≤ max{v, v + tϕ}.
Note que para |t| ≤ 1, |ξ| ≤ |v|+ |ϕ| e usando (2), (10) e (11) do Lema 1.2 e o fato que f e´
crescente, obtemos
|V (x)f(ξ)f ′(ξ)ϕ| ≤ C1V (x)|f(ξ)f ′(ξ)||f(ϕ)|+ C2V (x)|f(ξ)f ′(ξ)|f 2(ϕ)
≤ C1V (x)f(|v|+ |ϕ|)|f(ϕ)|+ C2√
2
V (x)f 2(ϕ)
≤ C1V (x)f 2(|v|+ |ϕ|) + C1V (x)f 2(ϕ) + C2V (x)f 2(ϕ),
onde o lado direito pertence a L1(RN). Desde que
V (x)f(ξ)f ′(ξ)ϕ→ V (x)f(v)f ′(v)ϕ
quase sempre em RN quando t→ 0, pelo Teorema da Convergeˆncia Dominada de Lebesgue,
conclu´ımos que
lim
t→0
1
2
∫
RN
V (x)(f 2(v + tϕ)− f 2(v))
t
dx =
∫
RN
V (x)f(v)f ′(v)ϕ dx.
Analogamente, usando as propriedades de f , as hipo´teses (h0), (g1) − (g2) e novamente o
Teorema da Convergeˆncia Dominada de Lebesgue, podemos obter que
lim
t→0
∫
RN
H(x, f(v + tϕ))−H(x, f(v))
t
dx =
∫
RN
h(x, f(v))f ′(v)ϕ dx
lim
t→0
∫
RN
G(x, f(v + tϕ))−G(x, f(v))
t
dx =
∫
RN
g(x, f(v))f ′(v)ϕ dx.
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Consequ¨entemente, o ponto (3) esta´ provado.
Para ver que I ′λ(v) ∈ E ′ quando v ∈ E, a principal dificuldade se encontra no termo∫
RN V (x)f(v)f
′(v)ϕ dx. Enta˜o, suponha que ϕn → 0 em E. Usando (3) da Proposic¸a˜o 1.3,
segue que ∫
RN
V (x)f 2(ϕn) dx→ 0.
Agora,por (2), (10) and (11) do Lema 1.2 temos∣∣∣∣∫
RN
V (x)f(v)f ′(v)ϕn dx
∣∣∣∣ ≤ C1 ∫
RN
V (x)|f(v)f ′(v)||f(ϕn)| dx
+C2
∫
RN
V (x)|f(v)f ′(v)|f 2(ϕn) dx
≤ C1
(∫
RN
V (x)f 2(v) dx
)1/2(∫
RN
V (x)f 2(ϕn) dx
)1/2
+C3
∫
RN
V (x)f 2(ϕn) dx.
o que implica que ∫
RN
V (x)f(v)f ′(v)ϕn dx→ 0.
Logo, I ′λ(v) ∈ E ′ . Usando argumentos similares aos anteriores, podemos provar que se
vn → v em E enta˜o
〈I ′λ(vn), ϕ〉 → 〈I ′λ(v), ϕ〉
para cada ϕ ∈ E.
Proposic¸a˜o 1.10. Assuma que as func¸o˜es V , h e g sejam localmente Ho¨lder cont´ınuas.
Enta˜o qualquer ponto cr´ıtico de Iλ e´ de classe C
2,α
loc (RN). Ale´m disso, se v ∈ C2(RN) ∩ E e´
um ponto cr´ıtico do funcional Iλ, enta˜o a func¸a˜o u = f(v) e´ uma soluc¸a˜o cla´ssica de (Pλ).
Portanto, para obtermos soluc¸o˜es cla´ssicas de (Pλ), e´ suficiente conseguirmos pontos cr´ıticos
de Iλ de classe C
2.
Prova. Seja v ∈ E um ponto cr´ıtico de Iλ. Enta˜o
−∆v = w em RN
no sentido fraco, em que
w(x)
.
= f ′(v(x))[λh(x, f(v(x))) + g(x, f(v(x)))− V (x)f(v(x))].
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De acordo com as condic¸o˜es sobre as na˜o-linearidades h e g, obtemos
|w| ≤ f ′(v)[C1 + C2|f(v)|+ C3|f(v)|r−1] ≤ C4 + C5|v|(r−2)/2
em qualquer bola BR, onde usamos (7) e (11) do Lema 1.2. Seja p0
.
= 22∗/(r − 2) > 1.
Como v ∈ L2∗(RN) segue que w ∈ Lp0(BR). Assim, pela teoria de regularidade el´ıptica
v ∈ W 2,p0(BR). Usando um argumento de “bootstrap” padra˜o, podemos concluir que
v ∈ W 2,p(BR) para todo p ≥ 2 (para mais detalhes, veja [49, Exemplo 11.6]). Assim,
v ∈ C1,1loc (RN) e isto implica que w e´ localmente Ho¨lder cont´ınua. Consequ¨entemente,
v ∈ C2,αloc (RN) para algum α ∈ (0, 1).
Finalmente, indicamos que a segunda afirmac¸a˜o esta´ provada em [25] ou veja Proposic¸a˜o
4.3 do Cap´ıtulo 4 numa situac¸a˜o mais geral.
1.2 Resultados de existeˆncia via Passo da Montanha
Nosso resultado de existeˆncia sera´ obtido aplicando-se a seguinte versa˜o do Teorema do
Passo da Montanha, o qual e´ uma consequ¨eˆncia do Princ´ıpio Variacional de Ekeland como
abordado em [8] (veja tambe´m [19], [28], [45], [49] e [75], para resultados relacionados).
Teorema 1.11. Sejam E um espac¸o de Banach e Φ ∈ C(E;R), Gateaux-diferencia´vel em
E, com a derivada de Gateaux Φ′(v) ∈ E ′ para todo v ∈ E e cont´ınua da topologia da norma
de E para a topologia fraca ∗ de E ′. Suponha que Φ(0) = 0 e seja S ⊂ E fechado que
desconecta (por caminhos) E. Sejam v0 = 0 e v1 ∈ E pontos pertencentes a componentes
conexas distintas de E \ S. Suponha ainda que
inf
S
Φ ≥ α > 0 e Φ(v1) ≤ 0
e seja
Γ = {γ ∈ C([0, 1];E) : γ(0) = 0 e γ(1) = v1} .
Enta˜o
c
.
= inf
γ∈Γ
max
t∈[0,1]
Φ(γ(t)) ≥ α
e Φ possui uma sequ¨eˆncia de Palais-Smale no n´ıvel c (daqui por diante denotada por (PS)c
4).
O nu´mero c e´ chamado o n´ıvel do passo da montanha de Φ.
4Relembremos que (vn) e´ uma sequ¨eˆncia (PS)c para Φ se Φ(vn)→ c e Φ′(vn)→ 0 no espac¸o dual E′ .
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1.2.1 Geometria do Passo da Montanha
Agora, vamos provar que existe λ0 > 0 tal que para todo λ ∈ [0, λ0], o funcional Iλ tem a
geometria do Passo da Montanha. Com este intuito, primeiramente, consideremos o conjunto
S(ρ) .= {v ∈ E : Q(v) = ρ2} ,
em que ρ > 0 e Q : E → R e´ dada por
Q(v) =
∫
RN
|∇v|2 dx+
∫
RN
V (x)f 2(v) dx.
Desde que Q(v) e´ cont´ınua, S(ρ) e´ um subconjunto fechado e desconecta o espac¸o E.
Lema 1.12. Existem λ0, ρ0, α0 > 0 tais que, para todo λ ∈ [0, λ0],
Iλ(v) ≥ α0 para todo v ∈ S(ρ0).
Prova. Das hipo´teses (g1) − (g2), dado qualquer ² > 0, existe C > 0 tal que para todo
(x, s) ∈ RN × [0,+∞),
G(x, s) ≤ ²s2 + Csr.
Consequ¨entemente, para v ∈ S(ρ), por (V1) e desigualdade de Ho¨lder, segue que∫
RN
G(x, f(v)) dx ≤ ²
∫
RN
|f(v)|2 dx+ C
∫
RN
|f(v)|r dx
≤ ²
V0
ρ2 + C
∫
RN
|f 2(v)|r/2 dx
≤ ²
V0
ρ2 + C
[∫
RN
f 2(v) dx
]αr/2 [∫
RN
(f 2(v))2
∗
dx
]1−αr/2
≤ ²
V0
ρ2 + C(ρ2)αr/2
[∫
RN
|∇(f 2(v))|2 dx
](1−αr/2)2∗/2
,
em que
α =
22∗ − r
r(2∗ − 1) .
Desde que, para v ∈ S(ρ),∫
RN
|∇(f 2(v))|2 dx ≤ 2
∫
RN
|∇v|2 dx
≤ 2ρ2,
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obtemos ∫
RN
G(x, f(v)) dx ≤ ²
V0
ρ2 + Cρ(2αr+2
∗(2−αr))/2
=
²
V0
ρ2 + Cρ(2N+2r)/(N+2),
(1.17)
onde (2N + 2r)/(N + 2) > 2 pois r > 2.
Ale´m disso, pela condic¸a˜o (h0),∫
RN
H(x, f(v)) dx ≤ C1
∫
RN
|f(v)|q dx
≤ C1‖f(v)‖qX
≤ C1
[∫
RN
(|∇v|2 + V (x)f 2(v)) dx
]q/2
.
Assim, para v ∈ S(ρ), ∫
RN
H(x, f(v)) dx ≤ C1ρq. (1.18)
De (1.17) e (1.18), para v ∈ S(ρ) obtemos
Iλ(v) ≥
(
1
2
− ²
V0
)
ρ2 − Cρ(2N+2r)/(N+2) − λC1ρq
=ρ2
(
1
2
− ²
V0
− Cρ2(r−2)/(N+2)
)
− λC1ρq.
Agora, escolhendo 0 < 2² < V0 e ρ = ρ0 > 0 tais que
β0
.
=
1
2
− ²
V0
− Cρ2(r−2)/(N+2)0 > 0,
temos
Iλ(v) ≥ α0 .= β0ρ
2
0
2
> 0,
para todo λ ∈ [0, λ0] e v ∈ S(ρ0), onde λ0 .= (β0ρ2−q)/(2C1).
Lema 1.13. Para λ ∈ [0, λ0], existe v ∈ E satisfazendo Q(v) > ρ20 e Iλ(v) < 0.
Prova. Vamos provar que existe ϕ ∈ E tal que Iλ(tϕ)→ −∞ quando t→ +∞, o que prova
nossa tese se tomarmos v = tϕ com t suficientemente grande.
Note que por (g3) existem constantes positivas C1, C2 tais que
G(x, s) ≥ C1s2µ − C2 (1.19)
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para todo (x, s) ∈ B1 × [0,+∞). Escolhendo qualquer ϕ ∈ C∞0 (RN , [0, 1]) tal que
suppϕ = B1, (1.19) implica que
Iλ(tϕ) ≤ t
2
2
∫
B1
(|∇ϕ|2 + V (x)ϕ2) dx− C1
∫
B1
|f(tϕ)|2µ dx+ C2|B1|.
Usando a propriedade (6) do Lema 1.2, segue que f(s)/s e´ decrescente para s > 0. Desde
que 0 ≤ tϕ(x) ≤ t para x ∈ B1 e t > 0, obtemos f(tϕ(x)) ≥ f(t)ϕ(x), o que implica que
Iλ(tϕ) ≤ t
2
2
[∫
B1
(|∇ϕ|2 + V (x)ϕ2) dx− C1f(t)
2µ
t2
∫
B1
ϕ2µ dx+
C2
t2
|B1|
]
→−∞ quando t→ +∞,
pois
lim
t→+∞
f(t)2µ
t2
= +∞,
que e´ uma consequ¨eˆncia de µ > 2 e de (5) do Lema 1.2.
1.2.2 Condic¸a˜o de Palais-Smale
Primeiro, relembremos que (vn) ⊂ E e´ uma sequ¨eˆncia de Palais-Smale para Iλ se (Iλ(vn))
e´ limitada e I ′λ(vn) → 0 no espac¸o dual E ′ . O lema, a seguir, mostra-nos o motivo de
trabalharmos no espac¸o E em vez do espac¸o X. Se considera´ssemos o espac¸o X, devido
a na˜o-limitac¸a˜o do potencial V , na˜o conseguir´ıamos provar a limitac¸a˜o das sequ¨eˆncias de
Palais-Smale.
Lema 1.14. Qualquer sequ¨eˆncia de Palais-Smale para Iλ e´ limitada.
Prova. Seja (vn) ⊂ E uma sequ¨eˆncia (PS) para Iλ. Logo, dado δ > 0, para n grande e para
algum c > 0 temos
Iλ(vn)− 1
µ
〈I ′λ(vn), vn〉 ≤ δ‖vn‖+ c.
Pela propriedade (6) do Lema 1.2 e hipo´teses (h0) e (g3), obtemos
Iλ(vn)− 1
µ
〈I ′λ(vn), vn〉 ≥
(
1
2
− 1
µ
)∫
RN
|∇vn|2dx+
(
1
2
− 1
µ
)∫
RN
V (x)f 2(vn)dx
− 1
2µ
∫
RN
[2µG(x, f(vn))− g(x, f(vn))f(vn)] dx
−λ
∫
RN
H(x, f(vn)) dx
≥
(
1
2
− 1
µ
)∫
RN
[|∇vn|2 + V (x)f 2(vn)] dx− λC‖f(vn)‖qq.
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Usando a imersa˜o cont´ınua (1.5) e que |∇f(vn)| = f ′(vn)|∇vn| ≤ |∇vn| obtemos
‖f(vn)‖qq ≤ C
{∫
RN
[|∇vn|2 + V (x)f 2(vn)] dx
}q/2
.
Portanto,
δ‖vn‖+ c+ λC1
{∫
RN
[|∇vn|2 + V (x)f 2(vn)] dx}q/2
≥
(
1
2
− 1
µ
)∫
RN
[|∇vn|2 + V (x)f 2(vn)] dx
Usando a estimativa
‖vn‖ ≤
(∫
RN
|∇vn|2 dx
)1/2
+ 1 +
∫
RN
V (x)f 2(vn) dx
≤ 2 +
∫
RN
[|∇vn|2 + V (x)f 2(vn)] dx
(1.20)
e escolhendo δ > 0 tal que C(µ, δ)
.
= 1/2− 1/µ− δ > 0, obtemos
2δ + c+ λC1
{∫
RN
[|∇vn|2 + V (x)f 2(vn)] dx
}q/2
≥ C(µ, δ)
∫
RN
[|∇vn|2 + V (x)f 2(vn)] dx,
e como q ∈ (1, 2), conclu´ımos que∫
RN
[|∇vn|2 + V (x)f 2(vn)] dx ≤ C.
Novamente por (1.20), segue que ‖vn‖ e´ limitada.
Proposic¸a˜o 1.15. Iλ satisfaz a condic¸a˜o (PS)
5 (condic¸a˜o de Palais-Smale).
Prova. Seja (vn) ⊂ E uma sequ¨eˆncia (PS) para Iλ. Pelo Lema 1.14, sabemos que (vn)
e´ limitada em E e, portanto, em H1(RN) em vista da Proposic¸a˜o 1.8. Assim, a menos de
subsequ¨eˆncia, para algum v ∈ H1(RN), temos
vn ⇀ v em H
1(RN), vn ⇀ v em Ls(RN) para todo 1 ≤ s ≤ 2∗
5Um funcional Φ : E → R satisfaz a condic¸a˜o (PS) ((PS)c) se toda sequ¨eˆncia (PS) ((PS)c) para Φ possui
uma subsequ¨eˆncia convergente em E. Observe que Φ satisfaz a condic¸a˜o (PS) se, e somente se, satisfaz a
condic¸a˜o (PS)c para todo c ∈ R.
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e vn → v quase sempre em RN . Logo, por (1.6) e Lema de Fatou, podemos concluir que∫
RN
V (x)f 2(v) dx ≤ lim inf
n→∞
∫
RN
V (x)f 2(vn) dx ≤ C,
o que implica que v ∈ E. Ale´m disso, usando Proposition 1.5,
f(vn)→ f(v) em Ls(RN) para todo 1 ≤ s < 22∗. (1.21)
Agora, desde que f 2(s) e´ convexa, o funcional Q(v) e´ convexo e, portanto,
1
2
Q(v)− 1
2
Q(vn) ≥ 1
2
〈Q′(vn), v − vn〉
=
∫
RN
∇vn(∇v −∇vn) dx+
∫
RN
V (x)f(vn)f
′(vn)(v − vn) dx,
(veja [49, Lema 15.3]). Assim
1
2
∫
RN
(|∇v|2 + V (x)f 2(v)) dx− 1
2
∫
RN
(|∇vn|2 + V (x)f 2(vn)) dx
≥ λ
∫
RN
h(x, f(vn))f
′(vn)(v − vn) dx+
∫
RN
g(x, f(vn))f
′(vn)(v − vn) dx
+ 〈I ′λ(vn), v − vn〉
(1.22)
Note que escrevendo ∫
RN
g(x, f(vn))f
′(vn)(v − vn) dx
=
∫
RN
[g(x, f(vn))f
′(vn)− g(x, f(v))f ′(v)](v − vn) dx
+
∫
RN
g(x, f(v))f ′(v)(v − vn) dx,
e usando que g(x, f(v))f ′(v) ∈ L2N/(N+2) e vn ⇀ v em L2∗(RN), conclu´ımos que∫
RN
g(x, f(v))f ′(v)(v − vn) dx→ 0.
Ale´m disso, usando (g1)− (g2), (1.21) e o Teorema da Convergeˆncia Dominada de Lebesgue,
temos que
g(x, f(vn))f
′(vn)→ g(x, f(v))f ′(v) em L2N/(N+2)(RN).
Pela desigualdade de Ho¨lder e o fato que ‖v − vn‖2∗ ≤ C, obtemos∫
RN
[g(x, f(vn))f
′(vn)− g(x, f(v))f ′(v)](v − vn) dx→ 0.
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Analogamente, pelos mesmos argumentos,∫
RN
h(x, f(vn))f
′(vn)(v − vn) dx→ 0
desde que
h(x, f(vn))f
′(vn)→ h(x, f(v))f ′(v) em Lq/(q−1)(RN) e vn ⇀ v em Lq(RN).
Enta˜o, tomando o limite em (1.22), obtemos
lim inf
n→∞
∫
RN
|∇vn|2 dx + lim inf
n→∞
∫
RN
V (x)f 2(vn) dx
≤
∫
RN
|∇v|2 dx+
∫
RN
V (x)f 2(v) dx.
Mas, pela semicontinuidade da norma e Lema de Fatou segue que∫
RN
|∇v|2 dx ≤ lim inf
n→∞
∫
RN
|∇vn|2 dx∫
RN
V (x)f 2(v) dx ≤ lim inf
n→∞
∫
RN
V (x)f 2(vn) dx.
Portanto, devemos ter
lim inf
n→∞
∫
RN
|∇vn|2 dx =
∫
RN
|∇v|2 dx
lim inf
n→∞
∫
RN
V (x)f 2(vn) dx =
∫
RN
V (x)f 2(v) dx.
Usando (4) da Proposic¸a˜o 1.3, a menos de subsequ¨eˆncia, obtemos
inf
ξ>0
1
ξ
[
1 +
∫
RN
V (x)f 2(ξ(vn − v)) dx
]
→ 0
e isto juntamente com ∇vn → ∇v em L2(RN) implica que vn → v em E.
1.2.3 Prova do Teorema 1.1
Nos Lemas 1.12, 1.13 e Proposic¸o˜es 1.9, 1.15, checamos que Iλ satisfaz as hipo´teses do
Teorema 1.11 para todo λ ∈ [0, λ0]. Logo, Iλ possui uma sequ¨eˆncia (PS)cλ em que
cλ = inf
γ∈Γλ
max
t∈[0,1]
Iλ(γ(t)) > 0
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eΓλ = {γ ∈ C([0, 1], E) : γ(0) = 0 e Iλ(γ(1)) < 0}.
Desde que Iλ satisfaz a condic¸a˜o (PS)cλ , enta˜o vλ e´ um ponto cr´ıtico de Iλ no n´ıvel cλ.
Assim, ∫
RN
[∇vλ∇w + V (x)f(vλ)f ′(vλ)w] dx = λ
∫
RN
h(x, f(vλ))f
′(vλ)w dx
+
∫
RN
g(x, f(vλ))f
′(vλ)w dx,
(1.23)
para todo w ∈ E. Tomando w = −v−λ , obtemos∫
RN
|∇v−λ |2 dx+
∫
RN
V (x)f ′(vλ)f(vλ)(−v−λ ) dx = 0
Como f(vλ)(−v−λ ) ≥ 0, temos∫
RN
|∇v−λ |2 dx = 0 e
∫
RN
V (x)f(vλ)(−v−λ )√
1 + 2f 2(vλ)
dx = 0.
Logo, podemos concluir que v−λ = 0 quase sempre em RN e, portanto, vλ = v
+
λ ≥ 0. Sabemos,
pela Proposic¸a˜o 1.10, que vλ ∈ C2(RN). A fim de provarmos que vλ > 0 em RN , supomos,
caso contra´rio, que existe x0 ∈ RN tal que vλ(x0) = 0. A equac¸a˜o (1.4) pode ser escrita na
forma
−∆vλ + c(x)vλ = V (x)f ′(vλ)(vλ − f(vλ)) + λh(x, f(vλ))f ′(vλ) + g(x, f(vλ))f ′(vλ) ≥ 0,
onde c(x) = V (x)f ′(vλ(x)) > 0 para todo x ∈ RN . Aplicando o princ´ıpio do ma´ximo forte
para uma bola arbitra´ria centrada em x0, podemos concluir que vλ ≡ 0 o que e´ imposs´ıvel.
Portanto, vλ tem que ser estritamente positiva. Logo, uλ = f(vλ) e´ uma soluc¸a˜o cla´ssica
positiva de (Pλ).
A seguir, provemos a limitac¸a˜o de ‖uλ‖1,2 em λ. Tomando w = vλ em (1.23) e usando
(6) do Lema 1.2, obtemos
2
∫
RN
|∇vλ|2 dx + 2
∫
RN
V (x)f 2(vλ) dx
≥ 2
∫
RN
|∇vλ|2 dx+ 2
∫
RN
V (x)f(vλ)f
′(vλ)vλ dx
≥
∫
RN
g(x, f(vλ))f(vλ) dx.
(1.24)
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Ale´m disso,
µ
∫
RN
(|∇vλ|2 + V (x)f 2(vλ)) dx = 2µλ ∫
RN
H(x, f(vλ)) dx
+ 2µ
∫
RN
G(x, f(vλ)) dx+ 2µcλ
(1.25)
e cλ ≤ c0 onde c0 = infγ∈Γ0 maxt∈[0,1] I0(γ(t)) com I0 dado por
I0(v) =
1
2
∫
RN
(|∇v|2 + V (x)f 2(v)) dx− ∫
RN
G(x, f(v)) dx
e
Γ0 = {γ ∈ C([0, 1], E) : γ(0) = 0 e I0(γ(1)) < 0}.
Logo, por (1.24), (1.25) e usando (h0) e (g3), obtemos
(µ− 2)
∫
RN
(|∇vλ|2 + V (x)f 2(vλ)) dx
≤ 2µCλ0
∫
RN
|f(vλ)|q +
∫
RN
[2µG(x, f(vλ))− g(x, f(vλ))f(vλ)] dx+ 2µc0
≤ 2µCλ0
(∫
RN
(|∇vλ|2 + V (x)f 2(vλ)) dx)q/2 + 2µc0.
onde usamos que a imersa˜o X ↪→ Lq(RN) e´ cont´ınua. Desta desigualdade, conclu´ımos que∫
RN (|∇vλ|2 + V (x)f 2(vλ)) dx deve ser limitada em λ, mostrando que para todo λ ∈ [0, λ0]
temos
‖uλ‖1,2 = ‖f(vλ)‖1,2 ≤ C
(∫
RN
(|∇vλ|2 + V (x)f 2(vλ)) dx)1/2 ≤ C0.
Decaimento exponencial das soluc¸o˜es : Suponha que λ = 0 e seja v0 uma soluc¸a˜o de (1.4)
para este caso. Primeiramente, mostremos que v0 ∈ L∞(RN). Temos∫
RN
(∇v0∇ϕ+ V (x)f(v0)f ′(v0)ϕ) dx =
∫
RN
g(x, f(v0))f
′(v0)ϕ dx, (1.26)
para todo ϕ ∈ E. Para cada k > 0, definamos
vk =
{
v0 se v0 ≤ k
k se v0 ≥ k,
ϑk = v
2(β−1)
k v0 e ωk = v0v
β−1
k com β > 1 a ser determinado mais tarde. Tomando ϑk como
uma func¸a˜o teste em (1.23) e usando (V1), (6) do Lema 1.2 e que
g(x, f(v0)) ≤ V0
2
f(v0) + Cf(v0)
r−1, (1.27)
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obtemos ∫
RN
v
2(β−1)
k |∇v0|2 dx + 2(β − 1)
∫
RN
v0v
2(β−1)−1
k ∇vk∇v0 dx
≤ C
∫
RN
f(v0)
r−1f ′(v0)v0v
2(β−1)
k dx.
Observando que a segunda parcela no lado esquerdo da desigualdade anterior e´ na˜o-negativa
e por (6)− (7) do Lema 1.2, temos∫
RN
v
2(β−1)
k |∇v0|2 dx ≤ C
∫
RN
v
r/2
0 v
2(β−1)
k dx = C
∫
RN
vr˜−20 ω
2
k dx, (1.28)
em que r˜
.
= r/2. Pela desigualdade de Gagliardo–Nirenberg e (1.28), obtemos(∫
RN
ω2
∗
k dx
)2/2∗
≤ C1
∫
RN
|∇ωk|2 dx
≤ C2
∫
RN
v
2(β−1)
k |∇v0|2dx+ C3(β − 1)2
∫
RN
v20v
2(β−2)
k |∇vk|2dx
≤ C4β2
∫
RN
v
2(β−1)
k |∇v0|2 dx
≤ C5β2
∫
RN
vr˜−20 ω
2
k dx,
onde usamos que vk ≤ v0, 1 ≤ β2 e (β − 1)2 ≤ β2. Pela desigualdade de Ho¨lder, obtemos(∫
RN
ω2
∗
k dx
)2/2∗
≤ β2C5
(∫
RN
v2
∗
0 dx
)(r˜−2)/2∗ (∫
RN
ω
22∗/(2∗−r˜+2)
k dx
)(2∗−r˜+2)/2∗
.
Desde que ωk ≤ vβ0 e a imersa˜o E ↪→ L2∗(RN) e´ cont´ınua, obtemos[∫
RN
(v0v
β−1
k )
2∗ dx
]2/2∗
≤ β2C6‖v0‖r˜−2
(∫
RN
v
β22∗/(2∗−r˜+2)
0 dx
)(2∗−r˜+2)/2∗
.
Escolhendo β = 1 + (2∗ − r˜)/2, temos β22∗/(2∗ − r˜ + 2) = 2∗. Logo,(∫
RN
|v0vβ−1k |2
∗
dx
)2/2∗
≤ β2C6‖v0‖r˜−2‖v0‖2ββα∗ ,
em que α∗ = 22∗/(2∗ − r˜ + 2). Aplicando o Lema de Fatou em k, conclu´ımos que
‖v0‖β2∗ ≤ (β2C6‖v0‖r˜−2)1/2β‖v0‖βα∗ . (1.29)
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Para cada m = 0, 1, 2, ...., definamos βm+1α
∗ .= 2∗βm com β0
.
= β. Usando o argumento
anterior para β1, por (1.29) obtemos
‖v0‖β12∗ ≤ (β21C6‖v0‖r˜−2)1/2β1‖v0‖β1α∗
≤ (β21C6‖v0‖r˜−2)1/2β1(β2C6‖v0‖r˜−2)1/2β‖v0‖βα∗
≤ (C6‖v0‖r˜−2)1/2β1+1/2β(β)1/β(β1)1/β1‖v0‖2∗ .
Observando que βm = β
mβ, por iterac¸a˜o obtemos
‖v0‖βm2∗ ≤ (C6‖v0‖r˜−2)1/2β
∑m
i=0 β
−i
β1/β
∑m
i=0 β
−i
β1/β
∑m
i=0 iβ
−i‖v0‖2∗ .
Como β > 1, as se´ries
∑m
i=0 β
−i e
∑m
i=0 iβ
−i sa˜o convergentes. Logo, podemos tomar o limite
quando m→∞ para concluir que v0 ∈ L∞(RN) e
‖v0‖∞ ≤ C7‖v0‖(2∗−2)/(2∗−r˜).
Novamente por (V1), (6) do Lema 1.2, (1.23) e (1.27), para todo ϕ ∈ C∞0 (RN), ϕ ≥ 0, temos∫
RN
∇v0∇ϕ dx ≤ C
∫
RN
v0ϕ dx.
Logo, pelo Teorema 8.17 em [44], para um t > N/2 e para qualquer bola Br(x) centrada em
qualquer x ∈ RN , temos
sup
y∈Br(x)
v0(y) ≤ C(‖v0‖L2(B2r(x)) + ‖v0‖Lt(B2r(x)))
Em particular,
v0(x) ≤ C(‖v0‖L2(B2r(x)) + ‖v0‖Lt(B2r(x)))
e como
‖v0‖L2(B2r(x)) + ‖v0‖Lt(B2r(x)) → 0 quando |x| → ∞
conclu´ımos que
v0(x)→ 0 quando |x| → ∞.
Agora, vamos provar o decaimento exponencial de v0. Usando (g1) e o limite
lim
s→0
f(s)f ′(s)/s = 1, podemos escolher R0 > 0 tal que, para todo |x| ≥ R0,
f(v0(x))f
′(v0(x)) ≥ 3
4
v0(x) e g(x, f(v0(x))) ≤ V0
2
f(v0(x)). (1.30)
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Definamos ψ(x)
.
= M exp(−ξ|x|) onde ξ e M sa˜o tais que 4ξ2 < V0 e M exp(−ξR0) ≥ v0(x)
para todo |x| = R0. E´ fa´cil checar que, para todo x 6= 0,
∆ψ ≤ ξ2ψ. (1.31)
Consideremos a func¸a˜o φ
.
= ψ − v0. Logo, usando (1.30), (1.31) e o fato que
−∆v0 + V (x)f(v0)f ′(v0) = g(x, f(v0))f ′(v0) em RN ,
obtemos
−∆φ+ V0
4
φ ≥ 0 em |x| ≥ R0,
φ ≥ 0 em |x| = R0,
lim
|x|→∞
φ(x) = 0.
Pelo princ´ıpio do ma´ximo, devemos ter φ(x) ≥ 0 para todo |x| ≥ R0. Assim, v0(x) ≤
M exp(−ξ|x|) para todo |x| ≥ R0, de onde obtemos
u0(x) = f(v0(x)) ≤ v0(x) ≤ C exp (−ξ|x|)
para todo x ∈ RN e a prova do teorema esta´ completa.
Observac¸a˜o 1.16. Note que a hipo´tese (V2) pode ser trocada por qualquer condic¸a˜o sobre o
potencial V com o intuito de obtermos a compacidade da imersa˜o
X ↪→ Lp(RN) para todo 1 ≤ p < 2∗.
Observac¸a˜o 1.17. Existem classes importantes de na˜o-linearidades que na˜o sa˜o cobertas
por nossos resultados. Por exemplo,
λh(x, u) + g(x, u) = λuq−1 + ur−1
com 2 ≤ q < 4 e 4 < r < 22∗ ou, ainda, r sendo o expoente cr´ıtico r = 22∗ = 4N/(N − 2).
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CAPI´TULO 2
Existeˆncia e concentrac¸a˜o de ondas
estaciona´rias para uma classe de
equac¸o˜es de Schro¨dinger envolvendo
crescimento cr´ıtico em R2
Neste cap´ıtulo, consideramos o problema de concentrac¸a˜o
−ε2∆u+ V (z)u− ε2∆(u2)u = h(u) em R2, (Pε)
em que ε e´ um paraˆmetro positivo pequeno, o potencial V : R2 → R e´ localmente Ho¨lder
cont´ınuo, satisfaz a condic¸a˜o (V1), isto e´, V (z) ≥ V0 > 0 para todo z ∈ R2, e a condic¸a˜o
(V3) Existe um domı´nio limitado Ω ⊂ R2 tal que
ν1
.
= min
Ω
V < min
∂Ω
V.
Aqui, estamos interessados no caso em que o termo na˜o-linear h(s) tem crescimento
ma´ximo sobre s, o que nos permite tratar o problema (Pε) variacionalmente em um subespac¸o
conveniente E de H1(R2). Usando uma versa˜o da desigualdade de Trudinger-Moser e do
Teorema do Passo da Montanha (veja Teorema 1.11 do Cap´ıtulo 1 ) em E, estabelecemos a
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existeˆncia de soluc¸o˜es que se concentram perto do mı´nimo local ν1 de V .
Dizemos que uma func¸a˜o h : R2 → R tem crescimento cr´ıtico em +∞ se existe α0 > 0
tal que
lim
s→+∞
h(s)
exp(αs4)
=
 0, para todo α > α0+∞, para todo α < α0 (2.1)
Acreditamos que este crescimento exponencial seja o crescimento cr´ıtico para este tipo de
problema quando N = 2, em contrapartida ao caso N ≥ 3, onde o expoente cr´ıtico e´
22∗ = 4N/(N−2) (veja [36] e [58]). Tais noc¸o˜es sa˜o motivadas pelas estimativas de Trudinger-
Moser [63, 79] que afirmam que para todo α > 0 e u ∈ H10 (Ω)
exp(αu2) ∈ L1(Ω)
e, para todo α ≤ 4pi,
sup
‖∇u‖2≤1
∫
Ω
exp(αu2) dx ≤ C,
em que Ω ⊂ R2 e´ um domı´nio limitada suave. Subsequ¨entemente, Cao [21] provou uma
versa˜o da desigualdade de Trudinger-Moser no espac¸o inteiro, a qual foi melhorada por do
O´ [33], a saber, para todo α > 0 e u ∈ H1(R2)
exp(α|u|2)− 1 ∈ L1(R2). (2.2)
Ale´m disso, se α < 4pi e ‖u‖2 ≤ C, existe uma constante C1 = C1(C, α) tal que
sup
‖∇u‖2≤1
∫
R2
[exp(αu2)− 1] dx ≤ C1. (2.3)
Recentemente, a equac¸a˜o (Pε), com ε = 1, foi considerada em [36], onde os autores obtiveram
um resultado de existeˆncia de soluc¸a˜o, com a na˜o-linearidade h(s) tendo o crescimento cr´ıtico
(2.1), mas o potencial V satisfazia a hipo´tese (V1) e a condic¸a˜o assinto´tica
V (z) ≤ lim
|z|→∞
V (z)
.
= V∞ <∞.
Ate´ o momento, na˜o existe nenhum trabalho abordando problemas de concentrac¸a˜o
envolvendo a equac¸a˜o (Pε) com N = 2. Para enfatizarmos, neste cap´ıtulo, a na˜o-linearidade
h(s) cumpre as condic¸o˜es abaixo:
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(h1) h ∈ C1(R,R) e h(s) = 0 para s ≤ 0;
(h2) lim
s→0+
h(s)
s
= 0;
(h3) h tem o crescimento cr´ıtico (2.1);
(h4) Existe µ > 2 tal que para todo s > 0
0 < 2µH(s) = 2µ
∫ s
0
h(t)dt ≤ sh(s);
(h5) a func¸a˜o s→ h(s)/s3 e´ crescente para s > 0;
(h6) Existe β0 > 0 tal que
lim inf
s→+∞
sh(s) exp (−α0s4) ≥ β0.
Um exemplo t´ıpico de uma func¸a˜o h satisfazendo as hipo´teses (h1)− (h6) e´ dada por
h(s) =
λs
3[exp(s4)− 1] , s > 0
0 , s ≤ 0
em que λ > 0 e α0 = 1.
Como exposto na Introduc¸a˜o do trabalho, o pro´ximo teorema conte´m o resultado principal
deste cap´ıtulo.
Teorema 2.1. Suponha que o potencial V satisfaz (V1) e (V3) e que a na˜o-linearidade h(s)
satisfaz (h1)−(h6). Enta˜o existe ε0 > 0 tal que, para cada ε ∈ (0, ε0), o problema (Pε) possui
uma soluc¸a˜o positiva de energia mı´nima uε(z) em C
2,α
loc (R2) com as seguintes propriedades:
(i) uε tem um u´nico ma´ximo local (portanto global) zε em R2 e zε ∈ Ω;
(ii) lim
ε→0+
V (zε) = ν1 = min
Ω
V ;
(iii) Existem constantes positivas C e ζ tais que para todo z ∈ R2
uε(z) ≤ C exp
(
−ζ
∣∣∣∣z − zεε
∣∣∣∣) .
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2.1 A estrutura variacional e resultados preliminares
Formalmente, formulamos nosso problema em uma estrutura variacional, considerando o
seguinte funcional associado a (Pε):
Jε(u) =
ε2
2
∫
R2
(1 + 2u2)|∇u|2dz + 1
2
∫
R2
V (z)u2dz −
∫
R2
H(u) dz,
para u ∈ X, o subespac¸o fechado de H1(R2) definido por
X =
{
v ∈ H1(R2) :
∫
R2
V (z)v2dz <∞
}
.
Na˜o podemos aplicar diretamente os me´todos mini-max para estudar soluc¸o˜es de (Pε) como
pontos cr´ıticos do funcional Jε pois este na˜o esta´ nem bem definido sobre X. Fazendo a
mudanc¸a de varia´vel v = f−1(u), veja (1.2), a partir de Jε(u) obtemos o funcional
Iε(v) =
ε2
2
∫
R2
|∇v|2dz + 1
2
∫
R2
V (z)f 2(v) dz −
∫
R2
H(f(v)) dz (2.4)
o qual esta´ bem definido sobre o espac¸o
E =
{
v ∈ H1(R2) :
∫
R2
V (z)f 2(v)dz <∞
}
,
grac¸as as condic¸o˜es de crescimento (h2) − (h3), (7) do Lema 1.2 e a desigualdade do tipo
Trudinger-Moser (2.2). Conforme Proposic¸a˜o 2.7, E e´ um espac¸o de Banach munido da
norma dada por
‖v‖ = ‖∇v‖2 + inf
λ>0
1
λ
(
1 +
∫
R2
V (z)f 2(λv) dz
)
. (2.5)
Ale´m disso, os pontos cr´ıticos do funcional Iε sa˜o exatamente as soluc¸o˜es fracas da equac¸a˜o
semi-linear
−ε2∆v = f ′(v)[h(f(v))− V (z)f(v)] em R2. (2.6)
Observac¸a˜o 2.2. De acordo com [25, pag. 217] (veja tambe´m Proposic¸a˜o 4.3 do Cap´ıtulo
4), se v ∈ C2(RN) ∩ E e´ um ponto cr´ıtico do funcional Iε, enta˜o a func¸a˜o u = f(v) e´ uma
soluc¸a˜o cla´ssica de (Pε). Portanto, esta´ claro que para obtermos soluc¸o˜es cla´ssicas de (Pε),
e´ suficiente procurarmos por pontos pontos cr´ıticos do funcional Iε de classe C
2.
Como consequ¨eˆncia das propriedades de f obtidas no Lema 1.2 do Cap´ıtulo 1, obtemos
o seguinte resultado que sera´ importante para obtermos as caracterizac¸o˜es do n´ıvel do Passo
da Montanha:
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Lema 2.3. (i) A func¸a˜o
f(s)f ′(s)
s
e´ decrescente para s > 0;
(ii) A func¸a˜o
f 3(s)f ′(s)
s
e´ crescente para s > 0.
Prova. Usando (6) do Lema 1.2, segue facilmente que f(s)/s e´ decrescente para s > 0.
Logo, obtemos
d
ds
(
f(s)f ′(s)
s
)
=
d
ds
(
f(s)
s
)
f ′(s)− f(s)
s
2f(s)(f ′(s))4 < 0 para s > 0
o que mostra o ı´tem (i). Para provarmos (ii), calculamos a derivada abaixo para concluirmos
d
ds
(
f 3(s)f ′(s)
s
)
=
3f 2(s)(f ′(s))2s− 2f 4(s)(f ′(s))4s− f 3(s)f ′(s)
s2
≥ f ′(s)f 2(s)3f
′(s)s− f ′(s)s− f(s)
s2
= f ′(s)f 2(s)
2f ′(s)s− f(s)
s2
> 0 para s > 0,
onde usamos (6) e (11) do Lema 1.2. Portanto, o resultado esta´ provado.
2.1.1 Propriedades do Espac¸o E
Nesta sec¸a˜o, apresentamos propriedades do espac¸o E ana´logas as do cap´ıtulo anterior, que sa˜o
de suma importaˆncia em nossos argumentos para provarmos a existeˆncia e o comportamento
de concentrac¸a˜o das soluc¸o˜es de (Pε). Primeiramente, consideramos o espac¸o de func¸o˜es
X =
{
v ∈ H1(R2) :
∫
R2
V (z)v2dz <∞
}
,
que e´ um espac¸o de Hilbert munido com o produto interno dado por
〈u, v〉 =
∫
R2
(∇u∇v + V (z)uv) dz
cuja norma correspondente e´
‖v‖2X =
∫
R2
(|∇v|2 + V (z)v2) dz.
Como no Cap´ıtulo 1, as concluso˜es obtidas nos pro´ximos resultados sa˜o essenciais para o
desenvolvimento dos resultados.
43
Proposic¸a˜o 2.4. (1) E e´ um espac¸o vetorial normado com respeito a norma (2.5);
(2) Existe uma constante positiva C tal que para todo v ∈ E,∫
RN V (z)f
2(v) dz
1 +
[∫
RN V (z)f
2(v) dz
]1/2 ≤ C‖v‖; (2.7)
(3) Se vn → v em E, enta˜o ∫
RN
V (z)|f 2(vn)− f 2(v)| dz → 0
e ∫
RN
V (z)|f(vn)− f(v)|2 dz → 0;
(4) Se vn → v quase sempre e∫
RN
V (z)f 2(vn) dz →
∫
RN
V (z)f 2(v) dz,
enta˜o
inf
ξ>0
1
ξ
[
1 +
∫
RN
V (z)f 2(ξ(vn − v)) dz
]
→ 0.
Prova. As provas de (1), (2) e (4) sa˜o ideˆnticas as provas dos ı´tens (1), (2) e (4) da
Proposic¸a˜o 1.3.
A provar de (3) tem uma pequena diferenc¸a com relac¸a˜o a` prova do ı´tem (3) da Proposic¸a˜o
1.3. Note que se vn → v em E, enta˜o por (2.7) devemos ter∫
R2
V (z)f 2(vn − v) dz → 0. (2.8)
Em particular, a menos de subsequ¨eˆncia, V (z)f 2(vn − v) → 0 quase sempre em R2. Desde
que V (z) 6= 0 para todo z ∈ R2 e f−1 e´ cont´ınua, segue que vn → v quase sempre em R2.
Logo, pelo Lema de Fatou obtemos∫
R2
V (z)f 2(v) dz ≤ lim inf
n→+∞
∫
R2
V (z)f 2(vn) dz ≤ C.
Por (2.8), tambe´m temos que existe h ∈ L1(RN) tal que
V (x)f 2(vn − v) ≤ h
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vale quase sempre em RN . Ademais, a desigualdade (1.7) juntamente com a convexidade de
f 2 implica que
V (x)f 2(vn) ≤ C0
2
V (x)f 2(vn − v) + C0
2
V (x)f 2(v)
≤ C1
(
h+ V (x)f 2(v)
)
.
Desde que h+V (x)f 2(v) ∈ L1(RN), pelo Teorema da Convergeˆncia Dominada de Lebesgue,
os limites em (3) esta˜o provados.
Corola´rio 2.5. A imersa˜o X ↪→ E e´ cont´ınua.
Prova. Ana´loga a` prova do Corola´rio 1.4.
Proposic¸a˜o 2.6. A aplicac¸a˜o v → f(v) de E em Lq(R2) e´ cont´ınua para 2 ≤ q <∞.
Prova. Para v ∈ E, segue, por definic¸a˜o, que f(v) ∈ X. Usando (V1), temos que a imersa˜o
X ↪→ H1(R2) e´ cont´ınua. Consequ¨entemente, a imersa˜o
X ↪→ Lq(R2), 2 ≤ q <∞ (2.9)
e´ tambe´m cont´ınua. Logo, para algum C > 0, temos
‖f(v)‖q ≤ C‖f(v)‖X ≤ C
[∫
R2
(|∇v|2 + V (z)f 2(v)) dz
]1/2
. (2.10)
Seja (vn) uma sequ¨eˆncia em E tal que vn → v em E. Por (3) da Proposic¸a˜o 2.4, temos∫
R2
V (z)|f(vn)− f(v)|2dz → 0. (2.11)
Segue tambe´m que
∂vn
∂xi
→ ∂v
∂xi
em L2(R2)
para i = 1, 2. Portanto, a menos de subsequ¨eˆncia, existe hi ∈ L2(R2) verificando∣∣∣∣∂vn∂xi
∣∣∣∣ ≤ hi quase sempre em R2
para i = 1, 2 e isto implica que∣∣∣∣∂f(vn)∂xi
∣∣∣∣ = ∣∣∣∣f ′(vn)∂vn∂xi
∣∣∣∣ ≤ ∣∣∣∣∂vn∂xi
∣∣∣∣ ≤ hi.
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Ale´m disso,
∂f(vn)
∂xi
= f ′(vn)
∂vn
∂xi
→ f ′(v) ∂v
∂xi
=
∂f(v)
∂xi
quase sempre em R2
para i = 1, 2. Logo, pelo Teorema da Convergeˆncia Dominada de Lebesgue, segue que
‖∇(f(vn))−∇(f(v))‖2 → 0.
Usando a imersa˜o (2.10) e (2.11), conclu´ımos que
‖f(vn)− f(v)‖2q ≤ C‖∇(f(vn))−∇(f(v))‖22
+C
∫
R2
V (z)|f(vn)− f(v)|2dz → 0
para 2 ≤ q <∞. Assim, o resultado esta´ provado.
Proposic¸a˜o 2.7. E e´ um espac¸o de Banach.
Prova. Seja (vn) uma sequ¨eˆncia de Cauchy em E. Pela definic¸a˜o da norma em E, (|∇vn|)
e´ uma sequ¨eˆncia de Cauchy em L2(R2). Logo, existem w1, w2 ∈ L2(R2) tais que
∂vn
∂x1
→ w1 e ∂vn
∂x2
→ w2 em L2(R2).
Usando (2.7), dado ² > 0 existe n0 ∈ N verificando∫
R2
V (z)f 2(vm − vn) dz < ²2/2 e
∫
R2
|∇vm −∇vn|2 dz < ²2/2 (2.12)
para todo m,n ≥ n0. Logo, por (2.9) obtemos que ‖f(vn − vm)‖q < C² para 2 ≤ q < ∞.
Agora, usando (10) do Lema 1.2, conclu´ımos que (vn) e´ uma sequ¨eˆncia de Cauchy em L
2(R2).
Portanto, existe v ∈ L2(R2) tal que vn → v em L2(R2). Para i = 1, 2, temos∫
R2
vn
∂ϕ
∂xi
dz = −
∫
R2
∂vn
∂xi
ϕ dz ∀ ϕ ∈ C∞0 (R2).
Tomando o limite quando n→∞, obtemos∫
R2
v
∂ϕ
∂xi
dz = −
∫
R2
wiϕ dz ∀ ϕ ∈ C∞0 (R2),
o que implica que v tem derivada fraca e wi =
∂v
∂xi
para i = 1, 2. Assim, v ∈ H1(R2) e
‖∇vn −∇v‖2 → 0 quando n→∞. (2.13)
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Como (vn) e´ limitada em E, usando (2.7) temos que
∫
R2 V (z)f
2(vn) dz e´ tambe´m limitada.
Enta˜o, o Lema de Fatou implica que∫
R2
V (z)f 2(v) dz ≤ lim inf
n→∞
∫
R2
V (z)f 2(vn) dz ≤ C. (2.14)
Consequ¨entemente, v ∈ E. Fixando m > n0 qualquer em (2.12), segue que∫
R2
V (z)f 2(vm − v) dz ≤ lim inf
n→∞
∫
R2
V (z)f 2(vm − vn) dz < ²2/2
e isto mostra que
lim
m→∞
∫
R2
V (z)f 2(vm − v) dz = 0.
Por um argumento similar, usado na prova de (3) da Proposic¸a˜o 1.3, podemos concluir que∫
R2
V (z)f 2(vn) dz →
∫
R2
V (z)f 2(v) dz.
Portanto, por (4) do Proposic¸a˜o 2.4, conclu´ımos que
inf
ξ>0
1
ξ
[
1 +
∫
R2
V (z)f 2(ξ(vn − v)) dz
]
→ 0
que juntamente com (2.13) mostra que
‖vm − v‖ → 0.
Proposic¸a˜o 2.8. A imersa˜o E ↪→ Lr(R2) e´ cont´ınua para 2 ≤ r <∞.
Prova. Em vista de (10) do Lema 1.2 e Proposic¸a˜o 2.6, segue que se v ∈ E enta˜o v ∈ Lq(R2)
for 2 ≤ q < ∞. Ale´m disso, se vn → 0 em E, a Proposic¸a˜o 2.6 mostra que f(vn) → 0 em
Lq(R2) para 2 ≤ q <∞. Usando mais uma vez (10) do Lema 1.2, obtemos
|vn|r ≤ C1|f(vn)|r + C2|f(vn)|2r
para r ≥ 2 e isto implica que vn → 0 em Lr(R2) para 2 ≤ r < ∞. Assim, o resultado esta
provado.
Tambe´m como no Cap´ıtulo 1, temos a seguinte proposic¸a˜o:
Proposic¸a˜o 2.9. A imersa˜o E ↪→ H1(RN) e´ cont´ınua. Ale´m disso, o espac¸o C∞0 (RN) e´
denso em E.
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2.2 O problema modificado
Nesta sec¸a˜o, seguindo ide´ias de [30], fazemos uma modificac¸a˜o conveniente no termo na˜o-
linear h(s) fora do domı´nio Ω de tal maneira que o novo funcional energia associado satisfac¸a
a condic¸a˜o de Palais-Smale.
Definamos a func¸a˜o
k(z, s)
.
= χΩ(z)h(s) + (1− χΩ(z))h˜(s)
em que
h˜(s) =
h(s), se s ≤ aV0
τ
s, se s > a
com τ > 2µ
µ−2 > 2 e a > 0 e´ tal que h(a) = aV0/τ .
Na˜o e´ dif´ıcil checar que k(z, s) satisfaz as seguintes propriedades:
(k1) k(z, s) e´ de classe C
1 por partes em s para qualquer z fixado e k(z, s) = 0 para s ≤ 0;
(k2) para cada δ > 0, β > α0 e q ≥ 0 existe uma constante C = C(δ, β, q) > 0 tal que para
todo s ≥ 0 e z ∈ R2, temos
k(z, s) ≤ δs+ Csq[exp(βs4)− 1];
(k3) 0 < 2µK(z, s) ≤ k(z, s)s, (z, s) ∈ [Ω× (0,+∞)] ∪ [(R2 − Ω)× (0, a)] e
0 ≤ 2K(z, s) ≤ k(z, s)s ≤ 1
τ
V (z)s2, (z, s) ∈ [(R2 − Ω)× [0,+∞)]
em que K(z, s) =
∫ s
0
k(z, t)dt;
(k4) Para cada z ∈ Ω, a func¸a˜o s→ k(z, s)/s3 e´ crescente para s > 0.
Agora, consideremos o problema modificado
−ε2∆v = f ′(v)[k(z, f(v))− V (z)f(v)] em R2. (2.15)
Sem perda de generalidade, vamos assumir por enquanto que ε = 1. O funcional energia
I : E → R associado a (2.15) e´ dado por
I(v) = 1
2
∫
R2
|∇v|2dz + 1
2
∫
R2
V (z)f 2(v) dz −
∫
R2
K(z, f(v)) dz.
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2.2.1 Regularidade do funcional I
O lema e o corola´rio, a seguir, sera˜o usados para mostrar a regularidade e a geometria do
Passo da Montanha do funcional I.
Lema 2.10. Sejam β > 0 e r > 1. Enta˜o, para cada α > r, existe uma constante positiva
C = C(α) tal que, para todo s ∈ R,[
exp(βs2)− 1]r ≤ C [exp(αβs2)− 1] . (2.16)
Prova. Basta estudar o comportamento da func¸a˜o cont´ınua
g(s)
.
=
[exp(βs2)− 1]r
[exp(αβs2)− 1]
no zero e no infinito. Temos que
lim
s→0
[exp(βs2)− 1]r
[exp(αβs2)− 1] = lims→0
r [exp(βs2)− 1]r−1 exp(βs2)
α exp(αβs2)
= 0.
Ale´m disso,
lim
|s|→∞
[exp(βs2)− 1]r
[exp(αβs2)− 1] = lim|s|→∞
exp(rβs2) [1− exp(−βs2)]r
exp(αβs2) [1− exp(−αβs2)] = 0
e o resultado segue.
O seguinte Corola´rio e´ uma consequ¨eˆncia do Lema 2.10 e da desigualdade de Trudinger-
Moser (2.2):
Corola´rio 2.11. Se β > 0, q > 0 e r > 1, as func¸o˜es [exp(βu2) − 1]r e |u|q[exp(βu2) − 1]
pertencem a L1(R2) para todo u ∈ H1(R2).
Prova. Seja u em H1(R2). Pela desigualdade de Trudinger-Moser e (2.16), e´ claro que
[exp(βu2)− 1]r ∈ L1(R2).
Agora, escolhendo t > 1 tal que tq ≥ 2 e usando a desigualdade de Young obtemos
|u|q[exp(βu2)− 1] ≤ 1
t
|u|tq + t− 1
t
[exp(βu2)− 1]t/(t−1).
Pela primeira parte da prova segue que
[exp(βu2)− 1]t/(t−1) ∈ L1(R2),
e desde que u ∈ Ltq(R2), pela desigualdade anterior conclu´ımos que |u|q[exp(βu2) − 1] ∈
L1(R2).
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Proposic¸a˜o 2.12. O funcional I e´ cont´ınuo e Gateaux-diferencia´vel em E com
〈I ′(v), ϕ〉 =
∫
RN
∇v∇ϕ dz +
∫
RN
V (z)f(v)f ′(v)ϕ dz −
∫
RN
k(z, f(v))f ′(v)ϕ dz.
para v, ϕ ∈ E. Ale´m disso, para v ∈ E temos que I ′(v) ∈ E ′ e se vn → v em E enta˜o
I ′(vn)→ I ′(v) na topologia fraca ∗ de E ′ .
Prova. Por (k2) e (k3) temos que∣∣∣∣∫
R2
K(z, f(v)) dz
∣∣∣∣ ≤ 12
∫
R2
|k(z, f(v))f(v)| dz
≤ C1
∫
R2
|f(v)|2 dz + C2
∫
R2
|f(v)|[exp(β(f(v))4)− 1] dz
≤ C1
∫
R2
v2 dz + C2
∫
R2
|v|[exp(2βv2)− 1] dz,
(2.17)
o que mostra que I esta´ bem definido em E, grac¸as ao Corola´rio 2.11.
Agora, suponha que vn → v em E. Enta˜o, pela Proposic¸a˜o 2.4, temos∫
R2
|∇vn|2dz →
∫
R2
|∇v|2dz∫
R2
V (z)f 2(vn) dz →
∫
R2
V (z)f 2(v) dz
e a Proposic¸a˜o 2.9 implica que vn → v emH1(R2). Disto, a menos de subsequ¨eˆncia, podemos
concluir que |vn| ≤ g quase sempre em R2 para alguma g ∈ H1(R2). Logo, como em (2.17),
segue que
|K(z, f(vn))| ≤ C1g2 + C2|g|[exp(2βg2)− 1] quase sempre em R2
e desde que C1g
2+C2|g|[exp(2βg2)−1] ∈ L1(R2), pelo Teorema da Convergeˆncia Dominada
de Lebesgue, obtemos ∫
R2
K(z, f(vn)) dz →
∫
R2
K(z, f(v)) dz.
Consequ¨entemente, I(vn)→ I(v) e a continuidade esta´ provada.
Em seguida, para v, ϕ ∈ E, temos que
1
2
∫
RN
V (z)(f 2(v + tϕ)− f 2(v))
t
dz =
∫
RN
V (z)f(ξ)f ′(ξ)ϕ dz
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em que
min{v, v + tϕ} ≤ ξ ≤ max{v, v + tϕ}.
Se |t| ≤ 1, segue que |ξ| ≤ |v| + |ϕ| e usando (2), (10) − (11) do Lema 1.2 e o fato que f e´
crescente, obtemos
|V (z)f(ξ)f ′(ξ)ϕ| ≤ C1V (z)|f(ξ)f ′(ξ)||f(ϕ)|+ C2V (z)|f(ξ)f ′(ξ)|f 2(ϕ)
≤ C1V (x)|f(|v|+ |ϕ|)|f(ϕ) + C2√
2
V (z)f 2(ϕ)
≤ C1V (z)f 2(|v|+ |ϕ|) + C1V (z)f 2(ϕ) + C2V (z)f 2(ϕ)
e
C1V (z)f
2(|v|+ |ϕ|) + C1V (z)f 2(ϕ) + C2V (z)f 2(ϕ) ∈ L1(R2).
Como V (z)f(ξ)f ′(ξ)ϕ → V (z)f(v)f ′(v)ϕ quase sempre quando t → 0, pelo Teorema da
Convergeˆncia Dominada de Lebesgue, conclu´ımos que
lim
t→0
1
2
∫
R2
V (z)(f 2(v + tϕ)− f 2(v))
t
dz =
∫
R2
V (z)f(v)f ′(v)ϕ dz.
Analogamente, usando as propriedades de f , a hipo´tese (k2) e mais uma vez o Teorema da
Convergeˆncia Dominada de Lebesgue, segue que
lim
t→0
∫
R2
K(z, f(v + tϕ))−K(z, f(v))
t
dz =
∫
R2
k(z, f(v))f ′(v)ϕ dz.
Logo, I e´ Gateaux-diferencia´vel em E.
A prova de que I ′(v) ∈ E ′ para cada v ∈ E e´ ana´loga a` prova da Proposic¸a˜o 1.9.
A seguir, seja ϕ ∈ E e suponha que vn → v em E. Logo, por (3) da Proposic¸a˜o 2.4 temos
que ∫
R2
V (z)|f 2(vn)− f 2(v)| dz → 0,
o que implica, a menos de subsequ¨eˆncia, que existe g1 ∈ L1(R2) tal que V (z)f 2(vn) ≤ g1
vale quase sempre em R2. Da´ı, usando (2), (10)− (11) do Lema 1.2, temos que
|V (z)f(vn)f ′(vn)ϕ| ≤ C1V (z)|f(vn)f ′(vn)||f(ϕ)|+ C2V (z)|f(vn)f ′(vn)|f 2(ϕ)
≤ C1V (z)f 2(vn) + C1V (z)f 2(ϕ) + C2V (z)f 2(ϕ)
≤ C1g1 + C3V (z)f 2(ϕ) ∈ L1(R2)
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e pelo Teorema da Convergeˆncia Dominada de Lebesgue, obtemos que∫
R2
V (z)f(vn)f
′(vn)ϕ dz →
∫
R2
V (z)f(v)f ′(v)ϕ dz.
Como na prova da continuidade, podemos concluir que |vn| ≤ g quase sempre em R2 para
alguma g ∈ H1(R2). Logo, por (k2), segue que
|k(z, f(vn))f ′(vn)ϕ| ≤ C1|f(vn)f ′(vn)ϕ|+ C2|f ′(vn)ϕ|[exp(βf(vn)4)− 1]
≤ C1g2 + C3ϕ2 + C2[exp(2βg2)− 1]2
e como C1g
2 + C3ϕ
2 + C2[exp(2βg
2) − 1]2 ∈ L1(R2), mais uma vez pelo Teorema da
Convergeˆncia Dominada de Lebesgue, conclu´ımos que∫
R2
k(z, f(vn))f
′(vn)ϕ dz →
∫
R2
k(z, f(v))f ′(v)ϕ dz.
Portanto, 〈I ′(vn), ϕ〉 → 〈I ′(v), ϕ〉 e a prova esta´ completa.
Lema 2.13. Se v ∈ E, β > 0, q > 0 e ‖v‖ ≤ M com 2βM2 < 4pi, enta˜o existe
C = C(β,M, q) > 0 tal que∫
R2
[
exp(β|f(v)|4)− 1] |f(v)|q dz ≤ C‖f(v)‖qX .
Prova. Consideremos r > 1 perto de 1 tal que 2rβM2 < 4pi e sq ≥ 2, em que s = r/(r− 1).
Por (7) do Lema 1.2 e desigualdade de Ho¨lder, temos∫
R2
[
exp(β|f(v)|4)− 1] |f(v)|q dz ≤ ∫
R2
[
exp(2βv2)− 1] |f(v)|q dz
≤
(∫
R2
[
exp(2βv2)− 1]r dz)1/r (∫
R2
|f(v)|qsdz
)1/s
.
Em seguida, tomando α > r perto de r tal que 2αβM2 < 4pi, Pelo Lema 2.10 e (2.3) obtemos∫
R2
[
exp(2βv2)− 1] |f(v)|q dz
≤ C1
(∫
R2
[
exp(2αβv2)− 1] dz)1/r ‖f(v)‖qqs
≤ C1
(∫
R2
[
exp
(
2αβM2
(
v
‖∇v‖2
)2)
− 1
]
dz
)1/r
‖f(v)‖qqs
≤ C2‖f(v)‖qqs.
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Finalmente, a imersa˜o (2.9) implica que∫
R2
[
exp(β|f(v)|4)− 1] |f(v)|q dz ≤ C‖f(v)‖qX .
2.2.2 Geometria do Passo da Montanha
Em vista do Lema 2.13, podemos, agora, provar que o funcional I possui a geometria do
Passo da Montanha. Com este intuito, para ρ > 0, definamos
Sρ
.
=
{
v ∈ E :
∫
R2
|∇v|2dz +
∫
R2
V (z)f 2(v) dz = ρ2
}
.
Desde que Q : E → R dada por
Q(v) =
∫
RN
|∇v|2dz +
∫
RN
V (z)f 2(v) dz
e´ cont´ınua, enta˜o Sρ e´ um subconjunto fechado que desconecta o espac¸o E.
Lema 2.14. (1) Existem ρ, α > 0 tais que I(v) ≥ α para todo v ∈ Sρ;
(2) Para todo v ∈ E \ {0}, I(tv)→ −∞ quando t→∞.
Prova. Para v ∈ Sρ, obtemos, por (k2)− (k3) e Lema 2.13, que
I(v) ≥ 1
2
ρ2 − V0
4
∫
R2
f 2(v) dz − C
∫
R2
[
exp(β|f(v)|4)− 1] |f(v)|q dz
≥ 1
2
ρ2 − 1
4
∫
R2
V (z)f 2(v) dz − C1‖f(v)‖qX
≥ 1
4
ρ2 − C1ρq
com q > 2 e ‖v‖ pequeno. Portanto, se ρ > 0 e´ suficientemente pequeno, segue que
α
.
= 1
4
ρ2 − Cρq > 0 e
I(v) ≥ α para v ∈ Sρ.
Agora, provemos que para todo v ∈ E \ {0},
I(tv)→ −∞ quando t→ +∞.
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Temos que existem constantes C1, C2 > 0 tais que K(z, s) ≥ C1s2µ − C2 para todo z ∈ Ω e
s ≥ 0. Assim, para v ∈ E \ {0}, obtemos
I(tv) ≤ t
2
2
∫
R2
|∇v|2dz + 1
2
∫
R2
V (z)f 2(tv)dz −
∫
Ω
K(z, f(tv))dz
≤ t2
(
1
2
∫
R2
|∇v|2dz + 1
2
∫
R2
V (z)
f 2(tv)
t2
dz − C1
∫
Ω
|f(tv)|2µ
t2
dz + C2
|Ω|
t2
)
.
Usando a desigualdade (2.7), temos∫
R2
V (z)
f 2(tv)
t2
dz
1
t
+
(∫
R2
V (z)
f 2(tv)
t2
dz
)1/2 ≤ C‖v‖
e isto implica que ∫
R2
V (z)
f 2(tv)
t2
dz = O(1) quando t→∞.
Por outro lado, temos∫
Ω
|f(tv)|2µ
t2
dz =
∫
{z∈Ω:v(z)6=0}
(
f(t|v|)√
t|v|
)4
|f(tv)|2µ−4v2dz
e desde que (
f(t|v(z)|)√
t|v(z)|
)4
|f(tv(z))|2µ−4v2(z)→ +∞ quando t→ +∞
se v(z) 6= 0, pelo Lema de Fatou segue que∫
Ω
|f(tv)|2µ
t2
dz → +∞ quando t→ +∞.
Portanto,
I(tv)→ −∞ quando t→ +∞.
2.2.3 Caracterizac¸a˜o do n´ıvel do Passo da Montanha
Consideremos a Variedade de Nehari
N .= {v ∈ E \ {0} : 〈I ′(v), v〉 = 0}.
Temos o seguinte lema:
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Lema 2.15. Para cada v ∈ E \ {0}, existe um u´nico tv > 0 tal que tvv ∈ N . Ale´m disso, o
valor ma´ximo de I(tv) para t ≥ 0 e´ atingido em t = tv.
Prova. Seja v ∈ E \ {0} fixado e defina a func¸a˜o g(t) .= I(tv) para t ≥ 0. Note que
g′(t) = 〈I ′(tv), v〉 = 0 se e, somente se, tv ∈ N . Temos que g′(t) = 0 e´ equivalente a∫
R2
|∇v|2dz =
∫
R2
k(z, f(tv))f ′(tv)v
t
dz −
∫
R2
V (z)f(tv)f ′(tv)v
t
dz
=
∫
R2
[
k(z, f(t|v|))f ′(t|v|)
t|v| −
V (z)f(t|v|)f ′(t|v|)
t|v|
]
v2dz.
Afirmamos que o lado direito da igualdade anterior e´ uma func¸a˜o crescente de t. Para ver
isto, fixado z, consideremos a func¸a˜o c : (0,∞)→ R definida por
c(s) =
k(z, f(s))f ′(s)
s
− V (z)f(s)f
′(s)
s
.
A func¸a˜o c e´ crescente para cada z ∈ R2. De fato, se z ∈ Ω temos que
c(s) =
h(f(s))
f 3(s)
f 3(s)f ′(s)
s
+ V (z)
(
−f(s)f
′(s)
s
)
e se z ∈ R2 − Ω
c(s) =

h(f(s))
f 3(s)
f 3(s)f ′(s)
s
+ V (z)
(
−f(s)f
′(s)
s
)
, se s ≤ f−1(a)
τV (z)− V0
τ
(
−f(s)f
′(s)
s
)
, se s > f−1(a)
Assim, o Corola´rio 2.3 e (h5) implicam a afirmac¸a˜o.
Em seguida, escolhamos δ > 0 tal que
∫
R2 |∇v|2dz−δ
∫
R2 v
2dz > 0. Em vista de (k2)−(k3),
para β > α0, existe C > 0 satisfazendo
k(z, f(tv))f(tv)
t2
≤ δ f
2(tv)
t2v2
v2 + C
f 2(tv)
t2v2
v2[exp(βf 4(tv))− 1]
≤ δv2 + Cv2[exp(2βv2)− 1].
Como δv2+Cv2[exp(2βv2)−1] ∈ L1(R2), o Teorema da Convergeˆncia Dominada de Lebesgue
implica que
lim
t→0+
∫
R2
k(z, f(tv))f(tv)
t2
dz ≤ δ
∫
R2
v2dz. (2.18)
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Desde que
g(t) = t2
(
1
2
∫
R2
|∇v|2dz + 1
2
∫
R2
V (z)f 2(tv)
t2
dz −
∫
R2
K(z, f(tv))
t2
dz
)
≥ t2
(
1
2
∫
R2
|∇v|2dz − 1
2
∫
R2
k(z, f(tv))f(tv)
t2
dz
)
,
pelo limite (2.18) segue que g(t) > 0 para t > 0 pequeno. Ademais, g(0) = 0 e
g(t) = I(tv) < 0 para t grande. Portanto, das concluso˜es anteriores, existe um u´nico
tv > 0 tal que g
′(tv) = 0, isto e´, tvv ∈ N . Ale´m disso, g(tv) = max
t≥0
g(t).
O n´ıvel do Passo da Montanha do funcional I e´ definido por
c = inf
γ∈Γ
max
t∈[0,1]
I(γ(t)),
em que
Γ = {γ ∈ C([0, 1], E) : γ(0) = 0, I(γ(1)) < 0}.
Pelo Lema 2.14, sabemos que c > 0. Agora, definamos os nu´meros
c˜ = inf
N
I
c = inf
v∈E\{0}
max
t≥0
I(tv).
O pro´ximo resultado mostra a igualdade entre os nu´meros c, c˜ e c.
Lema 2.16. c˜ = c = c
Prova. O Lema precedente implica que maxt≥0 I(tv) = I(tvv) ≥ c˜ para todo v ∈ E \ {0}
pois tvv ∈ N . Logo c ≥ c˜. Por outro lado, pela definic¸a˜o de c, temos, em particular, que
c ≤ maxt≥0 I(tv) = I(tvv) para todo v ∈ N . Mas, para v ∈ N , temos que tv = 1, o que
implica que c ≤ I(v) para todo v ∈ N e, portanto, c ≤ c˜. Assim, c˜ = c.
Desde que I(t0v) < 0 para v ∈ E \ {0} e t0 grande, definindo γ : [0, 1] → E por
γ(t) = tt0v, segue que γ ∈ Γ e, consequ¨entemente, c ≤ c. Agora, mostremos que c˜ ≤ c.
A variedade N separa E em duas componentes. A ide´ia e´ mostrar que para toda curva
γ ∈ Γ, 0 = γ(0) e γ(1) esta˜o em componentes distintas. Procedendo como na prova da
geometria do Passo da Montanha, segue que
〈I ′(v), v〉 = 1
2
∫
R2
|∇v|2 dz + 1
2
∫
R2
V (z)f(v)f ′(v)v dz −
∫
R2
k(z, f(v))f ′(v)v dz
≥ 1
4
∫
R2
(|∇v|2 + V (z)f 2(v)) dz − C1
(∫
R2
(|∇v|2 + V (z)f 2(v)) dz
)q/2
,
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com q > 2 e ‖v‖ pequena. Pela desigualdade (2.7), observe que se ‖v‖ → 0 enta˜o∫
R2
(|∇v|2 + V (z)f 2(v)) dz → 0,
o que implica, pela u´ltima desigualdade, que existe δ > 0 tal que 〈I ′(v), v〉 > 0 quando
0 < ‖v‖ < δ. Isto prova que a componente contendo a origem tambe´m conte´m uma
pequena bola em torno da origem. Ale´m disso, I(v) ≥ 0 para todo v nesta componente, pois
〈I ′(tv), v〉 ≥ 0 para todo 0 ≤ t ≤ tv. Assim, γ(0) e γ(1) esta˜o em componentes distintas,
mostrando que toda curva γ ∈ Γ tem que cruzar N . Portanto, devemos ter c˜ ≤ c. Com isso,
c ≤ c e o lema esta´ provado.
2.2.4 Condic¸a˜o de Palais-Smale
Lema 2.17. Qualquer sequ¨eˆncia de Palais-Smale de I e´ limitada.
Prova. Seja (vn) em E uma sequ¨eˆncia de Palais-Smale para I no n´ıvel c, isto e´,
I(vn)→ c e I ′(vn)→ 0.
Temos que
µI(vn)− 〈I ′(vn), vn〉 ≤ ²n‖vn‖+ cµ+ on(1).
com ²n → 0 quando n→∞. Por outro lado,
µI(vn)− 〈I ′(vn), vn〉
=
(µ
2
− 1
)∫
R2
|∇vn|2dz +
∫
R2
V (z)
[µ
2
f 2(vn)− f ′(vn)f(vn)vn
]
dz
+
∫
Ω
[k(z, f(vn))f
′(vn)vn − µK(z, f(vn))]dz
+
∫
R2\Ω
[k(z, f(vn))f
′(vn)vn − µK(z, f(vn))]dz.
Usando (k3) e o fato que f
2(s)/2 ≤ f ′(s)f(s)s ≤ f 2(s) para todo s ∈ R, temos
µI(vn)− 〈I ′(vn), vn〉 ≥
(µ
2
− 1
)∫
R2
|∇vn|2 dz +
(µ
2
− 1
)∫
R2
V (z)f 2(vn) dz
− µ
∫
R2\Ω
K(z, f(vn)) dz
≥
(µ
2
− 1
)∫
R2
|∇vn|2dz +
(µ
2
− 1− µ
2τ
)∫
R2
V (z)f 2(vn)dz
≥
(µ
2
− 1− µ
2τ
)∫
R2
(|∇vn|2 + V (z)f 2(vn)) dz.
(2.19)
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Desde que
‖vn‖ ≤ 2 +
∫
R2
(|∇vn|2 + V (z)f 2(vn)) dz,
segue que
on(1) + cµ+ ²n‖vn‖ ≥
[
(µ− 2)τ − µ
2τ
]
(‖vn‖ − 2)
e, portanto, [
(µ− 2)τ − µ
2τ
− ²n
]
‖vn‖ ≤ on(1) + cµ+ (µ− 2)τ − µ
τ
.
Como τ > µ/(µ− 2), conclu´ımos que (vn) e´ limitada.
Observac¸a˜o 2.18. Das desigualdades (2.19), podemos concluir que∫
R2
|∇vn|2 dz ≤ 2µ
µ− 2c+ on(1).
O corola´rio, a seguir, sera´ essencial para mostrar que o funcional I satisfaz a condic¸a˜o
de Palais-Smale.
Corola´rio 2.19. Se (vn) e´ uma sequ¨eˆncia de Palais-Smale para I, enta˜o dado δ > 0 existe
R > 0 tal que
lim sup
n→∞
∫
|z|≥R
(|∇vn|2 + V (z)f 2(vn)) dz < δ.
Prova. Para R > 0, considere a func¸a˜o ϕRvn, onde ϕR ∈ C∞(R2, [0, 1]), ϕR(z) = 0 se
|z| ≤ R/2, ϕR(z) = 1 se |z| ≥ R e |∇ϕR(z)| ≤ C/R para todo z ∈ R2. Pelo lema anterior,
(ϕRvn) e´ limitada em E. Logo, 〈I ′(vn), ϕRvn〉 = on(1), de onde obtemos∫
R2
|∇vn|2ϕRdz +
∫
R2
V (z)f(vn)f
′(vn)vnϕRdz +
∫
R2
vn∇vn∇ϕRdz
=
∫
R2
k(z, f(vn))f
′(vn)vnϕRdz + on(1).
Por (k3) e propriedade (6) do Lema 1.2, temos
1
2
∫
R2
(|∇vn|2 + V (z)f 2(vn))ϕRdz +
∫
R2
vn∇vn∇ϕRdz
≤ 1
τ
∫
R2
V (z)f 2(vn)ϕRdz + on(1)
pois, para R > 0 suficientemente grande, Ω ⊂ BR/2. Da´ı, usando desigualdade de Ho¨lder e
que |∇ϕR| ≤ C/R e τ > 2, segue que∫
|z|≥R
(|∇vn|2 + V (z)f 2(vn))dz ≤ C
R
‖vn‖2‖∇vn‖2 + on(1)
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o que prova o lema.
Agora, vamos mostrar que o funcional I satisfaz a condic¸a˜o (PS)c, em que c e´ o seu n´ıvel
do Passo da Montanha. Para isto, usaremos o seguinte resultado de convergeˆncia cuja prova
pode ser encontrada em [27].
Lema 2.20. Sejam O um domı´nio limitado em R2 e (un) em L1(O) tal que un → u em
L1(O) e seja g(x, s) uma func¸a˜o cont´ınua. Enta˜o g(x, un) → g(x, u) em L1(O) desde que
g(x, un) ∈ L1(O) para todo n e
∫
O |g(x, un)un|dx ≤ C.
Proposic¸a˜o 2.21. Suponha que o n´ıvel do Passo da Montanha c seja menor que µ−2
µ
pi
α0
.
Enta˜o o funcional I satisfaz a condic¸a˜o (PS)c.
Prova. Seja (vn) em E tal que
I(vn)→ c e I ′(vn)→ 0,
com 0 < c < (µ− 2)pi/(µα0). Pelo Lema 2.17, a sequ¨eˆncia (vn) e´ limitada em E e, portanto,
em H1(R2). Logo, a menos de subsequ¨eˆncia, vn ⇀ v ∈ H1(R2) e vn → v quase sempre em
R2. Assim, usando o Lema de Fatou, temos∫
R2
V (z)f 2(v)dz ≤ lim inf
n→∞
∫
R2
V (z)f 2(vn)dz ≤ C
o que implica que v ∈ E. Tambe´m temos que vn → v em Lsloc(R2) para todo s ≥ 1 e, como
consequ¨eˆncia do Teorema do Valor Me´dio, f(vn)→ f(v) em Lsloc(R2) para todo s ≥ 1. Desta
convergeˆncia e aplicando o Teorema da Convergeˆncia Dominada de Lebesgue, segue que∫
BR
V (z)f 2(vn)dz →
∫
BR
V (z)f 2(v)dz para todo R > 0
e, em vista do Corola´rio 2.19, podemos concluir que∫
R2
V (z)f 2(vn)dz →
∫
R2
V (z)f 2(v)dz. (2.20)
Em virtude de (4) da Proposic¸a˜o 2.4, para provarmos que vn → v em E, falta apenas
garantirmos que ∫
R2
|∇vn|2dz →
∫
R2
|∇v|2dz. (2.21)
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Para isto, vamos provar a seguinte afirmac¸a˜o:
Afirmac¸a˜o 1. v e´ um ponto cr´ıtico na˜o-trivial de I.
Verificac¸a˜o da Afirmac¸a˜o 1. Seja φ em C∞0 (R2) e Q = supp(φ). Usando Lema 2.20,
segue gue k(z, f(vn))→ k(z, f(v)) em L1(Q). Logo, a menos de subsequ¨eˆncia, temos
|k(z, f(vn))| ≤ l ∈ L1(Q) quase sempre em Q.
Assim,
|k(z, f(vn))f ′(vn)φ| ≤ sup
Q
|φ|l ∈ L1(Q).
Portanto, como consequ¨eˆncia do Teorema da Convergeˆncia Dominada de Lebesgue,∫
R2
k(z, f(vn))f
′(vn)φ dz →
∫
R2
k(z, f(v))f ′(v)φ dz.
Analogamente, ∫
R2
V (z)f(vn)f
′(vn)φ→
∫
R2
V (z)f(v)f ′(v)φ.
Por outro lado,
〈I ′(vn), φ〉 =
∫
R2
∇vn∇φ dz +
∫
R2
V (z)f(vn)f
′(vn)φ dz
−
∫
R2
k(z, f(vn))f
′(vn)φ dz → 0.
Logo, para todo φ ∈ C∞0 (R2),∫
R2
∇v∇φ dz +
∫
R2
V (z)f(v)f ′(v)φ dz =
∫
R2
k(z, f(v))f ′(v)φ dz (2.22)
o que mostra que v e´ um ponto cr´ıtico de I pois C∞0 (R2) e´ denso em E. Se v ≡ 0, por (2.20),
obtemos ∫
R2
V (z)f(vn)f
′(vn)vn dz ≤
∫
R2
V (z)f 2(vn) dz → 0
e tomando R > 0 satisfazendo Ω ⊂ BR, segue que∫
|z|≥R
k(z, f(vn))f
′(vn)vndz ≤
∫
|z|≥R
k(z, f(vn))f(vn)dz
≤ 1
τ
∫
|z|≥R
V (z)f 2(vn)dz → 0.
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Ale´m disso, como c < (µ−2)pi/(µα0), pela Observac¸a˜o 2.18 segue que ‖∇vn‖2 < 2pi/α0 para
n suficientemente grande. Agora, escolhamos q > 1 perto de 1 e β > α0 perto de α0 de modo
que ainda tenhamos
2qβ‖∇vn‖22 < 4pi.
Usando a desigualdade de Trudinger-Moser (2.3), (k2) e o fato que f(vn) → 0 em Ls(BR)
para todo s ≥ 1, obtemos∫
BR
k(z, f(vn))f
′(vn)vndz ≤
∫
BR
k(z, f(vn))f(vn)dz
≤
∫
BR
f 2(vn)dz + C
∫
BR
f(vn)[exp(βf
4(vn))− 1]dz
≤ C
(∫
R2
[
exp
(
2αβ‖∇vn‖22
(
vn
‖∇vn‖2
)2)
− 1
]
dz
)1/q (∫
BR
|f(vn)|q′dz
)1/q′
+
∫
BR
f 2(vn)dz
≤ C
(∫
BR
|f(vn)|q′dz
)1/q′
+
∫
BR
f 2(vn)dz → 0.
em que q′ = q/(q − 1) e onde usamos o Lema 2.10 com α > q pro´ximo de q tal que
2αβ‖∇vn‖22 < 4pi. Logo, obtemos∫
R2
k(z, f(vn))f
′(vn)vndz → 0
Em particular, por (k3), tambe´m obtemos∫
R2
K(z, f(vn)) dz → 0
e desde que∫
R2
|∇vn|2 dz +
∫
R2
V (z)f(vn)f
′(vn)vn dz −
∫
R2
k(z, f(vn))f
′(vn)vn dz → 0,
conclu´ımos que ‖∇vn‖22 → 0. Assim,
I(vn) =
∫
R2
|∇vn|2 dz +
∫
R2
V (z)f 2(vn) dz −
∫
R2
K(z, f(vn)) dz → 0
o que e´ uma contradic¸a˜o. Portanto, v 6= 0 e a Afirmac¸a˜o 1 esta´ provada.
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Da caracterizac¸a˜o do n´ıvel do Passo da Montanha obtida no Lema 2.16, segue que
I(v) ≥ c. Como tambe´m temos vn ⇀ v em D1,2(R2), pela semicontinuidade da norma,∫
R2
|∇v|2dz ≤ lim inf
n→∞
∫
R2
|∇vn|2dz. (2.23)
Observe que devemos ter a igualdade em (2.23). Caso contra´rio, pelo Lema de Fatou,
obtemos
µc ≤ µI(v)− 〈I ′(v), v〉
=
(µ
2
− 1
)∫
R2
|∇v|2 dz
+
∫
R2
[µ
2
V (z)f 2(v)− V (z)f(v)f ′(v) + k(z, f(v))f ′(v)v − µK(z, f(v))
]
dz
< lim inf
n→∞
{(µ
2
− 1
)∫
R2
|∇vn|2 dz
+
∫
R2
[
µ
2
V (z)f 2(vn)− V (z)f(vn)f ′(vn) + k(z, f(vn))f ′(vn)vn − µK(z, f(vn))
]
dz
}
= lim inf
n→∞
[µI(vn)− 〈I ′(vn), vn〉] = µc.
o que e´ uma contradic¸a˜o. Logo, a menos de subsequ¨eˆncia , conclu´ımos que∫
R2
|∇vn|2 dz →
∫
R2
|∇v|2 dz
que juntamente com a convergeˆncia fraca implica que ‖∇vn −∇v‖2 → 0. Da´ı, por (2.20) e
(4) da Proposic¸a˜o 2.4 segue que vn → v em E, o que prova que I satisfaz a condic¸a˜o (PS)c.
Em vista do que foi obtido para o funcional I, podemos resumir os resultados anteriores
no seguinte teorema:
Teorema 2.22. Para cada ε > 0 tal que 0 < cε <
µ
µ−2
pi
α0
, em que
cε = inf
v∈E\{0}
max
t≥0
Iε(tv), (2.24)
o problema modificado (2.15) possui uma soluc¸a˜o positiva vε ∈ C2,αloc (R2) com Iε(vε) = cε.
Prova. Pelas Proposic¸o˜es 2.12, 2.21 e Lema 2.14, podemos aplicar o Teorema do Passo da
Montanha (veja Proposic¸a˜o 1.11 do Cap´ıtulo 1 ) para concluir que para todo ε > 0 tal que
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0 < cε < (µ− 2)pi/(µα0), onde cε e´ dado por
cε = inf
γ∈Γε
max
t∈[0,1]
Iε(γ(t))
e
Γε = {γ ∈ C([0, 1];E) : γ(0) = 0 e Iε(γ(1)) < 0} ,
o funcional Iε possui um ponto cr´ıtico vε ∈ E\{0} no n´ıvel cε. Pelo Lema 2.16, o n´ıvel cε
pode ser dado como em (2.24). Logo, para todo w ∈ E, temos
ε2
∫
R2
∇vε∇w dz +
∫
R2
V (z)f(vε)f
′(vε)w dz −
∫
R2
k(z, f(vε))f
′(vε)w dz = 0
e, como na prova do Teorema 1.1 do Cap´ıtulo 1, tomando w = −v−ε , podemos concluir que
v−ε = 0 quase sempre em R2 e, portanto, vε = v+ε ≥ 0. Ale´m disso, vε ∈ C2,αloc (R2). De fato,
temos que
−∆vε = w em R2
no sentido fraco, em que
w(z)
.
= f ′(vε(z))[k(z, f(vε(z)))− V (z)f(vε(z))].
Em vista de (k2), obtemos
|w| ≤ f ′(vε)
{
C1|f(vε)|+ C2|f(vε)|[exp(α(f(vε))4)− 1]
} ≤ C3 + C4[exp(2αv2ε)− 1]
em qualquer bola BR, onde usamos (7) e (11) do Lema 1.2. Usando o Lemma 2.10 e
a desigualdade de Trudinger-Moser, segue que w ∈ Lq(BR) para todo q ≥ 2. Assim,
pela teoria de regularidade el´ıptica, obtemos que vε ∈ W 2,q(BR) para todo q ≥ 2. Logo,
vε ∈ C1,1loc (RN) e isto implica que w e´ localmente Ho¨lder cont´ınua. Consequ¨entemente, pela
teoria de regularidade de Schauder vε ∈ C2,αloc (RN) for some α ∈ (0, 1).
Finalmente, temos que vε > 0 em R2. Com efeito, suponha, ao contra´rio, que exista
z0 ∈ R2 tal que vε(z0) = 0. A equac¸a˜o (3.3) pode ser escrita na forma
−∆vε + c(z)vε = V (z)f ′(vε)(vε − f(vε)) + k(z, f(vε))f ′(vε) ≥ 0,
onde c(z) = V (z)f ′(vε(z)) > 0 para todo z ∈ R2. Aplicando o princ´ıpio do ma´ximo forte
para uma bola arbitra´ria centrada em z0, podemos concluir que vε ≡ 0, o que e´ imposs´ıvel.
A prova do teorema esta´ agora completa.
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2.3 O problema limite
Nesta sec¸a˜o, obtemos um resultado, atrave´s de um problema auxiliar, que sera´ importante
na obtenc¸a˜o de nossos resultados. Para isto, consideremos o seguinte funcional energia
Fε(v) = 1
2
∫
R2
|∇v|2dx + 1
2
∫
R2
V (εx)f 2(v) dx−
∫
R2
K(εx, f(v)) dx,
associado a` equac¸a˜o
−∆v = f ′(v)[k(εx, f(v))− V (εx)f(v)] em R2, (2.25)
definido sobre o espac¸o de Banach
Eε =
{
v ∈ H1(R2) :
∫
R2
V (εx)f 2(v)dx <∞
}
munido da norma
‖v‖ε = ‖∇v‖2 + inf
λ>0
1
λ
(
1 +
∫
R2
V (εx)f 2(λv)dx
)
.
Da mesma forma que Iε, o funcional Fε possui a geometria do Passo da Montanha com o
n´ıvel dado por
bε = inf
v∈Eε\{0}
max
t≥0
Fε(tv) > 0.
Daqui por diante, podemos supor, sem perda de generalidade, que ∂Ω e´ suave, 0 ∈ Ω e
V (0) = ν1.
A fim de obtermos uma estimativa para o n´ıvel do Passo da Montanha bε, vamos
considerar o problema auxiliar
−∆u+ ν1u−∆(u2)u = h(u) em R2, (2.26)
o qual torna-se
−∆v = f ′(v)[h(f(v))− ν1f(v)] .= g1(v) em R2 (2.27)
depois da mudanc¸a de varia´vel v = f−1(u). O funcional energia correspondente a` Equac¸a˜o
(2.27) e´ dado por
I1(v) =
1
2
∫
R2
(|∇v|2 + ν1f 2(v)) dx−
∫
R2
h(f(v)) dx, v ∈ H1(R2).
Agora, enunciamos o seguinte resultado devido a do O´, Miyagaki e Soares [36]:
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Teorema 2.23. Suponha que a na˜o-linearidade h(s) satisfaz (h2), (h3), (h4) e (h6). Enta˜o
a equac¸a˜o (2.27) tem uma soluc¸a˜o cla´ssica positiva ω ∈ H1(R2). Ale´m disso, ω(x) → 0
quando |x| → ∞ e
inf
γ∈Γ
max
t∈[0,1]
I1(γ(t)) = I1(ω) = c1 =
4piµ0
α0rσ4
, (2.28)
em que µ0 = (µ− 2)/(2µ), σ > 21/4, r > 0 e´ tal que β0 > 8/(α0r2) e
Γ = {γ ∈ C([0, 1], H1(R2)) : γ(0) = 0, I1(γ(1)) < 0}.
Observac¸a˜o 2.24. Em [36], a estimativa (2.28) e´ obtida das desigualdades (4.20) e da
Observac¸a˜o 4.2. Chamamos a atenc¸a˜o que o decaimento para zero no infinito, vale para
qualquer soluc¸a˜o de (2.27).
Observac¸a˜o 2.25. Desde que
g′1(s) = f
′′(s)h(f(s)) + (f ′(s))2h′(f(s))− ν1f ′′(s)f(s)− ν1(f ′(s))2,
temos que g′1(0) = −ν1 < 0. Logo, usando um resultado de Gidas-Ni-Nirenberg [38],
conclu´ımos que ω e´ esfericamente sime´trica em torno de algum ponto em R2 e ∂ω/∂r < 0
para todo r > 0, onde r e´ a coordenada radial em torno daquele ponto.
2.4 Estimativa do n´ıvel do Passo da Montanha bε
Em vista de (2.28), o pro´ximo resultado traz uma estimativa para o n´ıvel do Passo da
Montanha bε, que nos permitira´ mostrar que existe ε0 > 0 tal que 0 < cε < (µ− 2)pi/(µα0)
para todo ε ∈ (0, ε0).
Lema 2.26. lim supε→0 bε ≤ c1.
Prova. Seja ω uma soluc¸a˜o cla´ssica positiva do problema (2.27). Sem perda de generalidade,
podemos assumir que ω atinge seu ma´ximo no zero. Considere a func¸a˜o ω̂ε(x)
.
= φ(εx)ω(x),
onde φ ∈ C∞0 (R2, [0, 1]) e´ definida por
φ(x) =
 1 , x ∈ Bρ0 , x ∈ R2\B2ρ
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para algum ρ > 0. Assumiremos que B2ρ ⊂⊂ Ω. E´ fa´cil ver que
ω̂ε → ω em H1(R2).
Ale´m disso, supp(ω̂ε) ⊂ Ωε = {x ∈ R2 : εx ∈ Ω} e∫
R2
V (εx)f 2(ω̂ε) dx =
∫
supp(ω̂ε)
V (εx)f 2(ω̂ε) dx ≤
∫
Ωε
V (εx)ω̂2ε dx
≤ sup
Ω
V
∫
Ωε
ω̂2ε dx ≤ C sup
Ω
V
e isto implica, em particular, que ω̂ε ∈ Eε. Para cada ε > 0, seja tε ∈ (0,+∞) tal que
max
t≥0
Fε(tω̂ε) = Fε(tεω̂ε).
Assim, temos
bε ≤ max
t≥0
Fε(tω̂ε) ≤ t
2
ε
2
∫
R2
(|∇ω̂ε|2 + V (εx)ω̂2ε)dx−
∫
R2
K(εx, f(tεω̂ε))dx
=
t2ε
2
∫
R2
(|∇ω̂ε|2 + V (εx)ω̂2ε)dx−
∫
R2
H(f(tεω̂ε))dx. (2.29)
Afirmamos que tε → 1 quando ε → 0. De fato, desde que 〈F ′ε(tεω̂ε), tεω̂ε〉 = 0, usando (6)
do Lema 1.2, obtemos∫
R2
t2ε|∇ω̂ε|2dx +
∫
R2
V (εx)f(tεω̂ε)f
′(tεω̂ε)tεω̂εdx
=
∫
R2
k(εx, f(tεω̂ε))f
′(tεω̂ε)tεω̂εdx (2.30)
≥ 1
2
∫
R2
h(f(tεω̂ε))f(tεω̂ε)dx.
Logo, por (h4), segue que
t2ε
(∫
R2
|∇ω̂ε|2dx+
∫
R2
V (εx)ω̂2ε dx
)
≥ µ
∫
Ω
H(f(tεω̂ε))dx.
Para ε pequeno, segue que Ω ⊂ Bρ/ε o que implica que ω̂ε(x) = ω(x). Da u´ltima desigualdade
e novamente por (h4), temos que existem constantes C1 e C2 tais que
t2ε
(∫
R2
|∇ω̂ε|2dx +
∫
R2
V (εx)ω̂2εdx
)
≥ C1µ
∫
Ω
(f(tεω))
2µdx− C2µ|Ω|
≥ C1µ(f(tεω(y0)))2µ|Ω| − C2µ|Ω|
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de onde obtemos que
C ≥ C1µ
(
f(tεω(y0))√
tεω(y0)
)4
(f(tεω(y0))
2µ−4ω2(y0)|Ω| − C2µ|Ω|
t2ε
em que ω(y0) = min
x∈Ω
ω(x) > 0. De acordo com (4) do Lema 1.2 e desde que µ > 2 e f(s)→∞
quando s→∞, conclu´ımos que (tε) tem que ser limitado. Assim, a menos de subsequ¨eˆncia,
tε → t1 ≥ 0. Por outro lado, desde que
∫
R2(|∇ω̂ε|2+V (εx)ω̂2ε)dx e´ limitado, por (2.29) temos
t2ε ≥ 2bε/C e bε ≥ c0 onde c0 > 0 o n´ıvel do Passo da Montanha do funcional
I0(v) =
1
2
∫
R2
(|∇v|2 + V0f 2(v))dx−
∫
R2
H(f(v))dx, v ∈ H1(R2), (2.31)
pois V (z) ≥ V0 e K(z, s) ≤ H(s) para todo z ∈ R2 e s ≥ 0. Portanto, t2ε ≥ 2bε/C ≥ 2c0/C >
0 e isto implica que t1 > 0. Passando o limite em (2.30), obtemos
t21
∫
R2
|∇ω|2dx+ ν1
∫
R2
f(t1ω)f
′(t1ω)t1ω dx =
∫
R2
h(f(t1ω))f
′(t1ω)t1ω dx. (2.32)
Ale´m disso, ∫
R2
|∇ω|2dx+ ν1
∫
R2
f(ω)f ′(ω)ω dx =
∫
R2
h(f(ω))f ′(ω)ω dx. (2.33)
De (2.32) e (2.33), obtemos
ν1
∫
R2
[
f(t1ω)f
′(t1ω)
t1ω
− f(ω)f
′(ω)
ω
]
ω2dx
=
∫
R2
[
h(f(t1ω))f
′(t1ω)
t1ω
− h(f(ω))f
′(ω)
ω
]
ω2dx.
Pela hipo´tese (h5) e Corola´rio 2.3, segue que
L1(s)
.
=
h(f(s))f ′(s)
s
=
h(f(s))
f 3(s)
f 3(s)f ′(s)
s
e L2(s)
.
=
f(s)f ′(s)
s
sa˜o crescente e decrescente para s > 0, respectivamente. Assim, devemos ter t1 = 1.
Ademais,
Fε(tεω̂ε) = I1(tεω̂ε) + 1
2
∫
R2
(V (εx)− ν1)f 2(tεω̂ε) dx
visto que
∫
R2 K(εx, f(tεω̂ε))dx =
∫
R2 H(f(tεω̂ε))dx. Tomando o limite quando ε → 0 e
usando a definic¸a˜o de ω̂ε e o Teorema da Convergeˆncia Dominada de Lebesgue, conclu´ımos
que ∫
R2
(V (εx)− ν1)f 2(tεω̂ε)dx→ 0 quando ε→ 0
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e, portanto,
lim sup
ε→0
bε ≤ lim sup
ε→0
I1(tεω̂ε) = I1(ω) = c1.
2.5 Estimativa L∞ e decaimento uniforme a zero
Observando que cε = ε
2bε, segue, pelo Lema 2.26, que existe ε0 > 0 tal que cε ≤ c1 <
(µ− 2)pi/(µα0) para todo ε ∈ (0, ε0), onde consideramos r > 1 de modo que β0 > 8/(α0r2).
Assim, definindo ϑε(x)
.
= vε(z), z = εx, pelo Teorema 2.22, ϑε e´ um ponto cr´ıtico de
classe C2 positivo de Fε (portanto uma soluc¸a˜o de (2.25)) no n´ıvel
Fε(ϑε) = bε = inf
v∈Eε\{0}
max
t≥0
Fε(tv) > 0.
O lema, a seguir, mostra a limitac¸a˜o de ϑε em Eε para ε ∈ (0, ε0).
Lema 2.27. Existe C > 0 tal que ‖ϑε‖ε ≤ C para todo ε ∈ (0, ε0).
Prova. Pelo Lema 2.26, temos Fε(ϑε) ≤ c1 + oε(1), onde oε(1)→ 0 quando ε→ 0. Assim
µ
(∫
R2
|∇ϑε|2dx+
∫
R2
V (εx)f 2(ϑε)dx
)
≤
∫
R2
2µK(εx, f(ϑε))dx+ 2µc1 + 1 (2.34)
para todo ε ∈ (0, ε0). Ademais, note que∫
R2
|∇ϑε|2dx+
∫
R2
V (εx)f 2(ϑε)dx ≥
∫
R2
|∇ϑε|2dx+
∫
R2
V (εx)f(ϑε)f
′(ϑε)ϑεdx
=
∫
R2
k(εx, f(ϑε))f
′(ϑε)ϑεdx
≥ 1
2
∫
R2
k(εx, f(ϑε))f(ϑε)dx,
que juntamente com (k3) e (2.34), implica que
(µ− 2)
(∫
R2
[|∇ϑε|2 + V (εx)f 2(ϑε)]dx
)
≤
∫
R2
[2µK(εx, f(ϑε))− k(εx, f(ϑε))f(ϑε)]dx+ 2µc1 + 1
≤
∫
R2\Ωε
[2µK(εx, f(ϑε))− k(εx, f(ϑε))f(ϑε)]dx+ 2µc1 + 1
≤ 2(µ− 1)
τ
∫
R2\Ωε
V (εx)f 2(ϑε)dx+ 2µc1 + 1.
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Como τ > 2µ/(µ− 2), segue que∫
R2
[|∇ϑε|2 + V (εx)f 2(ϑε)]dx ≤ C (2.35)
para algum C > 0. Logo ‖ϑε‖ε ≤ C para todo ε ∈ (0, ε0).
O pro´ximo resultado diz respeito a regularidade da famı´lia (ϑε) e e´ essencial para a prova
do Teorema 2.1. Usaremos a desigualdade de Gagliardo-Nirenberg (veja [49, pag. 31]), a
qual afirma que
‖u‖q ≤ C(θ)‖u‖1−θr ‖∇u‖θ2 (2.36)
para todo u ∈ H1(R2) ∩ Lr(R2), em que 1 ≤ r <∞, 0 < θ ≤ 1 e
1
q
.
=
1− θ
r
(2.37)
Proposic¸a˜o 2.28. As func¸o˜es ϑε pertencem a L
∞(R2). Ale´m disso, existem ε0 > 0 e C > 0
tais que ‖ϑε‖∞ ≤ C para todo 0 < ε < ε0.
Prova. Tomando θ = 1/2 em (2.37), segue que q = 2r e (2.36) torna-se
‖u‖2r ≤ C‖u‖1/2r ‖∇u‖1/22 .
Agora, pondo u = f(ϑε) e r = σn
.
= 2n, n ≥ 1, temos
‖f(ϑε)‖σn+1 ≤ C‖f(ϑε)‖1/2σn
pois ‖∇ϑε‖2 ≤ C e f ′(ϑε) ≤ 1. Logo, por iterac¸a˜o, obtemos que
‖f(ϑε)‖σn+1 ≤ C1+1/2+...+1/2
n−1‖f(ϑε)‖1/2
n
2 .
Como ‖f(ϑε)‖2 ≤ V −1/20
[∫
R2 V (εx)f
2(ϑε)dx
]1/2 ≤ C e a se´rie 1 + 1/2 + ... + 1/2n−1 e´
convergente, conclu´ımos que
‖f(ϑε)‖L∞(Bρ(x)) ≤ lim
n→∞
‖f(ϑε)‖Lσn+1 (Bρ(x)) ≤ lim
n→∞
‖f(ϑε)‖σn+1 ≤ C
onde ρ > 0 e x ∈ R2 sa˜o arbitra´rios. Assim, como f−1 e´ cont´ınua, segue que
‖ϑε‖∞ ≤ C para todo 0 < ε < ε0. (2.38)
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Corola´rio 2.29. Existe C0 > 0 tal que ‖ϑε‖1,2 ≤ C0 para todo 0 < ε < ε0.
Prova. Desde que ‖ϑε‖∞ ≤ C para todo 0 < ε < ε0, usando (9) da Proposic¸a˜o 1.2 temos
que
f(ϑε) ≥ C2ϑε para algum C2 > 0. (2.39)
Assim, em vista de (2.38) e (V1), o resultado segue.
Lema 2.30. Existem uma famı´lia (yε){0<ε<ε0} em R2 e constantes positivas R e β tais que∫
BR(yε)
f 2(ϑε) dx ≥ β para todo 0 < ε < ε0.
Prova. Assuma, ao contra´rio, que exista uma sequ¨eˆncia εn → 0 quando n → ∞ tal que
para todo R > 0
lim
n→∞
sup
x∈R2
∫
BR(x)
f 2(ϑεn) dx = 0.
Usando o Lema 1.1 em [54], conclu´ımos que f(ϑεn) → 0 em Ls(R2) para todo s > 2. Da´ı,
usando (k2), para δ > 0, obtemos∫
R2
k(εnx, f(ϑεn))f(ϑεn)dx ≤ δ
∫
R2
f 2(ϑεn)dx
+C
∫
R2
f 2(ϑεn) exp[(βf
4(ϑεn))− 1]f(ϑεn)dx
≤ C1δ + C2
∫
R2
(f(ϑεn))
3dx
desde que ‖ϑεn‖∞ ≤ C e isto mostra que∫
R2
k(εnx, f(ϑεn))f(ϑεn)dx→ 0.
Consequ¨entemente, por (k3), tambe´m temos∫
R2
K(εnx, f(ϑεn))dx→ 0.
Desde que 〈F ′εn(ϑεn), ϑεn〉 = 0, obtemos∫
R2
|∇ϑεn |2dx+
1
2
∫
R2
V (εnx)f
2(ϑεn)dx ≤
∫
R2
k(εnx, f(ϑεn))f(ϑεn)dx
o que implica que ∫
R2
|∇ϑεn |2dx+
∫
R2
V (εnx)f
2(ϑεn)dx→ 0.
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Logo,
bεn = Fεn(ϑεn)→ 0
o que e´ uma contradic¸a˜o, pois bεn ≥ c0 > 0 para todo n, em que c0 e´ o n´ıvel do Passo da
Montanha do funcional (2.31) e o resultado esta´ provado.
Lema 2.31. A famı´lia (εyε){0<ε<ε0} tem a propriedade
dist(εyε,Ω) ≤ εR.
Prova. Para cada δ > 0, definamos
Kδ .= {x ∈ R2 : dist(x,Ω) ≤ δ}
e φε(x)
.
= φ(εx), em que φ ∈ C∞(R2, [0, 1]) e´ tal que
φ(x) =
 1 , x /∈ Kδ0 , x ∈ Ω
e |∇φ| ≤ C/δ. Note que |∇φε| ≤ Cε/δ. Pela condic¸a˜o (V1), temos
V0
(
1
2
− 1
τ
)∫
R2
f 2(ϑε)φε dx ≤
∫
R2
|∇ϑε|2φεdx+
(
1
2
− 1
τ
)∫
R2
V (εx)f 2(ϑε)φε dx.
Por outro lado, desde que 〈F ′ε(ϑε), ϑεφε〉 = 0 e usando (k3) e o fato que φε(x) = 0 para
x ∈ Ωε, obtemos∫
R2
|∇ϑε|2φεdx+
(
1
2
− 1
τ
)∫
R2
V (εx)f 2(ϑε)φε dx ≤ −
∫
R2
ϑε∇ϑε∇φεdx.
Logo,
V0
(
1
2
− 1
τ
)∫
R2
f 2(ϑε)φε dx ≤ −
∫
R2
ϑε∇ϑε∇φεdx
≤ Cε
δ
(∫
R2
|∇ϑε|2dx
)1/2(∫
R2
ϑ2εdx
)1/2
≤ C1ε
δ
.
Desta desigualdade, se para alguma sequ¨eˆncia de nu´meros positivos εn → 0 tivermos
BR(yεn) ∩ {x ∈ R2 : εnx ∈ Kδ} = ∅
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conclu´ımos que
V0
(
1
2
− 1
τ
)∫
BR(yεn )
f 2(ϑεn)dx ≤
C1εn
δ
.
Mas, isto contraria o Lema 2.30. Assim, podemos afirmar que para todo ε ∈ (0, ε0), existe
um x tal que εx ∈ Kδ e |x − yε| ≤ R, o que implica que dist(εyε,Ω) ≤ εR + δ e enta˜o
conclu´ımos a prova.
Observac¸a˜o 2.32. Pelo Lema anterior, a famı´lia (εyε){0<ε<ε0} pode ser tomada de modo
que εyε ∈ Ω para todo 0 < ε < ε0. Com efeito, desde que dist(εyε,Ω) < 2εR, para cada
ε ∈ (0, ε0), existe xε ∈ Ω satisfazendo |yε − ε−1xε| < 2R. Logo,
0 < β ≤
∫
BR(yε)
f 2(ϑε)dx ≤
∫
B3R(ε−1xε)
f 2(ϑε)dx.
Trocando R por 3R no Lema 2.30, podemos trocar yε por ε
−1xε.
Para provar o pro´ximo resultado, usaremos o Lema Radial (veja [14, Lema A.IV]) o qual
afirma:
|u∗(x)| ≤ 1√
pi|x|‖u
∗‖2, ∀ x 6= 0, ∀ u ∈ L2(R2), (2.40)
em que u∗ denota a simetrizac¸a˜o de Schwarz de u.
Lema 2.33. Temos que lim
R→∞
∫
|x|≥R
ϑ2ε dx = 0 uniformemente para ε ∈ (0, ε0).
Prova. Sabemos que, para todo φ ∈ E,∫
R2
∇ϑε∇φ dx+
∫
R2
V (εx)f(ϑε)f
′(ϑε)φ dx =
∫
R2
k(εx, f(ϑε))f
′(ϑε)φ dx. (2.41)
Para R > 0, seja ψR em C
∞(R2, [0, 1]) definida por
ψR(x) =
 0, se |x| ≤ R1, se |x| ≥ 2R
e satisfazendo |∇ψR| ≤ C/R para algum C > 0. Tomando φ = ϑεψR em (2.41), obtemos∫
R2
|∇ϑε|2ψR dx+
∫
R2
ϑε∇ϑε∇ψR dx +
∫
R2
V (εx)f(ϑε)f
′(ϑε)ϑεψR dx
=
∫
R2
k(εx, f(ϑε))f
′(ϑε)ϑεψR dx.
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Usando (k2), temos que
k(εx, f(ϑε)) ≤ V0
4
f(ϑε) + Cf(ϑε)[exp(βf
4(ϑε))− 1],
que juntamente com a igualdade anterior, (V1) e (6) do Lema 1.2, implica que
V0
2
∫
R2
f 2(ϑε)ψR dx ≤ −
∫
R2
ϑε∇ϑε∇ψR dx+ V0
4
∫
R2
f 2(ϑε)ψR dx
+
∫
R2
[exp(βf 4(ϑε))− 1]f(ϑε)f ′(ϑε)ϑεψR dx.
Consequ¨entemente,
V0
4
∫
R2
f 2(ϑε)ψR dx ≤ C
R
‖ϑε‖2‖∇ϑε‖2 + C
∫
R2
[exp(2βϑ2ε)− 1]ϑ2εψR dx.
Como ‖ϑε‖2, ‖∇ϑε‖2 ≤ C para todo 0 < ε < ε0, segue que
V0
4
∫
|x|≥2R
f 2(ϑε) dx ≤ C
R
+ C
∫
|x|≥R
[exp(2βϑ2ε)− 1]ϑ2ε dx. (2.42)
Em vista de (2.38), temos que
f(ϑε) ≥ C2ϑε para algum C2 > 0. (2.43)
Agora, afirmamos que existe C3 > 0 tal que∫
|x|≥R
[exp(2βϑ2ε)− 1]ϑ2ε dx ≤
C3
R
para todo 0 < ε < ε0. (2.44)
Com efeito, pelas propriedades de simetrizac¸a˜o de Schwarz, temos∫
|x|≥R
[exp(2βϑ2ε)− 1]ϑ2ε dx =
∫
|x|≥R
[exp(2β(ϑ∗ε)
2)− 1](ϑ∗ε)2 dx
=
∞∑
k=1
(2β)k
k!
∫
|x|≥R
(ϑ∗ε)
2k+2 dx
(2.45)
Desde que ‖ϑ∗ε‖2 = ‖ϑε‖2 ≤ C para todo 0 < ε < ε0, de acordo com (2.40), obtemos∫
|x|≥R
(ϑ∗ε)
2k+2 dx ≤
(
C√
pi
)2k+2 ∫
|x|≥R
1
|x|2k+2 dx
= pi
(
C√
pi
)2k+2
1
kR2k
≤ C2
(
C2
pi
)k
1
R
para todo k ≥ 1,
onde usamos que R > 1. Logo, desta estimativa e (2.45), obtemos (2.44). Usando (2.43) e
(2.44) na desigualdade (2.42), o lema esta´ provado.
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Lema 2.34. As func¸o˜es ϑε decaem uniformemente para zero quando |x| → ∞.
Prova. De (2.38) e (2.41), para todo φ ∈ C∞0 (R2), φ ≥ 0, segue que∫
R2
∇ϑε∇φ dx ≤ C
∫
R2
ϑεφ dx.
Usando Teorema 8.17 em [44], para qualquer bola B2r(x) centrada em qualquer x ∈ R2,
sup
y∈Br(x)
ϑε(y) ≤ C‖ϑε‖L2(B2r(x)) para todo 0 < ε < ε0.
Pelo Lema 2.33, dado δ > 0 existe R0 > 0 tal que para todo R ≥ R0(∫
BcR
ϑ2ε dx
)1/2
<
δ
C
para todo ε ∈ (0, ε0).
Assim se |x| > R0 + 2r obtemos, para todo ε ∈ (0, ε0), que
ϑε(x) ≤ sup
y∈Br(x)
ϑε(y) ≤ C‖ϑε‖L2(B2r(x)) ≤ C
(∫
BcR0
ϑ2ε dx
)1/2
< δ,
o que prova o resultado.
2.6 Prova do Teorema 2.1
Nesta sec¸a˜o, vamos demonstrar o resultado principal deste cap´ıtulo.
2.6.1 O comportamento de concentrac¸a˜o
Lema 2.35. O seguinte limite vale
lim
ε→0
V (εyε) = ν1
e wε(x)
.
= ϑε(x + yε) converge uniformemente para uma soluc¸a˜o na˜o-trivial w do problema
(2.27) sobre subconjuntos compactos de R2.
Prova. Consideremos εn > 0 tal que εn → 0 e yn ∈ R2 verificando εnyn ∈ Ω. Como
εnyn ∈ Ω, a menos de subsequ¨eˆncia, temos que εnyn → x0 ∈ Ω. Para simplificar a notac¸a˜o,
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sejam ϑn = ϑεn e wn(x) = ϑn(x + yn). Desde que ‖wn‖1,2 = ‖ϑn‖1,2 e´ limitada, podemos
assumir que existe w ∈ H1(R2) tal que
wn ⇀ w em H
1(R2) e wn → w quase sempre em R2.
Pelo Lema 2.30, temos que w 6= 0. Sabemos que∫
R2
[∇wn∇φ+ V (εnx+ εnyn)f(wn)f ′(wn)φ] dx
=
∫
R2
k(εnx+ εnyn, f(wn))f
′(wn)φ dx, (2.46)
para todo φ ∈ C∞0 (R2). Definamos
χ(x)
.
= lim
n→∞
χΩ(εnx+ εnyn) quase sempre em R2
e
k˜(x, s)
.
= χ(x)h(s) + (1− χ(x))h˜(s).
Desde que ‖wn‖∞ ≤ C para todo n, pelo Teorema da Convergeˆncia Dominada de Lebesgue
obtemos
lim
n→∞
∫
R2
k(εnx+ εnyn, f(wn))f
′(wn)φ dx =
∫
R2
k˜(x, f(w))f ′(w)φ dx,
para todo φ ∈ C∞0 (R2). Tomando o limite em (2.46), segue que w satisfaz∫
R2
[∇w∇φ+ V (x0)f(w)f ′(w)φ]dx =
∫
R2
k˜(x, f(w))f ′(w)φ dx,
para todo φ ∈ C∞0 (R2). Portanto, w e´ um ponto cr´ıtico do funcional dado por
I˜(v) = 1
2
∫
R2
[|∇v|2 + V (x0)f 2(v)]dx−
∫
R2
K˜(x, f(v))dx,
em que K˜(s) =
∫ s
0
k˜(t)dt. Se x0 ∈ Ω temos εnx + εnyn ∈ Ω para n suficientemente grande.
Assim, χ(x) = 1 para todo x ∈ R2 e, portanto, w e´ um ponto cr´ıtico do seguinte funcional
Ix0(v) =
1
2
∫
R2
[|∇v|2 + V (x0)f 2(v)]dx−
∫
R2
H(f(v))dx.
Denotando por cx0 o n´ıvel do Passo da Montanha associado ao funcional Ix0 e por c˜ o n´ıvel
do Passo da Montanha associado ao funcional I˜, temos que cx0 ≤ c˜, pois K˜(x, s) ≤ H(s)
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para todo x ∈ R2 e s ≥ 0. Ale´m disso, tambe´m temos que cx0 ≥ c1 visto que V (x0) ≥ ν1.
Definamos o conjunto
An = {x ∈ R2 : εnx+ εnyn ∈ Ω}.
Se x ∈ An, usando (k3) e (h4), temos
µ
2
V (εnx+ εnyn)f
2(wn(x))− V (εnx+ εnyn)f(wn(x))f ′(wn(x))wn(x)
+ k(εnx+ εnyn, f(wn(x)))f
′(wn(x))wn(x)− µK(εnx+ εnyn, f(wn(x)))
≥
(µ
2
− 1
)
V (εnx+ εnyn)f
2(wn(x)) +
1
2
[h(f(wn(x)))f(wn(x))− 2µH(f(wn(x)))]
≥ 0
e se x /∈ An
µ
2
V (εnx+ εnyn)f
2(wn(x))− V (εnx+ εnyn)f(wn(x))f ′(wn(x))wn(x)
+ k(εnx+ εnyn, f(wn(x)))f
′(wn(x))wn(x)− µK(εnx+ εnyn, f(wn(x)))
≥
(µ
2
− 1− µ
2τ
)
V (εnx+ εnyn)f
2(wn(x)) ≥ 0
desde que µ/2− 1− µ/(2τ) > 0. Como c˜ ≤ I˜(w), pelo Lema de Fatou e semi-continuidade
da norma, segue que
µc1 ≤ µcx0 ≤ µc˜ ≤ µI˜(w) = µI˜(w)− 〈I˜ ′(w), w〉
=
(µ
2
− 1
)∫
R2
|∇w|2dx
+
∫
R2
[µ
2
V (x0)f
2(w)− V (x0)f(w)f ′(w)w + k˜(x, f(w))f ′(w)w − µK˜(x, f(w))
]
dx
≤ lim inf
n→∞
(µ
2
− 1
)∫
R2
|∇wn|2dx
+ lim inf
n→∞
∫
R2
[
µ
2
V (εnx+ εnyn)f
2(wn)− V (εnx+ εnyn)f(wn)f ′(wn)wn
+ k(εnx+ εnyn, f(wn))f
′(wn)wn − µK(εnx+ εnyn, f(wn))
]
dx
= lim inf
n→∞
(µ
2
− 1
)∫
R2
|∇ϑn|2dx
+ lim inf
n→∞
∫
R2
[
µ
2
V (εnx)f
2(ϑn)− V (εnx)f(ϑn)f ′(ϑn)ϑn + k(εnx, f(ϑn))f ′(ϑn)ϑn
− µK(εnx, f(ϑn))
]
dx
= lim inf
n→∞
[
µFεn(ϑn)− 〈F ′εn(ϑn), ϑn〉
]
= µ lim inf
n→∞
bεn ≤ µc1.
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o que mostra que I˜(w) = c1, limε→0 bε = c1 e cx0 = c1 = c˜. Ale´m disso, se V (x0) > ν1, o
fato que a dependeˆncia do n´ıvel do Passo da Montanha c1 em relac¸a˜o ao potencial constante
ν1 e´ cont´ınuo e crescente (veja, por exemplo, [68]), implicaria que c1 < cx0 o que e´ uma
contradic¸a˜o. Portanto, devemos ter V (x0) = ν1, donde x0 ∈ Ω e, portanto, I˜ = Ix0 = I1.
Assim, w e´ uma soluc¸a˜o de (2.27). Disto e de (2.46), temos que
−∆(wn − w) = Kn em R2.
onde
Kn(x)
.
= ν1f(w(x))f
′(w(x))− V (εnx+ εnyn)f(wn(x))f ′(wn(x))
+k(εnx+ εnyn, f(wn(x)))f
′(wn(x))− h(f(w(x)))f ′(w(x)),
Como wn → w quase sempre em R2, isto implica que Kn → 0 quase sempre em R2. Note
que para cada subconjunto compacto B de R2 temos |Kn|, |w| ≤ CB desde que ‖wn‖∞ ≤ C
e |εnx + εnyn| ≤ C1 para todo n e x ∈ B. Logo, pelo Teorema da Convergeˆncia Dominada
de Lebesgue segue que Kn → 0 em Lsloc(R2) para todo s ≥ 1. Usando [44, Theorem 9.11]
podemos conclu´ımos que wn → w em W 2,sloc (R2) para todo s ≥ 1 e disto tem-se wn → w em
C1,αloc (R2) para algum α ∈ (0, 1). Agora, por [44, Theorem 6.2] obtemos wn → w em C2,αloc (R2)
para algum α ∈ (0, 1) e o lema esta´ provado.
Agora, vamos proceder a` prova do Teorema 2.1. Desde que as func¸o˜es ϑε decaem
uniformemente para zero, existe R > 0 tal que ϑε(x) ≤ a para todo |x| ≥ R. Escolhendo
ε0 > 0 suficientemente pequeno tal que BR ⊂ Ωε0 , como ϑε e´ soluc¸a˜o de (2.25) conclu´ımos
que para todo ε ∈ (0, ε0)
−∆ϑε + V (εx)f(ϑε)f ′(ϑε) = h(f(ϑε))f ′(ϑε) em R2.
Logo,
−ε2∆vε + V (z)f(vε)f ′(vε) = h(f(vε))f ′(vε) em R2.
e pela Observac¸a˜o 2.2 isto implica que uε = f(vε) e´ uma soluc¸a˜o positiva do problema (Pε)
para todo ε ∈ (0, ε0).
Pela Proposic¸a˜o 2.34, temos que, para todo ε ∈ (0, ε0), wε possui um ponto de ma´ximo
global xε ∈ Bρ para algum ρ > 0. Considerando a translac¸a˜o w˜ε(x) = wε(x+ xε), podemos
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assumir que as func¸o˜es wε atingem seus ma´ximos globais na origem de R2. Como toda
soluc¸a˜o v de (2.27) e´ esfericamente sime´trica, ∂v/∂r < 0 para todo r > 0 e que wε converge
a w em C2,αloc (R2), pelo Lema 4.2 em [64] podemos concluir que wε na˜o possui nenhum outro
ponto cr´ıtico a na˜o ser a origem para todo ε ∈ (0, ε0).
Note que o valor ma´ximo de vε(z) = vε(εx) = ϑε(x) = wε(x − yε) e´ atingido no ponto
zε = εyε ∈ Ω. Como a func¸a˜o f e´ estritamente crescente, o valor ma´ximo de uε(z) = f(vε(z))
e´ tambe´m atingido no ponto zε = εyε ∈ Ω. Desde que ∇uε = f ′(vε)∇vε, uε na˜o possui
nenhum ponto cr´ıtico a na˜o ser zε e o ı´tem (i) do Teorema 2.1 esta´ provado. O ı´tem (ii) e´
uma consequ¨eˆncia do Lema 2.35.
2.6.2 Decaimento exponencial das soluc¸o˜es
Para finalizarmos este cap´ıtulo, vamos provar o decaimento exponencial das soluc¸o˜es uε.
Usando o limite lims→0 f(s)f ′(s)/s = 1 e (h2), podemos escolher R0 > 0 tal que, para todo
ε ∈ (0, ε0) e |x| ≥ R0,
f(wε(x))f
′(wε(x)) ≥ 3
4
wε(x) e h(f(wε(x))) ≤ ν1
2
f(wε(x)). (2.47)
Definamos ψ(x)
.
= M exp(−ξ|x|) onde ξ e M sa˜o tais que 4ξ2 < ν1 e M exp(−ξR0) ≥
wε(x) para todo |x| = R0. Na˜o e´ dif´ıcil checar que
∆ψ ≤ ξ2ψ, ∀ x 6= 0. (2.48)
Consideremos a func¸a˜o ψε = ψ − wε. Logo, usando (2.47), (2.48) e que
−∆wε + V (εx+ εyε)f(wε)f ′(wε) = h(f(wε))f ′(wε) em R2,
obtemos
−∆ψε + ν1
4
ψε ≥ 0 em |x| ≥ R0,
ψε ≥ 0 em |x| = R0,
lim
|x|→∞
ψε(x) = 0.
Pelo princ´ıpio do ma´ximo, temos que ψε(x) ≥ 0 para todo |x| ≥ R0. Assim, wε(x) ≤
M exp(−ξ|x|) para todo |x| ≥ R0 e ε ∈ (0, ε0). Isto implica que
uε(z) = f(vε(z)) ≤ vε(z) = ϑε
(z
ε
)
= wε
(
z − zε
ε
)
≤ C exp
(
−ξ
∣∣∣∣z − zεε
∣∣∣∣)
para todo z ∈ R2 e o ı´tem (iii) do Teorema 2.1 esta´ provado.
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CAPI´TULO 3
Soluc¸o˜es sime´tricas e na˜o-sime´tricas
para uma equac¸a˜o de Schro¨dinger
quase-linear
Neste cap´ıtulo, estabelecemos multiplicidade de soluc¸o˜es para a equac¸a˜o de Schro¨dinger
quase-linear da forma
−∆u+ V (z)u−∆(u2)u = p(u), u ∈ H1(RN). (3.1)
Mais precisamente, sob condic¸o˜es convenientes sobre as func¸o˜es V e p, provamos que (3.1)
tem duas soluc¸o˜es na˜o-triviais. Ale´m disso, tomando RN = RN1 ×R2M com N1 ≥ 0, M ≥ 2
e z = (x, y) ∈ RN1 ×R2M , uma soluc¸a˜o e´ positiva sobre RN e radial na segunda varia´vel y e
a outra soluc¸a˜o muda de sinal e e´ na˜o-radial em y.
Para uma fa´cil refereˆncia, enunciamos nossas hipo´teses de maneira mais precisa.
Assumimos que o potencial V : RN → R seja uma func¸a˜o cont´ınua limitada satisfazendo
a condic¸a˜o (V1) e a seguinte condic¸a˜o de periodicidade e simetria:
(V4) Existe T = (T1, . . . , TN1) ∈ RN1 , em que Ti ≥ 0 para i = 1, . . . , N1, tal que para todo
z = (x, y) ∈ RN1 × R2M e g ∈ O(R2M), temos
V (x1, . . . , xi + Ti, . . . , xN1 , y) = V (x, g(y)),
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com i = 1, . . . , N1, x = (x1, . . . , xN1) e O(R2M) e´ o grupo ortogonal em R2M .
Ale´m disso, vamos supor que a na˜o-linearidade p(s) seja cont´ınua e satisfac¸a as seguintes
hipo´teses:
(p1) lim
s→0
p(s)
s
= 0;
(p2) |p(s)| ≤ C(1 + |s|r) para todo s ∈ R, em que C > 0 e 3 < r < 22∗ − 1;
(p3) Existe θ > 4 tal que 0 < θP (s) ≤ sp(s) para todo s > 0 em que P (s) =
∫ s
0
p(t)dt;
(p4) p(−s) = −p(s) para todo s ∈ R.
Note que (p3) e´ tambe´m va´lida para s < 0 pois p e´ ı´mpar.
Nosso principal resultado neste cap´ıtulo e´ o seguinte:
Teorema 3.1. Sob as hipo´teses (V1), (V4), (p1) − (p4) e N ≥ 4, a equac¸a˜o (3.1) tem duas
soluc¸o˜es na˜o-triviais em H1(RN). Ademais, uma soluc¸a˜o e´ positiva em RN e radial na
segunda varia´vel y e a segunda soluc¸a˜o muda de sinal e e´ na˜o-radial em y.
Desde que na˜o podemos aplicar diretamente os me´todos mini-max ao funcional natural
associado a (3.1), a saber
J(u) =
1
2
∫
RN
(1 + 2u2)|∇u|2 dz + 1
2
∫
RN
V (z)u2 dz −
∫
RN
P (u) dz,
como no Cap´ıtulo 1, fazemos uso da mudanc¸a de varia´vel v = f−1(u) em que f esta´ definida
em (1.2). Logo, a partir de J(u) obtemos o funcional
I(v) =
1
2
∫
RN
|∇v|2 dz + 1
2
∫
RN
V (z)f 2(v) dz −
∫
RN
P (f(v)) dz (3.2)
o qual esta´ bem definido em H1(RN) e e´ de classe C1 sob as hipo´teses sobre o potencial V (z)
e a na˜o-linearidade p(s). Ale´m disso, os pontos cr´ıticos do funcional I sa˜o exatamente as
soluc¸o˜es fracas da equac¸a˜o semi-linear
−∆v = f ′(v)[p(f(v))− V (z)f(v)] em RN . (3.3)
Observamos, novamente, veja [25], que se v ∈ C2(RN) ∩ H1(RN) e´ um ponto cr´ıtico do
funcional I, enta˜o a func¸a˜o u = f(v) e´ uma soluc¸a˜o cla´ssica de (3.1).
80
3.1 Resultados Preliminares
Neste ponto, sabemos que para obtermos uma soluc¸a˜o cla´ssica de (3.1), e´ suficiente obtermos
um ponto cr´ıtico de classe C2 do funcional I. Diferentemente dos Cap´ıtulos 1 e 2,
trabalhamos com o espac¸o de Hilbert H1(RN) munido do produto interno dado por
〈u, v〉 .=
∫
RN
[∇u∇v + V (z)uv] dz (3.4)
cuja norma correspondente e´
‖u‖ =
(∫
RN
[|∇u|2 + V (z)u2] dz
)1/2
.
Pela limitac¸a˜o do potencial V , esta norma e´ equivalente a norma usual de H1(RN).
Aqui, usaremos uma combinac¸a˜o de uma versa˜o do Teorema do Passo da Montanha, veja
[80, Teorema 2.8] e [28, Teorema 5.7], com o Princ´ıpio da Criticalidade Sime´trica [80,
Teorema 1.28], os quais enunciamos a seguir:
Teorema 3.2 (Teorema do Passo da Montanha). Seja X um espac¸o de Banach e
Φ : X → R um funcional de classe C1. Seja S um subconjunto fechado de X que desconecta
X. Sejam x0 e x1 pontos de X que esta˜o em componentes conexas distintas de X \ S.
Suponha que Φ seja limitado por baixo em S e, de fato, a seguinte condic¸a˜o seja verificada
c
.
= inf
S
Φ > max{Φ(x0),Φ(x1)} .= a. (3.5)
Enta˜o, existe uma sequ¨eˆncia (un) em X satisfazendo
Φ(un)→ c, Φ′(un)→ 0. (3.6)
Observac¸a˜o 3.3. Para ser mais preciso, veja por exemplo [40, pag. 145], podemos obter
uma sequ¨eˆncia de Cerami (un) para Φ no n´ıvel c, isto e´, (un) ⊂ X satisfazendo
Φ(un)→ c, ‖Φ′(un)‖X′ (1 + ‖un‖X)→ 0.
Teorema 3.4 (Princ´ıpio da Criticalidade Sime´trica). Assuma que a ac¸a˜o do grupo
topolo´gico G sobre o espac¸o de Hilbert X seja isome´trica. Se Φ ∈ C1(X,R) e´ G-
invariante, isto e´, Φ ◦ g = Φ para todo g ∈ G e se u e´ um ponto cr´ıtico de Φ restrito a
Fix(G) = {u ∈ X : g.u = u para todo g ∈ G}, enta˜o u e´ um ponto cr´ıtico de Φ.
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O pro´ximo resultado e´ uma extensa˜o do Lema 1.21 em [80] e esta´ provado em [60].
Lema 3.5. Seja {Ai}i∈N uma sequ¨eˆncia de subconjuntos de RN1 tais que
(a) RN1 =
⋃
i∈NAi e Ai ∩ Aj = ∅ se i 6= j;
(b) Existe uma constante C > 0 tal que para todo i ∈ N
‖u‖L2∗ (Ai) ≤ C‖u‖H1(Ai), para todo u ∈ H1(Ai).
Seja (un) uma sequ¨eˆncia limitada em H
1(RN). Se q ∈ [2, 2∗) e
sup
i∈N
∫
Ai×R2M
|un|qdz → 0 quando n→ +∞,
enta˜o un → 0 em Ls(RN) para todo 2 < s < 2∗.
Agora, introduzimos a seguinte definic¸a˜o bem conhecida (veja [80]):
Definic¸a˜o 3.6. Seja G um subgrupo de O(R2M). Dizemos que R2M e´ compat´ıvel com G se,
para algum r > 0,
lim
|y|→+∞
m(y, r,G) = +∞,
onde m(y, r,G)
.
= supn∈N{∃ g1, . . . , gn ∈ G : j 6= k ⇒ Br(gj(y)) ∩ Br(gk(y)) = ∅} e
Br(gk(y)) ⊂ R2M e´ uma bola aberta de raio r e centro gk(y).
Observe que R2M e´ compat´ıvel com O(R2M) e tambe´m com O(RM)×O(RM).
Se G e´ um subgrupo de O(R2M), consideremos a ac¸a˜o isome´trica induzida de G em
H1(RN) dada por
(gu)(x, y) = u(x, g−1y), para todo (x, y) ∈ RN1 × R2M e g ∈ G.
Denotamos o subespac¸o das func¸o˜es invariantes Fix(G) por H1G(RN), isto e´,
H1G(RN) = {u ∈ H1(RN) : gu = u para todo g ∈ G}.
Temos o seguinte resultado de imersa˜o compacta, cuja prova se encontra em [60]:
Lema 3.7. Se R2M e´ compat´ıvel com G enta˜o a imersa˜o
H1G(RN) ↪→ Ls(Ω× R2M)
e´ compacta para qualquer domı´nio limitado Ω de RN1 e para todo 2 < s < 2∗.
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3.2 Geometria do Passo da Montanha
Antes de provar o resultado principal deste cap´ıtulo, precisamos provar alguns lemas. O
pro´ximo resultado mostra que o funcional I possui a geometria do Passo da Montanha, ou
seja, a condic¸a˜o (3.5) do Lema 3.2.
Lema 3.8. Sob as hipo´teses (V1) e (p1)− (p4), o funcional I tem a geometria do Passo da
Montanha.
Prova. Primeiro, mostremos que existe ϕ ∈ H1(RN) tal que
I(tϕ)→ −∞ quando t→ +∞. (3.7)
De fato, consideremos ϕ ∈ C∞0 (RN) satisfazendo supp(ϕ) = B1 e 0 ≤ ϕ(z) ≤ 1 para todo
z ∈ B1. Pela hipo´tese (p3), existem constantes positivas C1 e C2 tais que para todo s ∈ R
P (s) ≥ C1|s|θ − C2.
Logo, para t > 0, obtemos
I(tϕ) ≤ t
2
2
‖ϕ‖2 − C1
2
∫
B1
|f(tϕ)|θ dz + C2
2
|B1|.
Pela propriedade (6) do Lema 1.2, segue que f(s)/s e´ decrescente para s > 0. Portanto,
f(s) ≥ f(t)
t
s para todo 0 < s ≤ t.
Desde que 0 ≤ tϕ(z) ≤ t para z ∈ B1 e t > 0, temos que f(tϕ(z)) ≥ f(t)ϕ(z) e isto implica
que
I(tϕ) ≤ t
2
2
(
‖ϕ‖2 − C1f(t)
θ
t2
∫
B1
ϕθdz +
C2
t2
|B1|
)
.
Por (5) do Lema 1.2 e desde que θ > 4, conclu´ımos que
lim
t→+∞
f(t)θ
t2
= +∞
e, portanto, (3.7) esta´ provado.
Como nos Cap´ıtulos 1 e 2, para ρ > 0, definamos
Sρ
.
=
{
v ∈ H1(RN) :
∫
RN
|∇v|2 dz +
∫
RN
V (z)f 2(v) dz = ρ2
}
.
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Desde que q : H1(RN)→ R, dada por
q(v) =
∫
RN
|∇v|2 dz +
∫
RN
V (z)f 2(v) dz
e´ cont´ınua, Sρ e´ um subconjunto fechado e desconecta o espac¸o H
1(RN). Para v ∈ Sρ e
² > 0, temos, por (V1) e (p1)− (p2), que∫
RN
P (f(v)) dz ≤ ²
∫
RN
|f(v)|2 dz + C
∫
RN
|f(v)|r+1 dz
≤ ²
V0
ρ2 + C
∫
RN
|f 2(v)|(r+1)/2 dz
≤ ²
V0
ρ2 + C
(∫
RN
f 2(v) dz
)α(r+1)/2(∫
RN
(f 2(v))2
∗
dz
)1−α(r+1)/2
≤ ²
V0
ρ2 + C(ρ2)α(r+1)/2
(∫
RN
|∇(f 2(v))|2 dz
)(1−α(r+1)/2)2∗/2
,
em que
α =
22∗ − (r + 1)
(r + 1)(2∗ − 1) .
Como |∇(f 2(v))|2 ≤ 2|∇v|2, segue que ∫RN |∇(f 2(v))|2 dz ≤ 2ρ2. Logo,∫
RN
P (f(v)) dz ≤ ²
V0
ρ2 + Cρ[2α(r+1)+2
∗(2−α(r+1))]/2
=
²
V0
ρ2 + Cρ(2N+2(r+1))/(N+2).
o que implica que
I(v) ≥
(
1
2
− ²
V0
)
ρ2 − Cρ(2N+2(r+1))/(N+2).
para v ∈ Sρ. Escolhendo ² > 0 tal que 2² < V0 e observando que
2N + 2(r + 1)
N + 2
> 2
se, e somente se, r + 1 > 2, conclu´ımos, para ρ = ρ0 suficientemente pequeno, que
c0
.
= inf
Sρ0
I ≥ δ0 > 0.
Tomando e = tϕ com t grande, obtemos∫
RN
|∇e|2 dz +
∫
RN
V (z)f 2(e) dz > ρ20
e I(e) < 0. Portanto, a condic¸a˜o (3.5) esta´ garantida e o resultado segue.
Como consequ¨eˆncia do Teorema 3.2 e Observac¸a˜o 3.3, temos o seguinte corola´rio:
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Corola´rio 3.9. Sob as hipo´teses (V1) e (p1) − (p4), existe uma sequ¨eˆncia de Cerami (vn)
para I no n´ıvel c0.
Observac¸a˜o 3.10. Pela condic¸a˜o (p3), em particular, existe C > 0 tal que P (s) ≥ Cs4 para
|s| ≥ 1.
Lema 3.11. Qualquer sequ¨eˆncia de Cerami (vn) para I e´ limitada.
Prova. Primeiro, mostraremos que se uma sequ¨eˆncia (vn) em H
1(RN) satisfaz∫
RN
|∇vn|2 dz +
∫
RN
V (z)f 2(vn) dz ≤ C, (3.8)
para alguma constante C > 0, enta˜o ela e´ limitada em H1(RN). De fato, precisamos apenas
provar que
∫
RN v
2
n dz e´ limitada.
Por (9) do Lema 1.2 e Observac¸a˜o 3.10, existe C > 0 tal que P (f(s)) ≥ Cs2 para todo
|s| ≥ 1. Isto implica que∫
{|vn|>1}
v2n dz ≤
1
C
∫
{|vn|>1}
P (f(vn)) dz ≤ 1
C
∫
RN
P (f(vn)) dz.
Pelo comportamento de f no zero, existe tambe´m uma constante C > 0 tal que |f(s)| ≥ C|s|
para todo s ∈ [−1, 1]. Portanto,∫
{|vn|≤1}
v2n dz ≤
1
C2
∫
{|vn|≤1}
f 2(vn) dz ≤ 1
C2V0
∫
RN
V (z)f 2(vn) dz.
Portanto, ∫
RN
v2n dz =
∫
{|vn|≤1}
v2n dz +
∫
{|vn|>1}
v2n dz ≤ C.
Seja, enta˜o, (vn) em H
1(RN) uma sequ¨eˆncia de Cerami para I no n´ıvel c ∈ R, isto e´,
1
2
∫
RN
|∇vn|2 dz+1
2
∫
RN
V (z)f 2(vn) dz −
∫
RN
P (f(vn)) dz = c+ on(1) e
‖I ′(vn)‖(1 + ‖vn‖) = on(1)
(3.9)
Para ϕ ∈ H1(RN), temos que
〈I ′(vn), ϕ〉 =
∫
RN
∇vn∇ϕ dz +
∫
RN
V (z)f(vn)f
′(vn)ϕ dz −
∫
RN
p(f(vn))f
′(vn)ϕ dz.
Tomando ϕ = ϕn =
√
1 + 2f 2(vn)f(vn), temos por (6) do Lema 1.2, que |ϕn| ≤ 2|vn| e
|∇ϕn| =
[
1 +
2f 2(vn)
1 + 2f 2(vn)
]
|∇vn| ≤ 2|∇vn|.
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Logo, ‖ϕn‖ ≤ 2‖vn‖ e pela segunda condic¸a˜o em (3.9)
〈I ′(vn), ϕn〉 =
∫
RN
(
1 +
2f 2(vn)
1 + 2f 2(vn)
)
|∇vn|2 dz +
∫
RN
V (z)f 2(vn) dz
−
∫
RN
p(f(vn))f(vn) dz = on(1).
(3.10)
Por (3.9) e (3.10), segue que I(vn)− 1/θ〈I ′(vn), ϕn〉 = c+ on(1), o que implica por (p3) que∫
RN
[
1
2
− 1
θ
(
1 +
2f 2(vn)
1 + 2f 2(vn)
)]
|∇vn|2 dz +
(
1
2
− 1
θ
)∫
RN
V (z)f 2(vn) dz ≤ c+ on(1).
Assim, desde que 1 + 2f 2(vn)/(1 + 2f
2(vn)) ≤ 2, obtemos(
θ − 4
2θ
)∫
RN
|∇vn|2 dz +
(
θ − 2
2θ
)∫
RN
V (z)f 2(vn) dz ≤ c+ on(1)
o que mostra que (3.8) vale e, portanto, (vn) e´ limitada.
3.3 Prova do Teorema 3.1
3.3.1 Soluc¸a˜o na˜o-radial e mudando de sinal
Inicialmente, provaremos a existeˆncia de uma soluc¸a˜o na˜o-radial em y que muda de sinal.
Para isto, seja τ a involuc¸a˜o definida em RN = RN1 × RM × RM por
τ(x, y1, y2)
.
= (x, y2, y1).
Definamos, tambe´m, uma ac¸a˜o do grupo G = {id, τ} em H1(RN) por
g.u(x, y1, y2)
.
=
 u(x, y1, y2), se g = id−u(g−1(x, y1, y2)), se g = τ.
Observe que H1G(RN) ∩H1O(R2M )(RN) = {0}. Consideremos, enta˜o, G = O(RM)× O(RM) e
seja Φ a restric¸a˜o do funcional I ao espac¸o de Hilbert W = H1G(RN) ∩H1G(RN) munido do
produto interno (3.4). Aplicando o Corola´rio 3.9 e Lema 3.11 ao funcional Φ, existe c > 0 e
uma sequ¨eˆncia limitada (vn) ⊂ W satisfazendo
Φ(vn)→ c, Φ′(vn)→ 0.
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Em particular, (vn) e´ limitada em L
2(RN). De (6) do Lema 1.2, segue que f(vn)f ′(vn)vn ≥
f 2(vn)/2, donde temos a seguinte desigualdade∫
RN
|∇vn|2 dz + 1
2
∫
RN
V (z)f 2(vn) dz
≤
∫
RN
|∇vn|2 dz +
∫
RN
V (z)f(vn)f
′(vn)vn dz
≤
∫
RN
p(f(vn))f
′(vn)vn dz + ‖Φ′(vn)‖W ∗‖vn‖.
(3.11)
Por (p1)− (p3) e (6)− (7) do Lema 1.2, obtemos
θ
∫
RN
P (f(vn)) dz ≤
∫
RN
p(f(vn))f(vn) dz
≤ ²‖vn‖22 + C²‖vn‖(r+1)/2(r+1)/2
≤ ²C1 + C2‖vn‖(r+1)/2(r+1)/2,
(3.12)
em que ² > 0 e´ arbitra´rio e C² e´ uma constante positiva que depende de ². Afirmamos que
(vn) na˜o converge a zero em L
(r+1)/2(RN). De fato, se vn → 0 em L(r+1)/2(RN), por (3.12),
obter´ıamos ∫
RN
P (f(vn)) dz → 0 e
∫
RN
p(f(vn))f(vn) dz → 0,
o que implicaria tambe´m que ∫
RN
p(f(vn))f
′(vn)vn dz → 0.
Logo, por (3.11), ∫
RN
|∇vn|2 dz +
∫
RN
V (z)f 2(vn) dz → 0
e, consequ¨entemente, I(vn)→ 0, o que e´ uma contradic¸a˜o.
A seguir, seja {QI}I∈ZN1 uma sequ¨eˆncia de conjuntos abertos em RN1 definida por
QI = (i1T1, (i1 + 1)T1)× · · · × (iN1TN1 , (iN1 + 1)TN1),
em que I = (i1, . . . , iN1) e T = (T1, . . . , TN1) foi introduzido na condic¸a˜o (V4). Pelo Lema
3.5, dado q ∈ [2, 2∗), existem uma subsequ¨eˆncia de (vn), a qual denotamos da mesma forma,
e um nu´mero positivo α tais que
sup
I∈ ZN1
∫
AI×R2M
|vn(x, y)|q dz > α.
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Seja AIn satisfazendo ∫
AIn×R2M
|vn(x, y)|q dz > α
2
e seja dn = (i1,nT1, . . . , iN1,nTN1) o ve´rtice principal de AIn . Introduzindo a mudanc¸a de
varia´vel x = x′ + dn, obtemos∫
A0×R2M
|vn(x′ + dn, y)|q dz′ > α
2
, z′ = (x′, y)
onde A0 = (0, T1)× · · · × (0, TN1). Agora, consideremos a sequ¨eˆncia definida por wn(x′, y) =
vn(x
′ + dn, y). Logo, obtemos ∫
A0×R2M
|wn(x′, y)|q dz′ > α
2
. (3.13)
Observando que os ve´rtices principais dn sa˜o mu´ltiplos do per´ıodo T , segue que wn e´ tambe´m
uma sequ¨eˆncia do Passo da Montanha e, portanto, e´ limitada. Logo, wn ⇀ w em W e pelo
Lema 3.7, wn → w em Lq(A0 × R2M). Consequ¨entemente, por (3.13), w 6= 0.
Usando a continuidade de p e o Teorema da Convergeˆncia Dominada de Lebesgue, para
todo φ ∈ C∞0 (RN) ∩W , segue que
〈Φ′(wn), φ〉 − 〈Φ′(w), φ〉 → 0.
Logo, 〈Φ′(w), φ〉 = 0 para todo φ ∈ C∞0 (RN) ∩W . Desde que C∞0 (RN) ∩W e´ denso em W ,
conclu´ımos que w e´ um ponto cr´ıtico de Φ, isto e´, w e´ um ponto cr´ıtico de I restrito a W .
Pelas hipo´teses em V e p, as condic¸o˜es do Teorema 3.4 sa˜o satisfeitas e, portanto, w e´ um
ponto cr´ıtico de I que, pela definic¸a˜o de W , muda de sinal e na˜o e´ radial na varia´vel y.
De maneira similar como feito na Proposic¸a˜o 1.10, se V e p sa˜o localmente Ho¨lder
cont´ınuas enta˜o w ∈ C2,γloc (RN), para algum γ ∈ (0, 1).
3.3.2 Soluc¸a˜o radial e positiva
A fim de obtermos uma soluc¸a˜o positiva e radial em y, podemos supor que p(s) = 0 para s < 0
e consideramos o funcional I restrito ao espac¸o H1O(R2M )(R
N). Procedendo analogamente ao
caso anterior, podemos estabelecer a existeˆncia de um ponto cr´ıtico na˜o-trivial v de I restrito
a H1O(R2M )(R
N). Novamente, pelo Teorema 3.4, v e´ um ponto cr´ıtico de I, o qual e´ radial na
varia´vel y. Assim, para todo w ∈ H1(RN)∫
RN
∇v∇w dz +
∫
RN
V (z)f(v)f ′(v)w dz −
∫
RN
p(f(v))f ′(v)w dz = 0.
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Como no Cap´ıtulo 1, tomando w = −v−, segue que v = v+ ≥ 0. Escrevendo a Equac¸a˜o (3.3)
na forma
−∆v + c(z)v = V (z)f ′(v)(v − f(v)) + p(f(v))f ′(v) ≥ 0,
em que c(z)
.
= V (z)f ′(v(z)) > 0 para todo z ∈ RN , podemos aplicar o princ´ıpio do ma´ximo
forte para concluir que v > 0 em RN e a prova esta´ completa.
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CAPI´TULO 4
Uma equac¸a˜o el´ıptica quase-linear
envolvendo o operador p-laplaciano
em RN
Como dito na Introduc¸a˜o, neste cap´ıtulo, considerando o operador p-laplaciano, estudamos
a seguinte equac¸a˜o el´ıptica quase-linear
−∆pu−∆p(u2)u+ V (x)|u|p−2u = h(u) em RN , (4.1)
com 1 < p ≤ N , que e´ uma generalizac¸a˜o da equac¸a˜o (1).
Uma func¸a˜o u : RN → R e´ chamada uma soluc¸a˜o fraca de (4.1) se u ∈ W 1,p(RN) ∩
L∞loc(RN) e para todo ϕ ∈ C∞0 (RN) vale∫
RN
(1+2p−1|u|p)|∇u|p−2∇u∇ϕdx
+ 2p−1
∫
RN
|∇u|p|u|p−2uϕdx+
∫
RN
V (x)|u|p−2uϕdx =
∫
RN
h(u)ϕdx.
(4.2)
Neste cap´ıtulo, pedimos que o potencial V : RN → R seja cont´ınua e satisfac¸a as seguintes
condic¸o˜es:
(V1) Existe V0 > 0 tal que V (x) ≥ V0 para todo x ∈ RN ;
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(V5) lim|x|→∞ V (x) = V∞ e V (x) ≤ V∞ para todo x ∈ RN .
Sobre a func¸a˜o h : [0,+∞)→ R, consideramos as seguintes hipo´teses:
(H0) lim
s→0+
h(s)
sp−1
= 0;
(H1) Existe uma constante C > 0 tal que para todo s ≥ 0
h(s) ≤ C(1 + sr),
onde 2p− 1 < r < 2p∗ − 1 se 1 < p < N e r > 2p− 1 se p = N ;
(H2) Existe θ ≥ 2p tal que 0 < θH(s) ≤ sh(s) para todo s > 0, em que H(s) =
∫ s
0
h(t)dt.
O seguinte teorema conte´m o resultado principal deste cap´ıtulo:
Teorema 4.1. Seja 1 < p ≤ N . Suponhamos que (V1), (V5) e (H0)− (H1) valem. Enta˜o a
Equac¸a˜o (4.1) possui uma soluc¸a˜o fraca positiva u ∈ C1,αloc (RN) desde que uma das seguintes
condic¸o˜es sejam satisfeitas:
(a) (H2) vale com θ > 2p;
(b) (H2) vale com θ = 2p e p − 1 < r < p∗ − 1 se 1 < p < N ou r > p − 1 se p = N em
(H1).
Ale´m disso, se 1 < p < N temos que u(x)→ 0 quando |x| → 0.
Para provarmos o Teorema 4.1, na˜o podemos aplicar diretamente os me´todos mini-max,
pois o funcional energia associado a (4.1), a saber,
J(u) =
1
p
∫
RN
(1 + 2p−1|u|p)|∇u|p dx+ 1
p
∫
RN
V (x)|u|p dx−
∫
RN
H(u) dx
na˜o esta´ bem definido em geral, por exemplo, emW 1,p(RN). Se 1 < p < N e u ∈ C10(RN\{0})
e´ definida por
u(x) = |x|(p−N)/2p para x ∈ B1\{0}
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enta˜o temos que u ∈W 1,p(RN), entretanto ∫RN |u|p|∇u|p dx = +∞. Para contornarmos esta
dificuldade, generalizamos o argumento usado nos cap´ıtulos anteriores para o caso p = 2.
Introduzimos a mudanc¸a de varia´vel v = f−1(u), em que f e´ definida por
f ′(t) =
1
(1 + 2p−1|f(t)|p)1/p em [0,+∞),
f(t) = −f(−t) em (−∞, 0].
(4.3)
Mais adiante, mostramos algumas propriedades importantes da func¸a˜o f . Da´ı, obtemos um
novo funcional a partir de J(u), mais precisamente,
I(v) =
1
p
∫
RN
|∇v|p dx+ 1
p
∫
RN
V (x)|f(v)|p dx−
∫
RN
H(f(v)) dx (4.4)
o qual, agora, esta´ bem definido no espac¸o W 1,p(RN) sob as condic¸o˜es impostas sobre o
potencial V (x) e a na˜o-linearidade h(s). A Equac¸a˜o de Euler-Lagrange associada ao funcional
I e´ dada por
−∆pv = f ′(v)[h(f(v))− V (x)|f(v)|p−2f(v)], v ∈W 1,p(RN). (4.5)
Na Proposic¸a˜o 4.3 mais adiante, relacionamos as soluc¸o˜es de (4.5) com as soluc¸o˜es de (4.1).
4.1 Resultados preliminares
Nesta sec¸a˜o, obtemos algumas propriedades da mudanc¸a de varia´vel f : R→ R definida em
(4.3), bem como um resultado que relaciona as soluc¸o˜es de (4.5) com as soluc¸o˜es de (4.1).
Lema 4.2. A func¸a˜o f(t) e sua derivada possuem as seguintes propriedades:
(1) f e´ unicamente definida, de classe C2 e invert´ıvel;
(2) |f ′(t)| ≤ 1 para todo t ∈ R;
(3) |f(t)| ≤ |t| para todo t ∈ R;
(4) f(t)/t→ 1 quando t→ 0;
(5) |f(t)| ≤ 21/2p|t|1/2 para todo t ∈ R;
(6) f(t)/2 ≤ tf ′(t) ≤ f(t) para todo t ≥ 0;
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(7) f(t)/
√
t→ a > 0 quando t→ +∞;
(8) existe uma constante positiva C tal que
|f(t)| ≥
C|t|, |t| ≤ 1C|t|1/2, |t| ≥ 1.
Prova. A fim de provarmos (1), e´ suficiente observarmos que a func¸a˜o
y(s)
.
=
1
(1 + 2p−1|s|p)1/p
tem derivada limitada. O ı´tem (2) segue da definic¸a˜o de f . A desigualdade (3) e´ uma
consequ¨eˆncia de (2) e do fato que f(t) e´ uma func¸a˜o ı´mpar e coˆncava para t > 0. A seguir,
provamos (4). Como consequ¨eˆncia do teorema do valor me´dio para integrais, temos que
f(t) =
∫ t
0
1
(1 + 2p−1|f(s)|p)1/pds = t
1
(1 + 2p−1|f(ξ)|p)1/p
onde ξ ∈ (0, t). Desde que f(0) = 0, obtemos
lim
t→0
f(t)
t
= lim
ξ→0
1
(1 + 2p−1|f(ξ)|p)1/p = 1.
Para mostrarmos o ı´tem (5), integramos f ′(t)(1 + 2p−1|f(t)|p)1/p = 1 e obtemos∫ t
0
f ′(s)(1 + 2p−1|f(s)|p)1/pds = t
para t > 0. Usando a mudanc¸a de varia´vel y = f(s), segue que
t =
∫ f(t)
0
(1 + 2p−1yp)1/pdy ≥ 2(p−1)/p (f(t))
2
2
= 2−1/p(f(t))2
e, assim, (5) esta´ provado para t ≥ 0. Para t < 0, usamos o fato que f e´ ı´mpar.
A primeira desigualdade em (6) e´ equivalente a 2t ≥ (1+2p−1(f(t))p)1/pf(t). Para mostra´-la,
estudamos a func¸a˜o G : R+ → R, definida por
G(t) = 2t− (1 + 2p−1(f(t))p)1/pf(t).
Desde que G(0) = 0 e usando a definic¸a˜o de f , obtemos para todo t ≥ 0
G′(t) = 1− 2
p−1(f(t))p
1 + 2p−1(f(t))p
=
1
1 + 2p−1(f(t))p
= (f ′(t))p > 0,
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e a primeira desigualdade esta´ provada. A segunda e´ obtida de maneira ana´loga. Agora,
pelo limite (4) segue que limt→0+ f(t)/
√
t = 0 e a desigualdade (6) implica, para todo t > 0,
que
d
dt
(
f(t)√
t
)
=
2f ′(t)t− f(t)
2t
√
t
≥ 0.
Logo, a func¸a˜o f(t)/
√
t e´ na˜o-decrescente para t > 0 e isto, juntamente com a estimativa
(5), mostra o ı´tem (7). O ponto (8) e´ uma consequ¨eˆncia imediata dos limites (4) e (7).
Na˜o e´ dif´ıcil mostrar que, sob as hipo´teses (V1), (V5) e (H0) − (H2), o funcional
I : W 1,p(RN)→ R esta´ bem definido e e´ de classe C1 em W 1,p(RN). Ademais, sua derivada
de Gateaux e´ dada por
〈I ′(v), w〉 =
∫
RN
|∇v|p−2∇v∇w dx+
∫
RN
V (x)|f(v)|p−2f ′(v)w dx−
∫
RN
h(f(v))f ′(v)w dx
para v, w ∈ W 1,p(RN). Os pontos cr´ıticos de I correspondem exatamente as soluc¸o˜es fracas
de (4.5). O pro´ximo resultado relaciona as soluc¸o˜es fracas de (4.5) com as soluc¸o˜es fracas
de (4.1). Chamamos a atenc¸a˜o que este fato na˜o foi mostrado em nenhum trabalho que
abordou a equac¸a˜o (1).
Proposic¸a˜o 4.3. (1) se v ∈ W 1,p(RN)∩ L∞loc(RN) e´ um ponto cr´ıtico do funcional I, enta˜o
u = f(v) ∈ W 1,p(RN) ∩ L∞loc(RN) e´ uma soluc¸a˜o fraca de (4.1);
(2) Se v e´ uma soluc¸a˜o cla´ssica de (4.5) enta˜o u = f(v) e´ uma soluc¸a˜o cla´ssica de (4.1).
Prova. Para simplificar a notac¸a˜o vamos denotar g(x, s)
.
= h(s) − V (x)|s|p−2s.
Primeiramente, provemos o ı´tem (1). Temos que |u|p = |f(v)|p ≤ |v|p e |∇u|p =
|f ′(v)|p|∇v|p ≤ |∇v|p. Consequ¨entemente, u ∈ W 1,p(RN) ∩ L∞loc(RN). Como v e´ um ponto
cr´ıtico de I, temos para todo w ∈ W 1,p(RN),∫
RN
|∇v|p−2∇v∇w dx =
∫
RN
g(x, f(v))f ′(v)w dx. (4.6)
Desde que (f−1)′(t) =
1
f ′(f−1(t))
, segue que
(f−1)′(t) = (1 + 2p−1|f(f−1(t))|p)1/p = (1 + 2p−1|t|p)1/p (4.7)
o que implica que
∇v = (f−1)′(u)∇u = (1 + 2p−1|u|p)1/p∇u. (4.8)
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Para todo ϕ ∈ C∞0 (RN), temos que
f ′(v)−1ϕ = (1 + 2p−1|u|p)1/pϕ ∈ W 1,p(RN)
e
∇(f ′(v)−1ϕ) = 2p−1(1 + 2p−1|u|p)(1−p)/p|u|p−2uϕ∇u
+ (1 + 2p−1|u|p)1/p∇ϕ
(4.9)
Tomando w = f ′(v)−1ϕ em (4.6) e usando (4.8) − (4.9), obtemos (4.2) o que mostra que
u = f(v) e´ uma soluc¸a˜o fraca de (4.1).
A seguir, provemos o ı´tem (2). Temos que
∆pv =
N∑
i=1
∂
∂xi
(
|∇v|p−2 ∂v
∂xi
)
=
N∑
i=1
∂
∂xi
(
|(f−1)′(u)∇u|p−2(f−1)′(u) ∂u
∂xi
)
e derivando
∆pv =
N∑
i=1
∂
∂xi
(
|∇u|p−2 ∂u
∂xi
)
|(f−1)′(u)|p−2(f−1)′(u)
+
N∑
i=1
∂
∂xi
(|(f−1)′(u)|p−2(f−1)′(u)) |∇u|p−2 ∂u
∂xi
.
Usando (4.7), obtemos
∆pv = (1 + 2
p−1|u|p)(p−1)/p∆pu+ (p− 1)2p−1|u|p−2u
(
(1 + 2p−1|u|p)−1/p |∇u|p.
Assim, temos
(1 + 2p−1|u|p)(p−1)/p∆pu+ (p− 1)2p−1|u|p−2u
(
(1 + 2p−1|u|p)−1/p |∇u|p
= − 1
(1 + 2p−1|u|p)1/p g(x, u),
donde
∆pu+ 2
p−1|u|p∆pu+ (p− 1)2p−1|u|p−2u|∇u|p = −g(x, u)
Finalmente, observando que
2p−1|u|p∆pu+ (p− 1)2p−1|u|p−2u|∇u|p = ∆p(u2)u
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de onde segue que
−∆pu−∆p(u2)u = g(x, u).
Neste momento, fica claro que para obtermos uma soluc¸a˜o fraca de (4.1), e´ suficiente
obtermos uma soluc¸a˜o fraca de (4.5) em L∞loc(RN), ou equivalentemente, obtermos um ponto
cr´ıtico do funcional I em L∞loc(RN).
4.2 O problema auxiliar
Nesta sec¸a˜o, a fim de provarmos o resultado principal deste cap´ıtulo, usamos alguns
resultados devidos a do O´ - Medeiros [35] sobre equac¸o˜es da forma
−∆pv = k(v) em RN , (4.10)
cujo funcional natural associado F : W 1,p(RN)→ R e´ dado por
F(v) = 1
p
∫
RN
|∇v|p dx−
∫
RN
K(v) dx,
em que K(s)
.
=
∫ s
0
k(t)dt. Sob as hipo´teses sobre a func¸a˜o k : R→ R, que exibimos a seguir,
o funcional F esta´ bem definido e e´ de classe C1. Consideramos as seguintes condic¸o˜es sobre
a na˜o-linearidade k(s):
(k0) k ∈ C(R,R) e e´ ı´mpar;
(k1) Quando 1 < p < N , assumimos que
lim
s→+∞
k(s)
sp∗−1
= 0;
quando p = N , assumimos que para qualquer α > 0, existe uma constante Cα > 0 tal
que para todo |s| ≥ δ > 0
|k(s)| ≤ Cα[exp(α|s|N/(N−1))− SN−2(α0, s)],
em que
SN−2(α0, s) =
N−2∑
k=0
αk0
k!
|s|kN/N−1;
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(k2) Quando 1 < p < N , suponhamos que
−∞ < lim inf
s→0+
k(s)
sp−1
≤ lim sup
s→0+
k(s)
sp−1
= −ν < 0
e para p = N
lim
s→0
k(s)
|s|N−1 = −ν < 0;
(k3) Existe ζ > 0 tal que K(ζ) > 0.
Seja
m
.
= inf{F(v) : v ∈ W 1,p(RN) \ {0} e´ uma soluc¸a˜o de (4.10)}. (4.11)
Uma soluc¸a˜o v de (4.10) e´ dita de energia mı´nima (ou soluc¸a˜o do tipo “ground state”)
se atinge o ı´nfimo m, isto e´, F(v) = m. Portanto, se w e´ um mı´nimo de (4.11) e v e´ qualquer
soluc¸a˜o na˜o-trivial de (4.10) enta˜o F(w) ≤ F(v).
Os seguintes resultados sa˜o encontrados em [35] (Teoremas 1.4, 1.6 e 1.8):
Teorema 4.4. Seja 1 < p ≤ N . Sob as hipo´teses (k0) − (k3), o problema (4.10) tem uma
soluc¸a˜o de energia mı´nima positiva.
Teorema 4.5. Seja 1 < p ≤ N e suponha que (k0)− (k2) valem. Enta˜o, pondo
Λ = {γ ∈ C([0, 1],W 1,p(RN)); γ(0) = 0 e F(γ(1)) < 0} e c .= inf
γ∈Λ
max
0≤t≤1
F(γ(t)),
temos que Λ 6= ∅ e c = m. Ale´m disso, para cada soluc¸a˜o de energia mı´nima w de (4.10),
existe um caminho γ ∈ Λ tal que w ∈ γ([0, 1]) e
max
t∈[0,1]
F(γ(t)) = F(w).
Observac¸a˜o 4.6. Em [35], tambe´m e´ provado que, sob (k0) − (k2), existem α > 0, δ > 0
tais que
F(v) ≥ α‖v‖p1,p se ‖v‖1,p ≤ δ.
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4.3 Prova do Teorema 4.1
Para provarmos o Teorema 4.1, primeiro mostramos que o funcional I possui a geometria
do Passo da Montanha. Para encontrarmos um ponto cr´ıtico na˜o-trivial, as principais
dificuldades que devemos vencer sa˜o a poss´ıvel na˜o-limitac¸a˜o das sequ¨eˆncias de Palais-Smale
e a perda de compacidade.
4.3.1 Geometria do Passo da Montanha
Desde que estamos interessados em soluc¸o˜es positivas, definamos h(s) = 0 para s < 0. A
seguir, mostramos que I tem a geometria do Passo da Montanha.
Lema 4.7. Sob as hipo´teses (V1), (V5) e (H0) − (H1), o funcional I possui a geometria do
Passo da Montanha.
Prova. Denotemos por
J0(v) =
1
p
∫
RN
|∇v|p dx+ 1
p
∫
RN
V0|f(v)|p dx−
∫
RN
H(f(v)) dx
e
J∞(v) =
1
p
∫
RN
|∇v|p dx+ 1
p
∫
RN
V∞|f(v)|p dx−
∫
RN
H(f(v)) dx
os funcionais energia associados as equac¸o˜es −∆pv = g0(v) e −∆pv = g∞(v), em que
g0(v)
.
= f ′(v)[h(f(v))− V0|f(v)|p−2f(v)]
e
g∞(v)
.
= f ′(v)[h(f(v))− V∞|f(v)|p−2f(v)].
Note que J0(v) ≤ I(v) ≤ J∞(v) para todo v ∈ W 1,p(RN). Na˜o e´ dif´ıcil ver que a na˜o-
linearidade g0 satisfaz as hipo´teses (k0)− (k2). Assim, pela Observac¸a˜o 4.6, deduzimos que
existem α0 > 0 e δ0 > 0 tais que
I(v) ≥ J0(v) ≥ α0‖v‖p1,p se ‖v‖1,p ≤ δ0, (4.12)
o que mostra que a origem e´ um mı´nimo local estrito para I. Ale´m disso, desde que g∞
tambe´m satisfaz (k0) − (k2), aplicando o Teorema 4.5 ao funcional J∞, temos que existe
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e ∈ W 1,p(RN) com ‖e‖1,p > δ0 tal que J∞(e) < 0 o que implica que I(e) < 0. Assim, Γ 6= ∅
em que
Γ = {γ ∈ C([0, 1],W 1,p(RN)) : γ(0) = 0 e I(γ(1)) < 0} (4.13)
e a geometria do Passo da Montanha para I esta´ provada.
Observac¸a˜o 4.8. Pela condic¸a˜o (H2), existe C > 0 tal que H(s) ≥ Csθ para s ≥ 1. Em
particular, obtemos que lims→+∞H(s)/sp = +∞. Logo, existe ζ > 0 tal que G0(ζ) > 0 e
G∞(ζ) > 0 em que
G∞(s) =
∫ s
0
g∞(t) dt = H(f(s))− V∞
p
|f(s)|p;
G0(s) =
∫ s
0
g0(t) dt = H(f(s))− V0
p
|f(s)|p.
Portanto g0 e g∞ tambe´m satisfazem (k3). Em virtude do Teorema 4.4, as equac¸o˜es
−∆pv = g0(v) e −∆pv = g∞(v) em RN
teˆm soluc¸o˜es de energia mı´nima em W 1,p(RN) que sa˜o positivas.
4.3.2 Sequ¨eˆncias de Cerami
Relembremos que uma sequ¨eˆncia (vn) em W
1,p(RN) e´ chamada de Cerami para I no n´ıvel c
se
I(vn)→ c e ‖I ′(vn)‖(1 + ‖vn‖1,p)→ 0 quando n→∞.
Temos, enta˜o, o seguinte lema que da´ a limitac¸a˜o das sequ¨eˆncias de Cerami:
Lema 4.9. Assuma que (V1), (V5) e (H0) − (H1) valem. Enta˜o toda sequ¨eˆncia de Cerami
para I no n´ıvel c > 0 e´ limitada em W 1,p(RN).
Prova. Primeiramente, afirmamos que se uma sequ¨eˆncia (vn) em W
1,p(RN) satisfaz∫
RN
|∇vn|p dx+
∫
RN
V (x)|f(vn)|p dx ≤ C (4.14)
para alguma constante C > 0, enta˜o ela e´ limitada em W 1,p(RN). Com efeito, basta
provarmos que
∫
RN |vn|p dx e´ limitada. Escrevamos∫
RN
|vn|p dx =
∫
{|vn|≤1}
|vn|p dx+
∫
{|vn|>1}
|vn|p dx.
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Por (8) do Lema 4.2 e Observac¸a˜o 4.8, existe C > 0 tal que H(f(s)) ≥ Csp para todo s ≥ 1.
Isto implica que∫
{|vn|>1}
|vn|p dx ≤ 1
C
∫
{|vn|>1}
H(f(vn)) dx ≤ 1
C
∫
RN
H(f(vn)) dx.
Devido o comportamento de f no zero, existe tambe´m uma constante C > 0 tal que
|f(s)| ≥ C|s| para todo s ∈ [−1, 1]. Portanto,∫
{|vn|≤1}
|vn|p dx ≤ 1
Cp
∫
{|vn|≤1}
|f(vn)|p dx ≤ 1
CpV0
∫
RN
V (x)|f(vn)|p dx.
Estas estimativas provam que (vn) e´ limitada em W
1,p(RN).
Agora, seja (vn) em W
1,p(RN) uma sequ¨eˆncia de Cerami arbitra´ria para I no n´ıvel c > 0.
Temos que
1
p
∫
RN
|∇vn|p dx+ 1
p
∫
RN
V (x)|f(vn)|p dx−
∫
RN
H(f(vn)) dx = c+ on(1) (4.15)
e para todo ϕ ∈ W 1,p(RN)
〈I ′(vn), ϕ〉 =
∫
RN
|∇vn|p−2∇vn∇ϕ dx+
∫
RN
V (x)
|f(vn)|p−2f(vn)ϕ
(1 + 2p−1|f(vn)|p)1/pdx
−
∫
RN
h(f(vn))ϕ
(1 + 2p−1|f(vn)|p)1/pdx
(4.16)
Considerando a func¸a˜o ϕn(x)
.
= (1+ 2p−1|f(vn(x))|p)1/pf(vn(x)) e usando (3) e (6) do Lema
4.2, obtemos que |ϕn| ≤ 2|vn| e
|∇ϕn| =
(
1 +
2p−1|f(vn)|p
1 + 2p−1|f(vn)|p
)
|∇vn| ≤ 2|∇vn|.
Assim, ‖ϕn‖1,p ≤ 2‖vn‖1,p. Tomando ϕ = ϕn em (4.16) e como (vn) e´ uma sequ¨eˆncia de
Cerami, conclu´ımos que∫
RN
(
1 +
2p−1|f(vn)|p
1 + 2p−1|f(vn)|p
)
|∇vn|p dx+
∫
RN
V (x)|f(vn)|p dx
−
∫
RN
h(f(vn))f(vn) dx = 〈I ′(vn), ϕn〉 = on(1).
(4.17)
De (4.15) e (4.17), temos que
I(vn)− 1
θ
〈I ′(vn), ϕn〉 =
∫
RN
[
1
p
− 1
θ
(
1 +
2p−1|f(vn)|p
1 + 2p−1|f(vn)|p
)]
|∇vn|p dx
+
(
1
p
− 1
θ
)∫
RN
V (x)|f(vn)|p
+
1
θ
∫
RN
[h(f(vn))f(vn)− θH(f(vn))] dx
100
e em virtude de (H2) segue que∫
RN
[
1
p
− 1
θ
(
1 +
2p−1|f(vn)|p
1 + 2p−1|f(vn)|p
)]
|∇vn|p dx+ 1
2p
∫
RN
V (x)|f(vn)|p dx
≤ c+ on(1).
(4.18)
Se θ > 2p, obtemos(
θ − 2p
pθ
)∫
RN
|∇vn|p dx+ 1
2p
∫
RN
V (x)|f(vn)|p dx ≤ c+ on(1)
o que mostra que (4.14) vale e assim (vn) e´ limitada. Agora, se θ = 2p, deduzimos de (4.18)
que
1
2p
∫
RN
|∇vn|p
1 + 2p−1|f(vn)|pdx+
1
2p
∫
RN
V (x)|f(vn)|p dx ≤ c+ on(1). (4.19)
Denotando un = f(vn), temos que |∇vn|p = (1 + 2p−1|f(vn)|p)|∇un|p e (4.19) implica que
1
2p
∫
RN
|∇un|p dx+ 1
2p
∫
RN
V (x)|un|p dx ≤ c+ on(1). (4.20)
Por (4.20), segue que (un) e´ limitada em W
1,p(RN). Usando as hipo´teses (H0) − (H1),
obtemos
H(s) ≤ |s|p + C|s|r+1 (4.21)
e pela imersa˜o de Sobolev
∫
RN H(f(vn)) dx =
∫
RN H(un) dx e´ limitada. Aqui estamos
supondo que a condic¸a˜o (b) do Teorema 4.1 vale. Logo, usando (4.15) obtemos (4.14).
Assim, (vn) e´ limitada em W
1,p(RN) e isto conclui a prova.
Desde que I possui a geometria do Passo da Montanha, sabemos (veja, por exemplo, [28]
e [40]) que existe uma sequ¨eˆncia de Cerami para I no n´ıvel
c = inf
γ∈Γ
max
0≤t≤1
I(γ(t)) > 0,
onde Γ foi definido em (4.13). Pelo Lema 4.9, a sequ¨eˆncia (vn) e´ limitada. Logo, podemos
assumir, a menos de subsequ¨eˆncia, que vn ⇀ v emW
1,p(RN). Afirmamos que I ′(v) = 0. Com
efeito, pelo fato de C∞0 (RN) ser denso em W 1,p(RN), basta mostrarmos que 〈I ′(v), ψ〉 = 0
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para todo ψ ∈ C∞0 (RN). Observe que
〈I ′(vn), ψ〉 − 〈I ′(v), ψ〉
=
∫
RN
(|∇vn|p−2∇vn − |∇v|p−2∇v)∇ψ dx
+
∫
RN
( |f(vn)|p−2f(vn)
(1 + 2p−1|f(vn)|p)1/p −
|f(v)|p−2f(v)
(1 + 2p−1|f(v)|p)1/p
)
V (x)ψ dx
+
∫
RN
(
h(f(v))
(1 + 2p−1|f(v)|p)1/p −
h(f(vn))
(1 + 2p−1|f(vn)|p)1/p
)
ψ dx.
Usando que vn → v em Lqloc(RN) para q ∈ [1, p∗) se 1 < p < N e q ≥ 1 se p = N , pelo
Teorema da Convergeˆncia Dominada de Lebesgue e (H0)− (H1), segue que
〈I ′(vn), ψ〉 − 〈I ′(v), ψ〉 → 0.
Desde que I ′(vn)→ 0, conclu´ımos que I ′(v) = 0. Agora, mostremos que v 6= 0. Suponhamos,
por contradic¸a˜o, que v = 0. Observe que a sequ¨eˆncia (vn) e´ tambe´m uma sequ¨eˆncia de
Cerami para o funcional J∞, definido anteriormente. De fato, usando que V (x) → V∞
quando |x| → ∞, vn → 0 em Lploc(RN) e (3) do Lema 4.2, temos
J∞(vn)− I(vn) = 1
p
∫
RN
(V∞ − V (x))|f(vn)|p dx→ 0.
Ale´m disso, pelos mesmos argumentos anteriores, obtemos
‖J ′∞(vn)− I ′(vn)‖ = sup
‖u‖≤1
|〈J ′∞(vn), u〉 − 〈I ′(vn), u〉|
≤ sup
‖u‖≤1
∫
RN
|f(vn)|p−1|V∞ − V (x)||u| dx
≤
(∫
RN
|f(vn)|p|V∞ − V (x)|p/(p−1) dx
)(p−1)/p
→ 0,
quando n→∞, o que implica que
‖J ′∞(vn)‖(1 + ‖vn‖1,p) ≤ ‖J ′∞(vn)− I ′(vn)‖(1 + ‖vn‖1,p) + ‖I ′(vn)‖(1 + ‖vn‖1,p)→ 0
quando n→∞. A seguir, provemos a seguinte afirmac¸a˜o:
Afirmac¸a˜o 1. Existem α > 0, R > 0 e (yn) em RN tais que
lim
n→∞
∫
BR(yn)
|vn|p dx ≥ α.
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Verificac¸a˜o da Afirmac¸a˜o 1. Suponhamos que a afirmac¸a˜o na˜o seja verdadeira. Portanto,
vale que
lim
n→∞
sup
y∈RN
∫
BR(y)
|vn|p dx = 0 para todo R > 0.
Pelo Lema I.1 em [54], temos que vn → 0 em Lq(RN) para qualquer q ∈ (p, p∗) se 1 < p < N
e q > p se p = N . Usando (H0) − (H1), para cada ² > 0 existe C² > 0 tal que para todo
s ∈ R
h(f(s))f(s) ≤ ²|f(s)|p + C²|f(s)|r+1.
Desta estimativa e usando (3) e (5) do Lema 4.2, para v ∈ W 1,p(RN), obtemos∫
RN
h(f(v))f(v) dx ≤ ²
∫
RN
|v|p dx+ C²
∫
RN
|v|r+1 dx (4.22)∫
RN
h(f(v))f(v) dx ≤ ²
∫
RN
|v|p dx+ C²
∫
RN
|v|(r+1)/2 dx. (4.23)
Usamos a desigualdade (4.22) quando θ = 2p e (4.23) quando θ > 2p. Vamos considerar
somente o caso θ > 2p, pois o tratamento para o outro e´ similar. Por (6) do Lema 4.2 e
(4.23), vemos que para todo ² > 0
lim
n→∞
∫
RN
h(f(vn))f
′(vn)vn dx ≤ lim
n→∞
∫
RN
h(f(vn))f(vn) dx
≤ lim
n→∞
(
²
∫
RN
|vn|p dx+ C²
∫
RN
|vn|(r+1)/2 dx
)
≤ ² lim
n→∞
∫
RN
|vn|p dx
pois (r + 1)/2 ∈ (p, p∗) se 1 < p < N ou (r + 1)/2 > p se p = N . Enta˜o, obtemos que
lim
n→∞
∫
RN
h(f(vn))f(vn) dx = 0 e lim
n→∞
∫
RN
h(f(vn))f
′(vn)vn dx = 0. (4.24)
Desde que 〈I ′(vn), vn〉 → 0, segue que∫
RN
|∇vn|p dx+
∫
RN
V (x)|f(vn)|p−2f(vn)f ′(vn)vn dx→ 0.
Usando novamente (6) do Lema 4.2, obtemos∫
RN
|∇vn|p dx+
∫
RN
V (x)|f(vn)|p dx→ 0.
Pelo primeiro limite em (4.24) e (H2), conclu´ımos que limn→∞
∫
RN H(f(vn)) dx = 0. Isto
implica que I(vn)→ 0 o que contradiz o fato que I(vn)→ c > 0. Portanto, a afirmac¸a˜o esta´
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provada.
Agora, seja v˜n definida por v˜n(x) = vn(x + yn). Como (vn) e´ uma sequ¨eˆncia de Cerami
para J∞, na˜o e´ dif´ıcil ver que v˜n e´ tambe´m uma sequ¨eˆncia de Cerami para J∞. Procedendo
como no caso de (vn), a menos de subsequ¨eˆncia, obtemos v˜n ⇀ v˜ com J
′
∞(v˜) = 0. Como
v˜n → v˜ em Lp(BR), pela Afirmac¸a˜o 1 conclu´ımos que∫
BR
|v˜|p dx = lim
n→∞
∫
BR
|v˜n|p dx = lim
n→∞
∫
BR(yn)
|vn|p dx ≥ α
mostrando que v˜ 6= 0. Por (6) do Lema 4.2, para todo n obtemos
f 2(v˜n)− f(v˜n)f ′(v˜n)v˜n ≥ 0
o que mostra que
|f(v˜n)|p − |f(v˜n)|p−2f(v˜n)f ′(v˜n)v˜n ≥ 0.
Ale´m disso, da condic¸a˜o (H2), conclu´ımos para todo n que
1
p
h(f(v˜n))f
′(v˜n)v˜n −H(f(v˜n)) ≥ 1
2p
h(f(v˜n))f(v˜n)−H(f(v˜n)) ≥ 0.
Assim, usando o Lema de Fatou e desde que (v˜n) e´ uma sequ¨eˆncia de Cerami para J∞,
obtemos
c = lim
n→∞
[
J∞(v˜n)− 1
p
〈J ′∞(v˜n), v˜n〉
]
= lim sup
n→∞
1
p
∫
RN
V∞
[|f(v˜n)|p − |f(v˜n)|p−2f(v˜n)f ′(v˜n)v˜n] dx
+ lim sup
n→∞
∫
RN
[
1
p
h(f(v˜n))f
′(v˜n)v˜n −H(f(v˜n))
]
dx
≥ 1
p
∫
RN
V∞
[|f(v˜)|p − |f(v˜)|p−2f(v˜)f ′(v˜)v˜] dx
+
∫
RN
[
1
p
h(f(v˜))f ′(v˜)v˜ −H(f(v˜))
]
dx
= J∞(v˜)− 1
p
〈J ′∞(v˜), v˜〉 = J∞(v˜).
Portanto v˜ 6= 0 e´ um ponto cr´ıtico de J∞ satisfazendo J∞(v˜) ≤ c. Da´ı, deduzimos que o
n´ıvel de energia mı´nima m∞ para J∞ satisfaz m∞ ≤ c. Denotemos por w˜ uma soluc¸a˜o de
energia mı´nima da equac¸a˜o −∆pv = g∞(v) (a existeˆncia desta soluc¸a˜o e´ assegurada pela
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Observac¸a˜o 4.8). Aplicando o Teorema 4.5 para o funcional J∞, podemos encontrar um
caminho γ ∈ C([0, 1],W 1,p(RN)) tal que γ(0) = 0, J∞(γ(1)) < 0, w˜ ∈ γ([0, 1]) e
max
t∈[0,1]
J∞(γ(t)) = J∞(w˜).
Podemos supor que V 6≡ V∞ em (V5), caso contra´rio, na˜o haveria nada a provar. Assim
I(γ(t)) < J∞(γ(t)), ∀ t ∈ (0, 1]
e isto implica que
c ≤ max
t∈[0,1]
I(γ(t)) < max
t∈[0,1]
J∞(γ(t)) = J∞(w˜) = m∞ ≤ c
o que e´ uma contradic¸a˜o. Portanto, v e´ um ponto cr´ıtico na˜o-trivial de I. Logo, para todo
w ∈ W 1,p(RN), ∫
RN
|∇v|p−2∇v∇w dx+
∫
RN
V (x)|f(v)|p−2f(v)f ′(v)w dx
=
∫
RN
h(f(v))f ′(v)w dx.
(4.25)
Tomando w = −v−, obtemos∫
RN
|∇v−|2 dx+
∫
RN
V (x)
|f(v)|p−2f(v)(−v−)
(1 + 2p−1|f(v)|p)1/p dx
=
∫
{v≥0}
h(f(v))f ′(v)(−v−) dx+
∫
{v<0}
h(f(v))f ′(v)(−v−) dx = 0.
Desde que f(v)(−v−) ≥ 0, conclu´ımos que∫
RN
|∇v−|2 dx = 0 e
∫
RN
V (z)|f(v)|p−2f(v)(−v−)
(1 + 2p−1|f(v)|p)1/p dx = 0
mostrando que v− = 0 quase sempre em RN e, portanto, v = v+ ≥ 0.
4.3.3 Decaimento a zero no infinito
Vamos assumir que 1 < p < N . Para cada k > 0, definamos
vk =
{
v se v ≤ k
k se v ≥ k,
105
ϑk = v
p(β−1)
k v e wk = vv
β−1
k
com β > 1 a ser determinado mais adiante. Tomando ϑk como uma func¸a˜o teste em (4.25)
e usando que
h(f(v)) ≤ V0
2
f(v) + Cf(v)r
e a condic¸a˜o (V1), obtemos∫
RN
v
p(β−1)
k |∇v|p dx+ p(β − 1)
∫
RN
v
p(β−1)−1
k v∇vk∇v dx
≤ C
∫
RN
f(v)rf ′(v)vvp(β−1)k dx.
Em virtude da segunda parcela no lado esquerdo da desigualdade anterior ser na˜o-negativa
e usando (5) e (6) do Lema 4.2 temos que∫
RN
v
p(β−1)
k |∇v|p dx ≤ C
∫
RN
v(r+1)/2v
p(β−1)
k dx = C
∫
RN
vr˜−pwpk dx (4.26)
em que r˜
.
= (r + 1)/2. Pela desigualdade de Gagliardo-Nirenberg e (4.26), obtemos(∫
RN
wp
∗
k dx
)p/p∗
≤ C1
∫
RN
|∇wk|p dx
≤ C2
∫
RN
v
p(β−1)
k |∇v|p dx+ C3(β − 1)p
∫
RN
vpv
p(β−2)
k |∇vk|p dx
≤ C4βp
∫
RN
v
p(β−1)
k |∇v|p dx
≤ C5βp
∫
RN
vr˜−pwpk dx,
onde usamos que vk ≤ v, 1 ≤ βp e (β − 1)p ≤ βp. Em vista da desigualdade de Ho¨lder,
obtemos(∫
RN
wp
∗
k dx
)p/p∗
≤ βpC5
(∫
RN
vp
∗
dx
)(r˜−p)/p∗ (∫
RN
w
pp∗/(p∗−r˜+p)
k dx
)(p∗−r˜+p)/p∗
.
Desde que |wk| ≤ |v|β, pela continuidade da imersa˜o W 1,p(RN) ↪→ Lp∗(RN), obtemos(∫
RN
|vvβ−1k |p
∗
dx
)p/p∗
≤ βpC6‖v‖r˜−p1,p
(∫
RN
vβpp
∗/(p∗−r˜+p) dx
)(p∗−r˜+p)/p∗
.
Escolhendo β = 1 + (p∗ − r˜)/p temos βpp∗/(p∗ − r˜ + p) = p∗. Assim,(∫
RN
|vvβ−1k |p
∗
dx
)p/p∗
≤ βpC6‖v‖r˜−p1,p ‖v‖pββα∗ ,
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em que α∗ = pp∗/(p∗ − r˜ + p). Pelo Lema de Fatou, segue que
‖v‖βp∗ ≤ (βpC6‖v‖r˜−p)1/pβ‖v‖βα∗ . (4.27)
Para cada m = 0, 1, 2, .... , definamos βm+1α
∗ .= p∗βm com β0
.
= β. Usando o argumento
anterior para β1, por (4.27) temos
‖u‖β1p∗ ≤ (βp1C6‖u‖r˜−p1,p )1/pβ1‖u‖β1α∗
≤ (βp1C6‖u‖r˜−p1,p )1/pβ1(βpC6‖u‖r−p1,p )1/pβ‖u‖βα∗
≤ (C6‖u‖r˜−p1,p )1/pβ+1/pβ1(β)1/β(β1)1/β1‖u‖p∗.
Observando que βm = χ
mβ, em que χ = p∗/α∗, por iterac¸a˜o obtemos
‖u‖βmp∗ ≤ (C6‖u‖r˜−p1,p )1/pβ
∑m
i=0 χ
−i
β1/β
∑m
i=0 χ
−i
χ1/β
∑m
i=0 iχ
−i‖u‖p∗ .
Como χ > 1 e
lim
m→∞
1
pβ
m∑
i=0
χ−i =
1
p∗ − r˜ ,
podemos tomar o limite quando m→∞ para concluir que v ∈ L∞(RN) e
‖v‖∞ ≤ C7‖v‖(p
∗−p)/(p∗−r˜)
1,p .
No caso p = N , usando o Teorema 1 em [71], podemos concluir que v e´ localmente limitada
em RN . Assim, se 1 < p < N ou p = N , como uma consequ¨eˆncia de um resultado devido
a Tolksdorff [77], obtemos que v ∈ C1,αloc (RN), α ∈ (0, 1). Ale´m disso, por uma desigualdade
do tipo Harnack (veja [79, Teorema 1]) e uma argumento de conexidade, devemos ter v > 0
em RN .
A seguir, para 1 < p < N , provemos que v(x) → 0 quando |x| → ∞. Desde que
v ∈ L∞(RN), usando (V1), propriedade (6) do Lema 4.2 e (4.25), podemos concluir que∫
RN
|∇v|p−2∇v∇ϕ dx ≤ C
∫
RN
vϕ dx
para todo ϕ ∈ C∞0 (RN), ϕ ≥ 0. Logo, pelo Teorema 1.3 em [79], temos para qualquer
x ∈ RN ,
sup
y∈B1(x)
v(y) ≤ C‖v‖Lp(B2(x)).
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Em particular, v(x) ≤ C‖v‖Lp(B2(x)) e desde que
‖v‖Lp(B2(x)) → 0 quando |x| → ∞
conclu´ımos que v(x) → 0 quando |x| → ∞. Do ı´tem (1) da Proposic¸a˜o 4.3, obtemos que
u = f(v) e´ uma soluc¸a˜o fraca positiva de (4.1) em C1,αloc (RN) e como u = f(v) ≤ v, segue que
u(x)→ 0 quando |x| → ∞.
A prova do Teorema 4.1 esta´ agora completa.
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CAPI´TULO 5
Multiplicidade de soluc¸o˜es para uma
equac¸a˜o quase-linear com termos
coˆncavos e convexos em R
Este cap´ıtulo trata uma equac¸a˜o do tipo (4.1) no caso unidimensional e quando a na˜o-
linearidade h(s) possui termos coˆncavos e convexos. Mais precisamente, consideramos o
seguinte problema:
Lpu = λ|u|q−2u+ µ|u|r−2u, u ∈ W 1,p(R) (5.1)
em que
Lpu
.
= −(|u′|p−2u′)′ + V (x)|u|p−2u− (|(u2)′|p−2(u2)′)′u,
λ, µ ∈ R, 1 < p <∞, 1 < q < p e r > 2p. Aqui, requeremos que o potencial V : R→ R seja
localmente limitado, na˜o-negativo e cumpra as seguintes condic¸o˜es:
(U1) Para algum 0 < R0 <
1
2p
, V (x) ≥ α > 0 para todo x ∈ R tal que |x| > R0;
(U2)
∫
|x|≥R0
V (x)−1/(p−1)dx <∞.
Aqui, trabalhamos com o seguinte espac¸o de func¸o˜es:
X =
{
u ∈W 1,p(R) :
∫
R
V (x)|u|p dx <∞
}
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o qual e´ um espac¸o de Banach separa´vel e reflexivo quando munido da norma
‖u‖p =
∫
R
|u′|p dx+
∫
R
V (x)|u|p dx.
Note que (5.1) e´ a equac¸a˜o de Euler-Lagrange associada ao funcional
Fλ,µ(u) = 1
p
‖u‖p + 2
p−1
p
∫
R
|u′|p|u|p dx− λ
q
∫
R
|u|q dx− µ
r
∫
R
|u|r dx.
Pelo resultado de imersa˜o que obtemos mais adiante, veja Proposic¸a˜o 5.2, o funcional Fλ,µ
esta´ bem definido sobre o espac¸o de BanachX e, com isso, estudamos a existeˆncia de soluc¸o˜es
de (5.1) como sendo os pontos cr´ıticos do funcional Fλ,µ. Nosso principal resultado neste
cap´ıtulo e´ enunciado como segue:
Teorema 5.1. Sob as hipo´teses (U1) − (U2) e supondo 1 < p < ∞, 1 < q < p e r > 2p,
temos que
(a) para cada µ > 0, λ ∈ R, a equac¸a˜o (5.1) tem uma sequ¨eˆncia de soluc¸o˜es (uk) tal que
Fλ,µ(uk)→∞ quando k →∞.
(b) para cada λ > 0, µ ∈ R, a equac¸a˜o (5.1) tem uma sequ¨eˆncia de soluc¸o˜es (vk) tal que
Fλ,µ(vk) < 0 e Fλ,µ(vk)→ 0 quando k →∞;
Depois dos resultados bem conhecidos de Ambrosetti-Brezis-Cerami [6], problemas
envolvendo equac¸o˜es el´ıpticas com na˜o-linearidades do tipo coˆncava e convexa teˆm sido
estudados por va´rios autores, veja, por exemplo [4], [10], [22], [29] para problemas semi-
lineares e [5], [78] para problemas quase-lineares.
O estudo do problema (5.1) foi em parte motivado pelos trabalhos de Bartsch-Willem
[10], Poppenberg-Schmitt-Wang [66] e Ambrosetti-Wang [7]. Equac¸o˜es do tipo (5.1) tambe´m
foram abordadas em [3].
As caracter´ısticas especiais desta classe de problemas, tratada neste cap´ıtulo, sa˜o que
ela envolve o operador p-Laplaciano e o termo na˜o-linear (|(u2)′|p−2(u2)′)′u, esta´ definida em
toda a reta real e envolve na˜o-linearidades do tipo coˆncava e convexa. Aqui, adaptamos
alguns argumentos desenvolvidos por Poppenberg-Schmitt-Wang [66].
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5.1 Resultados preliminares
Aqui, estabelecemos algumas propriedades do espac¸o X e do funcional Fλ,µ. Pela condic¸a˜o
(U1), segue que a imersa˜o X ↪→ W 1,p(R) e´ cont´ınua. Com efeito,
‖u‖p1,p ≤
∫
R
|u′|p dx+
∫ R0
−R0
|u|p dx+ α−1
∫
|x|>R0
V (x)|u|p dx
≤ max{1, α−1}‖u‖p + 2R0‖u‖p∞.
Desde que ‖u‖p∞ ≤ p‖u‖p1,p , veja por exemplo Brezis [17], conclu´ımos que
‖u‖1,p ≤
(
max{1, α−1}
1− 2pR0
)1/p
‖u‖.
Temos o seguinte resultado de imersa˜o:
Proposic¸a˜o 5.2. Sob as hipo´teses (U1)− (U2), a imersa˜o de X em Ls(R) e´ cont´ınua para
1 ≤ s ≤ ∞ e compacta para 1 ≤ s <∞.
Prova. Usando a desigualdade de Ho¨lder, obtemos∫
|x|≥R0
|u| dx ≤
(∫
|x|≥R0
V (x)|u|p dx
)1/p(∫
|x|≥R0
V (x)−1/(p−1)dx
)p/(p−1)
≤ C‖u‖.
Assim,
‖u‖1 =
∫ R0
−R0
|u|dx+
∫
|x|>R0
|u|dx ≤ 2R0‖u‖∞ + C‖u‖ ≤ C1‖u‖.
Desde que X esta´ imerso continuamente em L∞(R), podemos concluir por interpolac¸a˜o que
a imersa˜o de X em Ls(R) e´ cont´ınua para 1 ≤ s ≤ ∞.
Seja (un) uma sequ¨eˆncia em X satisfazendo ‖un‖ ≤ C. Logo, a menos de subsequ¨eˆncia,
un ⇀ u0 em X.
Sem perda de generalidade, podemos assumir que u0 = 0. Mostremos que un → 0 em L1(R).
Dado ² > 0, para R > 0 suficientemente grande, obtemos∫
|x|≥R
V (x)−1/(p−1)dx <
( ²
2C
)p/(p−1)
.
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Assim ∫
|x|≥R
|un|dx ≤
(∫
|x|≥R
V (x)|un|p dx
)1/p(∫
|x|≥R
V (x)−1/(p−1)dx
)(p−1)/p
<
²
2C
‖un‖ ≤ ²
2
.
Por outro lado, como a imersa˜o W 1,p(IR) ↪→ L1(IR) e´ compacta, existe n0 tal que para todo
n ≥ n0 ∫ R
−R
|un|dx < ²
2
.
Logo, para todo n ≥ n0
‖un‖1 =
∫ R
−R
|un|dx+
∫
|x|≥R
|un|dx < ²
e isto implica que un → 0 em L1(R). Desta convergeˆncia, se 1 < s <∞ obtemos
‖un‖ss =
∫
R
|un|s−1|un|dx ≤ ‖un‖s−1∞ ‖un‖1 ≤ C‖un‖1 → 0 quando n→∞,
e, consequ¨entemente,
un → 0 in Ls(R) para 1 ≤ s <∞
e a prova esta´ completa.
Lema 5.3. O functional Fλ,µ : X → R e´ de classe C1 em X e para u, v ∈ X
〈F ′λ,µ(u), v〉 =
∫
R
|u′|p−2u′v′dx+
∫
R
V (x)|u|p−2uvdx+ 2p−1
∫
R
|u|p|u′|p−2u′v′dx
+2p−1
∫
R
|u′|p|u|p−2uv dx− λ
∫
R
|u|q−2uv dx− µ
∫
R
|u|r−2uv dx.
Prova. Sera´ suficiente mostrar que Φ(u)
.
=
∫
R |u′|p|u|p dx e´ de classe C1 em X, pois, para
as outras parcelas, a prova e´ padra˜o.
Existeˆncia da derivada de Gateaux: Sejam u, v ∈ X e 0 6= t ∈ R. Temos que
Φ(u+ tv)− Φ(u)
t
=
1
t
∫
R
[|u′ + tv′|p(|u+ tv|p − |u|p) + (|u′ + tv′|p − |u′|p)|u|p]dx. (5.2)
Agora, para x ∈ R e 0 < |t| < 1, pelo Teorema do Valor Me´dio, existem λ, θ ∈ (0, 1) tais que
||u(x) + tv(x)|p − |u(x)|p|
|t| = p|u(x) + λtv(x)|
p−1|v(x)|
≤ p (|u(x)|+ |v(x)|)p−1 |v(x)|
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e||u′(x) + tv′(x)|p − |u′(x)|p|
|t| = p|u
′(x) + θtv′(x)|p−1|v′(x)|
≤ p (|u′(x)|+ |v′(x)|)p−1 |v′(x)|.
Como (|u|+ |v|)p−1 |v|, |u|p ∈ L∞(R) e (|u′|+|v′|)p, (|u′|+ |v′|)p−1 |v′| ∈ L1(R), segue de (5.2)
e do Teorema da Convergeˆncia Dominada de Lebesgue, que
〈Φ′(u), v〉 = p
∫
R
|u|p|u′|p−2u′v′dx+ p
∫
R
|u′|p|u|p−2uv dx.
Continuidade da derivada de Gateaux: Escolhamos uma sequ¨eˆncia un → u em X e
v ∈ X com ‖v‖ ≤ 1. Pela desigualdade de Ho¨lder, temos
|〈Φ′(un), v〉 − 〈Φ′(u), v〉| ≤ p
∫
R
∣∣|un|p|u′n|p−2u′n − |u|p|u′|p−2u′∣∣ |v′|dx
+p
∫
R
∣∣|u′n|p|un|p−2un − |u′|p|u|p−2u∣∣ |v|dx
≤ p
(∫
R
∣∣|un|p|u′n|p−2u′n − |u|p|u′|p−2u′∣∣p/(p−1) dx)(p−1)/p
+pC
(∫
R
∣∣|u′n|p|un|p−2un − |u′|p|u|p−2u∣∣p/(p−1) dx)(p−1)/p .
Em virtude do Teorema da Convergeˆncia Dominada de Lebesgue, o lado direito tende a zero
a 0 uniformemente para ‖v‖ ≤ 1. Logo, Φ′ : X → X ′ e´ cont´ınua.
Consideremos a condic¸a˜o abaixo:
(A1) O grupo compacto G age isometricamente sobre o espac¸o de Banach X =
⊕∞
j=0Xj, os
espac¸os Xj sa˜o invariantes e existe um espac¸o de dimensa˜o finita V tal que, para cada
j ∈ N, Xj ' V e a ac¸a˜o de G sobre V e´ admiss´ıvel, isto e´, toda aplicac¸a˜o cont´ınua
equivariante ∂U → V k−1, onde U e´ uma vizinhanc¸a aberta limitada equivariante de 0
em V k, k ≥ 2, tem um zero.
De agora em diante, usaremos as seguintes notac¸o˜es:
Yk
.
=
k⊕
j=0
Xj, Zk
.
=
∞⊕
j=k
Xj.
Para provar o item (a) do Teorema 5.1, usaremos o Teorema da Fonte de T. Bartsch [10]
como dado em [80, Teorema 3.6]:
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Lema 5.4 (Teorema da Fonte). Sob a hipo´tese (A1), seja I ∈ C1(X,R) um funcional
invariante. Se, para cada k ∈ N, existem ρk > rk > 0 tais que
(A2) ak
.
= max
u∈Yk,‖u‖=ρk
I(u) ≤ 0;
(A3) bk
.
= min
u∈Zk,‖u‖=rk
I(u)→∞, k →∞;
(A4) I satisfaz a condic¸a˜o (PS)c para cada c > 0,
enta˜o I tem uma sequ¨eˆncia na˜o-limitada de valores cr´ıticos.
Para o item (b), aplicaremos uma versa˜o dual do Teorema da Fonte, veja [10, Teorema
2] ou [80, teorema 3.18].
Lema 5.5 (Teorema da Fonte Dual). Sob a hipo´tese (A1), seja I ∈ C1(X,R) um
funcional invariante. Ale´m disso, suponha que I satisfaz as seguintes condic¸o˜es
(B1) para cada k ≥ k0, existe Rk > 0 tal que I(u) ≥ 0 para cada u ∈ Zk com ‖u‖ = Rk;
(B2) bk
.
= inf
u∈Zk,‖u‖≤Rk
I(u)→ 0 quando k →∞;
(B3) para cada k ≥ 1, existem rk ∈ (0, Rk) e dk < 0 tais que I(u) ≤ dk para cada u ∈ Yk
com ‖u‖ = rk;
(B4) toda sequ¨eˆncia (un) ⊂ Yn com I(un) < 0 limitada e (I|Yn)′(un) → 0 quando n → ∞
tem uma subsequ¨eˆncia que converge a um ponto cr´ıtico de I.
Enta˜o, para cada k ≥ k0, I tem um valor cr´ıtico ck ∈ [bk, dk] e ck → 0 quando k →∞.
Observe que (B2) e (B3) implicam que bk ≤ dk < 0.
5.2 A condic¸a˜o de Palais-Samale
Inicialmente, provemos que as sequ¨eˆncias de Palais-Smale do funcional Fλ,µ sa˜o limitadas.
Lema 5.6. Qualquer sequ¨eˆncia (PS)c em X, isto e´, satisfazendo Fλ,µ(un)→ c e F ′λ,µ(un)→
0 e´ limitada.
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Prova. Temos, para n grande, que
Fλ,µ(un)− 1
r
〈F ′λ,µ(un), un〉 ≤ ‖un‖+ c+ 1.
Por outro lado,
Fλ,µ(un)− 1
r
〈F ′λ,µ(un), un〉 =
(
1
p
− 1
r
)
‖un‖p + 2p−1
(
1
p
− 2
r
)∫
R
|u′n|p|un|p dx
+λ
(
1
r
− 1
q
)∫
R
|un|q dx.
Logo,
‖un‖+ c+ 1 ≥
(
1
p
− 1
r
)
‖un‖p − C‖un‖q,
e isto mostra que (un) e´ limitada, pois r > 2p e p > q.
Lema 5.7. O funcional Fλ,µ satisfaz a condic¸a˜o (PS)c para todo c ∈ R.
Prova. Seja (un) em X satisfazendo Fλ,µ(un) → c e F ′λ,µ(un) → 0. Mostraremos que (un)
tem uma subsequ¨eˆncia convergente. Pelo Lema 5.6, (un) e´ limitada. Assim, passando a uma
subsequ¨eˆncia se necessa´rio, un ⇀ u em X e usando a Proposic¸a˜o 5.2, un → u em Lq(R) e
em Ls(R). Portanto, a desigualdade de Ho¨lder implica que∫
R
|un|q−2un(un − u) dx→ 0 e
∫
R
|un|r−2un(un − u) dx→ 0 quando n→∞. (5.3)
Temos que
on(1) =〈F ′λ,µ(un), un − u〉+ λ
∫
R
|un|q−2un(un − u)dx
+ µ
∫
R
|un|r−2un(un − u)dx
=
∫
R
|u′n|p−2u′n(u′n − u′)dx+
∫
R
V (x)|un|p−2un(un − u)dx
+ 2p−1
[ ∫
R
|un|p|u′n|p−2u′n(u′n − u′)dx+
∫
R
|u′n|p|un|p−2un(un − u)dx
]
e desde que
∫
R |u′|p−2u′(u′n − u′)dx = on(1) e
∫
R V (x)|u|p−2u(un − u)dx = on(1) quando
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n→∞, a igualdade anterior pode ser reescrita como segue
on(1) =
∫
R
(|u′n|p−2u′n − |u′|p−2u′)(u′n − u′)dx
+
∫
R
V (x)(|un|p−2un − |u|p−2u)(un − u)dx
+2p−1
[ ∫ R
−R
|un|p|u′n|p−2u′n(u′n − u′)dx︸ ︷︷ ︸
I1
+
∫
|x|>R
|un|p|u′n|p−2u′n(u′n − u′)dx︸ ︷︷ ︸
I2
]
+2p−1
[ ∫ R
−R
|u′n|p|un|p−2un(un − u)dx︸ ︷︷ ︸
I3
+
∫
|x|>R
|u′n|p|un|p−2un(un − u)dx︸ ︷︷ ︸
I4
]
.
Como |u|p, |u′|p ∈ L1(R), dado ² > 0, existe R > 0 tal que∫
|x|>R
|u|p dx < ²p e
∫
|x|>R
|u′|p dx < ²p. (5.4)
Pela convergeˆncia ∫
R
|u|p|u′|p−2u′(u′n − u′) dx→ 0 quando n→∞,
obtemos
I1 =
∫ R
−R
(|un|p|u′n|p−2u′n − |u|p|u′|p−2u′)(u′n − u′)dx+ on(1)
=
∫ R
−R
(|un|p − |u|p)|u′|p−2u′(u′n − u′)dx
+
∫ R
−R
|un|p(|u′n|p−2u′n − |u′|p−2u′)(u′n − u′)dx+ on(1).
Usando a desigualdade
〈|x|p−2x− |y|p−2y, x− y〉 ≥
 Cp|x− y|
p, se p ≥ 2
Cp
|x− y|2
(|x|+ |y|)2−p , se 1 < p < 2
(5.5)
em que x, y ∈ RN , Cp > 0 e 〈·, ·〉 e´ o produto interno padra˜o em RN (veja Simon [72]), a
segunda parcela em I1 e´ na˜o-negativa e aplicando o teorema do Valor Me´dio ao integrando
da primeira integral, obtemos
I1 ≥
∫ R
−R
|ξn|p−2ξn(un − u)|u′|p−2u′(u′n − u′)dx+ on(1),
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em que
min{un, u} ≤ ξn ≤ max{un, u}.
Note que para todo n e para algum C > 0, |ξn| ≤ C quase sempre em R desde que (un) e´
limitada em L∞(R). Observe que∣∣∣∣ ∫ R−R |ξn|p−2ξn(un − u)|u′|p−2u′(u′n − u′)dx
∣∣∣∣
≤
∫ R
−R
|ξn|p−1|un − u||u′|p−1|u′n − u′|dx
≤ C‖un − u‖L∞(IR)
∫ R
−R
|u′|p−1|u′n − u′|dx
≤ C‖un − u‖L∞(IR)
(∫ R
−R
|u′|p dx
)(p−1)/p(∫ R
−R
|u′n − u′|p dx
)1/p
≤ C‖un − u‖L∞(IR) → 0 quando n→∞,
pelo fato da imersa˜oW 1,p(R) ↪→ L∞(IR) ser compacta. Logo, I1 ≥ on(1). Em seguida, nosso
objetivo e´ estimar a integral I2. Temos que
I2 =
∫
|x|>R
|un|p|u′n|p dx−
∫
|x|>R
|un|p|u′n|p−2u′nu′ dx ≥ −
∫
|x|>R
|un|p|u′n|p−2u′nu′ dx.
Por (5.4), podemos concluir que∣∣∣∣∫|x|>R |un|p|u′n|p−2u′nu′dx
∣∣∣∣ ≤ ‖un‖p(∫|x|>R |u′n|p dx
)(p−1)/p(∫
|x|>R
|u′|p dx
)1/p
≤ C².
Portanto, I2 ≥ −C². Para a integral I3, temos
|I3| ≤
∫ R
−R
|u′n|p|un|p−1|un − u|dx ≤ ‖un − u‖L∞(IR)‖un‖p−1∞ ‖un‖
≤ C‖un − u‖L∞(IR) → 0 quando n→∞.
Escrevendo a integral I4 da seguinte maneira,
I4 =
∫
|x|>R
|u′n|p|un|p dx−
∫
|x|>R
|u′n|p|un|p−2unu dx,
analogamente a I2, podemos concluir que I4 ≥ −C², onde ² > 0 foi fixado anteriormente.
Resumindo, obtemos
2pC²+ on(1) ≥
∫
R
(|u′n|p−2u′n − |u′|p−2u′)(u′n − u′)dx
+
∫
R
V (x)(|un|p−2un − |u|p−2u)(un − u)dx
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e pela desigualdade (5.5), segue que
2pCp²+ on(1) ≥

∫
R
|u′n − u′|p dx+
∫
R
V (x)|un − u|p dx, se p ≥ 2∫
R
|u′n − u′|2
(|u′n|+ |u′|)2−p
dx+
∫
R
V (x)
|un − u|2
(|un|+ |u|)2−pdx, se 1 < p < 2.
Assim, se p ≥ 2 deduzimos que ‖un − u‖p → 0 quando n → ∞ pois ² > 0 foi arbitra´rio.
Portanto, un → u em X. Se 1 < p < 2, tambe´m temos que
lim
n→∞
∫
R
|u′n − u′|2
(|u′n|+ |u′|)2−p
dx = 0 e lim
n→∞
∫
R
V (x)
|un − u|2
(|un|+ |u|)2−pdx = 0. (5.6)
Usando a desigualdade de Ho¨lder e a limitac¸a˜o de (un), obtemos∫
R
|u′n − u′|p dx ≤
(∫
R
|u′n − u′|2
(|u′n|+ |u′|)2−p
dx
)p/2(∫
R
(|u′n|+ |u′|)pdx
)(2−p)/2
≤ C
(∫
R
|u′n − u′|2
(|u′n|+ |u′|)2−p
dx
)p/2
→ 0 quando n→∞.
Um argumento similar ao usado no segundo limite em (5.6) fornece∫
R
V (x)|un − u|p dx→ 0.
Logo, ‖un − u‖p → 0 e a prova esta´ completa.
5.3 Prova do Teorema 5.1
Agora, estamos prontos para provar o resultado principal deste cap´ıtulo. Comecemos pelo
ı´tem (a). Vamos nos certificar que no Lema 5.4, as condic¸o˜es (A1)− (A4) sa˜o va´lidas. Desde
que X e´ um espac¸o de Banach separa´vel e reflexivo, fixemos uma base de Schauder (ej)
∞
j=0
para X. Logo, X =
⊕∞
j=0Xj em que Xj = Rej e, sobre X, consideremos a ac¸a˜o ant´ıpoda
de Z2 a qual verifica a condic¸a˜o (A1). Defina
βk
.
= sup
u∈Zk\{0}
‖u‖r
‖u‖ .
Por um argumento ana´logo como em [80, Lema 3.8], temos que βk → 0 quando k → ∞.
Sobre Zk, obtemos
Fλ,µ(u) ≥ 1
p
‖u‖p − |λ|
q
‖u‖qq −
µ
r
‖u‖rr ≥
1
p
‖u‖p − |λ|
q
C‖u‖q − µ
r
βrk‖u‖r.
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Desde que q < p, temos
|λ|
q
C‖u‖q ≤ 1
2p
‖u‖p
para ‖u‖ ≥ R, R > 0 grande. Logo, para ‖u‖ ≥ R, obtemos
Fλ,µ(u) ≥ 1
2p
‖u‖p − µ
r
βrk‖u‖r.
Escolhendo rk := (µβ
r
k)
1/(p−r), segue que rk →∞. Assim, existe k0 tal que rk ≥ R para todo
k ≥ k0. Logo, se u ∈ Zk e ‖u‖ = rk com k ≥ k0, obtemos
Fλ,µ(u) ≥
(
1
2p
− 1
r
)
(µβrk)
p/(p−r)
e, desde que βk → 0 quando k →∞, a relac¸a˜o (A3) esta´ provada. O funcional Fλ,µ e´ par e
satisfaz
Fλ,µ(u) ≤ 1
p
‖u‖p + 2
p−1
p
C‖u‖p∞‖u‖p −
λ
q
‖u‖qq −
µ
r
‖u‖rr
≤ 1
p
‖u‖p + 2
p−1
p
C‖u‖2p − λ
q
‖u‖qq −
µ
r
‖u‖rr
≤ 1
p
‖u‖p + 2
p−1
p
C‖u‖2p − λ
q
C‖u‖q − µ
r
C‖u‖r
pois, em espac¸os de dimensa˜o finita Yk, todas as normas sa˜o equivalentes. Como r > 2p, a
relac¸a˜o (A2) e´ satisfeita para cada ρk > rk > 0 suficientemente grande.
A condic¸a˜o (A4) vale pelo Lema 5.7. E´ suficiente enta˜o usar o Teorema da Fonte e o ı´tem
(a) esta´ provado. Na sequ¨eˆncia, provemos (b). A fim de verificarmos (B1) do Lema 5.5,
seja
αk
.
= sup
u∈Zk\{0}
‖u‖q
‖u‖ .
Segue, facilmente da Proposic¸a˜o 5.2, que αk → 0 quando k →∞. Para u ∈ Zk, obtemos
Fλ,µ(u) ≥ 1
p
‖u‖p − λ
q
αqk‖u‖q −
|µ|
r
C‖u‖r.
Desde que r > p, temos
|µ|
r
C‖u‖r ≤ 1
2p
‖u‖p
para ‖u‖ ≤ R, R > 0 pequeno. Logo,
Fλ,µ(u) ≥ 1
2p
‖u‖p − λ
q
αqk‖u‖q.
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Pondo Rk
.
=
(
2pλαqk
q
)1/(p−q)
, obtemos
1
2p
Rpk =
λ
q
αqkR
q
k.
Claramente Rk → 0, de modo que existe k0 com Rk ≤ R quando k ≥ k0. Assim, se
u ∈ Zk, k ≥ k0 e satisfaz ‖u‖ = Rk, temos
Fλ,µ(u) ≥ 1
2p
‖u‖p − λ
q
αqk‖u‖q = 0.
Isto prova (B1). Em seguida, (B2) e´ obtida imediatamente do fato que Rk → 0. Para
checarmos (B3), sabemos que, sobre o espac¸o de dimensa˜o finita Yk, todas as normas sa˜o
equivalentes. Consequ¨entemente,
Fλ,µ(u) ≤ 1
p
‖u‖p + C‖u‖2p − λ
q
C‖u‖q − µ
r
C‖u‖r.
Como q < p < r, tomando rk suficientemente pequeno, (B3) e´ va´lida. Este e´ precisamente o
ponto onde entra que λ > 0. Finalmente, a condic¸a˜o (B4) e´ provada de maneira ana´loga ao
Lema 5.7.
Para finalizarmos, vamos fazer algumas observac¸o˜es sobre o comportamento das soluc¸o˜es
com respeito aos paraˆmetros λ e µ.
Observac¸a˜o 5.8. (a) Para λ ∈ R e µ ≤ 0, na˜o existe soluc¸a˜o com energia positiva. Ale´m
disso,
inf {‖u‖ : u soluciona (5.1), Fλ,µ(u) > 0} → ∞ quando µ→ 0+.
(b) Para µ ∈ R e λ ≤ 0, na˜o existe soluc¸a˜o com energia negativa. Ale´m disso,
sup {‖u‖ : u soluciona (5.1), Fλ,µ(u) < 0} → 0 quando λ→ 0+.
Prova de (a): Sejam λ, µ ∈ R. Desde que F ′λ,µ(u) = 0, obtemos
λ‖u‖qq = −µ‖u‖rr + ‖u‖p + 2p
∫
R
|u|p|u′|p dx.
Se Fλ,µ(u) ≥ 0, temos(
1
p
− 1
q
)
‖u‖p + µ
(
1
q
− 1
r
)
‖u‖rr + 2p
(
1
2p
− 1
q
)∫
R
|u|p|u′|p dx ≥ 0.
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Como 1 < q < p e r > 2p, vemos imediatamente que para µ ≤ 0, somente u = 0 e´ uma
soluc¸a˜o com energia na˜o-negativa. Agora, se µ > 0, enta˜o existem constantes c1, c2 > 0
verificando
−c1‖u‖p + µc2‖u‖r ≥ 0.
Logo,
‖u‖r−p ≥ µ−1c1/c2 → +∞ quando µ→ 0+,
e o resultado segue.
Prova de (b): Fixemos λ, µ ∈ R. Analogamente, de F ′λ,µ(u) = 0 obtemos
µ‖u‖rr = −λ‖u‖qq + ‖u‖p + 2p
∫
R
|u|p|u′|p dx.
Logo, se Fλ,µ(u) ≤ 0 temos(
1
p
− 1
r
)
‖u‖p + λ
(
1
r
− 1
q
)
‖u‖qq + 2p
(
1
2p
− 1
r
)∫
R
|u|p|u′|p dx ≤ 0.
Isto implica que para λ ≤ 0, somente u = 0 e´ uma soluc¸a˜o com energia na˜o-positiva. Para
λ > 0, existem constantes c3, c4 > 0 tais que
c3‖u‖p − λc4‖u‖q ≤ 0.
Assim,
‖u‖p−q ≤ λc4/c3 → 0 quando λ→ 0+.
Observac¸a˜o 5.9. Para λ > 0 pequeno, e´ fa´cil ver que o funcional Fλ,µ possui a geometria do
Passo da Montanha. Logo, pelo Teorema do Passo da Montanha (veja [80], Teorema 2.10),
a equac¸a˜o (5.1) tem uma soluc¸a˜o do tipo passo da montanha. Esta soluc¸a˜o e´ na˜o-negativa.
De fato, e´ suficiente trabalharmos com o funcional
Jλ,µ(u) =
1
p
‖u‖p + 2
p−1
p
∫
R
|u′|p|u|p dx− λ
q
∫
R
(u+)q dx− µ
r
∫
R
(u+)r dx
e como 〈J ′λ,µ(u), v〉 = 0 para todo v ∈ X, pondo v = u−, obtemos u− = 0. Logo, u = u+ ≥ 0.
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