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We present a quantum-defect theory (QDT) for the −1/r4 type of long-range potential, as a
foundation for a systematic understanding of charge-neutral quantum systems such as ion-atom, ion-
molecule, electron-atom, and positron-atom interactions. The theory incorporates both conceptual
and mathematical advances since earlier formulations of the theory. It also includes more detailed
discussions of the concept of resonance spectrum and its representations, universal properties in
charge-neutral quantum systems, and the QDT description of scattering resonances that is applicable
to any −1/rn potential with n > 2.
PACS numbers: 34.10.+x,03.65.Nk,33.15.-e,34.50.Cx
I. INTRODUCTION
The quantum-defect theory (QDT) for −1/r4 type of
interactions, if broadly defined as a quantum theory that
explicitly takes advantage of the universality due to the
long-range potential, has existed in various forms for
decades [1–3]. Notably, the theory of O’Malley et al. [1]
gives an analytic description of ultracold electron-atom
and ion-atom collision that has stood for many years.
The theory of Fabrikant [3] gives a theory of scattering
that takes further advantage of the modified Mathieu
functions [4–6]. The theory of Watanabe and Greene
[2] gives a more complete QDT formulation for −1/r4
potential in that it treats both positive and negative en-
ergies in a consistent QDT manner which is important
for, e.g., its application in a multichannel formulation
to describe Fano-Feshbach resonances. Together, these
theories have provided a solid theoretical backbone for
our understanding of charge-neutral quantum systems
in low-energy regimes or around a dissociation (detach-
ment) threshold, and have served us well for many years,
including in more recent applications such as Rydberg
molecules [7–10].
Renewed interest in QDT for −C4/r4 polarization po-
tential has arisen with the emergence of cold ion-atom
[11–20] and ion-molecule interactions and reactions [21–
26]. For such heavier systems, the QDT takes on a dif-
ferent magnitude of importance for three primary rea-
sons. First, a same long-range polarization potential,
which in the case of electron-atom interaction can only
bind a few states or lead to a few resonances [27], can
bind many more states and lead to many more reso-
nances. Their existence implies a rapid energy variation
induced by the long-range interaction, making the QDT
description far more important and necessary. Mathe-
matically, this greater importance of long-range poten-
tial for heavier systems is reflected in the length scale,
β4 ≡ (2µC4/~2)1/2, and the corresponding energy scale,
sE = (~
2/2µ)(1/β4)
2, associated with a −C4/r4 interac-
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tion. The length scale β4 scales with the reduced mass
as µ1/2, and is hundreds times greater for ion-atom [14]
and ion-molecule [25] systems than for electron-atom sys-
tems. The energy scale sE scales with the reduced mass
as µ−2, and is typically 109 times smaller [14, 25]. Be-
tween a fixed energy ǫ and the dissociation threshold
ǫ = 0, the number of bound states or resonances due to
the long-range potential is determined by the scaled en-
ergy ǫ/sE (see Ref. [14] and Sec. III B 3), which is vastly
greater for heavier systems. Second, at any fixed posi-
tive energy ǫ > 0 above the threshold, vastly many more
partial waves, of the order of
√
2(ǫ/sE)
1/4, contribute to
ion-atom and ion-molecule interactions than to electron-
atom interactions. At room temperature, e.g., hundreds
of partial waves contribute to typical ion-atom scattering,
while only one or a few to typical electron-atom scatter-
ing. An efficient and unified description of a large number
of partial waves [28, 29] is thus critically important to any
systematic quantum theory of heavier charge-neutral sys-
tems that intends to cover a wide range of energies such
as from absolute zero temperature to the room temper-
ature. We emphasize that large number of partial waves
and seemingly small de Broglie wave length do not guar-
antee classical behavior, there are subtle quantum effects
such as shape resonances that can persist even when such
conditions seem well satisfied. These “high temperature”
resonances can be expected to play an important role in
chemistry such as molecule formation in a dilute environ-
ment [30, 31], and in thermodynamics. Third, ion-atom
and ion-molecule interactions are extremely sensitive to
the short-range potential [32, 33], due again to their
large reduced mass [34]. With the exception of H++H
and its isotopic variations [35–38], this sensitive depen-
dence makes most theoretical predictions based on ab
initio potentials unreliable. QDT and related multichan-
nel quantum-defect theory (MQDT), especially though
their partial-wave insensitive formulations [28, 39], offer
a prospect to overcome this difficulty by reducing their
description to very few parameters that can be deter-
mined with a few experimental data points [32, 40–43],
without relying on the precise knowledge of the short-
range potential [33].
We present here a version of the QDT for the−1/r4 po-
2tential that incorporates both recent conceptual advances
in QDT [14, 29] and mathematical advances in the under-
standing of the modified Mathieu functions [14, 20]. A
brief account of the theory, and its initial applications to
ion-atom interactions and charge-neutral reactions, have
been presented in Refs. [14, 25, 33]. This work presents
the details of the underlying QDT formulation, in prepa-
ration for its further applications. It includes derivations
of the quantum reflection and transmission amplitudes
for the −1/r4 potential (important for understanding
charge-neutral reactive processes [25]), a more detailed
discussion of the concept of resonance spectrum [14] and
its representations, universal properties in charge-neutral
quantum systems especially ion-atom interactions, and
the QDT description of scattering resonances that is ap-
plicable to any −1/rn potential with n > 2. This presen-
tation also serves as a concrete example showing how the
general QDT structure of Ref. [29] is actually realized for
a particular n.
We begin by recalling the keys steps in constructing a
QDT for a −Cn/rn (n > 2) potential [29]. We want to
first find solutions of the Schro¨dinger equation[
− ~
2
2µ
d2
dr2
+
~
2l(l + 1)
2µr2
− Cn
rn
− ǫ
]
vǫl(r) = 0 , (1)
where µ is the reduced mass, and ǫ is the energy. After
scaling the length by the length scale
βn ≡ (2µCn/~2)1/(n−2) , (2)
and the energy by a corresponding energy scale sE =
(~2/2µ)(1/βn)
2. Eq. (1) takes the dimensionless form of[
d2
dr2s
− l(l+ 1)
r2s
+
1
rns
+ ǫs
]
vǫsl(rs) = 0 , (3)
where rs = r/βn is a scaled radius, and ǫs = ǫ/sE is a
scaled energy. We would like to find a pair of linearly
independent solutions of Eq. (3), the so-called QDT base
pair [29], defined by the small-rs asymptotic behavior of
f cǫsl(rs)
rs→0∼ (2/π)1/2rn/4s cos (y − π/4) , (4)
gcǫsl(rs)
rs→0∼ −(2/π)1/2rn/4s sin (y − π/4) , (5)
for all energies. Here y = [2/(n− 2)]r−(n−2)/2s .
The large-rs asymptotic behaviors of such an pair, in
the limit of rs → ∞, defines the Zc matrix for positive
energies, and the W c matrix for negative energies, the
combination of which gives one formulation of QDT for
−1/rn potential [29]. From the Zc and W c matrices, one
can derive the quantum reflection and transmission am-
plitudes associated with the long-range potential, from
which a different QDT formulation can be constructed
[29]. This latter formulation, namely QDT in terms of re-
flection and transmission amplitudes, especially its multi-
channel generalization [44], is playing an important role
in applications of QDT in reactions and inelastic pro-
cesses [25, 44].
For n = 4, the solutions of Eq. (3) are given in terms
of the modified Mathieu functions [4–6]. While they are
well-known mathematical special functions, their under-
standing and application in physics have been somewhat
limited by their relative complexity. Our QDT for −1/r4
potential includes an alternative method of solving and
understanding Mathieu class of functions that may help
to stimulate their further applications. The method fur-
ther emphasizes the structural similarities of the 1/r4
solutions to solutions for 1/r6 [45] and 1/r3 [46] poten-
tials, which should be helpful in understanding all such
solutions.
The paper is organized as follows. In Sec. II, we present
the QDT functions for −1/r4 potential, including the
reference wave functions, the Zc and W c matrices, the
quantum reflection and transmission amplitudes, and the
corresponding QDT functions for negative energies, such
as the quantum order parameter introduced in Ref. [29].
The key results of the corresponding single-channel QDT
for −1/r4 interaction are presented in Sec. III. It includes
a unified understanding of both the bound spectrum and
the resonance spectrum, their different representations,
and a QDT description of scattering resonance that is
applicable to any −1/rn potential with n > 2. Sec-
tion IV discusses the single-channel universal behaviors
for charge-neutral quantum systems, especially ion-atom
systems, as implied in the QDT formulation. In Sec. V,
we briefly discuss the differences in applying the theory to
ion-atom and to electron-atom interactions. Section VI
concludes the article.
II. QDT FUNCTIONS FOR −1/r4 POTENTIAL
A. The math reference pair
Specializing to the −C4/r4 potential with C4 > 0, the
length scale βn becomes β4 ≡ (2µC4/~2)1/2, and Eq. (3)
becomes[
d2
dr2s
− l(l + 1)
r2s
+
1
r4s
+ ǫs
]
vǫsl(rs) = 0 . (6)
One pair of its solutions, which we call the math pair, is
given in terms of the modified Mathieu functions [4]
ξǫsl(rs) = r
1/2
s M+ν(x) , (7)
ηǫsl(rs) = r
1/2
s M−ν(x) . (8)
Here x = ǫ
1/4
s rs, andM+ν(x) andM−ν(x) are the mod-
ified Mathieu functions with Laurent expansions [4]
M+ν(x) =
∞∑
m=−∞
bmx
ν+2m , (9)
M−ν(x) =
∞∑
m=−∞
b−mx
−ν+2m . (10)
3In Eqs. (9) and (10), the normalization is chosen such
that b0 = 1. The coefficients bj satisfy a set of well-
known three-term recurrence relations for Mathieu class
of functions [4]
hmbm+1 + bm + hmbm−1 = 0 , (11)
with
hm = ǫ
1/2
s /[(ν + 2m)
2 − ν20 ] . (12)
Here ν0 = l + 1/2, and ν is the characteristic expo-
nent for the −1/r4 potential, discussed further in the
Appendix A. We have solved this set of recurrence re-
lations using the method developed earlier for 1/r6 [45]
and 1/r3 [46] potentials to give
bj = (−∆)j Γ[1 + (ν − ν0)/2]Γ[1 + (ν + ν0)/2]
Γ[j + 1 + (ν − ν0)/2]Γ[j + 1 + (ν + ν0)/2]cj(ν) ,(13)
b−j = (−∆)j Γ[(ν − ν0)/2− j]Γ[(ν + ν0)/2− j]
Γ[(ν − ν0)/2]Γ[(ν + ν0)/2] cj(−ν) . (14)
In Eqs. (13) and (14), j is a positive integer, ∆ = ǫ
1/2
s /4,
and Γ(x) is the standard gamma function [6]. The cj(ν)
coefficients are given by
cj(ν) =
j−1∏
m=0
Q(ν + 2m) , (15)
in which Q(ν) is given by a continued fraction
Q(ν) =
1
1− ǫs
[(ν+2)2−ν20 ][(ν+4)
2−ν20 ]
Q(ν + 2)
. (16)
With analytic expressions for bj as given by Eqs. (13)
and (14), the asymptotic behaviors of the math pair, for
both small rs and large rs, can be derived directly from
their Laurent expansions, using a method that is sim-
ilar to what led to the large-r behaviors of the −1/r6
solutions [45]. For small rs, we obtain
ξǫsl
rs→0∼ Fǫsl(−ν)r1/2s lim
rs→0
J−ν (y)
∼ Fǫsl(−ν)(−1)l+1(2/π)1/2rs
× [cos(πν/2) cos (y − π/4)
− sin(πν/2) sin (y − π/4)] , (17)
ηǫsl
rs→0∼ Fǫsl(+ν)r1/2s lim
rs→0
Jν (y)
∼ Fǫsl(+ν)(2/π)1/2rs
× [cos(πν/2) cos (y − π/4)
+ sin(πν/2) sin (y − π/4)] . (18)
where y = [2/(n− 2)]r−(n−2)/2s = 1/rs for n = 4, J±ν(x)
are the Bessel functions [6], and
Fǫsl(ν) = 2
νǫ−ν/4s Γ[1+(ν+ν0)/2]Γ[1+(ν−ν0)/2]Cǫsl(ν) ,
(19)
in which
Cǫsl(ν) = lim
j→∞
cj(ν) =
∞∏
j=0
Q(ν + 2j) . (20)
For large rs, the asymptotic behaviors of the math pair
are given for ǫs > 0 by
ξǫsl
rs→∞∼ Fǫsl(+ν)r1/2s lim
rs→∞
Jν (ksrs)
∼ Fǫsl(+ν)(2/πks)1/2
× [cos[π(ν − ν0)/2] sin(ksrs − lπ/2)
− sin[π(ν − ν0)/2] cos(ksrs − lπ/2)] , (21)
ηǫsl
rs→∞∼ Fǫsl(−ν)r1/2s limrs→∞ J−ν (ksrs)
∼ (−1)lFǫsl(−ν)(2/πks)1/2
× [− sin[π(ν − ν0)/2] sin(ksrs − lπ/2)
+ cos[π(ν − ν0)/2] cos(ksrs − lπ/2)] , (22)
where ks = ǫ
1/2
s , and for ǫs < 0 by
ξǫsl
rs→∞∼ Fǫsl(+ν)r1/2s lim
rs→∞
Iν (κsrs)
∼ Fǫsl(+ν)
1√
2πκs
[− sin(πν)e−κsrs + e+κsrs] ,(23)
ηǫsl
rs→∞∼ Fǫsl(−ν)r1/2s limrs→∞ I−ν (κsrs)
∼ Fǫsl(−ν)
1√
2πκs
[
sin(πν)e−κsrs + eκsrs
]
,(24)
where κs = (−ǫs)1/2, and I±ν(x) are the modified Bessel
functions [6]. An equivalent pair of solutions has been
found independently by Idziaszek et al. [20], using a
similar method [45, 46].
B. The QDT base pair and the Zc and W c matrices
The QDT base pair, f c and gc, has been defined in a
way that they have energy and partial wave independent
asymptotic behaviors in the region of r ≪ β4 (rs ≪ 1),
given by [c.f. Eqs. (4) and (5)]
f cǫsl(rs)
rs≪1∼ (2/π)1/2rs cos (y − π/4) , (25)
gcǫsl(rs)
rs≪1∼ −(2/π)1/2rs sin (y − π/4) , (26)
for all energies [28, 29]. Here y = 1/rs as defined earlier.
They are normalized such that
W (f c, gc) ≡ f c dg
c
drs
− df
c
drs
gc = 2/π . (27)
From the definitions of f c and gc, and the small-rs
asymptotic behaviors of the math pair, it is straightfor-
ward to show that the QDT base pair is given in terms
4of the math pair by
f cǫsl(r) =
1
2 cos(πν/2)
[
1
Fǫsl(−ν)
ξǫsl +
1
Fǫsl(+ν)
ηǫsl
]
,(28)
gcǫsl(r) =
1
2 sin(πν/2)
[
1
Fǫsl(−ν)
ξǫsl −
1
Fǫsl(+ν)
ηǫsl
]
.(29)
From the solutions for ξǫsl, ηǫsl, and the defini-
tion of Fǫsl(+ν), one can verify that ξǫsl/Fǫsl(−ν),
ηǫsl/Fǫsl(+ν), and hence f
c
ǫsl
and gcǫsl, are entire func-
tions of ǫs. Physically, this is what ensures that the short-
range Kc matrix, defined in reference to the QDT base
pair, being meromorphic in energy [29]. Mathematically,
it allows analytic continuation of the base pair to nega-
tive energies (and complex energies if necessary) without
explicitly solutions of the math pair for such energies.
The large-rs asymptotic behaviors of the QDT base
pair, which give the Zc and theW c matrices, follow from
Eqs. (28) and (29), and the large-rs behaviors of the math
pair, as given by Eqs. (21)-(24). For ǫs > 0, we obtain
f cǫsl(rs)
rs→∞∼
(
2
πks
)1/2 [
Zcfs sin
(
ksrs − lπ
2
)
−Zcfc cos
(
ksrs − lπ
2
)]
, (30)
gcǫsl(rs)
rs→∞∼
√
2
πks
[
Zcgs sin
(
ksrs − lπ
2
)
−Zcgc cos
(
ksrs − lπ
2
)]
, (31)
with
Zcfs(ǫs, l) =
cos[π(ν − ν0)/2]
2Mǫsl cos(πν/2)
×{1− (−1)lM2ǫsl tan[π(ν − ν0)/2]} ,(32)
Zcfc(ǫs, l) =
cos[π(ν − ν0)/2]
2Mǫsl cos(πν/2)
×{tan[π(ν − ν0)/2]− (−1)lM2ǫsl} , (33)
Zcgs(ǫs, l) =
cos[π(ν − ν0)/2]
2Mǫsl sin(πν/2)
×{1 + (−1)lM2ǫsl tan[π(ν − ν0)/2]} ,(34)
Zcgc(ǫs, l) =
cos[π(ν − ν0)/2]
2Mǫsl sin(πν/2)
×{tan[π(ν − ν0)/2] + (−1)lM2ǫsl} . (35)
For ǫs < 0, we obtain
f cǫsl(rs)
rs→∞∼ 1√
πκs
[
W cf+e
−κsrs +W cf−e
+κsrs
]
,(36)
gcǫsl(rs)
rs→∞∼ 1√
πκs
[
W cg+e
−κsrs +W cg−e
+κsrs
]
,(37)
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FIG. 1. (Color online) The (dimensionless) Zc matrix ele-
ments for the −1/r4 potential and l = 2. They, as are all
QDT functions, are functions of a (dimensionless) scaled en-
ergy. The Zc matrix is defined only for positive energies, and
is presented here on the natural energy scale of ǫ
1/4
s for the
−1/r4 potential.
with
W cf+(ǫs, l) = −
sin(πν/2)(1−M2ǫsl)
21/2Mǫsl
, (38)
W cf−(ǫs, l) =
1 +M2ǫsl
23/2Mǫsl cos(πν/2)
, (39)
W cg+(ǫs, l) = −
cos(πν/2)(1 +M2ǫsl)
21/2Mǫsl
, (40)
W cg−(ǫs, l) =
1−M2ǫsl
23/2Mǫsl sin(πν/2)
. (41)
In the expressions for the Zc and W c matrices, we have
used the definition
Gǫsl(ν) ≡ 2ν |ǫs|−ν/4Γ[1+(ν+ν0)/2]Γ[1+(ν−ν0)/2]Cǫsl(ν) ,
(42)
to define
Mǫsl(ν) ≡ Gǫsl(−ν)/Gǫsl(+ν) , (43)
= 2−2ν |ǫs|ν/2
(
Γ[1− (ν + ν0)/2]
Γ[1 + (ν + ν0)/2]
)
×
(
Γ[1− (ν − ν0)/2]
Γ[1 + (ν − ν0)/2]
)(
Cǫsl(−ν)
Cǫsl(+ν)
)
,(44)
for both the positive and the negative energies. We
note the subtle difference between the Gǫsl(ν), defined
by Eq. (42), and the Fǫsl(ν), defined by Eq. (19), which
is the result of careful analytic continuation through en-
tire functions [47].
The Mǫsl function, which is function of the scaled en-
ergy ǫs, is one of the most important mathematical enti-
ties in QDT for the −1/r4 potential. All QDT functions
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FIG. 2. (Color online) The (dimensionless) W c matrix ele-
ments for the −1/r4 potential and l = 2. The W c matrix is
defined only for negative energies, and is presented here on
the natural energy scale of −(−ǫs)
1/4 for the −1/r4 potential.
of physical interest for the −1/r4 potential can be repre-
sented in terms of Mǫsl and the characteristic exponent
ν, which is itself a function of ǫs (see Appendix A). Fur-
thermore, all singular behaviors at ǫs = 0 are isolated to
the |ǫs|ν/2 factor within Mǫsl.
The Zc and W c matrices, which are constrained by
det(Zc) = 1 and det(W c) = 1, give one formulation of
the QDT for −1/r4 potential [29, 48], to be discussed fur-
ther in Sec. III. We note that the determinant constraints
on Zc and W c are automatically ensured by their repre-
sentations in terms of Mǫsl and ν.
The elements of Zc andW c matrices are illustrated for
l = 2 in Figs. 1 and 2, respectively, on the natural en-
ergy scales of ǫ
1/4
s for positive energies and −(−ǫs)1/4 for
negative energies. More generally for a −1/rn potential,
there exist natural energy scales of ǫ
(n−2)/2n
s for positive
energies and −(−ǫs)(n−2)/2n for negative energies. They
are energy scales associated with the semiclassical be-
haviors away from the threshold [49–52]. In later figures
covering both positive and negative energies, the natural
energy scale for the −1/r4 potential will be represented
as sgn(ǫs)|ǫs|1/4, with sgn(ǫs) defined by
sgn(ǫs) =
 −1 ǫs < 0 ,0 ǫs = 0 ,+1 ǫs > 0 .
C. Quantum reflection and transmission
amplitudes
Instead of the Zc matrices, QDT for positive ener-
gies can also be constructed in terms of the quantum
reflection and transmission amplitudes associated with
the long-range potential [29]. Such a formulation, es-
pecially its multichannel generalization [44], has clearer
physical interpretation and has proven to be especially
effective in treating and understanding reactive and in-
elastic processes [25, 44].
There are four such amplitudes for each partial wave
l. The two for reflection by the long-range potential can
be written as [29]
r
(oi)
l = (−1)l
√
Rcl exp [i(δcl + φcl )] , (45)
r
(io)
l =
√Rcl exp [i(δcl − φcl )] , (46)
where r
(oi)
l and r
(io)
l represent the reflection amplitudes
by the long-range potential for particles going outside-in
(approaching each other) and inside-out (moving away
from each other), respectively. The two amplitudes for
transmission can be written as [29]
t
(io)
l = t
(oi)
l =
√T cl exp (−ilπ/2− iπ/2 + iδcl ) . (47)
where t
(oi)
l and t
(io)
l represent the transmission ampli-
tudes through the long-range potential for particles going
outside-in and inside-out, respectively. Equations (45)-
(47) imply that the two transmission amplitudes are al-
ways equal, while the two reflection amplitudes generally
differ by a phase. All amplitudes can be determined from
three independent functions: (a) the quantum reflection
probability Rcl or the quantum transmission probability
T cl , which are related by T cl = 1−Rcl , (b) the long-range
(transmission) phase shift δcl , and (c) the reflection phase
shift φcl , all of which can be determined from the Z
c ma-
trix [29].
From the Zc matrix of the previous section, we obtain
for −1/r4 potential the quantum reflection probability
Rcl (ǫs) =
(Zcfs − Zcgc)2 + (Zcfc + Zcgs)2
(Zcfs + Z
c
gc)
2 + (Zcfc − Zcgs)2
, (48)
=
(1−M2ǫsl)2
1− 2M2ǫsl cos(2πν) +M4ǫsl
. (49)
The related transmission probability is given by
T cl (ǫs) = 1−Rcl (ǫs)
=
2M2ǫsl[1− cos(2πν)]
1− 2M2ǫsl cos(2πν) +M4ǫsl
. (50)
It is illustrated in Fig. 3 for the first few partial waves.
The quantum reflection probability, which also serves
as a quantum order parameter for ǫ > 0, is illustrated in
Fig. 4 together with the quantum order parameter Qc for
ǫs < 0 [29], to be discussed further in Sec. II D. Together,
they specify a range of energies, where they differ sub-
stantially from zero, as the region in which the quantum
effects are important [29]. In the semiclassical region de-
fined by Rcl ≈ 0, the effect of the long-range potential on
scattering is fully characterized by the long-range phase
shift δcl . In the quantum region, even a single channel
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FIG. 3. (Color online) The quantum transmission (tunneling)
probability, T cl (ǫs), through a −1/r
4 potential for different
partial waves.
scattering has contributions from multiple paths, which
interfere with each other [29] to give rise to phenomena
such as the shape resonance. A complete characterization
of the effects of the long-range interaction on scattering
in the quantum regime require all three QDT functions
[29].
From again the Zc matrix elements, the long-range
(transmission) phase shift δcl and the reflection phase
shift φcl , are determined, to within a 2π, by
sin δcl =
Zcgs − Zcfc√
(Zcfs + Z
c
gc)
2 + (Zcfc − Zcgs)2
, (51)
=
cos(πν − 12πν0) + (−1)lM2ǫsl sin(πν − 12πν0)√
1− 2M2ǫsl cos(2πν) +M4ǫsl
,(52)
cos δcl =
Zcfs + Z
c
gc√
(Zcfs + Z
c
gc)
2 + (Zcfc − Zcgs)2
, (53)
=
sin(πν − 12πν0) + (−1)lM2ǫsl cos(πν − 12πν0)√
1− 2M2ǫsl cos(2πν) +M4ǫsl
,(54)
and
sinφcl =
Zcfc + Z
c
gs√
(Zcfs − Zcgc)2 + (Zcfc + Zcgs)2
, (55)
= cos(πν0/2) , (56)
cosφcl =
Zcgc − Zcfs√
(Zcfs − Zcgc)2 + (Zcfc + Zcgs)2
, (57)
= − sin(πν0/2) , (58)
from which we obtain φcl = lπ/2 + 3π/4, independent
of energy. This value for φcl implies that, for the −1/r4
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FIG. 4. (Color online) The quantum order parameter for the
−1/r4 potential, as represented by the quantum reflection
probability Rcl for positive energies and by the quantum order
parameter Qcl for negative energies [29]. The region where the
quantum order parameter is approximately zero corresponds
to the semiclassical region. The region where it differ sub-
stantially from zero corresponds to the quantum region [29].
potential, the two reflection amplitudes are related by
r
(io)
l = ir
(oi)
l (where i =
√−1).
D. Quantum order parameter and other QDT
functions below the threshold
As discussed in Ref. [29], the QDT for negative energies
can be formulated using either the W c matrix, or three
QDT functions including two phases Φcl and Θ
c
l , and one
amplitude Dcl . The latter formulation is convenient for,
e.g., understanding the semiclassical limit away from the
threshold.
Following Ref. [29], the functions Φcl , Θ
c
l , and D
c
l for
n = 4 are obtained in a straightforward manner from the
W c matrix of Sec. II. We have
sinΦcl = −W cf−/
√
(W cf−)
2 + (W cg−)
2 , (59)
= − sin(πν/2) 1 +M
2
ǫsl√
1− 2M2ǫsl cos(πν) +M4ǫsl
,(60)
cosΦcl =W
c
g−/
√
(W cf−)
2 + (W cg−)
2 , (61)
= cos(πν/2)
1−M2ǫsl√
1− 2M2ǫsl cos(πν) +M4ǫsl
.(62)
Together, they determine the quantum phase Φcl to
7within a 2π. The amplitude Dcl is given by
Dcl =
√
(W cf+)
2 + (W cg+)
2 , (63)
=
1
21/2Mǫsl
√
1 + 2M2ǫsl cos(πν) +M
4
ǫsl
, (64)
and the phase Θcl is determined by
sinΘcl = −W cf+/Dcl , (65)
= sin(πν/2)
1−M2ǫsl√
1 + 2M2ǫsl cos(πν) +M
4
ǫsl
,(66)
cosΘcl =W
c
g+/D
c
l , (67)
= − cos(πν/2) 1 +M
2
ǫsl√
1 + 2M2ǫsl cos(πν) +M
4
ǫsl
,(68)
which give Θcl to within a 2π.
For most conventional applications, the most impor-
tant QDT function for negative energies is the quantum
phase Φcl , or the closely related χ
c
l function defined by
χcl = W
c
f−/W
c
g− = − tanΦcl [29]. They, together with
the quantum defect, determine the bound spectrum, to
be discussed further in Sec. III B 1. In a multichannel for-
mulation [39, 53], the same functions, and a short-range
Kc matrix, characterize not only the bound spectrum,
but also the Fano-Feshbach resonances. A complete un-
derstanding of the negative energy states [29] will, how-
ever, generally require all three QDT functions, namely
Dcl and Θ
c
l , in addition to Φ
c
l . Scattering at negative en-
ergy, to be discussed in Sec. III A 2, is one such example.
Another useful QDT function for negative energies
is the quantum “order parameter”, Qcl , introduced in
Ref. [29]. From the W c matrix, we obtain for −1/r4
potential
Qcl = −
W cf+W
c
f− +W
c
g+W
c
g−√
[(W cf+)
2 + (W cg+)
2][(W cf−)
2 + (W cg−)
2]
,
= − cos(Φcl −Θcl ) , (69)
=
1−M4ǫsl√
1− 2M4ǫsl cos(2πν) +M8ǫsl
. (70)
In terms of Qcl , the quantum and the semiclassical re-
gions of energies below the threshold can be character-
ized by Qcl 6= 0 and Qcl ≈ 0, respectively. It is only in
the semiclassical region of Qcl ≈ 0 that the semiclassi-
cal description of the bound spectrum [49] would apply.
The Qcl is illustrated in Fig. 4 for the first few partial
waves, together with the quantum reflection probability
which serves as the quantum order parameter for posi-
tive energies [29]. From Fig. 4, it can be recognized that
the quantum regions of energies, for both positive and
negative energies, grow as ∼ l4 for higher partial wave
states.
III. QDT FOR −1/r4 POTENTIAL
The QDT for a −1/rn potential describes two-body in-
teractions with a −Cn/rn asymptotic potential in terms
of (a) a set of universal QDT functions that are deter-
mined by n and l, such as those for n = 4 presented in the
previous section, (b) a set of scaling factors, such as βn
and sE , that are determined by Cn and the reduced mass,
and (c) a dimensionless short-range parameter. There
are different options for the short-range parameter, each
with its distinctive utilities. The short-range Kc matrix
is defined by matching the radial wave function uǫl(r),
which is the solution of the radial Schro¨dinger equation
with potential V (r) and satisfies the boundary condition
at the origin, to a linear combination of the QDT base
pair, f cǫsl and g
c
ǫsl
,
uǫl(r) = Aǫl[f
c
ǫsl(rs)−Kc(ǫ, l)gcǫsl(rs)] , (71)
at any radius r > r0 where V (r) has become well rep-
resented by its asymptotic behavior of −Cn/rn. The
Kc(ǫ, l) parameter encapsulates all effects of the short-
range interaction on the wave function beyond r0. It is
a short-range K matrix that is well defined at all en-
ergies and is a meromorphic function of both ǫ and l
[29]. Closely related to the Kc parameter is a short-range
phase δsr defined by Kc = tan δsr.
Instead of the Kc(ǫ, l) parameter, the short-range
physics can also be characterized by related parameters
such as the quantum defect µc(ǫ, l) or theKc0l (ǫ) parame-
ter. For any−1/rn (n > 2) potential, the quantum defect
µc, defined to have a range of 0 ≤ µc < 1, is related to the
Kc parameter by Kc(ǫ, l) = tan[πµc(ǫ, l) + πb/2] where
b = 1/(n − 2) [29]. The Kc0l (ǫ) parameter is defined by
[29]
Kc0l (ǫ) =
Kc(ǫ, l)− tan(πν0/2)
1 + tan(πν0/2)Kc(ǫ, l)
, (72)
= tan[πµc(ǫ, l)− πlb] . (73)
Specializing to the case of n = 4, they imply the following
relations among the three parameters
Kc0l (ǫ) =
Kc(ǫ, l)− (−1)l
1 + (−1)lKc(ǫ, l) , (74)
and
Kc0l (ǫ) =
{
tan[πµc(ǫ, l)] , l = even
− cot[πµc(ǫ, l)] , l = odd , (75)
for the −1/r4 potential. All parameters contains the
same amount of physics and are well defined at all en-
ergies. Their different utilities [29, 48] are further illus-
trated in subsequent examples and discussions.
8A. Scattering
1. Scattering at positive energies
The single-channel scattering is described in QDT by
[29]
Kl ≡ tan δl =
(
Zc(n)gc K
c − Zc(n)fc
)(
Z
c(n)
fs − Zc(n)gs Kc
)−1
,
(76)
which gives the scattering phase shift. Here Z
c(n)
xy (ǫs, l)
for n = 4 are elements of the Zc matrix given in the
previous section. Implied in the QDT description is the
physics that a long-range interaction of the type of −1/rn
with n > 2 affects the scattering not only through a
long-range phase shift, as is the case for n < 2, but also
through quantum reflection and tunneling. This physics
is more transparently reflected in an equivalent QDT
description using reflection and transmission amplitudes
[29]. For example, Eq. (76) can be written as [29]
Kl =
sin(δsr + δ
c(n)
l ) +
√
Rc(n)l sin(δsr − φc(n)l )
cos(δsr + δ
c(n)
l )−
√
Rc(n)l cos(δsr − φc(n)l )
, (77)
where δ
c(n)
l , Rc(n)l , and φc(n)l for n = 4 are QDT func-
tions given in Sec. II. It is only for sufficiently high en-
ergies where Rc(n)l ≈ 0 that the effects of the long-range
potential reduce to that of a long-range phase shift, as
represented by
Kl
R
c(n)
l
→0∼ tan(δsr + δc(n)l ) . (78)
In the quantum region ofRc(n)l 6= 0, even a single channel
scattering has contributions from multiple paths [29]. It
is the interference among such contributions that gives
rise to the shape resonance structures. No such struc-
ture exists in the either the reflection or the transmission
probabilities themselves (see Figs. 3 and 4).
Both QDT formulations of scattering, Eqs. (76) and
(77), are completely general, and applicable regardless
of whether or how the short-range parameters may de-
pend on energy and/or l. For n = 4, it is clear from the
discussion of Rc(n)l in Sec. II that the range of energies
over which quantum reflection and tunneling remain im-
portant grows with l as ∼ l4. A more quantitative char-
acterization of this range is given by the critical scaled
energy Bc(l) [14], to be discussed further in later sections.
Figure 5 illustrates some of the scattering characteris-
tics for n = 4 in partial wave l = 7. It assumes an energy-
independent quantum defect of µc(ǫ, l = 7) = 0.45, cor-
responding to an energy-independent Kc(ǫ, l = 7) ≈
−1.37638 and a Kc0l=7 ≈ −0.158384. It is an example
used here to motivate the concept of the resonance spec-
trum and to illustrate the existence of multiple shape
resonances for sufficiently large l. Both were discussed
briefly in Ref. [14], and will be discussed in more detail
in later sections.
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FIG. 5. (Color online) Scattering characteristics for partial
wave l = 7 with a quantum defect of µc = 0.45. Both (a)
and (b) show the partial cross section (solid line), with the
dash-dot line representing the unitarity limit (see text) for
l = 7. Figure (a) shows the cross section on a LOG scale.
Figure (b) shows it on a linear scale with a close-up of the
narrow feature around (ǫs)
1/4 ≈ 3.54. Figure (c) shows the
corresponding sin2 δl. The set of energies at which the cross
section touches the unitarity limit, or sin2 δl reaches 1, define
the resonance spectrum to be discussed in Sec. III B 2.
9Figure 5(a) shows, on a LOG scale, the partial scatter-
ing cross section
σl/(πβ
2
4) = [4(2l+ 1)/ǫs] sin
2 δl ,
for l = 7, over a range of energies of 0 < ǫs < 50625 or
0 < ǫ
1/4
s < 15. Figure 5(b) shows the same cross section
on a linear scale, with a closer look at the narrow struc-
ture around ǫ
1/4
s ≈ 3.54 (ǫs ≈ 157). Figure 5(c) shows,
instead of the partial cross section, the corresponding
sin2 δl = |Sl − 1|2/4, where Sl = ei2δl is the single-
channel S matrix [29, 54]. The sin2 δl is basically the
partial cross section scaled by its unitarity limit, given
by σmaxl /(πβ
2
4) = 4(2l + 1)/ǫs = 60/ǫs for l = 7. To-
gether, they show that there are considerable structures
in scattering. The structures at higher energies are less
prominent in the cross section, but only because of the
constraint of the unitarity limit. With proper scaling, of
both energy and the cross section, there is little difference
among the last 4 structures shown in Fig. 5.
Without the concepts of resonance spectrum, width
function, and diffraction resonance [14], the structures
shown in Fig. 5 are easily missed, or unexplained. Po-
tential existence of narrow resonances, such as the first
one in Fig. 5, is a general characteristic of low-energy
heavy particle (anything other than the electron) neutral-
neutral and charge-neutral scattering. Without the reso-
nance spectrum identifying the existence and the loca-
tions of such resonances, a standard numerical calcu-
lation, which is always performed on a discrete energy
mesh, can easily miss some or all of them. They also
occur far below the barrier where numerical stability be-
comes a problem. The concept of the diffraction reso-
nance will help to distinguish the last three resonances
from the first two, and the width function will help to
provide precise characterizations of all resonances. They
will be discussed in Secs. III C and IVA.
2. Scattering at negative energies
In Ref. [29], we introduced, for negative energies, the
generalized K matrix, K˜l, given in QDT formulation by
K˜l =
W
c(n)
f− + (−1)lW c(n)f+ −Kc[W c(n)g− + (−1)lW c(n)g+ ]
W
c(n)
f− − (−1)lW c(n)f+ −Kc[W c(n)g− − (−1)lW c(n)g+ ]
, (79)
=
sin(Φ
c(n)
l + δ
sr) + (−1)l(Dc(n)l )2 sin(Φc(n)l − Θc(n)l ) sin(Θc(n)l + δsr)
sin(Φ
c(n)
l + δ
sr)− (−1)l(Dc(n)l )2 sin(Φc(n)l − Θc(n)l ) sin(Θc(n)l + δsr)
. (80)
where W
c(n)
xy , Φ
c(n)
l , D
c(n)
l , and Θ
c(n)
l for n = 4 are the
QDT functions given in Sec. II.
The K˜l(ǫ < 0) is a generalization of the Kl(ǫ > 0) =
tan δl to negative energies. It is well defined for all neg-
ative energies and give a more complete characterization
of the negative energy states than merely the bound spec-
trum. This quantity, together with the concept of reso-
nance spectrum [14], makes our understanding of two-
body interactions more symmetric and more complete
for both positive and negative energies. The bound spec-
trum is contained within K˜l(ǫ < 0) as the solutions of
K˜l = −1. The resonance spectrum is contained within
Kl(ǫ > 0), as solutions of Kl(ǫ > 0) = ∞. The general-
ized K matrix has applications in interaction in reduced
dimensions [55], and in few-body [56] and many-body
physics [57, 58].
In Fig. 6, we illustrate the K˜l(ǫ < 0), together with
Kl(ǫ > 0), for the case of l = 7 and µ
c = 0.45. The posi-
tive energy part is the Kl corresponding to the scattering
properties illustrated in Fig. 5. Figure 6 also serves to
show the general feature that K˜l evolves continuously to
Kl at zero energy. This evolution is however not ana-
lytic at ǫ = 0, with different functional representations
in ǫ < 0 and ǫ > 0, respectively.
B. Spectrum
1. Bound spectrum
In single-channel QDT, the bound spectrum of a two-
body system with −1/rn (n > 2) type of long-range po-
tential is given rigorously by the solutions of [28, 29]
χ
c(n)
l (ǫs) = K
c(ǫ, l) . (81)
Here χ
c(n)
l = W
c(n)
f− /W
c(n)
g− = − tanΦc(n)l is a universal
function of ǫs, uniquely determined by n and l. A con-
ceptually useful equivalent of Eq. (81) is Φc(n)+δsr = jπ,
where j is an integer.
For n = 4, we have, from the W c matrix of Sec. II,
χ
c(4)
l = tan(πν/2)
1 +M2ǫsl
1−M2ǫsl
. (82)
The resulting bound spectrum can be represented in
a number of different manner as to be discussed in
Sec. III B 3.
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FIG. 6. (Color online) An illustration of the generalized K
matrix, K˜l, for scattering at negative energies, together with
the corresponding Kl for positive energies, for partial wave
l = 7 and µc = 0.45.
2. Resonance spectrum
In Ref. [14], we introduced the concept of resonance
spectrum as a set of energies at which sin2 δl = 1, namely
the energies at which the partial scattering cross section
reaches its unitarity limit, as illustrated in Fig. 5. Such
locations can be determined as the roots of the denomi-
nator in Eq. (76). Defining a generalized χ
c(n)
l function
for positive energies as χ˜
c(n)
l (ǫs) ≡ Zc(n)fs /Zc(n)gs , the res-
onance positions can be formulated in a manner similar
to the bound spectrum, as the solutions of
χ˜
c(n)
l (ǫs) = K
c(ǫ, l) . (83)
For n = 4, we have from the Zc matrix of Sec. II,
χ˜
c(4)
l = tan(πν/2)
1 − (−1)lM2ǫsl tan[π(ν − ν0)/2]
1 + (−1)lM2ǫsl tan[π(ν − ν0)/2]
.
(84)
The χ˜
c(n)
l function can be regarded as an extension of the
χ
c(n)
l function to positive energies. They evolve continu-
ously, but not analytically, into each other across ǫs = 0,
with
lim
ǫs→0−
χ
c(4)
l = limǫs→0+
χ˜
c(4)
l = tan(πν0/2) = (−1)l .
The χ˜
c(n)
l function can be further used to define a phase
Φ˜
c(n)
l , by χ˜
c(n)
l = − tan Φ˜c(n)l , as an extension of the
quantum phase Φ
c(n)
l to positive energies. In terms of
Φ˜
c(n)
l , a conceptually useful equivalent of Eq. (83) is
Φ˜c(n) + δsr = jπ, where j is an integer. It is again a
natural extension of the bound spectrum.
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FIG. 7. (Color online) One representation of the spectra for
two-body quantum systems with −1/r4 type of interactions,
including both the bound spectra for ǫs < 0, where the curves
plotted are the χ
c(4)
l , and the resonance spectra for ǫs > 0,
where the curves plotted are the χ˜
c(4)
l . For any two-body
quantum system with −1/r4 type of long-range potential, the
bound spectra and the resonance spectra are given by the
cross points between the curves plotted and a set of curves
representing Kc(ǫ, l) for different partial waves l. For sys-
tems such as ion-atom, Kc(ǫ, l) is approximately an energy-
and partial-wave-independent constant, allowing the determi-
nation of the entire rovibrational spectra, and the resonance
spectra, from a single parameter. The curves representing
Kc(ǫ, l) for different l all appear in this case as a single hor-
izontal line, as illustrated in the figure. The χ˜
c(4)
l functions
evolves from a piecewise monotonically decreasing function
of energy to a piecewise monotonically increasing function of
energy at the critical scaled energy Bc(l).
Similar to a bound spectrum, which describes, over
a set of discrete energies, the rise of a phase from zero
to a finite value at the threshold, a resonance spectrum
describes its subsequent evolution (eventually) back to-
wards zero. It also describes the evolution of a bound
state into continuum, and the evolution of a resonance
into a bound state. The potential existence of extremely
narrow shape resonances for long-range interactions with
n > 2, as illustrated in Fig. 5 is another motivation for
the introduction of resonance spectrum. The mathemat-
ical and practical necessity for such a concept will be
discussed further in later sections.
3. Representations of the spectra
There are a number of different representations of both
the bound and the resonance spectra, corresponding to
descriptions of the short-range physics using different
parameters such as Kc(ǫ, l), µc(ǫ, l), or Kc0l (ǫ). They
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FIG. 8. (Color online) Representation of the spectra as the
cross points between the curves plotted, χ
µ(4)
l (ǫs) for ǫs < 0
and χ˜
µ(4)
l (ǫs) for ǫs > 0, and a set of curves representing
µc(ǫ, l) for different partial waves l. For ion-atom interac-
tion, µc(ǫ, l) is approximately an energy- and partial-wave-
independent constant, allowing the determination of the en-
tire spectra from a single parameter, as illustrated by a hori-
zontal line in the figure corresponding to µc = 0.45.
have different utilities and applications, and offer differ-
ent physical insights.
Kc representation: Figure 7 gives the most direct
representation of Eqs. (81) and (83). It represents the
bound spectra as the crossing points between the Kc(ǫ, l)
and the χ
c(n)
l function for ǫ < 0, and the resonance spec-
tra as the crossing points between the Kc(ǫ, l) and χ˜
c(n)
l
function for ǫ > 0. It is the base representation that is
the most convenient for most computational purposes.
For negative energies, χ
c(n)
l is a piecewise monotoni-
cally decreasing function of energy with dχ˜
c(n)
l /dǫs < 0.
It evolves into χ˜
c(n)
l at zero energy. For positive energies,
χ˜
c(n)
l continues to be piecewise monotonically decreasing
until it reaches the critically scaled energy Bc(l) defined
by dχ˜
c(n)
l /dǫs
∣∣∣
Bc(l)
= 0. Above Bc(l), χ˜
c(n)
l evolves into
a piecewise monotonically increasing function of energy
with dχ˜
c(n)
l /dǫs > 0. In terms of the closely related quan-
tum phase, the critical scaled energy Bc(l) corresponds
to the scaled energy at which the quantum phase evolves
from monotonically increasing to monotonically decreas-
ing with energy.
µc representation: In the second representation of
the spectrum, the short-range physics is described using
the µc(ǫ, l) parameter. Specifically, Eqs. (81) and (83)
can be rewritten as
χ
µ(n)
l (ǫs) = µ
c(ǫ, l) , (85)
for the bound spectrum, and
χ˜
µ(n)
l (ǫs) = µ
c(ǫ, l) , (86)
for the resonance spectrum. Here χµl is defined in terms
of χcl as χ
µ
l = [tan
−1(χcl )− πb/2]/π, in which tan−1(χcl )
is taken to be within a range of π of [πb/2, π + πb/2),
where b = 1/(n− 2). The χ˜µl is defined in terms of χ˜cl in
a similar manner. In this representation, the spectra are
given by the crossing points between the µc(ǫ, l) and the
χ
µ(n)
l function for ǫ < 0, and χ˜
µ(n)
l function for ǫ > 0, as
illustrated in Fig. 8 for l = 5-9. This representation is
convenient for the visualization of the semiclassical limit
[49, 51, 52] and for understanding the structure of the
rovibrational states around the threshold and the corre-
sponding classification of molecules (molecular ions to be
more precise here) [59]. Similar to χ˜
c(n)
l , the χ˜
µ(n)
l func-
tion evolves from being monotonically decreasing func-
tion of energy to being monotonically increasing function
of energy at Bc(l).
The semiclassical limit corresponds to regions in Fig. 8
where χµl (or χ˜
µ
l ) becomes a set of equally-spaced parallel
straight lines versus (−ǫs)1/4 for ǫ < 0 (versus ǫ1/4s for
ǫ > 0). The QDT, being an exact quantum theory, thus
also provides a framework for testing various semiclassi-
cal approximations [50] such as the WKB approximation
[49, 51, 52]. From Fig. 8, it is clear that the greater the
l, the greater the range of energies around the threshold
in which the WKB approximation fails. This range is
characterized by the quantum order parameter of Sec. II,
and grows as l4 both below and above the threshold. In
the quantum region of negative energies, the number of
states is reduced compared to what is to be expected
from the WKB theory [49, 51, 52]. They are pushed into
the quantum region above the threshold.
Kc0 representation: The third representation of the
spectra corresponds to the description of the short-range
physics using the Kc0l parameter. Eqs. (81) and (83) can
be rewritten as
χ
c0(n)
l (ǫs) = K
c0
l (ǫ) , (87)
for bound spectrum, and
χ˜
c0(n)
l (ǫs) = K
c0
l (ǫ) , (88)
for the resonance spectrum. Here
χ
c0(n)
l (ǫs) =
χ
c(n)
l (ǫs)− tan(πν0/2)
1 + tan(πν0/2)χ
c(n)
l (ǫs)
. (89)
χ˜
c0(n)
l (ǫs) =
χ˜
c(n)
l (ǫs)− tan(πν0/2)
1 + tan(πν0/2)χ˜
c(n)
l (ǫs)
. (90)
For n = 4, we obtain
χ
c0(4)
l =
tan(π∆ν/2) + (−1)lM2ǫsl
1 + (−1)lM2ǫsl tan(π∆ν/2)
, (91)
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FIG. 9. (Color online) Representation of the spectra as the
cross points between the curves plotted, χ
c0(4)
l (ǫs) for ǫs < 0
and χ˜
c0(4)
l (ǫs) for ǫs > 0, and a set of curves representing
Kc0l (ǫ) for different partial waves l. Unlike theK
c(ǫ, l) and the
µc(ǫ, l) parameters, Kc0l (ǫ) is generally different for different l.
For cases, such as ion-atom interactions, where Kc and µc are
approximately energy- and partial-wave-independent, there
are approximately two related energy-independentKc0l s given
by Eq. (74) or (75), with one describing all even partial waves
and one describing all odd partial waves. For the example
of µc = 0.45, Kc0l ≈ 6.31375 for all even partial waves, and
Kc0l ≈ −0.158384 for all odd partial waves, as illustrated by
two horizontal lines.
χ˜
c0(4)
l = tan(π∆ν/2)
1−M2ǫsl
1−M2ǫsl tan2(π∆ν/2)
. (92)
Figure 9 illustrates this representation of the spectra.
It is the most convenient representation for developing
QDT expansion around the threshold [48], and for under-
standing the relationship between bound-state or reso-
nance positions and the scattering length (see Sec. IVB).
All three representations of the spectra are general rep-
resentations since Kc(ǫ, l), µc(ǫ, l), and Kc0l (ǫ) are well
defined at all energies and for all partial waves. Simi-
lar to χ˜
c(n)
l and χ˜
µ(n)
l , the χ˜
c0(n)
l function evolves from
monotonically decreasing below Bc(l) to monotonically
increasing above Bc(l).
There are many applications of these spectra, which
are the equivalents and the generalizations of the atomic
Rydberg formula to charge-neutral quantum systems.
They relate bound spectrum to scattering and vice versa
[28, 60], and provide a systematic understanding for
both. One such application is the concept of energy bins
[14, 61, 62]: the ranges of energies over which a bound or
a resonance state is to be found. They have been given
for the first few partial waves, l = 0-4, in Ref. [14]. Ta-
ble I gives the bins for higher partial waves l = 5-9. In
all representations of the spectra, they are determined by
TABLE I. Energy bins for partial waves l = 5 through l =
9. The numbers in the parenthesis represent powers of ten.
The i-th bound state of angular momentum l, with i = 1
corresponding to the least-bound state, is to be found within
B−i(l) ≤ ǫs < B−i+1(l) for i > 1, and within B−1(l) ≤ ǫs < 0
for i = 1. Shape resonances of angular momentum l can only
exist between 0 < ǫs < Bc(l). The i-th diffraction resonance
of angular momentum l, defined as a resonance with negative
width, is to be found within Bi−1(l) < ǫs ≤ Bi(l) for i ≥ 1.
A zeroth diffraction resonance may exist within Bc(l) < ǫs ≤
B0(l), depending on the quantum defect.
Bx l = 5 l = 6 l = 7 l = 8 l = 9
B4 7.6023(4) 1.0928(5) 9.8278(4) 1.3698(5) 1.8587(5)
B3 4.5573(4) 6.8266(4) 5.9353(4) 8.5880(4) 1.2030(5)
B2 2.4932(4) 3.9430(4) 3.2379(4) 4.9310(4) 7.2101(4)
B1 1.1826(4) 2.0212(4) 1.4762(4) 2.4382(4) 3.8074(4)
B0 4.2509(3) 8.3146(3) 3.8643(3) 8.1816(3) 1.5005(4)
Bc 5.9473(2) 1.0880(3) 1.8636(3) 3.0457(3) 4.7668(3)
B−1 -3.6177(3) -5.2716(3) -7.3558(3) -9.9186(3) -1.3008(4)
B−2 -1.4428(4) -1.9668(4) -2.5999(4) -3.3520(4) -4.2327(4)
B−3 -3.7224(4) -4.8531(4) -6.1818(4) -7.7233(4) -9.4923(4)
B−4 -7.7955(4) -9.8375(4) -1.2189(5) -1.4869(5) -1.7899(5)
the set of scaled energies at which the relevant χl function
has evolved back to its value at the threshold. In terms
of the quantum phase due to the long-range potential,
Φ
c(n)
l and Φ˜
c(n)
l , they correspond to a set of scaled ener-
gies at which the quantum phase differs from its value at
the threshold by an integer multiple of π. Even in cases
with substantial energy variations in the short-range pa-
rameter, the bins still give the number of states due to
the long-range potential.
The energy bin concept [14, 61, 62] is useful not only
in single-channel but also in multichannel formulations
[39, 53], where it can be used, for instance, to estimate
the number of Fano-Feshbach resonances. A detailed ex-
ample will be given in a separate publication on MQDT
for ion-atom interactions. Further applications of the
spectra will be discussed in Secs. IV and V. We point
out that for the s wave bound states, Raab and Friedrich
have developed a quantization rule by extrapolating be-
tween the quantum threshold behavior and the semiclas-
sical behavior [63].
C. QDT description of scattering resonances
The resonance spectrum gives only resonance posi-
tions. The QDT equation for scattering, Eq. (76), con-
tains additional information on scattering resonances in-
cluding their widths and backgrounds that can be further
extracted.
Around a scattering resonance located at ǫsl, which is
one of the solutions of Eq. (83), or equivalently Eq. (86)
or (88), the scattering K matrix as given by Eq. (76) can
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be written as
Kl(ǫ) = Kbgl(ǫ)− 1
2
Γsl
ǫs − ǫsl , (93)
where both the background term, Kbgl(ǫ), and the scaled
width Γsl can be given in terms of a single function fΓ
defined by
fΓ ≡
(
Z
c(n)
gc Kc − Zc(n)fc
)
/Z
c(n)
gs[(
χ˜
c(n)
l −Kc
)
/(ǫs − ǫsl)
] . (94)
Specifically,
Kbgl(ǫ) =
fΓ(ǫs)− fΓ(ǫsl)
ǫs − ǫsl , (95)
Γsl = −2fΓ(ǫsl) . (96)
The function fΓ is regular at ǫsl, with a value of fΓ(ǫsl) =
limǫs→ǫsl fΓ(ǫs). Using the property of det(Z
c(n)) = 1
[29], we obtain
Γsl = −2
{[
Zc(n)gs (ǫsl, l)
]2 [dχ˜c(n)l
dǫs
− dK
c
dǫs
]∣∣∣∣∣
ǫsl
}−1
.
(97)
For most true single-channel problems, the energy de-
pendence of the Kc is negligible, and Γsl reduces to a
universal function of the scaled resonance position, given
by
γ
(n)
sl (ǫsl) = −2
{
dχ˜
c(n)
l
dǫs
∣∣∣∣∣
ǫsl
[
Zc(n)gs (ǫsl, l)
]2}−1
. (98)
It will be called the universal width function. It is a
function of the scaled resonance position that is uniquely
determined by n and l, and is given in terms of the QDT
functions defined earlier.
This QDT description of scattering resonance is gen-
erally applicable to any long-range potential of the form
of −Cn/rn with n > 2. The γ(n)sl for n = 4 is dis-
cussed further in the next section. The more general
expression for the scaled width, Eq. (97), will be use-
ful in cases where the energy dependence of Kc is not
negligible. These include some cases of electron-atom
interactions, and maybe more importantly, some cases
corresponding to effective single-channel descriptions of
Fano-Feshbach resonances, for which the effective Kc pa-
rameter can have substantial energy dependence around
a narrow resonance [53].
IV. SINGLE-CHANNEL UNIVERSAL
BEHAVIORS FOR −1/r4 POTENTIAL
Embedded in the QDT descriptions of spectra and
scattering resonances are a set of universal properties fol-
lowed in varying degrees by virtually all single-channel
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FIG. 10. (Color online) Illustrations of the universal width
function for l = 6 and 7. The width diverges at the critical
scaled energy ǫsl = Bc(l). It is positive below Bc(l), in the
region corresponding to shape resonances, and negative above
Bc(l), in the region corresponding to diffraction resonances.
charge-neutral systems in a range of energies around
the threshold. They correspond to a set of conclusions
that can be drawn from the QDT formulation under
the assumption that the short-range parameter, Kc(ǫ, l),
µc(ǫ, l), or Kc0l (ǫ), is independent of energy. Mathemati-
cally, they can also be defined rigorously as the universal
property at length scale β4, emerging in the limit of other
length scales going to zero in comparison [56–58]. Among
these properties, there is a subset of conclusions that can
be drawn under the further assumption that the param-
eter Kc(ǫ, l) or µc(ǫ, l) [but not Kc0l (ǫ)] are not only in-
dependent of energy, but also independent of l. This
subset is applicable, e.g., to ion-atom interactions, for
which they imply a set of relations among interactions
in different partial waves [28, 33, 59, 61]. They are not
applicable to electron- or positron-atom interactions, for
which the relationship between interactions in different l
depends on the details of the short-range potential.
A. Universal width function
We begin our discussion of universal behaviors with the
universal width function, as it is required for further un-
derstanding and interpretation of the resonance spectra.
Under the assumption of the short-range parameter being
independent of energy, the scaled width Γsl of a scatter-
ing resonance, given generally by Eq. (97), reduces to the
universal width function γsl given by Eq. (98). It implies
that while the position of a scattering resonance depends
generally on the short-range parameter such as Kc, the
width of the resonance, as a function of the scaled res-
onance position ǫsl, follows a universal behavior for an
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energy-independent Kc.
The most important characteristic of the universal
width function is that it changes sign and diverges at a
critical scaled energy Bc(l). Below Bc(l), χ˜
c(n)
l is a piece-
wise monotonically decreasing function of energy with
dχ˜
c(n)
l /dǫs < 0, which, from Eq. (98), implies that all
resonances occurring in the region of 0 < ǫs < Bc(l) have
positive widths. Above Bc(l), χ˜
c(n)
l is piecewise mono-
tonically increasing with dχ˜
c(n)
l /dǫs > 0, implying that
all resonances above Bc(l) have negative widths.
Resonances of positive width are called shape reso-
nances, consistent with the standard convention. Reso-
nances of negative width are called diffraction resonances.
Their distinction can be understood through the con-
cept of the time delay and the closely related concept
of the change of the density-of-states due to interaction
[54, 64]. Let ∆ts ≡ ∆t/st be the scaled time delay, where
st = ~/sE is the time scale associated with the length
scale βn. Let Dsl ≡ Dl/(1/sE) be the scaled change of
the density-of-states due to interaction. They are related,
and are given by
∆ts = 2πDsl = 2
dδl
dǫs
=
2
1 +K2l
dKl
dǫs
. (99)
It is clear from this equation and Eq. (93) that a res-
onance of positive width corresponds to a time delay
[54, 64] and an enhanced density-of-states, while a res-
onances of negative width (diffraction resonance) corre-
sponds to a time advance [64, 65] and a reduced (negative
change) density-of-states. For a long-range interaction of
the type of 1/rn with n > 3, the total number of states
is not changed by the interaction, as is reflected in the
Levinson theorem [66, 67]. Both the bound states and the
shape-resonance states can be regarded as states taken
from the continuum by the interaction. The diffraction
resonances, which correspond to negative changes of the
density-of-states, give the origin of the bound states and
the shape-resonance states, namely where in continuum
such states come from.
The proceeding discussion on the characterization of
scattering resonances are applicable to arbitrary −1/rn
potential with n > 3. For the specific case of n = 4,
Figure 10 gives an illustration of both the width function
and the concept of Bc(l) for partial waves l = 6 and
7. Unlike the width for a shape resonance which can
be infinitely small, the absolute width for a diffraction
resonance cannot be infinitely small. It has a lower limit
as required by causality [64, 65].
The QDT formulations for the spectra, together with
the concept of Bc(l), also give the maximum number
of shape resonances that can exist for a particular l.
They show, e.g., that the minimum l that can support
two shape resonances through the long-range potential is
l = 7. Figure 11 gives a further illustration of the rel-
evant concepts, and the difference in behavior between
l = 6 and l = 7. In the Kc and µc representations of
the spectra, the maximum number of shape resonances
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FIG. 11. (Color online) A closer look at the bound and res-
onance spectra for l = 6 and 7 in the Kc representation,
showing the potential existence of two shape resonances for
l ≥ 7. For l ≤ 6, an energy-independent Kc, represented by
a horizontal line, can have only a single crossing point with
χcl within the region of 0 < ǫs < Bc(l), regardless the value
of Kc. For l = 7 and with proper value of Kc, there can be
two such points, corresponding to two shape resonances. The
horizontal line illustrated at Kc ≈ −1.37638 corresponds to
µc = 0.45 example of Fig. 5.
corresponds to the maximum number of crossing points
between the relevant χl function and a straight line that
can exist in the region of 0 < ǫs < Bc(l). Figure 11 shows
that there can only be one such point for l ≤ 6, but there
can be two such points, depending on the short-range pa-
rameter, for l = 7. Similarly the χl functions for larger
l show that the minimum l for the existence of 3 shape
resonances is l = 19. For partial wave 0 < l < 7, the in-
crease of the quantum phase Φ˜
c(n)
l from the threshold to
Bc(l), where it reaches its maximum value, is less than
π. The phase at B0(l) (c.f. Table I) is the same as its
value at the threshold. For 7 ≤ l < 19, the increase
of the quantum phase Φ˜
c(n)
l from the threshold to Bc(l)
is between π and 2π, and the quantum phase at B0(l)
is greater than its value at the threshold by π. Similar
consideration applies to higher partial waves.
Figure 12 shows the Bc(l) for a large number of partial
waves, together with the scaled barrier height for a −1/r4
potential given by Hs(l) = [l(l+1)]
2/4. It illustrates that
(a) both Bc(l) and Hs(l) have ∼ l4 type of l dependence,
and (b) Bc(l) is always greater than Hs(l), substantially
greater for large l, implying that a shape resonance can
exist at a substantially greater energy above the top of
the barrier.
With the introduction and the interpretation of the
universal width function, we can now provide a more
complete characterization of the five resonances in Fig. 5.
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FIG. 12. (Color online) The critical scaled energies Bc(l)
and the scaled barrier height Hs(l) for different partial waves.
It illustrates that both Bc(l) and Hs(l) have ∼ l
4 type of l
dependence. Bc(l) is always greater than Hs(l), substantially
greater for large l, implying that a shape resonance can exist
at a substantially greater energy above the top of the barrier.
The resonance positions can be predicted from any of
the three formulations of the spectrum in Sec. III, and
the widths are evaluated from the universal width func-
tion. In partial wave l = 7 with µc(l = 7) = 0.45,
there are two shape resonances located at ǫs = 157.041,
and ǫs = 1148.23, with scaled widths of 1.099 × 10−3
and 1.851 × 103, respectively. They are shape reso-
nances with positive widths. The scaled barrier height
for l = 7 is Hs(l = 7) = 784. The narrow shape
resonance is substantially below the barrier, and the
broad shape resonance is above the barrier and below
the Bc(l = 7) ≈ 1863.58. The other three resonances are
located at ǫs = 3390.55, 14082.9, and 31297, with scaled
widths of −6.220× 103, −8.542× 103, and −1.362× 104,
respectively. They are diffraction resonances with nega-
tive widths. We emphasize that without the concept of
the diffraction resonance, not all the features in Figure 5
would be accounted for. We further emphasize that from
a pure mathematical point of view, any attempt to repre-
sent the K matrix, namely the Kl function, as a smooth
background function plus a set of poles over the entire
positive energy range can never ignore poles associated
with diffraction resonances. The only difference between
these poles and those associated with shape resonances
is that they have a residue of a different sign.
B. Universal spectral properties
Under the assumption that the short-range parameter,
Kc(ǫ, l), µc(ǫ, l), or Kc0l (ǫ), being independent of energy,
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FIG. 13. (Color online) The universal spectra for quantum
systems with a −1/r4 type of long-range interaction, versus
µc(l) for l = 5-9. The applicability of each individual curve,
which gives the spectrum of a particular partial wave l from
the corresponding short-range parameter µc(l) ≡ µc(ǫ = 0, l),
requires only the energy independence of the parameter. For
systems such as ion-atom, for which µc(l) is approximately
independent of l, a single µc(l = 0) gives the entire spectra
for all l. A similar figure for lower partial waves can be found
in Ref. [14].
they are constants that can be taken to be their val-
ues at the zero energy. Defining Kc(l) ≡ Kc(ǫ = 0, l),
µc(l) ≡ µc(ǫ = 0, l), and Kc0l ≡ Kc0l (ǫ = 0), the equa-
tions for the spectra can be solved (inverted) to give both
the scaled binding energies and the scaled resonance posi-
tions, ǫsl, as a function of a short-range parameter,K
c(l),
µc(l), or Kc0l . Figures 13 and 14 illustrate the results
versus µc(l) and Kc0l , respectively. They are the −1/r4
equivalents of the Rydberg formula for the Coulomb in-
teraction, generalized to include also the resonance spec-
trum. They greatly generalize the well-known result of
the effective range theory [68–70], ǫsl=0 ∼ −(al=0/β4)−2,
for the s wave least-bound state, to more deeply bound
states, to all partial waves, and to resonance positions.
The representation in terms of µc(l), Fig. 13, is the most
convenient for a systematic understanding of ion-atom
spectra, for which the µc(l) has the additional charac-
teristic of being approximately partial-wave-independent.
The representation in terms of Kc0l , Fig. 14, is most con-
venient for illustrating the dependence of the spectra on
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FIG. 14. (Color online) The universal spectra for quantum
systems with a −1/r4 type of long-range interaction, versus
Kc0l ≡ K
c0
l (ǫ = 0) for l = 0-4. Since K
c0
l is related to the
generalized scattering length by Eq. (104), this set of curves
also represent the spectra as a function of the inverse of a
reduced generalized scattering length, 1/(a˜l/a¯
(4)
l ).
the scattering length or the generalized scattering length
[48], as we now explain.
For any potential of the type of −1/rn with n > 3, the
s wave scattering length is well defined (at zero energy),
and is related to the other short-range parameters at zero
energy through Kc(ǫ = 0, l = 0) by [59, 71]
al=0/βn =
[
b2b
Γ(1− b)
Γ(1 + b)
]
Kc(0, 0) + tan(πb/2)
Kc(0, 0)− tan(πb/2) , (100)
where b = 1/(n− 2). For n = 4, this relation reduces to
[33]
al=0/β4 =
Kc(0, 0) + 1
Kc(0, 0)− 1 . (101)
Combining it with Eq. (74), we have
Kc0l=0(ǫ = 0) =
1
al=0/β4
. (102)
Equation (102) means that at least for the s wave, Fig. 14
gives in fact a representation of the spectrum as a func-
tion of the inverse of a reduced scattering length.
Combining Eqs. (75) and (102) gives
al=0/β4 = cot[πµ
c(ǫ = 0, l = 0)] , (103)
which relates the s wave scattering length to the s wave
quantum defect evaluated at the zero energy, with the
range of 0 ≤ µc(ǫ = 0, l = 0) < 0.5 corresponding to pos-
itive s wave scattering length, 0.5 < µc(ǫ = 0, l = 0) < 1
corresponding to negative s wave scattering length, and
µc(ǫ = 0, l = 0) = 0.5 corresponding to the zero s wave
scattering length.
For other partial waves, the scattering length is not
defined in the conventional sense [1, 72]. However, in an
upcoming publication, we will show that the concept of
scattering length can be generalized to all partial waves
through the QDT expansion [48] for the −1/r4 potential.
This generalized scattering length is related to Kc0l (ǫ) at
zero energy by
Kc0l (ǫ = 0) =
1
a˜l/a¯
(4)
l
, (104)
where a¯
(4)
l = a¯
(4)
sl β
2l+1
4 is called the mean scattering
length for the −1/r4 potential in partial wave l, with
a¯
(4)
sl =
π2
24l(2l + 1)2[Γ(l + 1/2)]2
=
(2l + 1)2
[(2l + 1)!!]4
, (105)
being what we call the scaled mean scattering length for
the −1/r4 potential in partial wave l [25]. Thus Kc0l
at the zero energy is the inverse of a reduced general-
ized scattering length, not only for the s wave, where
Eq. (104) reduces to Eq. (102), but for all partial waves.
Figure 14 gives the spectrum as a function of this in-
verse reduced generalized scattering length for all partial
waves. The generalized scattering length is related to the
quantum defect evaluated at the zero energy, by
a˜l/a¯
(4)
l =
{
cot[πµc(ǫ = 0, l)] , l = even
− tan[πµc(ǫ = 0, l)] , l = odd . (106)
It reduces to Eq. (103) for the s wave. Figure 15 is a
magnified view of a small region of Figure 14 around the
threshold. It is used to illustrate the expected ǫsl=0 ∼
−(al=0/β4)−2 behavior for the s wave bound state energy
around the threshold.
All universal properties discussed up to this point as-
sume only the energy independence of the short-range
parameter. For single-channel ion-atom interactions, the
spectra follow closely a set of universal behaviors that
are derived under the further assumption that the short-
range parameter, Kc(ǫ, l) or µc(ǫ, l) [but not Kc0l (ǫ)], is
not only independent of energy, but also independent of
the partial wave l [28, 33, 59]. In this case, interaction in
different partial waves become related. Other than a sin-
gle overall energy scaling factor sE , every aspect of ion-
atom interaction, including the entire rovibrational spec-
trum and all scattering properties in all partial waves,
can be determined from a single parameter [28, 33].
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FIG. 15. (Color online) A magnified view of a small re-
gion of Figure 14 around the threshold, showing the bound
state energy and the resonance position ǫsl on a linear scale.
It is easier to observe on this figure the expected ǫsl=0 ∼
−(al=0/β4)
−2 behavior for the s wave bound state energy
around the threshold.
Some of the consequences on the spectra that emerge
for an l independent µc or Kc have been discussed in
Ref. [59] in the general context of an arbitrary −1/rn
potential with n > 2. Figure 13, together with Fig-
ure 1 of Ref. [14], illustrates explicitly how such prop-
erties manifest themselves in the spectra for the −1/r4
potential. Specifically, they show explicitly the follow-
ing characteristics of a single-channel ion-atom system.
(a) Having a quasibound s state right at the threshold
means having a bound state right at the threshold for
all even partial waves with l = 0 + (n − 2)j = 2j where
j is a nonnegative integer. Similarly, having a p wave
bound state right at the threshold means having a bound
state right at the threshold for all odd partial waves with
l = 1+(n− 2)j = 2j+1. (b) The least-bound state for a
single-channel ion-atom system is either an s state or a p
state, depending on the quantum defect [59]. For systems
with 0 ≤ µc < 0.5, corresponding to positive s wave scat-
tering lengths, the least bound state is an s state. For
systems with 0.5 < µc < 1, corresponding to negative
s wave scattering lengths, the least bound state is an p
state. (c) Systems with a quantum defect smaller than
but close to 0.5, correspond to a small positive s wave
scattering length, have a set of narrow shape resonances
in odd partial waves. Systems with a quantum defect
smaller than but close to 1.0, corresponding to a large
negative s wave scattering length, have a set of narrow
shape resonances in even partial waves.
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FIG. 16. (Color online) Illustrations of universal single-
channel ion-atom total elastic cross section. Different systems
differ only in scaling as determined by the atomic polarizabil-
ity, and a single quantum defect µc, which can be determined
from a single experimental measurement of either a resonance
position or a bound state energy of a vibrationally highly-
excited state. Note the existence of many narrow shape res-
onances, similar to that illustrated for l = 7 in Fig. 5, for µc
smaller than but close to either 0.5 or 1.
C. Universal total elastic cross section for
single-channel ion-atom scattering
For single-channel ion-atom interactions, having a sin-
gle parameter being able to describe multiple partial
waves implies that not only a partial cross section would
follow a universal behavior, but also the total cross sec-
tion [33]. Figure 16 illustrates the universal behavior of
the total cross section that is followed in varying degrees
by all single-channels ion-atom systems. They include
all 1S+1S type of ion-atom systems (corresponding to a
single 1Σ molecular state), such as a Group IA ion (e.g.
Li+) or Group IIIA ion (e.g. Al+) with Group IIA atoms
(e.g. Mg) or Group VIIIA atoms (e.g. Ar). It is also ap-
plicable to all 1S+2S type of ion-atom interactions (a sin-
gle 2Σ molecular state) provided that the atoms involved
are dissimilar, namely has different atomic number Z,
and the ionization potentials of the atoms involved are
such that there is either no charge transfer channel open
at low energies or that the transfer cross section is small.
The examples include interactions of Group IIA ions with
Group VIIIA atoms, such as Mg++Ar, Group IIA ions
with Group IIA atoms of a difference species, such as
Mg++Ca, Group IIIA ion with Group IA atoms, Group
IA atoms with Group IA ion of a different species, such
as Li++Na. For sufficiently small energies around the
threshold, all such systems differ only in scaling as deter-
mined by the atomic polarizability, and a single quantum
defect.
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Figure 16 further illustrates the potential existence of
extremely narrow shape resonances, many of which would
almost definitely be missed on any calculation performed
on a finite energy mesh. In order not to miss them, one
needs first to identify their existence and locations using
the resonance spectrum and to calculate their widths us-
ing the width function. A special mesh of energies are
then generated around the narrow resonance locations
using the width information. Cross section calculations
performed on the special mesh are added to those on the
regular mesh to give the results of Figure 16.
The single-channel universal behavior for ion-atom in-
teraction has been verified through comparison with nu-
merical calculations [33]. The energy range of applicabil-
ity of the universal behavior, as measure in units of sE , is
determined by the length scale separation, more specif-
ically by β6/β4, where β6 = (2µC6/~
2)1/4 is the length
scale associated with the −C6/r6 term of the ion-atom
potential, as in V (r) ∼ −C4/r4 − C6/r6. As illustrated
in Ref. [33], this range of energy is typically 105sE if
the atom involved is an alkali-metal atom. Beyond this
range, accurate QDT calculations will require incorpora-
tion of the l dependence of the short-range parameter, as
will be illustrated elsewhere.
V. DISCUSSIONS
All equations of this work are formally applicable to
both ion-atom and electron-atom or positron-atom in-
teractions. There are however significant differences in
how they are actually used in those different contexts,
as already mentioned throughout this work. We briefly
summarize some of the key differences here for the sake
of clarity and future applications.
For ion-atom interactions, Kc depends very weakly on
energy on a scale of sE , due to the fact the β4 is much
greater than other length scales in the system [14, 33].
It also depends weakly on the partial wave l, a feature
that is very important for its application beyond the
ultracold regime [33]. For an accurate characterization
of low-energy ion-atom interaction, the key difficulty is
the sensitive dependence of the short-range parameter
and the scattering length on the short-range potential
[33, 34]. This difficulty is overcome in the QDT formu-
lation through direct determination of such parameters
from one or a few measurements of either the binding
energy of a loosely-bound molecular ion [28, 60], or the
resonance position. This is simply done by using the
representations of the spectrum in reverse. For instance,
knowing a single bound state energy ǫl in one particular
partial wave l, we have from Eq. (81)
Kc(ǫl, l) = χ
c(n)
l (ǫsl) . (107)
In other words, the χ
c(n)
l function evaluated at ǫsl =
ǫl/sE gives the value of K
c in partial wave l at ǫl. Since
Kc depends weakly on both the energy and the partial
wave, this single value is already sufficient to predict,
in a region around the threshold, all other bound states
and scattering properties in all partial waves. The gen-
eralized scattering length for any partial wave, which is
but one special scattering property at zero energy, can
be obtained in a number of ways. For example, from
Kc(ǫ = 0, l) ≈ Kc(ǫl, l), we obtain µc(ǫ = 0, l), from
which the generalized scattering length for partial wave
l can be obtained from Eq. (106). This prediction only
assumes the energy independence of Kc and µc. Making
further use of their l independence, Eq. (106) would give
the generalized scattering lengths for all partial waves.
This procedure works the same for a resonance position,
with the only difference being the χ
c(n)
l in the above
equation being replaced by χ˜
c(n)
l . One or a few more
experimental data points for bound state energy and/or
resonance position would enable the extraction the C4
coefficient (thus the atomic polarizability), in a proce-
dure parallel to that of Ref. [28] for the C6 coefficient.
They would also enable a more accurate representation
of Kc(ǫ, l), and thus a more accurate representation of
the spectra and scattering properties, over a wider range
of energies and partial waves.
For electron-atom interaction, we lose the weak depen-
dence of Kc on l [28, 29]. One needs one short-range pa-
rameter for each partial wave. Kc can also have a more
significant energy dependence over a scale of sE , at least
for atoms in their ground states, for which the β4 is not
much greater than the size of an atom due to the small
mass of the electron. These “complications” are coun-
tered by the fact that much fewer partial waves would
contribute at a fixed energy. For example, electron-alkali
interaction is dominated by s wave scattering even at the
room temperature of ǫ/kB ∼ 300 K, where alkali inter-
actions with alkali ions would have required hundreds of
partial waves. For an accurate description of low-energy
electron-atom interaction, the key difficulty and focus is
instead on the accurate characterization of the energy de-
pendence of the short range parameters for the first few
partial waves [3].
In the context of electron interaction with a ground-
state atom, the energy bins, B−1(l), translate into upper
bounds for electron affinities. For example, B−1 for the s
wave translates into a upper bound for electron affinities
EA for all alkali-metal atoms and hydrogen, as EA ≤
105.8078sE, which has been verified using the data in
Ref. [73].
VI. CONCLUSIONS
In conclusion, we have presented a detailed QDT for-
mulation for the −1/r4 potential. The concepts of res-
onance spectrum, diffraction resonance, and universal
width function, are discussed in detail in the general con-
text of −1/rn potential and illustrated for the −1/r4
potential. The theory provides a solid foundation for a
systematic understanding of charge-neutral quantum sys-
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tems that include ion-atom, ion-molecule, electron-atom,
and positron-atom interactions. For example, the QDT
description of narrow shape resonances gives hope for a
better understanding of their effects on chemical reac-
tions [30], on radiative association [31], and on thermo-
dynamics.
This presentation of QDT is the first general presen-
tation since the works of Refs. [14, 29], and includes in-
gredients not found in earlier QDT formulations for 1/r6
[28, 60] and 1/r3 [46, 50] potentials. It should be clear
from this work that the QDTs for −1/r6 and −1/r3 po-
tentials can be recast, extended, and understood in a
similar manner as the −1/r4 theory presented here.
In Ref. [33], we have demonstrated how this version
of QDT, even in its simplest parametrization, provide a
accurate characterization of ion-atom interaction over a
much greater range of energies (by 5 orders of magnitude)
than the effective-range expansion [1], using the same pa-
rameters. In subsequent publications, we will show how
an improved parametrization can provide a quantitative
description over an even greater range of energies and for
both single-channel and multichannel processes. The ex-
istence of such a systematic theory, together with similar
theories for neutral-neutral quantum systems [29, 39], of-
fer a prospect, in our view, for new classes of quantum
theories for few-body and many-body systems, including
systems of mixed species, that will be applicable over a
much greater range of temperatures and densities than
theories based on the effective range descriptions of in-
teractions [1, 68–70].
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Appendix A: The determination of the
characteristic exponent
The characteristic exponent, ν, as its name implies,
plays a central role in the theory of Mathieu class of
functions [6], and similarly in solutions for 1/r6 and 1/r3
potentials [45, 46]. In all these cases, it characterizes the
nature of the nonanalytic behavior of the solutions at
ǫ = 0 in the energy space, and at both essential singu-
larities, r = 0 and r = ∞, in the coordinate space. In
the context of solutions for Schro¨dinger equations, ν is a
function of a scaled energy for each partial wave. Once ν
is determined, every other aspect of the solution follows
in a straightforward manner.
It is known that the characteristic exponent for Math-
ieu class of functions can be determined using two differ-
ent methods [74]. One is as the root of a Hill determinant.
The other is as the root of a characteristic function. In
the Hill determinant formulation, it is a solution of
DHl (ν; ǫs) = 0 , (A1)
where DHl (ν; ǫs) is the Hill determinant corresponding to
the three-term recurrence relation, Eq. (11),
DHl ≡ det

. . .
...
...
...
...
...
. . . 1 h−2 0 0 0 . . .
. . . h−1 1 h−1 0 0 . . .
. . . 0 h0 1 h0 0 . . .
. . . 0 0 h1 1 h1 . . .
. . . 0 0 0 h2 1 . . .
...
...
...
...
...
. . .

, (A2)
where hm is defined by Eq. (12).
In the characteristic function method, ν is a solution
of
Λl(ν; ǫs) = 0 , (A3)
where
Λl(ν; ǫs) ≡ (ν2 − ν20)− ǫs[Q¯(ν) + Q¯(−ν)] , (A4)
is the characteristic function, with Q¯(ν) defined in terms
of the Q(ν) function [cf. Eq. (16)] by
Q¯(ν) =
1
(ν + 2)2 − ν20
Q(ν) . (A5)
It can be shown that the Hill determinant and the char-
acteristic function are related by
DHl (ν, ǫs) =
1
(ν2 − ν20)Cǫsl(ν)Cǫsl(−ν)
Λ(ν; ǫs) . (A6)
This relationship, which we have not found elsewhere, not
only makes it immediately clear that the two approaches
to ν are equivalent, but also provides an efficient method
for the evaluation of the Hill determinant and therefore
the characteristic exponent.
Due to the special characteristics of a Hill determi-
nant [75], the solution of Eq. (A1) can be found through
the evaluation of DHl (ν; ǫs) at a single ν such as ν = 0.
Defining Hl(ǫs) ≡ DHl (ν = 0; ǫs), we have from Eq. (A6)
Hl(ǫs) = 1
ν20 [Cǫsl(0)]
2
[
ν20 +
2ǫs
4− ν20
Q(0)
]
. (A7)
From Hl, the ν, as a function of the scaled energy, can
be found as the solutions of [4, 14]
sin2(πν/2) = Hl(ǫs)/2 . (A8)
For example, for Hl < 0 or Hl > 2, ν = νr + iνi is
complex, with its imaginary part νi given by
νi =
1
π
cosh−1 (|1−Hl|) , (A9)
=
1
π
ln
[
|1−Hl|+
√
(1−Hl)2 − 1
]
. (A10)
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TABLE II. Comparison of notations of Holzwarth [4] and our
notations.
Holzwartha Our notation Holzwartha Our notation
τ ν K− Gǫsl(−ν)
∆l(0) Hl K
−/K+ Mǫsl
K+ Gǫsl(+ν)
a Ref. [4]
Its real part is given by
νr =
{
l , l = even
l + 1 , l = odd
, (A11)
for Hl < 0, and by
νr =
{
l + 1 , l = even
l , l = odd
, (A12)
for Hl > 2. The real part of ν is defined within a range
of 2. All ν + 2j, where j is an integer, are equivalent.
Appendix B: Comparison of notations
In presenting mathematical results for modified Math-
ieu functions, we have adopted notations derived from
our earlier solutions of 1/r6 [45] and 1/r3 [46] potentials,
to emphasize their structural similarities.
Prior to recent works [14, 20], the most detailed study
of modified Mathieu functions, in a domain most relevant
to the solutions of the Schro¨dinger equation for −1/r4
potential, has been the work of Holzwarth [4]. To make
it easier to relate this work to earlier works [4, 5], we
summarize, in Table II, the correspondence between our
notations and notations of Holzwarth [4].
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