Abstract. We develop in this paper some efficient algorithms which are essential to implementations of spectral methods on the sparse grid by Smolyak's construction based on a nested quadrature. More precisely, we develop a fast algorithm for the discrete transform between the values at the sparse grid and the coefficients of expansion in a hierarchical basis; and by using the aforementioned fast transform, we construct two very efficient sparse spectral-Galerkin methods for a model elliptic equation. In particular, the Chebyshev-Legendre-Galerkin method leads to a sparse matrix with a much lower number of nonzero elements than that of low-order sparse grid methods based on finite elements or wavelets, and can be efficiently solved by a suitable sparse solver. Ample numerical results are presented to demonstrate the efficiency and accuracy of our algorithms.
Introduction.
Many scientific and engineering applications require solving high-dimensional partial differential equations (PDEs). Current spectral methods for solving PDEs in multidimensions are usually based on tensor product formulation which quickly becomes nonfeasible for high-dimension (d > 3) problems due to the so-called curse of dimensionality as the degree of freedom grows like N d if N points are used in each direction. Thus, one has to resort to some sort of sparse discretizations. A particularly efficient class consists of the so-called sparse grids based on Smolyak's algorithm (cf. [22] ), which is based on a hierarchy of one-dimensional quadrature.
In recent years, sparse grids have become a major approximation tool for highdimensional problems. It has been successfully used in many scientific and engineering applications (cf., for instance, [6] ). Most of the work on sparse grids is based on basis functions in the physical space, e.g., piecewise linear multiscale bases (cf. [3, 5] ), hierarchical Lagrangian polynomial bases (cf. [4] ), or wavelets (cf. [6, 17] ). There have also been attempts to use basis functions from hyperbolic cross in the frequency space (cf. [11, 12, 14] ), but these are usually based on Fourier series and are thus restricted to periodic problems. Most recently, Shen and Wang [21] considered hyperbolic cross approximations based on Jacobi polynomials and studied their basic approximation properties as well as their applications to high-dimensional elliptic equations. However, the original hyperbolic cross approximation is not suitable for most practical computations as it lacks a representation in the physical space. We note that the hyperbolic cross approximation in frequency space can be closely related to Smolyak's sparse grid with a nested quadrature through an interpolation operator based on hierarchical basis functions. Therefore, the main purpose of this work is to develop efficient algorithms for implementing sparse spectral methods based on the hierarchical polynomials for various situations. In particular, we shall consider the sparse grid based on the nested Chebyshev-Gauss-Lobatto quadrature (cf., for instance, [2, 15] ), develop a fast transform algorithm between the sparse grid and the coefficients of hierarchical expansion, and use it to construct efficient sparse spectral solvers for high-dimensional elliptic equations.
In order to better understand the crucial issues in solving high-dimensional PDEs, we consider a generic evolution PDE written in the form (1.1)
where A is a leading linear operator and N is a nonlinear operator. This class of equations includes, as examples, nonlinear Schrödinger equations, Fokker-Planck equations, and some equations in mathematical finance. Assuming that we use a linearly implicit scheme to discretize (1.1) in time, then at each time step, one needs to solve a d-dimensional linear equation
with appropriate boundary conditions. Our task is to develop an efficient sparse spectral method for (1.2) . Let Y N be a finite-dimensional polynomial space, and let I N be an interpolation operator from a sparse grid to Y N , both to be specified. A weighted spectral-Galerkin method for (1.2) is to find u N ∈ X N = Y N ∩ X such that
where ω is a positive weight function, X is a functional space with the underlying boundary conditions, and (·, ·) ω represents the weighted L 2 inner product. Then, two main issues need to be addressed:
(i) The first issue is to construct an efficient algorithm to compute expansion coefficients of I N f in Y N from the values of f at the given sparse grid. A particularly interesting sparse grid Σ N is given by Smolyak's algorithm applied to the nested Chebyshev-Gauss-Lobatto quadrature. One can then construct a set of hierarchical basis functions and define an interpolation operator based on the sparse grid onto the space Y N spanned by these hierarchical basis functions. We note that Y N is closely related to the hyperbolic cross space. Thanks to the fact that the Chebyshev polynomials (resp., Chebyshev-Gauss-Lobatto points) are the image of trigonometric polynomials (resp., equally spaced points) under the mapping θ = cos −1 x, the transforms between the expansion coefficients in these hierarchical basis functions and the function values at the Chebyshev sparse grid Σ N can also be performed in a fast and stable manner using the fast fourier transform (FFT).
(ii) The second issue is to develop an efficient algorithm for (1.3). The structure of the matrix associated with (1.3) depends on the basis functions of X N . However, since X N is not constructed with a usual tensor-product procedure, one can no longer apply the usual technique (for the full grid) of matrix diagonalization/decomposition (cf. [13, 18] ) to efficiently solve these linear systems. We shall propose several different methods for dealing with these linear systems and provide some guidelines on what to use in different situations.
We shall perform numerical experiments for several classes of functions with different smoothness and assess the relative performance of the proposed sparse spectral methods.
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The rest of paper is organized as follows. In section 2, we consider the sparse grid by Smolyak's algorithm based on a nested quadrature, construct the corresponding hierarchical bases, and present a detailed fast algorithm for the discrete transform between the values at the sparse grid and the coefficients of the expansion in the hierarchical bases. In section 3, we consider two sparse spectral-Galerkin schemes for model elliptic equations, namely, the Chebyshev-Galerkin method and the Chebyshev-Legendre-Galerkin method; construct efficient algorithms for the matrixvector product and for forming the system matrix in the latter method; and present several options for solving the resultant linear systems. In section 4, we present some illustrative numerical results which are aimed at assessing the efficiency and accuracy of the sparse spectral methods for different classes of exact solutions. We end with some concluding remarks in the final section.
2. Hierarchical basis, sparse grid, and discrete transform. We consider in this section the sparse grids constructed by Smolyak's algorithm. If one starts with a nested one-dimensional quadrature, then Smolyak's algorithm leads to a sparse grid with many nice properties. In particular, one can build corresponding hierarchical basis functions and construct fast transforms between the expansion in the hierarchical bases and the values at the sparse grid. The commonly used high-order, nested onedimensional quadratures include Fourier [12] , Chebyshev [2] , and Gauss-Patterson [10] .
For a nonnested one-dimensional quadrature, Smolyak's algorithm leads to a sparse grid with many more points than a sparse grid based on a nested quadrature. Furthermore, it is difficult to construct a standard interpolation scheme because of the mismatch between the number of interpolation points and the dimension of a suitable interpolating space. The commonly used nonnested one-dimensional high-order quadratures include Gauss-Legendre, Gauss-Laguerre, and Gauss-Hermite schemes.
We shall concentrate in this paper on the sparse grids based on nested onedimensional quadratures.
One-dimensional hierarchical basis.
Let I = (−1, 1). Let U i be a scheme ({U i } is a sequence of functionals for quadrature or a sequence of operators for interpolation) which uses N i grid points X i in I,
As a convention, we always set X 0 = ∅ and U 0 to be the zero functional/operator. The grids
For nested grids, we can rearrange the grid points in such a way that 
Then, for f ∈ C(Ī), we can determine a unique set of coefficients {b 
then {φ k } is called a set of hierarchical bases. An important property of the hierarchical bases is that the expansion coefficients {b i k } do not depend on the level index i; i.e., we can write 
Proof. Evaluating (2.4) at X i , we derive by using (2.2) that (2.5)
Since {φ l (x), l ∈ I i } are basis functions and {x j , j ∈ I i } are quadrature points, (φ l (x j )) l,j∈I i is a full rank matrix. We can then determine {c k,l } from (2.5) and the the hierarchical bases in (2.4).
We now describe in some detail two practical hierarchical bases based on the Chebyshev-Gauss-Lobatto quadrature. 
The original spectral basis functions are Chebyshev polynomials T k (x) := cos(k arccos(x)). The corresponding hierarchical bases are given by
(CH2) Here we consider the Chebyshev scheme for functions satisfying homogeneous Dirichlet boundary conditions. We set
A set of spectral bases with homogeneous Dirichlet boundary condition is given bŷ
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Then, a set of hierarchical bases is given by (2.7)
These two schemes will be used in the sparse spectral algorithms for elliptic PDEs presented in the next section. In particular, the first scheme is used when calculating the interpolation I N f in (1.3) ; the second scheme is used in transforming the solution to the physical space after solving the resulting linear algebraic system of (1.3).
Multidimensional hierarchical bases and sparse grid. Given a one
are the multiple indices of grid levels with all indices starting from 1, and
. . . It is clear that all the points in the sparse grid are in the set
It is shown (cf. [2] ) that (2.8) is equivalent to
where ( n k ) is the binomial coefficient of selecting k elements from an n-element set. In order to use (2.9) as a quadrature rule or interpolation operator, we need to compute
Therefore, the computational complexity of a direct evaluation of (2.9) is about
regardless of whether the one-dimensional grids are nested or not. However, for nested grids, we can use the properties of hierarchical bases to design more efficient algorithms as described below.
Given f ∈ C(Ī d ), for d = 1, we can write the interpolation operator U i as
where b i k is determined by (2.1). However, by using the hierarchical bases, we have
Therefore, (2.8) becomes
Hence, U 
Discrete transform.
We now describe in detail an efficient algorithm for performing the discrete transform between {f (x j )} and {b k } in (2.11).
We illustrate the procedure by using the two-dimensional sparse grid in Figure 2 .1. Let us first consider the transform on the regular tensor product grid
1 , j 2 ∈ I 1 } (which contains the nine biggest dots in Figure 2 .1). We get
The coefficients {b k , k ∈ I 1 ×I 1 } can be computed by two one-dimensional transforms on {f (x j ), j ∈ I 1 × I 1 }, one along the first dimension, and another along the second dimension, i.e.,
where T is the inverse matrix of (φ k (x j )) k,j .
Thanks to property (2.2), values of b j1,k2 and b k1,j2 do not depend on grid level. Therefore, we can compute all of the coefficients {b k , k ∈ I First we perform a one-dimensional transform on {f (
}. This procedure can be easily extended to d-dimensional cases. The exact procedures are described in Algorithms 1 and 2 below. 
end for end for
The total computational complexity of the fast forward and inverse transforms depends on the complexity of the one-dimensional transforms. We have the following results. 
(
ii) If the cost of one-dimensional transforms is log-linear, i.e., O(N
log N ), then C q d = O(nq). (iii) If the cost of one-dimensional transforms is quadratic, i.e., O(N 2 ), then 2 2(q−d+1) C q d 2 2(q−d+1) q − 1 d − 1 .
Algorithm 2.
Fast inverse transform on sparse grid.
Next we consider the log-linear case. To fix the idea, we consider the case
The case with N i = 2 i or 2 i + 1 can be treated similarly. We first estimate the number of grid points n in X q d :
The complexity of the fast transforms on the sparse grid X q d can be estimated as follows:
Similarly, we can show that if the cost of one-dimensional transforms is O(N 2 ), then we have
Remark 2.1. Algorithms 1 and 2 can also be applied to compute (2.13)
is either a block diagonal matrix, or (block) upper triangular matrix, or (block) lower triangular matrix. This nice property allows us to build a fast algorithm for the matrix-vector multiplication in the next section. More details are given in subsection 3.3.
Sparse spectral-Galerkin methods for elliptic equations.
In this section, we construct efficient sparse spectral algorithms for the model problem
Given an integer q ≥ d, let us denote by I 
We set the sparse approximation space
where {φ k } are the d-dimensional hierarchical basis functions based on (2.7). We also denote by U q d the interpolation operator (cf. (2.9)) associated with the scheme (CH1). Then, the sparse spectral-Galerkin method for (3.1) is as follows: find u
−1/2 in the Chebyshev case and ω(x) = 1 in the Legendre case.
Given a set of basis functions {φ k } (not necessarily the hierarchical bases) for V q d , the sparse spectral-Galerkin method for (3.3) can be written as a linear system
where M and S are, respectively, the mass and the stiffness matrix associated with {φ k }, and f is a vector with component
While it appears to be natural to use the hierarchical bases {φ k }, it is, however, not the most efficient choice as the number of nonzero elements in the mass and stiffness matrices increase rapidly as d increases. On the other hand, the spectralGalerkin basis functions
in the Legendre case lead to very simple mass and stiffness matrices and enjoy many other nice properties (cf. [18, 19] We start with the one-dimensional case. Setting
It can be easily shown that b kj = 0 for |k − j| > 2 and a kj = 0 for j > k. We note in particular that, even though the matrix A is not sparse, due to its special structure (cf. [19] ), the matrix-vector product (αB + A)u can be computed in linear complexity, i.e., in O(2 q ) operations. This property plays a crucial role below. Now we consider the multidimensional cases. Let us denote
Note that the exact forms of M, S, u, f depend on how the index set I q d is arranged into a row vector.
With the above notation, the sparse Chebyshev-Galerkin method (3.3) also reduces to the linear system (3.4), where the vector f on the right-hand side can be evaluated with the fast one-dimensional Chebyshev transform as follows:
1. Use Algorithm 1 to transform the function values of f (x) at ChebyshevLobatto sparse grid points to the expansion coefficients in hierarchical bases (2.6), namely,
whereT k (x) is the multidimensional hierarchical basis function based on (2.6).
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2. Rewrite the expansion in standard Chebyshev polynomials, namely,
Note that each of the above three steps is essentially equivalent to a transform with a triangular transform matrix. According to Remark 2.1, the cost of the last two steps is proportional to the number of grid points, so the cost of evaluating f is essentially the cost of one fast Chebyshev transform using Algorithm 1.
Using the notation in one dimension, the entries of the mass and stiffness matrices can be computed as follows:
The main advantage of the Chebyshev method is that the FFT can be used. However, this leads to a nonsymmetric, nonsparse stiffness matrix which is more difficult to deal with by an iterative method.
Unlike in the regular spectral method where the linear system can be efficiently solved by the matrix decomposition method (cf., for instance, [13, 19] ), the matrix decomposition method cannot be applied to the system (3.4) since the space V q d is not separable. On the other hand, since the one-dimensional stiffness matrix A is not sparse, it is prohibitively expensive, in terms of both CPU time and storage, to build and store the stiffness and mass matrices in the high-dimension case. Therefore, we shall consider an iterative approach for which we need only provide an efficient matrix-vector multiplication, i.e., given u, compute r = (αM + S)u. A fast algorithm for doing this matrix-vector multiplication is described in subsection 3.3.
3.2.
The sparse Chebyshev-Legendre-Galerkin method. The ChebyshevGalerkin method above leads to a nonsymmetric, nonsparse system which can be solved only by an iterative method. However, due to the lack of optimal preconditioners, this procedure may become very slow as the problem size increases. We shall now describe a Chebyshev-Legendre method (cf. [9, 20] ) which combines the advantages of Chebyshev and Legendre methods. More precisely, we consider the scheme (3.3) with ω = 1.
Let U q d be the sparse interpolation operator as in the above, and let
Using the same notions as in the Chebyshev-Galerkin case, we have (cf. [18] )
3) with ω = 1 reduces again to the linear system (3.4). However, thanks to the nice structures of the one-dimensional stiffness and mass matrices, the number of nonzeros of the system matrix in (3.4) in this case is proportional to number of unknowns for fixed d, making it feasible to use a suitable sparse solver. The price we pay for the sparsity of the stiffness matrix is an extra step in evaluating f . More precisely, we now compute f as follows:
1. Use Algorithm 1 to compute
Perform a Chebyshev to Legendre transform to obtain U
; since the transform matrices between Chebyshev coefficients and Legendre coefficients are triangular matrices [20] , we can apply Algorithm 1 directly.
Since the system (3.4) in this case is symmetric and positive definite, it can be solved by using the preconditioned conjugate gradient (PCG) iterative method which requires efficient system matrix-vector multiplication. On the other hand, since the system matrix is sparse, it can also be solved by using a sparse solver which requires explicitly building and storing the stiffness and mass matrices S and M . These issues are discussed in the next subsection.
Fast matrix-vector multiplication.
In order to solve the linear systems (3.4) efficiently by using an iterative method, we need to construct an efficient algorithm to perform the matrix-vector product. We describe below a fast algorithm for the matrix-vector multiplication using the hierarchical structure in I q d . The algorithm is similar to that in [1] for a linear finite element sparse grid solver. More precisely, we write
Each term of the right-hand side is a special case of the general form (3.8)
For the term M u, we have t (s)
k ,k = b k,k for all s; for the terms S λ u, we have t 
The above summation involves 2 d terms. Each term can be calculated by performing a sequence of unidirectional downward/upward transforms on u along each dimension. By unidirectional downward (resp., upward) transform, we mean the transform (3.9) where the one-dimensional transform matrix T (s) is a lower (resp., upper) block triangular matrix. By using the same idea as for the matrix-vector multiplication, we can efficiently build the stiffness and mass matrices in (3.4) in the Chebyshev-Legendre case. First, we perform an upper-lower block triangular splitting on every one-dimensional transform matrix; a general form of system matrix will become a sum of 2 d sub-matrices built from d one-dimensional upper block or lower block matrices. Each submatrix can be calculated by successively applying all the unidirectional downward transforms to an n × n identity matrix, followed by successively applying all the unidirectional upward transforms. The total number of nonzeros in the system matrix αM + S is about O(3 d n); this is much smaller than the sparse grid methods based on hierarchical finite elements or wavelets, in which the number of nonzeros is not proportional to n for fixed d. In Figure 3 .1, we plot the nonzero patterns of several system matrices with mass matrix (α = 0) and without mass matrix (α = 0) in the Chebyshev-Legendre case.
Iterative and direct solvers.
In this subsection we present several options for solving the linear systems from the Chebyshev-Galerkin and ChebyshevLegendre-Galerkin methods.
The first option is to use an iterative method which does not need explicit formation of the system matrix. This is also the only feasible option for the ChebyshevGalerkin method. Since the system matrix comes from the discretization of an elliptic equation, we can use a preconditioned BICGSTAB for (3.4) in the Chebyshev case and PCG for (3.4) in the Chebyshev-Legendre case. Due to the structure of the Chebyshev sparse grid, it is not an easy matter to construct optimal preconditioners. So we will consider here only the simple diagonal preconditioner. Thanks to the special basis functions, which are H 1 -orthogonal in one dimension, that we use in the Chebyshev-Legendre-Galerkin method, the diagonal preconditioner, although not optimal, does a remarkable job of reducing condition numbers of the system matrix. In Table 3 .1, we show the condition numbers of the system matrix of the ChebyshevLegendre-Galerkin method with and without the diagonal preconditioner. It also shows that in higher-dimensional cases, the condition number is smaller than that in the lower-dimensional cases with the same number of unknowns.
Since the system matrix in (3.4) in the Chebyshev case is not symmetric, we shall not list the condition numbers. Instead, we list in Table 3 .2 the iteration numbers and CPU times of the preconditioned BICGSTAB method for the Chebyshev-Galerkin system, and of the PCG method for the Chebyshev-Legendre-Galerkin system. The diagonal preconditioner is used in both cases. It can be seen that the convergence rates in both cases deteriorate only slightly as the number of unknowns increases, indicating that both schemes, while not with optimal computational complexity, are very efficient in solving the model elliptic equation in high dimensions. We also observe that the Chebyshev-Legendre-Galerkin method with PCG is in general more efficient than the Chebyshev-Galerkin method with preconditioned BICGSTAB. However, an extra Chebyshev-to-Legendre transform is needed for the Chebyshev-Legendre-Galerkin method.
The second option is to use a robust sparse solver which requires the explicit formation of the system matrix. We shall consider the direct sparse solver UMFPack [7, 8] and an aggregation-based implementation of the AMG method [16] . In Table 3 .3, we present the numerical performance of several linear system solvers on the Chebyshev-Legendre-Galerkin method.
We note that the direct sparse solver UMFPack needs significant CPU time and memory for the initial factorization, so it is well suited only if one needs to solve the equation repeatedly, as in a time-dependent problem. For high-dimensional problems, the PCG method is a better choice as the factorization of the system matrix in UMFPack becomes too expensive in terms of both memory (see Table 3 .4) and CPU time. The AMG method is a better choice only for low-dimensional problems (d = 2, 3) with a single right-hand side.
In fact, the CPU time and memory cost of UMFPack factorization are of order O(n 1.5 ) and O(n log n), respectively, which is not optimal in terms of the number of unknowns. Recently, Xia and Gu [24] proposed a structured multifrontal method for some discretized problems. Under certain conditions, the CPU time and memory costs for factorization are of order O(n log n) and O(n), respectively. Note that, after the factorization, the CPU time spent in solving the linear system is proportional to the memory usage. (See also [23] for an O(n) cost superfast multifrontal method for a special case.)
Dr. Xia has graciously allowed us to make some initial tests using the prerelease version of his SuperMF software. In Figure 3 .2, we present a comparison of the CPU time and memory costs with the UMFPack and SuperMF. It is clear that the SuperMF outperforms the UMFPack significantly and that the CPU time and memory costs of SuperMF do appear to be of order O(n log n) and O(n), making the overall Chebyshev-Legendre-Galerkin algorithm quasi-optimal. 
Numerical results and discussion.
In this section, we present some numerical results for solving (3.1). The goal is to examine the convergence behavior of the sparse spectral methods for different classes of functions. We consider the following four exact solutions of (3.1):
where
The corresponding forcing functions f are
We recall that the convergence rate of the sparse spectral methods depends on the regularity of solutions in the weighted Korobov spaces [21] . More precisely, let us define the hyperbolic cross space
and the weighted Korobov space
where |v|
We note that, for fixed d and N = N q , as q → ∞, the hyperbolic cross space H N is essentially equivalent to the space V Figure 4 .1, we plot the amplitude of Chebyshev expansion coefficients for the four exact solutions in the two-dimensional case.
For the sake of comparison, we also recall the error estimates for the usual spectral methods (cf., for instance, [21] ):
and the weighted Sobolev space
. Therefore, the sparse spectral methods will be much better than the full grid spectral method for functions with similar regularity index m in both weighted Sobolev and weighted Korobov spaces. Note that we always have
However, for very smooth functions such as isotropic analytical functions, both the sparse spectral method and the full grid spectral method will converge exponentially fast (with respect to the number of unknowns), so there is not much advantage in using a sparse spectral method. In Figure 4 .2, we present the L 2 ω error of the solutions obtained by the ChebyshevLegendre-Galerkin method on full grid and sparse grid. The results indicate that the sparse grid method has similar convergence rate as the full grid method in terms of the number of unknowns, while the results with the sparse grid method are sightly better in higher dimensions.
Case 2. With f (x) = f 2 (x). The exact solution is analytic but anisotropic. Figure 4 .3 shows that the sparse grid method is much better than the full grid method.
Case 3. f (x) = f 3 (x) with k = 3. The exact solution is a product of several onedimensional functions with singularity near one boundary. Figure 4 .4 shows the results of Chebyshev-Legendre-Galerkin method on full grids and sparse grids. We observe that the sparse grid method is also better than the full grid method for this problem. + . Therefore, this is an ideal case for the sparse spectral method. Figure 4 .5 shows that the sparse grid method is much more efficient than full grid method for this problem.
Concluding remarks.
We presented some efficient algorithms for the implementation of sparse spectral methods on the sparse grid by Smolyak's construction based on a nested quadrature, e.g., the Chebyshev-Gauss-Lobatto quadrature.
By using the properties of hierarchical bases, we developed a fast algorithm for the discrete transforms between the values at the sparse grid and the coefficients of expansion in the hierarchical bases.
We also proposed two efficient sparse spectral-Galerkin methods for a model elliptic equation in a high-dimensional cube: (i) The Chebyshev-Galerkin approach leads to a structured but nonsparse stiffness matrix. While it is too expensive to generate this matrix explicitly, the product of the system (stiffness + mass) matrix with a vector can be efficiently performed. Therefore, combined with a preconditioned BICGSTAB iterative procedure with a diagonal preconditioner, the sparse Chebyshev-Galerkin method, while not of optimal computational complexity, is easy to implement and very efficient, particularly in the high-dimensional case. (ii) The Chebyshev-Legendre-method leads to a sparse, symmetric and positive definite system that can be solved by using either a PCG iterative method or a sparse solver. It is remarkable that in this case the system matrix has a much lower number of nonzero elements than low-order sparse grid methods based on finite elements or wavelets. We note that in most cases, the Chebyshev-Legendre-Galerkin method is more efficient than the Chebyshev-Galerkin method, even though the former requires an extra Legendre-to-Chebyshev transform for each right-hand side function.
We investigated the relative efficiency of PCG iterative method and several sparse solvers for the Chebyshev-Legendre-Galerkin method. It was found that the PCG method with the diagonal preconditioner is the easiest to implement, uses the least memory, and is very efficient, even though it is not of optimal computational complexity. On the other hand, the prerelease version of SuperMF has a theoretical quasi-optimal memory and CPU complexity, which is confirmed by our numerical results, significantly outperforms both UMFPack and AMG, and outperforms PCG in most cases if the initial factorization cost is not taken into account. However, the factorization process in the current version of SuperMF is still not robust and can be quite expensive.
We also investigated the accuracy and efficiency of the sparse spectral methods for several typical classes of functions and showed that, except for a solution which is an isotropic analytic function, the sparse spectral methods are more accurate and efficient in terms of number of unknowns, than the full grid spectral method. This paper is a first step toward developing efficient sparse spectral methods for high-dimensional PDEs. The algorithms developed in this paper are essential for any sparse spectral method in high dimension and enable us to solve some highdimensional equations at a reasonable cost. While we considered a model elliptic equation with Dirichlet boundary conditions only as an example, the methods presented in this paper can be easily extended to the same equation with different boundary conditions and to more general equations with the Laplacian as the principal differential operator.
