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Dedicated to Arnoud van Rooij on the occasion of his 65th b irthday1
M aguer, señor Quijote, que sandeces 
vos tengan el cerbelo derrumbado, 
nunca seréis de alguno reprochado 
por home de obras viles y soeces.
Serén  vuesas fazañas los joeces,
[7, p. 19]
Maugre the ravings, that are set abroach,
And rumble up and downe thy troubled braine:
Yet none thine acts, Quixote can reproach, 
or thy proceedings taxe as vile, or vaine 
Thy feats shal be, thy fa irest ornam ent
[8 , p. 14]
1 Stum bling-blocks
1.1 The Uniform  Continuity Theorem  is a keystone of real analysis, and a jewel:
L e t f  be a  function from the real closed segment [0,1] to the set R  o f real numbers, 
and let m  be a  natu ra l number. If, for every x in  [0,1], there exists a  natura l 
num ber n  such that, for every y  in [0 , 1], i f  |x-y\ < -n, then |f (x )- f  (y)\ < 2 J ~+ 1 , 
then there exists a  natu ra l num ber n  such that, for a ll x, y  in [0 , 1], i f  \x—y \ < -n, 
then \ f(x )—f(y )\  < -m.
Therefore, i f  f  is pointw ise continuous on [0,1], then f  is uniform ly continuous on 
[0 , 1].
The usual proof is by contradiction, for instance as follows.
Suppose that, under the circumstances given, there is no suitable n. W e build two 
infinite sequences x0, x 1, . . .  and y 0, y 1, . . .  of points in [0 , 1] such that, for every i, 
\xj—yj\ < -i and \f(x { )—f  (yi)\ > -m. W e then search for a point x in [0,1] at which 
the sequence x o ,x i,. ..  accumulates, that is, for every p there exists i > p such that 
\x—xj\ < .
1T his paper is a  slightly revised tran s la tio n  of [20]
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W e calculate n such that, for every y in [0,1], if \x—y\ < -n, then \f (x )—f  (y)\ < -m1+1. 
F in a lly  we find i such that i > n and \x—xj\ < -n+T. W e conclude: \x—y*\ < \x—xj\ + 
\xi—yi\ < -n, and therefore: \ f(x *)—f(y*)\ < \f(x*—f(x ))\  + \f(y*) —f(x )\  < -m. 
Contradiction. There must exist a suitable n.
This fascinating argument leaves us com pletely in the dark, should we want to actu­
ally find and calculate a suitable n.
W e are informed only that the assumption that no such n exists leads to a contra­
diction. W e even may put into question the way this modest conclusion is obtained. 
Sometimes, when given an infinite sequence of points in [0,1], we find ourselves un­
able to locate a point where the sequence accumulates. Here is an example. Let
d : N  ^  {0 ,1 ,.. . ,  9 } be the decimal expansion of n, that is, n = 3 + ^  d (n ) • 10-n .
n=i
W e now define a sequence x0, x 1, . ..  of points in [0,1]. For each n, if  there is no i < n 
such that d (i) = d(i+ 1) = ...  = d(i+ 9) = 9, then zn := 0, and if there is one, then 
zn := 1. Someone who knows how to find an accumulation point of this sequence 
must be able to decide if his point lies to the right of 0 or to the left of 1. In  the 
former case he has found some i such that d (i) = d(i+ 1) = ...  = d(i+ 9) = 9, in the 
latter case he is sure that no such i exists. He thus finds the answer to an unsolved 
problem. If, accidentally, he should have discovered an uninterrupted sequence of 10 
nines in the decimal expansion of n, we change the example and make him  answer the 
question if there exists an uninterrupted sequence of 11 nines in the deciaml expan­
sion of n. Clearly, the statement of the Bolzano-Weierstrass Theorem implies that 
we are in possession of a method for solving every one of a whole class of problems 
and, obviously, we are not. W e have to admit that the Bolzano-Weierstrass Theorem 
is not true if we read its statement constructively. L .E .J.  Brouwer made it clear, by 
countless such examples, that many famous theorems in a sim ilar way fail to redeem 
their promises and thereby raised the agonizing question what sense these theorems 
may be said to make.
W e have to fear that also the Uniform  Continuity Theorem itself w ill not survive 
should Brouwer cast his eye upon it. W e first consider another jewel from the trea­
sury of real analysis, the Theorem of the Greatest Value.
1.2 L e t  f  be a function from  [0,1] to R  that is continuous a t every po int in [0,1]. 
There exists a  po int x in [0,1] at which f  assumes its greatest value, that is, for 
every  y in [0 , 1], f  (y ) < f  (x ).
Like the Bolzano-Weierstrass Theorem, this theorem may be proved by the w idely 
applicable method of successive bisection, as follows.
W e build an infinite sequence x0 ,x 1, . ..  of points in [0,1], step by step. W e define 
z0 := 0 , and, for each n, i f  for each y in [xn + - + , xn + -n] there exists z in 
[xn,x n + -n+T] such that f  (y ) < f  (z), then xn+i := xn, and i f  not, then xn+i := 
xn + -n+T. W e first observe that for each n, for each y in [xn, xn + -n], there exists z 
in [xn+ i, xn+i + -nW ] such that f  (y ) < f  (z ), and then, by induction, that for every 
y in [0,1], for each n, there exist z in [xn,x n + -n] such that f (y )  < f (z ). The 
sequence x0, x i , . . .  converges, call its lim it x. W e now show that for every y in [0,1], 
f  (y ) < f  (x ). Assume, to this end, that y belongs to [0,1] and f  (y ) > f  (x ). Using the
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fact that f  is continuous in x we find n such that for every z in [0 , 1], if \x — z\ < -n, 
then f  (y ) > f  (z). It  follows that for every z in [xn+ i,xn+i + ^t+t], f  (y ) > f  (z ), but 
there exists z in [xn+1,x n+1 + -n+r-] such that f (y )  < f  (z ). Contradiction.
W e need not be upset that the latter part of this proof is an argument by contradiction. 
If  one wants to show, for certain real numbers a, 6, that a < 6, the obvious thing to do 
is to reduce the assumption that 6 < a to absurdity. It  is alarm ing, however, that in 
the first part of the proof a construction is described that cannot be put into practice. 
How should we decide if it is true that for every y in [-, 1] there exists x in [0,1 ] w ith 
the property f  (y ) < f  (x )?
Apart from Don Quixote, who would dare to enact such dream-like constructions in 
real life?
1.3 The theorem of the Greatest Value promises the impossible. The following ex­
ample makes this clear. Let us first agree that a real number x w ill be an infinite 
sequence x (0 ), x (1 ),. ..  of rationals satisfying Cauchy’s condition, that is, for every 
m there exists n such that, for every p, \x(n+p) — x(n)\ < . Again consider 
the decimal expansion d : N  ^  {0 ,1 ,.. . ,  9 } of the real number n. W e construct 
a real number x, as follows. W e define x(0) := 0 and, for each n, if x (n ) = 0 
and d (n ) = d(n+1) = ...  = d(n+9) = 9, then x(n+ 1) := ( — 1)n-n; if  not, then 
x(n+ 1) := x (n ). The absolute value of the number x is very small and we cannot 
make out if x coincides w ith 0 or lies to the left or to the right of 0. One might say 
that x is floating around 0. Let f  be the linear function from [0,1] to R  such that 
f  (0) = 0 and f  (1) = x. Suppose someone knows how to find a point at which this 
function assumes its highest value. If  his point lies to the right of 0, then x itself does 
not lie to the left of 0 and if his point lies to the left of 1 , then x itself does not lie to 
the right of 0. Obviously, finding such a point is beyond our means.
1.4 Contrary to what must be by now our expectation, Brouwer succeeded in proving 
the Uniform  Continuity Theorem, and even more, in his own in tu ition istic  way, see
[3] and [4]. He came to understand that one must know quite a lot in order to be 
sure that a function from [0,1] to R  may be effectively calculated in every point of 
its domain, indeed so much that one may use this knowledge as a basis for the con­
clusion of the Uniform  Continuity Theorem. A  first indication that this idea could 
make sense is the observation that a function showing a discontinuity is not really 
everywhere well defined. Consider for instance the function g from [0,1] to R  such 
that, for every y, if  y < 1, then g (y) = 0 and, if y > 1, then g (y) = 1. W e cannot 
start to approximate the value of this function at a point that is floating around 1 . 
Brouw er’s conclusion is that the following assertions hold true, even if they are un­
derstood according to his own strict standards:
1.4.1 E v e ry  function from  [0,1] to R  is continuous a t every po int of [0,1].
1.4.2 E v e ry  function from  [0,1] to R  that is continuous a t every po int o f [0,1], is 
uniform ly continuous on its domain.
1.4.3 Given a function  f  from  [0,1] to R , one m ay calculate a  num ber M  such that
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(i) for every y in [0 , 1], f  (y ) < M , and
(ii) for every n there exists y in [0,1] such that f  (y ) > M  — -n.
Theorem 1.4.3 is a first compensation for the loss of the Theorem of the Greatest 
Value. It  is easily derived from Theorems 1.4.1 and 1.4.2, as follows. Let f  be a 
function from [0,1] to R . Define, for each k, m k := m a x f ( A )  and observe that
¿<-fc -
the sequence m 0, m i, . . . converges. C all its lim it M  and remark that M  satisfies the 
requirements.
In  Section 1 we shall see that Brouwer has a second compensation to offer.
1.5 In  Section 2 we consider Brouw er’s arguments for his conclusions 1.4.1 and 1.4.2. 
They turn out to be valid not only for functions defined on the closed interval [0,1], 
but for all functions whose domain of definition is, like [0 , 1], closed and bounded and 
in addition catalogued, that is, it is possible, for every point in R , to calculate the 
distance from the point to the given domain. The so-called Fan  Theorem  plays a key 
role. W e also give a proof of Brouw er’s beautiful but not very well-known result on 
the existence of forw ard ly directed minima.
In  Section 3 we explain that words like “finite” and “uniform ly continuous” m ay be 
understood in tu ition istically in many different ways. Using Brouw er’s own means we 
then obtain some theorems that are like shadows of his results; they m ay be applied 
under more general circumstances, but w ith their weaker conclusions are not so use­
ful. Nonetheless, they are worth our attention as offering alternative intu itionistic 
readings of non-intuitionistic and therefore not im m ediately understandable mathe­
m atical statements. Brouw er’s interpretation of the classical results cannot be said 
to be canonical.
2 B rouw er’s tw ofold insight
2.1 The set N of the natural numbers is never complete. It  is a well-understood but 
always unfinished project for producing successively 0 , 1 , 2 , . . ..
In  the same way, every infinite sequence a  of natural numbers is always unfinished, a 
project under execution, work in progress, a (0 ), a ( 1 ), a (2 ) , . ..
Brouwer, more or less forced by Cantor’s diagonal argument, made his fancy go 
through the m any possible forms such a project may take. The project may consist 
in obediently following the instructions of an algorithm, like the decimal expansion 
of n: d(0) = 1, d(1) = 4, d(2) = 1 ,... The algorithm  m ay of course be a more simple 
one, like: 0(0) = 0,0(1) = 0, 0(2) = 0 ,..., that is, always the same value. Brouwer 
thought: I  also m ay make an agreement w ith myself, for instance this one: for each 
n, i f  at the moment I have to produce a (n ) I  have found a proof that in the decimal 
expansion of n no uninterrupted sequence of 10 nines occurs, then a (n ) := 1 and i f  
not, then a (n ) := 0. Not going into the difficulties one may have w ith such an agree­
ment, we prefer, following Brouwer, to take the further step of not insisting to know 
which rule or agreement governs the development of the sequence and adm itting the 
possibility that such a rule or agreement perhaps do not exist. The only im portant
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thing is that a next value of the sequence is produced as soon as asked for, but I, who 
am making the sequence, m ay choose the value as I want it.
N  is the set of all infinite sequences of natural numbers. W e are using the word 
“set” but should not think, as is sometimes suggested in discussions of the concept of 
“set” , that N  may be imagined to be the result of gathering its elements. N  is better 
compared w ith a loom, or a canvas, on which all kinds of beautiful sequences may be 
executed or embroidered.
N* is the set of all finite sequences of natural numbers. Let a  belong to N  and s to 
N*. If  there exists n such that s = (a (0 ),. . . ,  a (n  — 1)} we say: a  starts w ith  s, or a  
goes through s, or, s contains a.
2.2 B ro u w e r’s C o n tin u ity  P r in c ip le :
L e t  R  be a subset o f N  x N.
(W e  w ill write: “a R n ” intending: “ (a ,n } G R ” ).
Suppose we are able, given any infinite sequence a , to find a natu ra l num ber n 
such that a R n .
Then we are able, given any infinite sequence a , to find natu ra l numbers m, n 
such that for every infinite sequence ft, i f  ft starts w ith  (a (0 ) , . . . ,  a (m —1)}, then 
j3Rn.
For, in whatever way the sequence a  is given to us, we are able to find a natural 
number n that is suitable for a. And every sequence, even a very dull one like the 
sequence 0, could be the result of a sequence of free choices. And if a sequence a  
is constructed freely, a number n suitable for a  w ill appear at a moment of time at 
which only fin itely many values of a  w ill have been decided upon.
W e need a slightly more general version of this continuity principle. Let X  be a 
subset of N . X  is called a spread if  X  is closed, that is every infinite sequence w ith 
the property that each of its finite in itia l parts contains an element of X ,  itself belongs 
to X , and moreover we may decide, for every s in N*, if s contains an element of X  
or not.
2.3 B ro u w e r’s C o n tin u ity  P r in c ip le , ex ten ded  vers io n :
L e t  X  be a spread and  R  a subset of X  x N .
Suppose we are able, given any infinite sequence a  in  X , to find a natu ra l num ­
ber n such that a R n .
Then we are able, given any infin ite sequence a  in X , to find natu ra l numbers 
m, n such that for every infinite sequence ft in  X , i f  ft starts w ith  (a (0 ) , . . . ,  a (m —1)}, 
then ftRn.
2.4 W e now let p be some fixed enumeration of the set Q  of rational numbers.
An element a  of N  is called a real number if and only if the sequence p (a (0 )), p (a (1 ) ) , . ..  
satisfies Cauchy’s condition.
An element a  of N  is called a canonical real number if and only if, for each n,
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\p (a(n )) — p (a(n+ 1))\ < - n r r . Every  canonical real number a  m ay be thought of as 
a sequence (p (a (0 )) — 1 , p (a (0 )) + - )  , (p (a (1) — 4 , p (a (1) + 4 ) , . . .  of open rational 
intervals, where p (a (0 )) — -  < p (a (1)) — 4 < ...  and p (a (0 )) + 1  > p (a (1)) + 4 > ... 
Each one of these intervals “contains” the real number a  and may be called an ap­
proximation of a.
W e let R  be the set of all canonical real numbers. It  is very im portant that R , as a 
subset of N , is a spread.
For all a , ft in R , we define: a  really-coincides w ith  ft, notation a  =R ft if  and only if, 
for each n, \p (a(n )) — p(ft(n ))\ < - n .
Let X , Y  be subsets of R . X  is a real subset of Y  if and only if, for every a  in X  there 
exists ft in Y  such that a  =R ft. X  really-coincides w ith Y  if both X  is a real subset 
of Y  and Y  is a real subset of X .
Let X  be a subset of R  and f  a function from X  to R . f  is called a real function  from 
X  to R  if and only if, for all a , ft in X , if  a  =R ft, then f  (a ) =R f  (ft).
The operations of addition, subtraction and absolute value are defined as one expects. 
W e only mention, that for all a , ft in R , a  is called really-smaller than ft, notation: 
a  <R ft if and only if one may calculate n such that p (a (n )) + -n  < p (ft(n )). W e do 
not go into the straightforward definition of a natural embedding of Q  into R .
W e want to use the fact that for every canonical real number a, for every n, there 
exists m such that for every canonical real number ft, if  \a—ft\ < - m , then there exists 
a canonical real number 7  going through (a (0 ),. . . ,  a (n —1)} such that ft =R 7 . It  
suffices to choose m such that -m  is smaller than both p (a (n )) — p (a (n —1 )) + -n+r 
and p (a (n —1 )) — p (a (n )) + -n+T.
2.5 C o n tin u ity  T h eo rem :
L e t  X  be a spread and a subset of R
Suppose that for every a  in  X , for every n, there exists m such that for every  ft in 
X , i f  \a—ft\ < - m , then there exists 7  in X  going through (a (0 ),. . . ,  a (n —1} and  
really-coinciding w ith  ft. Then: every real function w ith  domain X  is continuous 
at every po int o f X . In  particu lar, every real function that is defined everywhere  
on R , is everywhere continuous.
P ro o f: Let a  be an element of X  and p a natural number. Using the Continuity P rin ­
ciple, we find n in N such that for every ft in X ,  if  ft goes through (a (0 ) , . . . , a (n — 1} , 
then ( f  (a ))(p + 1 ) = ( f  (ft))(p+ 1) and therefore \f ( a )— f  (ft)\ < - p . W e then determine 
m in N such that, for every ft in X , if \a—ft\ < - m , then there exists 7  going through 
(a (0 ) , . . . ,  a (n —1 )} and really-coinciding w ith ft, and therefore \f (a ) — f  (y )\ < -p  and 
f (y ) =R f  (ft), so and also \f (a ) — f  (ft)\ < - p . □
2.6 The Continuity Theorem is due to Brouwer although its above formulation and 
proof are not precisely his, see [3], [4], [14], [17].
Enunciating the Continuity Princip le is only the first step Brouwer takes in analyzing 
the notion of a real function defined everywhere on R . In  order to explain his next 
step we have to study stumps.
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Every  stump is a decidable subset of the set N * of all finite sequences of natural 
numbers. N * contains exactly one element of length 0, the em pty sequence notation: 
( }. For all s ,t in N*, s * t is the element of N* that is obtained by putting t behind 
s. For every s in N*, for every subset A  of N* we define: s * A  := {s  * t \ t G A }.
The set of stumps is given by the following inductive definition:
(i) The set { (  } }  is a stump.
(ii) G iven any sequence So, S - ,. ..  of stumps we may form a new stump S  := { (  } }  U
U  (n} * S „ .
n£N
(iii) Every  stump is obtained from the basic stump { (  } }  by the repeated application 
of construction step (ii).
For every s in N * different from the em pty sequence we may find t in N * and n in N 
such that s = t * (n }; t is called the immediate predecessor of s.
For every stump S , for every s in N* we define: s is just outside S  if  and only if s is 
non-empty and the immediate predecessor of s belongs to S  but s itself does not.
W e also have to consider bars. A  subset B  of N* is a bar ( in  N ) if and only if every infi­
nite sequence a  of natural numbers a (0 ), a ( 1) , . . .  has an in itia l part (a (0 ) , . . . ,  a (n —1} 
that belongs to B . W e say: a  meets B  if and only if some finite in itia l part of a  belongs 
to B .
2.7 B ro u w e r’s T h esis :
Given any bar B  in N , we m ay build a  stum p  S  such that B  n S  is a  bar in N .
Brouwer defends this thesis as follows. If  we know B  to be a bar in N  we must be able 
to construct a canonical proof of this fact. The starting-points of such a canonical 
proof are statements of the following form:
s belongs to B , therefore every infinite sequence going through s meets 
B
There are two kinds of reasoning steps:
(i) steps w ith in fin itely m any premises:
Eve ry  infinite sequence going through s * (0} meets B , every infinite 
sequence going through s * (1} meets B , . . . 
therefore: every infinite sequence through s meets B .
(ii) backward steps, w ith only one premise, for instance:
Eve ry  infinite sequence going through s meets B  
therefore: every infinite sequence through s * (17} meets B .
The conclusion of the proof is:
Eve ry  infinite sequence going through ( } meets B .
Therefore: B  is a bar in N .
7
Such a canonical proof itself has the structure of a stump. Like every “simple” proof 
by complete induction, see [13], the proof itself is an infinite mental construction, 
although, sometimes, such a construction may be called into existence by a finite text. 
The conclusion of Brouw er’s Thesis is obtained by re-using the stump that underlies 
the canonical proof as a framework for a new reasoning. This new argument consists 
of statements of the following form:
There exists a stump S  such that B  n S  is a bar in the collection of all infinite 
sequences a  that start w ith s.
2.8 Let X  be a subset of N  and B  a subset of N*. B  is called a bar in  X  if and only 
if every infinite sequence a  in X  meets the set B .
Let X  be a subset of N  and a spread. X  is called a fin ita ry  spread or a fan  if, for every 
s in N * , there exist only fin ite ly many natural numbers n such that s * (n} contains 
an element of X .
2.9 Lem m a:
Fo r every stum p S , for every fan F ,
the collection o f a ll s in N* that contain an element of F  and are ju st outside 
S , is fin ite .
P ro o f: W e use (transfinite) induction on the set of stumps. The Lem ma holds true 
in case S  is the basic stump { (  } } .  Now assume that S 0, S i , . . .  is a sequence of stumps 
and that the Lem ma holds true for every one of them.
Consider S  := { (  } }  U | J  (n } * S n and let F  be a fan. Observe that for every n in N,
nGN
if (n } contains an element of F , then there are only fin itely many s in N* just outside 
S n such that (n} * s contains an element of F . As there are but fin itely many n in N 
such that (n} contains an element of F , there are also but fin itely many s in N * just 
outside S  containing an element of F . □
2.10 F a n  T h eo rem :
L e t  F  be a fan and  B  an bar in  F .
(i) There exists a  fin ite subset B '  o f B  such that B '  is a  bar in F
(ii) There exists a  natu ra l num ber n such that every a  in  F  has an in itia l part 
belonging to B  o f length a t most n .
P ro o f: (i) Consider B+  := B  U {s  \ s G N* \ s does not contain an element of F }  and 
observe that B+  is a bar in N . F ind  a stump S  such that B+  n S  is a bar in N . Let 
C  be the (fin ite) set of all s in N* that are just outside S  and contain an element of 
F . Choose to every s in C  an in itia l part bs in B  and define B ' := {bs \ b G C }.
(ii) easily follows from (i). □
2.11 If, for a moment, the reader puts on his classical opaque spectacles, het w ill, 
seeing the Fan Theorem, recornize D. Konig ’s Lemma, see [12]. A  special case of this 
Lem ma may be formulated as follows:
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L e t  B  be a subset o f N* and suppose that no fin ite subset B ' of B  is a  bar in C . 
Then  B  itse lf is not a  bar in C, that is, we m ay find an infinite sequence a  in C 
such that no fin ite in itia l p a rt o f a  belongs to B .
From  a constructive point of view, this statement is just as false as the Bolzano­
Weierstrass Theorem.
Brouw er’s Fan Theorem is a bone of contention, even among constructivists. E . 
Bishop fullysubscribed to Brouw er’s critique and agreed w ith him  that large parts of 
mathematics are in need of revision, but he could not understand Brouw er’s proposals 
for new asiomx. In  [?] and [2] he defends a “ straightforwardly realistic” constructive 
mathematics, w ithout “ semi-mystical’ elements. In  [10], S.C . Kleene showed that the 
Fan Theorem is incompatible w ith an algorithm ic conception of the continuum. There 
exists a Turing-computable subset B  of N * such that every Turing-computable a  in C  
meets the set B  and for every finite subset B ' of B  there exists a Turing-computable 
a  in C  not meeting B '.
Kleene understood very well that Brouw er’s conception of the continuum is not the 
algorithm ic one, and the respected Brouw er’s view, see [15].
P ro o f: Let m be a natural number. Let B  be the set of all finite sequences s = 
(s (0 ),. . . ,  s(n  — 1)} in N* such that for all a , ft in X , if both \p(s(n—1)) — a\ < -n 
and \p(s(n—1)) — ft\ < -n, then \f (a ) — ƒ (ft)\ < . Observe that B  is a bar in F . 
F ind  a finite subset B ' of B  that is a bar in F . Now calculate q such that, for every n, 
for every s in B ' of length n, for every p such that s * (p} contains an element of F , the 
number -q is smaller than both p (s (n —1)) — p(p) + -nrr and p(p) — p (s (n —1)) + -n rr. 
Rem ark that, for all a , ft in X , if \a — ft\ < -q, then there exist n in N and s = 
(s (0 ),. . . ,  s (n —1)} in B ' such that both \p(s(n—1 ))—a\ < -n and \p(s(n—1 ))—ft\ < -n, 
therefore ƒ  (a ) — ƒ  (ft)\ < -m. □
2.12 Let X  be a (real) subset of R . The closure of X , notation X , is the set of all a  
in R  w ith the property that for each n there exists ft in X  such that \a — ft\ < -n. X  
is a closed subset of R  if and only if X  really-coincides w ith X .
Not every closed and bounded subset X  of R  really-coincides w ith a fan. Brouwer 
has shown that a closed subset X  of R  really-coincides w ith a fan if and only if  there 
exists a sequence qo,qi, .. . of rational numbers cataloguing or demarcating X , that 
is, there exists a strictly  increasing sequence n 0 ,n T, . ..  of natural numbers such that 
n 0 = 0 and, for each k, (i) for each i, if n k < i < n k+1, then there exists x in X , such 
that \x—qj\ < and (ii) for every x in X  there exists i such that n k < i < n k+1 and 
\x—qj\ < . (It  is not difficult to see that if such sequences q0, q i, . . .  and n0, n i , ...  
are given, the set X  really-coincides w ith the fan F  consisting of all a  in R  such that, 
for each k, there exists i w ith the property n k < i < n k+1 and p (a (k )) = q*.) A  
subset X  of R  may be demarcated if and only if  X  is bounded and for each x in R  
one may calculate the distance of the point x from the set X , that is, a real number 
z w ith the following two properties: (i) for every y  in X , \y—x\ > z and (ii) for each 
n in N  there exists y in X  such that \y—x\ < z + -n. Brouwer calls sets that admit 
of a demarcation compactly-catalogued subsets of R .
An im portant consequence of the Uniform  Continuity Theorem is the fact that every
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(continuous) function from the closed interval [0,1] to R  is Riemann-integrable. 
Brouwer also took pride in the following application, the promised second compen­
sation for the loss of the Theorem of the Greatest Value. It  may come as a surprise 
that the second statement of Theorem 2.13 is in tu ition istically valid.
2.13 T h eo rem : (O n  the existence of forward ly directed m inim a)
L e t  f  be a  (un ifo rm ly continuous) function from  [0,1] to R  such that f  (0) < ƒ  (1)
(i) For a ll rational numbers q, r  such that ƒ (0 ) < q < r  < ƒ(1 ) we m ay  
construct ra tional numbers a, b, c such that 0 < a < b < c < 1 and  q < 
ƒ  (a ) < ƒ  (b) < ƒ  (c) < r  and, for a ll y  in [0 , 1], i f  b < y, then ƒ  (a ) + g (r- q ) < 
ƒ  (y ), and i f  c < y, then ƒ  (b) + 1 (r- q ) < ƒ  (y ).
(ii) For a ll rational numbers q, r  such that ƒ (0 ) < q < r  < ƒ(1 ) we m ay  
construct a  real num ber x such that q < ƒ  (x ) < r  and for a ll y in [0 , 1], i f  
x < y, then ƒ (x ) < ƒ (y ).
P ro o f: (i) Using the fact that ƒ  is uniform ly continuous we build a finite sequence 
of rational rectangles of height 5 (r- q ) capturing ƒ , that is, we calculate n in N and 
two finite sequence (so ,. . . ,  sn-1, sn) and (t0, . . . ,  tn- i)  of rational numbers such that
0 = s0 < . ..  < sn- i < sn = 1 and for every x in [0 , 1] for every i < n, if x belongs to 
[si, si+ i], then ƒ (x ) belongs to [ii , i i + g (r- q )].
W e calculate i 0 := the greatest number i < n such that t* < q, and i i  := the greatest 
number i < n such that t* < q + - ( r —q) and i- := the greatest number i < n such 
that tj < q + 4 ( r —q) and observe i 0 < i i  < i^  W e define a := sio+1 and b := sil+1 
and c := sj2+1. Then q < ƒ  (a ) < q + 5 ( r —q( and q + - ( r —q) < ƒ  (b) < q + 3 ( r —q) and 
q + 5 ( r —q) < ƒ  (c) < r, and for every y in [0 , 1], if  y > b, then ƒ  (y ) > q + 5 ( r —q) and 
therefore ƒ  (y ) > ƒ  (a ) + 1 ( r —q), and if y > c, then ƒ  (y ) > q + 4 ( r —q) and therefore
i -(y ) > ƒ (b) + 1 ( r —q) .
(ii) Repeatedly applying (i), also for other closed intervals than [0,1], we find two in­
finite sequences a0, a i , . . .  and b0, b i, . . .  of rational numbers, and a sequence e0, e1, ... 
of positive rational numbers such that a0 = 0 and b0 = 1 and e0, ƒ  ( 1) — ƒ  (0 ) and, for
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each n  an < an+1 < bn+1 < bn and bn+1 an+1 < - (bn an) and ƒ  (an) < ƒ  (an+1) <
ƒ (bn+i) < ƒ (b „) and for all y in [a „,b „], if y > b„+i then ƒ (a „+ i) + e„+ i < ƒ (y ). In  
addition, we take care that, for every n, ƒ (bn+1) < ƒ (an) + en .
The sequences a0, a i , . . .  and b0, b i, . ..  now are really-coinciding real numbers. Let x
be a canonical real number that really-coincides w ith them. Observe that for every y
in [0,1], if  x < y, then ƒ (x ) < ƒ (y ). For assume x < y. F ind  n in N such that bn < y.
Then ƒ (x ) = lim  ƒ (bfc) < ƒ (b „+ i) < ƒ (a „ ) + e„ < ƒ (y ). □
k—
O f course one may establish sim ilarly, for functions ƒ  from [0,1] to R  such that 
ƒ  (0 ) < ƒ  ( 1 ), the existence of backwardly directed maxima, and for functions ƒ  from 
[0,1] to R  such that ƒ (0 ) > ƒ(1 ), the existence of forwardly directed maxima and 
backwardly directed minima.
3 A lm ost
3.1 Let A  be a decidable subset of the set N of natural numbers.
W e imagine ourselves that we first decide whether 0 w ill belong to A  or not, then 
whether 1 w ill belong to A  or not, and so on. So the characteristic function of the set
A,
X A (0 ) , X A (1^ . . .
is called into existence step by step, by an infinite sequence of free decisions. This 
set A  is called fin ite  if and only if we may calculate a natural number n such that for 
every m > n, a (m ) = 0 .
The set A  w ill be called finite-by-delay if  and only if for every n, if  n belongs to A, 
that is, XA (n ) = 1, then A  is finite.
W hen we are told that a set A  is finite-by-delay we do not know im m ediately the num­
ber of elements of A . W e have to wait for the first 1 in the sequence x a ( 0), X a ( 1), ..., 
only then the number of elements of A  is revealed.
W e mention two examples of a decidable subset A  of N  that is finite-by-delay w ithout 
being finite, A 0 := {n  \ n G N \ d (n ) = d(n + 1) = ...  = d(n + 9) = 9 and there is no 
j  < n such that d (j) = d (j + 1) = . ..  = d (j + 9) = 9 } and A Ts := {n  \ n G N \ There 
exists j  in A 0 such that j  < n < 2 j}. Observe that we are sure that A 0 has at most 
one member but are unable to find an upper bound for the number of elements of A i . 
W e now go further and call a decidable subset A  of N finite-by-double-delay if  and only 
if for every n, if n belongs to A , then A  is finite-by-delay. W e mention an example of 
a decidable subset A  of N  that is finite-by-double-delay w ithout being finite-by-delay, 
A - := {n  \ n G N \ d (n) = d(n + 1) = ...  = d(n + 9) = 9 and there is at most one 
j  < n such that d (j) = d (j + 1) = . ..  = d (j + 9) = 9}.
As we perhaps know from experience, delay may be repeated endlessly. For every 
stump S , for every decidable subset A  of N, we define the expression: A  is finite-by- 
S-fold-delay, as follows:
(i) A  is finite-by-{( )}-fold-delay := A  is finite.
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(ii) for every sequence S 0, S^  . ..  of stumps we form S  := { (  } }  U U  (n) * S n and we
define: A  is finite-by-S-fold-delay := for every n, if n belongs to A , then there 
exists p such that A  is finite-by-Sp-fold-delay.
One may show, for all stumps S, T , if  S  is an immediate substump of T , then every 
decidable subset of N  that is finite-by-S-fold-delay is also finite-by-T-fold-delay. Using 
Brouw er’s Continuity Princip le one may show that the converse fails. If  S  is an 
immediate substump of T , then not every decidable subset of N that is finite-by-T - 
fold-delay w ill be finite-by-S-fold-delay.
There is one more notion to define. Let A  be a decidable subset of N. A  is called 
almost-finite if and only if for every strictly  increasing sequence n0, n 1, ...  of natural 
numbers one may calculate k such that n k does not belong to A .
This is a weak and comprehensive notion. Brouw er’s Thesis implies, that for every 
decidable subset A  of N, A  is almost-finite if and only if there exists a stump S  such 
that A  is finite-by-S-fold-delay. These facts, and some related ones, are explained in
[15], [16] and [19].
W e want to make use of the following observation.
3.2 Lem m a: (O n  almost-finite sets)
(i) For a ll decidable subsets A , B  of N,
i f  both A , B  are almost-finite, then also A  U B  is almost-finite.
(ii) For every fin ite sequence A 0, . . . ,  A k -1  of decidable subsets of N, i f  each 
one o f A 0, . . . ,  A k-1  is almost-finite, then [ J  A* is almost-finite.
i<k
(iii) L e t  Eo, E 1, . . .  be an infinite sequence of decidable subsets of N, such that 
N = y  E k. L e t  A  be a decidable subset o f A  such that, for each k, the
fceN
set A  n E k is almost-finite. A lso  assume that for every s tric tly  increasing  
sequence n 0, n 1, .. .  of natu ra l numbers there exists k such that A n E „ fc = 0. 
Then  A  is almost-finite.
P ro o f: (i) Suppose we are given a strictly  increasing sequence n 0, n 1, . ..  of natural 
numbers. W e build a subsequence n j0, n ^ , . . .  of the sequence n 0, n 1, . .. such that, 
for every k, n jfc ^ A . W e then find k such that n jfc and observe njfc ^ A  U B .
(ii) easily follows from (i).
(iii) Suppose we are given a strictly  increasing sequence n0, n 1, .. .  of natural numbers. 
W e now build two sequences ¿0, ¿1, . . .  and k0, k1, . ..  of natural numbers. W e define 
¿0 := 0 and determine k0 such that n 0 = n j0 belongs to E ko. W e then find *1 such that 
¿0 < ¿1 and either n^ does not belong to A  or n^ does not belong to E ko. W e then 
determine k1 such that k1 = k0 and n¿1 does not belong to A  or n¿1 belongs to E kl. 
W e then find ¿2 such that ¿1 < ¿2 and n j2 does not belong to A  or n j2 does not belong 
to E ko U E k l. W e then determine k2 different from both k0, k1 such that n j2 does not 
belong to A  or n j2 belongs to E k2. In  this way we continue. The sequence ¿0, ¿1, ... 
is strictly  increasing and the sequence k0, k1, . ..  is one-to-one. For every j ,  either n^
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does not belong to A  or n*. belongs to E k.. W e calculate j  such that A  n E k. = 0 
and conclude: n .  does not belong to A . □
3.3 Let X  be a spread. X  is called an almost-fan if, for every s in N*, the set of 
all natural numbers n such that s * (n} contains an element of X  is a decidable and 
almost-finite subset of N.
Let A  be a decidable subset of N *. A  is called almost-finite if for every one-to-one 
sequence so, s i , . . .  of elements of N* one may find k such that sk does not belong to 
A.
3.4 Lem m a: Fo r every stump  S , for every almost-fan F , the set of a ll s in N* that
are ju st outside S  and contain an element o f F , is decidable and almost-finite.
P ro o f: The proof follows the pattern of the proof of Lem ma 1.9 and uses Lemma 
2.2(iii). W e leave the details to the reader. □
3.5 A lm ost-fan-theorem :
L e t  F  be an almost-fan and let B  be a bar in F .
(i) There exists an almost-finite subset B '  of B  such that B '  is a  bar in  F .
(ii) For every sequence s0, s i , . . .  of elements of N*, if, for every n, sn contains 
an element o f F  and length (sn ) = n, then we m ay find k in N  such that 
some in itia l pa rt o f sk belongs to B
P ro o f: (i) The proof follows the pattern of the proof of Theorem 2.10(i) and uses 
Lem ma 3.4. W e leave the details to the reader.
(ii) Let B ' be an almost-finite subset of B  that is a bar in F . Let s0, s i , . . .  be an 
infinite sequence of elements of N * such that, for each n, sn contains an element of F  
and length(sn) = n. For each n, we find bn in B ' such that either bn is an in itia l part of 
sn or sn is an in itia l part of bn . W e determine a strictly  increasing sequence *0, *1, ... 
of natural numbers such that, for each k, *k+- > length(bik ). As B ' is almost-finite, 
we may determine k, l such that k < l and bik = biz. Bu t now s^ has an in itia l part 
in B '.  □
3.6 The notion of a finite subset of N is not the only m athem atical notion that admits 
of endless refinement. Here are two more examples, hardly more than suggestions.
3.6.1 Let x0, x i be a sequence of real numbers.
The sequence x 0, x T, . . .  is bounded if  we m ay calculate M  such that, for every n, 
\xn\ < M .
The sequence x0, x i , . . .  is perhaps-bounded if we may calculate M  such that, for every 
n, if  \xn \ > M , then the sequence x0, x i , . . .  is bounded.
The sequence x0, x i , . . .  is perhaps-perhaps-bounded if we may calculate M  such that, 
for every n, if \xn \ > M , then the sequence x0 , x T, .. .  is perhaps-bounded.
The reader w ill guess how to define further iterations of “perhaps” , even transfinitely 
many. W e also define:
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The sequence x0, x i, . . . is almost-bounded if, given any strictly  increasing sequence of 
natural numbers, we may find k such that \xnk \ < k.
This last notion is very weak and comprises the earlier ones.
3.6.2 Let X  be a (real) subset of R  and ƒ  a real function from X  to R . Let e be a 
positive rational number.
ƒ  is e-uniformly-continuous on X , if we may find n such that for all x, y in X , if 
\x-y\ < -n, then ƒ  (x ) -  ƒ (y)\ < e.
ƒ  is e-perhaps-uniformly-continuous on X  if we m ay calculate n, such that for all x, y 
in X , if  \x—y\ < -n and ƒ  (x) — ƒ (y)\ > e, then ƒ  is e-uniformly-continuous on X . 
Again, we may iterate:
ƒ  is e-perhaps-perhaps-uniformly-continuous on X  if we may calculate n such that 
for all x ,y  in X , if \x—y\ < -n and ƒ (x) — ƒ (y)\ > e, then ƒ  is e-perhaps-uniformly- 
continuous on X .
The definition of further iterates is left to the reader. W e also define: 
ƒ  is e-almost-uniformly-continuous on X  if, given any two infinite sequences x0, x i , ... 
and y0, y i , . . .  of elements of X , we may calculate k such that: if \xk — y k\ < -k, then 
ƒ  (x ) — ƒ (y)\ < e.
This last notion is very weak and comprises the earlier ones.
ƒ  is almost-uniformly-continuous on X , if, for each positive rational number e, ƒ  is 
e-almost-uniformly-continuous on X .
3.7 A lm ost-u n ifo rm -con tin u ity- th eo rem :
L e t  X  be a (rea l) set of real numbers that coincides w ith  a sub-almost-fan F  of 
R , and let ƒ  be a (real) function from  X  to R . I f  ƒ  is continuous in every po int 
o f X , then ƒ  is almost-uniformly-continuous on X
P ro o f: Let e be a positive rational number. Let B  be the set of all finite sequences 
s = (s (0 ) , . . . ,  s (n —1)} in N* such that for all a, ft in X , if both \p(s(n — 1)) — a\ < 2-n 
and \p(s(n — 1)) — ft \ < 2-n, then ƒ  (a ) — ƒ  (ft)\ < e. B  is a bar in F . W e determine 
an almost finite subset B ' of B  that is a bar in F . Let x0 , x T, . ..  and y0 , y T, ... be 
infinite sequences of elements of F . For every k we let sk be a finite sequence in 
B ' that contains x k, we let n k be the length of sk, so sk = (sk(0 ) , . . . ,  sk(n k — 1)}, 
and we let qk be a natural number such that for every y in F , if  \xk —y\ < , then 
\xk(n k — 1) — y\ < -nk and therefore ƒ  (xk) — ƒ (y)\ < e. W e now consider the sequence 
q0, q i , . . .  W e define the proposition Q ED  (quod est demonstrandum, that is, the thing 
that we still have to prove), as follows:
Q ED  := there exists k such that qk < k.
W e now build a strictly  increasing sequence m 0, m i , ...  of natural numbers such that, 
for every i, qmi < qmi+1 or Q ED .
As B '  is almost finite we may find i, j  such that i < j  and smi = sm j, and therefore 
qmi = qm j, and Q ED , so there exists k such that qk < k, and therefore if \xk —yk \ < -k 
then \xk — yk \ < p k  and ƒ  (xk) — ƒ  (yk) \ < e. □
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3.8 T h eo rem :
L e t  x0 , x T, . . .  be an almost-bounded set o f canonical real numbers. The set 
{ x 0 , x T, . . . }  really-coincides w ith  an almost-fan.
P ro o f: W e define a decidable subset C  of N*. The em pty sequence ( } belongs to 
C . For every finite sequence of the form (n} we lay down: (n } belongs to C  if and 
only if there exists j  < n such that \p(n) — x j (2)\ < 1. For every non-empty sequence 
t = ( t (0 ) , . ..  , t(k — 1)} in N*, for every n, we prescribe: t * (n} belongs to C  if and 
only if t belongs to C  and there exists j  < n such that \p(n) — xj(k+ 2)\ < and 
\p(t(k—1))—p(n)\ < -t+t and there is no i < n such that t * (i} belongs to C  and 
\P(i) — P (n )\ < - + .
Let F  be the set of all a  in N  such that, for every k, ( a (0 ) , . . . ,  a (k —1} belongs to C . 
F  is an almost-fan and a subspread of R  that really-coincides w ith {x 0, x i , . . . } .  □
3.9 The principle of Open Induction we are about to prove is a remarkable result. It  
reminds one of Achilles.
Suppose that Achilles has to move from 0 and 1, and that we are given the following 
information:
(i) For every x in [0,1], if Achilles reaches x and x < 1, then Achilles also reaches 
some point y > x.
(ii) For every x in [0,1], Achilles reaches x if and only if Achilles reaches every point 
y < x.
Are we able to conclude that Achilles w ill arrive in 1?
Probably, we should first prove that he reaches 1.
Paradoxically, proving that Achilles w ill arrive in 1 does not seem in the least easier 
than proving that he w ill arrive in 1. Eve ry  argument proving that Achilles w ill reach 
-, or any other point, seems to be essentially unconstructive. From  a constructive 
point of view, seem to have no other choice but to wait and see.
Perhaps Achilles reaches - in 1 or in 2 steps,..., or in w steps,..., or in w- steps, or
Still, Achilles has some reason to be conficent.
3.10 T h eo rem : (P rin c ip le  of Open Induction, Th. Coquand.)
L e t  A  be an open subset of [0,1].
Assum e that for every  x in  [0,1], i f  for every y < x, y G A , then x G A . Then
[0,1] = A.
P ro o f: Let q0, q i , . . .  and r 0, r T, . ..  be infinite sequences of rational numbers such 
that for every x in [0,1], x belongs to A  if and only if, for some n, qn < x < r n . 
Observe that for every x in [0,1], the closed interval [0,x] really-coincides w ith a 
subfan of R , and therefore [0, x] is a real subset of A  if and only if there exists n such 
that [0,x] forms part of the finite union | J  (qj,rj). Rem ark that 0 belongs to A . W e
i<n
therefore may assume: q0 < 0 < r 0.
W e now define a sequence x0, x i , . . .  of points in [0,1], as follows. For each n, xn :=
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the greatest rational number x such that [0 , x ) forms part of | J  (qj,rj).
i<n
Observe that the sequence xo, x i , . . .  is well-defined and that, for each n, xn < xn+1 
and that the set of all x in [0,1] such that [0, x] C A  coincides w ith {x 0, x 1, . . . } .
Let F  be an almost-fan really-coinciding w ith {x 0 , x 1, . . . } .
Let B  be the set of all finite sequences s = (s (0 ) , . . . ,  s (n —1)} in N* such that, for 
some j  < n, qj < p (s (n —1)) < r j . B  is a bar in F . W e determine an almost-finite 
subset B ' of B  that is a bar in F . W e now construct an infinite sequence z0, z1, ... 
of elements of F  and an infinite sequence of elements of B ',  as follows: z0 := 0. Let 
s0 = (s0 (0 ) , . . . ,  s0 (n 0 — 1)} be the shortest in itia l part of z0 that belongs to B '.  F ind  
j 0 such that qj0 (p (s0 (n 0 —1)) < r j0. Observe that [0,rj0] forms part of A  and let z1 
be an element of F  really-coinciding w ith r j0. If  z1 > 1, we define, for every n > 0, 
zn+1 := zn and sn + 1 := s0. If  z1 < 1, the shortest in itia l part of z1 that belongs to 
B '.  F ind  j ,  such that qjj < p (s1 (n 1 —1)) < j . Observe that [0,rj1 ] forms part of 
A  and let z2 be an element of F  really-coinciding w ith j . If  z2 > 1, we define, for 
every n > 1, z„ + 1 := z „ and s„ + 1 := S1. If  Z2 < 1, we let S2 = (s2 (0 ) , . . . ,  S2 (n 2 —1)} 
be the shortest in itia l part of z2 that belongs to B '.
W e continue in this way.
As B ' is almost-finite, there exists n such that sn + 1 := sn and therefore zn+1 > 1 and 
[0,1] forms part of A . □
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