Abstract. The object of this paper is to solve the so-called modified entropy equation
Introduction and preliminaries
Throughout this paper we will use the following notations
k |x ≥ 0 and R k ++ = {x ∈ R|x > 0} , where k is an arbitrary but fixed positive integer and R denote the set of the real numbers. Furthermore all operations on vectors are to be done componentwise, i.e., x ≥ 0 and x > 0 denotes that all coordinates of the vector x are nonnegative and positive, respectively. Here 0 stands for the k-vector (0, . . . , 0) ∈ R k and we write 1 instead of (1, . . . , 1) ∈ R k , and 1 2 instead of 1 2
, . . . ,
In this paper the general and the regular solutions of the equation f (x, y, z) = f (x, y + z, 0) + (y + z) f 0, y y + z , z y + z are determined, which is supposed to hold for all x, y, z ∈ R ++ . However, in [KM74] and also in [Acz77] a similar equation, namely the entropy equation was discussed, more precisely, under some assumptions the solution of the equation
f (x, y, z) = f (x + y, z, 0) + f (x, y, 0)
on the set {(x, y, z) ∈ R 3 |x ≥ 0, y ≥ 0, z ≥ 0, xy + yz + zx > 0} was de- termined.
In the third part of our paper we will show that equations (1.2) and (1.3) are special cases of equation (1.1).
In what follows we shall list some basic facts about the theory of functional equations. These results can be found for instance in [Kuc85] or in [RB87] . holds for all pairs (x, y) ∈ A. Consider the set
We say that µ : I → R is multiplicative on I if the functional equation
++ |x, y, xy ∈ I then a function l : I → R is called logarithmic on L if it satisfies the functional equation
In case P = A ∩ I, a function π : I → R which is both additive and multiplicative on P is called projection. 
Proof. Due to Theorem 1.2. we obtain that the function µ is uniquely extendable to R k + . This extension is also denoted by µ. Thus
++ be arbitrary and substitute x = p p+q into the first equation, then using the fact that µ is multiplicative on R k + , we get that
i.e.,
this means that µ ≡ 0 (since in case µ vanishes at a point, then µ ≡ 0), or
holds for all p, q ∈ R k + , so µ has to be constant. Although using again the fact that µ is multiplicative, this constant has to be 1.
Proof. Using Theorem 1.3. we get immediately, that l is uniquely extendable to R k ++ . We denote this extension also by l. Hence we have
++ be arbitrary, after substituting x = p p+q into the first equation, then using that l is logarithmic, we obtain that
Hence the function l is constant. However, using that l is logarithmic, we get that this constant has to be 0, which had to be proved. 
with arbitrary basis for the logarithm, or l is identically zero. Now we present two additional results, namely the general solution of the fundamental equation of information of multiplicative type (see [ESS98] or [AD75] ) and the solution of a special associativity equation (see [Mak00] ). 
in case µ is a projection; by
in case µ ≡ 1; and finally by
in all other cases. Here
and b, c ∈ R are constants.
The following lemma concerns a special associativity equation.
Suppose that the function A : R 2k ++ → R satisfies the functional equation
The proof of this theorem runs similar as the proof of Lemma 1. in [Mak00] , since the operations as well as the ordering are to be done componentwise. All the same Lemma 1.11. concerns a more special equation but on a more general domain, than the mentioned result of [Mak00] .
The modified entropy equation
In this section we shall solve equation (1.1). Our main result is the following theorem.
Theorem 2.1. Let µ : R k ++ → R be a multiplicative, f : R 3k + → R be a symmetric function and assume that equation (1.1) holds for all x, y, z ∈ R k ++ . Then, in case µ is a projection, there exist functions l, ψ 1 :
Proof. Assume that (1.1) holds for all x, y, z ∈ R k ++ . Define the functions F and h as follows
Then due to the symmetry of the function f we get that (2.6)
Furthermore it follows from (1.1), (2.4) and (2.5) that
On the other hand the symmetry of f implies that (2.9)
and substitute z = 1 − x − y into (2.9). Then by (2.5) we obtain that (2.10) 
in case µ is a projection;
in all other cases. Here l :]0, 1[ k → R is an arbitrary logarithmic function and b, c ∈ R are constants. So, concerning the function µ we have to distinguish three cases. Case I. (µ is a projection)
First note that due to (2.7) we have c = 0. Indeed,
holds for all x ∈]0, 1[ k , but this means that
to Lemma 1.4. this implies µ ≡ 1 or µ ≡ 0. In case µ is a non identically zero projection, we get that
Thus by (2.9)
Using that l is logarithmic and µ is a projection, i.e., additive and multiplicative, we obtain that
holds for all x, y, z ∈ R k ++ , i.e., (2.11)
holds for all x, y, z ∈ R k ++ , which is a special associativity equation. Thus by Lemma 1.11. we get that there exists a function
for all x, y ∈ R k ++ . Because of (2.8) and (2.12) this means that
is fulfilled for all x, y, z ∈ R k ++ . In case µ ≡ 0 we get immediately from (2.9) a special associativity equation, namely
Thus by Lemma 1.11. there exists a function Ψ 1 : R k ++ → R such that
holds for all x, y, z ∈ R k ++ , with some logarithmic function l :
However, by equation (2.7) we get that
Since l is logarithmic by Lemma 1.5. this means that l is identically zero on ]0, 1[ k . Thus
with a constant c ∈ R. Now using equation (2.9) we obtain that (2.13)
holds for all x, y, z ∈ R k ++ . Again we get a special associativity equation. Hence by Lemma 1.11. there exists a function ψ *
Together with equation (2.8) this means that
then we obtain that
holds for all x, y, z ∈ R k ++ . Case III. (µ is neither a projection nor identically 1) Since the function h is symmetric to the point
where b, c ∈ R are constants. This means that
Although the last statement implies that µ is identically 1 or identically 0 on ]0, 1[ k (Lemma 1.4.), which contradicts to the assumption that µ in neither identically 1 nor a projection. So b = c. Thus we obtain that (2.14)
Therefore by (2.9)
for all x, y, z ∈ R k ++ that is, (2.16)
holds for all x, y, z ∈ R k ++ . Define the function H on R 2k ++ as follows
Then H satisfies on R 2k ++ a special associativity equation, namely
So by Lemma 1.11. there exists a function
holds for all x, y ∈ R k ++ , together with equations (2.8) and (2.14) this means that
holds for all x, y, z ∈ R k ++ . This ends the proof since concerning the function µ all the cases were covered.
Regular solutions of equation (1.1) and other corollaries
The last section of the present paper concerns the regular solutions of the modified entropy equation and we will show that equation f (x, y, z) = µ (x) log (x) + µ (y) log (y) + µ (z) log (z) + Ψ 1 (x + y + z) holds for all x, y, z ∈ R k ++ , with arbitrary basis for the logarithm, in case µ ≡ 1, there exist a continuous function
holds for all x, y, z ∈ R k ++ , in all other cases, there exist a continuous function
holds for all x, y, z ∈ R k ++ .
Proof. First let us observe that in case the function f : R 3k → R is contin- 
all other cases, where log : R k ++ → R denotes an arbitrary continuous logarithmic function and b, c ∈ R are constants. A same argument as in the proof of Theorem 2.1. can be made to get
all other cases, due to the property
On the other hand the function F is continuous and concerning the function µ we can define H by (2.12), (2.13) and (2.17) to get special associativity equations. This implies by Lemma 1.11. that the functions, Ψ 1 , Ψ 2 , Ψ 3 occuring in Theorem 2.1. are continuous.
In case the map x → f (0, 1 − x, x) is identically zero on ]0, 1[ k , then we get from (1.1), that
++ by (2.4), after interchanging x and y in the previous equation and using the symmetry of f , we obtain that
holds for all x, y, z ∈ R for all x, y, z ∈ R k ++ . Finally, using (3.4) we get that f (x, y, z) = Ψ (x + y + z) .
x, y, z ∈ R k ++ Hence all in all, we obtain that equations (3.1), (3.2) and (3.3) are fulfilled.
Remark 3.2. To get the same result as in the previous theorem we do not need to assume that the function f is continuous, but it is enough to suppose that the map
is continuous on R In what follows we present and prove three additional results which are corollaries of our main result. This theorems can be found in [AGMS08] , [Acz77] and in [KM74] , respectively. 
for all x, y, z ∈ R ++ .
Proof. Let us observe that the equation above is a special case of equation (1.1) with k = 1 and with the multiplicative function
which is obviously a projection from R ++ to R ++ . Thus by Theorem 2.1. we get that there exist functions l, ψ : R ++ → R such that l is logarithmic on R ++ and
holds for all x, y, z ∈ R ++ . Define the function ϕ on R ++ by
then we have
for all x, y, z ∈ R ++ , which had to be proved.
Assume that the function f : D → R is symmetric, positively homogeneous of degree 1, satisfies the functional equation f (x, y, z) = x log (x) + y log (y) + z log (z) − (x + y + z) log (x + y + z)
holds for all (x, y, z) ∈ D, with arbitrary basis for the logarithm and with the convention 0 · log (0) = 0.
Proof. The restriction xy + yz + zx > 0 in the definition of the set S excludes the case where two variables are 0. If we define
then f remains symmetric and all the assumptions of the theorem remain true for all (x, y, z) ∈ D. Because of the symmetry of the function f we obtain that
holds for all x, y, z ∈ R ++ , too. Since f is homogeneous of degree 1 we obtain the following equation
f (x, y, z) = f (x, y + z, 0) + (y + z) f 0, y y + z , z y + z , where x, y, z ∈ R + are such that y + z > 0. Applying Theorem 2.1. and the results of Section 3.2. in [AD75] we get that there exists a function ψ 1 : R ++ → R such that (3.5) f (x, y, z) = x log (x) + y log (y) + z log (z) + ψ 1 (x + y + z)
holds for all x, y, z ∈ R ++ . At this point of our proof we will show that ψ 1 (x) = −x log (x) holds for all x ∈ R ++ . Using that f is homogeneous of degree 1 we obtain that (3.6) λx log (x) + λy log (y) + λz log (z) + λψ 1 (x + y + z) = λx log (x) + λy log (y) + λz log (z) + λ (x + y + z) log (λ) + ψ 1 (λ (x + y + z))
holds for all λ, x, y, z ∈ R ++ . Substitute into (3.6) x = y = z = 1 3
, then we get that ψ 1 (λ) = −λ log (λ) + λψ 1 (1) . (λ ∈ R ++ ) This means that f (x, y, z) = x log (x) + y log (y) + z log (z) − (x + y + z) log (x + y + z) − (x + y + z) ψ 1 (1) for all x, y, z ∈ R ++ . On the other hand f satisfies the entropy equation, therefore ψ 1 (1) = 0. This implies that f (x, y, z) = x log (x) + y log (y) + z log (z) − (x + y + z) log (x + y + z) holds for all (x, y, z) ∈ D. f (x, y, z) = x log (x) + y log (y) + z log (z) − (x + y + z) log (x + y + z) ,
where the basis of the logarithm is arbitrary.
Proof. As it can be read in [Acz77] , this statement is a consequence of the previous theorem. Thus Theorem 3.4. can be applied directly to get the continuous solutions of the equation in question.
