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Nonlinear WKB is a multiscale technique for studying locally-plane-wave solutions
of nonlinear partial differential equations (PDE). Its application comprises two steps:
(1) replacement of the original PDE with an extended system separating the large
scales from the small, and (2) reduction of the extended system to its slow mani-
fold. In the context of variational fluid theories with particle relabeling symmetry,
nonlinear WKB in the mean Eulerian frame is known to possess a variational struc-
ture. This much has been demonstrated using, for instance, the theoretical apparatus
known as the generalized Lagrangian mean. On the other hand, the variational struc-
ture of nonlinear WKB in the conventional Eulerian frame remains mysterious. By
exhibiting a variational principle for the extended equations from step (1) above, we
demonstrate that nonlinear WKB in the Eulerian frame is in fact variational. Re-
markably, the variational principle for the extended system admits loops of relabeling
transformations as a symmetry group. Noether’s theorem therefore implies that the
extended Eulerian equations possess a family of circulation invariants parameterized
by S1. As an illustrative example, we use our results to systematically deduce a
variational model of high-frequency acoustic waves interacting with a larger-scale
compressible isothermal flow.
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I. INTRODUCTION
Nonlinear WKB is a powerful tool for studying solutions of partial differential equations
(PDE) whose local behavior about any point is well approximated by a plane wave. The
method, which is a generalization of the usual WKB method for linear PDE, goes back
at least to the mid 1960’s, when it was used to study large-amplitude locally-plane-wave
solutions of a variety of systems, including the Bousinesque equations1 and the Kortweg-
DeVries equation.2 Generally speaking, given a (possibly nonlinear) PDE of the form
F b(ϕa(x), ∂µϕ
a(x), ∂2µνϕ
a(x), . . . ) = 0, (1)
for the unknown multi-component field ϕa, application of nonlinear WKB comprises two
steps. First Eq. (1) is extended to a larger system of PDE using a procedure that we
will refer to as “nonlinear WKB extension.” Next, scale separation present in the original
system of PDE, either in F b or the initial conditions, is leveraged to identify slow solutions
of the extended system. The power of this procedure comes from the fact that rapidly
oscillating locally-plane-wave solutions ϕa of Eq. (1) correspond to slowly-varying solutions
of the extended system, which are easier to treat using asymptotic methods.
The nonlinear WKB extension procedure amounts to the following. First one introduces
the nonlinear WKB ansatz
ϕa(x) = ϕ˜a(x, S(x)), (2)
where ϕ˜a(x, θ) is 2π-periodic in the second argument, and S(x) is referred to as a phase
function. More explicitly, since ϕ˜a is periodic in the second argument, it can be written as
a sum of Fourier harmonics in S(x); that is,
ϕ˜a(x, θ) =
∞∑
n=−∞
ϕˆane
inS(x). (3)
Thus, the nonlinear WKB ansatz differs from the conventional WKB ansatz in that it
contains all harmonics in S. The term “nonlinear” is appropriate here because the ansatz
(2) can handle nonlinear terms appearing in the PDE (1) that produce harmonic coupling.
The ansatz (2) is then substituted into Eq. (1) and the chain rule is applied to express x-
derivatives of ϕ in terms of x- and θ-derivatives of ϕ˜ and S. Finally, the argument S(x) in
any of the derivatives of ϕ˜a is replaced with any arbitrary angle θ in order to obtain the
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extended system
F b(ϕ˜a(x, θ), ∂µϕ˜
a(x, θ) + ∂µS(x)∂θϕ˜
a(x, θ), . . . ) = 0. (4)
The dependent variables are now ϕ˜a(x, θ) and S(x), while the independent variables are x
and θ. As is readily checked, each solution (ϕ˜a, S) of Eq. (4) yields a solution ϕa of Eq. (1),
with ϕa given by Eq. (2). It is in this sense that Eq. (4) extends the original equation (1).
In this paper we will study the nonlinear WKB extension procedure, i.e. the passage from
Eq. (1) to Eq. (4), as an interesting mathematical construction in its own right, independent
of any asymptotic methods. Specifically, we will be concerned with nonlinear WKB extension
as it applies to a particular class of PDE from fluid mechanics known as Euler-Poincare´
equations.3 Such equations describe the evolution of ideal, i.e. dissipation-free, fluids. In
the Euler-Poincare´ setting, we will address the question of whether structural properties of
the original system of PDE (1) are inherited by the extended equations (4). We will be
particularly interested in the fate of variational structure and particle relabeling symmetry,
the latter being the source of circulation invariants in ideal fluid models.
The methods of Whitham4 are sufficient to study the fate of variational structure under
nonlinear WKB extension when the system (1) is equivalent to the Euler-Lagrange equations
associated with a classical field theory. As we will review, Whitham’s method of averaged
Lagrangians provides a variational principle for the extended system in this case. However,
conventional Euler-Poincare´ variational principles for ideal fluid flow do not fit into the
mold of variational principles used in classical field theory. Therefore Whitham’s methods
cannot be applied directly to show that the system (4) is variational when Eq. (1) is an
Euler-Poincare´ fluid equation.
The essential difficulty can be understood through a close look at the ideal isothermal
Euler equations
ρ(∂tu+ u ·∇u) = −c
2
∇ρ (5)
∂tρ+∇ · (ρu) = 0, (6)
where the unknown fields are the fluid velocity u(x, t) and the mass density ρ(x, t), and c is
a constant representing the speed of small-amplitude sound waves. This system of equations,
which has the form (1), arises from an Euler-Poincare´ variational principle in the following
sense.3 Let Q be a compact region in R3 that represents the fluid container, and let Q0
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be a diffeomorphic copy of Q equipped with a non-vanishing function ρ0 : Q0 → R that
represents a reference configuration of fluid elements. A path t 7→ g(t) ∈ Diff(Q0, Q) in the
space of diffeomorphisms Q0 → Q is a critical point of the functional
Aρ0(g) =
ˆ t2
t1
ˆ
Q0
1
2
|g˙(x0)|
2 ρ0(x0) dx0 −
ˆ
c2ρ0(x0)ln
(
ρ0(x0)
det(∇0g)(x0)
)
dx0 (7)
if and only if Eq. (5) is satisfied with u and ρ defined according to
u(x) = g˙(g−1(x)) (8)
ρ(x) =
1
det(∇0g)(g−1(x))
ρ0(g
−1(x)), (9)
where we have suppressed the time argument t for the sake of presentation. In particular, it is
a consequence of these definitions that ρ as defined in Eq. (9) satisfies the continuity equation
(6). Thus, each critical point of Aρ0 corresponds to a solution of the ideal isothermal Euler
equations. Conversely, given a solution of the ideal isothermal Euler equations, there is
some ρ0 such that the time-dependent flow map of u is a critical point of Aρ0 . It is therefore
appropriate to say that the system (5)-(6) is variational. However, the field that appears in
the variational principle is g(x0, t) instead of u(x, t) or ρ(x, t), as one might expect from
experience with classical field theory. In fact, g is not even defined on the same domain
as u and ρ. It is therefore not at all obvious how, or if, Whitham’s averaged Lagrangian
technique can be applied to yield a variational principle for the nonlinear WKB extension
of Eqs. (5)-(6),
ρ˜ (∂tu˜+ u˜ ·∇u˜+ Ω∂θu˜) = −c
2
∇ρ˜− c2∇S ∂θρ˜ (10)
∂tρ˜+∇ · (ρ˜u˜) + ∂θ(Ωρ˜) = 0 (11)
Ω = ∂tS + u˜ ·∇S, (12)
where ρ˜ = ρ˜(x, t, θ) and u˜(x, t, θ) comprise the multi-component field ϕ˜a in Eq. (4) and
S = S(x, t) is the phase function. For instance, one question that arises when attempting
to apply Whitham’s averaging to the action functional Aρ0 is “what is the appropriate
nonlinear WKB ansatz for the mapping g?” The naive guess g(x0, t) = g˜(x0, t, S(x0, t))
does not make sense because the proper spatial domain of the phase function S is Q — not
Q0. (In WKB theory, phases are assigned to spatial locations, not fluid element labels.)
We are by no means the first to consider the interplay between WKB theory and Euler-
Poincare´ variational principles. Before the terminology “Euler-Poincare´ variational princi-
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ple” was even invented, Dewar5 (and independently Bretherton6) proposed the ansatz
g(x0, t) = g(x0, t) + ξ(g(x0, t), t) (13)
ξ(x, t) = Re (a(x, t) exp(iS(x, t))) (14)
for the fluid configuration map that appears in the Euler-Poincare´ variational principle
for magnetohydrodynamic (MHD) flow.7 The intuition leading to (13) is that g represents
the “mean” configuration of Lagrangian fluid elements. Under the assumptions that ξ
is small and S varies rapidly, this idea leads to a variational model of small-amplitude
locally-plane waves interacting with a slowly-varying MHD background. In the context of
purely hydrodynamic flow, Gjaja and Holm8 explored this idea further, and uncovered the
consequences of the mean relabeling symmetry present in averaged Lagrangians built upon
Eq. (13). Here mean fluid particle relabeling symmetry refers to invariance of the averaged
Lagrangian under the replacement
gt 7→ gt ◦ η, (15)
where η : Q0 → Q0 is any diffeomorphism that preserves the density ρ0 dx0. Perhaps sur-
prisingly, none of this previous work manages to provide a variational principle for the usual
WKB extension of the fluid equations, e.g. Eqs. (10)-(11). Instead, the ansatz (13) leads
to an alternative, ostensibly inequivalent extension of the fluid equations,8 and Whitham
averaging produces a variational structure for this alternative system. It is reasonable to
refer to this alternative extension as an extension in the mean Eulerian frame because the
quantity x = g(x0, t) gives the phase average of the Eulerian fluid element location. Thus,
nonlinear WKB extension in the mean Eulerian frame is known to be variational. However,
the variational structure of nonlinear WKB extension in the conventional Eulerian frame
has never been found.
In what follows, we will prove that nonlinear WKB extension in the Eulerian frame is in
fact variational. The proof will make use of Whitham averaging, but will not make use of
the ansatz (13). In fact, even the more general notion of separating quantities into mean
and fluctuating parts will not play a role in the argument. Exploiting this fact, we will also
prove that the extended equations admit as a symmetry group the space of loops of particle
relabeling transformations. Remarkably, this loop group9 is much larger than the group
of mean relabeling transformations present in the work of Gjaja and Holm.8 The presence
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of this loop group symmetry will allow us to prove that the nonlinear WKB extension of
Euler-Poincare´ fluid equations in the Eulerian frame admits a family of circulation invariants
parameterized by S1. This result extends the circulation theorem of Gjaja and Holm, which
may be seen as a consequence of invariance under the subgroup of constant loops. Finally,
in order to demonstrate the utility of our results, we will apply them to derive a systematic,
all-orders variational model of weakly-nonlinear high-frequency acoustic waves interacting
with a longer-scale isothermal compressible flow. This example may be regarded as a fresh
take on the analysis of Bretherton in Ref. 6.
Our discussion will be organized in the following manner. In Section II we will prove that
applying Whitham averaging to the Lagrangian of a classical field theory is equivalent to
applying the usual nonlinear WKB extension procedure directly to the Euler-Lagrange equa-
tions. In particular, we will show that Whitham’s averaged Lagrangian is the Lagrangian for
the nonlinear WKB extension of a classical field theory. In Section III we will show how fluid
equations arising from Euler-Poincare´ variational principles with local Lagrangians may be
recast as classical field theories. In Section IV we will then combine the results of Section
II and III to produce the variational structure underlying the nonlinear WKB extension (in
the Eulerian frame) of Euler-Poincare´ fluid equations. We will investigate the relabeling
symmetries of this new variational principle in Section V. In particular, we will prove that
the symmetry group of the WKB extension includes the space of loops of particle relabeling
transformations, and identify the corresponding momentum map using Noether’s theorem.
Finally, we will apply our results to high-frequency acoustic waves interacting with longer-
scale compressible isothermal flow in Section VI. After presenting our results, we will discuss
the relationship of our work with existing literature, in particular with Ref. 8 and the theory
of generalized Lagrangian means, in Section VII.
As a forewarning remark, unless indicated otherwise, we will assume in this paper that
all mappings are C∞. We make this assumption in spite of the fact that some of the PDEs
we will encounter may not have a good existence and uniqueness theory in the smooth
setting. In addition, the discussion contained in Section VI will proceed at the level of
formal asymptotics. Regularity assumptions mentioned in Section VI are merely included
to ensure that coefficients in various asymptotic expansion may be computed.
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II. A BASIC THEOREM ON WHITHAM AVERAGING
In this section we provide an anachronistic review of the nonlinear WKB extension pro-
cedure as it applies to general first-order classical field theories. Our goal is to prove that
the nonlinear WKB extension of a field theory satisfies a variational principle. We will build
upon this result in subsequent sections when uncovering the variational structure of nonlin-
ear WKB extensions of Euler-Poincare´ fluid equations. Essentially all of the ideas in this
section can be found in the work of Whitham.4
For the purposes of our discussion, a first-order classical field theory will be defined as
follows.
Definition 1. A first-order classical field theory is a triple (M, C,L) comprising a manifold
M , a space of functions C, and a function L with the following properties.
• The spacetime M is an m-dimensional space presented as the product of a vector
space with a torus of some dimension. The natural coordinates on M are denoted xµ,
µ ∈ {1, . . . , m}.
• The space of fields C is a vector space of functions ϕ : M → F , where the fiber F is an
f -dimensional space of the same type as M , but with a possibly different dimension.
The natural coordinates on F are denoted ϕa, a ∈ {1, . . . , f}.
• The Lagrangian density L is a real-valued function on M × F × D, where D is the
space of f ×m matrices with components vaµ, a ∈ {1, . . . , f}, µ ∈ {1, . . . , m}.
To each first-order classical field theory and compact subset U ⊂M , we associate the local
action functional
AU (ϕ) =
ˆ
U
L(x, ϕ(x), ∂ϕ(x)) dx. (16)
Here ∂ϕ(x) ∈ D has entries [∂ϕ(x)]aµ = ∂µϕ
a(x). We say that a field ϕ is a critical point of
AU if
d
dǫ
∣∣∣∣
0
AU(ϕ+ ǫδϕ) = 0 (17)
for all δϕ ∈ C that vanish on ∂U .
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Suppose that C contains all smooth fields with compact support. Then it is a standard
result in the calculus of variations that ϕ is a critical point of AU for all U ⊂M if and only
if ϕ satisfies the system of second-order PDE known as the Euler-Lagrange equations:
∂L
∂ϕa
(x, ϕ(x), ∂ϕ(x)) =
∂
∂xµ
(
∂L
∂vaµ
(x, ϕ(x), ∂ϕ(x))
)
. (18)
In this setting, we refer to the first-order classical field theory (M, C,L) as ordinary.
Definition 2. An ordinary first-order classical field theory is a first-order classical field
theory (M, C,L) where the space of fields C contains all smooth fields ϕ : M → F with
compact support.
Given an ordinary first-order classical field theory (M, C,L), the nonlinear WKB exten-
sion procedure described in the introduction may be applied to the theory’s Euler-Lagrange
equations. It will be convenient to refer to the resulting extended system as the nonlinear
WKB extension of (M, C,L).
Definition 3. The nonlinear WKB (NL-WKB) extension of the ordinary first-order classical
field theory (M, C,L) is the nonlinear WKB extension of the field theory’s Euler-Lagrange
equations (18). That is, the NL-WKB extension of (M, C,L) is the system of partial differ-
ential equations
∂L
∂ϕa
(j(x, θ)) =
(
∂
∂xµ
+ ∂µS(x)
∂
∂θ
)(
∂L
∂vaµ
(j(x, θ))
)
, (19)
where
j(x, θ) = (x, ϕ˜(x, θ), ∂ϕ˜(x, θ) + ∂θϕ˜(x, θ)∂S(x)) (20)
is convenient shorthand notation, and ϕ˜ : M × S1 → F and S : M → S1 are the unknown
fields in the extended system. We regard ∂θϕ˜(x, θ) and ∂S(x) as f × 1 and 1×m matrices,
respectively.
Our goal is to describe elements of the relationship between the ordinary field theory
(M, C,L) and its NL-WKB extension. Due to the following Lemma, we expect this re-
lationship to be strong.
Lemma 1. If (ϕ˜, S) is a solution of the NL-WKB extension of (M, C,L), then ϕ(x) =
ϕ˜(x, S(x)) is a solution of the Euler-Lagrange equations associated with L. Conversely, if ϕ
is a solution of L’s Euler-Lagrange equations, then ϕ˜(x, θ) = ϕ(x), S(x) = 0 is a solution
of the NL-WKB extension of (M, C,L).
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Proof. That ϕ(x) = ϕ˜(x, S(x)) satisfies the Euler-Lagrange equations associated with L is a
straightforward application of the chain rule. The converse statement follows from the fact
that Eq. (19) reduces to Eq. (18) when ϕ˜(x, θ) = ϕ(x) and S(x) = 0.
In order to go beyond Lemma 1 in our description of the relationship between an ordinary
classical field theory and its nonlinear WKB extension, it is useful to understand the heuristic
origins of the nonlinear WKB extension procedure. The key idea is scale separation. Suppose
ϕ is a solution of the Euler-Lagrange equations associated with (M, C,L) that locally has
the appearance of a plane wave. Formally, we may then write ϕ(x) = ϕ˜(x, S(x)), where
ϕ˜ : M × S1 → F is a profile and S is a rapidly oscillating phase function. The derivatives
of ϕ are apparently given by
∂µϕ
a(x) = ∂µϕ˜
a(x, S(x)) + ∂µS(x) ∂θϕ˜
a(x, S(x)). (21)
In light of the Euler-Lagrange equations (18), the profile and phase function must therefore
satisfy
∂L
∂ϕa
(j(x, S(x))) =
∂
∂xµ
(
∂L
∂vaµ
(j(x, S(x)))
)
=
(
∂
∂xµ
+ ∂µS(x)
∂
∂θ
)(
∂L
∂vaµ
(j(x, θ))
)∣∣∣∣
θ=S(x)
, (22)
where we have used the shorthand notation j(x, θ) introduced in Definition 3. Because the
phase function is, by hypothesis, rapidly rotating, we can extract more information from
Eq. (22) by considering the latter in a spacetime region that is small compared with the long
spacetime scale, but large compared with the short spacetime scale. In such a region, we
may regard the argument x in j(x, S(x)) as being fixed, while the argument S(x) retains
its rapidly oscillating character. If we make the (very weak) assumption that S(x) makes
at least one complete rotation in our intermediate-scale region, we may therefore conclude
that the following strengthened version of Eq. (22) must be satisfied:
∂L
∂ϕa
(j(x, θ)) =
(
∂
∂xµ
+ ∂µS(x)
∂
∂θ
)(
∂L
∂vaµ
(j(x, θ))
)
, (23)
where θ ∈ S1 is now arbitrary. Equation (23) reproduces the NL-WKB extension of
(M, C,L). Thus, the NL-WKB extension of (M, C,L) can be deduced by applying heuristic
arguments based on scale separation to the Euler-Lagrange equations associated with L.
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Now consider the application of similar heuristic arguments to the variational principle
associated with (M, C,L). Suppose once more that ϕ is a solution of the field theory that is
locally a plane wave. Then, as before, we may write ϕ(x) = ϕ˜(x, S(x)), where ϕ˜ :M×S1 →
F is a profile and S is a rapidly oscillating phase function. Moreover, the action AU evaluated
on this special ϕ can be written
AU (ϕ) =
ˆ
U
L(j(x, S(x))) dx. (24)
Because the phase function S is rapidly oscillating by hypothesis, we may partition the
integration domain U = ∪iUi into cells with diameters that are large compared with the
short scale and short compared with the large scale, and then write AU (ϕ) =
∑
iAUi(ϕ). In
each of the integrals AUi the first argument of j(x, S(x)) may be replaced with the center xi
of cell Ui without appreciably changing the value of the integral. Moreover, because S(x)
varies rapidly in Ui, the dominant contribution to the integral AUi is given by averaging over
S(x) according to
AUi ≈
1
2π
ˆ 2π
0
ˆ
Ui
L(j(xi, θ)) dx dθ. (25)
If we now interpret the previously established formula AU(ϕ) =
∑
iAUi(ϕ) as a Riemann
sum, we conclude that the action functional evaluated on a locally-plane ϕ is given approx-
imately by
AU(ϕ) ≈
1
2π
ˆ 2π
0
ˆ
U
L(j(x, θ)) dx dθ
≡ A˜U×S1(ϕ˜, S), (26)
where we have introduced the extended action functional A˜U×S1(ϕ˜, S). Moreover, because
ϕ is by assumption a critical point of AU , this argument suggests that
d
dǫ
∣∣∣∣
0
A˜U×S1(ϕ˜+ ǫδϕ˜, S + ǫδS) ≈ 0, (27)
where δϕ˜(x, θ) and δS(x) are arbitrary functions that vanish when x ∈ ∂U . That is, the
NL-WKB extension of (M, C,L) at least approximately satisfies a variational principle.
Somewhat surprisingly, the result suggested by the previous heuristic argument is correct.
The extended action functional provides the NL-WKB extension of an ordinary first-order
classical field theory with the following variational formulation.
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Definition 4. Given an ordinary first-order classical field theory (M, C,L), the looping of
(M, C,L) is the first-order classical theory (M˜, C˜, L˜) prescribed as follows.
• The looped spacetime M˜ =M × S1 is the trivial S1 bundle over M .
• The looped space of fields C˜ comprises maps Φ : M˜ → F˜ of the form Φ(x, θ) =
(ϕ˜(x, θ), S(x)) with ϕ˜ : M˜ → F , S : M → S1, and F˜ = F × S1.
• Set D˜ = M(f+1)×(m+1)(R), the space of real-valued (f+1)×(m×1) matrices. Let X =
(x, θ) ∈ M˜ and Φ = (ϕ˜, S) ∈ F˜ . The looped Lagrangian density L˜ : M˜ × F˜ × D˜ → R
is given by
L˜(X,Φ, V ) =
1
2π
L(x, ϕ˜, v˜ + ζκ), (28)
where the matrix V ∈ D˜ has the block structure
V =
 v˜ ζ
κ α
 , v˜ ∈Mf×m(R)
ζ ∈Mf×1(R)
κ ∈M1×m(R)
α ∈ R.
(29)
Remark 1. The last component of Φ = (ϕ˜, S) ∈ C˜, being a function of x alone, cannot be
localized near an arbitrary angle θ. Thus, C˜ does not contain all functions with compact
support, meaning (M˜, C˜, L˜) is not ordinary. The Euler-Lagrange equations therefore do not
take the standard form (18). The appropriate modification of the Euler-Lagrange equations
will be found in the process of proving the next theorem.
Theorem 1 (Whitham averaging). Let (M˜, C˜, L˜) be the looping of the ordinary first-order
classical field theory (M, C,L). If Φ = (ϕ˜, S) is a solution of (M, C,L)’s NL-WKB extension,
then Φ is a critical point of (M˜, C˜, L˜)’s local action functional A˜U×S1 for each U ⊂ M .
Conversely, if Φ = (ϕ˜, S) ∈ C˜ is a critical point of A˜U×S1 for each U ⊂M , then (ϕ˜, S) is a
solution of (M, C,L)’s NL-WKB extension.
Proof. First suppose that Φ = (ϕ˜, S) ∈ C˜ is a critical point of A˜U×S1 for each U ⊂ M .
Introduce the indices a˜ ∈ {1, . . . , f + 1}, µ˜ ∈ {1, . . . , m + 1}, as well as the shorthand
notation
J(X) = (X,Φ(X), ∂Φ(X)) ∈ M˜ × F˜ × D˜. (30)
11
(We refer the reader to the text below Eq. (16) for the definition of ∂Φ.) Then it must be
true that
ˆ
U×S1
[
∂L˜
∂Φa˜
(J(X))−
∂
∂X µ˜
(
∂L˜
∂V a˜µ˜
(J(X))
)]
δΦa˜ dX = 0, (31)
for all δΦ ∈ C˜ that vanish on ∂U ×S1. Because δΦa = δϕ˜a when a ∈ {1, . . . , f} and δϕ˜(x, θ)
is arbitrary away from the boundary, Eq. (31) implies
∂L˜
∂ϕ˜a
(J(X)) =
∂
∂xµ
(
∂L˜
∂v˜aµ
(J(X))
)
+
∂
∂θ
(
∂L˜
∂ζa
(J(X))
)
. (32)
Likewise, because δΦf+1 = δS and δS(x) is arbitrary away from the boundary, we have
∂
∂xµ
ˆ
S1
(
∂L˜
∂κµ
(J(X))
)
dθ = 0. (33)
Here we have used ∂L˜
∂S
= 0, which follows from Eq. (28). We will refer to Eqs. (32) and
(33) as the Euler-Lagrange equations associated with the looping (M˜, C˜, L˜), or the looped
Euler-Lagrange equations. By reading the previous argument in reverse, we see that Φ is a
critical point of A˜U×S1 for all U ⊂ M if and only if Φ satisfies the looped Euler-Lagrange
equations.
The derivatives of L˜ that appear in Eqs. (32) and (33) may be expressed in terms of
derivatives of L using the definition (28) according to
∂L˜
∂ϕ˜a
(J(X)) =
1
2π
∂L
∂ϕa
(j(x, θ)) (34)
∂L˜
∂v˜aµ
(J(X)) =
1
2π
∂L
∂vaµ
(j(x, θ)) (35)
∂L˜
∂ζa
(J(X)) =
1
2π
∂µS(x)
∂L
∂vaµ
(j(x, θ)) (36)
∂L˜
∂κµ
(J(X)) =
1
2π
∂ϕ˜a
∂θ
(x, θ)
∂L
∂vaµ
(j(x, θ)). (37)
Therefore the looped Euler-Lagrange equations are equivalent to
∂L
∂ϕa
(j(x, θ)) =
(
∂
∂xµ
+ ∂µS(x)
∂
∂θ
)(
∂L
∂vaµ
(j(x, θ))
)
(38)
∂
∂xµ
ˆ
S1
∂ϕ˜a
∂θ
(x, θ)
∂L
∂vaµ
(j(x, θ)) dθ = 0, (39)
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where j(x, θ) was defined in Eq. (20). In particular, Eq. (38) reproduces the NL-WKB ex-
tension of (M, C,L), i.e. Eq. (19). This proves that each Φ that is a critical point of A˜U×S1
for all U ⊂M is also a solution of the NL-WKB extension of (M, C,L).
Now suppose conversely that Φ = (ϕ˜, S) is a solution of the NL-WKB extension of
(M, C,L). The first of the looped Euler-Lagrange equations, i.e. Eq. (38), is then clearly
satisfied. However it is not immediately clear that the second equation (39) is also satisfied.
To establish Eq. (39) first note that we have the following identity:
∂
∂θ
L(j(x, θ)) =
∂ϕ˜a
∂θ
(x, θ)
∂L
∂ϕa
(j(x, θ)) +
∂
∂θ
(
∂ϕ˜a
∂xµ
(x, θ) + ∂µS(x)
∂ϕ˜a
∂θ
)
∂L
∂vaµ
(j(x, θ))
=
∂ϕ˜a
∂θ
(x, θ)
(
∂
∂xµ
+ ∂µS(x)
∂
∂θ
)(
∂L
∂vaµ
(j(x, θ))
)
+
∂
∂θ
(
∂ϕ˜a
∂xµ
(x, θ) + ∂µS(x)
∂ϕ˜a
∂θ
)
∂L
∂vaµ
(j(x, θ)), (40)
where we have used the chain rule on the first line, and the NL-WKB extension of (M, C,L)
(cf. Eq. (19)) on the second line. Next integrate Eq. (40) over S1 and apply integration by
parts as follows:
0 =
ˆ
S1
∂ϕ˜a
∂θ
(x, θ)
(
∂
∂xµ
+ S,µ(x)
∂
∂θ
)(
∂L
∂vaµ
(j(x, θ))
)
dθ
+
ˆ
S1
∂
∂θ
(
∂ϕ˜a
∂xµ
(x, θ) + S,µ(x)
∂ϕ˜a
∂θ
)
∂L
∂vaµ
(j(x, θ)) dθ
=
ˆ
S1
∂ϕ˜a
∂θ
(x, θ)
(
∂
∂xµ
+ S,µ(x)
∂
∂θ
)(
∂L
∂vaµ
(j(x, θ))
)
dθ
−
ˆ
S1
(
∂ϕ˜a
∂xµ
(x, θ) + S,µ(x)
∂ϕ˜a
∂θ
)
∂
∂θ
∂L
∂vaµ
(j(x, θ)) dθ
=
ˆ
S1
∂ϕ˜a
∂θ
(x, θ)
∂
∂xµ
(
∂L
∂vaµ
(j(x, θ))
)
dθ −
ˆ
S1
∂ϕ˜a
∂xµ
(x, θ)
∂
∂θ
∂L
∂vaµ
(j(x, θ)) dθ
=
∂
∂xµ
ˆ
S1
∂ϕ˜a
∂θ
(x, θ)
∂L
∂vaµ
(j(x, θ)) dθ −
ˆ
S1
∂2ϕ˜a
∂xµ∂θ
(x, θ)
(
∂L
∂vaµ
(j(x, θ))
)
dθ
+
ˆ
S1
∂2ϕ˜a
∂xµ∂θ
(x, θ)
∂L
∂vaµ
(j(x, θ)) dθ
=
∂
∂xµ
ˆ
S1
∂ϕ˜a
∂θ
(x, θ)
∂L
∂vaµ
(j(x, θ)) dθ, (41)
where have used the equality of mixed partial derivatives. This completes the proof.
Remark 2. The preceding proof demonstrated the presence of a redundancy in the looped
Euler-Lagrange equations (38)-(39). The reason for this redundancy is the presence of a
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gauge symmetry. The gauge group is given by smooth functions ψ :M → S1 with addition
as the group composition law. The action of ψ on (ϕ˜, S) is given by ψ · (ϕ˜, S) = (ϕ˜′, S ′),
where
ϕ˜′(x, θ) =ϕ˜(x, θ − ψ(x)) (42)
S ′(x) =S(x) + ψ(x). (43)
The redundancy in the looped Euler-Lagrange equations, i.e. the fact that Eq. (38) implies
Eq. (39), may be seen as a consequence of gauge symmetry by applying Noether’s second
theorem. The presence of this gauge symmetry could have been anticipated by noting that
the nonlinear WKB ansatz does not uniquely specify the phase function S.
III. EULER-POINCARE´ FLUIDS AS CLASSICAL FIELD THEORIES
While the results from Section II are useful for identifying variational principles that
govern the nonlinear WKB extension of a large class of dissipation-free PDE, they are not
immediately applicable to many of the PDEs that appear in fluid dynamics. In particular,
they cannot be applied directly to the fluid-mechanical PDEs that arise from Euler-Poincare´
variational principles.3 The essential issue is that, as we will review, Euler-Poincare´ vari-
ational principles do not fit into the mold of classical field theory. The purpose of this
section is to construct an alternative variational principle for Euler-Poincare´ fluid equations
to which the Whitham averaging (i.e. Theorem 1) can be profitably applied. We will show
how to use Whitham averaging to identify a variational principle for the NL-WKB extension
of Euler-Poincare´ fluid equations in the following section.
We will restrict our attention to a large subclass of Euler-Poincare´ fluid equations defined
as follows.
Definition 5 (LBEP equations). Given a function LEP : R
3 × R× R3 → R : (u, ρ,∇ρ) 7→
L(u, ρ,∇ρ) such that u 7→ (∂LEP/∂u)(u, ρ,∇ρ) is a diffeomorphism for each (ρ,∇ρ) ∈
R×R3, the associated local barotropic Euler-Poincare´ fluid equations (LBEP equations) are
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the system of PDEs
∂tρ+∇ · (ρu) = 0 (44)
∂t
∂LEP
∂u
+∇ ·
(
u⊗
∂LEP
∂u
)
=∇ ·
([
ρ
∂LEP
∂ρ
− ρ∇ ·
∂LEP
∂∇ρ
− LEP
]
I+
∂LEP
∂∇ρ
⊗∇ρ
)
, (45)
where the unknown fields are (ρ(x, t),u(x, t)) ∈ R×R3 and all derivatives of LEP are eval-
uated at(u(x, t), ρ(x, t),∇ρ(x, t)). The function LEP is called the Euler-Poincare´ Lagrange
density and our convention for the tensor divergence is (∇ · T )j = ∂iTij . We have also
introduced the notation ⊗ for the point-wise tensor product, i.e. the tensor product over
the ring C∞(Q).
Upon introducing the EP Hamiltonian density HEP, the LBEP equations may also be con-
veniently written in terms of the momentum density p = ∂LEP/∂u as follows.
Definition 6. Let u : R3 × R× R3 → R3 be defined implicitly by the formula
∂LEP
∂u
(u(p, ρ,∇ρ), ρ,∇ρ) = p. (46)
The EP Hamiltonian density HEP : R
3 × R× R3 → R is defined by
HEP(p, ρ,∇ρ)
.
= u(p, ρ,∇ρ) · p−LEP(u(p, ρ,∇ρ), ρ,∇ρ). (47)
Lemma 2 (LBEP equations, momentum form). The LBEP equations for the unknown fields
(ρ(x, t),u(x, t)) ∈ R × R3 are equivalent to the following system of PDEs for the unknown
fields (ρ(x, t),p(x, t)) ∈ R× R3:
∂tρ+∇ ·
(
ρ
∂HEP
∂p
)
= 0 (48)
∂tp+∇ ·
(
∂HEP
∂p
⊗ p+
∂HEP
∂∇ρ
⊗∇ρ
)
= −∇
(
ρ
∂HEP
∂ρ
− ρ∇ ·
∂HEP
∂∇ρ
+ p ·
∂HEP
∂p
−HEP
)
. (49)
We will refer to Eqs. (48) and (49) as the momentum form of the LBEP equations, or
mLBEP equations for brevity.
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Proof. By differentiating the definition (47) of HEP and substituting the definition (46) of
u, we obtain
∂HEP
∂p
(p, ρ,∇ρ) = u(p, ρ,∇ρ) (50)
∂HEP
∂ρ
(p, ρ,∇ρ) = −
∂LEP
∂ρ
(u(p, ρ,∇ρ), ρ,∇ρ) (51)
∂HEP
∂∇ρ
(p, ρ,∇ρ) = −
∂LEP
∂∇ρ
(u(p, ρ,∇ρ), ρ,∇ρ). (52)
If (ρ,p) is a solution of the mLBEP equations, then the identities (50)-(52) imply that
(ρ,u(p, ρ,∇ρ)) is a solution of the LBEP equations. This shows that I : (ρ,p) 7→
(ρ,u(p, ρ,∇ρ)) maps solutions of the mLBEP equations into solutions of the LBEP equa-
tions. If (ρ,u) is a solution of the LBEP equations, then the identities (50)-(52) imply
(ρ, ∂LEP/∂u(u, ρ,∇ρ)) is a solution of mLBEP equations. This shows that the mapping
I is surjective. Injectivity of I follows from the hypothesis that u 7→ ∂LEP/∂u is a diffeo-
morphism. The mapping I therefore establishes a bijection between solutions of the LBEP
equations and solutions of the mLBEP equations.
We aim to identify an ordinary first-order classical field theory whose associated Euler-
Lagrange equations reproduce the LBEP equations. In order to illustrate why this task
is non-trivial, let us briefly review the Euler-Poincare´ variational formulation of the LBEP
equations described in Ref. 3. The basic idea is to introduce the space of Lagrangian config-
uration maps g : Q0 → Q. A Lagrangian configuration map is a diffeomorphism that assigns
to each particle label x0 ∈ Q0 the current Eulerian position of that fluid particle x = g(x0).
The space Q0 is referred to as the label space, while the space Q is the fluid container. Set
Q = (S1)3, fix a positive function ρ0 : Q0 → R, and consider the action
Aρ0(g) =
ˆ t2
t1
Lρ0(g(t), g˙(t)) dt, (53)
where g : [t1, t2]→ Diff(Q0, Q). Define the fluid velocity v and the mass density ρ according
to
v(x) = g˙(g−1(x)) (54)
ρ(x) =
1
det(∇0g)(g−1(x))
ρ0(g
−1(x)). (55)
When the Lagrangian Lρ0 : TDiff(Q0, Q)→ R is given by
Lρ0(g, g˙) =
ˆ
Q
LEP(v(x), ρ(x),∇ρ(x)) d
3x, (56)
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we can establish a close relationship between the LBEP equations and the Euler-Lagrange
equations associated with Lρ0 . To see this, observe first that because v and ρ are defined in
terms of the configuration map g, they cannot be varied independently. Instead, variations
of g induce variations of v and ρ as follows. Given a variation δg of g, we may construct an
“Eulerianized” variation ξ = δg ◦ g−1. The variations of v and ρ may then be computed as
δv = ξ˙ + (v ·∇)ξ − (ξ ·∇)v, (57)
δρ = −∇ · (ρξ). (58)
The Euler–Lagrange (EL) equations may therefore be obtained by varying the action Aρ0
with respect to t 7→ g(t) and making judicious use of the induced variation formulas (57)-
(58). This leads to
0 = δAρ0 =
ˆ t2
t1
ˆ
Q
(
∂LEP
∂v
· δv +
∂LEP
∂ρ
δρ+
∂LEP
∂∇ρ
·∇δρ
)
d3x dt . (59)
Substituting Eqs. (57) and (58) and integrating by parts leads to
∂
∂t
p+
∂
∂xi
(vip) + pi∇v
i = ρ∇
(
∂LEP
∂ρ
−∇ ·
∂LEP
∂∇ρ
)
, (60)
where p is the momentum density
p
.
=
∂LEP
∂v
(v, ρ,∇ρ). (61)
Equation (60) is a generalized momentum conservation equation. It can be written in
conservative form as well. A simple calculation leads to
∂
∂t
p+∇ ·
(
v ⊗ p−
∂LEP
∂∇ρ
⊗∇ρ
)
=∇
(
ρ
∂LEP
∂ρ
− ρ∇ ·
∂LEP
∂∇ρ
− LEP
)
. (62)
Note that by substituting Eq. (61) and identifying v with u, Eq. (62) becomes the momentum
equation (45) of the LBEP equations. In addition, since the fluid mass density ρ is defined
in terms of g by Eq. (9), it satisfies by construction the continuity equation
∂tρ+∇ · (vρ) = 0. (63)
In particular, Eq. (63) is not a consequence of the Euler-Lagrange equations. It follows
that the Euler-Lagrange equations associated with the action Aρ0 may be regarded as a
second-order ordinary differential equation in the variable g ∈ Diff(Q0, Q), or, equivalently,
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a first-order ordinary differential equation in the variables (g,u) ∈ Diff(Q0, Q) × X(Q) ≈
TDiff(Q0, Q); the evolution equation for g is v = g˙ ◦g
−1 = u and the evolution equation for
u is given by substituting v = u in Eq. (62). Note in particular that if t 7→ (g(t),u(t)) is
a solution of the Euler-Lagrange equations, then t 7→ (u(t), ρ(t)) is a solution of the LBEP
equations when Eq. (63) is used to define the mass density ρ.
Following the discussion in Sec. II, we would like to find a variational formulation for
the NL-WKB extension of the LBEP equations. Whitham averaging would seem to be a
natural tool for this task. However, there are certain idiosyncrasies of the EP action principle
δAρ0 = 0 that prevent us from directly applying the Whitham averaging theorem (Theorem
1). These are the following. First, the Lagrangian Lρ0 depends on the configuration map
g, whose domain is the label space Q0 6= Q. In contrast, Theorem 1 applies to Lagrangians
defined on spaces of fields over spacetime M = Q× R. Second, for any given ρ0, not all of
the solutions of the LBEP can be recovered from the EP action principle δAρ0 = 0. Indeed,
while the space of solutions of the LBEP equations on Q = (S1)3 is parameterized by initial
data (ρ,u) ∈ C∞+ (Q)×X(Q), solutions of the Euler-Lagrange equations associated with Aρ0
cannot accommodate all possible initial ρ. In fact, solutions of the Euler-Lagrange equations
for g can only recover solutions of the LBEP equations with initial ρ that may be related
to the parameter ρ0 by some diffeomorphism g : Q0 → Q using the formula (9). Note
in particular that initial ρ with
´
ρ d3x 6=
´
ρ0 d
3x0 cannot be obtained in this manner. In
contrast, the PDEs addressed by the Whitham averaging theorem all have the property that
solutions of the PDE are precisely the critical points of a single action functional, rather
than a family of action functionals like Aρ0 . Finally, and most superficially, since the mass
density ρ is defined using the Jacobian of the mapping g (see Eq. (9)), second derivatives of
g appear in the Lagrangian Lρ0 . This suggests that theory of Whitham averaging described
in Section II for first-order field theories cannot be applied.
In order to eventually bring Whitham averaging to bear on the problem of NL-WKB
extension of the LBEP equations, we will construct an alternative variational formulation
of the LBEP equations that fits into the framework of first-order classical field theory. We
proceed as follows. (1) First, let us introduce the inverse of the configuration map, h
.
= g−1,
which is also known as the back-to-labels map. Conveniently, h is a mapping from the spatial
domain Q to the label space Q0, and may therefore be regarded as a Q0-valued field. The
motivation here is that while the ansatz g(x0) = g˜(x0, S(x0)) requires evaluating the phase
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function on points in the label space, the ansatz h(x) = h˜(x, S(x)) does not. We then
substitute g = h−1 into the action Eq. (53). The velocity field v, which was originally given
by v
.
= g˙ ◦ g−1, is now written in terms of h as
v = −h˙ · (∇h)−1. (64)
It can be shown that variations of v and ρ with respect to h are still given by Eq. (57) and
Eq. (58), but now the vector field ξ is written as ξ = −δh · (∇h)−1. (2) Next we construct
the parameter-dependent phase space Lagrangian Lρ0(h, h˙,p, p˙) given by
Lρ0(h, h˙,p, p˙) =
ˆ
Q
p · v d3x−
ˆ
Q
HEP(p(x), ρ(x),∇ρ(x)) d
3x. (65)
The associated parameter-dependent phase space action functional,
Aρ0(h,p) =
ˆ t2
t1
Lρ0(h(t), h˙(t),p(t), p˙(t)) dt, (66)
is defined on the space of paths [t1, t2]→ Diff(Q,Q0)×X(Q). This implies that variations are
to be applied to h and p independently while holding the values of h and p fixed at t1 and t2.
(3) Finally, we introduce a scalar function χ : Q→ R as a Lagrange multiplier that enforces
the continuity equation as in Section 4.2 of Ref. 10. This leads to the parameter-independent
phase space Lagrangian L(h, h˙,p, p˙, ρ, ρ˙, χ, χ˙) given by
L(h, h˙,p, p˙, ρ, ρ˙, χ, χ˙) =
ˆ
Q
p · v d3x+
ˆ
Q
(χ˙+ v ·∇χ) ρ d3x−
ˆ
Q
HEP(p, ρ,∇ρ) d
3x,
(67)
where the velocity v is defined in terms of h as in Eq. (64). The Lagrangian L is intrinsically
a function on TC0, where C0 the space of frozen field configurations.
Definition 7. The space of frozen field configurations is the infinite-dimensional manifold
C0 = Diff(Q,Q0) × X(Q) × C
∞
+ (Q) × C
∞(Q), where C∞+ (Q) is the set of smooth positive
functions on Q, and X(Q) is the set of vector fields on Q. That is, C0 comprises maps
Q ∋ x 7→ (h(x),p(x), ρ(x), χ(x)) ∈ Q0 × R
3 × R × R, where h is a diffeomorphism and
ρ(x) > 0 for all x ∈ Q.
Correspondingly, the parameter-independent phase space action functional,
A(h,p, ρ, χ) =
ˆ t2
t1
L(h(t), h˙(t),p(t), p˙(t), ρ(t), ρ˙(t), χ(t), χ˙(t)) dt, (68)
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is defined on the space of paths [t1, t2]→ C0, which implies that variations should be applied
to h, p, ρ, and χ independently.
The following proposition shows that the Euler-Lagrange equations associated with A
define a system of PDEs that completely recover the LBEP equations.
Proposition 1. A path t 7→ (h(t),p(t), ρ(t), χ(t)) ∈ C0 is a critical point of the action
functional A in Eq. (68) if and only h, p, ρ, and χ satisfy the following system of PDEs:
∂th = −
∂HEP
∂p
·∇h (69)
∂tp+∇ ·
(
∂HEP
∂p
⊗ p+
∂HEP
∂∇ρ
⊗∇ρ
)
= −∇
(
ρ
∂HEP
∂ρ
− ρ∇ ·
∂HEP
∂∇ρ
+ p ·
∂HEP
∂p
−HEP
)
(70)
∂tρ+∇ ·
(
ρ
∂HEP
∂p
)
= 0 (71)
∂tχ+
∂HEP
∂p
·∇χ =
∂HEP
∂ρ
−∇ ·
∂HEP
∂∇ρ
. (72)
Moreover, every solution t 7→ (u(t), ρ(t)) of the LBEP equations may be obtained from some
solution t 7→ (h(t),p(t), ρ(t), χ(t)) of the Euler-Lagrange equations associated with A by
defining u(t) using the Legendre transform
∂LEP
∂u
(u(x, t), ρ(x, t),∇ρ(x, t)) = p(x, t). (73)
Proof. The EL equations associated with the variational principle δA = 0 may be derived
as follows. When varying the momentum density p, one immediately finds
v =
∂HEP
∂p
. (74)
Thus, just as in finite-dimensional Hamiltonian systems, the fluid velocity is given by the
partial derivative of the Hamiltonian with respect to the momentum density. Varying the
action with respect to the scalar field χ leads to the continuity equation
∂tρ+∇ · (vρ) = 0. (75)
Varying the action with respect to ρ gives
∂tχ+ (v ·∇)χ =
∂HEP
∂ρ
−∇ ·
∂HEP
∂∇ρ
. (76)
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As before, since v depends on h, the induced variations of v are given by Eq. (57). Therefore
variations of h lead to
∂tp+∇ · (v ⊗ p) + (∇v) · p = −∂t(ρ∇χ)−∇ · (ρv ⊗∇χ)− ρ(∇v) ·∇χ. (77)
Equations (74)–(77) are the EL equations associated with the action (68). In order to see
that they are equivalent to Eqs. (69)-(72), first substitute Eqs. (75) and (76) into Eq. (77)
in order to obtain
∂tp+∇ · (v ⊗ p) + (∇v) · p = −ρ∇
(
∂HEP
∂ρ
−∇ ·
∂HEP
∂∇ρ
)
. (78)
Then use the identity
∇(HEP(p, ρ,∇ρ)) =∇ ·
(
∂HEP
∂∇ρ
⊗∇ρ+ I
[
p ·
∂HEP
∂p
+ ρ
∂HEP
∂ρ
− ρ∇ ·
∂HEP
∂∇ρ
])
−
(
∇
∂HEP
∂p
)
· p− ρ∇
(
∂HEP
∂ρ
−∇ ·
∂HEP
∂∇ρ
)
, (79)
together with Eq. (74) to write Eq. (78) as Eq. (70). Equations (69), (71), and (72) are finally
seen to be equivalent to Eqs. (74), (75), and (76) in light of the relations v = ∂HEP/∂p =
−∂th · (∇h)
−1.
In order to see that every solution of the LBEP equations may be obtained from solutions
of Eqs. (69)-(72), we merely observe that Eqs. (70)-(71) are precisely the momentum form
of the LBEP equations. This system of PDEs was shown to be equivalent to the LBEP
equations in Lemma 2. We may say that the mLBEP equations are embedded within the
Euler-Lagrange equations associated with A.
Remark 3. It is to be noted that, in order to apply Whitham’s averaging to the EP action
principle, it is not entirely necessary to construct the Hamiltonian formulation given in
Eqs. (47) and (68) with p as an additional dynamical variable. One could have simply
introduced the back-to-labels map h and added the term involving the Lagrange multiplier
in order to construct the action. However, one of the advantages that we shall obtain after
applying the NL–WKB extension to the generalized fluid system is that having p as an
as an argument of the action functional is convenient when performing WKB asymptotics.
This will be further discussed in Sec. VI, when we will apply our results to high-frequency
acoustic waves interacting with a compressible isothermal flow.
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A simple corollary of Proposition 1 is that the LBEP equations may be formulated as
the Euler-Lagrange equations associated with an ordinary first-order classical field theory.
Theorem 2 (LBEP field theory). Let (MEP, CEP,LEP) be the ordinary first-order classical
field theory defined as follows.
• MEP = Q× R.
• CEP is the space of smooth functions ϕ :M → F , where F = Q0 × R
3 × R× R.
• Write a general element ∂ϕ ∈ D = M8×4(R) as
∂ϕ =

(∇h)T ∂th
(∇p)T ∂tp
(∇ρ)T ∂tρ
(∇χ)T ∂tχ
 ,
∇h,∇p ∈M3×3(R)
∂th, ∂tp,∇ρ,∇χ ∈ M3×1(R)
∂tρ, ∂tχ ∈ R,
(80)
and a general element ϕ ∈ F as (h,p, ρ, χ) ∈ Q0 × R
3 × R × R. The Lagrangian
density LEP :M × F ×D → R is given by
LEP(x, t, ϕ, ∂ϕ) = −(∂th) · (∇h)
−1 · p+ ρ (∂tχ− ∂th · (∇h)
−1 ·∇χ)−HEP(p, ρ,∇ρ).
(81)
The Euler-Lagrange equations associated with (MEP, CEP,LEP) are equivalent to Eqs. (69)-
(72).
Remark 4. The Euler-Lagrange equations associated with (MEP, CEP,LEP) comprise a larger
system of PDEs than the LBEP equations. However, Proposition 1 shows that the LBEP
equations are embedded within the Euler-Lagrange equations associated with LEP. In
this sense it seems reasonable to attempt to uncover properties of the LBEP equations
by studying (MEP, CEP,LEP). On the other hand, it also seems plausible that the additional
variables present in (MEP, CEP,LEP)’s Euler-Lagrange equations might render the study of
(MEP, CEP,LEP) even more complicated than studying the LBEP equations directly. We will
show in Section IV that (MEP, CEP,LEP) does provide useful information about the LBEP
equations because it can be can be combined with Whitham averaging in order to identify
a variational formulation for the NL-WKB extension of the LBEP equations. In Section V
we will show that symmetries of (MEP, CEP,LEP) and (MEP, CEP,LEP)’s looping explain why
the additional fields present in (MEP, CEP,LEP) do not spoil the utility of (MEP, CEP,LEP).
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IV. VARIATIONAL STRUCTURE OF NONLINEAR WKB IN THE
EULERIAN FRAME
In this section we will use the results from the previous two sections to identify a vari-
ational principle for the NL-WKB extension of the LBEP equations. We will frame our
discussion in terms of the momentum form of the LBEP equations.
Definition 8. Introduce the operators ∂St = ∂t + ∂tS ∂θ and ∇
S = ∇ + ∇S ∂θ. The
NL-WKB extension of the LBEP equations is the system of PDEs
∂St ρ˜+∇
S ·
(
ρ˜
∂HEP
∂p
)
= 0 (82)
∂St p˜+∇
S ·
(
∂HEP
∂p
⊗ p˜+
∂HEP
∂∇ρ
⊗∇S ρ˜
)
= −∇S
(
ρ˜
∂HEP
∂ρ
− ρ˜∇S ·
∂HEP
∂∇ρ
+ p˜ ·
∂HEP
∂p
−HEP
)
, (83)
where the derivatives of the EP Hamiltonian density are evaluated at (p˜, ρ˜,∇S ρ˜). The
unknown fields are (ρ˜(x, θ, t), p˜(x, θ, t), S(x, t)) ∈ R× R3 × S1. For the sake of brevity, we
will refer to this system of PDEs as the extLBEP equations.
The rationale behind the existence of a variational formulation for the extLBEP equa-
tions is as follows. According to Theorem 2, the LBEP equations may be realized as a
subset of the Euler-Lagrange equations arising from the ordinary first-order classical field
theory (MEP, CEP,LEP). Because the LBEP equations are a subset of (MEP, CEP,LEP)’s
Euler-Lagrange equations, the extLBEP equations must be a subset of (MEP, CEP,LEP)’s
NL-WKB extension. Indeed, applying the NL-WKB extension procedure to Eqs. (69)-(72)
involves applying NL-WKB extension to Eqs. (70)-(71), the latter of which are equivalent
to the momentum form of the LBEP equations. But by Theorem 1 the NL-WKB extension
of (MEP, CEP,LEP) arises as the Euler-Lagrange equations associated with the looping of
(MEP, CEP,LEP), i.e. (M˜EP, C˜EP, L˜EP). (See Definition 4.) Therefore the variational princi-
ple furnished by (M˜EP, C˜EP, L˜EP)’s action functional must serve as a variational principle for
the extLBEP equations. In summary, we have proved the following.
Proposition 2. Let (MEP, CEP,LEP) be defined as in Theorem 2, and let (M˜EP, C˜EP, L˜EP)
be the looping of (MEP, CEP,LEP). Consider Φ ∈ C˜EP with components Φ(x, t, θ) =
(h˜(x, t, θ), p˜(x, t, θ), ρ˜(x, t, θ), χ˜(x, t, θ), S(x, t)) ∈ Q0 × R
3 × R × R × S1. The field Φ
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is a critical point of (M˜EP, C˜EP, L˜EP)’s local action functional A˜U×S1 for each U ⊂M if and
only if Φ’s component functions satisfy the system of PDEs
∂St h˜ = −
∂HEP
∂p
·∇Sh˜ (84)
∂St p˜+∇
S ·
(
∂HEP
∂p
⊗ p˜+
∂HEP
∂∇ρ
⊗∇S ρ˜
)
= −∇S
(
ρ˜
∂HEP
∂ρ
− ρ˜∇S ·
∂HEP
∂∇ρ
+ p˜ ·
∂HEP
∂p
−HEP
)
(85)
∂St ρ˜+∇
S ·
(
ρ˜
∂HEP
∂p
)
= 0 (86)
∂St χ˜ +
∂HEP
∂p
·∇Sχ˜ =
∂HEP
∂ρ
−∇S ·
∂HEP
∂∇ρ
, (87)
where the derivatives of HEP are evaluated at (p˜, ρ˜,∇
S ρ˜). In particular, the extLBEP equa-
tions are recovered as a subset of the Euler-Lagrange equations associated with (M˜EP, C˜EP, L˜EP).
Proposition 2 gives the variational structure of the extLBEP equations in a manner that
treats space and time on an equal footing. In order to analyze the extLBEP equations as a
dynamical system, it is also important to formulate Proposition 2 in terms of evolving fields
on space instead of “static” fields on spacetime. For this purpose, it is useful to introduce
the looped frozen field configurations and the extLBEP Lagrangian.
Definition 9. The space of looped frozen field configurations ℓC0 is the collection of smooth
mappings S1 → C0. (cf. Definition 7.) We will identify elements of ℓC0 with mappings
Q× S1 ∋ (x, θ) 7→ (h˜(x, θ), p˜(x, θ), ρ˜(x, θ), χ˜(x, θ)) ∈ Q0 ×R
3 ×R×R, where x 7→ h˜(x, θ)
is a diffeomorphism for each θ, and ρ(x, θ) > 0 for all (x, θ) ∈ Q× S1.
Definition 10. The extLBEP Lagrangian is the functional L˜ : T (ℓC0 × C
∞(Q, S1)) → R
whose value at (h˜, p˜, ρ˜, χ˜, S,
˙˜
h, ˙˜ρ, ˙˜χ, S˙) ∈ T (ℓC0 × C
∞(Q, S1)) is given by
L˜(h˜, p˜, ρ˜, χ˜, S,
˙˜
h, ˙˜ρ, ˙˜χ, S˙) =
 ˆ
Q
(
p˜ · v˜ + ρ˜ ˙˜χ + ρ˜ S˙∂θχ˜+ ρ˜v˜ ·∇
Sχ˜
)
d3x dθ
−
 ˆ
Q
HEP(p˜, ρ˜,∇
S ρ˜) d3x dθ, (88)
where
v˜ = −(
˙˜
h+ S˙∂θh˜) · (∇
Sh˜)−1, (89)
and
ffl
is defined by
ffl
g(θ) dθ = (2π)−1
´ 2π
0
g(θ) dθ.
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In terms of L˜ and ℓC0, the proper reformulation of Proposition 2 is the following.
Theorem 3. Let γ : [t1, t2] → ℓC0 × C
∞(Q, S1) be a smooth curve with components γ =
(h˜, p˜, ρ˜, χ˜, S). The curve γ is a (fixed-endpoint) critical point of the functional
A˜(γ) =
ˆ t2
t1
L˜(γ(t), ∂tγ(t)) dt (90)
if and only if the component functions (h˜, p˜, ρ˜, χ˜, S) satisfy Eqs. (84)-(87).
This theorem can be deduced directly from Proposition 2 by unpacking definitions. However,
in order to more clearly highlight the mechanisms underlying the variational formulation of
the extLBEP equations, we will give a direct proof of Theorem 3 that proceeds without
recourse to Proposition 2.
Before proceeding with the proof, we will first establish a generalization of the famous
Lin constraint formula7,11 from variational hydrodynamics.
Definition 11. Given any set T and a mapping ψ : Q× S1 → T , define the phase shift of
ψ by S, ψS : Q× S1 → T , using the formula
ψS(x, θ) = ψ(x, θ + S(x)). (91)
Note that ψS is not the usual exponentiation operation used in elementary arithmetic.
Lemma 3 (WKB Lin constraint formula). Let (t, ǫ) 7→ h˜t,ǫ ∈ ℓDiff(Q,Q0) be a smooth
2-parameter family of maps S1 → Diff(Q,Q0). Let (t, ǫ) 7→ St,ǫ ∈ C
∞(Q, S1) be a smooth
2-parameter family of maps Q→ S1. Then the pair of parameter velocities,
v˜t,ǫ =− (∂th˜t,ǫ + ∂tSt,ǫ ∂θh˜t,ǫ) · (∇h˜t,ǫ +∇St,ǫ ⊗ ∂θh˜t,ǫ)
−1 (92)
ξ˜t,ǫ =− (∂ǫh˜t,ǫ + ∂ǫSt,ǫ ∂θh˜t,ǫ) · (∇h˜t,ǫ +∇St,ǫ ⊗ ∂θh˜t,ǫ)
−1, (93)
satisfies the identity (
∂ǫv˜t,ǫ + ∂ǫSt,ǫ ∂θv˜t,ǫ
)
−
(
∂tξ˜t,ǫ + ∂tSt,ǫ ∂θξ˜t,ǫ
)
= [v˜t,ǫ, ξ˜t,ǫ] + v˜t,ǫ ·∇St,ǫ ∂θξ˜t,ǫ − ξ˜t,ǫ ·∇St,ǫ ∂θv˜t,ǫ, (94)
where [v˜t,ǫ, ξ˜t,ǫ] = v˜t,ǫ ·∇ξ˜t,ǫ − ξ˜t,ǫ ·∇v˜t,ǫ denotes the θ-wise vector field commutator.
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Proof. Let Fλ1,λ2 ∈ Diff(Q,Q0) be any smooth two-parameter family of diffeomorphisms.
The ordinary Lin constraint formula says that the parameter velocities wk = −(∂λkF ) ·
(∇F )−1 satisfy
∂λ2w1 − ∂λ1w2 = [w1,w2]. (95)
In the formula (95) set λ1 = t, λ2 = ǫ, and Ft,ǫ = h˜
St,ǫ
t,ǫ . (Regard θ as a third parameter that
comes along for the ride.) We then have
∂ǫv˜
S − ∂tξ˜
S = [v˜S, ξ˜S], (96)
with
v˜S =− ∂th˜
S · (∇h˜S)−1 = −
(
[∂th˜+ ∂tS ∂θh˜] · [∇h˜+∇S ⊗ ∂θh˜]
−1
)S
(97)
ξ˜S =− ∂ǫh˜
S · (∇h˜S)−1 = −
(
[∂ǫh˜+ ∂ǫS ∂θh˜] · [∇h˜ +∇S ⊗ ∂θh˜]
−1
)S
. (98)
Phase shifting the formula (96) by −S and applying the chain rule then leads to Eq. (94).
Remark 5. In the above proof, if we had instead set λ1 = t, λ2 = θ and applied the usual
Lin constraint formula, the resulting identity would have been
∂θv˜ − ∂
S
t ζ˜ = [v˜, ζ˜] + v˜ ·∇S ∂θζ˜ − ζ˜ ·∇S ∂θv˜, (99)
where ζ˜ = −∂θh˜ · (∇
Sh˜)−1 is the θ-parameter velocity. This identity will be used in the
proof of Theorem 3.
proof of Theorem 3. According to the WKB Lin constraint formula (94), the first variation
of the velocity v˜ is given by
δv˜ =− δS ∂θv˜ +
(
∂tξ˜ + ∂tS ∂θξ˜
)
+ [v˜, ξ˜] + v˜ ·∇S ∂θξ˜ − ξ˜ ·∇S ∂θv˜, (100)
where the loop of vector fields ξ˜ = −(δh˜+ δS ∂θh˜) · (∇h˜+∇S ⊗ ∂θh˜)
−1. The first (fixed-
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endpoint) variation of the action A˜ is therefore given by
δA˜ =
ˆ t2
t1
 ˆ
Q
(
v˜ −
∂HEP
∂p
)
· δp˜ d3x dθ
+
ˆ t2
t1
 ˆ
Q
(
∂St χ˜ + v˜ ·∇
Sχ˜−
∂HEP
∂ρ
+∇S ·
∂HEP
∂∇ρ
)
δρ˜ d3x dθ
−
ˆ t2
t1
 ˆ
Q
(
∂St ρ˜+∇
S · (v˜ρ˜)
)
δχ˜ d3x dθ
−
ˆ t2
t1
 ˆ
Q
(
∂St P˜ +∇
S(P˜ · v˜) + (∇S × P˜ )× v˜ + (∇S · v˜)P˜
)
· ξ˜ d3x dθ
−
ˆ t2
t1
 ˆ
Q
(
∂t(ρ˜∂θχ˜) +∇ · (v˜ρ˜∂θχ˜) + P˜ · ∂θv˜ −∇ ·
(
∂θρ˜
∂HEP
∂∇ρ
))
δS d3x dθ, (101)
where we have temporarily introduced the shorthand notation P˜ = p˜+ρ˜∇Sχ˜. Alternatively,
we may isolate all of the variations of S by writing ξ˜ = ξ˜0 + δS ζ˜ with ζ˜ = −(∂θh˜) · (∇h˜+
∇S ⊗ ∂θh˜)
−1 and ξ˜0 = −δh˜ · (∇
Sh˜)−1, thereby obtaining
δA˜ =
ˆ t2
t1
 ˆ
Q
(
v˜ −
∂HEP
∂p
)
· δp˜ d3x dθ
+
ˆ t2
t1
 ˆ
Q
(
∂St χ˜+ v˜ ·∇
Sχ˜−
∂HEP
∂ρ
+∇S ·
∂HEP
∂∇ρ
)
δρ˜ d3x dθ
−
ˆ t2
t1
 ˆ
Q
(
∂St ρ˜+∇
S · (v˜ρ˜)
)
δχ˜ d3x dθ
−
ˆ t2
t1
 ˆ
Q
(
∂St P˜ +∇
S(P˜ · v˜) + (∇S × P˜ )× v˜ + (∇S · v˜)P˜
)
· ξ˜0 d
3x dθ
−
ˆ t2
t1
ˆ
Q
(
∂t
 
I˜ dθ +∇ ·
 
v˜I˜ dθ −∇ ·
( 
∂θρ˜
∂HEP
∂∇ρ
dθ
))
δS d3x dθ, (102)
where the specific wave action density I˜ is given by
I˜ = ρ˜ ∂θχ˜+ (p˜+ ρ˜∇
Sχ˜) · ζ˜. (103)
Because δχ˜, δρ˜, δp˜, δS, and ξ˜0 are arbitrary, δA˜ = 0 if and only if
∂St h˜ = −
∂HEP
∂p
·∇Sh˜ (104)
∂St P˜ +∇
S
(
P˜ ·
∂HEP
∂p˜
)
+ (∇S × P˜ )×
∂HEP
∂p˜
+
(
∇
S ·
∂HEP
∂p˜
)
P˜ = 0 (105)
∂St ρ˜+∇
S ·
(
ρ˜
∂HEP
∂p˜
)
= 0 (106)
∂St χ˜+
∂HEP
∂p˜
·∇Sχ˜ =
∂HEP
∂ρ
−∇S ·
∂HEP
∂∇ρ
(107)
∂t
 
I˜ dθ +∇ ·
 
∂HEP
∂p
I˜ dθ =∇ ·
( 
∂θρ˜
∂HEP
∂∇ρ
dθ
)
. (108)
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Notice that in moving from the first variation formula (102) to Eqs. (104)-(108), we have
used the v˜ = ∂HEP/∂p˜ in order to eliminate v˜ in favor of ∂HEP/∂p˜. In order to finish
the proof, we will now show that Eqs. (104)-(108) are equivalent to Eqs. (84)-(87) by (a)
demonstrating that Eq. (105) is equivalent to Eq. (85), and (b) proving that the wave action
conservation law (108) is implied by Eqs. (84)-(87).
(a): Notice that Eq. (105) may be written as MP˜ = 0, where M is the linear differen-
tial operator whose action on any time-dependent loop of vector fields w˜ is given by
Mw˜ =∂St w˜ +∇
S(w˜ ·
∂HEP
∂p˜
) + (∇S × w˜)×
∂HEP
∂p˜
+ (∇S ·
∂HEP
∂p˜
)w˜
=∂St w˜ +∇
S(w˜ ·
∂HEP
∂p˜
) +∇S · (
∂HEP
∂p˜
⊗ w˜)− (∇Sw˜) ·
∂HEP
∂p˜
. (109)
Because P˜ = p˜ + ρ˜∇Sχ˜, Eq. (105) is also equivalent to Mp˜ = −M(ρ˜∇Sχ˜). By a direct
calculation involving the continuity equation (86), we have
M(ρ˜∇Sχ˜) =ρ∇S(∂St χ˜+
∂HEP
∂p˜
·∇Sχ˜)
=ρ∇S
(
∂HEP
∂ρ
−∇S ·
∂HEP
∂∇ρ
)
, (110)
where we have used the Euler-Lagrange equation (107) in the second line. Moreover, because
∇
SHEP =
(
∂HEP
∂ρ
−∇S ·
∂HEP
∂∇ρ
)
∇
S ρ˜+∇S ·
(
∂HEP
∂∇ρ
⊗∇S ρ˜
)
+ (∇Sp˜) ·
∂HEP
∂p˜
(111)
when the derivatives of HEP are evaluated at (p˜, ρ˜,∇
S ρ˜), the sum M(ρ˜∇Sχ˜) +∇SHEP is
given by
M(ρ˜∇Sχ˜) +∇SHEP =∇
S
(
ρ˜
∂HEP
∂ρ
− ρ˜∇S ·
∂HEP
∂∇ρ
)
+∇S ·
(
∂HEP
∂∇ρ
⊗∇S ρ˜
)
+ (∇Sp˜) ·
∂HEP
∂p˜
. (112)
Using Eq. (112) to evaluate the right-hand-side of Mp˜ = −M(ρ˜∇Sχ˜) leads directly to
Eq. (85).
(b): A simple way to see that Eqs. (84)-(87) imply the wave action conservation law is
to analyze the quantity
γ = ∂St I˜ +∇
S ·
(
∂HEP
∂p˜
I˜
)
. (113)
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Using Eqs. (85),(86), (87), and the identity (99) introduced in Remark 5, the quantity γ may
be written
γ = ρ˜∂θ
(
∂HEP
∂ρ
−∇S ·
∂HEP
∂∇ρ
)
+ p˜ · ∂θ
∂HEP
∂p
. (114)
Upon applying the identity
∂θHEP =∂θp˜ ·
∂HEP
∂p
+ ∂θρ
∂HEP
∂ρ
+ (∂θ∇
S ρ˜) ·
∂HEP
∂∇ρ
=∂θp˜ ·
∂HEP
∂p
+ ∂θρ
(
∂HEP
∂ρ
−∇S ·
∂HEP
∂∇ρ
)
+∇S ·
(
∂θρ
∂HEP
∂∇ρ
)
, (115)
we also have
γ =∂θ
(
ρ˜
∂HEP
∂ρ
− ρ˜∇S ·
∂HEP
∂∇ρ
+ p˜ ·
∂HEP
∂p
−HEP
)
+∇S ·
(
∂θρ˜
∂HEP
∂∇ρ
)
. (116)
The θ-average of γ is therefore
∂t
 
I˜ dθ +∇ ·
 
∂HEP
∂p
I˜ dθ =
 
γ dθ =∇ ·
 
∂θρ˜
∂HEP
∂∇ρ
dθ, (117)
which establishes the wave action conservation law (108).
V. LOOPING THE RELABELING GROUP
One of the most remarkable features of the variational principle introduced in Theorem
3 is its associated symmetry group. Let G be the group of symmetries of the LBEP phase
space action functional (68). (Think of G as the symmetry group for the LBEP equations
before applying nonlinear WKB extension.) To G we may associate the loop group9 ℓG,
which comprises mappings S1 → G. In this section, we will show that ℓG is a group of
symmetries for the action functional (90) from Theorem 3. We say the symmetry group
G becomes looped in passing from the LBEP equations to their nonlinear WKB exten-
sion. In particular, the subgroup of G given by particle relabeling transformations becomes
looped when passing from the LBEP equations to their non-linear WKB extension. Using
Noether’s theorem, we will deduce the conserved quantity associated with loops of rela-
beling transformations, and thereby infer the analogue of Kelvin’s circulation theorem for
Eulerian nonlinear WKB. Notably, this circulation theorem represents a kind of extension
of the circulation theorem discussed in Ref. 8; the latter may be seen as a consequence of
symmetry under the group of mean (i.e. θ-independent) relabeling transformations, while
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the circulation theorem discussed in this section is a consequence of symmetry under the
larger group of loops of relabeling transformations. (We will discuss the relationship be-
tween these two notions of circulation in greater detail in the next section, where we will
apply our theoretical results to a concrete example of wave-mean-flow interaction.) Finally,
we will use the loops of relabeling transformations to give a group-theoretic explanation for
the one-way coupling between (p˜, ρ˜) and (h˜, χ˜) in the extLBEP equations. In so doing, we
will have demonstrated that the nonlinear WKB extension of an Euler-Poincare´ fluid theory
fits into a general pattern that was emphasized by Marsden and Weinstein in Ref. 12; many
dissipation-free models from continuum mechanics arise as quotients of variational models
by an appropriate symmetry group.
We begin by recalling the definition of a loop group. Let G be a group with elements
g ∈ G and product g1g2 ∈ G. The loop group ℓG associated with G is the set of all mappings
S1 → G. When G carries a manifold structure, we also require the mappings to be smooth.
If g˜ denotes a typical element of ℓG, the group multiplication g˜1 ∗ g˜2 in ℓG is given by
(g˜1 ∗ g˜2)(θ) = g˜1(θ)g˜2(θ). Thus, the product on ℓG is given by “parallelizing” the product
on G over the loop parameter θ ∈ S1. Accordingly, the identity and inverse map for ℓG are
given by eℓG(θ) = eG and (g˜
−1)(θ) = (g˜(θ))−1. Note that we use the same symbol for the
inverse operations in G and ℓG.
Next we turn to establishing the main result of this section.
Theorem 4. Let G be a group. Suppose Φ : C0 × G → C0 is a right G-action on the space
of frozen field configurations that leaves the action functional (68) invariant. Let Φ˜0 be the
right ℓG-action on ℓC0 given by “parallelizing” the action Φ, i.e.
Φ˜0((h˜, p˜, ρ˜, χ˜), g˜)(θ) = Φ((h˜(θ), p˜(θ), ρ˜(θ), χ˜(θ)), g˜(θ)). (118)
Then there is a right ℓG-action Φ˜ on ℓC0 × C
∞(Q, S1) given by
Φ˜((h˜, p˜, ρ˜, χ˜, S), g˜) = ([Φ˜0((h˜
S, p˜S, ρ˜S, χ˜S), g˜)]−S, S), (119)
that leaves the action functional (90) invariant. (Recall that the notation ·S was defined in
Eq. (91).)
Proof. Given a smooth curve γˆ : [t1, t2]→ ℓC0×C
∞(Q, S1), introduce the component curves
γˆ1, γˆ2 satisfying γˆ(t) = (γˆ1(t), γˆ2(t)) ∈ ℓC0 × C
∞(Q, S1) for all t ∈ [t1, t2]. Consider the
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action functional A˜0 defined on the space of such curves by the formula
A˜0(γˆ) =
ˆ t2
t1
 
L(γˆ1(t, θ), ∂tγˆ1(t, θ)) dθ dt. (120)
We recall that L is the parameter-independent phase space Lagrangian for the LBEP equa-
tions introduced in Eq. (67). The intuition behind Eq. (120) is as follows. For each θ ∈ S1,
we may evaluate the action A in Eq. (68) on the curve t 7→ γˆ1(θ, t) ∈ C0, thereby obtaining
the real number A(θ). The value of A˜0(γˆ) is then given by averaging A(θ) over S
1. Because
A(θ) is G-invariant for each θ ∈ S1, it follows that the “parallelized” G-action Φ˜0 leaves the
action A˜0 invariant.
As is generally true in Lagrangian mechanics, equivalent formulations of the variational
problem δA˜0 = 0 may be obtained by applying invertible transformations to the “generalized
coordinates,” which in this case may be identified with the space ℓC0 × C
∞(Q, S1). In
particular, we may apply the mapping T : (
ˆ˜
h, ˆ˜p, ˆ˜ρ, ˆ˜χ, S) 7→ (h˜, p˜, ρ˜, χ˜, S), where
(h˜, p˜, ρ˜, χ˜) = (
ˆ˜
h, ˆ˜p, ˆ˜ρ, ˆ˜χ)−S. (121)
After applying the transformation T , the action functional A˜0 is transformed into the action
functional A˜∗0, whose value at γ = (γ1, γ2) : [t1, t2]→ ℓC0 × C
∞(Q, S1) is given by
A˜∗0(γ) =A˜0(γˆ)
=
ˆ t2
t1
 
L(γS1 (t, θ), ∂tγ
S
1 (t, θ)) dθ dt. (122)
Because A˜0(γˆ) is by hypothesis invariant under the transformation
γˆ 7→ γˆ · g˜
(γˆ · g˜)(t) =
(
Φ˜0(γˆ1(t), g˜), γˆ2(t)
)
(123)
for each g˜ ∈ ℓG, the quantity A˜∗0(γ) must be invariant under the transformation given by
γ 7→ γ • g˜
(γ · g˜)(t) =
(
T ◦
(
(T−1 ◦ γ) · g˜
))
(t)
=
(
Φ˜0(γ
S
1 (t), g˜)
−S, γ2(t)
)
= Φ˜(γ(t), g˜) (124)
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for each g˜ ∈ ℓG. Note that we have recognized the definition (119) of Φ˜ in the last line
of Eq. (124). We have therefore shown that the G-action Φ˜ leaves the action functional A˜∗0
invariant.
In order to complete the proof, we will now show by direct calculation that A˜∗0 is in fact
equal to the action defined in Eq. (90). Write γˆ1 = (h˜, p˜, ρ˜, χ˜) and γ1 = S. According to
Eq. (122) and (67), the value of A˜∗0(γ) is given by
A˜∗0(γ) =−
ˆ t2
t1
 ˆ
Q
∂th˜
S · (∇h˜S)−1 · p˜S d3x dθ dt
+
ˆ t2
t1
 ˆ
Q
(∂tχ˜
S −∇χ˜S · (∇h˜S)−1 · ∂th˜
S) ρS d3x dθ dt
−
ˆ t2
t1
 ˆ
Q
HEP(p
S, ρS,∇ρS) d3x dθ dt. (125)
Using the derivative identities
∂th˜
S(x, θ) = ∂th˜(x, θ + S(x)) + ∂tS(x) ∂θh˜(x, θ + S(x))
∇h˜S =∇h˜(x, θ + S(x)) +∇S(x)⊗ ∂θh˜(x, θ + S(x)), (126)
along with similar identities for χ˜ and ρ˜, we may also write
A˜∗0(γ) =
ˆ t2
t1
 ˆ
Q
p˜S · v˜S d3x dθ dt
+
ˆ t2
t1
 ˆ
Q
([∂St χ˜]
S + v˜S · [∇Sχ˜]S) ρS d3x dθ dt
−
ˆ t2
t1
 ˆ
Q
HEP(p˜, ρ˜,∇
S ρ˜)S d3x dθ dt, (127)
where we have defined v˜ = −(∂St h˜) · (∇
Sh˜)−1 as was done earlier in Eq. (89). Now apply the
integral identity
ffl ´
Q
fS(x, θ) d3x dθ =
ffl ´
Q
f(x, θ) d3x dθ, which is valid for all integrable
f : Q× S1 → R, to obtain
A˜∗0(γ) =
ˆ t2
t1
 ˆ
Q
p˜ · v˜ d3x dθ dt
+
ˆ t2
t1
 ˆ
Q
(∂St χ˜+ v˜ ·∇
Sχ˜) ρ d3x dθ dt
−
ˆ t2
t1
 ˆ
Q
HEP(p˜, ρ˜,∇
S ρ˜) d3x dθ dt. (128)
By Eq. (88), Eq. (128) is just the formula (90) defining the action functional A˜.
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Theorem 4 says that the symmetry group of the phase-space action for the LBEP equa-
tions becomes looped when applying the nonlinear WKB extension procedure. As a conse-
quence, we should expect that momentum maps for the LBEP equations should be looped
by nonlinear WKB extension as well. The next proposition shows that this is true.
Proposition 3. Endow C0 with the symplectic form −dΘ, where the 1-form Θ is given by
Θ[δh, δp, δρ, δχ] =
ˆ
Q
p · ξ d3x+
ˆ
Q
ρ(δχ + ξ ·∇χ) d3x, (129)
with ξ = −δh · (∇h)−1. Endow ℓC0 × C
∞(Q, S1) with the presymplectic form −dΘ˜, where
Θ˜[δh˜, δp˜, δρ˜, δχ˜, δS] =
 ˆ
Q
p˜ · ξ˜ d3x dθ +
 ˆ
Q
ρ˜
(
δχ˜+ δS∂θχ˜+ ξ˜ ·∇
Sχ˜
)
d3x dθ, (130)
with ξ˜ = −(δh˜+ δS∂θh˜) · (∇
Sh˜)−1. Let G be a Lie group. Suppose there is a right G-action
on C0 that preserves Θ, and therefore admits an Ad
∗-equivariant momentum map µ : C0 → g
∗
given by
〈µ,X〉 = Θ[XC0 ] (131)
for each X ∈ g. (The vector field XC0 is the infinitesimal generator on C0 in the direction X ∈
g.) Then the looped ℓG-action given by Theorem 4 admits an Ad∗-equivariant presymplectic
momentum map µ˜ : ℓC0 × C
∞(Q, S1)→ ℓg∗ given by
µ˜(h˜, p˜, ρ˜, χ˜, S)(θ) = µ(h˜S(θ), p˜S(θ), ρ˜S(θ), χ˜S(θ)) (132)
Proof. Given any group action Ψ : M×H →M , where M is a set and H is the group, it will
be convenient to introduce the maps Ψh : M →M for each h ∈ H , where Ψh(m) = Ψ(m, h).
Let Φ : C0 × G → C0 be the right G-action that preserves Θ, Φ˜0 : ℓC0 × ℓG → ℓC0 the
parallelization of Φ defined by Eq. (118), and Φ˜ : ℓC0 ×C
∞(Q, S1)× ℓG→ ℓC0×C
∞(Q, S1)
the ℓG action provided by Theorem 4. By hypothesis, the action Φ preserves the 1-form Θ
in the sense that Φ∗gΘ = Θ for each g ∈ G.
Let T : ℓC0 × C
∞(Q,R) → ℓC0 × C
∞(Q,R) be the diffeomorphism given by T :
(
ˆ˜
h, ˆ˜p, ˆ˜ρ, ˆ˜χ, S) 7→ (h˜, p˜, ρ˜, χ˜, S), with
(h˜, p˜, ρ˜, χ˜) = (
ˆ˜
h, ˆ˜p, ˆ˜ρ, ˆ˜χ)−S, (133)
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and Θ˜0 the 1-form on ℓC0 × C
∞(Q, S1) defined by
Θ˜0[δh˜, δp˜, δρ˜, δχ˜, δS] =
 
Θ[δh˜(θ), δp˜(θ), δρ˜(θ), δχ˜(θ)] dθ. (134)
The proof of Theorem 4 shows that the pullback of Θ˜ along T is given by Θ˜0.
Because Φ∗gΘ = Θ for each g ∈ G, we have (Φ˜0g˜ × I)
∗Θ˜0 = Θ˜0 for each g˜ ∈ ℓG, where
I : C∞(Q, S1) → C∞(Q, S1) is the identity mapping on the space of phase functions.
Therefore the mapping µ˜0 : ℓC0 × C
∞(Q, S1)→ ℓg∗ defined by
〈µ˜0, X˜〉 = Θ˜0[X˜ℓC0 ⊕ 0] =
 
〈µ(h˜(θ), p˜(θ), ρ˜(θ), χ˜(θ)), X˜(θ)〉 dθ (135)
for each X˜ ∈ ℓg is an Ad∗-equivariant presymplectic momentum map with respect to the
presymplectic form −dΘ˜0. (Note that we have used the same notation for the pairings
between g, g∗ and ℓg, ℓg∗.) In other words, we have
d〈µ˜0, X˜〉 = −ιX˜ℓC0⊕0
dΘ˜0, (136)
for each X˜ ∈ ℓg.
The pushforward of Eq. (136) along T is
d〈µ˜0 ◦ T
−1, X˜〉 = −ιT∗(X˜ℓC0⊕0)
dΘ˜. (137)
But because Φ˜g˜ = T ◦ (Φ˜0g˜ × I) ◦ T
−1, the infinitesimal generator of X˜ with respect to
the group action Φ˜ is just X˜ℓC0×C∞(Q,S1) = T∗(X˜ℓC0 ⊕ 0). Therefore µ˜ = µ˜0 ◦ T
−1 is a
presymplectic momentum map with respect to −dΘ˜. In order to show that µ˜ is the same
as µ˜ given in the statement of the proposition, it is enough to note that Eq. (135) implies
µ˜0(h˜, p˜, ρ˜, χ˜, S) = µ(h˜(θ), p˜(θ), ρ˜(θ), χ˜(θ)). (138)
Theorem 4 and Proposition 3 apply to any (Lie) subgroup of the symmetry group for the
action functional (68) whatsoever. They apply in particular to the group of isometries of the
fluid container Q, which corresponds to momentum conservation. From the perspective of
dissipation-free fluid models, however, a more interesting subgroup is the group of particle
relabeling transformations of the reference fluid container Q0. Before applying nonlinear
WKB extension, this group of symmetries is responsible for the well-known Kelvin circulation
theorem. Let us now use Proposition 3 to describe what happens to Kelvin’s circulation
theorem after applying the nonlinear WKB extension procedure.
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Proposition 4. The mapping µ˜ : ℓC0 × C
∞(Q, S1)→ (ℓX(Q0)× C
∞(Q0,R))
∗ given by
µ˜(h˜, p˜, ρ˜, χ˜) =
(
h˜S∗
[
p˜S · dx⊗ d3x+ dχ˜S ⊗ ρ˜S d3x
]
, h˜S∗
[
ρ˜S d3x
])
(139)
is a (ℓX(Q0)× C
∞(Q0,R))
∗-valued first-integral of the extLBEP equations.
Corollary 1. (Kelvin’s theorem for Eulerian WKB) Given a family of closed curves C0(θ) ⊂
Q0 parameterized by θ ∈ S
1 and a solution (h˜, p˜, ρ˜, χ˜) of the extLBEP equations, the integral˛
C(θ)
p˜S(θ)
ρ˜S(θ)
· dx (140)
is constant in time for each θ ∈ S1, where C(θ) = [h˜S(θ)]−1(C0(θ)).
Remark 6. See the remark after Lemma 4 for the argument that proves this Corollary.
Before proving Proposition 4, we will first review the corresponding result for the (pre-
WKB extension) LBEP equations that was proved, for instance, in Ref. 10. For this, we
introduce the following group, which contains the particle relabeling group Diff(Q0) as a
subgroup.
Definition 12. The infinite-dimensional group G = Diff(Q0) ⋉ C
∞(Q0) consists of pairs
(η, τ) ∈ Diff(Q0)× C
∞(Q0) with the group product given by
(η1, τ1) ∗ (η2, τ2) = (η1 ◦ η2, τ1 + η1∗τ2). (141)
Lemma 4. There is a right G = Diff(Q0)⋉ C
∞(Q0)-action on C0 that leaves the 1-form Θ
in Eq. (129) invariant. The associated momentum map is given by
µ(h,p, ρ, χ) =
(
h∗
[
p · dx⊗ d3x+ dχ⊗ ρ d3x
]
,h∗
[
ρ d3x
])
. (142)
Remark 7. This result was established using Noether’s theorem in Ref. 10. Because the
LBEP Hamiltonian
´
Q
H(p, ρ,∇ρ) d3x is G-invariant, standard arguments imply that µ
is constant in time along solutions of Eqs. (69)-(72). In particular, because h∗ [ρ d
3x] is
constant in time, and ρ is non-vanishing, the 1-form
h∗ [p · dx⊗ d
3x+ dχ⊗ ρ d3x]
h∗ [ρd3x]
= h∗
[
p
ρ
· dx+ dχ
]
(143)
is constant in time. Therefore the integral˛
C0
h∗
[
p
ρ
· dx+ dχ
]
=
˛
h−1(C0)
p
ρ
· dx (144)
is constant in time for any closed curve C0 ∈ Q0. This is the usual statement of Kelvin’s
circulation theorem.
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We may now prove 4 by directly applying Proposition 3 with G = G.
proof of Proposition 4. By Lemma 4, there is a right G-action on C0 that preserves Θ and
admits an Ad∗-equivariant momentum map. Proposition 3 therefore implies that
µ˜(h˜, p˜, ρ˜, χ˜, S)(θ) = µ(h˜S(θ), p˜S(θ), ρ˜S(θ), χ˜S(θ))
=
(
h˜S(θ)∗
[
p˜S(θ) · dx⊗ d3x+ dχ˜S(θ)⊗ ρ˜S(θ) d3x
]
, h˜S(θ)∗
[
ρ˜S(θ) d3x
])
(145)
defines a presymplectic Ad∗-equivariant momentum map on (ℓC0×C
∞(Q, S1),−dΘ˜). More-
over, because the Hamiltonian functional
ffl ´
Q
H(p˜, ρ˜,∇S ρ˜) d3x dθ is ℓG-invariant, it follows
that µ˜ is constant in time along solutions of Eqs. (84)-(87).
We will now conclude this Section by giving a group-theoretic explanation for the 1-
way coupling between p˜, ρ˜, S and h˜, χ˜ in the Euler-Lagrange equations associated with the
action functional (90). Because ℓG leaves the action functional (90) invariant, solutions of
the corresponding Euler-Lagrange equations are mapped into other solutions by ℓG. The
following proposition shows that the quotient of the space of solutions of the Euler-Lagrange
equations equations by ℓG may be identified with the space of a solutions of the extLBEP
equations. This “explains” the one-way coupling as a consequence of ℓG-invariance.
Proposition 5. Let C˜
A˜
denote the space of solutions of the Euler-Lagrange equations as-
sociated with the action functional (90). Let C˜extLBEP denote the space of solutions of the
extLBEP equations. There is a canonical bijection
C˜
A˜
/ℓG ≈ C˜extLBEP. (146)
Proof. According to Theorem 4 (see Eq. (119)), the right action of ℓG on ℓC˜0 × C
∞(Q, S1)
that leaves the action A˜ invariant is given by
Φ˜
(
(h˜, p˜, ρ˜, χ˜, S), (η˜, τ˜)
)
=
(
[η˜−1 ◦ h˜S]−S, p˜, ρ˜, χ˜+ [(h˜S)∗τ˜ ]−S, S
)
. (147)
Apparently the quotient of ℓC˜0×C
∞(Q, S1) by ℓG may be identified with triples (p˜, ρ˜, S) ∈
ℓX(Q) × ℓC∞+ (Q) × C
∞(Q, S1) using the quotient map π : ℓC˜0 × C
∞(Q, S1) → ℓX(Q) ×
ℓC∞+ (Q)× C
∞(Q, S1) : (h˜, p˜, ρ˜, χ˜, S) 7→ (p˜, ρ˜, S).
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If t 7→ Γ(t) = (h˜(t), p˜(t), ρ˜(t), χ˜(t), S(t)) is a solution of the Euler-Lagrange equations
associated with A˜, i.e. Eqs. (84)-(87), then γ = π ◦Γ is a solution of the extLBEP equations
because the extLBEP equations are a subset of the Euler-Lagrange equations. Thus there
is a mapping Π : C˜
A˜
→ C˜extLBEP. If we can show that Π is in fact a quotient map for the
ℓG-action on C˜
A˜
, the proof will be complete.
To that end, suppose that t 7→ γ(t) = (p˜(t), ρ˜(t), S(t)) is a solution of the extLBEP
equations. Given (h˜0, χ˜0) ∈ ℓDiff(Q,Q0) × ℓC
∞(Q), the method of characteristics gives a
unique curve t 7→ (h˜(t), χ˜(t)) with (h˜(0), χ˜(0)) = (h˜0, χ˜0) satisfying Eqs. (84) and (87) with
S and the derivatives of HEP evaluated along the solution γ. Therefore the mapping Π is
surjective, and the preimage of γ under Π may be identified with the space of initial values
(h˜0, χ˜0) ∈ ℓDiff(Q,Q0)× ℓC
∞(Q). The latter space is an entire G-orbit in C˜
A˜
for if (h˜0, χ˜0)
and (h˜′0, χ˜
′
0) are two elements of Π
−1({γ}), then (h˜′0, χ˜
′
0) = Φ˜
(
(h˜0, χ˜0), (η˜, τ˜)
)
provided we
set
η˜ = h˜S0 ◦ [(h˜
′
0)
S]−1 (148)
τ˜ = (h˜S0 )∗(χ˜
′
0 − χ˜0)
S. (149)
It follows that Π is a quotient map for the G-action on C˜
A˜
.
VI. EXAMPLE: EULERIAN VARIATIONAL NL-WKB FOR
ISOTHERMAL FLUIDS
In this section, we present a pedagogical example of how the methods developed so far
can be useful for obtaining reduced, asymptotic models describing wave–mean-flow interac-
tions. Specifically, here we study the time-averaged interaction between a small-amplitude,
high-frequency acoustic wave and a slowly-varying isothermal perfect fluid. Due to the
somewhat involved calculations given in this section, we present our results in three parts.
In the first part, we introduce the governing Eulerian equations of motion and perform an
intuitive asymptotic expansion up to leading order in some asymptotic parameter. We give
an elementary proof that the resulting leading-order equations describing wave–mean-flow
interactions are variational. In the second part, we combine the theory developed in this
work with results from slow-manifold theory13,14 to explain why the wave–mean-flow equa-
tions ought to be variational. Finally, in the third section, we present additional details of
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a systematic derivation of the variational principle describing wave–mean-flow interactions
in isothermal fluids.
A. Governing equations for isothermal fluids and intuitive asymptotic
expansion
The governing equations for an isothermal fluid are given by
∂tρ+∇ · p = 0 (150)
∂tp+∇ ·
(
p⊗ p
ρ
)
= −c2s∇ρ, (151)
where cs ∈ R is the sound speed. Since we are interested in studying the effects of a high-
frequency acoustic wave, let us explicitly introduce a scale separation into the equations. To
do this, we use the NL-WKB extension of the equations above. Hence, we write
∂
S/ǫ
t ρ˜+∇
S/ǫ · p˜ = 0 (152)
∂
S/ǫ
t p˜+∇
S/ǫ ·
(
p˜⊗ p˜
ρ˜
)
= −c2s∇
S/ǫρ˜. (153)
In the above, we have explicitly denoted the scale separation by rescaling the phase function
S such that S 7→ S/ǫ, where ǫ ≪ 1 is a small dimensionless parameter that represents the
ratio of the wave period (or wavelength) to the characteristic timescale (or length scale) of
the mean flow.
Since we are interested in linear, small-amplitude waves, we parameterize the density and
momentum-density fields as follows:
ρ˜ = ρ+ ǫρ̂, p˜ = p+ ǫp̂. (154)
Here ρ and p respectively represent the slowly-varying density and momentum-density
fields of the background fluid. Note that ρ and p are independent of θ and thus are the
θ-averaged fields. In contrast, ρ̂ and p̂ are the fluctuating density and momentum-density
fields, respectively. (To make the above parameterization unique, we assume that the θ-
averages of ρ̂ and p̂ are zero.) Since we consider small-amplitude waves, we scale the ampli-
tude of the fluctuations according to the small parameter ǫ ≪ 1 in Eq. (154). With these
asumptions, we can then deduce the following.
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Proposition 6. To lowest order in ǫ, the fields (p̂, S) introduced in Eqs. (152) and (153)
satisfy
∂tS ∂θρ̂+∇S · ∂θp̂ = 0 (155)[(
∂tS +
p
ρ
·∇S
)
I+
p⊗∇S
ρ
]
· ∂θp̂ =
(
∇S · p
ρ2
p− c2s∇S
)
∂θρ̂. (156)
Solutions (p̂, S) corresponding to linear acoustic oscillations are given by
p̂ = p
ρ̂
ρ
+ csρ̂ek (157)
∂tS +
p
ρ
·∇S + cs|∇S| = 0, (158)
where ek = ∇S/|∇S|.
Proof. After inserting Eqs. (154) into Eq. (152), one can see that the θ-dependent part must
satisfy (155) to lowest order in ǫ. Also when inserting Eqs. (154) into Eq. (153), one finds
that the averaged momentum density p satisfies
∂tp+∇ ·
(
p˜⊗ p˜
ρ˜
)
= −c2s∇ρ, (159)
where the overline denotes an average over the θ variable; e.g., ρ̂ p̂ =
ffl
S1
ρ̂p̂ dθ. Subtracting
Eq. (159) from Eq. (153) leads to Eq. (156) to lowest-order in ǫ.
Solutions corresponding to acoustic oscillations are obtained by projecting Eq. (156) by
∇S. Then, we substitute Eq. (155) and obtain((
∂tS +
p
ρ
·∇S
)2
− c2s|∇S|
2
)
∂θρ̂ = 0. (160)
For acoustic waves, ρ̂ 6= 0. Hence, the term inside the brackets must be zero. Taking the
positive root leads to the dispersion relation in Eq. (158). Then, it is straightforward to
verify that the expression for p̂ given in Eq. (157) satisfies Eqs. (155) and (156).
Remark 8. It is to be noted that the lowest-order (in ǫ) equations for the density and
momentum-density fluctuations [Eqs. (155) and (156)] lead to a time-evolution equation
for the phase S (which was not present in the NL WKB extension of the original fluid
equations) and a constraint equation for fluctuations in the momentum density so that
p̂ = p̂⋆(ρ,p, ρ̂,∇S). In order to fully describe the temporal wave dynamics, we must also
deduce a time-evolution equation for ρ̂. We shall come back to this point later.
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As is well known from hydrodynamic theory, high-frequency waves can exert a pondero-
motive (or time-averaged) force on a slowly-varying bulk fluid. This effect typically appears
in the form of a Reynold-stress term in the momentum equation. In the following, we shall
deduce the time-evolution equation for ρ and p while taking into account the lowest-order
corrections due to wave–mean-flow interactions.
Proposition 7. The governing equations for ρ and p with leading-order effects due to wave
interactions are
∂tρ+∇ · p = 0 (161)
∂tp+∇ ·
(
p⊗ p
ρ
+ ǫ2I
∇S ⊗∇S
|∇S|
+ c2s ρ I
)
= 0, (162)
where I : Q→ R is the wave action density
I
.
=
 
S1
ρ
cs
|∇S|
(
ρ̂
ρ
)2
dθ. (163)
Proof. Since Eq. (152) is linear in ρ˜ and p˜, θ-averaging Eq. (152) immediately leads to
Eq. (161). To obtain Eq. (162), one first inserts Eq. (154) into Eq. (159). After Taylor
expanding up to O(ǫ2), one obtains
∂tp+∇ ·
(
p⊗ p
ρ
+ ǫ2TReynolds + c
2
s ρ I
)
= 0, (164)
where TReynolds is the Reynolds stress tensor
TReynolds
.
=
 [
p̂⊗ p̂
ρ
−
p̂⊗ p
ρ
ρ̂
ρ
−
p⊗ p̂
ρ
ρ̂
ρ
+
p⊗ p
ρ
(
ρ̂
ρ
)2]
dθ. (165)
Finally, substituting the expression for p̂ in Eq. (157) into TReynolds leads to Eq. (162).
With the above equations, we can now deduce a dynamical equation for the wave action
density I. This is given in the next proposition.
Proposition 8. The governing equation to leading order for the wave action density I is
∂tI +∇ · (vgI) = 0, (166)
where vg
.
= p/ρ+ csek is the wave group velocity.
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Remark 9. One can in principle prove this result by calculating the time derivative of I and
then substituting the governing equations for the mean and fluctuating quantities [Eqs. (155),
(156), (161), and (162)], as well as the dispersion relation (158). The ensuing calculation
is tedious since one must take into account corrections to the leading-order solution for the
momentum density [Eq. (157)]. Alternatively, the proof may be constructed as a straightfor-
ward corollary of results presented in Sec. IV and later in the present Section. Because this
alternative approach is simpler, we will postpone the proof until we have proved Proposition
9.
We may now summarize the results obtained so far as the following set of equations
governing the leading-order wave-mean-flow interaction between a sound wave and a bulk
isothermal flow.
Definition 13 (Wave–mean-flow equations). The governing equations describing a high-
frequency, small-amplitude acoustic wave interacting with a slowly-varying, isothermal bulk
fluid are
∂tρ+∇ · p = 0 (167)
∂tp+∇ ·
(
p⊗ p
ρ
+ ǫ2I
∇S ⊗∇S
|∇S|
+ c2s ρ I
)
= 0 (168)
∂tI +∇ · (vgI) = 0 (169)
∂tS +
p
ρ
·∇S + cs|∇S| = 0, (170)
where I is the wave action density (163) and vg
.
= p/ρ+ csek is the wave group velocity.
As written, Eqs. (167)–(170) are closed in the sense that they possess a (formally) well-
posed initial value problem. Perhaps surprisingly, these equations also follow from a varia-
tional principle! This is shown in the theorem below.
Theorem 5 (Effective action for wave–mean-flow interactions). Let C0 = C0 × C
∞
+ (Q) ×
C∞(Q, S1). (The space C0 is introduced in Definition 7.) That is, C comprises maps Q ∋
x 7→ (h(x),p(x), ρ(x), χ(x), I(x), S(x)) ∈ Q0 × R
3 × R × R × R × S1, where h is a
diffeomorphism and ρ(x) > 0, I(x) > 0 for all x ∈ Q. Consider the action AT defined on
the space of paths [t1, t2]→ C0 by the formula
AT =
ˆ t2
t1
LT(h, h˙,p, p˙, ρ, ρ˙, χ, χ˙, I, I˙, S, S˙)dt, (171)
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where the Lagrangian LT is given by
LT(h, h˙,p, p˙, ρ, ρ˙, χ, χ˙, I, I˙, S, S˙) =
ˆ
Q
(
p · v + ρ
(
∂tχ+ v ·∇χ
))
d3x−
ˆ
Q
HT(p, ρ) d
3x
− ǫ2
ˆ
Q
I (∂tS + v ·∇S + cs|∇S|) d
3x. (172)
Here the mean velocity v is defined as v
.
= −∂th · (∇h)
−1, and the Hamiltonian for the
isothermal fluid is given by
HT(p, ρ)
.
=
|p|2
2ρ
+ c2sρ ln
(
ρ
ρ0
)
. (173)
The parameters cs and ρ0 are the sound speed and reference mass density, respectively.
Equations (167)–(170) are embedded in the Euler–Lagrange equations obtained when varying
the action AT with respect to h, p, ρ, χ, I, and S.
Proof. Since AT is functional of paths [t1, t2] → C0, we can vary the fields (h,p, ρ, χ, I, S)
independently. Moreover, varying the action with respect to the fields (h,p, ρ, χ) ∈ C0
follows an almost identical procedure as that given in the proof of Proposition 1. Varying
the action with respect to p leads to v = p/ρ. Varying the action with respect to the scalar
field χ gives
∂tρ+∇ · (vρ) = 0. (174)
Substituting v = p/ρ into the equation above trivially leads to Eq. (167). Varying the action
with respect to ρ gives
∂tχ+ (v ·∇)χ = −
|p|2
2ρ2
+ c2s ln
(
ρ
ρ0
)
+ c2s. (175)
Varying h leads to
∂t(p+ ρ∇χ−I∇S) +∇ · (v⊗ (p+ ρ∇χ−I∇S)) + (∇v) · (p+ ρ∇χ−I∇S) = 0. (176)
By substituting Eqs. (174) and (175) into Eq. (176) and following a similar algebraic manip-
ulation as in the proof of Proposition 1, one can recover Eq. (168) from Eq. (176). Finally,
varying the action AT with respect to I and S leads to Eqs. (169) and (170), respectively.
Thus, we have shown that Eqs. (167)–(170) are embedded in the Euler–Lagrange equations
associated to the action AT.
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B. Why are the wave–mean-flow equations variational?
The proof of Theorem 5 gave no indication as to why the leading-order wave-mean-flow
equations arise from a variational principle. We now want to give a principled explanation
for this result using the machinery developed in this paper. One indication that the wave–
mean-flow equations might be variational is that the parent isothermal fluid equations (150)
and (151), where we started our asymptotic analysis, also come from a variational principle.
This can be easily proven because the isothermal fluid equations comprise a special case of
the LBEP equations discussed in Sec. III. Hence, we can readily write a variational principle
for Eqs. (150) and (151), which is given below.
Corollary 2. Let AT be the action functional defined on the space of paths [t1, t2]→ C0 such
that
AT =
ˆ t2
t1
LT(h(t), h˙(t),p(t), p˙(t), ρ(t), ρ˙(t), χ(t), χ˙(t)) dt, (177)
where
LT(h, h˙,p, p˙, ρ, ρ˙, χ, χ˙) =
ˆ
Q
p · v d3x+
ˆ
Q
(χ˙ + v ·∇χ) ρ d3x−
ˆ
Q
HT(p, ρ) d
3x (178)
and the Hamiltonian HT is defined in Eq. (173).
A path t 7→ (h(t),p(t), ρ(t), χ(t)) ∈ C0 is a critical point of the action functional (177)
for isothermal fluids if and only if h, p, ρ, and χ satisfy the following system of PDEs:
∂th = −
p
ρ
·∇h (179)
∂tp+∇ ·
(
p⊗ p
ρ
)
= −c2s∇ρ (180)
∂tρ+∇ · p = 0 (181)
∂tχ +
p
ρ
·∇χ = −
|p|2
2ρ2
+ c2s ln
(
ρ
ρ0
)
+ c2s. (182)
Proof. This is directly verified by substituting Eqs. (177)–(178) into Eqs. (69)–(72) in Propo-
sition 1.
Remark 10. It is clear that the isothermal fluid equations (150) and (151) are simply em-
bedded into the LBEP equations above.
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The next indication is that, in order to explicitly introduce a scale separation into the
fluid equations, the next step we used in the analysis of Sec. VIA was passing to the NL-
WKB extension of the isothermal fluid equations [see Eqs. (152) and (153)]. Following our
results from Sec. IV, these equations are variational as well! The precise statement of this
observation is as follows.
Corollary 3. Let γ : [t1, t2] → ℓC0 × C
∞(Q, S1) be a smooth curve with components γ =
(h˜, p˜, ρ˜, χ˜, S). Let the functional A˜(γ) =
´ t2
t1
L˜T(γ(t), ∂tγ(t)) dt be defined such that
L˜T(h˜, p˜, ρ˜, χ˜, S,
˙˜
h, ˙˜ρ, ˙˜χ, S˙) =
 ˆ
Q
(
p˜ · v˜ + ρ˜ ˙˜χ+ ǫ−1ρ˜ S˙∂θχ˜+ ρ˜v˜ ·∇
S/ǫχ˜
)
d3x dθ
−
 ˆ
Q
HT(p˜, ρ˜) d
3x dθ, (183)
where v˜ is defined in Eq. (89). Then, the curve γ is a (fixed-endpoint) critical point of A˜(γ)
if and only if the component functions (h˜, p˜, ρ˜, χ˜, S) satisfy
∂
S/ǫ
t h˜ = −
p˜
ρ˜
·∇S/ǫh˜ (184)
∂
S/ǫ
t p˜+∇
S/ǫ ·
(
p˜⊗ p˜
ρ˜
)
= −c2s∇
S/ǫρ˜ (185)
∂
S/ǫ
t ρ˜+∇
S/ǫ · p˜ = 0 (186)
∂
S/ǫ
t χ˜+
p˜
ρ˜
·∇S/ǫχ˜ = −
|p˜|2
2ρ˜2
+ c2s ln
(
ρ˜
ρ0
)
+ c2s. (187)
Proof. This is immediately verified by substituting Eq. (183) into the result in Theorem 3.
The question that now remains to be answered is whether the variational structure un-
derlying the NL-WKB extension of the isothermal fluid equations is somehow compatible
with the asymptotics leading to the wave–mean-flow equations (167)–(170). A geometrically
satisfying way to address this question is through the application of a dynamical systems
tool known as slow-manifold reduction.
The concept of slow manifolds originated from the theory of fast-slow dynamical systems,
which essentially are singularly perturbed dynamical systems.13,14 Before explaining the role
played by slow manifolds in our example, we will first give a quick overview of slow manifold
theory.
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Definition 14 (Fast-slow dynamical system). Let X, Y be Banach spaces and ǫ ≪ 1. A
fast-slow dynamical system is an ODE on X × Y of the form
ǫy˙ = fǫ(x, y), x˙ = gǫ(x, y), (188)
with Dyf0(x, y) : Y → Y an isomorphism when (x, y) ∈ f
−1
0 ({0}). The functions fǫ and gǫ
are required to depend smoothly on ǫ in such a manner that fǫ, gǫ = O(1) as ǫ→ 0.
By convention, the variable y is called the “fast” variable, while the variable x is called
the “slow” variable. For fast-slow dynamical systems, it then follows that invariant mani-
folds given as graphs over the slow variables satisfy a nonlinear (functional) PDE. This is
illustrated below.
Lemma 5. Suppose a fast-slow dynamical systems admits an invariant manifold Iǫ of the
form Iǫ = {(x, y) ∈ X × Y |y = y
⋆
ǫ (x)} for some smooth map y
⋆
ǫ : X → Y . Then,
ǫDy⋆ǫ (x)[g(x, y
⋆
ǫ (x))] = f(x, y
⋆
ǫ (x)), (189)
for each x ∈ X.
Proof. Supposing y = y⋆ǫ (x), one then inserts this into ǫy˙ = f(x, y). Using the chain rule
and substituting the time-evolution equation for x leads to the claimed result.
Definition 15 (Slow manifold). If Iǫ is an invariant manifold given as the graph of y
⋆
ǫ : X →
Y , Iǫ is a slow manifold when y
⋆
ǫ (x) is a formal power series solution of Eq. (189).
Of the invariant manifolds given as graphs, slow manifolds play a special role for several
reasons. First of all, slow manifolds are unique; i.e., if Iǫ and I
′
ǫ are two slow manifolds, then
Iǫ = I
′
ǫ. Moreover, the formal power series expansion of the graphing function y
⋆
ǫ (x) may be
obtained using explicit formulas. In addition, dynamics restricted to the slow manifold is
indeed slow; it is simple to check that the time derivatives of both the fast and slow variables
are O(1) on the slow manifold. The slow manifold may therefore be interpreted intuitively
as the region in phase space where the fast degrees of freedom are not excited.
For the purposes of the present discussion, a crucial result on slow-manifold dynamics
is that they inherit Hamiltonian structure from the parent fast-slow system whenever the
larger system has such a structure. One way to state this fact precisely is as follows.
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Theorem 6 (Inheritance of Hamiltonian structure). Consider a fast-slow system satisfying
the variational principle
δA = δ
ˆ t2
t1
(
Θǫ(x(t), y(t))[x˙(t), y˙(t)]−Hǫ(x(t), y(t))
)
dt = 0, (190)
with δ(x(t1), y(t1)) = δ(x(t2), y(t2)) = 0. Here Θǫ is an ǫ-dependent one-form on X × Y ,
and Hǫ is an ǫ-dependent smooth function on X × Y . Suppose a slow manifold exists where
y = y⋆ǫ (x). Then, the slow dynamics for the variable x ∈ X satisfy the variational principle
δAslow = δ
ˆ t2
t1
(Θslow(x(t))[x˙(t)]−Hslow(x(t))) dt = 0, (191)
with δx(t1) = δx(t2) = 0. Here Θslow(x)[δx]
.
= Θ(x, y⋆ǫ (x))[δx,Dy
⋆
ǫ (x)[δx]], and Hslow(x)
.
=
H(x, y⋆ǫ (x)).
Proof. With the given boundary conditions, it is clear that δA = 0 holds even if the trajec-
tory t 7→ (x(t), y(t)) that is subject to variations lies in the slow manifold, i.e. y(t) = y⋆ǫ (x(t)),
since δy(t1,2) = Dy
⋆
ǫ (x(t1,2)) δx(t1,2) = 0. In particular, δA = 0 when variations are con-
strained to lie along the slow manifold. This is equivalent to saying that the first variation of
Aslow, which is A restricted to paths contained in the slow manifold, is zero along a solution
contained in the slow manifold. After restriction to the slow manifold, the two terms in the
integrand of A may be written
Θǫ(x, y
⋆
ǫ (x))
[
x˙,
d
dt
y⋆ǫ (x)
]
= Θǫ(x, y
⋆
ǫ (x)) [x˙, Dy
⋆
ǫ (x) x˙] = Θslow(x)[x˙], (192)
and Hǫ(x, y
⋆
ǫ (x)) = Hslow(x). (We have omitted writing the time dependence explicitly.)
Thus, Aslow may be written as in the Theorem statement. Moreover, we have already
argued δAslow = 0 along any solution of the fast-slow system contained in the slow manifold.
This completes the proof.
We will now argue that Theorem 6 may be used to systematically derive the variational
principle for the leading-order wave–mean-flow equations (167)–(170). The first thing to
be verified is that the NL-WKB extension of the isothermal fluid equations (184)–(187),
together with the dispersion relation (170) for specifying the dynamics of S, indeed form a
fast-slow system. If this is the case, then by Theorem 6, slow-manifold reduction will allow
us to construct a variational principle for the slow, wave–mean-flow system. Our argument
will then be complete if we can show that the variational principle given by Theorem 6
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reproduces the variational principle from Theorem 5. The rest of this subsection will be
devoted to establishing that Eqs. (184)–(187), together with the dispersion relation (170),
comprise a fast-slow system. The following subsection will sketch the details of manipulating
Aslow from Theorem 6 in order to produce AT from Theorem 5.
As in the previous section, we consider only high-frequency, small-amplitude waves.
Hence, we adopt the parameterization given in Eqs. (154) for the fields ρ˜ and p˜. Although
it is not technically necessary for the slow-manifold analysis, we shall also parameterize the
back-to-labels map h˜ by following the generalized-Lagrangian-mean (GLM) approach pro-
posed by Andrew and McIntyre.15 For more information on this approach, we recommend
reading as well the works by Holm and Gjaja,8,16–18 as well as Buhler’s accessible book.19 In
GLM theory, one introduces a space Q that is diffeomorphic to Q and that is interpreted as
the collection of “mean” Eulerian positions. Then h˜ is written as the composition of a mean
component h ∈ Diff(Q,Q0) and a fluctuating component τ̂ ∈ Diff(Q,Q), i.e. h˜ = h ◦ τ̂ .
Additionally, and in order to uniquely specify τ̂ , we consider τ̂ to be a near-identity trans-
formation of the form
τ̂ (x) = x+ ǫ2α̂(x), (193)
where α̂ : Q → R3 satisfies
ffl
α̂ dθ = 0. Finally, we shall parameterize the Lagrange
multiplier χ˜ according to
χ˜ = χ+ ǫ2χ̂, (194)
where
ffl
χ̂ dθ = 0.
Proposition 9. With the parameterizations given in Eqs. (154), (193), and (194), Eqs. (184)–
(187), together with the dispersion relation (170), are equivalent to a fast-slow dynamical
system.
Proof. We begin by inspecting the equations of motion for the mean fields. Upon θ-averaging
Eqs. (184)–(187), we immediately obtain
∂th = −
p
ρ
·∇h+O(ǫ2) (195)
∂tp = −∇ ·
(
p˜⊗ p˜
ρ˜
)
− c2s∇ρ (196)
∂tρ = −∇ · p (197)
∂tχ = −
(
p˜
ρ˜
)
·∇χ− ǫ
p˜
ρ˜
·∇S∂θχ̂−
|p˜|2
2ρ˜2
+ c2sln
(
ρ˜
ρ0
)
+ c2s, (198)
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where in the first equation we used ∂
S/ǫ
t h˜ = ∂th+O(ǫ
4) and (p˜/ρ˜) ·∇S/ǫh˜ = −(p/ρ) ·∇h+
O(ǫ2). We have also introduced the shorthand notation Q =
ffl
Qdθ for denoting averages
over θ. When comparing Eqs. (195)–(198) to Definition 14, it so far seems that the variables
(h,p, ρ, χ) ∈ C0 should be included amongst the slow variables. Additionally, according to
the dispersion relation (170), the time derivative ∂tS = O(1), suggesting that S should be a
slow variable.
Let us next examine the dynamical equations for the fluctuating quantities. A straight-
forward calculation leads to
ǫ∂tα̂ = −
(
∂tS +
p
ρ
·∇S
)
∂θα̂−
(
p̂
ρ
−
p
ρ
ρ̂
ρ
)
+O(ǫ) (199)
ǫ∂tp̂ = −
[(
∂tS +
p
ρ
·∇S
)
I+
p⊗∇S
ρ
]
· ∂θp̂+
(
∇S · p
ρ2
p− c2s∇S
)
∂θρ̂+O(ǫ) (200)
ǫ∂tρ̂ = −∂tS ∂θρ̂−∇S · ∂θp̂+O(ǫ) (201)
ǫ∂tχ̂ = −
(
∂tS +
p
ρ
·∇S
)
∂θχ̂−
(
p̂
ρ
−
p
ρ
ρ̂
ρ
)
·∇χ−
p · p̂
ρ2
+
|p|2
ρ2
ρ̂
ρ
+ c2s
ρ̂
ρ
+O(ǫ), (202)
where we have omitted O(ǫ) terms related to nonlinearities in the fluctuations and O(ǫ)
terms involving spatial derivatives. These omissions are motivated by the fact that, in order
to prove the singularly-perturbed dynamical system ǫy˙ = fǫ(x, y), x˙ = gǫ(x, y) is in fact a
fast-slow system, it is enough to check that fǫ, gǫ = O(1) and that Dyf0 is invertible along
the zero level of f0.
At first glance, Eqs. (199)–(202) seem to suggest that α̂, p̂, ρ̂ and χ̂ should be fast vari-
ables. Indeed, the time derivative of each of these fields is generically O(ǫ−1). However,
there happens to be a non-trivial combination of these quantities whose time derivative is
O(ǫ). It is straightforward to verify that the field λ̂ : Q× S1 → R given by
λ̂ = ρ̂+
p̂ · ∇S
cs|∇S| − p · ∇S/ρ
(203)
satisfies ∂tλ̂ = O(1). This suggests that a viable set of slow variables might be x =
(h,p, ρ, χ, λ̂) with corresponding fast variables y = (α̂, p̂, χ̂). The rest of the proof will
be devoted to showing that, when expressed in terms of x and y, Eqs. (184)–(187), together
with the dispersion relation (170), do in fact comprise a fast-slow dynamical system.
In order to write Eqs. (184)–(187) and the dispersion relation (170) in terms of x and y,
it is only necessary to exchange the dependent variable ρ̂ with the new dependent variable
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λ̂. Because this change of dependent variables is independent of ǫ, our calculations so far
already demonstrate that dx/dt = O(ǫ). In order to prove that we have identified the correct
fast and slow variables, we therefore only have to show that ǫdy/dt = f0(x, y) + O(ǫ) and
that Dyf0(x, y) is invertible along the zero level of f0.
In order to identify f0(x, y), we substitute the definition of λ̂ given by Eq. (203) into
Eqs. (199), (200), and (202), thereby obtaining
ǫ∂tα̂ =cs|∇S|∂θα̂−
[
I+
1
1− ek · (p/ρ)/cs
(p/ρ)
cs
⊗ ek
]
·
p̂
ρ
+
λ̂
ρ
p
ρ
+O(ǫ) (204)
ǫ∂tp̂ =
[
cs|∇S| (I+ ek ⊗ ek)−
(I− ek ⊗ ek) · (p/ρ)⊗∇S
1− ek · (p/ρ)/cs
]
· ∂θp̂
−∇S ·
[
c2sI−
p⊗ p
ρ2
]
∂θλ̂+O(ǫ) (205)
ǫ∂tχ̂ =cs|∇S|∂θχ̂−
[
p
ρ
+∇χ+
[(p/ρ) · ∇χ+ |p/ρ|2 + c2s]
cs − (p/ρ) · ek
ek
]
·
p̂
ρ
+
[
(p/ρ) · ∇χ + |p/ρ|2 + c2s
] λ̂
ρ
. (206)
These expressions show that f0(x, y) is of the form f0(x, y) = A(x)[y] + C(x), where A(x) :
Y → Y is a linear map and C(x) ∈ Y is independent of y. In particular, the derivative of f0
with respect to y is given by Dyf0(x, y) = A(x). Thus, for any (x, y) ∈ X × Y , Dyf0(x, y)
is invertible if and only if A(x) is invertible.
We will now complete the proof by showing that A(x) is invertible for all x ∈ X that
satisfy ∇S(x) 6= 0 for all x ∈ Q. Fix δy = (δα̂, δp̂, δχ̂) ∈ Y . If there is a y = (α̂, p̂, χ̂) that
solves the equation A(x)[y] = δy, then, by Eqs. (204)-(206), y must satisfy
δα̂ =cs|∇S|∂θα̂−
[
I+
1
1− ek · (p/ρ)/cs
(p/ρ)
cs
⊗ ek
]
·
p̂
ρ
(207)
δp̂ =
[
cs|∇S| (I+ ek ⊗ ek)−
(I− ek ⊗ ek) · (p/ρ)⊗∇S
1− ek · (p/ρ)/cs
]
· ∂θp̂ (208)
δχ̂ =cs|∇S|∂θχ̂−
[
p
ρ
+∇χ+
[(p/ρ) · ∇χ+ |p/ρ|2 + c2s]
cs − (p/ρ) · ek
ek
]
·
p̂
ρ
. (209)
By decomposing Eq. (208) into components parallel and perpendicular to ∇S, it is straight-
forward to show that ∂θp̂ must be given by
∂θp̂ =
1
2cs|∇S|
[
2I− ek ⊗ ek + [I− ek ⊗ ek] ·
(p/ρ)⊗ ek
cs − ek · (p/ρ)
]
· δp̂
≡
1
cs|∇S|
T · δp̂, (210)
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which implies p̂ = (cs|∇S|)
−1
T · I[δp̂], where I[δp̂] is the unique θ-antiderivative of δp̂ with
zero mean, i.e.
I[δp̂](θ) =
ˆ θ
0
p̂(θ) dθ −
 (ˆ θ
0
p̂(θ) dθ
)
dθ. (211)
By substituting this expression for p̂ into Eqs. (207) and (209), it follows that α̂ and χ̂ must
be given by
α̂ =
1
cs|∇S|
I[δα̂] +
1
(cs|∇S|)2
[
I+
(p/ρ)⊗ ek
cs − ek · (p/ρ)
]
· T · I2[δp̂/ρ] (212)
χ̂ =
1
cs|∇S|
I[δχ̂] +
1
(cs|∇S|2)
[
p
ρ
+∇χ+
[(p/ρ) · ∇χ+ |p/ρ|2 + c2s]
cs − (p/ρ) · ek
ek
]
· T · I2
[
δp̂
ρ
]
,
(213)
where I2[δp̂/ρ] = I[I[δp̂/ρ]] denotes the antiderivative operator applied two times. Thus, if
there is a y satisfying A(x)[y] = δy, then that y is unique. Conversely, by substituting the
above expressions for y back into A(x)[y] = δy, we conclude that a solution y exists for any
δy. Therefore A(x) is invertible as claimed.
Remark 11. In the above Proposition, the dispersion relation (170) plays two important
roles. First, it supplies an evolution equation for S. This is necessary for the Proposition to
work because if the dispersion relation was not imposed, then Eqs. (184)–(187) would not
specify a dynamical system, let alone a fast-slow dynamical system. Second, it ensures that
the system supports wave motion whose asymptotic behavior is captured by the NL-WKB
ansatz.
Remark 12. As is true of all fast-slow systems, Eqs. (184)–(187), together with the dispersion
relation (170), admit a slow manifold. In terms of the fast and slow variables identified in
the proof of the Proposition, the slow manifold is a subset of X×Y of the form Iǫ = {(x, y) ∈
X×Y | y = y⋆ǫ (x)}, where y
⋆
ǫ is the so-called slaving function. Using the expressions for the
inverse of A(x) from the proof, it is straightforward to find the leading-order term in slaving
function y⋆0(x) = (α̂
⋆
0, p̂
⋆
0, χ̂
⋆
0). We have
α̂⋆0 =
1
2|∇S|
[
1−
ek · (p/ρ)
cs
]
I[λ̂/ρ]ek (214)
p̂⋆0 =
1
2
λ̂cs
[
1−
(
ek · (p/ρ)
cs
)2]
ek +
1
2
λ̂cs
[
1−
(
ek · (p/ρ)
cs
)]
[I− ek ⊗ ek] ·
p
csρ
(215)
χ̂⋆0 =
1
2|∇S|
[ek · (p/ρ+∇χ)− cs]
[
1−
ek · (p/ρ)
cs
]
I[λ̂/ρ]. (216)
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While it was convenient to introduce the dependent variable λ̂ for the sake of showing
equivalence with a fast-slow system, now that the existence of the slow manifold has been
established, we are free to express the slow manifold in terms of ρ̂ instead of λ̂. By a slight
abuse of notation, the slow manifold may written in terms of ρ̂ as
Iǫ = {(h,p, χ, ρ̂, S, α̂, p̂, χ̂) | α̂ = α̂
⋆
ǫ , p̂ = p̂
⋆
ǫ , χ̂ = χ̂
⋆
ǫ}, (217)
where now y∗ǫ = (α̂
⋆
ǫ , p̂
⋆
ǫ , χ̂
⋆
ǫ) is a function of (h,p, χ, ρ̂, S). In this alternate representation,
the leading-order terms in the slaving functions are given by:
α̂⋆0 =
ek
|∇S|
I[ρ̂/ρ] (218)
p̂⋆0 =p
ρ̂
ρ
+ csρ̂ ek (219)
χ̂⋆0 =
1
|∇S|
(
ek ·∇χ +
p
ρ
· ek − cs
)
I[ρ̂/ρ]. (220)
We remind the reader that the antiderivative operator I was defined in Eq. (211).
Remark 13. We are now in a good position to prove Proposition 8.
proof of Proposition 8. In Corollary 3, we demonstrated that the NL–WKB extension of the
isothermal fluid equations (152) and (153) is variational. Additionally, Theorem 3 shows
that all extLBEP fluid equations imply a wave-action conservation equation (108). Upon
substituting the action (183) and the Hamiltonian (173) into Eq. (108), we obtain
∂t
 
I˜ dθ +∇ ·
 
p˜
ρ˜
I˜ dθ = 0. (221)
The specific wave action density I˜ is given by Eq. (103), which we rewrite below for clarity:
I˜ = ρ˜ ∂θχ˜+ (p˜+ ρ˜∇
Sχ˜) · ζ˜. (222)
Here ζ˜ = −(∂θh˜) · (∇h˜ + ǫ
−1
∇S ⊗ ∂θh˜)
−1. Let us now calculate the terms in Eqs. (221)
and (222) by substituting the leading-order slaving functions (218)–(220). Specifically, when
inserting h˜ = h ◦ τ̂ and τ̂ (x) ≃ x+ ǫ2α̂⋆0(x) into ζ˜, we obtain
ζ˜ = −ǫ2∂θα̂
⋆
0 + ǫ
3(∂θα̂
⋆
0 ·∇S)∂θα̂
⋆
0 +O(ǫ
4). (223)
We then substitute this result as well as the parameterizations (154), (193), and (194) and
the leading-order slaving functions (218)–(220) into the first term in Eq. (221). We obtain
 
I˜ dθ = −ǫ3
 
ρ
cs
|∇S|
(
ρ̂
ρ
)2
+O(ǫ4) = −ǫ3I +O(ǫ4), (224)
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where I is the wave action density defined in Eq. (163). For the second term in Eq. (221),
a similar calculation leads to
 
p˜
ρ˜
I˜ dθ =
 (
p
ρ
+ ǫ
p̂⋆0
ρ
− ǫ
p
ρ
ρ̂
ρ
+O(ǫ2)
)
I˜ dθ
=
p
ρ
 
I˜ dθ + ǫ
 (
p̂⋆0
ρ
−
p
ρ
ρ̂
ρ
+O(ǫ)
)
I˜ dθ
= −ǫ3
(
p
ρ
+ csek
)
I +O(ǫ4). (225)
Finally, inserting Eqs. (224) and (225) into Eq. (221) leads to our claim in Proposition 8.
C. Calculation of the effective action AT
In the previous section Sec. VIB, we gave the general arguments explaining why the
wave–mean-flow equations (167)–(170) are variational. We also broadly discussed how to
calculate the effective action (171) for wave–mean-flow interactions by using slow-manifold
reduction (see Theorem 6). In this section, we present some of the technical details in
obtaining Eq. (171).
We start from the NL–WKB extended action (183) for the isothermal fluid equations.
As was done in the proof of Theorem 4, we apply a phase shift to the fields. This gives
L˜T =
ˆ
Q
 (
p˜S/ǫ · v˜S/ǫ + ρ˜S/ǫ
(
∂tχ˜
S/ǫ + v˜S/ǫ ·∇χ˜S/ǫ
))
dθ dx−
ˆ
Q
 
HT(p˜
S/ǫ, ρ˜S/ǫ) dθ dx,
(226)
where the superscript “S/ǫ” denotes that θ angle is shifted by S/ǫ (see Definition 11).
As it was explained in Theorem 6, after a slow manifold Iǫ has been identified, one can
restrict the action of the parent fast-slow system onto the slow manifold Iǫ in order to obtain
an effective action for the slow variables only. Following this same procedure, we substitute
the parameterizations (154), (193), and (194) into Eq. (226). We then restrict the fast
variables (α̂, p̂, χ̂) to the slow manifold by using Eqs. (218)–(220). This leads to
L˜T =
ˆ
Q
 (
p˜
⋆S/ǫ
0 · v˜
⋆S/ǫ
0 + ρ˜
S/ǫ
(
∂tχ˜
⋆S/ǫ
0 + v˜
⋆S/ǫ
0 ·∇χ˜
⋆S/ǫ
0
))
dθ dx−
ˆ
Q
 
HT(p˜
⋆S/ǫ
0 , ρ˜
S/ǫ) dθ dx,
(227)
where p˜
⋆S/ǫ
0 = p + ǫp̂
⋆S/ǫ
0 and similarly for the rest of the variables restricted to the slow
manifold. From hereon, we shall consider the Lagrangian (227) restricted to the lowest-order
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slaving functions. Hence, to simplify our notation, we shall omit the “0” subscript when
referring to the lowest-order slaving functions (218)–(220).
Before explicitly substituting the expressions for α̂⋆, p̂⋆, and χ̂⋆ into Eq. (227), it con-
venient to first perform a variable transformation. (The following transformation is closely
related to the well-known oscillation-center transform used in kinetic theories for plasma–
wave interactions.20) First, we note that the velocity
v˜⋆S/ǫ = −∂th˜
⋆S/ǫ · (∇h˜⋆S/ǫ)−1 = −∂t(h ◦ τ˜
⋆S/ǫ) · [∇(h ◦ τ˜ ⋆S/ǫ)]−1 (228)
can be written as
v˜⋆S/ǫ = (τ˜ ⋆S/ǫ)∗(v − ν˜⋆S/ǫ), (229)
where (τ˜ ⋆S/ǫ)∗ is the pullback associated to τ˜ ⋆S/ǫ, v is the mean Lagrangian velocity
v
.
= −∂th · (∇h)
−1, (230)
and ν˜⋆S/ǫ is the velocity associated to τ˜ ⋆S/ǫ:
ν˜⋆S/ǫ
.
= ∂t(τ˜
⋆S/ǫ) ◦ (τ˜ ⋆S/ǫ)−1. (231)
In order to simplify the expression for the velocity (229), it is convenient to apply the
pushforward τ˜
⋆S/ǫ
∗ to the symplectic part of the Lagrangian (227). This leads to
L˜T =
ˆ
Q
 (
τ˜ ⋆S/ǫ∗ p˜
⋆S/ǫ ·
(
v − ν˜⋆S/ǫ
)
+ τ˜ ⋆S/ǫ∗ ρ˜
S/ǫ
(
∂tϕ˜
⋆S/ǫ + v ·∇ϕ˜⋆S/ǫ
))
dθ d3x
−
ˆ
Q
 
H(p˜⋆S/ǫ, ρ˜S/ǫ) dθ d3x, (232)
Some remarks should be given on the symbols appearing in Eq. (232). First, the term
τ˜
⋆S/ǫ
∗ p˜
S/ǫ is understood as the τ˜
⋆S/ǫ
∗ acting on p˜⋆S/ǫ which is treated as a one-form density
in the domain Q. Similarly, τ˜
⋆S/ǫ
∗ ρ˜⋆S/ǫ is interpreted as the pull-back τ˜
⋆S/ǫ
∗ acting on ρ˜S/ǫ
treated as a three-form in the domain Q. We also introduced a new variable
ϕ˜⋆S/ǫ = τ˜ ⋆S/ǫ∗ χ˜
⋆S/ǫ, (233)
which is a scalar in the domain Q. Finally, we used the Lie derivative theorem to es-
tablish the identities ∂tχ˜
⋆S/ǫ = ∂t[(τ˜
⋆S/ǫ)∗ϕ˜⋆S/ǫ] = (τ˜ ⋆S/ǫ)∗∂tϕ˜
⋆S/ǫ + (τ˜ ⋆S/ǫ)∗Lν˜⋆S/ǫϕ˜
⋆S/ǫ and
Lv˜⋆S/ǫχ˜
⋆S/ǫ = (τ˜ ⋆S/ǫ)∗Lv−ν˜⋆S/ǫϕ˜
⋆S/ǫ. Note that, by applying the pushforward τ˜
⋆S/ǫ
∗ , we were
able to replace the oscillating velocity v˜⋆S/ǫ appearing in the v˜⋆S/ǫ ·∇χ˜⋆S/ǫ term of Eq. (226)
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with the mean Lagrangian velocity v. This was originally the main motivation for the
transformation.
The next step is to explicitly calculate the terms ν˜⋆S/ǫ, τ˜
⋆S/ǫ
∗ p˜
⋆S/ǫ, τ˜
⋆S/ǫ
∗ ρ˜S/ǫ, and ϕ˜⋆S/ǫ
appearing in Eq. (232). Let us first start by calculating ν˜⋆S/ǫ in Eq. (231). Since (τ˜ ⋆S/ǫ)−1
is a near-identity transformation, one can verify that (τ˜ ⋆S/ǫ)−1(x) = x− ǫ2α̂⋆S/ǫ(x)+O(ǫ3).
Substituting this into Eq. (231) gives
ν˜⋆S/ǫ = [ǫ(∂tS)∂θα̂
⋆S/ǫ + ǫ2(∂tα̂)
⋆S/ǫ] ◦ (id− ǫ2α̂⋆S/ǫ) +O(ǫ3)
= (1− ǫ2α̂⋆S/ǫ ·∇)
(
ǫ(∂tS)∂θα̂
⋆S/ǫ + ǫ2(∂tα̂)
⋆S/ǫ
)
+O(ǫ3)
= ǫ(∂tS)∂θα̂
⋆S/ǫ + ǫ2(∂tα̂)
⋆S/ǫ − ǫ2(∇S · α̂⋆S/ǫ)(∂tS)∂
2
θ α̂
⋆S/ǫ +O(ǫ3)
= ǫ(∂tS)∂θα̂
⋆S/ǫ + ǫ2(∇S · ∂θα̂
⋆S/ǫ)(∂tS)∂θα̂
⋆S/ǫ
+ ǫ2(∂tα̂
⋆)S/ǫ − ǫ2∂θ
(
(∇S · α̂⋆S/ǫ)(∂tS)∂θα̂
⋆S/ǫ
)
+O(ǫ3)
= ǫ(∂tS)∂θα̂
⋆S/ǫ + ǫ2(∇S · ∂θα̂
⋆S/ǫ)(∂tS)∂θα̂
⋆S/ǫ + ǫ2Osc. (234)
Here the term “ǫ2Osc” means that we have neglected O(ǫ3) terms and that we have omitted
writing fluctuating terms that are O(ǫ2) whose θ-average is zero. Since we are only calcu-
lating the effective Lagrangian up to O(ǫ2), it is safe to omit those terms since they will not
contribute anything once the Lagrangian (232) is explicitly θ-averaged. More specifically,
the term ǫ(∂tS)∂θα̂
⋆S/ǫ is kept because it could later multiply another O(ǫ) term in the La-
grangian (232). The term ǫ2(∇S · ∂θα̂
⋆S/ǫ)(∂tS)∂θα̂
⋆S/ǫ is also kept because it is quadratic
in ρ̂, so it has a non-zero θ-average. The term ǫ2(∂tα̂
⋆)S/ǫ is omitted because it is oscillatory
so its θ-average is zero. Also, the term ǫ2∂θ((∇S · α̂
⋆S/ǫ)(∂tS)∂θα̂
⋆S/ǫ) is omitted because it
is as a total derivative in θ, which will vanish when integrating over θ. Finally, substituting
the expression for α̂⋆S/ǫ in Eq. (218) gives
ν˜⋆S/ǫ = ǫek
∂tS
|∇S|
ρ̂S/ǫ
ρ
+ ǫ2ek
∂tS
|∇S|
(
ρ̂S/ǫ
ρ
)2
, (235)
where ek
.
=∇S/|∇S|.
Let us now proceed by calculating the term τ˜
⋆S/ǫ
∗ ρ˜S/ǫ appearing in Eq. (232). Remem-
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bering that the density should be considered as a 3-form, we obtain
τ˜ ⋆S/ǫ∗ (ρ˜
S/ǫd3x) = ρ˜S/ǫ ◦ (τ˜ ⋆S/ǫ)−1 det(∇(τ˜ ⋆S/ǫ)−1) d3x
= ρ˜S/ǫ ◦ (id − ǫ2α̂⋆S/ǫ) det(I− ǫ2∇α̂⋆S/ǫ) d3x+O(ǫ3)
= (ρ˜S/ǫ − ǫ2α̂⋆S/ǫ ·∇ρ˜S/ǫ)(1− ǫ2∇ · α̂⋆S/ǫ) d3x+O(ǫ3)
= ρ˜S/ǫd3x− ǫ2∇ · (α̂⋆S/ǫρ˜S/ǫ) d3x+O(ǫ3)
= ρ d3x+ ǫρ̂S/ǫd3x− ǫ2∇ · (α̂⋆S/ǫρ) d3x− ǫ3∇ · (α̂⋆S/ǫρ̂S/ǫ) d3x+O(ǫ3)
= ρ d3x+ ǫρ̂S/ǫd3x− ǫ∇S · (∂θα̂
⋆S/ǫρ) d3x− ǫ2∇S · ∂θ(α̂
⋆S/ǫρ̂S/ǫ) d3x+O(ǫ3)
= ρ d3x+ ǫ2Osc, (236)
where in the last line, we substituted Eq. (218) so that∇S · (∂θα̂
⋆S/ǫρ) = ρ̂S/ǫ. We also used
the well-known formula for the determinant of a near-identity matrix:
det(I− ǫ2∇α̂⋆S/ǫ)
= 1− ǫ2Tr(∇α̂⋆S/ǫ)−
ǫ4
2
(
Tr2(∇α̂⋆S/ǫ)− Tr(∇α̂⋆S/ǫ)2
)
+O(ǫ6)
= 1− ǫ2∇ · α̂⋆S/ǫ −
ǫ4
2
(
(∇ · α̂⋆S/ǫ)2 − (∇α̂⋆S/ǫ :∇ α̂⋆S/ǫ)
)
+O(ǫ6)
= 1− ǫ2∇ · α̂⋆S/ǫ −
ǫ2
2
(
(∇S · ∂θα̂
⋆S/ǫ)2 − (∇S ⊗ ∂θα̂
⋆S/ǫ :∇S ⊗ ∂θα̂
⋆S/ǫ)
)
+O(ǫ4)
= 1− ǫ2∇ · α̂⋆S/ǫ +O(ǫ4). (237)
where at the end, the terms in parentheses cancel because α̂⋆ is parallel to ∇S.
In a similar manner, we can calculate the term τ˜
⋆S/ǫ
∗ p˜
⋆S/ǫ. Note, however, that we should
consider p˜⋆S/ǫ as a one-form density so that the above is written as τ˜
S⋆/ǫ
∗ (p˜⋆S/ǫ · dx⊗ d3x).
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A direct calculation leads to
τ˜ ⋆S/ǫ∗ (p˜
⋆S/ǫ · dx⊗ d3x)
= dx ·∇((τ˜ ⋆S/ǫ)−1) · (p˜⋆S/ǫ ◦ (τ˜ ⋆S/ǫ)−1)⊗ det(D(τ˜ ⋆S/ǫ)−1) d3x
= dx · (I− ǫ2∇α̂⋆S/ǫ) · (p˜⋆S/ǫ ◦ (id− ǫ2α̂⋆S/ǫ))⊗ det(I− ǫ2∇α̂⋆S/ǫ) d3x+O(ǫ3)
= dx · (I− ǫ2∇α̂⋆S/ǫ) · (p˜⋆S/ǫ − ǫ2(α̂⋆S/ǫ ·∇)p˜⋆S/ǫ)⊗ (1− ǫ2∇ · α̂⋆S/ǫ) d3x+O(ǫ3)
= dx · (I− ǫ∇S ⊗ ∂θα̂
⋆S/ǫ) · (p˜⋆S/ǫ − ǫ(α̂⋆S/ǫ ·∇S)∂θp˜
⋆S/ǫ)⊗ (1− ǫ∇S · ∂θα̂
⋆S/ǫ) d3x+ ǫ2Osc
=
(
p+ ǫp̂⋆S/ǫ − ǫ(p · ∂θα̂
⋆S/ǫ)∇S − ǫ(∇S · ∂θα̂
⋆S/ǫ)p+ ǫ2∂θ((α̂
⋆S/ǫ ·∇S)p̂⋆S/ǫ)
− ǫ2(p̂⋆S/ǫ · ∂θα̂
⋆S/ǫ)∇S + ǫ2(p · ∂θα̂
S/ǫ)(∇S · ∂θα̂
⋆S/ǫ)∇S
)
· dx⊗ d3x+ ǫ2Osc
=
(
p+ ǫcsρ̂
S/ǫek − ǫ(p · ek)(ρ̂
S/ǫ/ρ) ek − ǫ
2csρ(ρ̂
S/ǫ/ρ)2ek
)
· dx⊗ d3x+ ǫ2Osc, (238)
where in the last line, we substituted the expressions for α̂⋆ and p̂⋆ in Eqs. (218) and (219).
Finally, a far simpler calculation of ϕ˜⋆S/ǫ introduced in Eq. (233) gives
ϕ˜⋆S/ǫ = (τ˜ ⋆S/ǫ)∗χ˜
⋆S/ǫ
= χ˜⋆S/ǫ ◦ (τ˜ ⋆S/ǫ)−1
= χ˜⋆S/ǫ ◦ (id− ǫ2α̂⋆S/ǫ) +O(ǫ3)
= χ˜⋆S/ǫ − ǫ2α̂⋆S/ǫ ·∇χ˜⋆S/ǫ +O(ǫ3)
= χ+ ǫ2χ̂⋆S/ǫ − ǫ2α̂⋆S/ǫ ·∇(χ + ǫ2χ̂⋆S/ǫ) +O(ǫ3)
= χ+ ǫ2Osc. (239)
We now insert Eqs. (234), (236), (238), and (239) into the Lagrangian (232). Starting
from the first integral in Eq. (232), we substitute the obtained expressions for τ˜
S/ǫ
∗ p˜
S/ǫ and
ν˜S/ǫ. We then Whitham average, or θ average, the Lagrangian and only keep terms up to
O(ǫ2). We obtain
ˆ
Q
 
(τ˜ ⋆S/ǫ∗ p˜
⋆S/ǫ) · (v − ν˜⋆S/ǫ) dθ d3x =
ˆ
Q
(
p · v − ǫ2I(∂tS + v ·∇S)
)
d3x+O(ǫ3), (240)
where I is the wave action density introduced in Eq. (163). For the next term of the
Lagrangian (232), we substitute Eqs. (236) and (239). This leads to
ˆ
Q
 
τ˜ ⋆S/ǫ∗ ρ˜
S/ǫ
(
∂tϕ˜
⋆S/ǫ
θ + v ·∇ϕ˜
⋆S/ǫ
θ
)
dθ d3x =
ˆ
Q
ρ (∂tχ+ v ·∇χ) d
3x+O(ǫ3). (241)
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In a similar manner, substituting Eqs. (154) and (219) gives the following for the θ-averaged
Hamiltonian:
ˆ
Q
 (
|p˜⋆S/ǫ|2
2ρ˜S/ǫ
+ c2sρ˜
S/ǫ ln
(
ρ˜S/ǫ
ρ0
))
dθ d3x =
ˆ
Q
(
|p|2
2ρ
+ c2sρ ln
(
ρ
ρ0
)
+ ǫ2csI|∇S|
)
d3x+O(ǫ3).
(242)
When combining the results in Eqs. (240)–(242), we obtain the effective action given in
Eq. (171), which we rewrite below for convenience:
LT(h, h˙,p, p˙, ρ, ρ˙, χ, χ˙, I, I˙, S, S˙) =
ˆ
Q
(
p · v + ρ
(
∂tχ+ v ·∇χ
))
d3x−
ˆ
Q
HT(p, ρ) d
3x
− ǫ2
ˆ
Q
I (∂tS + v ·∇S + cs|∇S|) . (243)
In summary, in this section we have presented additional details for calculating the ef-
fective action for wave–mean-flow interactions in an isothermal fluid. Our method was pri-
marily based on slow-manifold reduction, whose general ideas were presented in Sec. VIB.
Our derivation followed to two main steps. First, we restricted the variational principle to
the slow manifold. This is essentially done by substituting the expressions obtained for the
fast variables. Second, we identified a transformation that facilitated computations of the
wave–mean-flow action.
VII. DISCUSSION
In this article we have identified the variational structure underlying the nonlinear WKB
method1,2 as it applies to ideal fluid equations in the Eulerian frame. This work therefore
compliments previous studies on variational nonlinear WKB in the mean Eulerian frame.5,6,8
Our main results concern what we have termed the nonlinear WKB extension procedure,
which is the technique used for generating a system of equations governing the profile func-
tions appearing in the nonlinear WKB ansatz. Our results may be summarized as follows.
(i) Given Eulerian fluid equations arising from an Euler-Poincare´ variational principle,3 we
have shown that the enlarged system resulting from the nonlinear WKB extension proce-
dure also arises from a variational principle. (ii) This new variational principle inherits a
“looped” version of the original system’s symmetry group. After recognizing that a sub-
group of this looped group comprises a looped version of the particle relabeling group, we
have used Noether’s theorem to identify a family of circulation invariants parameterized by
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S1. (iii) By combining the newly discovered class of variational principles with ideas from
the theory of slow manifold reduction, we have presented an example of a systematic proce-
dure for identifying variational principles governing the self-consistent interaction between
(possibly nonlinear) locally-plane waves and mean flows.
Our analysis made use of several technical assumptions that are straightforward to relax.
In particular, we restricted our attention to barotropic fluid equations that arise from a local
Lagrangian. A more general equation of state involving an advected entropy could readily
be incorporated into our discussion by an enterprising reader. Similarly, it would not be
prohibitively difficult to allow for spatial non-locality in the Lagrangian. (On the other
hand, temporal nonlocality would not be simple to include.) More generally, extensions of
our work to fluid systems not discussed in this paper may readily be accommodated as long
as the proof of Theorem 4 remains in tact.
Two key technical features that distinguish our work from much of the previous work
on variational fluid mechanics are (i) our use of the inverse of the Lagrangian configuration
map h = g−1, and (ii) our use of the fluid phase-space Lagrangian (akin to L = pq˙ −
H(q, p)). The use of h(x) instead of g(x0) allowed us to reformulate the Euler-Poincare´
approach to fluid variational principles in terms of conventional classical field theory, which
in turn enabled us to apply Whitham’s averaged Lagrangian technique in the Eulerian
frame. Our inspiration for this shift in perspective came from Ref. 21, which explains the
use of h within the theory of relativistic elastic solids. Using the phase-space Lagrangian
allowed us to apply Theorem 6 on the inheritance of Hamiltonian structure in order to
explain the variational principle underlying the interaction between small-amplitude acoustic
waves and a compressible barotropic mean flow. This same idea was used in Refs. 22 and
23 to explain the Hamiltonian structures underlying magnetohydrodynamics and kinetic
magnetohydrodynamics, respectively.
It is most interesting to compare the approach we have introduced here for variational
modeling of wave-mean-flow interaction with earlier approaches5,6,8,16–18 based on general-
ized Lagrangian mean (GLM) theory.15,19 As an intuitively appealing way of representing
waves superimposed on a mean flow, previous authors have decomposed the Lagrangian
configuration map g as the composition of a mean configuration map with a fluctuating
configuration map. This decomposition forms the foundation of GLM theory. The mean
configuration map takes values in (and in fact defines) the mean Eulerian frame, while the
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fluctuating configuration map takes values in the conventional Eulerian frame. When the
averaging operation is identified with WKB phase averaging, the prevailing trend has then
been to express the fluctuating configuration map in terms of the WKB ansatz. This ef-
fectively amounts to applying the WKB method within the mean Eulerian frame. While
this approach obfuscates the connection between wave-mean-flow dynamics and the conven-
tional Eulerian-frame WKB method, especially at higher orders in asymptotic expansions,
it is compatible with variational formulations of fluid dynamics in a simple manner. Indeed,
it is straightforward to decompose the Lagrangian configuration map in an Euler-Poincare´
variational principle using the GLM ansatz, and then apply WKB phase averaging to the
result.5,6,8 In contrast, the perspective taken in our new approach is that, in principle, there
is no need to introduce the mean Eulerian frame in order to identify wave-mean-flow varia-
tional principles. Instead, one can start from our new variational principle for the nonlinear
WKB extension of the Eulerian-frame fluid equations, and then apply slow manifold re-
duction to obtain the desired reduced variational principle for wave-mean-flow interaction.
Aside from maintaining a clear link with the Eulerian-frame WKB procedure, a benefit
of this approach is that it systematically incorporates the closure (a.k.a. “slaving” or “bal-
ance”) relations needed to express the rapidly-varying fluctuations in terms of slowly-varying
mean quantities, thereby eliminating the risk of unwanted fast modes creeping into the vari-
ational principle. (For an example of the latter phenomenon, see the Hamiltonian models in
Refs. 24 and 25 for low-frequency dynamics of strongly-magnetized plasmas. Those models
support high-frequency electromagnetic waves that must be handled with care.) Interest-
ingly however, our calculations have revealed that it is practically expedient to express our
variational principle in terms of mean-Eulerian frame quantities. In so doing, the Lagrangian
simplifies dramatically. In fact, it is not at all clear that Lagrangian expressed in terms of
conventional Eulerian frame quantities behaves well with respect to truncation, i.e. when
high-order terms in the asymptotic expansions of the slaving functions are dropped. Thus,
GLM theory plays an important practical role in our new formalism, even though it is not
a necessary ingredient at a conceptual level.
Given the dichotomy between our new method and the established mean-Eulerian frame
approach, it is also interesting to ask how the family of circulation invariants given in
Corollary 1 relates to the mean circulation invariants of Refs. 6 and 8. Because the family of
circulation invariants identified in Corollary 1 is parameterized by the angle θ ∈ S1, it may
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be averaged over θ to obtain a mean circulation invariant for the nonlinear WKB extension
of the ideal barotropic fluid equations. In particular, the averaged circulation is constant
along solutions that lie in the slow manifold. Thus, the S1-mean of our family of circulation
invariants restricted to the slow manifold is a circulation invariant for the wave-mean-flow
dynamics. It is in this manner that mean circulation invariants of the types found in Refs. 6
and 8 emerge from our formalism. As an illustration of this point, we prove in Appendix
A that the average of our family of circulation invariants restricted to the slow manifold is
equivalent to the circulation invariant associated with mean particle relabeling symmetry of
the wave–mean-flow Lagrangian (183).
In the future, we plan to use the tools developed in this article to capture the effects
of harmonic generation and corrections to ray trajectories caused by space-dependent wave
polarization26,27 in wave-mean-flow problems arising in fluids and plasmas.
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Appendix A: Proof of mean circulation theorem
Corollary 4 (Kelvin’s theorem for wave–mean-flow system). Given a closed curve C0 ⊂ Q0
and a solution (h,p, ρ, χ, I, S) of the wave–mean-flow equations (167)–(170), then
d
dt
˛
C
(
p
ρ
−
I
ρ
∇S
)
· dx = 0. (A1)
where C = h
−1
(C0).
Thus, in the wave–mean-flow framework developed here, the circulation theorem (A1)
is now a closed contour integral of the fluid momentum minus a term related to the wave
momentum. The modification of Kelvin’s circulation theorem due to wave effects has been
noticed before.6 In essence, this result shows that waves can affect the vorticity of the bulk
fluid. The last term in Eq. (A1) is sometimes referred as “wave pseudomomentum.”8,19
Proof. Equation (A1) can be proven by following a similar procedure as that used in Lemma
4. The only difference is that now the simplectic form associated to C0 is −dΘ, where the
1-form Θ is given by
Θ[δh, δp, δρ, δχ, δI, δS] =
ˆ
Q
p · ξ d3x+
ˆ
Q
ρ(δχ+ ξ ·∇χ) d3x−
ˆ
Q
I(δS + ξ ·∇S) d3x
(A2)
and ξ
.
= −δh · (∇h)−1. Alternatively, we can also show the result in Eq. (A1) by using the
general Kelvin’s theorem for Eulerian WKB obtained in Corollary 1. Indeed, since solutions
along the slow manifold [see, e.g., Eqs. (218)–(220)] are solutions of the NL–WKB isothermal
fluid equations (184)–(187), then Eq. (A1) can be obtained by restricting Eq. (140) onto the
slow manifold and averaging over the phase θ. Specifically, we have
0 =
d
dt
(˛
Cθ
p˜⋆S/ǫ
ρ˜⋆S/ǫ
· dx
)
=
d
dt
˛
C
(
τ˜
⋆S/ǫ
∗
p˜⋆S/ǫ
ρ˜⋆S/ǫ
· dx
)
. (A3)
Following a similar calculation as in Eq. (238), we can calculate the pushforward appearing
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in the integral above:
τ˜ ⋆S/ǫ∗
p˜⋆S/ǫ
ρ˜⋆S/ǫ
· dx = dx ·∇((τ˜ ⋆S/ǫ)−1) ·
(
p˜⋆S/ǫ
ρ˜⋆S/ǫ
)
◦ (τ˜ ⋆S/ǫ)−1
= dx · (I− ǫ2∇α̂⋆S/ǫ) ·
(
p
ρ
+ ǫ
p̂⋆S/ǫ
ρ
− ǫ
p
ρ
ρ̂⋆S/ǫ
ρ
− ǫ2
p̂⋆S/ǫ
ρ
ρ̂⋆S/ǫ
ρ
+ ǫ2
p
ρ
(
ρ̂⋆S/ǫ
ρ⋆S/ǫ
)2)
◦ (id− ǫ2α̂⋆S/ǫ) +O(ǫ3)
= dx · (I− ǫ∇S ⊗ ∂θα̂
⋆S/ǫ) ·
(
p
ρ
+ ǫ
p̂⋆S/ǫ
ρ
− ǫ
p
ρ
ρ̂⋆S/ǫ
ρ
− ǫ2
p̂⋆S/ǫ
ρ
ρ̂⋆S/ǫ
ρ
+ ǫ2
p
ρ
(
ρ̂⋆S/ǫ
ρ⋆S/ǫ
)2
− ǫ2∇S · α̂⋆S/ǫ∂θ
p̂⋆S/ǫ
ρ
+ ǫ2∇S · α̂⋆S/ǫ∂θ
p
ρ
ρ̂⋆S/ǫ
ρ
)
+ ǫ2Osc,
=
(
p
ρ
− ǫ2
p̂⋆S/ǫ
ρ
ρ̂⋆S/ǫ
ρ
+ ǫ2
p
ρ
(
ρ̂⋆S/ǫ
ρ2
)2
− ǫ∂θα̂
⋆S/ǫ ·
p
ρ
∇S
)
· dx+ ǫ2Osc,
(A4)
where in the last line, some O(ǫ2) terms were written as a total derivative of θ. Since their
θ-average is zero, we omitted writing them and placed them under the symbol “ǫ2Osc”.
Finally, averaging over θ and substituting the expressions for p̂⋆S/ǫ and I leads to(
τ˜
⋆S/ǫ
∗
p˜⋆S/ǫ
ρ˜⋆S/ǫ
· dx
)
=
p
ρ
· dx−
I
ρ
∇S · dx. (A5)
Inserting this into Eq. (A3) finishes the proof.
REFERENCES
1G. B. Whitham, “Non-linear dispersive waves,” Proc. Roy. Soc. Lond. A 283, 238 (1965).
2R. M. Miura and M. D. Kruskal, “Application of a non linear WKB method to the
Korteweg-DeVries equation,” SIAM J. Appl. Math. 26, 376 (1974).
3D. D. Holm, J. E. Marsden, and T. S. Ratiu, “The Euler-Poincare´ equations and semidirect
products with applications to continuum theories,” Adv. Math 137, 1 (1998).
4G. B. Whitham, “A general approach to linear and non-linear dispersive waves using a
Lagrangian,” J. Fluid Mech. 22, 273 (1965).
5R. L. Dewar, “Interaction between hydromagnetic waves and a time-dependent inhomo-
geneous medium,” Phys. Fluids 13, 2710 (1970).
6F. P. Bretherton, “The general linearised theory of wave propagation,” (Am. Math. Soc.,
1971) Chap. 6, pp. 61–102.
62
7W. A. Newcomb, Nucl. Fusion Suppl. Pt. 2 , 451 (1962).
8I. Gjaja and D. D. Holm, “Self-consistent Hamiltonian dynamics of wave mean-flow inter-
action for a rotating stratified incompressible fluid,” Physica D 98, 343 (1996).
9A. Pressley and G. Segal, Loop Groups, Oxford mathematical monographs (Clarendon
Press, 1988).
10C. J. Cotter and D. D. Holm, “On Noether’s Theorem for the Euler-
Poincare´ equation on the diffeomorphism group with advected quantities,”
Found. Comput. Math. 13, 457 (2012).
11F. P. Bretherton, “A note on Hamilton’s principle for perfect fluids,” J. Fluid. Mech. 44,
19 (1970).
12J. E. Marsden and A. D. Weinstein, Physica D 4, 394 (1982).
13N. Fenichel, “Geometric singular perturbation theory for ordinary differential equations,”
J. Differ. Eq. 31, 53–98 (1979).
14F. Verhulst, Methods and Applications of Singular Perturbations, 1st ed., Boundary Layers
and Multiple Timescale Dynamics, Vol. 50 (Springer-Verlag, New York, 2005).
15D. G. Andrews and M. E. McIntyre, “An exact theory of nonlinear waves on a Lagrangian-
mean flow,” J. Fluid Mech. 89, 609–646 (1978).
16D. D. Holm, “Averaged Lagrangians and the mean effects of fluctuations in ideal fluid
dynamics,” Physica D 170, 253–286 (2002).
17D. D. Holm, “Lagrangian averages, averaged Lagrangians, and the mean effects of fluctu-
ations in fluid dynamics,” Chaos 12, 518–530 (2002).
18D. D. Holm, “Variational principles for Lagrangian-averaged fluid dynamics,” J. Phys. A
Math. Gen. 35, 679–688 (2002).
19O. Bu¨hler, Waves and Mean Flows, Cambridge Monographs on Mechanics (Cambridge
University Press, 2009).
20R. L. Dewar, “Oscillation center quasilinear theory,” Phys. Fluids 16, 1102–1107 (1973).
21R. Beig and B. G. Schmidt, “Relativistic elasticity,” Class. Quantum Grav. 20, 889 (2003).
22J. W. Burby, “Magnetohydrodynamic motion of a two-fluid plasma,”
Phys. Plasmas 24, 082104 (2017).
23J. W. Burby and W. Sengupta, “Hamiltonian structure of the guiding center plasma
model,” Phys. Plasmas 25, 020703 (2018).
24J. W. Burby, A. J. Brizard, P. J. Morrison, and H. Qin, “Hamiltonian gyrokinetic vlasov-
63
maxwell system,” Phys. Lett. A 379, 2073 (2015).
25A. J. Brizard and C. Tronci, “Variational formulations of guiding-center vlasov-maxwell
theory,” Phys. Plasmas 23, 062107 (2016).
26R. G. Littlejohn and W. G. Flynn, “Geometric phases in the asymptotic theory of coupled
wave equations,” Phys. Rev. A 44, 5239 (1991).
27D. E. Ruiz and I. Y. Dodin, “Extending geometrical optics: A Lagrangian theory for vector
waves,” Phys. Plasmas 24, 055704 (2017).
64
