We develop a Sequential Monte Carlo (SMC) procedure for inference in probabilistic graphical models using the divide-and-conquer methodology. The method is based on an auxiliary tree-structured decomposition of the model of interest turning the overall inferential task into a collection of recursively solved subproblems. Unlike a standard SMC sampler, the proposed method employs multiple independent populations of weighted particles, which are resampled, merged, and propagated as the method progresses. We illustrate empirically that this approach can outperform standard methods in estimation accuracy. It also opens up novel parallel implementation options and the possibility of concentrating the computational effort on the most challenging sub-problems. The proposed method is applicable to a broad class of probabilistic graphical models. We demonstrate its performance on a Markov random field and on a hierarchical Bayesian model.
Introduction
Sequential Monte Carlo (SMC) samplers [7] are a popular class of algorithms for simulating from some probability distribution of interest. The most well-known application of SMC is to the filtering problem in general state-space hidden Markov models [12] . However, these methods are much more generally applicable and there has been much recent interest in using SMC for sampling from probabilistic models that are not defined sequentially. This typically involves using SMC to target a sequence of auxiliary distributions which are constructed to admit the original distribution as an appropriate marginal [8] . Examples include annealing [8] , data tempering [6] , and sequential model decompositions [3, 22] , to mention a few.
For many statistical models of interest, however, a sequential decomposition might not be the most natural nor computationally efficient way of approaching the inference problem. In this contribution we propose an extension of the classical SMC framework, Divide-and-Conquer SMC (D&C-SMC), which we believe will further widen the scope of SMC samplers and provide efficient computational tools for Bayesian inference within a broad class of probabilistic models.
The idea behind D&C-SMC involves building an approximation by splitting the model into independent components and defining, for each of these, a suitable auxiliary target distribution. Sampling from these distributions can then be done in parallel, whereafter the results are merged to provide a solution to the original problem of interest. By the divide-and-conquer methodology we can then repeat this procedure for each of the components. This corresponds to breaking the overall inferential task into a collection of simpler problems. We demonstrate that this strategy is effective not only when the model has an obvious hierachical structure (for example, Figure 1 ), but also in cases where the hierarchical decomposition is artificial (Figure 2 ). In either case, one iteratively exploits cheap solutions to easy sub-problems as a first step in the solution of a more complex problem (for example, as the first step of an SMC annealing sequence). The intuition behind the effectiveness of the method is that having C independent populations of N particles provide N C points in the parameter space which can be interpreted as a stratified sample with a storage cost O(N C).
Related work A number of related ideas have appeared in the literature although all have differed in key respects from the approach described herein. In [18] and [4, 26] belief propagation is addressed using importance sampling and SMC, respectively, and these methods feature coalescence of particle systems, although they do not provide samples targeting a distribution of interest in an exact [1] sense. Coalescence of particle systems in a different sense is employed by [16] which also uses multiple populations of particles; here the state space of the full parameter vector is partitioned, rather than the parameter vector itself. The island particle model of [29] employs an ensemble of particle systems which themselves interact according to the usual rules of SMC with every particle system targetting the same distribution over the full set of variables. The local particle filtering approach of [25] attempts to address degeneracy (in a hidden Markov model context) via an (inexact) localisation technique. Numerous authors have proposed SMC algorithms for tree-structured problems [27, 3, 21] ; these approaches depend upon the particular structure of the problems that they address and generally employ a single particle population.
Divide-and-Conquer Sequential Monte Carlo
In this section we present the basic D&C-SMC method, which can be thought of as the analogue to the sequential importance resampling (SIR) method in the context of classical SMC. We also establish some basic theoretical results for this sampler, namely consistency and unbiasedness of the normalizing constant estimate. It should be noted that the D&C-SIR method is only the basic building block of our proposed methodology. As with standard SMC algorithms, a range of techniques are available to improve on D&C-SIR, and we discuss several possible extensions in Section 3.
Divide-and-Conquer Sequential Importance Resampling
Letγ(x) be a target probability density function of interest, defined on some measurable space (X, X ). A generic Monte Carlo procedure approximatesγ by a collection of weighted samples
(which we call a population), in the sense that ( j w j )
In SMC, a sequence of intermediate target densities is used to sequentially construct an approximation ofγ. Instead of using a single sequence of auxiliary densities, however, we propose a method that makes use of a tree of auxiliary densities. The specification of the intermediate distributions defined on the tree is a design choice-just as for the case of classical SMC-guided by the structure of the model. This construction allows the application of SMC to many models of interest without the identification of any natural sequential structure. Unlike a standard SMC sampler, this method maintains multiple independent populations of weighted particles, which are propagated and merged as the algorithm progresses.
Formally, let T be an index set, which we interpret as organized on a tree using the following notation: for all t ∈ T , we let the list C(t) ⊂ T (with the obvious abuse of set-notation) denote the children of node t, with C(t) = ∅ if t is a leaf, and let r ∈ T denote the root of the tree. To each node t ∈ T , we associate an auxiliary target densityγ t (x t ), defined on some set X t . We assume thatγ t (x t ) = γ t (x t )/Z t where γ t can be evaluated point-wise, but Z t may be unknown. The target density associated with the root of the tree is taken to be the original distribution of interest,
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Figure 1: Decomposition of a hierarchical Bayesian model.
i.e. X r = X andγ r (x) ≡γ(x). Furthermore, we assume that the spaces on which these target distributions are defined are constructed recursively as
where the "incremental" set X t can be chosen arbitrarily (in particular, X t = ∅ is a valid choice).
The D&C-SMC algorithm uses a bottom-up approach to simulate from the auxiliary target distributions defined on the tree, by repeated resampling, propagation, and weighting steps, analogously to a standard SMC. The difference, as pointed out above, is that the D&C-SMC algorithm maintains multiple independent populations of weighted particles which are recursively merged until the last iteration of the algorithm when all populations are merged at the root of the tree. We describe the algorithm by specifying the operations that are carried out at each node of the tree. For t ∈ T , we define a procedure dc smc(t) which returns, (1) a weighed particle system (
targetingγ t , and (2) an estimator Z N t of the normalizing constant Z t , as in Algorithm 1. If the incremental set is empty (i.e. X t = ∅), we omit step 2(a) and the division by the proposal density in step 2(c). Now, a particle system targetingγ(x) and an estimator of Z can be generated by calling
To illustrate the sampling procedure, consider the special case of inference in a hierarchical Bayesian model as shown in Figure 1 . To use D&C-SMC for this model, we start by isolating the latent variables at the bottom layer (Figure 1 ; left). By defining some arbitrary "pseudo-priors" for these variables, we can simulate from the resulting "pseudo-posteriors" (i.e., the auxiliary target distributions) by importance sampling. This results in three independent particle populations (
for t = 1, 2, 3. Next, we introduce the parent node(s) at level 1 (Figure 1 ; middle). We simulate N particles from the product of the child populations and propagate these upward to target the auxiliary distributions at this level. Finally, we repeat this procedure by introducing the root node at level 0, resulting in a weighted particle system targeting the joint posterior distribution of the full model.
In the example outlined above the graphical model is a tree, in which case the tree T can be obtained directly from the model. However, we emphasize that this is not a requirement. Indeed, the D&C-SMC method can be applied to arbitrary decomposition of models: the tree T will then reflect the model decomposition, rather than the model itself. In principle, D&C-SMC can be used for inference in rather general Bayesian networks, as well as for undirected Markov random fields (see Section 4.1). Note also that D&C-SMC generalises the usual SMC framework; if |C(t)| = 1 for all internal nodes, the D&C-SIR procedure described above reduces to a standard SIR method.
Theoretical Properties
As D&C-SMC consists of standard SMC steps combined with particle-system coalescence steps, it is possible with care to extend many of the results from the standard, and by now well-studied, SMC setting (see e.g., [7] for a comprehensive collection of theoretical results). 
generated by dc smc(r) is consistent in that for all non-negative, bounded, measurable functions f : X → R:
as N → ∞.
3 More Sophisticated Divide-and-Conquer SMC Algorithms
The simple D&C-SIR algorithm described above provides the basic structure of an algorithm which recursively applies sampling and resampling strategies to decompositions of arbitrary graphs. It is limited in scope, depending as it does on a single sampling of each variable combined with resampling steps, and was provided to demonstrate the idea in it simplest form. The extensions presented here comprise fundamental components of the general strategy introduced in this paper, and may be required to obtain good performance in challenging settings.
Mitigating Degeneracy
The above algorithm is essentially an SIR algorithm and variables are not rejuvenated after their first sampling. Inevitably, as in particle filtering, this will lead to degeneracy as repeated resampling steps reduce the number of unique values of each variable represented within the sample. Techniques employed to ameliorate this problem in the particle filtering literature could be used -fixed lag techniques [17] might make sense in some settings as could incorporating MCMC moves [15] . However, here we focus upon more sophisticated methods which address the problem directly.
Merging Subpopulations via Mixture Sampling The resampling in
Step 1b of the dc smc procedure, which combines subpopulations to target a new distribution on a larger space, is critical.
The independent multinomial resampling of child populations in the basic D&C-SIR procedure corresponds to sampling N times with replacement from the product measure
(dx c ) is the particle approximation ofγ c constructed at node c. The low computational cost of this approach is appealing, but unfortunately it can lead to high variance when the product c∈C(t) γ c (x c ) differs substantially from the corresponding marginal of γ t .
An alternative approach akin to the mixture proposal approach [5] or the auxiliary particle filter [24] might be particularly useful in the present setting, as it allows us to exploit the fact that the product measure has mass upon N |C(t)| points, in order to capture the dependencies among the variables in the target distribution γ t (x t ). Letγ t (x c1 , . . . , x c C ) be some distribution which incorporates this dependency (in the simplest case we might takeγ t ≈ γ t (x c1 , . . . , x c C , x t )d x t or, when X t = ∅, γ t ≡ γ t ; see below for an alternative). We can then replace Step 1b of Algorithm 1 with simulating
. . .
with the weights of Step 2c computed using w
Clearly, the computational cost of simulating from Q t will be O(N |C(t)| ). However, we envisage that both |C(t)| and the number of coalescence events (i.e. combinations of subpopulations via this step) are sufficiently small that this is not a problem in many cases. Furthermore, if this approach is employed it significantly mitigates the impact of resampling and it is possible to reduce the branching factor by introducing additional (dummy) internal nodes in T . For example, by introducing additional nodes in order to obtain a binary tree (see Section 4.1), the merging of the child populations will be done by coalescing pairs, gradually taking the dependencies between the variables into account.
SMC Samplers & Tempering A common strategy when simulating from some complicated distribution is to construct a synthetic sequence of distributions which moves from something tractable to the target distribution of interest, with proposal distributions corresponding to MCMC transitions. This idea underlies Annealed Importance Sampling (AIS; [23] ) and a simple version of the Sequential Monte Carlo (SMC; [8] ) sampler which adds resampling steps to AIS.
Step 2 of Algorithm 1 corresponds essentially to a (sequential) importance sampling step: extending an existing sample which is weighted to target the product of distributions c∈C(t) γ c (x c ) by sampling from q t ( x t | x c1 , . . . , x c C ) and then reweighting it to target γ t (x t ). We can straightforwardly replace this with several SMC sampler iterations, targeting distributions which bridge from
, typically by following a geometric path γ t,j ∝ γ
Step 2 is then replaced by:
to refer to the resampled particle system. iii.
The computation of normalising constant estimates has been omitted for brevity, but follows by standard arguments. To enable efficient initialisation of each (node-specific) SMC sampler we can combine this approach with the mixture resampling in (1), in which case the initial bridging distribution is given by γ t,0 (x t ) =γ t (x c1 , . . . , x c C )q t ( x t | x c1 , . . . , x c C ) with, for α ∈ (0, α 1 ),
The combination of tempering distributions in this way within this algorithm provides an algorithm class which allows us to bridge two standard strategies for employing SMC within the field of Bayesian inference: the trivial case in which the full graph is included from the outset corresponds to the usual tempering approach and the case in which everything except the data is included from the outset and these observed leaves are gradually included corresponds to [6] . Combining data tempering and the approach proposed here is straightforward and might be advantageous when likelihood evaluation is costly.
Particle MCMC The seminal paper [1] demonstrated that SMC algorithms can be used to produce approximations of idealised block-sampling proposals within Markov chain Monte Carlo (MCMC) algorithms. By interpreting these Particle MCMC (PMCMC) algorithms as standard algorithms on an extended space, incorporating all of the variables sampled during the running of these algorithms, they can be shown to be exact, in the sense that the apparent approximation does not change the invariant distribution. Proposition 1, and in particular the construction used in its proof, demonstrates how the class of D&C-SMC algorithms can be incorporated within the PMCMC framework. Such techniques are now essentially standard, once an appropriate auxiliary variable representation is obtained, we do not dwell on this approach here.
Improving Computational Efficiency
Section 3.1 focused on algorithmic improvements. This section summarises techniques to improve the computational performance of the approach.
Adaptation Adaptive SMC algorithms have been the focus of much attention in recent years. In [9] comes the first formal validation of algorithms in which resampling is conducted only sometimes according to the value of some random quantity obtained from the algorithm itself. We advocate the use of low variance resampling algorithms [10, e.g.] to be applied adaptively. Other adaptation is possible within SMC algorithms. Two approaches are analyzed formally by [2] : the adaptation of the parameters of the MCMC kernels employed (step 2 (c)iii.) and of the number and location of distributions employed within tempering algorithms, i.e., n t and α 1 , . . . , α nt ; see e.g., [30] for one approach to this. Adaptation is especially appealing within dc smc: beyond the usual advantages it allows for the concentration of computational effort on the more challenging parts of the sampling process. Using adaptation will lead to more intermediate distributions for the sub-problems (i.e., the steps of the D&C-SMC algorithm) for which the starting and ending distributions are more different.
Sample Size We have assumed throughout that all particle populations are of size N . This is not necessary: naturally, fewer particles are required to represent simpler low-dimensional distributions than to represent more complex distributions. Manually or adaptively adjusting the number of particles used within different steps of the algorithm remains a direction for future investigation.
Experiments 4.1 Markov Random Field -The Classical XY model
One model class for which the D&C-SMC algorithm can be potentially useful are Markov random fields (MRFs). To illustrate this, we consider the square-lattice classical XY model of statistical mechanics; see e.g. [20] . This model is a generalization of the well-known Ising model, in the sense that each lattice site is described by the planar angle of its spin configuration, i.e.
The configuration probability is given by p(x) ∝ e −βH(x) , where β ≥ 0 is the inverse temperature and H(x) = − (k, )∈E cos(x k − x ). Here, E denotes the edge set for the graphical model which we assume correspond to nearest-neighbour interactions with periodic boundary conditions, see Figure 2 (rightmost figure).
Let the lattice size be M × M , with M being a power of 2. The D&C-SMC method divides the complete inference problem over the M 2 variables into a series of simpler problems over subsets of the variables. Specifically, we start by dividing the lattice into two halves, removing all the edges between them. We then continue recursively, splitting each sub-model in two, until we obtain a collection of M 2 disconnected nodes; see Figure 2 . This decomposition of the model defines a binary tree T , on which the D&C-SMC algorithm operates. At the leaves we initialize M 2 independent particle populations by sampling uniformly over (−π, π]. These populations are then resampled, merged, and reweighted as we proceed up the tree, successively reintroducing the "missing" edges of the model. This defines the basic D&C-SIR procedure for the MRF which we extend using the tempering method discussed in Section 3.1: when the edges connecting two sub-graphs are reintroduced this is done gradually according to an annealing schedule to avoid severe particle depletion at the later stages of the algorithm.
We consider a grid of size 64 × 64 with β = 1 (close to the Kosterlitz-Thouless phase transition at β ≈ 1.1 [28] ). We compare the D&C-SMC algorithm with AIS [23] and with standard SMC samplers [8] . We run two instances of D&C-SMC: (a) using independent resampling when merging subpopulations, and (b) using mixture resampling (see Section 3.1) with the target distribution defined as in (2) . We run all methods for a varying number of particles N and annealing steps n. For D&C-SMC the total budget of n annealing steps are divided among the generations of the algorithm. Furthermore, withN particles, D&C-SMC (b) has a rough computational cost ofN n +N 2 (N n for the other methods) and therefore it is allowed fewer particles than its competitors. All in all, the methods take essentially the same amount of time to run for the different settings. We use linear annealing and single-site Gibbs updates within all methods. We also considered geometric schedules as suggested by [23] , but we did not see any improvement of the results. Additional details on the experimental setup are given in Appendix B. Note that for the classical XY model efficient, special-purpose, MCMC algorithms have been developed; see e.g. [28] . We do not compare against these as our purpose is to demonstrate the applicability of D&C-SMC to MRFs in general. However, D&C-SMC can employ any application-specific MCMC kernels available in particular contexts.
We consider first the estimates of the normalizing constant Z, a quantity of central interest for these models. Note that all methods give rise to unbiased estimators of Z, but following standard practice, we compute log(Z), resulting in a negative bias. Therefore, larger values typically imply more accurate results. Box-plots for 50 independent runs of each method are reported in Figure 3 (left) . When we use a comparatively large number of annealing steps n and few particles N , all methods give very similar results. If we decrease n (and instead increase N ), however, the performance of both AIS and standard SMC samplers markedly degrade, but D&C-SMC continue to provide accurate results, demonstrating robustness to these design parameters. Next, we consider the approximations of the target distribution p(x). We look at the mean estimates of the lattice variables x k -quantities which are known to be zero by symmetry-and compute the mean-squared errors (MSEs) over the lattice. The results are reported in Figure 3 (right). In this respect, D&C-SMC offers an order-of-magnitude improvement over AIS and a significant improvement over standard SMC samplers as well, for all the considered values of N and n.
Hierarchical Bayesian Model -New York State Mathematics Test
In this section, we demonstrate the scalability of our method by analysing a dataset containing New York State Mathematics Test results for elementary and middle schools in New York City. The data (see Appendix C for specific details) consists of a table of test results, where each row t contains the school code, the year, the number M t of grade 3 students tested in that year and school, and the number m t of these M t students that obtained a score higher than a fixed threshold. We have such information for a total of 278 399 test instances. Second, we have a set of hierarchical relationships defined on the school codes: each school code (there are 710 distinct schools in total) is given a unique school district number (there are 32 distinct districts in total), and each school district number is given a unique borough (from: Manhattan, The Bronx, Brooklyn, Queens, Staten Island). Following standard practice in multi-level data analysis [14] , we organize the data into a tree (with nodes indexed by a set T ) where a path from the root to a leaf has the following form: NYC (root), borough of the school district, school district, school, year. Each leaf t ∈ T comes with an observation of m t successes out of M t trials. We model these with a binomial distribution with success probability parameter p t = logistic(θ t ), where θ t are latent parameters. We attach latent variables θ t to internal nodes of the tree as well, and model the difference in values along an edge e = (t → t ) of the tree with the following expression θ t = θ t + ∆ e , where, ∆ e ∼ N(0, σ 2 e ). We can think of ∆ e as describing the contribution of the information attached at t to the students' scores relative to the information attached at t. We put an improper prior (uniform on (−∞, ∞)) on θ r . 1 We also make the variance random, but shared across siblings, σ 2 e = σ 2 t ∼ Exp(1). We apply the basic D&C-SIR to this problem, using the natural hierarchical structure provided by the model. Note that conditionally on values for σ 2 t and for the θ t at the leaves, the other random variables are multivariate normal and can therefore be marginalised. The dimensionality of the remaining parameters in our dataset is 3 555; see Appendix C.2 for details. We varied the number of particles, and assessed the quality of the D&C-SIR approximation of the posterior distribution of δ e = (logistic(θ t ) − logistic(θ t ))|m, M , where e = (t, t ) range over the top level edges, and m, M denotes the full set of observations. This can be interpreted as the difference in values of probabilities of success p t brought by the borough information. In Figure 4 , we show the results for the borough with the largest and smallest E[δ e |m, M ], the results of the other boroughs are in 1 When mt / ∈ {0, Mt} for at least one leaf, this can be easily shown to yield a proper posterior.
Appendix C.3, where we also show results for the parameters σ t . For all parameters, we can see that a moderate number of particles-as few as 1 000-is sufficient to accurately approximate the posterior distribution.
The qualitative results are in broad agreement with other socio-economic indicators. For example, among the five counties corresponding to each of the five boroughs, Bronx County has the highest fraction (41%) of children (under 18) living below poverty level. 2 Queens has the second lowest (19.7%, after Richmond (Staten Island), 16.7%), however the fact that Staten Island contains a single school district means that our posterior distribution is much flatter for this borough (see Figure 6 in Appendix C).
A Theoretical Properties

A.1 Unbiasedness of the normalising constant estimate
We consider, in the unbiasedness result below, a simple case in which the sequence of subpopulations is specified by a balanced binary tree. The extension to the general case is straightforward but notationally cumbersome. Notationally, we assume that subpopulation h at depth d is obtained from subpopulations 2h − 1 and 2h at depth d + 1. We also consider only the case of multinomial resampling during every iteration; again this may be straightforwardly relaxed. We note in particular that the extension to balanced trees of degree greater than two is trivial and that unbalanced trees may be addressed by the introduction of trivial dummy nodes (or directly, at the expense of further complicating the notation).
First we specify sets in which multi-indices of particle populations live:
Thus, population h at depth d, where the root of the tree is at a depth of 0, may be identified as (d, h) ∈ D 2 for any d ∈ {0, . . . , D}. Proposition 3. Provided that we employ a balanced binary tree decomposition and
) for all h ∈ {1, . . . , 2 D } and multinomial sampling is carried out for every population at every iteration, we have for any N ≥ 1:
Proof. We consider all of the random variables simulated in the running of the algorithm, following the approach of [1] for standard SIR algorithms. Let,
. . , N }} be the collection containing N particles within each sub-population and let a
. . , N }} be the ancestor indices associated with the resampling step; a i (d,h) is the ancestor of the i th particle obtained in the resampling step associated with subpopulation h at level d of the tree.
The joint distribution from which these variables are simulated during the running of the algorithm may be written as:
where ω i (d,h) denotes the normalised (to sum to one within the realized sample) importance weight of particle i in subpopulation h of depth d. Note that this distribution is over
|N and the da corresponds to a counting measure over the index set. We have included a singular transition (abusing density notation in the obvious manner) as no new particle values are simulated during the course of the algorithm described here (this isn't essential but simplifies the keeping track of ancestries and emphasizes the similarity between this and standard SMC algorithms).
It is convenient to define ancestral trees for our particles using the following recursive definition:
} contains the multi-indices of all particles which are ancestral to the i th particle at the root.
It is also useful to define an auxiliary distribution over all of the samples variables and an additional variable k which indicates a selected ancestral tree from the collection of N , just as in the particle MCMC context, here we recall thatγ r := γ r /Z r :
which can be straightforwardly established to be a properly-normalised probability. Note that the division by a partially singular measure should be interpreted simply as removing the corresponding component ofq.
Augmenting the proposal distribution with k ∈ {1, . . . , N } obtained in the same way is convenient (and does not change the result which follows as Z does not depend upon k):
It's straightforward to establish that γ r is absolutely continuous with respect toq. Taking the RadonNikodým derivative yields the following useful result (the identification between x k (0,1) and it's ancestors is taken, somewhat abusively, to be implicit for brevity; as this equality holds with probability one under the proposal distribution, this is sufficient to define the quantity of interest almost everywhere). We allowγ r and q to denote the densities of the measures which they correspond to with respect to an appropriate version of Lebesgue measure)
where w i (d,h) denotes the unnormalized importance weight of particle i in subpopulation h at depth d.
We can then identify the product
) with the ratio of densityγ r to the assorted proposal densities evaluated at the appropriate ancestors of the surviving particle multiplied by the normalising constant Z r (by construction; these are exactly the unnormalized weights). Furthermore, we have that
Consequently, we obtain the result as:
A.2 Consistency
We now turn to consistency. Note that for simplicity we assume a perfect binary tree, C(t) = (l(t), r(t)), where l(t) and r(t) denote the left and right children of node t. The proof in this case captures the essential features of the general case. We base our argument on [11] (henceforth, DM08). We will use the following definitions and assumptions.
1. We require that the Radon-Nikodým derivative
is well-defined and is finite almost everywhere.
2. We define the following class of test functions:
where B(X t ) denotes the Borel-measurable functions from X t to R.
3. We also make the following assumption (which could be relaxed and which is too strong to cover some of the algorithms and applications discussed below but which simplifies exposition): there exists a constant C such that for all t, x l , x r ,x t :
4. Assume multinomial or residual resampling is performed at every step. 
Lemma 1. Let F denote a sigma-algebra generated by a semi-ring A, F = σ(A). Let π be a finite measure constructed using a Carathéodory extension based on A. Then, given > 0 and E ∈ F, there is a finite collection of disjoint simple sets R 1 , . . . , R n that cover E and provide an -approximation of its measure:
Proof. From the definition of the Carathéodory outer measure, and the fact that it coincide with π on measure sets such as E, we have a countable cover R 1 , R 2 , . . . with:
Note that outside of some bad set B 1 , we now have pointwise convergence of simple functions on rectangles (since each A M m is a disjoint union of rectangles):
Note that:
Finally, pointwise convergence almost everywhere in Equation (4) implies by Egorov's theorem the existence of a set B 2 with π 1 ⊗ π 2 (B 2 ) < /2 and such that convergence is uniform outside of
Lemma 3. Suppose x < y + β 2 . Then P(|X − x| > β 1 ) < α implies that P(X > β 1 + β 2 + y) < α.
Proof. We prove that P(X > β 1 + β 2 + y) < P(|X − x| > β 1 ) via the contrapositive on the events:
Proof. Let us label the nodes of the tree using a height function h defined to be equal to zero at the leaves, and to h(t) = 1 + max{h(t l ), h(t r )} for the internal nodes.
We proceed by induction on h = 0, 1, 2, . . . , showing that for all t such that h(t) ≤ h, the normalized weighted particles (x i t,N ,w i t,N ) obtained from dc smc(t) are consistent with respect to (γ t , C t ) The base case it trivially true. Suppose t is one of the subtrees such that h(t) = h. Note that its two children t l and t r are such that h(t c ) < h(t), so the induction hypothesis implies these two children populations of weighted particles (x Note that for each simple f M , we have:
whereπ l =π l(t) andπ r =π r(t) .
Next, we show that this convergence in probability can be lifted from simple f M to general bounded F l ⊗ F r -measurable functions . To shorten the notation, let: Let , δ > 0 be given. Using the result of Equation (5), first pick N > 0 such that for all N ≥ N ,
Second, using Lemma 2 pick B ∈ F l ⊗ F r and M > 0 such that sup x / ∈B |f M (x) − f (x)| < /C and µ(B) < /C. This implies that both |µ
Third, using Lemma 1, pick a cover A of B, composed of a union of rectangles and such that µ(A) < µ(B)+ /C. Using Equation (5) again, pick N > 0 such that for all N ≥ N , P(|µ
From these choices, we obtain that for all N > max{N , N }:
, where:
Therefore:
Next, we use the fact that resampling is performed at every iteration, condition 4, and Theorem 3 from DM08, to view resampling as reducing the N 2 particles into N unweighted particles. We plug in the following quantities in their notation:
This yields that the N particles ( x i l,N , x j r,N ) obtained from resampling N time from the particle approximation ofπ l ×π r is consistent for non-negative bounded functions measurable with respect to the product σ-algebra. 
B Supplement on the classical XY model
In this section we present additional details on the implementation of the D&C-SMC algorithms for the classical XY model.
As mentioned in the main text, AIS, the standard SMC sampler, and D&C-SMC (a) all have computational costs scaling roughly as N n, where N is the number of particles and n is the number of annealing steps. For D&C-SMC (b), we use mixture sampling (see Section 3.1 of the main text) when merging subpopulations. Since we have a binary tree T , by usingN particles for D&C-SMC (b) this operation is ofN 2 computational complexity. However, since the coalescent events are comparatively few and, in particular, independent of the number of annealing steps that are taken, this additional computational cost is manageable. Specifically, for D&C-SMC (b) the computational cost is roughlyN n +N 2 . To obtain a fair comparison with the other methods, we chooseN to match this with N n as:
(N, n) = (50, 5 000) ⇒N = 50, (N, n) = (500, 500) ⇒N = 309, (N, n) = (5 000, 50) ⇒N = 475.
Naturally, D&C-SMC (b) "suffers" the most when using a large number of particles and few annealing iterations for the other samplers. The actual execution times for the different methods and settings were approximately the same.
For both of the D&C-SMC samplers, the total budget of n annealing steps is divided among the 2 log 2 M generations (i.e., levels of the binary tree T ) of the algorithm. Specifically, we take the number of annealing steps at any level to be proportional to the square-root of the number of edges that are reintroduced at that level. For AIS, standard SMC, and D&C-SMC (a), the annealing is done with equidistant increments from 0 to 1; linear annealing slightly outperformed geometric annealing for all methods in our experiment.
For D&C-SMC (b), the mixture sampling approach allows us to better account for the influence of the missing edges already in the resampling stage; that is, we can exploit the fact that the product measure from which we drawN samples has support onN 2 points in order to take the dependencies between the variables of different subpopulations into account. This means that we can afford to "start" the annealing at a later stage. In particular, in the mixture sampling step we consider a target distribution as in Equation (2) (note that X t = ∅ except at the leaves of T for this model). We select α = 0.1, 0.9, and 0.95, for n = 50, 500, and 5 000, respectively. Using a small value for α when n is large (and vice versa) reflects the fact that when n is large we can start from a small α and still obtain small increments in the annealing procedure. Furthermore, we incorporated a simple form of adaptation; if the specified value for α gave rise to an effective sample size [19] smaller than 5N , the parameter α was decreased to satisfy this constraint. The effective sample size is computed for the total ofN 2 distinct particles in the mixture γ
where v(·) are the resampling weights as defined in Section 3.1. Note that ESS(N 2 ; α) ∈ [1,N 2 ]. In the continuation, we envision that more fully adaptive versions of D&C-SMC, as those discussed in the main text, will be preferable.
Finally, the standard SMC sampler and both of the D&C-SMC samplers used stratified resampling (see, e.g., [10] ) and the resampling within the annealing procedure at each node was conducted whenever the effective sample size fell below a threshold of 0.5N (or 0.5N for D&C-SMC (b)). Each row in the dataset contains a school code, a year, a grade, the number of students tested, and summary statistics on their grades. We use the last column of these summary statistics, which corresponds to the number of students that obtained a score higher than a fixed threshold.
Moreover, for each school code, we were able to extract its school district. We removed the data from the schools in School District 75. This is motivated by the specialized character of School District 75: "District 75 provides citywide educational, vocational, and behavior support programs for students who are on the autism spectrum, have significant cognitive delays, are severely emotionally challenged, sensory impaired and/or multiply disabled." (http://schools.nyc.gov/ Academics/SpecialEducation/D75/AboutD75/default.htm)
For each school district we can also extract its county, one of Manhattan, Bronx, Kings, Queens, Richmond (note that some of these correspond to NYC boroughs with the same name, while Kings corresponds to Brooklyn; Richmond, to Staten Island; and Bronx, to The Bronx). The pre-processing steps can be reproduced using the script scripts/prepare-data.sh in the repository.
C.2 D&C SMC implementation
As described in the main text, the D&C SMC needs to propose two kinds of parameters: values for θ t at the leaves, and variance parameters σ 2 t at internal nodes. Note that each step of D&C SMC will fall in exactly one of these two cases. We will now describe the proposals we use for each kind of variable. Note that these calculations are performed in src/main/java/multilevel/smc/DivideConquerMCAlgorithm.java.
Leaves:
We proceed by proposing a value for p t , which we map deterministically to θ t = logit(p t ).
We propose using a Beta distribution with parameters 1 + m t and 1 + M t − m t . Note that the weight update is constant by conjugacy.
Internal nodes: We propose a value for σ 2 t according to its prior, namely an exponential with rate 1. In this case, the weight update ratio involves factors obtained by evaluating the density of marginalized multivariate normal distributions (one for the proposed tree on the numerator, and one for each subtree on the denominator). We discuss these calculations next.
Given a subtree and all the values of σ 2 t , we need to compute the density of the imputed θ t at the leaves, marginalizing all the internal θ t . Naively, this would require time O(L 3 ) where L is the number of leaves, but using the tree structure, this can be done in time O(L) using a simple message passing algorithm. To ensure correctness of the tree-structured multivariate normal marginalization code, we verified that it produces the same result as a reference implementation, CONTML [13] .
Our Java implementation is open source and can be adapted to other multilevel Bayesian analysis scenarios. The code and scripts used to perform our experiments are available at https://github.com/[Anonymized].
C.3 Results
We show in Figure 5 and 6 additional plots on our experiments on the New York State Mathematics Test data.
The experiments were executed using the script scripts/createNIPSPlots.sh in the repository, and code commit version e3aceb7031235cf6feb0025afd77abdaa1fb1acb. In the figures, we also report the overall wall-clock times (in seconds) for the different number of particles, running on a 2.6GHz Intel Core i7 processor. These results were obtained using a single-thread implementation, and we leave for future work parallel extensions consisting in producing particles and/or populations in parallel. e for all boroughs (rows) and four computational regimes (columns). A reasonable approximation can be obtained using 1000 particles.
