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Introduction
In a very famous speech given in 1900, April 27th [1], Lord Kelvin identified two "small clouds" that
physics community had to solve out before physics is completed. Indeed, at that time nobody could
explain neither the black body emission spectrum based on classical mechanics nor was able to exper-
imentally detect the ether predicted by the theory of light and electromagnetism. A third cloud came
quickly after with the observation of a deviation of the Mercury perihelion precession with respect to
Newtonian mechanics prediction by Urbain Le Verrier in 1859. The solution to these different issues was
to abandon classical mechanics and Maxwell classical electromagnetism to give birth to quantum field
theory and general relativity.
The current physical understanding of our universe faces today a major issue again: either general
relativity theory is wrong or there should exist an extra matter that could allow within Einstein’s theo-
retical framework to correctly describe the observable movement of stars in their galaxies, of galaxies in
their cluster and the observable spatial correlations of cosmic microwave background temperatures in
our early universe when it became transparent to photons. The main feature of this matter is the non-
emission of light, which leads to different theories about its nature, such as the presence of primordial
black holes or large structures non-emitting light (MACHO’s). Among all these proposed theories, it
is very active the search of a new type of weakly interacting of matter, made at a microscopic scale of
a new type of elementary particles. This sought "Dark Matter" (DM) may explain the physics at large
scales. However, this has currently no known counterpart at the microscopic scale.
The inclusion of a new type of matter requires the extension of the current model of particle physics, also
called the Standard Model of Particle Physics (SM), the theory of fundamental interactions that describes
the components of matter and their interactions between them. Several experiments have confirmed the
validity of the Standard Model over a large range of energies, completed by the discovery of the Higgs
boson (h) in 2012 by ATLAS and CMS experiments at LHC, the last missing particle in its spectrum. This
boson is the phenomenological manifestation of an underlying field allowing mass terms for massive
particles.
When the work explained in this thesis started, ATLAS and CMS collaborations were searching for
signals of dark matter production in association with other SM particles, also called mono-X searches.
Several theories encouraged searches of Higgs bosons produced in association to dark matter particles,
the latter leaving a large missing transverse momentum signature in the ATLAS data. This final state
probes the Higgs boson coupling with the dark sector. Among all possible channels, my work focused
in the decays of the Higgs boson into two photons.
The aim of this thesis is to explain the search for a Dark Matter candidates in association to a Higgs bo-
son in the ATLAS high energy proton-proton collision data. The Higgs boson is sought in its diphoton
decay channel due to the relatively low signal-background ratio in this channel and the good photon
energy resolution in the ATLAS detector. Importantly, this search is driven by performances. Missing
transverse momentum can be faked by many sources in ATLAS while the dark matter production is
expected to present a relatively low cross-section. Then, the correct missing transverse momentum re-
construction and the photon identification and calibration performances are critical items of this analysis
which strongly benefit of any improvement in that field. In this context, this thesis also describes my
contributions to the performance of the ATLAS liquid argon barrel calorimeter, aiming to to improve
the measurement of energy and arrival time of the photons, the photon identification, and the recon-
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struction of the missing transverse momentum quantity in events presenting a Higgs decaying into two
photons. The document is organized as follows.
A brief review of the Standard Model and the Dark Matter problem are presented in Chapter 1. The
text describes, in a nutshell, the history of the SM, its main predictions and its experimental successes,
the Higgs boson mechanism and finally present the main SM problems. A description of the dark mat-
ter production at early times considering the theory of freeze-out and its detection strategies are also
discussed. Finally, the theories used in the analysis presented in this thesis are exposed.
Chapter 2 describes the Large Hadron Collider (LHC) and the ATLAS detector. ATLAS sub-detectors
are also described, with a particular emphasis on the ATLAS electromagnetic barrel and trigger system.
The principles of detection of the ATLAS electromagnetic calorimeter are summarized in Chapter 3.
Calorimetry, electromagnetic showers development in the detector and energy reconstruction are pre-
sented. In addition, the ATLAS energy calibration technique is discussed together with the current
performance in energy and time reconstruction. Electrons and photons reconstruction, identification,
isolation and energy calibration techniques are reviewed in Chapter 4. Unfortunately, these techniques
are biased by several effects concerning the passive material simulation and the cell-to-cell electronic
cross-talk effect. A part of my work during the last three years consisted to revisit our knowledge of the
cross-talk effect in order to improve the energy and time measurements of electrons and photons and
the photon identification. Up to now, the cross-talk effect has been evaluated using calibration signals.
Although it allowed reducing its impact on photon measurements, an update using signal shapes close
to the data-taking ones is desired to increase the accuracy. This work is described in Chapter 5 together
with the implications on shower shapes reconstruction.
The missing transverse momentum (EmissT ) is a key quantity in the analysis presented in this thesis since
it is the signature left by at least one stable dark matter particle (most probably two if one assumes
fermion number conservation) in the detector. This quantity is the result of an imbalance in the final
transverse momentum distribution and is estimated using a common algorithm for all final states inside
ATLAS. However, some of the features of this calculation are not adapted to correctly reconstruct EmissT
in topologies with a Higgs boson decaying into two photons. My work has focused on the update of
these features to correctly reconstruct EmissT in h→ γγ topologies, as it is discussed in Chapter 6.
The search for Dark Matter candidates is reviewed in Chapter 7. No signal over the SM expected back-
ground is observed and limits on the different models considered are set. This analysis is compared with
the ATLAS analysis considering the Higgs boson decay into a bottom-antibottom pair and the same CMS
analysis. My contributions to the analysis cover the signal samples simulation and validation, the opti-
mization of one of the categories (Mono-Higgs category), the evaluation of theoretical and experimental
systematics and the limit setting for two of the used models (Z ′B and Z
′-2HDM models).
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The search for dark matter (DM) is presently one of the most active topics in particle physics. Since the
first formulation of dark matter as a possible explanation for the ratio of the average mass/luminosity in
galaxies of the Coma cluster in the 30’s, the last 90 years of research in astrophysics and cosmology have
introduced strong evidence supporting the existence of a non-electromagnetically interacting new type
of matter. These new components of the universe are predicted to be deeply involved in the dynamics
of diverse systems in cosmology and astrophysics, from low distance phenomena such as the motion of
stars around the galactic center to the structure formation and our universe global evolution. However,
despite the strong evidences of its existence at large scales, its microscopic nature discovery is still to be
made and its possible properties and interactions with visible matter remain unknown.
A search for dark matter elementary particle candidates is also theoretically motivated by several open
questions that the present Standard Model (SM) of particle physics cannot answer. The possible exis-
tence of new weakly interacting particles is indeed forecast in many extensions of the SM. The related
new physics sector may especially have interactions with the Higgs sector, the less known part of the
SM.
In this chapter, after a presentation of the SM and of its weaknesses, a review of the experimental con-
straints on possible DM particle candidate is presented. In the last section, the different models of DM
used to design the analysis presented in this thesis and to interpret the results are introduced.
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1.1 An overview of the Standard Model of particle physics
The Standard Model of particle physics is the theory that describes the elementary1 particles and their as-
sociated interactions currently known in Nature. Elementary particles are the fundamental constituents
of matter which, through their interactions, account for the observable phenomena at microscopic scale.
Four fundamental interactions are currently known, among which the Standard Model successfully de-
scribes three of them, namely the electromagnetic, weak and strong interactions. Gravitation, whose
quantum field formulation is not still fully implemented, requires an extended theoretical framework to
be quantized and embedded with other interactions in a single theoretical framework: this is the goal
of string theories being currently developed. The Standard Model describes these three interactions us-
ing a unique theoretical framework based on so-called gauge theories. As presented in this chapter, the
change of the underlying gauge group allows to build: quantum electrodynamics to describe the electro-
magnetic interaction; the Glashow-Salam-Weinberg (GWS) electroweak unification theory to model the
weak interaction and the electromagnetic force; and the quantum chromodynamics (QCD) to account for
the strong interaction. In the case of the electroweak theory, which requires having massive mediators,
an extra mechanism is needed to completely describe the weak interaction: the Higgs mechanism.
The research program that leads to the Standard Model of particle physics was carried out along the 20th
century following both experimental discoveries and incorporating theoretical breakthroughs. The main
experimental ingredients motivating this theory are exposed in Section 1.1.1; gauge theory principles are
presented in Section 1.1.2; QED, GWS and QCD theories are detailed in sections 1.1.3, 1.1.6 and 1.1.7
respectively in addition to the renormalization procedure in Section 1.1.4, which is a key ingredient of
the great predictive power of these theories. The Higgs mechanism is presented in Section 1.1.5 and,
finally, the Standard Model and its main predictions are presented in Section 1.1.8.
1.1.1 Experimental ingredients to be included in a model of particle physics
Matter composition
After the success of the atomic model at the end of the 19th century, the discovery of the electron in
1897 [1] by Lord Thomson opened a century of experimental discovery of a completely ignored micro-
scopic world exhibiting a surprising zoology of particles. Preservation of energy conservation in the
measured energy spectrum of electrons from nuclear β decay led Pauli to introduce a new weakly in-
teracting particle, the neutrino, whose existence was indeed experimentally demonstrated later on in
1956 by Reines and Cowan [2, 3]. With the positron discovery by Anderson in 1932 [4] also came the
fact that two particles can annihilate into pure energy that can convert to new particles. This discovery
leads to introduce the concept of antiparticle in the interpretation of the Dirac theory which aimed at
including special relativity in the theory. The invention of particle accelerator speeded up the process
and provided a rich collection of strongly interacting particles (the hadrons) and a new particle, the tau,
similar to the electron and the muon which was discovered in the cosmic rays by Carl D. Anderson and
S. Neddermeyer at Caltech in 1936 [5]. These particles are called generically leptons. Together with these
leptons, Pauli introduced the neutrino, a low mass particle interacting very weakly with matter, in an
attempt to explain the energy distribution of the electron issued from β decays while preserving energy
conservation.
Quarks were introduced by Gell-Mann [6] as theoretical components of the hadrons, a series of com-
posite particles interacting through the strong interaction. The first experiment showing the existence
of quarks was performed at SLAC [7] by colliding high energy electrons on a proton target. Such ex-
periments, called Deep Inelastic Scattering (DIS), put in evidence an inner structure of the hadrons and
furthermore, that hadrons are bound states of more fundamental particles: quarks and gluons that are
also generically called partons. The leading order Feynman diagram of the DIS collision is presented in
Figure 1.1.
Further experiments have studied in more detail the structure of the hadrons, in particular of protons.
1Elementary particle here means particles considered as fundamental fields of the theory.
Figure 1.1: Feynman diagram of the Deep Inelastic Scattering process. An electron interacts with a quark
inside the proton. The scattered electron energy and angular distributions provide information about
the structure inside the proton.
These experiments showed that hadron composition depends on the energy scale Q at which they are
probed and that a large fraction of the momenta of the proton is carried by the gluons. Partons carry
a variable fraction x of the total momentum of the hadron whose distribution is changing with Q2.
These parton density functions (PDF’s) must be determined experimentally but have the advantage that
they are universal, in the sense that a unique set of those PDF’s describes every hadron of a given type
regardless of the high energy collision in which it is involved. In addition, the evolution of the PDF’s
with the interaction energy is described by the DGLAP equation [8].
Experimental facts about natural forces in Nature
At the end of the 19th century, the successful description of the black-body spectrum leads to the in-
troduction of energy quantization as a major component of the theory. The introduction of the wave-
particle duality by de Broglie, the introduction of the Schrödinger wave equation (for electrons) and
the matrix formulation of quantum mechanics by Born, Heisenberg, Jordan and Pauli [9] constitute
giant steps in the description of non-relativistic quantum mechanics. On the other hand, the Michelson-
Morley experiment demonstrated that the speed of light is a constant regardless of the reference frame
in which it is measured. This result pushed to reconsider our conceptual point of view of space and time
and introduced the necessity to describe interactions in such a way that no interaction can propagate
faster than light. Since then, physicists have tried to explain the electromagnetic interaction through a
relativistic quantum field theory, aiming to explain the finer effects observed in on the energy spectra
of hydrogen atoms. The fully quantized theory of the electromagnetic field was not completed until the
formulation of quantum electrodynamics by Feynman, Schwinger and Tomonaga in the 1950’s, being
particularly successful in explaining the electron anomalous momenta and the Lamb shift, observed in
1947 [10] between the levels 2S1/2 and the 2P1/2 of the hydrogen atom [11].
The quantization of the fields blurs the distinction between particles and waves. Punctual (or point-
like) particles become fuzzy and the fields (for example the electromagnetic), classically represented as
a continuum, become mediated by particle-like entities (the photon for the electromagnetic field). Then,
interactions become a consequence of the exchange of field quanta between particles charged under the
mentioned field. This point of view can be extended to other interactions and constitutes the basis of the
Standard Model description of interactions.
Indeed, while the quantum electrodynamics was being developed, new experimental facts exhibit new
kinds of forces. In the early 20th century, the discovery of the nucleus of atoms, composed of positively
charged particles, required to introduce a stronger interaction to explain how these repulsing electrical
charges could be bound together. The description of the strong interaction began with Yukawa’s the-
ory [12]. In contrast to electromagnetism, he proposed a quantized field with massive mediators, the
pions pi, due to the short range of the interaction (it binds protons and neutrons inside the nuclei). How-
ever, this theory failed to explain the proton-neutron force at high energies and the interaction of pions
among themselves. Development of particle accelerators provided the experimental proof that strong
interacting particles (hadrons) are numerous and thus raised the question about their fundamental na-
ture. Hadron properties classification provided another hint on the nature of the strong interaction.
Gell-Mann’s hadronic model consisted on classifying hadrons according to the quantum numbers of
new theoretical constituents, the quarks, which in that epoch were limited to the up (u), down (d) and
strange (s) quarks. Quarks u and d are the main constituents of the proton and neutron and carry a
quantum number called isospin. The s quark instead carries a strangeness quantum number and no
isospin, which allows the combination of these three quarks to classify the observed hadron zoology at
the time depending on their spin, strangeness and isospin. The observation of the baryon ∆++ forced
the introduction of the color quantum number by Oliver Greenberg in 1964 [13], which reconciled the
Gell-Mann’s model predictions (three up quarks in the same state of spin and isospin) with the con-
servation of the Pauli exclusion principle. In addition, a mechanism proposed by Glashow, Iliopoulos
and Maiani (GIM mechanism [14]) required the introduction of the c-quark in order to suppress flavour-
changing neutral currents (FCNCs) and explain the ∆S = 2 transitions in weak theory. This mechanism
then pushed to extend the number of quarks in Gell-Mann’s theory. In addition, the studies on the
CP-violation of the weak interaction by M.Kobayashi and T.Maskawa [15] motivated the extension of
quark spectra to a third flavour family, composed of the b-quark and the top quark, thus completing the
particle picture in the theory.
As the electromagnetic interaction, strong interaction involves the existence of a charge, that is identified
with this color charge. The mediators of the strong interaction are massless vector fields while the
interaction has an effective spatial limited range. This is not contradictory since the strong force has a
potential energy which is highly increased when two color charges are separated from each other so that
when the distance is large enough this energy can be materialized into a new quark-antiquark pair that
decouples the primary charges one from the other. Studies of the proton structure showed that quarks
can only account for a fraction of the total energy of the proton. The missing fraction was postulated to
belong to gluons, which are the mediators of the strong interaction. Their existence was confirmed by
the discovery of 3 jet events in the Petra experiment [16] in 1979.
Another important phenomenon was also discovered studying radioactive properties of matter and
gave a very strong motivation to include a new interaction between particles: the radiative β−decay.
This reaction takes place only inside the nucleus of atoms, i.e at a short range of O(10−15m). This fact
implies that the mediators of the weak interaction must be massive, which present important conse-
quences in the SM phenomenology as we will see in the next sections. Indeed, while a massless photon
emitted by an electrical charge can propagate to very long distances without breaking the Heisenberg
inequality ∆E.∆t ∼ ~ as soon it has a low enough energy, a massive interaction mediator of masse M
cannot go beyond a distance d = c∆t ≥ c~Mc2 . There is one exception to this rule concerning the strong
interaction, whose mediators are massless but the interaction is short range. This is due to the struc-
ture of the interaction, as it will be explained in Section 1.1.7. A summary of the different interaction
strengths and ranges is presented in Table 1.1.
Furthermore, experiments studying weak interaction showed an additional difference with other inter-
actions with respect to the invariance properties that it respects. Parity, charge conjugation and time
reversal are discrete symmetries that are conserved by the electromagnetic and strong forces. Instead,
the experiments on the β−decay of Co60 nuclei by C.S. Wu and al. [17] and on the decay of neutral kaons
by J.H. Christenson et al. [18], showed that parity symmetry (P), charge conjugation symmetry (C) and
combined CP symmetries are observed to be violated by the weak force.
These discrete symmetries can be summarized as:
• Parity (P): a discrete symmetry transformation that changes the dynamical variables of the fields
to their mirror images:
x = (x0,x)→ x = (x0,−x) (1.1)
• Time reversal (T): Time reversal consists on the inversion of the time.
x = (x0,x)→ x = (−x0,x) (1.2)
• Charge conjugation (C): Charge conjugation is a discrete symmetry operation where all charges
of a given particle are flipped keeping however the same mass and the same spin. This is the
symmetry that relates the particles in the Standard Model to their antiparticles.
Interaction Coupling Relative strength ∆x (m)
Strong gS 1038 10−15
Electromagnetic e 1036 ∞
Weak gW 1025 10−18
Gravitational G 1 ∞
Table 1.1: Fundamental interactions and relative strength together with their range of action in me-
ters. This table summarizes the current knowledge of these interactions and it is the subject of ongoing
searches.
1.1.2 Gauge theories
Gauge theory is the framework in which all three interactions are embedded in the Standard Model.
The interest of gauge theories is that they allow implementing the conservation of a quantum number in
the theory. They also provide a unique way of building an interaction between particles carrying such
a quantum number. Invariance of the Lagrangian of the theory under local transformations implies the
conservation of a current according to Noether’s theorem [19] and allows the introduction of a vector
field to restore the local invariance of the Lagrangian under a gauge transformation. This quantum
number is called a charge in reference to the electric charge whose conservation is ensured using a
gauge theory in the building of QED. The interaction is mediated by a new type of particles, the force
carriers, called gauge bosons. Their propagation through space allows a limited speed of the interaction
as expected from relativity theory. Let’s consider a free-motion Lagrangian for a spin-0 boson φ (x)
Lscalar = ∂µφ† (x) ∂µφ (x)−m2φ† (x)φ (x) (1.3)
and consider a global U(1) symmetry transformation:
φ (x)→ φ (x)′ = eiωφ (x) (1.4)
where ω is a global parameter independent of the spacetime point x. Under this phase rotation, the
Lagrangian is invariant as shown in Eq. 1.5:
L′scalar = ∂µφ† (x)′ ∂µφ (x)′ −m2φ† (x)′ φ (x)′ →
L′scalar = ∂µφ† (x)
(
e−iω
)
∂µ
(
eiω
)
φ (x)−m2φ† (x)′ (e−iω) (eiω)φ (x)′ →
L′scalar = ∂µφ† (x) ∂µφ (x)−m2φ† (x)φ (x) = Lscalar
(1.5)
In the case where local symmetries are considered (Eq. 1.6), this Lagrangian is no longer invariant under
the symmetry transformation since additional terms appear:
φ (x)→ φ (x)′ = eiω(x)φ (x) (1.6)
L′scalar = ∂µφ† (x)′ ∂µφ (x)′ −m2φ† (x)′ φ (x)′ →
L′scalar = ∂µφ† (x)
(
e−iω
)
∂µ
(
eiω
)
φ (x)−m2φ† (x)′ (e−iω) (eiω)φ (x)′ →
L′scalar = Lscalar + (∂µω(x))2φ† (x)φ (x) + i∂µω(x)[φ (x) ∂µφ† (x)− φ† (x) ∂µφ (x)]
(1.7)
These additional terms come from the derivative part of the Lagrangian. Gauge invariance can be re-
stored if a spin-1 boson, called gauge boson, is introduced in the derivative term:
∂µ → Dµ = ∂µ − iAµ(x) (1.8)
Lscalar = Dµφ† (x)Dµφ (x)−m2φ† (x)φ (x) (1.9)
where Dµ is called covariant derivative of the gauge theory. This gauge boson also transforms under
local rotation (Eq. 1.10) and compensate the non-invariant terms such as the ones shown in Eq. 1.7.
Aµ(x)→ A′µ(x) = Aµ(x) + ∂µω(x) (1.10)
These transformations are rotations that form a Lie group U(1). The generalization to higher dimension
Lie groups may be done by considering tensorial phase transformations acting on a vector of fields.
Thus, considering one rotation U(x) contained in the D−dimensional representation of the non-Abelian
(non-commutative) gauge group SU(N) and the N-plet Φ of dimensionD, the local transformation may
be written as:
Φ→ Φ′ = U(x)Φ, U = eig ~ω(x)~τ (1.11)
where τ are the generators of the SU(N) group and ~ω(x) ∈ IRN. Then, the corresponding covariant
derivative and the gauge field transformation become:
∂µ → Dµ = ∂µ − ig~τ ~Aµ(x) (1.12)
~Aµ(x)→ ~A′µ(x) = U(x) ~Aµ(x)U−1(x) + ∂µ~ω(x) (1.13)
For both, non-Abelian and Abelian Lie gauge groups, one may highlight two important features:
• Gauge theories introduce a new gauge boson per generator of the symmetry group.
• Gauge invariance forbids mass terms L ∝ m22 AµAµ for the gauge bosons.
1.1.3 Quantum electrodynamics (QED)
Quantum electrodynamics has been developed to explain the interaction of electrically charged fermions
and constitutes the prototype of gauge theory used to model particle interaction using a simple gauge
transformation group U(1)Q. This gauge symmetry introduce a new gauge boson Aµ so that its La-
grangian is:
LQED = ψ (x) iγµDµψ (x)−m2ψ (x)ψ (x)− 1
4
FµνFµν ; Dµ = ∂µ − ieAµ(x) (1.14)
where e is the coupling strength of the interaction, which can be identified as the raw electric charge
associated with the fermion ψ (x)i, and − 14FµνFµν is the kinetic term of the photon with:
Fµν = ∂µAν − ∂νAµ (1.15)
being the electromagnetic force antisymmetric tensor. The Euler-Lagrange equations of this Lagrangian
become the inhomogeneous Maxwell equations and the interacting Dirac equations (Eqs. 1.16 and 1.17),
allowing to identify Aµ with the photon:
∂µF
µν = −eψ (x) γνψ (x) (1.16)
(iγµ∂
µ −m)ψ (x) = −eγµAµψ (x) (1.17)
This identification between the gauge boson and the mediators of the interacting particle is generalized
to all gauge symmetries. Then, in analogy to QED, gauge bosons issued from QCD and GWS models
are identified with the corresponding interaction mediators of the strong and electroweak interaction
respectively.
1.1.4 Renormalization
When interacting with a charge at a given energy, an incoming particle is only sensitive to the screened
charge because of the possible fluctuations of the charge through pair creation in the volume of inter-
action whose typical size is given by de Broglie wavelength. This suggests that interaction intensity is
energy dependent which reflects at the theoretical level by the Renormalisation Group Equations that
provide the energy dependence of the coupling (the visible charge). The fact that the quantization of
the QED theory introduces divergent terms in the calculations is a general feature of gauge theories.
Observables such as the cross-section for a given process are estimated in the framework of quantum
field theories and depend on the square of the probability amplitude of an interactionM2. In pertur-
bation theory, this probability amplitude is estimated by adding up all possible configurations in which
the interaction may take place. For example, in the case of an electron-muon scattering through the
electromagnetic field, the lowest order contribution is the exchange of a photon between the electron
and the muon. However, other configurations need to be taken into account, for instance, the virtual
creation of a pair fermion-antifermion and their re-annihilation into a photon, which represents one of
the next-to-leading order contributions to the scattering cross-section. The momentum of this fermion-
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Figure 1.2: Feynman diagrams representing the leading order contributions to the interaction between
an initial electron and a muon in the t-channel. The tree-level diagram corresponds to the exchange
of a photon between the electron and the muon. In addition, the leading order loop correction to the
electron-muon interaction is also shown.
antifermion loop is not constrained and integrals summarizing this correction are computed over all
possible momenta configurations. This leads to divergences in the final observable calculation. How-
ever, divergences can be absorbed in a redefinition of the couplings of the theory, in a process called
renormalization [20] which introduces a dependence of the coupling with a dummy mass scale µ. Renor-
malized theories must finally produce physics predictions that are independent of the renormalization
scale µ. This dependence is encoded in the β function:
µ
dg(µ)
dµ
= β(g(µ)) (1.18)
where µ here is the energy at which the coupling is studied. It is particularly interesting to acknowledge
the behaviour of this function at high energies and low energies, where critical effects may appear.
The ensemble of equations predicting the coupling strength at different energies form what is called the
renormalization group equations of the theory and in the following, couplings dependent on energy will
be named running couplings. As an example, the fine structure (αs = e2/4~cpi0 or αs = e2/4pi0 in units
where ~ = c = 1 ) constant equals 1/137 when µ→ 0 and 1/128 when µ equals the mass of the Z boson.
Renormalization is not only restricted to the couplings between different particles in the Lagrangian but
also to kinetic terms and to the masses of the particles.
1.1.5 The Higgs mechanism
As presented in Section 1.1.2, mass terms for the gauge boson coupling are forbidden by gauge invari-
ance while the short range of the weak interaction (Tab. 1.1) imposes that its mediators are massive.
Thus, an alternative technique is needed for allowing the existence of massive vector boson together
with a gauge invariant Lagrangian. The solution is the so-called Brout-Englert-Higgs (BEH) mecha-
nism [21, 22, 23], which introduces a doublet of complex fields (Eq 1.19), called Higgs fields, and a
potential term (Eq. 1.21) to the Lagrangian. Assuming µ > 0 and λ > 0, this potential is represented in
Fig. 1.3. It can be observed an unstable equilibrium at φ (x) = 0 with degenerated ground energy states.
φ (x) =
(
φ+
φ0
)
; φ+ = φ1 + iφ2; φ
0 = φ3 + iφ4; (1.19)
Figure 1.3: Higgs potential form represented in a 3D plot as a function of the imaginary and real part of
the Higgs field. Ground state degeneracy is observed.
LBEH = Dµφ† (x)Dµφ (x) + µ2φ† (x)φ (x)− λ(φ† (x)φ (x))2 (1.20)
V (φ) = −µ2φ† (x)φ (x) + λ(φ† (x)φ (x))2 (1.21)
Under the action of this potential, a spontaneous symmetry breaking of the gauge invariance occurs
when the Higgs field spontaneously collapses towards one of its ground states, which can be written as:
φ0 =
1√
2
(
0
v + h(x)
)
(1.22)
where v =< 0|φ|0 >=
√
µ2
λ is the vacuum expectation value of the ground state and h(x) are non-zero
energy excitations of the Higgs field around the ground state, corresponding to a new particle called the
Higgs boson. The ground state is no longer gauge invariant despite that the Lagrangian is. Developing
the previous Lagrangian around the Higgs field ground state, the BEH mechanism generates masses for
the gauge boson Aµ (Eq 1.24).
LSSBBEH =
1
2
∂µ(h(x)
†)∂µ(h(x))
+
1√
2
ieAµ[(v + h(x)
†)∂µh(x)− (v + h(x))∂µh(x)†]
−e2 v
2
2
AµA
µ + V ([v + h(x)])
(1.23)
Lmass = −e2 v
2
2
AµA
µ (1.24)
1.1.6 Electroweak unification of Glashow, Salam and Weinberg
In the 1960’s, Glashow, Salam and Weinberg developed a theory [24, 25, 26] unifying the weak and
electromagnetic interactions in a single interaction gauge theory, called electroweak (EW) or Glashow-
Salam-Weinberg (GWS) theory. Two charges are conserved by the electroweak interaction, the isospin
and the hypercharge. The associated gauge group is SU(2)L × U(1)Y .
The SU(2)L part of the gauge group corresponds to rotations of the isospin (I) number. The observed
CP violation presented in Section 1.1.1 implies that the weak interaction only acts on the left-handed
chiral components of the fermions, described in the Weyl representation as:
ψ (x) =
(
ψL
ψR
)
; ψL =
1− γ5
2
ψ; ψR =
1 + γ5
2
ψ; (1.25)
Family 1nd 2nd 3rd Electric charge (Q) Isospin (I3) Hypercharge (Y )
Quarks (u, d)L (c, s)L (t, b)L (2/3, -1/3) (1/2, -1/2) (1/3, 1/3)
uR, dR cR, sR tR, bR 2/3, -1/3 0, 0 4/3, -2/3
Leptons (ve, e−)L (vµ, µ−)L (vτ , τ−)L (0, -1) (1/2, -1/2) (-1, -1)
e−R µ
−
R τ
−
R -1 0 -2
Table 1.2: Quark and lepton families as seen by the electroweak interaction. Fermions grouped in paren-
theses are elements of a doublet under the isospin symmetry. Main quantum numbers corresponding to
the electroweak symmetries are shown for each weak interaction doublet (I3 = ± 12 ) and singlets (I3 = 0).
Indexes L and R show the chirality of the considered particles.
γ0 =
(
0 1
−1 0
)
; γi =
(
0 σi
−σi 0
)
; γ5 = iγ0γ1γ2γ3 =
(−1 0
0 1
)
(1.26)
where ψ is a spinor with two Lorentz invariant components ψL and ψR, γi are the Dirac γ- matrices and
the symbols L and R stand for left-handed and right-handed fermion chiral components. The Standard
Model presents left-handed and right-handed partners for all fermions except neutrinos. However, more
recent experiments showed that right-handed neutrinos must exist, as will be explained in Section 1.1.8.
In two dimensions, SU(2)L is generated by three independent generators, the Pauli matrices σi, each
introducing a new gauge boson: W1,W2 and W3. The weak isospin has three components: I1, I2 and
I3. In analogy to the spin, its third component is used to describe the properties of the fermions under
the weak interaction, being assembled in doublets (I3 = ±1/2) if they are charged or in singlets (I3 =
0) if they are not. The corresponding symmetry transformation for the left-handed and right-handed
components is:
ψL → ψ′L = ei
1
2 gI~ω(x)·~σψL (1.27)
ψR → ψ′R = ψR (1.28)
with ψL and ψR representing:
ψL =
(
u
d
)
L
,
(
c
s
)
L
,
(
t
b
)
L
,
(
νe
e
)
L
,
(
νµ
µ
)
L
,
(
ντ
τ
)
L
(1.29)
ψR =
(
uR, dR, cR, sR, tR, bR, eR, µR, τR
)
(1.30)
where gI represents the coupling strength of the weak interaction. On the other hand, the hypercharge
conservation corresponds to the U(1)Y part of the symmetry group and introduces the B gauge boson
with the new quantum number Y (hypercharge) and a coupling strength gY . All fermions are charged
under the hypercharge group, being the corresponding gauge transformation:
ψL,R → ψ′L,R = e−iY gY ω(x)ψL,R (1.31)
Table 1.2 summarizes the main quantum numbers for quarks and leptons as well as their chirality, as
seen by the electro-weak interaction.
The total Lagrangian of the theory is:
LGWS = LInt + Lgauge + LHiggs + LYukawa (1.32)
where LInt (Eq. 1.33) corresponds to the interaction and kinetic term of the fermions with the gauge
bosons and Lgauge (Eq. 1.34) corresponds to the kinetic term of the gauge bosons.
LInt = ψLiγµDµψL + ψRiγµDµψR (1.33)
Lgauge = −1
4
FµνA F
A
µν −
1
4
BµνBµν . (1.34)
The corresponding covariant derivatives are:
DµψL = (∂µ − igI ~σ
2
~Wµ − igY
2
Bµ)ψL (1.35)
DµψR = (∂µ − igY
2
Bµ)ψR (1.36)
and:
FAµν = −
1
igI
[DAµ , D
A
ν ] = ∂µW
A
ν − ∂νWAµ − gICABCWBµ WCν (1.37)
Bµν = ∂µBν − ∂νBµ (1.38)
are the field strength tensors of the electroweak interaction where A = 1, 2, 3 and CABC correspond to
structure constants of the gauge group defined by:
[tA, tB ] = iCABCt
C (1.39)
where ti are the generators of the symmetry group. In the case of a SU(2) group, CABC = ABC .
LHiggs stands for a Higgs Lagrangian term like in Eq. 1.20. The Higgs field ground state breaks the
SU(2)L×U(1)Y symmetry through the BEH mechanism and allows massive terms for the gauge bosons.
Finally, the Higgs field is also used to generate mass terms for fermions. A Yukawa term LYukawa is
added, which introduces interactions between the fermions and the Higgs field. The addition of this last
term is ad hoc but allows to introduce mass terms for fermions since mass terms for fermions of the form
−mΨLΨR are forbidden by SU(2)L gauge symmetry (ΨL changes while ΨR is unaffected by an SU(2)L
transformation).
LYukawa = −gψψRφ (x)ψL + h.c (1.40)
After spontaneous symmetry breaking, the symmetry group of the Lagrangian reduces from the SU(2)L×
U(1)Y group to the U(1)Q QED gauge group, since the remaining symmetry is the conservation of the
electromagnetic charge. For a given particle, the relation between its electric charge Q and its isospin
(I3) and hypercharge Y is:
Q = I3 +
Y
2
(1.41)
In the LHiggs sector, interaction terms of the Higgs field with the gauge boson leads to non-diagonal mass
matrix for the W 3 and B bosons:
LHiggs ⊃ (Dµφ†)(∂µφ) = 1
2
(Dµh(x)†)(∂µh(x))−v
2
8

W 1µ
W 2µ
W 3µ
Bµ


g2I 0 0 0
0 g2I 0 0
0 0 g2I −gIgY
0 0 −gIgY g2Y


W 1,µ
W 2,µ
W 3,µ
Bµ
+Lh−couplings
(1.42)
This matrix can be diagonalized separately forW 3µ andBµ sector using the Weinberg angle θW (Eq 1.43),
so that the mass matrix neutral eigenstates are the Z and A bosons (Eq 1.44), the latter being identified
with the photon since its corresponding eigenvalue from the mass matrix is expected to be zero (Eq 1.45).
tan θW =
gY
gI
(1.43)
Zµ = cos θWW
3
µ − sin θWBµ
Aµ = sin θWW
3
µ + cos θWBµ
(1.44)
so that the bare masses (eigenvalues of the mass matrix) are:
mZ =
v
2
√
g2I + g
2
Y ,
mγ = 0
(1.45)
In addition, the W 1 and W 2 can be reorganized as shown in Eq. 1.46, giving rise to the W+ and W−
bosons:
W±µ =
√
1
2
(
W 1µ ∓ iW 2µ
)
(1.46)
with a corresponding mass of:
mW =
v
2
gI (1.47)
The term Lh−couplings in Eq. 1.42 includes the interaction terms between the Higgs boson h and the weak
gauge bosons. After mass matrix diagonalization, it can be written as:
Lh−couplings = − 2m
2
W
v︸ ︷︷ ︸
ghWW
h(x)W+µ W
−,µ − m
2
Z
v︸︷︷︸
ghZZ
h(x)ZµZ
µ − m
2
W
v2︸︷︷︸
ghhWW
(h(x))2 − m
2
Z
2v2︸︷︷︸
ghhZZ
(h(x))2ZµZ
µ (1.48)
so that the couplings of the Higgs boson to the gauge bosons W± and Z are [27]:
ghWW = 2
m2W
v
; ghZZ =
m2Z
v
; ghhWW =
m2W
v2
; ghhZZ =
m2Z
2v2
(1.49)
Finally, the symmetry breaking in the Yukawa sector introduces mass terms for the fermions and inter-
actions with the Higgs field:
LYukawa = −gψv√
2
[ψRψL]− gψ√
2
[ψRh(x)ψL] + h.c (1.50)
Note that the GWS theory predicts that the fermion masses depend on their coupling to the Higgs field:
ghff =
gψ√
2
=
mf
v
(1.51)
The stronger is the coupling, the larger is the mass of the corresponding fermion. This prediction, which
is not suggested by any experiment, has important implications in the phenomenology of the Higgs
boson and its production at colliders, which is studied in Section 1.2 for the LHC.
Another remarkable consequence of the GWS theory is that interaction and mass eigenstates are not
the same. If one redefines the given states in the theory so that mass matrices are diagonal, a unitary
matrix emerges inside the interaction term. In the case of the quark sector, this matrix is the Cabibbo-
Kobayashi-Maskawa (CKM) matrix:
VCKM =
Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 (1.52)
This fact has profound consequences in the EW phenomenology, being remarkable the possibility of
transitions between different quark families when charged bosons W± are involved, leading to flavour
changing currents. On the other hand, observed CP violation in the weak sector is parametrized by
adding a complex phase in the Vtd and Vub components (according to Wolfenstein parametrization [28]).
1.1.7 Quantum chromodynamics (QCD)
Quantum chromodynamics is the gauge theory explaining the processes mediated by the strong inter-
action between colored particles. It was formulated after the introduction of the color number [13] and
is represented by a non-Abelian SU(3)c gauge group. Gauge transformations of this group involve at
most 8 independent generators called gluons, each one associated with a different gauge boson in the
theory. The QCD Lagrangian is:
LQCD = ψ (x)c iγµDµψ (x)c −
1
4
GµνA G
A
µν ; Dµψ (x)c = (∂µ − igs
~τ
2
~Aµ)ψ (x)c (1.53)
where gs is the strong coupling and
GAµν = −
1
igs
[DAµ , D
A
ν ] = ∂µA
A
ν − ∂νAAµ − gsCABCABµACν (1.54)
ψ (x)c describes all quark fields with their color indices, τA are the generators of the SU(3)c group,
represented by the Gell-Mann matrices [29], and AAµ are the eight gluons in the theory. In contrast with
electroweak interaction, there are three color charges denoted as red, green and blue. Quarks carry a
single charge of color while gluons have two color numbers, which has phenomenological consequences
in jet physics. The combination of these three colors give rise to neutral particles under the gauge group
as well as the combination of one colored particle with its antiparticle.
The renormalization of the gs coupling leads to the effects of asymptotic freedom and confinement. The
former implies that at low interaction energies, gs increases, while at higher energies the coupling tends
to zero. The increasing magnitude of gs at low energy has important experimental implications. Two
colored particles moving away one from each other cause the increase of the potential energy stored in
the color field between them until it is large enough to be relaxed in a new pair of quark-antiquark. Pair
creation process is repeated until the final state is composed of a bunch of color singlet particles, the
hadrons, resulting from the binding of the initial partons and the created pairs (Fig. 1.4). This leads to
the confinement of partons inside the hadron, which implies that no isolated colored charge particles
(quarks or gluons) but only colored singlet particles can be observed [8].
Figure 1.4: Running coupling αs as a function of the interaction energy (αs = g2s/4pi) and representation
of the confinement effect after the emission of quarks or gluons issued from an interaction. It can be
observed how quarks and gluons scatter out of the collision point. As partons move away, gs running
coupling increases and at one point, quark-antiquark pairs are created from the vacuum and combine
with the outcoming partons to form hadrons.
The confinement implies that partons inside the hadron interact at very low energy. The large run-
ning coupling gs in these interactions is then reduced by the continuous quark pair creation and soft-
radiation of gluons inside the hadrons. These processes explain the structure of the proton presented in
Section 1.1.1. These effects could be problematic if there was no possible separation between the QCD
perturbative and non-perturbative effects. For example, the interaction of a photon against a quark in
a proton would, in that case, become completely unpredictable due to the possible dependence of the
cross-section of the photon-quark process with the quark distribution inside the hadron.
However, non-perturbative effects may be efficiently separated in the calculations from perturbative
ones, as stated by the factorization theorem [29]. The observables, such as the cross-section of a particle-
hadron interaction, can be factorized into a perturbative (colliding particle-hadron interaction cross-
section ) and a non-pertubative (PDFs) part at a given scale, represented by µF . In the particular case of
an hadron-hadron collision, the predicted cross-section can be written:
σtot =
∑
AB
∫
dx1dx2pA(x1, µF )pB(x2, µF )σAB(x1x2s,
µF
s
, µR) (1.55)
where A and B denote sum over all partons inside the hadrons A and B, x1 and x2 represent the col-
liding partons energy fraction over their corresponding hadron total energy, µR is the renormalization
scale and s is the center-of-mass energy of the collision. µF represents the energy scale at which per-
turbative QCD can no longer be applied while non-perturbative effects become important. Perturbative
calculations only contain hard emissions above µF . There is some arbitrariness in the choice of µF and
it will become one of the most important theoretical uncertainties in the analysis when doing signal an
background cross-sections calculation ( Section 7.5).
1.1.8 The Standard Model
The Standard Model combines the QCD, GWS and QED theories into a single global gauge theory based
on the SU(3)c × SU(2)L × U(1)Y group. So far, six quarks and six leptons are currently known and
can be grouped into three generations. The description of the fermions include the determination of
their isospin, electric charge and hypercharge. As any other gauge theory, the Standard Model includes
anti-particles, which are the charge-conjugate of each fermion. In the bosonic sector, the SM particle
spectrum includes the three weak bosons W± and Z, the eight QCD gluons and the photon, together
with the Higgs boson. A summary of this spectrum is presented in Figure 1.5.
Figure 1.5: General picture of elementary particles and force carriers included in the Standard
Model [30].
Originally, the formulation of the Standard Model did not include the right-handed chiral component
of the neutrinos. This induced no mixing flavour matrix in the lepton sector since mass eigenstates
could be rotated into the weak interaction eigenstates, as stated in Section 1.1.6. However, more recent
experiments (Super-Kamiokande [31, 32, 33], SNO [34]) on atmospheric and solar neutrinos observed
flavour changing currents in the neutrino sector. As neutrino oscillations depend on the mass difference
between different neutrino species, a mass term must then exists for the neutrinos. This involves a
mixing matrix for the leptons, similar than the CKM matrix for quarks.
UPMNS =
Ue1 Ue2 Ue3Uµ1 Uµ2 Uµ3
Uτ1 Uτ2 Uτ3
 (1.56)
This matrix is called Pontecorvo-Maki-Nakagawa-Sakata matrix (PMNS) and can be parametrized using
3 angles θ and 1 complex phase for CP violation, like the CKM matrix.
Experimental successes
One of the most important test of the SM is its prediction of the ρ0 = M2W /M
2
Zcos
2(θW ) ∼ 1 parameter,
equal at leading order to 1, while experimental value is ρ0 = 1.00037 ± 0.00023 [35]. One should also
notice that the SM was solid enough to incorporate unexpected effects in a natural way such as the third
generation discovery in the 1970’s with the τ -lepton and b-quark discovery [36, 37] or more recently
with the discovery of neutrino oscillations. Its internal consistency and the GIM mechanism allowed to
predict the existence of the top quark and the τ -neutrino. Six of the main predictions of the Standard
Model are then the W±, Z and Higgs bosons and the charm and top quarks and the τ -neutrino.
The most important implication of the possible existence of the Z boson was that it would be possible
to observe the scattering of particles through weak interaction without any charge exchange (neutral
current interaction). This prediction was tested and confirmed by the Gargamelle experiment at CERN
in 1973 [38]. In this experiment, a neutrino beam collides against a bubble chamber filled with CF3Br.
The observation of hadrons recoiling against no visible source and no muon nor electron in the final state
implies that an interaction of type ν`/ν¯` +N → ν`/ν¯` + hadrons occurred (neutral current). In addition,
interactions of type ν`/ν¯` + N → `± + hadrons presenting a muon or electron in the final state plus
hadrons were also observed (charged currents). The ratio of the observed number of events allowed
to determine that neutral currents were due to an electrically neutral mediating particle (instead of a
charged current process at higher orders) but charged under the weak interaction, opening the road for
a discovery of the Z particle. After the indirect discovery of the neutral current interactions, W± and
Z were discovered at CERN in 1983 by the UA1 and UA2 [39, 40] experiments using the Super Proton
Synchrotron (SPS).This discovery was done under the scientific impulse of C. Rubbia and thanks to a
technical breakthrough from S. Van der Meer, who invented the stochastic cooling of anti-proton beams
that allowed to collide protons and anti-protons in the SPS and to reach the luminosity needed for the
discovery.
On the fermion side, the charm quark was revealed by the observation of the J/ψ meson, discovered
at SLAC [41] and BNL [42], and the b-quark, by the observation of the Υ meson, observed at Fermilab
in 1977 [37]. Later, the top quark was discovered at Tevatron [43, 44] in 1995 and the τ -neutrino was
observed by the DONUT collaboration in 2000 [45]. The last prediction of the Standard Model is the
Higgs boson, which was discovered in 2012 by the ATLAS and CMS experiments [46, 47] at a mass of
about 125 GeV. This mass measurement allows to determine all the parameters of the SM Lagrangian,
especially the λ parameter of the Higgs potential, and to compute any prediction of the Standard Model.
Interestingly, the measured Higgs boson mass is compatible with internal consistency test of the Stan-
dard Model based on its predictions of different electroweak observables which are dependent on the
top quark and W boson masses [48] as shown on Fig. 1.6(left) and with direct constraints from Higgs
search from the Tevatron Run II (Fig. 1.6-right). As the Higgs boson is a key piece of the search presented
in this thesis, a precise description of its known properties is presented in Section 1.2. In addition, the
SM model presents some limitations which are discussed in Section 1.3.
Figure 1.6: Prediction of the mass of the Higgs boson by comparing the measured masses of the top and
the W boson and measured 95 % CL limits on the Higgs production cross-section at Tevatron with 10
fb−1 integrated luminosity [48, 49].
1.2 Higgs phenomenology at the LHC
After the discovery of a neutral heavy boson in 2012, the ATLAS and CMS experiments could start to
check to which extent this boson was likely to be the Higgs boson. In order to determine the properties
of this new resonance, several studies were performed focusing on its mass, spin, couplings and pro-
duction modes. Spin studies confirmed that the new resonance corresponds to a spin-0 particle [50, 51,
52] with even parity as expected by the Standard Model Higgs boson. Combined measurements from
both experiments on h→ γγ and h→ 4` decays showed that the best-fit mass of the new scalar particle
(Fig. 1.7) is mh = 125.09± 0.24 GeV [53].
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Figure 1.7: Individual and combined values of the SM Higgs-like resonance using 2011-2012 AT-
LAS+CMS data at
√
s = 7 and 8 TeV [54]. h → γγ and h → 4` are used because they offer the best
mass resolution. Mass measurements are performed allowing strength parameters for selected produc-
tion and decay modes to vary in the fit. It is done in order to obtain a mass measurement as independent
as possible of SM assumptions. The red vertical line and the gray shaded column indicate the central
value and the total uncertainty of the combined measurement.
In addition, production cross-sections (σprod) and decay branching fractions (Γdecay) [55] of the resonance
are measured and compared with the Higgs SM predictions. For these comparison, strength parameters
for each production mode and decay mode are defined, named respectively µprod and µdecay:
µprod =
σexpprod
σtheoprod
; µdecay =
Γexpdecay
Γexptot
ΓSMdecay
ΓSMtot
(1.57)
Measured strength parameters, presented in Figures 1.8, are compatible with 1 within their respective
uncertainties, which indicates a good agreement between measurements and Standard Model predic-
tions. All these measurements allow concluding that the discovered resonance is very likely to be the
predicted SM Higgs boson, thus every reference to this resonance is quoted in the following as the Higgs
boson denoted as h. However, measurements are not yet precise enough to determine if the new particle
respect the SM full Lagrangian or if some new physics beyond the Standard Model is about to show up.
(a) (b)
Figure 1.8: Combined measurements of the SM Higgs-like resonance production and decay couplings
using 2011-2012 ATLAS+CMS data from LHC Run I at
√
s = 7 and 8 TeV [55]. All production modes
are considered while only bb, γγ, τ+τ−, W±W∓ and ZZ final state branching cross-section × branching
ratios are extracted in units of the SM predictions.
1.2.1 Production and decay modes of the SM Higgs boson at LHC Run II
Searches for the Higgs boson could be performed by exploiting the features of certain production and
decay modes. Certain production modes consider the emission of other particles in addition to the
Higgs boson that can be used to tag the interaction, for instance, as it is done in invisible decay modes
of the Higgs. In addition, the discovery of the Higgs boson was achieved by searching Higgs decays
presenting a high significance as low SM background was expected, e.g. in final states with two photons
or four leptons. In this section, the main production and decay modes of the Higgs boson as predicted
by the Standard Model are presented.
The five processes with the largest production cross-sections are:
• Gluon-gluon fusion (ggF): gg → h
A quark loop mediates the Higgs boson creation (Fig. 1.9.a), so that the production becomes pro-
portional to ghff (Eq. 1.51). As it has been discussed, these fermions with larger masses couple
more strongly to the Higgs boson, so that the largest coupling of this type is the one between top
quarks and the Higgs. Moreover, this coupling is the strongest coupling in the Standard Model of
the Higgs boson thus ggF production mode is dominated by a top loop for all energies. Further-
more, gluon-gluon fusion dominates the production of the Higgs boson at the observed mass of
125.09 GeV.
• Vector-boson fusion (VBF): qq → qqh
In this case, the Higgs boson is produced by the fusion of two weak bosons (W+W− orZZ) emitted
by two colliding quarks (Fig. 1.9.b). The coupling allowing this interaction corresponds to the ghV V
coupling shown in Eq. 1.49.
• Associated production (Vh): qq → V h
Two colliding quarks produce an intermediate excited state that can be either a weak boson (W
or Z) or a Higgs boson and that later radiates either a Higgs boson or a weak boson, respec-
tively(Fig. 1.9.c). The cross-section of this process is proportional to ghV V and ghhV couplings.
• tt fusion (tth): gg → tth
Two gluons create two top-antitop pairs so that the top from one couple and the antitop of the
other collide to create a Higgs (Fig. 1.9.d).
• bb fusion (bbh): gg → bbh
This process is similar to tth, but with gluons creating a pair bottom-antibottom (Fig. 1.9.e).
The lowest-order Feynman diagrams for those processes as well as their corresponding cross-sections at√
s = 13 TeV and
√
s = 14 TeV are shown in Figure 1.10. Production of the Higgs boson is dominated
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Figure 1.9: Example of the leading order Feynman diagrams for Higgs production at LHC: gluon fusion
production (a), vector-boson fusion (b), associated production (c) and tt¯H (d) and bb¯H (e).
Figure 1.10: Higgs production cross-section for leading production modes. The left plot shows produc-
tion the cross-section at
√
s = 13 TeV while the right plot at
√
s = 14 TeV. Bolded regions correspond to
the Higgs cross-section uncertainties.
by the gluon-gluon fusion process, which represents around an 87 % of the total production of a SM
Higgs boson with a mass of 125.09 GeV. The vector-boson fusion and the associated production are
Process σi (pb) σiσtot (%)
ggF 48.52 +2.23−3.25 87.2
VBF 3.78 ±0.08 6.8
ZH 0.88 +0.04−0.03 1.6
WH 1.37 ±0.03 2.5
ttH 0.51 +0.03−0.05 0.9
bbH 0.49 +0.10−0.12 0.9
Table 1.3: Production cross-sections of the Standard Model Higgs boson at the LHC for
√
s = 13 TeV
[56].
subdominant processes but they represent two very interesting production modes of the Higgs boson.
The reconstruction of their associated particles allows to tag the Higgs boson production process and to
assign unambiguously the production mechanism.
A summary of all production mode cross-sections is presented in Table 1.3 for
√
s = 13 TeV and mh =
125.09 GeV, taken from [56]. Gluon fusion cross-section is calculated in QCD up to next-to-next-to-next-
to-leading order in αs implementing next-to-next-to-leading logarithm resummation (N3LO+NNLL).
Other SM Higgs production cross-sections are calculated up to next-to-next-to-leading order (NNLO) in
QCD and NLO in electroweak coupling constant.
On the other side, the Standard Model Higgs boson can decay into different modes, some of them medi-
ated by the direct coupling of the Higgs with the final state particles or through virtual loops of particles.
In the first category, one may find the Higgs decay into fermions such as quarks or leptons whose decay
width at leading order can be written as:
Γ(h→ ff) = g2hffNC
mh
8pi
(
1− 4m
2
f
m2h
)3/2
(1.58)
where NC is the color factor (NC = 3 for quarks and NC = 1 for leptons). The dominant decay width
for a Higgs mass of mh = 125.09 GeV is the h → bb¯ channel, with a branching ratio of 58%. However,
despite being the dominant decay mode, the large QCD background with two jets produced in the final
state strongly reduces the Higgs observation power in this channel. It can also be observed that the large
mass of the top quark suppresses the decay width of the Higgs to a top-antitop pair, thus just allowing
off-shell contributions.
Decays of the Higgs into two gauge bosons are also allowed by the direct couplings ghV V . The same
constraint on the mass applies to h → W+W−, ZZ, where one of the vector-bosons must be produced
off-shell. However, the fact that the mass of a single W or Z boson is lower than the measured mass of
the Higgs boson permits that this decay channel is not completely suppressed, yielding an expression
for the width as:
Γ(h→ V V ∗) = δV
(mh
v2
)2 mh
32pi
(
1− 4m
2
V
mh
)1/2(
1− 4m
2
V
m2h
+ 12
(
m2V
m2h
)2)
(1.59)
where δW = 2 and δZ = 1. Moreover, in contrast to h → bb, these two decays are important in LHC
searches due to the low backgrounds expected for W and Z leptonic decays.
On the decay channels mediated by loops, the most important channel is the decay to γγ. No direct
coupling exists in the SM Lagrangian to allow a tree diagram contribution for this decay. The dominant
loop contribution is the W+W− due to the large mass of the top quark and the small ghff coupling to
other fermions. The leading order width can be expressed as [57]:
Γ(h→ γγ) = |F |2
( α
4pi
)2 GFm3h
8pi
√
2
(1.60)
with F :
F = FW (βW ) +
∑
f
NCQ
2
fFf (βf ) (1.61)
FW (βW ) = 2 + 3βW + 3βW (2− βW )f(βW ); Ff (βf ) = −2βf [1 + (1− βf )]f(βf ); (1.62)
βW =
4m2W
m2h
; βf =
4m2f
m2h
(1.63)
where:
f(β) =
{
arcsin2(β−1/2) , β ≥ 1
− 14
[
ln 1+
√
1−β
1−√1−β − ipi
]2
, β < 1
(1.64)
Despite their low branching ratio, the excellent photon and lepton resolution and the limited expected
background promote the γγ and the WW/ZZ decay channels as the leading probes of Higgs boson
physics at the LHC. Table 1.4 gives the branching ratios of the dominant Higgs boson decays and the
SM Higgs boson total width prediction. Figures 1.11 show the dominant Feynman diagrams for the
Higgs decays and Figures 1.12 present the evolution of the Higgs boson decay branching ratios as a
function of the Higgs boson mass in the Standard Model.
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Figure 1.11: Leading-order Feynman diagrams for main Higgs boson decay modes at mh = 125.09GeV:
Higgs boson decay to bb¯ and cc¯ (a); τ+τ− and µ+µ− (b); decay into two vector bosons, one off-shell and
other on-shell (c); decay to two photons γγ (d); to Zγ and to two gluons (e).
1.3 Standard Model limitations
So far, the Standard Model has made proof of a large predictive power and a remarkable success in
describing the current phenomena known in Nature. However, several limitations prevent the Standard
Model to be a complete theory:
• Parameters of the Standard Model
The fact that the Standard Model has 25 free parameters indicates that it is a very good descriptive
model at low energies but it also indicates that SM could be an incomplete theory. SM could
be indeed the effective low energy manifestation of a more fundamental theory, which hopefully
could be formulated with a lower number of independent parameters.
Process Branching ratio (%) Relative Uncertainty (%)
bb¯ 58.09 ± 1.24
cc¯ 2.88 +5.55−1.98
τ+τ− 6.26 ± 1.65
µ+µ− 0.02 ± 1.69
W+W− 21.52 ± 1.53
ZZ 2.64 ± 1.53
γγ 0.23 ± 2.09
Zγ 0.15 ± 5.81
gg 8.18 ± 5.14
Total Width (4.100 ± 0.056) MeV
Table 1.4: Branching ratios of the Standard Model Higgs through all channels in Figures 1.11 at mh =
125.09 GeV for
√
s = 13 TeV [56].
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Figure 1.12: Branching ratios of the Standard Model Higgs boson decay modes as a function of the Higgs
mass. Left plot shows the mass dependence of the branching ratio inside a region of mh ∈ [80, 200]GeV
and right plot shows this dependence around the combined ATLAS+CMS 2011-2012 Higgs-like reso-
nance mass mh ≈ 125.09 GeV [56].
• Hierarchy of particle masses
Experimental data show a clear hierarchy of the lepton and quark masses that are distributed in
three families, whose properties with respect to interactions seem universal. Why are their masses
so different? How to understand the effective Yukawa couplings in the theory whose magnitudes
are unpredicted? The reason is expected to be found in a more fundamental theory.
• Hierarchy (or naturalness) problem
The fermion loop correction to the Higgs mass shown in Fig. 1.13 presents a contribution increasing
with the square of the energy (Eq. 1.65) inside the SM, which could be the unification scale ΛGUT ≈
1016GeV or the Planck scale ΛPlanck ≈ 1019GeV, where gravitation effects are expected to become
important:
δmh ∝
g2f
16pi2
(−2Λ2 + 6m2f log
Λ
mf
+ ...) (1.65)
The measured mass of the Higgs is determined as the sum of the bare Higgs mass m0h =
√
2µ2
(mass of the Higgs in the Lagrangian) plus a δmh correction (mh = m0h+δmh ). In case that no new
physics is found before these high energies, m0h should present large values so that mh ∼ 125 GeV.
This fine-tuning of the Higgs mass, which needs large corrections, leads to the hierarchy problem
Hf
f
H
Figure 1.13: Fermion loop corrections to the Higgs self-interaction term. The dominant contribution
corresponds to the top loop, due to the large t− h coupling.
of the SM. Beyond Standard Model theories have been proposed to deal with this effect, such as
supersymmetry. This theory predicts the existence of complementary particles to the ones forming
the Standard Model, each boson has a partner fermion and vice-versa. These super-particles cor-
rect the Higgs mass by adding loop contributions equal to the SM particle ones but with opposite
sign, which remove those divergences. Supersymmetry is being searched at LHC, although no
sign of new physics has been observed yet.
• Unification of couplings
The unification of electromagnetic and weak forces at low energies is a great success of the Stan-
dard Model. However, at high energies ( E >> TeV ), the couplings of the weak, electromagnetic
and strong interactions do not converge to the same value within the SM framework, as shown on
Fig. 1.14 left. However, some supersymmetric theories such as the MSSM predict a unification of
the couplings at energies of Λ ≈ 1016GeV. This encourages the searches for a theory unifying all
interactions under a single given interaction (Grand Unification Theories) at ΛGUT ≈ 1016GeV.
Figure 1.14: Standard Model and Minimal Supersymmetric Standard Model electromagnetic, weak and
strong running couplings. Coupling unification in MSSM (plot taken from [58]).
• Stability of the Higgs potential
Apart from inducing large corrections to the Higgs mass, radiative corrections due to top loops
with mt ≈ 173 GeV drive the Higgs self-coupling λ to negative values at the Planck scale for small
masses of the Higgs. This implies that V (φ) has no longer the shape in Fig. 1.3 and φ = v/
√
2
becomes a metastable minimum of the theory. This problem can be observed in Figure 1.15 as
a function of the Higgs and the top quark masses. Instability bound corresponds to undesired
situation where no stable minima is found in the Higgs potential and φ = v/
√
2 is an unstable
equilibrium of V (φ). Stability corresponds to the current situation, where φ = e
iω(x)√
2
(
0
v
)
is a sta-
ble minimum of V (φ). Non-perturbativity region means that the Higgs self-coupling (λ) becomes
so high at large scales that, like in QCD, predictions could not be performed anymore using per-
turbation theory.
Figure 1.15: Stability of the Higgs potential extrapolated to the Planck scale from [59].
• Matter-antimatter asymmetry
According to the Standard Model of cosmology, matter and antimatter should have been produced
in equal abundance at Big Bang because SM interactions are producing new particles in pairs of
matter-antimatter. However, the current Universe is clearly dominated by matter and therefore,
in order to explain the current structure of the Universe, it is necessary to suppose that a matter-
antimatter asymmetry exists and acted in the Universe evolution. Most recent measurements on
the baryon asymmetry are provided by WMAP [60, 61] experiment and show a ratio of ηb =
(nb − nb)/nγ = 6.19× 10−10. This ratio cannot be explained by the weak force CP violation inside
the quark sector within the SM.
• Gravity
Gravitational force is the only interaction which is not included in the Standard Model description.
The main reason is that combination of the quantum mechanical formalism with general relativity
generates infinities which cannot be absorbed by any renormalization process. In other words, the
current SM framework based theories of gravitational forces are ill-defined. The corresponding
mediating particle of this interaction is the so-called graviton, which is a spin-2 boson.
• Dark matter
Dark matter is the general name given to a set of particles, not discovered yet, that do not interact
with light and that are spread all over the Universe. They are an essential part of the Standard
Model of Cosmology (ΛCDM). In this model, evolution of the Universe is explained by the exis-
tence of Dark Matter which interacted with the visible matter at primordial plasma and that at one
point, decoupled from this thermal bath. No candidate of dark matter particle is available in the
Standard Model and therefore, an extension of the particle spectrum, and possibly of the gauge
group, are needed to explain the nature of the dark matter particle and its interactions with visible
matter. Other theories propose that dark matter are large compact objects made of visible matter
but emitting little or no radiation which include from primordial black holes [62] to neutron stars
(e.g. MACHO [63]). However, the treatment of these theories is beyond the purpose of this work
and are not further treated.
1.4 The Dark Matter open questions
1.4.1 Dark matter evidences
The first person that talked about Dark Matter was the french physicist and mathematician Henri Poincaré
[64] in 1906. Lord Kelvin had proposed in 1906 [65] that the Milky Way could be described by a gas of
particles acting under the influence of gravity, from what one may derive the mass and size of the galaxy
by simply measuring the dispersion velocity. In his article, Poincaré developed Kelvin’s idea and explic-
itly mentioned that apart from visible stars, there could be some "obscure stars" which do not radiate
and that therefore could remain long time unknown. The application of this model to the dispersion
velocity of the Milky Way implied that the number of dark stars should be of the same or lower order
than the number of visible stars. As we will see in this section, the ratio of dark matter/visible matter is
actually larger than this result, but the possible existence of dark matter was already stated.
Dark matter first evidence was provided by Fritz Zwicky between 1933 and 1937 [66, 67]. Measurements
of mean nebulae velocities in the Coma cluster had already been provided by Francis G. Pease [68].
Using this data, the application of the virial theorem [69] to the Coma cluster motion allowed to derive
the average mass of any nebula in the cluster. Ultimately, this allowed the measurement of mass-to-
luminosity ratio of nebulae in this cluster assuming a luminosity per nebula corresponding to 8.5 ×107
that of the Sun. This implies a mass-to-luminosity ratio γ of around 500 while local Kapteyn stellar
system [70] mass-to-luminosity ratio is of the order of γKapteyn ≈ 3. These results could not be explained
unless a large invisible mass not interacting with light is present. Similar results were found by Sinclair
Smith in 1936 [71] on the Virgo cluster.
Later on, in 1939, Horace Babcock [72] used the Doppler shift on emission and absorption lines of the
Andromeda galaxy to study its rotation. Large mass-to-luminosity ratios were found together with
unexpectedly large rotation velocities across the galactic plane. This behaviour is not predicted by New-
ton’s (nor Einstein’s) gravitation law, which states that the rotation velocity of the stars should decrease
with the square root of the distance to the galactic center, where most of the galaxy mass is concentrated.
vrot =
√
GMcenter
r
(1.66)
However, this hint was not confirmed until the experiment performed by Vera Rubin and Kent Ford
in the Andromeda galaxy using the Hα emission line (Fig. 1.16) in 1970 [73]. This result together with
other experiments in other galaxies put in evidence the possible existence of dark matter and its possible
concentration in the halo2 of galaxies.
Figure 1.16: Rotational curves for (a) Andromeda galaxy, presented by Vera Rubin and Kent Ford in
their article [73]; and (b) of the galaxy NGC 6503 [75]. Both galaxies are spiral.
A global analysis of the composition of the Universe based on Planck telescope data [60, 76] shows that
dark matter would represent around 85% of all the matter available in the Universe and around 27%
of all the energy in the Universe [60, 76] with a measured relic abundance of ΩXh2 = 0.1199 ± 0.0022,
where h = 67.31 ± 0.96 km s−1Mpc−1 is the Hubble constant today. In addition, the observation of
the bullet cluster clearly supports the idea of a collisionless Dark Matter, which would interact very
2The existence of dark matter is not yet demonstrated. Experiments shown in this chapter present strong evidence of its
existence, but they are not conclusive in what concerns the dark matter particle existence, since other explanations, e.g. a corrected
gravitational law (MOND’s) [74], could also induce similar effects. However, some of these alternatives are not supported by data.
weakly with the visible matter and itself. This observation, presented in Figure 1.17, shows the result of
gravitational lensing around the collision rests of two galactic clusters. A central bulk emitting X-rays
(red color) concentrates hot visible matter, which interacted during the collision and whose velocity
was then reduced. On the other hand, two clouds of matter observed from gravitational lensing of the
background radiation (blue color) correspond to masses of the galaxy that didn’t interact. The current
hypothesis is that those two mass regions are mainly composed of dark matter whose initial velocity
was not affected due to the lack of interactions and therefore is moving away from the collision in each
direction.
Figure 1.17: Bullet cluster image, taken from the NASA measured by the Chandra X-ray observa-
tory [77].
As it can be observed, current evidence supports the existence of dark matter just come from gravita-
tional lensing and perturbations on star and galaxy motion. No evidence for its production nor annihi-
lation could be determined until today, raising then the question on how dark matter could have been
produced. The lack of evidence of DM from other sources suggests that, at some point of the Universe
evolution, DM annihilations and production stopped so that its abundance remained stable.
1.4.2 An overview of the Universe evolution
According to our current understanding, the structure of the Universe is determined by a phenomena
that occurred minutes after the Big Bang. The first elementary particles formed the primordial plasma
and the high temperature after the Big Bang implies that all forces were unified. Immediately after the
Big Bang, the Universe entered a process of fast expansion called inflation. Around 10−5 second after
the Big Bang [79], the decoupling of the strong interaction took place allowing the formation of the fun-
damental particles. When the temperature descended to few billions of degrees, the strong interaction
coupling ran large enough to allow the formation of protons and neutrons and then of the first stable nu-
clei as hydrogen, helium and lithium. Around 20 minutes after the Big Bang, the temperature reduced so
much that nuclear fusion could not hold, giving birth to a Universe formed of a hot plasma composed
of leptons, light nuclei, dark matter and photons. The high density and still high temperature of this
plasma allow a large rate of interactions between photons and electrons or nuclei, so that neutral atoms
cannot be produced. Furthermore, interaction rate amongst electrons, nuclei and dark matter imposed
a Universe on which the relative abundance of the different components was in equilibrium. However,
the continuous expansion of the Universe reduced the thermal energy and the density of the different
Figure 1.18: Schema of the Universe evolution since from Big Bang until today [78].
constituents. Around 375.000 years after the Big Bang, the Universe cooled down, permitting that elec-
trons and nuclei combined and formed the first stable atoms. In parallel, the energy and density of the
photons were reduced by Universe expansion, dropping the probability of interaction with the atomic
electrons. Then, the interaction mean path of photons suddenly became infinite and, in consequence,
they were able to travel freely. In other words, the Universe became transparent to photons. This event
is called recombination, and photons that decoupled from the plasma at that moment composed the cos-
mic microwave background (CMB), currently studied by the Planck telescope. A widespread hypothesis
suggests that dark matter also decoupled from the primordial plasma following a similar process, called
freeze-out. This decoupling is explained in the next subsection and, although it is not the only theory
that explains dark matter current abundance, it is the hypothesis considered along this thesis. After this
recombination process, the Universe was mainly composed of hydrogen and helium with few traces of
other nuclei as lithium. Around 150 million of years later, first gravitational collapses formed the first
quasars, whose high energy radiation allowed the reionization of the Universe after photons decoupling.
Onwards, stars and galaxies began to form. After freeze-out, dark matter abundance remained constant
until today, playing an important role in the gravitational collapse allowing galaxies formation in this
period.
1.4.3 Boltzmann equation and Dark Matter freeze-out
This section is based on Chapter 3 of [80]. The freeze-out theory considers that dark matter was once
in equilibrium with the components of the early Universe. The production and annihilation of the dark
matter with the primordial plasma and its abundance nowadays are deeply related to the nature and
magnitude of the dark matter interaction with other Universe constituents. The equation describing the
rate of change in the abundance of a given particle is the Boltzmann equation. Considering interactions
between four species so that 1 + 2↔ 3 + 4, the Boltzmann equation for the abundance of species 1 is:
a−3
d(n1a
3)
dt
=
∫
d3p1
(2pi)32E1
∫
d3p2
(2pi)32E2
∫
d3p3
(2pi)32E3
∫
d3p4
(2pi)32E4
×(2pi)4δ3(p1 + p2 − p3 − p4)δ(E1 + E2 − E3 − E4)|M|2
×f3f4[1± f1][1± f2]− f1f2[1± f3][1± f4]
(1.67)
fi =
1
e
Ei−µi
kBT ∓ 1
(1.68)
where factors fi correspond to the occupation number of the species i,M is the probability amplitude
of the interaction to occur and the ± sign in [1 ± fi] is + for bosons and - for fermions (Bose-Einstein
or Fermi statistics). The factor a(t) corresponds to the time-dependent scale present in the metric ds2 =
c2dt2 − a2(t)(dx2 + dy2 + dz2) so that the Hubble constant is H(t) = 1a(t) da(t)dt . The equilibrium of the
abundance of species requires that the annihilation of species 1+2 is compensated by the inverse process
given by the annihilation of species 3+4, imposing the equality of chemical potentials µ1 +µ2 = µ3 +µ4.
Since typically we will be interested in systems such that the factor (E − µ)/kBT >> 1, the Boltzmann
equation is then reduced to:
a−3
d(n1a
3)
dt
= n
(0)
1 n
(0)
2 〈σv〉
(
n3n4
n
(0)
3 n
(0)
4
− n1n2
n
(0)
1 n
(0)
2
)
(1.69)
〈σv〉 is the thermally averaged cross-section of the creation–annihilation process and n(0)i stands for the
equilibrium density [80], given by:
n0i =
{
gi
(
miT
2pi
)3/2
e−mi/T ,mi >> T
gi
(
T 3
pi2
)
,mi << T
(1.70)
In a generic scenario with high-mass dark matter, two dark matter particlesX may annihilate producing
two light particles i, which are considered very tightly coupled to the cosmic plasma so that ni = n
(0)
i .
The unknown of the equation is then the abundance of the dark matter nX . Equation 1.69 may be
rewritten:
a−3
d(nXa
3)
dt
= 〈σv〉
(
n
(0)
X − n2X
)
(1.71)
To go further, recalling that the primordial plasma temperature scales as T ∝ a−1 permits to rewrite this
equation:
dY
dt
= T 3〈σv〉 (Y 2eq − Y 2) ; Y = nXT 3 ; YEQ = n
(0)
X
T 3
;x =
mX
T
(1.72)
Very high temperature corresponds to x << 1 (i.e. mDM << T ), in which case reactions happen very
rapidly and the Y ≈ YEQ. This condition is fulfilled at initial times. Since particles are relativistic
at these times, this implies that Y ≈ O(1) according to Eq. 1.70. However, as the Universe expands
and cools down, x values would become larger, which implies a suppression of YEQ, evolving as e−x
according to Eq. 1.70. Equation. 1.72 still holds, thus Y , and in consequence nX , are reduced. However,
this fact together with the Universe expansion drop the DM density until the DM annihilations became
a rare process, breaking the equilibrium. At the same time, other species collide with lower energy
and dark matter production is suppressed. The immediate consequence is that DM abundance would
become constant, with a density scaling with the Universe expansion. This is the freeze-out and the
precise moment at which it happened depends on the thermal cross-section 〈σv〉 of DM production and
annihilation.
The theory of freeze-out hides an interesting effect, also called WIMP miracle. Supposing that current
dark matter abundance comes completely from the freeze-out epoch, the relic density can be expressed
as [82, 83]:
ΩXh
2 = 0.3
(xf
10
) (g∗(m)
100
)1/2 (
10−39 cm2
〈σv〉
)
(1.73)
where xf is the ratio xf = mdm/Tf at the freeze-out and g∗ represents the degrees of freedom of the
primordial thermal bath. Using the value ΩXh2 = 0.1199 reported in [76], the average thermal cross-
section of DM annihilations is approximately 3 × 10−26cm3s−1, which corresponds in the Fermi weak
theory to the cross-section of a 100 GeV particle interacting through the weak force. This fact supports
the idea that dark matter could be composed of massive particles interacting very weakly, also called
Weakly-Interacting-Massive-Particles (WIMP) [82].
〈σv〉 ≈ σFermi ∝ g
4
X
m2X
; gX ∼ gW ∼ 0.6 ; mX ∼ mW ∼ 80GeV (1.74)
Figure 1.19: Evolution of the dark matter abundance before and at the moment of freeze-out. It can be
observed that at one moment the dark matter decoupled from the interaction with the rest of the plasma
species and for that time onward, its relic density remained constant [81].
1.4.4 Dark matter detection experiments
The global dark matter density has fallen after the freeze-out. However, the galactic rotation curves
indicate that there must be a non-negligible concentration of dark matter at the galactic halo. In addition,
DM could be present in regions with large visible mass, attracted by gravitation. In these regions, DM
annihilations could be occurring at a detectable rate. Different strategies are followed for exploiting
these possibilities. In this section, a state of the art on dark matter detection is presented, mentioning
the most recent available results:
• Direct detection
These searches aim to record the recoiling energy of visible matter nuclei from a collision with
dark matter. They exploit the possibility that dark matter is present in the galactic halo and that it
could be spread over our Solar System. The Earth rotation around the Sun and the rotation of the
Solar System around the galactic center would then induce a relative velocity between land-based
experiments and the dark matter in the halo which could allow the collision of DM against the
active medium of the detector. These collisions could leave a trace of a recoiling particle from the
active medium or the product of a de-excitation of the particle that, if recorded, could represent
an evidence for dark matter. The large number of background sources that could imitate a DM
signal together with the low interaction rate between dark matter and visible matter implies that
these experiments must present a strong shielding to reduce the environmental background with
a careful study of the remaining background sources and large exposure times. The detection
medium is based on very stable material and experiments are usually built underground, to further
reduce the background coming from cosmic rays and solar activity.
Many of these detectors are based on two-phase configurations (liquid and gas) of an active ma-
terial composed of very stable nuclei, such as argon or xenon, further purified in order to re-
duce the possible radiative isotopes. This is the case for the current experiments Xenon1T [84],
DarkSide-50 [85], LUX [86] and PandaX-II [87]. Others are based on semiconductor detectors such
as DAMIC [88] (CDDs), EDELWEISS [89], CDMS-II [90] (Ge and Si crystals) or on bubble chambers
as PICO [91]. Most recent 90% CL limits on WIMP-nucleon cross-section are presented in Fig. 1.20.
Most stringent limits are currently those from Xenon1T experiment for the spin-independent cross-
section limits.
• Indirect detection
Indirect detection consists in detecting a possible source of high energy particles in the cosmic rays
that could not be explained by the currently known sources of radiation and that could then come
from DM annihilation. In this category, the most important hints of dark matter were provided
  
Figure 1.20: 90 % CL limits on WIMP-nucleon spin-independent cross-section are presented. Left: com-
parisons between most recent results for Xenon100 [92], DarkSide-50 [85], LUX [86] and PandaX-II [87]
are presented. The plot is taken from [92]. Right: latest results from Xenon1T [84] experiment and
comparison with LUX [86], Xenon100 [92] and PandaX-II [87] results.
by PAMELA, FERMI-LAT telescope and AMS-02. Concerning FERMI-LAT results, observations of
high energy γ-ray are measured inside the Milky Way galactic center (GC). In the FERMI-LAT
paper [93], interstellar emission models (IEM’s) are developed to determine the galactic back-
ground γ-ray emissions, together with all possible point sources. The interstellar background
comes from the interaction of cosmic rays with the interstellar gas and radiation fields. These
cosmic-ray sources are mainly composed of pulsars and OB-stars (stars of spectral type O or early-
type B [94]), whose spatial distribution across the galactic plane and halo is not known with high
precision. Several models are built, scaled to data in the control regions and compared with data in
the signal region, 15°×15°around the GC. It is found that including a dark matter model following
the Navarro-Frenk-White [95] (NFW) profile distribution (Figures 1.21), the data/model agree-
ment increases although the residual distribution between data and the background only model is
dependent on the assumed IEM’s. The results of this experiment [93] constitute a possible hint of
dark matter indirect detection. However, H.E.S.S experiment recently investigated more in detail
this γ-ray excess by directly measuring the background in regions where the DM annihilations are
expected to be very reduced (OFF regions) and extrapolating the result to the signal region (ON
regions: 0.3° to 0.9° annular rings of 0.1° size about the GC). No excess was found [96] using this
technique, allowing to derive limits on the WIMP annihilation cross-section depending on the DM
mass (Fig. 1.22). Limits depend on the DM spatial distribution and the considered annihilation
product. On the other hand, PAMELA experiment observed a possible excess of positrons that
could have been produced by dark matter annihilations [98]. These results, confirmed by more ac-
curate measurements with AMS-02 [99] and Fermi-LAT present an excess of positron production
for energies up to 100 GeV (Figures 1.23). By now, there is no conclusive explanation of this excess
in the framework of the SM while astrophysics explanations do not seem to fill the gap either [100].
• Collider searches
Collider searches aim to produce dark matter particles through high-energy collisions of visible
matter particles. Currently, the most active collider measurements are performed at the LHC by
the ATLAS and CMS detectors. These searches are based on general models allowing DM produc-
tion in association to a detectable particle. These so-called mono-X models predict a single object
X (jet, γ, W , Z or h) produced in association to DM particles. Many models are available which in-
troduce connections between the visible matter (SM) and the dark sector, which predict signals at
collider searches. The interpretation of results for all this plethora of models reveals to be arduous.
Therefore, two simplified approaches are adopted instead, depending on the type of interactions
which are probed: effective field theories and simplified models. Occasionally, in the case of sim-
plified models the SM group SU(3)c × SU(2)L × U(1)Y is also extended and a new interaction is
introduced in order to connect the SM sector with the dark sector. Simplified models are explained
Figure 1.21: γ-ray data measured by Fermi-LAT in a region of size 15°×15°around the galactic center.
It is found that model fits better the γ-ray spectra when including a contribution of WIMP dark matter
annihilation distributed at the galactic center following a Navarro-Frenk-White profile distribution. Two
possible distributions are considered, being shown on the center plot results using the standard NFW
distribution and, on the right plot, a NFW distribution corrected with a power law [93]. In this pictures,
one of the four IEM’s is presented.
in more detail in Section 1.5 with a particular focus on models predicting mono-Higgs signals.
1.5 Phenomenological search for DM particles at the LHC
Dark matter has been searched in the LHC since the beginning of data taking. However, the strategy to
provide useful results for the wide variety of DM theories predicting DM at LHC has varied between the
Run I and Run II. This variation is due to the convenience of using effective field theories or simplified
models.
1.5.1 Effective field theories vs simplified models
In Run I, effective field theories (EFT) were used to interpret results. An EFT is a very powerful way of
describing physical processes at a given scale. The main advantage of these theories is that there is no
need to make assumptions about the type of interaction that connects known physics sector, for example,
the SM sector, with the unknown new physics degrees of freedom. Therefore the results are interpreted
in a way that is model-independent to a large extent. However, despite that they provide very strong
limits which can be used to constraint DM models and production phase space, their predictions are
only valid within a given range of energies.
Figure 1.22: Summary of H.E.S.S. 10-year observation and results on the GC γ-ray spectrum. The top
plot presents the signal (ON) and background (OFF) regions observed to study the galactic background.
The bottom left plot presents the limits on WIMP thermal averaged cross-section 〈σv〉 depending on
the DM particle mass using the Einasto [97] profile distribution. The bottom right plot presents the
dependence of H.E.S.S. limits on the DM spatial distribution model. All plots are taken from [96].
Figure 1.23: Positron excess observed by PAMELA, Fermi-LAT and AMS-02 [101].
EFT interactions are parametrized by a given scale (Λ), representative of the energy beyond which the
mass of BSM particles is expected to be or, in other words, the energy up to which no new physics is
expected to be found. This implies that all particles with masses beyond that scale are integrated-out
from the theory and no particles with smaller masses, except DM and SM particles, are present in the
theory. The validity of these theories is discussed in [102, 103, 104]. As an example, let’s consider a UV-
complete field theory introducing a scalar mediator of mass M , which connects the SM and DM sector.
Figure 1.24: Feynman diagrams from a simplified model (left) and an effective field theory (right).
The dominant process allowing for dark matter detection (Fig. 1.24.a) then includes a SM particle radi-
ated as initial state radiation and two dark matter particles produced via the scalar mediator produced
in the s-channel. The corresponding EFT (Fig. 1.24.b) for energies lower than Λ ∼ M only presents the
degrees of freedom lighter than M (SM and DM) and therefore, no additional BSM particle affecting
dark matter production is present in [mt,Λ]. The corresponding matrix-element of the interaction is then
proportional to Eq. 1.75:
gqgχ
Q2tr −M2
≈ −gqgχ
M2
(1 +
Q2tr
M2
+O(Q
4
tr
M4
)...) (1.75)
where gq and gχ are the couplings of the s-channel particle with the quarks and the dark sector. Fur-
ther simplifications can be made (Eq. 1.76), allowing to make a connection between a simplified model
lagrangian and the interaction term of an EFT:
gqgχ
Q2tr −M2
≈ −gqgχ
M2
≡ − 1
Λ2
(1.76)
L ⊃ gqqSq + gχχSχ → L ⊃ 1
Λ2
qqχχ. (1.77)
As long as the assumption M2  Q2tr can be made, EFT use is justified. For doing so, the exchange in-
teraction energy (Qtr) must be negligible compared to Λ. Otherwise, resonant effects become dominant
and equality in Eq. 1.76 is no longer applicable, thus predictions from the EFT are no longer valid. A
cut-off can be defined (Eq. 1.78) to test EFT predictions validity [102, 103, 104]:
RΛ =
dσeff
dpTdη
|Qtr<Λ
dσeff
dpTdη
(1.78)
RΛ represents the fraction of the events for a given EFT theory that are created following the condition
Qtr  Λ. Large values of this parameter mean that this process is describing events with sufficient
low momentum transfer, so the use of an EFT is justified. Otherwise, EFT is no longer trustworthy
and predictions such as the cross-section would present significant errors. A study is presented in [102]
about EFT validity using as a benchmark model an EFT predicting mono-jet signals. In this study,
Figure 1.25 shows that large values of Λ (> 2.5 TeV) are necessary to justify the use of a EFT. In the case of
searches predicting s-channel dark matter production, which could be reinterpreted as an intermediate-
mass resonance, effective theories are substituted by simplified models. Simplified models are UV-
complete theories which represent a large number of DM theories with a similar topology. However,
their predictions are model dependent and results must be interpreted for each model separately.
1.5.2 Mono-Higgs theories
Mono-X theories introduce intermediate states which interact with the dark sector and the SM sector.
Usually, these intermediate particles, also called mediators, are coming from additional symmetries
extending the Standard Model symmetry group SU(3)c × SU(2)L × U(1)Y . These theories predict a
single object X (jet, γ, W or Z) produced in association to detectable DM particles. The DM particles are
not indeed expected to interact within the detector fiducial volume, thus predicted signatures include
a large missing transverse momentum recoiling against one of these X particles. Detectable particles
Figure 1.25: The ratio RΛ for
√
s = 8 TeV at |η| = 0 from [102]. A mono-jet EFT is used. These plots
show the validity of the EFT depending on the hard-jet pT and/or mχ. It can be observed that EFT
is valid only considering large values of Λ. For lower values, a part of the generated events presents
interactions with Qtr > Λ, where predictions are no longer valid.
are either expected to be radiated as an initial state radiation or to be produced as a final state of a hard
process3. The production of these final states depend on the coupling between the radiated object and
the colliding particles. This fact motivates the search of mono-Higgs signals since, oppositely to jet, γ,
W or Z, Higgs does not couple to gluons and its couplings to quarks are Yukawa suppressed. Then, the
Standard Model does not predict a large contribution to these mono-Higgs final states and any deviation
from SM predictions would be a direct probe of a coupling between the Higgs and a new BSM sector.
On the other hand, mono-Higgs searches constitute a complementary set of measurements to direct
coupling searches of the Higgs boson to invisible particles [105, 106], given that these final states are not
sensitive for DM particles with masses mχ > mh/2.
Three benchmark models are considered in the analysis presented in this thesis: two simplified models
recommended by the Dark Matter Forum (DMF) [107] and a heavy-scalar model [108]. Each model
introduces an intermediate resonant state produced in the s-channel that connects the dark and the
Standard Model sectors. The nature of this resonance depends on the model: Z ′B model has a vector
boson mediator that directly couples with the dark matter and the Higgs boson; the Z ′-2HDM also uses
a vector boson mediator, also called Z ′, that couples to the Higgs boson and a pseudo-scalar A0 which
subsequently couples to dark matter; the heavy-scalar presents a scalar mediator coupling through an
effective interaction between the Higgs boson and dark matter.
Vector mediator model (Z ′B)
In this model [109], the Standard Model baryonic symmetry is explicitly imposed through a new U(1)B
gauge symmetry with gauge coupling gB . The vector mediator of this baryonic gauge symmetry is called
Z ′B and its mass is generated by introducing a new “baryonic” Higgs (hB) which induces a spontaneous
breaking of U(1)B symmetry. The coupling of the Z ′B boson with the SM Higgs comes from the mixing
between the baryonic Higgs and SM Higgs boson. This combination is parametrized by a missing angle
θ, allowing the final state h to be radiated by the Z ′B boson.
The dark sector is composed of a single-flavour dark matter particle (χ), considered to be a Dirac
fermion, singlet under the SM symmetry group and charged under U(1)B with charge Bχ. The cou-
3Initial state radiation (ISR) are objects produced as soft-radiation by colliding particles such as quarks or gluons. In contrast,
final state radiation (FSR) are soft-radiation objects produced in association to resulting particles from the collision. A typical
example of the latter is the production of soft photons by leptons issued from pp→ Z → `−`+ process. In that case, photons from
initial state radiation can be present, coming from quarks producing the Z intermediate boson.
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Figure 1.26: Feynman diagrams of the production of DM (χ) in association with a SM-like Higgs boson
(h) arising from Z ′B models: born process (a); t-channel production of the Z
′
B (b); and leading NLO box
diagram producing mono-Higgs signals in the final state (c). The latter diagram is not simulated since
signal events are produced at leading-order in QCD, as explained in Section 7.1.
pling of dark matter particles to Z ′B is proportional to Bχ as gχ = BχgB . Quarks are also charged,
coupling to the Z ′B through gq = gB/3. In contrast, no coupling between leptons and Z
′
B (leptophobic)
is considered in order to avoid constraints from ATLAS and CMS lepton searches.
The corresponding Lagrangian terms after U(1)B symmetry breaking is presented in Eq. 1.79, where vb
is the vacuum expectation value of the baryonic Higgs field:
L ⊃ gqqγµqZ ′B,µ + gχχ¯γµχZ ′B,µ +
1
2
m2Z′B
(
1 +
hB
vB
)
Z ′B,µZ
′µ
B (1.79)
The mixing between hB and h induces an interaction of the form:
L ⊃ ghZ′Z′hZ ′B,µZ ′µB (1.80)
where ghZ′Z′ = m2Z′B sin θ/vB . The remaining model parameters are sin θ, gq , gχ, ghZ′Z′ , mχ and mZ
′
B
.
Previous studies performed inside the DMF group [107] show that Z ′B-model kinematic variables do
not depend on sin θ, gq , gχ, ghZ′Z′ (Figs. 1.27) and their values are then fixed to 0.3,1/3, 1 and mZ′B , re-
spectively. The condition ghZ′Z′ =mZ′B is chosen because it maximizes the total cross-section. Feynman
diagrams corresponding to the dominant processes are presented in Fig. 1.26. Among them, the Born
process accounts for most of the final cross-section. No constraints on the masses of the Z ′B nor χ are
imposed and therefore on-shell and off-shell processes are investigated.
    
Figure 1.27: Z ′B kinematics dependence on gχ (left) and ghZ′Z′ (right) parameters [107].
Vector mediator model+2HDM sector (Z ′-2HDM)
An alternative model is considered introducing a new U(1)Z′ symmetry whose gauge vector is called
Z ′. An additional SM singlet φ is introduced to break spontaneously this new symmetry and allow Z ′
to be a massive vector boson. In this case, no mixing of φ with the Higgs sector is allowed and only
right-handed quarks are charged under U(1)Z′ . This model [110] is called in the following Z ′-2HDM
since the Higgs sector is extended with a second doublet so that the Higgs sector corresponds to a type-
II Two Higgs Doublet Model [111]. The doublets are charged under SM group with Y = 1/2 and the
new U(1)Z′ symmetry with respective charges zu and zd. The peculiarity of type-II of models is that one
doublet couples to up-type quarks (Q = 2/3) and the other doublet, with down-type quarks (Q = −1/3)
and leptons. After symmetry breaking and in unitary gauge, doublets can be parametrized following
Eqs. 1.81 and 1.82, where h, H0 are CP-even scalars and A0 is a CP-odd scalar, α is the mixing angle that
diagonalizes the h −H0 mass squared matrix and tanβ = vuvd . The main Lagrangian terms to be added
to the SM from the 2HDM side are expressed in Eq 1.83:
Φu =
1√
2
(
cosβH+
vu + cosαh+ sinαH
0 + i cosβA0
)
(1.81)
Φd =
1√
2
( − sinβH+
vd − sinαh+ cosαH0 − i sinβA0
)
(1.82)
L ⊃ yuQΦ˜uu¯+ ydQΦ˜dd¯+ yeLΦ˜de¯+ h.c. (1.83)
Leptons are considered to be neutral under the U(1)Z′ symmetry. The Higgs vacuum expectation values
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Figure 1.28: Feynman diagrams of the production of DM (χ) in association with a SM-like Higgs boson
(h) arising from Z ′-2HDM model.
produce a small mixing between Z and Z ′. This mixing changes the mass of the Z boson with a mixing
parameter :
M2Z ≈ (M0Z)2 − 2[(M0Z′)2 − (M0Z)2] (1.84)
M2Z′ ≈ (M0Z′)2 + 2[(M0Z′)2 − (M0Z)2] (1.85)
where M0Z = g
2(v2d + v
2
u)/(4 cos θw), M0Z′ = g
2
z(z
2
dv
2
d + z
2
uv
2
u + z
2
φv
2
φ) and gz , the coupling between the Z
′
and the Higgs doublets.
This model imposes Z ′ resonant production andA0 boson is required to decay into two DM particles on-
shell. Therefore, only mA0 ≥ 2mχ working points are allowed. The main Feynman diagram producing
mono-Higgs signals is shown in Fig. 1.28. Concerning the other free parameters of the model, as it can
be observed in Figs. 1.29, tanβ parameter is constrained by the perturbativity of the Yukawa coupling,
where tanβ < 0.3 is excluded. In addition, dijet searches [110] also impose tanβ ≥ 0.6. Beyond this
value, kinematic distributions do not depend on tanβ. In addition, kinematics do not either depend on
gz nor on mχ, the latter in case that mA0 ≥ 2mχ. In consequence, tanβ, gz and mχ are fixed [107] to
1.0, 0.8 and 100 GeV, respectively. Finally, mH = mH± = 300GeV due to constraints on type II 2HDM
models from b→ sγ searches. Other possible configurations of these four parameters can be studied by
rescaling the model cross-section.
Heavy scalar model (H)
    Figure 1.29: Z ′-2HDM kinematics dependence on mχ (left) and tanβ (right) parameters [107].
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Figure 1.30: Feynman diagrams of the production of DM (χ) in association with a SM-like Higgs boson
(h) arising from the heavy-scalar model.
Alongside those simplified models recommended in [107], a third model, referred to as the heavy scalar
model [108], introduces a heavy-scalar boson H. The different interaction terms of this heavy-scalar are
divided into:
L ⊃ LH + LY + LQ + LT (1.86)
given that
LH = −1
4
βgκ
SM
hggGµνG
µνH + βV κ
SM
hV V HVµV
µ (1.87)
LY = − 1√
2
[gHttHtt+ gHbbHbb] (1.88)
LT = − 1√
2
v[λHhhHhh+ λhχχhχχ+ λHχχHχχ] (1.89)
LQ = −1
2
λHhχχHhχχ− 1
4
[λHHχχHHχχ+ λhhχχhhχχ+ λHHhhHHhh] (1.90)
where κSMhV V and κ
SM
hgg are the respective effective couplings of the Higgs boson to the electroweak vector
bosson and the gluons, scaled by a βV,b parameter allowing a difference between the SM Higgs and the
heavy-scalar boson coupling couplings to these particles. In addition, the different g and λ parameters
correspond to the different couplings of the heavy-scalar to the SM Higgs boson and the dark matter
particles. In this model, dark matter particles are considered to be scalars.
The new boson is produced primarily via gluon-gluon fusion (ggF) with an effective coupling similar
to the SM Higgs boson scaled by β2g , as explained above. An upper bound on mH is introduced to
avoid a large branching ratio of H → tt¯, which would saturate the entire H width leading to a H →
hχχ branching ratio close to zero. In addition, a lower bound on mH is more than twice of mh to
ensure the SM Higgs boson is produced on-shell. In summary, samples are simulated for the mass range
2mh < mH < 2mtop, where mh and mtop represent the masses of the SM Higgs boson and top quark,
respectively.
While no assumptions are made here as to the nature of H, it can be viewed as a part of a 2HDM+χ
scenario where H may be considered as the CP-even heavy scalar boson [108]. An effective quartic
coupling between h, H, and χ is considered, where the DM χ is assumed to be a scalar. The decay
branching fraction of H to h and two χ particles is assumed to be 100% for this model, for ease of further
interpretations. The DM mass (mχ) is taken to be roughly half of the SM Higgs boson mass to ensure
on-shell decay of H→ hχχ, and to suppress invisible decay modes of h, as described in Ref. [112].
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2.1 The Large Hadron Collider
The Large Hadron Collider (LHC) [1] is a two-ring-superconducting-hadron accelerator installed in a
26.7 km tunnel originally constructed for the Large Electron-Positron collider (LEP) at CERN. It is de-
signed to collide proton beams at a maximum center-of-mass energy of 14 TeV with a nominal instanta-
neous luminosity of 1034cm−2s−1. Additionally, ion beams are also accelerated by the LHC at energies
up to 2.8 TeV and a maximum instantaneous luminosity of ≈ 1027cm−2s−1. The tunnel is composed of
eight straight sections and eight arcs and lies between 45 m and 170 m below the surface on a geological
plane inclined at 1.4% towards the Léman lake. It provides data for two large experiments searching for
general new high energy phenomena, ATLAS [2] and CMS [3]. Two other large detectors benefit from
LHC beams to test more specific physics: LHCb [4] to study physics of the bottom quark via the decays
of the B−mesons; and ALICE [5] to investigate quarks and gluons behaviour at temperatures five order
of magnitude larger than the one at the Sun core (quark-gluon plasma). Three smaller experiments are
installed at the LHC:
• The TOTEM experiment [6] is devoted to measuring precisely the total proton-proton interaction
cross-section as well as diffractive proton-proton physics.It is placed on both sides of the CMS
interaction point.
• The LHCf experiment [7] devoted to studying large energy cosmic-rays physics. Particles emitted
in the forward region of the proton beam are used to simulate such cosmic particles. It is placed
on both sides of the ATLAS interaction point, 140 meters away.
• The MoEDAL experiment [8] is devoted to the search for significant signals of magnetic monopoles.
From the LEP era, two underground and surface experimental halls were available (Point 2 and 8) where
the ALICE and LHCb experiments have been installed, respectively. In addition, two more access points
were added (Point 1 and 5) in order to accommodate detector and services for the ATLAS and CMS
45
Figure 2.1: LHC layout with the positioning of the four experiments and the structure of the SPS+LHC
acceleration system.
experiments. Other four access points are available, although they are not equipped in order to prevent
unnecessary disruption of the beams. However, they can be used to accomplish technical maintenance
of the LHC ring.
The synchrotron radiation is not important in a proton machine such as the LHC, which would ideally
have longer arcs and shorter straight sections for the same circumference. However, the current con-
figuration was accepted to reduce the LHC costs by reusing the LEP tunnel. In the LHC, beams are
accelerated in a structure of two concentric rings, each beam rotating in opposite directions. This feature
is required for particle-particle colliders, unlike particle-antiparticle colliders that can have both beams
sharing the same phase space in a single ring. However, the tunnel arcs have an internal diameter of 3.7
m, which makes it extremely difficult to install two completely separate proton rings. This lead to the
adoption of super-conducting magnets with double boring.
Figure 2.2: Schema of the acceleration of a proton inside the RF cavities [9]
The LHC accelerates proton beams to large energies and provides enough bending power to keep proton
beams rotating within the double-bore magnet ring. Bending power is provided by the magnetic field
injected into the arcs of the accelerator. However, the adoption of super-conducting magnets with an
inserted double ring implies that both rings are magnetically coupled, which disturbs the bending of
the two counter-rotating proton beams which requires two opposed magnetic fields in each beam ring.
This issue is solved by using magnetic dipoles. These dipole magnets are developed to transport the
protons within the ring circumference, providing the necessary acceleration to curve the beam. For the
whole LHC, 1232 main dipoles made of NbTi Rutherford superconducting cables cooled down with
superfluid helium to 1.9 K provide a nominal magnetic field of 8.33 T. The acceleration of the proton
beams is performed in the straight sections of the LHC, where radiofrequency (RF) cavities are included.
This acceleration is achieved via a varying electromagnetic field, provided by the RF power supply. The
frequency of the field is 400 MHz and is reflected by the walls of the RF cavity. Cavities are built so that
the electromagnetic waves add up resonantly so that the proton beam is just accelerated in the forward
direction. There are 16 RF cavities in the LHC, all of them placed at the Point 4, which are cooled down
to 4.5 K [9]. Finally, to increase the rate of interactions when opposite bunches cross each other at the
four interaction points of the LHC (ATLAS, CMS, LHCb, ALICE), beams are further concentrated by a
system of 392 quadrupoles.
2.1.1 Beam injection complex
The LHC is the final accelerator of the proton bunches before collision. Previously, proton beams have
passed through a system of pre-accelerators that adjusted and accelerated the beams prior to the injec-
tion in the main LHC ring. Proton source is a gaseous hydrogen ionized by an intense electromagnetic
field that allows the separation of protons from electrons. The obtained protons are first accelerated by
the LINAC2 linear accelerator up to an energy of 50 MeV. Protons are then injected into the PSB (Proton
synchrotron booster) and later to the Proton Synchrotron (PS), which respectively accelerate the protons
to 1.4 GeV and 25 GeV. In the PS, the beam is structured in bunches separated by 25 ns according to
Run II conditions. The next step is the acceleration by the SPS (Super-Proton-Synchrotron) where beams
reach energies up to 450 GeV. Protons are injected in the LHC at Point 1 and Point 8 for the clockwise
and counter-clockwise rotating beams respectively.
Figure 2.3: CERN acceleration complex [10].
2.1.2 Luminosity
In most LHC searches, the production of large statistics data samples is primordial to have a chance of
observing very rare new physics processes. For instance, the discovery of the Higgs boson in the h→ γγ
decay channel involved the production of few hundreds of bosons that decayed into two photons, which
are very unlikely to be produced compared to the ∼ 109 more frequent QCD interactions occurring
between protons. Nevertheless, a more detailed study of the Higgs boson requires, among other things,
the increase in the final number of events to get larger statistics. The performance of an accelerator is
characterized by the energy at which particles are accelerated and by the number of collisions that it
provides per unit of time. During Run II, the LHC is operating at a center-of-mass energy of 13 TeV,
colliding beams of protons each with 6.5 TeV. Proton beams are composed of 2808 bunches separated 25
ns, each composed of ∼ 1 × 1011 protons on average compressed into very small transverse and well
defined longitudinal dimensions. Proton-proton collisions occur at the interaction points (IP) where
both beams cross. The number of events per second for a given process is given by:
dNprocess
dt
= Lσprocess (2.1)
where σprocess is the process cross-section which represents the probability that such process occurs, and
L is the instantaneous luminosity delivered by the LHC, expressed as inverse cross-section units, e.g.
cm−2 s−1. The luminosity is a parameter that depends on the features of the accelerator, and provides
an estimation of the number of collisions. The luminosity depends on several parameters and can be
written for a Gaussian beam distribution as:
L =
N2b nbfrevγr
4pinβ∗
F (2.2)
where:
• Nb is the number of particles per bunch.
• nb is the number of bunches per beam.
• frev is the revolution frequency in the accelerator.
• γr is the relativistic Lorentz factor γ = 1/
√
1− β2 of the beam in the lab frame.
• n is the normalized beam transverse emittance. The emittance characterizes the transverse size of
the beam at the collision point. A low emittance means that protons are confined in a very small
dimension, almost presenting the same momentum.
• β∗ is referred as the distance from the interaction point (IP) point at which the beam transverse
width is twice as wide as its size at the interaction point. The smaller the β∗, the more squeezed
the beam is at the interaction point and therefore the higher is the luminosity.
• F is the geometric reduction factor due to the crossing angle between beams at the IP.
Figure 2.4: Illustration of the β∗ parameter in Eq. 2.2 [11].
After the beam introduction, the luminosity is degraded due to the interactions taking place in the
different interaction points where the same beams are colliding along time. In addition, protons may
interact with residual gases in the beam rings or suffer Coulomb scatterings with other protons in the
same bunches (also called Touschek effect [12]) or suffer operating errors (such as sudden beam losses).
Taking into account all these interactions, the average lifetime (τL) of the LHC beam (estimated as the
time that the beam intensity is reduced by a factor of 1/e) is ∼10h [13]. The instantaneous luminosity
during beam circulation can be expressed as:
Lint = L0τL
[
1− e−t/τL
]
(2.3)
where L0 is the luminosity at the first collision. The total luminosity obtained during stable beam runs
can then be estimated by integrating the previous equation:
Ltot =
∫
Lintdt (2.4)
Total luminosity provided by the LHC during 2015 and 2016 data taking periods correspond to 42.7
fb−1 out of which ATLAS recorded 39.5 fb−1 taking into account the experimental efficiency requiring
all ATLAS subdetectors to behave as expected. After requiring a full functionality of the different subde-
tectors, the total size of the dataset collected in 2015-2016 during Run II reduces to 36.1 fb−1. Figures 2.5
present the performance of the LHC during Run I and Run II and the day-by-day luminosity provided
by the LHC and collected by ATLAS during the 2015 and 2016 Run II period.
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Figure 2.5: Instantaneous luminosity delivered by the LHC for the 2011-2017 period (left) and integrated
luminosity provided by the LHC and recorded by ATLAS during 2016 data taking period (right) [14].
2.1.3 Expected number of interactions and pileup
The larger the instantaneous luminosity, the larger the number of pp collisions. However, this increase
in luminosity implies that multiple interactions pp collisions may occur inside the same bunch cross-
ing. These interactions then overlap with products of other interactions, either issued from collisions in
the same bunch crossing (in-time) or from interactions between remnants of previous bunch-crossings
(out-of-time). These multiple interactions are referred to as pileup. Pileup mean contributions to a given
event of interest are closely related to the average number of interactions per bunch crossing (〈µ〉). Fig-
ure 2.6 presents the number of interactions during Run II 2015 and 2016 data taking. The 2015 period
registered 〈µ〉 ∼ 14 while the 2016 period registered 〈µ〉 ∼ 25.
In the future, plans are made to increase the number of collisions by a factor of 10 (toL ∼ 1033cm2s−1) [15].
This increase in the luminosity implies a much larger pileup magnitude on average. An overall 〈µ〉 ∼ 200
is predicted in such extreme conditions. Current detector performances would be rapidly degraded by
this amount of interactions. Hence, upgrades on the different detectors are considered to be able to ben-
efit from this increase of luminosity. Figure 2.7 presents the current schedule to upgrade the HL-LHC in
2024.
2.2 ATLAS detector
The ATLAS (A Toroidal LHC ApparatuS) detector [2] is a multipurpose particle physics detector with
approximately forward-backward symmetric cylindrical geometry. It was designed to study the Stan-
dard Model physics (mt, Higgs boson discovery, ...) and to scan for any hint of physics Beyond Standard
Model (SUSY, extra dimensions, quantum black holes,..) in the new high energy domain allowed by the
LHC. ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP)
in the center of the detector. The z-axis is defined along the beam direction while the transverse plane is
defined by the x-axis pointing from the nominal IP to the center of the LHC ring and the y-axis pointing
upwards. Usually, particles direction is defined in polar coordinates (r, φ, θ), where r is the distance
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Figure 2.6: Registered number of interactions per bunch crossing during the data taking periods of 2015
and 2016, with pp collisions at
√
s = 13 TeV [14].
Figure 2.7: Plan of the HL-LHC phase [15].
between the particle and the interaction point, φ is the azimuthal angle in the transverse plane around
the beam pipe and θ is the polar angle with respect to the z-axis. The pseudorapidity is defined in terms
of the polar angle as η = − ln[tan(θ/2)].
Figure 2.8: Schema of the ATLAS detectors and the different subdetectors [2].
The ATLAS detector is composed of several subsystems. The inner detector (ID) tracking system covers
|η| < 2.5 and consists of a silicon pixel detector, a silicon microstrip detector and a transition radiation
tracker (TRT). It allows a precise reconstruction of charged-particle trajectories and of decay vertices of
long-lived particles and together with the magnetic field from the surrounding solenoid, it allows the
measurement of the momenta of the different charged particles produced by the pp collisions. It also
allows to discriminating electrons from charged hadrons thanks to the transition radiation tracker mea-
surements. A lead/liquid-argon (LAr) sampling calorimeter measures the energy and the position of
electromagnetic showers (electrons and photons) in the region |η| < 3.2. It includes a presampler (for
|η| < 1.8) and three high-granularity sampling layers up to |η| < 2.5. LAr sampling calorimeters with
copper and tungsten absorbers are also used to measure hadronic showers in the endcap (1.5 < |η| < 3.2)
and forward (3.1 < |η| < 4.9) regions, while a steel/scintillator-tile calorimeter measures hadronic show-
ers in the central region (|η| < 1.7). A thin superconducting solenoid provides up to 2 T of magnetic field
surrounding the inner detector and three large superconducting toroids (one barrel and two end-caps)
arranged around the calorimeters. The muon spectrometer surrounds the calorimeters and consists of
three large superconducting air-core toroid magnets, each with eight coils, a system of precision track-
ing chambers (|η| < 2.7), and fast-tracking chambers for triggering (|η| < 2.4). Reconstructed events are
selected by a two-level trigger system. The first-level trigger (L1) is a hardware-based system using in-
formation from different subdetectors to reduce the data rate from 40 MHz to 100kHz. The second-level
trigger is software-based and uses more precise reconstructed variables to further reject non-interesting
data until a rate of 1kHz is achieved and collected on disc [16]. This second level-trigger is usually called
high-level trigger (HLT) and, during Run I, it was divided into a Level-2 (L2) trigger and an event filter
during LHC Run I. These two farms were merged into a single one during the first long shutdown (LS1)
to prepare the data collection to the expected increased rate in Run II.
Particles are produced from pp collisions at the IP and emitted into the fiducial area of the ATLAS de-
tector. ATLAS detector provides discriminant detection power and identification between electrons,
photons, muons and products from hadronic processes, leaving wide signals in the different detector
subsystems called jets. Figure 2.9 illustrates the typical interaction that each of these particles has in the
subsequent ATLAS subdetectors. Protons and neutrons represent the energy deposits left by charged
and neutral hadrons respectively. The combined of all signals allow an identification of the various
particles together with an estimation of their energy and direction.
Figure 2.9: Illustration of the energy deposits expected for each measured particle in the ATLAS detector.
2.2.1 Magnets system
The magnet system of ATLAS (Fig. 2.10) is composed of a central solenoid, providing magnetic field to
the inner tracking system, and a toroidal system providing magnetic field to the muon spectrometer.
The total size of the system is 22 m in diameter and 26m in length:
Figure 2.10: Illustration of the magnet system layout (a) and photograph of the final installation of the
ATLAS detector (b), where barrel toroids may be observed in the foreground.
Solenoid magnet system: The solenoid system is composed of a single central barrel surrounding the
inner detector and providing 2T axial field at a nominal operational current of 7730 kA. To improve
object measurements and reduce the rate of interactions upstream the calorimeter, the solenoid
layout was optimized to keep the material thickness as low as possible. It consists of a single
superconductive coal layer wrapped internally around a support cylinder. The inner and outer
diameters of the solenoid are 2.46 m and 2.56 m, and its axial length is 5.8 m.
Toroidal magnet system: The toroidal system consists of a barrel and two end-caps providing a mag-
netic field to the muon spectrometer in the central region and the end-caps of approximately 0.5
T and 1 T, respectively. The barrel toroid consists of eight coils encased in individual racetrack-
shapped vacuum vessels made of stainless-steel which are distributed symmetrically around the
calorimeter. The muon spectrometer is installed in the core and around these vessels. The end-cap
toroids are also composed of eight coils placed at both ends of the toroidal barrel and aligned with
the central solenoid. Coils are distributed radially and symmetrically around the beam axis and
they are rotated by 22.5° with respect to the barrel coils in order to provide radial overlap and to
optimize the bending power at the interface. The end-cap muon spectrometer is placed upstream
each end-cap toroid.
2.2.2 Inner detector
Approximately 1000 particles emerged from the collision point every 25 ns within |η| < 2.5. To achieve
a very well resolved track momentum and vertex reconstruction, high-precision measurements must be
made with fine detector granularity. The inner detector (Fig. 2.11) [17] achieves high precision measure-
ments using three independent subdetectors and an insertable layer distributed around the beamline
under a 2 T magnetic field. These subdetectors are ordered from the innermost to the outermost as:
Figure 2.11: Illustration of the barrel region of the inner tracker showing the different subdetector layers
and structures traversed by a charged particle created in collision point during Run II [18].
• Insertable B layer (IBL): The IBL detector [19] is an additional innermost pixel layer that has been
built around the beam pipe and then inserted in the core of the ATLAS detector. The motivation to
introduce it was the increased luminosity between Run I and Run II. This increase could provoke
significant radiation damage of the inner layers of the detector, which implies that ATLAS would
lose tracking efficiency, especially in tagging the decay of the beauty quark. Then, this layer is
built so that it can easily replace the missing information from the pixel detector layers. It consists
of 14 carbon fibre staves each 2 cm wide and 64 cm long surrounding the beam-pipe at a mean
radius of 33 mm from the beamline and covering the region |η| < 3. Each stave is equipped with
32 front-end chips FE-I4, bump bonded to 26880 pixel cells of (50µm × 250µm) organized in 80
columns and 336 rows.
• Pixel detector: The pixel detector is designed to provide a very high-granularity and high-
precision set of measurements as close to the interaction point as possible. It covers the full ID
pseudorapidity range (|η| < 2.5) and consists of three barrels of pixel sensors at a radius of ∼ 5.05
cm, 8.85 cm and 12.25 cm and three end-cap disks placed between at 499mm, 554 mm and 799 mm
from the interaction point. All disks are identical, with an inner radius of 115 mm and an outer
radius of 212 mm from the beamline. 1744 identical sensors for a total of 80.4 millions of pixels are
built covering a total surface of 1.7 m2. These sensors initially operate at 150 V, although an increase
of this potential is foreseen up to 600 V after ten years of operation in order to keep good charge
collection efficiency depending on the sensor position. The nominal pixel size is 50 × 400µm2, al-
lowing around 46080 readout channels per sensor. The pixel detector is maintained at a constant
temperature of -15 °C by evaporating C3F8 to minimize electronic noise.
• Semiconductor tracker (SCT):
The semiconductor tracker is located after the pixel detector. In total, SCT uses 15912 silicon strip
sensors grouped into 4088 two-sided modules representing 63 m2 with approximately 6.3 million
readout channels (silicon strips). It is organized into a barrel with 4 coaxial cylindrical layers and
two end-caps containing 9 disk layers. Barrel layers are located radially at 299 mm, 371 mm, 443
mm and 514 mm from the beamline, containing in total 2112 modules. The end-cap strips instead
extend radially from 80 cm to 280 cm from the interaction point (z=0) grouped in 988 modules per
end-cap.
• Transition Radiation Tracker (TRT): This is the last detector upstream the calorimeter. It is located
between 0.554 m and 1.082 m from the beamline and comprises many layers of drift tubes with a
diameter of 4mm interleaved with transition radiation material. Tubes are filled with a gas mixture
of Xe, C02 and 02. When a particle enters the TST, it ionizes the gas inside the straws. In the center
of each tube, there is a gold-plated tungsten wire of 31 µm diameter for readout [20]. The resulting
free electrons drift towards the wires for readout. TRT extents to |η| < 2.0 and it is divided into
a barrel and two end-cap. 52544 straw tubes are arranged parallel to the beamline in the barrel,
covering a range of |η| < 1.0. Both end-caps cover 1.0 < |η| < 2.0 with 122880 tubes organized
radially into two cylinder end-caps, one at each barrel side. The spaces between straws are filled
with polymer fibres in the barrel and foils in the end-caps to create transition radiation that can be
absorbed by Xe gas particles, thus increasing the readout amplitude. The TRT provides a resolution
of 130µm for the track position per straw. Tracks leave on average 36 hits in this detector, hence
providing a complementary tracking information that enhances the track pattern recognition and
improves the momentum resolution (in |η| < 2.0) and electron identification.
Figure 2.12 illustrates the radial and pseudorapidity extension of the different subdetectors of the inner
tracker.
2.2.3 Calorimetric system
The ATLAS calorimeters consist of a number of sampling calorimeter with full φ coverage around the
beam axis. They are divided into electromagnetic and hadronic parts aiming to perform precise mea-
surements on the position and energy of electromagnetic and hadronic particles from pp collisions.
• Electromagnetic ATLAS calorimeter: is a lead/liquid argon sampling calorimeter (Fig. 2.14) di-
vided into a barrel (|η| < 1.475) and two end-caps (1.375 < |η| < 3.2). The barrel (EMB) is divided
into two half barrels with an interface at z=0. Each symmetrical half-barrel is divided into 16 mod-
ules covering each a ∆φ = 2pi/16 region, each containing 64 absorbers interleaved with kapton-
copper electrodes. The end-caps (EMEC) are two wheels located at each side of the barrel calorime-
ter. Each end-cap consists of two different wheels, an outer wheel covering the 1.375 < |η| < 2.5
and an inner wheel covering 2.5 < |η| < 3.2. Absorbers and electrodes are shaped following an
  
Figure 2.12: Views of a quarter section of the tracker not including the insertable B layer [2].
Figure 2.13: View of the ATLAS calorimeter geometry with the different subdetectors [2].
accordion structure. In the barrel, the accordion waves are axial and run in r and z. In the end-
caps, the waves are parallel to the radial direction and run axially. Each end-cap wheel is further
divided into 8 azimuthal modules. A more detail description of the electromagnetic calorimeter
and of the detection principles permitting energy and position measurements, in particular of the
electromagnetic barrel, will be presented in Chapter 3.
Figure 2.14: View of the liquid argon calorimeters, containing the electromagnetic calorimeter (on barrel
and two end-caps) and the hadronic calorimeter end-caps (HEC) and forward calorimeters (FCal) [2].
Figure 2.15: Schematic view of the tile calorimeter central region (left) and a slice of the tile calorimeter
barrel (right) showing the disposition of the absorbers, the scintillating tiles and the readout PMT’s [2].
• Hadronic ATLAS calorimeters: hadronic calorimeter system is composed of four subsystems cov-
ering different ranges in η. A scintillating tile calorimeter (Fig. 2.15) covers the region in |η| < 1.7
and is divided into two central barrels (LB) and two extended barrels (EB). Scintillating tiles are
ordered radially and normal to the beamline, interleaved with stainless-steel absorbers and fi-
bres, which collect scintillation light from tiles. Fibres are connected to readout photomultiplier
tubes (PMT’s). The end-cap region of the hadronic calorimeter (HEC) is a sampling liquid argon
calorimeter covering the range 1.5 < |η| < 3.2. The HEC consists of two wheels, a front and a back
wheel, each divided into 32 wedge-shaped modules. Front wheel modules are made of 24 copper
plates, each 25 mm thick, plus a 12.5 mm thick front plate. In the rear wheels, modules are made of
16 copper plates, each 50 mm thick, plus a 25 mm thick front plate. And finally, two liquid argon
calorimeters are placed in the forward regions (3.1 < |η| < 4.9). They are located at 4.7 m of the
interaction point and are segmented into three longitudinal deep modules. One electromagnetic
module (FCal1) and two hadronic modules (FCal2 and FCal3). FCal1 is made of copper rods paral-
lel to the beamline arranged inside an outer tube with 250µm liquid argon gap in between. These
rods and tubes are inserted in a matrix of copper plates also made of copper. FCal2 and FCal3
absorbers have the same structure than the FCal1, with the difference that tungsten rods are used
in order to increase the radiation length to absorb the huge amount of radiation expected at these
forward regions.
The liquid argon calorimeter barrel and the end-caps (composed of the EMEC, HEC and FCal) are placed
in separate cryostats, instrumented with a cooling system based on liquid nitrogen which ensures a
nominal LAr temperature of 88.5 K.
2.2.4 Muon spectrometer
Figure 2.16: Structure of the ATLAS muon spectrometer [2].
The muon spectrometer (Fig. 2.16) consists of several types of detectors aiming to perform precision
measurements of the momentum of muons up to |η| < 2.7 coming from pp interactions or from decays
of intermediate hadronic particles. Precision chambers are placed between the toroidal magnet system
rings in the barrel and after the toroid end-caps. Determination of the incoming particle momentum is
made through accurate measurements of the track curvature. In most of the η range, precision measure-
ments are provided by Monitoring Drift Tubes (MDT’s). These are drift chambers formed by aluminium
tubes with 3 cm diameter and length in the range 0.9 to 6.2 m. On each chamber the tubes are arranged
in two multi-layers, each formed of three and four layers of tubes. A gas mixture of Ar-CO2 kept at a
3 bar pressure fills the tubes and represents the active material for detection. An incoming muon ion-
izes the gas mixture and free charges are collected by the central tungsten-rhenium wire in the tube
(Fig 2.17.left). At large pseudorapidities, Cathode Strip Chambers (CSC’s) with higher granularity are
placed at 2 < |η| < 2.7. These CSC’s are multiwire proportional chambers with cathodes segmented into
strips that are put in the large η regions to resist the background conditions and the demanding muon
rate. In addition, muon trigger system consists of two detectors placed in the |η| < 2.4 region: Resis-
tive Plate Chambers (RPC’s) in the barrel (|η| < 1.05); and Thin Gap Chambers (TGC’s) in the end-cap
regions (1.05 < |η| < 2.4). The target of this system is to provide bunch-crossing identification, provide
well-defined pT thresholds, and measure the muon hit coordinates in the direction orthogonal to that
determined by the MDT’s and CSC’s chambers.
  
  
Figure 2.17: Section of an MDT tube (left) and schema of the structure of one MDT chambers (right) [2].
2.2.5 Trigger
LHC provides a pp bunch-crossing every 25 ns, which supposes a rate of 40 million bunch-crossings per
second (40 MHz) within the ATLAS detector. At each bunch-crossing, 24 collisions occurred on average
during Run II, which implies a huge amount of data measured every 25 ns by the ATLAS detector.
Treating and storing all this data is an almost impossible task, thus a trigger system is put in place in
order to identify which events present interesting high energy physics features and to reject the ones
that don’t. The trigger system (Fig. 2.18) consists of two levels of event selection: Level-1 (L1) and High
Level Trigger (HLT). The L1 trigger is implemented using custom-made electronics, while the HLT is
almost entirely based on algorithms run on conventional computers and networking hardware.
The L1 trigger searches for signatures in the whole detector from high-pT electrons, photons, muons,
τ -leptons, jets or large missing transverse momentum and aims to provide a reduced event rate of 100
kHz. It uses separate information from the calorimeters and the muon spectrometer:
• The Level 1 Calorimeter Trigger (L1Calo) selection is based on information from all calorimeters.
It searches for signatures from photons, electrons, jets, missing transverse momentum, τ -lepton.
The large amount of readout channels from the calorimeters cannot be fully treated by the readout
chain. Thus, L1 trigger decision is made by using a coarser granularity readout of the calorimeters
(Fig. 2.19). Signals read out from the calorimeter are first treated in the front-end electronics of the
calorimeter, where a pre-processor digitizes and calibrates the analog signals from trigger towers,
defined as regions of the calorimeter covering (∆η × ∆φ = 0.1 × 0.1). Signals are then sent to a
Cluster Processor (CP) and Jet/Energy-sum Processor in parallel. The former identifies the elec-
trons, photons and τ -leptons with ET beyond a threshold for a sum of 2 × 2 trigger towers. The
latter identifies jets and produce a complete sum of the missing transverse momentum and the
scalar sum Σ|ET|.
• The Level 1 Muon Trigger uses information from the RPC’s and TGC’s and searches for hit patterns
compatible with high-pT muons originating from the interaction region.
  
Figure 2.18: Layout of the ATLAS data acquisition system during Run II. FTK and L1 Topo were com-
missioned during Run II and therefore, they were not included in the trigger decision yet [16].
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Figure 2.19: Layout of the ATLAS data acquisition system during Run II. FTK and L1 Topo were com-
missioned during Run II. L1Topo was included in the trigger decision but FTK is not [16].
Information from the L1 Calo and the L1 Muon trigger is combined in a Combined Trigger Processor
(CTP) that makes the final trigger decision. During Run II, a topological trigger (L1Topo) was added
to perform basic selections based on a geometric or kinematic association between the trigger objects
from both trigger subsystems. The L1 accept decision is then sent into the front-end electronics and the
readout drivers (RODs) to store (if accepted) the event information.
The HLT trigger is seeded by regions of interest (ROIs) provided by the L1 trigger step. They are re-
gions where the L1 trigger identified possible high-pT objects within the event, including their energy,
coordinates and type of signature. HLT reconstructs from these ROI’s the event using a finer granularity
of the calorimeter information than the L1 trigger and including precision measurements of the muon
spectrometer (MDT’s and CSC’s) and tracking information. However, HLT reconstruction may be also
performed on other regions of the detector if needed, e.g for EmissT for instance. This step reduces the
event rate from 100 kHz at most to 1kHz.
L1 trigger and HLT trigger acceptance signals are issued if the event satisfies at least one set of cuts
on energy and identification criteria from a predefined list of interesting event topology, called trigger
menu. Table 2.1 presents the main trigger criteria used during 2012 and 2015. Variables used in the HLT
event acceptance are reconstructed without applying the full set of corrections that are applied after the
full acceptance of the event, in the event reconstruction step after storage. Reconstructed variables at the
HLT step are referred to as online variables, while variables reconstructed later are referred as offline.
Year 2012 2015√
s 8 TeV 13 TeV
Peak luminosity 7.7× 1033 cm−2 s−1 5.0× 1033 cm−2 s−1
pT threshold [GeV], criteria
Category L1 HLT L1 HLT Oﬄine
Single electron 18 24i 20 24 25
Single muon 15 24i 15 20i 21
Single photon 20 120 20 120 125
Single tau 40 115 60 80 90
Single jet 75 360 100 360 400
Single b-jet n/a n/a 100 225 235
EmissT 40 80 50 70 180
Dielectron 2×10 2×12,loose 2×10 2×12,loose 15
Dimuon 2×10 2×13 2×10 2×10 11
Electron, muon 10, 6 12, 8 15, 10 17, 14 19, 15
Diphoton 16, 12 35, 25 2×15 35, 25 40, 30
Ditau 15i, 11i 27, 18 20i, 12i 35, 25 40, 30
Tau, electron 11i, 14 28i, 18 12i(+jets), 15 25, 17i 30, 19
Tau, muon 8, 10 20, 15 12i(+jets), 10 25, 14 30, 15
Tau, EmissT 20, 35 38, 40 20, 45(+jets) 35, 70 40, 180
Four jets 4×15 4×80 3×40 4×85 95
Six jets 4×15 6×45 4×15 6×45 55
Two b-jets 75 35b,145b 100 50b,150b 60
Four(Two) (b-)jets 4×15 2×35b, 2×35 3×25 2×35b, 2×35 45
B-physics (Dimuon) 6, 4 6, 4 6, 4 6, 4 6, 4
Table 2.1: Comparison of selected primary trigger thresholds (in GeV) at the end of Run 1 and during
2015 together with typical offline requirements applied in analyses [16].
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The detection of particles is based on the interactions of particles with matter. Scintillators, Geiger coun-
ters, photomultipliers, calorimeters, etc, are detectors developed during the last century allowing the
identification and measurement of the interacting particles properties. They are all specific detectors for
different types of particles and adapted for a certain range of energy.
Calorimeters are broadly used detectors in particle physics. They are blocks of matter in which the
energy of incident particles is completely absorbed and measured. The main physics effects used in
calorimeters are ionization, nuclear reactions and atom excitations giving rise to a cascade of daughter
particles. In such a way, incoming particles initiate a cascade in the detector such that their energy is
degraded and transmitted into the detector. Measurements on particle’s properties are performed via
the collection and study of the free charges from ionization and/or of the de-excitation radiation of
material atoms. The propagation of the particle shower then stops when its energy is low enough so
that it can be absorbed or recombine with the detector material.
The main focus of this chapter is to explain detection techniques employed in the ATLAS electromag-
netic calorimeter to measure energy and time of incoming electrons and photons. For that, a summary
of the main calorimetry techniques, the electron and photon interaction with matter and the ATLAS EM
calorimeter is presented in Sections 3.1, 3.2 and 3.3. Incident particle energy is then measured by apply-
ing a scale to the obtained signal from the calorimeter specific for each calorimeter cell. Relevant steps to
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determine this energy scale are exposed in Section 3.4 and Section 3.5. In addition, some calibration con-
stants need to be determined from studies of the calorimeter. These constants as well as their obtained
values are exposed in Section 3.6. Finally, the performance of the cell calibration process is presented in
Section 3.7.
3.1 Calorimetry
Calorimeters are blocks of instrumented material on which interacting particles are absorbed. Particles
entering the calorimeter initiate a particle shower. The particles of the shower interact with the material
of the detector, which degrades the initial energy of the object, and leaves a trace of energy deposits that
can be used to measure properties of the particle. Current calorimeters are built employing two possi-
ble strategies to measure the energy of the incident particle: either the energy is transmitted inside the
calorimeter by material ionization, either the particles of the shower interact with the detector nuclei that
later radiate the excitation energy in form of scintillation light. The magnitude of the deposited energy
is then proportional to the number of free charges after the ionization or the intensity of the scintillat-
ing light. Additionally, calorimeters are also built to trigger and help the development of the shower.
Three differentiated components are relevant for the development of the particle cascade: an active me-
dia, from which the energy deposition of the incident particle is measured; the vessel containing this
material, with which the incident particle may interact in the first place; and, eventually, slices of other
material which are added to help the shower development. These last components, called absorbers, are
present in many calorimeters and permit to classify them as sampling (with absorbers) or homogeneous
calorimeters, being the latter those calorimeters whose absorber and active materials are the same.
Figure 3.1: Shower development and energy depositions in a sampling calorimeter [1].
Homogenous calorimeters (CMS calorimeter [2]) are typically very high-density scintillating crystals
with very large atomic number Z. Almost all the incident particle energy is deposited in the material
and measured except for the intrinsical fluctuations that a particle shower may present and the possi-
ble interactions of with the vessel. The main drawback of these detectors is that if a low-density active
material needs to be used, a fraction of the particle cascade from initial high energy particles may cross
the whole calorimeter and be absorbed out of the detector fiducial volume. In order to avoid these
leakages, homogeneous calorimeters are usually large for low-density active material. In this case, the
addition of absorbers interleaved with the active material allows building more compact detectors (AT-
LAS calorimeter [3]). However, these absorbers are usually made of very high Z materials, such as lead
or tungsten, for which the ionized charges or scintillation light are rapidly absorbed and cannot easily
be collected. Therefore, the energy deposits inside the absorbers are lost and only the fraction of energy
transmitted into the active material between two slices of absorber is measured. In Figure 3.1, these two
energies are respectively outlined as Einvisible and Evis, such that the readout signal is the sum of the
light or charges measured in each active material gaps (∆Evis).
3.1.1 Precision of measurements in calorimeters
The measurement of the energy with a calorimeter is based on the principle that the number of collected
charges or the scintillation light intensity is proportional to the energy deposited by the incident particle.
However, the configuration of the detector, the electronic noise or shower fluctuations may influence
the energy measurement. The relative resolution of the energy is then estimated as the quadratic sum of
three resolution terms:
σE
E
=
a√
E︸︷︷︸
Stochastic term
⊕ b
E︸︷︷︸
Noise term
⊕ c︸︷︷︸
Constant term
(3.1)
where the different terms correspond to:
• Stochastic term
This term is due to fluctuations of charges related to the development of the shower. Two terms
can be differentiated: one coming from the intrinsic fluctuations on the shower development and
other from sampling fluctuations. In homogeneous calorimeters, the fluctuation term only cor-
responds to the intrinsic shower fluctuations. Instead, in sampling calorimeters the number of
particles in the shower strongly fluctuates at the crossing of the shower with the interleaved ab-
sorbers. These fluctuations follow a stochastic law, implying a resolution term in the number of
measured particles proportional to
√
Nch. Since the number of final charges or the intensity of
the light is also proportional to the number of particles in the shower, the error on the measured
energy is proportional to σE/E ∝
√
Nch/Nch = a/
√
E = σ. The coefficient a is a few percent in
homogeneous calorimeters (3% in CMS) while it is of the order of 10% in sampling calorimeters
(10.1% in ATLAS).
• Noise term
This contribution comes from the electronic noise of the readout chain. This term depends on the
features of the readout chain such as the detector capacitance and cables. Another contribution
may come from spontaneous ionization of the liquid argon due to the excitation of electrons in the
valence band by soft radiation or thermal excitation.
• Constant term
Instrumental effects that cause variations of the calorimeter response in different regions cause
non-uniformities. These non-uniformities can originate from the detector geometry, from imper-
fections in the detector structure or in the readout chain, temperature gradients, impurities etc.
These defects usually occur in random regions of the calorimeter and cannot be corrected for.
Nevertheless, if any imperfection shows a periodic pattern, some corrections can be applied to
energy calculation. This constant term does not depend on the energy and becomes a dominant
source of uncertainty for high-energy electrons and photons.
The current resolution values estimated for ATLAS [4] and CMS [5] are:
ATLAS;
σE
E
=
10.1%√
E
⊕ 250
E
⊕ 0.7% (3.2)
CMS;
σE
E
=
2.8%√
E
⊕ 41.5
E
⊕ 0.3% (3.3)
A more detailed description of the estimation of these parameters for the ATLAS calorimeter can be
found in Section 3.7.
3.2 Principles of electron and photon detection
Calorimeters are optimized for each one measuring a different type of particle. The ATLAS electro-
magnetic calorimeter is built in order to perform high-quality measurements of incident electrons and
photons issued from pp collisions. In this configuration, when a high-energy electron or photon inter-
acts with a thick absorber, it initiates an electromagnetic cascade as lower energy electrons and photons
are produced. These particles subsequently interact with the detector material, giving rise to secondary
electrons and photons. This process is repeated until the incoming energy has been reduced and split in
many low energy electrons and photons that can be absorbed by the detector material. A schema of an
electromagnetic shower is presented in Figure 3.2.
Figure 3.2: Schema of a shower for an incoming photon.
3.2.1 Electron and photon interaction with matter
The nature of the electron and photon interaction with matter depends on the initial energy and the mat-
ter composition itself. At high energies, electrons lose energy mainly through bremsstrahlung radiation,
caused by the electron interactions with the electromagnetic field of the surrounding material nuclei.
The differential cross-section of this process with respect to the emitted photon energy k is:
dσ
dk
=
A
X0NAk
(
4
3
− 4
3
y + y2) (3.4)
where y = k/E and X0 is called the radiation length of the material. This radiation length, who plays
an important role in the longitudinal and lateral development of the shower as it will be explained later,
depends on the type of material with which the electron is interacting:
1
X0
= 4αr2e
NA
A
{Z2[ln(184.15Z−1/3)− f(Z)] + Zln(1194Z−2/3)} (3.5)
where f(Z) can be approximated to Eq. 3.6 for lighter materials than uranium:
f(Z) = a2[(1 + a2)−1 + 0.20206− 0.0369a2 + 0.0083a4 − 0.002a6] (3.6)
where a ∝ Z. At lower energies, other interactions take the leading role, such as the ionization of
the surrounding media or Möller (e−e− → e−e−) and Bhabha (e−e+ → e−e+) scattering. These latter
interactions corresponds to the last steps of the shower development, where the daughter particles are a
bunch of low energy electrons and photons that are finally absorbed by the detector. Figure 3.3 presents
the main energy loss processes for electrons in lead.
Besides, high energy photons tend to produce a stable electron and positron pair. The cross-section of
the electron-positron pair creation is given by Equation 3.7, where in this case x = Ee−/Eγ with Ee− is
the energy of the electron:
dσ
dx
=
A
X0NA
[1− 4
3
x(1− x)] (3.7)
Low energy photons interact through photoelectric effect and Rayleigh (Compton) scattering with the
material nuclei (electrons). Figure 3.4 presents photon interactions in carbon and lead. It can be observed
a dominance of the pair creation process beyond Eγ = 10 MeV for the case of the lead. Likewise the
Figure 3.3: Electron (or positron) fractional loss of energy in lead [6].
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Figure 3.4: Photon total cross-sections as a function of energy in lead, showing the contributions of
different processes [6], where the different cross-sections are: σp.e, the atomic photoelectric effect cross-
section; σRayleigh for Rayleigh scattering–atom; σCompton stands for Compton scattering off an electron
cross-section; κnuc accounts for the pair e+e− production by nuclear field and κe by the electron field;
and σg.d.r. accounts for photonuclear interactions.
electron, high energy photons (Eγ > 10GeV) are measured in the EM calorimeter, thus the dominant
activator of the photon EM shower is the e+e− pair production.
In summary, the electromagnetic cascades are initiated by bremsstrahlung or by pair-creation for elec-
trons and photons respectively and they are developed by subsequent bremsstrahlung and pair-creation
of the children electrons and photons. The children electrons of these interactions are less energetic than
their parents, and apart from radiating bremsstrahlung photons, they also ionize the surrounding ma-
terial. The strategy followed in ATLAS is to use these ionized charges of the active material, fixed to be
liquid argon, to measure the energy of the incoming particle. It also needs to be noticed that electron
bremsstrahlung and photon pair-creation cross-sections depend on the atomic number (Z) of the mate-
rial with which they interact, what motivated the use of lead absorbers in the ATLAS EM calorimeter.
Instead, energy is measured through scintillation light from PbWO4 crystals of which the CMS ECAL is
composed.
3.2.2 Longitudinal and lateral development
The electromagnetic shower begins when electrons and photons with enough energy produce secondary
photon and stops when daughter electron and photons can be absorbed by the detector material. Be-
tween these two points, the shower has been propagated along the calorimeter and has transmitted all
the initial particle energy into the detector. This transmission is not uniform, arriving at a maximum
of energy deposition at a certain point in the shower development. In addition, daughter particles are
emitted at a certain angle with respect to the parent electron or photon direction, which implies a cascade
that is not only developed longitudinally but also laterally. The study of the development of the show-
ers permit to acknowledge very important properties of the initial electron and photon. For instance,
photons usually can travel the matter a bit longer before they produce the first conversion. In contrast,
electrons usually interact much before given that they are charged particles. In addition, the lateral de-
velopment of the shower may help to understand if the incoming particle is a photon that produces a
first conversion or not (Fig. 3.5).
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Figure 3.5: Schematic view of the effect that interactions upstream the calorimeter may present in the
lateral shower development of two photons. The yellow star indicates the collision point. Red arrows
present the two opposite bunches of protons and dark blue ellipses represent the shower of the incoming
photons.
Longitudinal shower development can be described in terms of the radiation length X0 (Eq. 3.5). Its
usual unity is g cm−2 but by redefining it as X0(cm) = X0(gcm−2)/ρmaterial, it represents the mean
length that the electron needs to travel to lose 1/e of its energy:
E = E0e
− xX0 (3.8)
where E0 is the electron or photon initial energy. The mean longitudinal profile of the energy deposition
by the shower is well modeled by a gamma function [7]:
dE
dt
= E0bt
(bt)at−1e−btt
Γ(at)
(3.9)
where t is the shower depth x in units of X0 (t = x/X0) and at and bt are parameters depending on the
material [6]. The point at which the cascade energy loss is maximum is determined by:
tmax =
at − 1
bt
(3.10)
ATLAS electromagnetic calorimeter varies with η, although it represents at most 33X0. The ending point
of the electromagnetic shower is determined by given critical energy (EC), which is here defined as the
energy of electrons at which the average energy losses caused by ionization and bremsstrahlung are
equal. This variable depends on the absorber and detection materials and represents the energy below
which the remaining electrons from the cascade are stopped by ionization and collisions with atoms.
This critical energy is approximately given by:
EC =
610(710)MeV
Z + 1.24(0.92)
(3.11)
for solids and liquids (gases), where Z is the atomic number of the material.
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Figure 3.6: Simulation of a 30 GeV electron-induced cascade in iron. It is shown the fraction of energy
deposited in the iron per radiation length. The curve is a gamma-function fit to the distribution for
electrons. Circles indicate the number of electrons with total energy greater than 1.5 MeV crossing
planes at X0/2 intervals (scale on right) and the squares the number of photons with E ≥ 1.5 MeV
crossing the planes (scaled down to have the same area as the electron distribution). This figure is taken
from [6].
On the other hand, the transverse development is given by the Molière radius RM given by:
RM =
Es
Ec
(3.12)
where Es ≈ 21 MeV and Ec is the critical energy. Simulations show that 90% of the whole energy
of the cascade is within a radius RM and the 99% within 3.5 RM . The Molière radius for the ATLAS
electromagnetic barrel is on average ∼ 2.5 cm.
3.3 Liquid argon barrel readout chain and energy reconstruction
The ATLAS electromagnetic calorimeter barrel aims at performing high precision measurements of the
electrons and photons with a large momentum. Charges from liquid argon ionization are read-out from
the detector by a complex procedure, permitting precise measurements of the electromagnetic shower.
The barrel calorimeter is divided into 109568 electronic cells (also called channels). Signals are collected
from electrodes and are combined into summing and mother boards in the front and the back of the
barrel. These latter send the resulting signals out of the calorimeter cryostat for their first treatment in
the Front-End Boards (FEBs). This treatment includes the preamplification, shaping, sampling of the
signals and acceptance by the Level 1 trigger. Then, data is sent to the readout drivers, outside the
ATLAS cavern, where signal peak and arrival time are estimated and then transformed into energy
measurements through a calibration technique, which converts the output charge intensity into MeV
units.
Unless stated otherwise, the information in this section comes from [8, 9, 10].
3.3.1 Layer and cell division of the electromagnetic calorimeter
Accurate measurements of electrons and photons require an optimal segmentation of the calorimeter to
precisely determine the longitudinal and lateral profiles of their shower and the amount of deposited
energy on the detector. This sampling of each shower can be used to reconstruct the direction of the
incoming particle and its impact point in the calorimeter. Moreover, it can also be used to better recon-
struct the energy. Low energy particles tend to produce broader showers than high energy ones given
that the first electrons and photons in the shower are produced at larger angles with regard to the orig-
inal particle direction. Given that the shower shapes catch part of this behavior, one may use them in a
multivariate regression algorithm [11] to improve the energy reconstruction at the calibration step.
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Figure 3.7: Section of the calorimeter showing the barrel and the end-cap together with η projections [12].
The electromagnetic calorimeter is divided into a barrel calorimeter (|η| < 1.475) and two end-caps
(1.375 < |η| < 3.2), as illustrated in Figure 3.7. The barrel is segmented into three different longitudinal
layers (or samplings) along the radial axis with a presampler in front (Fig. 3.8).
• The first layer measures the beginning of the electromagnetic shower. A fine segmentation is im-
plemented in η for this layer in order to improve the separation between photons and neutral
pions decaying into two photons. The branching ratio of pi0 → γγ is 98.82% [6] and in case of very
energetic pi0, the resulting two photons are boosted (almost colinear) so that they cannot easily be
distinguished from prompt photons. This fact implies that pi0 is one of the most important back-
grounds for final states with photons. Thus, the segmentation of the front layer is also optimized
to allow a good separation between γ and pi0 → γγ. In addition, a precise determination of the
impact point of the EM particle and its direction (this latter including second layer information),
which allows reducing the pileup effect. Concerning the granularity in φ, the limited comput-
ing power imposes a reduction of the readout cells. In consequence, front cells size is fixed to
∆η ×∆φ = 0.025/8× 0.1. The depth of this layer varies with η, going up to four X0.
• The second layer receives most of the energy deposit of the electromagnetic shower. The cell
division of this layer is optimized taking into account that Rm ∼2.5 cm in the barrel [13]. The
second layer depth represents up to 22X0 and its lateral segmentation is of ∆η×∆φ = 0.025×0.025.
• The third layer is available for measuring the end of the cascade. It is contained between r = 22X0
or r = 33X0, with a cell size of ∆η ×∆φ = 0.050× 0.025. However, it ends at |η| < 1.35.
In addition, a presampler (|η| < 1.52) is placed in front of the barrel in order to measure possible elec-
tron or photon energy losses upstream the calorimeter. It is a very thin liquid argon layer (1mm) with
End-cap segmentation
Sampling η coverage Cell segmentation (∆η ×∆φ)
Layer 1 1.375 < |η| < 1.425 0.050× 0.1
1.425 < |η| < 1.5 0.025× 0.1
1.5 < |η| < 1.8 0.003× 0.1
1.8 < |η| < 2.0 0.004× 0.1
2.0 < |η| < 2.4 0.006× 0.1
2.4 < |η| < 2.5 0.025× 0.1
2.5 < |η| < 3.2 0.1× 0.1
Layer 2 1.375 < |η| < 1.425 0.050× 0.025
1.425 < |η| < 2.5 0.025× 0.025
2.5 < |η| < 3.2 0.1× 0.1
Layer 3 1.5 < |η| < 2.5 0.050× 0.025
Table 3.1: Segmentation of the end-caps. Outer wheel covers the region 1.375 < |η| < 2.5 and the
inner wheel, 2.5 < |η| < 3.2. Inner wheel presents a constant segmentation for all three layers while
granularity varies for the outer wheel [3].
granularity ∆η ×∆φ = 0.025× 0.1. There is a barrel-end (1.40 < |η| < 1.475) where only two layers are
setup with a coarser granularity than the preceding ones: the first with ∆η × ∆φ = 0.025 × 0.025 cells
and the second with ∆η ×∆φ = 0.050× 0.025 cells.
Figure 3.8: Section of the barrel calorimeter barrel showing the three radial layers with their correspond-
ing cell segmentation [8].
The segmentation of the end-caps differs from the barrel one given that much more radiation from
the collision is expected at larger η. Each end-cap is divided in an outer wheel (1.375 < |η| < 2.5)
and an inner wheel (2.5 < |η| < 3.2). Both wheels are segmented into three longitudinal layers. In
addition, a presampler layer is placed in front of the end-caps covering the region (1.5 < |η| < 1.8). The
segmentation of the end-cap is presented in Table 3.1
During this thesis, specific studies have been made on the electromagnetic barrel calorimeter. Next
sections will then be devoted to the precise description of the signal formation and energy measurements
on this subdetector. However, more information about the end-caps can also be found in the references
that are provided.
3.3.2 Charge collection in the liquid argon
In Section 3.1, it has been explained the basic strategy on sampling calorimeters. It was presented the
alternance of absorbers and active material in order to help the development of the shower at the same
time that a compact calorimeter can be built. In the case of the ATLAS EM barrel calorimeter, geometrical
constraints impose a different structure of the absorbers and of the electrodes than the one presented in
Figure 3.1. A schema of this configuration is presented in Figure 3.9.
Figure 3.9: Schema of the absorber and electrode disposition in the EM calorimeter barrel.
The absorbers (Fig. 3.10) [3] are made of lead in order to provide good shower sampling at the same time
that a compact detector is built. However, the cylindrical symmetry of the calorimeter poses certain
geometrical issues. A detector geometry with straight absorbers placed perpendicularly to the radial
direction would present cracks along φ in order to provide some space to accommodate the detector
services (readout electronics). Thus, absorbers are bent following an accordion geometry. The bending
angles vary from the front to the back in order to accommodate different layers of this absorber while
preserving a constant spacing between them.
The weight of the absorbers could induce the deformation of the lead structure. To prevent this, the
lead is reinforced with two layers of stainless-steel glued with a fibreglass preparation ("prepreg"). In
addition, lead thickness is reduced from 1.5 mm at |η| < 0.8 to 1.1 mm at |η| > 0.8 to allow a good
sampling of the shower while the projective angle evolution at increasing η makes the effective lead
thickness to increase. The LAr gap is however kept constant by increasing the thickness of the prepreg
layer.
Electrodes are interleaved with the absorber layers in order to collect charges from LAr ionization.
They are composed of three copper layers (Fig. 3.11): two outer layers that serve to distribute a high-
voltage (HV) around 2000V between the absorbers and the electrode and one internal copper layer which
plays the role of the signal readout layer. These copper layers are separated by two insulating kapton-
polyimide layers glued using a thermosetting epoxy adhesive. In addition, electrodes are divided into
two separate elements, each covering 0 < |η| < 0.8 and 0.8 < |η| < 1.45, respectively. These two el-
ements are called electrode A and electrode B for both half-barrels and correspond to the 2 different
lead thicknesses. Once ionization charges are induced by EM objects traversing the liquid argon gap,
electrons drift towards the HV layers and induce a proportional current by capacitive coupling into the
signal layer.
Electrodes are disposed between absorbers in such a way that the gap between the electrode and the
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Figure 3.10: Left: schema of the absorber bending angle and composition [3]. Right: cumulative amount
of material found by particles traversing the detector expressed as radiation lengths X0 [8]. It can be
observed an increase of the cumulative material in the EM calo with η. It can be observed the lead
thickness change at η = 0.8.
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Figure 3.11: Electrode components of the liquid argon (a) and electrodes high-voltage layers before
bending, cut into small compartments connected by ink resistors (b) ([10]).
absorbers is around 2.09mm wide. This disposition allows an equal charge collection from both sides
of the electrode which prevents any deformation in the readout pulse. Honeycomb spacers are added
between the electrode and the absorbers to further keep this gap size constant all along the calorimeter,
thus ensuring a uniform charge collection (Figure 3.12).
To avoid that short circuits between the HV layer and the material spoil a complete electrode, HV layers
are cut into independent sectors. In addition, the HV layer is further cut following the radial layers
and η pattern exposed in Section 3.3.1. These different sectors are connected by ink resistors, directly
silk screened on the HV layer, which ensure the HV distribution and uniformity along the LAr gaps.
Resistors between compartments in the same layer are set to 10 kΩ while resistors between different
layers are at least 200 kΩ [10] (occasionally, few resistors present 100 kΩ). Apart from ensuring the HV
all along the calorimeter, resistances also allow charge evacuation from the LAr gap after that signal
current inside the electrode signal layer is created by them through capacitive coupling.
  
Figure 3.12: Current as a function of time for a perfect centering of the electrode with δgap = 0 µm and
δgap = 100 µm and δgap = 200 µm [14].
3.3.3 From charge collection to front-end electronics
Signals from each electrode are sent to summing boards that assemble adjacent electrodes into electronic
cells, with the layer-dependent granularity as explained in Section 3.3.1. Front layer signals are readout
in the front of the calorimeter modules while signals from the middle and back cells are readout sitting
on the back of the calorimeter modules. Each summing board reads one trigger tower of the barrel (
|∆η| × |∆φ| = 0.1 × 0.1). After charge summation, signals are sent into the mother boards mounted on
the summing boards. Mother boards present 16 connectors, with one pin for each electronic cell. So,
front mother boards have 32 pins per summing board while in the back, they present 16 pins for cells in
the middle layer and 8 pins for cells in the back layer, following a pattern Middle-Back-Middle-Middle-
Back-Middle as shown in Figure 3.13 right. Signals from the mother boards are sent to the electronics
out of the calorimeter through one of the 64 signal feedthroughs. These feedthroughs are distributed
radially around each end of the barrel cryostat(Fig 3.14.b). They are composed of two flanges, warm
and cold, separated by stainless-steel bellows allowing vacuum in the transition region. Both flanges
present 30 connectors separated in two rows, each with 64 pins. Each connector has a specific tasks,
either allowing signal readout or calibration signal injection into the calorimeter, as shown in Fig. 3.14.a.
3.3.4 Front-end boards
After passing the feedthrough, signals are treated by the front-end electronics of the calorimeter. These
front-end cards are placed in crates mounted on each feedthrough of the cryostat, called front-end crates
(FECs). Each of these crates is mounted on two feedthroughs and can house 28 front-end boards (FEBs),
each treating 128 electronic cells (also called channels). A feedthrough can provide signals for 14 FEBs
in the barrel, with each front-end board receiving signals from an specific feedthrough connector. Apart
from the FEB, each FEC houses 2 calibration and controller (for FEC control) boards, 4 monitoring boards
(for calorimeter controlling) and a Tower Builder Board and a Tower Driver Board that ensures trigger
related functions. The distribution of these cards is shown in Figure 3.15.
In FEB’s, signals are first preamplified and split into four (Fig. 3.16). One of the split signals is combined
with other channels forming a |η| × |φ| = 0.1 × 0.1 trigger tower and sent to the L1 trigger system for
processing. The lasting three are amplified again, each with a different gain: Low (1), Medium (10) or
High (100). Three fast bipolar filters of type CR-RC2 are then used for each gain to increase the signal-
to-noise ratio. The single differentiation step serves to remove the long tail from the detector response,
while the two integrations limit the bandwidth in order to reduce the noise. In order to reduce the
quantity of information, these shaped signals are sampled at the LHC clock frequency (40 MHz) and
then stored into a Switch Capacitor Array (SCA) analog pipeline with 144 capacitors, which allow to
keep cell information during 2.5µ s while attending the trigger Level 1 decision. These samples are
    
Figure 3.13: Front (left) and back (right) mother boards for the LAr barrel. Numbers on the connectors
are attributed to each cell depending on their position [15].
  
Figure 3.14: Feedthrough connectors distribution (left) [15] and feedthrough distribution in the cryostat
of the end-cap(right), similar to the distribution of the feedthroughts around the barrel cryostat [8].
stored until the L1 trigger accepts the event, in which case the first four samples of the signal shape are
digitized following L1 instructions through a 12-bit analog-to-digital (ADC) converter and sent to the
read-out drivers (RODs). This digitization provides the signal amplitude in ADC counts, ranging from
0 to 4096, for one of the three gains. The optimal gain is determined depending on the ADC saturation.
If high gain (signal ×100) saturates the 4096 counts of the ADC, then the medium gain signal (signal
×10) is digitized. If again a saturation of the 4096 occurs, signals are passed to the RODs at low gain.
Samples are then combined together to find the waveform peak using a method called optimal filtering
(OF). The conversion of the signal peak in ADC into MeV is done by means of a calibration system,
explained in the next subsection.
Figure 3.15: Boards distribution in the front-end crates for the barrel [15]
  
Figure 3.16: Diagram of the FEB architecture [8].
3.3.5 Electronic cell calibration
The calibration procedure sets the correspondence between a cell signal peak readout in ADC counts
and the actual energy deposited in the cell and its peaking time (Fig. 3.17). This process uses a dedicated
step to calibrate the full electronic chain by evaluating the relation between the read ADC counts and a
known injected current µA on the electrode signal.
Calibration boards inject an exponential pulse with a decay time chosen to mimic the ionization pulse
shape. This pulse is the result of a condensator discharge with a tunable amplitude. Calibration boards
are mounted on the FECs. The calibration sequence is initiated by a command of the Trigger, Timing
and Control board, after which the calibration board injects the signal with a certain delay t0. This delay
is allowed by two PHOS4 delay chips in the calibration board, which permit to shift the injected pulse
by steps of 1.04 ns [16]. After this, a L1 accept signal is issued into the FEBs, programmable in steps of 25
ns. The amplitude of this pulse is controlled by a 16 digital-to-analog converter (DAC) system that pro-
vides a voltage according to requested command (done in DAC counts). The current enters the cryostat
through the signal feedthroughs and is injected into the corresponding cell electrode through the mother
boards. This injection path introduces differences between the calibration signal and the ionization sig-
nal. Since the objective of the calibration is to estimate the relation between ADC ionization pulse and
its corresponding µA, calibration pulses must be corrected from these effects. Applied corrections to the
calibration signal to emulate the physics one are explained in next section.
The conversion of ADC into MeV is then performed using the following formula:
Ecell = FµA→MeV FDAC→µA
1
Mphys
Mcalib
2∑
j=0
Rj
(
4∑
i=0
aiSi
)j
(3.13)
  
A  E(MeV)

Figure 3.17: Sketch of the peaking time and amplitude of the physics signal and the estimation using
optimal filtering coefficients (OFCs). The amplitude is proportional to the energy deposited in the cell.
where ai are the optimal filtering coefficients (OFCs) for finding the signal peak (Section 3.5), Rj are the
ramps transforming the ADC counts into DAC (digital counts) and MphysMcalib , FµA→MeV and FDAC→µA are
electronic calibration constants, computed as explained in Section 3.6.
3.4 Signal shape for physics signal
The determination of calibration coefficients, in particular, the optimal filtering coefficients, is performed
during regular calibration campaigns on a daily basis. However, the signal from calibration runs emu-
lates the ionization signal but is not exactly the same. The OFCs are necessary to find the signal peak
and therefore, they must be derived from signals similar to the ones expected during physics runs. Cal-
ibration pulses must then be corrected for their difference in shape.
3.4.1 Ionization signal
Ionization charges are deposited instantaneously and homogeneously in the LAr gap. The liquid argon
is a material with high electron mobility. This implies that an important fraction of the created charges
after ionization are collected without suffering important losses in their drift velocity within the material.
Thus, under the action of an electric field E, the electrons drift to the readout electrode. Assuming that
the charge density in the liquid argon is constant, the charge measured by the electrode falls with time
following a linear law:
I(t) = I0
(
1− t
Tdrift
)
θ(t)θ(Td − t) (3.14)
where I0 is the initial intensity i.e at signal rise time, which is quite fast (around 1ns after ionization).
The signal obtained after liquid argon is ionized is a triangular signal decreasing with time. The ATLAS
calorimeter high-voltage is set to 2000 V, which for a gap of 2.09 mm represents an electric field E =
1kV/mm. The drift velocity of the electrons under this field and at a LAr temperature of 88.5 K is
measured to be vD = 4.61 ± 0.07mm/µs, with an average drift time (Tdrift) of 457.9 ns in the barrel. A
complete study of the drift time and velocity is performed in [14].
In addition, recombinations are quite rare in the liquid argon and positive ions contribute little to the
signal charge due to their low mobility compared to electrons. However, it is very important to evacuate
them to avoid any possible charge effect in the gaps. For instance, their accumulation in the absorbers
would lead to a reduction of the electric field in the LAr gap, which affects the electron collection. In
the barrel, this is currently not a problem although at high pileup conditions, like in large η regions
(end-caps), it can become problematic.
3.4.2 Estimation of the ionization shape after readout
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Figure 3.18: Representation of the calibration exponential pulse and ionization triangular signal.
After the injection of the calibration pulse at cell level, the read-out path is identical to physics signal one
(Fig 3.19). The differences between the calibration and the ionization signals are then coming from the
different initial shapes (exponential vs triangular as illustrated in Fig. 3.18) and the injection technique
(calibration: injected on the signal electrode through the mother boards; physics: direct ionization of
LAr).
  
Figure 3.19: Basic equivalent circuit of the liquid argon detector cell readout [17].
The current estimation of the physics signal is performed by applying a Response Transformation Method
(RTM) [17] on calibration signals. It consists of studying the effect that the injection and readout circuits
have on signals and correct the calibration pulse from it. The differences are encoded in response func-
tions of the system. The output of this method is the predicted physics signal, which can be expressed
as the convolution of the components:
gphys(t) = gcali(t) ∗ gexp→tri(t) ∗ gMB→detector(t) (3.15)
The estimation of the response functions relies on our knowledge of the calorimeter readout system.
These calculations are done in the Laplace domain.
Estimation of gexp→tri(t)
  
Figure 3.20: Simplified calibration board pulser circuit, showing the non-ideal nature of the inductance
Lc in its resistive component rc [17].
Although the exponential signal is tuned to emulate the ionization signal, differences are still present.
The physics signal (Eq. 3.14) in the Laplace domain can be expressed as:
Iphys(s) = Iphys0
[
1
s
− 1− e
−sTdrift
s2Tdrift
]
(3.16)
As exposed in Section 3.3.5, the calibration board circuit (Fig. 3.20) alters the calibration signal due to a
non-desired resistance rc.
Icalib(s) = Icalib0
[
fstep + sτcalib
s(1 + τcalib)
]
; fstep =
(
rc
rc +
Rc
2
)
; τcalib =
(
Lc
rc +
Rc
2
)
(3.17)
The response function in Laplace domain is then estimated by Iphys(s) and Icalib(s), so that the final
response function is the Laplace inverse of this factor:
gexp→tri(t) = L−1
(
Iphys(s)
Icalib(s)
)
= δ(t) +
[
1− fstep
τcalib
e−fstept/τcalib
+
1
fstepTdrift
(
(1− fstep)e−fstept/τcalib − 1
)]
θ(t)
− 1
fstepTdrift
(
(1− fstep)e−fstep(t−Tdrift)/τcalib − 1
)
θ(t− Tdrift)
(3.18)
Estimation of gMB→detector(t)
Following the schema in Figure 3.19, the corresponding currents at the mother board injection are:
IphysMB (s) = I
phys(s)
1
sC
r + 1sC + sL+ Zline
(3.19)
IcalibMB (s) = I
calib(s)
r + 1sC + sL
r + 1sC + sL+ Zline
(3.20)
where Icalib and Iphys(s) are the calibration and physics pulsed that arrive at the mother board i.e. the
exponential and triangular pulses. The response function taking into account the differences in the
injection path is then:
gMB→det(t) = L−1
(
1
1 + sτr + s2τ20
)
=
2
τa
e
− τr
2τ20
t
sin
(
τa
2τ20
t
)
θ(t); (3.21)
with τr = rC; τ0 =
√
LC; and τa =
√
4τ20 − τ2r
Figure 3.21, a comparison between the calibration pulse after passing through the pre-amplifier and the
shaper and the physics signal pulse. It can be observed that the width of pulse is softly smaller for
physics signal while its peak is larger than calibration one.
  
Figure 3.21: Comparison between calibration and physics pulse [17].
3.5 Optimal filtering
After the physics signal modeling, the next step is to determine the amplitude and timing of the pulse
(pulse peaking time τ ). The amplitude contains information about the number of charges that are col-
lected and the timing permits to determine at which moment the shower ionizes the corresponding cell.
Considering that particles are relativistic, and therefore that the mean time for crossing the calorimeter
should be of the order of the nanoseconds, and that the shaping time is also constant for all readout
cells, this pulse time helps to determine the time at which the incident particle arrived at the detector.
This amplitude and peaking time τ (Fig. 3.17) could be determined just sampling the pulse at the peak.
However, the presence of electronic and pileup noise would add fluctuations to this peak. This encour-
ages the use of several samples of the pulse to achieve accurate measurements. The ponderated mean of
these samples cancels the stochastic noise on average. Furthermore, positive fluctuations impact, such
as the pileup noise, is reduced.
The optimal filtering method [18] aims at using two linear combinations of signal samples to recover the
amplitude A of the signal and the start time τ :
u =
∑
i
aiSi ; v =
∑
i
biSi (3.22)
Considering the signal pulse S developed in first order Taylor expansion around t = τ :
Si = Ag(ti − τ) + ni + ped ≈ Ag(ti)−Aτ dg(t)
dt
|ti + ni + ped (3.23)
where i is the i-th sample of the pulse and ni are the noise fluctuations and ped represents the pedestals,
which is the average baseline value of the signal. Removing the pedestal contribution so that Si →
Si − ped, the equation 3.22 becomes:
< u >=
∑
i
ai
(
Ag(ti)−Aτ dg(t)
dt
|ti+ < ni >
)
< v >=
∑
i
bi
(
Ag(ti)−Aτ dg(t)
dt
|ti+ < ni >
) (3.24)
On average, < ni > is zero since noise fluctuations would cancel and A =< u > and Aτ =< v >. These
leads to the constraints:∑
i
aigi = 1,
∑
i
ai
dg
dt
|ti = 0
∑
i
bigi = 0,
∑
i
bi
dg
dt
|ti = −1 (3.25)
The coefficients ai and bi are determined by minimising the variances of u and v while satisfying con-
straints from Eqs 3.25 using Lagrange multipliers (λ,κ,µ,ρ):
V ar(u) =
∑
i,j
aiaj < ninj >=
∑
i,j
Rijaiaj ; V ar(v) =
∑
i,j
Rijbibj (3.26)
Iu =
∑
i,j
Rijaiaj − λ
(∑
i
aigi − 1
)
− κ
∑
i
ai
dg
dt
|ti
Iv =
∑
i,j
Rijbibj − µ
∑
i
bigi − ρ
(∑
i
bi
dg
dt
|ti
) (3.27)
The minimization of both Iu and Iv allow estimating ai and bi. The expression of the optimal filtering
coefficients after minimization is:
ai = λ
∑
j
(R−1)ijg(tj) + κ
∑
j
(R−1)ij
dg
dt
|tj ;
bi = µ
∑
j
(R−1)ijg(tj) + ρ
∑
j
(R−1)ij
dg
dt
|tj ;
(3.28)
with λ, µ, ρ and κ being:
λ =
~g(t)
′T
R−1 ~g(t)
′
∆
; κ = −
~g(t)
′T
R−1 ~g(t)
∆
µ =
~g(t)
′T
R−1 ~g(t)
∆
; ρ = −
~g(t)
T
R−1 ~g(t)
∆
∆ = ( ~g(t)
T
R−1 ~g(t))( ~g(t)
′T
R−1 ~g(t)
′
)− ( ~g(t)′TR−1 ~g(t))2
(3.29)
~g(t) and ~g(t)
′
are the vector of samples and the vector of samples of the time derivate of the waveform.
These samples are determined cell-by-cell using calibration runs. The goodness of the method depends
if the OF coefficients (OFCs) ai and bi are applied to the same samples (S(ti)) on which they were
derived. Since some delays may happen between the collision time and the arrival of the signal to the
calorimeter, OFC’s are estimated by delaying the calibration pulse by a phase, allowed by delay chips
on the calibration boards presented in Section 3.3.5. Delay steps of 1.04 ns allow determining 24 sets of
OFCs for each cell. During RunI, five signal samples were used to determine cell properties. Currently,
four samples are considered.
3.6 Passage from ADC to MeV
After signal shape determination and the application of the optimal filtering technique to find the sig-
nal peak, the conversion from ADC counts into energy units require the determination of calibration
constants that depend on the calorimeter intrinsic behaviour, i.e, how a given energy is converted into a
number of charges, whose derivation into the gap creates a current which induces an electrical tension
that is sampled into ADC counts. Unless stated otherwise, information concerning these calorimeter
constants presented in this section is based on the report [19].
3.6.1 Ramps
The signal peak is estimated in ADC while calibration boards send pulses with a desired amplitude, de-
termined usingDAC counts. A first step of the conversion is then to transform fromADC toDAC since
one may correlate the DAC counts with the injected current by the calibration board. This DAC/ADC
relation is mainly linear, as it can be observed in Figure 3.22 and 3.23 for all cells in the barrel and one
cell, respectively.
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Figure 3.22: Run 00314180: DAC versus ADCpeak obtained in a high gain run for the 3 layers of the
electromagnetic calorimeter.
However, possible non-linearities might be found coming from the electronic chain. In consequence, the
DAC versus ADC curve is fitted with a second-order polynomial function:
DAC = R0 +R1ADCpeak +R2ADC
2
peak (3.30)
where the coefficients R0, R1, R2 are called ramps. The ADC output depends on the signal optimal gain
(low, medium or high), so ramps are also gain-dependent quantities. However, this factor should be the
factor between gains (1/10/100 for low, medium and high gain). For ramps estimation, several pulses
are sent (Ntriggers = 100) using different DAC values (typically 16 from 0 to 1500) and output ADC
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Figure 3.23: Run 00314180: DAC versus
ADCpeak obtained in a high gain run for
a single cell in the middle layer of the
EM barrel calorimeter. The red line cor-
responds to the fitted curve describing
the DAC vs ADC behaviour (Eq. 3.30).
samples are collected. The ADC peak is estimated and Equation 3.30 is used to get the ramps. The
result for this calibration technique is presented in Figures 3.24 for R1. These values correspond to a
weekly calibration campaign performed on December 4th, 2016 with RunNumber 00314180.
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Figure 3.24: Run 00314180: value of R1 from the fit of the DAC versus ADC distributions in Figure 3.22
with Equation 3.30.
3.6.2 Difference between physics and calibration peaks
Considering that Iphysics0 = I
calib
0 in Section 3.3.3, the peak amplitudes of gphys and gcalib differ as seen
on Fig. 3.21. These differences are evaluated as the ratio of the physics and calibration peaks (Mphys =
max(gphys) and Mcalib = max(gcalib)) evaluated and can be applied on the energy calibration to correct
for these amplitude differences. However, OFC’s for physics signals are directly derived using gphys
shape estimated from calibration shapes with Mcalib = 1. This implies that the output OFCs already
including these Mphys/Mcalib factors, presented in Figure 3.25 for the three layers of the calorimeter
barrel for a weekly calibration run with RunNumber 00314179 (December 4th, 2016).
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Figure 3.25: Run 00314179: value of MphysMcalib for (a) the front layer, (b) the middle layer and (c) for the back
layer of the electromagnetic barrel.
3.6.3 Calorimeter constants
The factor FDAC→µA transforms the DAC counts into a current measurement. The amplitude of this
pulse is controlled by the DAC system that provides a voltage according to requested command (done
in DAC counts). This current is sent to the motherboards that distribute it into the chosen cells via a
resistor system with Rinj resistance. The amplitude of the injected current in the cells then depends on
Barrel layers Strips Middle Back
FDAC→µA (µA/DAC) 0.0025464 0.150127 0.0751078
Table 3.2: Values of FDAC→µA in 2004 test beam report [19].
Compartment I/E (µA/ MeV) fsampl FµA→MeV
η < 0.8 0.016 0.1667 375
η > 0.8 0.016 0.1959 320
Table 3.3: Values of I/E, fsampl and FµA→MeV in 2004 test beam report [19].
the initial value of the voltage over Rinj . The chosen current is:
FDAC→µA =
75.295µV
Rinj
(3.31)
which yields values in Table 3.2.
The factor FµA→MeV converts the current expressed in µA into energy units MeV . For the barrel,
FµA→MeV depends on the sampling performance of the calorimeters and the capacitance between the
high-voltage and the electrode layers. It can be expressed as:
FµA→MeV =
1
fsamplI/E
(3.32)
where I/E is the energy to current conversion factor and fsampl is the sampling fraction for electrons.
This factor translates the energy that was deposited in the liquid argon gaps (Evis) into the total energy
of the electron (Etotal), which is not the same for sampling calorimeters as exposed in Section 3.1. In [19],
values in Table 3.3 are found. These quantities are independent on the gain.
3.7 Energy and time reconstruction performance
The energy reconstruction in the electromagnetic calorimeter was tested in 2002 [20]. Using 5 samples
for reconstructing the peak amplitude with OFC’s, this test showed that the energy of electrons could be
in most cases reconstructed within a 1‰ precision as seen in Figure 3.26.a (0.5% for electrons with E >
20 GeV). In addition, the energy resolution parameters a, b and c from Eq. 3.1 were derived. Figure 3.26
shows that the constant term c of the energy resolution is around 0.17% while the stochastic term a
corresponds to 10.1%. This disparity can, however, arrive up to 0.7% when the whole EM calorimeter
is taken into account 0.7% [4]. In addition, the noise b is found to represent 250 MeV. This result is in
agreement with expectations and test-beams presented in the TDR [3].
The time reconstruction of the electromagnetic barrel has also been tested during 2001-2002 test beam [9].
Several sources are found to contribute to time measurement, mainly related to the electronic chain and
calorimeter problems. Two scintillation counters are added to the beamline in order to determine the
time at which the electrons are being sent to the calorimeter. One of these scintillators is found to perform
more precise timing measurements and then, its time measurement (t2) is defined as reference time to
this study.
Electronic chain contribution
The measurement is carried out by pulsing simultaneously two cells and comparing their reconstructed
time with OF method. Three configurations are considered: cells that do not belong to the same calibra-
tion line; cells that do belong to the same calibration line and cells belong not only to the same calibration
line but also to the same SCA pipeline. The results using the two last configurations show a dependence
  
  
Figure 3.26: The ratio of the reconstructed electron energy to the beam energy (a) and the fractional
energy resolution (b) as a function of the beam energy are presented [20]. In (b) data before (closed
circles) and after (open circle) the gain dependent noise (open squares) subtraction are shown.
of the time resolution with the input amplitude of the signal pulse, which can be parametrized by:
στ =
aτ
E
⊕ cτ (3.33)
  
Figure 3.27: Resolution on the time difference between cells in calibration runs as a function of the
amplitude [9].
The fitted function presents a constant term close to 20 ps in high gain for cells in the middle layer.
This constitutes a lower limit to the time resolution. Table 3.4 presents the results for these different
configurations.
Calorimeter problems
Due to the 1/E term in Eq. 3.33 and the fact that most of the shower energy is measured in the middle
layer, the most accurate single cell based information on the injection time for a electromagnetic shower
is given by the hottest cell in the middle layer. Tests are carried out using test beam data for the resolution
of a 245 GeV electron beam. Comparisons between t2 and reconstructed time by OF method present a
Middle layer Front layer
aτ (ps * GeV) cτ (ps) aτ (ps * GeV) cτ (ps)
High gain 1620 ± 60 19 ± 14 510 ± 20 30 ± 8
Medium gain 2550 ± 15 13 ± 1 740 ± 50 18 ± 1
Medium gain, same SCA 2500 ± 20 9 ± 1 – –
Table 3.4: Time resolution of the electronics readout for a single channel in the middle/front layer in
high and medium gain. Measurement for the same calibration line and the same SCA could not be
performed for the front layer due to the distribution of the calibration lines [9].
245 ps dispersion. A non-negligible fraction of this dispersion is found to come from SCA, phase and
cross-talk effects.
1. It is found that if two cells are not treated by the same SCA capacitor in the FEB’s, a linear bias on
the reconstructed time tOF appears. The correction of this effect leads to 239 ps of resolution.
2. The trigger setup during the test beam was asynchronous with the 40 MHz clock, usually provid-
ing the reference time for collisions in physics runs. This introduced a shift in the shape sampling
before the SCA and therefore the reconstructed time got a small bias. However, this effect could
be corrected. Overall resolution is reduced to 188 ps after corrections.
3. Cross-talk contribution is also affecting the time reconstruction. This effect distorts the signal shape
and induces a bias in the time determination. It is found to be 94 ps and its correction allows
to reduce the overall resolution to 163 ps. The cross-talk affects the energy reconstruction too,
introducing a bias in the energy barycenter (η and φ position of the largest energy deposit). The
larger is the cross-talk impact, the larger this bias could be. Figure 3.28 presents this bias depending
on impact point position within the cell in η and φ.
    
Figure 3.28: Difference between reconstructed OF time and trigger time depending on the barycenter of
energy deposition in between cells in η and φ [9].
After correcting the resolution from these effects and possible sources coming from the trigger time res-
olution, the overall time resolution of the electromagnetic calorimeter shows a performance decreasing
with the energy of the hottest middle cell and converging to a constant value of ∼ 100 ps (Fig. 3.29). The
change in the slope at E ∼ 40 GeV corresponds to the change in the gain used to reconstruct the energy
of the cell, given that typically at those energies the ADC counts in high gain are saturated.
Currently, the ATLAS calorimeter is performing very well. Almost all the readout channels are available
and taking data, without any loss of data due to a bad operation of the liquid argon detectors. The
L1-trigger can sustain a 110 kHz event rate, a bit larger than the nominal value of 100 kHz for L1 Calo
Trigger 2.2.5.
  
Figure 3.29: Time resolution (ps) as a function of the hottest middle layer cell.
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After pp collisions happen around the interaction point, the different ATLAS subdetectors present sev-
eral energy deposits well above the ambient background and their respective electronic noise. A pri-
mordial task in ATLAS is to associate these energy deposits to possible particle candidates that were
produced in the collisions, either electrons, photons, muons, τ -leptons or jets. In most of the cases, these
particles leave significantly distinct signatures in the various subdetectors that can be easily recognized
and used to identify the collision product. However, this identification is not so straightforward in some
cases, and algorithms must be developed to identify the collision products. In this Chapter, we focus on
the electron and photon reconstruction and identification algorithms.
Electrons and photons are reconstructed and identified using information from the ATLAS calorimeter
and the inner detector. Electrons are particles that leave a trace of hits in the inner detector and an
energy deposit in the electromagnetic calorimeter. They are reconstructed from clusters of cells in the
calorimeter to which a track reconstructed from inner detector hits can be associated. In their way,
electrons may interact with material from the inner detector and radiate bremsstrahlung photons, a fact
that needs to be taken into account in its track reconstruction and that could also induce variations in the
topology of their energy deposit in the calorimeter. Photons are instead neutral particles that can present
isolated energy deposits in the electromagnetic calorimeter with no associated trace in the inner tracker
system or associated with displaced tracks from the beamline due to photon conversionsFigures 4.1
show that these conversions are more likely to happen in regions where the detector presents larger
material, such as the different silicon detector layers.
Apart from the separation between electrons and photons, calorimetric clusters can also be produced by
the arrival of hadronic particles issued from the hadronization of a quark or gluon. However, these clus-
ters tend to present a more extensive lateral profile and a significant fraction of energy in the hadronic
calorimeter. A requirement on the fractional energy of the electron or photon found in this detector
(Ehad/Etotal < 0.1) reduces the possible background coming from hadronic energy deposits. Besides,
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Figure 4.1: Distance to the beamline of reconstructed conversion vertices (left) and spatial distribution of
reconstructed conversion vertices (right) in the transverse plane measured on 14nb−1 during June-July
2010 [1].
some of these particles produce very similar signatures. One of these cases, which is very important in
the analysis presented in this thesis, is the identification of decaying neutral pions against true photons.
Neutral pions pi0 tend to decay into two photons with a branching ratio of 98.82%. In the case of large
energy pi0, these photons are almost collinear (Fig. 4.2), thus inducing a tighter lateral profile that can be
misidentified with the one from an isolated photon. Due to the high QCD jet production, these decays
are then an important source of photon background.
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Figure 4.2: Schema of the expected energy deposits for jets, electrons, unconverted photons and neutral
pions. Solid (dotted) lines represent tracks that (don’t) leave traces in the inner detector. Red color
stands for electromagnetic energy deposits in any of the calorimeters while blue color represent hadronic
energy deposits.
On the other hand, the energy reconstruction technique explained in Chapter 3 shows that the ATLAS
liquid argon barrel calorimeter reconstructs the energy from electromagnetic objects with a 0.5% accu-
racy. However, this performance cannot be extrapolated to electron and photon measurements after AT-
LAS installation, since final detector configuration varies significantly with regard to conditions during
the test-beams. Some issues like calorimeter inhomogeneities, HV short circuits, calorimeter geometry
effects (sagging caused by weight, intermodule effects, ..), cross-talk or absorbers and electrodes bending
angles appear in the calorimeter. Furthermore, thicker passive material and the inner tracker (Figs. 4.3)
are present in ATLAS final configuration, thus increasing bremsstrahlung energy losses for electrons and
photon conversions, as previously mentioned. All these changes affect the electron and photon shower
development and ultimately the measurement of their energy. In consequence, a calibration procedure
is developed to correct for all possible additional effects on electrons and photons energy.
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Figure 4.3: Material traversed by a particle in the ID (left) and the calorimeter (right) as a function of the
pseudorapidity [2].
The electron and photon reconstruction is seeded by clusters found in the electromagnetic calorimeter.
In Section 4.1, the main clustering and track reconstruction techniques are summarized. Later, tracking
information and clusters are combined to reconstruct electron and photon candidates, as outlined in
Section 4.2. The reconstruction technique, however, can identify as photon or electron candidates energy
deposits coming from hadronic processes. This motivates the definition of a set of identification criteria
to improve electron and photon separation from jets, as explained in Section 4.3. Electrons and photons
are key particles in ATLAS physics analyses. SM and several BSM theories predict final states where a
set of photons or electrons are produced either directly from the interaction point or as decay products
of intermediate particles, i.e. the Higgs boson. Prompt particles coming from these decays are usually
produced in an isolated way (no hadrons in their vicinity). On the other hand, hadron and τ or top
decays may also present many of these particles in less isolated topologies, with much more activity
around them. Then, the definition of isolation variables explained in Section 4.4 help to increase the
purity of the final electron and photon sample. Finally, a precise energy calibration is primordial for
achieving accurate measurements, e.g. of the Higgs mass. The ATLAS electron and photon calibration
strategy is explained in Section 4.5.
4.1 Cluster and track reconstruction
After a pp collision, energy deposits are registered in all ATLAS subdetectors. In the case of photons and
electrons, this deposited energy shows up as a localized cluster of cells, whose energies are well above
their electronic noise. The identification of these cells and their association to disjoint clusters along the
calorimeter is performed by two clustering techniques carried out during offline event reconstruction:
sliding window and topological clustering (Fig. 4.4). These techniques can be applied to electromag-
netic and hadronic deposits. Hadronic showers are beyond the scope of this chapter and all numbers
presented below concern only electromagnetic showers, i.e. electrons and photons. Nevertheless, more
information may be found in [3] and Section 6.1 about clustering techniques applied to jets.
4.1.1 Sliding-window clustering
The sliding-window technique consists of reconstructing the electromagnetic cluster by associating cells
to a fixed-size rectangular window. The algorithm is divided into three steps:
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Figure 4.4: Schema of the calorimeter cells introduced in sliding-window and topocluster algorithms.
• Tower building
The whole calorimeter is segmented into towers of size ∆η×∆φ = 0.025×0.025 in the η−φ plane.
At the end of this step, the calorimeter is split into a grid of Nη × Nφ = 200 × 256 towers, each
one containing the energy of all three longitudinal layers in their ∆η × ∆φ. The energies of cells
spanning several towers are distributed according to the fractional area of the cells intersected by
each tower.
• Pre-clustering
A fixed-size window is moved across each element of the tower grid defined above. If the window
transverse energy (defined as the sum of the transverse energies of the towers contained in the
window) is a local maximum above a threshold (EthreshT ), a pre-cluster is formed. The size of the
window, denoted in tower ∆η×∆φ units, and EthreshT are optimized to reduce the number of fake
clusters due to noise and to get the best efficiency for finding potential interesting clusters. The
position of the pre-cluster is defined as the barycenter of the energy deposition, which is estimated
using a window of ∆η×∆φ = 0.075×0.075. Overlaps between two clusters are possible, in which
case only the pre-cluster with the largest transverse energy is preserved. Two pre-clusters overlap
if they are found within a region of ∆η ×∆φ = 0.05× 0.05.
• EM cluster reconstruction
Clusters are built from pre-clusters identified during the previous step. Pre-cluster barycenter is
readjusted using a different sliding window size, optimized to minimize noise contribution. In this
step, window scan is performed separately per longitudinal layer. First, the middle layer clusters
are reconstructed. The pre-cluster barycenter serves as seed position of the new sliding window
scan. Once the new barycenter is fixed, the middle layer cells entering the window are associated
with the cluster. This process is repeated iteratively in the front, presampler and back layers. The
seed position for the window scan in the front layer is the barycenter of the middle layer cluster,
while the presampler and the back layers are processed using respectively the strip and middle
clusters barycenter as seeds.
4.1.2 Topological clustering
The sliding window technique presents a very good performance for reconstructing photon and elec-
tron clusters and it is currently the main clustering technique used for electron and photon candidate
reconstruction. However, jets and isolation variable reconstruction require more flexible clustering algo-
rithms, with capability of adapting the cluster shape. The topological clustering is seeded by cells with
large signal-to-noise ratio and iteratively associates to the cluster neighbouring cells that also present a
significant energy with respect to their noise magnitude. There are three main steps:
• Finding seeds
All cells with energy above a rather high signal-to-noise ratio (tseed > 6 GeV for EM clusters) are
identified and act as seeds to the topological cluster algorithm. Each seed cell starts a proto-cluster.
• Finding neighbours
For each seed cell found in the calorimeter, all neighbours are considered. If any of the neighbours
present a signal-to-noise higher than 3, they are added to the corresponding topocluster. After
that, the same procedure is applied to the neighbour cells in the cluster. If one neighbour cell is
adjacent to two proto-clusters, the two proto-clusters are merged into a single one.
• Finalize
Proto-clusters with a ET < 5 GeV are removed. The resulting topological clusters are then 3-
dimensional clusters taking into account cells in the same layer, adjacent cells in the neighbouring
layers and neighbouring cells in η and φ from the adjacent calorimeter.
The main advantage of this topological clustering is its efficiency for suppressing noise in clusters with
large numbers of cells. However, this algorithm must be corrected in regions where significant energy
deposits are expected in neighbouring cells. For instance, it is usual to record several overlapping clus-
ters that come from different particles in the end-caps and the forward calorimeter. This fact is partially
solved by splitting the proto-cluster into two smaller ones if two differentiated local energy maxima are
identified. This algorithm associates a given fraction of the shared cells energy to each proto-cluster,
depending on the distance between the two proto-clusters centroid to the shared cells and the energy of
each cluster.
4.1.3 Track reconstruction
The standard ATLAS track reconstruction is seeded by three hits in the silicon detectors (pixel or SCT
detectors). Track candidates are then extrapolated following the direction of the track seed. If more sil-
icon hits are found in the extrapolation path, they are collected and judged using a Kalman filtering [4]
and they are added to the track candidate or rejected. After the full set of track candidates in the silicon
detectors (not including yet TRT hits) has been identified, an ambiguity solving procedure is applied to
remove track candidates with incorrectly assigned hits. This ambiguity solving scores the track candi-
date depending on the number of hits that were successfully added to the track, the number of holes of
the track1 or the sub-detectors on which the hits are measured. After the reconstruction of tracks in the
pixel and the SCT detectors, the successful candidates are extrapolated into the TRT volume and com-
bined with measurements there. This technique is complemented with a back-tracking method, seeded
by hits in the TRT detector and extending the track into the silicon detector [5]. Back-tracking is designed
to reconstruct secondaries, which are particles produced in the interactions of particles issued from the
collision point. Tracks with a TRT segment but no extension into the silicon detectors are referred to as
TRT-only tracks. This complementary reconstruction is important for instance in the reconstruction of
converted tracks, needed to identify photons.
4.2 Electron and photon reconstruction
Photons and electrons have very similar signatures in the EM calorimeter. However, they can be dis-
tinguished depending on the activity in the inner detector. A good electron reconstruction requires the
association of a track with an EM cluster of the calorimeter. On the other hand, the reconstruction of pho-
tons may also involve the matching to an EM cluster of two (or one) tracks compatible to be produced in
a conversion vertex or none, depending if the photon converts into an electron-positron pair before the
calorimeter (converted) or if it arrived undisturbed into the calorimeter (unconverted). Some late con-
versions may occur in the space between the tracker and the calorimeter that could only be tagged using
1A hole represents a measurement on a detector surface that is expected, given the trajectory predictions, but not observed.
information of the calorimeter presampler. The reconstruction algorithm then proceeds in parallel [6, 7,
8] and a final algorithm decides if the resulting particle candidate is an electron, an unconverted photon
or a converted photon.
The reconstruction is seeded by sliding window pre-clusters of size ∆η × ∆φ = 0.075 × 0.125 with
transverse momentum calibrated at the electronic cell energy scale (Eq. 3.13) larger than EthreshT =2.5
GeV. In addition, clusters must be within |η| < 2.5. Once seed clusters are reconstructed, a search is
performed for inner detector tracks. These tracks are reconstructed using data the standard strategy
described in Section 4.1.3. However, this strategy sometimes fails to correctly evaluate electron tracks
due to the larger bremsstrahlung losses that electrons may overcome in the inner tracker. The standard
reconstruction considers the pion hypothesis to model energy losses due to the interactions with the
tracking detectors material. Unfortunately, given the strong magnetic field and the amount of inner
tracker material, electrons are very likely to undergo large energy losses due to bremsstrahlung. The
pion hypothesis is then complemented with a modified algorithm which allows up to 30% energy loss
at each intersection of the track with the detector material. If an electron track seed (consisting of three
hits in different layers of the silicon detectors) with a transverse momentum larger than 1 GeV cannot
be successfully extended to a full track of at least seven hits using the pion hypothesis and it falls within
one of the EM cluster region of interest (regions of ∆R = 0.3 size around EM clusters with Rη > 0.65
and Ehad/Etot < 10%), a second attempt is performed using an electron hypothesis that allows for
larger energy loss. This electron track reconstruction is performed using the same strategy than standard
reconstruction [4] but the inclusion of a model of electron bremsstrahlung losses improves significantly
the performance of electron track reconstruction.
  
p
p
p
e-


r
p
 < 0.05
 < 0.05
 < 0.2
 < 0.05Cluster barycenter
pp collision
cell X cell = 0.025 X 0.025 
Middle layer 
IBL layer
Pixel detector
SCT detector
TRT detector
Presampler & front layer
Inner tracker hits
Figure 4.5: Picture illustrating the cluster-track matching for electrons and converted photons in the EM
barrel calorimeter.
After tracks are reconstructed, tracks falling in an EM cluster region of interest are extrapolated to the
middle layer of the calorimeter. This allows evaluating tracks as loosely matched to EM clusters if the
angular distance along φ between the extrapolated track and the cluster barycentre is |φtrack − φbaryclus | <
0.05(0.2) in the direction (or opposite direction ) of the bending of the track (Fig. 4.5). If matched tracks
also present significant number of precision pixel or SCT hits (≥4), they are refit using an optimised
Gaussian Sum Filter (GSF) [9], which takes into account non-linear bremsstrahlung effects.
Conversion vertices are then reconstructed. These vertices can be reconstructed either using two recon-
structed tracks or one single track (Fig. 4.6):
• Double-track conversion vertices
Pairs of opposite-charge reconstructed tracks are identified. These tracks pairs can be classified as
Si-Si if both tracks present hits in the silicon, Si-TRT if only one does it and TRT-TRT if both tracks
are TST-only. Conversion tracks are used for conversion vertex reconstruction if their relative dis-
tance is compatible to come from a conversion vertex2 Then, a conversion vertex fit is performed.
The conversion vertex reconstruction efficiency decreases for conversions taking place in the out-
ermost layers of the tracker, given that one track usually fails to be reconstructed, either because
its transverse momentum is too low or the two tracks are so close that they cannot be separated.
However, the single-track vertex reconstruction helps to increase this efficiency in these regions.
• Single-track conversion vertices
Tracks are considered to come from a conversion vertex if they present no hits in the B-layer and,
either no hits in the TRT or with 95% likelihood to be an electron. Since the double-track conversion
vertex reconstruction cannot be applied in this case, the conversion vertex is considered to be the
first innermost hit in the tracker.
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Figure 4.6: Picture illustrating the three track pairs that can be used to reconstruct conversion vertices.
The rightmost pair represents Si-Si tracks; the bottom right pair represents TRT-TRT tracks and the last
one, Si-TRT tracks. In addition, the bottom left photon presents two tracks from which one escapes
detection (single-track conversion vertex).
Conversion tracks are then extrapolated to the middle layer of the calorimeter and loosely matched to
clusters [7]. In addition, conversion vertices are matched to the clusters by requiring that the ∆η < 0.05
and ∆φ < 0.05 between the conversion vertex and the cluster center. In the case of single tracks, ∆φ is
extended to be lower than 0.1 in the direction of the bending angle of the track.
Electromagnetic clusters are then classified as converted photon, unconverted photon and electron can-
didates. Figure 4.7 presents the different selection criteria applied to make this classification. In the case
of electron candidates, if several tracks fulfill the matching condition, one is then chosen as primary
track depending on the number of hits in the pixel and silicon layers of the track and the cluster-track
distance.
After this classification, the cluster is re-formed into a ∆η × ∆φ = 0.075 × 0.175 (0.125 × 0.125) in the
EM barrel (end-caps). The initial energy of the photons and electrons is calculated by simply summing
the energies of the cluster associated with them. This energy is then corrected from possible material
and calorimeter effects following a procedure exposed in Section 4.5. The flight direction is determined
2 ∆cotθ < 0.3(0.5) for Si-Si (Si-TRT or TRT-TRT) tracks with θ taken at the closest point to the primary vertices. In addition,
the distance between the closest point of both tracks must be 10 mm (50 mm) for Si-Si (other) tracks and the ∆φ between the two
tracks is 0.05 (0.2). Finally, the sum of the helicies radii and the distance between helices center must be between -5 and 5 mm,
-50mm and 10 mm and -25 and 10 mm for Si-Si, TRT-TRT or Si-TRT respectively.
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Figure 4.7: Scheme of the decision tree to initially separate electron, converted photon and unconverted
photon candidates.
differently for electrons and photons. For electrons, the direction in ηe and φe is determined from the
track parameters at the electron production vertex [10]. For an unconverted photon, this direction is
initially determined from the η and φ coordinates of its associated cluster with regard to the interaction
point. ηcluster is calculated through a weighted average of the layer 1 and layer 2 barycenters. Some
corrections are applied to this initial ηcluster due to biases produced by the limited granularity of the
calorimeter (S-shapes [11]), etc. φcluster corresponds to the φ of the layer 2 barycenter corrected from
detector sagging and other detector effects [11]. This technique is also used for converted photons,
unless they are Si+Si in which case ηγ and φγ are equated to the conversion vertex coordinates.
The efficiency of this reconstruction scheme is evaluated for electrons (Fig. 4.8). The evaluation is per-
formed via a tag-and-probe method on Z → ee samples. This method imposes a strict selection on
one of the electron candidates (called "tag") and together with the requirements on the di-electron in-
variant mass, it allows for a loose pre-identification of the other electron candidate ("probe"). Taking
these initial events, a given selection is applied on the probe (either reconstruction or and identification
working point, etc) and efficiencies are estimated as the number of events passing the probe selection
over the number of initial events. An overall agreement is observed between data and MC efficiency
measurements, with an average efficiency of 98.5% decreasing at low ET and around the barrel-endcap
transition regions (|η| ∼ 1.5).
Figure 4.8: Measured reconstruction efficiencies for electrons as a function of ET integrated over the full
pseudorapidity range (left) and as a function of pseudo-rapidity for 15 GeV < ET < 150 GeV (right) for
the 2015 dataset. The shown uncertainties are statistical plus systematic errors [6].
4.3 Electron and photon identification
Clusters and tracks associated with electron or photon candidates must satisfy a set of identification
(ID) criteria to determine whether the reconstructed objects are signal-like or background-like objects,
such as electrons and photons or hadronic jets respectively. The identification algorithms are based
on electrons and photons calorimeter shower shape variables, information from the TRT, track-cluster
matching related quantities, track properties, and variables measuring bremsstrahlung effects.
4.3.1 Electron identification
Electrons are identified in Run II using a likelihood-based (LH) method that combines several properties
of the electron track and shower shapes to make a decision. It is a multivariate analysis (MVA) technique
that evaluates the probability of an object of being an electron using pre-determined signal and back-
ground probability density functions (fS(B)(xi) where S and B stand for signal and background PDF of
the ith continuous variables). Based on these PDFs, overall signal (LS) and background (LB) likelihoods
are calculated using each object characteristics xi. These likelihoods are combined into a discriminant
dL on which a cut is applied:
dL =
LS
LS + LB ; LS(B)(xi) =
Nvar∏
i=1
fS(B)(xi) (4.1)
The discriminant variables xi are defined in Table 4.1. Among these variables, wstot, ∆φ2, E/p and
the track number of hits in the three inner detectors are not included in the algorithm as PDFs but as
rectangular cuts. Figures 4.9 compare the distributions of several shower shape variables for electrons
against the same distributions from jets mimicking an electron.
Three levels of identification are usually considered for electron ID. In increasing order of background
rejection, these working points are loose, medium and tight. Each operating point uses the same variables
to define the LH discriminant so that the distinction between them only lies on the requirements on each
variable discriminant.
The performance of the electron ID for signal selection and background rejection is evaluated on Z →
Type Description Name
Hadronic leakage Ratio of ET in the first layer of the hadronic calorimeter to ET of the EM cluster Rhad1
(used over the range |η| < 0.8 or |η| > 1.37)
Ratio of ET in the hadronic calorimeter to ET of the EM cluster Rhad
(used over the range 0.8 < |η| < 1.37)
Back layer of Ratio of the energy in the back layer to the total energy in the EM accordion f3
EM calorimeter calorimeter. This variable is only used below 100 GeV because it is known to
be inefficient at high energies.
Middle layer of Lateral shower width,
√
(ΣEiη2i )/(ΣEi)− ((ΣEiηi)/(ΣEi))2, where Ei is the wη2
EM calorimeter energy and ηi is the pseudorapidity of cell i and the sum is calculated within
a window of 3× 5 cells
Ratio of the energy in 3×3 cells over the energy in 3×7 cells centered at the Rφ
electron cluster position
Ratio of the energy in 3×7 cells over the energy in 7×7 cells centered at the Rη
electron cluster position
Strip layer of Shower width,
√
(ΣEi(i− imax)2)/(ΣEi), where i runs over all strips in a window wstot
EM calorimeter of ∆η ×∆φ ≈ 0.0625× 0.2, corresponding typically to 20 strips in η, and
imax is the index of the highest-energy strip
Ratio of the energy difference between the largest and second largest energy Eratio
deposits in the cluster over the sum of these energies
Ratio of the energy in the strip layer to the total energy in the EM accordion f1
calorimeter
Track conditions Number of hits in the innermost pixel layer; discriminates against nBlayer
photon conversions
Number of hits in the pixel detector nPixel
Number of total hits in the pixel and SCT detectors nSi
Transverse impact parameter with respect to the beam-line d0
Significance of transverse impact parameter defined as the ratio of d0 d0/σd0
and its uncertainty
Momentum lost by the track between the perigee and the last ∆p/p
measurement point divided by the original momentum
TRT Likelihood probability based on transition radiation in the TRT eProbabilityHT
Track-cluster ∆η between the cluster position in the strip layer and the extrapolated track ∆η1
matching ∆φ between the cluster position in the middle layer and the track extrapolated ∆φ2
from the perigee
Defined as ∆φ2, but the track momentum is rescaled to the cluster energy ∆φres
before extrapolating the track from the perigee to the middle layer of the calorimeter
Ratio of the cluster energy to the track momentum E/p
Table 4.1: List of variables used in the electron identification.
ee and dijet events. Figure 4.10 shows the three identification criteria efficiencies as function of the
transverse energy of the evaluated electron ET. An increase in identification efficiency is observed at
higher transverse momenta while background rejection is also improved. Tight identification permits
to identify around 78.5% of good electrons at low ET, increasing until 87% at high ET, at the same time
that fake rate from jets decreases from 0.6-0.1%, respectively.
4.3.2 Photon identification
Unlike the electrons, photon identification in ATLAS [7, 8] is a cut-based selection. Single photons typ-
ically present narrow showers well contained in the electromagnetic calorimeter. Instead, fake photons
from jets tend to present broader distributions in the electromagnetic calorimeter and a significant frac-
tion of energy in the hadronic calorimeter. In addition, the pi0 → γγ decays, whose signature in the
EMCAL is quite similar to prompt photons, are often characterized by two separate local energy max-
ima in the finely segmented strips of the first layer (Fig. 4.11). This motivates the definition of several
  Figure 4.9: Top left: ratio between the transverse energy of the electron candidate and the sum of this
trans- verse energy and that contained in the first layer of the hadronic calorimeter. Top right: ∆η
between the cluster barycentre and the extrapolated track. Bottom: distribution of Rφ (left) and Rη
(right), defined in Table 4.1. Dotted lines correspond to non-isolated electrons from hadrons evaluated
on di-jet events while solid lines correspond to prompt electrons selected on a Z → ee simulation [12].
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Figure 4.10: The efficiency to identify electrons from Z → ee decays (left) and the efficiency to identify
hadrons as electrons (background rejection, right) estimated using simulated dijet samples. The effi-
ciencies are obtained using Monte Carlo simulations, and are measured with respect to reconstructed
electrons. The candidates are matched to true electron candidates for Z → ee events. For background
rejection studies the electrons matched to true electron candidates are not included in the analysis [6].
discriminating variables using information from both calorimeters, with a special focus on shower shape
variables on the ECAL front and middle layers.
Table 4.2 summarizes the variables used in photon identification. Some of these variables are presented
in Fig. 4.12, where clear differences are observed between true photons and fake photons from jets.
Two working points are defined for classifying photons according to the level of identification: loose
and tight. The loose selection is based only on shower shapes in the second layer of the electromagnetic
calorimeter and on the energy deposited in the hadronic calorimeter.The tight identification includes
the loose working points, with more stringent cuts, and adds information of the shower shapes in the
strip layer. This definition aims to reduce the allowing a further discrimination of pi0 → γγ backgrounds.
This selection is separately optimized for converted and unconverted photons, providing an overall 85%
identification efficiency for EγT > 40GeV photon candidates.
Figure 4.11: Shower shape comparison between a γ and a pi0 decaying into two photons.
  
Table 4.2: Discriminant variables used in the tight and loose photon identification criteria [7].
Figures 4.13 and 4.14 presents the measured efficiencies for tight and loose identification criteria evalu-
ated using radiative Z, electron extrapolation and matrix methods. These methods optimize identifica-
tion studies for different ET regions but they may complement each other for certain values.
• Radiative Z boson decays
This method relies on the use of a pure photon sample selected from radiative decays of the Z
boson, Z → `+`−γ. Selected events are fitted to a signal plus background model based on MC
templates. The fit allows the variation of the signal and background normalization, so that the
identification efficiency is estimated by dividing the number of fitted signal events after applying
loose or tight ID criteria over the number of fitted signal events on the full selected Z → `+`−γ
dataset:
ID =
N IDpass
Nprobes
(4.2)
  
Figure 4.12: Illustrations comparing several shower shape variable distributions for boosted pi0 → γγ
(open black points) against prompt photons (red solid points) [12].
This technique allows a precise measurement in the lowET region although due to the low number
of events at high-ET after Z → `+`−γ selection, a coarse granularity for ET and η can be scanned.
• Electron extrapolation
An electron sample from Z → ee decays is used to obtain a pure sample of electromagnetic show-
ers from data. Showers developed by electrons are quite similar to those by photons. Then, dif-
ferences are taken from the simulation (separately for converted and unconverted photons) and
applied to observed showers from electrons to describe those produced by photons. Due to the Z
decay kinematics, this method allows extending the identification studies to an intermediate ET
range.
• Matrix method
This method exploits photons reconstructed in collision data, which are contaminated by hadronic
background. Single photon events are selected by the trigger system by requiring one photon in
the ECAL with 20 GeV < ET < 1500 GeV. With this, a sample is built with Nall events. This sample
includes true photons and background from hadronic processes. Immediately, another sample is
built with photons passing one of the identification cuts (Npass). The isolation of reconstructed
photons is used as a discriminating property in order to extract the sample purity before and after
the photon identification. Track isolation, explained in Section 4.4, is applied to both samples,
building other two with N isoall and N
iso
pass number of events. Given that:
Nall = N
signal
all +N
bkg
all , (4.3)
Npass = N
signal
pass +N
bkg
pass, (4.4)
N isoall = 
signal
all N
signal
all + 
bkg
all N
bkg
all , (4.5)
N isopass = 
signal
pass N
signal
pass + 
bkg
passN
bkg
pass, (4.6)
so that the efficiency is:
ID =
pass−bkgpass
signalpass −bkgpassNpass
all−bkgall
signalall −bkgall
Nall
, (4.7)
This method has the advantage of covering a very large ET range.
More information about these three methods may be found in [8].
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Figure 4.13: Tight identification efficiency for unconverted photons depending on η and ET. Efficiencies
are tested using three methods providing similar results.
4.4 Isolation
A higher purity on the photon and electron reconstruction can be improved by studying the activity
around their vicinity. Prompt photons or electrons tend to present isolated topologies while hadronic
energy deposits also mimicking electrons and photons tend to present larger energy deposits in their
vicinity recorder by the inner tracker or the calorimeter. Then, it is convenient for searches expecting
prompt particles to require a small of energy in a cone around the isolated particle, also called "isola-
tion energy" [13]. This isolation requirement may increase the purity of the final selected sample at the
same time that the probability of misidentifying a prompt particle with a hadron decay product is re-
duced. Activity around a prompt particle candidate can be evaluated either using the tracks in the inner
detector, the calorimeter clusters or both.
4.4.1 Calorimetric isolation
A cone of radius R =
√
(∆η)2 + (∆φ)2 is defined around the direction of the electron or photon, given
by the position of the associated sliding-window calorimeter cluster used to reconstruct the electron
or photon energy. The transverse energy component of all positive energy topological clusters whose
barycentre falls within this cone are summed into what is called the raw topoetcone isolation Eisol,rawT .
This energy is estimated by default using R = 0.2 or 0.4, respectively defining the topoetcone20 or
topoetcone40 isolation transverse energy, although other values of R can be scanned if needed. This
 [GeV]TE
20 30 40 100 200 1000
 
(tig
ht)
IDε
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
| < 0.6η |≤0 
γconverted 
-1
 = 13 TeV, 3.2 fbsATLAS Preliminary
Electron Extrapolation
Matrix Method
γ ll→Z 
 [GeV]TE
20 30 40 100 200 1000
 
(tig
ht)
IDε
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
| < 1.37η |≤0.6 
γconverted 
-1
 = 13 TeV, 3.2 fbsATLAS Preliminary
Electron Extrapolation
Matrix Method
γ ll→Z 
 [GeV]TE
20 30 40 100 200 1000
 
(tig
ht)
IDε
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
| < 1.81η |≤1.52 
γconverted 
-1
 = 13 TeV, 3.2 fbsATLAS Preliminary
Electron Extrapolation
Matrix Method
γ ll→Z 
 [GeV]TE
20 30 40 100 200 1000
 
(tig
ht)
IDε
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
| < 2.37η |≤1.81 
γconverted 
-1
 = 13 TeV, 3.2 fbsATLAS Preliminary
Electron Extrapolation
Matrix Method
γ ll→Z 
Figure 4.14: Tight identification efficiency for converted photons depending on η and ET. Efficiencies
are tested using three methods providing similar results.
raw isolation energy includes the energy of the electron or photon, called the transverse core energy
EcoreT , the ambient pileup activity E
PU
T and the transverse energy leakage E
leak
T , which corresponds to
the transverse energy belonging to the electron or photon that falls out of the sliding window cluster.
These contributions need to be subtracted to correctly evaluate the presence of other particles around an
electron or a photon. These various contributions are computed in the following way:
• Core subtraction:
It is done by subtracting aNη×Nφ = 5×7 cells around the barycenter of the shower. This subtrac-
tion has the advantage that a regular shape is removed from prompt and non-prompt particles.
However, leakage energy is not completely removed, as illustrated in Fig. 4.15.
• Leakage energy subtraction:
Leakage energy is evaluated using single-particle MC samples without pileup of electrons and
photons. After core correction, the mean transverse isolation energy around the single-particle is
evaluated and used as an estimator of the average leakage energy around electrons and photons.
• Pileup energy subtraction:
Pileup energy correction is estimated using the ambient energy technique introduced in [14]. The
median density ρ gives an estimate of the pileup energy density. This median density is calculated
using jets reconstructed by the anti-kt [15] algorithm with parameter 0.5 without any pT threshold.
These conditions enrich the jet sample with jets possibly coming from soft-interactions. Z → ee
samples are used to determine this energy density, expressed in Equation 4.8:
ρ = median
(
pjetT
Ajet
)
(4.8)
where Ajet is the area of the jet [16]. EPUT is then estimated by multiplying this energy density by
the surface of the isolation cone, from which the core area is subtracted:
EPUT = ρ(piR
2 −Acore) (4.9)
Figure 4.15: Schema of the topoetcone variable: the grid represents the middle calorimeter cells in the
η and φ directions. The electron or photon is located in the center of the yellow cone representing
the isolation cone. Topological clusters are represented in red. Those whose barycenter falls into the
isolation cone are included in the isolation computation. The 5 × 7 cells white rectangle corresponds to
the subtracted core cells. Energy around this core corresponds to the energy leakage that needs to be
corrected [13].
Then, the transverse isolation energy EisolT is defined as:
EisolT = E
isol,raw
T − EPUT − EleakT − EcoreT (4.10)
An example of the EisoT is presented in Figures 4.16 on photons from a gluon-fusion h→ γγ MC sample
and a jj sample, where the photon is faked by a jet. It can be observed a clearer that jets faking photons
present larger transverse isolation energy than true photons.
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Figure 4.16: Comparison of the corrected topoetcone20 isolation transverse energies for photons from
the gluon-fusion h→ γγ MC sample and a jj sample, where the photon is faked by a jet.
4.4.2 Track isolation
A track isolation variable, called ptcone, is computed by summing the transverse momentum of a set
of tracks within a cone centered around the electron track or the photon direction determined from the
calorimetric cluster. The selection of the tracks is detailed in the Table 4.3.
Criterium |η| NSi N shmod NholeSi NholePix pT |z0 sin θ|
Cut value < 2.5 ≥ 7 ≤ 1 ≤ 2 ≤ 1 > 1GeV < 3 mm
Table 4.3: Track selection for the track isolation. z0 is the difference of longitudinal impact parameter of
the track, and the position of a given vertex (by default the hardest vertex of the event);NSi is the number
of hits in silicon detectors (pixels and SCT); N shmod is the number of shared hits assigned to several tracks
in the silicon detectors; NholeSi and N
hole
Pix is the number of missing hits in both silicon detectors and only
pixel detector, respectively [13].
Contrary to the calorimeter isolation, where a cone with a radius smaller than 0.2 cannot be used (elec-
tron and photon clusters size is around ∆R = 0.175 (0.125) in the calorimeter or the end-caps), the much
finer angular resolution of the tracker allows using smaller cone size when needed. For example, in
boosted signatures or very busy environements, different objects can end up very close to the particle
direction. For such cases, a variable cone size depending on the electron or photon pT is allowed. Con-
sequently, a new track isolation variable [17], called ptvarcone, where the cone size ∆Rtrack gets smaller
for larger transverse momentum of the particle can be defined:
∆Rtrack = min
(
kT
pT
, Rtrack
)
, (4.11)
where kT is a constant fixed to 10 GeV, pT the transverse momentum of the photon or electron andRtrack
is the maximum cone size (0.2 to 0.4). Figure 4.17 shows the ptcone20 and ptcone40 isolation energies
for photons from a gluon-fusion h → γγ MC sample and a jj sample, where the two leading jets are
misidentified as photons. It can be observed that jets faking photons present larger transverse isolation
energy than true photons, although the rejection factor of background jj from a possible cut on track
isolation is much lower than the calorimetric isolation previously presented.
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Figure 4.17: Comparison of the corrected ptcone20 isolation transverse energies for photons from the
gluon-fusion h→ γγ MC sample and a jj sample, where the photon is faked by a jet.
4.5 Photon and electron calibration
The energy of electrons and photons is first estimated by summing the energies of all cells associated
with their EM cluster. As presented in Chapter 3, detector calibration gives very good performance for
measuring the energy deposited in the calorimeter. However, this performance was tested on a slice
of the LAr barrel, without any upstream inner detector slice. After ATLAS full installation, a larger
fraction of passive material is present upstream the calorimeter (Fig. 4.3.a) and, possibly, the calorimeter
also present more imperfections and inhomogeneities, which influence the shower development and
that worsen the performance of energy reconstruction. The current calibration technique was developed
during Run I using 25 fb−1 [2] and re-evaluated during Run II using 3.2 fb−1 [18]. Figure 4.18 shows
the main steps of the calibration technique, based first on data-driven stability and shower development
corrections, a MC-based calibration and an in-situ calibration. Optimizations are performed separately
for electrons, unconverted photons and converted photons as a consequence of the different behaviour
to variations in upstream material or uniformity measurements.
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Figure 4.18: Calibration scheme for electrons and photons [2].
4.5.1 MC-based calibration and uniformity corrections
A correct calibration procedure relates the measured energy in the detector (Edatareco ) to the true energy
(Etrue) of the detected particle. This relation must first be studied on simulated samples between Etrue
and MC detector-level energy (EMCreco). Then, to calibrate data based on this relation, the differences be-
tween reconstructed energy in data and simulation due to detector mismodeling or shower development
must be identified and corrected for.
Layer intercalibration
The shower shape development presents differences between data and MC coming from residual effects
on upstream material mismodeling or electronic cell calibration presented in Chapter 3. Corrections are
then applied based on data/MC differences observed on E1/E2 and E0 distributions. No intercalibra-
tion is performed on layer 3 since its influence is negligible at the range of energies considered in the
calibration study.
Muons entering the calorimeter interact like minimum ionizing particles and are not very affected by
the upstream material on the calorimeter. This motivates the use of muons from Z → µµ decays to study
the intercalibration of the first and second calorimeter layers. Denoting < E1/2 >=< E1 > / < E2 > the
ratio of the mean energy deposited by muons in the strip and middle layers, the differences between data
and MC are evaluated using α1/2 =< E1/2 >data / < E1/2 >MC. The cause of divergences from α1/2 = 1
are: the geometry of the read-out cells, the reduced electric field between the different calorimeter layers,
the different electric field following the accordion geometry of the electrodes and absorbers and the
modeling of the cross-talk between cells. Observed α1/2 biases (Fig 4.19) are removed by applying
an |η|−dependent correction in the middle layer energy scale (Ecorr2 = E2 × α1/2) in data as a direct
comparison of E2 in data and simulation shows that the observed pattern in Fig. 4.19 as a function
of pseudorapidity. The presampler energy scale αPS is determined from the ratio of the PS energy in
data and MC for Z and W electron decays. However, before evaluating this scale, presampler energy
needs to be corrected from passive material mismodeling upstream of the presampler, as an inaccurate
material modeling affects the electron shower development. Corrections are derived by exploiting the
correlation between E0 and E1/2 for electrons at a given η value under variations of passive material.
After removing the dependence of E1/2 from material mismodeling between the presampler and the
calorimeter, the energy scale is estimated as αPS = Edata0 /EMC0 , where EMC0 is the MC energy corrected
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Figure 4.19: Energy scales α1/2 and αPS values depending on η for Run I [2]. Presented α1/2 values are
derived using two methods for estimating Z → µµ mean deposited energy in the first and second layer
(fitting to a Landau or truncated mean of the distribution). αPS values are presented before and after
correcting the presampler energy in MC from passive material mismodeling.
from material mismodeling.
α1/2 coefficients are cross-checked by studying the electron energy response in Z → ee events. In this
case, the dependence of the invariant mass mee with respect to E1/2 is studied. This invariant mass is
not constant with E1/2. To recover a constant slope, corrections are applied to the layer 1 response and
to α1/2. It can be observed a certain difference in α1/2 derived on Z → ee and Z → µµ events that is
covered by the uncertainties affected the muon result and the electron result (Fig. 4.20).
|η|
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
 
µ 1/
2
α
 
-
 
e 1/
2
α
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
Measurement
LAr modelling uncertainty
ATLAS -1 = 20.3 fbtdL∫=8 TeV, s
Figure 4.20: Differences in α1/2 after cross-checking the dependence of the invariant mass in Z → ee
events with E1/2 depending on η [2]. The error band represents the uncertainty on α1/2 when derived
on the Z muon decay while the error bars represent the uncertainty on Z electron result.
Uniformity corrections
Apart from passive material effects, the ATLAS detector may present spatial inhomogeneities that are
not correctly modeled by simulation. HV short circuits, azimuthal non-uniformity or different perfor-
mances of gains are examples of such inhomogeneities, that usually are found in specific regions in the
detector and that can only be corrected a posteriori, after comparing data and MC. Non-uniformities were
evaluated during Run I and validated using 3.2 fb−1 data under Run II.
1. In few sectors of the EM calorimeter, the HV is set to a non-nominal value due to short circuits
occurring in specific LAr gaps. This HV reduction increased the charge drift time before readout,
which induced a bias in the sampling phase at the FEBs that affected energy calculation. In addi-
tion, during Run I the presampler high-voltage nominal value was reduced from 2000 V to 1200
V (with some sectors at 800 V) (P2) passing through a period with 1600 V (P1). These effects are
first corrected using the expected energy response dependence on HV. Corrections are verified on
Z → ee invariant mass and found to present a residual effect in φ for the EM calorimeter and in η
for the presampler. An empirical correction is put in place that restores the stability of the response.
Figure 4.21 presents the effects on energy response carried out during Run I before and after the
HV corrections. These effects are re-evaluated using Run II conditions [18], with an updated HV
non-nominal value map.
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Figure 4.21: Left: average value of mee as a function of the azimuthal position of the leading decay
electron with 0.4 < η < 0.6 before and after the HV correction. Right: relative difference in the raw PS
energy response due to the change in HV settings, as a function of η, before and after correction of the
residual HV dependence [2].
2. In most of the calorimeter, the energy calibration is found to be electronic cell gain independent
within uncertainties; however, a percent-level effect is seen in specific η regions (around |η| ∼ 0.6
and |η| ∼ 1.6). Corrections are then applied on the medium gain to remove this gain dependence.
The same correction is assumed for the low gain.
3. When probing the energy response versus φ, a pi/8-periodical structure is observed. The period
and the location of the structures correspond to the transitions between the barrel calorimeter
modules. The energy loss is adjusted with an empirical function used to correct the calorimeter
response.
There is a residual azimuthal non-uniformity after previous corrections with an average magnitude of
and 0.45% for |η| < 0.8 and 0.75 % for |η| > 0.8 during Run I.. In addition, a pileup instability of the
response is found affecting within 0.1% to the energy response, as presented in Figure 4.22.
MVA calibration
After layer intercalibration and inhomogeneity corrections, the calibration procedure optimises the esti-
mate of Etrue at the interaction point from the detector-level observables. This step is based on a mul-
tivariate (MVA) boosted decision tree with gradient boosting feature trained using single-particle MC
samples without pileup. This MVA relates several cluster level variables withEtrue of the particle such as
the total energy measured in the calorimeter (Ecalo); the ratio of the presampler energy to the calorimeter
energy, E0/Ecalo; the cluster barycentre pseudorapidity ηcluster in the ATLAS coordinate system; the η
and φ barycentre within the calorimeter frame and the ratio between the strip layer and middle layer
energy E1/E2 (in Run I, the longitudinal shower depth was used, defined as X =
∑
XiEi/
∑
Ei where
Xi is the calorimeter layer thickness). In addition, the amount of material traversed by the particles in
1.4 < |η| < 1.6 before reaching the first active layer of the calorimeter represents from 5 to almost 10
radiation lengths, thus the energy resolution is very degraded. To mitigate this effect, the energy mea-
sured by the E4 scintillators installed in the transition region between the EM barrel and the end-cap
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Figure 4.22: Pileup stability of the energy response in data and simulation [2].
is added to the MVA variables. The conversion radius Rconv is added in the case of converted photons
if the vectorial sum of the conversion track momenta (pconvT ) is larger than 3 GeV. In the case that both
tracks are reconstructed with one hit in the SCT detector, further quantities are considered: pconvT /Ecalo
and the ratio of the conversion momentum carried by the highest-pT track, pmaxT /p
conv
T .
4.5.2 In-situ corrections
A residual disagreement in the energy scale and resolution may be present between data and simulation
after the application of the MVA and data corrections. During Run I, residual disagreements were cor-
rected by comparing Z → ee events invariant mass from data and the related MC samples with pileup.
Scale factors to correct from energy mismeasurement are derived and applied to data. The energy mis-
calibration is defined as the difference in response between data and simulation, and is parametrized as:
Edatai = E
MC
i (1 + αi) (4.12)
where Edatai and E
MC
i are the electron energies in data and simulation, and αi represents the deviation
from optimal calibration, in a given pseudorapidity region labeled i. On the Z → ee invariant mass, this
scale on the electrons energy translates into a correction of type:
mdataik = m
MC
ik (1 + αij); αij ∼
αi + αj
2
(4.13)
assuming that the angle between the two electrons is well-known and neglecting second order terms.
Apart from energy miscalibration, comparisons between data and simulation energy resolution (σE/E)
show a disagreement that is corrected by properly smearing the Z → eeMC invariant mass distribution.
This difference can be modeled by an additional effective constant term (c
′
i) to the calorimeter resolution
defined in Eq. 3.1: (σE
E
)data
i
=
(σE
E
)MC
i
⊕ c′i (4.14)
for a given pseudorapidity region i. This resolution for each electron is then translated into the Z → ee
invariant mass resolution as:(σm
m
)data
ij
=
(σm
m
)MC
ij
⊕ c′ij =
1
2
[(σE
E
)MC
i
⊕ c′i ⊕
(σE
E
)MC
j
⊕ c′j
]
(4.15)
c′ij ∼
c
′
i ⊕ c
′
j
2
(4.16)
The factors αi and c
′
i are estimated then using histograms of the Z → ee invariant mass built separately
for different electron pseudorapidity configurations (ηi, ηj). Then, template histograms are similarly
built from simulation on which different αij or c
′
ij factors are applied. The final αij and c
′
ij for the (ηi, ηj)
are calculated by performing a χ2 minimisation of these templates on data, as illustrated in Figs. 4.23.
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Figure 4.23: Top plots: electron pair invariant mass distribution for Z → ee candidates in data compared
to MC templates. Different values of αij (left) are tested for a fixed value of c
′
ij and viceversa (right).
One electron is within 1.63 < η < 1.74 and the other, within 2.3 < η < 2.4. Bottom plots: χ2 as a function
of αij (left) and c
′
ij (right) [2].
The obtained energy scale αi and constant term c
′
i for electrons in a particular pseudorapidity region is
obtained then by solving Eqs. 4.13 and 4.16. Figure 4.24 presents the results on αi and c
′
i on 2015 Z → ee
events. These scale factors and resolution term include any possible residual correction from pileup
effects.
Figure 4.24: (a) Energy scale factor α and (b) additional constant term c
′
for energy resolution from
Z → ee events as a function of η. The uncertainty bands on the top plots represent the total uncertainties
on these quantities, while the thin black (resp. thick blue) lines at the bottom represent the statistical
(resp. total) uncertainties. [18].
4.5.3 Systematic uncertainties
The main sources of uncertainties and their magnitude for the calibration procedure are presented in
Figures 4.25, 4.26 and 4.27 for electron, unconverted and converted photons in |η| < 0.6. They cor-
respond to uncertainties found in the presampler and layer intercalibration, detector non-uniformities
(gain, material) and in-situ calibration. Pileup and temperature stability are accounted inside the in-situ
calibration systematics. An 0.02% is added to the pileup uncertainty to account for the different pileup
conditions between 2015 and 2016 datasets. An uncertainty on the E4 scintillators must be added for the
region 1.4 < |η| < 1.6.
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Figure 4.25: Uncertainties for the electron energy calibration using 2015 dataset with 3.2fb−1 total lumi-
nosity [18].
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Figure 4.26: Uncertainties for the unconverted photons energy calibration using 2015 dataset with
3.2fb−1 total luminosity [18].
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Figure 4.27: Uncertainties for the converted photons energy calibration using 2015 dataset with 3.2fb−1
total luminosity [18].
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A precise energy reconstruction and particle identification were the experimental key points that al-
lowed the discovery of the Higgs boson in the γγ decay channel in 2012. However, the ATLAS perfor-
mance could still be improved by correcting several undesired effects in the detector that spoil the mea-
surement accuracy. For instance, the correct identification of the electrons and photons requires a good
determination of the shower shape variables introduced in the algorithm. The quality of this reconstruc-
tion lies on the correct description of these variables in the MC, which is affected by the mismodeling
of several effects at detector level. Among all possible effects that could reduce these performances, this
work has been devoted to study the cross-talk effect.
Cross-talk is the charge sharing among different electronic cells of the calorimeter due to non-desired
connections in the readout chain. It can occur at electrode level between cells belonging to the same
region of the calorimeter or directly somewhere along the electronic readout chain. These couplings
affect the shower shapes by inducing lateral and longitudinal distortions, thus affecting the shower
shapes reconstruction e.g. such as the wη2 variable described in Chapter 4. Interestingly, the charge
leakage between cells distorts the readout cell signal shape. This distortion of the shape thereby induces
a certain bias on energy and time because OFCs are estimated using the signal shape without cross-talk
in each cell. Given the energy and time extraction procedure, the time bias is dominant. As exposed
in Section 3.7, the energies of several electron beams ranging from 10 to 245 GeV were successfully
determined within a 5 ‰ accuracy during 2001 test beam campaign [1]. It was demonstrated that cross-
talk induces around a 94 ps bias on the arrival time of a particle in the ECAL. This is an important
effect since time measurements could in principle be used to estimate the interaction primary vertex
from which the incoming EM particle is produced. Considering relativistic particles, a bias of ∼ 3 cm is
induced by the cross-talk effect, which represents about half the typical size of the region along the z-axis
where pp collisions take place. Corrections of cross-talk effects could then improve particle identification
and help to reduce the large amount of in-time pileup observed for Run II.
The different types of cross-talk are exposed in Section 5.1. The current setup of cross-talk estimation and
the values used in the ATLAS simulation code are exposed in Section 5.2. A more accurate determination
of the cross-talk effect requires the evaluation of which fraction of the cell energy leaks into other cells
of the calorimeter. This implies the reconstruction of the cross-talk shape during data-taking, which is
discussed in Section 5.3.1. After the cross-talk measurement protocol is described, cross-talk magnitude
is estimated for the calorimeter barrel, as exposed in Section 5.3.2.
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5.1 Types of cross-talk
The different sources of cross-talk can be modeled by electrical circuits with a set of resistances, capaci-
tances and inductances. This allows classifying the cross-talk as either capacitive, resistive or inductive
effects. These three types of cross-talk can be found all along the calorimeter and the readout chain.
However, each layer usually presents a dominant contribution from one of them. The existence of these
couplings is related to the structure of the readout electrodes, the mother-boards and the feedthroughs.
This information has been detailed in Chapter 3 for the electromagnetic barrel calorimeter.
On the other hand, cross-talk may be registered between neighbouring cells in a given region of the
calorimeter, or between cells in different regions of the calorimeter. The former cross-talk contribution
is called short distance cross-talk and may be caused by the three different types of couplings. The latter
is called long distance cross-talk and only resistive and inductive cross-talk sources have been observed.
5.1.1 Capacitive cross-talk
The capacitive cross-talk comes from capacitive couplings occurring on the electrodes. Electrodes are
formed of three copper layers, the outer ones being devoted to provide HV to the LAr gap. These HV
layers are segmented following the η division of the barrel, as explained in Section 3.3.1. The inner layer,
devoted to the signal readout, is segmented according to the cell distribution in the barrel calorimeter.
The signal layer segments are separated 0.5 mm and are glued to a kapton-polymide layer that acts as a
dielectric between HV and signal layers. Despite that this signal layer segmentation avoids large charge
transfer between the different cell electrodes, the presence of a dielectric between two signal electrode
cells made of copper causes that some charges associated with a given cell that are collected by the signal
layer migrate into regions of the electrode that are associated with a neighbouring cell.
  
Figure 5.1: (left) Illustration of the capacitive coupling Cx between cells on a single electrode and com-
parison with the capacitive coupling CHV between the inner layer and the two HV outer layers of the
electrode. (right) Readout chain model used to estimate the capacitive coupling signal. In this model,
Cd = CHV
The characteristic shape of the capacitive cross-talk is a derivative of the signal shape. The capacitive
coupling can be modeled by a simple circuit [2] exposed in Figures 5.1. Making the approximation that
Cx is small compared to Cd (ensured by a high Rin or Cx << Cd), the currents Is and Ix that travel in
the direct channel and the neighbouring channel respectively are expressed as:
Is(s) =
Id
1 + sRinCt
Ix(s) =
sRinCxId
(1 + sRinCt)2
(5.1)
where Cd is the detector capacitance, Cx the parasitic coupling capacitance and Ct = Cx + Cd . This
equation shows that the relative magnitude of the capacitive cross-talk depends on the depends on the
ratioCx/Cd. The larger is this ratio, the larger is the relative magnitude between the cross-talk induced in
the neighbouring cell and the signal collected by the ionized electronic cell. Given that the capacitance
Cd is proportional to the surface of the electrode signal layer cell, the finer is the cell segmentation,
the larger is the capacitive cross-talk. In consequence, capacitive coupling becomes the main source of
charge leakage in the front layer, meanwhile it is strongly reduced in the second and the third layer.
The triangular detector current can be approximated by a step function Id(s) = Io/s in the Laplace
domain. After preamplification and shaping with the CR–RC2 shaper, whose global transfer function is:
H(s) =
Vout(s)
Iin(s)
= Rf
τs
(1 + τs)3
, (5.2)
with τ ∼ 15 ns being the shaping time, the output direct signal and cross-talk shapes can be written as:
V (s) =
Io
s
1
1 + sRinCt
Rfτs
(1 + τs)3
, (5.3)
X(s) =
Io
s
sRinCx
(1 + sRinCt)2
Rfτs
(1 + τs)3
. (5.4)
Applying an inverse Laplace transform, the final formula for capacitive cross-talk is given by Equa-
tion 5.5 [2], where x = t/τ and λ = RinCt/τ . Figure 5.2 shows a typical capacitive cross-talk shape in
calibration runs compared to the corresponding pulsed cell waveform.
X(x) = −RfI0λCx
Ct
[(
x− λ
2 + 2λ
λ− 1
)
e−x/λ
(λ− 1)3 +
(
x2
2
+
λ+ 1
λ− 1x+
λ2 + 2λ
(λ− 1)2
)
e−x
(λ− 1)2
]
(5.5)
Figure 5.2: Capacitive cross-talk shape obtained from calibration data. A cell is pulsed in the front layer
of the EM barrel. The cross-talk shape is retrieved from its closest neighbouring cell in η.
5.1.2 Resistive cross-talk
Silk screened resistors along the full HV layer (Fig. 3.11) produce a charge leakage between electronic
cells. Since resistors connect cells in the same η region, as shown in Figure 5.3, resistive cross-talk is only
present between cells in different layers belonging to the same η. The nature of the coupling implies that
its shape is similar to the regular signal shape, represented in Figure 5.4. It represents the main source
of charge leakage between the middle and front layers of the calorimeter while it can be considered
negligible between the middle and the back layer cells.
In addition, long distance cross-talk can be observed if a middle layer is pulsed on first layer strips.
These strips surround the front layer cells that are in front of a pulsed middle cell. However, they
are not sharing any resistor with the pulsed middle cell. Nevertheless, these contributions are small
compared to resistive cross-talk between front and middle cells in the same η line.
  
Figure 5.3: Layout of the resistors on the HV layer for the Electrode A and Electrode B of the LAr EM
barrel [3].
Figure 5.4: Resistive cross-talk shape obtained from calibration data. A cell is pulsed in the middle layer
of the EM barrel. The cross-talk shape is retrieved from one of its neighbouring cell in the front layer.
5.1.3 Inductive cross-talk
The passage of charges through the readout chain (connectors and cables) may induce some charges by
induction effect in the cables of other calorimeter cells. There are three possible sources of cross-talk:
• If several electrodes are connected in series to the same ground return, an inductive cross-talk is
produced as a loop effect.
• In the mother board, a mutual inductance may appear between different channels. The proximity
of the pins (Section 3.3.3) of middle and back layer cells may induce charges in the readout chain
of neighbouring channels.
• On the feedthroughs, the passage of the signal may induce a current in neighbouring connectors.
This contribution is long distance cross-talk and tends to be quite small. Its location thanks to the
connectors pattern shown in Figure 3.14.
The first source encouraged a redesign of the mother-boards, which some ground pins were added [2].
This leaves the mutual inductance between mother board connectors as the dominant contribution of
the inductive cross-talk (Fig. 5.5). There are two typical shapes: the first is well described by a time
shifted second derivative of the regular signal shape and the second, to a first derivative. This cross-talk
dominates the cross-talk between middle-middle, back-back and middle-back cells.
Figure 5.5: Inductive cross-talk shape obtained from calibration data. A cell is pulsed in the middle
layer of the EM barrel. The cross-talk shape on the left is retrieved from its closest neighbouring cell in
η while the one on the right is retrieved from its adjacent cell in the back layer.
5.2 Test-beam and calibration cross-talk
In this section, the strategy carried out during LAr barrel development is presented together with the
measured values of cross-talk after final installation. Cross-talk was first studied in 1999 and 2000 test-
  
Figure 5.6: Diagram of the related quantities entering the cross-talk determination [4].
beams on the barrel [4, 5] and the end-caps [6, 7] during the ATLAS construction. Complementarily, a
final test was performed in 2008 once the ATLAS detector was fully installed [8]. In this context, two
techniques were developed to evaluate the cross-talk. The relevant quantities for estimating cross-talk
are presented in Figure 5.6, being X(tmax) the value of the cross-talk under the peak of the direct signal,
V (max) the value of the injected signal peak and X(max) the peak of the resulting cross-talk:
• Under-peak to peak estimation:
It is defined as the ratio of X(tmax) by V (max). The sampling phase is tuned for each FEB of the
calorimeter so that the peak of the signal is systematically stored. This estimation gives then the
most realistic value of the cross-talk for each cell. However, these values are very dependent on
fluctuations of the cross-talk signal or from a shift in the sampling phase.
• Peak-to-peak estimation:
It is defined as the ratio of X(max) by V (max). This value is more stable in comparison to the
under-peak to peak estimation but it just represents the most pessimistic value of the cross-talk
in each cell. In consequence, this technique is used to estimate the maximum magnitude of the
cross-talk effect.
X(max), X(tmax) and V (max) are values expressed in ADC counts. In order to deal with energy mea-
surements, gain factors translating ADC into MeV were applied. These factors substitute the standard
calibration pattern exposed in Chapterch:energyreco, given that this procedure was not still fully imple-
mented when these studies were performed. Their introduction does not affect the magnitude of the
cross-talk between cells in the same layer, given that they preserve the same value cell-by-cell. Con-
versely, cross-talk magnitude between different layers cells is affected as gain factors vary between one
layer and the other. The ratios between these gains are shown in Figures 5.7.
  
Figure 5.7: Gain factors ratio (MeV/ADC) between front and middle layers (left) and back and middle
layers (right) [8].
2008 cross-talk results are presented in Figs. 5.8 and 5.9 using peak-peak and under-peak to peak meth-
ods, respectively. A capacitive cross-talk of around 4.3 % is found between cells in the front layer, with
a maximum magnitude of 7.2%. In addition, capacitive coupling in the front layer is large enough to al-
low an energy leakage between cells separated by two η bins. This so-called second neighbours cross-talk
represents up to 0.8% of the energy of the pulsed cell. Cross-talk between middle cells accounts for ∼
0.44 % of the pulsed energy, while cross-talk contribution from middle layer to front and back cells is on
average 0.07% (0.093% on the electrode B) and 0.6 % of the pulsed energy. The cross-talk between back
cells represents at most -0.52% but can vary along the calorimeter up to 1.4%.
These results are in agreement within uncertainties with the 2000 test-beam results. Resistive and in-
ductive long distance cross-talk contributions are considered negligible in comparison to short distance
cross-talk and it is not evaluated in this study.
Estimation of the cross-talk effect using optimal filtering method.
Values using peak-peak and under-peak to peak methods are indicative of the magnitude of the cross-
talk effect. However, in order to obtain more accurate values, energies of the cross-talk and the di-
rect signal are estimated using the optimal filtering method on calibration signals (Fig. 5.10). The use
of calibration signals and not physics signals requires that the optimal filtering coefficients are opti-
mized to correctly find the peak of calibration waveforms. This is done using the method described in
Section 3.5 with g(t) = gcalib(t). After applying the OFCs on cross-talk and calibration pulses, their
  
Figure 5.8: Schema of the different cross-talk magnitudes using the peak-peak estimation [8].
  
Figure 5.9: Schema of the different cross-talk magnitudes using the under-peak to peak estimation [8].
respective energies are expressed in ADC. Then, the relative cross-talk magnitude is evaluated as:
R = EADCcross−talk/E
ADC
direct [9].
The resulting cross-talk ratios are exposed in Figures 5.11 for different bins in η. It is assumed that
cross-talk magnitude does not vary significantly in the azimuthal direction. A decrease in cross-talk
magnitude between strips is observed at increasing η for the electrode A (|η| < 0.8), which is expected
  
Calibration cross-talk 
Figure 5.10: Schema of how cross-talk energy is estimated using the optimal filtering method on calibra-
tion signals .
2000 test-beam 2008 results OF method on calibration signals
Type Electrode A Electrode B A B A B
Strip-to-strip 4.3% 4.34% ± 0.60% 4.31% ± 0.65%
Strip-to-middle 0.05% 0.16% 0.070% ± 0.014% 0.093% ± 0.022% 0.070%± 0.008% 0.080% ± 0.016%
Middle-to-middle 0.85% 0.44% ± 0.26% 0.60% ± 0.24%
Middle-to-back 0.36% 0.61% ± 0.18% 0.48% ± 0.17%
Back-to-back 0.68% -0.52% ± 0.28% –
Table 5.1: Cross-talk mean values in the LAr barrel. 2000 test-beam and 2008 results represent the cross-
talk magnitude using under-peak to peak technique [8]. The uncertainties for the 2008 and OF method
values correspond to the RMS of their corresponding ratios distribution for the full distribution of cells
in each category.
due to the increase of the electrode cell surface (thus Cd) with η. At |η| > 0.8, the electrode length
decreases at larger η, thus its surface too, and capacitive cross-talk tend to increase. Dips are observed
every 16 (8) channels in the range |η| < 0.8 (0.8 < |η| < 1.45). These drops are due to a capacitive
coupling [8] of∼ 1–2% occurring between the summing board connectors in the motherboards (Fig. 3.13
in Chapter 3), where there is one connector per 16 channels in the region |η| < 0.8 and one connector per
8 channels in the region 0.8 < |η| < 1.45. Besides, second neighbours contribution has a magnitude of
0.4% at |η| < 1.1875 and 0.5% beyond. The dip observed at |η| = 0.8 is due to the change of the electrodes.
Concerning the cross-talk between middle and front layers, the increasing slope along η is correlated
with a decrease in the number of resistances per η line, which can be observed in Figure 5.3. In addition,
magnitude drops occur every 8 channels in the barrel due to larger resistances in the limiting channels of
the group of 8 strips facing the middle cell [8]. Concerning the middle layer, a mean magnitude of 0.60%
is found. Dips can be observed every two channels, explained by a lower coupling between channels
that are not readout by the same summing board. The same reasoning can be applied to cross-talk
between the middle and back layer cells. Contributions between back layer cells is not estimated.
Table 5.1 presents the main results of the cross-talk between 2000 test-beam, 2008 after final installation
and OF calibration cross-talk values. It can be observed a general agreement between the three values,
except for the middle layer cross-talk. In that case, the cross-talk is very dependent on the OF phase,
thus a larger uncertainty is present. However, it can be observed that different values still agree under
the uncertainties.
It must be noticed that strip-to-middle cross-talk ratios are considered equal to the cross-talk from
middle-to-front cells. Similarly, cross-talk ratios between middle-to-back are assumed to be equal to
back-to-middle contributions.
Cross-talk estimated from calibration signals has the advantage to be more noise resilient than the cross-
talk estimated using under-peak to peak or peak-to-peak strategies. In consequence, cross-talk ratios
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Figure 5.11: Cross-talk magnitude dependence on |η|. This magnitude represents the ratio of the cross-
talk energy divided by the pulsed cell energy. Both energies are derived using the OF method explained
in Section 3.5 where calibration OFCs were applied.
from OF method on calibration signals are the standard values used in ATLAS code to simulate the
cross-talk effect. However, the calibration shape needs to be corrected from the different paths taken by
calibration and ionization signals, as it was discussed previously in Section 3.4. In the following sections,
a new technique is proposed to determine cross-talk using physics shapes.
5.3 Cross-talk in physics conditions
In physics runs, cross-talk contributions are sampled like direct signals in the FEBs. The energy of
the cross-talk contribution is then derived applying the standard cell calibration to these samples. A
precise estimation of the cross-talk effect in data requires to apply the same procedure, thus cross-talk
physics shape must be estimated and then sampled to apply the cell calibration. Analogously to direct
signals, cross-talk calibration shape must be corrected from different calibration and ionization pulses
and injection paths. In the following, the cross-talk shape in calibration runs is called calibration cross-talk
while the corrected shape is called physics cross-talk.
Similarly to ionization signals, physics cross-talk needs to be estimated from dedicated calibration runs,
to which corrections are applied. In these runs, a single calibration line receives signals from the cali-
bration board. These exponential pulses are sent to different cells belonging to the same layer following
a unique pattern, determined by the cabling of the calorimeter. Individual cell pulsing is not possible,
which is a limitation to the physics cross-talk estimation. However, patterns are determined so that cal-
ibration pulses are no affected by cross-talk coming from neighbouring cells. Calibration patterns for
each calorimeter layer is presented in Figures 5.12. For the front layer, four η points are pulsed. These
points are separated from each other by other four η values. This allows the estimation of the cross-talk
between the closest and the second neighbouring cells in η in the front layer. Instead, all cells are pulsed
for a given η point, which impedes to estimate cross-talk between adjacent strips in φ. Concerning the
middle layer, pulsed regions are separated by one η bin, which allow determining cross-talk from closest
neighbours. In addition, cells are separated by one cell in φ in the same η region, which allows estimat-
ing the cross-talk between two adjacent cells in φ. The calibration pattern is shifted by one cell in φ
between cells belonging to two different η regions so that closest neighbours in η are only receiving one
cross-talk contribution. Finally, back calibration pattern leaves one cell of separation in η or φ between
pulsed cells. In order to reduce the electronic noise contribution, each electronic cell is pulsed 200 times
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Figure 5.12: Calibration patterns for the front (left), middle (center) and back (right) layers.
and the resulting pulses are averaged to obtain a more accurate calibration shape. This reduces the ef-
fect of noise in the determination of the cell signal waveform. 200 is the usual number of pulses used to
measure direct signals but, as it will be exposed later, it is not enough for cross-talk.
At the time of taking these runs, some of the cells were not receiving properly the calibration pulses,
leading to unreal values that could fake the cross-talk magnitude in those channels. These channels
have been identified and are represented in Figure 5.13.
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Figure 5.13: Bad channels found in the calibration runs used in the physics cross-talk study.
5.3.1 Physics cross-talk shape determination
Concerning the method to reconstruct the physics cross-talk shape from calibration runs, the Response
Transform Method explained in Section 3.4.2 is first tested. It includes all the information about the
electronic chain and successfully describes the direct signals obtained during data-taking after pre-
amplification and shaping. Physics cross-talk (g(t)physxtalk) is the convolution of a certain function H(t)
to the calibration shape (g(t)calibxtalk). This transfer function consisted of two terms, the first correcting from
the difference in the initially injected shapes and the second correcting from the difference in the injec-
tion path of the calibration and the physics signal. Figure 5.14 illustrates how this method should be
applied to cross-talk.
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Figure 5.14: Illustration of the application of the RTM method to the cross-talk calibration shape, based
on the method used for direct signals.
However, it is not straightforward that this reconstruction is well-adapted for estimating physics cross-
talk shape with enough precision. As it can be observed in Figure 5.15, some instabilities appear in
the RTM physics shape. Although this periodic oscillating structure is not important in the tails of the
shape (t > 150 ns), a large fluctuation is observed around 100 ns of the signal. This could affect the
determination of the cross-talk energy since this time region is very likely to be sampled and used in the
OF processing. This motivated the search for alternative methods to determine the physics cross-talk
waveform.
The fluctuations in the RTM cross-talk shape could be the result of the convolution of calibration signals
with sinusoidal functions present in the response function (Eq. 3.21). Therefore, other strategies must
avoid the convolution of sinusoidal functions. This can be achieved by introducing a technique that
does not need the response functions to estimate the cross-talk shape.
Z transform
In the Laplace domain, convolutions are translated into a multiplication of the calibration waveform
with the corresponding response functions. Similarly, deconvolutions are equivalent to the division of
the physics waveform by the response functions. Then, convolutions applied in the RTM method can
be expressed as Equation 5.6. Assuming that the transfer function H(t) between calibration cross-talk
and physics cross-talk is the same as for the direct signal, the physics cross-talk signal can be obtained
by deconvoluting the calibration direct signal from the physics signal of the pulsed cell and applying
the result to the calibration cross-talk signal in the Laplace domain (Eq 5.7). Then, the physics cross-talk
signal can be obtained from the inverse Laplace transform of the resulting function (Eq. 5.8).
gphys(t) = gcalib(t) ∗H(t) Laplace transform−−−−−−−−−−−−−−−−→ gphys(z) = gcalib(z)H(z) (5.6)
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Figure 5.15: Calibration (red) and physics cross-talk signal presented in a middle cell layer of the calibra-
tion run 00227022. This cell corresponds to the previous neighbour in η of a pulsed cell of the calibration
run. Physics shape is determined using the RTM method.
H(z) =
g(z)physdirect
g(z)calibdirect
=
g(z)physxtalk
g(z)calibxtalk
−→ g(z)physxtalk =
g(z)calibxtalkg(z)
phys
direct
g(z)calibdirect
(5.7)
gphysxtalk(t) = L−1
(
gphysxtalk(z)
)
(5.8)
This formulation considers continuous calibration and physics shapes. This is not exactly the practical
case, since they are sampled in the FEBs during data-taking. In calibration runs, several pulses can be
sent into the detector, for which the FEB sampling phase is delayed by steps of 1.04 ns. This allows a
well-reconstructed signal which could justify the approach to a continuous shape for calibration and
physics. However, the discretization of the signal is considered here in order to restrict the analysis to
the actual ATLAS conditions. This discretization requires the application of the discrete equivalent of
the Laplace transform, also called Z transform.
The Z transform [10] is defined as:
g(z) =
∞∑
n=−∞
z−ng(tn) (5.9)
where g(z) is the calibration (or physics) waveform in the Laplace domain and g(tn) is its corresponding
waveform value at the time tn in the time domain. For a reduced number of samples Nsamples, this
expression can be reduced to
g(z) =
Nsamples∑
n=0
z−ng(tn) (5.10)
where z is a complex number that can be expressed as z = reiω . The convergence of this series is ensured
unless any of the terms |z−ng(tn)| goes to infinity.
In order to have a physics signal model independent from the RTM method, a theoretical physics signal
shape is considered (from the paper [2]) and adapted for the different cell properties. Considered this, an
inverse discrete Laplace transform (or inverse Z transform) must be performed to get the physics cross-
talk signal shape in the time domain. Different techniques allow to perform such inverse transform:
• The matrix method: This method performs the inverse Z transform by inversing a matrix defined
by a linear system of equations as explained a bit further.
• The partial fraction expansion method: it consists of decomposing the physics cross-talk signal in
the Laplace domain as sum of terms whose inverse transform is well-known. The passage into the
time domain is then done by direct inspection of the expansion terms.
• The χ2 method: this method uses the same linear system of equations that the matrix method but
the inversion is performed by a χ2 minimization.
Matrix method
Provided that g(z)physxtalk is itself the Z transform of the physics cross-talk signal in the time domain, its
formula is:
g(z)physxtalk =
N−1∑
n=0
g(tn)
phys
xtalkz
−n (5.11)
Generating R random points z in the complex convergence disk of this serie [11] provides R relations
that can be expressed as a linear system of equations with a coefficients matrix. The inverse Z transform
is then performed by solving this system of equations, that expressed in matricial form is:
−−−→
g(zr)
phys
xtalk = A
r
i
−−→
g(ti)
phys
xtalk −→
−−→
g(ti)
phys
xtalk = (A
−1)ir
−−−→
g(zr)
phys
xtalk (5.12)
where the matrix A corresponds to:
A =

A00 A
1
0 A
2
0 · · · Ai0
A01 A
1
1 A
2
1 · · · Ai1
· · · · · · · · · · · ·
A0r A
1
r A
2
r · · · Air
 =

1 z−10 z
−2
0 · · · z−i0
1 z−11 z
−2
1 · · · z−i1
· · · · · · · · · · · ·
1 z−1r z
−2
r · · · z−ir
 (5.13)
where i = 1, ......, N and r = 1....R are the respective indices of
−−→
g(t)physxtalk and
−−→
g(z)physxtalk. The main milestone
of this procedure is to estimate the inverse of the matrix A. Matrix inversion is a well know procedure
and successfully computed for small dimension matrices. But in this case, where the whole physics sig-
nal would present at most 768 samples, A−matrix dimension is 768× 768. Inversion algorithms usually
present numerical problems at this matrix size and the results cannot be trusted. Matrix inversion must
be achieved through specialized libraries implementing advanced matrix inversion techniques. The so-
lution of this linear system is first implemented using a method from the Eigen library [12]. This method
uses a singular value decomposition (SVD) [13] technique to diagonalize the matrix and estimate directly
g(ti)
phys
xtalk. The SVD decomposition consists of rewriting the matrix A as:
A = USV † (5.14)
where U and V are unitary (or orthogonal) matrices of dimension R × R and N × N and S is a real
diagonal matrix of dimension N ×N . The matrix inversion is then given by:
A−1 = V S−1U† (5.15)
The matrix method physics signal for 768 samples is presented in Fig. 5.16. It can be appreciated that no
fluctuations are present in this physics signal, leading to a much smoother waveform. However, even if
it seems to converge, this method is quite sensitive to noise. Since Air is a function of z−ir , if the modulus
of z is higher than 1, the last terms of the matrix approach to zero (≈ z−768). It implies then that last
terms of the signal in time have no impact on the construction of the Z transform function g(z)physxtalk. On
the opposite side, first terms of the time signal are determinant for the estimation of g(z)physxtalk. Therefore,
a small fluctuation in these terms induces a large difference in g(z)physxtalk, thus introducing a large error
in the inverse Z transform operation and in the estimation of g(t)physxtalk. Indeed, a fluctuation on the
first samples of the direct physics signal, the calibration direct signal or the cross-talk calibration signal
induces a sizeable variation in g(z)physxtalk. When theZ inversion is performed, this variation is propagated
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Figure 5.16: g(t)physxtalk after using matrix inversion.
into the g(t)physxtalk shape, possibly enhanced since the matrix A is not necessarily unitary. Figures 5.17
and 5.18 show the matrix method sensitivity to noise fluctuations. This study is performed by adding a
random noise contribution to different samples of one of the input signals: either the direct calibration
signals; the direct physics signal or the calibration cross-talk. This noise is randomly generated following
a gaussian function centered at zero for different values of the standard deviation. This σ scan begins
with σ =0.00 (nominal shapes without noise) and increases up to 1.25 in steps of 0.25. It is noticed
that the matrix method is mainly affected by noise fluctuations on samples of the direct signals, either
calibration or physics, even in cases where the noise fluctuation is restricted to small values (σ = 0.25).
In addition, large fluctuations occur when the affected samples by noise are the first samples of the
signal (≤20), as expected.
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Figure 5.17: g(t)physxtalk estimated using the matrix inversion method. Left plot presents the obtained signal
when a gaussian noise centered at zero and with varying σ is added to all terms of g(t)calibxtalk. Center and
right plots present instead the obtained physics cross-talk shape when the gaussian noise is applied to
g(z)calibdirect or g(z)
phys
direct, respectively.
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Figure 5.18: g(t)physxtalk estimated using the matrix inversion method. Left, center and right plots show the
obtained signal when a gaussian noise centered at zero and with varying σ is added to the first 20 terms,
20th-50th terms and 50th-100th of g(t)calibsignal, respectively. It can be observed that large fluctuations are
obtained when the first samples are affected by noise, even by a small contribution.
The partial fraction expansion method
g(z)physxtalk is decomposed into a sum of fractions [14]. Assuming that the physics cross-talk in the Laplace
domain can be expressed as a fraction of a numerator and a denominator, as shown in Equation 5.7, the
decomposition is performed by factorizing the denominator as simple terms (1− diz−1). The di are the
complex roots of the denominator polynomial. These terms possess a very well known partner in the
time domain, and therefore the inverse Z transform can be performed by direct inspection of each term.
Calculations are done in a complex space, ensuring by the fundamental algebra theorem that the de-
nominator of degree N has the same number of complex roots. Assuming a denominator of degree N
and a numerator of degree M , at least three terms can be defined in the sum expansion:
• One term with a polynomial of degree M - N . It only appears in the case that the denominator has
a lower degree N than the numerator M .
• One term concerning the roots of the denominator with multiplicity equal to one ( 1− diz−1).
• A last term concerning the roots of the denominator with higher multiplicities ((1− diz−1)p ).
The partial expansion formula is the following:
g(z)physxtalk =
M−N∑
r=0
Arz
−r +
N−S∑
i=1,i6=j
Bi
(1− diz−1) +
S∑
j=1
P∑
p=1
Cp
(1− djz−1)p (5.16)
Solving this partial expansion method consists of finding the coefficients Ar, Bi and Cp. These coeffi-
cients can be estimated by the following formulas:
M−N∑
r=0
Arz
−r
k = g(z)
phys
xtalk −
N−S∑
i=1,i6=j
Bi
(1− diz−1k )
−
S∑
j=1
P∑
p=1
Cp
(1− djz−1k )p
= Q(zk) (5.17)
where:
Ar =

1 z−11 z
−2
1 · · · z−r1
1 z−12 z
−2
2 · · · z−r2
· · · · · · · · · · · ·
1 z−1k z
−2
k · · · z−rk

−1
Q(zk) (5.18)
Bi =
g(z)calibxtalkg(z)
phys
signal
b0
∏N−S
k=0,k 6=i(1− dkd−1i )
(5.19)
Cp =
1
(P − p)!(−dj)P−p
(
dP−p
dzP−p
[(1− djz)P g(z)physxtalk]
)
w=d−1j
(5.20)
It needs to be noticed that a matrix inversion is also used in this method, as in the matrix method, to
estimate the coefficients Ar. However, the reduced number of terms in the expansion M -N could lead
to a more accurate result that in the matrix method. In the Z transform formalism, two of these factors
have direct images in the time domain:
δ(t− n) −→ Z(δ(t− n)) =
∞∑
i=−∞
δ(t− n)iz−i = z−n (5.21)
H(t) −→ Z(H(t)) =
∞∑
i=−∞
H(t)iz−i =
∞∑
i=0
z−i =
1
1− 1z
=
z
z − 1 (5.22)
atH(t) −→ Z(atH(t)) =
∞∑
i=−∞
(atH(t))iz−i =
∞∑
i=0
aiz−i =
∞∑
i=0
(az−1)i =
1
1− az
=
z
z − a (5.23)
where H(t) is the Heaviside function defined asH(x < 0) = 0 and H(x ≥ 0) = 1. It has been found that
despite it requires a simpler technique for performing the matrix inversion, the expansion of the physics
cross-talk into these three terms requires more computing power than the matrix method for classifying
the multiplicities of the roots and estimating Ar, Bi and Cp. In addition, the Equation 5.23 is a geometric
series and thus, the conclusion is valid only if |a| < 1. This condition is not ensured for the denominator
roots di for any kind of crosstalk shape. This process hasn’t converged by now.
χ2 method
The inverse Z transform is performed here by minimizing a χ2 function built as:
χ2(a0, a1, ..., an) =
R∑
i=0
∣∣∣∣∣∣∣
(∑N−1
n=0 anz
−n
i − g(zi)
calib
xtalkg(zi)
phys
direct
g(zi)calibdirect
)2
σ2
∣∣∣∣∣∣∣ (5.24)
where another set of R complex points are generated (zi) and where the noise σ corresponds to the
combined noise of y(z) = g(zi)calibxtalkg(zi)
phys
direct/g(zi)
calib
direct, which is the sum in quadrature of the noise in
the Laplace domain of the separate signals:
σ =
g(zi)
calib
xtalkg(zi)
phys
direct
g(zi)calibdirect
√√√√(∆g(zi)calibdirect
g(zi)calibdirect
)2
+
(
∆g(zi)
phys
direct
g(zi)
phys
direct
)2
+
(
∆g(zi)
phys
xtalk
g(zi)
phys
xtalk
)2
(5.25)
∆g (zi) =
√√√√(N−1∑
n=0
(
σpedestalz
−n
i
)2)
(5.26)
with an are the N physics cross-talk samples, σpedestal the root mean square of the electronic cell noise
This method is carried out with ROOT and the minimization is performed using TMinuit and its method
MIGRAD. Nor MINOS and other methods to enhance the error estimation accuracy are used. For a high
quantity of values, MIGRAD usually fails to build a positive-definite error matrix (correlation matrix)
and therefore, the final output of the minimization cannot be fully trusted. For the first stage of the
method test, the binning of the initial signals is reduced to 128 samples (each bin correspond to 6 sam-
ples). The convergence then is ensured for a first test. This method seems to provide a finite result and
be less sensitive to noise than the matrix method. However, it needs an initial set of parameters as input
to MIGRAD. The signals output from the RTM and the matrix method are used as well as the calibration
signal. The output of the χ2 method is shown in Figures 5.19 and 5.20. It can be observed that this
method does not resolve the problem about the signal peak when RTM physics shape is put as initial
shape. Furthermore, it is noticed that the output depends on the input shape.
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Figure 5.19: χ2 method output using an initial shape: left figure, calibration signal; center figure, us-
ing the physics cross-talk output of the matrix method; and right figure, using the physics shape from
applying RTM method.
This means that MIGRAD did not find the global minimum. The main reason is also related to the prob-
lem found in the matrix method. MIGRAD must minimize and estimate an samples whose coefficients
decrease exponentially with n and, therefore, they lose weight in the minimization. In Figure 5.21, scans
of the χ2 have been performed fixing all an to their fixed and varying the value at each iteration for a
given ai. One can observe that χ2 shape is not stable for ai with i ≥ 5 − 10 and therefore the global
minimum is no longer a relative minimum of the function but it is associated with the interval where
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Figure 5.20: Comparison of χ2 method outputs depending on the input signal
 (ADC)0a
10− 5− 0 5 10
2 χ
0
10
20
30
40
50
60
70
80
910×
(a) χ2 for different a0 values
 (ADC)1a
10− 5− 0 5 10
2 χ
0
20
40
60
80
100
120
140
160
610×
(b) χ2 for different a1 values
 (ADC)5a
15− 10− 5− 0 5
2 χ
0
20
40
60
80
100
120
140
160
180
310×
(c) χ2 for different a5 values
 (ADC)10a
20− 15− 10− 5− 0
2 χ
0
20
40
60
80
100
120
140
160
310×
(d) χ2 for different a10 values
 (ADC)50a
15− 10− 5− 0 5
2 χ
36000
38000
40000
42000
44000
46000
48000
50000
52000
(e) χ2 for different a50 values
 (ADC)100a
8− 6− 4− 2− 0 2 4 6 8 10 12 14
2 χ
44400
44500
44600
44700
44800
(f) χ2 for different a100 values
Figure 5.21: χ2 as a function of a given coefficient ai. All coefficients an from Eq. 5.24 are fixed to their
initial value except the coefficient stated in each subfigure caption.
the χ2 is evaluated. However, this method gives a finite signal in a sizeable time. Further searches can
be performed to refine this method in the future since I could not fully explore this option given the
available time scale.
All these three methods are revealed to be inadequate to estimate physics cross-talk shape, in most cases
being quite time-consuming. Giving its better performance in time and in direct signal reconstruction,
the RTM method is used in the following for estimating the cross-talk signal.
RTM dependence on the number of averaged samples
LAr calorimeter direct physics signal is reconstructed using calibration runs that provide an average
shape for each channel obtained from 200 individual calibration signals. This is sufficient because those
signals are large compared to the noise. In the case of cross-talk signals, the ratio energy/noise is much
higher (of the order of 50-100 times larger) and could require a larger averaging procedure to extract
physics signals with a limited noise contribution. Dedicated runs have been requested with 2000 av-
eraged pulses to study this possible issue. Figure 5.22 presents the comparison of the cross-talk shape
obtained by applying the RTM method to a calibration signal averaged 200 times or 2000 times. It can
be clearly noticed that the physics signal averaging over 2000 pulses present a smoother waveform than
the one averaged over 200 pulses.
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Figure 5.22: Comparison of the cross-talk signal in the same electronic cell if signals are averaged over
200 or 2000 samples.
More samples were requested for measuring cross-talk effect using 2000 samples. However, these runs
could not be completely used because some problems occurred during the calibration campaign on
which they were taken. Results presented in the following sections are then derived using calibration
runs averaged over 200 pulses but this study will be performed soon.
5.3.2 Cross-talk estimation in the LAr barrel
The RTM cross-talk and direct signal shapes are used to estimate their respective energies the standard
cell calibration procedure (Equation 3.13). Optimal filtering is applied on the first four samples of both
shapes, separated by 25 ns each other. The calibration constants, OF coefficients and ramps are taken
from a weekly calibration run performed on 6th December 2016.
• LArOFCPhys_00314179_EB-EMB*_4samples_Picked.root: calibration file used to retrieve the physics
OF coefficients.
• LArParams_DefaultExtraction_00314179_EB-EMB*.root: it contains the cell constants necessary to
perform the RTM method, e.g. τcalib, fstep, etc (Section 3.4.2).
• LArRamp_00314180_EB-EMB*_StripsXtalkCorr_OFC.root: it contains the DAC and ADC values
necessary to determine the ramps coefficients which are determined by fitting the DAC vs ADC
curves with a second order polynomial, as outlined in Section 3.6.1.
• LArPedAutoCorr_00314172_EB-EMB*.root: it contains the average value of pedestals for all cells
and their fluctuation size. This data is used in the study of the long distance cross-talk.
The values presented in Tables 3.2 and 3.3 are used for the constants FDAC→µA and FµA→MeV.
The cross-talk is evaluated for both halves of the LAr barrel except for the barrel-end (1.4 < |η| < 1.475).
This region only presents two layers with a coarser granularity than the rest of the barrel. Front layer
only presents three cells in η and the middle layer, one.
Cross-talk evaluation
The cross-talk magnitude from a pulsed cell into a non-pulsed cell is estimated as the ratio of the energy
of both cells.
Rcross−talk =
Ecross−talk
Ecell
(5.27)
In the case that one cell is receiving cross-talk distributions from more than one pulsed cell, the cross-talk
ratio associated with each pulsed cell is:
Rcross−talk =
Ecross−talk
Ecell,1 + Ecell,2
(5.28)
It is then necessary to first determine the neighbours to a given pulsed cell that can be affected by the
cross-talk. This is performed using the current calorimeter description included in the ATLAS recon-
struction code, which allows retrieving the neighbouring cells of a desired channel. This description
provides same layer cells included in a 2D square of size ∆Nη × ∆Nφ = 3 × 3 around the channel,
other layer channels that are in front or behind and cells belonging to the tile calorimeter at the same η
and φ than the channel. In the case of front layer cells, second neighbours are also included. Diagonal
neighbours from the same layer ( ∆Nη ×∆Nφ = ±1×±1) and cells belonging to the barrel presampler
and the tile calorimeter are removed. Figure 5.23 illustrates the ensemble of neighbour cells for which
cross-talk contribution is estimated.
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Figure 5.23: Illustration of the neighbours (orange) to a pulsed cell (red) assumed to receive a sizeable
cross-talk contribution. Diagonal neighbours (blue) are not considered to receive cross-talk in this study.
The average contributions of physics cross-talk together with their dispersion (RMS) are presented on
Table 5.2. These values are compared to the ones estimated using the OF method on calibration signals,
presented in Section 5.2. Furthermore, these values can be compared with the under-peak to peak and
peak-to-peak values presented in Table 5.1.
Cross-talk when pulsed cells are in the front layer: Calibration boards pulsing the front layer do not
allow evaluating contributions between adjacent cells in φ. Therefore, the cross-talk is evaluated
between neighbour strips in η. Second neighbours contributions are also estimated. Figure 5.24
presents the estimated cross-talk values between strip-to-strip, second neighbours and strip-to-
middle cells. The relative energy transfer between two adjacent strips represents a 4.8% on aver-
age, decreasing between the electrode A and electrode B from 5.5% to 4.5%. The energy leakage
Physics cross-talk results Calibration cross-talk values
Type Mean RMS Mean RMS
Strip-to-strip 4.78 % 1.20 % 4.31 % 0.65 %
Strip-to-middle 0.197% 0.177% 0.080% 0.017%
Second neighbours 0.373 % 0.205 % 0.4% (0.5%) –
Middle-to-strip 0.102% 0.089 % 0.080% 0.017%
Middle-to-middle (neighbours in η ) 0.315% 0.454% 0.60 % 0.24 %
Middle-to-middle (neighbours in φ ) -0.538% 0.409% –
Middle-to-back 0.804 % 0.699 % 0.48 % 0.17%
Back-to-middle 0.846% 0.465% 0.48 % 0.17%
Back-to-back (neighbours in η ) -0.721% 0.309% –
Back-to-back (neighbours in φ ) -0.389% 0.122% –
Table 5.2: Cross-talk mean values in the LAr barrel using physics cross-talk signals and calibration cross-
talk signals (currently used in ATLAS simulation code Section 5.2). Physics cross-talk is estimated by
averaging the contributions from all cells in the calorimeter. Both average magnitudes are estimated for
all possible short-distance contributions. The RMS accounts for the cross-talk ratios dispersion around
the central value. Calibration cross-talk values for middle-to-strip and back-to-middle contributions are
respectively equated to the strip-to-middle and middle-to-back values, given that it is the procedure
followed in ATLAS simulation code. For second neighbours contribution estimated using calibration
runs, the magnitude between parentheses represents the contributions magnitude at |η| > 1.1825.
from front to middle layer cells presents an average value of 0.28% in the electrode A and 0.09% in
the electrode B. Second neighbours cross-talk presents an average contribution of 0.37%, increasing
with η from 0.25% to 0.6%.
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Figure 5.24: Distributions of the cross-talk ratios between pulsed cells in front layer and cells in the front,
middle and back layers.
It can be observed in Figure 5.25 that the η dependence of cross-talk ratios between cells in the front
layer are similar to current ATLAS cross-talk values (Fig. 5.11), while cross-talk ratios between
front layer and middle layer as a function of η are different than the one observed in Figure 5.11.
This divergence can be explained by the differences on how cross-talk ratios are estimated, either
on calibration signals or using physics signals, and possibly on the differences on how ADC to
MeV conversion is performed. However, this effect has not been studied yet.
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Figure 5.25: Cross-talk magnitude as a function of η with pulsed cells in front layer. Therefore, the strip-
to-strip contribution corresponds to the cross-talk between adjacent cells in η. In addition, the cross-
talk between strips separated by two cells in η is presented. Strip-to-middle contribution is evaluated
between a pulsed strip and its corresponding middle cells. Distributions with calibration cross-talk
results are overlaid.
Cross-talk when pulsed cells are in the middle layer: Pulsed cells in the middle cell (Figs. 5.26) present
cross-talk values much lower than cells in the front layer . For cross-talk between cells in the mid-
dle layer, the middle layer calibration runs allow to determine contributions between neighbour-
ing cells in φ. The average contribution is found to be 0.102%, but it can be divided between the
positive 0.32% average contribution between η neighbours and the -0.54% cross-talk between φ
neighbours. This difference is due to the fact that between η neighbours, some capacitive cross-
talk may happen, inducing a peak in the signal in the first samples of the cross-talk shape that
translate into positive energies. On the opposite, φ neighbours can only present pure inductive
cross-talk, which tends to present negative energies when optimal filtering is applied. The cross-
talk between front cells and pulsed middle cells presents an average relative magnitude of 0.05%
and the cross-talk between middle and back cells, 0.95%.
Concerning the dependence in η of cross-talk magnitude, neighbouring cells in η present an in-
creasing magnitude with larger η, with a remarkable step at |η| ∼ 0.8. In the case of cross-talk
between adjacent cells in φ present a decreasing magnitude at larger η except at |η| ∼ 0.8, where
the cross-talk increases. The reason for this behaviour has not been understood yet. For middle-
to-front cells cross-talk, resistive contribution shows an inverse behaviour than the one observed
in Figure 5.25.right. The reason is the Rfront1 /Rmiddle1 ramps (Section 3.6.1) ratio, which appears
at calculating the cross-talk ratio. In the case of pulsed front cells cross-talk to middle cells, the
ramps ratio that appears is Rmiddle1 /Rfront1 . Finally, the cross-talk between the middle and back
cells present a stable contribution on the electrode A while an increasing slope with η is found on
electrode B. Similarly to middle-to-front cells cross-talk, the explanation of this slope (that is not
present in the current simulation values as can be seen in Figure 5.27) is the difference in ramps
between the middle and back layers in the electrode B. Nevertheless, the contribution in electrode
A is found to be 0.4%, which is in agreement with the current values.
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Figure 5.26: Left: distributions of the cross-talk ratios between pulsed cells in the middle layer and cells
in the front, middle and back layers. Right: distribution of the cross-talk ratios between pulsed cells in
the middle layer and their adjacent cells in η and φ.
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Figure 5.27: Cross-talk magnitude as a function of η with pulsed cells in the middle layer. Distributions
between the same layer have been divided into the cross-talk contribution between adjacent cells in φ,
with ∆η = 0 and adjacent cells in η, with ∆φ = 0. Distributions with calibration cross-talk results are
overlaid.
Cross-talk when pulsed cells are in the back layer: Similarly to the middle layer, calibration runs al-
low to separate the η and φ neighbours. η neighbours present a contribution of -0.72% on average,
while φ neighbours present a mean value of -0.39%. The back to middle layer cross-talk presents
the inverse behaviour than the middle to back cross-talk, as expected from the relation between
both layer ramps. However, the electrode A presents in this time an increasing contribution at
larger η that is not present in the opposite case. This dependence could be due to the increasing
depth of the back layer.
A schema of the these cross-talk values is presented in Fig. 5.30. In general, the found values for cross-
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Figure 5.28: Left: distributions of the cross-talk ratios between pulsed cells in the back layer and cells in
the front, middle and back layers. Right: distribution of the cross-talk ratios between pulsed cells in the
back layer and their adjacent cells in η and φ.
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Figure 5.29: Cross-talk magnitude as a function of η with pulsed cells in the back layer. Distributions
between the same layer have been divided into the cross-talk contribution between adjacent cells in φ,
with ∆η = 0 and adjacent cells in η, with ∆φ = 0.
talk differ significantly than the ones presented in Section 5.2. This is possibly due to the use of the
standard calibration to estimate energies or to a possible dependence of the cross-talk on the number of
samples used in the OF processing and the phase used to sample the cross-talk. This phase is invariably
zero, but starting the sampling at another point could induce a different cross-talk magnitude.
Cross-talk dependence on the number of OF samples
Physics cross-talk ratios have also been estimated using 5 samples with the OF methods (5 samples were
used during Run I data taking). Table 5.3 present the average magnitude of cross-talks. The obtained
values are less scattered than 4 samples, which translates into smaller RMS. In general, 5 or 4 sample
values differ as expected, but it is particularly remarkable the difference between front cells cross-talk,
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Figure 5.30: Illustration of the obtained cross-talk values obtained on physics signals. Cross-talk and
signal energies are estimated using the full calibration chain. OF method uses 4 samples of the signal.
whose mean magnitude is reduced from 4.78 % to 3.69%. The η distributions of cross-talk are presented
in Figures 5.31. If these figures are compared with their corresponding 4 samples case (Figs. 5.25, 5.27
and 5.29), it can be observed that calculating the cross-talk ratios using 4 samples or 5 does not affect
significantly the cross-talk behaviour along η. The most remarkable difference comes from neighbours
in φ, where there is a steep discontinuity at |η| ∼ 1.2 not seen in the 4 samples case. A schema of these
cross-talk values using 5 samples is presented in Fig. 5.32.
Cross-talk dependence on the sampling phase
The dependence of the cross-talk magnitude on the optimal filtering coefficients used to estimate the
energy inADC implies a dependence of the initial sampling phase. Signals are sampled every 25 ns, but
the initial sample can be chosen among the first 24 samples separated 1.04 ns in time. In addition, the
OFCs depend on the initial sample since different points of the signal are used to get the peak. While
this phase dependence should not be very important on the direct signal, physics cross-talk shapes
are usually less smooth and OFCs are not optimized for them, which implies a more marked energy
dependence on the sampling phase. The evaluation of this effect is performed as follows:
• Scan on the shape peak vs sampling phase is only performed for cross-talk shapes while the
direct signal energy in ADC is kept constant. OFCs (aphasei ) for cross-talk are retrieved from
LArOFCPhys_00314179_EB-EMBA_4samples.root to correctly determine the signal peak.
• The phase dependence can be highlighted just studying the evolution ofRcross−talk inADC counts.
Contributions are then estimated as the ratio of the energy in ADC for cross-talk and direct signal
issued after OF processing (calibration constants, e.g. ramps, are not applied).
Rcross−talk(phase) =
∑4
i=1 a
phase
i g
phys
xtalk(t = (i− 1) ∗ 25 + phase)∑4
i=1 aig
phys
direct(t = (i− 1) ∗ 25)
(5.29)
Phase dependence is evaluated for a capacitive cross-talk signal (between two strips) and inductive
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Figure 5.31: Cross-talk magnitude as a function of η between cells in all layers. Distributions for the
second sampling have been divided into the cross-talk contribution between adjacent cells in φ, with
∆η = 0 and adjacent cells in η, with ∆φ = 0. In the case of the front layer, there is no possibility of
evaluating contributions between adjacent cells in φ. However, the cross-talk between strips separated
by two cells in η is presented. Distributions with calibration cross-talk results are overlaid.
Physics cross-talk results Calibration cross-talk values
Type Mean RMS Mean RMS
Strip-to-strip 3.69 % 0.77 % 4.31 % 0.65 %
Strip-to-middle 0.182% 0.156% 0.080% 0.017%
Second neighbours 0.453 % 0.143 % 0.4% (0.5%) –
Middle-to-strip 0.108% 0.093 % 0.080% 0.017%
Middle-to-middle (neighbours in η ) 0.359% 0.296% 0.60 % 0.24 %
Middle-to-middle (neighbours in φ ) -0.325% 0.244% –
Middle-to-back 0.702 % 0.588 % 0.48 % 0.17%
Back-to-middle 0.624% 0.399% 0.48 % 0.17%
Back-to-back (neighbours in η ) -0.363% 0.168% –
Back-to-back (neighbours in φ ) -0.114% 0.095% –
Table 5.3: Cross-talk mean values in the LAr barrel using physics cross-talk signals using 5 samples in
the OF step. Physics cross-talk is estimated by averaging the contributions from all cells in the calorime-
ter. Both average magnitudes are estimated for all possible short-distance contributions. The RMS ac-
counts for the cross-talk ratios dispersion around the central value. Physics contributions are compared
to calibration cross-talk signals. Calibration cross-talk values for middle-to-strip and back-to-middle
contributions are respectively equated to the strip-to-middle and middle-to-back values. For second
neighbours contribution estimated using calibration runs, the magnitude between parentheses repre-
sents the contributions magnitude at |η| > 1.1825.
  
0.09%
0.80%
4.78% 0.37%
-0.72%
0.28%
0.32%
Figure 5.32: Illustration of the obtained cross-talk values obtained on physics signals. Cross-talk and
signal energies are estimated using the full calibration chain. OF method uses 5 samples of the signal.
signals ( between two middle cells and two back cells ). Figures 5.33 present this dependence on the
sampling phase. It can be observed that the choice of different sets of OFCs imply large variations of
Rcross−talk magnitude, e.g. of 40% between strips, 43% between middle cells or 100% between back cells.
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Figure 5.33: Sampling phase dependence of cross-talk magnitude.
As explained previously, long distance cross-talk is a charge leakage present between geometrically
separated cells in the calorimeter. This cross-talk tends to present a smaller contribution than the short
distance one. It is interesting to determine if the long distance contribution is a small contribution that in
the following can be neglected. Thus, a comparison between long distance and short-distance cross-talk
has been performed.
In the case of inductive cross-talk, there is no cell-to-cell correspondance that can be identified. However,
calibration boards pulse a given region of the calorimeter which induces long distance effects in other
regions of the calorimeter. On the other hand, resistive long distance cross-talk is registered between
pulsed middle layer cells and the surrounding cells of the first layer adjacent to the front cells of the
middle cell. A cell-to-cell cross-talk relation can be identified in this case. Then, the algorithm work as
follows:
• All pulsed cells inside the calibration run are identified and their corresponding η and φ coordi-
nates are stored.
• Cells are identified as neighbours of a pulsed cell or not using the calorimeter parametrization
inside the ATLAS reconstruction code. After this step, a loop is performed on the collection of
non-pulsed cells to determine if a cell is receiving energy from cross-talk or not. For doing so, it is
requested to present a significant energy above its noise fluctuation, i.e. Ecell > 5 ∗ σnoisecell . This cell
noise is determined from the pedestal runs. In addition, another cut is applied so that the energy
of the cell must be larger in absolute value than 50MeV/
√
Npulses, with the denominator being the
stochastic noise reduction factor due to the average of Npulses calibration pulses per cell.
• Pulsed cells energies are not very different. This is due to the fact a single calibration line pulses
with the same DAC value cells belonging to the same layer and to four close η values, thus the
different calibration constants are quite similar. Assuming that long distance cells are receiv-
ing long distance cross-talk from a single pulsed cell, the corresponding cross-talk ratio is esti-
mated by dividing the non-pulsed cell energy by the average energy of the pulsed cells: Rxtalk =
Enon−pulsedcell /〈Epulsedcells 〉.
Physics cross-talk results
Type Long distance cross-talk results
Strip-to-back 0.0003% ± 0.0012%
Middle-to-middle -0.0011% ± 0.00080%
Middle-to-back -0.0003% ± 0.0040%
Back-to-medium 0.0005% ± 0.0011%
Back-to-back -0.0027% ± 0.0013%
Table 5.4: Long distance contributions in the LAr barrel using 4 samples. The uncertainties values
correspond to the RMS of their corresponding ratios distribution.
• Finally, calibration pulses may also induce cross-talk at the feedthrough level when they are in-
jected into the calorimeter. It can be observed from Figure 3.14 that cross-talk could be induced in
the middle layer, between 1.2 < |η| < 1.4. This region is then blinded since these long distance
contributions are not present during data-taking.
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Figure 5.34: Long distance contribution derived on physics cross-talk shapes.
Figures 5.34 cross-talk present the long distance cross-talk magnitude for the middle and back layers of
the barrel. No significant long distance cross-talk is found with pulsed front layer cells so they are not
included in this study. Long distance cross-talk present very small contributions with regard to the short
distance. It is a contribution that can then be neglected.
5.4 Shower shape corrections
These new cross-talk ratios are tested on the ATLAS simulation code. As previously outlined, the cross-
talk distorts the shower shapes variables used in the electron and photon identification. Currently,
simulations of these variables differ from data. 2015 differences in the shower shape variables between
data and MC can be observed in Figs. 5.35 and 5.36, taken from [15]. The source of these differences are
mainly the cross-talk and the modeling of the dead material crossed by the interacting particle. However,
the relative magnitude associated with cross-talk or the dead material is not known. Corrections are
applied by smearing and applying global shifts to the Monte-Carlo variables in order to fit the data
distributions. In this section, smearing is not treated. Instead, shifts needed to be applied are studied,
also called fudge-factors.
Simulations using physics cross-talk values presented in Section 5.3.2 are performed in order to eval-
uate the improvement on shower shapes description. These simulated samples correspond to events
of Z → ee. Pileup effects are not taken into account and detector effects are simulated using Geant 4.
Shower shapes distributions can be compared (Figs. 5.37 and 5.38) if using the current cross-talk values
(Table 5.1) and the new cross-talk values (Table 5.2). It can be observed that the f1, Eratio and Rφ are
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Figure 5.35: Distributions of variables (f1, f3, wη2 and Rη) used in the electron identification. They
are measured using a tag-and-probe method on Z → ee samples for probes passing the electron loose
identification [15]. Corrected MC stand for the MC distributions corrected using the fudge factors and
the widths determined in the study.
shifted using the physics cross-talk towards the data distributions, in the case of Rφ representing a 50 %
of the current shift,as it can be noticed by comparing Figs. 5.37 and 5.38 in Figs. 5.35 and 5.36. On the
other hand, description of variables concerning the second and third sampling is worsened, as it can be
observed from the distributions of f3, Rη and Rhad.
There is a correlation between cross-talk values and the simulation of the dead material upstream the
calorimeter. To provide a definitive conclusion on the influence of physics cross-talk in the shower
shapes need to revisit this correlation, which is left for a future work.
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Figure 5.38: Distributions of variables (Rhad, f1 and f3) used in the electron identification. Measured on
Z → ee events simulated without any pileup effects. Electrons are required to pass loose identification
and to present ET > 15 GeV and |η| < 1.475. Calibration cross-talk stands for the current cross-talk
values introduced in the simulation (Table 5.1) and the physics cross-talk estimated using 4 samples
(Table 5.2).
Chapter 6. Missing transverse momentum reconstruction
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Momentum conservation in the transverse plane to the beam axis imposes that the sum of momentum
vectors of all measured objects equals zero (
∑
~pinitialT =
∑
~pT
final = ~0). An imbalance in this sum is
known as missing transverse momentum and, by convention, it is also called missing transverse energy
(EmissT ). Since only particles that have been measured can be used to estimate the magnitude of the
imbalance, the EmissT expected at truth level is the sum of the pT of invisible particles and the particles
falling outside the fiducial region, or the negative sum of the visible particles pT:∑−−−→
pinitialT =
∑−−→
pfinalT =
∑−−−−→
pvisibleT +
∑−−−−−−−−−−→
pout−of−detectorT +
∑−−−−−→
pinvisibleT =
∑−−−−→
pvisibleT +
−−−→
EmissT ≈
−→
0 (6.1)
This imbalance might be indicative of mismeasurements of the reconstructed objects such as miscalibra-
tion of the electron, photon or jet energies or a bias in their position measurements but also the result of
unmeasured contributions from particles produced out of the detector fiducial region. Another possible
contribution comes from pileup or relevant particles wrongly removed by the selection cuts. However,
it might also mean that at least one dark matter particle leaving no trace in the detector is produced.
For instance, neutrinos are one of these particles and is the only one in the Standard Model. Beyond
the Standard Model instead, several particles could present this feature, such as stable neutralinos in
supersymmetric theories or dark matter particles. This is the reason why EmissT is used in many analyses
searching for new physics and, in the search performed during this thesis, it becomes one of the key
variables to detect DM production in association to a Higgs boson.
To correctly reconstruct EmissT , all physics objects must be reconstructed, correctly identified and cal-
ibrated to their respective scales. In addition, in order to reduce the bias from low-pT particles not
passing the reconstruction cuts, the transverse energy deposits in the different subdetectors not asso-
ciated with any high energy objects are evaluated and summed in the EmissT calculation. This strategy
improves the EmissT reconstruction but also increase contributions from pileup events.
Photon and electron reconstruction and identification have already been explained in Chapter 4. Sec-
tion 6.2 and Section 6.1 present the reconstruction and calibration of muons and jets. Section 6.3 outlines
the main algorithms used inside ATLAS to reconstruct EmissT . The general recommendations issued by
the EmissT performance group of ATLAS, however, must be taken carefully in the case of h→ γγ topolo-
gies, mainly due to the determination of the primary vertex of the event as presented in Section 6.4.1.
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A major contribution of this Ph.D was to study the specific EmissT performance for h → γγ events, as
explained in Section 6.4.
6.1 Jets reconstruction and calibration
Jets are reconstructed using an anti-kt algorithm [1]. The inputs of this algorithm are either energy
deposits in the calorimeter or track jets, which are then separated and ensembled in calorimeter jets or
track jets respectively. A similar treatment is done for truth information from Monte Carlo models by
using stable truth particles to build to truth jets. Truth jets are built from generated stable truth particles
(τlife > 30ps), excluding truth muons and truth neutrinos. The main parameter of this algorithm is the
distance between the considered jet components di,j and the beam distance di,B , defined as:
di,j = min
(
1
p2Ti
,
1
p2Tj
)
∆2ij
R2
di,B =
1
p2Ti
(6.2)
where pT,i is the transverse momentum of the ith component, ∆2ij = (yi−yj)2 + (φi−φj)2 is the angular
distance between components i and j and R is the radius parameter of the algorithm, which can be set
to 0.4, 0.6 or 1.0. In h → γγ + EmissT searches, jets with R = 0.4 are used and all the following results
only concern that case. When two possible constituents of the jets are a hard particle i (high-pT) and
a soft particle j (low-pT), the distance between these two particles is determined by the hard particle
pT, resulting in a small distance R. In the case of two soft particles, the distance is usually larger and
depends on their pT . Therefore, soft-particles tend to cluster around the hard particle, such that jets are
formed. One of the main advantages of the anti-kt algorithm is that the shape of the jet is not affected
by soft-radiation. All particles such that di,j < R are introduced in the jet cluster while others not.
This feature leads to circular clusters representing the jets. However, the shape may vary depending on
the number of hard particles found inside the radius R. In that case, soft-particles cluster around two
separate jets. Clustering would result in circulars jets associated with the hardest particles while jets
with more random shapes are associated with the softer particles. However, shapes in both cases are
stable under the addition of new soft-particles.
Track jets are built using inner detector tracks which are reconstructed within the full acceptance of the
ID (pT > 500MeV, |η| < 2.5). The inputs of the calorimeter jets are topoclusters containing cells from the
whole calorimeter (electromagnetic and hadronic). They are assumed to originate from the center of the
detector and are initially calibrated at the electromagnetic scale (EM) (Section 3.3.5). This scale correctly
measures the energy deposited in the calorimeter by particles produced in electromagnetic showers. In a
second step, calorimeter cells can be calibrated so that the hadronic contribution of jets is also taken into
account. This calibration uses the local cell signal weighting (LCW) method that corrects for a variety
of effects in the calorimeter [2, 3]. First, jets are classified as electromagnetic or hadronic such that the
hadronic side measurement can be taken into account. Second, the energy falling outside the topocluster
is estimated from the cluster isolation and finally the amount of energy falling out of the calorimeter is
determined taking into account the position of the jet. Then, these topoclusters are further corrected
following a calibration scheme that takes into account:
• Non-compensating nature of the ATLAS calorimeters, taking into account that the response of
the calorimeters to hadronic showers is lower than for electromagnetic showers.
• Dead material losses in the inactive area of the detector (cryostat, services etc).
• Energy leakage of showers close to the calorimeter edges.
• Out of calorimeter jet contribution related to particles that enter in the truth jet but that are not
included in its corresponding reconstructed jet.
• Energy deposits below noise threshold since only cells with energy beyond a noise threshold are
included in the topocluster.
• Pileup energy contributions in the jets coming from energy deposits either produced in-time or
out-of-time multiple pp collisions occurring at each bunch crossing.
The calibration process is divided into MC-based calibration, aiming to correct the jet energy to its asso-
ciated truth jet, and in-situ corrections comparing the derived jet energy scale with data so that further
corrections are applied to cope with possible inhomogeneities in calorimeter response. The scheme is
shown in Figure 6.1.
Figure 6.1: Calibration scheme of EM and LCW jets [4].
An origin correction modifies the jet four-momentum so that it points to the hardest vertex of the event
instead of the center of the detector. Then, pileup is corrected by using an area-based correction ex-
plained in Section 4.4. Additionally, a residual correction is applied depending on the number of pri-
mary vertices (NPV) and the number of interactions per bunch crossing (µ) measured by the luminosity
system and derived from MC. An absolute jet energy scale (JES) is derived from dijet simulated sam-
ples by fitting Erecojet /E
truth
jet distributions binned in Etruth and ηdet
1. In addition, the jet η is corrected
since a bias may appear due to sudden changes in the calorimeter granularity or different calorimeter
technologies. This energy scale and η calibration are different for EM or LCW calibrated jets, referred
in the following as EM+JES or LCW+JES jets. Non-trivial difference between quark or gluon initiated
jets remain after the JES step for which a global sequential correction (GSC) is applied. In the analysis
presenting in Chapter 7, EM+JES jets are used. Their absolute JES correction and the η calibration are
exposed in Figures 6.2.
After the GSC step, some residual differences remain between data and MC, from which data must be
corrected for. In-situ techniques further correct the energy of jets accounting for differences in the jet
response between data and MC. These differences are quantified by balancing the pT of a jet against
other well-measured reference objects and comparing this response of the jets between data and MC
events:
α =
Rdata
RMC
=
〈pjetT /prefT 〉data
〈pjetT /prefT 〉MC
(6.3)
These techniques can be divided into three categories:
• η intercalibration: a well-measured central jet is used to correct the energy scale of forward jets.
This technique uses dijet events with one of the jets within |η| < 0.8 and the other jet in 0.8 <
|η| < 4.5. This step of the in-situ calibration aim to remove any η dependence of the jet energy
correction.
• Z/γ+jet: this calibration uses a Z boson (decaying into a muon-antimuon or an electron-positron
pair) or a photon as reference particle to evaluate the recoil jet pT response in the central region
1ηdet is the jet pointing from the geometric center of the detector.
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Figure 6.2: (Left) Average energy response as a function of |ηdet| and the truth jet energy Etruth. Pileup
and origin corrections are applied. (Right) Signed difference between the reconstructed η of the jet and
the truth η as a function of |ηdet| [5].
(|η| < 0.8). The recoiling jet can be efficiently corrected for 20 GeV < pT < 950 GeV. Given
that η intercalibration is previously applied, this correction can be applied to jets in the whole
pseudorapidity acceptance, not only to jets in (|η| < 0.8).
• Mulijet calibration: it is the last stage of the in situ calibration which is used to extend the calibra-
tion for pT up to 2 TeV. Topologies with three or more jets are used to balance a high- pT jet against
a recoil system composed of several lower-pT jets. The recoil jets are of sufficiently low pT as to be
in the range of Z/γ+jet calibrations so that this procedure is efficient to correct high-pT jets.
The combined systematic error from the in-situ calibration as well as the contribution from each correc-
tion step are shown in Figures 6.3 as a function of pT and η for EM+JES jets. It can be observed that
the dominant source of systematic error is the absolute in-situ jet energy scale, which corresponds to
Z/γ+jet and multijet calibration and becomes specially important for low-pT jets. However, the relative
JES determination (from η intercalibration) also plays a leading role at large |η| values.
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Figure 6.3: Combined uncertainty in the JES of fully calibrated jets as a function of (a) jet pT at η = 0 and
(b) η at pT = 80 GeV. Absolute in-situ JES corresponds to Z/γ+jet and multijet calibrations and relative
in-situ calibration corresponds to η intercalibration. More systematic errors are presented corresponding
to pileup, punch-through (one of the corrections of the GSC step) and jet flavour uncertainties are also
included [5].
6.1.1 Pileup jets suppression in ATLAS
The multiple pp collisions per bunch crossing occurring in the LHC can reduce the performance of the
ATLAS detector due to the production of additional particles. As it has been discussed, this pileup
activity affects the reconstruction of jets, photons and electrons and is corrected using ambient energy
and MC based techniques at the calibration step. However, local fluctuations of the pileup activity of
the event may result in spurious pileup jets that can be misidentified as a real hard jet of the collision.
The separation of hard and pileup jets becomes one important problem to improve measurements. Dur-
ing Run I, a jet-vertex-fraction (JVF) variable was used, achieving a significant reduction of pileup jets
while keeping a significant amount of hard jets in the event. This variable tests the compatibility of the
jet to have been produced in the largest
∑
trk p
2
T vertex of the event (pT being the transverse momentum
of tracks associated with the vertex), also called the hardest vertex of the event. This vertex is identified
as the point where the hard interaction took place. Hard jets correspond to partons such as quarks or
gluons truly produced in the hard interaction issued from the collision. Pileup jets instead are caused by
stochastical fluctuations of the pileup activity. Pileup corresponds here to soft-collisions and underlying
events occurring around the hard interaction. Thus, they should not be associated with the hardest ver-
tex given the good resolution of ATLAS track-vertex association [6]. Following this, JVF is defined as:
JVF =
∑
k p
trkk
T (PV0)∑
l p
trkl
T (PV0) +
∑
n≥1
∑
l p
trkl
T (PVn)
(6.4)
where ptrkkT (PV0) corresponds to the transverse momentum of the k
th track associated with the jet and
the hardest vertex of the event and ptrkkT (PVn), to the n
th vertex. Pileup jets tend to present values close
to zero while hard jets present distributions peaking at 1. The performance of this variable is dependent
on the number of primary vertices (Fig. 6.4 left) so a new variable called corrJVF is introduced:
corrJVF =
∑
k p
trkk
T (PV0)∑
l p
trkl
T (PV0) +
∑
n≥1
∑
l p
trkl
T (PVn)
k·Nvtx
(6.5)
to reduce this pileup dependence (Fig. 6.4 right). Hard jets tend to present values close to 1 while pileup
jets present values going to smaller values (Fig. 6.5.left), until zero (or -1, meaning that no tracks are
associated with it).
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Figure 6.4: Left: performance of the JVF against pileup and for different jet pT values. Right: comparison
of corrJVF and JVF performance against pileup activity [7].
Apart from corrJVF, the ratio between sum of the transverse momentum of the jet associated tracks to
the largest
∑
trk p
2
T vertex and the calibrated transverse momentum of the jet is also used to reject pileup
jets:
RpT =
∑
k p
trkk
T (PV0)
pjetT
(6.6)
Pileup jets tend to present a RpT distribution peaked at zero and steeply falling while hard jets present
broader distributions (Fig. 6.5.right).
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These two variables are combined into a new discriminant variable called jet-vertex-tagger (JVT) [7].
JVT is a 2-dimensional likelihood, based on a k-nearest neighbour algorithm [8], that can be applied to
central jets (|η| < 2.4) presenting transverse momenta in the range 20 GeV < pT < 60 GeV. Hard jets
tend to present values close to 1 while pileup jets present values closer to zero although an overlap of
both distributions is observed (Fig. 6.6 right).
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This new variable performs better than RpT and corrJVF taken separately, as it can be observed in Fig-
ure 6.7. The optimal working point has been studied, which should combine a large acceptance of hard
jets with a sufficiently small fake rate is performed. Before the Moriond 2017 conference, a JVT cut larger
than 0.64 for central jets with 20 GeV < pT < 50 GeV was recommended. However, further studies led
to change the recommendation to a JVT > 0.59 for jets with 20 GeV < pT < 60 GeV, later used in the
analysis presented in this manuscript.
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6.2 Muon reconstruction and identification
This section summarizes muon reconstruction and identification based on the ATLAS most recent public
results using of 3.2 fb−1 2015 dataset [9]. Muons are charged particles that interact with the inner de-
tector, the calorimeter and the muon spectrometer. Muons entering the calorimeter behave as minimum
ionizing particles [10] while the energy deposited in the inner detector and the muon spectrometer are
the main elements to perform the muon reconstruction. Muon reconstruction is first performed using
separately inner detector or muon spectrometer information. This information is then combined to form
muon tracks that are then used in the analysis. In the ID, muons are first reconstructed as other charged
particles (tracks). In the MS, hit patterns in the different subdetectors are searched in first place to form
MS segments. Then, a muon track candidate is built by fitting segments from different layers. At least
two matching segments are required to build a track, except in the barrel-endcap transition region where
a single high-quality segment with η and φ information can be used. Every segment may initiate several
muon tracks so an overlap removal algorithm is applied. This algorithm either assigns the segment to
the most probable candidate track or allows the segment to be shared between two tracks.
ID and MS tracks are then combined together to build the muon candidates. Four techniques are con-
sidered:
• Combined muons (CB)
ID and muon-spectrometer tracks are reconstructed separately and combined with a global refit
combining both subdetectors hits. In the global fit, reconstruction may take two directions: an
outside-inside technique that first reconstructs tracks in the MS and then extrapolates it into the
inner detector; and an inside-outside technique, which reconstructs the muon track in the opposite
direction. The default muon track reconstruction is the former.
• Segment-tagged muons (ST)
This reconstruction is available when muons cross one layer of the MS, reducing the performance
of a CB reconstruction. In that case, an ID track is identified as a muon if it matches one CSC or
MDT track segment once it is extrapolated.
• Calorimeter-tagged muons (CT)
Muons are reconstructed if an ID track match energy deposits in the calorimeter compatible with
a minimum ionizing particle. This reconstruction has the lowest purity of the muons but allows to
increase muon reconstruction efficiency in regions where the MS coverage is only partial in order
to accommodate calorimeters cabling and services.
• Extrapolated muons (ME)
Muons are reconstructed only from MS segment tracks compatible as originating from the interac-
tion point. At least, two MS layers (three in the forward region) must present hits and parameters
of the muon track at interaction points are determined by extrapolating the MS track back to the
interaction point. These reconstructed muons are useful for increasing muon reconstruction in the
region 2.5 < |η| < 2.7, where no ID coverage is provided.
A single µ collection is then built from these µ using an overlap removal procedure. When two muons
share the same ID track, preference is given to CB muons, then to ST, and finally to CT.
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Figure 6.8: Illustration of the sagitta parameter.
Another important measurement concerning the muons is their sagitta parameter S (Fig 6.8). This pa-
rameter measured in the MS represents the curvature of the muon track in the R-φ plane. The sagitta is
then used in the reconstruction of the transverse momentum of the muon [11]:
pT =
BL2
8S
(6.7)
where B is the magnetic field strength.
After their reconstruction, prompt muons must be separated from muons coming from the in-flight
decay of kaons or other hadronic particles. The latter kind of muons presents a distinctive "kink" in the
reconstructed track. This distinction ca be made using a poor χ2 of the track or a divergence between
the muon momentum measured in the MS or the ID initial tracks. Four reconstruction quality criteria
are defined:
• Medium: Only CB and ME muons are considered. The former are required to present at least 3 hits
in at least two MDT, except in |η| < 0.1 where at least one MDT hit is required in regions without
any MDT presenting holes. ME muons are required at least to have hits in three MDT/CSC layers.
A loose selection in the compatibility between the ID and the MS tracks is also added to further
suppress background: the charge over momentum significance (q/p)2 is requested to be less than
7.
• Loose: All types of muons are considered. All muons CB and ME passing the Medium criteria and
CT and ST muons within |η| < 0.1 are considered.
• Tight: Only CB muons passing Medium criteria and presenting hits in at least two MS stations are
considered. In addition, the track fit χ2/n.d.f is requested to be lower than 8 and pT dependent
cuts are performed on the q/p significance and the ρ
′
variable, which is defined as the absolute
value of the difference between the ID and MS measured transverse momentum divided by the pT
of the combined fitted track.
• High-pT muons: this collection includes only CB muons passing Medium criteria and presenting
hits in the three MS stations. Sections of the MS where the alignment is suboptimal are vetoed as
precaution.
The efficiency of the muon identification and reconstruction is evaluated using tag-and-probe methods
on Z → µ+µ− and J/ψ → µ+µ− samples. The tag muon is requested to pass the Medium selection and
efficiency is evaluated using the following formula:
 =
N signalR −NbkgR
N signalP −NbkgP
(6.8)
where NR stands for the number of reconstructed probes passing the considered ID selection and NP ,
for the number of identified probes before imposing the identification working point. The indexes signal
and bkg respectively stand for the probes identified to come from a Z or J/ψ decay and the number of
background probes coming from other sources than Z or Jψ decay but that are misidentified as such.
The Medium working point is the standard muon identification criteria in ATLAS and is used in the
present analysis. The reconstruction efficiencies of muons following Medium ID criteria is presented in
Figures 6.9, where an overall 99% reconstruction efficiency is observed for muons within 0.1 < |η| < 2.5.
6.3 EmissT reconstruction
The EmissT is reconstructed as the negative sum of transverse momenta of variable electrons, photons,
muons, τ -leptons and jets. In addition, low energy deposits in the detectors that are not associated with
any identified high energy particles, also called soft-terms, must be reconstructed and included in the
calculation. These soft-terms correspond to energy deposits made by very low energy particles that
could not pass the selection cuts of isolated leptons nor included in a jet. They are either coming from
2q/p significance is defined as the absolute value ratio of the charge and the momentum divided by the sum in quadrature of
all the uncertainties.
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Figure 6.10: Example of an event with
large EmissT in ATLAS data: display
of event 1220033035 in run 284285
recorded by ATLAS in LHC proton-
proton collisions at a centre-of-mass en-
ergy of 13 TeV. This candidate is likely
to be the production of a W boson in
association with a single top quark in
the dilepton channel. Two opposite
charged leptons are reconstructed. The
reconstructed electron is represented
by the blue line and the reconstructed
muon is represented by the red line.
One b-jet is identified and represented
by an azure cone and the missing trans-
verse momentum coming from a neu-
trino is represented by the dotted white
line [12].
true particles produced in the primary vertices or from pileup and underlying events. The EmissT is then
estimated as:
~EmissT = −
∑
~pT
γ −
∑
~pT
j −
∑
~pT
τ −
∑
~pT
e −
∑
~pT
µ −
∑
~pT
soft−term (6.9)
This definition provides a complete measurement of the transverse momentum imbalance in the event
and its good reconstruction depends on the good measurement of all the measured objects inside an
event. Among all objects, jets and soft-terms are the contributions that can introduce an important
imbalance in the event, mainly due to their small pileup resilience and the uncertainty on their energy.
The main contribution to EmissT resolution come from jets calibration, mainly due to the absolute jet
energy scale determination (Figs. 6.3). On the other hand, for an optimal reconstruction of soft-terms, it
is important to take into account that a part of these deposits could come from pileup events. Several
strategies have been developed to reconstruct soft-terms, defined during Run I [13]. However, two of
these reconstructions are clearly the most important to focus on:
• Calorimeter-based soft-terms (CST):
The CST are reconstructed using calorimeter topoclusters transverse energy that could not be as-
sociated with any high pT object. These topoclusters (Section 4.1.2) are calibrated to LCW scale
given that most of these contributions come from hadronic events. This reconstruction has the
advantage to take into account the contribution from charged and neutral particles. On the other
hand, there is no association of these deposits with the hardest vertex due to the small accuracy
of the calorimeter pointing. In consequence, all deposits are included in the soft-terms. Contribu-
tions from pileup vertices are expected to be deposited isotropically in the detector so that pileup
contributions may balance in the vectorial sum of the final objects transverse momentum. This
was the standard EmissT reconstruction during Run I.
• Track-based soft-terms (TST):
These soft terms are reconstructed using well-reconstructed ID tracks not associated with any hard
object. These tracks must satisfy a pT ≥ 0.5 GeV and |η| < 2.5 and at least 7 hits in the silicon de-
tectors with less than 2 holes in the SCT or one hole in the pixel detector. Tracks must be associated
with the hardest vertex of the event. This association is achieved if the transverse impact param-
eter (d0) is less than 1.5 mm and that the transverse impact significance (d0/σ0) is less than 3. In
addition, tracks are excluded if they are within ∆R = 0.5 of an electron or a photon cluster, or
within ∆R = 0.2 of a hadronically-decaying tau-lepton. ID tracks from combined or segment-
tagged muons are replaced by a combined fit to the ID and MS tracks. Tracks associated with
jets using the ghost-association technique [14, 15] are removed, as well as tracks with momentum
uncertainties larger than 40% or not matched to any calorimeter deposit. Associating tracks to
the hardest primary vertex of the event allows to efficiently reject pileup tracks (associated with a
different vertex). This implies a stronger soft-term immunity against pileup, which motivates that
this is the standard EmissT reconstruction during Run II. In addition, when a pileup jet is further
rejected by requiring a JVT threshold to central jets (20 GeV < pT < 60 GeV, |η| < 2.4), the re-
lated tracks are reconstructed in the soft-terms in case that they are associated with the vertex of
the event. However, this is not the case in h → γγ and is introducing some biases on the EmissT
reconstruction, which are exposed in Section 6.4.
Another EmissT reconstruction can also be done based on tracks only, called Track-E
miss
T . The difference
with TST EmissT is that, in the former case, hard objects are not included in the reconstruction but only
their associated tracks. This induces some imbalance in final states where neutral objects are expected,
in particular photons, but allows reconstructing a very pileup resilient EmissT when leading particles are
charged.
The performance of the EmissT reconstruction is evaluated using Z → `−`++jets and W → `ν+jets sam-
ples. The Z → `−`+ sample final state is used to determine the performance each method in case
where no genuine EmissT is produced. Then, the size of the momentum imbalance helps to evaluate the
goodness of the reconstruction method. In addition, pileup resilience can also be evaluated using these
samples. On the other hand, W → `ν+jets serves to evaluate the linearity (Eq. 6.10) of the EmissT variable,
which is the relative difference between the reconstructed EmissT and the truth E
miss
T of the event on MC
samples.
Linearity =
EmissT,reco − EmissT,truth
EmissT,truth
(6.10)
These studies are performed selecting calibrated and isolated electrons with pT > 10 GeV, |η| < 2.47
without the crack region (1.37 < |η| < 1.52) and passing Medium identification requirements. Selected
muons pass |η| < 2.5 and medium selection criteria. Photons are selected if their pT 25 GeV and |η| <
2.37 without the crack region. Tight identification and isolation requirements are imposed to photon
collection. They are also required to present hits in the muon spectrometer and the inner detector. Muon
candidates with a large imbalance between the momentum measured by the ID and by the MS are
rejected.The acceptance is extended to cover the range 2.5 < |η| < 2.7 by allowing muons reconstructed
in the MS only, but with tightened requirements on the number of MS track hits. In addition, muons are
required to have pT greater than 10 GeV. Hadronically decaying τ−leptons are required to pass Medium
selection [16] and pT > 20 GeV and |η| < 2.5 without the crack region. Finally, jets are reconstructed
using the anti-kT algorithm with radius parameter R = 0.4 and calibrated to EM+JES scale [17]. They
are required to have pT > 20 GeV. In this study, TSTEmissT reconstruction scheme uses a JVT> 0.64 cut to
jets within the range 20 GeV < pT < 50 GeV, |η| < 2.4. Finally, jets are excluded if the overlap-removal
with a muon would reduce the apparent jet pT by more than 90%.
The distributions of EmissT using Z → µ−µ++jets are presented in Figures 6.11. Since no EmissT is ex-
pected, the best reconstruction scheme corresponds to the one presenting the smallest imbalance. EmissT
resolution is specially sensitive to the jets, as it can be observed. TST reconstruction is the most accu-
rate reconstruction when all jets are included while events with no jets present a similar performance
between Track-EmissT and TST. In both cases, CST presents a worse accuracy. Concerning the pileup
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Figure 6.11: EmissT distributions using CST, TST and Track-E
miss
T on Z → µ−µ+ MC samples (upper
plots) and comparison between TST EmissT in 2015 data (3.2 fb
−1) and MC. Upper left plot presents the
distributions considering all events and the upper right plot, considering events with no reconstructed
jet [18]. Bottom left plot presents the comparison between data and MC on Z → e−e+ final state and
bottom right plot, on Z → µ−µ+ final state [19].
resilience, Figure 6.12 presents the evolution of the EmissT resolution, encoded in the RMS of the E
miss
T
as a function of the number of primary vertices (NPV) in the event or the scalar sum (
∑
ET ), which is
defined in Equation 6.11.∑
ET =
∑
|pTγ |+
∑
|pTj|+
∑
|pTτ |+
∑
|pTe|+
∑
|pTµ|+
∑
|pTsoft−term| (6.11)
The number of primary vertices is a very dependent variable on the number of interactions per collision
as the
∑
ET which accounts for the activity in the event, i.e, the number of particles produced in the col-
lision. TST and Track-EmissT clearly present the most pileup resilient E
miss
T variable. TST-E
miss
T presents
the most performant variable in cases that all jets are included in the event. In case if events with no jets,
TST and Track-EmissT present a similar performance in the bulk of events, although Track-E
miss
T induces
larger tails than TST. The comparison between data and MC using TST reconstruction shows a good
agreement between data and MC.
The scale on the parallel axis to the hard object (in this case, the Z boson) transverse momentum and the
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Figure 6.12: Resolution (RMS) of the Emissx,y distributions using CST, TST and Track-EmissT on Z → µ−µ+
MC samples (upper plots) and comparison between TST EmissT in 2015 data (3.2 fb
−1) and MC. Resolu-
tion is presented as a function of the number of primary vertices in the event in the upper plots, either
considering all events (left) or events with no reconstructed jet (right) [18]. Bottom left plot presents
the comparison between data and MC on 0-jet events as a function of the NPV and
∑ |ET | using TST
reconstruction scheme, both for events Z → µ−µ+ [19].
linearity are variables to study the reconstruction of the EmissT . The scale is evaluated on the axis defined
by the transverse momentum of the Z boson. Figures 6.13 present a better performance of TST than the
other reconstruction algorithms. Therefore, due to its performance in estimating the correct magnitude
of EmissT and its pileup resilience, TST is the standard reconstruction algorithm in Run II. Distributions
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Figure 6.13: (Left) Scale of the EmissT on the axis defined by the transverse momentum of the Z boson
studied on Z → µ−µ+ MC samples as a function of pZT. (Right) linearity as a function of EmissT,truth on
W → µν MC events.
are presented in this section show the EmissT performance for Z → `+`− and W → µν events, where
the hardest vertex reconstructs the correct interaction vertex with a very high efficiency. However, in
h → γγ, this is not the case since the largest pT objects are photons, which leave no trace in the inner
detector compatible with a primary vertex in the beamline. EmissT calculation then needs to be optimized
for h→ γγ topologies.
6.4 EmissT reconstruction in h→ γγ events
6.4.1 Diphoton vertex identification
The beam spot position is determined with sub-millimeter accuracy in the transverse plane, while along
the z-axis the spread is about 5-6 cm due to the overlap of proton bunches inside the LHC. Exploit-
ing the longitudinal segmentation of the ATLAS EM calorimeter ("pointing") [20], one can locate the
interaction point in h → γγ decays within ∼ 2 cm, depending on the photon energy and impact point.
Combining this pointing technique with vertex information increase the correct Higgs production vertex
reconstruction.
A multivariate method has been developed to identify the Higgs vertex during Run II [21] based on a
boosted decision tree (BDT) [8] including the following variables:
• (zcommon − zvertex)/σz where zvertex is the position of the considered vertex on the z-axis and
zcommon, the weighted mean of the intersection of both photon trajectories on the beamline. These
trajectories are estimated by using calorimeter "pointing" information in the case of unconverted
and TRT-only converted photons or inner detector information for other types of converted pho-
tons, as explained in [20]. σz is the associated error.
• log10(
∑
pT ) and log10(
∑
p2T ) where
∑
pT is the scalar sum of the transverse momenta of all the
tracks associated with the vertex and
∑
p2T is the corresponding sum of squared transverse mo-
menta.
• ∆φ(pγγT ,
∑
~pT ) where pT is the sum of the vectorial tracks momenta associated with the primary
vertex and pγγT is the transverse momenta of the diphoton system. This variable is expected to
peak close to pi for the correct vertex choice in case of no real missing transverse momentum, and
to have a uniform distribution for pileup vertices.
This method evaluates the probability of the different vertices in the event to be the production vertex of
the Higgs candidate. The vertex with the highest probability is identified as the production Higgs vertex
and it is called in the following the diphoton vertex of the event. The performance of this method is esti-
mated on MC samples for the different production modes of the Higgs boson, exposed in Section 1.2.1.
Its efficiency to identify the truth Higgs production vertex is compared with the efficiency of the hardest
vertex technique. Table 6.1 presents the efficiency for the inclusive set of events and Figures 6.14, 6.15
and 6.16 present the identification efficiency as a function of the number of primary vertices, the number
of truth jets in the event and the diphoton system truth transverse momentum. There is a clear improve-
ment using the diphoton vertex reconstruction, except for topologies where large number of jets and/or
leptons are expected, such as ttH production. This is expected since in those cases, there are additional
particles associated with the production vertex that present large momenta tracks. At high pγγT , diphoton
vertex and hardest vertex tend to perform quite similarly, even if one may observe a better performance
of the hardest vertex in some cases. However, this difference is very small and it occurs in pγγT regions
with a lower number of events for example in the case of associated production.
Production mode Hardest vertex efficiency Diphoton vertex efficiency
Gluon fusion 57.5% 81.4%
Vector-boson fusion 74.7% 85.6%
Associated production (WH) 90.6 % 94.0%
Associated production (ZH) 84.1% 90.4%
Top-antitop production 99.7% 97.7 %
Bottom-antibottom production 55.6% 79.7%
Table 6.1: Identification efficiency of the Higgs boson production vertex using the hardest vertex or the
diphoton vertex.
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Figure 6.14: Truth Higgs boson production vertex identification efficiency using the diphoton or the
hardest vertex method. Efficiency is presented as a function of the number of primary vertices.
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Figure 6.15: Truth Higgs boson production vertex identification efficiency using the diphoton or the
hardest vertex method. Efficiency is presented as a function of the number of truth jets in the event.
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Figure 6.16: Truth Higgs boson production vertex identification efficiency using the diphoton or the
hardest vertex methods. Efficiency is presented as a function of the transverse momenta of the truth
diphoton system. Photons are previously matched as children of the truth Higgs boson.
6.4.2 EmissT performance in h→ γγ
The lower identification efficiency of the hardest vertex technique in h → γγ topologies introduce a
small bias in the TST EmissT calculation. In particular, this bias is introduced in the soft-terms and the
photon term. In the standard reconstruction, tracks entering the soft-terms must be associated with the
hardest vertex. In the case where the hardest vertex is not the diphoton vertex, this condition would
reject the tracks associated with the diphoton vertex and introduce tracks in the soft-terms coming from
a pileup vertex. A correction is then applied to the standard TST algorithm where tracks are required to
be associated with the diphoton vertex, not the hardest one. On the other hand, photon direction is by
default corrected to match the hardest vertex of the event. Although the energy of the photon does not
vary, ηγ varies and therefore pγT too. This affects the photon vectorial sum in Equation 6.9 and is then
corrected by recomputing ηγ with respect to the diphoton vertex.
TST EmissT performance is evaluated on h → γγ MC samples (using samples for ggF, VBF, Vh, tth and
bbh production modes) either using the diphoton or the hardest vertex of the event. The selection
applied to this performance study differs from the one explained in Section 6.3 in some aspects. h→ γγ
standard selection is applied on photons, by requiring two isolated photons passing the tight ID and
whose transverse momentum must be higher than 35 GeV( 25 GeV) for the most energetic (second
most energetic) photon. In addition, both photons must be found within |η| < 2.37 and present pγT >
0.35(0.25)mγγ . No change in the muons nor electrons selection criteria is applied. τ -leptons are not
reconstructed and they are included (if any) in the jet term of Equation 6.9 due to their expected low
production in h → γγ final state. Jets pT and |η| cuts are preserved. Most recent searches on JVT effect
on EmissT reconstruction lead to a different recommendation than the one exposed in Section 6.3, which
suggest to apply a JVT> 0.59 cut on central jets passing 20 GeV <pT < 60 GeV.
Two distributions indicate what is the most accurate reconstruction scheme. The first one is theEmissT dis-
tribution subtracted from truth information (Fig. 6.17). The best reconstruction scheme should present
values close to zero while values beyond or below indicate a bias on the EmissT reconstruction. In addi-
tion, the distribution of EmissT magnitude parallel to the diphoton system can help to understand if any
possible bias depends on any miscalibration in the diphoton system or due to any other effect (see for
instance Fig. 6.20). The strength of the TST reconstruction against pileup is studied using the resolution
plots on EmissT components on the x or y axes and checking that its slope as a function of the average
number of interactions per bunch crossing (〈µ〉) is as low as possible. If the slope approaches to zero, it
means that on average the resolution of the EmissT distribution is not affected by pileup. Finally, a bad
reconstruction method may also induce a bias in the direction of the EmissT . This bias can be studied ob-
serving the azimuthal angle between the transverse diphoton momentum and the EmissT . In topologies
where no genuineEmissT is expected, E
miss
T direction would tend to be random compared to the diphoton
system direction depending on statistical fluctuations of the underlying event or remaining pileup con-
tributions. When invisible particles are expected to be produced recoiling against the Higgs, as it is the
case of associated production V h or the tth production, then EmissT would tend to oppose the diphoton
system (∆φ ≈ pi).
6.4.3 EmissT magnitude reconstruction
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Figure 6.17: Reconstructed EmissT distributions substracted from truth information for different Higgs
production. TST reconstruction is compared if soft-terms are associated with the hardest vertex or the
diphoton vertex of the event.
Figures 6.17 present the distributions of TST EmissT estimated with regard to the hardest or the diphoton
vertex. Both reconstructions introduce a bias in the EmissT , but it can be clearly observed a better per-
formance of the diphoton vertex TST given that the distribution mean presents a smaller value than the
hardest vertex case, as seen in Tables 6.2 and 6.3. In addition, shorter tails and a better resolution can
be observed in diphoton EmissT distributions. Linearity plots in Figures 6.19 indicate that the diphoton
vertexEmissT performs better than hardest vertex TST when low truthE
miss
T values are expected. This can
be observed by the mean value of the linearity, which tends to be closer to zero than the hardest vertex
TST EmissT at E
miss
T,truth < 10 GeV for all production modes except tth. However, there is no such effect
at larger EmissT,truth. This bias can also be observed in the scale evolution as a function of the diphoton
system transverse momentum, shown in Figures 6.20. These distributions are only presented for gluon
fusion and vector-boson fusion samples given that they are the production modes for which no EmissT,truth
is expected and potential biases can be more clearly measured. A linear decreasing bias is observed for
pγγT < 25 GeV in the gluon fusion production mode. This negative slope is explained by the fact that a
pT > 20 GeV cut is applied on jets. Typically, ggF Higgs production would present soft-radiation recoil-
ing against the diphoton system (Fig. 6.18). At low pγγT this soft-radiation would present very small pT
values and therefore it is very likely that these contributions are not associated with any jet, thus they
are reconstructed in soft-terms. This bias increases with pγγT , given that no other particles are produced
and the soft-recoil should increase at larger pγγT . This bias is reduced where the recoiling jets would
present already larger transverse momentum, as seen around pγγT > 25 GeV. At p
γγ
T > 40 GeV, the bias
stabilizes, which indicate that it is due to the reconstruction itself. In conclusion, the TST soft-terms
computed with tracks associated with the diphoton vertex allow a better reconstruction of the EmissT
magnitude than hardest vertex soft-terms.
g
g
H
g
Figure 6.18: Feynman diagram of ggF Higgs production including soft-radiation from tt loop that could
be rejected by jet selection cuts and introduce a bias in EmissT .
Mean of the EmissT distribution.
Production mode Hardest vertex [GeV] Diphoton vertex [GeV]
Gluon fusion 22.32 ± 0.03 19.74 ± 0.03
Vector-boson fusion 22.38 ± 0.04 21.72 ± 0.04
Associated production (WH) 14.12 ± 0.10 13.71 ± 0.10
Associated production (ZH) 14.97 ± 0.10 14.38 ± 0.10
Top-antitop production 12.83 ± 0.33 13.48 ±0.34
Bottom-antibottom production 22.10 ± 0.64 20.44 ± 0.64
Table 6.2: Mean of theEmissT distribution for the different Higgs production modes. Values are compared
between diphoton vertex TST or hardest vertex TST. Both mean values are significantly different within
their error intervals.
6.4.4 EmissT pileup resilience
Figures 6.21 present theEmissT resolution obtained using diphoton vertex or hardest vertex TST technique
versus 〈µ〉 It can be observed a general improvement of the resolution if diphoton TST method is used,
except for tth production mode. Concerning the pileup resilience, the slopes of these distributions are
RMS of the EmissT distribution.
Production mode Hardest vertex [GeV] Diphoton vertex [GeV]
Gluon fusion 19.73 ± 0.02 18.29 ± 0.02
Vector-boson fusion 20.53 ±0.03 20.05 ± 0.03
Associated production (WH) 21.33 ± 0.07 21.21 ± 0.07
Associated production (ZH) 21.34 ± 0.07 21.05 ± 0.07
Top-antitop production 27.92 ± 0.23 28.76 ±0.24
Bottom-antibottom production 20.34 ± 0.08 20.35 ±0.08
Table 6.3: RMS of the EmissT distribution for the different Higgs production modes. Values are compared
between diphoton vertex TST or hardest vertex TST. Both mean values are significantly different within
their error intervals.
presented in Table 6.4. They tend to be larger for the hardest vertex TST except in tth production mode,
which indicates a better performance for the diphoton vertex against pileup, as expected. On the other
Slope of the EmissT resolution vs < µ > distribution.
Production mode Hardest vertex Diphoton vertex
Gluon fusion 0.746 ± 0.005 0.661 ± 0.005
Vector-boson fusion 0.639 ± 0.007 0.598 ± 0.007
Associated production (WH) 0.360 ± 0.033 0.350 ± 0.034
Associated production (ZH) 0.394± 0.030 0.362± 0.030
Top-antitop production 0.285± 0.060 0.291± 0.062
Bottom-antibottom production 0.780± 0.019 0.716± 0.018
Table 6.4: Slope of the EmissT resolution vs the average interaction versus the bunch crossing (< µ >) for
different Higgs production modes. Values are compared between diphoton vertex TST or hardest vertex
TST.
hand, default JVT cut for TST reconstruction is set to 0.59. Other values could induce a better pileup
resilience in h→ γγ events. Different JVT thresholds have been tested on simulated samples of ggF and
VBF production modes. It can be observed on Figures 6.22 a very limited effect on the resolution slope
if other working points were used. Thus, the default Jvt threshold of 0.59 is considered in the following
for reconstructing TST EmissT .
6.4.5 EmissT direction
The angle between the diphoton transverse momentum and the EmissT for dominant Higgs production
modes is presented in Figures 6.23. For topologies where no EmissT,truth is expected, such as ggF and VBF,
one expects the same number of events for all possible values of the azimuthal angle. However, it is
observed in both distributions a bias using both diphoton and hardest vertex angle. A clear peak around
∆φ ≈ pi is observed in both distributions which indicate a bias of the TST reconstruction. In addition, the
VBF distribution presents another peak around ∆φ ≈ 0. For samples where genuineEmissT,truth is expected,
diphoton vertex presents a peaked distribution around ∆φ ≈ pi as expected. However, the performance
on ggF or VBF does not allow to fully determine which method reconstructs the best the EmissT direction.
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The discovery of a particle consistent with a Standard Model (SM) Higgs boson in 2012 by the ATLAS [1]
and CMS [2] collaborations has opened up new possibilities in searches for physics beyond the SM
(BSM). The analysis presented here examines the case when a significant missing transverse momentum
is produced in association with a Higgs boson. The Higgs boson decay into two photons is chosen to
benefit from the high-resolution measurements of photons, which leads to a more precise Higgs mass
reconstruction. This allows fighting against background contributions. This search is performed using
full 2015-2016 ATLAS dataset of 36.1 fb−1 collected at
√
s = 13 TeV. Events passing selection criteria
are classified into several categories in order to increase the sensitivity of the analysis to observe BSM
phenomena. Signal yields from the benchmark models are then estimated through a fit of the data mγγ
spectrum in the different categories around the SM Higgs boson mass (mγγ = 125.09 GeV). As it will
be explained later, the DM simplified models signal yields are estimated by fitting one of the categories
while heavy scalar signal yields are deduced from a fit in all categories. All these details concerning the
analysis may be found in Ref. [3].
The optimization and the interpretation of the analysis results is based on the three models explained
in Section 1.5 (Z ′B , Z
′-2HDM and heavy scalar models). This is chapter is organized as follows: data
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collection and simulation procedure are described in Section 7.1. In Section 7.2, object and event selection
are detailed. In Section 7.3, a complete description of the event categorization is presented. In Section 7.4,
signal and background parametrization are explained. Main theoretical and experimental systematics
are shown in Section 7.5. Results for this search are presented in Section 7.6. Finally, Section 7.7 compares
the final results in h → γγ channel with most recent results from ATLAS h → bb¯ and CMS h → γγ
channels.
7.1 Data and simulated samples
The analysis uses pp collision data with a bunch crossing interval of 25 ns, collected in 2015 and 2016
at
√
s = 13 TeV with the ATLAS detector (Chapter 2). Only events that were recorded when relevant
detector components were functioning properly are considered. Events are collected using a diphoton
trigger (Section 2.2.5) requiring two reconstructed photon candidates with transverse energies of at least
35 and 25 GeV for the ET-ordered leading and sub-leading photons, respectively. In addition, a loose
online identification criteria must be satisfied by those photons. The trigger efficiency with respect to the
offline-reconstructed photons is 99% using the same method as described in Ref. [4]. The data sample
corresponds to an integrated luminosity of 36.1 fb−1.
Simulation of signal and background processes are used to optimize the selection criteria, evaluate un-
certainties and study the shape of the signal and background (mγγ) distribution, although the final
statistical analysis uses data-driven normalization to extract background contribution. In this search for
DM particles, three signal model are simulated for different values of their parameters of interest, as
explained in Section 1.5. The dominant backgrounds are resonant SM h → γγ, and non-resonant γγ,
γ+jet, Wγ, Zγ, Wγγ and Zγγ productions.
7.1.1 Signal samples
Signal events fromZ ′B ,Z
′-2HDM, and the heavy-scalar models are generated using MADGRAPH 5_aMC@NLO
2.2.3 [5] at leading order (LO) in QCD using the NNPDF3.0LO [6] parton distribution function (PDF)
sets. Parton showering and hadronization are handled by the PYTHIA 8 [7] event generator with the
A14 [8] set of tuned parameters (tune), using the NNPDF2.3LO PDF sets [9].
• Simulation of heavy-scalar model
For the heavy-scalar model, events are generated for different values of mH in steps of 10 GeV in
the interval 260 ≤ mH ≤ 270 GeV and 300 ≤ mH ≤ 350 GeV and in steps of 5 GeV in the interval
270 ≤mH ≤ 300 GeV for mχ = 50, 60 GeV.
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Figure 7.1: Heavy scalar model comparison for several mass points in the [mH mχ ] plane.
Given that the heavy-scalar model predicts the production of the heavy-scalar intermediate state
through gluon-fusion mediated by an effective coupling of type βgκSMhgg (Section 1.5), simulated
samples are normalized using the cross-sections of the ggF SM Higgs like particle at the same
mass at NNLO+NNLL.
• Simulation of Z ′B model
MC samples for the Z ′B model are generated assuming a DM mass mχ between 1 to 1000 GeV
and a range of mediator masses mZ′B from 1 to 2000 GeV. Figures 7.2 show that the larger is the
simulated mZ′B the wider are the p
γγ
T and E
miss
T distributions for a fixed mass of the dark matter
particle. In addition, azimuthal angular distance ∆φ(γ1, γ2) between the two leading photons tend
to be reduced as higher mZ′B , following a more back-to-back configuration between the diphoton
system and EmissT . This highlights a more boosted topology at higher mZ′B . On the other hand, an
increase of mχ also tend to boost two both photons, as it could be expected due to the increasing
recoil against the Higgs particle. It needs to be noticed that off-shell Z ′B configurations show
less dependent kinematic distributions on mZ′ than on-shell ones. The Z ′B model samples are
normalized to the LO cross-sections predicted by MADGRAPH 5_aMC@NLO 2.2.3.
• Simulation of Z ′−2HDM model
Similarly, the MC samples for the Z ′-2HDM model are generated for ranges of the mediator mass
mZ′ = 400 to 1400 GeV and pseudoscalar boson mass mA0 = 200 to 800 GeV for which the search
is sensitive with the present dataset. Due to the required on-shell decay of the A0 boson, kinematic
distributions in this model are different in Z ′B . In particular, they tend to present higher E
miss
T and
pγγT and therefore, high cuts on E
miss
T induce a larger discriminant power for this model than for
Z ′B one. Kinematics is dependent on the mZ′ -mA0 difference. The smaller this difference is, the
harder EmissT and p
γγ
T and the less boosted diphoton system. In general, a significant fraction of
events is present at EmissT > 100 GeV although this could be different for mZ′ < 600 GeV, given
that EmissT is reduced at lower mZ′ and mA0 . In this region of the parameter space, E
miss
T and
pγγT can present similar shapes as if they were produced by the heavy-scalar model [10]. Dedicated
studies are performed in the Appendix B demonstrating that, despite the similarities between both
models, kinematics distributions disagree and therefore they are treated as two separate models
interesting to consider. The Z ′B model samples are normalized to the LO cross-sections predicted
by MADGRAPH 5_aMC@NLO 2.2.3.
Detector effects are simulated using a fast-simulation of the ATLAS detector, developed inside the AT-
LAS collaboration and known as AtlFastII [11]. Pileup effects are also included in the simulation by
overlaying generated events with a minimum-bias sample produced using PYTHIA 8 and EvtGen [12]
with the MSTW2008LO PDF sets and the A2 [13] tune.
7.1.2 Resonant background samples
The resonant background is associated with all the Standard Model production processes with a Higgs
boson h in the final state as detailed in Section 1.2.1. These samples are normalized to the cross-sections
presented in Table 1.3, calculated up to high orders of QCD. Different generators are specialized to
simulate each Higgs production sample with the highest possible precision:
• Gluon-gluon fusion (ggF) process is the dominant production of the SM Higgs atmh = 125.09 GeV.
The ggF sample is generated by POWHEG-BOX 2 [14, 15, 16, 17] at next-to-leading order in QCD
and interfaced to PYTHIA 8 with the AZNLO [18] tune and the CT10 PDF set [19]. This contribution
dominates the resonant background when no requirement is applied on EmissT . A fake imbalance
may be created in the total transverse momentum sum mainly due to jet and soft-terms mismea-
surements. A significant number of events present low and intermediate EmissT values, implying
the dominance of this process also in categories where intermediate EmissT values are scanned.
Besides, the ggF contribution becomes a secondary contribution to resonant background at large
values of EmissT . However, this constitutes an irreducible background.
• Vector-boson fusion (VBF) process is the second dominant production mode of the SM Higgs,
with two forward jets in the final state. The VBF sample is generated by POWHEG-BOX 2 [14, 15,
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Figure 7.2: Z ′B model comparison for several mass points in the [mZ′B mχ] plane (gq = 1/3, gDM = 1
and sinθ = 0.3). Left column: comparison for a fixed mχ. Right column: comparison for a fixed mZ′B .
The two rows on the top present the pγγT and E
miss
T distributions for different simulated samples. It can
be observed that at larger mZ′B and mχ, both distributions tend to higher values. Concerning the two
bottom rows, they present the angular azimuthal difference between the two photons direction and the
diphoton system and the EmissT . It can be observed that at larger mZ′B and mχ, the former distribution
tend to peak at values closer to zero, indicating that both photons are closer (more boosted). This is
not the case however, while mZ′B & mχ, in which case both photons tend to be separated given that
the intermediate h momentum should not be high. The latter present lower number of events in the
central region and a more defined peak at pi at larger mZ′B and mχ difference, which indicates a larger
back-to-back topology between the γγ and the χχ¯ systems.
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Figure 7.3: Z ′-2HDM comparison for several mass points in the [mZ′ mA0 ] plane (gZ′ = 0.8, tanβ = 1.0
and mχ = 100GeV) Left column: comparison for a fixed mA0 . Right column: comparison for a fixed
mZ′ . The two rows on the top present the p
γγ
T and E
miss
T distributions for different simulated samples. It
can be observed that at larger mZ′ -mA0 difference, harder are the kinematic distributions. Concerning
the two bottom rows, they present the angular azimuthal difference between the two photons direction
and the diphoton system and the EmissT . It can be observed that at largermZ′ -mA0 difference, the former
distribution tend to peak at values closer to zero, indicating that both photons are closer (more boosted).
The latter present lower number of events in the central region and a more defined peak at pi at larger
mZ′ -mA0 difference, which indicates a larger back-to-back topology between the γγ and the χχ¯ systems.
16, 17] interfaced to PYTHIA 8 with the AZNLO [18] tune and the CT10 PDF set [19], as the ggF
sample. Similarly to the ggF contribution, its EmissT is mainly due to fake contributions. It also
constitutes the irreducible background of the present search.
• Associated production (V h) process , where V stands for W or Z bosons, corresponds to another
important Higgs production mode, being the dominant source of background at high values of
EmissT of the present analysis. This contribution has two initial state configurations: gluon-fusion
(gg → Zh) or quark annihilation (qq → V h). Quark annihilation samples are generated using
PYTHIA 8 with the A14 tune and the NNPDF2.3LO PDF set. Gluon-fusion production is generated
instead using POWHEG-BOX 2 with NNPDF3.0 due to the presence of a quark-loop, which is not
correctly handled by PYTHIA 8. In this case, parton shower is performed with PYTHIA 8 with
AZNLO tune. Figure 7.4 shows a comparison of the expected differential cross-sections between
both production modes, as presented in [20], where simulations are performed using MADGRAPH
5_aMC@NLO. Inclusive (hadronic and leptonic) vector-boson decays are considered. In this case,
(a) (b)
Figure 7.4: Comparison between qq → Zh and gg → Zh production [20]. gg → Zh process tend
to present higher production rate at larger values of (a) mZh and (b) pHT , mainly due to the present
of soft-QCD radiation (from the quark-loop or the colliding gluons) recoiling against the Higgs. Both
contributions presented in these figures are generated at NLO+PS.
the leptonic decay channel is a reducible background for the DM search that can be removed
by applying a lepton veto to the event. The other contributions are included in the irreducible
background.
• Top-antitop (tth) production. The tth events are generated withMADGRAPH 5_aMC@NLO 2.2.3 [5]
interfaced to PYTHIA 8 with the NNPDF3.0LO [6] PDF set. The contribution of this sample is neg-
ligible in front of the other production modes, at low-EmissT regions, mainly due to its small cross-
section. However, in high-EmissT regions, this contribution may become larger than production
modes where no genuine DM is expected, e.g. ggF and VBF, due to the possible production of
neutrinos from W boson leptonic decays issued from the t-quark decay.
• Bottom-antibottom (bbh) production. The sample of bbh is generated by MADGRAPH 5_aMC@NLO
2.2.3 interfaced to PYTHIA 8 with the A14 tune and the NNPDF2.3LO PDF set. The contribution of
this sample is negligible with respect to the other Higgs production modes due to its low expected
cross-section.
Detector effects are implemented using a full simulation [11] of the ATLAS detector using Geant4 [21].
This procedure has the advantage of performing a more accurate simulation of the particles interaction
with the detector compared to AtlFastII. This accuracy is needed at least on the SM Higgs samples,
provided that they are the most important irreducible background contributions and no background
shape nor normalization can be directly extracted from data. In addition, pileup effects are also included
using the same method than for signal samples.
7.1.3 Non-resonant background samples
Non-resonant background is composed of all processes that are or mimic events with two photons
in the final state but that are not expected to provide a resonant structure in the mγγ spectrum. In
h → γγ searches, these backgrounds can be determined by fitting the sidebands of the mγγ spectrum (
[105, 120]
⋃
[130, 160]GeV) Section 7.4 around the Higgs resonance. However, the parametrization of the
background is performed using MC samples to allow a subsequent study of the systematic uncertainties:
• Diphoton background (γγ)
Diphoton production is the dominant source of background at low and intermediate EmissT regions
due to its high cross-section and to the high efficiency of these backgrounds to pass selection the
analysis selection (see Section 7.2.2). At large EmissT , its contribution is very limited since no non-
interacting recoiling particle is produced in this process, where EmissT only results from experimen-
tal effects. Large EmissT is generated from misidentification of pileup jets or by mismeasurement of
the photons energy or EmissT soft-terms. Samples are simulated using SHERPA 2.1.1 [22] with CT10
tuning. Matrix elements are calculated with up to three hard partons at LO and merged with the
SHERPA parton shower [23] using the ME+PS@LO prescription [24]. The CT10 PDF set is used
in conjunction with a dedicated parton shower tuning developed by SHERPA authors. The main
Feynman diagrams of this process are presented in Fig. 7.5:
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Figure 7.5: Dominant Feynman diagrams of the γγ background.
• γ+jet background
This process is the second dominant contribution of the SM non-resonant background. It is due
to the misidentification of a hard-jet in the event as a photon, thus representing the first reducible
background. In contrast to irreducible γγ background, its relative contribution is expected to in-
crease at larger EmissT since a misidentification of the hard jet as a photon would induce an im-
balance in the final pT sum due to the miscalibration of the jet. Simulated samples are produced
using PYTHIA 8 together with the NNPDF23 at LO and A14 tune. The main processes diagram are
shown in Fig 7.6
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Figure 7.6: Dominant Feynman diagrams of the γj background.
• V γγ and V γ
These reducible backgrounds are generated using SHERPA 2.1.1 with CT10 PDF set. The V γ contri-
bution comes from the misidentification of one of the electrons from the vector boson reconstructed
as a photon due to track reconstruction inefficiency. Their contribution at low and intermediate
EmissT is negligible, accounting for less than 1 % of the total background. Instead, at high E
miss
T ,
neutrino decays of the Z boson and the leptonic decays of the W boson imply that these processes
become non-negligible, since γγ and γ+jet contributions drastically decrease in that region. Their
leading order diagrams are shown in Fig 7.7:
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Figure 7.7: Dominant Feynman diagrams of the V γ(a,b) and V γγ (c) backgrounds.
• Other background samples
Other possible background samples contributing to these final states are the dijet (jj) process,
Drell-Yan and the ttγ processes. These backgrounds are simulated due their low expected rate at
intermediate and high EmissT regions, although they are present in the collected data.
Diphoton sample is passed to AtlFast II for fast-simulation and γ+jet, Vγ and Vγγ samples are recon-
structed using full detector simulation. Pileup effects are simulated according to the procedure used for
SM Higgs samples.
7.2 Event reconstruction and selection
In each event, the observed final state is reconstructed from physics objects (photons, leptons, jets and
EmissT ) which are built combining the related measurements provided by the various subdetectors of the
ATLAS experiment. Object reconstruction, identification and calibration procedures are described in
Chapter 4 and Chapter 6.
7.2.1 Event reconstruction and pre-selection
The event reconstruction and pre-selection applied in this analysis corresponds to the common selection
criteria used in the ATLAS h → γγ group. Tight identification criteria are applied to photons, which
constitute the main objects of the selection, while looser selection criteria are applied to electrons, muons
and jets.
Reconstructed photons are required to pass tight identification criteria. In addition, photons are consid-
ered if they satisfy ET > 25 GeV and |η| < 2.37 excluding the electromagnetic calorimeter “crack”
region (1.37 < |η| < 1.52), which leads to an identification efficiency of 85%, as presented in Sec-
tion 4.3.2. Tight isolation criteria is also required, considering a ET dependent calorimetric isolation
topoetcone20 < 0.065 ET (Section 4.4.1) and a track isolation ptcone< 0.05 ET (Section 4.4.2). This iso-
lation criterion leads to an overall 82%-90% efficiency on SM Higgs production modes, evaluated on
simulated MC samples [25].
Electrons are required to satisfy |η| < 2.47, excluding the EM calorimeter transition region 1.37 < |η| <
1.52, and to have pT > 10 GeV. The LH Medium criteria (Section 4.3.1) is applied, providing an iden-
tification efficiency from 85% to 95% as a function of ET [26]. Loose calorimeter and track isolation
requirements are applied to electrons. The combined efficiency in the inclusive diphoton sample of the
isolation requirements is 98% [27].
Muons are required to have pT > 10 GeV and |η| < 2.7 [28]. The muon candidates are also required to
pass calorimeter and track isolation criteria which lead on overall to a muon identification efficiency of
96% [29]. The combined isolation efficiency is between 95% to 99% as a function of pT from 25 GeV to
60 GeV [29].
The diphoton primary vertex is selected according to Section 6.4.1. Photon pseudorapidity and pT (p
γ
T =
Eγ/coshηγ) are recalculated with respect to the diphoton vertex. In addition, electron and muon tracks
are required to be compatible as originating from the diphoton vertex, by requiring that their track
transverse impact parameter significance (|d0|/σd0 ) with respect to the diphoton primary vertex, is less
than 5.0 for electrons and 3.0 for muons. Furthermore, their longitudinal impact parameter z0 must
satisfy |z0| sin θ < 0.5 mm, where θ is the polar angle of the track with respect to the beamline at the
vertex.
Jets are reconstructed from three-dimensional topological clusters using the anti-kt algorithm [30] with
a radius parameter of R = 0.4. They are initially calibrated at the electromagnetic scale and are recali-
brated using the process explained in Section 6.1. Jets are required to have pT > 25 GeV and |η| < 4.4.
In addition, jets within |η| < 2.4 and pT < 60 GeV must pass a JVT > 0.59, which dedicated studies in
[31] demonstrated to allow the proper identification of 92% of all hard-jets on average.
EmissT is reconstructed using the TST reconstruction scheme, as discussed in Section 6.3. Selected pho-
tons, electrons and muons are included in this calculation. Jets are included if pT > 20 GeV and |η| < 4.4.
Soft-terms are reconstructed from tracks associated with the primary vertex. Central jets (|η| < 2.4 and
pT < 60 GeV) and not passing the JVT condition (JVT > 0.59) are included in the soft-term calculation.
Finally, an overlap removal after EmissT calculation is applied on selected objects to remove possible
particle misidentification. Candidate electrons, muons or jets are removed if they are found within a
cone of ∆R = 0.4 around a photon candidate. In addition, jets are removed if they are found within a
cone of ∆R = 0.2 around an electron candidate, and electrons and muons are removed if they are found
inside a cone of size ∆R = 0.4 around a jet.
7.2.2 Event selection
Pairs of photons are combined to form Higgs boson candidates used in the analysis. From these sam-
ple, only events that were recorded when relevant detector components were functioning properly, are
considered. Selection requirements are further applied to photon pairs to increase the selection of good
event candidates:
• Events are collected using a diphoton trigger requiring two reconstructed photon candidates with
transverse energies (ET) of at least 35 and 25 GeV for the ET-ordered leading and sub-leading
photons, respectively. In addition, a loose online identification criteria (Section 2.2.5) must be
satisfied by those photons. The trigger efficiency with respect to the offline-reconstructed photons
is 99% using the same method as described in Ref. [4].
• Diphoton candidates are further required to present an invariant mass within the range 105 GeV <
mγγ < 160 GeV, where mγγ is the invariant mass of the two selected photons and is calculated
assuming that the photons originate from the common diphoton primary vertex. Ths cut allows a
fit of themγγ where background is constraint on the sidebands and signal is searched in the region
of interest, usually fixed to 120 GeV < mγγ < 130 GeV.
• Both photons issued from a Higgs decay tend to present momentum distributions at larger pT than
other SM processes. The leading and sub-leading photon candidates are then requested to fulfill
EγT/mγγ > 0.35 and 0.25, respectively.
In addition, quality criteria are applied to the jets, and events with jets consistent with noise in the
calorimeter or non-collision backgrounds are vetoed [32].
7.3 Categorization
Events passing the selection criteria are further divided into categories optimizing the possibility of find-
ing signals predicted by each model, in order to allow an increase of sensitivity to a possible excess from
heavy-scalar or Mono-Higgs signals in the intermediate (∼ 50 GeV) and large EmissT (> 90 GeV) regions.
As explained in Sections 1.5 and 7.1,the heavy-scalar spectra of EmissT and p
γγ
T are typically shifted to
smaller values, thus this interpretation is more sensitive to excesses in events with intermediate EmissT
although it presents also a significant number of events at large EmissT . In contrast, Z
′
B and Z
′-2HDM
models only predict a significant DM production at high values ofEmissT and p
γγ
T . Intermediate and large
EmissT regions are categorized using the heavy-scalar model since they present a sizeable sensitivity in
all regions. However, the very high EmissT region is categorized using the Mono-Higgs signal samples
given that the sensitivity of these models is much higher than the heavy-scalar ones. The definition and
optimization of these categories is tightly related to the analysis strategy described in Section 7.4.Z ′B and
Z ′-2HDM like excesses are tested by performing fits only to the high EmissT category, while the heavy-
scalar like signals are tested using a simultaneous fit of all the categories.
7.3.1 Optimization of the Mono-Higgs category
Topologies in Z ′B and Z
′-2HDM models tend to present a higher event rate at large values of EmissT and
pγγT . Oppositely, γγ, γ+jet, ggF and VBF Higgs backgrounds present lower rates at higher values of
EmissT , thus a variable related to E
miss
T is used in the categorization in order to reduce the contribution of
these backgrounds. On the other hand, contributions from Zh, Wh, tth, V γ and V γγ are backgrounds
that would present true production of invisible particles and would increase their relative contribution
at larger EmissT values. In Run I analysis [33], E
miss
T > 90GeV and p
γγ
T > 90GeV criteria were applied.
This threshold was enlarged using 3.2 fb−1 to 100 GeV for both variables.
With higher statistics during 2016, the EmissT variable was substituted by SEmissT variable (Eq. 7.1):
SEmissT =
EmissT√∑ |ET| (7.1)
The reason for this change is the higher pileup resilience obtained for SEmissT (Fig. 7.8.right), mainly due to
the introduction of
∑ |ET|. This variable stands for the scalar sum of the transverse momentum of all the
objects used in the EmissT calculation (electrons, photons, muons, jets and soft-terms). Events with large
pileup activity, and therefore with a significant fakeEmissT , also present large
∑ |ET|, leading to a reduced
SEmissT . On the other hand, events with genuine E
miss
T do not necessarily present a large
∑ |ET|, thus
SEmissT tends to increase. A cut in SEmissT is then very useful to reject fake E
miss
T backgrounds(Fig. 7.8.left).
Other variables have been scanned aiming to get the highest possible significance for each model for all
simulated points in the [mZ′ ,mχ(mA0 )]. Three possible variables are defined:
• Angular distance between diphoton system and EmissT (∆φ(p
γγ
T , E
miss
T ))
The importance of this variable lies that in boosted topologies, as when dark matter is produced,
the diphoton system and EmissT tend to be back-to-back. Then, a cut at values of the ∆φ(p
γγ
T , E
miss
T )
close to pi could increase the expected significance with respect to the previous categorization. In
]GeV[
T
missE
S
0 2 4 6 8 10 12 14 16 18 20
Ev
en
ts
2−10
1−10
 significanceT
miss
 E
 = 150 GeVχ=500 GeV, mBZ' model, mBZ' γγ → h → ggF SM Higgs sample: g g
>µ<
0 5 10 15 20 25 30 35 40
 
R
es
ol
ut
io
n 
[G
eV
]
m
is
s
TE
25
30
35
40
45
50
55
60
 h (ggF)→pp
 resolutionmissTE
 resolutionmiss
TE
S
]
G
eV
 
R
es
ol
ut
io
n 
[
m
is
s
TES
0
5
10
15
20
25
30
35
40
Figure 7.8: Left plot: SEmissT distributions comparing events from aZ
′
B simulated sample (mZ′B= 500 GeV
and mχ = 150 GeV) against events from the ggF SM Higgs simulated sample. It can be observed the
discriminating power of this variable between samples presenting genuine EmissT (Z
′
B sample) or fake
EmissT (ggF sample). Right plot: comparison of the SEmissT and E
miss
T resolution dependence in a ggF SM
Higgs sample, where fake EmissT is expected. Arbitrary units are used given that the aim of this plot is to
compare the slope both distributions. It can be observed a higher pileup resilience of the SEmissT variable
than the EmissT .
addition, it could be possible to observe the effect of this variable for different generated sam-
ples, as this effect would become more important with increasing mχ for the Z ′B and at increasing
mA0 for the Z ′-2HDM model.
• Angular distance between all reconstructed objects and EmissT (∆φ(HT, E
miss
T ))
The choice of this variable, defined in Eq. 7.3, is motivated by the fact that the most imprecise
contribution inEmissT calculation are the soft-terms. Soft-terms are estimated from tracks associated
with the primary vertex but not associated with any object in the event. This increases EmissT
pileup immunity by not including low energy deposits in the calorimeter because they cannot
be associated with any primary vertex. However, this feature also induces an imbalance in the
total transverse momentum of the event due to the lack of neutral particle contribution. This
fake EmissT is expected to present a back-to-back direction with all the system defined by all the
objects in the event. On the other hand, events with a miscalibrated jet or photon are expected
to present flatter distributions. Events with genuine EmissT are also expected to peak at pi like in
the ∆φ(pγγT , E
miss
T ) distribution although HT is much more correlated with E
miss
T than p
γγ
T which
leads to distributions peaking around pi and rapidly decreasing towards 0.
−→
HT =
RecoObj∑
i
−→pTi =
∑−→pTγ +∑−→pTj +∑−→pTe +∑−→pTµ (7.2)
∆φ(
−→
HT,
−→
ET
miss) = ∆φ
(
RecoObj∑
i
−→pTi,−→ETmiss
)
(7.3)
• Number of leptons in the event
Wh,Wγ andWγγ backgrounds are important at highEmissT since at least one neutrino is produced
in the event. However, a lepton is also produced. A lepton veto can the remove these backgrounds
and significantly increase our sensitivity of the analysis in high EmissT categories.
The distributions of these three variables are presented in Fig. 7.9. The number of leptons in the event is
split into the number of electrons and muons. It can be observed that angular variables ∆φ(pγγT , E
miss
T )
and ∆φ(HT, EmissT ) can be used to reject background if a cut of ∆φ & 2. Concerning the number of
leptons, Z ′B and Z
′-2HDM models tend to present very reduced fraction of events with leptons in com-
parison with respect to the background. Then, indeed, a lepton veto could increase the sensitivity.
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Figure 7.9: Distributions of the ∆φ(pγγT , E
miss
T ) (top-left), ∆φ(HT, E
miss
T ) (top-right), Ne (bottom-left) and
Nµ (bottom-right) based on simulated samples for signal models, SM Higgs models and non-resonant
background.
Expected significance are estimated using Eq. 7.4 [34] with S being the expected number of signal events
andB the expected background events. pγγT , ∆φ(p
γγ
T , E
miss
T ) or ∆φ(HT, E
miss
T ) are tested for different cuts
in SEmissT . The cuts in these variables must leave a reasonable number of background events in the final
sample given that non-resonant background on the signal region is estimated by a direct fit on the mγγ
sidebands, as explained later in Section 7.4. Thus, only cuts allowing at the end at least N side−band > 10
in the sidebands are considered.
Z =
√
2(S +B)ln(1 + S/B)− 2S (7.4)
Figures 7.10– 7.15 present the results of this optimization study for different masses ofmZ′ andmχ(mA0).
In theZ ′-2HDM samplemZ′ = 400 GeV andmA0 = 200 GeV as well as forZ ′B models, best-significance
is achieved at values of SEmissT > 7
√
GeV. These plots show that categorization using ∆φ(HT, EmissT ) or
∆φ(pγγT , E
miss
T ) are usually less optimal than using p
γγ
T . Additionally, lepton veto induces a general
improvement in the significance, as it can be observed in Table 7.1. The Mono-Higgs optimal then
category requires events with no reconstructed lepton and that pass SEmissT > 7
√
GeV, pγγT > 90GeV.
This category is called in the following the "Mono-Higgs" category and provides a significant discovery
power for all simulated signals from both models, Z ′B and Z
′-2HDM.
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Figure 7.10: Significance scan for various masses of the Z ′B boson and DM particle depending on the
SEmissT and p
γγ
T variables for the Z
′
B model. Event weights are applied and signal and background sam-
ples are scaled to their corresponding cross-sections or purity (γγ and γ+jet).
Table 7.1: Best significance for few benchmark samples of Z ′-2HDM and Z ′B models. Values in paren-
theses correspond to best significance vetoing leptons in the event.
Sample pγγT ∆φ(p
γγ
T , E
miss
T ) ∆φ(HT, E
miss
T )
Z ′-2HDM mZ′ = 400 GeV, mA0 = 200 GeV 5.06 (5.32) 3.68 (3.77) 2.75 (2.81)
Z ′-2HDM mZ′ = 1000 GeV, mA0 = 200 GeV 6.66 (6.65) 6.54 (6.54) 6.46 (6.52)
Z ′-2HDM mZ′ = 1200 GeV, mA0 = 600 GeV 0.23 (0.23) 0.23 (0.23) 0.23 (0.23)
Z ′B mZ′B = 10 GeV, mχ = 1 GeV 2.20 (2.28) 2.19 (2.22) 1.83 (1.96)
Z ′B mZ′B = 100 GeV, mχ = 10 GeV 2.55 (2.64) 2.48 (2.52) 2.05 (2.18)
Z ′B mZ′B = 500 GeV, mχ = 150 GeV 1.30 (1.32) 1.28 (1.31) 1.20 (1.28)
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Figure 7.11: Significance scan for various masses of the Z ′ boson and pseudo-scalarA0 depending on the
SEmissT and p
γγ
T variables for the Z
′-2HDM model. Event weights are applied and signal and background
samples are scaled to their correspoding cross-sections or purity (γγ and γ+jet).
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Figure 7.12: Significance scan for various masses of the Z ′B boson and DM particle depending on the
SEmissT and ∆φ(p
γγ
T , E
miss
T ) variables for the Z
′
B model. Event weights are applied and signal and back-
ground samples are scaled to their correspoding cross-sections or purity (γγ and γ+jet).
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Figure 7.13: Significance scan for various masses of the Z ′ boson and pseudo-scalar A0 depending on
the SEmissT and ∆φ(p
γγ
T , E
miss
T ) variables for the Z
′-2HDM model. Event weights are applied and signal
and background samples are scaled to their correspoding cross-sections or purity (γγ and γ+jet).
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Figure 7.14: Significance scan for various masses of the Z ′B boson and DM particle depending on the
SEmissT and ∆φ(HT, E
miss
T ) variables for the Z
′
B model. Event weights are applied and signal and back-
ground samples are scaled to their correspoding cross-sections or purity (γγ and γ+jet).
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Figure 7.15: Significance scan for various masses of the Z ′ boson and pseudo-scalar A0 depending on
the SEmissT and ∆φ(HT, E
miss
T ) variables for the Z
′-2HDM model. Event weights are applied and signal
and background samples are scaled to their correspoding cross-sections or purity (γγ and γ+jet).
7.3.2 Optimization of the heavy-scalar categories
Intermediate regions of EmissT and p
γγ
T have fake E
miss
T backgrounds that become dominant in compar-
ison to the high EmissT region. Consequently, SEmissT is still a variable with an important discriminant
power in these EmissT ranges but reduced in comparison to the simplified models category. On the other
hand, pγγT does not present a significant discriminant power to reject this fake E
miss
T events, mainly com-
ing from jet mismeasurements and pileup. Lepton veto is also inadequate here given that events with
leptons are subdominant. Background is mainly dominated by ggF, VBF, γγ and γ+jet contributions.
Additional discriminant variables are then studied, aiming to reject events where a mismeasurement of
jets or large pileup contributions are present:
• Coincidence of the diphoton vertex and the hardest vertex
The background events that survive the intermediate EmissT requirement but are not expected to
present any truthEmissT (coming from invisible particles) mostly have one or several high-pT pileup
jets since the JVT > 0.59 condition only applies for jets with pT < 60 GeV. These pileup jets usually
originate from a pileup vertex with larger Σp2T than the diphoton primary vertex, where pT is
the track transverse momentum associated with a single vertex. Requiring the diphoton primary
vertex to be the hardest vertex in each event helps to suppress pileup effects and reduce a large
fraction of the fake EmissT events.
During Run II, ATLAS resolution for vertex reconstruction is on average of the order of few tens
of µm in the x,y and z direction [35]. Coincidence between diphoton and hardest vertices can then
be asked by requiring |zhardPV − zγγPV | < 0.1 mm. Figure 7.16 presents the event rate for which the
diphoton vertex is identified with the hardest vertex of the event as a function of the reconstructed
SEmissT in the event. It is observed that the diphoton sample (Sherpa) event rate is reduced as a
function of the SEmissT while for heavy-scalar and Z
′
B signal samples, event rate remains almost
constant.
  
Figure 7.16: Event rate of coincidence between the diphoton vertex and the hardest vertex of the event.
Rates as function of the SEmissT variable are presented. Red curve correspond to event rates for the dipho-
ton non-resonant background sample while blue and pink curves show event rates for a chosen bench-
mark sample for the heavy-scalar and Z ′B models, respectively. This demonstrates that the background
is reduced when the two vertices coincide.
• Sum of two leading photons and jets in the event (phardT )
phardT is a variable that provides additional separation power on rejecting fake E
miss
T events in the
low reconstructed EmissT region. It is defined as the magnitude of the vectorial sum of both leading
photons and all jets pT in the event passing the Jvt and jet selection cuts (Eq. 7.5). The motivation
for using this variable is that events containing a large quantity of pileup jets would present lower
values of phardT since pileup jets contribution will tend to cancel. On the opposite, events with a
lower number of pileup jets, and therefore more likely to present genuineEmissT , may present larger
values of phardT , so a separation of events is possible.
phardT = |
Nγ=2∑
i=1
−−→pT,iγ +
Njets∑
i=1
−−→pT,ij | (7.5)
7.3.3 Final categorization
The resulting categorization scheme is shown in Table 7.2 where each event is tested against the first
to the fith category in decreasing order unless a category accommodates this event. Ecents that can-
not be matched to the fifth category are not used in the analysis. Simplified models present a better
performance in Mono-Higgs category and heavy-scalar model presents, in addition, a very good sensi-
tivity in the High-EmissT and the Intermediate-E
miss
T categories too. The last two categories are defined
where heavy-scalar model has much lower significance: Different-vertex and Rest categories. Despite it,
these two categories still bring some information about the signal normalization if a simultaneous fit is
performed in all categories.
Table 7.2: Optimized criteria used in the categorization. Each category excludes events that are in the
upper categories.
Number Category Requirements
Cat. 1 Mono-Higgs SEmissT > 7
√
GeV, pγγT > 90 GeV, lepton veto
Cat. 2 High-EmissT SEmissT > 5.5
√
GeV, |zhardPV − zγγPV | < 0.1 mm
Cat. 3 Intermediate-EmissT SEmissT > 4
√
GeV, phardT > 40 GeV, |zhardPV − zγγPV | < 0.1 mm
Cat. 4 Different-Vertex SEmissT > 4
√
GeV, phardT > 40 GeV, |zhardPV − zγγPV | > 0.1 mm
Cat. 5 Rest pγγT > 15 GeV
Figure 7.17 shows the distributions of SEmissT , p
hard
T and p
γγ
T after the selection of diphoton candidates in
the range 120 GeV < mγγ < 130 GeV. Expected signal distributions are shown for the Z ′B model with
mZ′B = 200 GeV and mχ = 1 GeV, the Z
′-2HDM model with mZ′ = 1000 GeV, mA0 = 200 GeV and
mχ = 100 GeV, and a heavy-scalar model with mH = 275 GeV and mχ = 60 GeV. These overlaid signal
points are representative of the model kinematics. Concerning the backgrounds, SM h, V γ and V γγ are
normalized to their corresponding cross-section times the luminosity L =36.1 fb−1 of the data sample
used in this analysis and the γγ and γ+jet contributions are normalized to their measured purity [36]
(79% and 19% respectively extracted from data-driven measurements) times the number of data events
in the signal region.
Data and MC are in agreement within uncertainties. The slight discrepancies observed in the pγγT distri-
bution indicate a possible mismodeling of the non-resonant background. However, non-resonant back-
ground is directly estimated from data as it is explained later in Section 7.4, thus no impact is expected
on our results from these discrepancies.
7.4 Analysis strategy
In this analysis, the presence of any excesses from DM production in association to a Higgs is evaluated
by either fitting simultaneous the mγγ distribution of the five categories in the case of the heavy-scalar
model or only the Mono-Higgs category in the case of the simplified DM models. In both cases, each
category is fitted by a single function divided into three components: a resonant function describing the
signal described either by Mono-Higgs models or by the heavy-scalar model; the resonant background
coming from SM Higgs production; and the non-resonant background. This strategy requires a previous
knowledge on the optimal functional forms to model each of these contributions.
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Figure 7.17: The distribution of (a) SEmissT , (b) p
γγ
T and (c) p
hard
T after the selection of diphoton candidates
in 120 GeV < mγγ < 130 GeV [3]. Expected signal distributions are shown for a Z ′B signal with mZ′B =
200 GeV and Dirac fermion DM mχ = 1 GeV, a Z ′-2HDM signal with mZ′ = 1000 GeV, mA0 = 200 GeV
and Dirac fermion DM mχ = 100 GeV and a heavy-scalar model with mH = 275 GeV and scalar DM
mχ = 60 GeV. These overlaid signal points chosen are representative of the model kinematics. Only the
sum of the MC statistical and experimental systematic uncertainties on the total background is shown as
the hatched bands, while the theoretical uncertainties on the background normalization are not included.
Overflow events are included in the rightmost bins.
7.4.1 Signal and SM Higgs parametrization
Higgs resonance is modeled using a double-sided Crystal-Ball function (DSCB), which is defined as1:
N ·

e−t
2/2 if −αLow ≥ t ≥ αHigh
e−0.5α
2
Low[
αLow
nLow
(
nLow
αLow
−αLow−t
)]nLow if t < −αLow
e
−0.5α2High[
αHigh
nHigh
(
nHigh
αHigh
−αHigh+t
)]nHigh if t > αHigh,
(7.6)
where t = ∆mX/σCB , ∆mX = mX − µCB , N is a normalization parameter, µCB is the peak of the
Gaussian distribution, σCB represents the width of the Gaussian part of the function, αLow (αHigh) is the
point where the Gaussian becomes a power law on the low (high) mass side, nLow (nHigh) is the exponent
of this power law. An illustrative drawing of the double-sided Crystal Ball function is provided in
Figure 7.18. The exact parametrization is done using Signal and SM Higgs Monte Carlo samples, whose
different kinematic behaviour reflects in small differences in the Higgs peak shape.
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Figure 7.18: Description of the double-sided Crystal Ball function parameters, for a signal mass
mX = 600 GeV. Different parameters are described in the text.
Studies have been performed for different Z ′B Z
′-2HDM and heavy-scalar samples. The fitted diphoton
mass spectra of h → γγ in theZ ′-2HDM model and the the Z ′B model are shown in Figs. 7.19 and 7.20
respectively.
In the case of heavy-scalar, all mH present very similar topologies (Figs. 7.1) and therefore, there is no
need to determine signal parametrization sample by sample. All heavy-scalar samples are summed up
and all mH DSCB parameters are fixed to the result of this single fit. Concerning the SM contribution,
the DSCB are fixed from a fit on a combinated shape of all the Higgs production modes. Both fits are
shown for each category in Fig 7.21 and Fig 7.22.
7.4.2 Non-resonant background parametrization
Non-resonant background is expected to present a decreasing smooth behaviour in all the selected mγγ
spectrum. The choice of the best functional form to fit this spectrum must however be studied very
carefully. Background mis-modeling can induce a fake signal in the spectrum that can misleadingly be
interpreted as an excess of events at mh = 125.09 GeV. To prevent this, background functional form is
chosen by previously studying the non-resonant background shape.
1A double-sided Crystal Ball function is composed of a Gaussian distribution at the core, with two power law distributions
describing the lower and upper tails.
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Figure 7.19: Fits of the Z ′-2HDM signal line-shape for different sets of signal samples (red title).
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Figure 7.20: Fitted diphoton mass spectra of some Z ′B signals in the mono-Higgs category.
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Figure 7.21: Results of a single fit of a DSCB function (lines) for a sample where all Heavy scalar pro-
cesses are summed.
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Figure 7.22: Results of a single fit of a DSCB function (lines) for a sample where all Standard Model
Higgs processes are summed.
The V γ and V γγ mγγ shapes are taken from simulations as explained in Section 7.1. Besides, the γ+jet
shape is taken from an enriched control region where one of the photons is required to fail the tight iden-
tification criteria, although it is also required to match the loose ID criteria. This data-driven technique is
setup because the γ+jet MC sample has very low statistics after event selection is applied, due mainly to
a large rejection factor and a limited CPU capacity to generate large samples. This leads to a inaccurate
mγγ shape prediction (Fig 7.23.left). This control region is enriched with γ+jet samples although it is
also contaminated by diphoton, V γ and V γγ backgrounds. Their contribution are estimated from MC
samples and subtracted from the control region. The result is a very pure γ+jet sample that is extrap-
olated to the signal region by a reweighting of the mγγ distribution of the diphoton MC sample. This
reweighting procedure uses weights defined by Eq. 7.7, which are derived on by dividing the diphoton
and the γ+jet SEmissT shapes in the control region:
wγ+jet/γγ =
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Figure 7.23: Comparison of Pythia8 γ+jet sample in the signal (left) and the control region (right). One
can clearly observe that large fluctuations are present in this sample due to bad MC modeling. γγ,
V γ and V γγ MC contributions are also included in both plots. Control region plot shows the SEmissT
distribution since contribution of the γ+jet is extracted from this variable.
The aggregated γγ, γ+jet V γ and V γγ mγγ shapes are combined (Figs. 7.24) and fitted using several test
smooth functions to model the non-resonant component, plus a double-sided Crystall-Ball to estimate
the bias on the signal, also called spurious signal.
A criterion is setup to define if one functional form is adequate to be used in the final fit without generat-
ing an acceptable spurious signal. For categories where a large number of events from signal and/or SM
Higgs background are expected, spurious signal values must represent less than 10 % of the expected
signal or SM h contribution or less than 20% of the background uncertainty under the signal peak. In
addition, the fitting function must present a reasonable χ2. A scan of the signal DSCB µCB parameter is
made inside a window of 118 GeV < µCB < 132 GeV for checking the stability of the spurious signal in
a large mass window around mh = 125.09 GeV. The considered spurious signal is the maximum bias
found in this scan. In the case that two or more functions pass all these requirements, the parametriza-
tion presenting the lowest spurious signal is selected. However, this criterion cannot be applied to
categories where a small number of signal and background events are expected. In these categories, sta-
tistical fluctuations dominate the uncertainty on the background shape and the spurious signal is then
representative of the statistical uncertainty of the non-resonant background sample, thus overestimat-
ing the possible bias. In this case, the optimal parametrization is the one providing the lowest spurious
signal, together with a small χ2.
Table 7.3 shows the final decision of the functions used in the fit of each category. For comparison,
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Figure 7.24: Merged non-resonant background distributions. γγ contribution is normalized to 79% of
number of events in data in the inclusive category and γ+jet to 19% following data-driven measure-
ments. V γ and V γγ contributions are normalized to their predicted cross-section times the 36.1fb−1
luminosity.
Table 7.4 shows the integrated non-resonant background yields and their corresponding statistical un-
certainty within the range mγγ ∈ [122, 128] GeV. The spurious signal is added to the fit as a bias to the
defined likelihood function (Section 7.6) to protect the final limits from any possible fake signal.
Table 7.3: The analytical functions used to model the non-resonant mγγ distribution, the uncertainty
on the signal due to the spurious signal (Spur. signal). The variable x is defined as mγγ/
√
s while
a and b are parameters of the background functions. For the Rest category, the fitting function is a
Bernstein polynomial of order 3, where Cj3 are binomial coefficients and bj,3 are Bernstein polynomial
coefficients [37]. The relative magnitude of the spurious signal is also presented with regard to the
expected number of the background events (Nback) and signal events (Nsignal) in the range 120 GeV <
mγγ < 130 GeV. Nsignal represents the expected yield of the Z ′B model sample for mZ′B= 200 GeV and
mχ = 1 GeV in the Mono-Higgs category. For the other categories, it represents the expected signal yield
of the heavy-scalar sample with mH = 275 GeV and mχ = 60 GeV.
Category Function Spur. signal Spur. signal/Nback [%] Spur. signal/Nsignal [%]
Mono-Higgs exp(a · x) 1.2 9.8 6.0
High-EmissT (1− x1/3)b · xa 2.7 4.0 11
Intermediate-EmissT exp(a · x+ b · x2) 5.8 1.3 14
Different-Vertex exp(a · x+ b · x2) 8.4 0.5 26
Rest
∑3
j=0 C
j
3x
j(1− x)3−jbj,3 61 < 0.1 28
Table 7.4: The MC yields and uncertainty in the in 122 to 128 GeVmγγ window. Here no pile up reweigh-
ing is applied.
Category MC yields MC uncertainty
Mono-Higgs 4.40 1.13
High-EmissT 30.1 1.9
Intermediate-EmissT 226.0 3.4
Different-Vertex 794.8 5
Rest 28021 28
7.5 Systematic uncertainties
Uncertainties from both experimental and theoretical quantities affect the final yields in each category of
the SM Higgs boson contribution and the signal samples. Migration between categories or uncertainty
in the produced number of events must be taken into account in the final fit in order to evaluate if the
fitted resonance can be explained by just a resonant background fluctuation or by a net production of DM
signals. Migrations mainly involve resolution effects coming from uncertainties on the reconstruction,
identification and/or calibration of the different objects in ATLAS. On the other hand, variations in the
number of produced events mainly come from uncertainties on the theoretical magnitudes, such as the
cross-section of the considered process or the Higgs decay branching ratio, and from uncertainties on
the LHC provided luminosity.
7.5.1 Theoretical systematic uncertainties
Theoretical systematics account for all the possible uncertainties on the production cross-sections of
the various mechanisms involved in the presented search on the branching ratio of the h boson to two
photons.
They can be divided into several categories:
• QCD scale uncertainties:
Cross-sections are calculated until a certain order in the perturbative QCD development. Higher-
order terms are not taken into account in the calculation, which translates into an uncertainty
on the cross-section. These uncertainties are estimated by varying the factorization and renor-
malization scales up and down from their nominal values by a factor of two, recalculating the
cross-section in each case, and taking the largest deviation from the nominal cross-section as the
uncertainty.
• PDF uncertainties:
As explained in Section 1.1.7, the parton distribution functions model the parton substructure
of the protons. These PDFs are determined experimentally and depending on the parametriza-
tion or the PDF that is used, the total cross-section may vary significantly. In addition, each PDF
presents internal uncertainties that induce some systematic effect on the final cross-section calcu-
lation. These two sources of uncertainties, called inter-PDF and intra-PDF, are then estimated by
evaluating the effect on the final cross-section of using a different PDF set than the nominal one
and of varying the parameters of the nominal PDF within their uncertainties obtained from the fit
of the experimental data. For SM h samples, the corresponding systematics are studied in [38] for
each production mode of the Higgs.
• Branching ratio uncertainty:
The branching ratio of the diphoton Higgs decay is Br(h → γγ) = 0.02272 for mh = 125.09 GeV.
These values are estimated using HDECAY [39] taking into account NLO electroweak corrections,
leading to an uncertainty on the branching ratio of 1.73% of the nominal value [38].
• Uncertainty on the multiple parton-parton interactions:
In the same proton-proton collision, multiple hard collisions between proton constituents may
occur due to the composite nature of hadrons. The impact of such parasitic collisions is estimated
by switching them on and off in PYTHIA 8 in the production of the ggF SM Higgs-boson sample.
The resulting uncertainty in the number of events in this sample conservatively reaches 0.4% in the
Rest category, 5.8% in the Different-Vertex category, 3.8% Intermediate-EmissT and Different-Vertex
category, 3.4% in the High-EmissT category and 1.4% in the Mono-Higgs category.
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Figure 7.25: Relative scale (top) and PDF (bottom) uncertainty forZ ′B (left) andZ
′-2HDM (right) models.
For signal samples, both theoretical uncertainties are evaluated using MADGRAPH 5_aMC@NLO and
its associated library SysCalc [40]. The PDF uncertainty is evaluated using the recommendations of
PDF4LHC [41]. Figures 7.25 show that PDF uncertainties dominate the theoretical uncertainty for
Z ′B and Z
′-2HDM samples. Intra-PDF uncertainties are obtained by varying the parameters of the
NNPDF3.0LO PDF set, while inter-PDF uncertainties are evaluated using CT14 [42] at LO and MMHT2014 [43]
at LO. Figures 7.26 and 7.27 present the scale and PDF uncertainties in the parameter space defined by
the mediator and the dark matter particle mass (or the pseudo-scalar mass in the case of Z ′-2HDM).
On the other hand, theoretical uncertainties for the SM Higgs boson production are taken from [38].
Table 7.5 and 7.6 present the estimation of the QCD scale and PDF+αs uncertainties on SM Higgs cross-
sections.
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Figure 7.26: QCD (top) and PDF (bottom) systematic relative variation (%) for Z ′B model comparison
for different DM mass and mZ′B .
Table 7.5: Relative factorization and renormalization scale uncertainty for SM Higgs boson samples.
Syst (%) ggF VBF WH ZH ttH bbH
Up 4.6 0.4 0.5 3.8 5.8 20.2
Down -6.7 -0.3 -0.7 -3.1 -9.2 -23.9
Table 7.6: Relative PDF+αs uncertainty on SM Higgs boson samples.
Syst (%) ggF VBF WH ZH ttH bbH
Up 3.2 2.1 1.9 1.6 3.6 6.1
Down -3.2 -2.1 -1.9 -1.6 -3.6 -6.1
7.5.2 Experimental systematic uncertainties
Uncertainties on the signal yields for each category may be due to uncertainties on some measured
quantities, that either affect the expected number of events after the event selection or that may imply
event migrations between categories. Luminosity, trigger efficiencies and vertex selection efficiencies are
examples of measured quantities that affect the number of events after selection. On the other hand, mi-
grations between categories may occur due to the uncertainties on the reconstructed objects calibration,
identification or isolation steps. A systematic list is provided by all the ATLAS performance groups,
each one of them affecting different reconstructed objects. The effect of these uncertainties on the num-
ber of events per category is then estimated on MC samples by varying the affected magnitudes the size
of the systematic error and re-applying the selection and categorization criteria to the output events.
The observed relative variation per category corresponds to the systematic uncertainty on the yields per
category. The full set of experimental systematic uncertainty and their effects on the yields are evaluated:
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Figure 7.27: QCD (top) and PDF (bottom) systematic relative variation (%) for Z ′-2HDM model com-
parison for different mA and mZ′B .
Luminosity: The uncertainty in the combined 2015 and 2016 integrated luminosity is 3.2%. It is derived,
following a methodology similar to that detailed in [Lumi2], from a calibration of the luminosity
scale using x–y beam-separation scans performed in August 2015 and May 2016.
Trigger efficiency: The efficiency of the diphoton trigger used to select events is evaluated in MC sim-
ulation using a trigger matching technique and in data using a bootstrap method [44]. In the
diphoton invariant mass window of 105 GeV < mγγ < 160 GeV, the trigger efficiency uncertainty
is found to be 0.4%.
Vertex selection efficiency: The uncertainty in the vertex selection efficiency is assessed by comparing
the efficiency of finding photon-pointing vertices in Z → e+e− events in data and MC simula-
tion [4], for which each electron track is removed and its cluster is recalibrated as a photon cluster.
The efficiency of this selection in data is found to be in agreement with the simulation within
0.01%.
Pileup reweighting: The MC samples on which systematics are estimated do not present the same pro-
file of average interactions per bunch crossing as data. A reweighting technique is then used to
adapt this distribution on MC to the collected data one. However, an uncertainty on this reweight-
ing appears due to the statistical uncertainty on either MC and data, which induces migrations
between different categories. The effect of this so-called pileup reweighting uncertainty is taken
into account by propagating it through the event selection. This propagation results in a 0.2%–5.6%
uncertainty in the event yield of the signal and SM Higgs-boson samples.
Photon experimental uncertainties: The systematic uncertainties due to the photon energy scale and
resolution are adapted from Run-1 results [45], with minor updates in case of data-driven correc-
tions using the Run II data. The uncertainty on the energy scale is less than 1% in the pT range of
the photons used in this analysis; the uncertainty on the energy resolution is smaller than 2%. Dif-
ferences on the photon identification efficiency between data and simulation are encoded in scale
factors, which were estimated on data and MC samples of Z → ``γ process [46]. The uncertainty
on these scale factors then induces an uncertainty on the categories yields. The resulting uncer-
tainty on the yields from the photon identification efficiency is lower than 3.8% for SM Higgs
background in all categories, 2.9% for simplified model samples and 4.3% for the heavy-scalar
model. The uncertainty in the photon calorimeter isolation efficiency is calculated from efficiency
differences between applying and not applying corrections derived from inclusive photon events
to the isolation variables in simulation. The measurements of the efficiency correction factors using
inclusive photon events are used to derive the efficiency uncertainty in the photon track isolation
uncertainty. The photon isolation efficiency uncertainty is found to be smaller than 1.6% for the
SM Higgs background and 1.2% for all signal samples.
Jets and soft-term uncertainties: Migration of events among categories occurs owing to changes in the
energy of identified particles and jets, mostly due to the misreconstruction of jets and EmissT . The
uncertainties in jet energy scale, resolution and jet vertex tagger are propagated to the EmissT calcu-
lation. In addition, the uncertainties in the scale and resolution of the EmissT soft term are estimated
in 2016 data using the method described in Ref. [47]. The overall jet and EmissT uncertainties in
the SM Higgs-boson processes are 6%, 8%, 23%, 22% and 1% for the Mono-Higgs, High-EmissT ,
Intermediate-EmissT , Different-Vertex and Rest categories, respectively. For signal processes, the
overall jet and EmissT uncertainties range from 1.0% to 1.4%.
EmissT diphoton vertex reconstruction uncertainty: Apart from the jets and TST E
miss
T reconstruction,
the choice of the diphoton vertex affects the EmissT reconstruction. It introduces an additional un-
certainty derived from the data-to-MC comparison in Z → e+e− events. This systematic uncer-
tainty affects the processes with no genuine EmissT and is estimated in each category. For the SM
Higgs-boson production, it is found to be 0.5% in the Mono-Higgs category and up to 1.9% in the
other categories. It is less than 0.1% for signal processes.
Efficiency of diphoton/hardest vertex coincidence: Categories requiring the equality of the diphoton
vertex and the hardest vertex of the event present an additional uncertainty. This uncertainty ac-
counts for the differences between the expected efficiency of the diphoton/hardest vertex equality
in data and MC. A 6% uncertainty is found for the SM Higgs-boson production in the High-EmissT
and the Intermediate-EmissT categories and 1.8% in the heavy-scalar signals in those categories.
Spurious signal: The ratio of the potential bias in the signal yield from the non-resonant background
modeling (N spuriousbkg /N
signal+SMbkg
bkg ) in the range 120 GeV < mγγ < 130 GeV is 9.8% in the Mono-
Higgs category, 4.0% in the High-EmissT category, 1.3% in the Intermediate-E
miss
T category, 0.5% in
the Different-Vertex category and 0.1% in the Rest category. The spurious signal is taken as an
absolute uncertainty in the fit as explained in the previous section.
Experimental systematics inducing migrations are presented in Figures 7.28– 7.30 for three signal models
and Figures 7.31 for the SM Higgs background. A summary of all the experimental and theoretical
uncertainties is presented in Table 7.7.
7.6 Results
The results for the analysis are derived from a likelihood fit of themγγ distribution in the range 105 GeV <
mγγ < 160 GeV. The SM Higgs boson mass is set to 125.09 GeV [48]. The parameter of interest of the
fit is the strength parameter of the signal model, denoted as µ, which stands for the ratio between the
observed number of events and the expected yields. Signal and backgrounds yields, the background
shape parameters and the associated parameters encoding the systematic uncertainties are also allowed
to vary, constituting the nuisance parameters of the fit. The signal strength, the non-resonant background
yield, the nuisance parameters representing the systematic uncertainties or the SM Higgs yields are pro-
filed, which means that the systematic uncertainty of each nuisance parameter is taken into account by
multiplying the likelihood by a Gaussian penalty function (G(θ)). This penalty function is centered on
the nominal value of this parameter with a width set to its uncertainty. The impact on the fit due to the
Table 7.7: Breakdown of the dominant systematic uncertainties in the range of 105 GeV < mγγ < 160
GeV [3]. The uncertainties in the yield of signals, the background from SM Higgs-boson processes,
and non-resonant background are shown. All production modes of the SM Higgs boson are considered
together. Values for the impact on all categories are shown, unless one of the systematic uncertainties
is not applicable to the sample, in which case the value is substituted by a “-”. If a given source has
a different impact on the various categories, the given range corresponds to the smallest and largest
impacts among categories or among the different signal models used in the analysis. In addition, the
potential bias coming from non-resonant background mismodeling is shown relative to the background.
Source Signals [%]
Backgrounds [%]
SM Higgs boson Non-resonantbackground
Experimental
Luminosity 3.2 -
Trigger efficiency 0.4 -
Vertex selection < 0.1 -
Photon energy scale 0.1-2.0 0.1-1.4 -
Photon energy resolution 0.1-0.2 0.1-1.1 -
Photon identification efficiency 2.9-4.3 1.9-3.8 -
Photon isolation efficiency 1.2 0.8-1.6 -
EmissT reconstruction (diphoton vertex) < 0.1 0.5-1.9 -
EmissT reconstruction (jets, soft term) 1.0-1.4 0.8-23 -
Diphoton/hardest vertices equality < 0.1 -1.9 < 0.1-6.0 -
Pileup reweighting 0.2-5.6 0.7-11 -
Non-resonant background modeling - - 0.1− 9.8
Theoretical
Factorization and renormalization scale 0.6-11 2.5-6.0 -
PDF+αS 11− 25 1.2-2.9 -
Multiple parton-parton interactions <1 0.4-5.8 -
B(H → γγ) 1.73 -
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Figure 7.28: Systematic relative variation (%) for the Z ′B mχ = 1 GeV and mZ′B = 200 GeV sample in the
five categories.
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Figure 7.29: Systematic relative variation (%) for the Z ′-2HDM mA0 = 300 GeV and mZ′ = 800 GeV
sample in the five categories.
signal and SM Higgs shape nuisance parameters is negligible, thus those nuisance parameters are fixed
to a value derived with fits on the signal and SM Higgs MC samples. The likelihood function used in
this fit is then defined as:
Lc = Pois(nc|Nc) ·
nc∏
i=1
fc(m
i
γγ ;µ, θ) ·G(θ), (7.8)
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Figure 7.30: Systematic relative variation (%) for the heavy-scalar mχ = 60 GeV and mH = 275 GeV
sample in the five categories.
where fc(miγγ , θ) corresponds to the fitting function of category c including the signal and background
(resonant, non-resonant and spurious signal) contributions.As explained in previous sections, the re-
sults are only obtained from Mono-Higgs category for both the Z ′B and Z
′-2HDM signals. Nevertheless,
a simultaneous fit has been tested to derive results for these two models, resulting in a negligible im-
provement of the sensitivity (1%). In contrast, results for the heavy-scalar model are obtained from a
simultaneous fit of all the categories.
The event yields in the observed data, expected signal and backgrounds in the five categories within a
window of 120 GeV < mγγ < 130 GeV are shown in Table 7.8. The signal samples shown correspond
to a Z ′B signal with mZ′B = 200 GeV and mχ = 1 GeV, a Z
′-2HDM signal with mZ′ = 1000 GeV,
mA0 = 200 GeV and mχ = 100 GeV, and a heavy-scalar signal with mH = 275 GeV and mχ = 60 GeV.
For each benchmark signal model, the selection efficiency times acceptance denoted by “A × ” is also
given. The yields for the non-resonant background are obtained from a fit to data while SM Higgs-boson
events are estimated from the simulation. The uncertainties correspond to the quadrature sum of the
statistical and systematic uncertainties.
7.6.1 Limits on the visible cross-section
The observed yields agree with the SM background predictions, as shown in Table 7.8, and no significant
excess of events is observed. Upper limits are set on the visible cross-section σBSMvis ≡ (A× ×σ×B)BSM
for BSM physics processes producing missing transverse momentum and a SM Higgs boson decaying
into two photons. Table 7.9 shows the observed and expected 95% confidence level (CL) upper limits
on σBSMvis , which are calculated using a one-sided profile-likelihood ratio and the CLs formalism [49] (see
Appendix A) with the asymptotic approximation in Ref. [34]. The same parameterizations for the BSM
signal and the total SM Higgs-boson background are used in each of the five different categories. The
fits are performed individually in each category. The statistical uncertainty is dominant. The systematic
uncertainties worsen the limits by about 10% (7% from the non-resonant background modeling and 3%
from the other systematic uncertainties). The ±1σ variations from the expected limits are also given.
For the Mono-Higgs category, visible cross-sections σBSMvis > 0.19 fb are excluded. The ranges of the
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Figure 7.31: Systematic relative variation (%) for the combined SM Higgs samples in the five categories.
The combination is the result of the square sum of the total error per production mode divided by the
total number of expected events in each category.
acceptance times efficiency (A × ) for all three different models considered in this analysis are also
shown. For the Z ′B model, signals with DM mass mχ between 1 and 1000 GeV and mediator mass mZ′B
between 1 and 2000 GeV are taken into consideration. The samples with the mediator mass mZ′ = 400–
1400 GeV and pseudoscalar boson mass mA0 = 200–450 GeV are added for the Z ′-2HDM model. For
the heavy-scalar model, the values are taken from the signals points with mH = 260 to 350 GeV and
mχ = 60 GeV.
7.6.2 DM reweighting
As no excess is observed, excluded regions are defined forZ ′B andZ
′-2HDM models in a two-dimensional
space defined by the mediator mass mZ′ and the dark matter mass mχ (mA0 ) of the simulated Z ′B (Z
′-
2HDM) sample. The exclusion region is then bounded by the interpolated line between the points from
which the exclusion limit σlimit95%CL equals the expected cross-section σtheo of a given model. However, the
limited number of generated and reconstructed samples imply that the interpolated exclusion bound is
Table 7.8: Event yields in the range of 120 GeV < mγγ < 130 GeV for data, signal models, the SM Higgs-
boson background and non-resonant background in each analysis category, for an integrated luminosity
of 36.1 fb−1 [3]. The signal samples shown correspond to a heavy-scalar sample with mH = 275 GeV
and mχ = 60 GeV, a Z ′B signal with mZ′B = 200 GeV and mχ = 1 GeV and a Z
′-2HDM signal with
mZ′ = 1000 GeV, mA0 = 200 GeV, mH0,± = 300 GeV and mχ = 100 GeV. For each benchmark signal
model, the selection efficiency times acceptance denoted as “A × ” is also shown. The yields for non-
resonant background are obtained from a fit to data while SM Higgs-boson events are estimated from
the simulation. The uncertainties correspond to the quadrature sum of the statistical and systematic
uncertainties.
Category Mono-Higgs High-EmissT Intermediate-E
miss
T Different-Vertex Rest
Data 9 72 464 1511 46804
Backgrounds
SM Higgs boson 2.43 ± 0.22 4.2± 0.6 11.9± 2.7 44± 10 1360± 110
Non-resonant 9.9 ± 1.9 62± 5 418± 10 1490± 18 45570± 110
Total background 12.3 ± 1.9 67± 5 430± 10 1535± 21 46930± 170
Z′B model, mZ′B = 200 GeV, mχ = 1 GeV
Expected yields 20.0 ± 4.5 − − − −
A×  [%] 17.4 ± 0.2 − − − −
Z′-2HDM model, mZ′ = 1000 GeV, mA0 = 200 GeV, mH0,± = 300 GeV, and mχ = 100 GeV
Expected yields 28.0 ± 5.3 − − − −
A×  [%] 70.7 ± 0.2 − − − −
Heavy-scalar model, mH = 275 GeV, mχ = 60 GeV
Expected yields 10.9 ± 1.4 23.8± 3.2 43± 5 33± 5 222± 20
A×  [%] 1.22 ± 0.07 2.67± 0.10 4.82± 0.14 3.65± 0.13 24.9± 0.4
Table 7.9: Observed and expected upper limits (at 95% CL) on the visible cross-section for BSM physics
processes producing missing transverse momentum and a SM Higgs boson decaying into two pho-
tons [3]. Limits are presented for the five different categories. The ±1σ exclusion from expected limits
are also given. For all the simulated signal points, the lowest and largest values of the acceptance times
efficiency (A × ) for all three models are presented as a range. For the Z ′B model, signals with DM
mass mχ between 1 and 1000 GeV and mediator mass mZ′B between 1 and 2000 GeV are taken into con-
sideration. The samples with the mediator mass mZ′ = 400–1400 GeV and pseudoscalar boson mass
mA0 = 200–450 GeV are added for the Z ′-2HDM model. For the heavy-scalar model, the values are
taken from the signals points with mH = 260 to 350 GeV and mχ = 60 GeV.
Category σ
BSM
vis [fb] A×  [%]
Observed Expected Z ′-2HDM Z ′B Heavy scalar
Mono-Higgs 0.19 0.23+0.11−0.07 53− 74 15− 63 1.0− 4.0
High-EmissT 0.67 0.52
+0.23
−0.15 0.2− 12 1.3− 7.1 1.8− 8.4
Intermediate-EmissT 1.6 1.2
+0.5
−0.3 0.05− 5.0 0.6− 5.5 3.9− 6.6
Different-Vertex 1.5 2.5+1.1−0.7 0.04− 11 0.9− 10 2.5− 7.4
Rest 11 15+6−4 0.06− 5.5 1.1− 22 14− 27
not precise. For solving this, instead of requesting one fully reconstructed MC sample for each work-
ing point a reweighting scheme using generator level DM MC samples has been investigated in the
framework of the present analysis.
The detailed procedure is as follows:
1. Two large statistics FastSim samples are produced. These samples are base samples for this reweight-
ing technique (one for each model);
2. For each required grid point (mχ or mA0 , mZ′ ), a sample of ∼ 100000 events is generated using
MADGRAPH 5_aMC@NLO interfaced by PYTHIA 8.
3. For each of these samples, the weights w(X) needed to reweight the base samples are calculated
by dividing the generator level (truth)EmissT and p
γγ
T distributions of each sample and the one from
the base sample using histograms;
4. The weights w(X) are applied on an event by event basis to the base sample to get the reco level
corrected shape for each sample of (mχ, mZ′ );
5. A closure test is done to assess a systematic uncertainty to the full procedure in order to check
the goodness of the previous reweighting, FastSim samples are produced for few points in the
parameter space to compare their reco level variables with the ones obtained using the reweighted
base sample. Cut efficiency differences using both kinds of sample are used as a source of extra
systematic uncertainty associated with the reweighting procedure and are included in the fit of
each reweighted data sample. Those relative differences are presented for the Z ′B and Z
′-2HDM
models in Fig. 7.32 and appears to be at maximum of 5%.
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Figure 7.32: Relative differences of selection efficiencies for the Z ′B and Z
′-2HDM models computed
using a FastSim MC sample or the reweighted base sample as explained in the text.
Figures 7.33 and 7.35 present a comparison of the MET spectrum obtained either from the reweighted
base sample or with a FastSim sample for different points in the parameter space of the Z ′ − 2HDM
and Z ′B models respectively. Figures 7.34 and 7.36 present a comparison of the diphoton transverse
momentum spectrum obtained either from the reweighted base sample or with a FastSim sample for
different points in the parameter space of the Z ′-2HDM and Z ′B models respectively. Given that the
analysis is limited by statistical uncertainties, the maximum 5% uncertainty found in the closure test is
added as a systematic to all the reweighted samples efficiency. This reweighting technique is used for
the DM models interpretation. Heavy scalar interpretation uses just the simulated samples presented in
Section 7.1.1 so this 5% systematic uncertainty is not applied to it.
7.6.3 Interpretations of the Z ′B and Z ′-2HDM models
Figure 7.37 shows the ATLAS data mγγ distributions in the Mono-Higgs category as well as the fits for a
Z ′B benchmark point withmZ′B = 200 GeV andmχ = 1 GeV. No significant excess is observed in this cate-
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Figure 7.33: Comparison of the MET spectrum obtained either from the reweighted base sample or with
a FastSim sample for different points in the parameter space of the Z ′ − 2HDM model
gory. Upper limits are set on the production cross-sections in the two theoretical models considered. Fig-
ure 7.38(a) shows the observed and median expected 95% CL upper limits on σ(pp→ hχχ¯)× B(h→ γγ)
as a function of the mediator massmZ′B for a DM mass of 1 GeV. Cross sections times branching fraction
of h→ γγ larger than 2.3 fb are excluded for the full range of mZ′B between 10 and 2000 GeV at 95% CL,
and the Z ′B model is excluded with Z
′
B masses below 850 GeV for a DM mass of 1 GeV.
In the Z ′-2HDM scenario, the observed and median expected 95% CL upper limits on σ(pp → hχχ¯) ×
B(h → γγ) are shown in Figure 7.38(b), as a function of the pseudoscalar boson mass mA0 for mχ =
100 GeV and mZ′ = 1000 GeV. The masses of the neutral CP-even scalar (H0) and the charged scalars
(H±) from Z ′-2HDM model are set to 300 GeV.The theoretical cross-section starts from mA0 = 201 GeV.
The working point with mA0 = 200 GeV is excluded since the resonant production of DM particles at
mχ = 100 GeV significantly increases the cross-section of the process. To avoid the resonant regime
where mA0 = 200 GeV and mχ = 100 GeV and allow a better limit interpolation, the point mA0 =
201 GeV is shown in this plot instead of 200 GeV. The drop of the theoretical prediction atmA0 = 345 GeV
is due to a rapid change in the width of A0 → χχ¯ when A0 decaying to tt¯ is kinematically allowed.
Pseudoscalar boson masses below 280 GeV are excluded for mZ′ = 1000 GeV and mχ = 100 GeV. Tables
7.10 and 7.11 present the 95% CL observed and median expected limits on σ(pp → hχχ¯) × B(h →
γγ), respectively, for the Z ′B benchmark model for different Z
′
B masses and the Z
′-2HDM model for
different pseudoscalar A0 masses. The corresponding expected limits with one standard deviation are
also shown.
The observed and expected 95% CL limit contours for the signal strength σobs/σth are shown in Fig-
ure 7.39 for both the Z ′B and Z
′-2HDM models, in which σobs is the observed limit on the model cross-
section at a given point of the parameter space and σth is the predicted cross-section in the model at the
same point. A fine grid of exclusion limits is built using the DM reweighting technique presented in
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Figure 7.34: Comparison of the diphoton pair transverse energy spectrum obtained either from the
reweighted base sample or with a FastSim sample for different points in the parameter space of the
Z ′ − 2HDM model
Section 7.6.2
Table 7.10: Observed and expected 95% CL upper limits (in fb) on σ(pp → hχχ¯) × B(h → γγ) and
associated expected ±1σ upper limits for the Z ′B benchmark model for different mZ′B and for a fixed
mass mχ = 1 GeV [3].
mZ′B [GeV] Observed Expected Expected +1σ Expected −1σ
10 1.83 2.33 3.61 1.56
20 1.98 2.51 3.91 1.68
50 2.26 2.88 4.47 1.93
100 2.04 2.60 4.03 1.74
200 1.78 2.26 3.48 1.52
300 1.67 2.15 3.29 1.45
500 0.99 1.25 1.92 0.85
1000 0.59 0.74 1.16 0.50
2000 0.42 0.51 0.81 0.34
Figure 7.40 shows a comparison of the inferred limits to the constraints from direct detection experi-
ments on the spin-independent (SI) DM–nucleon cross section in the context of the Z ′B simplified model
with vector couplings using the relation [50]:
σSINχ =
µ2Nχ
piA2
[Zfp − (A− Z)fn]2 , (7.9)
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Figure 7.35: Comparison of the MET spectrum obtained either from the reweighted base sample or with
a FastSim sample for different points in the parameter space of the Z ′B model
Table 7.11: Observed and expected 95% CL upper limits (in fb) on σ(pp → hχχ¯) × B(h → γγ) and
the associated expected ±1σ upper limits for the Z ′-2HDM benchmark model for different mA0 and
mZ′ = 1000 GeV, mχ = 100 GeV [3].
mA0 [GeV] Observed Expected Expected +1σ Expected −1σ
200 0.33 0.41 0.65 0.27
300 0.34 0.42 0.65 0.28
400 0.35 0.43 0.67 0.28
500 0.38 0.45 0.70 0.30
600 0.39 0.47 0.74 0.31
700 0.40 0.51 0.80 0.34
800 0.40 0.51 0.80 0.34
in which µNχ = mχmN/(mχ+mN ) is the reduced mass of the DM–nucleon system, and fp,n = 3gqgχ/m2Z′B
are the specific couplings between DM particles and protons and neutrons for spin-independent direct
detection [50]. Following this convention, the SI cross-section limit becomes:
σSINχ =
µ2Nχ
pi
fp, (7.10)
The parameter Z is the number of protons in the considered nucleus and A the number of nucleons and
are both conventionally set to 1 to allow comparisons between direct detection and collider limits. Limits
are shown at 90% CL. For comparison, results from direct detection experiments (LUX [51], PandaX-
II [52], XENON [53], superCDMS [54], and CRESST-II [55]) are also shown. The comparison is model-
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Figure 7.36: Comparison of the diphoton pair transverse energy spectrum obtained either from the
reweighted base sample or with a FastSim sample for different points in the parameter space of the Z ′B
model
dependent and solely valid in the context of this model. The results for the Z ′B model, with couplings
gq = 1/3 and gχ = 1 for this search, are more stringent than direct detection experiments for mχ <
2.5 GeV and extend to DM masses well below 1 GeV. The shape of the exclusion line at DM mass mχ ∼
200 GeV to low masses is due to the loss of sensitivity in Z ′B models where DM particles are produced
via an off-shell process. The impact of renormalization-group evolution effects [56, 57] when comparing
collider and direct detection limits is not taken into consideration here. This is a good example of the
complementary information brought by collider searches and direct detection searches explained in
Section 1.4.4. Models used in these analysis cannot however be used to add complementary information
to spin-dependent cross-section limits. This is due to the mediation of Z ′ vector bosons, given that spin-
dependent cross-sections involve interactions mediated by axial-mediators [58].
7.6.4 Interpretation of the heavy-scalar model
Figure 7.41 shows the mγγ distributions in the five categories simultaneously as the fitted contribution
of a heavy-scalar boson for illustration. No significant excess is observed in any category. In the heavy-
scalar interpretation, the 95% CL upper limits on the σ(pp → H) × B(H → γγχχ) as a function of mH
for mχ = 60 GeV are shown in Figure 7.42 and Table 7.12, where a 100% branching fraction is assumed
for H → hχχ. The upper limit at 95% CL is 15.4 fb for mH = 260 GeV, and 4.3 fb for mH = 350 GeV.
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Figure 7.37: Diphoton invariant mass distribution for data and the corresponding fitted signal and back-
ground in the Mono-Higgs category for the Z ′B benchmark model fit using gq = 1/3, gχ = 1, sin θ = 0.3
and Dirac fermion DM mχ = 1 GeV as an illustration [3]. A negative best-fit DM signal is found. The
data is shown as dots with asymmetric error bars that represent central Poissonian confidence intervals
at 68% CL. The fitted signal (solid red line), SM Higgs boson (solid green line), non-resonant background
(dashed blue line) and the non-resonant background plus the SM Higgs boson (dashed green line) are
shown as well as the total of all those contributions (solid blue line).
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Figure 7.38: Expected (dashed lines) and observed (solid lines) 95% CL upper limits on σ(pp→ hχχ¯)×
B(h→ γγ) for (a) the Z ′B model for gq = 1/3, gχ = 1, sin θ = 0.3 and Dirac fermion DM mχ = 1 GeV and
(b) the Z ′-2HDM model for tanβ = 1, gZ′ = 0.8, mZ′=1000 GeV and Dirac fermion DM mχ = 100 GeV,
as a function of mZ′B and mA0 , respectively [3]. The masses of the neutral CP-even scalar (H
0) and the
charged scalars (H±) from Z ′-2HDM model are set to 300 GeV. The theoretical predictions of σ(pp →
hχχ¯) × B(h → γγ) for these two models (dark-blue lines with blue bands representing their associated
theoretical systematic uncertainties) are also shown. The inset shows a zoomed-in view of the same
figure in narrower ranges of both the x and y axes.
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Figure 7.39: The ratios of the observed and expected 95% CL upper limits on the signal cross-section to
the predicted signal cross-sections for (a) the Z ′B model in the (mχ, mZ′B ) plane and (b) the Z
′-2HDM
model in the (mA0 , mZ′ ) plane [3]. For the Z ′B model, the mixing angle sin θ = 0.3, and the coupling val-
ues gq = 1/3 and gχ = 1 are used. In the scenario of Z ′-2HDM model, the ratio of the two-Higgs-doublet
vacuum expectation values tanβ = 1.0, Dirac fermion DM mass mχ = 100 GeV, and the coupling value
gZ′ = 0.8 are used. The masses of the neutral CP-even scalar (H0) and the charged scalars (H±) from Z ′-
2HDM model are set to 300 GeV. The plus and minus one standard deviation expected exclusion curves
are also shown as red dashed and dotted lines. The regions below the lines (i.e. with σobs/σth < 1) are
excluded. In both figures, the gray dashed line corresponds to the boundary of the region above which
the Z ′ boson is produced off-shell.
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Figure 7.40: A comparison of the inferred limits to the constraints from direct detection experiments on
the spin-independent DM–nucleon cross section in the context of the Z ′B simplified model with vector
couplings [3]. Limits are shown at 90% CL. The results from this analysis, in which the region inside
the contour is excluded, are compared with limits from the LUX [51], PandaX-II [52], XENON [53],
superCDMS [54], and CRESST-II [55] experiments. The comparison is model-dependent and solely valid
in the context of this model, assuming Dirac fermion DM, mixing angle sin θ = 0.3, and the coupling
values gq = 1/3 and gχ = 1. The impact of renormalization-group evolution effects [56, 57] when
comparing collider and direct detection limits is not taken into consideration here.
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Figure 7.41: Diphoton invariant mass distribution for data and the corresponding fitted signal and back-
ground in the five categories, (a) Mono-Higgs category, (b) High-EmissT category, (c) Intermediate-E
miss
T
category, (d) Different-Vertex category and (e) Rest category taken from Ref. [3]. On each plot, the data
(dots with asymmetric error bars) is shown. The error bars represent the central Poissonian confidence
intervals at 68% CL. The simultaneous fit result including a heavy-scalar signal (solid red line), SM
Higgs boson (solid green line), the non-resonant background (dashed blue line) and the non-resonant
background plus the SM Higgs boson (dashed green line) are shown as well as the sum of all those
contributions (solid blue line). The fitted heavy-scalar signal shown here corresponds to mH = 275 GeV
and scalar DM mχ = 60 GeV.
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Figure 7.42: Observed and expected 95% CL upper limits on the σ(pp → H) × B(H → γγχχ) with a
scalar DM candidate mass of 60 GeV as a function of the heavy-scalar-boson mass in the range 260 GeV
< mH < 350 GeV [3]. A 100% branching fraction is assumed forH → hχχ. The theoretical prediction for
the model (dark-blue lines with blue bands representing their associated theoretical systematic uncer-
tainties) is also shown. The theoretical cross-section is assumed to be equal to that of a SM Higgs boson
with the same mass produced in gluon–gluon fusion.
Table 7.12: Observed and expected 95% CL upper limits (in fb) on the σ(pp → H) × B(H → γγχχ),
where a 100% branching fraction is assumed for H → hχχ, and the associated expected ±1σ upper
limits for the heavy-scalar model for different mediator masses and mχ = 60 GeV [3].
mH [GeV] Observed Expected Expected +1σ Expected −1σ
260 15.4 15.5 22.3 11.2
270 12.9 12.6 18.0 9.1
275 12.0 11.4 16.4 8.2
285 10.8 11.1 14.3 7.3
290 9.9 9.1 13.0 6.6
295 9.6 9.0 12.8 6.5
300 8.8 7.9 11.4 5.7
310 8.0 7.4 10.6 5.3
320 6.8 6.1 8.8 4.4
330 5.7 5.5 7.9 4.0
340 4.8 4.6 6.6 3.3
350 4.3 4.2 6.1 3.0
7.7 Comparison of the ATLAS h → γγ+EmissT with other measure-
ments
7.7.1 Mono-Higgs ATLAS h→ bb¯ results
DM searches have also been performed in other final states in ATLAS. Z ′-2HDM model is also studied
in the h→ bb+ EmissT final state [59].
As in h→ γγ+EmissT searches, the signal in h→ bb+EmissT channel is characterized by a highEmissT and no
leptons in the final state. A signal region is defined requiring no lepton andEmissT > 150 GeV. This signal
region is then divided into four bins in EmissT in order to improve the signal sensitivity: 150 GeV ≤EmissT
< 200 GeV, 200 GeV ≤EmissT < 350 GeV, 350 GeV ≤EmissT < 500 GeV EmissT ≥ 500 GeV regions. The first
three categories belong to a regime called "resolved" regime. In this case, the Higgs particle is tagged by
two small radius jets reconstructed using the anti-kt algorithm with radius parameter R = 0.4. One of
the jets must be tagged as a b-jet [60, 61] and the invariant mass of the Higgs particle is reconstructed
either using the two most energetic b-tagged jets of the event or the b-jet and the most energetic non-b
jet of the event. On the other hand, large EmissT topology in the last category implies that Higgs boson
is highly boosted in the opposite direction of the EmissT . This causes that the two final b-jets cannot be
reconstructed separately. A large-R jet (R = 1.0) is then considered as the Higgs candidate particle.
Dominant backgrounds in these searches correspond to Z(→ νν)+jets, W+jets and tt. Apart from signal
regions, two control regions are further defined per signal region to constrain these backgrounds. The
first control region requires a muon in the event and is used to constraint theW+jets and tt backgrounds.
A second control region collects events that present two leptons in the event, used to constrain Z(→
``)+jets normalization and shapes. Z(→ νν)+jets contribution is estimated by using these constrain
Z(→ ``)+jets sample by considering that the dilepton system kinematics are similar to the kinematics
of the the di-neutrino system. Then, the EmissT distribution of Z(→ νν)+jets background is equated to
the dilepton transverse momentum distribution in Z(→ ``)+jets.A summary of all the selection criteria
applied on signal regions and control regions is presented in Fig. 7.44.
Figure 7.43: Summary of the h→ bb+EmissT analysis selection criteria. The notation pT(A,B) is defined
as the vector sum of the pTfor the objects A and B [59].
A simultaneous fit is performed in the different categories for signal and control regions. No significant
excess is found (Figs. 7.44) so that 95% CL limits are derived. Visible cross-section times branching ratio
limits are also derived for this channel. Table 7.46 present these limits for the four categories in EmissT
defined in the analysis. In addition, limits on the 2D plane defined by the masses of the vector boson
Z ′ and pseudo-scalar A0 are calculated (Fig. 7.45). Masses of the Z ′ vector boson are excluded up to 2.6
TeV and masses of the pseudo-scalar A0 are excluded up to 600 GeV. Comparing with the limits on the
Z ′-2HDM model from h→ γγ+EmissT in Fig. 7.38.b, mono-Higgs h→ bb searches exclude a larger region
of the parameter space than h→ γγ searches. However, masses mZ′< 500 GeV cannot be excluded due
to the low sensitivity at low EmissT and the high E
miss
T trigger applied in the event selection of h → bb.
On the other hand, this is a very sensitive region for h → γγ searches given that the applied diphoton
trigger allows scanning regions of low-EmissT . These two searches are then complementary.
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Figure 7.44: Distributions of the invariant mass of the Higgs boson candidates mh,reco=mjj,mJ with two
b-tags in the SR for the four EmissT categories that are used as inputs to the fit. The upper panels show
a comparison of data to the SM expectation before (dashed lines) and after the fit (solid histograms)
with no signal included. The lower panels display the ratio of data to SM expectations after the fit, with
its systematic uncertainty considering correlations between individual contributions indicated by the
hatched band. The expected signal from a representative Z ′-2HDM model is also shown (long-dashed
line). [59]
Z ′B model is not studied yet in the final state although studies are being performed to include this
interpretation in the future.
7.7.2 CMS h→ γγ results
CMS collaboration has recently published the CMS latest results on Mono-Higgs signals in the h →
γγ + EmissT channel using 35.9 fb
−1 at
√
s = 13 TeV [62].
Events are selected by requiring two photons in |η| < 1.44 or 1.57 < |η| < 2.5 with a pT larger than 30/20
GeV for the leading/subleading photon respectively. In addition, the invariant mass of the system must
be above mγγ > 95 GeV and pT /mγγ < 1/3(1/4) for the leading (subleading) photon. Two categories
are defined according to the requirement on EmissT (called p
miss
T ):
The analysis strategy is quite similar to the one exposed for the present ATLAS search. Signal and
resonant backgrounds are added to the final fitting functions. The non-resonant background is estimated
directly from data by fitting the sidebands of the mγγ distribution. The chosen fitted function is a sum
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Figure 7.45: Exclusion contours for the Z ′-2HDM scenario in the (mZ′ ,mA0 ) plane for tanβ = 1, gZ′ = 0.8,
and mχ = 100 GeV. The observed limits (solid line) are consistent with the expectation under the SM-
only hypothesis (dashed line) within uncertainties (filled band). Observed limits from previous ATLAS
results at
√
s = 13 TeV (dash-dotted line) [31] are also shown. [59]
Figure 7.46: Observed (obs) and expected (exp) upper limits at 95% CL on σvis of h(→ bb)+EmissT events.
Also shown are the acceptance × efficiency probabilities to reconstruct and select an event in the same
EmissT bin as generated. [59]
Variable Low-pmissT category High-p
miss
T category
pγ1T /mγγ > 0.45 > 0.5
pγ2T /mγγ > 0.25 > 0.25
pγγT > 75 GeV > 90 GeV
pmissT [50,130] GeV > 130 GeV
|∆φ(γγ, pmissT )| > 2.1
min|∆φ(Jet(pT > 50 GeV), pmissT )| > 0.5
Njets(p
jets
T > 30 GeV) < 3
Table 7.13: Categorization of the diphoton events inside the CMS collaboration [62].
of power law, defined as:
P (x) =
N∑
i=1
βix
−αi (7.11)
These background functions are determined using a different procedure than the spurious signal tech-
nique explained in Section 7.4.2: non-resonant background MC samples are used as templates to gener-
ate toy datasets. The optimal function to model the non-resonant background is chosen among this set
of functions by testing the size of the bias that they induce in the background estimation. This bias is
estimated by fitting the toy datasets with the function candidate and estimating the difference between
the simulated number of events injected in the toy dataset minus the number of events estimated by the
fit function, all of it divided by the uncertainties of the fit ((Nnon.resbkgfit − Nnon.resbkgtoy )/σfit). The bias of
the optimal function is required to be less than 0.2 to ensure that the background bias is subdominant
compared to the other systematics in the analysis.
The analysis is dominated by statistical uncertainties, as in the ATLAS case. Results are derived by
fitting simultaneously low-pmissT and high-p
miss
T categories mγγ distributions. Figures 7.47 present the
simultaneous fit results for both categories. It can be observe a small excess of events in the low-pmissT
category, representing 2.0 σ excess if the low-pmissT category is fitted alone. However, simultaneous
fit does not show any significant excess of events, thus the results are interpreted as 95% CL limits.
Figures 7.48 present the limits for the Z ′-2HDM and Z ′B models. The Z
′-2HDM limits allow to exclude
masses up to mZ′ < 800 GeV and mA0 < 300 GeV. The excluded region is contained in the ATLAS one
(Fig. 7.39.b), although the limits of these excluded region become less precise given that no reweighting
technique is applied. For the Z ′B model, the 1D limit can be compared with the ATLAS one presented
in Fig. 7.38.a. ATLAS and CMS results are quite similar, excluding masses of mZ′ < 800 GeV for mχ <
1 GeV. However, this comparison is not fully conclusive given that for both models, some parameters
are fixed to different values. These differences in the parameter configuration lead to different predicted
cross-sections by CMS or ATLAS for both models, which ultimately translates into different excluded
regions. Further details on this issue are presented in the Appendix C.
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Conclusion
Conclusion and prospects
The search for dark matter in association with a Higgs boson decaying to two photons in ATLAS has
been presented. This study is based on data collected in 2015 and 2016 by the ATLAS detector, corre-
sponding to an integrated luminosity of 36.1 fb−1 of proton–proton collisions at the LHC at a center-of-
mass energy of 13 TeV. Given that this search is driven by the performances on the photon and missing
transverse momentum variables, I also contributed to revisit the cross-talk effect affecting both quanti-
ties and to study the EmissT reconstruction in the specific case of a diphoton final state.
From the cross-talk side, a new technique to estimate the magnitude of the cross-talk effect has been
developed, based on physics cross-talk signals derived from dedicated calibration runs. Physics cross-
talk contributions are estimated on average and their magnitude as a function of the pseudorapidity is
presented. Values are in most cases compatible with the previous 2000 and 2008 cross-talk studies and
the currently values used in the ATLAS simulation code. However, significant discrepancies have been
observed in the cross-talk magnitude between cells in the front layer and in the cross-talk behavior along
η. In addition, cross-talk evaluation between neighbouring cells in φ has been included for middle and
back layers. The effect of these new cross-talk in the description of shower shapes has been evaluated. A
50 % shift between data but MC observed in some variables can be explained by the inclusion of physics
cross-talk at the same time that the description of other variables related to the η size of the shower seem
to be worsened. However, a conclusion on the cross-talk effect in shower shapes and the introduction
of the physics cross-talk values in ATLAS simulation require to revisit the correlation between dead
material and cross-talk in shower shapes. Finally, corrections of the cross-talk on the arrival time could
not be implemented during this thesis and they are left for a future work.
From the missing transverse momentum, my work allowed to reconstruct better the EmissT quantity in
h → γγ. The comparison of its magnitude with regard to the true EmissT showed a clear improvement
of reconstructing the soft-terms with regard to the vertex pointed by the two photons in the event in-
stead of using the standard ATLAS technique. An improvement on the mean value of EmissT and its
resolution is observed. In addition, a more pileup resilience is achieved for this quantity. For future
studies, other EmissT reconstruction schemes can be considered. In particular, it is very important to
consider the implementation of a particle flow (p-flow) algorithm in the jet reconstruction [1]. At high
jet energy, p-flow algorithm reconstructs worst the jet transverse momentum resolution than the cur-
rent strategy, explained in Chapter 6. But at low jet energies, the inclusion of the jet tracks in the total
energy calculation improves the resolution with regard to the current scheme, as it can be observed in
Figures 7.49. If this algorithm is then applied to soft-terms, it is possible that soft-terms are reconstructed
more accurately at the same time that some neutral contributions to the soft-terms are recuperated (TST
reconstruction only uses tracks so no neutral soft radiation is included). In addition, the inclusion of an
extended inner tracker (ITk) and a high granularity detector at large pseudorapidity (HGTD) foreseen
for the HL-LHC phase could help to extend the soft-terms reconstruction at high η.
From the analysis side, the search for dark matter in association with a Higgs boson decaying to two pho-
tons in ATLAS has been presented. No significant excess beyond Standard Model predictions has been
observed. For Mono-Higgs signals, upper limits at 95% CL have been set on the production cross section
times branching fraction of the Higgs boson decaying into two photons. Limits on the Z ′B model exclude
a significant region of the parameter space at low and intermediate masses of the Z ′B vector boson and
to masses of the dark matter particle up to 100 GeV. Limits on the Z ′-2HDM model exclude masses of
the Z ′ boson up to 1 TeV and mA0 up to 350 GeV. Heavy scalar boson (H) signals have been completely
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Figure 7.49: The jet transverse momentum resolution as determined in dijet MC events for calorime-
ter jets and particle flow jets with regard to the (a) jet transverse momentum and the (b) jet pseudo-
rapidity [1].
excluded for all benchmark points investigated by a simulatenous fit in all the categories. Additionally,
the results for the Z ′B model have been interpreted in terms of 90% CL limits on the dark-matter–nucleon
scattering cross section, as a function of the dark matter particle mass, for a spin-independent scenario.
Visible cross-section times branching ratio 95% CL have also been derived. Results have been compared
between the ATLAS h→ γγ+EmissT and h→ bb+EmissT searches. Due to its larger Higgs branching ratio
and sensitivity at large EmissT , h → bb + EmissT excludes a larger region of the Z ′-2HDM model than the
h→ γγ + EmissT search, but at low EmissT regions the diphoton channel becomes more sensitivie because
it is not based on a large EmissT trigger. CMS results for the h → γγ + EmissT have also been compared to
ATLAS ones and present very similar exclusion limits on the Mono-Higgs signals.
This analysis will be updated in the next months using the 2017 dataset delivered by the LHC pp col-
lisions at
√
s = 13 TeV. Two more models will be possibly included: one model considering super-
symmetric signals predicting a Higgs boson production in association to a W boson and two LSP neu-
tralinos [2][3]; and a new model introducing a pseudo-scalar mediator coupled to a two Higgs doublet
sector [4]. The optimization of these models need the redefinition of the different categories in the anal-
ysis. In addition, the implementation of visible cross-section limits as a function of the reconstructed
EmissT cut is considered in order to improve the reinterpretation of current limits for a larger variety of
models. The current SEmissT definition showed a very good performance. However, a new implementa-
tion of the SEmissT is being considered in the ATLAS E
miss
T performance group that could help to improve
the fake EmissT background rejection. This will be tested and possibly included in the future. Finally, the
expected increase in statistics for Run 3 and the HL-LHC phases will allow to reduce the statistical error
in the defined categories at the same time that more signal events will be expected. However, during
HL-LHC, a significant increase of 〈µ〉 is also foreseen, from 25 to 200. This implies a worst performance
of the object reconstruction algorithms and the variables used in the analysis, in particular SEmissT . If this
decrease can be compensated either by the scheduled improvements in detectors (e.g. HGTD or ITk)
and/or by more performing reconstruction algorithms (e.g. jet, precise time reconstruction in LAr to
reject pileup and EmissT particle flow), more stringent limits could be derived combining larger statistics
with a similar (or better) signal and background separation.
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Appendix A. Statistical framework
Statistical framework
In particle physics, it is usual to search for signals that has been predicted but have not been observed
yet, such as the production of the dark matter or supersymmetry. The sensitivity of an analysis, the
optimization of the selection cuts, the observation of a signal over the well-known background and
lastly the evaluation of the significance of the excess need the definition of an statistical framework to
provide information on these subjects.
A.1 Hypothesis test
In the context of the search presented in this thesis, the analysis aims to test the existence of a predicted
signal (for instance, the production of dark matter) over a well-known background. This test is per-
formed by previously defining hypothesis on how the data would behave and requires the definition
of a statistical framework capable to evaluate the probability that data follows any of these hypothesis.
Usually, two hypothesis are considered:
• The null hypothesis (H0) that predicts that data can be described by the well-known background
alone and that no signal is present in data.
• The alternative hypothesis (H1) that predicts that data can be described by the known processes
and the signal of the predicted new process.
Associated to each hypothesis, there is an underlying model of how data is, defined by: a probabil-
ity density function fs(b)(x, θs(b)), where θ stands for the different parameters of the functions (shape
parameters and systematic errors) so-called nuisance parameters and x for the variable on which the
data is observed; the expected number of events stot and btot; and the strength parameter of the signal
µ = sobstot /s
exp
tot , which is the strength parameter and the parameter of interest of the search, representing
the number of observed signal events over the number of expected events. In total, data is fitted with a
function of the type:
F (x;µ, θs, θb) = µstotfs(x, θs) + btotfb(x, θb) (A.1)
provided that the null hypothesis model corresponds to the special case where µ = 0 and the alternative
hypothesis model, to the case that µ equals to an expected strength, denoted µ′.
The level of agreement of one hypothesis with the observed data is quantified by calculating a p-value,
which corresponds to the probability that the data can be described by the signal plus background model
defined by the alternative hypothesis. In particle physics, this p-value is usually expressed in terms of a
significanceZ, deduced as the quantile (inverse of the cumulative distribution) of the standard Gaussian:
Z = Φ−1(1− p) (A.2)
Two outcomes may be obtained from an hypothesis test evaluating the presence of a new signal. Either
there is a disagreement between the null hypothesis and the data, in which case a discovery test is per-
formed, or there is an agreement, so that limits are set on the production cross-section of new processes
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encoded in the alternative hypothesis. Particle physics community tends to claim for a signal discovery
when the p-value of the null hypothesis is equal or lower than 2.7 × 10−7, which corresponds to a sig-
nificance equal or greater than 5. On the other hand, when no significant signal is observed and data
can be described by fluctuations of the known processes, limits are set if signals present p-values lower
or equal to 0.05 (95 % confidence level), which represents a Z = 1.64. p-values are determined using a
frequentist significance test based on a likelihood ratio as a test statistic.
A.1.1 Likelihood
Discovery of exclusion is evaluated by fitting the distribution of a given variable x (in the analysis pre-
sented in this thesis, mγγ) using the models of both hypothesis. The best estimate of the parameters of
the fit is determined by maximizing a variable called likelihood (L). For binned distributions, the expec-
tation number of events per distribution bin corresponds to:
Ei = µsi + bi (A.3)
where si and bi represent the expected number of signal and background events:
si = stot
∫
bini
dxfs(x, θs) (A.4)
bi = btot
∫
bini
dxfb(x, θb) (A.5)
In data, this numbers may fluctuate per bin following a Poisson distribution. The likelihood function is
then defined as:
L(µ, θ) =
Nbin∏
i=1
(µsi + bi)
ni
ni!
e−(µsi+bi) (A.6)
For unbinned analysis, the likelihood analysis is defined differently. In this case, the number of events is
not estimated by bin but as the normalization multiplying the corresponding probability density func-
tion. The likelihood function is then defined as:
L(µ, θ) = Pois(n|N) ·
n∏
i=1
F (miγγ ;µ, θ) (A.7)
where N stands for the expected number of events, n is the observed occurences after the fit and F is
defined in Eq. A.1. The θ symbol stands for the different parameters describing the shape of the signal or
the background. These shape parameters are usually determined previously on MC samples and either
profiled (fixed to the mean value and corrected by the systematic error) or allowed to vary freely in the
final fit (free parameter). The profiling of these parameters consists of fixing the parameters to their MC
mean values and introducing new nuisance parameters that multiply the profiled variable.
θ → 〈θ〉
Nsyst.source∏
i=1
e
a
i
 (A.8)
where the nuisance parameters  represent the systematic errors and are then allowed to vary within
the magnitude of the systematic error. There is one parameter ai per profiled parameter and source of
uncertainty affecting it. Furthermore, constraints are added to the likelihood function when systematic
errors are introduced. These constraints are applied using standard gaussian distribution centered at
zero (G(θ)) with a standard deviation equal to the mangitude of the statistical error, so that the likelihood
value is reduced if one of the ai is pulled to more than one mangitude of its initial size. The likelihood
function becomes:
L′(µ, θ) = Pois(n|N) ·
n∏
i=1
F (miγγ ;µ, 〈θ〉
Nsyst.source∏
j=1
ej
) ·G(j), (A.9)
where L′ is the likelihood function that is used in the following. This is used to define a test statistic and
perform the hypothesis test.
A.1.2 Test statistics and p-value
The test of an hypothesized value is performed considering the profile likelihood ratio:
λ(µ) =
L(µ,
ˆˆ
θ)
L(µˆ, θˆ)
(A.10)
where ˆˆθ correspond to the value of the nuisance parameters maximizing the likelihood for a previously
fixed value of the parameter of interest µ (conditional maximum likelihood estimators). On the other
hand, µˆ and θˆ correspond to the values of µ and θ that maximize the likelihood function when all pa-
rameters are allowed to vary in the fit (maximum likelihood estimators).
From this definition, it can be inferred that 0 ≤ λ(µ) ≤ 1, with λ(µ) near one implying a good agreement
between data and the hypothesized value of µ. It is convenient to use the test statistics:
tµ = −2lnλ(µ) (A.11)
as basis of the statistical analysis. Higher values of tµ correspond to larger disagreement between data
and the hypothesized value. For each hypothesis, the distribution of tµ is calculated. This is done using
several toy MC samples emulating the distribution of the variable x for given µ. Fits are then performed
and for each toy sample, a value of tµ is obtained. This allows to build the probability density functions
f(tµ|µ) of the tµ variable under the assumption of that data presents a parameter of interest µ for both
hypothesis. Then, data is fitted and its observed tobsµ is compared against both distributions. The p-value
is then computed as:
p−value =
∫ ∞
tobsµ
f(tµ|µ)dtµ (A.12)
This relation between the p-value and the observed tµ and also with the significance Z are illustrated in
Fig. A.1.
  
Figure A.1: (a) Illustration of the relation between the p-value obtained from an observed value of the
test statistic tµ. (b) The standard normal distribution showing the relation between the significance Z
and the p-value [1].
This p-value is used either to evaluate the discovery of a new signal, if the null hypothesis p-value (also
called p0) is very low or exclusion limits if the p-value of the alternative hypothesis is low. Low p-values
may be due to two distinct reasons: either the observed µˆ is larger than the hypothesized value or lower.
This implies that rejected values of µ may be found at both sides of the observed µ value i.e. one may
obtain two-sided confidence interval for µ.
In some cases, special λ(µ) are defined:
Test statistics for a positive signal discovery: Often it is assumed that the presence of a new signal can
only increase the mean event rate beyond what is expected from background alone. Asumming
that the parameter of interest is the signal strength, this implies that the signal process necessarily
has µ ≥ 0. To take this into account an alternative test statistic is defined called t˜µ. Given that
statistical fluctuations may be observed that reduce the event rate below the expected background
in the signal region, λ˜µ is also defined for data with µ < 0:
˜λ(µ) =

L(µ,
ˆˆ
θ(µ))
L(µˆ, ˆθ(ˆ)µ)
; µˆ ≥ 0
L(µ,
ˆˆ
θ(µ))
L(0, ˆθ(0))
; µˆ < 0
(A.13)
where ˆθ(0) and ˆθ(µ) represent the conditional likelihood estimators given a strength parameter of
0 and µ respectively. The definition of λ˜µ is then straightforward:
t˜µ =

−2lnL(µ,
ˆˆ
θ(µ))
L(µˆ, ˆθ(ˆ)µ)
; µˆ ≥ 0
−2lnL(µ,
ˆˆ
θ(µ))
L(0, ˆθ(0))
; µˆ < 0
(A.14)
The p-value can be calculated as in previous section. Still, a one-sided or two-sided confidence
interval of µ can be obtained if µ is larger or lower than µˆ.
An special case of this test statistic is used to test the µ = 0. This statistic is appropiate in the case
that a positive signal is being searched for and tested against the null hypothesis described above.
In this special case, the test statistics t0 becomes:
t˜0 =
{ −2lnλ(0); µˆ ≥ 0
0; µˆ < 0
(A.15)
The p-value (p0) is then estimated as explained previously:
p0 =
∫ ∞
tobs0
f(t0|0)dt0 (A.16)
As explained previously, a low p0 implies that the null hypothesis is less likely to explain the data
and, if the significance is larger or equal than 5, that new phenomena has been observed.
Test statistics for upper limits: In the case that no excess is observed on data, the usual technique is to
derive upper limits on the signal strength. In this case, a test statistic is defined:
t˜µ =
{ −2lnλ(µ); µˆ ≤ µ
0; µˆ > µ
(A.17)
We set t˜µ = 0 for values of µˆ > µ because, when setting an upper limit, we would not regard
data such that the fitted µ is greater than the hypothesized µ. Such data would represent less
compatibility with µ than the data obtained, and therefore this is not taken as part of the rejection
region of the test. Similarly to t0, the p-value is estimated by integrating the resulting distribution
between the observed value and infinity.
A.2 Asymptotic formulae
In order to perform the statistic analysis explained in the previous sections, it is necessary to determine
the test statistics pdfs f(tµ|µ). The technique explained in previous section using toy samples is usually
the safest one to determine the pdf of tµ. However, building a sufficiently smooth distribution in the
tails requires to spend a lot fo time and computing power. In consequence, test statistics pdfs (f(tµ|µ))
may be reconstructed using approximative formulas for analyses where large statistics are expected. In
case of approximate distribution of the profile likelihood ratio we can expand the term lnλ [2] as:
−2lnλ = (µ− µˆ)
2
σ2
+O( 1√
N
) (A.18)
Here µˆ follows a Gaussian distribution with a mean µ and standard deviation σ, and N represents the
data sample size. The standard deviation σ of µˆ is obtained from the covariance matrix of the estimators
for all the parameters V −1ij = −E∂2lnL/∂θi∂θj where θi represent µ and the different nuisance parame-
ters. We can use this approximation to evaluate f(tµ; Λ).
f(tµ; Λ) =
1
2
√
tµ
1√
2pi
[
exp
(
−1
2
(
√
tµ +
√
Λ)2
)
+ exp
(
−1
2
(
√
tµ −
√
Λ)2
)]
(A.19)
with Λ representing the number of standard deviations:
Λ =
(µ− µˆ)2
σ2
(A.20)
To estimate σ, an alternative method may be used related to a special artificial data set that we call the
Asimov data set [1]. The Asimov data set is defined such that when one uses it to evaluate the estimators
for all parameters, one obtains the true parameter values. In practice, these are the values that would be
estimated from the Monte Carlo model using a very large data sample. We can use the Asimov data set
to evaluate the Asimov likelihood LA and the corresponding profile likelihood ratio λA. Two ways may
be used: evaluate the derivatives of ln(LA) numerically, use this to find the inverse covariance matrix,
and then invert and extract the variance of µ; given that the Asimov dataset gives the true parameter
values, µˆ = µ′ where µ′ is the parameter used to create the Asimov data set and:
σ2A =
(µ− µ′)2
tµ,A
(A.21)
That is, from the Asimov data set one obtains an estimate of the non centrality parameter Λ that char-
acterizes the distribution. Test statistic distributions from the previous section are simplified assuming
Eq. A.18. The possitive signal test statistic is reduced to:
˜λ(µ) =
{
(µ−µˆ)2
σ2 ; µˆ ≥ 0
µ2
σ2 − 1µµˆσ2 ; µˆ < 0
(A.22)
t0 then becomes:
t˜0 =
{
µˆ2
σ2 ; µˆ ≥ 0
0; µˆ < 0
(A.23)
and the upper limits test statistics becomes:
t˜µ =
{
(µ−µˆ)2
σ2 ; µˆ ≤ µ
0; µˆ > µ
(A.24)
A.3 Confidence level formalism
Usually, limits on a new signal process cross-section are set using the alternative hypothesis model and
testing it against the data. If the p-value of this model is beyond 0.05, limits are set to 95 % confidence
level. However, this interpretation should be corrected. In the case that λs+b and λb distributions are
separated, it is easy to reject the alternative hypothesis if data agrees with the null hypothesis. However,
sometimes searches are dominated by background and no significant signals are expected. In that case,
both distributions are overlapping and there is a non-negligible probabiliy that the alternative hypothe-
sis is rejected while the experiment has very low sensitivity to reject it. In this situation, the confidence
intervals for the parameter of interest are not very accurate if the p-value of the alternative hypothesis
is the only one taken into account. In order to perform more accurate limit setting, the confidence level
limit CLs [3] is re-defined:
CLs =
CLs+b
1− CLb =
ps+b
1− pb (A.25)
where ps+b is the p-value found for data on the tµ distributions using the alternative hypothesis (for
µ = µ′) or the null hypothesis (for µ = 0), shown in Fig. A.2 for the Higgs searches at LEP. Limits are
then set if CLs ≤ 1− α, where α is the confidence level (usually 90% or 95 %).
  
Figure A.2: On the left, the pdf of the test statistics for the Higgs search at LEP for the background
(right) and signal+background hypotheses (left) are illustrated. The light yellow region to the left of
the observation is 1 − CLb and the dark green is CLs+b. On the right, the evolution of the pdfs is
presented with falling search sensitivity from (a) to (c) as the Higgs mass hypothesis is increased and
the production cross-section falls [3].
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Appendix B. Comparison between Z ′-2HDM and Heavy Scalar model
Comparison betweenZ ′-2HDM and Heavy Scalar
model
In order to check the interest to include the Heavy Scalar model to cover the search of new physics in the
intermediate EmissT regime, a comparison of this model with the Z’-2HDM in a region of the parameter
space where this latest model could have a much softer EmissT distribution. The outcome of this com-
parison is that even if the EmissT distribution can be similar, the other important kinematic distributions
appear to be very different as shown on the figures below, especially the jet number distribution is cleary
dissimilar between the two models.
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Figure B.1: Comparison of EmissT spectrum of Z’-2HDM versus Heavy scalar model for same mediator
and DM particle masses (m′Z = 250 or 280 GeV, mχ = 50 GeV)
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Figure B.2: Comparison of EmissT spectrum of Z’-2HDM versus Heavy scalar model for same mediator
and DM particle masses (m′Z = 280 or 310 GeV, mχ = 50 GeV)
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Figure B.3: Comparison of EmissT spectrum of Z’-2HDM versus Heavy scalar model for same mediator
and DM particle masses (m′Z = 250 or 260 GeV, mχ = 60 GeV)
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Figure B.4: Comparison of EmissT spectrum of Z’-2HDM versus Heavy scalar model for same mediator
and DM particle masses (m′Z = 280 or 310 GeV, mχ = 60 GeV)
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Figure B.5: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 250 or 260 GeV, mχ = 50 GeV)
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Figure B.6: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 250 or 260 GeV, mχ = 50 GeV)
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Figure B.7: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 280 or 310 GeV, mχ = 50 GeV)
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Figure B.8: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 250 or 260 GeV, mχ = 60 GeV)
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Figure B.9: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 250 or 260 GeV, mχ = 50 GeV)
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Figure B.10: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 250 or 260 GeV, mχ = 50 GeV)
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Figure B.11: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 280 or 310 GeV, mχ = 50 GeV)
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Figure B.12: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 260 or 280 GeV, mχ = 60 GeV)
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Figure B.13: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 280 or 310 GeV, mχ = 50 GeV)
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Figure B.14: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 250 or 260 GeV, mχ = 50 GeV)
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Figure B.15: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 280 or 310 GeV, mχ = 50 GeV)
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Figure B.16: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 250 or 260 GeV, mχ = 60 GeV)
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Figure B.17: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 280 or 310 GeV, mχ = 60 GeV)
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Figure B.18: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 250 or 260 GeV, mχ = 50 GeV)
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Figure B.19: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 280 or 310 GeV, mχ = 50 GeV)
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Figure B.20: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 250 or 260 GeV, mχ = 60 GeV)
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Figure B.21: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 280 or 310 GeV, mχ = 60 GeV)
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Figure B.22: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 250 or 260 GeV, mχ = 50 GeV)
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Figure B.23: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 280 or 310 GeV, mχ = 50 GeV)
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Figure B.24: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 250 or 260 GeV, mχ = 60 GeV)
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Figure B.25: Comparison of kinematic distributions between Z’-2HDM and Heavy scalar models for the
same mediator and DM particle masses (m′Z = 280 or 310 GeV, mχ = 60 GeV)

Appendix C. Cross-section checks between CMS and ATLAS DM
models
Cross-section checks between CMS and ATLAS
DM models
Mono-Higgs models depend on several parameters that are previously fixed. Some of these parameters
however are not fixed to the same values between CMS and ATLAS, which may induce different cross-
sections, and possibly kinematic distributions. Each model presents their own differences:
C.1 Z ′B model gq parameter
ATLAS and CMS configurations fixed the coupling gq between the Z ′ vector boson and quarks to differ-
ent values (gATLASχ = 1/3, gCMSχ = 0.25). This difference is not negligible since production cross-sections
of the Z ′ boson at the LHC depend quadratically (∝ g2q ) on this paramater. A study was performed
within the DM Forum [1] on the effect of this coupling and it was found to affect negligibly the kine-
matic distributions of the model. Another study is now performed in order to estimate the scale factor
needed to combine CMS and ATLAS limits. In this context, gq effect on cross-sections is studied. Its
effect on kinematic distributions is also studied to verify that certainly no other bias must be taken into
account. Samples are generated using MadGraph5 version 2.3.3 interfaced with Pythia8. Four gq values
are considered: 0.4,1/3,0.25 and 0.10. Figures C.1– C.4 present the kinematic distributions for samples
of the Z ′B model for these different gq values. It can be observed that all distributions are compatible
within their uncertainties, representing each the statistical error on the bin of the distribution.
Cross-sections are presented in Table C.1 presents the cross-sections for these samples with their cor-
responding ratio with the ATLAS benchmark cross-section (σgq=1/3). It can be observed that between
gq = 1/3 and gq = 0.25 cross-section values, cross-sections are lower in the second case, as expected.
This would translate into more stringent limits in CMS using ATLAS configuration. However, the ex-
pected dependence of the cross-section on this parameter is not observed. The expected scales are:
σgq=0.4/σgq=1/3 ∼ 1.78, σgq=0.25/σgq=1/3 ∼ 0.69 and σgq=0.25/σgq=1/3 ∼ 0.11. This is not observed.
Further studies are beyond the scope of this work but it could be studied the dependence of the cross-
section on the Madraph version, the study of the different diagrams from the Z ′B model contributing to
the cross-section and the studies of ratios between CMS and ATLAS configurations for a finer grid of
points. This last step would allow the conversion of the ATLAS limits into CMS limits, leading to a more
precise comparison.
C.2 Z ′-2HDM cross-sections dependence on CP-even boson masses
In Spring 2017, there was a cross-check between ATLAS and CMS cross-sections for a future combina-
tion of mono-Higgs final results. However, it was found a divergence between the cross-sections. The
difference was due to the fixed mass of the CP-even heavy-scalars (H±,H) issued from the two higgs
doublets after EW symmetry breaking. ATLAS fixed their mass to mH± = mH0 = 300 GeV while CMS
equals these masses to the pseudo-scalar mass mA0 . This is a non-negligible fact given that the width
of the A0 → χχ decay depends on the mass of mA0 , mH± and mH0 . If mA0 > mH± ,mH0 , new channel
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mZ′B = 300 GeV, mχ = 1 GeV mZ′B = 1000 GeV, mχ = 1 GeV
mZ′B = 300 GeV, mχ = 150 GeV mZ′B = 1000 GeV, mχ = 150 GeV
Figure C.1: pγγT distributions of the Z
′
B model of four mass points (mZ′B , mχ) and four different values
of gq .
[mZ′(GeV),mχ(GeV)] σgq=0.4 (pb) σgq=1/3 (pb) σgq=0.25 (pb) σgq=0.1 (pb)
[300,1] 2.483 (1.088) 2.282 (1) 1.864 (0.817) 0.573 (0.251)
[300,150] 0.287 (1.061) 0.2705 (1) 0.2361 (0.873) 0.125 (0.462)
[1000,1] 0.1796 (0.99) 0.1813 (1) 0.1616 (0.891) 0.056 (0.306)
[1000,150] 0.1737 (0.989) 0.1756 (1) 0.1573 (0.896) 0.054 (0.308)
Table C.1: Cross-section values for the Z ′B model fixing different values of the gq parameter. Values
in parentheses correspond to the ratio between the given cross-section and the reference cross-section,
fixed to be σgq=1/3. Other parameters are fixed to their proposed values in [1] (sinθ = 0.3, gchi = 1 and
ghZ′Z′ = mZ′ ).
possibilities open up and the Γ(A0 → χχ) decreases. This affects not only the total cross-section but also
the kinematic distributions. Table C.2 present values of Z ′-2HDM cross-sections for several mass points
using these two configurations.
[mZ′(GeV),mA0(GeV)] σATLAS (fb) σCMS(fb)
[800,500] 21.1 37.7
[1000,600] 6.2 19.5
[1200,400] 32.6 35.2
[1400,800] 0.7 5.7
Table C.2: Cross-section values for Z ′-2HDM model mass points using ATLAS (mH± = mH0 =
300 GeV) and CMS (mH± = mH0 = mA0 ) configurations. Other parameters are fixed to the values
presented in DM Forum [1] (tanβ = 1, gZ′ = 0.8 and mdm = 100 GeV).
This leads to more stringent limits in CMS case that in ATLAS. However, both configurations are cor-
rect in a theoretical point of view. However, to converge between both experiments, the current CMS
mZ′B = 300 GeV, mχ = 1 GeV mZ′B = 1000 GeV, mχ = 1 GeV
mZ′B = 300 GeV, mχ = 150 GeV mZ′B = 1000 GeV, mχ = 150 GeV
Figure C.2: EmissT distributions of the Z
′
B model of four mass points (mZ′B , mχ) and four different values
of gq .
configuration will be used in the future.
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Figure C.3: ∆φ(γ1, EmissT ) distributions of theZ
′
B model of four mass points (mZ′B ,mχ) and four different
values of gq .
mZ′B = 300 GeV, mχ = 1 GeV mZ′B = 1000 GeV, mχ = 1 GeV
mZ′B = 300 GeV, mχ = 150 GeV mZ′B = 1000 GeV, mχ = 150 GeV
Figure C.4: ∆φ(γγ,EmissT ) distributions of the Z
′
B model of four mass points (mZ′B , mχ) and four differ-
ent values of gq .
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