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Richtigkeit und Wahrheit.
Grenzen des Formalen
von Peter RUTZ
Vielleicht ist für viele – dem Wortgebrauch nach – „richtig“ und „wahr“
etwa dasselbe; die Ausdrücke werden in der Fachsprache aber oft ver-
schieden verwendet. Wir wollen vor allem (1.) einmal erläutern, was wir
unter Richtigkeit verstehen, unter formaler Richtigkeit; das ist auf den
ersten Blick etwas technisch, aber eigentlich etwas ganz Einfaches und
gleichzeitig fast unheimlich Mächtiges, wenn wir dann seine Beziehung
zur Wahrheit ins Auge fassen (2. und 3.). Später wird sich herausstellen,
dass die Richtigkeit, das Formale sozusagen, überraschenderweise eine
Grenze hat (4.), die viele Hoffnungen des rationalen Denkens in Schran-
ken setzt und zeigt, dass die Erfassung der ganzen Wahrheit durch ein
formales System eine Illusion ist (5.). 
Der Vortrag soll auch für Nichtspezialisten verständlich sein; der
Autor nimmt es daher in Kauf, dass aus diesem Grund einige Formulie-
rungen technisch nicht ganz sauber, einige Behauptungen an Ort und
Stelle nicht bewiesen und einige Ausführungen etwas plakativ sind;
auch wurde auf Fussnoten, die auf klassische Werke verweisen, ver-
zichtet. Auf einige Bücher und Artikel, die diese Thematik zugänglich
(und teilweise amüsant) darstellen und weiterentwickeln und aus denen
einige Formulierungen dieses Vortrags inspiriert und teils auch wörtlich
übernommen wurden, wird am Ende hingewiesen.
1.  Das (g,i,p)-System
Erlauben Sie mir, Ihnen eine Art Spiel vorzustellen: das (g,i,p)-Spiel
oder (g,i,p)-System, um daran einige Grundbegriffe der Theorie der for-
malen Systeme zu erläutern.
Wir nehmen an, wir haben die Buchstaben „g“, „i“ und „p“ in be-
liebiger Anzahl zur Verfügung. Aus diesen können wir Wörter bilden,
z. B.
pp, pgi, ig, iiigggpgp, i.
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Statt Buchstaben könnte man auch Spielsteine verwenden, z. B. grosse
(grandi), kleine (piccoli) und mittlere (intermedii); oder auch Spielsteine
aus verschiedenem Material: aus Jaspis (i), Porphyr (p) und Granat (g).
Voraussetzung ist: Man hat von jeder Sorte beliebig viele und darf sie in
Reihen hinlegen: dann entstehen Ketten oder Muster (die den Wörtern
entsprechen).
Einige dieser Wörter (resp. Ketten oder Muster) bestimmen wir
als ausgezeichnete Wörter; wir nennen sie Sätze (oder auch Zielketten,
Goals). Diese Sätze können in unserem (g,i,p)-System mit Hilfe von
zwei (Spiel-)Regeln erhalten werden:
(R1') Die Setz-Regel: 
Man darf immer Wörter folgender Art hinschreiben:
ipigii
ipiigiii
ipiiigiiii
. . .
usw.
Oder allgemein gesagt (durch ein sogenanntes Axiomenschema):
(R1) Setz-Regel:
 
Falls x* ein Wort ist, das aus lauter „i“ besteht, dann ist
ipx*gx*i
ein Satz.
(R2) Die Umformungs- oder Ableitungsregel:
 
Falls s* ein Satz ist, dann ist es is*i auch.
Diese Regel erlaubt es uns also, aus einem gegebenen Satz auf einen
weiteren zu kommen; d. h. wenn man einen Satz hat, kann man Buchsta-
ben in bestimmter Form hinzufügen, und es entstehen neue Sätze: So
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kann man also z. B. mit der Ableitungsregel (R2) legitimerweise von
„iiipigiiii“ übergehen auf „iiiipigiiiii“; oder man kann – wie man sagt –
aus „iipiiiigiiiii“ „iiipiiiigiiiiii“ ableiten.
In allen Spielen gibt es Spielregeln dieser Arten; unserer Regel
(R1) entsprechen Anweisungen, wie man das Spiel beginnen kann, und
der Regel (R2), wie man die Steine verschieben, mit ihnen „fahren“ oder
neue hinzufügen kann. 
In Anlehnung an vorgeschichtliche Spiele mit Kieselsteinen (lat.
calculi) nennt man ein solches System ein Kalkül. Dazu ist die Art der
„Kieselsteine“ nicht wichtig; hingegen wird ein Kalkül allgemein durch
folgende Bedingungen definiert:
1. Die verschiedenen Elemente (Grundzeichen, Buchstaben,
Spielsteine) sind unterscheidbar.
2. Die Musterung (Wort- oder Kettenbildung) sowie die Art der
ausgezeichneten Muster (Sätze, Goals) sind einzig durch die An-
ordnung, durch die Lage der Elemente bestimmt.
Einfache Kalküle waren eine grosse Entdeckung der Menschheit: z. B.
Rechnen mit den Fingern, mit Steinen; Rechenbretter und Zählrahmen;
dabei betreffen die Regeln immer nur die Form oder die Stellung oder
die typographische Anordnung usw. der Elemente.
Zurück zu unserem (g,i,p)-System mit den zwei Regeln (R1) und
(R2): eine Sache ist es, Sätze zu erzeugen, eine andere, für ein vorgege-
benes Wort anzugeben, ob es ein Satz ist oder nicht. Gibt es ein solches
Entscheidungsverfahren?
Es gibt mehrere; vor allem gibt es zwei ganz verschiedener Art;
wir können diese in unserem einfachen (g,i,p)-System leicht darstellen:
Man betrachte einmal die Sätze „von aussen“; dann kann man –
vielleicht mit etwas Übung – „sehen“, dass jeder Satz drei Gruppen von
„i“ enthält, die getrennt sind durch die Buchstaben „p“ und „g“, und
zwar in dieser Reihenfolge. Diese Hypothese kann man beweisen, in-
dem man einsieht 1. dass alle durch Regel (R1) geschriebenen Wörter
von dieser Gestalt sind und 2. alle durch Regel (R2) erzeugten ebenso:
man kommt mit den vorgegebenen Regeln nicht aus dieser Anordnung
heraus. D. h. alle Sätze des (g,i,p)-Systems sind an der Form
x*py*gz*
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erkennbar, wobei x*, y* und z* reine i-Wörter bezeichnen. Weiter
könnte man vermuten, dass folgendes Kriterium (E1) gilt:
x*py*gz* ist genau dann ein Satz des (g,i,p)-Systems, wenn x*,
y* und z* i-Wörter sind und die Summe der Anzahl „i“ von x*
und der Anzahl „i“ von y* gleich der Anzahl „i“ von z* ist.
Dieses Entscheidungskriterium (E1) könnte man leicht beweisen.
(E1) ist ein Entscheidungsverfahren eines „intelligenten Zuschau-
ers“, der Einsicht in die Menge der Sätze des Systems hat; das System
selbst „weiss“ das nicht; es „weiss ja sowieso nichts“ – und ist doch Trä-
ger einer Information (z. B. über die Anzahlverhältnisse der vorkom-
menden „i“ in jedem Satz) und damit Träger von Bedeutung; die Bedeu-
tung aber ist die Brücke zur Wahrheit . . .
Gesucht sind nun systeminterne Entscheidungsverfahren, die rein
formal sind, also mit den Regeln des Systems allein zu tun haben – ohne
Bezug auf eine herausgetüftelte Information über die Struktur der Sätze.
Das ist die zweite Art von Entscheidungsverfahren. Davon gibt es in der
Regel zwei Methoden, um zu entscheiden, ob eine vorgegebene Zei-
chenfolge (ein Wort) ein Satz ist oder nicht:
(E21) Die Stammbaum-Methode (vgl. Abbildung 1), in der syste-
matisch alle Sätze den zwei Regeln gemäss erzeugt und der Länge nach
geordnet werden; ein vorgegebenes Wort hat eine bestimmte Länge und
gehört also zur Satzmenge des Systems, falls es im Baum in der Zeile
der gleich langen Sätze vorkommt.
(E22) Die Rückführungs-Methode (vgl. Abbildung 2) ist in einem
sogenannten Flussdiagramm dargestellt, das zeigt, wie man für ein vor-
gegebenes Wort w* die Entscheidung durchführt (d. h. im Wesentli-
chen, wie man ein gegebenes Wort auf mit (R1) erzeugte Wörter zu-
rückzuführen versucht).
Es wäre leicht, ausführlich zu zeigen, dass diese zwei Methoden
echte Entscheidungsverfahren sind.
Nun sind wir imstande, zwei wichtige Begriffe allgemein zu for-
mulieren: nämlich die Richtigkeit in einem Kalkül K und die Entscheid-
barkeit eines Kalküls K.
Wir nennen ein Wort w* eines Kalküls K  formal richtig (kurz:
richtig), d. h. einen Satz, genau dann, wenn es für w* eine endliche re-
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g elr e c ht e ( d. h. d e n R e g el n d es K al k üls K g e m äss e) H erl eit u n g o d er Er-
z e u g u n g gi bt.
Ei n  K al k ül  K  h eisst  e nts c h ei d b ar ,  f alls  f ür  j e d e s  v or g e g e b e n e
W ort w * i n K i n e n dli c h vi el e n S c hritt e n g e z ei gt w er d e n k a n n, d ass w *
ri c hti g ist o d er d ass w * ni c ht ri c hti g ist. D as ist z. B. i m o bi g e n S y st e m
d er F all: d as ( g,i, p)- S y st e m ist ei n e nts c h ei d b ar er K al k ül.
2. I nt e r p r et ati o n e n
U n d  w e n n  d as  ( g,i, p)- S y st e m  ni c ht  ei n  bl o ss es  S pi el  w är e ?  B ei  d er
Ei nf ü hr u n g  d es  E nts c h ei d u n gs v erf a hr e ns  ( E 1)  k o n nt e  m a n  vi ell ei c ht
h er a u ss p ür e n, d ass di es e S ät z e et w as mit d er A d diti o n v o n Z a hl e n z u
t u n h a b e n k ö n nt e n. D e m w oll en wir j et zt n a c h g e h e n. 
Wir  d efi ni er e n  ei n e  I nt er pr et ati o n I1 ;  d as  ist  ei n e  A b bil d u n g,d ur c h di e d e n Z ei c h e n d es S y st e ms B e griff e i n ei n e m s o g. I nt er pr et a-
ti o nsr a u m z u g e or d n et w er d e n, z. B. wi e f ol gt:
I1 :  Z ei c h e n m e n g e ÿ A us dr ü c k e d es ( g,i, p)- S y st e ms d er Arit h m eti k
p p lu s
g gl ei c h
i ein s
ii z w ei
iii dr ei
iiii vi er
. . . . . .
us w. us w.
U n d w as d a b ei h er a us k o m mt, u n d d as ist ei g e ntli c h v er w u n d erli c h u n d
gr oss arti g: b ei d er I nt er pr et ati o n  I 1  d e s ( g,i, p)- S y st e ms e nts pri c ht j e d e mri c hti g e n  W ort, d. h. j e d e m S at z d es K al k üls ei n w a hr er  S at z d er Z a h-
l e nt h e ori e! 
Z. B. i pi gii      b e d e ut et ei ns pl us ei ns gl ei c h z w ei;
iii pii giiiii b e d e ut et dr ei pl us z w ei gl ei c h f ü nf;
us w.
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W as als Z ei c h e ns pi el b e g o n n e n h at, b e k o m mt d ur c h di e I nt er pr et ati o n
pl öt zli c h B e d e ut u n g (i m D o p p elsi n n d es W ort es).
M a n d efi ni ert all g e m ei n: Ei n K al k ül K h at ei n e B e d e ut u n g , f alls
es ei n e I nt er pr et ati o n I f ür K gi bt, s o d ass j e d e m S at z v o n K ei n e w a hr e
A uss a g e i m I nt er pr et ati o ns b er ei c h e nts pri c ht ( d as ist di e s o g e n a n nt e Is o-
m or p hi e b e di n g u n g).
Es gi bt n at ürli c h f ür u ns er S y st e m a u c h a n d er e I nt er pr et ati o n e n,
z. B. di e I nt er pr et ati o n I 2, d ur c h di e d e m „ p “ d as Pf er d S o p hi e, d e m „ g “d er G a ul W alt er u n d d e m „i “ d er B e griff „i d e ol o gis c h “ z u or d n et wir d;
di es e I nt er pr et ati o n ist off e nsi c htli c h u ni nt er ess a nt, e b e n b e d e ut u n gsl os,
w eil di e g e n a n nt e Is o m or p hi e b e di n g u n g z wis c h e n d e n S ät z e n d es S y-
st e ms u n d d e n e nts pr e c h e n d e n „ A uss a g e n “ ü b er W alt er, S o p hi e u n d
i d e ol o gis c h ni c ht b est e ht.
Z u b e a c ht e n ist: Di e S ät z e ei n es f or m al e n S y st e ms, o b gl ei c h si e
urs pr ü n gli c h o h n e B e d e ut u n g si n d – si e si n d b esti m mt k o nstr ui ert e Z ei-
c h e nf ol g e n –, n e h m e n als o b ei ei n er g ut g e w ä hlt e n I nt er pr et ati o n ei n e
B e d e ut u n g a n. Di es e B e d e ut u n g ist a b er v or erst r ei n p assi v. D. h. ei n er
als  w a hr  ei n g est uft e n  A uss a g e  d er  A d diti o nst h e ori e  mit  n at ürli c h e n
Z a hl e n, et w a d er A uss a g e „ 2 + 3 + 4 = 9 “ k ö n nt e ü b er di e U m k e hr u n g
v o n I 1 et w a d er A us dr u c k „ii piii piiii giiiiiiiii “ z u g e or d n et w er d e n, d era b er off e nsi c htli c h k ei n S at z u n s er es o b e n d efi ni ert e n ( g,i, p)- S y st e ms
ist. Di e d ur c h di e R e g el n ( R 1) u n d ( R2) stri kt g e g e b e n e F or m alit äts b e-
di n g u n g m u ss a uf j e d e n F all ei n g e h alt e n w er d e n. B etr a c ht e n wir n o c h
ei n e dritt e I nt er pr et ati o n.
I3 :  Z ei c h e n d es ÷ A u s dr ü c k e d er Arit h m eti kS y st e ms (I nt er pr et ati o nsr a u m)
p gl ei c h ( =)
g w e g g e n o m m e n v o n
i 1
ii 2
iii 3
. . . . . .
us w. us w.
N u n  wir d  als o  z.  B.  d er  ri c hti g e  S at z  „ii piii giiiii “  u ns er es  S y st e ms
wi e  f ol gt  i nt er pr eti ert:  „ 2  =  3  w e g g e n o m m e n  v o n  5 “,  ei n e  w a hr e
A uss a g e d er Z a hl e nt h e ori e. M a n z ei gt  l ei c ht, d ass u ns er S y st e m a u c h
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b ei  di es er  I nt er pr et ati o n  I 3  ei n e  B e d e ut u n g  h at,  w eil  all e n  ri c hti g e nS ät z e n d es S y st e ms a u c h w a hr e A u ss a g e n d er Z a hl e nt h e ori e e nts pr e-
c h e n. 
Ei n K al k ül k a n n als o v ers c hi e d e n e B e d e ut u n g e n h a b e n, j e n a c h
I nt er pr et ati o n; ei n e I nt er pr et ati o n ei n es K al k üls ist d a n n b e d e ut u n gstr a-
g e n d, w e n n si e a uf Gr u n d d er Is o m or p hi e b e di n g u n g ei n Wiss e n, ei n e
T h e ori e ü b er ei n e n T eil d er ( wir kli c h e n) W elt wi d ers pi e g elt. – N u n gi bt
es f ol g e n d e z w ei i nt er ess a nt e A uf g a b e n:
( A 1)  Z u ei n e m g e g e b en e n f or m al e n S y st e m  K i st ei n e b e d e u-
t u n gstr a g e n d e I nt er pr et ati o n I z u fi n d e n, s o d ass di e d a d ur c h i n-
t er pr eti ert e n S ät z e v o n K w a hr e n A uss a g e n d es I nt er pr et ati o ns-
r a u m es e nts pr e c h e n.
( A 2)  Z u ei n er g e g e b e n e n T h e ori e T ( d. h. ei n er g e or d n et e n, wis-
s e ns c h aftli c h e n K e n nt nis ü b er ei n e n T eil d er Wir kli c h k eit) ist ei n
f or m al es S y st e m K a uf z ust ell e n, d ess e n S ät z e g e n a u d e n w a hr e n
A uss a g e n d er g e g e b e n e n T h e ori e T  ( d e n  T h e or e m e n) e nts pr e-
c h e n.
B ei ( A 1) h a n d elt es si c h als o d ar u m,  ei n e b e d e ut u n gstr a g e n d e I nt er pr e-
t ati o n ei n es ( a n si c h b e d e ut u n gsl e er e n, r ei n f or m al k o nstr ui ert e n) S y-
st e ms z u fi n d e n, v er gl ei c h b ar mit d e m K n a c k e n ei n es C o d es, mit d er
E nts c hl üss el u n g ei n er G e h ei ms pr a c h e. I n ( A 2) hi n g e g e n s u c ht m a n di e
F or m alisi er u n g ei n er T h e ori e. – S c h e m atis c h d ar g est ellt:
  ( A 1)  Z u ei n e m K al k ül K ist ei n e I nt er pr et ati o n 
I:  Z ei c h e n v o n K ÷ I nt er pr et ati o nsr a u m
g es u c ht, s o d ass gilt: Ist s * ei n S at z i n K ( d. h. f or m al ri c hti g), s o
ist s ei n e I nt er pr et ati o n I(s *) w a hr. Ei n s ol c h er K al k ül K h eisst wi-
d ers pr u c hsfr ei.
  ( A 2)  Z u ei n er T h e ori e T ist ei n e F or m alisi er u n g   
F:  Gr u n d b e griff e v o n T ÷ Z ei c h e n v o n K
g es u c ht, s o d ass gilt: I st t ei n T h e or e m v o n T, s o ist s ei n e F or-
m alisi er u n g F(t) ei n S at z i n K o d er: Ist t w a hr, s o ist s ei n e F or m a-
Peter RUTZ
1 Immanuel KANT, Kritik der reinen Vernunft B 7f.
20
lisierung in K formal richtig. Ein solcher Kalkül heisst vollstän-
dig.
Damit haben wir zwei wichtige Eigenschaften von K bezüglich einer
Interpretation definiert, die im folgenden zu beachten sind.
Aus dem Gesagten sieht man den Zusammenhang zwischen rich-
tig und wahr, zwischen der formalen Richtigkeit einer Formel (eines
Wortes) in einem Kalkül und der Wahrheit, der Gültigkeit einer Aus-
sage in einer Theorie. Dieser Zusammenhang hängt von der Frage nach
Widerspruchsfreiheit und Vollständigkeit eines Kalküls bezüglich ge-
wisser Interpretationen ab.
3. Geschichtliches bis HILBERT
All das ist nicht so weltfremd, wie es in dieser relativ abstrakten Darstel-
lung vielleicht erscheinen mag. Besonders hat das Problem der Formali-
sierung (A2) denkende Menschen von alters her fasziniert. Und es muss
eine gewaltige Entdeckung gewesen sein, dass bestimmte Vorgänge, be-
stimmte zusammenhängende Erkenntnisse formalisiert werden konnten;
dass zu verschiedenen Gebieten des menschlichen Wissens – wo es
doch um Wahrheit geht – entsprechende (eben isomorphe) formale Sy-
steme konstruiert werden konnten, in denen die formalisierten wahren
Aussagen formal, d. h. rechnerisch auf Richtigkeit überprüft werden
konnten.
Die bekanntesten Beispiele der Antike sind die von ARISTOTELES
(fast vollständig) formalisierte Syllogistik, die eine neuartige Weiterent-
wicklung in der Scholastik fand, und die Geometrie, die von EUKLID
formal beschrieben wurde; seine Formalisierung hat im 19. Jahrhundert
noch zu interessanten mathematischen Theorien geführt.
Diese zwei Leistungen waren so gekonnt und beeindruckend, dass
– um ein Wort von KANT anzuwenden und auszuweiten – weder die Lo-
gik noch die Geometrie bis zum Ende des 18. Jahrhunderts „keinen
Schritt rückwärts (haben) tun dürfen, (aber) . . . auch bis jetzt keinen
Schritt vorwärts (haben) tun können“1.
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Im 17./18. Jahrhundert haben PASCAL und LEIBNIZ versucht, die
Prozesse beim folgerichtigen Denken zu mechanisieren; aus jener Zeit
stammen erste eigentliche Rechenmaschinen (natürlich noch mit kom-
pliziertem Zahnräderwerk, ähnlich einer astronomischen Uhr). Die Vor-
aussetzung zu jeder Art solcher „Denkmaschinen“ ist die Möglichkeit,
bestimmte Abläufe zu formalisieren, sie in einem Kalkül zu beschreiben
(wir sind also wieder beim Thema). Ist ein solcher Kalkül einmal gefun-
den, so wird er isomorph auf eine Maschine übertragen: mechanisch,
pneumatisch, elektrisch oder elektronisch – je nach dem Stand der Tech-
nik.
Eine Neuentdeckung der Formalisierung – und damit der forma-
len Richtigkeit – gab es im 19. Jahrhundert; das war ein eigentlicher
Boom. George BOOLE veröffentlichte 1847 einen Artikel über „A Cal-
culus of Deductive Reasoning“ und 1954 ein Buch über „The Laws of
Thought“. Zur selben Zeit hat Augustus DE MORGAN mit seiner „For-
malen Logik“ 1847 einen bedeutenden Beitrag zur Entwicklung von
Logik-Kalkülen geleistet.
Die Aussagenlogik wurde 1879 von Gottlob FREGE formalisiert
dargestellt; um die Wende vom 19. zum 20. Jahrhundert haben Giusep-
pe PEANO die Arithmetik und David HILBERT die Geometrie neu forma-
lisiert.
Bei diesen Untersuchungen zeigte sich immer mehr, wie nötig es
war, die Frage zu klären, was man unter einem Beweis genau zu verste-
hen hatte. Ein Beweis ist – das wusste man seit dem griechischen Alter-
tum – eine rationale Begründung für die Geltung einer Behauptung
(einer Aussage, eines Theorems) innerhalb einer Theorie. Man geht
dabei bekanntlich von bereits begründeten oder einsichtigen oder ein-
fach angenommenen Aussagen aus (sie heissen Prämissen) und zeigt,
wie die zu beweisenden  Aussagen aus diesen Prämissen „logisch fol-
gen“ – wie man sagt.
Seit ARISTOTELES und der Stoa wurden gewisse logische Schluss-
verfahren formalisiert durchgeführt; aber im allgemeinen wurden die
Beweise – auch in formalen Wissenschaften wie der Mathematik – in-
haltlich geführt, waren Schritt für Schritt mit vielen Assoziationen ver-
bunden und oft den Doppeldeutigkeiten der Umgangssprache ausgelie-
fert.
Das Problem eines exakten Beweisverfahrens wurde gerade um
die Wende des 19. zum 20. Jahrhundert sehr brisant. Georg CANTOR
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hatte in den achtziger Jahren die Mengenlehre entwickelt, die für die
Mathematik ganz neue Horizonte eröffnete: mit dieser Theorie hatten
alle mathematischen Disziplinen auf einen Schlag eine gemeinsame
Grundlage gefunden.
Aber was für ein Schock; in dieser eleganten und präzise formu-
lierten Theorie, die so vieles versprach, entdeckte man schon bald uner-
wartete Paradoxien: innere Widersprüche, die sich gerade aus den kla-
ren Formulierungen „logisch ergaben“. War die Mengentheorie also
nicht widerspruchsfrei? Oder waren logische Fehler unterlaufen?
Ein neuer Wissenschaftszweig entstand: die Metamathematik,
vielleicht zu umschreiben als systematische Untersuchung des Bewei-
ses. Man wollte alle allgemein akzeptierten Methoden logischen Den-
kens – zumindest soweit sie sich auf die Mathematik bezogen – voll-
ständig kodifizieren und untersuchen und begründen.
Im Sinne dieser Herausforderung ist die „Summe rationaler Be-
gründung“, das monumentale Werk „Principia Mathematica“ (PM) von
Alfred N. WHITEHEAD und  Bertrand RUSSEL, 1910 bis 1913 entstanden
mit der kühnen Ambition, die ganze Mathematik aus der Logik abzulei-
ten (Logizismus).
Der schon erwähnte grosse Mathematiker und Metamathematiker
David HILBERT führte die Herausforderung des Formalismus auf die
Spitze, indem er als konsequenter Formalist u. a. folgendes verlangte: Es
soll streng – d. h. mit den Methoden der „Principia Mathematica“ –
bewiesen werden, dass das in den PM aufgestellte System widerspruchs-
frei und vollständig sei. Damit war die geniale Hoffnung verbunden:
Angenommen die PM wären vollständig, dann hätte man z. B. ein Ent-
scheidungsverfahren für die ganze Zahlentheorie: jedes zahlentheoreti-
sche Problem könnte formal (also rechnerisch, ja mechanisch) gelöst
werden. Noch 1930 sagte HILBERT in einem berühmt gewordenen Vor-
trag: „In der Mathematik gibt es kein ignorabimus . . . Wir müssen
wissen, wir werden wissen“. D. h.: Fragen, die wir innerhalb eines Kal-
küls der Mathematik stellen und heute noch nicht mit ja oder nein beant-
worten können, wären also nur vorläufig offen; jede sinnvolle Behaup-
tung in einem ordentlichen Kalkül wäre also entscheidbar. – Das war
1930.
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4. Der Bruch durch GÖDEL
Im darauffolgenden Jahr erschien in den „Monatsheften für Mathematik
und Physik“ ein 25-seitiger Aufsatz von Kurt GÖDEL, der alle diese
Hoffnungen (Ambitionen) zunichte machte: „Über formal unentscheid-
bare Sätze der PM und verwandter Systeme“2. Darin zeigt der Autor –
und zwar mit eben den Methoden der PM (wie HILBERT das explizit er-
wartete) – folgendes:
– Im System der PM gibt es nicht zu reparierende Löcher.
– Es gibt überhaupt KEIN formales System, in dem alle wahren
Aussagen der Zahlentheorie (geschweige denn anderer, kom-
plexerer Wissenschaften) entscheidbar sind, ausser es sei nicht
widerspruchsfrei.
– Falls es einen Beweis der Widerspruchsfreiheit des Systems
der PM gäbe, dann wäre PM selbst nicht widerspruchsfrei.
Etwas anders formuliert:
Erster GÖDELscher Satz (Unvollständigkeits-Satz):
Jeder widerspruchsfreie Kalkül K, der es erlaubt, von den natürli-
chen Zahlen zu reden (1), enthält Zeichenketten (Wörter), die in K
nicht entscheidbar sind (2). K ist also unvollständig.
Erläuterungen:
(1) D.h. im Kalkül K lässt sich die elementare Arithmetik forma-
lisieren.
(2) Gödel gelang es, eine solche Zeichenkette anzugeben, zu kon-
struieren. Es ist die Formalisierung etwa der folgenden Aussage
g der Arithmetik: „Die Formalisierung F(g) ist nicht herleitbar“
(oder ist nicht formal richtig).
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Zweiter GÖDELscher Satz:
Für jeden derartigen Kalkül K lässt sich seine Widerspruchsfreiheit
nie mit den blossen Mitteln des Kalküls selbst beweisen.
Das heisst also: Widerspruchsfreiheitsbeweise sind zwar möglich, aber
man braucht dazu ein stärkeres formales System; und für das dafür ver-
wendete System gilt wieder dasselbe. Ein „absoluter“ Widerspruchsfrei-
heitsbeweis der Mathematik würde folglich einen regressus ad infinitum
verlangen und ist daher nicht durchführbar.
5. Die Grenzen des Formalen
5.1 Einige Feststellungen kurz gefasst:
– In der Mathematik (und damit in anderen Wissenschaften)
wird es immer unentscheidbare Fragen geben.
– Die Wahrheit erschöpft sich nicht im Beweisbaren, im Bere-
chenbaren, im formal Richtigen.
– Unsere rationale Fähigkeit zu Lösungen reicht nicht so weit
wie unsere Fragen.
– (Mathematische) Wahrheit reicht weiter als das Konstruktions-
vermögen des menschlichen Denkens.
– Mit formaler Richtigkeit kann die Wahrheit nicht ausgeschöpft
werden; die Wahrheit kann nie ganz auf blosse Richtigkeit zu-
rückgeführt werden.
– Die Ambition des Formalismus („In der Mathematik gibt es
kein ignorabimus“) war eine Illusion.
5.2 Einige Folgerungen:
– Durch die GÖDELschen Sätze wird mit Methoden, die dem For-
malismus selbst eigen sind und deshalb Anerkennung finden,
dem Formalismus eine grundsätzliche, wenn auch nicht metho-
dische, so doch erkenntnistheoretische Grenze gesetzt. D. h.:
nicht die Methode des Formalismus, aber der erkenntnistheore-
Richtigkeit und Wahrheit
3 Vgl. REICHEL, Mathematik und Weltbild (unten Literaturhinweise) 13–16.
4 ROHRER, Entmythologisierung (unten Literaturhinweise) 180–182.
5 Z. B. HOFSTADTER, Gödel, Escher, Bach (unten Literaturhinweise) 504f.
6 ROHRER, Entmythologisierung (unten Literaturhinweise) 182.
25
tische Anspruch des Formalismus und damit des Rationalismus
wird in Frage gestellt3.
– „Bis zu GÖDELs Entdeckung konnte man sich der Hoffnung
hingeben, die totale Formalisierung der (entsprechend formu-
lierten) wissenschaftlichen Erkenntnisse eines Tages zu ver-
wirklichen. Diese Möglichkeit ist nun endgültig vorbei . . . Es
wird nie gelingen, ein total reflektierendes System zu konstru-
ieren oder formal dessen Widerspruchsfreiheit zu beweisen.
Man wird immer auf einen logisch vorausliegenden, nicht for-
malisierbaren Rest angewiesen sein . . . GÖDEL hat somit exakt
bewiesen, dass es keine totale Exaktheit gibt, dass es kein in
sich selbst geschlossenes System . . . gibt und dass die exakte
Methode nicht ausreicht, sich selbst zu begründen“4. Es gibt al-
so kein System, das (rein) rational die gesamte Wirklichkeit er-
fassen und erklären könnte; die gesunde Skepsis gegen philo-
sophische Systembildung (das more geometrico) ist also echt
begründet.
– Diese und ähnliche verblüffende Folgerungen aus den zwei
GÖDELschen Sätzen haben verschiedene Leute bewogen, dar-
aus zu schliessen, dass die menschliche Intelligenz jedem rein
formalen Denken und damit auch jedem Computer überlegen
sei: „GÖDELs Satz scheint zu beweisen, dass der Geist nicht als
Maschine zu erklären ist; dank GÖDELs Satz hat der Geist im-
mer das letzte Wort“5. Der Mensch „ist immer grösser als jede
seiner Methoden. Er kann immer mehr leisten als das noch so
weit entwickelte Gefüge seiner Verhältnisweisen“6.
Das mag sein, darf aber nicht vorschnell aus den GÖDELschen Sätzen
gefolgert werden. Zwei Dinge sind m. E. zu bedenken:
1. Die menschliche Geistestätigkeit ist wesentlich an die Vernunft
gebunden; menschliches Erkennen und Verstehen ist – gerade in-
sofern es rational begründbar sein will – nie rational abgeschlos-
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sen. D. h.: Durch die GÖDELschen Sätze wird der Mensch auf
eine Grenze seines eigenen systematisierenden, konstruierenden,
wissenschaftlich tätigen Geistes aufmerksam, auf eine Grenze, die
grundsätzlich ist7.
2. Für die Überlegenheit der menschlichen Intelligenz muss ein
Mass angegeben werden. Das könnte z. B. die Fähigkeit sein, die
Gödelisierung an einem formalen System durchzuführen. Man
kann einfach zeigen, dass es so grosse, so komplexe formale Sy-
steme gibt, dass kein Mensch mehr deren Gödelisierung durchzu-
führen imstande ist. Kurz gesagt: die Beschränktheit der mensch-
lichen Intelligenz ist gerade durch die Gebundenheit an die ratio,
die Vernunft, gegeben. Nur der reine Geist, der reine intellectus,
der reine Verstand, ist jeder Unvollständigkeit und damit jedem
formalen System überlegen: Der reine Geist braucht keine Ver-
nunft; der reine Verstand allein genügt ihm, alles durch und durch
und zudem ganz zu verstehen8.
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