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q-DEFORMED RATIONALS AND q-CONTINUED FRACTIONS
SOPHIE MORIER-GENOUD, VALENTIN OVSIENKO
Abstract. We introduce a notion of q-deformed rational numbers and q-deformed continued fractions.
A q-deformed rational is encoded by a triangulation of a polygon and can be computed recursively. The
recursive formula is analogous to the q-deformed Pascal identitiy for the Gaussian binomial coefficients,
but the Pascal triangle is replaced by the Farey graph. The coefficients of the polynomials defining the
q-rational count quiver subrepresentations of the maximal indecomposable representation of the graph
dual to the triangulation. Several other properties, such as total positivity properties, q-deformation of
the Farey graph, matrix presentations and q-continuants are given, as well as a relation to the Jones
polynomial of rational knots.
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Introduction
Let q be a formal parameter, recall the classical notion of q-integers:
[a]q :=
1− qa
1− q = 1 + q + q
2 + · · ·+ qa−1,
where a is a non-negative integer. Surprisingly, a similar notion in the case of rational numbers is
missing in the literature. A straightforward attempt to q-deform a rational number rs would be
[r]q
[q]s
,
or q
r
s−1
q−1 , (which is essentially the same formula modulo rescaling). In those formulas the numerator
and denominator are q-deformed separately, as q-integers. However, such definitions would not satisfy
interesting combinatorial properties.
The goal of this paper is to define a version of q-analogue of rational numbers, using a combinatorial
approach. In our approach the numerator and denominator affect each other’s q-deformation. The
q-deformation of a rational rs is a quotient of two polynomials:[r
s
]
q
=
R(q)
S(q) ,
where R and S both depend on r and s. The simplest example to illustrate this is:[
5
2
]
q
=
1+ 2q + q2 + q3
1 + q
,
[
5
3
]
q
=
1 + q + 2q2 + q3
1 + q + q2
where the “quantized” 5 in the numerator is different depending on the denominator.
The notion of q-rational we introduce has a certain similarity to that of the classical Gaussian q-
binomial coefficient
(
r
s
)
q
, which is a polynomial depending on r and s that q-deforms the usual binomial
coefficient
(
r
s
)
. This similarity manifests in the comparison of the weighted Farey sum rule and the q-
version of Pascal’s triangle. However, the Farey graph is more complicated than the Pascal triangle, since
every rational has infinitely many neighbors.
The main properties of the q-rationals we consider are the following.
A q-deformed rationals satisfy a total positivity property. For every rational rs , both polynomials R
and S in the numerator and denominator of [ rs ]q have positive integer coefficients. Moreover, for
two rationals, rs >
r′
s′ , the polynomial RS ′−SR′ has positive integer coefficients (see Theorem 2).
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B There is an “enumerative interpretation” of the q-rationals (Theorem 4). Coefficients of the
polynomials in the numerator and denominator count so-called closure sets of a certain graph.
This is also equivalent to counting subrepresentations of the maximal indecomposable quiver
representation.
In addition, we obtain q-analogues of several classical notions and results.
(a) Theorem 1 provides a relationship between regular and negative continued fractions, generalizing
the formulas from [15, 16].
(b) The weighted Farey graph. Theorem 3 generalizes the result of [27] that relates continued fractions
and hyperbolic geometry.
(c) The q-continued fractions and q-rationals are represented by products of elementary matrices
Rq :=
(
q 1
0 1
)
, Lq :=
(
1 0
1 q−1
)
. Sq :=
(
0 −q−1
1 0
)
,
that are q-deformed generators of PSL(2,Z).
(d) We obtain q-analogues of the continuants (i.e., the determinants that give the numerator and
denominator of a continued fraction in terms of its coefficients), and prove the Ptolemy relations
generalizing the Euler identity for the continuants (see Proposition 5.5).
To summarize, the results (a)–(d) of the above list give four equivalent ways to define and calculate
q-rationals. These four interpretations can be used for different purposes.
We test the notion of q-rationals on the example of two particularly simple infinite sequences of
rationals: the ratios of consecutive Fibonacci and Pell numbers. These are consecutive convergents of
the golden ratio and those of the silver ratio. Our approach leads to certain versions of q-Fibonacci and
q-Pell numbers. The Fibonacci case turns out to be related to the well-known Sequence A079487 of OEIS
(and its mirror A123245), while the obtained version of q-Pell numbers seems to be new. Note that
q-analogues of the Fibonacci and Pell numbers is a wast subject, and several different versions of them
are known, but do not appear in our context.
The notion of q-rational introduced in this paper needs only quite elementary constructions. However,
this notion arose at the interface of two theories, that of continued fractions and cluster algebra. These
motivating relations are presented in two appendices in a brief form with no technical details. In Appen-
dix A, we relate the q-rationals to the Jones polynomials of rational knots. In Appendix B, we relate the
q-rationals to the F -polynomials of a cluster algebra.
This paper is the second part of [24] where we discussed combinatorial properties of continued fractions.
However, it can be read independently.
1. Introducing q-deformed rationals and continued fractions
In this section we define q-deformations of finite continued fractions and formulate their first basic
properties.
1.1. The main definition. Given a rational number rs ∈ Q, we always assume rs > 1 and that r and s
are positive coprime integers. It has two different continued fraction expansions
r
s
= a1 +
1
a2 +
1
. . . +
1
a2m
= c1 −
1
c2 −
1
. . . − 1
ck
,
with ci ≥ 2 and ai ≥ 1, denoted by [a1, . . . , a2m] and Jc1, . . . , ckK, respectively. They are usually called
regular and negative (or “minus-”) continued fractions, respectively. Considering an even number of
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coefficients in the regular expansion and coefficients greater than 2 in the negative expansion make the
expansions unique.
We define q-deformations of the regular and negative continued fractions. We start with an explicit
formula; equivalent, but more combinatorial, definitions will be given in Sections 2 and 3.
Definition 1.1. (a) Given a regular continued fraction [a1, . . . , a2m], we define its q-deformation by
(1.1) [a1, . . . , a2m]q := [a1]q +
qa1
[a2]q−1 +
q−a2
[a3]q +
qa3
[a4]q−1 +
q−a4
. . .
[a2m−1]q +
qa2m−1
[a2m]q−1
(b) Given a negative continued fraction Jc1, . . . , ckK, we define its q-deformation by
(1.2) Jc1, . . . , ckKq := [c1]q −
qc1−1
[c2]q −
qc2−1
. . .
. . .
[ck−1]q −
qck−1−1
[ck]q
The following statement will be proved in Section 4.6.
Theorem 1. If a positive continued fraction [a1, . . . , a2m] and a negative continued fraction Jc1, . . . , ckK
represent the same rational number, then their q-deformations also coincide:
[a1, . . . , a2m]q = Jc1, . . . , ckKq.
In other words, the explicit formula (see [15, 16]) for conversion between the coefficients a’s and c’s
remains unchanged in the q-deformed case. This formula will be recalled in Section 2.1.
Given a rational number rs = [a1, . . . , a2m] = Jc1, . . . , ckK, the rational function defined by (1.1)
and (1.2) will be called the q-deformation of rs , or simply a q-rational. We will use the notation
(1.3)
[r
s
]
q
=:
R(q)
S(q) ,
where R and S are polynomials in q with integer coefficients. We always assume that (after a possible
simplification) R and S are coprime in Z[q], and that
R(1) = r, S(1) = s.
This fixes the sign in a unique way so that R and S are uniquely determined.
Let us start with simple examples.
Example 1.2. (a) The cases s = 1 and s = r − 1 are the only cases where [ rs ]q coincides with the
quotient of the q-deformed integers standing in the numerator and denominator:[
r
r − 1
]
q
=
[r]q
[r − 1]q .
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(b) The first non-trivial examples are[
5
2
]
q
= J3, 2Kq = [2, 2]q =
1+2q+q2+q3
1+q ,[
5
3
]
q
= J2, 3Kq = [1, 1, 1, 1]q =
1+q+2q2+q3
1+q+q2 ,[
7
3
]
q
= J3, 2, 2Kq = [2, 3]q =
1+2q+2q2+q3+q4
1+q+q2 ,[
7
4
]
q
= J2, 4Kq = [1, 1, 2, 1]q =
1+q+2q2+2q3+q4
1+q+q2+q3 ,[
7
5
]
q
= J2, 2, 3Kq = [1, 2, 1, 1]q =
1+q+2q2+2q3+q4
1+q+2q2+q3 .
(c) The q-rationals with denominator [2]q are:[
2m+1
2
]
q
= 1+2q+2q
2+···+2qm−1+qm+qm+1
1+q .
(d) The q-rationals with denominator [3]q are:[
3m+1
3
]
q
= 1+2q+3q
2+3q3+···+3qm−1+2qm+qm+1+qm+2
1+q+q2 ,[
3m+2
3
]
q
= 1+2q+3q
2+3q3+···+3qm−1+2qm+2qm+1+qm+2
1+q+q2 .
We see that the degrees of the polynomials R and S are in general lower than those of [r]q and [s]q.
1.2. Total positivity. An important property of the polynomials R and S is the following property of
positivity.
Proposition 1.3. For every q-rational
[
r
s
]
q
= R(q)S(q) , the polynomials R and S have positive integer
coefficients.
This property is not immediate from the expression (1.2) nor from the expression (1.1) (after simplifi-
cations minus signs may appear). We give an elementary proof below in §1.3. We will give a combinatorial
interpretation of the coefficients; see Section 3.
Furthermore, Proposition 1.3 has the following strengthened version.
Theorem 2. For every pair of q-rationals,
[
r
s
]
q
and
[
r′
s′
]
q
, the polynomial in q
(1.4) X r
s ,
r′
s′
:= RS ′ − SR′
has positive integer coefficients, provided rs >
r′
s′ .
This statement is proved in Section 4.7. The following corollary can be deduced by evaluating the
polynomials at q = 1.
Corollary 1.4. Let rs >
r′
s′ be two rationals and let
R
S =
[
r
s
]
q
and R
′
S′ =
[
r′
s′
]
q
. One has
RS ′ − SR′ = qα if and only if rs′ − r′s = 1,
for some integer α ≥ 0.
The exact value of α is given in Proposition 4.11.
Remark 1.5. (a) Theorem 2 implies a natural ordering on the set of q-rationals.
(b) Theorem 2 is a manifestation of the general phenomenon of total positivity. Recall that a 2 × N
matrix is totally positive if all n(n−1)2 its 2×2 minors are positive. The quotients R(q)S(q) and R
′(q)
S′(q) naturally
enter a 2×N totally positive matrix.
(c) Theorem 2 implies Proposition 1.3, when applied to rs =
1
0 , or
r′
s′ =
0
1 .
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1.3. Basic properties of the polynomials R and S. Let (ci)1≤i≤k be a sequence of integers greater
or equal to 2. Consider two sequences (Ri)i≥0 and (Si)i≥0 of polynomials in q defined by the following
recursions
(1.5)
Ri+1 = [ci+1]qRi − qci−1Ri−1,
Si+1 = [ci+1]qSi − qci−1Si−1,
with the initial conditions (R0, R1) = (1, [c1]q) and (S0, S1) = (0, 1).
As a common fact on generalized continued fractions, one observes that the above sequences define
the convergents of the continued fraction Jc1, . . . , ckKq. More precisely, one has
Jc1, . . . , ciKq =
Ri(q)
Si(q) ,
for all 1 ≤ i ≤ k.
Proposition 1.6. For all 1 ≤ i ≤ k,
(i) the leading term of Ri is qc1+...+ci−i and the constant term is 1;
(ii) the leading term of Si is qc2+...+ci−i+1 and the constant term is 1;
(iii) Ri and Si have positive integer coefficients;
(iv) Ri and Si are coprime.
Proof. (i) and (ii) are obtained by easy induction.
Assume that Ri and Ri − qci−1Ri−1 have positive integer coefficients for some fixed index i. From
the recursion one gets
Ri+1 = q[ci+1 − 1]qRi + (Ri − qci−1Ri−1),
which implies that Ri+1 also have positive integer coefficients, and one gets
Ri+1 − qci+1−1Ri = q[ci+1 − 2]qRi + (Ri − qci−1Ri−1),
which implies that Ri+1−qci+1−1Ri also have positive integer coefficients. (iii) follows then by induction.
From the following 2× 2 determinant computations∣∣∣∣∣Ri+1 RiSi+1 Si
∣∣∣∣∣ =
∣∣∣∣∣−qci−1Ri−1 Ri−qci−1Si−1 Si
∣∣∣∣∣ = qci−1
∣∣∣∣∣Ri Ri−1Si Si−1
∣∣∣∣∣ = . . . = −qc1+...+ci−i
one deduces that the only possible common divisors to Ri and Si are powers of q. Since the polynomials
have constant terms 1 they are not divisible by a power of q. Hence (iv). 
In particular, for i = k one obtains that Rk and Sk are precisely the polynomials R and S of (1.3),
and one deduces the following.
Corollary 1.7. Let R(q)S(q) = [a1, . . . , a2m]q = Jc1, . . . , ckKq.
(i) The degrees of the polynomials R and S in (1.3) are
deg(R) = c1 + . . .+ ck − k = a1 + . . .+ a2m − 1,
deg(S) = c2 + . . .+ ck − k + 1 = a2 + . . .+ a2m − 1.
(ii) The coefficients of the leading terms of R and S are equal to 1.
(iii) The constant terms of R and S are equal to 1, so that R(0) = S(0) = 1.
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1.4. The special value q = −1. The value q = −1 is special. In this case we have the following.
Proposition 1.8. (i) For every rational rs , the corresponding polynomials R and S evaluated at q = −1
can take only three values: −1, 0, or 1.
(ii) R(−1) = 0 if and only if r is even.
(iii) S(−1) = 0 if and only if s is even.
We will prove this statement in Section 4.9.
A corollary of Proposition 1.8 Part (ii) is that, for even r, the polynomial R(q) is a multiple of (1+ q),
and similarly for Q(q).
2. Weighted triangulations and q-deformed continued fractions
The goal of this section is to give an alternative, recurrent, way to define q-deformations of continued
fractions. We construct a combinatorial model for calculating the q-continued fractions based on a simple
triangulation of an n-gon. The main difference comparing with the classical continued fractions is that
the edges of the corresponding triangulation are weighted. We show that the weights associated to
q-deformed continued fractions can be read directly in the Farey graph.
2.1. Continued fractions and the triangulations Tr/s. We briefly recall a relationship between
continued fractions and triangulations of n-gons (for more details; see [24]).
Consider the following “wrinkled triangulation” of an n-gon with exactly two exterior triangles:
c1
✆✆
✆✆
✆✆
✆✆
✆
✾✾
✾✾
✾✾
✾✾
✾
❑❑❑
❑❑❑
❑❑❑
❑❑❑
❑❑❑
tt
a2
**c2
✾✾
✾✾
✾✾
✾✾
✾ c3 •
✆✆
✆✆
✆✆
✆✆
✆✆
✾✾
✾✾
✾✾
✾✾
✾✾
vv
a4
''• ❴❴❴❴❴❴❴ ck ck+1
✆✆
✆✆
✆✆
✆✆
✆
c0 jj
a1
44cn−1 cn−2 • hh
a3
77• ❴❴❴❴❴❴ ck+2
Every such triangulation defines, and is defined by, two sequences of positive integers: (a1, . . . , a2m)
and (c1, . . . , cn). The integers ai count the number of consecutive equally positioned triangles (i.e., the
triangles “base-down”, or “base-up”) while the integer ci counts the number of triangles incident at the
vertex i.
Let k be the number of vertices between the exterior vertices. The following statement is a reformu-
lation of a formula from [15, 16].
The regular and negative continued fractions defined by the sequences (a1, . . . , a2m) and (c1, . . . , ck)
coming from a triangulation, are equal to each other:
[a1, . . . , a2m] = Jc1, . . . , ckK.
Equivalently, the explicit formula of conversion for the coefficients of regular and negative continued
fractions is:
(2.1) (c1, . . . , ck) =
(
a1 + 1, 2, . . . , 2︸ ︷︷ ︸
a2−1
, a3 + 2, 2, . . . , 2︸ ︷︷ ︸
a4−1
, . . . , a2m−1 + 2, 2, . . . , 2︸ ︷︷ ︸
a2m−1
)
.
Notation. The constructed triangulation will be denoted by Tr/s, where
r
s is the rational number defined
by the above continued fractions, i.e., rs := [a1, . . . , a2m] = Jc1, . . . , ckK.
Remark 2.1. Note that the number n is related with the coefficients of the continued fractions by
n = a1 + a2 + · · ·+ a2m + 2
= c1 + c2 + · · ·+ ck − k + 3.
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2.2. The Farey sum rule. The triangulation Tr/s encodes the full sequence of convergents of the
continued fractions via the following Farey sum rule:
(2.2)
r
s
⊕ r
′
s′
:=
r + r′
s+ s′
.
We label the vertices of the n-gon by rationals starting from 01 and
1
0 at vertices 0 and 1, and extending
this labeling by the rule (2.2).
1
0
✁✁
✁✁
✁✁
✁✁
✁
r
s
❂❂
❂❂
❂❂
❂❂
❂
r+r′
s+s′
r
s
❂❂
❂❂
❂❂
❂❂
0
1
1
1
r′
s′
r′
s′
r+r′
s+s′
The following statement is equivalent to a theorem of C. Series; see [27], and it was first formulated
in the context of hyperbolic geometry and a Farey tessellation: the vertex k+1 of the triangulation Tr/s
has the label rs .
Example 2.2. The rationals 52 ,
5
3 ,
7
5 correspond to the following triangulations
1
0
✆✆
✆✆
✆✆
✆✆
✾✾
✾✾
✾✾
✾✾
3
1
5
2
✆✆
✆✆
✆✆
✆✆
0
1
1
1
2
1
1
0
✆✆
✆✆
✆✆
✆✆
2
1
✆✆
✆✆
✆✆
✆✆
5
3
✆✆
✆✆
✆✆
✆✆
0
1
1
1
3
2
1
0
✆✆
✆✆
✆✆
✆✆
2
1
✆✆
✆✆
✆✆
✆✆
3
2
sss
sss
sss
sss
sss
✆✆
✆✆
✆✆
✆✆
7
5
sss
sss
sss
sss
sss
0
1
1
1
4
3
2.3. Weighted triangulations Tqr/s. Given a rational
r
s and the corresponding triangulation Tr/s, we
define the weighted triangulation Tqr/s. Both, the vertices and the edges of T
q
r/s are assigned a weigh.
The edges of the triangulation are assigned a weight, which is a power of q, while the vertices are
labeled with q-rationals.
Definition 2.3. The edges are assigned weights according to the following rules.
(a) The edges at the vertex with number 1 have the following weights:
1
q−1
☛☛
☛☛
☛☛
☛☛
☛
1
qc1−1
q
✸✸
✸✸
✸✸
✸✸
✸
qc1−2
◆◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆ 2
• • • · · · •
(b) The edges at an upper vertex with number i ≥ 2 have the weights defined according to the following
rule:
i− 1 q
ci−1−1
i
q2
☛☛
☛☛
☛☛
☛☛
☛
q
②②
②②
②②
②②
②②
②②
②
1
♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣♣♣
qci−1
qci−2
✸✸
✸✸
✸✸
✸✸
✸ i+ 1
• • • · · · •
(c) All the edges between the bottom vertices have weight 1.
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Remark 2.4. (a) The sides of the “initial” triangle (10 ,
1
1 ,
0
1 ) have weight 1, 1 and q
−1.
1
0
q−1
☛☛
☛☛
☛☛
☛
1
0
1 1
1
1
Note that the side of weight q−1 is not used in the computation of the continued fractions. The weight q−1
will become clear in Section 2.6.
(b) It follows from Definition 2.3 that the edges at a bottom vertex have the following weights:
•
qℓ
✸✸
✸✸
✸✸
✸✸
✸ •
1
•
1
☛☛
☛☛
☛☛
☛☛
☛
· · · •
1
♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣♣
•
1
•
1
In particular, at most one edge at a bottom vertex is of weight different from 1.
(c) Sides of every triangles have the weights (1, qℓ, qℓ−1):
• q
ℓ−1
1
❂❂
❂❂
❂❂
❂❂
❂❂
•
qℓ
✁✁
✁✁
✁✁
✁✁
✁✁
•
for some ℓ ≥ 1.
Example 2.5. The weighted triangulations Tq5/2,T
q
5/3,T
q
7/5 (see Example 2.2) are as follows
•
q−1
✆✆
✆✆
✆✆
✆✆
✆✆
1
q2
q
✾✾
✾✾
✾✾
✾✾
✾✾
• q
1
•
1
✆✆
✆✆
✆✆
✆✆
✆✆
•
1
•
1
•
•
q−1
✁✁
✁✁
✁✁
✁✁
✁✁
1
q •
1
✁✁
✁✁
✁✁
✁✁
✁✁
q2
q
•
1
✁✁
✁✁
✁✁
✁✁
✁✁
•
1
•
1
•
•
q−1
✁✁
✁✁
✁✁
✁✁
✁✁
1
q •
1
✁✁
✁✁
✁✁
✁✁
✁✁
q •
1
♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣♣
q
✁✁
✁✁
✁✁
✁✁
✁✁
q2 •
1
♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣♣
•
1
•
1
•
2.4. Labeling the vertices of Tqr/s. We will also need to label the vertices of the weighted triangula-
tion Tqr/s.
Definition 2.6. Let us label by the q-rational
[
r′
s′
]
q
the vertex of Tqr/s, that corresponds to the rational
r′
s′
in Tr/s.
The weights of Tqr/s then encode algebraic relations between the fractions attached to the vertices.
More precisely, we have the following statement.
Theorem 3. Every triangle of Tqr/s is of the form
(2.3) R
′
S′
qℓ−1
1 ❂❂
❂❂
❂❂
❂
R′′
S′′
qℓ✁✁
✁✁
✁✁
✁
R′+qℓR′′
S′+qℓS′′
.
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Proof. We suppose that R
′
S′ = [
r′
s′ ]q and
R′′
S′′ = [
r′′
s′′ ]q are attached to the vertices j > k and i ≤ k
respectively.
Case 1. The local picture is as follows:
i− 1 q
ci−1−1
i
qℓ−1
☛☛
☛☛
☛☛
☛☛
qℓ−2
♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣
qci−1
qℓ
✸✸
✸✸
✸✸
✸✸
i+ 1
j + 1
1
j
1
j− 1
We want to show that the fraction R
′′′
S′′′ attached to the vertex j − 1 is given by R
′+qℓR′′
S′+qℓS′′ . Recall that
the coefficients of the negative continued fractions are given by the number of triangles incident to the
vertices (see §2.1). In particular, for the fraction R′S′ or R
′′′
S′′′ the coefficients are given by removing all the
vertices and triangles between i and j or i and j − 1 respectively. More precisely one gets
R′′
S ′′ = Jc1, . . . , ci−1Kq,
R′
S ′ = Jc1, . . . , ci−1, ℓKq,
R′′′
S ′′′ = Jc1, . . . , ci−1, ℓ+ 1Kq.
The desired relations between the numerators and between the denominators are then deduced from the
recurrence relations (1.5).
Case 2. The local picture is as follows:
h
qc−1
▼▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼▼
▼
qc •
1
❀❀
❀❀
❀❀
❀❀
❀❀
q •
1
❴❴❴ i
1
✄✄
✄✄
✄✄
✄✄
✄✄
q
i+ 1
1
qqq
qqq
qqq
qqq
qqq
•
1
qc−2
j
1
Note that if h = i− 1 one has ℓ = c = ci−1 − 1 > 1, otherwise ℓ = 1.
We want to show that the fraction R
′′′
S′′′ attached to the vertex i+ 1 is given by
R′+qℓR′′
S′+qℓS′′ . We proceed
by induction on i− h. If h = i− 1 one has
R′
S ′ = Jc1, . . . , ci−1Kq,
R′′
S ′′ = Jc1, . . . , ci−1 − 1Kq,
R′′′
S ′′′ = Jc1, . . . , ci−1, 2Kq.
Using the recurrence relations (1.5), one easily obtains the desired relation.
If we assumed established that the fraction R
(4)
S(4) attached to the vertex i− 1 satisfies R
′′
S′′ =
R′+qR(4)
S′+qS(4) ,
then again one easily deduces the desired relation using the coefficients of the expansions and the recur-
rence relations. 
2.5. Weighted Farey sum. We generalize the Farey sum (2.2) in the case of weighted triangulation,
using the formula that has already appeared in Theorem 3.
Definition 2.7. In the triangle (2.3), we call the fraction:
(2.4)
R′
S ′ ⊕q
R′′
S ′′ :=
R′ + qℓR′′
S ′ + qℓS ′′ ,
the weighted Farey sum of R
′
S′ and
R′′
S′′ .
Theorem 3 then affirms that every q-rational number
[
r
s
]
q
can be computed recursively from the
triangulation Tqr/s, applying the weighted Farey sum rule.
Proposition 1.3 and Corollary 1.4 can be also obtained as consequences of Theorem 3.
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Example 2.8. The q-rationals in Tq5/2,T
q
5/3,T
q
7/5 can be obtained recursively. One obtains the following.
1
0
q−1
✁✁
✁✁
✁✁
✁✁
✁
1
q2
q
❂❂
❂❂
❂❂
❂❂
❂
1+q+q2
1
q
1
1+2q+q2+q3
1+q
1
♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣
0
1 1
1
1 1
1+q
1
1
0
q−1
✁✁
✁✁
✁✁
✁✁
✁
1
q 1+q
1
1
✁✁
✁✁
✁✁
✁✁
✁
q2
q
1+q+2q2+q3
1+q+q2
1
♣♣♣
♣♣♣
♣♣♣
♣♣
0
1 1
1
1 1
1+q+q2
1+q
The q-rational
[
7
5
]
q
corresponds to
1
0
q−1
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
1
q 1+q
1
1
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥
q 1+q+q2
1+q
1
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥
q
q2 1+q+2q2+2q3+q4
1+q+2q2+q3
1♥♥♥
♥♥♥
♥♥♥
♥♥♥
0
1 1
1
1 1
1+q+q2+q3
1+q+q2
2.6. Weighted Farey graph. The classical Farey graph is the infinite graph with the set of vertices
equal to the set of rationals completed by the infinity Q ∪ {∞}, the infinity being represented by 10 .
Two vertices, rs and
r′
s′ , are connected if and only if rs
′ − r′s = ±1. The Farey graph form an infinite
triangulation of the hyperbolic plane, called the Farey tessellation. Every continued fraction can be
understood as a walk along the edges of the Farey graph. For the basic properties of the Farey graph
and its relation to continued fractions; see [14].
We assign a weight to every edge of the Farey graph, and then label its vertices by the q-rational
numbers (instead of rational numbers).
Definition 2.9. (a) The sides of the “initial” triangle (10 ,
1
1 ,
0
1 ) are weighted as follows
1 1
q−1
1
0
1
1
0
1
(b) The sides of every other triangle of the Farey graph are labeled according to the following rule.
1 qℓ
qℓ−1
Clearly, the rules (a) and (b) uniquely determine the weights of all edges of the Farey graph. Indeed,
every edge is adjacent to two triangles in the Farey tessellation, and any two edges are related by a finite
sequences of triangles. We will essentially be interested in the interval [0,∞) of the Farey graph.
Definition 2.9 clarifies the weights in Definition 2.3. Indeed, the triangulation Tqr/s can be embedded
into the Farey graph (cf. [24]), so that its weights are obtained as the pull-back of the weights on the
Farey graph. Therefore vertices are labeled according to the weighted Farey sum rule:
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1 qℓ
qℓ−1
R
S
R+qℓR′
S+qℓS′
R′
S′
Moreover, from the embedding of Tqr/s one deduces that ℓ is the last coefficient in the negative expansion
of R
′′
S′′ :=
R+qℓR′
S+qℓS′ , i.e. if
R′′
S′′ = Jc1, . . . , ciKq then ℓ = ci.
The top part of the weighted Farey graph is represented in Figure 1.
bbb bbbbb b b b b b b b b b b b b b
1
1 q
1 q 1 q2
q311 q1 q q
2
1
1
q−1
0
1
1
1
1
0
1+q
1
1+q+q2
1+q
1+q+q2
11+q+q2+q3
1+q+q2
1+q+2q2+2q3+q4
1+q+2q2+q3
1+q+2q2+q3
1+q+q2
1+2q+q2+q3
1+q
1+q+q2+q3
1
1 q 1 1 1 1 1 1 1q
2
q q
3
q q
2
q q
4
1+2q+2q2+2q3+q4
1+q+q2
1+2q+2q2+q3+q4
1+q
1+2q+2q2+2q3+q4
1+2q+q2+q3
Figure 1. Upper part of the weighted Farey graph between 01 and
1
0
2.7. A comparison to the Gaussian q-binomial coefficients. There is a certain analogy between
the q-continued fractions and Gaussian q-binomial coefficients. Indeed, the q-binomials
(
r
s
)
q
satisfy the
relations (
r
s
)
q
= qs
(
r − 1
s
)
q
+
(
r − 1
s− 1
)
q
,
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and can be calculated recurrently using the “weighted Pascal triangle” that starts like this:(
0
0
)
q
1✹✹
✹✹1
✡✡
✡✡(
1
0
)
q
1✹✹
✹✹1
✡✡
✡✡
(
1
1
)
q
1✹✹
✹✹q
✡✡
✡✡(
2
0
)
q
1✹✹
✹✹1
✡✡
✡✡
(
2
1
)
q
1✹✹
✹✹q
✡✡
✡✡
(
2
2
)
q
1✹✹
✹✹q2
✡✡
✡✡(
3
0
)
q
1✹✹
✹✹1
✡✡
✡✡
(
3
1
)
q
1✹✹
✹✹q
✡✡
✡✡
(
3
2
)
q
1✹✹
✹✹q2
✡✡
✡✡
(
3
3
)
q
1✹✹
✹✹q3
✡✡
✡✡(
4
0
)
q
(
4
1
)
q
(
4
2
)
q
(
4
3
)
q
(
4
4
)
q
with the first case
(
4
2
)
q
= 1 + q + 2q2 + q3 + q4 where a q-binomial is not equal to a q-integer. The
main difference between q-rationals and q-binomials is that, unlike the Pascal triangle, every vertex of
the Farey graph is related with infinitely many other vertices. Let us mention that q-binomial coefficients
do not occur as numerators (or denominators) of q-rationals, except for the those q-binomials that are
equal to q-integers. Nevertheless, there are many resemblance between the polynomials, for instance,(
5
3
)
q
= 1 + q + 2q2 + 2q3 + 2q4 + q5 + q6 and
[
8
3
]
q
=
1 + 2q + 2q2 + 2q3 + q4
1 + q + q2
.
3. Counting on graphs
In this section we provide a combinatorial interpretation of the polynomialsR andQ of a q-rational [ rs]q.
Given a rational rs , we consider an oriented graph of type A which is (projectively) dual to the triangu-
lation Tr/s. We show that the coefficients of the polynomials R(q) and Q(q) count some special subsets
of vertices of the graph called “the closures”. Equivalently, this can be reformulated as counting of
subrepresentations of the maximal quiver representation of the associated oriented graph.
3.1. Oriented graph associated with a rational. Given a rational rs = [a1, . . . , a2m], consider the
simple graph An−3, where n = a1 + · · ·+ a2m + 2, with n− 3 vertices written in a row and connected by
n− 2 single edges:
◦ ◦ ◦ · · · ◦ ◦
This graph is of course known as the Dynkin diagram of type An−3.
Definition 3.1. Let us choose the orientation of the edges according to the following rules:
- first a1 − 1 edges oriented left
- next a2 edges oriented right
- next a3 edges oriented left,
etc.
- last a2m − 1 edges oriented right:
◦ oo
a1−1
◦ · · · ◦ oo ◦ //
a2
◦ · · · ◦ // ◦ oo
a3
◦ · · · ◦ oo ◦ · · · · · · ◦ //
a2m−1
◦ · · · ◦ // ◦
We denote by Gr/s the constructed oriented graph.
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Example 3.2. (a) The rationals 52 ,
5
3 and
7
5 correspond to the graphs
◦ oo ◦ // ◦ ◦ // ◦ oo ◦ ◦ // ◦ // ◦ oo ◦
respectively.
(b) The rational 2511 = [2, 3, 1, 2] has the graph
◦ oo ◦ // ◦ // ◦ // ◦ oo ◦ // ◦
We will also consider a shorter graph obtained from Gr/s by removing the first a1 arrows. It has the
form:
◦ //
a2−1
◦ · · · ◦ // ◦ oo
a3
◦ · · · ◦ oo ◦ · · · · · · ◦ //
a2m−1
◦ · · · ◦ // ◦
and will be denoted by G′r/s.
Remark 3.3. The graph Gr/s is just the standard graph that is usually associated to a triangulation.
In our case, the triangulation Tr/s is particularly simple, so that the corresponding graph is of type A.
Note that Gr/s may be thought of as projectively dual1 to the triangulation Tr/s in the following sense.
Vertices of Gr/s are identified with diagonals of Tr/s, and its edges are identified with the vertices of Tr/s
where the diagonals cross:
•
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥ •
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
•
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
◦ oo ◦ oo ◦ // ◦ // ◦ · · ·
• • • • · · · · · ·
•
❄❄
❄❄
❄❄
❄❄
❄❄
• •
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
•
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
· · · ◦ // ◦ // ◦
· · · · · · •
The projectively dual graph associated with a (more general) triangulation of an n-gon is constructed
as follows. Mark a puncture at every diagonal of the triangulation, and join by an edge those punctures
whose diagonals share a vertex of the n-gon. Fix the orientation of every edge of the graph in such a
way that the orientation of the triangle defined by the edge and the corresponding vertex of the n-gon be
positive. This leads to an oriented graph with n − 3 vertices which is not necessarily bipartite and can
contain cycles.
For example, the graph projectively dual to the following triangulated decagon
❦❦❦❦
❦❦❦ ❙❙❙❙
❙❙❙
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✠✠
✠✠
✠✠
✔✔
✔✔
✔✔
✔✔
✔✔
✔
✺✺
✺✺
✺✺◦HH
✏✏
✏✏
✏✏
✏✏
◦ // ◦

✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆
◦ ◦
ZZ✺✺✺✺✺
DD✠✠✠✠✠
✺✺
✺✺
✺✺
◦
^^❁❁❁❁❁❁❁❁❁
DD
✠✠
✠✠
✠
✠✠
✠✠
✠✠
✈✈
✈✈
✈✈
✈✈
✈✈
✈✈
✈
❙❙❙❙
❙❙❙ ◦
❦❦❦❦
❦❦❦
◦
%%❑❑
❑❑❑
❑❑99
sss
sss
s
◦ // ◦ oo ◦ // ◦ oo ◦ oo ◦
contains a 3-cycle. This is due to the interior triangle (yet the graph is “mutation equivalent” to A7 in
the sense of cluster algebra mutations).
1 In projective duality straight lines become points, and the points of intersection of lines become lines joining them.
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3.2. Closure subsets. Let us recall a standard notion of graph theory.
Definition 3.4. Given an oriented graph G, a set of vertices C ⊂ G is called a closure if there are no
outgoing edges from the elements of C to vertices in the complement G \ C.
A closure with ℓ elements will be called an ℓ-vertex closure. A single vertex forms a 1-vertex closure
if and only if it is a sink of G. More generally, an ℓ-vertex closure can be thought of as a “generalized
sink”. Note that there can be edges between the vertices that belong to the closure.
The following statement is our main combinatorial result.
Theorem 4. Let rs = [a1, . . . , a2m] and
R(q)
S(q) =
[
r
s
]
q
, then
(i) the numerator is a polynomial R(q) = 1 + ρ1q + ρ2q2 + · · ·+ ρn−4qn−4 + qn−3, such that
ρi = #{ i-vertex closures of the graph Gr/s},
for all i;
(i) the denominator is a polynomial S(q) = 1+σ1q+σ2q2+ · · ·+σn−a1−4qn−a1−4+ qn−a1−3 such that
σi = #{ i-vertex closures of the graph G′r/s},
for all i.
Theorem 4 will be proved in Section 3.4.
Let us give some examples.
Example 3.5. (a) Continuing Example 3.2, the graph G5/2 has:
◦ oo ◦ // ◦
one 0-closure
• oo ◦ // ◦
◦ oo ◦ // •
two 1-closures
• oo ◦ // •
one 2-closure
• oo • // •
one 3-closure
where the vertices forming a closure are colored black. The corresponding polynomial is 1+2q+ q2 + q3,
the numerator of
[
5
2
]
q
.
(b) Similarly, the graph G5/3 has:
◦ // ◦ oo ◦
one 0-closure
◦ // • oo ◦
one 1-closures
◦ // • oo •
• // • oo ◦
two 2-closures
• // • oo •
one 3-closure
The corresponding polynomial is 1 + q + 2q2 + q3, the numerator of
[
5
3
]
q
.
(c) The graph G25/11 (in which, for convenience, we number the vertices) is as follows
1 oo 2 // 3 // 4 // 5 oo 6 // 7
It obviously has one 0-closure, one 7-closure, and three 1-closures (three sinks, 1, 5 and 7). It furthermore
has:
- four 2-closures, namely the “double sinks” (1, 5), (1, 7), (5, 7) and (4, 5);
- five 3-closures (1, 5, 7), (1, 4, 5), (3, 4, 5), (4, 5, 7), (5, 6, 7);
- five 4-closures (1, 3, 4, 5), (1, 4, 5, 6), (1, 5, 6, 7), (3, 4, 5, 7) and (4, 5, 6, 7);
- four 5-closures obtained by removing one of the pairs of points: (1, 2), (2, 3), (1, 6), or (6, 7);
- two 6-closures, obtained by removing one of the two sources 2 or 6.
The polynomial R in the numerator of [ 2511]q is indeed,
R(q) = 1 + 3q + 4q2 + 5q3 + 5q4 + 4q5 + 2q6 + q7.
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(d) The graph G′25/11 is as follows
1 // 2 // 3 oo 4 // 5
It has:
- one 0-closure;
- two 1-closures (the two sinks, 3 and 5);
- two 2-closures, namely the “double sink” (3, 5) and (2, 3);
- three 3-closures (1, 2, 3), (3, 4, 5), (2, 3, 5);
- two 4-closures (2, 3, 4, 5), (1, 2, 3, 5);
- one 5-closure.
On can compute the polynomial S corresponding to [2511]q and check that indeed,
S(q) = 1 + 2q + 2q2 + 3q3 + 2q4 + q5.
Remark 3.6. (a) As a corollary of Theorem 4, we see that the total number of closure subsets of
the graphs Gr/s and G′r/s is equal to r and s, respectively. This observation provides an interesting
combinatorial way to calculate the numerator and denominator of a (classical) continued fraction.
(b) It would be interesting to investigate counting of closure subsets of vertices and the corresponding
polynomials for more general graphs than Gr/s. For instance, applied to the case of the graph pro-
jectively dual to a triangulation (see Remark 3.3) this approach could lead to a version of quantized
Grassmannian G2,n.
3.3. A reformulation with quiver representations. An equivalent reformulation of Theorem 4 uses
the notion of quiver representations (a “quiver” being another word for an oriented graph). Let us recall
a few standard definitions and facts. We refer to [10] for the general theory of quiver representations.
A representation of a quiver associates a vector space to each vertex, and a linear map to each edge.
A representation is indecomposable if it is not isomorphic to the direct sum of non-zero representations.
According to a theorem of Gabriel, indecomposable representations of a quiver of finite (i.e., of Dynkin)
type correspond to the positive roots of the root system of the Dynkin diagram.
The graph Gr/s is a quiver of Dynkin type A, it has one indecomposable representation of maximal
dimension, where every vector space is one-dimensional and every linear map is the identity map:
C oo
Id
C · · ·C oo Id C Id // C · · ·C Id // C · · · · · · C Id // C · · ·C Id // C
A subrepresentation of this representation replaces some of the spaces C by {0} in such a way that the
identity maps remain consistent.
Proposition 3.7. There is a one-to-one correspondence between subrepresentations of the above maximal
representation and closure subsets.
This statement is obvious from the definition. Indeed, in this correspondence every vertex of a closure
subset is assigned with C, and the vertices that do not belong to the closure with {0}.
As a consequence, we have the following.
Corollary 3.8. The coefficients of the polynomials R and S corresponding to a q-rational [ rs]q count
subrepresentations of the indecomposable representation of maximal dimension of Gr/s and G′r/s, respec-
tively.
This reformulation of Theorem 4 is perhaps more conceptual and has more chances to be generalized
within the framework of quiver representations.
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3.4. Proof of Theorem 4. We use the induction on n = a1 + · · ·+ a2m + 2.
The basis n = 4 is obvious: the graph G2/1 consists in one point and has one empty and one 1-vertex
closure, that corresponds to the polynomial R(q) = 1+ q, while the graph G′2/1 is empty and corresponds
to the polynomial S(q) = 1.
Let us prove the induction step. Consider a rational rs = [a1, . . . , a2m].
CaseA. Assume that a2m ≥ 3, then the triangulation Tr/s ends with (at least) three base-up triangles,
and the corresponding graph Gr/s has (at least) two last edges oriented to the right.
•
❊❊
❊❊
❊❊
❊❊
❊❊
❊ •
q R′
S′
②②
②②
②②
②②
②②
q R
S
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
· · · ◦ // ◦ // ◦
R′′
S′′
By Definition 2.7, one has
(3.1) R = qR′ +R′′.
Consider the rational
r′
s′
= [a1, . . . , a2m−1, a2m − 1]
whose triangulation Tr′/s′ (resp. graph Gr′/s′) is obtained by removing one right triangle (resp. one right
edge). In the case of the rational
r′′
s′′
= [a1, . . . , a2m−1 − 1, 1],
the triangulation Tr′′/s′′ is obtained by removing a2m base-up triangles in the right and reversion of the
last base-down triangle in the series of a2m−1 base-down triangles. The graph Gr′′/s′′ is obtained by
removing the last a2m vertices. The three graphs can be drawn in the same picture.
Gr′′/s′′
✤
✤
✤
✤
✤
✤
✤ Gr′/s′
✤
✤
✤
✤
✤
✤
✤ Gr/s
◦ oo
a1−1
◦ · · · ◦ oo ◦ //
a2
◦ · · · ◦ // ◦ · · · · · · ◦ oo
a2m−1−1
◦ · · · ◦ oo ◦ oo ◦ //
a2m−2
◦ · · · ◦ // ◦ // ◦
Let us compare the closure subsets of Gr/s,Gr′/s′ and Gr′′/s′′ .
Lemma 3.9. One has:
(3.2) ρℓ+1 = ρ
′
ℓ + ρ
′′
ℓ+1,
where ρℓ+1, ρ
′
ℓ and r
′′
ℓ+1 are the numbers of (ℓ + 1)-vertex closures of Gr/s, of ℓ-vertex closures of Gr′/s′ ,
and (ℓ+ 1)-vertex closures of Gr′′/s′′ , respectively.
Proof. Every ℓ-vertex closure of Gr′/s′ corresponds to an (ℓ+1)-vertex closure of Gr/s by adding the last
right vertex of Gr/s (which is a sink). Furthermore, every ℓ-vertex closure of Gr′′/s′′ corresponds to an
ℓ-vertex closure of Gr/s, that contains no vertex from the right a2m − 2 vertices. Hence the lemma. 
By the induction assumption, the coefficients of the polynomials R′(q) and R′′(q) count the closure
subsets of the graphs Gr′/s′ and Gr′′/s′′ , respectively. Comparing formulas (3.1) and (3.2), we conclude
that the similar property also holds for R(q).
The arguments in the case of the polynomial S(q) are similar. Theorem 4 is proved under the assump-
tion a2m ≥ 3.
18 SOPHIE MORIER-GENOUD, VALENTIN OVSIENKO
Case B. Assume that a2m = 2, then the triangulation Tr/s and the graph Gr/s end as follows
•
②②
②②
②②
②②
②②
②②
R′
S′
②②
②②
②②
②②
②②
q R
S
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
· · · ◦ oo ◦ // ◦
• R′′S′′
The proof is similar in this case and is again based on (3.1) and (3.2).
Case C. Assume that a2m = 1, then the triangulation Tr/s and the graph Gr/s end as follows
R′
S′
qa2m−1+1
②②
②②
②②
②②
②②
②
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
R
S
♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣
· · · ◦ oo ◦ oo ◦
• • R′′S′′
so that
R(q) = qa2m−1+1R′(q) +R′′.
The graph Gr′/s′ is obtained from Gr/s by removing a2m−1 + 1 last vertices. Therefore, every ℓ-vertex
closure of Gr′/s′ corresponds to (ℓ+ a2m−1 +1)-vertex closure of Gr/s by adding these vertices back. On
the other hand, an ℓ-vertex closure of Gr′′/s′′ corresponds to an ℓ-vertex closure of Gr/s that does not
contain the last vertex. We obtain, similarly to Lemma 3.2,
ρℓ = ρ
′
ℓ−a2m−1−1 + ρ
′′
ℓ .
Theorem 4 is proved.
4. Matrices of continued fractions and their q-deformations
It is convenient to represent continued fractions via unimodular 2×2 matrices with integer coefficients.
In this section, we develop a similar technique in the q-deformed case. This in particular allows us to
prove Theorems 1, 2 and several other technical statements.
4.1. Matrices of convergents. We briefly recall the way to represent classical continued fractions by
2× 2 matrices. Given a rational rs and its continued fractions expansions
r
s
= [a1, . . . , a2m] = Jc1, . . . , ckK,
consider the matrices
M+(a1, . . . , a2m) :=
(
a1 1
1 0
)(
a2 1
1 0
)
· · ·
(
a2m 1
1 0
)
,
M(c1, . . . , ck) :=
(
c1 −1
1 0
)(
c2 −1
1 0
)
· · ·
(
ck −1
1 0
)
.
They are well-known as the matrices of convergents of the continued fractions for the following reason.
One easily obtains:
M+(a1, . . . , a2m) =
(
r r′2m−1
s s′2m−1
)
, M(c1, . . . , ck) =
(
r −rk−1
s −sk−1
)
,
where
r′2m−1
s′2m−1
= [a1, . . . , a2m−1], and
rk−1
sk−1
= Jc1, . . . , ck−1K.
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In terms of the elementary matrices
R =
(
1 1
0 1
)
, L =
(
1 0
1 1
)
, S =
(
0 −1
1 0
)
,
(note that (R,S), or (L, S) is the standard choice of generators of the group SL(2,Z)) the above matrices
are expressed as follows:
M+(a1, . . . , a2m) = R
a1La2Ra3La4 · · ·Ra2m−1La2m ,
M(c1, . . . , ck) = R
c1S Rc2S · · ·RckS.
Remark 4.1. Interest in the matricesM+(a1, . . . , a2m) andM(c1, . . . , ck) exceeds the context of contin-
ued fractions; see, e.g., [29, 17, 4, 25, 24]. Indeed, they appear in the theory of linear difference equations,
as the monodromy matrices. They play important roles in the theory of discrete integrable systems.
4.2. q-deformation of the matrices of convergents. We define q-deformations of the matrices of
convergents M+(a1, . . . , a2m) and M(c1, . . . , cn).
Definition 4.2. (i) The matrix
(4.1) Mq(c1, . . . , ck) =
(
[c1]q −qc1−1
1 0
)(
[c2]q −qc2−1
1 0
)
· · ·
(
[ck]q −qck−1
1 0
)
is the q-analogue of the matrix M(c1, . . . , ck).
(ii) The matrix
(4.2) M+q (a1, . . . , a2m) =
(
[a1]q q
a1
1 0
)(
[a2]q−1 q
−a2
1 0
)
· · ·
(
[a2m−1]q qa2m−1
1 0
)(
[a2m]q−1 q
−a2m
1 0
)
is the q-analogue of the matrix M+(a1, a2, . . . , a2m).
Note that the entries of the matrix M+q (a1, a2, . . . , a2m) are polynomials in q
±1. We also define the
following normalized matrix in order to get entries that are polynomials in q:
M˜+q (a1, . . . , a2m) := q
a2+a4+...+a2m M+q (a1, . . . , a2m).
The above definition is justified by the fact that the defined matrices are the matrices of convergents
of the q-deformed continued fractions (1.2) and (1.1), respectively.
Proposition 4.3. (i) One has
Mq(c1, . . . , ck) =
(R −qck−1Rk−1
S −qck−1Sk−1
)
,
where R(q)S(q) = Jc1, . . . , ckKq,
Rk−1(q)
Sk−1(q) = Jc1, . . . , ck−1Kq.
(ii) One has
M˜+q (a1, . . . , a2m) =
(
qR R′2m−1
qS S ′2m−1
)
where R(q)S(q) = [a1, . . . , a2m]q,
R′2m−1(q)
S′2m−1(q) = [a1, . . . , a2m−1]q.
Proof. This statement is an immediate consequence of the linear recurrence relations for the convergents;
cf. Section 1.3. 
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4.3. q-deformation of the generators. Let us introduce q-analogues of the matrices R,L and S.
Definition 4.4. The q-analogues of the matrices R,L and S are the following elements of GL(2,Z[q, q−1])
Rq :=
(
q 1
0 1
)
, Lq :=
(
1 0
1 q−1
)
, Sq :=
(
0 −q−1
1 0
)
.
Proposition 4.5. One has
M+q (a1, . . . , a2m) = R
a1
q L
a2
q · · ·Ra2m−1q La2mq ,(4.3)
Mq(c1, . . . , ck) = R
c1
q SqR
c2
q Sq · · ·Rckq Sq.(4.4)
Proof. One easily gets the following expressions for the iterates of Rq and Lq:
Raq :=
(
qa [a]q
0 1
)
, Laq :=
(
1 0
[a]q−1 q
−a
)
.
By direct computations one checks
Raiq L
ai+1
q =
(
qai + [ai]q[ai+1]q−1 q
−ai+1 [ai]q
[ai+1]q−1 q
−ai+1
)
=
(
[ai]q q
ai
1 0
)(
[ai+1]q−1 q
−ai+1
1 0
)
.
Hence the formula for M+q (a1, . . . , a2m).
Similarly, one easily checks
Rciq Sq =
(
[ci]q −qci−1
1 0
)
.
Hence the formula for Mq(c1, . . . , ck). 
4.4. Local surgery operations. We describe two useful “local surgery” operations. These are q-
analogues of the operations used in [25, 24].
The first operation inserts 1 into the sequence (c1, c2, . . . , cn), increasing the two neighboring entries
by 1; the second operation breaks one entry, ci, replacing it by c
′
i, c
′′
i ∈ Z>0 such that c′i + c′′i = ci + 1,
and inserts two consecutive 1’s between them.
Lemma 4.6. The matrix Mq(c1, . . . , cn) has the following identities:
Mq(c1, . . . , ci + 1, 1, ci+1 + 1, . . . , cn) = qMq(c1, . . . , ci, ci+1, . . . , cn),(4.5)
Mq(c1, . . . , c
′
i, 1, 1, c
′′
i , . . . , cn) = −Mq(c1, . . . , ci, . . . , cn),(4.6)
where c′i + c
′′
i = ci + 1.
Proof. Formula (4.5) follows from the following simple computation:(
[c+ 1]q −qc
1 0
)(
1 −1
1 0
)(
[d+ 1]q −qd
1 0
)
= q
(
[c]q −qc−1
1 0
)(
[d]q −qd−1
1 0
)
.
To prove (4.6), consider the product of matrices(
[c′ + 1]q −qc′
1 0
)(
0 −1
1 −1
)(
[c′′ + 1]q −qc′′
1 0
)
=
(
qc
′ − [c′ + 1]q − qc′ [c′′ + 1]q qc′+c′′
−1 0
)
and observe that qc
′ − [c′ + 1]q − qc′ [c′′ + 1]q = −[c′ + c′′ + 1]q. 
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Remark 4.7. The operation (4.6) and the corresponding computation is a variation on the following
analogue of the “sum of q-integers”:
[a]q +q [b]q := [a]q + q
a[b]q = q
b[a]q + [b]q = [a+ b]q,
sometimes used in the q-differential calculus.
4.5. Solving the equation Mq(c1, . . . , cn) = ±qℓ Id. The theorem of Conway and Coxeter [8] and its
generalization [25] classify positive integer solutions of the equation M(c1, . . . , cn) = ±Id. They are
formulated in terms of dissections of a convex n-gon. We give a q-analogue of these theorems.
We believe that Lemma 4.6 may have an independent interest. Here we use it in order to solve the
equation
Mq(c1, . . . , cn) = ±qℓ Id,
where ci are positive integers.
Consider a convex n-gon and its dissection by non-crossing diagonals. A class of dissections, such that
the number of vertices of every sub-polygon is a multiple of 3 was considered in [25] and called “3d-
dissections”. Following [8], call a “quiddity” of a dissection the sequence of positive integers, (c1, . . . , cn),
such that every ci is the number of sub-polygons incident with the i-th vertex.
Corollary 4.8. Let (c1, . . . , cn) be a sequence of positive integers.
(i) If (c1, . . . , cn) is the quiddity sequence of a triangulated n-gon then Mq(c1, . . . , cn) = −qn−3 Id .
(ii) The equality Mq(c1, . . . , cn) = ±qn−3 Id holds if and only if (c1, . . . , cn) is the quiddity sequence of
a 3d-dissected n-gon.
The proof of this statement is similar to the proof of Theorem 1 of [25], using the relations of Lemma 4.6.
4.6. Proof of Theorem 1. Our proof of Theorem 1 is a direct computation with the matrices of
convergents.
Proposition 4.9. If rs = [a1, . . . , a2m] = Jc1, . . . , ckK, then the q-deformed matrices of the continued
fractions satisfy
M˜+q (a1, . . . , a2m) =Mq(c1, . . . , ck)Rq.
Proof. Suppose that rs = [a1, . . . , a2m] = Jc1, . . . , ckK and use the conversion formula (2.1). One has
Mq(c1, . . . , ck)Rq = Mq
(
a1 + 1, 2, . . . , 2︸ ︷︷ ︸
a2−1
, a3 + 2, 2, . . . , 2︸ ︷︷ ︸
a4−1
, . . . , a2m−1 + 2, 2, . . . , 2︸ ︷︷ ︸
a2m−1
)
This can be rewritten using Proposition 4.5 and changing the parentheses as
Mq(c1, . . . , ck)Rq = R
a1+1
q Sq
(
R2qSq
)a2−1
Ra3+2q Sq
(
R2qSq
)a4−1 · · ·Ra2m−1+2q Sq (R2qSq)a2m−1Rq
= Ra1q (RqSqRq)
a2Ra3q (RqSqRq)
a4 · · ·Ra2m−1q (RqSqRq)a2m .
One then checks by a direct computation that
RqSqRq = qLq,
and therefore (RqSqRq)
a = qaLaq . This yields
Mq(c1, . . . , ck)Rq = q
a2+a4+...+a2mRa1q L
a2
q R
a3
q L
a4
q · · ·Ra2m−1q La2mq
= qa2+a4+...+a2mM+q (a1, . . . , a2m)
= M˜+q (a1, . . . , a2m).
Proposition 4.9 is proved. 
Theorem 1 readily follows from Proposition 4.9 and Proposition 4.3.
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4.7. Proof of Theorem 2. We now prove Theorem 2 by estabishing an explicit formula for the poly-
nomial
X r
s ,
r′
s′
= RS ′ − SR′,
up to a power of q.
Denote by T r
s ,
r′
s′
the complete subgraph of the weighted Farey graph which is the union of T r
s
and T r′
s′
.
The graph T r
s ,
r′
s′
is a triangulated N -gon containing both fractions, r
′
s′ and
r
s . Figure 2 below gives an
example for rs =
7
5 ,
r′
s′ =
8
3 .
0
1
1
1
4
3
7
5
3
2
2
1
1
0
b bbb b b bbb b
3
1
5
2
8
3
Figure 2. The triangulation T 7
5 ,
8
3
is a decagon with the quiddity sequence
(c1, . . . , c10) = (3, 3, 1, 2, 4, 3, 1, 2, 4, 1), the polynomial X 7
5 ,
8
3
is given up to a power of q
by the numerator of J2, 4, 3Kq.
The vertices of the N -gon are numbered in decreasing order (the first vertex is 10 and N
th vertex is 01 ).
Let k and ℓ be the numbers of the vertices corresponding to the fractions R
′
S′ and
R
S , respectively. We
assume that ℓ > k + 1 (if ℓ = k + 1 the fractions are linked in the Farey graph and this case is covered
separetely with Corollary 1.4 and Proposition 4.11 below).
Let (c1, . . . , cN ) be the quiddity of T r
s ,
r′
s′
, i.e., ci is the number of triangles incident with the i-th
vertex. By definition of T r
s ,
r′
s′
, one has
ck = cℓ = cN = 1, and ci ≥ 2 for i 6= k, ℓ,N.
Denote by Rk,ℓ the numerator of the q-rational defined as:
Rk,ℓ
Sk,ℓ := Jck+1, . . . , cℓ−1Kq .
The main ingredient of our proof is the following.
Lemma 4.10. There exists an integer c ≥ 0 such that
X r
s ,
r′
s′
= qcRk,ℓ.
Proof. By construction of T r
s ,
r′
s′
, one has RS = Jc1, . . . , ck−1K and
R′
S′ = Jc
′
1, . . . , c
′
k′K, where (c
′
1, . . . , c
′
k′) is a
sequence that can be obtained from (c1, . . . , cℓ−1) by applying a sequence of local surgery operations (4.5).
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This corresponds to removing one after the other exterior triangles in T r
s ,
r′
s′
in order to obtain the
triangulation T r′
s′
.
We now use 2× 2-matrix computations. (When an entry in the matrix is not relevant for the compu-
tation we replace it by a “star” symbol.) By Proposition 4.3 and formula (4.5), one has(R ∗
S ∗
)
= Mq(c1, . . . , ck−1)
and (R′ ∗
S ′ ∗
)
= Mq(c
′
1, . . . , c
′
k′) = q
−c′Mq(c1, . . . , ck−1, 1, ck+1, . . . , cℓ−1),
where c′ is the number of local transformations applied on the sequence (c1, . . . , cℓ−1) (i.e. the number
of triangles removed from T r
s ,
r′
s′
to obtain T r′
s′
). Thus, one has(R′ ∗
S ′ ∗
)
= q−c
′
(R ∗
S ∗
)(
1 −1
1 0
)
Mq(ck+1, . . . , cℓ−1).
Now, in the above matrix equation multiplying on the left by((R ∗
S ∗
)(
1 −1
1 0
))−1
=
(∗ −R
∗ −S
)−1
= q−c
′′
(−S R
∗ ∗
)
,
where qc
′′
is the determinant of Mq(c1, . . . , ck−1), gives(X r
s ,
r′
s′
∗
∗ ∗
)
= qcMq(ck+1, . . . , cℓ−1).
Hence the result, according to Proposition 4.3. 
By Proposition 1.3, Rk,ℓ is a polynomial with positive coefficient. Lemma 4.10 then implies that X r
s ,
r′
s′
is a polynomial with positive integer coefficients.
Theorem 2 is proved.
4.8. The weight of two neighbours. The exact value for the power of q in the case where the fractions
are connected by an edge in the Farey graph (i.e., the value of α in Corollary 1.4) can be computed
explicitly using the coefficients of the expansions of the continued fractions and is given in the following
proposition.
Proposition 4.11. Let RS and
R′
S′ be two q-rationals, corresponding to the rationals
r
s = Jc1, . . . , ck−1K
and r
′
s′ = Jc
′
1, . . . , c
′
k′K, respectively. If
r
s and
r′
s′ are linked in the Farey graph, and
r
s <
r′
s′ , then
RS ′ − SR′ =
{
qc1+...+ck−k, if r > r′,
qc
′
1+...+ck′−1−k′+1, if r′ > r.
Proof. Let the fractions rs and
r′
s′ be linked in the Farey graph. In the case where r > r
′, the edge between
the two fractions forms a left side of a triangle, and the two fractions belong to Tr/s. In the weighted
Farey graph Tqr/s the local picture is:
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1 qck−1
qck−2
R′
S′
R
S
R′′
S′′
One has by Proposition 4.3
Mq(c1, . . . , ck) =
(R −qck−1R′′
S −qck−1S ′′
)
.
Taking the determinants of the above matrices, one obtains
detMq(c1, . . . , ck) = q
ck−1 (R′′S −RS ′′) = qc1+···+ck−k.
On the other hand, according to the weighted Farey sum (2.4), one has
R′ = R − qck−1R′′ and S ′ = S − qck−1S ′′.
So that we deduce
RS ′ −R′S = qc1+···+ck−k.
In the case where r′ > r, the edge between the two fractions forms a right side of a triangle, and the
two fractions belong to Tqr′
s′
. The local picture is:
1 qc
′
k′
−1
qc
′
k′
−2
R′′
S′′
R′
S′
R
S
Computing the determinant of the matrix
Mq(c
′
1, . . . , c
′
k′) =
(R′ −qc′k′−1R
S ′ −qc′k′−1S
)
,
one gets RS ′ −R′S = qc′1+···+c′k′−1−(k′−1).
Hence the result. 
4.9. Proof of Proposition 1.8. In the special case where q = −1, the matrices Rq, Lq and Sq are as
follows
R−1 =
(
−1 1
0 1
)
, L−1 =
(
1 0
1 −1
)
. S−1 :=
(
0 1
1 0
)
.
Therefore, R2−1 = L
2
−1 = S
2
−1 = Id and (R−1S−1)
3 = Id. Formula (4.4) then implies that the matrix
M−1(c1, . . . , ck) is equal to either one of the matrices
Id, R−1, S−1, R−1S−1, (R−1S−1)2.
Each of these matrices has coefficients−1, 0, or 1. By Proposition 4.3, the numeratorR(−1) of a q-rational
equals the upper left coefficient of M−1(c1, . . . , ck). Hence Proposition 1.8, Part (i).
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To prove Part (ii) we proceed by induction on the depth of the Farey graph. Every q-rational RS =
[
r
s
]
q
is obtained as the weighted Farey sum:
R
S =
R′
S ′ ⊕q
R′′
S ′′ .
In particular, R = R′ + qℓR′′. Let r′, r′′ be the nmerators of the corresponding rationals. By induction
assumption, we have:
(a) R′(−1) = ±1 and R′′(−1) = ±1 if and only if r′ and r′′ are odd.
(b) R′(−1) = 0 and R′′(−1) = 0 if and only if r′ and r′′ are even. The integer r is even if and only if
r′, r′′ are either both odd, or both even. In view of Part (i), this implies that R(−1) = 0 if and only if r
is even. And similarly for S.
Proposition 1.8 is proved.
5. q-analogues of the continuants
Continued fractions are related to the polynomials called the continuants. These polynomials express
the numerator and denominator of a continued fraction
r
s
= [a1, . . . , a2m] = Jc1, . . . , ckK
in terms of the coefficients ai and ci. They are calculated as determinants of certain tridiagonal matrices.
In this section we describe the q-continuants that provide similar formulas for calculating the numer-
ator and denominator of a q-continued fractions. We prove a q-analogue of the Euler identity for the
continuants.
5.1. Euler’s continuants. Consider the tridiagonal determinants
Kk(c1, . . . , ck) := det

c1 1
1 c2 1
. . .
. . .
. . .
1 ck−1 1
1 ck

where the empty space of the matrix is filled by zero entries, and
K+2m(a1, . . . , a2m) := det

a1 1
−1 a2 1
. . .
. . .
. . .
−1 a2m−1 1
−1 a2m

.
One then has: {
r = K+2m(a1, . . . , a2m) = Kk(c1, . . . , ck),
s = K+2m−1(a2, . . . , a2m) = Kk−1(c2, . . . , ck).
The polynomials Kk(c1, . . . , ck) and K
+
2m(a1, . . . , a2m) are usually called the continuants; see [3, 13].
They were studied by Euler who proved a series of identities involving them. The identities found by
Euler are as follows
Kk−i−1(ci+1, . . . , ck−1)Kℓ−j−1(cj+1, . . . , cℓ−1) = Kj−i−1(ci+1, . . . , cj−1)Kℓ−k−1(ck+1, . . . , cℓ−1)
+ Ki−ℓ−1(ci+1, . . . , cℓ−1)Kk−j−1(cj+1, . . . , ck−1).
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provided 1 ≤ i < j < k < ℓ ≤ n.
Remark 5.1. The above identity can also be called the “Euler-Ptolemy-Plu¨cker relation” since it is a
particular case of a general class of relations unified by the Plu¨cker relations for the coordinates of the
Grassmannian Gr2,N (for more details; see [24] and references therein).
5.2. Introducing q-deformed continuants. We call q-continuants the following determinants
(5.1) Kk(c1, . . . , ck)q :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
[c1]q q
c1−1
1 [c2]q q
c2−1
. . .
. . .
. . .
1 [ck−1]q qck−1−1
1 [ck]q
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
and
(5.2) K+2m(a1, . . . , a2m)q :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
[a1]q q
a1
−1 [a2]q−1 q−a2
−1 [a3]q qa3
−1 [a4]q−1 q−a4
. . .
. . .
. . .
−1 [a2m−1]q qa2m−1
−1 [a2m]q−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
where ci and ai are positive integers. We will need to consider also the continuant K
+ over an odd
number of variables. We denote
K+2m−1(a2, . . . , a2m)q :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
[a2]q−1 q
−a2
−1 [a3]q qa3
−1 [a4]q−1 q−a4
. . .
. . .
. . .
−1 [a2m−1]q qa2m−1
−1 [a2m]q−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
One easily gets by induction the following realtions between the q-continuants and the matrices of
convergents Mq and M
+
q .
Proposition 5.2. (i) Let (c1, . . . , ck) be positive integers. One has
Mq(c1, . . . , ck) =
(
Kk(c1, . . . , ck)q −qck−1Kk−1(c1, . . . , ck−1)q
Kk−1(c2, . . . , ck)q −qck−1Kk−2(c2, . . . , ck−1)q
)
.
(ii) Let (a1, . . . , a2m) be positive integers. One has
M+q (a1, . . . , a2m) =
(
K+2m(a1, . . . , a2m)q q
a2mK+2m−1(a1, . . . , a2m−1)q−1
K+2m−1(a2, . . . , a2m)q q
a2mK+2m−2(a2, . . . , a2m−1)q−1
)
.
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Combining the above proposition with Proposition 4.9, one gets the following formulas for the numer-
ators and denominators of q-rationals.
Proposition 5.3. If
[
r
s
]
q
= [a1, . . . , a2m]q = Jc1, . . . , ckKq =
R(q)
S(q) , then
R(q) = Kk(c1, . . . , ck)q = qa2+a4+...+a2m−1K+2m(a1, . . . , a2m)q,
S(q) = Kk−1(c2, . . . , ck)q = qa2+a4+...+a2m−1K+2m−1(a2, . . . , a2m)q.
(Note that k = a2 + a4 + . . .+ a2m.)
Remark 5.4. (i) Computing Mq(c1, . . . , ck)
−1 one easily obtains the “mirror formula”:
Kk(c1, . . . , ck)q = q
c1+...+ck−kKk(ck, . . . , c1)q−1 .
(ii) By Corollary 4.8, if (c1, . . . , cn) is the quiddity sequence of a triangulated n-gon one has
Kk(c1, . . . , ck)q = Kn−k−2(ck+2, . . . , cn)q.
5.3. Euler’s identities for the q-deformed continuants. We give an analogue of Euler’s identity for
the q-continuants.
Fix a sequence of integers (ci)1≤i≤n and denote by K
q
i,j the continuant of order j − i− 1 generated by
the segment between ci+1 and cj−1:
K
q
i,j := Kj−i−1(ci+1, . . . , cj−1)q,
with the convention Kqi,i = 0 and K
q
i,i+1 = 1.
Proposition 5.5. The sequence (Kqi,j)1≤i≤j≤n satisfies the relation:
(5.3) Kqi,kK
q
j,l = q
cj+...+ck−1−(k−j)Kqi,j K
q
k,l + K
q
j,kK
q
i,l
provided 1 ≤ i < j < k < ℓ ≤ n.
Proof. We consider a 2 × n matrix whose first row is given by (Ri)1≤i≤n and second row by (Si)1≤i≤n
where
Ri := Ki−1(c1, . . . , ci−1)q, Si := Ki−2(c2, . . . , ci−1)q.
The 2× 2-minors of this matrix
∆i,j := RiSj −RjSi,
satisfy the Plu¨cker-Ptolemy relations
(5.4) ∆i,k∆j,l = ∆i,j∆k,l +∆j,k∆i,l
provided 1 < i < j < k < ℓ ≤ n. We now express these minors in terms of q-continuants to obtain the
desired indentity. We use 2 × 2-matrix computations. When an entry in the matrix is not relevant for
the computation we replace it by a ‘star’ symbol. By Proposition 4.3 one has(Rj ∗
Sj ∗
)
= Mq(c1, . . . , cj−1) = Mq(c1, . . . , ci−1)Mq(ci, . . . , cj−1).
We multiply the above matrix equation on the left by
Mq(ci, . . . , ci−1)−1 =
(Ri ∗
Si ∗
)−1
= q−(c1+...+ci−1−(i−1))
( ∗ ∗
−Si Ri
)
and obtain, according to Proposition 5.2( ∗ ∗
∆i,j ∗
)
= qc1+...+ci−1−(i−1)Mq(ci, . . . , cj−1) = qc1+...+ci−1−(i−1)
( ∗ ∗
K
q
i,j ∗
)
Rewriting (5.4) using ∆i,j = q
c1+...+ci−1−(i−1)Kqi,j gives (5.3). 
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6. Two examples of infinite sequences: q-Fibonacci and q-Pell numbers
In this section we consider q-analogues of two examples of infinite sequences of rationals.
A The sequence of convergents of the simplest infinite continued fraction representing the golden
ratio 1+
√
5
2 = [1, 1, 1, 1, . . .]. More precisely, we have
rn
sn
= Fn+1Fn , where Fn is the n
th Fibonacci
number.
B The sequence of convergents of the continued fraction 1 +
√
2 = [2, 2, 2, 2, . . .] called the “sil-
ver ratio”. These are the ratios of consecutive Pell numbers: rnsn =
Pn+1
Pn
(recall that the se-
quence (Pn)n≥0 = (0, 1, 2, 5, 12, 29, 70, 169, 408, . . .) is A000129 of OEIS).
We calculate the q-deformations of these two sequences, according to our Definition 1.1, and this leads
to q-deformations of Fibonacci and Pell numbers. It turns out that the q-deformation of the Fibonacci
numbers standing in the denominator is the well-known Sequence A079487, while the q-deformation of
the Fibonacci numbers in the numerator is the “mirror” Sequence A123245 of OEIS . Surprisingly, the
q-deformation of the Pell numbers appears to be a new version.
Let us mention that q-deformations of Fibonacci and Pell numbers is an active subject related to
several branches of combinatorics and number theory (see, e.g., [7, 2, 1, 26] and references therein).
6.1. Sequence A079487 and its mirror A123245. Consider the infinite triangle of positive integers
(fi,j)i,j≥2, with the initial conditions f2,0 = f3,0 = f3,1 = 1 and the convention fi,j = 0, for j < 0, and
defined by the recurrence relation
(6.1)
f2i+1,j = f2i,j−1 + f2i−1,j,
f2i+2,j = f2i+1,j + f2i,j−2,
for i ≥ 1. Sequence A079487 is known under the name of the second kind of Whitney numbers of
Fibonacci lattices. The sum of the numbers in ith row is equal to the Fibonacci number Fi+1.
Sequence A123245 is the mirror of A079487, i.e., this is the triangle A079487 with reversed rows. Using
the notation
(
f˜i,j
)
i,j≥0
, the recurrence for A123245 is the same as of (6.1) with the parity exchanged:
(6.2)
f˜2i+2,j = f˜2i+1,j−1 + f˜2i,j ,
f˜2i+1,j = f˜2i,j + f˜2i−1,j−2,
for i ≥ 1.
The triangles A079487 and A123245 start as follows
1
1 1
1 1 1
1 2 1 1
1 2 2 2 1
1 3 3 3 2 1
1 3 4 5 4 3 1
1 4 6 7 7 5 3 1
1 4 7 10 11 10 7 4 1
· · ·
1
1 1
1 1 1
1 1 2 1
1 2 2 2 1
1 2 3 3 3 1
1 3 4 5 4 3 1
1 3 5 7 7 6 4 1
1 4 7 10 11 10 7 4 1
· · ·
Consider the polynomials
(6.3) Fn+1(q) :=
∑
0≤i≤n
fn,i q
i and F˜n+1(q) :=
∑
0≤i≤n
f˜n,i q
i.
q-DEFORMED RATIONALS AND q-CONTINUED FRACTIONS 29
This recurrences (6.1) and (6.2) then read
(6.4)
F2ℓ+1 = qF2ℓ + F2ℓ−1,
F2ℓ+2 = F2ℓ+1 + q2F2ℓ,
F˜2ℓ+1 = F˜2ℓ + q2F˜2ℓ−1,
F˜2ℓ+2 = qF˜2ℓ+1 + F˜2ℓ,
for ℓ ≥ 1, respectively.
The numbers fi,j and f˜i,j have many interesting combinatorial interpretations [23] (for a nice survey;
see [20]). In particular, the numbers f2i,j = f˜2i,j are related to the following graph
(6.5) ◦
✷
✷✷
✷✷
✷
☞☞
☞☞
☞☞
◦
☞☞
☞☞
☞☞
✷
✷✷
✷✷
✷ ◦
☞☞
☞☞
☞☞
✷
✷✷
✷✷
✷ ◦
☞☞
☞☞
☞☞
✷
✷✷
✷✷
✷✷
· · · ◦
✷
✷✷
✷✷
✷
☞☞
☞☞
☞☞
☞
◦
☞☞
☞☞
☞☞
◦ ◦ ◦ ◦ · · · ◦
with 2i−2 vertices, called the “fence”. More precisely, the number f2i,j is equal to the number of j-point
closures (cf. Definition 3.4) of this graph. Similarly, the number f˜2i+1,j is equal to the number of j-point
closures of the graph
(6.6) ◦
✷
✷✷
✷✷
✷ ◦
☞☞
☞☞
☞☞
✷
✷✷
✷✷
✷ ◦
☞☞
☞☞
☞☞
✷
✷✷
✷✷
✷ ◦
☞☞
☞☞
☞☞
✷
✷✷
✷✷
✷✷
· · · ◦
✷
✷✷
✷✷
✷
☞☞
☞☞
☞☞
☞
◦
☞☞
☞☞
☞☞
◦ ◦ ◦ · · · ◦
with 2i − 1 vertices. Finally, the numbers f2i+1,j count j-point closures of the same graph but with
reversed orientation.
6.2. Quantization of the ratio of Fibonacci numbers. It turns out that the polynomials arising
from the q-deformations of the sequence Fn+1Fn coincide with the polynomials (6.3). More precisely, one
has the following.
Proposition 6.1. One has
[
Fn+1
Fn
]
q
= F˜n+1(q)Fn(q) .
Proof. The triangulation corresponding to the continued fraction [1, 1, 1, 1, . . .] is
•
☎☎
☎☎
☎☎
☎
q •
☎☎
☎☎
☎☎
☎
q2
q
•
☎☎
☎☎
☎☎
☎
q2
q
•
☎☎
☎☎
☎☎
☎
•
☎☎
☎☎
☎☎
☎
q2
q
•
☎☎
☎☎
☎☎
☎
· · · · · ·
• • • • • •
cf. Sections 2.1 and 2.3. (Note that we mark only those diagonals that have weights different from 1.)
Therefore, the polynomials in the numerator and denominator of
[
Fn+1
Fn
]
q
satisfy the recurrence (6.4). 
Remark 6.2. The graph Grn/sn is (6.6). It was proved in [23], that the coefficients of the polynomi-
als Fn(q) count its closures. Theorem 4 is a generalization of this result.
6.3. A q-deformation of the Pell numbers. The q-continued fraction [2, 2, 2, 2, . . .]q corresponds to
the triangulation
•
☎☎
☎☎
☎☎
☎☎
q2
q
✿✿
✿✿
✿✿
✿✿
◦ q •
☎☎
☎☎
☎☎
☎☎
q
q2 ✿✿
✿✿
✿✿
✿✿
q3 ◦ q •
☎☎
☎☎
☎☎
☎☎
•
q2 ✿✿
✿✿
✿✿
✿✿
q3 ◦ q •
☎☎
☎☎
☎☎
☎☎
· · · · · ·
• ◦ • ◦ • ◦ •
where the black vertices correspond to the convergents of the continued fraction.
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Therefore, the convergents of [2, 2, 2, 2, . . .]q are of the form
rn
sn
=
Pn+1
P˜n
,
where (Pn(q))n≥1 is the series of polynomials starting from P1(q) = 1, P2(q) = 1 + q and satisfying the
recurrence
P2ℓ+1 = (1 + q)P2ℓ + q4 P2ℓ−1,
P2ℓ+2 =
(
q + q2
)P2ℓ+1 + P2ℓ,
for ℓ ≥ 1, and where P˜n satisfy the same recurrence with reversed parity:
P˜2ℓ+1 =
(
q + q2
) P˜2ℓ + P˜2ℓ−1,
P˜2ℓ+2 = (1 + q) P˜2ℓ+1 + q4 P˜2ℓ,
for ℓ ≥ 1.
The triangle of the coefficients, Pn,j , of the polynomials Pn starts as follows
1
1 1
1 2 1 1
1 2 3 3 2 1
1 3 5 6 6 5 2 1
1 3 7 11 13 13 11 7 3 1
1 4 10 18 25 29 29 24 16 9 3 1
1 4 12 25 41 56 65 65 56 41 25 12 4 1
1 5 16 37 67 101 131 148 146 126 95 61 32 14 4 1
1 5 18 46 94 160 233 297 335 335 297 233 160 94 46 18 5 1
· · ·
The triangle of the coefficients, P˜n,j , of the polynomials P˜n is the mirror of the triangle Pn,j . The sums
of the numbers in the rows are the classical Pell numbers: 1, 2, 5, 12, 29, 70, 169, 408, 985, 2378, . . . Note
that the above triangle of positive integers is not in the OEIS, and we did not find the polynomials Pn
in the literature.
It follows from Theorem 4 that the coefficient Pn,j is equal to the number of j-vertex closures of the
following graph with 2n− 4 vertices
◦
⑧⑧
⑧⑧
❄
❄❄
❄ ◦
⑧⑧
⑧⑧
❄
❄❄
❄ · · · ◦
⑧⑧
⑧⑧
❄
❄❄
❄
◦ ◦
❄
❄❄
❄ ◦
⑧⑧
⑧⑧
◦
❄
❄❄
❄ · · · ◦
⑧⑧
⑧⑧
◦
◦ ◦ · · · ◦
Remark 6.3. It also follows from Theorem 4 that the Pell number Pn counts the total number of closures
of the above graph. This seems to be a new interpretation of the classical Pell numbers.
7. Closing remarks and open questions
In this final section we formulate some open questions and conjectures that arose as a result of exper-
imentation with q-rationals.
Unimodality conjecture. For all examples of q-rationals we considered so far, the numerator and
denominator, R and S, both have the following unimodality property. The coefficients of the polyno-
mials R and S monotonously increase from 1 to the maximal value (that can be taken by one or more
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consecutive coefficients) and then monotonously decrease to 1. We are convinced that the polynomials R
and S have this property for an arbitrary q-rational.
Let us mention that the unimodality property can be an indication of relationship of q-rationals to
other theories where a similar phenomenon occurs, such as cohomology of symplectic varieties, associated
with quivers.
Factorization. Given a rational rs , we conjecture that, in the case where r = r1r2, the polynomial R
of the q-rational R(q)S(q) =
[
r
s
]
q
also factorizes: R = R1R2, where R1(1) = r1 and R2(1) = r2. It would be
nice to understand the properties of the polynomials R1 and R2.
We proved (Proposition 1.8) that, if r is even, then R(q) is a multiple of (1 + q). If r is a multiple
of 3, we conjecture that R(q) is a multiple of (1 + q + q2). For instance, the example[
9
7
]
q
=
(1 + q + q2)(1 + q2 + q3)
1 + q + 2q2 + 2q3 + q4
is amusing, since 3 is quantized twice in this example, as (1 + q + q2) and as (1 + q2 + q3).
Starting from 5 the situation changes. If r is a multiple of 5, then the polynomial R can be a multiple
of (1+ q+ q2+ q3+ q4), (1+2q+ q2+ q3), or (1+ q+2q2+ q3), as we have already observed in Section 1,
but 5 can also quantize in many different ways, for example[
15
7
]
q
=
(1 + q + q2)(1 + q + q3 + q4 + q6)
1 + q + q2 + q3 + q4 + q5 + q6
,
[
15
8
]
q
=
(1 + q + q2)(1 + q2 + q3 + q5 + q6)
(1 + q)(1 + q2)(1 + q4)
.
We also believe that the denominator S has similar properties.
Enumeration questions. It is a challenging problem to find more different combinatorial and geo-
metric interpretations of the polynomials R and S, besides Theorem 4.
A natural question is to connect the polynomials R and S with counting of points in varieties defined
over the finite fields Fq. This property would be similar to that of Gaussian q-binomial coefficients.
For every rational rs , there exist a combinatorial interpretation of r and s in terms of the number of
perfect matchings of so-called “snake graphs”; see [6]. Note that this counting is closely related with that
of [5]. (Recall that the entries of a Coxeter frieze pattern [9] are precisely the numerator/denominator of
the negative continued fraction with the coefficients in the second row of the frieze.)
Let us also mention that in one of the examples considered in Section 6 several combinatorial inter-
pretations are available. The sequence A079487 has a number of different combinatorial interpretations
including some particular Motzkin paths and combinations of binomial coefficients; cf. [20]. This sequence
is also related to binary words, cf. A078807 and to perfect matching (or “dominoes”; see [20]).
Appendix A. Jones polynomial and q-continued fractions
As an application of the developed notion of q-rational numbers, we relate this notion with the Jones
polynomials of rational knots. This particular class of knots are parametrized by rational numbers, see
e.g. [18]. It turns out that the Jones polynomial of the knot parametrized by the rational rs can be
computed from the polynomials R and S of the q-rational [ rs + 1]q.
Recently, the Jones polynomial was computed using the combinatorics of snake graphs and cluster
algebras [22], and in the the Kauffman bracket form it was computed from the combinatorics of Stern-
Brocot tree [21]. The combinatorics used in these papers is closely related to that of continued fractions,
extensively used in the present paper.
The formula given in [22, Thm 1.2 (b)] involves a certain q-continued fraction. It can be easily rewritten
under the form (1.1). With this observation, we reformulate the result of [22] in terms of q-rationals and
q-continuants.
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A.1. Jones polynomial and q-rationals. We denote by C( rs ) the class of rational knots parametrized
by the rational rs > 1. The Jones polynomial of C(
r
s ) is denoted by
V r
s
∈ t 12Z[t, t−1] ∪ Z[t, t−1]
We describe below a polynomial J r
s
(q) ∈ Z>0[q] satisfying
V r
s
(t) =: ±tpJ r
s
(−t−1).
where tp is the leading term of V r
s
(i.e. the term with greatest positive power).
The ‘normalized Jones polynomial’ J r
s
(q) is given by the q-rational
[
r+s
s
]
q
. More precisely one has
the following statement, which will be obtained in the next section as a corollary of Proposition A.2.
Proposition A.1. For every rational rs , the Jones polynomial of C(
r
s ) is
J r
s
(q) = R(q)− qS(q).
where R(q)S(q) :=
[
r+s
s
]
q
.
A.2. Jones polynomial and q-continuants. Using the expansion as regular or negative continued
fraction one obtains the following explicit formulas in terms of the q-continuants of Section 5.2.
Proposition A.2. (i) Let Jc1, . . . , ckK be the expansion as negative continued fraction of
r
s > 1. The
Jones polynomial J r
s
(q) is given by
J r
s
(q) = Kk(c1 + 1, . . . , ck)q − qKk−1(c2, . . . , ck)q(A.1)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
−q + [c1 + 1]q qc1
1 [c2]q q
c2−1
. . .
. . .
. . .
1 [ck−1]q qck−1−1
1 [ck]q
∣∣∣∣∣∣∣∣∣∣∣∣∣
.(A.2)
(ii) Let [a1, . . . , a2m] be the expansion as regular continued fraction of
r
s > 1. The Jones polynomial
J r
s
(q) is given by
J r
s
(q) = K+2m(a1, . . . , a2m)q − qK+2m−1(a2, . . . , a2m)q(A.3)
= qa2+a4+...+a2m−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−q + [a1 + 1]q qa1+1
−1 [a2]q−1 q−a2
−1 [a3]q qa3
−1 [a4]q−1 q−a4
. . .
. . .
. . .
−1 [a2m−1]q qa2m−1
−1 [a2m]q−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.(A.4)
Proof. Theorem 1.2 in [22] says that the Jones polynomial J r
s
(q) can be computed as the numerator of
a continued fraction. In terms of the continuant the formula is
J r
s
(q) = qℓ2m det(M)
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where
M =

−q + [a1 + 1]q 1
−1 [a2]qq−ℓ2 1
−1 [a3]qqℓ2+1 1
−1 [a4]qq−ℓ4 1
. . .
. . .
. . .
−1 [a2m−1]qqℓ2m+1 1
−1 [a2m]qq−ℓ2m

.
and ℓi = a1 + a2 + . . .+ ai.
It is easy to see that this determinant is the same as the one appearing in Eq. (A.4). Indeed, one can
rescale the rows of M by multiplying M on the left by the diagonal matrix
D1 = diag(1, 1, q
−(a1+1), qa2 , . . . , q−(a1+a3+...+a2j−1+1), qa2+a4+...+a2j , . . . , q−(a2+a4+...+a2m−2)),
and rescale the columns by multiplying M on the left by the diagonal matrix
D2 = diag(1, q
a1+1, q−a2 , . . . , qa1+a3+...+a2j−1+1, q−(a2+a4+...+a2j), . . . , qa1+a3+...+a2m−1+1).
One concludes that qℓ2m det(M) is the determinant appearing in formula (A.4).
Comparing with Proposition 5.3 we deduce that J r
s
(q) is the numerator of the fraction
[a1, . . . , a2m]q − q = Jc1 + 1, . . . , ckK− q.
This implies (A.1), (A.2) and Proposition A.1. 
A.3. Jones polynomial and counting on graphs. Applying the result of Section 3, we deduce the
following interpretation of the coefficients of the Jones polynomial.
Proposition A.3. Let [a1, . . . , a2m] be the expansion as regular continued fraction of
r
s > 1. Denote by
J r
s
(q) = γ0 + γ1q + . . . + γdq
d the corresponding Jones polynomial where d = a1 + . . . + a2m. For all
0 ≤ ℓ ≤ d, γℓ is the number of ℓ-closures of the graph
1 oo
a1
2 · · · ◦ oo ◦ //
a2
◦ · · · ◦ // ◦ oo
a3
◦ · · · ◦ oo ◦ · · · · · · ◦ //
a2m−1
◦ · · · d− 1 // d
for which the pair of vertices (1, 2) is either in the closure or in its complement.
A.4. Examples. One can use the online atlas of knots to study examples of rational knots.
(a) Consider the knot 7 4 in Rolfsen’s Knot Table (see katlas.org). This knot is a rational knot
parametrized by 154 = [3, 1, 2, 1] = J4, 4K. It can be represented with the following diagram:
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The Jones polynomial is V15/4(t) = −t8(1− t−1 + 2t−2 − 3t−3 + 2t−4 − 3t−5 + 2t−6 − t−7).
One can compute
J15/4(q) =
∣∣∣∣[5]q q41 [4]q
∣∣∣∣− q[4]q = 1 + q + 2q2 + 3q3 + 2q4 + 3q5 + 2q6 + q7.
One immediately checks V15/4(t) = −t8J15/4(−t−1).
The coefficients can be recovered by counting the closures that do not isolate the first vertex of the
following graph
1 oo 2 oo 3 oo 4 // 5 oo 6 oo 7
There are
– 1 zero-closure,
– 1 one-closure: the sink 5,
– 2 two-closures: (1,2), (5,6),
– 3 three-closures: (1,2,3), (1,2,5), (5,6,7),
– 2 four-closures: (1,2,3,5), (1,2,5,6)
– 3 five-closures: (1,2,3,4,5), (1,2,3,5,6), (1,2,5,6,7)
– 2 six-closures (1,2,3,4,5,6), (1,2,3,5,6,7)
– 1 seven-closure.
(b) Consider the link L5a1 from Thistlethwaite Link Table (see katlas.org). This link is parametrized
by 83 = [2, 1, 1, 1] = J3, 3K. It can be represented with the following diagram:
The Jones polynomial is V8/3(t) = −t3/2(1− t−1 + 2t−2 − t−3 + 2t−4 − t−5).
One can compute
J8/3(q) =
∣∣∣∣[4]q q31 [3]q
∣∣∣∣− q[3]q = 1 + q + 2q2 + q3 + 2q4 + q5.
One immediately checks V8/3(t) = −t3/2J8/3(−t−1).
The coefficients can be recovered by counting the closures that do not isolate the first vertex of the
following graph
1 oo 2 oo 3 // 4 oo 5
There are
– 1 zero-closure,
– 1 one-closure: the sink 4,
– 2 two-closures: (1,2), (4,5),
– 1 three-closures: (1,2,3),
– 2 four-closures: (1,2,3,4), (1,2,4,5),
– 1 five-closure.
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Appendix B. Ptolemy relations and q-continued fractions
We present here the q-analogue of the results of [24, §1.5]. This consists in recovering the polynomials
R and S of the q-rational [ rs ]q by applying Ptolemy relations in the triangulation Tr/s. This will be also
reformulated in the language of cluster algebras.
B.1. Ptolemy weights. Consider the triangulation Tr/s associated with the rational number
r
s
= [a1, . . . , a2m] = Jc1, . . . , ckK.
The vertices in the triangulation are numbered from 0 to n−1 as in §2.1. For all i, j we assign a weight xi,j
to the edge joining the vertices i and j, which is a value in Z[q]. Note that these weights are not the
same as the ones defined on the weighted triangulation Tqr/s inSection 2.3.
The weights (xi,j) must satisfy the following system of Ptolemy relations
(B.1)

xi,jxk,ℓ = xi,kxj,ℓ + xi,ℓxk,j ,
xi,j = xj,i,
xi,i = 0,
The weights (xi,j) are uniquely determined from the “initial weights” which are the weights of the sides
and diagonals of the triangulation Tr/s.
1 q q
2
q−a1
qa1+...+a2m−1−1
q−(n−2) q−(n−3)q−(a1+1) q−(a1+2)
Figure 3. The assignment (B.2) on a triangulation (the vertical edges have weight 1)
We assign the following initial values to the sides and diagonals of Trs, see Figure 3. We number the
triangles from 0 to n− 3 from left to right and we set
(B.2) xi,j =

qℓ, if [i, j] is the base of the ℓ-th triangle and the triangle is base down;
q−ℓ, if [i, j] is the base of the ℓ-th triangle and the triangle is base up;
1, otherwise.
The q-analogue of [24, Fact 3 p7] is the following statement.
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Proposition B.1. If (xi,j) are the weights of the edges of Tr/s satisfying (B.1) and (B.2), then one has
qn−3x0,k+1 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
[c1]q q
c1−1
1 [c2]q q
c2−1
. . .
. . .
. . .
1 [ck−1]q qck−1−1
1 [ck]q
∣∣∣∣∣∣∣∣∣∣∣∣∣
= R,
qn−3x1,k+1 =
∣∣∣∣∣∣∣∣∣∣∣∣
[c2]q q
c2−1
1
. . .
. . .
. . . [ck−1]q qck−1−1
1 [ck]q
∣∣∣∣∣∣∣∣∣∣∣∣
= S.
In particular,
x0,k+1
x1,k+1
=
[
r
s
]
q
and x0,k+1 = Kk(c1, . . . , c1)q−1 .
Proof. This can be established by elementary computations using the Ptolemy relations. We do the
computations in two steps using the following lemmas.
Lemma B.2. For a system (xi,j) satisfying (B.1) one has
(B.3) xi−1,j+1 =
1
xi,i+1xi+1,i+2 · · ·xj−1,j
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
xi−1,i+1 xi+1,i+2
xi−1,i xi,i+2 xi+2,i+3
. . .
. . .
xj−3,j−2 xj−2,j xj,j+1
xj−2,j−1 xj−1,j+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Proof. This is checked by an easy induction. 
We first use this formula in order to compute xi−1,i+1
Lemma B.3. For the following triangulation of a (c+ 2)-gon
0
q−β
1
c+ 1
1
☛☛
☛☛
☛☛
☛☛
1
②②
②②
②②
②②
②②
②②
1
♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣
q−(β+c−1)
1
◆◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆
1
✸✸
✸✸
✸✸
✸✸
c
1
qβ+1
2
qβ+2
3 · · · c− 2
qβ+c−2
c− 1
1
one has
x0,c = [c]qq
−(β+c−1).
Proof. Applying the Ptolemy relations in quadrilaterals with vertices i, i+ 1, i+ 2, c+ 1, one gets
x0,2 = 1 + q, xi,i+2 = q
β+i(1 + q), 0 < i < c− 2, xc−2,c = 1 + q−1.
One then has xi,i+1 = q
β+i for 1 ≤ i < c− 2, and can write
xi+1,i+2
xi,i+1
= q,
xi,i+2
xi,i+1
= 1 + q = [2]q.
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We use this information to compute x0,c with Eq. (B.3). We first rescale the columns, except the first
and last, by dividing by xi,i+1. We obtain
x0,c =
1
xc−2,c−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x0,2 q
x0,1 [2]q q
1 [2]q q
. . .
. . .
. . .
1 [2]q xc−1,c
1 xc−2,c
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
1
qβ+c−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
[2]q q
1 [2]q q
1 [2]q q
. . .
. . .
. . .
1 [2]q q
1 1 + q
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
One easily checks that Kc−1(2, 2, . . . , 2)q = [c]q. So that we deduce x0,c = [c]qq−(β+c−1). 
Going back to the assigment of Figure 3, by Lemma B.3 one gets
xi−1,i+1 = q−(c1+...+ci−i)[ci]q
for all 1 ≤ i ≤ k. So that xi−1,i+1xi−1,i = [ci]q. One then computes x0,k+1 and x1,k+1 using (B.3), and obtains
the desired formulas. The final formula x0,k+1 = Kk(c1, . . . , c1)q−1 is obtained using the mirror formula
in Remark 5.4. 
B.2. Cluster variables and F -polynomials. We translate the above results in the language of cluster
algebras [12] for the readers familiar with this language. We will use the notation of [12, 11].
The weights (xi,j), attached to the edges of the triangulation Tr/s and satisfying (B.1), can be viewed
as cluster variables in the algebra A(x,y, Br/s), where Br/s is the opposite of the matrix of incidence of
the graph Gr/s defined in Section 3.1. The variables x = (x1, . . . , xn−3) are the weights of the diagonals
d1, . . . , dn−3 of Tr/s numbered from left to right. The variables y = (y1, . . . , yn−3) can be considered as
products of ‘frozen variables’ (i.e. weights on the sides of the triangulated n-gon), namely
yj =
∏
h
xh−1,h
∏
i
x−1i−1,i,
where the edges [h− 1, h] and [i− 1, i] are sides belonging to the quadrilateral defined by dj , which have
a positive incidence, resp. negative incidence, with the diagonal dj .
In this setting, the weights x0,k+1 and x1,k+1 are cluster variables. They correspond to the clus-
ter variables with denominators x1x2 . . . xn−3 and xc1xc1+1 . . . xn−3 respectively. Let us denote by
F0,k+1(y1, . . . , yn−3) and F1,k+1(y1, . . . , yn−3) the corresponding F -polynomials.
When the weights (xi,j) satisfy the initial assignment (B.2), one gets yj = q for all j and Proposition B.1
then can be reformulated as follows.
Corollary B.4. One has
x0,k+1 = q
3−nF0,k+1(q, . . . , q), x1,k+1 = q3−nF1,k+1(q, . . . , q).
In particular one obtains
R(q) = F0,k+1(q, . . . , q), S(q) = F1,k+1(q, . . . , q),
where RS =
[
r
s
]
q
.
Example B.5. We go over the examples of the rationals rs =
5
2 ,
5
3 and
7
5 , as in Examples 2.2 and 3.2. The
F -polynomials can be computed from the graphs Gr/s with opposite orientations and Bernhard Keller’s
applet [19].
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For rs =
5
2 , we consider the graph 1 → 2 ← 3. We compute the F -polynomials F03 and F13 corre-
sponding to the cluster variables of denominators x1x2x3 and x3 respectively. We find
F03 = 1 + y1 + y3 + y1y3 + y1y2y3, F13 = 1 + y3.
One checks [ 52 ]q =
1+2q+q2+q3
1+q =
F03(q,q,q)
F13(q,q,q)
.
For rs =
5
3 , we consider the graph 1 ← 2 → 3. We compute the F -polynomials F03 and F13 corre-
sponding to the cluster variables of denominators x1x2x3 and x2x3 respectively. We find
F03 = 1 + y2 + y1y2 + y2y3 + y1y2y3, F13 = 1 + y2 + y2y3.
One checks [ 53 ]q =
1+q+2q2+q3
1+q+q2 =
F03(q,q,q)
F13(q,q,q)
.
For rs =
7
5 , we consider the graph 1 ← 2 ← 3 → 4. We compute the F -polynomials F04 and F14
corresponding to the cluster variables of denominators x1x2x3x4 and x2x3x4 respectively. We find
F04 = 1 + y3 + y2y3 + y3y4 + y1y2y3 + y2y3y4 + y1y2y3y4, F14 = 1 + y3 + y2y3 + y3y4 + y2y3y4.
One checks [ 75 ]q =
1+q+2q2+2q3+q4
1+q+2q2+q3 =
F04(q,q,q,q)
F14(q,q,q,q)
.
Remark B.6. Let us mention that the F -polynomial F0,k+1(y1, . . . , yn−3) can be described using the
closures of the graph Gr/s. For C a closure of the graph we use the following notation
εi,C =
{
1 if i ∈ C
0 if i 6∈ C .
One has the following expression of the F -polynomial
F0,k+1(y1, . . . , yn−3) =
∑
C
y
ε1,C
1 y
ε2,C
2 . . . y
εn−3,C
n−3 ,
where the sum runs over all the closures C of Gr/s. This is a particular case of a result from [11].
Remark B.7. F -polynomials can be used to compute Jones polynomials of rational knots; see [22]. Let
us consider weights (xi,j) on the triangulation Tr/s satisfying the Ptolemy relations (B.1) and the same
initial assignment (B.2) except for the weight on the side [0, n− 1] that we change to x0,n−1 = q−1. In
this case we, obtain
x0,k+1 = q
3−nF0,k+1(q2, q, . . . , q)
where as above F0,k+1 is the F -polynomial corresponding to the longest cluster variable in A(x,y, Br/s).
It was proved in [22] that the above specialization of F0,k+1 gives precisely the normalized Jones polyno-
mial J r
s
(q).
For instance for rs =
8
3 = [2, 1, 1, 1] = J3, 3K the corresponding graph is 1 → 2 ← 3 → 4, and we
compute
F03 = 1 + y1 + (1 + y1 + y1y2)y3 + ((1 + y1 + y1y2)y3)y4
On obtains
F03(q
2, q, q, q) = 1 + q + 2q2 + q3 + 2q4 + q5 = J8/3(q)
see Section A.4(b), whereas
F03(q, q, q, q) = 1 + 2q + 2q
2 + 2q3 + q4
is the numerator of [ 83 ]q, see Example 1.2(d).
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