ON THE SENSING PERIOD FOR OPPORTUNISTIC SPECTRUM ACCESS by WANG ZHENG
On The Sensing Period For Opportunistic
Spectrum Access
ZHENG WANG
A THESIS SUBMITTED FOR THE DEGREE OF
MASTER OF ENGINEERING
DEPARTMENT OF ELECTRICAL AND COMPUTER ENGINEERING
NATIONAL UNIVERSITY OF SINGAPORE
2013
Declaration
I hereby declare that this thesis is my original work and it has been
written by me in its entirety. I have duly acknowledged all the sources of
information which have been used in the thesis.








I would like to express my heartfelt gratitude to my supervisor, Dr
Chew Yong Huat, for his continuous guidance and support during my
M.ENG candidature. His insights, knowledge, patience, and enthusiasm
have provided great inspirations and set an admirable example for me. He
has generously devoted his time and efforts to this thesis, without which






Table of Contents iv
Summary vi
List of Figures vii
List of Symbols ix
1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Cognitive Radio Technology . . . . . . . . . . . . . . . . . . 2
1.2.1 Opportunistic Spectrum Access Model . . . . . . . . 4
1.2.2 Spectrum Sensing Algorithms . . . . . . . . . . . . . 4
1.2.3 Spectrum Detection Techniques . . . . . . . . . . . . 5
1.2.4 Modeling of Spectrum Holes . . . . . . . . . . . . . . 6
1.2.5 Spectrum Sensing Model and Sensing Errors . . . . . 6
1.3 Motivations and Contributions . . . . . . . . . . . . . . . . . 8
1.4 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . 10
2 System Model 11
2.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Performance Metrics for Spectrum Sensing . . . . . . . . . . 13
iv
CONTENTS
3 Modeling Type-II Missed Detection Error Under Given
Primary ON/OFF Activities 16
3.1 Type-II Missed Detection Error Derivation . . . . . . . . . . 16
3.2 Exponential Ton and Toff . . . . . . . . . . . . . . . . . . . . 18
3.3 Hyper-Erlang Ton and Toff . . . . . . . . . . . . . . . . . . . 19
3.4 Pareto Ton and Toff . . . . . . . . . . . . . . . . . . . . . . . 23
3.5 Comparing Exponential, Hyper-Erlang and Pareto PU ON/OFF
Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.6 Simulations and Discussions . . . . . . . . . . . . . . . . . . 29
3.6.1 Type-II Missed Detection Error - Theory and Simu-
lation . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.6.2 SU’s Saturated Throughput - Theory and Simulation 32
3.6.3 Type-II Missed Detection Error and SU Throughput
- Light and Heavy PU Traffic Condition . . . . . . . 36
3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4 On Discretizing Continuous Primary ON/OFF Activities 40
4.1 System Model of 2-state PU Discrete Markov Chain . . . . . 41
4.2 Type-II Missed Detection Error for 2-state Discrete Markov
Chain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3 Limiting the Discretization Error . . . . . . . . . . . . . . . 44
4.4 Derivation of Secondary Arrivals Based on Continuous and
Discrete PU ON/OFF Model . . . . . . . . . . . . . . . . . 45
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5 Conclusion and Future Work 51
5.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51




In the opportunistic spectrum access (OSA) model, it is paramount
that the primary users (PUs) transmissions are not significantly affected.
Hence, accurate and efficient channel sensing by the secondary users (SUs)
plays a key role in achieving this objective. The motivation behind this
work is the belief that it is insufficient to just consider the false alarm
and missed detection errors when channel sensing is performed. By in-
corporating the PU spectrum activities, we model and analyze the type-II
missed detection error which arises from the mismatch between the fixed
SU sensing period and the PU ON/OFF activities. Four spectrum sens-
ing performance metrics are identified, namely the probability of type-II
missed detection error, probability of missed SU transmission opportunity,
probability of SU successful transmission and probability of SU blocked
access. We derive and validate the closed-form expressions for the perfor-
mance metrics under a few common PU spectrum activity models, such
as exponential model, hyper-Erlang model and Pareto model. This thesis
then illustrates the trade-off relationship between aforementioned errors
and network throughput based on theory and computer simulation. How
the channel sensing rate is affected by the statistics of the PU spectrum ac-
tivities is also studied. Lastly, this thesis looks into how to approximate the
PU continuous ON/OFF process by a 2-state discrete Markov chain in the
context of SU spectrum sensing. More specifically, we investigate how to
select the time stamp and transition probability of discrete Markov chain,
so that discretizing the continuous PU ON/OFF process can be achieved
without losing valuable information about the presence of type-II missed
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Recent years have seen an explosive growth of wireless services and
applications because of technology advances and dramatic increase in user
demands. It poses a big challenge to the spectrum allocation scheme cur-
rently in use. The current spectrum allocation policy adopts static spec-
trum assignment and exclusive spectrum access for different services on a
long term basis. The spectrum allocation plan, published by Infocomm
Development Authority of Singapore (IDA), indicates that the frequency
band from 47MHz to 890MHz are segmented into smaller and exclusive
bands for services such as air television broadcasting [1]. This spectrum
management policy is effective in mitigating interferences caused by co-
existing radio systems. However, unlicensed users are not allowed to take
exclusive spectrum bands even though it is not being occupied or fully
occupied by the dedicated users. Therefore, such static allocation policy
inevitably leads to under-utilization of the scarce spectrum resource.
A report published by Spectrum Policy Task Force (SPTF), under Fed-
eral Communication Commission (FCC) of the United States, shows that
the inflexible spectrum regulation policy, rather than the physical limita-
tion of spectrum bandwidth, is the main cause for the shortage of spectrum
resource [2]. The field measurement results, conducted by the SPTF as well
as other agencies, shows that the actual utilization of spectrum resource
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can be highly inefficient [3, 4]. In Singapore, a study conducted by In-
stitute for Infocomm Research (I2R) demonstrates that the efficiency of
spectrum utilization can be as low as 5% in certain spectrum bands in city
area [5]. All the measurements and investigations shed light on the exist-
ing problem of spectrum under-utilization. With the continuous growth of
wireless service demand and the emergence of new wireless communication
systems, spectrum scarcity is bound to be more severe in future. Hence,
new spectrum allocation scheme must be developed to remove the rigid
regulatory and meet the compelling need for improving the efficiency in
spectrum utilization.
1.2 Cognitive Radio Technology
Cognitive radio (CR) technology emerges as a novel solution to the
spectrum under-utilization problem and addresses the exclusive spectrum
access problem. The concept of CR was first introduced by Joseph Mitola
in his dissertation [6]. CR is described as a reconfigurable wireless device
which has sufficient intelligence to be aware of the environment and be
able to automatically adjust its operating parameters in response to the
environment changes. By dynamically tuning the transmission parame-
ters, such as transmit power, operating frequency and modulation scheme,
CR devices can greatly enhance the flexibility of spectrum allocation and
improve the spectrum utilization efficiency. This work lays the foundation
for the current opportunistic spectrum access model. In [7], the author
introduced the concept of interference temperature and then initiated the
idea of interference-temperature-based CR. This paper paves the way to
the current spectrum sharing model. Although the exact definition of CR
is still evolving, CR can be generally categorized into two operation models
- opportunistic spectrum access (OSA) model and spectrum sharing (SS)
model. The radios in CR network can be categorized into two groups as
well. In the CR network, the radios which are licensed to use a particular
spectrum band are referred as primary users (PUs). The radios which do
not own any channel, but intend to transmit are referred as secondary users
(SUs). When a spectrum band, which is exclusively assigned to a PU sys-
2
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tem, is not being utilized within a particular geographic location and time,
a spectrum hole is said to present [7], as illustrated in Fig. 1.1. The idea
of CR is to allow SUs to take the spectrum for transmission even though
it is not licensed to them, while protecting the interest of PUs. Depending
on the different operating model, PUs and SUs share the same spectrum
band in different manners. In the OSA model, SU system can dynamically
use the temporally unoccupied and intermittently available spectrum holes
for its own transmission. To avoid causing excessive interference to the PU
system, SU has to periodically sense the surrounding environments. Once
SU senses the presence of PU on the same frequency, it is required to stop
its own transmission to vacate the spectrum immediately to avoid affecting
PU’s transmission. However, in the spectrum sharing model, SU system
is allowed to transmit concurrently with PU system using the same chan-
nel, given that interference caused by SU is within a tolerable threshold.
This can be realized by imposing the interference power constraint on SU’s
transmission, so that the interference power received at PU’s receiver is
below a pre-defined limit. In the following, a detailed introduction of the
OSA model is presented.
Fig. 1.1: Spectrum holes illustration
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1.2.1 Opportunistic Spectrum Access Model
The key concept of OSA is to open licensed spectrum to SUs while
protecting the PU system from interferences caused by SUs. Communica-
tion systems adopting the OSA model have been under extensive research
and development in recent years. The neXt-Generation (XG) program, un-
der the Defense Advanced Research Projects Agency (DARPA), developed
a XG radio system focusing on intelligent policy-based negotiation and
grouping in order to enable PUs and SUs to share the usage of spectrum
[8, 9]. The IEEE 802.22 working group was formed to work on developing
a standard for unlicensed access to TV spectrum on a non-interfering basis
in wireless regional area networks (WRAN) [10].
As SUs are only granted lower access priority and rely on temporal
spectrum holes for transmission in the OSA model, the statistics of the PU
spectrum activities have significant impact on SU’s transmission. There-
fore, the performance of spectrum sensing and modeling of spectrum holes
both play a very important role in the OSA model. The performance of
spectrum sensing decides whether the spectrum holes can be used efficiently
by the SU system and whether the priority of the PU system can be ef-
fectively protected. Extensive research has been performed to study the
spectrum detection techniques, spectrum sensing performances and mod-
eling of spectrum holes.
1.2.2 Spectrum Sensing Algorithms
There have been a few spectrum sensing algorithms under extensive
research, which include wide-band and narrow-band sensing, as well as
cooperative sensing.
Narrow-band spectrum sensing usually involves sensing and detection
of the spectrum activities in one single spectrum band by a single radio.
The objective is to maximize the discovery possibility of spectrum opportu-
nities and minimize the delay in locating an available channel. In [11], the
authors formulated a periodic sensing scheme for each spectrum sub-band
as a partially observable Markov decision decision process (POMDP) and
derived the sensing period using linear programming techniques. However,
the analysis was restricted to slotted access models of PU and SU systems.
4
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The study was later extended to consider continuous time access model in
[12].
Wide-band spectrum sensing is usually performed over a much wider
frequency range which comprises of multiple sub-bands [13]. There have
been increasing interests to investigate the performance of wide-band spec-
trum sensing in recent years. Wavelet transform methods are also stud-
ied to perform wide-band spectrum sensing in literature as an innovative
technique[13–15]. The investigation in [16] showed that by adopting wide-
band sensing, the detection of spectrum opportunities and PU’s trans-
missions in fading environments can be improved significantly, but at the
expense of higher computational complexity.
When there are multiple SUs in one cognitive network, a more effec-
tive approach has been proposed as cooperative spectrum sensing [17–21].
Cooperative spectrum sensing requires multiple SUs concurrently sensing
for spectrum opportunities at different geographical locations. The detec-
tion results are centralized and analyzed for decision making to achieve
better detection accuracy. By exploiting spatial diversity, the hidden node
problem can be alleviated through cooperative sensing, as demonstrated
by recent research work [19, 20, 22]. However, better performance of coop-
erative sensing is also achieved at the expense of additional computational
complexity and overhead traffic, since SUs have to exchange and fuse their
detection results. There are other advanced sensing algorithms to improve
the sensing performance for different scenarios, such as [23–28].
1.2.3 Spectrum Detection Techniques
There are three common spectrum detection techniques: energy detec-
tion [29, 30], matched-filter detection [31, 32] and cyclostationary feature
detection [33, 34]. Each of the three spectrum detection techniques has its
own pros and cons. Because of the low computational complexity, energy
detection is the most widely adopted spectrum detection technique. Un-
fortunately, it is not the optimal approach for detecting signals. Matched-
filter detection is optimal as it can achieve maximum Signal-to-Noise Ra-
tio (SNR) given the background noise is stationary Gaussian. However,
matched-filter detection requires prior knowledge of PU’s signal, which may
5
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not be available in the practical situation. When noise level is high, cyclo-
stationary feature detection can perform very well by exploiting the certain
degree of correlation among signals, given the fact there is usually no corre-
lation between signals and noise. The minimum number of samples required
for cyclostationary feature are a lot more compared to energy detection and
matched-filter detection. There are also some advanced spectrum detection
techniques proposed recently by researchers, such as eigenvalue-based [35]
and covariance-based detection [36]. The aforementioned spectrum detec-
tion techniques can be adopted to make decision of the channel status based
on the observation by individual SUs.
1.2.4 Modeling of Spectrum Holes
Although modeling of spectrum holes is crucial for the OSA model,
limited work has been done to study this topic. Some of the important
work can be found in [37–39]. In [37], the authors modeled the duration of
white spaces for individual WLAN channels in the 2.4GHz ISM band. It has
been concluded that the hyper-Erlang distribution works best to describe
the duration of white spaces for each channel. In [38], by adopting a slotted
access model for the SU, the authors described the duration of white spaces
for a channel in terms of the number of time slots which are not occupied by
PU. The duration of white spaces for each channel was then approximated
by a geometric distribution. Extensive measurements were performed by
the Dutch Radio Regulatory Body over twelve Netherlands cities in year
2002 and the findings were presented in [39]. The measurements were taken
at 10s interval over a 24-hour time span and were performed in steps of
100kHz from 400MHz to 1GHz. It was found that the PU activities in each
spectrum band can be approximately modeled as a 2-state exponential
ON/OFF process.
1.2.5 Spectrum Sensing Model and Sensing Errors
Spectrum sensing plays an important role in the performance of the
OSA model. In the OSA model, periodic spectrum sensing is usually
adopted by SUs. The sensing frame comprises of two slots - a sensing
slot and a data transmission slot, as illustrated in Fig. 1.2. Suppose the
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sensing duration is Td and sensing period is Ts, Ts − Td is the duration
for SU to transmit data given that the channel is vacant. Suppose SU is
interested in a frequency band with carrier frequency fc and bandwidth W ,
the number of samples of received signal is determined by sensing duration
Td and SU’s sampling frequency fs. In general, longer sensing duration Td
makes SU’s spectrum sensing more accurate but inevitably leads to shorter
transmission time, which results in lower SU’s throughput. This tradeoff
is termed as sensing throughput tradeoff. This tradeoff was defined and
investigated in [40]. For cooperative sensing and wide-band sensing, these
scenarios were investigated in [41] and [42], respectively.
Fig. 1.2: Structure of SU sensing frame
As spectrum sensing is subject to sensing errors in the practical situa-
tion, extensive research has been done to investigate the spectrum sensing
errors. There are two common performance metrics to quantify the per-
formance of the spectrum sensing - probability of missed detection and
probability of false alarm [30]. Probability of missed detection is defined as
the probability of failing to detect the presence of PU when PU is occupying
the spectrum; while probability of false alarm is defined as the probability
of falsely declaring the presence of PU when spectrum is actually vacant.
A lot of research has been done to study these two spectrum sensing per-
formance metrics and to improve the accuracy of spectrum sensing [43–45].
Different sensing schemes are developed as a result, catering to different
requirements and situations [46].
In the OSA model, missed detection and false alarm errors affect the
PU system as well as the SU system. From the perspective of PU, the
lower the probability of missed detection, the better protection it can re-
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ceive. From the perspective of SU, the lower the probability of false alarm,
there are more chances for SU to make use of vacant spectrum bands for
transmission. In the literature, the analytical results for missed detec-
tion and false alarm errors have been presented based on different channel
fading environment and detection techniques. For example, assuming the
SU spectrum sensing is performed using energy detection techniques in a
rayleigh fading environment, the false alarm error and missed detection





































with λ and λ¯ are the SNR ratio and the average SNR ratio, respectively.
m is known as the time-bandwidth product, which is the product of the
observation bandwidth W and sensing duration Td. Note that false alarm
error and missed detection error are related to sensing duration Td only,
but not the sensing period Ts.
1.3 Motivations and Contributions
The performance of spectrum sensing is crucial in CR system design
as it will determine whether the spectrum holes can be efficiently utilized
and whether the PU’s transmission can be effectively protected. Although
missed detection and false alarm errors are two important performance met-
rics to quantify the performance of the SU spectrum sensing in traditional
radio networks, we argue that it is not sufficient to only consider these
two errors in a more complicated setup of CR. When designing a spectrum
sensing algorithm for CR networks, it is crucial to incorporate the statis-
tics of the PU spectrum activities. More specifically, we need to consider
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the errors arising from the mismatch between the SU sensing period and
PU ON/OFF spectrum activities. However, so far there is no literature to
model and study the errors arising from the mismatch between the fixed SU
sensing period and PU 2-state ON/OFF spectrum activities. Although the
status of channel is only known by the SU at the sensing epoch, PU can be-
come active and access its licensed spectrum band at any time. Therefore,
even channel is sensed correctly by the SU at the sensing epoch, collision
of transmission may still happen and will cause throughput degradation of
the CR network if PU becomes active before SU’s next channel sensing is
performed. This spectrum sensing error must be taken into consideration.
It is named as type-II missed detection error in this thesis. So far only
a few works have included the statistics of PU spectrum activities in the
design [40, 47]. In [40], the author studied the optimal sensing period for
a fixed SU sensing duration. But no effort is made to study the trade-off
relationship among the errors arising from the mismatch between fixed SU
sensing period and the PU ON/OFF spectrum activities. In [47], the au-
thors studied the optimal sensing period and sensing duration to maximize
the SU sensing efficiency, defined as the ratio of the available transmission
time to the sensing period. But, the trade-off relationship among the errors
were not examined.
Most of the works, such as [40, 47], are based on the exponential PU
2-state ON/OFF model. While exponential distribution allows easy deriva-
tions and analytical tractability, recent studies have revealed that the PU
ON/OFF spectrum activities exhibit “heavy-tail” characteristics, which
can be modeled by the hyper-Erlang distribution [48], and the Pareto dis-
tribution [37]. These characteristics indicate that there’s higher probability
that the channel could be “ON” or “OFF” for longer time durations than
exponential distribution model. Therefore, the SU performance could differ
significantly under different PU ON/OFF models.
The contribution of this thesis is three-fold. Firstly, we will derive
the closed-form expression of the performance metrics for the SU spec-
trum sensing under three PU ON/OFF activity models, namely exponen-
tial model, hyper-Erlang model and Pareto model. The correctness of the
closed-form expressions is verified through extensive simulations. Moreover,
the trade-off relationship of SU’s sensing performance and throughput is
9
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analyzed in depth. In particular, we compare the type-II missed detection
errors based on aforementioned PU ON/OFF activity models and show
that the Pareto distributed ON/OFF model leads to the highest proba-
bility of PU interference. Lastly, we also investigate how to discretize the
continuous PU ON/OFF Markov process model by appropriately choosing
the time stamp and transition probabilities of discrete ON/OFF Markov
chain model to preserve the valuable information of type-II missed detec-
tion error. In general, this thesis provides a complete overview about the
performance metrics for the SU spectrum sensing in the OSA model of
CR. It can serve as a reference for spectrum sensing design of future CR
communication systems.
1.4 Thesis Organization
The remainder of the thesis is organized as follows. Chapter 2 presents
the system model and elaborates several performance metrics for the SU
spectrum sensing, including type-II missed detection error, in the context of
the OSAmodel. This chapter lays the foundation for our further discussions
in the following chapters. In Chapter 3, based on the different statistical
models of PU ON/OFF spectrum activities, the closed-form expressions
of sensing performance metrics are derived. The trade-off relationship,
between sensing accuracy and SU’s saturated throughput, is discussed in
depth based on the simulation results obtained under different primary
traffic conditions. In Chapter 4, considering the case of discrete computer
simulation, we illustrate how to use geometrically distributed PU ON/OFF
Markov chain model to approximate the continuous PU ON/OFF model by
keeping the type-II missed detection error within an error bound. Chapter




Because of different PU ON/OFF statistics [3, 4], spectrum holes are
sporadically distributed in the frequency and time domains. In this chapter,
we present an analytical platform to derive the theoretical results of type-II
missed detection error and other performance metrics for spectrum sensing.
2.1 System Model
In the OSA model, SUs perform sensing to detect the channel status.
If a certain spectrum band is detected to be left unoccupied by PU, SU
will transmit over the spectrum; otherwise, SU will continue sensing until it
discovers a vacant spectrum band. The concurrent transmission of PU and
SU using the same channel is not allowed in the OSA model. Therefore,
SU’s transmission will commence only when spectrum holes are detected.
After SU’s transmission starts, SU continues to perform spectrum sensing
to monitor the presence of PU, who may require the channel for transmis-
sion at any time. Once PU is detected, SU must cease transmission to
give the priority to PU’s transmission. The process to scan over a range of
target spectrums and determine the existence of spectrum holes is termed
as spectrum sensing.
Extensive measurement performed by the Dutch Radio Regulatory
Body in Netherland showed that PU’s activities across the spectrum can
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be approximately modeled by a 2-state exponential ON/OFF process [39].
Based on this finding, the PU activities in each frequency band can be
justified to be modeled as a 2-state ON/OFF process, where the “ON-state”
corresponds to the situation that the licensed spectrum band is occupied by
a PU and the “OFF-state” corresponds to the situation that the licensed
spectrum band is vacant, as shown in Fig. 2.1.
The transition probabilities from “ON-state” to “OFF-state” and from
“OFF-state” to “ON-state” are denoted by Poff and Pon, respectively. The
durations that PU stays in “OFF-state” and in “ON-state” are denoted by
Toff and Ton, respectively. Ton and Toff are independent random variables,
whose probability density functions are denoted by fTon(t) and fToff (t),
respectively.
Fig. 2.1: PU 2-state ON/OFF process
In the OSA model, SUs are granted lower access priority and can
only utilize temporal spectrum holes to transmit. Furthermore, we assume
that at any instance of time, only one SU can access a detected spectrum
hole for transmission. Therefore, the coexistence of multiple SUs in one
vacant spectrum band is not allowed. In the practical situation, the SU
is unable to perform channel sensing and data transmission concurrently.
We assume all the SUs can be synchronized in time and perform periodic
channel sensing with fixed sensing period as Ts. At the beginning of the
sensing period, the SU requires sensing duration, Td, to sense and process
channel information. If the channel is deemed to be vacant by SU based
on the channel information collected in Td, the SU will transmit within the
remaining duration of Ts−Td. Data transmission stops at the next channel
12
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sensing epoch and the SU will start sense the channel again. In the practical
situation, Td is usually small enough so that the probability of PU behavior
change within the sensing duration can be negligible. Generally speaking,
the reliability and accuracy of spectrum sensing depend on the conditions
of the radio environment, the SU’s detection techniques and the number of
samples collected within the sensing duration Td.
Most of the works, such as [40, 47], were based on the exponential
PU ON/OFF model. Other work were also performed based on the hyper-
Erlang and Pareto PU ON/OFF model [37, 48]. As SU’s sensing perfor-
mance could differ significantly under different PU ON/OFF models, the
analytical derivations of performance metrics for the SU spectrum sens-
ing are illustrated for all three aforementioned statistical models of PU
ON/OFF spectrum activities in Chapter 3. The analytical results are also
compared and verified against simulation outcomes.
2.2 Performance Metrics for Spectrum Sens-
ing
From the system model mentioned above and assuming perfect spec-
trum sensing without traditional missed detection error and false alarm
error, there are four scenarios which may happen to the SU, when SU
performs periodic spectrum sensing in one unlicensed PU spectrum band:
• Data transmission is successful
• Channel access is blocked
• Spectrum hole is missed for transmission
• PU’s transmission is interfered by SU’s transmission.
Scenarios 3 and 4 are illustrated in Fig. 2.2 and 2.3, respectively. In
Fig. 2.2, the channel is sensed to be occupied by PU during the sensing
duration Td. Hence, SU’s access is blocked for the remaining time of Ts−Td.
During this time, PU may cease transmission and leave this channel, which
inevitably leads to missed opportunity for the SU to transmit. SU can
13
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only acknowledge the spectrum hole after sensing is performed at the next
sensing epoch, given that PU remains inactive throughout the time span.
Type-II missed detection error is illustrated in Fig. 2.3. During the
sensing duration Td, SU senses the channel to be vacant and decides to
transmit. However, there’s a possibility that PU becomes active again
within the SU’s transmission duration before next spectrum sensing starts.
As SU has no knowledge on the presence of PU, it will keep transmitting
throughout the rest of the sensing period. Hence, PU’s transmission and
SU’s transmission inevitably collides. Although the cause of collision is
different, scenario 4 leads to the same result as the conventional missed
detection error. So we name it as type-II missed detection error. Only
when PU remains inactive throughout the sensing period, SU can transmit
successfully without interfering with PU’s transmission.
Fig. 2.2: SU missed opportunity
Fig. 2.3: Type-II missed detection error
From the system model, we can see that Ts must be carefully cho-
sen in order to minimize the probability of type-II missed detection error.
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However, if Ts is too short, the throughput of SU transmission will be com-
promised because less time can be utilized by the SU for data transmis-
sion. Moreover, it is generally desirable to reduce the probability of missed
opportunity to make SU to fully utilize the spectrum hole. Meanwhile,
lower probability of blocked SU access and higher probability of successful
SU transmission are also desirable, which generally leads to higher SU’s
throughput. In Chapter 3, we will discuss the trade-off relationship and




Detection Error Under Given
Primary ON/OFF Activities
In this chapter, we derive the closed-form expressions of type II missed
detection error and other sensing performance metrics in the OSA model,
assuming that PU’s activities can be described as a 2-state continuous
ON/OFF Markov process [39].
3.1 Type-II Missed Detection Error Deriva-
tion
Denote Ton and Toff as the time durations of PU’s “ON” and “OFF”
state, respectively. Then denote E(Ton) and E(Toff ) as the mean time
durations of PU’s “ON” and “OFF” state, respectively. If E(Ton+Toff ) <
∞, from the results of renewal theory [49], we can express:
Poff =
E(Toff )




E(Ton) + E(Toff )
(3.2)
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Note that Ton and Toff need not follow any particular distribution for
(3.1) and (3.2) to be hold. Pon can be also used as the PU activity factor
to indicate how frequently PU will occupy its licensed spectrum band.
Denote T ∗on as the remaining time duration of PU being “ON”, after
it is sensed to be “ON” by the SU. Denote T ∗off as the remaining time
duration of PU being “OFF” after it is sensed to be “OFF”, as shown in
Fig. 3.1.
Fig. 3.1: Remaining time T ∗on and T
∗
off

















We denote Pe as the probability of type-II missed detection error.
Type-II missed detection will occur when the channel is detected to be
vacant but the PU becomes active before SU performs channel sensing at
the start of next sensing period. Hence, Pe can be expressed as:
Pe = Poff × P (T
∗






A missed SU transmission error occurs when the channel is sensed to
be occupied but the PU cease transmission before SU performs channel
sensing at the start of next sensing period. If we denote the probability of
missed opportunity is denoted by Pm, we can express Pm as:
17
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Pm = Pon × P (T
∗




A successful SU transmission happens when the channel remains va-
cant throughout the sensing period. Denote Pt as the probability of suc-
cessful transmission. Then Pt can be expressed as:
Pt = Poff × P (T
∗







Lastly, the SU access is blocked when the channel is busy and remains
busy throughout the sensing period. Denote Pb as the probability of blocked
access. Pb can be expressed as:
Pb = Pon × P (T
∗





According to the definitions of performance metrics of spectrum sens-
ing above, the following relationships are always true:
• Pe + Pm + Pt + Pb = 1
• Pe + Pt = Poff
• Pm + Pb = Pon
In the following sections, we derive the closed-form expressions for the
performance metrics based on some widely-adopted statistical models of
Ton and Toff .
3.2 Exponential Ton and Toff
Suppose Ton and Toff are two independent random variables which are
exponentially distributed, with probability distribution functions:
fTon(t) = λone
−λont (3.9)
fToff (t) = λoffe
−λoff t (3.10)
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and λon and λoff are the rate parameters associated with the exponentially
distributed Ton and Toff , respectively.









Due to the memoryless property of the exponential distribution, fT ∗on(t) =
fTon(t) and fT ∗off (t) = fToff (t). Substitute (3.9) and (3.10) into (3.5) to (3.8)


















3.3 Hyper-Erlang Ton and Toff
Suppose Ton and Toff are independent hyper-Erlang distributed ran-
dom variables. Hyper-Erlang distribution is a mixture of Erlang distribu-


















ri , t > 0 (3.18)
where αi and βi are the weighted constants and must satisfy: αi, βi > 0,
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∑2
i=1 αi = 1,
∑2
i=1 βi = 1. mi and ki are called the shape parameters of
hyper-Erlang distribution and must be positive integers for all i. ni and ri
are called the scale parameters of hyper-Erlang distribution and must be
positive real numbers.
























To derive the analytical expressions for the performance metrics, we
need to obtain the expressions for fT ∗on(t) and fT ∗off (t). By substituting

































































where Γ(s, t) =
∫ t
0
xs−1e−xdx, which is known as the lower incomplete
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, t > 0 (3.24)
We can obtain fT ∗
off










, t > 0 (3.25)
From (3.24) and (3.25), the performance metrics can be expressed as:
Pe = Poff × P (T
∗

















E(Ton) + E(Toff )
(3.26)
Pm = Pon × P (T
∗

















Pt = Poff × P (T
∗




















E(Ton) + E(Toff )
(3.28)
Pb = Pon × P (T
∗


















E(Ton) + E(Toff )
(3.29)
To obtain a closed-form expression, Γ(s, x) can be re-written as [50]:
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, t > 0 (3.32)
We can rewrite (3.26) to (3.29) using (3.31) and (3.32) to obtain more
tractable, closed-form expressions for Pe, Pm, Pt and Pb , respectively. As
























































By substituting the simplified expression into (3.33), we can obtain
the closed-form expression for Pe in (3.35). Similarly, we can obtain the
closed-form expressions for other performance metrics as (3.36) to (3.38).
The closed-form solutions of performance metrics can be expressed as:
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3.4 Pareto Ton and Toff
Suppose Ton and Toff are independent Pareto distributed random vari-
ables. The Pareto distribution exhibits heavy-tail characteristics that usu-
ally adopted to model extremely long channel activities. The distribution






, if t ≥ p








, if t ≥ r
0, if 0 < t < r
(3.40)
where p > 0 and r > 0, known as the threshold parameters, denote the
minimum value of Pareto distribution. Hence p and r are the minimum
value of random variable Ton and Toff , respectively. In addition, q and s
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are known to deter-
mine the shape of the Pareto distributed Ton and Toff , respectively. The








, s > 1 (3.42)
To derive the analytical expressions of performance metrics for Pareto
distributed Ton and Toff , we will first show the derivation of fT ∗on(t) as a
start. Similar working can be applied to fT ∗
off
(t). From the renewal theory


















dx, t ≥ p∫ p
0






)q, t ≥ p










)s, r ≥ t
0, 0 < t < r
(3.45)








, t ≥ p
q−1
pq











, t ≥ r
s−1
rs
, 0 < t < r
(3.47)












(t)dt = 1. Note that Ton and Toff are random variables that
only take the values from p to ∞ and r to ∞, respectively. However, T ∗on
and T ∗off are random variables that can take values from 0 to ∞. These
differences should be taken into account when evaluating
∫ Ts
0

















































































, r ≤ Ts
s−1
rs
Ts, r > Ts
(3.50)
















, p ≤ Ts
q−1
pq
Ts, p > Ts
(3.51)
By substituting (3.50) and (3.51) with (3.41) and (3.42) into (3.5) to
(3.8), we can obtain the expressions for the performance metrics for Pareto
distribution as (3.52) to (3.55).
The expressions for the four performance metrics are:
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Pe = Poff × P (T
∗




































, r > Ts
(3.52)
Pm = Pon × P (T
∗





























































































, p > Ts
(3.55)
3.5 Comparing Exponential, Hyper-Erlang
and Pareto PU ON/OFF Models
When the expectations E(Ton) and E(Toff ) are the same for different
PU ON/OFF models, it has been found out that the Pareto distributed
PU ON/OFF model gives the highest type-II missed detection error Pe,
provided that E(Toff ) > Ts. We can prove this by using Taylor series and































, r > Ts
(3.56)
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where r is the minimum value of Toff .
From (3.56), we observe that type-II missed detection error under




Therefore, to prove that the Pareto distributed ON/OFF model gives
the highest type-II missed detection error Pe, we only need show that
Ts
E(Ton)+E(Toff )
is the upper-bound value for Pe obtained from exponential
and hyper-Erlang PU ON/OFF models.





E(Toff ) + E(Toff )
[1− e−Ts/E(Toff )]. (3.57)

































E(Toff ) + E(Ton)
(3.58)
Therefore, we have proved the inequality holds with the condition of
Ts
E(Toff )













= Pe−par. This indicates that if
SU performs spectrum sensing more frequently, Pe−exp approaches Pe−par
gradually.
(b) Pareto PU ON/OFF Model and Hyper-Erlang PU ON/OFF
Model
For hyper-Erlang PU ON/OFF model, recall from (3.35) that:
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To prove the inequality, we will use the definition of type-II missed
detection error as (3.5):
Pe = Poff × P (T
∗






For the same E(Ton) and E(Toff ), parameter Poff is the same value











Here we need to use the property of integration to prove the case.







f(x), g(x) ≥ 0. This means the proof can be simplified by showing that:
fT ∗
off−hyp
(t) < fT ∗
off−par
(t)










, t ≥ r
s−1
rs
, 0 < t < r
(3.62)














, t ∈ [0, Ts] (3.63)















, t > 0 (3.64)
Substracting (3.64) from (3.63), we obtain
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To proceed, we need to prove the above expression is always positive.







































< e−t/ri × et/ri = 1 (3.67)
From this result, we can conclude that (3.65) is always positive. This
proof holds for all combination of βi, ri and ki. Therefore, we prove that
when the hyper-Erlang and Pareto model have the same E(Ton), E(Toff ),
the result Pe−par > Pe−hyp always holds given E(Toff ) > Ts .
As type-II missed detection error is one of the most critical perfor-
mance metrics to indicate whether the priority of PU transmission would
be affected, it is advisable to use Pareto distribution which provides more
pessimistic estimation, when the distributions of PU’s Ton and Toff are
uncertain, but E(Ton) and E(Toff ) are known.
3.6 Simulations and Discussions
3.6.1 Type-II Missed Detection Error - Theory and
Simulation
In this section, the simulated and theoretical results for type-II missed
detection error are presented. The simulated data points are indicated by
markers. Using MATLAB, extensive simulations have been performed for
each obtained data point to verify the correctness of the closed-form an-
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alytical results of type-II missed detection error. For the simulation, we
generate random PU ON/OFF activities and the SU sensing epochs inde-
pendently. For each sensing period Ts and each probability distribution,
we generate k = 105 of PU ON/OFF activities, with Ton and Toff being
two independent random variables. Therefore, the average total simulation
time span can be calculated Ttotal = k ∗ (E(Ton) + E(Toff )). The number
of SU sensing epochs throughout the simulation time span Ttotal is more
than 10 times of number of the PU activities. Doing this ensures that
steady-state probabilities can be obtained from the simulation. At each
SU sensing epoch, the status of channel is checked and the number of colli-
sions between PU and SU due to type-II missed detection is kept in record.
The type-II missed detection error is subsequently computed by dividing
the recoded number of collisions by the total number of SU sensing epochs.
Fig. 3.2 to Fig. 3.4 show the type-II missed detection error against
the ratio of E(Toff )/Ts, when Ton and Toff are assumed to be indepen-
dent random variables following exponential distribution, Hyper-Erlang
distribution and Pareto distribution, respectively. Performance is evalu-
ated over a large range of SU sensing periods in relation to E(Toff ). In
particular, we compare 1 ≤ E(Toff )/Ts ≤ 10 for a given PU activity fac-




= 0.2. The results demonstrate that the simulation
and theoretical results match closely. Hence, the correctness of our analyt-
ical derivations is verified under exponential, hyper-Erlang and Pareto PU
ON/OFF model, respectively. The probability of type-II missed detection
provides a measure of the amount of interference the SU imposes onto the
PU. Note that when E(Toff )/Ts increases, type-II missed detection error
Pe decreases. E(Toff )/Ts can be deemed as an index to indicate how fre-
quent SU performs channel sensing in relation to PU’s spectrum activities.
So our results indicate that type-II missed detection error are lower when
SU performs spectrum sensing more frequently. This is intuitive because
when Ts is relatively small and when PU is sensed to be “OFF” at the
beginning of each Ts, the probability of PU turning “ON” within the same
Ts is smaller.
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Fig. 3.2: Type-II missed detection error under exponential PU ON/OFF model





























Fig. 3.4: Type-II missed detection error under Pareto PU ON/OFF model
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Fig. 3.3: Type-II missed detection error under hyper-Erlang PU ON/OFF model
3.6.2 SU’s Saturated Throughput - Theory and Sim-
ulation
In this section, the simulated and theoretical results for SU’s saturated
throughput are presented and compared. The simulated data points are
indicated by markers. Using MATLAB, extensive simulations have been
performed for each obtained data point to verify the correctness of the
closed-form analytical results. For the simulation, we generate random PU
ON/OFF activities and the SU sensing epochs independently. For each
sensing period Ts and each probability distribution, we generate k = 10
5
of PU ON/OFF activities, with Ton and Toff being two independent ran-
dom variables. Therefore, the average total duration in simulation can
be calculated Ttotal = k ∗ (E(Ton) + E(Toff )). The number of SU sensing
epochs throughout the duration Ttotal is more than 10 times of the num-
ber of PU activities. Doing this ensures that steady-state probabilities
can be obtained from the simulation. At each SU sensing epoch, the sta-
tus of channel is checked and the number of SU’s successful transmission
is kept in record. The successful transmission probability is subsequently
computed by dividing the recoded number by the total number of SU sens-
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ing epochs. In the definition, only those completely successful transmitted
packets within the data transmission slot Ts − Td are counted toward SU’s
saturated throughput.
























Fig. 3.5: SU’s saturated throughput under exponential PU ON/OFF model
Fig. 3.5 to Fig. 3.7 demonstrate the analytical results and simulations
results of SU’s saturated throughput against the ratio of E(Toff )/Ts for a
given PU activity factor, when Ton and Toff are assumed to be independent
random variables following exponential distribution, Hyper-Erlang distri-
bution and Pareto distribution, respectively. In these cases, PU’s activity
factor is set to be 20%, ie. Pon =
E(Ton)
E(Ton)+E(Toff )
= 0.2 and E(Toff) is fixed
to be 100. The sensing period Ts is initialized to be 100 and then reduced
afterwards. The sensing duration Td is fixed to be 0.2. SU’s saturated
throughput is defined as Pt ∗ (Ts − Td)/Ts theoretically. The simulation
and theoretical results match closely under exponential, hyper-Erlang and
Pareto PU ON/OFF model, respectively. When E(Toff )/Ts increases, SU’s
saturated throughput increases and then decreases after a certain threshold.
The increase of SU’s saturated throughput when E(Toff )/Ts is less than
20 is driven by the dominant increase in probability of successful transmis-
sion Pt, as shown in Fig. 3.8, because SU’s period sensing becomes more
33
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Fig. 3.6: SU’s saturated throughput under hyper-Erlang PU ON/OFF model
frequent in relation to PU’s activities. However, as Ts reduces further,
the increase of Pt slows down and the impact due to sensing overheads
increases, i.e. (Ts − Td)/Ts is getting smaller. After a certain threshold,
the decrease in (Ts − Td)/Ts becomes the dominant factor and SU’s satu-
rated throughput decreases as a result, even though Pt keeps increasing.
Hence, the trade-off relationship of SU’s saturated throughput and sensing
performance is illustrated. Optimal Ts can be chosen to ensure SU’s satu-
rated throughput to be maximum, given the statistics of the PU spectrum
activities.
Since in the above simulations we choose to PU activity factor to be
Pon = 0.2, SU’s saturated throughput is bounded by 0.8. Note that in the
OSA model, PU and SU are not allowed to transmit concurrently. There-
fore, even when assuming SU can fully use all of the spectrum holes without
any sensing error, SU only have 80% of the total time for transmission. It
explains the upper bound of 0.8 on SU’s saturated throughput.
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Fig. 3.7: SU’s saturated throughput under Pareto PU ON/OFF model



































Fig. 3.8: SU’s successful transmission probability Pt in light PU traffic
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3.6.3 Type-II Missed Detection Error and SU Through-
put - Light and Heavy PU Traffic Condition
In this section, the simulated and theoretical results for type-II missed
detection error and SU’s throughput, under high and low PU activity fac-
tors, are presented. Performance is evaluated over a large range of SU
sensing periods Ts in relation to E(Toff ). Therefore, the results are plotted
against the ratio of E(Toff )/Ts.































Fig. 3.9: Type-II missed detection error in light PU traffic
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Fig. 3.10: Type-II missed detection error in heavy PU traffic





























Fig. 3.12: SU’s saturated throughput in heavy PU traffic
For Fig. 3.9 and Fig. 3.11, PU activity factor Pon is chosen to be
20% as an example to represent light traffic situation. For Fig. 3.10
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Fig. 3.11: SU’s saturated throughput in light PU traffic
and Fig. 3.12, PU activity factor Pon is chosen to be 80% as an exam-
ple to represent to heavy traffic situation. Other PU activity factor, for
example 10% and 90%, can also be chosen to indicate heavy or light PU
traffic situation. As before,we generate k = 105 of PU ON/OFF activ-
ity pairs so the average total simulation time span can be calculated by
Ttotal = k ∗ (E(Ton) + E(Toff )). It has been shown that the PU activity
factor does not alter the trends of type-II missed detection error and SU
saturated throughput, when E(Toff )/Ts increases. From the simulations,
we can also observe that the Pareto PU ON/OFF model experiences the
highest probability of type-II missed detection error and lowest SU’s sat-
urated throughput. It corresponds to the aforementioned conclusion and
mathematical proof that Pareto distribution provides the most pessimistic
estimation of type-II missed detection error among the three models. From
Fig. 3.9 to Fig. 3.12, it is evident that increasing the SU sensing frequency
is advantageous as the probability of SU’s manumission interfering with
PU’s transmission is reduced and SU has greater probability of successful
transmission. However, a shorter sensing period lowers the effective data
transmission time within each SU’s sensing period. To maximize SU’s sat-
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urated throughput, the design trade-off has to be taken into consideration
to find out the optimal operating point, which is the optimal SU sensing
period Ts in the OSA model of CR networks.
Note that conventional missed detection and false alarm errors, which
depend on the sensing duration Td and the detection technique adopted, are
generally much smaller in magnitude compared to type-II missed detection
errors. Type-II missed detection error can be the dominant factor as our
simulation results demonstrate. Hence, it is important to design the opti-
mal SU sensing rate by jointly considering the statistics of PU spectrum
activities and SU’s spectrum sensing constraints.
3.7 Conclusion
In this chapter, we modeled and studied errors that arises due to the
mismatch between the SU’s fixed channel sensing rate and the statistics
of PU ON/OFF activities. We illustrated the key concept of the type-II
missed detection error and established other performance metrics, namely
the probability of missed opportunity, the probability of successful SU
transmission and the probability of blocked SU access. Furthermore, how
the channel sensing performance is affected by the statistics of the PU
spectrum activities was studied in detail. We examined the performance
metrics at high and low PU activity factors, based on exponential, hyper-
Erlang, and Pareto distributed PU ON/OFF traffic models, respectively.
We have also derived the analytical expressions for these metrics under
these statistical models.
The analytical and simulated results showed that SU’s spectrum sens-
ing performance and its throughput can be significantly affected by the
statistics of the PU spectrum activities. While it is intuitive to have a
longer sensing period so as to increase the SU’s data transmission time and
hence SU’s throughput, the results showed that the probability of type-II
missed detection error and the probability of missed opportunity increase.
This implies more contention with PU’s transmission and hence it is not
desirable. In the practical situation, SU’s channel sensing rate must be





In chapter 3, we investigated the type-II missed detection error based
on the assumption that PU spectrum activities follow 2-state continuous
ON/OFF process. In the literature, PU’s ON/OFF activities are com-
monly modeled as two independent exponential random variables [40, 47].
Although continuous Markov process facilitates simple analysis, discrete
Markov chain is sometimes the preferred case, especially in the computer
simulation. In [38], the duration of white spaces for each channel is approx-
imated by a geometric distribution. This further inspires us to study the
SU spectrum sensing when treating PU’s activities as discrete events. It is
worth pointing out that, if a 2-state discrete Markov chain model, which
aims to approximate the continuous PU 2-state Markov process model, is
not properly designed, important information such as type-II missed detec-
tion probability can be lost. In this chapter, we look into how to approx-
imate the 2-state continuous PU ON/OFF activities by a 2-state discrete
Markov chain model in the context of spectrum sensing in the OSA model.
As we will see, limiting the discrepancy between type-II missed detection
errors under these two models is the key consideration.
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4.1 System Model of 2-state PU Discrete
Markov Chain
Assume PU’s activities can be described as a 2-state continuous Markov
ON/OFF process, as shown in Fig. 4.1. The durations for PU to stay in
“ON-state” and the “OFF-state” follow two independent random variables




fToff (t) = λoffe
−λoff t (4.2)
where λon and λoff are the rate parameters for the exponential distri-







Fig. 4.1: The 2-state continuous Markov ON/OFF process to describe the PU spectrum
activities
When computer simulation is performed, sometimes it is undesirable
to keep track of the continuous PU ON/OFF duration. A 2-state discrete
Markov chain model can also be used then, as illustrated by Fig. 4.2. The
decision for the next state is made at every ∆t interval, which is also known
as the simulation time stamp. This simulation time stamp is an important
parameter and has to be appropriately chosen so that the difference between
the type-II missed detection errors derived from the continuous PU Markov
process model and the discrete PU Markov chain model is limited to an
error bound. If the simulation time stamp is too large, large deviation
of type-II missed detection error is expected because the type-II missed
detection error is easily being under-estimated during approximation, and
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Fig. 4.2: The 2-state discrete Markov ON/OFF process to describe the PU spectrum
activities
therefore simulation accuracy is affected. On the other hand, if the time
stamp is too small, a considerable amount of extra computational efforts
will be wasted with no effective improvement in the simulation accuracy.
4.2 Type-II Missed Detection Error for 2-
state Discrete Markov Chain
We assume all SUs sense periodically with a fixed sensing period Ts
in a synchronized manner to determine the availability of the spectrum,
regardless whether the channel is in the “ON-state” or the “OFF-state”.
Denote ∆t as the simulation time stamp. There exists an integer N such
that:
Ts = N∆t (4.3)
For the 2-state discrete Markov chain model, denote the “ON-state”
and “OFF-state” time intervals by T gon and T
g
off respectively. There exist
integers such that:
T gon = Kon∆t (4.4)
T goff = Koff∆t (4.5)
where Koff and Kon are two independent random variables which we as-
sume following geometric distribution. The probability mass functions of
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Koff and Kon can be written as:
PKon(k) = (1− Poff)
k−1(Poff) k = 1, 2, 3, . . . (4.6)
PKoff (k) = (1− Pon)
k−1(Pon) k = 1, 2, 3, . . . (4.7)
The average duration of PU’s “ON-state” E(T gon) and “OFF-state”









Based on renewal theory [49], given E(T goff ) +E(T
g
on) <∞, the prob-









Denote T goff∗ as the remaining time of the PU activities in the “OFF-
state” after it is sensed being “OFF”, as shown in Fig. 4.3. Note that




off is a discrete
random variable. From alternating renewal theory [49], the probability









Fig. 4.3: Remaining time T goff∗
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Denote type-II missed detection error for the PU 2-state discrete Markov
chain as Pe−geo. Type-II missed detection error occurs because PU, sensed
to be inactive in the last sensing duration, can become active before the
next spectrum sensing is performed. Therefore, Pe−geo can be expressed as
:




off < Ts) (4.12)
Due to the memoryless property of the geometric distribution, the
probability mass function of K∗off is the same as the probability mass func-
tion ofKoff : PK∗
off
(k) = PKoff (k). Therefore, after algebraic simplification,
we can obtain the desired probability Pe−geo as:
Pe−geo =
E(T goff )











4.3 Limiting the Discretization Error
Given the exponential ON/OFF time intervals with parameters λon







, respectively. For the PU 2-state continuous Markov process
which can be modeled as two independent exponential random variables,





[1− e−Tsλoff ] (4.14)
To approximate the 2-state continuous Markov process model (Fig.
4.1) with the 2-state discrete Markov chain model (Fig. 4.2), we should
first ensure that the average durations of the “ON-state” and “OFF-state”
in these two models are the same respectively. Hence, we can derive the
transition probabilities of the 2-state discrete Markov chain model as:
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We use an example to illustrate the importance of using the appropri-
ate simulation time stamp in order to maintain the type-II missed detection
error. Given λon = 2, λoff = 1 and Ts = 1, the type-II missed detection
errors for 2-state continuous Markov process model and 2-state discrete
Markov chain model are shown in Fig. 4.4 with respect to different value
of N , which is the number of PU spectrum activities generated within the
given sensing period Ts = 1. It can be observed that, when the 2-state
continuous Markov process model is discretized, it is crucial to make N
large enough to keep the deviation in the type-II missed detection errors
of these two models within a pre-defined error bound. Denote this error
bound as ζ . Mathematically, N has to be chosen in order to satisfy:
|e−Tsλoff − (1− Pon)
N | < ζ (4.17)
For ζ = 0.02, we can choose N = 10 according to (4.17). The physical
implication of the numerical results is as follows. In the simulation, PU’s
spectrum activities should be generated at the time interval ∆t = Ts
N
=
0.1. For every 10 samples generated, SUs will sense the spectrum once for
availability.
It should be noted that if more samples are generated within Ts, the
improvement in the accuracy of studying the collision between PU’s and
SU’s transmission due to the type-II missed detection error will be insignif-
icant but the simulation time increases as more samples are needed.
4.4 Derivation of Secondary Arrivals Based
on Continuous and Discrete PU ON/OFF
Model
In this section, we would like to study the impact on the traffic pre-
diction of secondary arrivals due to discretizing the continuous PU 2-state
Markov model, based on the simulation time stamp obtained from the pre-
vious section.
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Fig. 4.4: Type-II missed detection errors under continuous and discrete PU ON/OFF
models
We assume that the SU arrivals follow Poisson arrival process with
rate λarr. Each arrived SU has a packet to transmit and the transmission
can be completed within one sensing period Ts. However, which SU will
eventually transmit depends on the multiple access scheme adopted. When
PU is occupying the spectrum band for transmission, SUs, who arrive and
sense the channel, are forbidden to transmit in order to avoid interference.
SUs arrive within the “OFF-state” are not allowed to transmit immedi-
ately either. Instead, all transmissions shall only begin immediately after
detecting a clear sign showing that PU is absent. This means that SUs,
who compete for the spectrum hole for transmission, only do so at the de-
tection of “OFF-state”. Therefore, SUs who involve in competing include
those arrive within previous “OFF-state” and the current “ON-state”, as
shown in Fig.4.5 and Fig. 4.6.
Denote n as the number of SUs which will compete for a spectrum hole
at the detection of PU’s “OFF-state”. Note that n comprises of the number
of SUs which arrive within the previous “OFF-state” and the current “ON-
state”. To derive the number of SUs which will compete for a spectrum hole
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Fig. 4.5: A snapshot of continuous PU ON/OFF spectrum activities and secondary
arrivals
Fig. 4.6: A snapshot of discrete PU ON/OFF spectrum activities and secondary arrivals
for the continuous PU 2-state Markov process model, first we need to find
the probability distribution function f(Tsum) of Tsum, where Tsum = Ton +
Toff . Assuming Ton and Toff are two independent exponentially distributed








(e−λoffTsum − e−λonTsum) (4.18)
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The correctness of the closed-form expression of Pcon(n) is verified in
Fig. 4.7.






















Fig. 4.7: Probability of n secondary arrivals under continuous PU ON/OFF model -
theoretical result and simulation result
For the 2-state discrete Markov chain model, similarly we need to find







T gsum is also multiples of ∆t with T
g
sum = Ksum∆t, we should rather find
the probability mass function for Ksum, where Ksum = Kon +Koff . Using
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From the numerical example mentioned above, we take Ts = 1, λon = 2
and λoff = 1 as the parameters for the 2-state continuous Markov ON/OFF
process. We also take ∆t = 0.1, Pon = 0.1 and Poff = 0.2 as the param-
eters for the 2-state discrete Markov chain to approximate the continuous
model in simulation. The probabilities of having n SU competitors for one
spectrum hole at the detection of each PU’s “OFF-state” , Pcon(n) and
Pdis(n), which are given respectively in (4.20) and (4.23), are plotted in
Fig. 4.8.
It can be observed that the probabilities, Pcon(n) and Pdis(n), ob-
tained from the continuous and discrete 2-state Markov ON/OFF models
are nearly matched. Therefore, we can conclude that by keeping the de-
viation in the type-II missed detection probabilities within a given error
bound, little impact is made on the traffic prediction of secondary arrivals
from discretizing the continuous PU 2-state Markov process model.
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Fig. 4.8: Probabilities of n secondary arrivals under continuous and discrete PU
ON/OFF models - theoretical results
4.5 Conclusion
In this chapter, we investigated how to appropriately choose the simu-
lation time stamp to discretize the PU 2-state continuous Markov process
without losing any valuable information in the context of spectrum sens-
ing. First we derive an expression to compute the type-II missed detection
probability for the 2-state ON/OFF discrete Markov chain model. Then
we presented how to choose the appropriate simulation time stamp so as
to keep the difference of two type-II missed detection probabilities within
a pre-defined error bound. In this chapter, we also derived the probability
mass functions for the number of SUs which will compete for a spectrum
hole at the detection of PU’s “OFF-state”, for both the continuous and
discrete model. We illustrated that by keeping the deviation in the type-II
missed detection probabilities within a given error bound, only tiny dis-
crepancy exists in the traffic prediction of secondary arrivals. The same




Conclusion and Future Work
In this chapter, we summarize the main contributions of this thesis
and present some suggestions for future work.
5.1 Conclusion
Cognitive radio (CR) is a novel technology to tackle the spectrum
scarcity problem. Contrary to fixed spectrum allocation pattern, flexible
spectrum usage scheme is adopted in CR network to explore the spectrum
holes for transmission and improve the utilization efficiency of spectrum
resource. There are two major transmission models in CR networks: op-
portunistic spectrum access (OSA) and spectrum sharing (SS) model. The
main focus of this thesis is on the spectrum sensing problem in the OSA
model.
In the OSA model of CR, it is paramount that PU’s transmissions are
not significantly affected by the SUs. Hence, SU system is only granted
lower priority for spectrum access and transmission. Accurate and efficient
channel sensing plays a key role for the OSA model in order to maximize
the throughput of SU system as well as protect PU’s interest. This thesis
presented a detailed study on SU’s spectrum sensing design.
Firstly, by incorporating the statistics of PU spectrum activities, we
modeled and analyzed the error arising from the mismatch between the
fixed SU sensing period and PU ON/OFF activities. Four performance
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metrics for SU spectrum sensing were identified and elaborated in detail,
namely the probability of type-II missed detection error, probability of
missed SU transmission opportunity, probability of successful transmission
and probability of SU blocked access. We derived the analytical expres-
sions to evaluate these performance metrics under a few common PU spec-
trum activity models, namely exponential ON/OFF model, hyper-Erlang
ON/OFF model and Pareto ON/OFF model. The correctness of the ana-
lytical expressions was verified through extensive simulation
Secondly, this thesis illustrated the trade-off relationship between afore-
mentioned errors and saturated throughput of the SU system based on the-
oretical results and simulated results. We compared the SU performance
trade-off at vastly different sensing periods in relation to the statistics of
PU spectrum activities. How the channel sensing rate should be chosen
according to the trade-off relationship was illustrated in detail. As demon-
strated in the thesis, it is crucial to properly select the SU sensing rate,
because it will affect the capability of the SU system to exploit spectrum
holes for transmission, as well as the effectiveness of protection for the PU
system.
Lastly, this thesis looked into how to approximate the continuous PU
ON/OFF Markov process model by a 2-state discrete Markov chain in
the context of spectrum sensing. More specifically, how to select the time
stamp and transition probability of discrete Markov chain was investigated,
so that discretizing the continuous PU ON/OFF process can be achieved
without losing valuable information. It has been shown that it is insuf-
ficient to only maintain the false alarm and missed detection error being
consistent in the two models. The aforementioned type-II missed detec-
tion error is a key consideration in this task. We have also modeled and
predicted the traffic of secondary arrivals based on continuous and discrete
PU ON/OFF process respectively. The accuracy of the discretization in
terms of estimating the traffic of secondary arrivals was demonstrated.
In all, this thesis provides a complete overview about the performance
measures of spectrum sensing for the OSA model of CR networks. Ex-
tensive simulations were performed to illustrate design issues in the SU
spectrum sensing and to verify the analytical expressions derived in the
thesis. The results are important for designing a more accurate SU sensing
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mechanism for OSA-based CR networks in future.
5.2 Future Work
Here I highlight three topics which are relevant to topic of spectrum
sensing design and optimization for the SU system.
(a) Using Discrete Model to Approximate Hyper-Erlang and Pareto
PU ON/OFF Model
In this thesis, we mainly investigated how to discretize the PU ON/OFF
activities when PU’s “ON” duration and “OFF” duration follow exponen-
tial distribution independently. Although exponential distribution facil-
itates mathematical tractability, how to discretize the PU ON/OFF ac-
tivities when PU follow hyper-Erlang or Pareto model is still yet to be
solved. Using exponential PU ON/OFF model as a foundation, I would
like to look into this topic in depth and attempt to expand my results
to discretize hyper-Erlang and Pareto PU ON/OFF model without losing
valuable information of type-II missed detection error.
(b) Linking Conventional Sensing Errors with SU’s Performance
Metrics
In this thesis, we mainly discussed the specific errors caused by the
mismatch between SU’s periodic sensing and the PU spectrum activities,
in the context of the OSA model of CR. As we have demonstrated, these
errors are only affected by SU’s sensing period. On the other hand, both
false alarm error and missed detection error, well-known as traditional sens-
ing errors, depend on the number of samples taken in the SU’s sampling
duration. Various algorithms have been developed to make the detection
decision based on the statistics of the interference and noise in order to
minimize the false alarm and missed detection errors. Further research
efforts can be made to incorporate the traditional sensing errors into the
discussion of type-II missed detection errors, in order to form a complete
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performance metrics for the SU spectrum sensing.
(c) Generalizing Performance Metrics of SU Sensing to Multiple
Channels Scenario
The thesis mainly looked at the single channel case. The analytical
derivation of SU’s performance metrics in the scenario of multiple channels
is still a challenging research topic. Compared with the single channel case,
multiple channels make the analysis much more complicated, as SUs have
the freedom to choose any spectrum band which is detected to be vacant for
transmission. Extending our current research results to consider the case
of multiple channels will make the work more complete and interesting.
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