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САМОПОДОБНЫЕ СЛУЧАЙНЫЕ ПРОЦЕССЫ
А ннотация. Изучаются самоподобные случайные процессы. Установлено взаимно-однозначное 
соответствие между классом самоподобных процессов с фиксированным характеристическим 
показателем и классом стационарных процессов.
К лю чевы е слова: самоподобие, характеристический показатель, стационарные случай­
ные процессы.
1. Введение. Фракталами, с физической точки зрения, называются такие струк­
туры, которые ведут себя самоподобным образом при изменении в широком диапа­
зоне пространственных и/или временных масштабов. Объектом теории фрактальных 
структур являются стохастические физические явления, у которых самоподобие долж­
но пониматься в статистическом смысле (см., например, |1|), Поэтому, с математической 
точки зрения, фракталы должны описываться случайными полями (процессами), кото­
рые обладают инвариантностью при изменении масштабов. Утверждение о самоподобии 
случайного ноля, хотя и является жёстким требованием к возможной вероятностной мо­
дели описываемого физического явления, по оно всё же имеет довольно общий характер 
и недостаточно для построения адекватной вероятностной феноменологической модели 
изучаемого явления и получения на её основе количественных результатов. Вследствие 
отсутствия общих физических принципов для построения фрактальных моделей фи­
зических фракталов, важно выполнить исследование возможно более широкого семей­
ства подходящих математических моделей, совместимых с принципом самоподобия. В 
этом сообщении мы покажем, что изучение самоподобных случайных процессов, ко­
торые могут быть привлечены для моделирования фрактальной временной эволюции 
физических величин, может быть сведено к более традиционной для теории случайных 
процессов задаче -  изучению стационарных процессов.
2. Самоподобные случайные процессы. Случайные самоподобные случайные 
процессы G М+} определяются трансформационными свойствами при преобра­
зовании подобия временной шкалы. Мы будем далее предполагать, что эти случайные 
процессы являются сепарабельными |2 |, то есть обладают «слабым вариантом» сто­
хастической непрерывности. Без свойства сепарабельности процесса {a{t)\ t  G К+}, 
в общем случае, нельзя придать смысла вероятности того, что этот процесс не пре­
восходит некоторого фиксированного значения а, изменяясь на некотором временном 
отрезке. В связи с этим, нельзя придать смысла понятию фрактальной размерности 
случайной реализации процесса.
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Д ня сепарабельного случайного процесса {a(t)]t  G М+} распределение вероятностей 
можно определить, согласно теореме Колмогорова |3|, посредством набора частных мно­
готочечных распределений дня произвольной конечной совокупности временных точек. 
Эти многоточечные распределения должны удовлетворять требованиям согласованно­
сти. В случае, когда все многоточечные распределения имеют плотности
f n  ) ^2) t'2 j • • • j (■In  i t n )  ( ^ ( ^ ( ^ 1 )  (^2) ^2) • • • & (f"n )  & n ) )  1
условия согласованности выражаются в виде интегральных соотношений вида
ОО
f n  ( ^ 1 ) ^ 1 )  ••••) $ j  ) f ' j  ч * * * 5 &п ) 5 ^ r a + l i ^ r a + l )  / n + l ( ® l ) ^ l )  • • • ) ®2i ^ 2)  • • •) i t / i  > ^ » г+ 1 1 ^»г+1 )d (2 j  ,
—оо
( 1)
j  =  1 , 1 ;  /г =  1, 2,... . Здесь знак (•) обозначает усреднение по распределению ве­
роятностей случайного процесса. Функции f n(o-i,ti', «2^2 ; •••; &пЛп) имеют смысл плот­
ностей распределения вероятностей того, что процесс {a(t); t G М+ } принимает в точках 
. . . ,tn соответственно значения ci\, а2, •••, ап.
Введём теперь точное понятие самоподобного сепарабельного случайного процесса. 
Требование стохастического самодобия, т.е. масштабной инвариантности распределения 
вероятностей дня сепарабельных случайных полей сводится к тому, что многоточечные 
плотности распределения f n, при масштабном изменении временной шкапы, преобра­
зуются следующим образом:
Ш )  ^ т  ) А (^ )^®2) Xt’2 , . . . ,  ju(A)a„, Xtn)
f n ( f l li^ l) ^2)^2 ) • • • )  & n i t n )  1  (2)
где множитель (/i(X))n связан с сохранением нормировки плотности распределения f n 
при преобразовании подобия. Так как этим уравнениям плотности f n должны удовле­
творять при произвольном значении Л >  0 , то функция //(Л) должна обладать группо­
вым свойством
M ^ i^ 2) =  • (3)
Групповое свойство навязывает простую форму масштабного множителя, //(Л) =  Ас, где 
с является характеристическим показателем, самоподобного процесса {a(t)]t  G К+}.
Самонодобпые случайные процессы рассматривались ранее в работе |4|, Однако наи­
более ранней публикацией на эту тему, по-видимому, с.недует считать работу |5|,
Системы соотношений (1), (2) можно рассматривать, как уравнения, определяю­
щие возможные самоподобные случайные процессы. Возникает математическая задача 
описания и классификации всех возможных самоподобных случайных процессов.
3. Т ео р ем а  эк в и в ал е н тн о с ти . Итак, для самоподобного процесса многоточечные 
плотности распределения обладают свойством
Xcnfn(Xca i , X t i ; Лса2, Xt2 ; ; Xеап, Xtn) = f n( a i , t i ; а2, t 2 ; ; an, tn) . (4)
при любом Л >  0 с фиксированным показателем с, который является характеристикой 
процесса. Введём логарифмическую шкапу, положив s =  In t при t > 0, Тогда процесс 
a (es) имеет многоточечные плотности распределения распределения
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Положим в (4) Л =  In т, Тогда получим, что плотности дп обладают свойством
Определим, теперь, случайный процесс {b(s) = е csa (e s) ;s G М}, многоточечные илот- 
и о с т и  распределения которого обозначим как hn(bi, S i ; . . . ; bn , sn). Так как
=  exp ( ф i +  ... +  s„)) дп (bieCSl, s i ;...;  bnecs' \  sn) = hn( b i , s i ;...; bn, sn) .
Отсюда с.недует, что многоточечные плотности распределения hn процесса { ф ) ;  s G М} 
транеляциошю инвариантны но временным аргументам, Процессы, обладаю­
щие таким свойством называются стационарными (в узком смысле) |2 |,
Проведенные выше рассуждения очевидным образом справедливы и в обратном на­
правлении. Взяв произвольный стационарный процесс { ф ) ; з  G М}, который опреде­
ляется трансляционно инвариантными многоточечными плотностями hn, и построив 
процесс {a(t)]t  G М+} по формуле
мы получим, что оп является самоподобным с показателем с. Сформулируем получен­
ный результат.
Qn 1) ^1 ) • • • ) 1 $ п )  f n  ( ® 1 ) 6 ' , • • • , С1п , 6 ' )  .
еСТпдп (eCTcii,Si +  г  ;...;  естап, sn +  т) = gn(cii,sг ; ...; ап , sn) . (5)
hn(bi , s i ;...;  bn , sn) = (8(b(si) -  &i) .. .8(b(sn) -  bn))
{8 (e~csia (esi) -  h )  ... 5 (e~C8na (e8n) -  &„)) (6)
то, на основании правила преобразования 5-функции,
hn(bi, S i , . . . ,  bn , sn)
= exp ( ф i +  ... +  s„)) (8 (a (eSl) -  eCSlb i ) ... 8 (a (eSn) -  eCSnbn)) = 
= exp (c(si +  ... +  sn)) gn (biecsi, s i ;...; ЬпеС8п,тп) .
a(es) = ecsb(s) (7)
Теорема. Класс самоиодобиых случайных процессов {a(s);s  G М+ } с фиксирован­
ным показателем самоподобия с G М находится во взаимио-одиозиачиом соответствии 
с классом стационарных процессов {b(s)] s G М}, которое устанавливается формулой 
a(es) =  e€Sb(s) д ля  траекторий обоих процессов так, что соответствующие нм наборы 
многоточечных илотиостей распределения f n и hn, п  =G N распределения вероятностей 
связаны формулой
exp (c(si +  ... +  sn)) f n {axecs\ e si ;...; aneCSn,eSn) = hn( a i , s i ;...; an, sn) ■
Тем самым задача об описании самоподобных случайных процессов сводится к за­
даче описания совокупности стационарных процессов.
4. Марковские самоподобные процессы. Рассмотрим марковские процессы. Их 
плотности f n строятся согласно формуле
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где t\  < ... <  tn и f (a, t ' ,a' , t ' )  -  плотность условных вероятностей перехода из точки а' 
в момент t' в точку а в момент t. Плотность f(a,2 , t 2 ' ,ai, ti) удовлетворяет уравнению 
Чепмена-Колмогорова
дня любых a,a' , t , t ' .  Тогда плотности f n, определённые согласно (8), автоматически 
подчинены соотношениям согласованности (1).
Дня самоподобных марковских процессов плотность условной вероятности перехода 
должна, как с.недует из (8), (9), обладать свойством
С другой стороны, применяя преобразование (7) находим, что стационарный процесс 
{b(s)] s G М}, соответствующий процессу {a(t)]t  G К+}, должен быть марковским, так 
как функция h(b, s',b', s') = ecsf  (becs, es\b'ecs , es ) удовлетворяет уравнению Ченмепа- 
Колмогорова и плотности hn дня процесса {b(s)] s G М} строятся по формуле аналогич­
ной (8). Наконец, из (10) с.недует, что функция h(b, s]U, s1) инвариантна относительно 
одновременного сдвига аргументов s и s', т.е. зависит от разности (s — s').
Таким образом стационарный процесс Ъ{т) должен быть марковским и обратно но 
каждой функции h(b, s; b', s') марковского стационарного процесса выбором показателя 
с может быть построен соответствующий марковский самоподобный процесс.
Пример. Классическим примером самоподобного процесса является винеровский про­
цесс {w(t)]t  G К+}, моделирующий броуновское движение. Условная вероятность пере­
хода винеровского процесса определяется формулой
fn(a\ , t \  , ..., dn , tn) f  (dn, tn, Cln—1, tn—l) ■ ■ ■ f  (ci2, t‘2, Cl\, t\)  f\(c i\, t\) (8)
(9)
( П )
Дня винеровского процесса с =  1/2 и, следовательно,
4b, s ;b ' , s ' )  = ^ ( l - e ^ ) )  '  ехр , s >  s' . ( i 2)
Стационарный марковский процесс с плотностью условных вероятностей перехода та­
кого вида называется процессом Орнштейна-Уленбека |6 |,
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SELF-SIMILAR RANDOM  PROCESSES 
Yu.P. Virchenko, A.Ya. Dulfan
Belgorod State University,
Studencheskaja St., 14, Belgorod, 308007, Russia, e-mail: virch@bsu.edu.ru
Abstract. Self-similar random processes are studied. It is found the взаимно-однозначное 
correspondence between the class of self-similar processes with fixed characteristic power and the 
class of stationary processes.
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