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Groundwater and surface water historically have been treated as different entities.  Due to 
this, planning and development of groundwater and surface water resources, both quantity and 
quality are often also treated separately.  Recently, there has been work to characterize 
groundwater and surface water as a single system. Karstic systems are widely influenced by 
these interactions due to varying permeability, fracture geometry and porosity.  Here, three 
different approaches are used to characterize groundwater surface water interactions in karstic 
environments.  1) A hydrologic model, ParFlow, is conditioned with known subsurface data to 
determine whether a reduction in subsurface uncertainty will enhance the prediction of surface 
water variables.  A reduction in subsurface uncertainty resulted in substantial reductions in 
uncertainty in Hortonian runoff and less reductions in Dunne runoff.  2) Geophysical data is 
collected at a field site in O’leno State Park, Florida to visualize groundwater and surface water 
interactions in karstic environments.  Significant changes in resistivity are seen through time at 
two locations. It is hypothesized that these changes are related to changing fluid source waters 
(e.g groundwater or surface water).  3). To confirm these observations an ensemble of synthetic 
forward models are simulated, inverted and compared directly with field observations and End-
Member-Mixing-Analysis (EMMA).  Field observations and synthetic models have comparable 
resistivity anomalies patterns and mixing fractions.  This allows us to characterize and quantify 
subsurface mixing of groundwater and surface in karst environments.  These three approaches 
(hydrologic models, field data and forward model experiments), (1) show the complexity and 
dynamics of groundwater and surface mixing in karstic environments in varying flow conditions, 
(2) showcase a novel geophysical technique to visualize groundwater and surface water 
interactions and (3) confirm hypothesis of flow and mixing in subsurface karst environments.   
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CHAPTER 1                                           
GENERAL INTRODUCTION 
Karst aquifers offer important water resources world-wide and are used by 25 % of the 
world’s population for drinking water resources, and comprise around 40 % of the groundwater 
of United States [Ford and Williams, 2007].  They are generally poorly understood due to the 
spatial and temporal complexity of the flow patterns and interactions of groundwater and surface 
water.  In karstic systems these interactions are affected by varying permeability, fracture density 
and porosity.  Previously, groundwater and surface water interactions were considered separate, 
but are now considered a single resource [Winter et al., 1998].  Karst systems provide evidence 
as to why these two resources should be considered as one due to the complexity of groundwater 
and surface water mixing dynamics in these environments.  Characterization of these varying 
parameters and interactions is thus crucial to better understand karst aquifers.  
 This work presents an investigation of three approaches, 1) conditioned hydrologic 
modeling, 2) geophysical field data and 3) synthetic geophysical numerical modeling, to begin to 
understand and characterize groundwater surface water interactions in karst environments.  We 
investigate the role of conditioning coupled hydrologic models and reducing subsurface variable 
uncertainty on surface runoff.  Then conduct a field campaign using geophysical methods to 
visualize karst groundwater surface water interactions.  This visualization is further investigated 
through the use of numerical forward models to quantify mixing in a karstic environment. This 
body of work is presented as a series of three journal articles; the 2nd chapter was published in 
Geophysical Research Letters in 2012. The 1st and 3rd chapters are in preparation for publication 
at the time this dissertation was presented to the committee.  Below is a summary abstract of 
each chapter’s body of work. 
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1.1 Improved Hydrograph Prediction Through Subsurface Characterization: Conditional 
Stochastic Hillslope Simulations Using an Integrated Parallel Hydrologic Model 
Subsurface heterogeneity in saturated hydraulic conductivity is one of the, if not the, 
largest, sources of uncertainty in hydrogeology. Recent work has demonstrated that uncertainty 
in hydraulic conductivity can impart significant uncertainty in runoff generation processes and 
surface-water flow. Here, the role of site characterization in reducing hydrograph prediction bias 
and uncertainty is demonstrated. A fully-integrated hydrologic model is used in a numerical 
experiment where a control hillslope is generated with a spatially correlated random hydraulic 
conductivity field, and measurements from this control hillslope are used to generate ensembles 
of conditional hydraulic conductivity fields which are subsequently used to simulate conditional 
ensembles of runoff hydrographs, pressure and saturation distributions. Two sets of stochastic, 
transient simulation experiments are conducted that comprise two different overland flow 
mechanisms: Dunne and Hortonian.  Conditioning of hydraulic conductivity is shown to reduce 
both mean bias and uncertainty in the ensemble of conditional hydrograph predictions, i.e. the 
conditional mean hydrograph resulting from the conditioned hydraulic conductivity ensembles 
match the control hydrograph much more accurately than the unconditional mean hydrograph.  
Additionally, the conditional simulations predict surface ponding and surface pressure 
distributions with both reduced mean error and reduced mean square error over the unconditional 
simulation.  Different temporal signals are seen in uncertainty reduction for Hortonian versus 
Dunne flow cases; with more substantial reduction achieved for Hortonian flow.  
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1.2 Visualization of Conduit-Matrix Conductivity Differences in a Karst Aquifer Using 
Time-Lapse Electrical Resistivity 
In the karstic upper Floridan aquifer, surface water flows into conduits of the 
groundwater system and may exchange with water in the aquifer matrix.  This exchange has been 
hypothesized to occur based on differences in discharge at the Santa Fe River sink-rise system, 
north central Florida, but has yet to be visualized using any geophysical techniques. Using 
electrical resistivity tomography, we conducted a time-lapse study at two locations with mapped 
conduits connecting the Santa Fe River Sink to the Santa Fe River Rise to study changes of 
electrical conductivity during times of varying discharge over a six-week period.  Our results 
show conductivity differences between matrix, conduit changes in resistivity occurring through 
time at the locations of mapped karst conduits, and changes in electrical conductivity during 
rainfall infiltration. These observations provide insight into time scales and matrix conduit 
conductivity differences, illustrating how surface water flow recharged to conduits may flow in a 
groundwater system in a karst aquifer. 
1.3 Characterization of Groundwater and Surface Water Mixing in a Semi-Confined Karst 
Aquifer Using Time-Lapse Electrical Resistivity Tomography 
Groundwater flow in karstic systems can be controlled by the interactions between large 
fractures, conduits, and the surrounding matrices. In the upper Santa Fe River Basin (Florida), 
surface water flows directly into karst conduits of the groundwater system. Surface water may 
then recharge and exchange with groundwater in porous matrix of the Floridan aquifer, 
depending on differences in the pressure head between the conduits and the matrix, which is 
controlled by surface water discharge into and out of the Santa Fe River Sink-Rise system. 
However, the spatial extent of mixing and exchange dynamics for different flow regimes is 
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unknown. In this study, we directly examine the mixing of karst conduit and matrix waters to 
understand how spatial and temporal patterns of mixing changes during high flow and baseflow 
conditions.  We interrogate an eight-week time-lapse electrical resistivity data set to fraction 
groundwater surface water ratios temporally and spatially using an End Member Mixing 
Analysis.  We then simulate flow between karst conduits and matrix to determine fractions of 
groundwater and surface water in matrix and conduit during high flow and baseflow using our 
particle-tracking model, using these results in a synthetic time-lapse resistivity inversion.  
Comparing the field and forward model time-lapse inversions, our results enable us to quantify 
exchange dynamics, spatial mixing, and flow conditions.  These results provide insight into 
spatial extents of recharge to the porous matrix of a karst groundwater systems and details of 
time-lapse inversion process ability to predict changing hydrologic conditions, in a complicated, 




CHAPTER 2  
IMPROVED HYDROGRAPH PREDICTION THROUGH SUBSURFACE 
CHARACTERIZATION: CONDITIONAL STOCHASTIC HILLSLOPE SIMULATIONS 
USING AN INTEGRATED PARALLEL HYDROLOGIC MODEL 
A paper in preparation for the Hydrogeology Journal 
Steven B. Meyerhoff1,2,4, Reed M. Maxwell3,4, Wendy D. Graham5, and John L. Williams, III6 
2.1 Introduction 
Hillslope runoff has been shown to be dependent on numerous factors such as 
topography, rainfall, subsurface geology, roughness and vegetation cover and their associated 
uncertainties [Freeze and Harlan, 1969; Smith and Woolhiser, 1971; Freeze, 1972; Wood, 1976; 
Eagleson, 1978; Freeze, 1980; Loague, 1988; Binley et al., 1989a; Binley et al., 1989b; 
Woolhiser et al., 1996; Fielder and Ramirez, 2000; Nahar et al., 2004; Herbst et al., 2006; Fiori 
and Russo, 2007; 2008; Maxwell and Kollet, 2008; Frei et al., 2009; Harman and Sivapalan, 
2009; Harman et al., 2010; Meyerhoff and Maxwell, 2011]. Saturated hydraulic conductivity may 
be one of the most influential of all these factors and perhaps among the most uncertain [Freeze, 
1980; Loague, 1988; Nahar et al., 2004; Maxwell and Kollet, 2008; Meyerhoff and Maxwell, 
2011]. Subsurface heterogeneity has commonly been represented stochastically, however this 
approach has been applied to a limited extent in surface hydrology [Loague, 1988; Nahar et al., 
2004; Maxwell and Kollet, 2008; Frei et al., 2009]. 
                                                
1 Primary Researcher and Author  
2 Hydrologic Science and Engineering Program, Department of Geology and Geological 
Engineering, Colorado School of Mines, Golden, Colorado, USA 
3 Dissertation advisor 
4 Integrated Groundwater Modeling Center, Colorado School of Mines, Golden, Colorado, USA 
5 Water Institute, University of Florida, Gainesville, FL, USA 
6 Meteorological Institute of the University of Bonn, Bonn, Germany 
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Here, we define conditional stochastic simulations, as simulations in which an ensemble 
of spatially correlated input random fields (e.g. hydraulic conductivity in our case) is conditioned 
with “measured” values from a control replicate, and this conditional input ensemble is used with 
a simulation model to create an ensemble of conditional spatiotemporal random field output 
variables (e.g. hydrographs, pressure distributions and saturation distributions in our case). 
Conditional stochastic simulation has been widely used in subsurface flow and contaminant 
transport [Graham and McLaughlin, 1989; Rouhani et al., 1990b; a; Rubin and Dagan, 1992; 
Harvey and Gorelick, 1995; Katz, 1996; Kitanidis, 1996; Maxwell et al., 1999; Bakr et al., 2003; 
Bellin and Fiori, 2003; Maxwell et al., 2007 ; Llopis-Albert and Capilla, 2009; Williams and 
Maxwell, 2011] and hydrologic studies [Delhomme, 1979; Feyen et al., 2001; Bulygina et al., 
2009]. For example in overland flow, Bulygina et al., [2009], used prior information from 
baseflow properties of soils to estimate runoff, and showed that doing this provided more 
accurate predictions of outflow.  For subsurface transport Llopis-Albert and Capilla, [2009], 
introduced a gradual conditioning method where transmissivity is conditioned with successive 
stochastic simulated transmissivity fields.  Bellin and Fiori [2003] also studied conditioning of 
transmissivity in transport models.  Both studies as well as others [Delhomme, 1979; Feyen et 
al., 2002] showed that increased conditioning resulted in better predictions. Recent work in 
atmospheric research by Williams and Maxwell [2011] showed that reducing subsurface 
uncertainty by conditioning saturated hydraulic conductivity propagates a reduction in 
uncertainty to atmospheric variables.  Very little work however, has been done in showing the 
role of conditioning saturated hydraulic conductivity on runoff predictions. In perhaps the only 
works of this type to date, Herbst, et al., [2006] used a three-dimensional model with simplified 
runoff processes to investigate a small catchment by comparing five representations of 
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subsurface heterogeneity and the resulting hydrographs. They concluded that a conditional 
stochastic approach was best for modeling subsurface heterogeneity and subsequent runoff.  
Here, we directly study the effect of using hydraulic conductivity observations in 
conditional stochastic ensembles of hillslope runoff prediction for overland and baseflow cases. 
In this study, streamflow contributed by overland flow only is termed Hortonian flow and mixed 
subsurface/overland streamflow is termed Dunne flow.  We use a fully-integrated numerical 
hydrologic model, ParFlow [Ashby and Falgout, 1996; Jones and Woodward, 2001; Kollet and 
Maxwell, 2006; Kollet et al., 2010] that simultaneously solves for variably saturated subsurface 
flow and surface overland flow to determine how conditioning saturated hydraulic conductivity 
affects uncertainty in runoff predictions.  We adopt a synthetic, conditional Monte Carlo 
approach where a large number of subsurface realizations of conditional spatially correlated 
hydraulic conductivity (which incorporate observed hydraulic conductivity values), represent our 
uncertainty about the spatial distribution of hydraulic conductivity, and are used as input to the 
integrated flow model to produce an ensemble of conditional pressure, saturation and runoff 
predictions.  We demonstrate that conditioning with saturated hydraulic conductivity data 
reduces subsurface characterization uncertainty and that this reduction in uncertainty improves 
runoff and surface ponding predictions. 
This work presented here seeks to answer the following research questions: 
1) How does a reduction in uncertainty in the subsurface hydraulic conductivity reduce 
uncertainty in prediction saturation, pressure head and runoff? 
2) How does the effect of conditioning subsurface hydraulic conductivity differ for Hortonian 
versus Dunne flow dominated systems? 
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3) Do we see the same patterns of error reductions both temporally and spatially for Hortonian 
and Dunne flow? 
2.2 Methods 
As pointed out by Beven [1981] a real catchment is not a collection of varied hydrologic 
parameters from a stochastic process, but rather a single realization with a deterministic set of 
parameters.  One of the primary sources of uncertainty in prediction of runoff processes is the 
uncertainty about the true distribution of subsurface properties due to a lack of complete 
information (where other forms of uncertainty include rainfall distribution, microtopography and 
roughness).  In this study, saturated hydraulic conductivity data “observed” from one realization 
from an ensemble of hillslopes with randomly variable saturated hydraulic conductivity fields is 
used to create a set of conditional, stochastic ensemble simulations.  The uncertainty of the 
spatial distribution of saturated hydraulic conductivity based on conditioned data is represented 
by all the members of the conditioned ensemble, each an equally-likely realization.   This 
stochastic approach propagates the subsurface uncertainty reduction for each realization through 
the integrated hydrologic model to produce an ensemble of equally-likely hydrographs, land 
surface pressure and saturation fields, from which ensemble statistics such as mean and variance 
can be used to summarize our knowledge about the central tendency and uncertainty of flow 
field characteristics. The conditional stochastic approach reduces uncertainty in flow field 
characteristics and quantifies how increasing prior information helps predict the behavior of a 
single realization of the ensemble with a specified accuracy and thus can provide guidance for 
site characterization. 
An idealized hillslope with uniform rainfall was simulated to specifically isolate the role 
of the reduction of uncertainty in hydraulic conductivity on outflow.  Two different water table 
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initializations were used to isolate differences in the role of heterogeneity (spatial structure and 
preferential flow paths) on runoff production for subsurface dominated flow (Dunne flow) and 
overland flow (Hortonian flow) cases.  These simulations are designed to 1) reduce the 
uncertainty in hydraulic conductivity by conditioning each member of the ensemble with 
hydraulic conductivity data from a control case and 2) use the conditioned ensemble of hydraulic 
conductivity fields in the hydrologic model to estimate how known information reduces the 
uncertainty in runoff prediction.  The basic approach is as follows: a fully-three dimensional 
hillslope with, correlated-random heterogeneity fields is used to simulate runoff under Hortonian 
(overland-only) and Dunne (mixed overland-subsurface) flow; a single case is used as a control 
case from which known values of hydraulic conductivity observed over various measurement 
grids are incorporated into ensembles of realizations by simple kriging for each case (Dunne and 
Hortonian), and these ensemble simulations are used to assess the uncertainty in hydraulic 
conductivity and its role on runoff mechanisms.   
Below is a summary of the governing equations, a description of how ParFlow solves 
these governing equations, a description of the subsurface hydraulic conductivity conditioning, 
and a definition of the non-dimensional variables, model domain and specific parameters.   
2.2.1 Problem Formulation 
The hillslope hydrology modeled is governed by surface and subsurface flow equations. 
Unsaturated subsurface flow is described by Richards’ equation (Equation 2.1) with fluxes 
described by the Darcy Buckingham (Equation 2.2): 
!!!! !!!!" ! !
!!!!!!!
!" ! ! ! !! !! ! !!              (2.1) 
! ! !!!!!!! !! !!!! ! !!             (2.2) 
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where !p is the subsurface pressure head [L], k(x) is the saturated hydraulic conductivity [L T-1], 
kr is the relative permeability [-], z is depth below surface [L], Ss is the specific storage [L-1], " is 
the porosity [-], Sw is the saturation [-], qs is a source sink [T-1], qe is the exchange rate with the 
surface [T-1]. In this study, we have chosen to use the kinematic wave equation to approximate 
overland flow. In two dimensions, the continuity equation for surface flow, neglecting 
momentum terms, is described by (Equation 2.3): 
!!!
!" ! !!!! ! !!! ! ! !!!!!!             (2.3) 
where t is time [T], ! is the depth average velocity [L T-1], !s is the ponding depth [L], qr(x) is 
the rainfall rate [L T-1] and qe(x) is the exchange with subsurface [L T-1]. The kinematic wave 
approximation is used here and states that the bed slope, So [-], is equal to the friction slope, Sf [-









!!             (2.4) 
where n [ T L-1/3] is Manning’s coefficient.  
2.2.2 Numerical Approach  
ParFlow is a fully integrated, parallel hydrologic model.  For a complete description of 
this coupled model, we refer the reader to Kollet and Maxwell [2006].  ParFlow applies the 
kinematic wave solution at the land surface for overland flow and Richards’ equation below the 
ground surface to account for variably-saturated groundwater flow. In ParFlow, the overland 
flow equations (Equation 2.3-2.4) are combined with Richard’s equation (Equation 2.1) at the 
top boundary cell under saturated conditions assuming a continuity of pressure (!s = !p = !) and 
flux (qbc =qe) at the ground surface.  Where qbc defines the overland flow boundary condition 
and links groundwater and surface water equations (Equations 2.1 and 2.3).  ParFlow solves this 
system in a globally implicit manner using a Newton-Krylov nonlinear solver and a multigrid-
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preconditioned linear solver [Ashby and Falgout, 1996; Jones and Woodward, 2001; Kollet and 
Maxwell, 2006]. 
ParFlow can simulate both homogeneous and heterogeneous domains. There are a 
number of techniques that can be used to create heterogeneous parameters; here we focus 
specifically on saturated hydraulic conductivity using a parallel implementation of the Turning 
Bands algorithm [Tompson et al., 1989].  This feature is incorporated by representing the spatial 
variation of natural log (ln) hydraulic conductivity as a statistically stationary, Gaussian random 
field where  
lnK(x) = F + f (x)                (2.5) 
)(ln xKF = , 0)('ln)( == xkxf ,!!!!! ! !!! ! !!"!! , K(x) = expF+ f        (2.6) 
where the over bar represents the ensemble mean value. Kg=expF  is the geometric mean of 
hydraulic conductivity, f is the zero mean random perturbation of the ln K field  and sf2 is the 
variance of ln K, which represents the magnitude of the heterogeneity.  
While the use of a Gaussian assumption is arguably the most widely applied model of 
subsurface heterogeneity [Smith and Schwartz, 1980; Tompson et al., 1989; Rubin and Dagan, 
1992; Rubin, 2003], it should be considered an approximation [Carle and Fogg, 1996; 1997; 
Tompson et al., 1998; Comunian et al., 2012], and its application has been debated in the 
literature [Kitanidis, 1986; Christensen et al., 2000].  However, it is generally considered an 
appropriate representation of small-scale heterogeneity for the hillslope processes studied here. 
2.2.3 Conditioning of Hydraulic Conductivity Fields  
Hydraulic conductivity was numerically sampled from the control case at every node in 
the top one meter of the domain over a set of regular measurement grids.  The top meter was 
chosen for sampling because of its influence on runoff and the greater ease with which shallow 
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data could be obtained in real systems.  These data points were then used to create an ensemble 
of conditional realizations of hydraulic conductivity for each measurement grid.  A set of 
systematic, uniform measurement grids with increasing measurement density was used.  A larger 
density was used in the x-direction to conditioning in a greater density perpendicular to flow 
direction.  Other approaches that explore different sampling patterns could be explored [Nowak 
et al., 2010; de Barros et al., 2012]. However, due to limited computer resources and scope of 
this study, different sampling patterns were not explored. The same unconditional ensemble 
statistics [mean, variance and spatial correlation scales were used in all simulations and kriging 
algorithms.  That is the statistical parameters were not estimated from the data, they were 
assumed to be known perfectly in all cases] [Dagan, 1989; Maxwell et al., 1999].  Conditioning 
was achieved through a simple kriging algorithm where the random field ln K(x)  was estimated 
from values of ln K(xb) observed at other locations xb using optimal weights estimated based on 
the covariance between ln K at the measured and estimated locations using the following 





!+= " = #            (2.7) 
where )(ˆln xk  is the conditional (or kriged) estimate at location x and the kriging weight, # b (x), 
for location x, associated with ln K measurement taken at location xb , is determined by solving 








"             (2.8) 
where Rff(x,xb) is the covariance between hydraulic conductivity at locations x and xb.  After 
kriging the hydraulic conductivity field was transformed back to real space from log space using 
the following relationship: 
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             (2.9)
 
Unconditioned case was created using ensemble statistics and Turning Bands [Tompson 
et al., 1989].  In this study, we considered eight cases, unconditional (zero conditioning points), 
75, 150 and 300 conditioning points for both the Dunne and Hortonian flow initial conditions.  
For each case, Dunne and Hortonian flow (unconditional, 75, 150 and 300), 50 equally-likely 
realizations of hydraulic conductivity were simulated and conditioned, and a full transient flow 
simulation was conducted. These equally-likely realizations are all based on the same 
unconditional ensemble statistics—mean, variance and correlation scale— and use the same 
observed data values but each replicate has a different spatial distribution of hydraulic 
conductivity values at unmeasured locations that depends on the particular replicate being 
conditioned.  
2.2.4 Non-Dimensionalization of Variables 
To provide better generality of this work, non-dimensionalized variables were used to 
define the simulation. These variables were previously developed in Maxwell and Kollet, [2008] 
and used in Meyerhoff and Maxwell [2011].  Qr’ which is the rain rate (Qrain) normalized by the 
geometric mean of permeability in the domain, Kg (shown previously in Equation 2.6) is the 
primary non-dimensional variable. Qr' is a basis for analysis for the Hortonian and Dunne flow 
cases. The simulation time is non-dimensionalized as t’, which is defined as the total simulation 
time (t) normalized by the total time of rain application (ta). Model dimensions were non-







             (2.10) 
t ' = t
ta
              (2.11) 
x ' = x
Kgta
, y ' =
y
Kgta
, z ' =
z
Kgta
           (2.12) 
n ' = n( ta
(Kgta )
1/3 )             (2.13) 
2.2.5 Model Parameters 
ParFlow was used to create an idealized hillslope-scale domain at fine spatial resolution. 
This model represents a hillslope domain of x´=y´=3000 and z´=30, which is identical to the 
domain used in Meyerhoff and Maxwell [2011]. The domain was wedge-shaped to allow for the 
initialization of the water table at two specified depths.  The non-dimensionalized grid used were 
dx’=dy’=50 and dz’=0.2 resulting in nx=ny=60 and nz=300, for a total size of 1.08 million 
compute cells Table 2.1.  The natural log of saturated hydraulic conductivity was generated 
assuming a Gaussian, exponentially correlated anisotropic random field with parameters shown 
in Table 2.2.  The van Genuchten model is used with constant parameters to describe the 
pressure-saturation relationship used to solve Richards’ equation [van Genuchten, 1980].  A 
single bulk soil type is used across the hillslope and a relatively short storm is simulated which 
justifies the use of constant van Genuchten parameters (where $=6.0, n=2.0, "s=1.0 and "r = 0.2) 
as previous studies have shown outflow more sensitive to hydraulic conductivity [Rihani et al., 
2010].  Bedslopes (Equation 2.4) were set to Sf,x= -0.005 and Sf,y=0.0 with and a constant non-
dimensional Manning’s n’ of 2.32x10-6. The specified slopes allow for overland flow in the x-
direction only.  
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Rain was applied over the entire domain for a %t´=1 and a recession period of %t´=1 for 
the Hortonian cases, and with a recession period of %t´=4 for the Dunne flow cases due to a 
longer period of runoff from the hillslope.  For the overland flow cases, the water table is  





Nx (cells) 60 
Ny (cells) 60 
Nz (cells) 300 
 








K Max 100 
Line # 75 
2
ˆln k!  1.0 
ln K -2.30 
 
initialized at the base of the domain to create very dry surface conditions and Hortonian runoff 
conditions.  For Dunne flow cases the water table was initialized at the hillslope base to allow for 
a mixture of Dunne and Hortonian flow.  Water table pressures were initialized as hydrostatic in 
equilibrium with respect to the water table location. Boundary conditions in the domain are no 
flow on all x-y subsurface faces except for the land surface, where there is an overland flow 
boundary condition.  Overland flow is allowed to leave the domain, while subsurface flow in the 
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Xmax face is considered to be at the channel and a point of symmetry in our configurations.  
Figure 2.1 shows a (a) representation of hillslope hydraulic conductivity and (b) a problem 
schematic that shows the flow direction, outlet location and point of symmetry.  The control 
simulation is referred to as CTRL. 
 
Figure 2.1 - Schematic of the problem setup and numerical domain. For the hillslope we consider 
the base of the hillslope as a point of symmetry and a river channel for outlet (Xmax). The 
simulated domain is seen in (a) and the point of symmetry in the hillslope is described in (b). (a) 
Show the saturated hydraulic conductivity pattern for the CTRL field 
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Overall, four different conditioning cases (unconditional, 75, 150 and 300 points) with 50 
realizations were simulated for both Dunne and Hortonian flow cases for a total of 8 50 member 
ensembles and two control simulations resulting a total of 402 total transient simulations (Table 
2.3).  The ensembles of individual conductivity realizations are identical between the Dunne and 
Horton flow cases (that is, the individual hydraulic conductivity values are the same, only the 
flow conditions differ).  Figure 2.2 shows the density of conditioning points along the land 
surface for each case.  Simulation results, such as the outflow hydrograph, saturation and 
pressure head, were averaged using an arithmetic mean over all 50 realizations to get a 
conditional mean prediction.  For each ensemble of realizations, convergence of the hydraulic 
conductivity ensemble mean and variance was reached at 30 realizations, where each additional 
realization resulted in less than 1% change to the mean. For output, saturation and pressure head 
converged at 25 realizations, and outflow at 30 realizations. These simulations were run in 
parallel on Ra, a compute cluster at the Colorado School of Mines, consisting of 2144  
Table 2.3 - List of values, simulation cases and realizations run. 
 
Simulation Summary 
  Qr’ 
2
ˆlnk!  Conditioning Realizations 
Baseflow 
1 1 CTRL 1 
  
Unconditional 50 
  75 50 
  150 50 
  300 50 
Non-Baseflow 
1 1 CTRL 1 
  
Unconditional 50 
  75 50 
  150 50 








Figure 2.2 - Conditioning scheme and locations for each of the conditional cases (75, 150 and 300 points) on the surface hydraulic 
conductivity of the CTRL case. Black dots represent the location of saturated hydraulic conductivity samples. Note that each surface 
location was sampled to a depth of one meter at an interval of 0.2 meters. 
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compute cores and 4.48TB of RAM tightly-coupled by a CISCO InfiniBand low-latency 
interconnect. Each model simulation was solved using 4 compute cores. A summary of the 
realizations and cases is shown in Table 2.3. 
2.3 Results and Discussion 
The ensemble geometric mean of hydraulic conductivity, averaged over the 
computational domain, and the ensemble geometric mean of hydraulic conductivity averaged 
over the land surface are shown in Table 2.4 for each measurement scheme.  Also included in 
this table is the geometric mean of the hydraulic conductivity averaged over the computational 
domain, and averaged over the lands surface for the CTRL field. With increasing conditioning  




Ln Ksatfield Kgfield Ln KsatSurface KgSurface 
CTRL -2.44 0.087 -2.57 0.077 
Unconditional -2.29 0.101 -1.78 0.169 
75 Points -2.38 0.093 -2.13 0.119 
150 Points -2.38 0.093 -2.05 0.129 
300 Points -2.41 0.090 -2.44 0.087 
 
we see a systematic decrease in error between the CTRL and ensemble mean estimates.  The 
ensemble means obtained using the 300 data point conditioning grid most closely resemble the 
values for the CTRL field. While generated from the same statistics, the CTRL field has a lower 
geometric mean than the ensemble average for all cases.  Figure 2.3 (Row 1:a-d) shows the 
ensemble standard deviation of the ln K field for the unconditional, 75, 150 and 300 points, 
Row2 of this same figure shows the bias of the mean estimate (residual), i.e. the difference 
between the ensemble conditional mean and the CTRL field, and Row 3 shows the root mean 




Figure 2.3- Ln of saturated hydraulic conductivity of Dunne and Hortonian flow cases for the land surface for the CTRL (left image) 
Row 1 shows the standard deviation of the ln K ensemble members. Row 2 shows the difference between the ln K of the CTRL case 
and ln K of the conditional mean field.  Row 3 shows the root mean squared residual error between ensemble of conditional ln K fields 
and the CTRL ln K field. 
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between each member of the ensemble and the control field.  The standard deviation is the 
largest in the unconditional case.  With increasing conditioning of saturated hydraulic 
conductivity we see a decrease in standard deviation around the conditioning points (Row 1, 
Figure 2.3).  The unconditional standard deviation is not one across the entire land surface and 
the conditional standard deviation is not symmetric. These results suggest more realizations are 
needed; however our ensembles of realizations have captured the dominant flow behavior of the 
hillslope based on convergence of outputs.  For the unconditional case, the RMSE are large in 
areas where the control varies significantly from the geometric mean of saturated hydraulic 
conductivity.  The conditional cases show a reduction in RMSE (Row 3, Figure 3) at the land 
surface sampling locations around conditioning points within the horizontal correlation lengths.  
Larger reductions in bias and RMSE are seen in areas with low saturated hydraulic conductivity 
than in areas with high-saturated hydraulic conductivity values (Figure 2.3, CTRL, Row 2 and 
Row 3).  While conditioning ensembles of hydraulic conductivity has been widely applied in 
other hydrogeologic studies, we are interested in the uncertainty propagation and mean error 
reduction in runoff generation and will use the results in Figure 2.3 as a metric of comparison to 
other fields.  We propagate this uncertainty reduction in saturated hydraulic through a coupled 
flow simulation and show how it affects the spatial and temporal signals of runoff, land surface 
pressure and saturation.  For each conditional case outflow was recorded and averaged over all 
the ensemble members.  These averages for each case and number of conditioning points were 
then compared to the CTRL.  Figure 2.4 plots the resulting hydrographs for each of the cases 
(unconditional, 75,150 and 300 points) for Hortonian (Figure 2.4 a-d) and Dunne flow (Figure 
2.4 e-h). Shown in red is the CTRL case, green is the mean of the ensemble, and grey is the 
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Figure 2.4 -Hortonian (Row 1, a-d) and Dunne flow (Row 2, e-h) hydrographs for each of the conditional cases (Unconditional, 75, 
150 and 300 points). Red lines represent the CTRL case flow, green is the mean ensemble outflow, and grey lines are each individual 
realization 
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outflow for each individual realization.  In the unconditional Hortonian case we see that the 
difference between the maximum and minimum flow realizations is quite large and that the 
CTRL outflow hydrograph represents an outlier in the ensemble.  Our selection of a CTRL 
realization was a completely random and while our selection may be an outlier, our conditioning 
results will reflect changes in bias rather than uncertainty Table 2.4.  With an increasing number 
of conditioning points we see that the ensemble mean outflow more closely matches the CTRL 
(Figure 2.4 b-d and f-h).  In this figure we also see that the envelope of outflows produced by the 
ensemble narrows, and the CTRL begins to fall well within the envelope.  Variance in the 
outflow in the Dunne case is less than that for the Hortonian flow case (Figure 2.4, e-h), but the 
CTRL outflow hydrograph still represents a significant outlier for the unconditional case.  This 
reduced variance for Dunne flow hydrographs reflects the tendency for individual replicates 
predicted for Dunne overland flow to be more accurately described by effective (ensemble mean) 
behavior as shown previously in these systems [Meyerhoff and Maxwell, 2011].  However, we 
still see significant improvement in the predicted conditional mean hydrograph with an increased 
number of conditioning points, even though the conditional standard deviation, as indicated by 
the spread of the ensemble is not significantly reduced. 
Figure 2.5 shows the RMSE of outflow through time for both the Hortonian (Figure 2.5a) 
and Dunne flow cases (Figure 2.5b). Hortonian case residual errors have the same temporal 
patterns across the range of conditioning (unconditional, 75, 150 and 300 points); where an 
increase in error occurs through the rising limb of the hydrograph and a reduction in error in the 
falling limb is seen.  For Dunne cases, a different temporal pattern is seen. In the Dunne cases, 
peak errors occur in the initial phase of the rising limb but then decrease after maximum ponding 
occurs as outflow becomes more subsurface-driven than overland flow-driven.  A decrease in  
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Figure 2.5 - Root mean squared residual error and standard deviation of outflow over time. Plot 
(a) is the Hortonian flow case RMSE, plot (b) is the Dunne flow case RMSE, plot (c) is 
Hortonian flow standard deviation, plot (d) is the Dunne flow standard deviation. Note that 
panels (a) and (b) and (c) and (d) have different y-axes extents. 
both the Hortonian and Dunne flow cases we see a slightly smaller residual error in the 75 points 
case compared to the 150 points case.  Though both cases have quite similar error metrics, this 
difference is likely a result of the fact that CTRL field produces an outflow hydrograph that is an 
outlier in the ensemble.  In Figure 2.5c and 2.5d, the standard deviation of the ensemble 
members (the expected reduction in error over the ensemble of possible CTRL fields) does not 
decrease significantly in magnitude with increasing conditioning, and the conditional standard 
deviation is significantly smaller than the RMSE around the CTRL field, except for the 300 point 
conditioning case.  This reinforces the fact that the CTRL field is an outlier and suggests that the 
primary benefit of conditioning is to reduce hydrograph prediction bias rather than uncertainty.  
The mean squared residuals were averaged over time for each of the conditioning cases 
and plotted in Figure 2.6a for Hortonian and Figure 2.6b for Dunne flow.  For both the Hortonian 
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and Dunne flow cases we see a decrease in errors with increasing measurement density, except 
for a slight increase between 75 points and 150 points.  The opposite effect is seen between 75 
points and 150 points where we see an increase in uncertainty and residual errors. Figure 2.5 and 
Figure 2.6 both show that the 75 points case actually has a smaller residual error than the 150 
points case in both Hortonian and Dunne cases.  This is due to the location of conditioning points 
on the land surface, and the spatial characteristics for the particular replicate chosen as the 
control. In the 75 points case we see (Figure 2.3) that a low hydraulic conductivity zone is 
resolved upslope of the outlet, but in the 150 points (Figure 2.3) that low hydraulic conductivity  
 
Figure 2.6 - Mean squared residual error of cumulative outflow versus conditioning points. Plot 
(a) is the Hortonian flow case, and plot (b) is the Dunne flow case. 
zone is not as well resolved.  This spatial location of low hydraulic conductivity zone affected 
both the prediction of outflow and residual errors.  Accurately determining the location and 
spatial extent of low hydraulic conductivity zones is crucial to predict outflow for the CTRL 
case, because Hortonian overland flow occurs in these areas.  Due to this our sampling locations, 
the conditioning scheme did not resolve these low hydraulic conductivity zones. The selection of 
a different CTRL case may have resulted in better resolution of low hydraulic conductivity zones 
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and yielded different bias and RMSE results based on our systematic hydraulic conductivity 
sampling.  On average, however, over all possible CTRLs the expected bias is zero and the 
expected RMSE is represented by the spread of the conditional ensembles in Figure 2.4, or the 
standard deviation across the conditional ensembles shown in Figures 2.5c and 2.5d.  At every 
time step we interrogated the pressure-head and saturation at the land-surface. For each of these 
two variables the mean, standard deviation, bias and the RMSE were calculated over the 
ensemble. 
Figure 2.7 shows these statistics for the pressure head at the land surface at t’=1.0 (the 
time of peak outflow). These quantities may be used to determine how subsurface 
characterization of hydraulic conductivity impacts the uncertainty of the prediction of the spatial 
distribution of pressure head and saturation over the hillslope. A notable result seen in this figure 
is that reducing hydraulic conductivity uncertainty upslope (near the hillslope maximum) 
propagates downslope. This can be seen most clearly in the 300 conditioning point case statistics 
(Figure 2.7, 2d-4d). With increasing sampling points the large-scale heterogeneities in pressure 
head are more finely resolved (Figure 2.7, 1a-1d). Standard deviations (Figure 2.7, 4a-4d) are 
reduced among the ensemble members with increasing measurement density.  Standard 
deviations of pressure head are also reduced downslope from conditioning locations. Largest 
standard deviations are in shallow ponding areas upslope. 
To illustrate propagation of pressure head error downslope, we interrogate ten specific 
hillslope locations (cross slope versus downslope) and track their statistics for pressure head 
through time for the 300 points case.  The top panel of Figure 2.8 shows the land surface 
locations of ten points.  Figure 2.8 (b) shows RMSE downslope through time for Dunne cases, 
(c) Hortonian cases, and cross slope for (d) Dunne and Hortonian cases (e), for each of this ten  
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Figure 2.7 - Land surface pressure head for the Dunne flow CTRL case (left image) and conditioning cases at t’ = 1.0. Row 1 shows 
the ensemble average of land surface pressure head. Row 2 shows the difference between the CTRL case and the conditional mean 
field. Row 3 shows the root mean squared residual error between ensemble of conditional fields and the CTRL field. Note the standard 




Figure 2.8 - Locations of sample data points (a) and RMSE of land surface pressure head through 
time for Dunne (b) and Hortonian flow (c) down slope and for Dunne (d) and Hortonian (e) cross 
slope. Note that the line colors in (b-e) match the location of the corresponding colored point in 
(a). 
 
locations over the ensemble average, noting that the color coding of the RMSE matches the 
corresponding location.  The ensembles of individual conductivity realizations are identical 
between the Dunne and Horton flow cases (that is, the individual hydraulic conductivity values 
are the same for each of these ten points, only the flow conditions differ).  For Dunne flow cases 
we see an increase in pressure head error through temporally until the inflection point in the 
hydrograph (t’=0.5), then a reduction in error.  Spatially, however, we see a systematic reduction 
in error as we move downslope from a conditioning point.  This is seen by the lower RMSE for 
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the sequence of red to blue curves in Figure 2.8b.  Reducing pressure head uncertainty upslope in 
saturated hydraulic conductivity results in a better prediction of downslope pressure head.  We 
do not see the same result for the Horton flow case, however. In Figure 2.8c we see that RMSE 
does not decrease downslope. RMSE decreases only as a function of distance from a 
conditioning point. This is due to reinfiltration of ponded water, or so called run-on, which resets 
these hydrologic flow connections, increasing the RMSE.  In Figure 2.8d and 2.8e, we see that as 
we move across the hillslope, i.e. perpendicular to flow, error does not systematically decrease.  
In the Hortonian flow cases, the same propagation of error downslope is not seen as is 
shown by the Dunne flow cases.  Figure 2.9, Row 1 shows the ensemble mean land surface 
pressure head at a t’=1.0. for Hortonian flow, Row 2 shows the standard deviation of the 
ensemble members, Row 3 shows the difference between the CTRL case and the conditional 
mean and Row 4 shows the root mean squared residual error between the conditional ensemble 
and the CTRL case.  Unlike the Dunne flow cases a reduction of saturated hydraulic conductivity 
uncertainty upslope does not reduce uncertainty of pressure head downslope in the Hortonian 
cases due to reinfiltration (Figure 2.8 and Figure 2.9).  However, reduction in RMSE is seen in 
areas where the low saturated hydraulic conductivity zones are more resolved (Figure 2.9-4b, 
Figure 2.3-1b). This is due to ponding occurring on these low saturated hydraulic conductivity 
zones and resolving these low conductivity zones results in increased land surface pressure head 
prediction.  As Hortonian flow is more likely to occur over low-K than high-K regions even with 
shallow ponding, we see that if the sampling scheme happens to take measurements in low 
conductivity zones, a large improvement in estimating the CTRL behavior is observed. However 
it should be noted that the actual bias and RMSE are large compared to the ensemble standard 
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Figure 2.9 - Land surface pressure head for the Hortonian flow CTRL case (left image) and conditioning cases at t’ = 1.0. Row 1 
shows the ensemble average of land surface pressure head. Row 2 shows the standard deviation of the ensemble members. Row 3 
shows the difference between the CTRL case and conditional mean. Row 4 shows the root mean squared residual error between 
conditional ensemble and the CTRL case. Note the black circles on row 1 represent surface conditioning points. 
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deviation, because the CTRL is an outlier in the ensemble. In both Figure 2.7 and Figure 2.9 
increasing the number of conditioning points result in a better prediction of the large scale 
heterogeneities in land-surface pressure head.  We also see an under-prediction of pressure-head 
in the maximum ponding areas and an over-prediction in minimum areas in residual plots. This 
result is expected as conditional mean pressure values are smoother and therefore will under 
predict high ponding and over predict low ponding. The standard deviation of the ensemble in 
Hortonian flow cases is reduced with increasing conditioning data.  In the Hortonian flow case 
for land surface saturation at t’=2.0 (Figure 2.10, Row 1 shows the standard deviation of the 
ensemble members, Row 2 the mean squared residual error between conditioning and CTRL 
case). We see that in late times after the rain storm our standard deviation and RMSE spatial 
patterns mimic the saturated hydraulic conductivity spatial patterns (Figure 2.3), where we have 
reduction in error and standard deviation around the conditioning points. 
2.4 Conclusions 
In this paper, we study the effect of conditioning of hydraulic conductivity on reducing 
uncertainty in hillslope runoff predictions. Two separate control cases, overland (Hortonian) 
flow and baseflow (mixture of Dunne and Hortonian Flow) were simulated.  Hydraulic 
conductivity values from a randomly selected control case were “measured” at an increasing 
density (unconditional, 75, 150 and 300 points), and measurements used to condition an 
ensemble of realizations with the ensembles of realizations, as well as their means and standard 
deviations were then compared to the CTRL case to determine how increasing measurement 
density affects the accuracy of predicting runoff, saturation and pressure head. The hillslope used 
for this study was idealized, using constant rain and uniform slope.  From this study, the 
following conclusions were reached: 
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Figure 2.10 - Land surface saturation for the Hortonian flow CTRL case (left image) and conditioning cases at t’ = 2.0. Row 1 shows 
the standard deviation of the ensemble members. Row 2 shows the root mean squared residual error between conditional ensemble and 
the CTRL case. Note saturation is plotted from 0.5 to 1.0. 
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1. Hydrograph uncertainty was reduced with increasing measurement density for both 
Hortonian flow and Dunne cases (Figure 2.4). The conditional ensemble mean outflow more 
closely predicted the CTRL case with systematic reductions in error metrics as measurement 
density increased (Figure 2.5 and Figure 2.6). In Hortonian flow cases a larger reduction in 
ensemble standard deviation is seen for the ensemble members. This is due to Hortonian flow 
being more greatly affected by heterogeneity in at distinct locations on the land-surface, whereas 
Dunne flow is affected primarily by the geometric mean of the subsurface hydraulic conductivity 
[Meyerhoff and Maxwell, 2011]. 
2. Spatial uncertainty in both land surface saturation and pressure decreases with 
increasing conditioning of hydraulic conductivity (Figure 2.7-Figure 2.10). Large-scale patterns 
of pressure head and saturation were better resolved with conditioning. This shows that reducing 
subsurface saturated hydraulic conductivity uncertainty propagates to a reduction in uncertainty 
in both saturation and pressure head.  
3. We see that conditioning of the land surface hydraulic conductivity results in a 
propagation of reductions in bias, error and uncertainty downslope of the conditioning points in 
baseflow cases (Figure 2.8). Land surface pressure-head error and uncertainty for baseflow cases 
do not have the same spatial structure as saturated hydraulic error and uncertainty (Figure 2.3). 
4. A different temporal signal for outflow is seen for both Hortonian flow and Dunne 
flow cases. For Hortonian flow we see an increase in residual errors through the rainstorm and 
then a reduction in errors after the rainstorm (Figure 2.5a). The maximum error occurs at the 
peak of the Hortonian flow runoff. Dunne cases show an increase in error in the initial part of the 
hydrograph and then a decrease in error at the peak and during recession. Residuals errors in the 
Dunne flow cases are at their peak when the transition between Hortonian to Dunne flow 
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dominant systems occurs.  Any time after this peak the dominant flow regime is Dunne flow and 
errors are smaller.   
5. Location of conditioning points, with respect to specific characteristics of the control 
realization being estimated, greatly affects the error statistics for outflow, land surface pressure 
and saturation. We see that obtaining measurements in low saturated hydraulic conductivity 
zones (locations where ponding will occur, Kg < Qrain) reduced prediction errors around the 
CTRL field significantly, however this was specific to the CTRL field being estimated.  On 
average the expected reduction in error at a particular point will not depend on the actual value 
of conductivity measured at that point.  
6. The standard deviation of outflow in the ensemble members decreases slightly with 
increasing conditioning data (Figure 2.5c and 2.5d) for both Hortonian and Dunne flow.  
However, the bias of the ensemble members decreases significantly with increasing 
measurement data and thus we see the ensemble mean more closely resemble the CTRL field.  
For each set of ensembles we saw a reduction in the standard deviation in land surface saturation 
and pressure with increased conditioning. The same spatial structure of standard deviations was 
seen in hydraulic conductivity and land surface saturation but not in land surface pressure head. 
This is due to the relationship between pressure and saturation through the van Genuchten 
relationship. 
 In this study we confirm that increasing observation density of saturated hydraulic 
conductivity in the top meter of soil reduces the uncertainty in subsurface hydraulic conductivity 
in this soil layer [Delhomme, 1979; Herbst et al., 2006]. This reduction in subsurface uncertainty 
propagates through a coupled flow system to the hydrograph, land surface saturation and 
pressure head.  Land surface pressure head, saturation and outflow all show a reduction in 
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residual bias and root mean square error when the uncertainty in saturated hydraulic conductivity 
is reduced. This reduction in error and uncertainty over time can be seen in both Dunne and 
Hortonian flow cases. Hortonian flow ensembles show an increased ability to accurately predict 
outflow, saturation and pressure with increasing measurement density; however errors increase 
during the rainstorm and are largest at the peak of the rainstorm. This is the time at which 
Hortonian flow is at a maximum, which is affected by heterogeneity in the subsurface.  In the 
Dunne flow cases, we see that the largest residual errors occur during the initial rising phase of 
the hydrograph. The largest source of error occurs here rather than at the peak of the rainstorm 
due to the fact that at the peak time the controlling flow is subsurface flow (Dunne flow) which 
is less affected by heterogeneity in the subsurface [Meyerhoff and Maxwell, 2011]. In the early 
stages of the hydrograph rising limb, the runoff occurs from Hortonian processes, a process more 
affected by the uncertainty in the subsurface [Maxwell and Kollet, 2008; Meyerhoff and 
Maxwell, 2011]. 
 Hydraulic conductivity is not the only uncertain parameter that affects runoff. Further 
research into how variability of other hydrologic parameters compares to the results we show 
here should be addressed.  In this study we used an idealized hillslope, with constant van 
Genuchten parameters, correlation lengths and log natural hydraulic conductivity parameter. 
Further work should investigate how spatially varying van Genuchten parameters based upon 
hydraulic conductivity affect the conditioning effects on pressure and saturation and different 
Qr’ ratios.  Furthermore, the use of hydrologic outputs such as outflow, pressure head and 
saturation to improve predictions should be explored. In this study, we used a systematic 
approach to sampling hydraulic conductivity and showed that when sampling locations coincided 
with low conductivity zones, significant reduction in bias and root mean square error around the 
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control behavior (i.e. more than would be expected from ensemble standard deviation predictions 
was observed).   Future coupled hydrologic model studies could look at other conditioning 
schemes [Nowak, 2009; Nowak et al., 2010] or conditioning schemes optimized for desired 
predictions (saturation versus outflow). de Barros et al., [2012], noted that additional data 
assimilation varies in the ability to decrease uncertainty, and that some assimilated data is more 
valuable than other data. Studies should address where to optimally condition a coupled 
hydrologic model and what information to condition with, each of these could be crucial in 
predicting hydrologic variables.   
 Previous studies have looked at reducing uncertainty and improving model 
conceptualization [Neuman, 2003; Reed and Kollat, 2011].  In this study, we show how 
conditioning hydraulic conductivity propagates through a coupled hydrologic system and how 
this conditioning reduces uncertainty in different types of runoff prediction. This study is a first 
step in understanding conditioning complex coupled hydrologic systems and improving 
predictions of water availability. 
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CHAPTER 3  
VISUALIZATION OF CONDUIT-MATRIX CONDUCTIVITY DIFFERENCES IN A KARST 
AQUIFER USING TIME-LAPSE ELECTRICAL RESISTIVITY  
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10.1029/2012GL0539331 
Steven B. Meyerhoff2,3, Marios Karaoulis4, Florian Fiebig5, Reed M. Maxwell6,7, André Revil3, 
Jonathan B. Martin8, Wendy D. Graham4 
3.1 Introduction 
Karst aquifers are used by 25 % of the world’s population for drinking water resources 
and comprise around 40 % of the groundwater of United States [Ford and Williams, 2007]. 
While karst aquifers provide important water resources world-wide (e.g., southeastern 
Appalachian mountains; mid-west USA; Yucatan peninsula; southwestern China; circum-
Mediterranean region), they are generally poorly understood due to the spatial and temporal 
complexity of the flow patterns caused by widely varying porosity and permeability and the 
organization of the conduit and matrix system.  Traditional groundwater approaches (e.g., so-
called Darcian approaches that assume laminar flow) poorly represent flow paths and rates 
within karst conduits and their surrounding matrix [Ford and Williams, 2007; Rosenberry and 
LaBaugh, 2008].  Conduits control flow in the aquifer, while matrix porosity stores most of the 
water, which leads to a high degree of uncertainty in flow paths locations, travel times, nutrient 
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dynamics, and dissolution of the soluble minerals comprising the aquifer. The 
interconnectedness of surface water with groundwater leads to a vulnerability of these aquifers to 
contamination, limitations of their sustainability, and difficulties in their management [Veni et 
al., 2001].  Understanding interactions between flow in conduits and storage in matrix porosity is 
thus crucial.  These fundamental hydrologic processes have long been studied in the Upper 
Floridan Aquifer of the Santa Fe River basin in Florida, the field site for this work [Martin and 
Dean, 1999; 2001; Martin and Screaton, 2001; Screaton et al., 2004; Martin et al., 2006; Moore 
et al., 2009; Bailly-Comte et al., 2010; Moore et al., 2010a; Gulley et al., 2011]. 
 Hydrogeophysics has been a growing field in karst hydrology that has been used in part 
to improve understanding of distribution of secondary porosity [Sumanovac and Weisser, 2001; 
McGrath et al., 2002; van Schoor, 2002; Jardani et al., 2007; Legchenko et al., 2008].  
Electromagnetics, gravity, and ground penetrating radar are generally considered the most 
suitable methods for detecting karst conduits and other large cavities [Thomas and Roth, 1999; 
Chalikakis et al., 2011].  The highly irregular soil and subsurface bedrock complexity in karst 
systems has been suggested to limit electrical resistivity tomography [Thomas and Roth, 1999; 
Chalikakis et al., 2011]. To our knowledge, no previous geophysical field experiment has 
successfully applied time-lapse electrical resistivity tomography in karstic systems, to study 
conduit-matrix conductivity differences.  
 Karst watershed dynamics have been explained using conductivity, thermal and chemical 
data, most commonly at springs [Martin and Dean, 1999; 2001; Martin and Screaton, 2001; 
Screaton et al., 2004; Martin et al., 2006; Bailly-Comte et al., 2010; Bailly-Comte et al., 2011]. 
Recent work, largely based on differences in discharge at river sinks and springs where rivers 
rise to the surface, suggests that allogenically recharged surface water may exchange with 
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groundwater in matrix porosity during high flow [Martin and Screaton, 2001] (Figure 1d and 
1e). At baseflow, water stored in matrix porosity discharges to conduits.  Consequently water 
discharging at baseflow exhibits high electrical conductivity (up to ~500 !S/cm) as a result of 
equilibration with soluble minerals of the aquifer. During high flow, surface water with low 
electrical conductivity (~50 !S/cm) can drain into the subsurface through sinkholes and 
reversing springs [Gulley et al., 2011].  Differences in electrical conductivity between the surface 
water and groundwater produce variable conductivity water in the conduits depending on the 
fraction from each source [Hess and White, 1988; Grasso and Jeannin, 2002].   
 During low flow conditions, flow through the Santa Fe River Sink-Rise system takes 3-5 
days, while during high flow conditions travel times can be less than 24 hours [Martin and Dean, 
1999; Screaton et al., 2004].  Differences in discharge from the Santa Fe River Sink and Santa 
Fe River Rise indicate storage of water in the matrix, but penetration depths into the matrix are 
unknown [Moore et al., 2009].  With large differences between electrical conductivities of the 
surface water and groundwater, we expect time-lapse ERT to record variations in resistivity 
within matrix and conduits.  ERT should be able to distinguish low conductivity water derived 
from surface runoff as it flows into conduits and displaces high conductivity groundwater of the 
matrix porosity. Measurements taken over time should allow for the first time subsurface 
observations of water conductivity differences between the conduits and matrix and how these 
differences changes through time.  
3.2 Methods 
Below we describe the field, geophysical and inversion setup for this work. 
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3.2.1 Field Site 
Our test site is located in the Santa Fe River watershed, north-central Florida, USA (Figure 3.1a 
and Figure 3.1b). The Santa Fe River watershed is underlain by the Floridan aquifer system, 
which is confined by Miocene Hawthorn Group siliclastic rocks in it eastern half but where the 
Hawthron Group has been removed by erosion in the western half the Floridan aquifer system is 
unconfined. The Floridan aquifer system is comprised of a sequence of thick pre-Miocene age 
dolomite and limestone and is split into the Upper and Lower Floridan Aquifers by the Middle 
Confining Unit. The boundary between the confined and unconfined Floridan aquifer system is 
classified as semi-confined (defined as where the Hawthorn Group is 0 to 30 m thick [Scott, 
1988]).  At this boundary, the Santa Fe River is captured by a sinkhole (Santa Fe River Sink, Site 
A) connected to water-filled conduits that lead to a first magnitude spring (Santa Fe River Rise, 
Site B) about 5 kilometers to the south (Figure 3.1c).  Approximately 10,000 meters of these 
conduits have been mapped by cave divers and dye and thermal tracing has connected the Santa 
Fe River Sink with the Santa Fe River Rise [Hisert, 1994; Martin and Dean, 1999; Screaton et 
al., 2004]. Wells have been installed to the depths of the conduits and to the water table in the 
gap between the Santa Fe River Sink and Santa Fe River Rise that allow monitoring the 
variations in the electrical conductivity of the groundwater [Moore et al., 2009]. 
 To remotely sense changes in conductivity away from the wells, we set up two electrical 
resistivity tomography survey lines across locations of known conduits (red lines, Figure 3.1c). 
One survey line was located ~1 km downstream of the Santa Fe River Sink (Site A). The second 
survey line was placed ~200 m upstream of the Santa Fe River Rise (Site B).  Electrical 
conductivity of surface water may decrease by up to 400 !S/cm (~90% decrease in electrical 
conductivity) during precipitation events [Bailly-Comte et al., 2011]. To test if ERT can be used  
 41 
 
Figure 3.1- (a) Region of the United States of the study area in blue and (b) the Santa Fe River 
basin in the green region of Florida. (c) Santa Fe River sink-rise system, with the Santa Fe River 
shown in blue. The Santa Fe River is captured by a karst window and follows a network of karst 
conduit (denoted by dashed lines) until it reappears five kilometers downstream. ERT study 
locations are shown with red lines and denoted by Site A and Site B. (d) Hypothesis of baseflow 
in a karst conduit system. (e) Hypothesis of high-flow in a karst conduit system. Adapted from 
[Martin and Screaton, 2001; Bailly-Comte et al., 2011; Langston et al., 2012]. 
Reproduced/modified by permission of American Geophysical Union, United States Geological 
Survey and Springer. 
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to detect these changes non-intrusively and therefore estimate the positions of the conduits, we 
collected nearly 2 months of time-series ERT data. These data sets were inverted using a time 
lapse inversion algorithm recently introduced by [Karaoulis et al., 2011], providing visualization 
of resistivity changes through time. This inversion process is a finite element approach where 
resistivity changes are modeled in areas where significant changes are expected. 
3.2.2 Geophysical Experiment Setup and Processing  
At both sites, ERT electrodes were emplaced with bentonite clay (to decrease the contact 
resistance of the ground electrode contacts) at 5 m spacing for the duration of the time-lapse 
experiment.  Measurements for ERT were made with an ABEM system using a Wenner array.  
 Data was processed using MATLAB®.  Raw resistance data were filtered to within 
acceptable ranges that were seen in field observations of conductivity. The inversion process is 
described in the supplementary material file. Data sets were considered to be acceptable when 
the errors were < 10%.  The filtered data were then inverted simultaneously and a time-lapse 
inversion model output error was ~5%.  
3.3 Results and Discussion 
We compare here the electrical resistivity tomography observations that were collected 
over a 2-week time period (July 27th to August 8th) when rain events changed electrical 
conductivity at the sampling and observation locations (Figure 3.2a).  Rain during this time 
averaged from 20-50 millimeters per day (Figure 3.2a) reducing surface water conductivity by 
~15% at both the Santa Fe River Sink and Santa Fe River Rise.  These changes in conductivity 
reflect allogenic recharge from the confined portion of the basin and flow through the conduit 
system [Martin and Dean, 2001] Groundwater conductivity varies by less than 10 !S/cm in Well 
4 with no response to the rain events (Figure 3.2a). Well 4 is used to estimate the regional 
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specific conductivity of groundwater because it has the smallest variance in composition of all 
the monitoring wells, which is interpreted to indicate little mixing with allogenic water [Moore et 
al., 2010a] and due to its proximity to our electrical resistivity tomography lines. During our 
entire study period there is discharge from the Santa Fe River Rise; however, there is only 
discharge at the sink between July 31st and August 10th (Figure 3.2b.). The difference in 
discharge between the rise and sink is shown on Figure 3.2, where a negative difference reflects 
draining of groundwater matrix and a positive difference reflects a recharge event. During our 
electrical resistivity tomography data collection period, groundwater consistently drains into the 
karst conduits until a recharge event occurs (August 1st to August 5th). Other large rain events 
have been observed during this time frame, however these events did not generated flow at the 
sink or a subsequent recharge event.  Using an estimate of a 20-meter conduit, 20% porosity and 
an even distribution of recharge a mixing depth of conduit water can be estimated. For this rain 
storm low conductivity water could penetrate the groundwater matrix out to a distance of 8 
meters.  
Subsurface resistivity for both Sites A and B are shown in Figure 3.3 at six times during 
the time period of July 27th through August 8th.  Locations of conduits mapped during cave-dive 
exploration are projected on the cross-sections of electrical resistivity (plain closed lines, Figure 
3.3).  These projections are scaled to be 20 m in diameter. This corresponds to the average size 
of the conduits estimated by Screaton et al. [2004], although cave diver descriptions of the 
conduits indicate conduit diameters are locally variable [Poucher, 2004]. A highly resistive 
shallow layer is seen on all surveys (>4000 ohm m), which corresponds to an approximately 1 to 
3 m thick layer of drained undifferentiated Plio-pleistocene sands overlaying the limestone of the 




Figure 3.2 -(a) Precipitation and conductivity in O’Leno State Park, conductivity is shown for 
groundwater at well 4, River Sink and Rise (b) discharge from the River Sink and Rise and the 
difference between these flows for the time period of June 23rd through August 15th 
projected conduits at both ERT lines.  These anomalies reflect contrasts in electrical resistivity, 
which we interpret to be caused by the differences between the resistivity of the water in the 
conduits and the water in the matrix porosity. Similar anomalies in resistivity occur in locations 
that have no known conduits and may represent unidentified conduits.  The same magnitude of 































































































resistivity changes are not seen in these other locations, suggesting they may be minor flow 
pathways of smaller conduit size or less well connected to the main conduit, limiting the amount 
of low-conductivity water that enters them.  A clearer signal is seen at Site B than at Site A, 
likely due to the proximity of the karst conduit to the highly resistive layer at Site A. This 
proximity may cause some distortion and smearing of the resistivity signal. 
Both sites show responses to changes in the resistivity of the Santa Fe River Sink water 
resulting from the August 1st rain event (Figure 3.2), but their magnitudes are different (Figure 
3.4 and Figure 3.5).  The resistivity value increases by nearly 150 ohm-m at Site A; point C is 
located in the middle of the projected conduit (Figure 3.4).  The surrounding area also has 
increased resistivity, but by only 50 to 75 ohm-m.  Resistivity also increases at all of the points 
selected from Site B, but the increases are smaller than at Site A and each point increases by only 
around 20 ohm-m (Figure 3.5).  The larger differences in variations in resistivity at Site A than 
Site B may result from the proximity of Site A to the Santa Fe River Sink and the source of low 
conductivity rain water.  Alternatively, differences in the size of the conduits, or increased 
dissolution surrounding the conduits [Moore et al., 2010a] may alter the way that conduit and 
matrix waters mix.  Figure 3.5c shows point resistivity values through time for interpreted minor 
flow pathways at Site B (Area 2), in a pattern similar to those at known conduit locations (Figure 
3.4b and Figure 3.5b). However, these locations show a smaller magnitude change (~10 ohm-m) 
in resistivity compared to other pathways, indicating they receive less of the low-conductivity 
water.  The smaller increase in resistivity with distance from the estimated location of the 
conduit may reflect propagation into the surrounding matrix porosity of allogenically recharged 
low-conductivity water in the conduit.   The minimum change in resistivity occurs about 20 
meters on either side of the maximum change; this distance may reflect the penetration depth of  
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Figure 3.3 - Electrical Resistivity Tomography inversions for Site A and Site B. Spatial distribution of resistance (ohm m) over time 
between July 27th and August 8th. Estimated karst conduit locations are shown by black circles and are not to scale. Resistivity values 
(ohm m) are shown in log space. 
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locations is unknown, recharge distribution may not be constant along the karst conduit, and 
preferential flow may change mixing penetration. By these assumptions, mixing out to 20 meters 
is possible. The distance water flows into the matrix will depend on the magnitude of 
precipitation, antecedent elevations of the water table, and thus variations in head gradients 
between the conduit and the matrix porosity. However, due to inversion processing and 
smoothing this decrease in resistivity with distance may be an artifact of the model and has yet to 
be verified.  Although both locations show a similar increase in electrical resistivity, the peak 
resistivity at Site A occurs on August 2nd (Figure 3.5) while the peak at Site B occurs three days 
later on August 5th (Figure 3.5).  This lag may represent the transit time for the pulse of low 
conductivity water from the August 1st rainstorm to pass through the system.  The three day lag 
estimated here matches very well with thermal tracer measurements of flow time for the sink-rise 
system at these river stages [Martin and Dean, 1999]. Once the pulse of rainwater has discharged 
from the conduit network, the conduits begin to drain the matrix again and the conduit water 
would be comprised of a mixture of groundwater and surface water (Figure 3.3 and Figure 3.4).  
A different temporal signal is seen at the minor flow paths (Figure 3.5c). Here, peak resistivity is 
seen around Aug 8th, which lags by 3 days the peak resistivity observed at the known location of 
the conduit (Figure 3.5a).  This delay could reflect the poor hydrologic connection with the main 
conduit and thus a longer residence time for the low-conductivity water to reach this location.   
3.4 Conclusions 
In this study, we used time-lapse ERT observations in an area with known locations of water-
filled conduits to quantify temporal and spatial changes in electrical resistivity to assess 
conductivity differences of water between conduits and matrix porosity. During baseflow  
conditions we see karst conduits have a mixture of surface water and groundwater, resulting 
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Figure 3.4 - Point resistivity (ohm m) measurements through time for Site A. (a) Locations of the points with respect to the subsurface 
profile and (b) is a plot of resistivity data. Point C is in the middle of the projected conduit shown on Figure 3, Point B and D are at +/- 
10 meters from Point C, Points A and E are +/- 20 meters from Point C. 
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Figure 3.5 - Point resistivity (ohm m) measurements through time for Site B. (a) Locations of the points with respect to the subsurface 
profile and (b) is a plot of resistivity through time for Area 1 (c) and Area 2. Area 1 is where a mapped karst conduit is, with Point C 
being the center of the projected conduit, point B and D +/- 10 meters from the center, and Point A and E +/- 20 meters from the 
center. Area 2 is where a interpreted karst conduit is, with Point H being the center of the projected conduit, point G and K +/- 10 
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from conduits draining highly conductive matrix water and mixing with less conductive surface 
water. After a rain event dilutes the conductivity of the surface water, resistivity increases at the 
location of the conduit. This increase in resistivity is seen out to a distance of 20 meters, which 
may indicate penetration of conduit water into the groundwater matrix. However, the inversion 
processes could cause this resistivity pattern. Conduit water penetration has yet to be verified. 
Our time-lapse geophysical experiment visualizes differences in conduit-matrix conductivity and 
temporal dynamics of the karst system [Martin and Dean, 1999; Martin and Screaton, 2001], 
which is a fundamental advancement in understanding karst systems.  Understanding these 
dynamics has a direct impact on understanding water flow, quantity and quality (e.g. nutrient 
cycling and drinking water resources) in karst systems, which are crucial to the world’s 
populations drinking supply. 
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3.6 Supplemental Material 
Electrical resistivity tomography data was collected in the field using and ABEM-
SAS4000 resistivity meter. A Wenner array was used with 64 electrodes and 5 meter spacing. 
During the resistivity measurements, replicate measurements were collected and stacked obtain a 
standard deviation of 0.01% was achieved or a maximum measurement of eight was reached.  
MATLAB® was used to filter raw resistance data to acceptable ranges that were seen in field 
observations of conductivity. An inversion software written in MATLAB® was used to invert 
each day independently using an Occam inversion with full Jacobian calculations to determine 
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the root mean square error in the model inversion. Our inversion model contains 819 subsurface 
blocks ranging from 2-8m dy and 5m dx discretization. Each inversion was considered to be 
acceptable when the inversion RMS errors were < ~10 %. If independent inversion errors were 
larger than the acceptable range, the raw resistance data were filtered again. At site A, ~8% of 
the data was filtered, and at Site B ~7% of the data was filtered. Minimizing independent 
inversion error resulted in reduced errors in the time-lapse inversion process. Once filtered data 
was inverted to this acceptable limit for each day, each complete data set, for Site A and B, was 
inverted simultaneously through a time-lapse inversion algorithm developed by Karaoulis et al., 
[2011]. The time-lapse inversion process allows for resistivity changes through time in areas 
where changes may be expected [Karaoulis et al., 2011]. For the two data sets, Site A and Site 
B, and RMS time-lapse inversion model output error was around 5 percent. Figure 3.6a shows 
the RMS error for each inversion iteration at Site A and Site B. Figure 3.6, plot (b) and (c) shows 
the inversion resistivity sensitivity for both Site A and Site B. The most sensitive locations in the 
inversion process are located near the land surface, where the electrodes were emplaced. The 
deepest part of the inversion (greater than 40 meters depth) has the least sensitivity. The 
sensitivity plot (Figure 3.6c) for Site A shows karst locations in high sensitivity areas. For Site B 
karst locations are in medium sensitivity areas.  Figure 3.7 shows the residuals histogram (a) for 
Site A and (b) Site B. For both Site A and Site B more than 95 % of the measurements have 




Figure 3.6 - (a) RMS inversion error for each iteration at Site A and Site B, (b) sensitivity of 































0 50 100 150 200 250 300
0 50 100 150 200 250 300


















Figure 3.7 -(a) Histogram of residual errors for Site A and (b) Site B. Residuals are between field 
and inversion measurements. 
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CHAPTER 4  
CHARACTERIZATION OF GROUNDWATER AND SURFACE WATER MIXING IN A 
SEMI-CONFINED KARST AQUIFER USING TIME-LAPSE ELECTRICAL RESISTIVITY 
A paper in preparation for publication in Water Resources Research 
 
Steven B. Meyerhoff1,2, Reed M. Maxwell2,3,4, André Revil5, Jonathan B. Martin6, Marios 
Karaoulis5, and Wendy D. Graham7 
4.1 Introduction 
Karstic systems are dominated by subsurface fractures and conduits. These flow paths 
control surface water and groundwater interactions, resulting in varying flow conditions through 
time that are poorly described by macro-scale, effective approaches [Ford and Williams, 2007; 
Rosenberry and LaBaugh, 2008].  This variation leads to uncertainty in flow paths locations, 
travel times, cycling of reactive elements such as nutrients, and dissolution of the soluble 
minerals comprising the aquifer.  Understanding these interactions and the degree and timing 
mixing of surface water and groundwater between flow in conduits and storage in matrix 
porosity is crucial to understanding flow dynamics in karstic systems. 
Karst hydrologic processes have long been studied in the Upper Floridan Aquifer of the 
Santa Fe River basin (Figure 4.1a and 4.1b) in Florida, the field site for this work.  These studies 
have investigated varying water electrical conductivity, thermal or chemical data, most 
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commonly using springs to directly observe variations in flow and chemistry of water in the 
aquifer [Martin and Dean, 1999; 2001; Martin and Screaton, 2001; Martin, 2003; Screaton et 
al., 2004; Martin et al., 2006; Ritorto et al., 2009; Bailly-Comte et al., 2010; Bailly-Comte et al., 
2011; Langston et al., 2012].  Tracer studies in the Upper Floridian Aquifer determined that 
conduits have rapid velocities (up to thousands of meters a day) and can vary widely in size and 
shape [Martin and Dean, 1999].  Martin and Dean [1999] also linked temporal and spatial 
variations in water composition to the exchange between karst conduits and matrices in the Santa 
Fe River basin.  Martin and Screaton [2001] showed how exchange of water between the 
conduit-matrix varied the chemical composition of water along the flow path at high flow and 
baseflow.  At baseflow, conduit flow is controlled by discharge from matrix porosity and 
exhibits high electrical conductivity (up to ~500 !S/cm) as a result of equilibration with soluble 
minerals of the aquifer.  At high flow, surface water with low electrical conductivity (~50 !S/cm, 
in situ temperature) as a result of dilution by rainwater can drain into the subsurface through 
sinkholes and reversing springs [Gulley et al., 2011].  Differences in electrical conductivity of 
surface water and groundwater result in mixed water within the conduits characterized by 
variable conductivity depending on the fraction from each source [Hess and White, 1988; Grasso 
and Jeannin, 2002].  Determining fractions of source water has long been studied through the 
use of End Member Mixing Analysis (EMMA) [Burns et al., 2001; Doctor et al., 2006] 
commonly using discrete samples collected at streams or springs.  In this paper, we explore the 
use of geophysical methods to determine variations in electrical conductivity of inaccessible 
conduits in order to estimate fractions of groundwater and surface water through time and within 
conduits and matrix porosity.  
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 The use of hydrogeophysics to study karst aquifers has grown in recent years [Moore and 
Stewart, 1983; Guérin and Benderitter, 1995; Gautam et al., 2000; Sumanovac and Weisser, 
2001; McGrath et al., 2002; Guérin et al., 2009; Chalikakis et al., 2011; Meyerhoff et al., 2012].  
Early studies used electrical resistivity tomography to determine resistivity anomalies in karst 
regions [Smith and Randazzo, 1975; Denahan and Smith, 1984].  Hydrogeophysics has more 
recently been used to determine locations of sinkholes [van Schoor, 2002; Jardani et al., 2006; 
Jardani et al., 2007] and both air and water-filled subsurface voids [Smith and Randazzo, 1975; 
Vouillamoz et al., 2003; Legchenko et al., 2008; Tripathi, 2009; Zhu et al., 2011; Vadillo et al., 
2012]. Currently, electromagnetics, gravity, and ground penetrating radar are considered the 
most suitable methods for detecting karst conduits and other large cavities [Thomas and Roth, 
1999; Chalikakis et al., 2011] although some studies have used electrical resistivity tomography 
to determine locations of subsurface conduits [Smith and Randazzo, 1975; Denahan and Smith, 
1984; Guérin and Benderitter, 1995; Gautam et al., 2000; Vouillamoz et al., 2003; Guérin et al., 
2009; Tripathi, 2009; Zhu et al., 2011; Meyerhoff et al., 2012; Vadillo et al., 2012].  Denahan 
and Smith, [1984] found that fluid filled voids in karstic regions have low resistivity anomalies 
compared to the background resistivity, due to the high electrical conductivity of groundwater. 
Guérin et al., [2009] furthered this work and concluded that the boundary between conduits and 
matrices is not very well-defined, which may reflect a reaction halo surrounding conduits [Moore 
et al., 2010b].  Recent work by Zhu et al., [2011] confirmed previous observations of low 
resistivity anomalies at karst locations discovered by [Denahan and Smith, 1984], but also found 
these anomalies could result from water-filled zones of high matrix porosity rather than true 
conduits.  To determine whether these anomalies are conduits or other high porosity pockets, 
previous studies required the need for drilling to check the origin of the resistivity anomalies 
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[Zhu et al., 2011; Vadillo et al., 2012].  Recently, Meyerhoff et al. [2012] used electrical 
resistivity to identify karst conduits and matrix and used time-lapse geophysics to visualize 
groundwater and surface water resistivity differences over time.  
Time-lapse geophysical methods have been used to characterize changes in resistivity 
through time and varying hydrologic conditions related to recharge [French et al., 2002; French 
and Binley, 2004; Descloitres et al., 2008], soil moisture [Zhou et al., 2001; Binley et al., 2002a; 
Binley et al., 2002b; Miller et al., 2008] and other changing hydrogeochemical and 
hydrogeological conditions [Legaz et al., 2009; Johnson et al., 2010]. In our study, we use this 
time-lapse electrical resistivity tomographic approach to non-invasively investigate karst 
groundwater-surface water mixing and exchange over an eight-week period.  
  We use electrical resistivity tomography to investigate karstic zones, where inflow of low 
electrical conductivity surface water to the subsurface creates high resistivity anomalies in the 
time lapse inversion.  We confirm our results using subsurface observations and (1) determine 
how changing electrical conductivity is related to changing fluid source waters; (2) use flow, 
end-member mixing and forward numerical models to address variations in flow and 
hydrodynamic dispersion; and (3) determine the influence of inversion methods on observations 
of conduit-matrix exchange and changing hydrologic conditions.  While studies have looked at 
quantifying temporal patterns of mixing in stream and groundwater, to our knowledge no study 
has ever quantified mixing spatially and temporally in the subsurface around a karst conduit 
using electrical resistivity data with an end member mixing model. In this study, we present two 
time series of electrical resistivity tomography data collected during an eight-week geophysical 
field campaign in the summer 2011 in Florida. 
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4.2 Methods 
Below the field, geophysical, inversion and modeling setup are described in detail.  
 
4.2.1 Field Site 
We deployed two electrical resistivity arrays in the Santa Fe River Basin, O’leno State 
Park, Figure 4.1c (see the two red lines). One location (Site A) was upstream near the Santa Fe 
River Sink, and the other (Site B) was downstream near the Santa Fe River Rise. Two separate 
locations were chosen to compare spatial mixing dynamics upstream and downstream and to 
determine temporal mixing signatures between the Santa Fe River Sink and River Rise.  
Observations were made at Site A and Site B for six weeks (Time Series A)  and for two 
weeks (Time Series B).  After the initial six weeks the lines were shifted to better orient over the 
karst conduits.  At both sites, 64 stainless steel electrodes were placed at 5 m spacing along each 
transect for the duration of the time-lapse experiment.  The electrodes were connected to the 
surrounding soil using bentonite to ensure that the electrodes remain in their location and 
configuration for the duration of the experiment.  During the experiment, electrical resistivity 
tomography measurements were made with an ABEM SAS4000 system using a Wenner array. 
During collection, duplicate measurements were taken and stacked, so that the standard deviation 
of the measurements was less than 0.1%.  For the entire dataset, a minimum of three to a 
maximum of ten stacked measurements were taken to reach this level of confidence.   
4.2.2 Geophysical Setup 
We deployed two electrical resistivity arrays in the Santa Fe River Basin, O’leno State 
Park, Figure 4.1c (see the two red lines). One location (Site A) was upstream near the Santa Fe 
River Sink, and the other (Site B) was downstream near the Santa Fe River Rise. Two separate 
locations were chosen to compare spatial mixing dynamics upstream and downstream and to 
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determine temporal mixing signatures between the Santa Fe River Sink and River Rise.  
Observations were made at Site A and Site B for six weeks (Time Series A) and for two weeks 
 
Figure 4.1 -(a) Region of the United States of the study area in blue and (b) the Santa Fe River 
basin in the green region of Florida. (c) Santa Fe River Sink-Rise system, with the Santa Fe 
River shown in blue. The Santa Fe River is captured by a karst window and follows a network of 
karst conduit (denoted by dashed lines) until it reappears five kilometers downstream. ERT study 
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(Time Series B).  After the initial six weeks the lines were shifted to better orient over the karst 
conduits.  At both sites, 64 stainless steel electrodes were placed at 5 m spacing along each 
transect for the duration of the time-lapse experiment.  The electrodes were connected to the 
surrounding soil using bentonite to ensure that the electrodes remain in their location and 
configuration for the duration of the experiment.  During the experiment, electrical resistivity 
tomography measurements were made with an ABEM SAS4000 system using a Wenner array. 
During collection, duplicate measurements were taken and stacked, so that the standard deviation 
of the measurements was less than 0.1%.  For the entire dataset, a minimum of three to a 
maximum of ten stacked measurements were taken to reach this level of confidence. 
4.2.3 Data Processing and Inversion 
Data was processed and inverted using ATC-Time Lapse inversion [Karaoulis et al., 
2011].  The ATC approach allows for the creation of a sensitivity matrix of resistivity changes. 
This matrix is used to inform and aid the time-lapse inversion process and allows for abrupt 
changes in resistivity where the tomogram is most sensitive.  Raw resistance data was filtered to 
within acceptable ranges; acceptable ranges were determined by percent change of electrical 
conductivity in the field (e.g. maximum percent change allowed in resistivity is equal to 
maximum change in field electrical conductivity).  Inversion software [Karaoulis et al., 2011] 
was used to invert individual day-long measurements independently using an Occam inversion 
with full Jacobian calculations to determine root mean square in the model inversion [Karaoulis 
et al., 2011].  A Lagrangian value of 0.0457 was used for Time Series A and B.  For each data 
set the same grid was used for the inversion where blocks sizes were 5 m horizontal and 2 to 8m 
vertical. Since results may be sensitive to inversion parameters and grid shape and size, the same 
inversion parameters and grid were used for each time step and time-lapse inversion.  Each 
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inversion was deemed acceptable when inversion RMS was around 10%.  If a single day 
inversion RMS was larger than acceptable ranges, raw resistance data was filtered again.  
Processing the data was achieved by smoothing the resistivity data or larger anomalies were 
removed from the data set. From Site A 0 % of the data was removed and 7.6% was smoothed. 
For Site B 0% of the data was removed and 7.5% was smoothed.  Greater than 95 % of the 
smoothed data occurred in the top 5 meters of the tomogram, due to high resistivity values within 
the soil horizon. Recurring measurements that induced large residuals errors were filtered from 
the data set.  Minimizing independent inversion error results in reduced errors in the time-lapse 
inversion process. Once filtered data was inverted to this acceptable limit for each day, each 
complete data set, was inverted simultaneously through a time-lapse inversion process for both 
Time Series A and B [Karaoulis et al., 2011]. 
4.2.4 Synthetic Modeling 
We used ParFlow [Ashby and Falgout, 1996; Jones and Woodward, 2001; Kollet and 
Maxwell, 2006; Kollet et al., 2010; Maxwell, 2013] and SLIM-FAST [Maxwell and Kastenberg, 
1999; Maxwell et al., 2007; Maxwell, 2010; de Rooij et al., 2013] to simulate flow, mixing, and 
the electrical resistivity experiments reported here.  ParFlow is a fully-coupled hydrologic model 
that simulates variably saturated Richards’ equation for subsurface flow.  SLIM-FAST is a 
Lagrangian particle tracking code that was used here to determine mixing of groundwater and 
surface water.  For all synthetic experiments the following method was used as shown in Figure 
4.2.  The flow and transport domains were x=420m, y=25m and z=100m, and were configured to 
be larger than the electrical resistivity line to minimize the effects of boundary conditions on 
flow and geophysical experiments (Figure 4.3a).  Figure 4.3a is a sketch of the ParFlow modeled 
domain diagram and Figure 4.3b is a cross section of the model domain and 4.3c is the  
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Figure 4.2 -(a) Schematic of synthetic and field data collection and processing. Steps where a 
direct comparison is made between field and synthetic data is denoted by compare.  (b) XZ plane 
schematic of numerical flow simulation domain used from synthetic experiments. Note Y plane is 
continuous for 25 meters. 
geophysical model setup.  Cell dimensions were !x=1m, !y=2m and !z=2m.  No flow domains 
are used on the Ymin, Ymax, Zmin and Zmax faces (Figure 4.3a).  The Xmin and Xmax faces had 
constant heads at the land surface to insure that the model domain remains fully saturated.  Karst 
conduits were modeled as high hydraulic conductivity. Other approaches to modeling karst 
conduit have been used, such as pipe flow [Springer, 2004], continuum pipe flow [Cornaton and 
Perrorchet, 2002; Liedel et al., 2003], fracture and porous media flow [Kaufmann, 2003] or 
drainage cells [Quinn et al., 2006] and could be employed in the future.  Hydraulic conductivity 
values were based on those estimated for the Santa Fe River Basin [Martin and Dean, 1999; 



















































Figure 4.3- (a) Synthetic karst conduit and matrix model domain, (b) cross section AA’ of 
injection of water into conduit to simulate conduit matrix exchange, (c) example conductivity 
profile and wenner array geophysical setup.  
low end of these estimates with the matrix and conduit having values of 10m/d and 150m/d 
respectively. Varying flow scenarios were generated using ParFlow; water was injected and 
withdrawn from the karst conduit using injections (Figure 4.3b) and four separate exchange rates 
between conduit and matrix (24m3/d, 40m3/d, 56m3/d, 72 m3/d).  In the field (Figure 4.4, 
discharge), assuming constant volumetric flux, porosity, even distribution of recharge and 
conduit size, an exchange rate of from conduit to matrix was estimated at ~73 m3/d.  This 
calculation and estimates of discharge from 9m3/d to 65m3/d [Martin and Dean, 2001] was used 
as a basis for the exchange rates in the synthetic experiment.  These flow results were used to 
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generate time-varying velocity fields for a particle tracking code, SLIM-FAST, to determine 
fractions of groundwater and surface water conductivity mixing at different dispersivities (6 
different dispersivity were simulated: 0.01 m, 0.25 m, 0.81 m, 1.69 m, 2.89 m and 4.41 m).  Flow 
simulations assumed that lateral and transverse dispersivity were identical.  Each case was 
simulated for 7 days, where the first day was an initial condition of entirely groundwater, then 3 
days of increased surface water influx and 3 days of groundwater draining to initial conditions. 
The fractions of groundwater and surface water were used to create 3-dimensional profiles of 
conductivity distributions.  Conductivity profiles included a high resistivity layer at the land 
surface to correspond with the high resistive layer seen in the field [Meyerhoff et al., 2012].  A 
summary of the synthetic simulations and model parameters are described in Table 4.1. These 
profiles give us a spatial and temporal representation of conductivity around a karst conduit and 
matrix for a seven-day period of high and baseflow conditions.   
Table 4.1 - Summary of the synthetic modeling parameters and cases. 
Synthetic Modeling Parameters and Cases 
x (m) 420 !x (m) 1 
y (m) 25 !y (m) 2 
z (m) 100 !z (m) 2 
Q (m3/d) 24,40,56,72 D (m) 0.01, 0.25, 0.81, 1.69, 2.89, 4.41 
 
A synthetic geophysical experiment is then run using ParFlow.  Due to ParFlow solving 
Darcy’s Law during saturated conditions, we are able to relate Darcy’s law and Ohm’s Law 
during these conditions (Equation 4.1 and 4.2).   
! ! ! !!!"             (4.1) 
! ! ! !"!"             (4.2) 
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Flow (q) is related to current (i), head change (dh) to voltage change (dv) and permeability (") to 
conductivity (q).  Using this relationship, we use the conductivity maps (k to " relationship) 
generated in SLIM-FAST in ParFlow and inject and withdraw current using wells (electrodes).  
Current was injected below the land surface, as would be the case in a typical field experiment 
surface array.  Geophysical experiments were collected in the middle of the domain (y=12.0m, x 
starting at 50m to 370m, Figure 4.3a). For everyday of each case, for a total of 168 days, a 
synthetic geophysical experiment was performed.  2-dimensional synthetic electrical resistivity 
experiments were then collected using a Wenner array (Figure 4.3c) on these 2-dimensional 
conductivity representations and inverted through time using the same algorithm used on the 
field observations; an Occam ATC time-lapse inversion with full Jacobian calculations using the 
same inversions parameters as the field experiment [Karaoulis et al., 2011].  The same grid and 
inversion settings as the field case were used to minimize errors that may arise in using different 
inversion parameters.  Synthetic inversions were compared with observed conductivity profiles 
to determine (1) how well the mixing is resolved by the electrical resistivity (2) the effects of 
dispersion and flow on resistivity responses. Synthetic experiments were then compared directly 
with field data at two different steps, 1) field and synthetic time-lapse inversions were compared 
and 2) mixing fractions from End Member Mixing Analysis and SLIM-FAST (Figure 4.2). A 
further description of the synthetic experiment setup and process is described in the appendix.  
4.2.5 End Member Mixing Analysis 
End member mixing analysis has long been used in determining fractions of water sources based 
on chemical and thermal data [Burns et al., 2001]. In this study, we use electrical resistivity 
tomography and field data in an EMMA.  For our electrical resistivity tomography field data, we 
convert resistivity to electrical conductivity.  These spatial and temporal electrical conductivity 
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time slices were used in an EMMA.  Where we compare the electrical conductivity of water (e.g. 
groundwater and surface water) measured at our field site with the electrical conductivity 
measured with electrical resistivity tomography.  We used groundwater, (1200 !S/cm, largest 
groundwater source) and surface water (rainwater) as our two end members to separate the 
fractions of groundwater and surface water through space and time for each time slice using 
! ! !! ! ! !! ,             (4.1) 
where R is the rainwater concentration [!S/cm], W is the well concentration [!S/cm], F is the 
field resistivity data [ohm m] and X [-] is the surface water percentage.  While EMMA is 
typically applied to fluid conductivity data collected from surface and ground water samples, we 
apply it to electrical conductivity data collected from time-lapse electrical resistivity 
tomography. This comparison allows us to look at subsurface mixing spatially and temporally at 
two locations in karst environments.  To our knowledge, this is the first time an EMMA has been 
used on ERT.  
4.3 Results and Discussion 
In this study we present two time series, the first is six day set of upstream data, Site A 
(Time Series A), and the second set is six day set of downstream data, Site B (Time Series B).  A 
portion of Time Series B data was previously published [Meyerhoff et al., 2012], but is expanded 
through time to improve the visualization of interactions at varying flow conditions and to 
incorporate the synthetic modeling comparison with the data (e.g., Figure 4.2).  For both time 
series, data was collected, filtered, and inverted through time for the entire data set.  In this study, 
we interrogate our resistivity changes to (1) draw conclusions on mixing, exchange and recharge 
and (2) compare with forward flow mixing simulations.  
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Figure 4.4 - (a) Precipitation and discharge from the Santa Fe River Sink and Santa Fe Rise and 
the difference between these flows for the time period of June 23rd through August 15th, (b) 
conductivity is shown for groundwater at well 4, Santa Fe River Sink and Santa Fe River Rise. 
Figure 4.4a shows measured rainfall, discharge at the River Rise and River Sink, and 
difference between discharge at these two points, and Figure 4.4b shows the progression of 
electrical conductivity.  The difference between the discharge at the River Sink and River Rise 
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shows a period from around July 30 to August 6 during which more water flowed into the River 
Sink that from the River Rise, reflecting loss of water from the conduit to the matrix porosity 
[Screaton et al., 2004].  Convective thunderstorms occurred over the region throughout the 
study, but did not always affect the flow conditions in the river (e.g July 9th), likely because the 
rain gauge measures spot discharge (our study presents data at O’leno State Park), which can be 
smaller or large magnitude when averaged over a large area.  Discharge can also be affected by 
previous rainfall, whereby river flow may increase for smaller magnitude storms if additional 
storms occurred prior to the large rain event.  For Time Series A, we focus on an electrical 
conductivity change from June 29th through July 12th.  While there was no increase in discharge 
upstream that reflected this change in conductivity, this change in groundwater-surface water 
fractions may have come from a mixture of diffuse and allogenic recharge.  For Time Series B, 
we focus on a rainstorm that occurred on August 2nd, when a reversal of discharge in the Santa 
Fe River Sink-Rise system occurred (Figure 4.4a) and specific conductivity decreased at the 
River Sink, but not at the River Rise (Figure 4.4b). These observations are consistent with 
surface water flowing through conduits and mixing with groundwater to discharge at the Santa 
Fe River Rise.  Mixing with the groundwater minimizes the magnitude of the conductivity 
response at the River Rise. It is during this storm and the allogenic recharge event, that we 
analyze changes in electrical conductivity to determine mixing spatially and temporally using an 
EMMA. 
Here, we present resistivity data collected at Site A from June 29th to July 11 for Time 
Series A.  For Time Series B we investigate data at Site B from July 27th to August 8th.  Each 
data set and time series was filtered and inverted through a time-lapse process described above in 
Section 4.2.3. Figure 4.5 plots the model inversion RMS for each iteration for Time Series A and 
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B.  Our time-lapse inversion error is ~7% for Site A, and ~3% for Site B.  In Figure 4.6, the 
model residuals (i.e. model versus field data) are shown for each day.   Time Series A has the 
nosiest data set. While a majority, ~ 85 % fall within in 10% error, large amounts of data falls 
outside of this range. The effect of this noise can be seen in resistivity data plots.  For Time 
Series B data set, greater than 90 % of the residuals fall within 10 % error.  The largest residuals 
at Site A and B are in the shallow subsurface; this is due to the highly resistivity and variable 
thickness of an unconsolidated surficial sand which quickly drains. Our time-lapse process 
enhances our model. 
 
Figure 4.5 - Model time-lapse inversion RMS for each iteration for Time Series A and B. 
sensitivity through time [Meyerhoff et al., 2012].  Figure 4.7 shows a sensitivity plot for the time 
lapse inversion for Site A and Site B.  The most sensitive locations in the inversion process are 
located near the land surface, where the electrodes were emplaced. The deepest part of the 
inversion (greater than 40 meters depth) has the least sensitivity. 
In Figure 4.8, we show the initial resistivity on June 29th for Site A (Time Series A) and 





















on the cross section July 6th, when resistivity begins to return to the conditions prior to June 29th.  
The inversion data for Time Series A contained larger residuals (e.g. error, Figure 4.6) and could 
relate to the cross section having noisy conditions.  The greatest change in resistivity occurs in 
the region of a conduit, which was mapped by cave diving (black rectangle, Figure. 4.8). This 
region is in a high sensitivity area (Figure 4.7). Resistivity time slices are converted to electrical 
conductivity to compare with field data of electrical conductivity. These electrical conductivity  
 
Figure 4.6 - Residuals of field inversion for Time Series A Site A (a) and Time Series B Site B 
(b). Note: small number measurements are shallow and high number measurements are deep 
values are used to determine fractions of groundwater and surface water using an EMMA (Figure 
4.9).  The greatest fraction of surface water occurs within the location of the mapped conduit as 
expected from the increase in resistivity shown in Figure 4.7.  In this region, groundwater 
comprises of 90% of the electrical conductivity signal, but decreases to about 60% groundwater. 
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Figure 4.7 - (a) Sensitivity of resistivity measurements in the inversion process for Site A and Site B (b).
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Figure 4.8 - Site A inversion for field data, Time Series A. Day 1 (June 29th) time slice is in 
plotted in resistivity (ohm m), subsequent times slice are plotted in percent change in resistivity 
from June 29th.  Note the black rectangle is the subsurface region where a karst conduit is 
































































































































Figure 4.9 - Site A mixing model for field data, Time Series A. Note the black rectangle is the 
subsurface region where a karst conduit may be located as show in Figure 6. Mixing model is 

































































































































on July 6th although during this time, no water was flowing into the River Sink (Figure 4.4).  
Low conductivity rainwater from other sinks may have diluted the groundwater in the conduit, or 
low conductivity water diluted flow in the River Sink but did not raise the stage enough to cause 
discharge.  At the peak of this event groundwater only comprises 60% and lasts for a couple 
days. Mixing fractions after July 6th return to initial conditions.  The top panel in Figure 4.10 
shows the resistivity profile on July 27th and panel below the top one indicate the percentage 
change through time for Site B. Black rectangles denote subsurface regions where a karst conduit 
is located.  The black rectangle is located in a medium to high sensitivity area (Figure 4.7). The 
greatest change in resistivity occurs on August 5th at Site B. For the conduit location in Site B on 
July 27th, prior to the storm that increased flow to the River Sink, groundwater comprises about 
80 % of the signal (Figure 4.11).  At peak resistivity on August 5th, the fraction of groundwater 
increases to around 50%.  While Martin and Dean [2001] showed that the composition of water 
during flooding does not change from the River Sink to the River Rise during a major flood, 
groundwater appears to have remained in the conduit during the rain event monitored during this 
study.  The elevated fraction of groundwater may reflect the difference in the amount of flow to 
the River Sink between the two events.  Martin and Dean [2001] came to their conclusions at 
higher stage levels than those seen during these field experiments, which may explain the 
different conclusions seen in this study.  Mixing is seen to spread laterally from the center of the 
approximate location of the conduit to a maximum distance of 20-25 meters on either side of the 
conduit at the peak of the rainstorm.  A second region of mixing to the right of the location of the 
conduit, but which retains ~75-80 % of groundwater based on the conductivity. This zone was 
previously identified by Meyerhoff et al. [2012] to be a region with a smaller conduit, or possibly 
one with limited connection to the rest of the system. To confirm our visualization of mixing and  
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Figure 4.10 - Site B inversions for field data, Time Series B. July 27th time slice is plotted in 
resistivity (ohm m) and subsequent days are plotted in percent change from July 27th. Note the 
































































































































Figure 4.11 - Site B mixing model for field data, Time Series B. Note the black rectangles are the 
subsurface region where a karst conduit may be located, previously denoted in Figure 8. Mixing 


































































































































resistivity changes in our field results, we simulated numerous flow, mixing and forward model 
simulations to compare directly with our field results (Section 4.2.4, Figure 4.4, Table 4.1).  
From these sets of numerical experiments, we try to determine (1) the effects of changing flow 
rates and dispersivity on the inversion process, and (2) if our time-lapse inversion process has 
enough model sensitivity to distinguish between the changing hydrologic conditions (flow or 
dispersivity). 
Figure 4.12 shows the initial resistivity (synthetic case with a flow rate = 56 m3/day and a 
dispersivity of 1.69 m) and percentage change in resistivity in the left column, and the 
corresponding conductivity profile used in the synthetic geophysical experiment.  Day 4 shows 
the lowest conductivity values and corresponds to the day of peak mixing.  The lowest 
conductivity values occur throughout the entire exchange but the model results do not show a 
single minimum in conductivity.  Resistivity peak is smaller than the conductivity peak; an under 
prediction from the synthetic model.  The inversion process smoothes changes in conductivity 
and peak conductivity through time, resulting in lower peak conductivity.  The resistivity 
response is also spatially larger than the conductivity anomaly.  This is due to the inversion 
method smoothing an anomaly in space.  While this method can determine with some accuracy 
these changes in time, we are interested in how the inversion method predicts dynamic 
hydrologic conditions.   
In Figure 4.13, we show the percentage change in resistivity from background at the peak 
storm (Day 4) for 4 different flow cases at 3 different dispersivities (e.g. 0.25 m, 0.81 m and 1.69 
m).  A subsection of the entire model domain is shown to highlight the changes in dispersivity 
and flux for the region of groundwater and surface water exchange in a karst conduit.  Row 1 is a 
flow rate of 24 m3/d with increasing flow rate downward, with Row 4 having a flow of 72 m3/d.   
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Figure 4.12 - Synthetic model inversion and mixing model results for a flow rate of 56m3/d and a 
dispersivity rate of 1.69m. Initial resistivity (ohm m) is plotted for Day 1 and then percent 
change in resistivity from Day 1. EMMA results are plotted in electrical conductivity (µS/cm), 



















































































































































































































































































































Figure 4.13 - Model inversion of peak day for four different 4 cases (24m3/d, 40 m3/d, 56 m3/d 
and 72m3/d) and 3 different dispersions (0.25m, 0.81m, 1.69m). Peak day, for each time-lapse 
inversion, is plotted in percent change in resistivity from Day 1. 
Column 1 has the smallest dispersivity (0.25m) and Column 3 has the largest dispersivity 
(1.69m).  Our synthetic inversion results show that the resistivity anomaly increases as flow rates 
increase between conduit and matrix and as dispersivity increases.  This increase in resistivity of 
the low hydraulic conductivity portion of the model domain reflects highly resistive surface 
water mixing with less resistive groundwater.  These model results match the resistivity anomaly 
patterns seen in our field data (e.g. Figure 4.8 and 4.10), where the size of resistivity anomaly 








































































































































































































































hydrologic conditions are changing, to some extent the inversion process still has a haloing effect 
around the resistivity anomalies.   
Figure 4.14 illustrates this by showing the peak-mixing day for all flow cases and 
dispersion of 1.69 m.  The inversion process deciphers the low electrical conductivity body (Row 
2) in the middle of the karst conduit and determines a high resistivity anomaly (Row 1) at this 
location.  A distinct resistivity anomaly is seen for these flow rates, with an increasing resistivity 
magnitude with increasing flow rate.  The spatial extent and location of the resistivity anomaly is 
less certain.  While the conductivity body (Row 2) has mixing out to a distance of 10 meters in 
all directions, the inversion process smears these distances out to 20-25m.  With increasing flow 
rate we see a larger resistivity anomaly in the x-direction and less in the z-direction.  The 
inversion process tends to smooth out the resistivity anomaly in the x-direction rather than the z-
direction.  This is due to horizontal structures being better predicted by a Wenner array (which is 
more sensitive to vertical changes). A combination of different resistivity array types could more 
adequately predict mixing around a karst conduit (both in the field and in synthetic models). 
While the inversion process determines a larger resistivity anomaly with larger flow rates, the 
magnitude of the anomaly in the inversion process does not represent the exact magnitude of the 
conductivity anomaly (an under prediction).  We show the limitations of our inversion to predict 
changes the exact mixing dimensions, however, these same synthetic resistivity patterns are seen 
in our field data.  We directly compared each one of our synthetic cases with our field site during 
the period of July 27th and August 8th for Site B.  To determine the best possible flow and 
dispersivity that matches our field conditions, we calculated the RMSE between the model and 
the field data (for the peak day). The field case (Time Series B) closely resembles the synthetic 




Figure 4.14 - Resistivity at peak day for 4 different flow rates is plotted in the Row 1 (24m3/d, 40 m3/d, 56 m3/d and 72m3/d) and 
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 82 
flow rate of 56m3/d is smaller than the rate calculated assuming constant flux, porosity in a karst 
conduit.  This flux rate is 77% of the estimate discharge from conduit to matrix and could  
penetrate a distance ~5m assuming constant flux and porosity around a conduit.  Even though 
our field estimates differ from our synthetic comparison, it is entirely possible that our field 
conditions were close to this flow rate due to the assumptions made in calculating the estimated 
flux.  An average RMSE ~8% was seen for this flow and dispersion case. Figure 4.15 shows the 
mixing model results from our field case and flow mixing results from our synthetic case and the 
percent change in resistivity response from Day 1 for both field and synthetic case.   
 
Figure 4.15 - Row 1 plots the (a) end member model mixing for our field site B at the peak day, 
(b) percent change for the peak day from Day 1 for O’leno State Park field data. Row 2 plots the 
















































































































In the field, a minimum of 50 % groundwater occurs at the time of peak flow while the model 
cases shows some locations contain all surface water. However, the resistivity responses look 
spatially similar.  To compare the differences in our resistivity responses we calculate the 
residual and the RMSE between our field and synthetic case.  Figure 4.16 shows the RMSE and 
the residual when comparing the field and synthetic case.  We see that based on the residuals, our 
synthetic model generally over predicts the resistivity response, which corresponds to the 
difference we see in the mixing peak.  These differences could be related to the time-lapse 
inversion process smoothing out resistivity peaks or that our synthetic model was forced to have 
pure surface water or groundwater. While these differences may be present, our synthetic model 
approach successfully replicates field conditions, resistivity anomalies, and mixing seen in the 
field. 
 
Figure 4.16 - (a) Plots the residual mean square error between the karst region of the field and 






































Results of two sets of time-lapse electrical resistivity data from a semi-confined karst 
aquifer were used to investigate 1) changing patterns of electrical conductivity and mixing, 2) 
flow, mixing and forward models to synthetically investigate groundwater and surface water 
mixing between karst conduit and matrix, and 3) influence of inversion methods on results.  
Specifically in this study, we came to the following conclusions: 
 1. Different fractions of groundwater and surface water occur near the location of a 
known conduit based on an EMMA model through time as specific conductivity of the water in 
the conduit varies with flow. During low flow conditions groundwater comprises greater than 
75% of the water in karst regions.  However, during high flow conditions the fraction of 
groundwater decreases to less than 50%.  
 2. Synthetic mixing and forward ERT results determined that the field-based observations 
and time-lapse inversion process can distinguish differences between changing hydrologic 
conditions of flow and dispersivity. Larger resistivity anomalies occur when flow rate is 
increased, due to more penetration of low-conductivity surface water into the groundwater 
matrix. Similar increases in resistivity anomalies occur when dispersivity increases. The best 
match between the observed ERT data and model data occurred when the volumetric flux was 
56m3/d and the dispersivity was ~1.69 m. 
 3. While inversion methods are prone to having the so called “halo” effect, our synthetic 
conductivity profiles are closely reproduced through geophysical experiments and inversion 
process. X-direction mixing was more smoothed out in the inversion process than Z-direction.  
Determining both lateral and horizontal mixing is difficult using the standard Wenner array 
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(better at determining horizontal structures).  A mixture of different resistivity arrays may 
provide better resolution of mixing around a karst conduit.  
 4. A comparison of synthetic and field results show that the same type of patterns seen in 
our synthetic mixing cases are seen in the field. The resistivity anomalies through time result 
directly from groundwater and surface water mixing, and the movement of low conductivity 
water from karst conduit to matrix porosity during a high flow event. 
While our study was idealized and simplified to show only one flow process occurring in 
the subsurface and karst are well known for complicated flow, nevertheless it provides 
significant confidence in our field observations that leads us to believe that this type of surface 
and groundwater mixing (i.e. flow from conduit to matrix) was occurring.  The Wenner array 
was used for simplicity in the field, however our synthetic results showed that the ability of this 
array to determine x-direction and z-direction is minimal.  This is due to the sensitivity of this 
array to detect changes in resistivity vertically versus horizontally.  Determining whether a 
mixed array is necessary to collect more resistance data around karst structure may be crucial in 
predicting these sorts of interactions.  The combined framework of observed electrical resistivity 
data with flow models could be used in a wide range of geophysical investigations and 
comparisons of varying hydrologic conditions.  
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CHAPTER 5  
GENERAL CONCLUSIONS 
 
Due to vast abundance of karst water resources, characterization of groundwater and 
surface water mixing and varying subsurface properties is crucial to understanding overall karst 
water quality and quantity.  Martin and Dean [2001] developed a conduit-matrix exchange 
hypothesis to describe how groundwater and surface water interact in the karst aquifer during 
high flow and baseflow.  At baseflow, conduit flow is controlled by discharge from matrix 
porosity. At high flow, surface water can drain into the subsurface through sinkholes and 
reversing springs [Gulley et al., 2011].  This work presents three approaches, 1) conditioned 
hydrologic modeling, 2) geophysical field data and 3) synthetic geophysical numerical modeling, 
to characterize this conduit matrix mixing and groundwater surface water interactions in karst 
environments.   
ParFlow was used to condition two separate flow regimes (e.g. Dunne and Hortonian).  
Surface runoff, saturation and pressure head are affected by the conditioning of subsurface 
hydraulic conductivity.  A reduction in uncertainty in the subsurface resulted in a substantial 
reduction in uncertainty in Hortonian outflow and less of a reduction in Dunne outflow.  While 
conditioning of hydrologic models has been used in numerous other studies, here it is shown how 
conditioning the subsurface propagates through a coupled flow system.  This study provides a 
framework of investigating how subsurface information affects coupled groundwater surface 
water model’s prediction.  This is a first step in determining how we can improve coupled flow 
model prediction. 
 While it is important to improve our model prediction, it is also important to determine 
whether our hydrologic models mimic the physical flow processes seen in the field.  A 
geophysical field campaign was conducted in O’leno State Park, Florida (Figure 2.1).  Here, an 
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electrical resistivity tomography geophysical experiment was used to visualize how groundwater 
and surface water interact in karstic environments.  Eight weeks of data were collected, 
processed and inverted to look at changes of resistivity through time based upon the electrical 
conductivity of water.  Significant changes in resistivity are seen through time at two locations in 
O’leno State Park. It was hypothesized that these changes were related to fluid source water (e.g 
groundwater or surface) changes and mixing.   
 To determine whether these resistivity anomalies visualized in the field campaign were 
related to groundwater surface water mixing, an ensemble of synthetic forward models were 
simulated, inverted and compared directly with field observations and field EMMA. These 
forward models consisted of creating flow gradients from karst conduit to karst matrix and 
inputting these gradients into a Lagragian particle tracking code to look at how groundwater and 
surface water mix.  Synthetic models were inverted at day intervals (to mimic field data 
collection) and compared directly with field observations.  For both field observations and 
synthetic models the same type of resistivity anomalies, and mixing fractions were seen.  From 
this it was determined that 1) electrical resistivity may be used to visualize the mixing of 
groundwater and surface water, 2) resistivity time slices may be used in an EMMA to look at 
fractions of groundwater and surface and 3) synthetic flow and mixing models mimic the field 
conditions of flow and mixing and confirm our field campaign results of subsurface groundwater 
and surface water mixing.  
 This work was designed to look at the interactions of groundwater and surface water in 
karstic environments.  The three approaches, each different, showed the complexity of 
groundwater and surface water in karst systems.  Karstic systems are driven by subsurface flow 
(e.g conduit flow or large fracture flow).  Chapter 1 showed that the characterization of 
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subsurface properties (e.g hydraulic conductivity) reduces uncertainty in surface runoff, 
saturation and pressure.  Geophysical field data (Chapter 3) and synthetic modeling (Chapter 4) 
showed the complexity of mixing in and around a karst conduit in varying flows and how 
geophysics can be used to aid in the visualization of groundwater surface mixing.  
Characterization of this subsurface flow and mixing is essential to understanding karst water 
quality and quantity.  In this study, resistivity results were comparable between field and 
synthetic data; however, a conditioning approach may have yielded better prediction and reduce 
uncertainty in the results.  Currently, O’leno State Park is monitored real-time for electrical 
conductivity, which would provide data for subsurface conditioning of electrical conductivity.  
Conditioning electrical conductivity (or resistivity) in the inversion process could enhance the 
prediction of karst groundwater surface water mixing between matrix and conduit.  These 
interactions however, are neither spatially or temporally constant nor consistent.  Using the field 
approach established here, the monitoring of subsurface karst conduit mixing could be achieved 
1) for longer time periods, 2) in different flow conditions and 3) in a 3-dimensional electrical 
resistivity tomography array.  This would allow for a better characterization of the complexity of 
conduit matrix dynamics spatially beyond the 2-dimensional approach used in this study.  
Understanding these complexities spatially and temporally is important in understanding karst 
aquifers, which are vital to worldwide water resources. 
These approaches (e.g. conditioning and geophysics) are not mutually exclusive to karst 
environments.  While these approaches were used in karst environments in this study, 
geophysical method, synthetic modeling and conditioning can be expanded to a wide range of 
changing hydrologic conditions.  It has been shown how geophysical methods and synthetic 
modeling can be used to validate results and how a better prediction can be achieved with the use 
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of conditioning. Combing these methods could enhance our understanding and improve our 
prediction of groundwater and surface water quality and quantity in a variety of environments 
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terms and conditions established by the Copyright Clearance Center Inc., ("CCC’s Billing and 
Payment terms and conditions"), at the time that you opened your Rightslink account (these are 
available at any time at http://myaccount.copyright.com) 
1. The materials you have requested permission to reproduce (the "Materials") are protected 
bycopyright. 
2. You are hereby granted a personal, nonexclusive, nonsublicensable, nontransferable, 
worldwide, limited license to reproduce the Materials for the purpose specified in the 
licensing process. This license is for a one time use only with a maximum distribution equal 
to the number that you identified in the licensing process. Any form of republication granted 
by this licence must be completed within two years of the date of the grant of this licence 
(although copies prepared before may be distributed thereafter). The Materials shall not be 
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used in any other manner or for any other purpose. Permission is granted subject to an 
appropriate acknowledgement given to the author, title of the material/book/journal and the 
publisher. You shall also duplicate the copyright notice that appears in the Wiley publication 
in your use of the Material. Permission is also granted on the understanding that nowhere in 
the text is a previously published source acknowledged for all or part of this Material. Any 
third party material is expressly excluded from this permission. 
3. With respect to the Materials, all rights are reserved. Except as expressly granted by the 
terms of the license, no part of the Materials may be copied, modified, adapted (except for 
minor reformatting required by the new Publication), translated, reproduced, transferred or 
distributed, in any form or by any means, and no derivative works may be made based on the 
Materials without the prior permission of the respective copyright owner. You may not alter, 
remove or suppress in any manner any copyright, trademark or other notices displayed by the 
Materials. You may not license, rent, sell, loan, lease, pledge, offer as security, transfer or 
assign the Materials, or any of the rights granted to you hereunder to any other person.  
4. The Materials and all of the intellectual property rights therein shall at all times remain the 
exclusive property of John Wiley & Sons Inc or one of its related companies (WILEY) or 
their respective licensors, and your interest therein is only that of having possession of and 
the right to reproduce the Materials pursuant to Section 2 herein during the continuance of 
this Agreement. You agree that you own no right, title or interest in or to the Materials or any 
of the intellectual property rights therein. You shall have no rights hereunder other than the 
license as provided for above in Section 2. No right, license or interest to any trademark, 
trade name, service mark or other branding ("Marks") of WILEY or its licensors is granted 
hereunder, and you agree that you shall not assert any such right, license or interest with 
 103 
respect thereto. 
5. NEITHER WILEY NOR ITS LICENSORS MAKES ANY WARRANTY OR 
REPRESENTATION OF ANY KIND TO YOU OR ANY THIRD PARTY, EXPRESS, 
IMPLIED OR STATUTORY, WITH RESPECT TO THE MATERIALS OR THE 
ACCURACY OF ANY INFORMATION CONTAINED IN THE MATERIALS, 
INCLUDING, WITHOUT LIMITATION, ANY IMPLIED WARRANTY OF 
MERCHANTABILITY, ACCURACY, SATISFACTORY QUALITY, FITNESS FOR A 
PARTICULAR PURPOSE, USABILITY, INTEGRATION OR NONINFRINGEMENT 
AND ALL SUCH WARRANTIES ARE HEREBY EXCLUDED BY WILEY AND ITS 
LICENSORS AND WAIVED BY YOU. 
6. WILEY shall have the right to terminate this Agreement immediately upon breach of this 
Agreement by you. 
7. You shall indemnify, defend and hold harmless WILEY, its Licensors and their respective 
directors, officers, agents and employees, from and against any actual or threatened claims, 
demands, causes of action or proceedings arising from any breach of this Agreement by you. 
8. IN NO EVENT SHALL WILEY OR ITS LICENSORS BE LIABLE TO YOU OR ANY 
OTHER PARTY OR ANY OTHER PERSON OR ENTITY FOR ANY SPECIAL, 
CONSEQUENTIAL, INCIDENTAL, INDIRECT, EXEMPLARY OR PUNITIVE 
DAMAGES, HOWEVER CAUSED, ARISING OUT OF OR IN CONNECTION WITH 
THE DOWNLOADING, PROVISIONING, VIEWING OR USE OF THE MATERIALS 
REGARDLESS OF THE FORM OF ACTION, WHETHER FOR BREACH OF 
CONTRACT, BREACH OF WARRANTY, TORT, NEGLIGENCE, INFRINGEMENT OR 
OTHERWISE (INCLUDING, WITHOUT LIMITATION, DAMAGES BASED ON LOSS 
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OF PROFITS, DATA, FILES, USE, BUSINESS OPPORTUNITY OR CLAIMS OF THIRD 
PARTIES), AND WHETHER OR NOT THE PARTY HAS BEEN ADVISED OF THE 
POSSIBILITY OF SUCH DAMAGES. THIS LIMITATION SHALL APPLY 
NOTWITHSTANDING ANY FAILURE OF ESSENTIAL PURPOSE OF ANY LIMITED 
REMEDY PROVIDED HEREIN. 
9. Should any provision of this Agreement be held by a court of competent jurisdiction to be 
illegal, invalid, or unenforceable, that provision shall be deemed amended to achieve as 
nearly as possible the same economic effect as the original provision, and the legality, 
validity and enforceability of the remaining provisions of this Agreement shall not be 
affected or impaired thereby.  
10. The failure of either party to enforce any term or condition of this Agreement shall not 
constitute a waiver of either party's right to enforce each and every term and condition of this 
Agreement. No breach under this agreement shall be deemed waived or excused by either 
party unless such waiver or consent is in writing signed by the party granting such waiver or 
consent. The waiver by or consent of a party to a breach of any provision of this Agreement 
shall not operate or be construed as a waiver of or consent to any other or subsequent breach 
by such other party.  
11. This Agreement may not be assigned (including by operation of law or otherwise) by you 
without WILEY's prior written consent. 
12. Any fee required for this permission shall be nonrefundable after thirty (30) days from 
receipt. 
13. These terms and conditions together with CCC’s Billing and Payment terms and conditions 
(which are incorporated herein) form the entire agreement between you and WILEY 
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concerning this licensing transaction and (in the absence of fraud) supersedes all prior 
agreements and representations of the parties, oral or written. This Agreement may not be 
amended except in writing signed by both parties. This Agreement shall be binding upon and 
inure to the benefit of the parties' successors, legal representatives, and authorized assigns. 
14. In the event of any conflict between your obligations established by these terms and 
conditions and those established by CCC’s Billing and Payment terms and conditions, these 
terms and conditions shall prevail. 
15. WILEY expressly reserves all rights not specifically granted in the combination of (i) the 
license details provided by you and accepted in the course of this licensing transaction, (ii) 
these terms and conditions and (iii) CCC’s Billing and Payment terms and conditions. 
16. This Agreement will be void if the Type of Use, Format, Circulation, or Requestor Type was 
misrepresented during the licensing process. 
17. This Agreement shall be governed by and construed in accordance with the laws of the State 
of New York, USA, without regards to such state’s conflict of law rules. Any legal action, 
suit or proceeding arising out of or relating to these Terms and Conditions or the breach 
thereof shall be instituted in a court of competent jurisdiction in New York County in the 
State of New York in the United States of America and each party hereby consents and 
submits to the personal jurisdiction of such court, waives any objection to venue in such 
court and consents to service of process by registered or certified mail, return receipt 
requested, at the last known address of such party. 
Wiley Open Access Terms and Conditions 
All research articles published in Wiley Open Access journals are fully open access: 
immediately freely available to read, download and share. Articles are published under the terms 
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of the Creative Commons Attribution Non Commercial License. which permits use, distribution 
and reproduction in any medium, provided the original work is properly cited and is not used for 
commercial purposes.The license is subject to the Wiley Open Access terms and conditions: 
Wiley Open Access articles are protected by copyright and are posted to repositories and 
websites in accordance with the terms of the Creative Commons Attribution Non Commercial 
License. At the time of deposit, Wiley Open Access articles include all changes made during 
peer review, copyediting, and publishing. Repositories and websites that host the article are 
responsible for incorporating any publisher supplied amendments or retractions issued 
subsequently. Wiley Open Access articles are also available without charge on Wiley's 
publishing platform, Wiley Online Library or any successor sites. 
Use by noncommercial users 
For noncommercialand nonpromotional purposes individual users may access, download, 
copy, display and redistribute to colleagues Wiley Open Access articles, as well as adapt, 
translate, text and data mine the content subject to the following conditions: 
• The authors' moral rights are not compromised. These rights include the right of 
"paternity" (also known as "attribution" - the right for the author to be identified as such) 
and "integrity" (the right for the author not to have the work altered in such a way that the 
author's reputation or integrity may be impugned).  
• Where content in the article is identified as belonging to a third party, it is the obligation 
of the user to ensure that any reuse complies with the copyright policies of the owner of 
that content.  
• If article content is copied, downloaded or otherwise reused for non-commercial research 
and education purposes, a link to the appropriate bibliographic citation (authors, journal, 
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article title, volume, issue, page numbers, DOI and the link to the definitive published 
version on Wiley Online Library) should be maintained. Copyright notices and 
disclaimers must not be deleted.  
• Any translations, for which a prior translation agreement with Wiley has not been agreed, 
must prominently display the statement: "This is an unofficial translation of an article that 
appeared in a Wiley publication. The publisher has not endorsed this translation." 
Use by commercial "for-profit" organizations  
Use of Wiley Open Access articles for commercial, promotional, or marketing 
purposes requires further explicit permission from Wiley and will be subject to a fee. 
Commercial purposes include:  
• Copying or downloading of articles, or linking to such articles for further 
redistribution, sale or licensing; 
• Copying, downloading or posting by a site or service that incorporates advertising 
with such content; 
• The inclusion or incorporation of article content in other works or services (other 
than 
• normal quotations with an appropriate citation) that is then available for sale or 
licensing, for a fee (for example, a compilation produced for marketing purposes, 
inclusion in a sales pack) 
• Use of article content (other than normal quotations with appropriate citation) by 
for-profit organizations for promotional purposes 
• Linking to article content in e-mails redistributed for promotional, marketing or 
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educational purposes; 
• Use for the purposes of monetary reward by means of sale, resale, license, loan, 
transfer or other form of commercial exploitation such as marketing products 
• Print reprints of Wiley Open Access articles can be purchased from: 
corporatesales@wiley.com 
Other Terms and Conditions: 
BY CLICKING ON THE "I AGREE..." BOX, YOU ACKNOWLEDGE THAT 
YOU HAVE READ AND FULLY UNDERSTAND EACH OF THE SECTIONS OF 
AND PROVISIONS SET FORTH IN THIS AGREEMENT AND THAT YOU ARE IN 
AGREEMENT WITH AND ARE WILLING TO ACCEPT ALL OF YOUR 
OBLIGATIONS AS SET FORTH IN THIS AGREEMENT. 
If you would like to pay for this license now, please remit this license along with your 
payment made payable to "COPYRIGHT CLEARANCE CENTER" otherwise you will be 
invoiced within 48 hours of the license date. Payment should be in the form of a check or money 
order referencing your account number and this invoice number RLNK500956227. 
Once you receive your invoice for this order, you may pay your invoice by credit card. 
Please follow instructions provided at that time. 
Make Payment To: 
Copyright Clearance Center 
Dept 001 
P.O. Box 843006 
Boston, MA 022843006 
For suggestions or comments regarding this order, contact RightsLink Customer 
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Support: customercare@copyright.com or +18776225543 (toll free in the US) or +19786462777. 
Gratis licenses (referencing $0 in the Total field) are free.  
Please retain this printable license for your reference. No payment is required. 
 
