Approximate traveling wave solution for shallow water wave equation  by Imani, A.A. et al.
Applied Mathematical Modelling 36 (2012) 1550–1557Contents lists available at SciVerse ScienceDirect
Applied Mathematical Modelling
journal homepage: www.elsevier .com/locate /apmApproximate traveling wave solution for shallow water wave equation
A.A. Imani a, D.D. Ganji b,⇑, Houman B. Rokni b,⇑, H. Latiﬁzadeh c, Esmail Hesameddini c,
M. Hadi Raﬁee d
aBabol Branch, Islamic Azad University, Babol, Iran
bDepartment of Mechanical Engineering, Babol University of Technology, Babol, Iran
cDepartment of Mathematics, Faculty of Basic Sciences, Shiraz University of Technology, Shiraz, Iran
dDepartment of Civil Engineering, Babol University of Technology, P.O. Box 484, Babol, Iran
a r t i c l e i n f o a b s t r a c tArticle history:
Received 12 August 2010
Received in revised form 24 August 2011
Accepted 1 September 2011
Available online 31 October 2011
Keywords:
Reconstruction of variational iteration
method
Traveling wave
Shallow Water Equation (SWE)
Approximate solution
Coupled Whitham–Broer–Kaup (CWBK)0307-904X/$ - see front matter  2011 Elsevier Inc
doi:10.1016/j.apm.2011.09.030
⇑ Corresponding authors. Tel./fax: +98 111 32342
E-mail address: houman.b.rokni@gmail.com (H.BReconstruction of Variational Iteration Method (RVIM) is used for computing the coupled
Whitham–Broer–Kaup shallow water. Then RVIM solution is veriﬁed against exact one
and is compared with powerful approximate solutions, the Homotopy Perturbation
Method (HPM) and Homotopy Analysis Method (HAM). The existent error of the methods
is computed and convergence of the RVIM solution has been presented. Results obtained
expose effectiveness and capability of this method to solve the nonlinear systems in
mechanics, analytically.
 2011 Elsevier Inc. All rights reserved.1. Introduction
Waves have a major inﬂuence on the marine environment and ultimately on the planet’s climate.
One of the most important and applicational classiﬁcation of waves on marine environment is the ﬁeld of shallow water
wave which is illustrated subsequently. These shallow water equations describe the motion of water bodies wherein the
depth is short relative to the scale of the waves propagating on that body. These equations are used to describe ﬂow in ver-
tically well-mixed water bodies where the horizontal length scales are much greater than the ﬂuid depth (i.e., long wave-
length phenomena). When waves travel into areas of Shallow Water (SW), they begin to be affected by the ocean bottom.
The free orbital motion of the water is disrupted, and water particles in orbital motion no longer return to their original po-
sition. As the water becomes shallower, the swell becomes higher and steeper, ultimately assuming the familiar sharp-
crested wave shape. After the wave breaks, it becomes a wave of translation and erosion of the ocean bottom intensiﬁes
[1]. The Shallow Water Equations (SWE) is derived from the depth-averaged Navier–Stokes equations [2]. The speed of
SW waves is independent of wavelength or wave period and is controlled by the depth of water, while deep water waves
of different length travel at different speeds (the long ones faster than the short ones), all shallow water waves travel at
the same speed. As deep water waves get to shallow areas their speed decrease and their amplitudes increase accordingly.
Decreasing speed of waves as water becomes shallow has dramatic consequences on the beach. As the waves slow, their pro-
ﬁle is laterally compressed and since each wave must carry the same energy it becomes higher. As the waves approach shore,. All rights reserved.
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 
they break and become unstable. While H and k are deﬁned as height and
wave length respectively. Different types of motion in SW is shown in Fig. 1 [3].
SWE preserve mass, energy, and mass weighted functions of the Potential Vorticity (PV) globally and locally, for smooth
ﬂows and appropriate boundary conditions. SWE are used to model the hydrodynamics of lakes, estuaries, tidal ﬂats and
coastal regions, as well as deep ocean tides. The equations also, are used to study many physical phenomena such forces act-
ing on off-shore structures and in modeling the transport of chemical species such as storm surges, tidal ﬂuctuations and
tsunami waves [4]. Coupled Whitham–Broer–Kaup (CWBK) equations which have been studied by Whitham [5], Broer
[6], and Kaup [7] describe the dispersion of SW waves with different scattering relations:@u
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¼ 0; ð2ÞWhen a = 1 and b = 0, the WBK equations are reduced to the approximate long-wave (ALW) equations in shallow water.
When a = 0 and b = 0.5, the WBK equations are reduced to the modiﬁed Boussinesq (MB) equations [8]. Solutions of these
nonlinear coupled Eqs. (1) and (2) can be obtained using classical numerical methods such as Runge–Kutta method or the
forward Euler method.
Recently, advances were reported on analytical approaches for solving nonlinear engineering problems. Some of these
well known methods include Homotopy Perturbation [9–14,2], Variational Approach [15,16], Energy Balance [17,12–
14,18,19], Variational Iteration [20–23], Amplitude-Frequency Formulation [12–14,18], Adomian Decomposition [9,10],
Parameter-Expansion [20,21,24], Max–Min [25,26] and Homotopy Analysis Method [27]. This inﬂuences researchers to con-
sider these methods for ﬁnding analytical wave solution for Coupled Whitham–Broer–Kaup (CWBK) equations. Using Ado-
mian Decomposition Method, Salah and Kaya [El-Sayed (2005)] presented explicit and numerical traveling wave solutions of
WBK equations in the form of a convergent power series with easily computable components, which contain blow-up and
periodic solutions. Rashidi et al. [27], consider Homotopy Analysis Method to obtain the approximate traveling wave solu-
tions of the CWBK equations in SW. Rafei and Daniali [28] have obtained explicit traveling wave solutions including blow-up
and periodic solutions of the WBK equations by the aid of variational iteration method. Trying to ﬁnd exact traveling wave
solutions for CWBK equations, Guiqiong and Zhibin [29] found that the auxiliary equation method is also applicable to a cou-
pled system of two different equations involving both even and odd order partial derivative terms. Furthermore, singular
traveling wave solutions can also be obtained considering other types of exact solutions of auxiliary equation. Also another
exact solution has been reported for CWBK equations [30,31].
Reconstruction of Variational Iteration Method (RVIM) is a powerful and congruous method to be applied to the linear
and nonlinear engineering problems [32]. In this paper we consider RVIM to ﬁnd analytical traveling wave solutions for non-
linear CWBK equation.Fig. 1. Changing the motion of water particles.
1552 A.A. Imani et al. / Applied Mathematical Modelling 36 (2012) 1550–15572. Basic Idea of RVIM
In this section, an alternative method for ﬁnding the optimal value of the Lagrange multiplier by the use of the Laplace
transform will be investigated. A large number of problems in science and engineering involve the solution of partial differ-
ential equations. Suppose x and t are two independent variables; consider t as the principal variable and x as the secondary
variable and u(x, t) as a function of x and t, when the Laplace transform is applied to t as a variable, deﬁnition of Laplace trans-
form isLfuðx; tÞ; sg ¼
Z 1
0
estuðx; tÞdt: ð3ÞWe have some prelude statements asL @u
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; s
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¼
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Uðx; sÞ ¼ Lfuðx; tÞ; sg: ð6Þ
We often come across functions which are not the transform of some known function, but then, they can possibly be a prod-
uct of two functions, each of which is the transform of a known function. Thus we may be able to write the given function as
U(x,s), V(x,s) where U(s) and V(s) are known to the transform of the functions respectively. The convolution of u(x, t) and
v(x, t) is written u(x, t)  v(x, t). It is deﬁned as the integral of the product of the two functions after one is reversed and shifted.
Convolution Theorem: if U(x,s), V(x,s) are the Laplace transform of u(x, t), v (x, t), when the Laplace Transform is applied to
t as a variable, respectively; then U(x,s) V(x,s) is the Laplace Transform of R t0 uðx; t  eÞ  vðx; eÞde, so we can take inverse La-
place Transform as below,L1fUðx; sÞ  Vðx; sÞg ¼
Z t
0
uðx; t  eÞ  vðx; eÞde: ð7ÞTo illustrate the basic concept of the RVIM, we consider the following general differential equationLðuðx; tÞÞ þ Nðuðx; tÞÞ ¼ f ðx; tÞ; ð8Þwhere L is a linear operator, N is a nonlinear operator and f(x, t) is the forcing term. To facilitate our discussion of Reconstruc-
tion of Variational Iteration Method, introducing the new linear or nonlinear function h(u(x, t)) = f(x, t)  N(u(x, t)) and con-
sidering the new equation, rewrite Eq. (8) asLðuðx; tÞÞ ¼ hðu; x; tÞ: ð9Þ
Now, for implementation the correctional function of VIM based on new idea of Laplace transform, apply Laplace Transform
on both sides of the above equation so that we introduce artiﬁcial initial conditions to zero for main problem, then left hand
side of equation after transformation featured asLfLðuðx; tÞÞg ¼ Uðx; sÞPðsÞ; ð10Þwhere P(s) is polynomial with the degree of the highest order derivative of the selected linear operator.LfLðuðx; tÞÞg ¼ Uðx; sÞPðsÞ ¼ Lfhðu; x; tÞg: ð11Þ
ThenUðx; sÞ ¼ Lfhðu; x; tÞg
PðsÞ : ð12ÞAnd suppose that DðsÞ ¼ 1PðsÞ and Lfhðu; x; tÞg ¼ Hðx; sÞ.
Therefore using the convolution theorem we haveUðx; sÞ ¼ DðsÞ:Hðx; sÞ ¼ LfdðtÞ  hðu; x; tÞg: ð13Þ
Taking the inverse Laplace transform on both sides of Eq. (13)uðx; tÞ ¼
Z t
0
dðt  eÞ  hðu; x; eÞde: ð14Þ
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0
dðt  eÞ  hðun; x; eÞde: ð15ÞAnd u0(x, t) is initial solution with or without unknown parameters. In absence of unknown parameters, u0(x, t) should satisfy
initial/boundary conditions.
3. Application of RVIM
First, we consider the CWBK Eqs. (1) and (2), with initial condition [11]uðx;0Þ ¼ u0ðx; tÞ ¼ k 2kðaþ b2Þ:5 coth½kðxþ x0Þ; ð16Þ
vðx;0Þ ¼ v0ðx; tÞ ¼ 2k2ðaþ bðaþ b2Þ:5 þ b2Þcsch2½kðxþ x0Þ; ð17Þ
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Values of dimensionless parameters a and b.
Mode a b
1 0.5 1.0
2 0.0 0.5
3 1.0 0.0
Table 2
Comparing absolute errors (%) for u(x, t) and v (x, t) given by HAM and HPM when k ¼ 0:2; k ¼ 0:005; x0 ¼ 10, mode 1.
t 1 2 3
u(x, t) v (x, t) u(x, t) v (x, t) u(x, t) v (x, t)
x HPM RVIM HAM HPM RVIM HAM HPM RVIM HAM HPM RVIM HAM HPM RVIM HAM HPM RVIM HAM
1 0.81 0.81 0.81 0.01 0.01 0.01 1.62 1.61 1.62 0.04 0.04 0.04 2.43 2.42 2.66 0.06 0.05 0.05
3 0.80 0.80 0.80 0.00 0.01 0.01 1.60 1.60 1.60 0.01 0.01 0.01 2.39 2.39 2.66 0.02 0.02 0.02
5 0.80 0.80 0.80 0.00 0.00 0.00 1.59 1.59 1.59 0.00 0.00 0.00 2.38 2.38 2.66 0.01 0.01 0.01
7 0.79 0.79 0.79 0.00 0.00 0.00 1.59 1.59 1.59 0.00 0.00 0.00 2.37 2.38 2.66 0.00 0.00 0.00
Table 3
Comparing absolute errors (%) for u(x, t) and v (x, t) given by HPM and HAM when k ¼ 0:2; k ¼ 0:005; x0 ¼ 10; mode 2.
t 1 2 3
u(x, t) v (x, t) u(x, t) v (x, t) u(x, t) v (x, t)
x HPM RVIM HAM HPM RVIM HAM HPM RVIM HAM HPM RVIM HAM HPM RVIM HAM HPM RVIM HAM
1 0.01 0.02 0.02 0.52 0.67 0.81 0.03 0.04 0.04 1.04 1.44 1.62 0.05 0.06 0.06 1.57 1.97 2.43
3 0.00 0.00 0.00 0.51 0.59 0.80 0.01 0.01 0.01 1.02 1.32 1.60 0.02 0.02 0.02 1.53 1.63 2.39
5 0.00 0.00 0.00 0.50 0.55 0.80 0.00 0.00 0.00 1.00 1.20 1.59 0.01 0.01 0.01 1.51 1.61 2.38
7 0.00 0.00 0.00 0.50 0.55 0.79 0.00 0.00 0.00 1.00 1.20 1.59 0.00 0.00 0.00 1.50 1.60 2.37
Table 4
Comparing absolute errors (%) for u(x, t) and v (x, t) given by HPM and HAM when k ¼ 0:2; k ¼ 0:005; x0 ¼ 10, mode 3.
t 1 2 3
u(x, t) v (x, t) u(x, t) v (x, t) u(x, t) v (x, t)
x HPM RVIM HAM HPM RVIM HAM HPM RVIM HAM HPM RVIM HAM HPM RVIM HAM HPM RVIM HAM
1 0.02 0.02 0.02 0.81 0.81 0.81 0.04 0.04 0.04 1.62 1.62 1.62 0.06 0.06 0.06 2.43 2.43 2.43
3 0.00 0.00 0.00 0.80 0.80 0.80 0.01 0.01 0.01 1.60 1.60 1.60 0.02 0.02 0.02 2.39 2.39 2.39
5 0.00 0.00 0.00 0.80 0.80 0.80 0.00 0.00 0.00 1.59 1.59 1.59 0.01 0.01 0.01 2.38 2.38 2.38
7 0.00 0.00 0.00 0.79 0.79 0.79 0.00 0.00 0.00 1.59 1.59 1.59 0.00 0.00 0.00 2.37 2.37 2.37
Fig. 2. comparison between results of HPM, Exact and RVIM at t = 2, during x = 0. . .10 for u(x, t) and v (x, t), respectively for mode 1.
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According to the Xie et al., the closed form solution for coupled WBK is as follows:uðx; tÞ ¼ k 2kðaþ b2Þ:5 coth½kðxþ x0Þ  kt; ð29ÞFig. 3. comparison between results of HPM, Exact and RVIM at t = 1, during x = 0. . .10 for u(x, t) and v (x, t), respectively for mode 2.
Fig. 4. comparison between results of HPM, Exact and RVIM at t = 3, during x = 0. . .10 for u(x, t) and v (x, t), respectively for mode 3.
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At ﬁrst some modes which have been demonstrated in this paper are shown in Table 1. Table 2 presents numerical illustra-
tion for RVIM solution of coupled WBK obtained in this paper and comparison of these results with exact one for a = 0.5 and
b = 1 when k = 0.2, k = 0.005 and x0 = 10. As time goes and in propagation of x absolute errors obtained via two popular and
powerful methods named HPM and HAM are calculated and shown. RVIM shows a good congruity with the exact solution.
Also, comparing the accuracy of RVIM with HPM and HAM solutions which were given in the tables prove the beneﬁts of
RVIM over HPM and HAM for the analytical solutions of the nonlinear problems, due to simplicity, shorter and faster pro-
cedure. Modiﬁed Boussinesq equations by the mode 2 applying a = 0.0 and b = 0.5 to the coupled WBK equation, no special
changes are observed in RVIM results in Table 3. This happened due to mode 3 (Table 4) whena = 1.0 andb = 0.0 and problem
reduces to approximate long-wave (ALW) equations in shallow water, similarly.
Furthermore, observed compatibility between RVIM, HPM and exact method are shown for further illustration in Figs. 2–
4 which show comparison of RVIM with HPM and exact solution by plotting the wave’s deformation at propagation x.
5. Conclusions
In this paper, we consider nonlinear CWBK shallow water equation to ﬁnd an analytical solution via Reconstruction of
Variational Iteration Method (RVIM). In addition, modiﬁed Boussinesq equation and the approximate equation for long water
waves, as the special cases of WBK equation, is also considered for the corresponding a long-lived traveling wave solutions.
Three coupled nonlinear equations with initial conditions are discussed as demonstrations. A very good agreement between
the results of the RVIM and exact solution was observed, which approves the validity of the RVIM. It may be concluded that
the RVIM methodology is a very powerful and simple technique for wide classes of problems and can be also easy to be ex-
tended to other nonlinear evaluation equations, with the aid of Mathematica, Matlab or Maple. In addition, as the RVIM does
not require computing Lagrange multiplier and making Homotopy multiplier in HPM. It is not affected by computation to
round off errors, and large computer memory as well as consumed time which are issues in the calculation procedure. Also
it is noteworthy to point out that the advantage of the RVIM is the fast convergence of the solutions.
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