In this paper, the stability of observer-based chaotic communications using Lur'e systems is presented. In this approach, the transmitter contains a chaotic oscillator with an input that is modulated by the information signal. The receiver is composed by a copy of the transmitter driven by a synchronization signal. Some effects of transmission noise on the demodulation procedure are discussed. Numerical simulations on Chua's circuit are provided to illustrate our findings.
Introduction
Since Pecora and Carroll's seminal paper [1990] , synchronization of chaotic systems has found important applications in engineering. The underlying idea is that a drive signal from a chaotic system could be used to synchronize a second chaotic system. Communication is one of the important applications of chaos synchronization (see e.g. [Cuomo & Oppenheim, 1993; Carroll & Pecora, 1993; Kocarev et al., 1992] ). Chaos is sensitive to system parameters and has broadband frequency characteristics, so it is used for spread spectrum communication [Cuomo & Oppenheim, 1993; Carroll & Pecora, 1993] .
Methods of chaos communication can be classified into the following basic categories: (a) chaos masking (CMa) Short, 1994] where the basic idea is to hide the original information or the message inside a chaotic signal by direct addition; (b) chaos modulation (CMo) [Halle et al., 1993; Heidari-Bateni et al., 1992; Wu & Chua, 1994; Frey, 1993; Feldmann et al., 1996] where the information signal is injected into a chaotic system that acts as a nonlinear filter, and (c) chaos shift keying (CSK) [Ogorzalek, 1993; Parlitz et al., 1992; Parlitz & Ergezinger, 1994] where binary signals are mapped into two kinds of steady states of two chaotic systems coupled in master-slave configuration. In all cases, the original information signal is recovered if the dynamics of the transmitter and receiver chaotic systems are synchronized by the transmitted (drive) signal. CMa and CMo approaches are used for analog communication and CSK for digital communication. In the sequel, we will focus on analog communication systems.
A drawback of CMa approaches is that they require that synchronization is not affected by the perturbation of the synchronizing drive signal. Consequently, for CMa procedures, the synchronization alone is not always sufficient since the added information signal or message has the effects of a perturbation injected by the drive signal into the receiver (a detailed study of the influence of signal and message powers on the masking process is given in [Cuomo & Oppenheim, 1993] . This is a serious drawback of CMa procedures because the power of the original information signals is limited [Cuomo & Oppenheim, 1993] . Moreover, it is well known that noise in the communication channel may limit seriously the quality of the recovered signal [Corron & Hahs, 1997] .
Due to the fact that CMa procedures cannot exactly recover the transmitted information signal, schemes based on CMo methods (see e.g. [HeidariBateni et al., 1992; Wu & Chua, 1994; Frey, 1993; Feldmann et al., 1996] ) have been proposed. In CMo procedures, the information signal is stored in a bifurcation parameter of the chaotic dynamical system. By keeping the variation of this bifurcation parameter in the chaotic regime, the output wideband signal of the dynamical system may be used as the transmitted signal. In this way, the chaotic system can be interpreted as a nonlinear filter acting on the information signal. The CMo technique needs a receiver/demodulator which, in principle, can estimate the information signal accurately by inverting the chaotic (nonlinear filter) transmitter. Recently, several demodulation procedures have been proposed to approximate the exact inverse of the transmitter. Oksasoglu and Akgul [1997] proposed a linear inverse for a class of nonautonomous second-order chaotic systems. At the receiving end, the information signal is recovered through some simple signal processing operations including differentiation of the transmitted chaotic signal. It is well known that differentiation magnifies errors due to noise in the transmission channel. Moreover, although the resulting demodulation procedure is linear, it may require the transmission of more than one signal, thus resulting in a more expensive more-than-one channel transmission. Itoh et al. [1997] proposed an approach based on Takens' Theorem where, as in [Oksasoglu & Akgul, 1997] , the idea is to recover the information signal via differentiations of the transmitted signal. Corron and Hahs [1997] proposed a nonlinear filter to overcome the use of differentiations. Recently, we have provided a rigorous analysis on the stability and performance of CMo methods for a class of chaotic systems [Alvarez-Ramirez et al., 2001] .
Recent studies have proposed mixed analog chaotic communication approaches which combine features of CMa and CMo procedures [Morgul & Solak, 1996; Liao & Huang, 1999] . The recovering of the information signal at the receiver end uses ideas from state observers [Kailath, 1980 [Kailath, , 1993 to synchronize the transmitter and the receiver systems. Liao and Huang [1999] provided an analysis based on integral-inequalities (Bellman-Gronwall inequality) to construct an observer for a general class of nonlinear systems. Although their analysis ensures synchronization stability, it is not clear when synchronization can be achieved for a given nonlinearity and how to choose the so-called observer gain matrix. This is because the parameters involving the underlying stability condition (see Eq. (7) in Liao and Huang's paper) depend on the observer gain matrix in a complex manner. Given this difficulty, the authors proposed a trialand-error procedure based on a Riccati inequality. However, it is not clear how the parameters of the Riccati inequality affects the synchronization convergence rate.
We believe that these difficulties in observerbased (OB) approaches arise because the analysis is made for a rather general class of nonlinear chaotic systems. In principle, an analysis that focuses on particular classes of nonlinear systems could exploit their specific properties and structures to gain insights to the mechanisms of information signal recovering in the presence of e.g. nonlinearities, transmission noise and parameter mismatch. This paper, in the spirit of previous work [Morgul & Solak, 1996; Liao & Huang, 1999] , studies the stability of observer-based communication systems for a class of Lur'e chaotic systems. We exploit certain observability properties to provide an explicit and easy procedure to construct the observer gain matrix. By using Lyapunov function arguments, we show how the parameters of the observer gain matrix affects the convergence rate, and show how the convergence rate can be assigned by tuning a single parameter. Our stability analysis also provides a framework to study the effects of transmission noise on the decodification procedure, and suggests a possible route to reduce its adverse effects. Numerical simulations on the Chua's circuit are used to illustrate our findings.
With respect to existing results in the literature (see [Morgul & Solak, 1996; Liao & Huang, 1999] ), our contribution in this paper can be summarized as follows:
• An explicit construction of the observer gain matrix is provided. While in [Morgul & Solak, 1996] no procedure to compute the observer gain matrix was given, in [Liao & Huang, 1999] such computation was given in terms of a trialand-error procedure which does not ensure its existence.
• A prescribed synchronization error convergence rate can be assigned. This can be done easily by tuning a single parameter of the observer gain matrix.
• Transmission noise and conditions under which its adverse effects on the recovered information signal can be reduced, are studied. To the best of authors' knowledge, this issue has not been previously studied.
The paper is organized as follows. In Sec. 2, the class of Lur'e systems is established. In Sec. 3, the problem of chaotic system synchronization based on observers is analyzed. In Sec. 4, applications of results in Sec. 3 to chaotic communication systems are given. In Sec. 5, some effects of transmission noise on the performance of the communication systems are studied. In Sec. 6, some numerical simulations to illustrate our findings are carried out, and finally in Sec. 7 some conclusions are presented.
Notation. In the sequel, we will use the following notation. The symbol x T denotes the transpose of the n-dimensional vector x, and x is its Euclidean norm. Moreover, x ∞ = max t≥0 x(t) is the ∞-norm of the n-dimensional signal x(t), and x(t) a = lim t→∞ x(t) is the asymptotic limit of the signal x(t) . As usual, I n is the n-dimensional identity matrix, and 0 n = (0, 0, . . . , 0) T ∈ R n .
A Class of Lur'e Systems
Consider the class of Lur'e systems described by [Suykens et al., 1997] 
where z ∈ R n is the state vector, A ∈ R n×n , B ∈ R n , D ∈ R n are matrices and vectors of system parameters, and ϑ : R → R is a nonlinearity. Let y ∈ R be a (measurable) system output, where
and C T ∈ R n . The Lur'e system (1) is a linear dynamical system, feedback interconnected to a single static nonlinearity ϑ : R → R. We will take the following assumptions:
The pair (A, C T ) is observable in the sense that the range of the observability matrix
This condition implies a matching structure of the nonlinearity ϑ(D T z) with respect to the observability matrix.
Remark 1. Assumptions A.2 and A.3 are met if there exists a vector C ∈ R n such that
and
Notices that (5) defines a system of n − 1 equations with n unknowns; namely, the entries of the vector C ∈ R n . Assumption A.2 implies that the system has one degree-of-freedom. Hence, vectors C ∈ R n can be found by solving the rectangular system (5).
Remark 2. It can be verified that several wellknown chaotic circuits, including the Chua and Colpitts [Kennedy, 1994] circuits, can be interpreted as Lur'e systems of the class described above. For instance, in the Chua circuit, ϑ(
is a continuous three piecewise-linear function with saturation
and z 1 is a capacitor voltage. Moreover, in a given coordinates framework,
It can be shown that if C T = (0, 0, 1), then rank(O) = 3 and Assumption A.3 is met (see Sec. 5).
The system (1) will be used for secure communications application, as shown in Fig. 1 . Following the ideas in [Morgul & Solak, 1996] , the transmitted signal is a sum of the information and the output y of the chaotic transmitter. In addition, the transmitted signal is also injected into the transmitter and, at the same time, transmitted to the receiver. A chaotic receiver is then derived to recover the information signal via system synchronization.
Observer-Based System Synchronization
System synchronization plays a central role in the recovering process of the information signal. As a preliminary step to address the secure communication problem for the class of Lur'e systems (1), the problem of observer-based synchronization of two identical Lur'e systems is studied in this section. Consider the Lur'e system (1) and an identical copy of it:ż
In general, z 0 = z 0 , such that z(t; z 0 ) = z(t; z 0 ), for almost all t > 0. Due to high sensitivity to initial conditions, the difference z(t; z 0 ) = z(t; z 0 ) is more evident if the Lur'e systems evolve into a chaotic regimen. Then, one can expect that spontaneous synchronization (i.e. z(t; z 0 ) = z(t; z 0 )) of the Lur'e systems (1) and (7) is a rare, and even impossible event. The following definition is adapted from well-known observer concepts in systems theory [Kailath, 1980] . Definition 1. It will be said that the function φ(y, z) is an asymptotic (exponential) synchronizer for the Lur'e system (1) if the solution z(t; φ, z 0 ) to the systeṁ
gives z(t; φ,z 0 ) → z(t; z 0 ) asymptotically (respectively exponentially).
Notice that, for the sake of system synchronization, the system output y ∈ R n drives the dynamics of the Lur'e system's copy (8). In the terminology of systems theory [Kailath, 1980] , system (8) plays the role of a state observer for the Lur'e system (1). That is, given measurements of the system output y, the system (8) provides an asymptotically (respectively exponentially) convergent estimate of the unmeasured system states z ∈ R n .
Although several strategies to design the synchronizer φ(y,z) have been proposed in the literature, the most common one is a Luenbergertype function [Kailath, 1980] :
where L ∈ R n×n is a matrix to be determined later.
Proposition 2. Under the Assumptions A.1 to A.3, there exists a matrix L ∈ R n×n such that z(t; φ, z 0 ) → z(t; z 0 ) exponentially. That is, system (8) synchronizes exponentially with system (1).
Proof. To construct the matrix L, consider the following linear change of coordinates:
where O ∈ R n×n is the observability matrix (3). By virtue of Assumption A.2, the matrix O is invertible. It is not hard to show that the coordinate change (10) leads to the following representation of the Lur'e system (1) (see e.g. [Kailath, 1980] ):
In particular, the matrix A o displays the following companion form:
and the matrix E has the structure
where G ∈ R n is a constant vector depending on the parameters of A. On the other hand, the matrix C o becomes
By virtue of Assumption A.3, system (11) can be rewritten aṡ
where σ(x)
. The corresponding synchronization system is then given aṡ
Consider the matrix L o depending on a positive parameter θ:
where α 1 to α n are chosen such that the polynomial p n (s) = s n + α 1 s n−1 + · · · + α n is Hurwitz (i.e. all its roots are contained in the LHS of the complex plane). To prove that the matrix (17) provides the desired convergence properties, introduce the θ-scaled synchronization error:
where
Since θ > 0 and O is an invertible matrix, e(t) → 0 implies that z(t) → z(t). Hence, it suffices to prove that e(t) → 0 exponentially. From (14), (15), (17) and (18), and recalling that y − y = C T o (x − x), the e-dynamics are governed by the following system:
and the characteristic polynomial of M o is p n (s) = s n +α 1 s n−1 +· · ·+α n , which is Hurwitz by construction. Hence, the matrix M o is a stability matrix and the Lyapunov equation
has a unique matrix solution P o > 0. Consider the quadratic function V (e) = e T P o e. The timederivative of V (e) along the trajectories of system (20) iṡ
By noticing that ΘB o = b o (Assumption A.3), the following inequalities hold for θ ≥ 1:
where λ max (P o ) stands for the maximum eigenvalue of matrix P o . Consequentlẏ
which implies thatV (20) < 0, e > 0, as long as θ > θ min , where
From standard Lyapunov arguments, we conclude that z(t; z 0 ) → z(t; z 0 ) if the matrix L is chosen as
This concludes the proof.
The θ-parametrization of the matrix L(θ) provides a simple tuning procedure. In fact, since
, the larger the value of θ, the faster the convergence of the synchronization error z(t) −z(t).
Chaotic Secure Communication
Based on the stability result described in Proposition 2, a secure communication scheme is proposed in this section. The transmitter is a slight modification of the chaotic Lur'e system represented bẏ
where y T is the transmitted signal, y = C T z, and s ∈ R is the information signal. The transmitter combines chaotic masking (y + s) and chaotic modulation (L(θ)s). The receiver is constructed as follows:
where L(θ) is given as in Eq. (24). The recovered information signal s is given by (10) and (18)] (27) Then, s(t) → s(t) exponentially as long as e(t) → 0 exponentially. From (25) and (26), we have thaṫ
As above, if the synchronization error is e = Θ(x − x) = ΘO(z − z) [see Eq. (10)], the e-dynamics are given by (20) . By virtue of Proposition 2, e(t) → 0 for all θ > θ min . This implies that the information signal s(t) can be recovered exponentially at the receiver by means of the scheme (25).
Remark 3. Similar chaotic communication schemes as that described above have been studied previously [Morgul & Solak, 1996; Liao & Huang, 1999] . A drawback of such schemes is that it is not apparent how one chooses the matrix L so that z(t) − z(t) → 0. Liao and Huang [1999] proposed a trial-and-error procedure based on a Riccati inequality. The procedure has to be solved numerically as a convex optimization problem. Besides, due to an unclear relationship between the system parameters, it is not simple to prescribe the convergence rate. Our procedure has no such drawbacks. In fact, the matrix L can be chosen just by an easy computation of the observability matrix O and a selection of a single tuning parameter θ. Stability (i.e. z(t) − z(t) → 0) is guaranteed for sufficiently large values of θ, namely, θ > θ min . On the other hand, a lower bound r min > 0 of the convergence rate can be prescribed by choosing θ > r min + β max , where β max is a worst-case estimate of k σ λ max (P o )|b o |. Notice that |b o | can be computed from the system parameters, and k σ can be computed from the single nonlinearity σ.
Effects of Transmission Noise
So far, it has been assumed that the transmitted signal y T is equal to the received signal y R . In practice, certain noise level is present in transmission lines, which can be amplified by high gains and displayed as highly noised recovered information signal s(t).
To avoid this phenomenon, one could try to use lowpass filtering for the received signal y R (t). However, since the output y T (t) of the transmission system is noise-like, in addition to transmission noise, lowpass filtering can remove chaotic oscillation modes as well. An excessive smoothing of the received signal, in turn, would lead to erroneous recovered signals.
Assume that the received signal is y R (t) = y T (t) + η T (t), where η T (t) is an additive transmission line noise with zero mean. Assume that no prefiltering procedures are made on y R . In this case, the receiver is given bẏ
and the recovered information signal is given by [see Eq. (27)]
where e η is the noisy synchronization error with e η → e nf as η T → 0, where e nf is the noise-free synchronization error. In fact, since L(θ)η T is a noisy signal, z(t) and so e η are noisy signals. In this way, s is a noisy signal with two contributions: a direct contribution [η T in Eq. (30)] and an indirect contribution from the propagation of η T through the receiver system (29). The former contribution is fixed and depends only on the transmission conditions. The former contribution depends on the value of the parameter θ.
To analyze the effects of η T in the receiver system, we proceed as follows. As above, define the noisy synchronization error as e η = Θ(x − x), such that its dynamics are governed bẏ
Since η T is bounded and σ(z) is globally Lipschitz, Proposition 2 and Lyapunov function arguments [Kailath, 1993] imply that e η (t) is uniformly bounded for all (finite) θ > θ min . From (30), it seems to be natural to use the variable
so that
Then, system (31) is rewritten aṡ
Because of the presence of the nonlinearity σ, an exact analysis of the effects of η T on e T is complex and is beyond the aims of this paper. However, since information signal recovering is carried out for large values of θ and to gain insights to the propagation of η T , we shall proceed to study system (31) for large values of θ. If θ is sufficiently large such the linear dynamics dominates over the nonlinearity σ (see the proof of Proposition 2), then system (31) can be approximated aṡ
Notice that ΘB o = b o . In this way, ΘB o is a function that does not increase with θ. As in the case of e η , ε η (t) is uniformly bounded for all (finite) θ > θ min , and ε η (t) → 0 as η T → 0. That is, ε η (t) converges exponentially to a neighborhood of the origin N 0 , for all θ > θ min . Once the effects of initial conditions ε η (0) are less important because of exponential convergence of ε η (t) to N 0 , the transmission noise becomes the more important dynamics on the information signal recovery. In this way, without loss of generality we can take ε η (0) = 0. Then
such that ε η (t) is also a zero-mean noise [Papoulis, 1965] . Moreover, from (17) and (24) it can be concluded that |ε η (t)| = o(θ n ). That is, the noise η T (t) is amplified in the noisy synchronization error ε η (t) by a factor of the order of power θ n : the larger the value of θ, the larger the asymptotic (i.e. in the neighborhood N 0 ) synchronization error ε η (t). In this way, |C T ε η | |η T | for large values of θ, so that
which means that the information recovery error s − s grows at the rate θ n . However, since s − s = C T ε η + η T , it is noted that s −s behaves asymptotically as a pure noise with zero-mean. An interesting problem is then posed as follows: under what conditions, the transmitted noise
can be removed from the recovered information signal s so that s ≈ s? A general answer to this question is not easy. However, we proceed to provide a solution for a particular case. Let S s (ω) and S η (ω) be the power spectrum of the signals s(t) and η T (t), respectively. From the Fundamental Theorem for power spectrum [Papoulis, 1965] , for large values of θ we have the approximation S η 1 (ω) ≈ |H(jω)| 2 S η (ω), where
From (35), it can be verified that H(jω) is strictly proper, so that |H(jω)| rolls down for large values of ω (i.e. |H(jω)| → 0 as ω → ±∞). Besides, since N o is a Hurwitz matrix,
Assume that the dynamics of η T (t) are dominated by high-frequency modes, so that S η (ω) ≈ 0 for all |ω| < ω c η (i.e. ω c η is a cut-off frequency). We obtain that the dynamics of η 1 (t) are also dominated by high-frequency modes in the sense that S η 1 (ω) ≈ 0 for all |ω| < ω c η . As a consequence,
Notice that S η * (ω) = o(θ 2n ), which is in agreement with the discussion above. Let us assume that the dynamics of the information signal s(t) are dominated by low-frequency modes relative to the dynamics of the transmission noise η T (t), i.e. 
By virtue of (39), this means that S s (ω) and S η (ω) do not overlap:
Let F (jω; ω c F ) be a low-pass filter with cut-off frequency ω c F . If ω c s < ω c F < ω c η , then the low-pass filter F (jω; ω c F ) is able to remove the transmitted noise η * (t) from the recovered information signal. That is, since F (jω; ω c F )η * ≈ 0, then 
That is, if the condition (40) is met, the effects of the transmission noise can be reduced by the application of a suitable low-pass filter on the output s of the receiver. Condition (40) is not so restrictive from a practical viewpoint since masked signals are commonly low-frequency with respect to transmission line dynamics and transmitted chaotic signal. Although the analysis described above is only an approximation, we will illustrate in the following section the effectiveness of low-pass filtering of the recovered signal s(t).
Remark 4. By noticing that the transmission noise η T (t) acts directly on the transmitted chaotic signal, it has been proposed to use noise-reduction techniques to "recover" the actual chaotic signal y T = C T z + s [Farmer & Sidorowich, 1991; Lee & Williams, 1997; . This can be as a filtering at the input of the receiving system. The method is of model-based nature and involves an optimization problem with high computational burden. The cost function is composed of two parts: one containing information that represents how close the enhanced signal is to the received signal and another composed of constraints that fit the system model. Although the method has been successful when tested in simple chaotic system (e.g. Ikeda and Henon maps), further investigations have shown that, even if the SNR is improved, the corresponding BER of the communication system under investigation is not necessarily improved . Aimed to improve the BER of the communication system, whether to use prefiltering of the received chaotic signal and/or postfiltering of the noisy recovered information signal as described in this paper, is an issue that deserves further investigation.
Numerical Simulations
We have carried out some numerical simulations on Chua's circuit to illustrate our findings. In such a case,
with B = (−a 1 , 0, 0) T . It can be verified that ϑ(D T z) is globally Lipschitz (Assumption A.1). On the other hand, if C = (0, 0, 1) T , we have that 
The Chua circuit displays chaotic behavior for the following set of parameter values: a 1 = 9, a 2 = 14.286, α 0 = −1/7, α 1 = 2/7 and α 2 = 1. For this set of values, the Chua circuit exhibits a double scroll type chaotic behavior [Chua, 1994] (a) Synchronization error. To illustrate the fact that an arbitrary convergence rate of the synchronization error can be prescribed, Fig. 2 presents the individual synchronization errors z i −z i , i = 1, 2, 3, for three different values of the observer parameter θ. As expected, z i −z i converges exponentially to zero and the larger the value of θ, the faster the convergence. In this way, up to the point where undesirable highfrequency effects (e.g. noise, rippling, etc.), increments of θ enhance the performance of the chaos synchronizer system. (b) Communication system. Figure 3 presents the behavior of the communication system described in Sec. 4 for θ = 3 and a continuously differentiable information signal. The information signal is recovered after three oscillations of the chaotic transmitted signal. Figure 3 also presents the (z 1 , z 2 )-phase plane, which shows that chaotic nature of the transmitter dynamics. Figure 4 presents similar results for a binary signal. Notice that s(t) displays peaking behavior at points where s(t) is noncontinuous. This is not a serious drawback since such signal peaking is of high-frequency nature and, as in the transmission noise case, can be removed by means of low-pass filtering.
(c) Transmission noise. Figure 5 presents the recovered signal s(t) when the received signal is contaminated with high-frequency noise n T (t) with zero mean and 10% of relative amplitude. The recovered signal s(t) appears as a highamplitude noisy signal because n T (t) is amplified O(θ 3 ). As discussed in Sec. 5, for sufficiently large values of θ the information signal can be recovered by low-filtering s(t). Figure 5 also presents the filtered recovered signal s f (t) obtained by means of a second-order Buttenworth filter. Notice that the information signal is recovered with quite acceptable recovery error and NSR.
Remark 5. It should be stressed that, although we have illustrated our findings with Chua's circuits, we have found similar results with the Colpitts circuit and the Lorenz chaotic oscillator. This demonstrates the wide applicability of our results in synchronization of chaotic system and chaotic communication systems.
Conclusions
The stability of observer-based communication systems with a class of Lur'e systems, was analyzed in this paper. Specifically, it has been characterized as a class of Lur'e systems for which arbitrary convergence rate of the synchronization error can be prescribed. The conditions under the Lur'e systems are not restrictive and are satisfied by several well-known chaotic systems including the Chua and Colpitts circuit. An explicit construction of the observer gain matrix was given in terms of a single parameter, which can be easily tuned to trade off between stability (convergence rate) and performance (noise amplification). Conditions under which the effects of transmission noise can be reduced by low-pass filtering of the receiver output, have been given. Numerical simulations on the Chua's circuit were carried out to illustrate our findings.
