Abstract-This paper' presents a novel BP-based image retrieval (BPBIR) system, which is based on the observation that the images users need are often similar to a set of images with the same conception instead of one query image and the assumption that there is a nonlinear relationship between different features. If users aren't satisfied with the retrieved results, relevance feedback method is used to enhance the performance of the proposed system by changing the weights of the BP neural networks. In addition, we discuss some divisional methods to give rough information on the spatial color composition. Finally, we compare the performance of the proposed system with other systems. Experimental results show the efficacy of the proposed system.
I. INTRODUCTION
With the rapid development of computing hardware, digital acquisition of information has become one popular method in recent years. Every day, G-bytes of images are generated by both military and civilian equipment. Consequently, how to make use of this huge amount of images effectively becomes a highly challenging problem [1], [2] . The traditional approach relies on image content manual annotation and Database Management System (DBMS) to accomplish the image retrieval through keywords. Although simple and straightforward, the traditional approach has two main limitations. First, the descriptive keywords of an image are inaccurate and incomplete. Second, manual annotation is time-consuming and subjective. Users with different backgrounds tend to describe the same object using different descriptive keywords resulting in the difficulties in image retrieval. To overcome the drawbacks of the traditional approach , content-based image retrieval (CBIR) was proposed to retrieve visual-similar images from an image database based on automatically-derived image features, which has been a very active research area[1], [2] , [3] .
There have been many projects performed to develop efficient systems for content-based image retrieval. The wellknown CBIR system is probably IBM's QBIC [4] . Other notable systems include MIT's Photobook [5] , Virage's VisualSEEK [6] , SIMPLIcity [7] In order to give rough information on the spatial color composition, we describe some divisional methods, which can be seen from Fig. 1 . In (a), the image is divided into 9 parts with the same size of the image, while in (b), the image is divided into 9 different parts, and the size of center part is 9/25 of the area of the image. In (c), the image is divided into 5 parts including upper left part, upper right part, lower left part, lower right part, and center part. The size of each part is 1/4 of the area of the image. In (d), the image is also divided into 5 parts including upper half part, lower half part, left half part, right half part, and central part. In these five parts, the central part's size is 4/9 of the area of the image, the others are 1/2 of the area of the image.
where pk is the value of the k-th color component of the image ij-th pixel, and M is the height of the image, and N is the width of the image.
C. Wavelet Decomposition Energy
Wavelets can decompose a signal with a family of basis functions 7,mn,(x) obtained through translation and dilation of a mother wavelet +(x), i.e.,
where m and n are dilation and translation parameters. A signal f(x) can be represented as: based image retrieval systems [4] , especially when the image contains just the object. The first order (mean), the second (variance) and the third order (skewness) color moments have been proved to be efficient and effective in representing color distributions of images [8] . Mathematically, the first three moments can be defined as:
The computation of the wavelet transforms of a 2D signal involves recursive filtering and sub-sampling. At each level, the signal is decomposed into four frequency sub-bands, LL, LH, HL, and HH, where L denotes the low frequency and H denotes the high frequency.
Since wavelets capture shape, texture, and location information of an image in a single unified framework, wavelet transform features are often used in content-based image retrieval systems. In this paper, we use the symlets that are nearly symmetrical wavelets proposed by Daubechies [9] as modifications to the db family. After the three-level wavelet decomposition, feature vectors can be constructed using Ea, which is the percentage of energy corresponding to the approximation, and vectors Eh, Ev, Ed, which contain the percentages of energy corresponding to the horizontal, vertical, and diagonal details, respectively.
III. BP-BASED IMAGE RETRIEVAL SYSTEM
In this section, we describe the structure of the proposed BPbased image retrieval system in detail. Fig. 2 shows the main components of the proposed BPBIR system and the control flows among them.
The proposed image retrieval system is based on Backpropagation neural network [10] , [12] . There are three layers of BP neural network including input layer, hidden layer, and output layer. This is based on the observation that the images users need are often similar to a set of images with the same conception instead of one query image and the assumption that there is a nonlinear relationship between different features. The following is the proposed BP-based image retrieval algorithm.
Step 1: All the images in image database are divided into 5 and 9 parts using the divisional methods above. Color moments and wavelet decomposition energy of each part are computed as the features to represent image content. In addition, the feature vectors are normalized using the following equation: Step 2: Some typical images are selected as training sample to be used to train BP neural network using one step secant (OSS) method [11] .
Step 3: The retrieved images are sorted based on the distance of BP neural network's output between the query image and the images in image database, which is defined as:
where o, is the j-th output value of BP neural network with the i-th retrieval image, oq is the j-th output value of BP neural network with the query image, and C is the class number of image database.
Step 4: If the user isn't satisfied with the retrieved results, some required images that are selected by users from the retrieved images can be used to train the BP neural network again with the same output of query image, which is different from other relevance feedback methods [15] for the user's feedback is not to change the weights of different feature but to change the weights of BP neural network.
IV. EXPERIMENTAL RESULTS
In this section, we demonstrate some experimental results to show the performance of the proposed BPBIR system. These results are based on an implementation using a test image database of 1000 images including 10 A. Experiment I
In this experiment, we compared some divisional methods using color moments feature. In Table I , column 1 is the average retrieval precision using no divisional method, and column 2, 3, 4, and 5 are the average retrieval precision using color moments with the different divisional methods in Fig. 1 : (a), (b), (c), and (d), respectively. From Table I , we can see that the retrieval results using divisional methods would be better than no divisional method for the divisional methods could give rough information on the spatial color composition.
B. Experiment 2
In this experiment, we use the first 40 images of each class as typical images to train the designed BP neural network including 75 inputs, 20 hidden units, and 10 outputs that depend on the number of the classes in the image database. The feature vector has 75 dimension including 45-dimensional 5-block color moments and 30-demensional wavelet decomposition energy. Fig. 3 and Fig. 4 show the retrieved results of the proposed BPBIR system, in which the first image is the query image. In Fig. 3 , the query image is a horse image, while in Fig. 4 , the query is a flower image. We can see from Fig. 3 and Fig. 4 that the proposed system is very efficient for a set of image with same conception can be retrieved, which is more similar to the human visual system.
In order to verify the performance of the proposed system, we also compare the proposed BPBIR system with other image retrieval systems. Table II is the comparison of average precision with the SIMPLIcity system [7] and the RIBIR system [14] , which shows that the proposed BPBIR system is more efficient to retrieve visual-similar images than the other two systems. The reason is that the trained BP neural network can memorize some prior information about each class. 
