A hypersonic monoatomic gas (argon) flow around a hollow cylinder flare was numerically simulated for low-to-moderate Reynolds numbers. A shock wave induced by the flare causes the formation of a separation region, and flow rarefaction near the leading edge affects the separation extent. The continuum (Navier-Stokes equations) and kinetic (the DSMC method) approaches were used to study the influence of the Mach number and wall-to-freestream temperature ratio on the flow structure and separation. To take into account rarefaction effects, slip boundary conditions are used for the Navier-Stokes solver.
INTRODUCTION
The problem of the shock wave/laminar boundary layer interaction has been actively studied lately both by numerical and experimental methods. This interaction can cause the formation of a separation region and lead, for example, to a decrease in the control surface efficiency and to an increase in the heat flux on the wall in the vicinity of the reattachment point.
The simplest example of the flow near an aerodynamic control surface is the flow around a hollow cylinder flare. This axisymmetric configuration allows one to study the shock wave/ boundary layer interaction and to avoid 3D effects inherent in a flow near a compression ramp. Numerical analysis of such flows is traditionally performed using Navier-Stokes equations, and the initial effects of rarefaction are taken into account through slip velocity and temperature jump. The use of slip conditions is caused by the fact that rarefaction effects can be observed for slender bodies even for rather high Reynolds numbers (Re = 20,000 -30,000). Moreover, the use of the continuum approach for an analysis of flow in the vicinity of the leading edge of slender bodies is not justified, even if the slip velocity and the temperature jump are taken into account. The flow physics is considerably complicated in case when flow separation is formed, for example, by a flare, and simulation of such flows by the continuum approach is questionable due to the strong rarefaction effects in the vicinity of the leading edge.
The state-of-the-art of the algorithms of the DSMC method (adaptive grids, variable time step, etc.) [1, 2] allows one to simulate flows at such a rather high Reynolds number Re ~ 20,000. This makes realistic the study of the area of applicability of the continuum approach for numerical analysis of laminar separated flows. Such studies were started by the authors of [3] and were continued in [4] where the detailed numerical modeling of axisymmetric shock wave/ laminar boundary layer interaction for the ONERA R5Ch wind tunnel conditions by using the continuum (Navier-Stokes equations) and kinetic (the DSMC method) approaches was performed. The DSMC results revealed the presence of a high slip velocity and temperature jump near the wall. Therefore, it is necessary to use slip conditions for the Navier-Stokes solver. The application of these conditions has a substantial effect on the entire flow field and allows one to obtain reasonable agreement with the DSMC results for flow fields and distributions of the pressure and heat-transfer coefficients. However, the NS solver with slip conditions predicts a greater length of the separation region than the DSMC method. Probably, this difference is caused by different descriptions of translational/rotational energy exchange for both methods.
To eliminate the effect of rotational-translational exchange, a continuum and kinetic simulation of a laminar separated flow of a monoatomic gas (argon) was performed in the paper. The effect of rarefaction, Mach number, and wall temperature on laminar separation was also studied. wave. The line separating the boundary layer and the flow behind the shock waves is also clearly visible. This line coincides with the leading-edge shock wave in the vicinity of the leading edge, which indicates a strong viscid-inviscid interaction in this flow region. The shock wave/laminar boundary layer interaction induces a separation region clearly visible in Fig. 1 , which also shows selected streamlines.
Constant surface temperature
The results presented in this section were calculated using the continuum and kinetic approaches for a constant surface temperature T^/T^ = 5.74 and Tw/T^ = 1.0 for M^ = 10 and M^ = 4, respectively. First, we consider the case with M^ = 10. Figure 2 shows a detailed comparison of density profiles in several cross sections X/L = 0.3,0.6, and 0.9. The last cross section passes through the separation region. Note that the density increases inside the boundary layer when approaching the body surface. This is typical for a hypersonic flow around a cold body. Like in the case with a diatomic gas [4] , the NS solver with no-slip conditions predicts a slightly higher position of the leading-edge shock wave than the DSMC method. The use of slip conditions for the NS solver reduces the slope of the leading-edge shock wave and yields good agreement with the DSMC results for density profiles at X/L = 0.3 and 0.6. However, a significant difference can be noted in the cross section X/L = 0.9 with two density peaks. The second peak corresponds to the separation shock wave, and its magnitude is determined by the separation region length. The NS solver and the DSMC method predict different lengths of the separation region, and this peak is almost 30% higher for NS results. The results for density and velocity (not shown) profiles are rather close inside the boundary layer. At the same time, a comparison of the temperature profiles in Fig. 3 shows that the difference between the continuum and kinetic results reaches 40%. The use of slip conditions allows one to obtain identical values of temperature near the body surface and decrease the difference inside the boundary layer. However, the temperatures inside the boundary layer for DSMC and NS with slip conditions still differ by 20%. Obviously, the differences observed in the boundary-layer structure affect its stability to the action of the pressure gradient. The coordinates of the points of boundary-layer separation X sep and reattachment X rea t are listed in Table 1 , and it is seen that the NS solver predicts a greater length of the separation region than the DSMC method. The use of slip conditions leads to some displacement of the coordinate X sep downstream and does not affect X reat . Nevertheless, the separation region length is still greater than the DSMC results by 10%. Figure 4 shows the distributed aerothermodynamic characteristics obtained using the continuum and kinetic approaches. The differences in the pressure C p and skin friction Cf coefficients, and Stanton number are mainly determined by two factors. The first one is the different length of the separation region. An earlier separation of the flow in NS results leads to a lower pressure peak and to a smaller heat flux on the flare surface. The second factor is the strong nonequilibrium of the flow near the leading edge. Its effect is noticeable up to X/L = 0.1 and can be related to the fact that the continuum approach is inapplicable even with account of slip conditions in the vicinity of the leading edge. The measure of this nonequilibrium is the ratio of the streamwise temperature to the total translational temperature. A 30% deviation of T X /T is observed up to X/L = 0.1 (Fig. 5) . The magnitude of T X /T decreases downstream, but is still noticeable at a distance X/L = 0.4, which corresponds to 400AQQ.
Strong flow nonequilibrium is the reason that the NS solver with no-slip and slip conditions predicts a significantly greater heat flux (up to a factor of four) than the DSMC method in the vicinity of the leading edge (Fig. 4) . This also leads to a significant decrease in flow temperature downstream and an earlier separation of the boundary layer.
As the freestream Mach number decreases, the level of flow nonequilibrium decreases too (see Fig. 5 ). This can be expected to lead to a better agreement between the NS and DSMC results. The flow around a hollowcylinder flare for M^ = 4 was calculated, and fairly good agreement was actually obtained in terms of density, velocity and even temperature profiles (Fig. 6) . A small difference is observed only in the value of the heat flux to the surface for 0.6 < X/L > 0.9 (similar to Fig. 4 ) and in the separation region length (~ 6%). The NS solver with no-slip and slip conditions predicts a greater length of the separation region than the DSMC method (see Table 1 ). 
Adiabatic wall
As is shown above, the slip conditions allow one to obtain fair agreement for NS and DSMC results in terms of density and velocity profiles for MQQ = 10, and the difference is observed only in the value of temperature inside the boundary layer. The heat flux near the leading edge predicted by the continuum approach is severalfold higher than that predicted by the kinetic approach. It can be assumed that exactly this is the reason for other differences, for example, the different length of the separation region. Obviously, in the case of continuum and kinetic simulation of the flow around a body with an adiabatic wall, the heat flux is identical (namely, zero). Therefore, a complete coincidence of continuum and kinetic results can be expected. To verify this assumption, computations for adiabatic wall conditions were conducted. The use of an adiabatic wall for MOO -10 leads to a significant increase in flow temperature near the body surface. For example, for a constant surface temperature, the temperature in the boundary layer varied from lOToo near the forebody to ISToo near the flare surface, whereas for an adiabatic wall, the temperature in the boundary layer varies in a narrow range from 27^ to 291^, which is slightly lower than the total temperature of the flow 34.3 (  Fig. 7) . The temperature profiles for the continuum and kinetic approaches are compared in Fig. 8 . It is of interest to note that the NS solver with no-slip conditions and the DSMC method predict an identical temperature near the whole surface of the body. An increase in temperature in the near-wall region leads to significant changes in the flow structure, in particular, to an increase in the boundary-layer thickness, which is clearly seen in the temperature and velocity profiles (Fig. 9) , and to a greater slope of the leading-edge shock wave.
For an adiabatic wall, the difference in the position of the leading-edge shock wave obtained by the NS solver with no-slip conditions and the DSMC method is more significant than for the above case with a constant surface temperature (cf. the density profiles in Fig. 2 and 10) . The use of slip conditions strongly decreases the slope of the leading-edge shock wave so that it is located even lower than that predicted by the DSMC method. Note that the density near the body surface for an adiabatic wall is identical for the continuum and kinetic approaches. The use of slip conditions leads to a significant temperature jump and slip velocity on the front part of the cylindrical surface (cross sections X/L = 0.3 and 0.6). However, the flow parameters inside the boundary layer in the cross section X/L = 0.9 are in reasonable agreement for both approaches. In this cross section, there is no flow separation for NS results, and the DSMC method predicts the beginning of separation. Despite similar structures of the boundary layer ahead of the separation point, the DSMC method predicts a greater length of the separation region than the NS solver (see Table 1 ). Taking into account slip conditions leads to a further decrease in the separation region length. Thus, the computations with an adiabatic wall did not yield an identical length of the separation region for the continuum and kinetic approaches, and even led to the opposite situation. This is, apparently, caused by two factors. First, an increase in the local mean free path in the near wall region due to higher wall temperature did not change flow noneqilubrium (cf. Figs. 5 and 11) and did not increase the area of the applicability of the NS equations. Second, an increase in the boundary-layer thickness led to a position of the shock-wave interaction region located much farther from the flare surface than in the flow around a hollow-cylinder flare with a constant surface temperature. In this case, the expansion at the flare shoulder stronger affects the shock wave interaction region and decreases the adverse pressure gradient and, hence consequently, the separation region length. This is reflected in the distribution of C p whose magnitude on the flare became of the same order with its value near the leading edge (see Fig. 11 ). A greater slope of the leading-edge shock wave for the NS solver with no-slip conditions causes an increase in pressure and friction on the forebody.
It was shown that a decrease in the freestream Mach number leads to smaller differences between the continuum and kinetic results. Computations with an adiabatic wall for M^ = 4 also revealed smaller differences between the flow parameters. However, a qualitative difference in the slope of the leading-edge shock wave (see the temperature profiles in Fig. 12 ), in the distributed characteristics, and in the separation region length (Table 1) 
