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Resumen
En este trabajo presentamos un sistema de planeamiento de trayectorias basada en el
algoritmo de ruteo de Lee. Este algoritmo (concebido originariamente para obtener
conexiones m¶³nimas en circuitos VLSI) proporciona un mecanismo simple y robusto
para computar caminos ¶optimos en espacios de con¯guraci¶on bidimensionales. El
motor del sistema de planeamiento presentado en este trabajo se implement¶o me-
diante una versi¶on basada en reglas del algoritmo de Lee, integrando una arquitectura
h¶³brida que realiza inferencias l¶ogicas mediante una componente del lenguaje Prolog,
y cuyos resultados son compartidos por componentes de procesamiento n¶umerico en
un lenguaje imperativo convencional. Esto posibilita una clara factorizaci¶on de las
funcionalidades del sistema: el algoritmo de navegaci¶on se basa en la representaci¶on
de alto nivel a trav¶es de su formulaci¶on l¶ogica, y el estado del espacio de con¯gura-
ci¶on se puede obtiener mediante t¶ecnicas de visi¶on y procesamiento implementadas
num¶ericamente. Por lo tanto la arquitectura propuesta sintetiza simult¶aneamente la
velocidad y versatilidad en su entorno visual de aplicaci¶on, y el nivel de abstracci¶on
y modularidad de la descripci¶on l¶ogica de su motor de planeamiento.
Palabras Clave: Inteligencia arti¯cial, planeamiento de trayectorias, agentes inte-
ligentes, rob¶otica m¶ovil.
1 Introducci¶on
La navegaci¶on rob¶otica es usualmente estudiada desde dos perspectivas diferentes,
ya sea desde un punto de vista de modelado cinem¶atico y din¶amico del robot o bien
como una problem¶atica geom¶etrica-espacial [5]. En la primera, se genera una ley de
control que proporciona las fuerzas y torques para controlar los manipuladores del
robot, siguiendo una determinada trayectoria de referencia. Aqu¶³ suelen aplicarse
satisfactoriamente los campos potenciales (arti¯cial potential ¯elds). En la segunda
perspectiva se genera una trayectoria libre en el espacio de con¯guraci¶on asociado a
las con¯guraciones del robot, a los obst¶aculos del ¶area de trabajo y a las posiciones
inicial y ¯nal deseada para el mismo [5]
Indudablemente ambas perspectivas tienen ventajas y desventajas asociadas, y
campos de aplicaci¶on bien de¯nidos y ciertamente independientes entre s¶³. El mo-
delado cinem¶atico y din¶amico |como el utilizado en los campos potenciales| se
usa mayoritariamente en aplicaciones de navegaci¶on de tiempo real [5], donde las
t¶ecnicas de programaci¶on utilizadas son en general de procesamiento num¶erico. Por
el contrario, el modelado geom¶etrico y espacial es considerado como t¶opico de pla-
neamiento [11, 9], con ¶areas de aplicaci¶on principalmente en tareas de navegaci¶on
o®-line de alto nivel [15], y las t¶ecnicas utilizadas son cercanas al procesamiento
simb¶olico [3, 16], en donde el conocimiento es representado de forma declarativa,
por ejemplo en l¶ogica de primer orden. Por lo tanto, parece conveniente y ¶util com-
binar ambas ventajas al considerar la implementaci¶on de un sistema de guiado y
navegaci¶on h¶³brido, que integre un motor de planeamiento de trayectorias basado
en una versi¶on en lenguaje Prolog del algoritmo de ruteo de Lee [17] en un entorno
de programaci¶on num¶erica.
Por dicha raz¶on, en este trabajo presentamos un sistema de planeamiento de
trayectorias en contextos din¶amicos. El motor del sistema de se implement¶o me-
diante una versi¶on basada en reglas del algoritmo de Lee, integrando una arqui-
tectura h¶³brida que realiza inferencias l¶ogicas, y cuyos resultados son compartidos
por componentes de procesamiento n¶umerico. La arquitectura propuesta sinteti-
za simult¶aneamente la velocidad y versatilidad en su entorno visual de aplicaci¶on,
y el nivel de abstracci¶on y modularidad de la descripci¶on l¶ogica de su motor de
planeamiento. Este trabajo esta organizado de la siguiente manera: la Secci¶on 2
presenta los conceptos del algoritmo de Lee y de c¶omo utilizarlo con prop¶ositos de
planeamiento de trayectorias. La Secci¶on 3 considera la arquitectura original para
el planeamiento de trayectorias en ambientes con obst¶aculos en movimiento, ex-
tendiendo luego la propuesta para soportar posiciones ¯nales (targets) din¶amicas.
Las secciones 4 y 5 presentan las simulaciones y resultados experimentales y las
conclusiones, respectivamente.
2 El Algoritmo de Ruteo de Lee
En esta Secci¶on se presentan algunos detalles del algoritmo de ruteo de Lee y de
c¶omo utilizarlo para prop¶ositos de planeamiento de trayectorias. Este algoritmo
fue concebido originalmente para obtener conexiones m¶³nimas entre terminales de
circuitos VLSI, y en el sistema propuesto provee un mecanismo simple y robusto
para obtener caminos m¶³nimos en espacios reales. Consideremos en primer lugar el
espacio de con¯guraci¶on bidimensional representado por la grilla regular mostrada
en la Fig. 1. El espacio de trabajo puede contener obst¶aculos (rect¶angulos azules)
y luego el problema a resolver consiste en encontrar un camino libre m¶³nimo entre
Figura 1: Con¯guraci¶on gen¶erica del espacio de trabajo.
dos posiciones dadas. La l¶³nea negra uniendo estos dos puntos (c¶³rculos peque~nos
rojo y azul) representa el camino m¶³nimo entre ellos.
Una versi¶on en Prolog del algoritmo de Lee [17] adaptado para nuestro problema
de planeamiento de trayectorias se muestra en la Fig. 2. En nuestro algoritmo, los
puntos del espacio de con¯guraci¶on est¶an representados por sus coordenadas carte-
sianas (indicadas X-Y) y las trayectorias son calculadas por el programa como una
lista de puntos. Inicialmente el programa muestra la relaci¶on lee route y sus dos
reglas derivadas waves y path. El predicado waves genera sucesivos puntos veci-
nos, comenzando por el punto inicial, hasta que el punto ¯nal deseado es alcanzado.
Estos waves son conjuntos de puntos que tienen como vecino a un punto del wave
anterior y tal que a¶un no han aparecido. El predicado path obtiene el path utilizan-
do los waves encontrados de forma reversa, es decir que el orden de los puntos de la
trayectoria resultante progresan desde el punto ¯nal hasta el punto inicial.
En esta implementaci¶on se consideran obst¶aculos de forma rectangular y tam-
bi¶en de forma compleja. Los primeros est¶an representados en t¶erminos de la for-
ma obstacle(L,R), donde L es el par de coordenadas del extremo inferior iz-
quierdo y R el del extremo superior derecho. Los obst¶aculos complejos se mane-
jan mediante uns lista de los bloques rectangulares que los componen, utilizan-
do la estructura gen¶erica reci¶en descripta (por ejemplo [obstacle((2-3),(4-5)),
obstacle((3-3),(4-5))). En ambos casos los obst¶aculos pueden ser f¶acilmente
incorporados a la base de conocimiento del sistema a trav¶es de los predicados de
Prolog assert o retract [4].
Como pretendemos un sistema capaz de capturar el espacio de con¯guraci¶on de
forma din¶amica, hemos introducido algunos cambios sobre el el algoritmo de Lee
lee route(A,B,Obstacles,Path):-waves(B,[[A],[]],Obstacles,Waves),
path(A,B,Waves,Path).
waves(B,[WavejWaves],Obstacles,Waves):-member(B,Wave),!.
waves(B,[Wavej[LastwavejLastwaves]],Obstacles,Waves):-
next wave(Wave,Lastwave,Obstacles,Nextwave),
waves(B,[Nextwave,Wave,LastwavejLastwaves],Obstacles,Waves).
next wave(Wave,Lastwave,Obstacles,Nextwave):-
setof(X,admissible(X,Wave,Lastwave,Obstacles),Nextwave).
admissible(X,Wave,Lastwave,Obstacles):-adjacent(X,Wave,Obstacles),
not member(X,Lastwave),
not member(X,Wave).
adjacent(X,Wave,Obstacles):-member(X1,Wave),
neighbor(X1,X),
not obstructed(X,Obstacles).
neighbor((X1-Y),(X2-Y)):-next to(X1, X2).
neighbor((X-Y1),(X-Y2)):-next to(Y1, Y2).
next to(X,X1):- X1 is (X+1).
next to(X,X1):- X>0,X1 is (X-1).
obstructed(Point,Obstacles):-member(Obstacle,Obstacles),
obstructs(Point,Obstacle).
obstructs(X-Y,obstacle((X-Y1),(X2-Y2))):-Y1∙Y, Y∙Y2.
obstructs(X-Y,obstacle((X1-Y1),(X-Y2))):-Y1∙Y, Y∙Y2.
obstructs(X-Y,obstacle((X1-Y),(X2-Y2))):-X1∙X, X∙X2.
obstructs(X-Y,obstacle((X1-Y1),(X2-Y))):-X1∙X, X∙X2.
path(A,A,Waves,[A]):-!.
path(A,B,[WavejWaves],[BjPath]):-member(B1,Wave),
neighbor(B,B1),
!, path(A,B1,Waves,Path).
get obstacles(Previous,List):-obstacle(A,B),
not member(obstacle(A,B),Previous),
conc([obstacle(A,B)],Previous,Next),
get obstacles(Next,List),!.
get obstacles(List,List).
test lee(Source,Destination, Path):-
lee route(Source, Destination, Obstacles, Path).
Figura 2: Versi¶on en Prolog del algoritmo de Lee.
original presentado en [17]. Por ejemplo, de¯nimos el predicado get obstacles que
simpli¯ca el proceso de reconocimiento de obst¶aculos en cualquier momento de la
ejecuci¶on. Esto es de especial inter¶es para el esquema de guiado con obst¶aculos en
movimiento que ser¶a descripto en detalle en la Secci¶on 3. En particular, el predica-
do get obstacles debe ser computado antes de test lee, de forma de actualizar
obstacles para la correcta ejecuci¶on de lee route y tambi¶en de test lee.
Procedemos ¯nalmente a formular el problema de navegaci¶on, de forma de uti-
lizar el algoritmo propuesto para guiar un agente m¶ovil desde una posici¶on inicial a
una posici¶on ¯nal del espacio de con¯guraci¶on. Afortunadamente la conversi¶on de
la estrategia de resoluci¶on de trayectorias provista por el algoritmo de Lee en una
arquitectura de planeamiento es casi inmediata. Por ejemplo, la posici¶on actual del
m¶ovil rob¶otico y la posici¶on ¯nal deseada son respectivamente los anteriores puntos
iniciales (c¶³rculo rojo) y ¯nales (c¶³rculo azul) y el camino libre uniendo dicho puntos
entre los obst¶aculos representa la trayectoria m¶³nima buscada.
Se destaca que los m¶etodos de adquisici¶on del entorno de trabajo se independi-
zan del motor de guiado provisto por el algoritmo en Prolog, puesto que cualquiera
que sea el mecanismo de interfase, la base de conocimiento siempre puede ser actua-
lizada a trav¶es de predicados assert o assertz. De hecho las formas de obtener
el \layout" del espacio de con¯guraci¶on conteniendo informaci¶on posicional de los
obst¶aculos puede ser variada, siendo las provistas por t¶ecnicas de Visi¶on Rob¶otica y
Procesamiento de Im¶agenes [10, 18] las m¶as vers¶atiles y usadas en la actualidad.
3 Navegaci¶on en Ambientes Din¶amicos
En la Secci¶on anterior presentamos el algoritmo de Lee con las adaptaciones adecua-
das para su uso como generador de trayectorias en ambientes conteniendo obst¶aculos
¯jos. Sin embargo la situaci¶on com¶un en ambientes reales de trabajo es mucho m¶as
compleja. Pueden existir errores e incertidumbre en el control y en el sensado [13]
y los obst¶aculos y la posici¶on ¯nal deseada pueden moverse durante el desarrollo
de las tareas [14]. En esta Secci¶on discutiremos espec¶³¯camente c¶omo adaptar el
algoritmo propuesto para contemplar situaciones en las cuales los obst¶aculos y/o la
posici¶on ¯nal se modi¯can de forma din¶amica.
En primer lugar consideramos la posibilidad de modi¯caci¶on en los obst¶aculos,
restringi¶endonos a aquellos que efect¶uan movimientos de velocidad acotada. Aunque
esta es una restricci¶on que podr¶³a ser importante, la mayor¶³a de las situaciones de
inter¶es la veri¯can. Por lo tanto, solamente son tolerables cambios peque~nos en
la posici¶on de los obst¶aculos de un momento a otro, ya sea por alteraci¶on en sus
dimensiones o por variaciones posicionales. La relativa baja velocidad de cambio
del ambiente posibilita la implementaci¶on de nuestro sistema de guiado h¶³brido.
En el mismo se integra el motor de planeamiento con informaci¶on sensorial |la
cual actualiza din¶amicamente la situaci¶on del espacio de con¯guraci¶on de la base de
conocimientos| permitiendo un ajuste en tiempo de corrida de la mejor trayectoria
a realizar.
set(Initial point,Final point)
get obstacles(Obstacles)
test lee(Path)
Actual pointÃInitial point
(Start moving)
repeat (Show path)
move nextpoint
Actual pointÃNext point
get obstacles(Obstacles)
If interfer(Obstacles,Path) then test lee(Path)
until (Actual point=Final point)
Figura 3: Pseudo-c¶odigo del procedimiento para navegaci¶on con obst¶aculos m¶oviles.
Bajo las condiciones mencionadas, proponemos un esquema que complementa
componentes de alto nivel con interfases sensoriales, al tiempo que las herramientas
de procesamiento num¶erico brindan facilidades de procesamiento de se~nales y vi-
sualizaci¶on del proceso en desarrollo. El resultado es un arquitectura de navegaci¶on
para ambientes din¶amicos altamente simple y robusta, que combina el uso de alguno
de los predicados de la Fig. 2 en un ciclo de tipo repeat . . . until en el cual obsta-
cles y/o la posici¶on destino son actualizadas iterativamente y path es recalculado
en caso que sea necesario. El pseudo-c¶odigo del procedimiento para navegaci¶on con
obst¶aculos m¶oviles es mostrado en la Fig. 3.
En primer lugar se de¯nen las condiciones extremas de la trayectoria reque-
rida, de¯niendo los puntos iniciales y ¯nales (Initial point y Final point) con
el comando set. Luego, se obtiene el layout inicial en Obstacles median-
te (get obstacles(Obstacles)) y la primer trayectoria Path es obtenida con
(test lee(Path)). Una vez concluida la secuencia inicial, se de¯ne Actual point
como Initial point y el robot m¶ovil puede comenzar el movimiento (Start moving).
El proceso ingresa ahora al ciclo repeat . . . until, efectuando iterativamente varios
pasos hasta alcanzar la condici¶on de parada.
En cada iteraci¶on se realizan varias tareas. Primero, se muestra la posici¶on actual
del m¶ovil (Show path). Luego, se conduce al m¶ovil a la posici¶on siguiente del espacio
de con¯guraci¶on 2-D (move nextpoint), actualizando posteriormente la posici¶on
actual Actual point con la nueva posici¶on Next point. Finalmente el algoritmo realiza
la tarea m¶as importante del ciclo (y tambi¶en de todo el procedimiento), que es la
evaluaci¶on del impacto de cambios en el espacio de trabajo. Esto es realizado en dos
pasos consecutivos: primero se recarga el layout (get obstacles(Obstacles)), y
luego se prueba mediante interfer(Obstacles,Path) la posible interferencia entre
este nuevo conjunto Obstacles y la trayectoria ya calculada Path. Si esta evaluaci¶on
muestra la existencia de interferencia, una nueva trayectoria se computa desde la
posici¶on actual del m¶ovil considerando el arreglo actualizado de obt¶aculos mediante
set(Initial point)
set(Final point)
get obstacles(Obstacles)
test lee(Path)
Actual pointÃInitial point
(Start moving)
repeat (Show path)
move nextpoint
Actual pointÃNext point
get obstacles(Obstacles)
get target(New target)
If interfer(Obstacles,Path) or New target 6= Final point then
begin
Final point Ã New target
test lee(Path)
end
until (Actual point=Final point)
Figura 4: Pseudo-c¶odigo del procedimiento para navegaci¶on con posici¶on ¯nal
din¶amica y obst¶aculos m¶oviles.
(test lee(Path)). El ciclo itera hasta que el m¶ovil alcanza la posici¶on ¯nal, es
decir cuando Actual point es igual a Final point. Mientras el procedimiento est¶a en
ejecuci¶on, el sistema obtiene continuamente informaci¶on de los obst¶aculos y actualiza
convenientemente la base de conocimiento. Esto se realiza mediante los predicados
de Prolog assert y retract (como se describi¶o en la Secci¶on 2) y dispositivos
sensores.
Cuando la posici¶on ¯nal cambia durante la ejecuci¶on del proceso es probable que
la trayectoria previa calculada deje de ser la ¶optima. Por esta raz¶on, el algoritmo
debe considerar una nueva trayectoria cada vez que la posici¶on ¯nal deseada var¶³a.
Esto tiene un impacto negativo en la e¯ciencia del procedimiento, aunque varias
optimizaciones pueden ser implementadas en tal sentido (se discute esto luego en
las conclusiones). El pseudo-c¶odigo del procedimiento para planeamiento de trayec-
torias con posici¶on ¯nal din¶amica y obst¶aculos m¶oviles es mostrado en la Fig. 4.
C¶omo dijimos antes, una interfaz de sensado adecuada la proporcionan las
t¶ecnicas de Visi¶on Rob¶otica y Procesamiento de Im¶agenes (CVIP). Esta es en efecto
una estrategia m¶as que conveniente, puesto que muchos de los robots m¶oviles expe-
rimentales y comerciales disponibles utilizados en navegaci¶on poseen incorporadas
c¶amaras, placas de adquisici¶on y dispositivos DSP para procesamiento [12, 10]. Por
lo tanto, una arquitectura basada en componentes como la propuesta parece una
soluci¶on apropiada para integrar los dispositivos de hardware para adquisici¶on con
la representaci¶on l¶ogica del motor de planeamiento. Es de destacar que aquellas ar-
(a) (b)
Figura 5: Simulaci¶on del sistema para navegaci¶on con obst¶aculos ¯jos.
quitecturas h¶³bridas de CVIP que combinen procesamiento num¶erico y l¶ogico como
las propuestas en [2, 6, 7] se integrar¶an m¶as naturalmente a nuestro sistema.
4 Simulaciones y Resultados Experimentales
La integraci¶on de unidades de software de diferentes lenguajes de programaci¶on
puede ser compleja. Es por esto que utilizamos un sistema de programaci¶on basado
en componentes como Kylix(TM) (o Delphi(TM) bajo MS Windows(TM)). De esta
forma la plataforma de desarrollo IDE permite incorporar junto con las utilidades
num¶ericas propias, un interprete de Prolog a trav¶es de una componente de software.
En esta etapa de nuestro desarrollo estamos utilizando software libre y componentes
freeware (la versi¶on Open Edition de Kylix(TM) es de distribuci¶on libre para ¯nes
acad¶emicos y el interprete de Prolog se obtuvo como freeware en www.trinc.nl). En
esta Secci¶on presentaremos algunas simulaciones junto con los resultados obtenidos.
En la Fig. 5 mostramos im¶agenes de una simulaci¶on que considera un conjunto
de obst¶aculos est¶aticos. La Fig. 5(a) ilustra el layout est¶atico, con la posici¶on actual
del m¶ovil (c¶³rculo rojo), el target o posici¶on ¯nal deseada (c¶³rculo azul) y la trayec-
toria inicial calculada uniendo ambos puntos. En la Fig. 5(b) se observa al m¶ovil
alcanzando la posici¶on deseada (c¶³rculo rojo), luego de haber recorrido los puntos
de la trayectoria libre calculada (c¶³rculos blancos).
En la Fig. 6 mostramos el sistema resolviendo una situaci¶on con obst¶aculos
m¶oviles. En Fig. 6(a) se observa el layout inicial, la posici¶on actual (c¶³rculo ro-
jo), la posici¶on ¯nal deseada (c¶³rculo azul) y la trayectoria inicial calculada. La
Fig. 6(b) muestra el m¶ovil en una situaci¶on intermedia, cuando un cambio en la
estructura de uno de los obst¶aculos genera un interferencia con la trayectoria en de-
sarrollo. Es por esto que se computa un nuevo camino libre, de forma que el m¶ovil
puede evitar el obst¶aculo y alcanzar la posici¶on ¯nal deseada en Fig. 6(c).
La Fig. 7 ilustra el sistema funcionando cuando las posici¶on ¯nal deseada (target)
es din¶amica, es decir evoluciona durante el desarrollo de la ejecuci¶on. En Fig. 7(a)
se observa el layout inicial, la posici¶on actual (c¶³rculo rojo), el target (c¶³rculo azul)
(a) (b) (c)
Figura 6: Simulaci¶on del sistema para navegaci¶on con obst¶aculos m¶oviles.
(a) (b) (c)
(d) (e) (f)
Figura 7: Simulaci¶on del sistema para navegaci¶on con posici¶on ¯nal din¶amica.
y la trayectoria inicial calculada. Fig. 7(b) a Fig. 7(e) muestran la evoluci¶on en el
desplazamiento del target y del m¶ovil. Se observa que en la Fig. 7(b) y Fig. 7(d) se
recalcula la trayectoria de forma notable (no s¶olo en el tramo ¯nal en donde cambi¶o
la posici¶on del target), puesto que la que est¶a en ejecuci¶on resulta no ser la ¶optima.
En la Fig. 7(f) se observa al m¶ovil alcanzar el target.
Adem¶as de las mostradas se efectuaron varias simulaciones del sistema, testean-
do el planeamiento bajo condiciones diversas de obst¶aculos ¯jos y m¶oviles, targets
din¶amicos y problem¶aticas combinadas. En todos los casos los resultados fueron
¶optimos, no s¶olo en resultados sino tambi¶en en tiempo de c¶omputo. La arquitec-
tura planteada permiti¶o resolver de forma robusta situaciones generales en donde
los obst¶aculos se mov¶³an en forma lineal. Sin embargo, en algunas situaciones se
originaron \deadlocks" cuando los objetos oscilaban alrededor de una posici¶on de-
terminada, y donde era esperable obtener una trayectoria de¯nitiva. Una posible
soluci¶on para esto se discute en las Conclusiones.
5 Conclusiones y Trabajo Futuro
Se present¶o una arquitectura que permite el planeamiento de trayectorias para guiar
agentes m¶oviles en contextos din¶amicos. El sistema puede ser utilizado para generar
trayectorias que eviten obst¶aculos en movimiento, y tambi¶en para alcanzar objetivos
m¶oviles. Se utiliza como base el algoritmo de ruteo de Lee, implementado con un
sistema basado en reglas, el cual genera trayectorias ¶optimas para un estado dado
del espacio de con¯guraciones. Estas trayectorias son actualizadas cada vez que se
detecta un cambio en el contexto, cuya actualizaci¶on es monitoreada por medio de
un sistema que puede incorporar sensores y visi¶on rob¶otica.
Durante el desarrollo surgieron dos problemas interesantes para su posterior es-
tudio. El primero concierne la optimizaci¶on del c¶omputo realizado cada vez que
el objetivo del agente m¶ovil se desplaza. En efecto, si bien el algoritmo est¶a en
condiciones de reutilizar lo calculado cuando existe un cambio en la posici¶on de los
obst¶aculos, esto no sucede cuando es el target el que se desplaza, y por lo tanto la
trayectoria completa debe ser recalculada. El segundo problema se origina cuando
un obst¶aculo se desplaza en forma oscilatoria. En esta situaci¶on, puede ocurrir que
el algoritmo de ruteo genere c¶³clicamente alternativas para rodear dicho obst¶aculo
por caminos diferentes, ocasionando el surgimiento de un \deadlock" en el cual el
agente m¶ovil queda atrapado.
Para estas dos situaciones problem¶aticas, estamos considerando incorporar a la
arquitectura una tercera componente de monitoreo. Esta componente tendr¶a un
registro de la historia de las trayectorias generadas y los cambios en el contexto, con
el objetivo de poder reutilizar c¶omputos ¶utiles ya efectuados, y adem¶as evitar los
casos m¶as obvios de \deadlocks" (aunque su total eliminaci¶on probablemente sea un
problema indecidible). Otro desarrollo de gran importancia consiste en considerar
un espacio de con¯guraci¶on cont¶³nuo, de manera que las trayectorias poligonales
generadas por el algoritmo de Lee sean ahora consideradas como grafo de control de
un mecanismo de generaci¶on de curvas [1, 8].
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