Abstract-Text-based language identification (T-LID) of isolated words has been shown to be useful for various speech processing tasks, including pronunciation modelling and data categorisation. When the words to be categorised are proper names, the task becomes more difficult: not only do proper names often have idiosyncratic spellings, they are also often considered to be multilingual. We, therefore, investigate how an existing T-LID technique can be adapted to perform multilingual word classification. That is, given a proper name, which may be either mono-or multilingual, we aim to determine how accurately we can predict how many possible source languages the word has, and what they are. Using a Joint Sequence Modelbased approach to T-LID and the SADE corpus -a newly developed proper names corpus of South African names -we experiment with different approaches to multilingual T-LID. We compare posterior-based and likelihood-based methods and obtain promising results on a challenging task.
I. INTRODUCTION
Names form a large set of words with complex pronunciation patterns. For example, consider the name 'Wale', which can be a proper name in both Yoruba and English. This name will be pronounced completely different in Yoruba as / w { l e /, compared to /w e I l/ in English (using SAMPA 1 notation). Speech recognition and speech synthesis systems dealing with names require a means to produce accurate pronunciations for these words in order to function properly.
From a human perspective, different speakers tend to pronounce unfamiliar names taking factors such as orthographic irregularity and possible loanword status into account. Specifically, people tend to mimic pronunciations based on what they believe the origin of the name to be, or by replacing unfamiliar phoneme(s) with those they believe are the approximate in their mother tongue [2] , [3] .
In reality, there are numerous cases where documents or terms (either proper names or generic words) belong to more than one language of origin. Multilingual language identification (LID) is not a well-studied task, with existing textbased language identification (T-LID) techniques focussing either on identifying the single language within a portion of running text, or to a lesser extent, the language identity of isolated words. (See Section II.)
In practical terms, our question then is: given a proper name, can we accurately predict which source languages are relevant, where such names may be either mono-or multilingual? We specifically consider four South African languages using a newly developed proper names corpus. We build on previous work described in [4] using Joint Sequence Models (JSMs) for language tagging of isolated words.
The paper is structured as follows: Section II provides background on related T-LID studies. Section III describes the JSM-LID algorithm that we use as our basic technique. In Section IV, we provide an overview of our approach to the task of multilingual LID, extending the basic JSM-LID technique to cater for multilingual names. Section V presents the two different corpora used in subsequent experiments. Section VI describes our analysis and results. Finally, section VII summarises our findings.
II. BACKGROUND
Most research in T-LID focuses on the classification problem where a document belongs to one language category in a predefined language space. Documents can be either categorised as long-or short-text segment. According to [5] , language identification of long text samples is a solved problem, in which approaches ranging from statistical to pattern recognition algorithms have been applied [6] , [7] , [8] . Recently, there has been renewed interest in language identification with the focus on short text segments [9] , [10] , [4] , [11] , [12] , [13] .
Text segments such as microblogging data, individual words in isolation and query search text are regarded as short. Traditional T-LID algorithms find this task a difficult one as less contextual information is available. Recent work in this area has especially been directed at microblogging domains [10] , [14] , [15] , [11] . Bergsma et al. [11] examined LID on Twitter messages specifically for under-resourced languages, and found that systems trained on out-of-domain data obtained from Wikipedia outperformed other off-theshelf commercial and academic LID software (TextCat, GoogleCLD, Langid.py). They reported improved performance accuracy using compression-based language models of 97.0% (trained on Wikipedia), 97.4% using a maximum entropy classifier (trained solely on Twitter data), 97.9% using compression-based language models (trained on both Wikipedia and Twitter). Authors also made mention of the factors that contribute to higher performance accuracy such as training data, length of the tweet, and previous information across multiple tweets.
As the text becomes shorter, so the task becomes more difficult. Identification of isolated words (without context) has been approached using techniques such as dictionaries, character n-gram language model, JSMs, support vector machines and conditional random fields [16] , [4] , [17] , [18] .
In previous work [4] , JSM (Dependinga pronunciation modelling technique) was compared against SVM models for T-LID of words in isolation. Experiments conducted on four South African languages (Afrikaans, English, Sesotho and iziZulu) reported competitive results. The JSM-based system obtained an F1-measure of 97.2% as compared to a stateof-the-art SVM technique with an F1-measure of 95.2%. King and Abney [18] used a weakly supervised approach for identifying the languages of single words in a multilingual document. They experimented with different ranges of data sizes and reported that conditional random fields models trained with generalised expectation outperformed sequence classifiers.
From isolated words to proper name identification, task complexity increases. Konstantopoulos [19] examined language identification of proper names. He experimented with soccer player names obtained from 13 languages. He reported an initial average F 1 score of 27% when tested on a general n-gram language model. With a more discriminated training data based on short sizes, an average F 1 score of 50% was obtained on last names and 60% on first names. In related work, Li et al [20] used an n-gram language model to identify proper names in English, Chinese and Japanese. They reported an overall accuracy of 94.8% when classifying names amongst these three languages. (As these three languages are not closely related, the classification task becomes easier, explaining the high accuracy achieved.)
To the best of our knowledge, no studies are available that address the task of identifying multiple source languages of names in isolation. The closest related task addresses LID for multilingual documents (where a single document can belong to more than one language class). Approaches to this task include word-level identification [17] , [18] , vector-space model [21] , minimum description length principle [22] and monolingual block segmentation [23] , [24] . Within this context, Nguyen and Dogruoz [17] considered word-level classification in order to discriminate between Dutch and Turkish in a multilingual online discussion. They experimented with language model classification, logistic regression classification, dictionaries and conditional random fields; they reported the best performance using language models, while contextual information remains beneficial.
III. JOINT SEQUENCE MODELS FOR T-LID
In this section, we first describe the JSM algorithm and how it can be applied to T-LID, before extending it to the multilingual case in Sections IV and VI.
Joint Sequence Models were defined by Bisani and Ney in [25] . Initially developed for grapheme-to-phoneme (G2P) modelling, the technique is built around the concept of a 'graphone', an m-to-n alignment between small sections of graphemes and phonemes that form the basic units for probability modelling. Both the possible alignments and the graphones themselves are estimated through embedded maximization using a training dictionary. The probability of one unit occurring given the other(s) are similarly estimated using the same training data. The application of JSMs to LID is described in [4] . Below we provide an overview of the data preparation and training, as well as transcription phases. For more detail see [25] and [4] .
A. Training phase
JSMs are typically used for pronunciation prediction. In order to generate a dictionary for T-LID training, all words with their corresponding language identifiers are added to a 'pseudo dictionary'. To simplify the co-segmentation task, a one-to-one letter to LID mapping is adopted whereby each grapheme corresponds to a single language identifier. For example, consider Table I where '#' represents word boundary markers, 'E' represents to English, 'Z' represents isiZulu, 'A' represents Afrikaans, and 'S' represents Sesotho. 
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As noted in [4] , parameter choices such as graphone length, discounting, m-gram model order, and how models are initialised, influence performance accuracy of the JSM model. For this work, 1-1 graphones are trained, which means that the minimum and the maximum number of graphemes to LID mappings allowed per graphone length is 1. As models typically saturate before the 8 t h order, an 8 t h order model is used. Discounting is allowed during training to handle unseen token and avoid overfitting. All held-out data used for parameter estimation are folded back to the training set.
B. Transcription phase
In standard JSMs, a forward algorithm is used to compute the joint probability, p(g, ϕ), of a co-segmentation between a grapheme sequence g and phoneme sequence ϕ. The probability of a source sequence g is in principle determined by summing all the matching graphone sequences across the sequence path. This value can also be approximated by simply taking the maximum value:
where S(g, ϕ)is the set of all co-segmentations of g, and p(q) represents the probability distribution over the sequences of graphones. (All probabilities as estimated during training). JSMs allow the ability to generate different pronunciation variants. That is, for each word, a number of pronunciation variants may be produced; the path posterior probability given the word is used to select the winning candidate amongst the variants. As in the T-LID case, a variant consists of an LID string, ambiguity is resolved either by selecting the language identifier with the highest frequency counts (within the variant) or by summing the language-specific log-probabilities internally to the word. (In Section VI-B, an alternative is proposed.)
IV. APPROACH
We approach the multilingual LID task by first selecting a technique that has been applied successfully to monolingual words in the past. Specifically, we select JSM-based LID, which demonstrates competitive performance for isolated word LID [4] .
Two main issues must be addressed:
1) The data to train the JSM models. Is it better to use matching data (names) even if this data set is very small, or better to use a significantly larger set, even if it is unmatched (generic words)? 2) Options for extending the technique for multilingual data. JSMs can generate variant outcomes, as well as the likelihood and posterior probability given the word, per outcome. How well do these values predict true multilingual words? We obtain empirical results by experimenting with different data sets and thresholds. We select the SADE multilingual name corpus [26] and the NCHLT in-lang dictionaries [27] for experimentation. These data sources are described in more detail in Section V. We discuss and experiment with different classification options in Section VI. We first propose an improvement to the monolingual classification technique, before experimenting with different approaches to multilingual classification.
As performance measures we use the standard definitions of precision, recall and F1-measure, that is:
with T P the number of true positives, T N the number of true negatives, F P the number of false positives and F N the number of false negatives. Note that 'recall' is the same as True Positive Rate (TPR). When a monolingual test set is used, these three measures are equivalent and we refer simply to accuracy.
When comparing threshold-based techniques we also evaluate the Receiver Operating Characteristic (ROC) by plotting the TPR (eq. 3) against the True Negative Rate (TNR) rather than against the False Positive Rate, as also often done, with
In a ROC curve, the further the curve from the diagonal to the upper right hand side the better the performance of the system. Data points located far from the center of the origin depicts poor performance.
V. DATA
We use two data sets in this analysis: the South African Directory Enquiries (SADE) corpus [26] to obtain tagged samples of multilingual names, and the NCHLT dictionaries [27] to obtain samples of generic monolingual words in matching languages. We analyse LID performance for four South African languages, namely Afrikaans, English, isiZulu and Sesotho.
The SADE corpus was developed to improve directory enquiry applications in South Africa. The corpus contains audio samples from multilingual speakers producing different proper names, and reflects a range of scenarios directory enquiries system could encounter. SADE data prompts were developed using publicly available names from a combination of Internet queries, personal names from a local tertiary institution (North-West University) and volunteers. Each name is annotated with a number of tags, including the most probable source language. We use only the word lists, and the LID tags of the v1.1. corpus in the current analysis.
The NCHLT dictionaries were developed in parallel with the NCHLT speech corpus [28] . For this work, we only use the word lists from the dictionaires, consisting of 15 000 unique words per language. These were estimated to be frequent words based on available corpus counts, and LID accuracy was verified using automated spell checkers and language practitioners [27] . We use the same edited lists as used in [4] , where a second round of higher precision, lower recall spell-checking was performed for three of the languages (Afrikaans, isiZulu and English). These lists do not contain multilingual words.
VI. ANALYSIS AND RESULTS
We first analyse the distribution of multilingual words in the SADE corpus and create a suitable train and test set (Section VI-A) before applying JSMs to the monolingual test case (Section VI-B). The LID technique is then extended to cater for multilingual words in Section VI-C.
A. Data analysis
While the SADE corpus contains words in a large variety of languages, we only use the subset consisting of words tagged with the four target languages (Afrikaans, English, Sesotho and isiZulu). While the actual data set is almost exclusively bilingual by which Afrikaans -English definitely dominate. Per language, the number of unique words, average word length and total character count are displayed in Table II . The names contained in the corpus are not only person names, but also include the names of songs, restaurants and places, for example. These often consists of phrases (such as 'The Hillside Tavern'). The resulting set of words is therefore a mixture of names and some generic words.
While the majority of the words are monolingual, a significant percentage of them (9.3%) were identified as multilingual. The distribution between mono-and multilingual words per language is shown in Table III . As before, the number of unique words, average word length and total character count are displayed. Due to the small word count of our isiZulu language, we randomly select a monolingual subset, per language, that equals to 401 unique words. For verification purpose, we ask language practitioners to review language tags of our newly extracted subset together with all the multilingual word-list shown in Table III . We analyse the results obtained from the language practitioners and observed few changes across words and their corresponding language IDs. In order to create a balance training set using only monolingual words, we randomly select a subset of 321 per language. Without restricting the allowed range of words per language in the test set, all remaining selection is random. The resulting training and test set partition is displayed in Table IV. Most of the multilingual words in the corpus are bilingual, with a very small set of 3-lingual and a single 4-lingual word ('sale'). Examples of 3-lingual words include 'tutu', 'tone' and 'pole'. The exact distribution of words are shown in Fig. 1 . Note that the figure is restricted to 800 words, even though the first bar exceeds this number (with a value of 7241 words).
The largest confusability exists between English and Afrikaans words, as can be seen from Table V, which lists the number of bilingual words in the SADE test set. For example, the word count of 314 represents the total number of words that do exist in Afrikaans and English only, 15 represents total word count that exist both in Sesotho and isiZulu only. 
B. LID of monolingual names
For the generic model, we use a 40K-word subset of the NCHLT data. Our objective is to make use of an already existing model based on previous work done in [4] . For comparative purposes, the same statistics as shown for the SADE data in Tables II and III are displayed for the NCHLT  data in Table VI . This provides us with two different training data sets: a small (1 284) SADE set, and a large (40K) NCHLT set. We first obtain results using the identical technique as described in [4] . Specifically, we sum the language-specific log-probabilities internally to the word. The latter technique (referred to as 'logprob sum') produced the most accurate results in [4] . We also report on an extension to this technique, where each variant is forced to be monolingual internally. That is, a 5-letter word will only be tagged as 'EEEEE' or 'ZZZZZ': a combination such as 'EEZZZ' is not allowed. In the 4-language task, this means each word would produce at most 4 variants, each with an associated posterior probability. These posteriors are then used to select the winning candidate, and any mixed variants simply discarded. This technique is referred to as 'forced pron' below. In Table VII we report on results. Interestingly, the much smaller SADE training data clearly fits the test data better and produces more accurate results. The new 'forced pron' technique also shows a small but consistent improvement, across all measures.
C. LID of multilingual names
Using the SADE models and the 'forced pron' LID technique, we evaluate two approaches for determining when a word may be truly multilingual:
• We define an absolute threshold based on the posterior probability: any variants with a posterior probability higher than the threshold are accepted as additional source languages. We refer to this technique as 'absolute posterior' further.
• We define a relative threshold based on the log likelihood: any variants with a relative likelihood within the range of the best variant are accepted as additional source languages. We refer to this technique as 'relative likelihood' further. In both cases, the best performing variant is automatically selected: thresholds are only used to determine whether more than one source language may potentially apply.
The ROC curves for both these methods are displayed in Fig. 2. (The closer the graph to the top right corner, the more accurate the technique.) The full test set from Table IV is used. As expected, the two techniques provide very similar results, with optimal F 1 scores of 79.99% and 79.85% obtained, by 'absolute posterior' and 'relative likelihood', respectively. ROC curves for the SADE combined test set comparing the 'absolute posterior' and 'relative likelihood' approaches.
From the ROC curve in Fig. 2 it is clear that the techniques perform as expected, but how well do they perform? In order to answer this question, we consider a simple baseline whereby we select first the single best variant ('top-1'), and then the two best variants ('top-2'). In the first case, all words are therefore treated as if they are monolingual, and all additional source languages will automatically be 'false rejects'. In the second case, a large number of superfluous source languages will be hypothesized, and many 'false accepts' are accepted. We compare the results from these four methods in Table VIII . From Table VIII it is clear that this is a difficult task: the first baseline result ('top-1') produces an F-measure of only 69.35% and 70.40% using the NCHLT 40K and SADE models, respectively. The second baseline approach ('top-2') shows improvement over the 'top-1' technique, where a recall value of 92% (obtained on both NCHLT 40K and SADE models) means a large number of the correct tags were correctly identified. However, this high recall value comes at a cost: specifically a precision that falls to 67%. As we accommodate more tags based on the number of variants, there is a high likelihood of also identifying the wrong labels. In contrast to this, the 'top-1' approach achieves better precision value, but with lower recall values.
We improve on the baseline results, where we leverage the trade-off between the 'false rejects' and 'false accepts' related to recall and precision respectively. For both approaches, we select an optimum point across different threshold values where TNR equals TPR, and compute the recall and precision values. The optimum threshold value where TNR equals TPR for 'relative likelihood' is -3.17, while the 'absolute posterior' is 0.026. Converting the optimum threshold value of 'relative likelihood' to a probability form, produces a value of 0.042, which is (as expected) close to the optimal value returned by the 'absolute posterior' approach.
Interestingly, we observe that using the NCHLT 40K model on 'absolute posterior' produces the best performance for multilingual classification of proper names. However, this contradicts our initial observation concerning monolingual classification, where the SADE model produced the best performance. This result shows that we cannot judge the performance of a multilingual classifier by only considering its monolingual classification accuracy.
VII. CONCLUSION
This work focussed on the multilingual classification of proper names, a task that has not been well-studied to date. Although our work is targeted at four South African languages, the techniques utilised are language independent.
First, we proposed an improvement to the monolingual classification of words using JSMs, building on earlier work described in [4] . By forcing JSMs to produce output strings that are associated with a single language, we obtain more trustworthy posteriors to analyse. We compared this approach to the best available to date ( 'logprob sum') and observed an improvement in F-measure from 79.39% to 81.02%, training and testing on the same set of proper names.
In order to classify proper names as multilingual, we experiment with two baseline methods ('top-1' and 'top-2') where both approaches produce a tradeoff between recall and precision. To strike a balance between our two metric values, we proposed two new techniques ('relative likelihood' and 'absolute posterior'). While the difference between the two new methods is statistically insignificant, both outperform the baseline with 'absolute posterior' using the NCHLT models producing an F-measure of 81.79%.
Finally, we observe that the identification performance on monolingual proper names does not necessarily translate to similar performance for multilingual classification. For the LID of monolingual names, models trained on SADE outperformed models trained on NCHLT 40K with an Fmeasure of 81.02% (compared to 78.16%). For LID of multilingual names, the NCHLT 40k models produced better results than SADE. (81.79% compared to 79.99%).
In conclusion, we have shown that even though LID of multilingual proper names is a challenging task, an adapted version of JSMs provide good classification accuracy.
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