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Abstract 
As sensing techniques continue to enhance the manufacturing industry in terms of condition monitoring, process control and decision making, 
understanding uncertainty involved in sensing has remained a challenging problem. Sensor readings may be affected by deterioration of the 
hardware and environmental perturbations. Prior studies reported in the literature assumed multiple co-located homogeneous sensors to provide 
redundant information for uncertainty evaluation. Such an approach is often times not applicable given space restraint and cost-effectiveness 
concerns. Furthermore, it is difficult to distinguish the sources that have caused the variation of sensor readings, e.g., limitation in the sensor 
precision or variation in the measured quantity. To address these challenges, a method for computing uncertainty of non-homogeneous sensors 
is developed, using on-line injection molding quality monitoring as experimental verification. The method includes two computational steps. 
First, measurements provided by four spatially distributed sensors (two temperature and two pressure sensors) in an injection mould cavity are 
fused to estimate the part quality (thickness). Second, the ground truth is approximated from the estimated part quality, through inverse process.  
Subsequently, the approximated ground truth is utilized to calculate the uncertainty of each sensor used in the measurement process. To 
quantify sensor uncertainty, a metric including accuracy, precision and trust is defined. The detection of abnormal sensors in turn provides 
input to improved part quality estimation. The developed technique is evaluated experimentally by measurements on a production-grade 
injection molding machine working under a variety of machining settings. The results demonstrate the approach’s effectiveness for evaluating 
sensing uncertainty and improving monitoring performance. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Scientific Committee of 48th CIRP Conference on MANUFACTURING SYSTEMS - CIRP CMS 
2015. 
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1. Introduction 
Evaluation of sensing quality and reliability has become an 
essential and critical factor in applications such as high-
precision product quality control in manufacturing [1]. Due to 
both internal (the limitation and deterioration of sensor 
measurement precision and sensor failure) and external 
(environment perturbation or condition variation) factors, 
sensors are prone to manifest themselves less precise and 
more vulnerable to faults than as they are initially designed. It 
is expected the accuracy and trustworthiness of sensor 
measurements can be evaluated in real-time autonomously, as 
to provide more reliable information support for the decision 
making of the application targets. 
The basic idea for sensing uncertainty evaluation is to 
quantify how much the measurement distorts from the ground 
truth. But the fact that sensor measurement is subject to 
multiple factors complicates the determination of the ground 
truth. When a sensor output fluctuates, it is expected to 
accurately trace back the variation source either due to the 
sensor itself or the measured quantity. To achieve this 
purpose, information redundancy is required [2]. Hence, most 
previous studies employ multiple co-located homogeneous 
sensors to measure the same physical quantity, and the 
uncertainty evaluation is performed based on the collective 
information. The methods to realize the process can be 
classified into two categories: voting-based and probabilistic 
inference [3]. Voting procedures help aggregate the preference 
of individual sensor readings to achieve a collective decision, 
through assigning a reputation/weight to each sensor and 
averaging measurements from multiple sensors based on their 
reputation values [4]. The averaged values are then viewed as 
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the approximation of the ground truth. The reputation values 
could be either constant [5] or iteratively updated based on the 
sensors’ performance [6]. A pre-assumption for this approach 
is that the states of the measurement quantities are piecewise 
constant. The probabilistic inference approach arises naturally 
for sensing uncertainty evaluation, since the sensing quality 
can be described by two factors: accuracy quantifying the 
offset of the measurement from the ground truth, and precision 
quantifying the range of the measurement variation. These two 
factors can be explained as mean and variation, if a probability 
distribution is employed to characterize the measurement 
randomness.  Methods for maximizing a probability 
distribution, such as maximum a posteriori (MAP) [7] or 
maximum-likelihood estimation (MAE) [8] are widely used, 
which estimate the system state through maximizing a 
probabilistic mapping that connects the state (ground truth) to 
the measurements [9]. The key assumption here is that the 
mapping (also known as measurement model) is known as a 
priori [10]. When the sensor reading and the measured 
quantity are the same physical quantity, MAP method is 
identical to the reputation-based approach, since the result of 
MAP is actually the mean of measurements. 
The approach to obtain the redundant information based on 
multiple homogeneous sensors to evaluate sensing uncertainty 
is usually not applicable in realistic application situations, due 
to space restraint and cost-effectiveness concerns. For 
example, a variety of sensors are adopted in injection molding 
for part quality monitoring. Sensors are installed at different 
locations, measure unique physical quantities, and thus 
produce different distributions [11]. In addition, the lack of 
analytical measurement models, as well as prior knowledge of 
measurement variation with machining settings, poses more 
challenges to tackle this problem. To address these challenges, 
a novel approach is proposed in this paper. First, 
measurements are fused to estimate the part quality (e.g. 
thickness), by establishing a relationship among them based 
on machine learning methods. The approximated ground truth 
for each sensor measurement is subsequently retrieved from 
the estimated part quality by performing an inverse process. 
The sensing uncertainty is then defined as the mismatch 
percentage of the sensor measurement given the approximated 
ground truth.  
The rest of the paper is constructed as follows: the 
proposed framework for computing sensing uncertainty and 
the technical basis to achieve the framework are introduced in 
Section 2, followed by experimental demonstration in Section 
3. Finally the conclusions are drawn in Section 4. 
2. Sensing Uncertainty Evaluation 
Given the repeated sensor measurements zt as a distribution 
collected over time period t, and ˆtz  (assuming it remains 
constant during a short-period) as the ground truth of the 
quantity that the sensor is measuring, without loss of 
generality, the accuracy of zt is given as: 
( ) ( )2 2ˆ ˆ ˆ;
t
t t t t t t t tz
z z E z z p z z z dzε ⎡ ⎤= − = −⎣ ⎦ ∫   (1) 
where p(zt) denotes the occurrence probability of individual 
measurement. While accuracy describes the distance of 
measurement distribution shift from the ground truth, 
precision quantified as measurement randomness can be 
described by the normalized standard deviation: 
( )
2ˆ
;
t t
t t
t t
E z z
z z
z z
σπ
⎡ ⎤−⎣ ⎦= =       (2) 
Here, the collected measurements over a short period of time 
are considered as a probability distribution, and tz and σ are 
the measurement mean and standard deviation. All elements 
except for the ground truth ˆtz  in Eq. (1) and (2) can be 
calculated upon measurements. When the measured quantity 
remains constant, the sensing uncertainty only comes from the 
environmental noise and sensing randomness of the sensor 
itself. Under this situation, a simple way to perform Eq. (1) is 
to take the measurement mean tz  as the true value ˆtz , which 
is also the fundamental idea of reputation-based methods. 
Otherwise, this approach has high potential risk of mistaking 
the variation of measured uncertainty as degradation of 
precision. 
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Fig. 1. Sensing uncertainty evaluation for product quality monitoring in injection molding
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For most realistic applications, such as part quality 
monitoring in injection molding: 
• The measurement system is composed with 
different types of sensors (e.g. temperature and 
pressure sensors); 
• Sensors’ outputs are physically different from the 
measured quantity; 
• Sensor measurements are affected by multiple 
factors, including environmental perturbation and 
variation of the measured quantity.  
Considering the above realities, the determination of ground 
truth ˆtz base should incorporate information beyond the 
sensor measurements. A possible way to approximate ˆtz is 
to involve the system state xt in the process: 
( ) ( ) ( ) ( )ˆ ˆ ˆ; | | |t t t t t t t tz z p z z p z x p x zε ∝ =   (3) 
  As a result, estimation of ˆtz can be achieved in two 
steps. First, a measurement model that relates the 
measurements (temperature and pressure) to the state (part 
quality) is established to realize p(xt|zt). In addition, settings 
of the equipment (e.g., injection molding machine) will be 
included in the model as they affect part quality directly. 
Second, a reverse process is performed to estimate the 
likelihood ( )ˆ |t tp z x of one sensor measurement given the 
estimated part quality, the output of which is the 
approximation of the ground truth. The estimation of the 
measurement model and the likelihood are fulfilled by the 
first and second networks in Fig. 1, given that it is difficult 
to directly derive the nonlinear mappings that relate the 
measurements to states based on available physical or 
empirical information.  Each network is composed of three 
layers and estimated by the extreme learning machine 
(ELM), as explained in Section 2.1. 
2.1. ELM for System Modeling 
ELM can be regarded as a single-hidden-layer feed-
forward network. Compared to other feed-forward network 
algorithms, such as radial basis function (RBF) network and 
support vector machine (SVM), ELM has higher learning 
speed, since its hidden layer nodes need not to be tuned 
[12]. 
 The first step of ELM is linear random mapping from 
the input layer to the hidden layer and the nonlinear 
activation at the hidden layer. Given a set of training data 
{zi, xi, i=1, 2, …, N}, the output of the hidden layer is  
( ) ( ) ( )1 1, , , , ,i i L L iG b G b= ⎡ ⎤⎣ ⎦h z w z w z   (4) 
where w denotes the vector of weights from the input layer 
to one node of the hidden layer, which is randomly set 
without tuning process like the back-propagation algorithm. 
G denotes a nonlinear piecewise continuous activation 
function that enables nonlinear modelling. The commonly 
used activation function is the sigmoid function: 
( ) ( )
1, ,
1 expj j i j i j
G b
b
=
+ − +w z w z   (5) 
The second step of ELM is the linear model learning, in 
which a function related the hidden layer to output layer is 
trained. The output function of the output layer is  
( ) ( ) ( )
1
L
i i
i
f hβ
=
= = =∑x z z h z β   (6) 
where β = [β1, …, βL]T is the vector of the output weights 
between the hidden layer with L nodes to the output layer, 
h(z) = [h1(z), …, hL(z)]T denotes the output vector of the 
hidden layer, and x = [x1, …, xL]T denotes the label of 
training data. The output weights can be calculated based 
on the matrix inverse operation [13]: 
1
T T
C
−⎛ ⎞= +⎜ ⎟⎝ ⎠
Iβ H HH x   (7) 
where C is the regularization parameter, and H is the hidden 
layer output matrix (randomized matrix): 
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h z z z
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h z z z

 
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  (8) 
Since only the mapping of the weights β from the hidden 
layer to the output layer needs to be tuned, and Eq. (7) 
consumes the most computational load, the learning speed 
is much higher than that of the gradient-based learning 
algorithm. Calculation of output weights can be viewed as 
the solution of multiple linear equations, for which the 
solution can be obtained, as long as the available data 
number is larger than the unknown parameter number. 
Hence, ELM presents good training performance with small 
training data set. In addition, the adoption of random 
neurons and random weights provides ELM with a good 
ability to deal with the randomness of the input signals, 
namely sensing uncertainty from the sensor itself and 
environmental noise. 
2.2. Evaluating Sensing Uncertainty  
When evaluating the uncertainty of one sensor, using 
measurements z from the remaining sensors and machining 
settings (e.g. package pressure and inject velocity) R as the 
ELM input, and product dimension x (i.e. thickness) as the 
output, the mapping from the measurements to the quality 
( )|t tp x z can be obtained as ,f →z R x .The inverse mapping 
( )ˆ |t tp z x can be obtained as ˆ,f →x R z , which can then be 
utilized to calculate the approximation of the ground truth 
of measurements. Under the same machining setting, the 
repeated measurements and part quality can be formulated 
as a distribution. While the precision calculation can still be 
obtained using Eq. (2), the accuracy can be obtained using 
the distribution distance, such as Kullback-Leibler (KL) 
divergence [14], then Eq. (1) can be rewritten as: 
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ˆ; log log
ˆ
k k
k k k k k k
k k
z z
f
z z z dz z dz
z zf
ε
→ →
= =∫ ∫
R z R xx z
(9) 
For determining whether individual measurement is 
acceptable or not, a standard beta probability distribution 
[15] is adopted to define a trust measure, considering its 
ability in binary modelling. The beta distribution has the 
density function: 
( )
( ) ( )
( ) ( ) ( )
1 11   0 1
0                                           
z z z
f z
otherwise
α βα β
α β
− −⎧Γ Γ − ≤ ≤⎪ Γ += ⎨⎪⎩
   (10) 
where α physically represents the match number between 
the distribution z and zˆ , and β denotes the mismatch 
number. A threshold related to the measurement precision 
needs to be predefined to determine whether the 
measurement is acceptable or not. The expectation of Eq. 
(10) is used as the trust value.  
3. Experimental Data Analysis 
The efficiency of the proposed sensing uncertainty 
evaluation method is evaluated by quantifying the molded 
part quality, which is performed on a commercial injection 
molding machine (model SE75DUZ). The geometry of the 
measured mold cavity is illustrated in Fig. 2. To monitor the 
molding process, two piezoelectric pressure sensors 
(Priamus 6001A) are placed near the entrance to the runner 
system and gate to the cavity, respectively. In addition, an 
in-mold thermocouple (Priamus 4001A) and an infrared 
melt pyrometer are located at the end of the melt flow [16]. 
The four small figures in Fig. 2 indicate the variation of 
temperatures and pressures at the different locations of the 
mold during one injection molding cycle. Their peak values 
are extracted as the feature to describe the physical state of 
the melt such as thermal expansion and volumetric change 
during the fluid-solid transition.  
3.1. Modeling and Regression Analysis 
Measurement distribution (collected under multiple 
injection molding cycles) is affected by the machine 
settings (melt temperature, molding temperature, packing 
pressure, and injection velocity), as shown in Fig. 3.  
 
Fig. 2. Process instrumentation using commercial sensors (CS) for 
pressure (P) and temperature (T) 
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Fig. 3. Distributions of mold temperature and gate pressure with injection 
velocity 
 
Fig. 4. Thickness prediction based on modeling with different inputs 
To characterize the behavior of the measurements to the 
process settings, a design of experimental (DOE) is 
performed, as shown in Table 1. Each of the DOE run 
settings was replicated 20 times. Data measured in the first 
15 cycles were used for training the measurement model 
and the inverse model based on ELM, while data from the 
remaining cycles are utilized for prediction and validation. 
 To evaluate the uncertainty of the melt temperature 
sensor, the measurement model should be established based 
on the data from the remaining three sensors, to reduce the 
effect of the tested sensor on modeling. Here, there are two 
assumptions: information redundancy exists among sensor 
measurements; the remaining three sensors are under the 
normal conditions. A possible way to demonstrate the 
existence of information redundancy is that the models 
based on the data from all four sensors (model 1) and three 
sensors (model 2) should show comparative prediction 
accuracy, which is proven by the results shown in Fig. 4.  
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A Gaussian noise of standard variation 0.5 and mean 0.5 
is introduced to the data from the melt temperature sensor 
to simulate a sensor fault. To demonstrate the effect of 
sensing uncertainty on the quality of data fusion, a 
measurement model is first trained, based on all four 
measurements under the normal conditions, which are then 
utilized to predict the thickness using the test data. The 
prediction result of the correlation between the predicted 
and observed part thickness for both normal (yellow square) 
and fault (blue square) cases is shown in Fig. 5. It indicates 
that the faulty prediction distributions deviate from the ideal 
case (represented by the diagonal) and have large variation 
than the normal case. 
 
Fig. 5. Thickness prediction for normal and fault cases 
 
Fig. 6. Comparison of retrieved and faulty melt temperature sensor 
measurements 
The predicted part quality is subsequently utilized as the 
input to the inverse model to retrieve the ‘accurate’ reading 
of the melt temperature sensor. The ‘accurate’ and faulty 
measurement distributions are shown in Fig. 6. The trust 
values of the melt temperature sensor, calculated based on 
Eq. (10) for different DOEs, are shown in Fig. 7. 
Comparing to the trust value (ideal value is 1) of the normal 
case, the faulty case indicates that the sensor is associated 
with large uncertainty. Here, the threshold that determines 
whether the measurement is acceptable or not is predefined 
as three times of the standard variation for each DOE under 
the normal case, since it covers 99.7% measurements.  
 
 
Fig. 7. Calculated sensor trust based on Eq. (10) 
It is noted that the interpretation of the trust value is 
tightly related to the selection of the threshold, and a higher 
trust value can be obtained if a lower threshold is utilized. 
Nevertheless, using the same threshold value through the 
life cycle, performance deterioration of the same sensor can 
be well characterized.   
4. Conclusion 
This paper presents a technique for sensing uncertainty 
evaluation, using part quality in injection molding as an 
example. The technique is suitable for applications where: 
1) information from different types of sensors are fused to 
quantify measured part quantity; 2) no explicit relationship 
between measurements and measured quantity is available; 
3) measurement result is affected by various factors, 
resulting in difficulty in retrieving the ground truth. The 
technique employs an inverse model from the estimated 
part quality to relate to individual sensor output and obtain 
the ground truth of sensor measurement, where the 
modeling is achieved by extreme learning machine. A 
measure of trust is then defined to evaluate the sensing 
uncertainty. Detection of abnormal sensors effectively 
improves measurement reliability, which can then be 
utilized to develop application-specific process quality 
models to guide process control. In a broader sense, the 
developed technique can be applied to other areas where 
data fusion is involved, such as monitoring of occupancy in 
buildings or traffic flow in cities.   
Acknowledgements 
This research has been partially supported by the 
National Science Foundation under awards CMMI-1000816 
and CNS-1239030. 
References 
[1] Lanza G, Biering B. A novel standard for the experimental 
estimation of the uncertainty of measurement for micro gear 
measurements. CIRP Annals-Manufacturing Technology 2011; 
60(1): 543-546. 
[2] Aggogeri F, Barbato G, Barini EM, Genta G, Levi R. Measurement 
uncertainty assessment of Coordinate Measuring Machines by 
simulation and planned experimentation. CIRP Journal of 
Manufacturing Science and Technology 2011; 4(1): 51-56. 
[3] Wen H, Xiao Z, Symington A, Markham A, Trigoni N. Comparison 
of accuracy estimation approaches for sensor networks. IEEE 
711 Peng Wang et al. /  Procedia CIRP  41 ( 2016 )  706 – 711 
International Conference on  Distributed Computing in Sensor 
Systems 2013; p. 28-35.  
[4] Wang X, Cheng W, Mohapatra P, Abdelzaher T. Enabling reputation 
and trust in privacy-preserving mobile sensing. IEEE Transactions on 
Mobile Computing 2014; 13(12): 2777-2790. 
[5] Ganeriwal S, Balzano LK, Srivastava MB. Reputation-based 
framework for high integrity sensor networks. ACM Transactions on 
Sensor Networks 2008; 4(3): 15. 
[6] Asmare E, McCann J. Lightweight sensing uncertainty metric--
incorporating accuracy and trust. IEEE Sensors Journal 2014; 14(12): 
4264-4272. 
[7] Wang X, Ding L, Wang S. Trust evaluation sensing for wireless 
sensor networks. IEEE Transactions on Instrumentation and 
Measurment 2011; 60(6): 2088-2095. 
[8] Sprauel JM, Linares JM, Bachmann J, Bourdet P. Uncertainties in 
CMM measurements, control of ISO specifications. CIRP Annals-
Manufacturing Technology 2003; 52(1): 423-426. 
[9] Wang D, Abdelzaher T, Ahmadi H, Pasternack J, Roth D, Gupta M, 
Han J, Fatermieh O, Hieu L, Aggarwal, C. On bayesian interpretation 
of fact-finding in information networks. Proceedings of the 14th 
International Conference on  Information Fusion (FUSION) 2011; p. 
1-8.  
[10] Suranthiran S, Jayasuriya S. Optimal fusion of multiple nonlinear 
sensor data. IEEE Sensor Journal 2004; 4(5): 651-663. 
[11] Segreto T, Simeone A, Teti R. Sensor fusion for tool state 
classification in nickel superalloy high performance cutting. Procedia 
CIRP 2012; 1: 593:598. 
[12] Huang GB. An insight into extreme learning machines: random 
neurons, random features and kernels. Cognitive Computation 
2014; 6(3): 376-390. 
[13] Huang GB, Chen L, Siew CK. Universal approximation using 
incremental constructive feedforward networks with random hidden 
nodes. IEEE Trans Neural Network 2006;17(4):879–92. 
[14] Eguchi S, Copas J. Interpreting Kullback–Leibler divergence with 
the neyman–pearson lemma. Journal of Multivariate Analysis 2006; 
97(9): 2034-2040. 
[15] Huebscher MC, McCann JA. A learning model for trustworthiness of 
context-awareness services. In Proceedings of Third IEEE 
International Conference on  Pervasive Computing and 
Communications Workshops 2005; p. 120-124. 
[16] Gao RX, Tang X, Gordon G, Kazmer D. Online product quality 
monitoring through in-process measurement. CIRP Annals-
Manufacturing Technology 2014; 63: 493-496. 
 
