Context-Dependent Acoustic Modelling for Speech Recognition by WANG GUANGSEN
CONTEXT-DEPENDENT ACOUSTIC MODELLING FOR
SPEECH RECOGNITION
GUANGSENWANG
A THESIS SUBMITTED FOR THE DEGREE OF
DOCTOR OF PHILOSOPHY
NATIONAL UNIVERSITY OF SINGAPORE
2014





FOR THE DEGREE OF
DOCTOR OF PHILOSOPHY
DEPARTMENT OF COMPUTER SCIENCE
NATIONAL UNIVERSITY OF SINGAPORE
2014
DECLARATION
I hereby declare that this thesis is my original work and it has been written byme in its entirety.
I have duly acknowledged all the sources of information which have been used in the thesis.




I would like to express my utmost gratitude to my supervisor, Dr. Sim Khe Chai, for
his guidance and support throughout my Ph.D study in NUS. His professionalism
and rigorous attitude in research have greatly influenced me for my future research
endeavours. Without his innumerable constructive suggestions and insightful com-
ments, the work in this thesis would never be possible. I also would like to extend
my thanks to Prof. Xie Lei, my FYP supervisor in Northwestern Polytechnical Uni-
versity, for leading me to the path of audio/speech research.
I also would like to give my sincere appreciation to my lab-mates in the small but
promising speech recognition group. In no particular order, I must thank Li Bo,
Wang Xiaoxuan, Liu Shilin for the precious encouragements , the countless fruitful
discussions and cooperation. It has been a pleasure to work with them.
Along the pursuit of my Ph.D dream, I have met so many amazing friends, who
have helped me to live and enjoy the six years of life in this foreign country: Su
Bolan, Li Xiaohui, Zhou Zenan, Chen Wei, Zhou Ye, Li Bo, Wang Xiaoxuan, Li
Zhonghua, Liu Shilin, Fang Shunkai and many more. In particular, I must thank
my girlfriend Zhang Luyao, for her love, care and patience. Thank you for believ-
ing in me!
Last but not least, I must thank my dearest family back in China. My parents have
been always there to love me, to support me on whatever decision I have made. I
am also greatly indebted to my little brother, Wang Guangfei, for taking care of the





List of Tables x
List of Figures xii
List of Acronyms xiv
List of Publications xvi
1 Introduction 1
1.1 Statistical ASR Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.1 Formal Description of ASR . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 Speech recognition system overview . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Development of the ASR Architectures . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Context-Dependent Acoustic Modelling . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Organisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Hidden Markov Model Speech Recognition 13
2.1 HMM Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.1 Likelihood Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1.2 Viterbi Decoding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.3 Maximum Likelihood Parameter Estimation . . . . . . . . . . . . . . . . . 18
2.2 Hybrid Neural Network/Hidden Markov Model System . . . . . . . . . . . . . . 20
2.2.1 Multi-layer Perceptron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.2 Scaled Likelihood Computation using MLP Posteriors . . . . . . . . . . . 22
2.3 State-of-the-art LVCSR Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.1 Discriminative Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.1.1 MaximumMutual Information . . . . . . . . . . . . . . . . . . . 24
2.3.1.2 Minimum Classification Error . . . . . . . . . . . . . . . . . . . . 24
2.3.1.3 Minimum Phone Error . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.1.4 Optimisation of Discriminative Training Criteria . . . . . . . . . 27
iii
CONTENTS
2.3.2 Deep Neural Network/Hidden Markov Models . . . . . . . . . . . . . . . 29
2.3.3 System Combination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.3.1 Hypothesis Combination . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.3.2 Likelihood Combination . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.3.3 Random Forests . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3 Context-Dependent Acoustic Modelling for Speech Recognition 35
3.1 Co-articulation Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Articulatory Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3 Data Sparsity Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4 Context-Dependent Modelling for GMM/HMMs . . . . . . . . . . . . . . . . . . 41
3.4.1 Agglomerative Context-dependent Phone Clustering . . . . . . . . . . . . 41
3.4.2 Phonetic Decision Tree Clustering . . . . . . . . . . . . . . . . . . . . . . . 42
3.4.2.1 Single Gaussian based Decision Tree Node Modelling . . . . . . 45
3.4.2.2 Maximum Likelihood Node Splitting . . . . . . . . . . . . . . . . 46
3.4.2.3 Ad-hoc Stop Criterion . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4.2.4 Clustering Problem . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4.3 Tied-mixture GMM-based Decision Tree Clustering . . . . . . . . . . . . . 48
3.5 Context Dependent Modelling for NN/HMMs . . . . . . . . . . . . . . . . . . . . 48
3.6 Context Dependent Modelling for DNN/HMMs . . . . . . . . . . . . . . . . . . . 49
3.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4 Tied-mixture GMM-based Decision Tree Clustering for GMM/HMM Systems 53
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2 Tied-Mixture GMM based State Clustering . . . . . . . . . . . . . . . . . . . . . . 55
4.3 System Building Recipe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.4.1 Tied-mixture GMM Based State Clustering . . . . . . . . . . . . . . . . . . 59
4.4.2 Incorporation of Discriminative Training . . . . . . . . . . . . . . . . . . . 60
4.5 Analysis and Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.5.1 Alignment of Training Data and Base Unit Modelling . . . . . . . . . . . . 61
4.5.2 Investigation of Phonetic Questions . . . . . . . . . . . . . . . . . . . . . . 62
4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5 Context-Dependent Modelling for Hybrid NN/HMM System 65
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2 Factorisation of CD-NN/HMM Systems . . . . . . . . . . . . . . . . . . . . . . . . 69
5.3 CD-NNs: A Multiple PoE Transformation Perspective . . . . . . . . . . . . . . . . 70
5.3.1 CI State Experts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
iv
CONTENTS
5.3.2 Phone Context Experts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3.3 Concatenated Experts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3.4 Robust Estimation of CD State Posteriors . . . . . . . . . . . . . . . . . . . 72
5.3.5 PoE-Based Quinphone Factorisation . . . . . . . . . . . . . . . . . . . . . . 73
5.4 Lattice-Based Sequential Learning in NN/HMM System . . . . . . . . . . . . . . 74
5.4.1 The Cross-entropy Criterion . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.4.2 Sequential Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.4.3 Scaling of Sequential Based Learning under PoE . . . . . . . . . . . . . . . 76
5.4.4 Implementation Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.5.1 Experimental Results of the PoE-based CD-NNs . . . . . . . . . . . . . . . 79
5.5.2 Sequential Training of the CI-NN/HMM System . . . . . . . . . . . . . . . 80
5.5.3 Sequential training of the hybrid CD-NN/HMM system . . . . . . . . . . 82
5.5.4 PoE-Based Quinphone Factorisation . . . . . . . . . . . . . . . . . . . . . . 84
5.5.5 Enhanced Phone Posteriors . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6 Context-Dependent Modelling for Deep Neural Networks 89
6.1 Deep Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.1.1 Restricted Boltzmann Machines . . . . . . . . . . . . . . . . . . . . . . . . 90
6.1.2 DNN Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2 Context-Dependent DNN/HMMs for LVCSR . . . . . . . . . . . . . . . . . . . . . 94
6.3 Canonical States and Regression Bases . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.4 Regression-based Context-Dependent DNN/HMM system . . . . . . . . . . . . . 98
6.4.1 Canonical State Vector Generation . . . . . . . . . . . . . . . . . . . . . . . 100
6.4.2 CD State Vector Mapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.4.3 Multi-class Logistic Regression . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.5 Regression Parameter Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.5.1 Frame-Varying/Dependent (FD) Approximation . . . . . . . . . . . . . . 105
6.5.2 Expert-Driven/Frame-Independent (ED) Approximation . . . . . . . . . . 106
6.5.3 A Sparse Regression Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.5.4 Nonparametric Frame-Varying Regression . . . . . . . . . . . . . . . . . . 110
6.6 Sequential Learning of Regression NN . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.7 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.7.1 Initial Experiments for DNN Training . . . . . . . . . . . . . . . . . . . . . 113
6.7.1.1 Experimental Setups . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.7.1.2 Effects of Weight Pre-training for CI and CD-DNNs . . . . . . . 114
6.7.1.3 Tied-mixture GMM-based Decision Tree Clusters for CD-DNNs 116
6.7.2 The TDT3 Corpus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.7.2.1 Corpus Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . 118
v
CONTENTS
6.7.2.2 Experimental Setups . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.7.2.3 Baseline systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.7.3 Product-of-Expert (PoE) Factorisation for CD-DNNs . . . . . . . . . . . . 122
6.7.4 Logistic Regression based CD-DNNs . . . . . . . . . . . . . . . . . . . . . 123
6.7.4.1 Broad Phone DNN Detectors . . . . . . . . . . . . . . . . . . . . . 123
6.7.4.2 Regression-based CD-DNN . . . . . . . . . . . . . . . . . . . . . 124
6.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
6.9 Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.9.1 Mergers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.9.2 Random Forest DNNs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.9.3 System Combination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.9.4 Handling Unseen Triphones . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.9.5 Sequential Learning of CD-DNNs . . . . . . . . . . . . . . . . . . . . . . . 136
6.10 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
7 Conclusions and Future Work 139
7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
7.1.1 TM-GMM-based Decision Tree State Clustering . . . . . . . . . . . . . . . 140
7.1.2 Product-of-Expert Factorisation for Hybrid CD NN/HMMs . . . . . . . . 141
7.1.3 Logistic Regression based CD DNN/HMM Systems . . . . . . . . . . . . . 141
7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
7.2.1 Modelling Longer Context Length . . . . . . . . . . . . . . . . . . . . . . . 143
7.2.2 Multi-lingual and Cross-lingual Speech Recognition . . . . . . . . . . . . . 144




Context-dependent (CD) acoustic modelling is widely used in the state-of-the-art large vocab-
ulary continuous speech recognition (LVCSR) systems to address the co-articulation effect in
continuous speech. Typically, a CD phone is defined using the neighbouring contexts. The
number of CD phone units grows exponentially with the length of the context. In addition,
a considerable number of CD phone units have limited numbers of occurrences, or are even
unseen in the training corpus. To address this data sparsity problem, parameter sharing/tying
is widely adopted. However, this solution introduces another problem: all the CD states in
the same cluster share the same set of parameters, making them indistinguishable during de-
coding. This problem is referred to as the “clustering” problem. Deep neural networks have
been found to outperform the conventional discriminatively trained Gaussian mixture mod-
els (GMMs) on a variety of speech recognition benchmarks, which has led to a resurgence of
interest in acoustic modelling with NNs, especially DNNs. This thesis is devoted to the CD
modelling of the hybrid (D)NN/HMM systems.
The first part of the thesis focuses on the hybrid NN/HMM systems with a shallow NN
structure, in which only one or two hidden layers are used. The CD state probabilities are ob-
tained from a product-of-expert (PoE) based probability factorisation scheme within the canon-
ical state modelling (CSM) framework. The PoE framework comprises a context-independent
(CI) NN followed by a set of two-layer CD-NNs. The canonical states are produced by the
CI-NN and the CD-NNs are regarded as the transformations of the canonical state posteriors.
The CD state probabilities are computed as the product of the canonical state posteriors and
the CD-NN posteriors.
Based on the insights obtained from the shallow NN, the major part of the thesis empha-
sises the hybrid CD-DNN/HMM systems by proposing a novel logistic regression framework.
The data sparsity problem is addressed by using the decision tree state clusters as the train-
ing targets in the standard CD-DNN/HMM systems. However, the clustering problem is not
explicitly addressed in the current literature. In this work, we formulate the CD-DNN as an
instance of the CSM technique based on a set of broad phone classes to address both the data
sparsity and the clustering problems. The triphone is clustered into multiple sets of shorter
biphones using broad phone contexts to address the data sparsity issue. A DNN is trained to
discriminate the biphones within each set. The canonical states are represented by the con-
catenated log posterior probabilities of all the broad phone DNNs. Logistic regression is used
to transform the canonical states into the triphone state output probability. Clustering of the
regression parameters is used to reduce model complexity while still achieving unique acous-
tic scores for all possible triphones. Based on some approximations, the regression model can
be regarded as a sparse two-layer NN with dynamically connected weights, and its parame-
ters can be learned by optimising the cross-entropy criterion. The experimental results from a
broadcast news transcription task reveal that the proposed regression-based CD-DNN signif-
vii
icantly outperforms the standard CD-DNN. The best system provides a 1.3% absolute word
error rate reduction compared with the best standard CD-DNN system.
Keywords: logistic regression, context-dependentmodelling, deep neural networks, speech
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Speech has been used as the primary approach of information exchange and social communi-
cations for human beings since prehistory. In addition to human-human interaction, speech
has also been adopted as a major scheme for human-machine interactions (HCI). Compared to
the conventional approaches like keyboard and mouse, speech is a much more straightforward
HCI mode. In fact, speech has been studied with the objective of creating more efficient and
effective systems for human-to-machine communication even before the invention of the tele-
phone. However, speech-based HCI today is far from attaining full maturity. Nevertheless, our
daily lives have been greatly changed by the spoken language technologies that have become
ubiquitous in various office, home, and mobile applications.
Spoken language technologies have been successfully deployed in many commercial prod-
ucts. Major operating systems, such asMicrosoftWindows 7, Mac OS X, all have built-in speech
recognition engines to allow users to interact with the computer via certain voice commands.
Desktop dictating softwares like Dragon NaturallySpeaking by Nuance have already found
their way to millions of offices and families. For mobile applications, major search engines,
including Microsoft Bing and Google, are beginning to offer “voice search” options to allow
users to “speak” the queries instead of typing. Perhaps the best-known spoken language sys-
tem to the general public are the intelligent personal assistant “Siri” in Apple’s iOS system and
“Google Now” in the android system. These systems have already achieved very satisfying
performance for native speakers to conduct various tasks in a hand-free manner (e.g. compos-
ing emails, taking notes).
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1.1 Statistical ASR Framework
Automatic Speech Recognition (ASR) is one of the core components of the spoken language
understanding systems. The goal of an ASR system is to convert an acoustic waveform to a
text transcription of the spoken words. This process is commonly known as Speech-To-Text
(STT) or a speech transcription process. One fundamental requirement is that the transcription
process should be accurate and efficient. In addition, it should also be independent of the
speaker’s accent, gender, recording device, and the acoustic environment (e.g. quiet studios,
noisy factories, outdoors).
1.1.1 Formal Description of ASR
As a classical pattern recognition problem, the task of an ASR system is to identify the most
likely word sequence given the speech signal. Compared to many other pattern recognition
problems, speech recognition is a much larger and challenging one:
• The acousticmodel training usually needs hundreds or even thousands of hours of speech
• The language model is often trained with millions or even billions of words
• The speech recognition system is often required to have a real-time or near real-time per-
formance
In addition to the size of the speech recognition system, the speech variabilities, includ-
ing the inter-speaker and intra-speaker variabilities, are introduced due to the dynamic nature
of human speech. Acoustic channel mismatch (different microphones, acoustic environment,
bandwidths) is also one of the major factors affecting the speech recognition, resulting in de-
terioration of performance. To deal with these variabilities, stochastic probability models are
used for speech recognition.
Formally, the ASR problem can be formulated as a special case of Bayesian inference. The
probabilistic implementation of this problem can be expressed as finding the most likely word
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However, in practice, the posterior probability is difficult to compute. Therefore, Bayes’ theo-



















The two probabilities on the right hand side of Equation 1.3 are computed by two components
of a speech recognition system: P(W), the a priori probability of a sentence, is given by the
language model (LM) whereas P(O|W), the likelihood of the model given the observation, is
the concern of the acoustic model (AM).















Figure 1.1: Essential components of a standard speech recognition system
The essential components of a standard speech recognition system are shown in Figure 1.1.
The front-end feature extraction is used to convert the spoken utterance to a sequence of fea-
ture vectors with the aim of retaining useful information in the waveformmeanwhile removing
noise and other irrelevant information. The extraction of speech features is based on the spec-
tral analysis in the frequency domain using the Short Time Fourier Transform (STFT). A typical
feature extraction diagram is shown in Figure 1.2:
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Figure 1.2: Acoustic feature extraction from a speech waveform
The speech signal is firstly pre-emphasised to emphasise the higher frequencies which con-
tain more discriminative information for speech recognition. A windowing function is then ap-
plied to the pre-emphasised speech to reduce the boundary effect between successive frames.
Within each window, STFT is computed to obtain a speech frame. In addition, there are over-
laps between successive windows to maintain a smooth transition between frames. A set of
filter banks is then used to filter the speech frames to obtain a vector of filter bank coefficients.
Further cepstral analysis can be applied to produce the speech feature vectors. Various types
of features can be extracted depending on the type of filter banks and cepstral analysis used.
Useful features include Mel Frequency Cepstral Coefficients (MFCC) [1], Perceptual Linear
Prediction Coefficients (PLP) [2] and Filter Banks (FBanks) [3].
After feature extraction, the recognition engine attempts to decode the input feature vec-
tors into the corresponding word sequences. The decoding process depends on three other
components, namely, the acoustic model, the language model and the lexicon:
Acoustic Model The function of the acousticmodel is tomodel the sound units such as phonemes,
syllables or words by their acoustic characteristics. To cope with the variabilities in hu-
man speeches, statistical acoustic models are often used. The most popular model used is
the the hidden Markov model (HMM) which is detailed in the next chapter. The acoustic
model is also the main focus of the thesis.
Language Model A statistical language model is used to assign a probability to a sequence of
word tokens. It serves as a guide for the search algorithm by predicting the next word
given the history. Another major function of the language model is to disambiguate
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words/phrases which are acoustically similar. n-gram statistical language models are
typically used for speech recognition.
Lexicon The acoustic and language models are connected by the lexicon model. If the phone
acoustic model and word language model are used, the lexical model defines a mapping
between words and the phones thus is referred to as the “pronunciation dictionary”. To
handle the pronunciation variabilities in the spontaneous speeches, explicit pronuncia-
tion modelling is desirable.
An optional post-processing stage may be needed if the speech recogniser is used as the
front-end component of another systemwhichmay require a certain input text format. Another
purpose of the post-processing is to correct some types of recognition errors [4] by applying
further linguistic knowledge.
The speech recognition system is usually evaluated by comparing the set of hypotheses
generated by the system with the references. The most common used metric is Word Error
Rate (WER):
WER =
# substitution+ # deletion+ # insertion
# reference words
(1.4)
Other metrics include sentence error rate (SER) and phone error rate (PER), which are calcu-
lated in a similar formula as 1.4.
1.2 Development of the ASR Architectures
ASR has a long history which can date back to the digital recognition technique developed in
Bell Labs [5] in 1952. Subsequently, many ASR schemes have been proposed during the de-
velopment of speech technologies. They have converged into statistical approaches based on
the hidden Markov model (HMM) by the 1970s [6; 7; 8; 9] which greatly boosted the speech
recognition performance. Since the 1970s, there have been two key forces driving the fast de-
velopment of speech recognition research, the efforts of the DARPA (Defence Advanced Re-
search Projects Agency) and NIST (National Institute of Standards and Technology). Firstly,
the Speech Understanding Research (SUR) program was established by DARPA in 1971 with
the aim of developing a continuous speech understanding system. Secondly, many speech
recognition corpora have been collected for various performance assessments and benchmark
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testings organised by NIST since 1985. The corpora are easily accessible to many research insti-
tutions for them to build their systems and evaluate their new speech recognition technologies.
Even after decades of development of the speech recognition technologies, HMMs still pre-
vail in virtually all modern speech recognition systems as the most popular acoustic models.
Depending on how the HMM emission probability is modelled, there are two widely used ASR
architectures, namely, the Gaussian mixture model/hiddenMarkov model (GMM/HMM) sys-
tem and the hybrid neural network/hidden Markov model (NN/HMM) system.
In the GMM/HMM system, each HMM state is modelled by a mixture of Gaussians which
are traditionally trained with Maximum Likelihood (ML) criterion. Compared to the conven-
tional ML estimation, discriminative training criteria such as Maximum Mutual Information
(MMI) [10] and Minimum Phone Error (MPE) [10] have been shown to yield superior perfor-
mance. As a discriminative model, NNs have many advantages over the GMMs that make
them particularly attractive for ASR [11]: 1) They naturally accommodate discriminative train-
ing; 2) They can incorporate multiple constraints and information sources; 3) The flexible ar-
chitecture allows them to easily incorporate contextual inputs. Consequently, they have been
proposed as an alternative to GMMs to form the hybrid NN/HMM system, where scaled likeli-
hood obtained from the NN posteriors is used to model the HMM state emission probabilities.
The pioneering work in [11] used NNs with single hidden layers with non-linear hidden
units to predict HMM states and achieved some success compared to the GMM/HMM sys-
tem on some small or medium vocabulary recognition tasks. For large vocabulary recognition
tasks, context dependent acoustic models are usually needed to handle the co-articulation ef-
fects of continuous speech. In these systems, the number of distinct context-dependent (CD)
phone states are usually quite large (thousands or even tens of thousands). This raises a chal-
lenging issue for the context dependent modelling of the NN/HMM hybrid system: The CD
NN/HMM system requires the NN to have a very large number of output units to predict all
the distinct CD phone states. Both robust estimation of model parameters and efficient learning
will become issues. Therefore, factorisation based on Bayes’ theorem was used to reduce the
network size and ensure the robustness of the NN parameters.
Evenwith probability factorisation to accommodate the CD state clusters, the hybridNN/HMM
system is still not powerful enough for large vocabulary tasks. Increasing the number of hid-
den layers is a natural way of increasing the modelling power of the hybrid NN/HMM system.
However, the back-propagation used to train the NNs can be easily stuck in a poor local op-
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timum, thus making the training of multiple hidden layers on large data sets a challenging
job. Furthermore, training such a large neural network will also cause efficiency problems due
to the hardware constraints. On the other hand, there exist efficient learning algorithms for
GMM/HMM systems even for very large recognition tasks. In addition, with the proposal of
various discriminative training criteria for the GMM/HMM system, the performance gain of
the hybrid NN/HMM system using a single hidden layer NN is not significant enough to chal-
lenge the GMM/HMM systems due to the scalability issue. Therefore, NNs were mostly used
to extract discriminative features to train a standard GMM/HMM system in the Tandem [12]
and Bottle-neck systems [13]. In these systems, the phone posteriors of the NNs are combined
with the acoustic features to train a standard GMM/HMM system and they have shown to
offer improvements over both the GMM/HMM system and the hybrid system.
Recently, with the development of both machine learning algorithms and General-purpose
computing on graphics processing units (GPGPUs) [14], training a deep neural network (DNN)
with multiple hidden layers has become possible [15; 16; 17; 18]. In 2009, researchers at Uni-
versity of Toronto [19; 20] successfully applied DNN to the TIMIT [21] phone recognition
task in a hybrid DNN/HMM structure. Up to eight layers were used for the DNN with the
monophone states as output targets. The context-independent (CI) DNN/HMM system has
set a new benchmark for the recognition accuracy on the core testing set [22]. Their findings
showed that even though the CI DNN/HMM only models context-independent phones, it can
significantly outperform the discriminatively trained CD GMM/HMMs. The work [22] has
drawn a tremendous amount of attention from the speech recognition community. Research
in the hybrid system has become resurgent, as the shallow NN structures in the conventional
NN/HMM systems are replaced with DNNs.
Motivated by the success of the CI DNN/HMM systems, researchers began to seek the pos-
sibility of applying DNN/HMM systems for large vocabulary recognition tasks. In 2010, the
CD DNN/HMM system was successfully applied to large-vocabulary recognition tasks by Mi-
crosoft researchers [23; 24] on the Bing mobile search tasks. Later in [25], a much more complex
CD DNN/HMM system was trained with a corpus of 300 hours of Switchboard [26] conversa-
tional telephone speech, where more than 9000 distinct triphone states were used as the DNN
output targets with up to 9 hidden layers. The best CD DNN/HMM system outperformed
the discriminatively trained GMM/HMM systems with a significant 33% relative word error
reduction. Consequently, the hybrid DNN/HMM acoustic modelling has become a prominent
7
1.3 Context-Dependent Acoustic Modelling
topic in state-of-the-art speech recognition research. The technologies have been well adopted
by many companies and research institutions [27].
1.3 Context-Dependent Acoustic Modelling
In this thesis, we concentrate on the context-dependent (CD) acoustic modelling of various
ASR architectures. The phoneme is often used as the acoustic model unit for HMMs. Each
phoneme is modelled as an HMMwith multiple states. However, phonemes vary enormously
depending on the neighbouring phonemes/context, which is referred to as the co-articulation
phenomenon in continuous speech. To address the co-articulation effect, context dependent
acoustic modelling is widely employed in state-of-the-art ASR systems, where each of the CD
phonemes is modelled depending on its neighbouring contexts. Table 1.1 shows several types
of context dependent models for the phrase “go to”:
Table 1.1: Context modelling with different context lengths
Context Name Context Unit Sequence
monophone g ow t ah
biphone sil-g g-ow ow-t t-ah
triphone sil-g+ow g-ow+t ow-t+ah t-ah+sil
quinphone sil-g+ow+t sil-g-ow+t+ah g-ow-t+ah+sil ow-t-ah+sil
The symbol “sil” stands for “silence” which is often added to the start and end of a sen-
tence or word. A preceding phone context is denoted as “-”, whereas “+” signals a succeeding
context. The monophone is known as context independent (CI). Only one side of the context
is considered in biphone modelling. Both the previous and following phone contexts are in-
cluded for triphone modelling. For quinphone modelling, the previous two and succeeding
two phone contexts are included. Among these context types, triphone is the most popular
choice for most of the speech recognition systems and is also used in the thesis. It is clear that
the number of context dependent units grows exponentially with the width of contexts. How-
ever, many of them have very limited occurrences or even unseen in the training data, giving
rise to the problem of data sparsity. Therefore, one trade-off of the context dependent mod-
elling is the context resolution and the data availability. The finer the context resolution, the
more modelling power, and less training data for each context. The question of how to achieve
a good trade-off thus becomes the main consideration for various context dependent modelling
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schemes.
For the standard GMM/HMM system, phonetic decision tree based state clustering is usu-
ally used [28] to cluster different triphone states corresponding to the same central monophone
state to address the data sparsity problem. There are two major limitations of the conven-
tional decision tree state clustering including the alignment mismatch and the single Gaussian
base unit modelling [29]. Firstly, it is based on a fundamental assumption that the frame-state
alignments stay the same during decision tree clustering. The alignments are obtained from
an untied single Gaussian triphone system. However, the final system for recognition after
decision tree clustering is often obtained by successive mixturing up and retraining, thus the
initial alignments used in decision tree clusteringmay not correctly represent the state clustered
system with multiple mixture components. This mismatch may affect the decision tree based
state clustering quality adversely. Secondly, single Gaussian is not robust enough to model the
speech variability within a state cluster thus may lead to a distorted distribution for clustering.
The limitations of the single Gaussian based decision tree state clustering can be remedied by
modelling each decision tree state cluster with a Gaussian mixture model (GMM). However,
estimating a GMM for each decision tree node is computationally infeasible since this requires
visiting the whole training data for each possible question and each possible splitting. There-
fore, various approximations to the GMMs for decision tree clustering have been proposed.
Initial investigations were applied to the Semi-Continuous Density HMM (SC-HMM) system
either with a globally shared GMM with full covariance in [30] or tied-mixture GMMs in [31]
due to the computational complexity. For the Continuous Density HMM (CD-HMM) systems,
two approximations are made in [32] to model the base unit using GMMs for each decision tree
node instead of per decision tree by K-means clustering or a multi-level look-ahead splitting.
However, the overload of the decision tree clustering was greatly increased. To address the
base unit modelling issue without incurring too much complexity, this thesis proposes a tied-
mixture GMM-based state clustering approach to reduce the mismatch between the modelling
units of the decision tree node and the final state clustered multiple component system [33]. In-
stead of using the untied single Gaussian based triphone system, a tied-mixture GMM triphone
system is used to obtain the alignments and evaluate the likelihood for tree node splitting.
The second part of the thesis focuses on the context dependent acoustic modelling for the
hybrid NN/HMM system with a shallow neural network. For the hybrid CD NN/HMM sys-
tems, directly predicting all CD state posteriors leads to an NNwith a huge number of outputs.
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Both efficient computation and robust estimation of the model parameters will become issues.
Bayesian probability factorisation based approaches were used in the early works to address
the data sparsity problem of the NN/HMM systems such as CD NNs in [34; 35], hierarchical
mixture of expert (HME) factorisation in [36]. In this thesis, the data sparsity problem of the
hybrid NN/HMM system is addressed under the product-of-expert (PoE) framework where
the CD probabilities are obtained as transformations of the CI state posteriors [37; 38]. To en-
sure the robustness of the CD probabilities, they are smoothed with CI state posteriors. The
smoothed CD posteriors are then converted to scaled likelihood to represent the HMM state
distributions for decoding.
The major part of the thesis is devoted to the context dependent modelling of the hy-
brid DNN/HMM systems, since acoustic modelling with DNN/HMM systems has become
the mainstream of current research in speech recognition. The DNN training relies on a pre-
training phase [16; 39] to initialise the weights before fine-tuning. It was found in [24] that
the pre-trained weights are initialised to a point where fine-tuning can be effective. The pre-
training is crucial in training deep structured models. In addition, unlike the shallow neural
network, DNNs can accommodate thousands of output units for fine-tuning with the pre-
trained weights. Therefore, the CD state clusters from the decision tree based state cluster-
ing are used as the training targets for the CD DNNs. Despite the great success of the CD
DNN/HMM systems over both the CI DNNs and discriminatively trained GMM/HMMs on
many large-vocabulary speech recognition tasks [22; 23; 25; 40], there still remains one ma-
jor issue: although the data sparsity problem is addressed by using the state clusters as DNN
training targets, the states in the same cluster are indistinguishable since they share the same
parameters. This problem is referred to as the “clustering” problem. This issue is analogous
to the “quantisation problem” in the area of signal processing or coding, where a large set of
input values are mapped to a smaller set. This will introduce some “round-off” errors known
as the “quantisation” error. The thesis then seeks to address both the data sparsity problem
and the clustering problem for a better context-dependent model for deep neural networks.
To this end, we formulate the CD-DNN as an instance of the canonical state modelling tech-
nique [41] based on a set of broad phone classes. The triphone is clustered into multiple sets
of shorter biphones using broad phone contexts to address the data sparsity issue. A DNN is
trained to discriminate the biphones within each set. The canonical states are represented by
the concatenated log posterior probabilities of all the broad phone DNNs. Logistic regression
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is used to transform the canonical states into the triphone state output probability. Clustering
of the regression parameters is used to reduce model complexity while still achieving unique
acoustic scores for all possible triphones. Based on some approximations, the regression model
can be regarded as a sparse two-layer neural network with dynamically connected weights and
its parameters can be learned by optimising the cross-entropy criterion.
1.4 Organisation
The remaining of the thesis is organised as follows.
Chapter 2 reviews themathematical formulations of the HMM-basedASR system including
the likelihood evaluation, decoding and the parameter estimation. As another major HMM-
based ASR architecture, the hybrid NN/HMM system is also introduced. Finally, various re-
finements for HMMs are also reviewed for the state-of-the-art large vocabulary continuous
speech recognition systems including discriminative training of GMM parameters, the hybrid
DNN/HMM systems as well as system combination schemes.
Chapter 3 gives a detailed review of the existing context dependent acoustic modelling
approaches for both GMM/HMM-based ASR and the hybrid NN/HMM systems. This chapter
also summarises the current issues in context dependent modelling and provides a preview of
how these issues are addressed in the thesis.
Chapter 4 presents the first work of the thesis by proposing a tied-mixture GMM-based
decision tree state clustering for the standard GMM/HMM-based systems to address the base
unit modelling problem in conventional decision tree state clustering.
Chapter 5 is devoted to the context-dependent modelling of the hybrid NN/HMM system
with a shallow neural network structure under the product-of-expert (PoE) framework. Three
different experts are used to provide the canonical state posteriors. The CD probabilities are
viewed as transformations of the canonical state posteriors. Lattice-based sequential learning
is also applied to the PoE-based CD NN/HMM system. Finally, we generalise the PoE-based
hybrid system to model longer spans of phone contexts.
Chapter 6 studies the context-dependent models for deep neural networks (DNN). Firstly,
the training of the DNNs including both pre-training and fine-tuning is reviewed. The regression-
based CD-DNN is then proposed to address both the data sparsity problem and the clustering
problem. In addition, the regression-based CD-DNN is also investigated under two alterna-
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tive perspectives: a random forest classifier and a posterior-level multiple system combination
scheme.
Chapter 7 summarises the findings and concludes the thesis. Future work based on the
logistic regression CD-DNN framework is also suggested.
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Chapter 2
Hidden Markov Model Speech
Recognition
The Hidden Markov Model (HMM) is a powerful statistical model which can be used to char-
acterise time-varying data sequences such as human speeches. It was applied to speech recog-
nition in the 1970s and since then it has become themost popular and successful acoustic model
for speech recognition. This chapter will present the mathematic formulations for the HMM
including the likelihood evaluation, parameter estimation and decoding. In addition, two ma-
jor HMM-based speech recognition architectures are reviewed, namely the Gaussian mixture
model (GMM)/HMM system and the hybrid neural network (NN)/HMM system.
2.1 HMMOverview
An HMM is a statistical model for the generation of a sequence of symbols. It is essentially a
finite state transducer which maps a sequence of feature vectors to a state sequence generating
the observation symbols. It has an initial state from which it begins its process. In each time
step, it transits to a new state according to its transition probability and produces the obser-
vation symbols according to the emission probability of the state. However, only the output
symbols of the visited states can be observed while the underlying state sequence which gen-
erates this symbol sequence is Hidden. Figure 2.1 shows a simple five-state left-to-right HMM
model.
The HMMmodel shown in Figure 2.1 has five states including a start state and a final state
both of which are non-emitting. The observations are assumed to be generated by the other
three emitting states. The transition probability from state i to j is represented as aij, and bi(o) is




a01 a12 a23 a34
a02 a13 a24
a11 a22 a33
Figure 2.1: A left-to-right five-state hidden Markov model
for a N-state HMM are given by λ = (A,B) where A = {aij : 1 ≤ i, j ≤ N} are the state
transition parameters and B = {bi(o) : 1 < i < N} are the emission parameters.
For speech recognition, the standard HMMmakes the following assumptions:
• Instantaneous first-order transition: the probability of making a transition to the next
state is independent of the historical states, given the current state.
• Conditional independence assumption: the probability of observing a feature vector at
time t is independent of the historical observations and states, given the current state.
There are three basic problems concerning the use of HMMs as acoustic models:
Evaluation: compute the likelihood of the model given the observations;
Decoding: get the most likely sequence given the observation sequence;
Estimation: estimate the model parameters to optimise some objective function.
These three problems will be elaborated in the following sections.
2.1.1 Likelihood Evaluation
Given an observation sequence O = {o1o2 . . . , oT}, the likelihood of the model λ is denoted
as p(O|λ). To get the likelihood, a straightforward solution would be marginalising all the






aq0q1bq1(o1)aq1q2bq2(o2) . . . aqT−1qTbqT (oT)aqTqT+1
(2.1)
where T is the number of frames of the training utterance, N is the number of states of the
HMM. For ease of discussion, two implicit non-emitting states are introduced: q0 = 1 is the
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start state and qT+1 = N is the final state. According to Equation 2.1, the calculation of p(O|λ)
involves the order of 2TNT calculations, which is exponential thus impractical.
Instead, the likelihood can be evaluated using a very efficient recursive algorithm called the
forward algorithm. It is essentially a dynamic programming algorithm which requires compu-
tation and storage that are linear to T. The forward probability is defined as the probability of
observing a partial observation sequence, o1, o2, . . . , ot and state si at time t:
αt(i) = p(o1, o2, . . . , ot, qt = si|λ) (2.2)














bj(ot+1), 1 ≤ t ≤ T, 1 ≤ j < N
Termination: p(O|λ) = αT+1(N) = ∑
N−1
i=1 aiNαT(i).
Before observing any training frames at time 0, the α probability is initialised as 1 for the start-
ing state 1 and 0 for all other states, since the HMM has to begin from the start state. Following
the initialisation, the forward induction is performed to compute the α probabilities for all the
states given each training frame.
The induction is illustrated in Figure 2.2. All the states i at time t can transit to state j with
the transition probability of aij. Therefore, the partial path that contains state i at time t and
state j at time t + 1 has the probability of αt(i)aij. Summing over all the partial paths leading
to state j at t+ 1, we have ∑Ni=1 αt(i)aij. Multiplying the probability of producing frame ot+1 by
state j at time t + 1, we have the probability αt+1(j), which represents observing the sequence
o1, o2, . . . , ot, ot+1 at state j and time t+ 1. Finally, the probability of observing the whole frame
sequenceOT1 at the exit state N is αT+1(N), which is the likelihood of the model λ givenO
T
1 .
Alternatively, the likelihood can also be calculated according to the backward algorithm. The
backward variable βt(i) represents the probability of observing the partial sequence from t+ 1
to the end, given state si at time t:
βt(i) = p(ot+1, ot+2, . . . , oT|qt = si,λ) (2.4)
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Figure 2.2: Illustration of the calculation of forward variable αt+1(j)














bj(ot+1), t = T− 1, T− 2, . . . , 1, 1 ≤ i ≤ N
Termination: p(O|λ) = β0(1).
The β probability is initialised as 1 for the exit state N at time T. For all other states, it is ini-
tialised as the transition probability from the respective state i to the exit state N.
The backward recursion is illustrated in Figure 2.3. For all states j at time t + 1, the prob-
ability of the partial path from t + 1 to T is the β probability βt+1(j). The observation ot+1 is
emitted by state j with the probability of bj(ot+1). The term βt+1(j)aij is the probability of the
partial path from t to T with state i being visited at time t and j being visited at time t + 1.
Summing over all the possible states at time t + 1, we can get the β probability of state i at
time t. The likelihood of the model can thus be computed as β0(1), which is interpreted as the
probability of observingOT1 given the initial state 1 at time 0.
2.1.2 Viterbi Decoding
The decoding problem is defined as the problem of finding the single best path of all possible
state sequences, Q = {q1, q2, . . . , qT}, given the observation sequenceO = {o1, o2, . . . , oT}. The
Viterbi algorithm is a dynamic programming algorithm which serves as an efficient solution
for the HMMdecoding problem. It is very similar to the forward algorithm; the only difference
16
2.1 HMMOverview
Figure 2.3: Illustration of the calculation of backward variable βt(i)




where vt(i) is the highest probability along a partial path ending at time t. In order to retrieve
the optimal state sequence, we need to keep track of the state sequence which results in the
maximal value of Equation 2.6. This can be achieved by using an auxiliary array Y to store the
state i which precedes the current state j with the maximum vt(i).

















, 1 ≤ t ≤ T, 1 ≤ j < N (2.8)













q∗t = Y t+1(q
∗
t+1), t = T, T− 1, . . . , 1. (2.11)
2.1.3 Maximum Likelihood Parameter Estimation
Continuous density HMMs (CDHMMs) are the most widely used acoustic models in the state-
of-the-art speech recognition systems. The emission probabilities of the CD HMM states bj(ot)





cjmN (ot; µjm,Σjm) (2.12)
where M is the component number of the GMM, cjm is the weight of the m-th component
of state j constrained by ∑m cjm = 1. N (·) is a multi-variate Gaussian distribution with a
probability distribution function given by:






−1(ot − µ)) (2.13)
where D is the feature dimension.
The GMM/HMM parameters can be estimated with the maximum likelihood (ML) crite-
rion within the expectation-maximisation (EM) framework. The aim of the maximum likeli-
hood training is to maximise the likelihood of the model given the training data. To avoid
the underflow problem, log likelihood is used during the optimisation in practice. The log










r is the transcription of an utterance Or, R is the total number of utterances in the
training dataset. The objective function can be expressed as a sum over the likelihood of the
model λ given all the training data. For clarity and without loss of generality, we drop the sum




where Qr are all possible state sequences given the transcription H
re f
r . Directly optimising the
objective function is difficult. Therefore, an auxiliary function is usually used as a lower bound
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of the objective function:

















(Eλˆ[log p(qt−1, qt|a)] + Eλˆ[log p(ot|qt,λ
obs)])
(2.16)
where E is the expectation function, λˆ is the current parameter set and λ is the new parameter
set to be updated. The HMM parameters can thus be divided as emission distribution parame-
ters λobs and the transition parameters a and they can be updated independently. The emission
parameters mainly concern the state dependent observation distributions modelled by GMMs,
including Gaussian means, variances, and component weights.
The auxiliary function is the expectation of the log likelihood of the complete data evaluated
on the posterior probability given the current parameters λ. It can be optimised iteratively
using the Baum-Welch algorithm (a.k.a. forward-backward algorithm) [42] which is an instance
of the EM algorithm applied to the HMM.
The expectation terms are computed in the E-step for both the transition parameters and
the observation parameters:
Eλˆ[log p(qt−1 = i, qt = j|aij)] = γij(t) log p(qt−1 = i, qt = j|aij) (2.17)
Eλˆ[log p(ot|qt = j,λ
obs)] = γj(t) log p(ot|qt = j,λ
obs) (2.18)
where γij(t) is the posterior probability of state i transiting to state j at time t, γj(t) is the
posterior probability of state j generating ot at time t. These posteriors can be computed using
the forward-backward procedure discussed in Section 2.1.1:
γij(t) = P(qt−1 = i, qt = j|O
T












where N is the number of states of the HMM and T is the number of observation frames of the
training utterance.
With the γ statistics from the E-step, the transition parameters and the observation param-
eters can be estimated. The estimation of the transition probabilities can be expressed as a
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γjm log bjm(ot) (2.23)
where γjm(t) is the posterior probability of state j and component m generating ot at time t.
This posterior can also be calculated during forward-backward procedure in the E-Step:








) with respect to the GMM parameters, cjm, µjm and Σjm and setting




























2.2 Hybrid Neural Network/Hidden Markov Model System
Traditionally, the GMM/HMM-based speech recognisers are trained with the maximum likeli-
hood criterion. However, maximising the likelihood of the model does not guarantee a better
classification model since HMMs may not be the correct model for the production of speech
data. In addition, the emission distributions of the HMM states represented by GMMs which
may not model the observations appropriately. Therefore, instead of fitting the model to the
data, a speech recognition system should seek to reduce the recognition errors by discriminating
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the correct models from the competing models.
The neural network (NN) is a widely studied discriminative classifier for various pattern
recognition applications. They were also successfully applied to speech recognition between
the late 1980s and early 1990s in a new Neural Network/Hidden Markov Model (NN/HMM)
hybrid structure [34; 35; 36; 43; 44] to increase the discriminative power of the speech recogni-
tion systems.
For speech recognition, NNs were firstly used to classify speech units such as phonemes or
words, typically by mapping temporal representations into spatial ones, or by using a recur-
rent structure. However, these approaches can only be adopted on simple speech recognition
problems such as phone classification and isolated word recognition [45; 46; 47]. Using NNs
alone to classify complete temporal sequences is not successful for continuous speech recogni-
tion due to their inability to cope with the time sequential nature of speech. On the other hand,
the HMM is a powerful statistical model for the temporal and sequential nature of the human
speeches. Therefore, NNs were then combined with HMMs for continuous speech recognition
in a so-called hybrid NN/HMM system, where NNs are used to replace the GMMs to model
the emission distributions of the HMM states to provide the discriminative power [43]. In the
following sections, an overview of the hybrid NN/HMM system is given.
2.2.1 Multi-layer Perceptron
Multi-layer perceptron (MLP) is the most popular NN structure for the hybrid NN/HMM sys-
tem. MLPs have a layered feed-forward architecture with an input layer, zero or more hidden
layers and also an output layer as illustrated in Figure 2.4. Each layer computes a set of linear





The Sigmoid function is usually used as the hidden layer activation function. For the output







MLP parameters Θ including the weights and biases are often trained with the Error Back
Propagation (EBP) algorithm [48; 49; 50]. EBP is a steepest descent procedure to iteratively
minimise a cost function. Commonly used cost functions include the Mean Square Error (MSE)
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P(phone | acoustic vectors)























where yˆn(ot) represents the MLP output for class n, yn(ot) is the label for the current frame ot,
N is the total number of classes, T is the total number of training samples.
2.2.2 Scaled Likelihood Computation using MLP Posteriors
Figure 2.5 shows the basic structure of a hybrid NN/HMM system. The NN is used to replace
GMMs to provide the emission probabilities for the HMM states sk. As a discriminative clas-
sifier, NN is trained to produce the posterior probabilities of its output targets given the input








where P(sk) is the class prior, i.e., the relative frequencies of each class determined from the
class labels. The left hand side of Equation 2.32 is called “scaled likelihood”. It can be safely
used as the emission probability for the HMM state sk, since the observation prior P(ot) is
independent of decoding.
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Figure 2.5: A hybrid neural network hidden Markov (NN/HMM) system
2.3 State-of-the-art LVCSR Systems
Although the basic framework of the HMM-based speech recognition has not changed signif-
icantly in the last few decades, the detailed modelling techniques have evolved to a state of
considerable sophistication in order to build the large vocabulary continuous speech recogni-
tion (LVCSR) systems [51]. In these systems, the number of distinct HMM states is usually
very large (thousands or tens of thousands). In addition, since each HMM state is usually
modelled with GMMs, the number of Gaussian components may be of the order of hundreds
of thousands. To cope with the greatly increased model complexities, many advanced mod-
elling techniques have been proposed. In the rest of the sections, several important modelling
techniques for the LVCSR systems will be reviewed including the discriminative training of
GMM parameters, the deep neural network (DNN)/HMM systems, system combinations.
2.3.1 Discriminative Training
Maximum likelihood (ML) training has several assumptions: 1) the underlying models are
correct to model the speech signals 2) there is unlimited training data 3) perfect language mod-
els [52]. If all these conditions are met, no other training criteria will do better; ML serves as
a minimum variance, consistent estimator of the true model parameters. However, for speech
recognition, none of these assumptions hold. The first-order Markov assumptions imposed by
HMMs make them not a correct model for the mechanism of human speech production. Un-
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limited amount of training data is a condition which cannot be satisfied in practice. Therefore,
maximising the likelihood does not secure an optimised model in terms of recognition accu-
racy. Consequently, instead of maximising the likelihood, discriminative training is proposed
to optimise the model by formulating an objective function that more closely tracks actual
classification errors. By optimising the objective function, the model will favour the correct
class while suppressing the competing classes. In the following sections, we will review some
discriminative training schemes pertaining to most of the state-of-the-art GMM/HMM-based
LVCSR systems.
2.3.1.1 MaximumMutual Information
Given the observation sequence O, a speech recogniser should choose a word sequence W
such that there is a minimum amount of uncertainty about the correct class, i.e the training
word sequence should have the maximum mutual information (MMI) with the corresponding










where Mwr are the HMMs corresponding to the transcription of utteranceOr, P(w) is the prob-
ability of sentence w given by a language model.
To maximise the objective function 2.33, the numerator probability should be raised while
the denominator probability suppressed. Although there is also a likelihood term pλ(Or|Mwr)
in the objective function which attempts to maximise the likelihood of the data, the essential
difference between MMI and ML lies in the denominator term which sums over each possible
word sequence wˆ. During training, MMI attempts to reduce the denominator probability while
maximising the likelihood of the correct model in the numerator. In this way, the likelihood
of the correct class is increased, and the likelihood of the competing/incorrect hypotheses are
reduced in the meantime.
2.3.1.2 Minimum Classification Error
MMI attempts to maximise the mutual information between the word sequence and observa-
tion sequence instead of minimising the error rate directly. In view of this, another discrimina-
tive training approach called minimum classification error (MCE) [55] was proposed.
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Let W r be the reference transcription of a speech utterance r with length T. The feature
sequence of the utterance is denoted as OT1 = (o1, o2, . . . , oT) . The HMM discriminant func-
tion [56] forW r is defined as the joint probability of the observation sequenceO
T













where aij and bqt(ot) are the HMM state transition probability and emission probability, respec-
tively. P(W r) is the language probability of the transcriptionW r.
Given an unknown utterance O, the recogniser chooses the one W j among all possible




However, the decision rule in Equation 2.35 is clearly not suitable for optimisation due to the
maximum operation which is neither continuous nor differentiable with respect to the model
parameters. Therefore, a loss function is introduced to estimate the classification errors. By in-
troducing a “soft” maximum function, the functional form of the decision rule can be expressed
as:







where η is a positive scaling factor to adjust the importance of the competing classes, C is
the number of classes. Given an utterance O, dc(O,λ) > 0 implies a misclassification while
dc(O,λ) ≤ 0 means a correct decision.
The misclassification measure of Equation 2.36 is then embedded in a smoothed zero-one
function for ease of optimisation, such as sigmoid function:
l(dc(O,λ)) =
1
1+ exp(−γdc(O) + θ)
(2.37)
where the bias term θ is normally set to zero and γ is set to be equal to or greater than one.
From Equation 2.37, it is clear that when dc(O,λ) is much smaller than zero, which implies a
correct classification, no significant loss is incurred since l(dc(O,λ)) is close to zero . On the
other hand, when dc(O,λ) is larger than zero, it will lead to a soft classification error count.
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l(dc(Or,λ))δ(c = Wr) (2.38)
where δ is the indictor function and R is the number of training utterances.
2.3.1.3 Minimum Phone Error
In MCE training, the objective function is based on the sentence level errors. However, recog-
nition performance is normally measured in sub-string levels, e.g. word error rates (WER) or
phone error rates (PER). To directly reflect these evaluation criteria in discriminative training,
alternative methods like minimum word error rate (MWE) [10; 57] and minimum phone error
rate (MPE) [10; 57] were proposed to directly minimise the sub-string recognition errors. Here
only the MPE criterion is reviewed, the same principle applies also to MWE.










where RawPhoneAccuracy(s, sr) is the number of phones that are correct in the phone sequence
s with respect to the correct sequence sr, k is the scaling factor to balance the acoustic model
and language model scores. Equation 2.39 can be interpreted as the weighted average of the
correct phones in all possible sequences. By maximising the objective function, the number of
correct phones in the most probable sequences is increased.
However, it is not trivial to calculate RawPhoneAccuracy(s, sr) on a sub-string level, since
it involves a dynamic programming (DP) process to compute the edit distance between two
sub-string sequences for substitution, deletion and insertion errors. Therefore, this edit dis-
tance cannot be directly incorporated in the objective function for optimisation. Alternatively,
RawPhoneAccuracy(s, sr) can be calculated based on some simple heuristics measures which
can be computed locally without DP. An approximation of RawPhoneAccuracy(s, sr) is used
in [10] on a lattice-based recogniser:





−1+ 2e(q, z) if q = z
−1+ e(q, z) if q 6= z
, (2.41)
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where q is a given hypothesis phone, z is the phone found in the reference phone sequence
which overlaps in time with q, and e(q, z) is the overlapped length of z. The phone z is chosen
so as to make PhoneAcc(q) as large as possible.
2.3.1.4 Optimisation of Discriminative Training Criteria
In the previous sections, we briefly reviewed some popular discriminative training criteria for
GMM/HMM-based ASR systems. In LVCSR systems, discriminative training needs to handle
a very large number of HMMs, which may involve millions of free variables in optimisation.
It is a huge challenge to solve this kind of large scale optimisation problem efficiently and
effectively since there are many important issues to be addressed, e.g., how to accelerate the
convergence speed, how to avoid being stuck in a poor local optimum, etc. In this section, we
will review some important optimisationmethods proposed for various discriminative training
objective functions.
Gradient descent is commonly adopted in many early discriminative training schemes for
ASR ( [55; 56]), notably for the optimisation of the MCE criterion. In general, gradient descent
can be applied to any differential objective function. Given any differential objective function
F (λ), the gradient descent search can be expressed as an iterative updating formula along the
gradient direction:
λn+1 = λn − ǫn∇λF (λ
n), (2.42)
where λn denotes the set of model parameters in iteration n. This optimisation method com-
putes the gradient of the loss function for each training utteranceOn and updates parameters in
the opposite direction. The learning process is controlled by a learning rate ǫn which decreases
as the token presentation index n increases.
The gradient descent search algorithm can be operated in either batch or on-line mode.
In batch mode, for each iteration, the gradient at λn over all training samples is accumulated
and the model parameters are updated. One appealing property of the batch mode is that
it can be paralleled over multiple processors. While for the on-line method, the gradient is
calculated for each training sentence and model parameters are immediately updated based on
this gradient. Although the online method can automatically exploit data correlations which
allows the training procedure to proceed quickly, it is relatively slow to process a large amount
of data, since it is hard to parallelize. Therefore, a so-called “semi-batch” mode, where the
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model is updated every n samples, is widely used as a compromise.
The gradient descent has a major limitation: it is generally very slow to converge, since
only the first-order gradients are explored during optimisation. To circumvent this issue, sec-
ond order derivatives of the objective function can be used. For example, the Hessian matrix
H = ∇2F (λ), which contains the second-order gradients for each parameter, can provide im-
portant information for properly setting different step sizes for different model parameters.
Such second order derivative based optimisation methods include Quickprop [58], RProp [59].
Another important optimisation method is the extended Baum-Welch (EBW) algorithm. As
its name suggests, it is extended from the standard Baum-Welch algorithm used in the ML
training. EBW is firstly used in [60] for optimisation of the MMI objective function. It is later
adopted to optimise the MPE criterion in [10]. For GMM/HMM-based systems, the Gaussian
mean µjm and covariance σ
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where θnumjm (O) (θ
den
jm (O)) and θjm(O
2) (θdenjm (O)) are the first-order and second-order statistics
for state j and componentm from the E-step. They can be accumulated from both the numerator
(num) lattices and denominator (den) lattices and calculated by summing over the observation


















D is a smoothing constant which is an important implementation parameter of the EBM algo-
rithm. If set too large, the training converges very slowly, if set too small, the updates may
not increase the objective function on each iteration. A lower bound on D is the value which
ensures that all the variances remain positive. In [61], it was reported that using a Gaussian
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specific D constant would provide an improved convergence speed over state specific D. In
addition, the Gaussian specific Djm was set at the maximum of (i) twice the value necessary to
ensure positive variance updates for all dimensions of the Gaussian; or (ii) a global constant E
multiplied by the denominator occupancy γdenjm .
2.3.2 Deep Neural Network/Hidden Markov Models
An important motivation of the hybrid NN/HMM system is to provide the discriminative
power for the HMM-based speech recognition systems, since the GMMs used to represent the
HMM state distributions were usually trained with the maximum likelihood criterion between
the late 1980s and early 1990s. They have shown advantages over the GMM/HMM systems for
the relatively smaller and easier tasks. However, with various discriminative training criteria
proposed for the conventional GMM/HMM systems (see the previous section), the advantages
of the hybrid NN/HMM systems with the shallow NN structures over the GMM/HMM sys-
tems become somewhat negligible. In addition, as discussed in Section 1.2, the NN/HMM
system with the shallow neural network suffers from scalability issues for the LVCSR tasks.
On the other hand, the GMM/HMM systems do not have this scalability issue, since the GMM
parameters can be trained independently of other GMMs according to the (extended) Baum-
Welch training algorithm. The training process can also be easily parallelised. Therefore, they
can be scaled to cope with very large recognition tasks even under discriminative training. In
addition, many refined techniques like speaker and noise adaptation, vocal tract length normal-
isation (VTLN) are also designed for the GMM/HMM systems to further improve the system
performance. However, these techniques are difficult to be applied to the hybrid NN/HMM
system. Therefore, NNs were mostly used in the later ASR systems as the front-end processing
component to extract discriminative features [13; 62; 63] rather than to model the state emission
probabilities.
The introduction of the pre-training algorithm [16; 18; 39; 64] and the development of
General-purpose computing on graphics processing units (GPGPUs) [14] shifted the role of
neural networks in speech recognition dramatically, since they make the training of a so-called
“Deep Neural Network” (DNN) possible. The DNN usually has more than 5 hidden layers and
can accommodate thousands of output targets. The training of DNNs involves a pre-training
phase with unlabelled training data in an unsupervised fashion based on the Restricted Boltz-
mann Machines (RBMs) [65]. The DNNs are fine-tuned by labeled training data subsequently
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with the pre-trained weights for the pattern classification task. It has been shown that the
DNNs outperform the discriminatively trained GMM/HMM systems over a variety of tasks
from the TIMIT phone recognition [22] to LVCSR [23; 25; 27; 66] with hundreds of hours of
training data. The tremendous success of the DNN/HMM systems attracts a great amount of
attention frommany companies and research institutions; more and more advanced modelling
schemes for the DNN/HMM systems are emerging in the speech recognition community. Hy-
brid DNN/HMMacoustic modelling has becomemainstreams in state-of-the-art ASR research.
2.3.3 System Combination
Another important refinement technique for the LVCSR system is system combination. Under
this framework, the final hypothesis is obtained from the combination of multiple systems. If
multiple systems are complementary to each other, i.e. make different errors, the combina-
tion of the hypotheses produced by all the systems will yield better performance than the best
individual system. For speech recognition, the system combination schemes can be roughly
categorised as two classes: the hypothesis level combination where the decoding results of all
the systems are combined, and the frame likelihood level combination where the likelihood
score of a state during decoding is computed using the corresponding distributions of all the
systems. In the following section, we will briefly review these two combination schemes.
2.3.3.1 Hypothesis Combination
In the hypothesis combination, the speech data is decoded independently using multiple sys-
tems. The decoding results are then combined using the posteriors computed from the aligned
graph.
The ROVER (Recogniser Output Voting Error Reduction) [67] algorithm was developed by
NIST to combine the 1-best transcriptions produced by each individual system. Since ROVER
relies on majority-voting to determine the final results, ties among words can happen. To alle-
viate this issue, optional confidence scores, e.g. word posteriors, can be produced during de-
coding and be associated with each transcription. During the majority voting process, the con-
fidence scores can be interpolated for each candidate word to make the final decision. ROVER
begins its process by breaking each transcription into its constituent words. Based on the seg-
mented transcriptions, the multiple transcriptions are iteratively aligned at the word level to
create a single composite Word Transition Network (WTN) where the arcs between two suc-
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cessive nodes represent all the candidate words given the time interval constrained by the two
nodes. Once the WTN is created, various voting schemes can be applied to choose the one
single best word between every two nodes in the WTN.
ROVER only uses the 1-best transcription from each individual system to do the system
combination. To explore a larger hypothesis space, the ConfusionNetwork Combination (CNC)
was proposed [68]. Instead of using the 1-best output, the CNC relies on the output lattices to
combine multiple hypotheses. The output lattices are firstly converted to confusion networks.
Similar to ROVER, the confusion networks are then aligned iteratively. Based on the aligned
network, CNC chooses the best candidate through majority voting with the confidence scores
computed from the lattices.
2.3.3.2 Likelihood Combination
The hypothesis combination requires the decoding of multiple systems beforehand. Therefore,
the decoding effort grows linearity with the number of individual systems. Alternatively, the
combination can be done at frame likelihood level so that during decoding, the likelihood score
of a state is computed using all the corresponding distributions of all the systems. Two widely
used such combination schemes in speech recognition include mixture-of-experts and product-
of-experts [17; 69].
The mixture-of-experts combination scheme is extensively used for GMM/HMM-based
ASR where the HMM state emission distributions are modelled with a mixture of Gaussians.
For system combinations, the expert can be modelled with any valid probability distributions,
e.g. GMMs, neural network posteriors. To compute a likelihood score for a HMM state sj given






whereMk is the individual models to be combined, ck is the weight of each expert and satisfies
the sum-to-one constraint.
The mixture-of-experts can be viewed as a union of the individual distributions. An alterna-
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where Zsj is a normalisation term to ensure a valid distribution. The normalisation term does
not have an analytical solution for most distributes and is often approximated. However, if
the expert is modelled with a GMM distribution, the normalisation term has an analytical form
given in [69] since the product of twoGaussian distributions still yields a Gaussian distribution.
2.3.3.3 Random Forests
In recent years, the use of an ensemble of classifiers to design a stronger classifier has been
widely investigated in the area of machine learning [70; 71; 72]. One of the implementations
is the “random forest” [73], where an ensemble of decision trees is generated by stochasti-
cally sampling training data and splitting properties. This approach can be applied to speech
recognition naturally since a phonetic decision tree is needed to cluster the contexts for context
dependent acoustic modelling: instead of using one single phonetic decision tree, a set of trees
can be generated by injecting randomness into the tree growing process to obtain a “forest”.
The randomness can be introduced by randomly choosing the top-N best questions [74] for
each node splitting, or by randomly sampling of the phonetic question set [75] for each deci-
sion tree. A set of acoustic models can then be trained according to each tree in the forest. The
multiple acoustic models can then be combined either using the hypothesis combination [74]
or the mixture-of-experts combination scheme [75].
The “randomness” is injected in a very ad-hoc fashion in the current random forests ap-
proaches for ASR by manipulating the phonetic questions. Consequently, there is no guarantee
that the randomness will introduce complementariness among the trees in the forest. There-
fore, usually a large number of trees are needed to attain a better performance. The acoustic
space among these trees may overlap significantly, thus a considerable portion of parameters
are wasted. To explicitly build complementary systems, two methods were proposed in [76].
The first one attempted tomodify the decision tree building process with some statistics, so that
the new decision tree will be less likely to cluster two confusable states into one cluster. The
statistics were obtained by decoding the training data with the old system and then aligning the
32
2.4 Summary
lattices with the references. The second approach employed a boosting-like scheme during pa-
rameter training to generate the complementary systems. Finally, the multiple complementary
systems were combined using CNC.
2.4 Summary
Hidden Markov models provide a good representation of the unpredictable and sequential
nature of human speech. It has become the dominant acoustic model for the state-of-the-art
continuous speech recognition systems. In this chapter, we reviewed the mathematical frame-
work for the HMM-based ASR, including evaluation of likelihood, parameter estimation and
Viterbi decoding. Another major HMM-based ASR architecture, hybrid NN/HMM system,
was also introduced. Finally, various refinements for HMMs for the large vocabulary continu-
ous speech recognition systemswere also presented, including discriminative training of GMM
parameters, the hybrid deep neural network hidden Markov model systems, as well as system
combinations. Another essential ASR technique of boosting the HMMmodelling power is con-







In the previous chapter, we briefly reviewed the HMM-based speech recognition systems. In
addition, many advanced modelling schemes for large vocabulary speech recognition systems
were also presented, including the discriminative training of GMM parameters, the system
combinations, as well as the deep neural networks. Context dependent acoustic modelling is
another essential modelling technique for the state-of-the-art large-vocabulary speech recog-
nisers. This thesis is devoted to the context dependent acoustic modelling for both the stan-
dard GMM/HMM-based systems as well as the hybrid NN/HMM systems including the
DNN/HMM systems. This chapter gives a detailed review of the existing context dependent
modelling techniques in the GMM/HMM systems and the hybrid NN/HMM systems.
3.1 Co-articulation Effects
In continuous speech, the acoustic realisation of phones vary enormously depending on the
neighbouring phonemes/contexts, which is referred to as the “co-articulation phenomenon”.
Figure 3.1 illustrates the acoustic realisations of phone /d/ in terms of spectrograms for three
different words : “avoided”, “vodka” and “screwdriver” extracted from the TIMIT corpus [21].
The horizontal axis represents time, the vertical axis represents frequency, and the colours rep-
resent the energy level. The portion enclosed in the rectangle is the spectrogram of the reali-
sation of the phone /d/ in the respective word. The phone boundaries are obtained from the
TIMIT transcriptions.
Although these three words have the same canonical form /d/ in the pronunciation dic-






Figure 3.1: Acoustic realisations of the phoneme /d/ with different phonetic contexts
36
3.2 Articulatory Features
differ from each other substantially. The first realisation of /d/ in the word “avoided” is the
“canonical” realisation. The second realisation of /d/ in “avoided” has a very low energy level
due to the so-called /d/-deletion phenomenon. The /d/ in the word “vodka” has a clear dis-
tinct pattern compared to the realisation in the word “avoided”. The realisation of /d/ in the
word “screwdriver” is retroflex affected by the following /r/.
To address the co-articulation effect, context-dependent (CD) acoustic modelling is widely
employed in state-of-the-art ASR systems, where each of the CD phonemes is modelled de-
pending on its neighbouring context. For example, triphone context models the current phone
identity by taking into consideration its previous phone and the next phone. The phone /d/ in
the word “vodka” is modelled as a triphone unit /aa-d+k/ with the left context /aa/ and right
context /k/.
3.2 Articulatory Features
The co-articulation effect in the previous section shows how the acoustic realisations of a phone
with the same canonical form differ from each other when uttered in different phone contexts.
Other factors affecting the realisation of a phone include different speakers, speaking styles, ac-
cents, or even acoustic channels and environments. Using the context dependent phones alone
cannot address these variabilities easily. For example, in spontaneous conversational speech,
althoughwith different canonical forms, the realisations of the phones /t/ and /d/ in “sat” and
“said” may be very similar to each other even with context dependent phones due to the fast
speaking speed. The difference is referred to as “residual” variability [77] which is difficult to
explain in terms of general phone-level properties. However, this may be easily distinguished
by the inclusion of another information: /t/ is unvoiced and /d/ is voiced. This additional infor-
mation can be provided by articulatory features. In other words, the articulatory features can
also be used to address the co-articulation effects on a sub-phonetic level to benefit the context
dependent modelling.
Articulatory features are sub-phonetic properties of human speech. They are usually ex-
tracted based on the configuration of the human speech production apparatus [78] including
vocal cords, velum, hard palate, tongue, teeth, lips, etc. Therefore, they are also referred to as
“broad phones“ or “sub-phonetic features”. Articulatory features are more invariant to differ-
ent speaking styles, noises, or even languages. Therefore, they are widely used for conversa-
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tional speech recognition [79; 80], noise-robust speech recognition [81; 82; 83] and cross-lingual
or multi-lingual speech recognition [79].
A phone can be described in multiple perspectives using articulatory features. For conso-
nants, there are commonly three articulatory feature dimensions:
Place of articulation describes the position of the main constriction of the vocal tract. For ex-
ample, phones /b/ /f/ /m/ /p/ /v/ /w/ are all “labial” consonants, since one or both
lips are the active articulators.
Manner of articulation describes the degree of constriction of the vocal tract and the interac-
tion of articulators when making a speech sound. For example, phones /m/ /n/ /ng/
belong to the “nasal” category since pronouncing these phones involves a nasal occlusive,
where there is occlusion of the oral tract, but air passes through the nose.
Voicedness describes whether there is vocal cord vibration when producing the sounds. For
example, /t/ is an unvoiced consonant whereas /d/ is a voiced consonant although they
fall in the same category when describing them using the other two dimensions.
For vowels, they are usually characterised by the horizontal and vertical position of the highest
point of the tongue. Based on the horizontal position, they can be categorised into three classes
including front vowels, central vowels and back vowels. Using the vertical position, we have
high vowels, middle vowels and low vowels. The detailed classification used in the thesis is
given in Chapter 6.
The early research on the articulatory features for speech recognition attempted to explic-
itly model the articulatory trajectories to account for the context dependencies in speech [77].
The speech units were modelled as constellations of overlapping articulatory features to cope
with the residual variabilities. Another major category of incorporating articulatory features
is for the detection-based speech recognisers. The most successful articulatory-based work is
the Automatic Speech Attribute Transcription (ASAT) project [84] where the speech attributes
are characterised by the articulatory features. ASAT is an alternative ASR paradigm motivated
by the fact that the speech signal contains a rich set of information that helps human auditory
perception and communication. These rich information cannot be characterised by the narrow
speech-to-text ASR systems. Therefore, ASAT is positioned as a “knowledge-rich” framework
that is capable of incorporating multiple levels of information through attribute detection and
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evidence integration. The attribute detection is usually done using neural networks [84] or
deep neural networks [85; 86; 87] with binary outputs. The evidence merger is also a neural
network whose inputs are the concatenated posteriors of all the attribute detectors. In [85],
the ASAT framework was integrated in a bottom-up modular search approach for LVCSR sys-
tems using the weighted finite state transducers [88]. A similar approach was used for noise-
robust speech recognition where neural networks were used to detect the attributes and the
scores were combined by either another classifier [81] or a traditional system at the HMM state
level [82]. The articulatory features were also extensively studied in [79] for both conversational
speech recognition and multi-lingual/cross-lingual speech recognition using a discriminative
model combination approach to integrate the articulatory features and the traditional acoustic
features.
The context-dependent modelling of DNN/HMM systems in Chapter 6 also takes advan-
tage of the articulatory features. We formulate the CD-DNN as an instance of the canonical
state modelling (CSM) [41] technique based on a set of broad phone classes. The triphone is
clustered into multiple sets of shorter biphones using broad phone contexts to address the data
sparsity issue. A DNN is trained to discriminate the biphones within each set. The canonical
states are represented by the concatenated log posterior probabilities of all the broad phone
DNNs. Logistic regression is used to transform the canonical states into the triphone state out-
put probability. Clustering of the regression parameters is used to reduce model complexity
while still achieving unique acoustic scores for all possible triphones. Based on some approx-
imations, the regression model can be regarded as a sparse two-layer neural network with
dynamically connected weights and its parameters can be learned by optimising the cross-
entropy criterion. Although this approach also involves the broad phone DNN detectors and
a second neural network, it differs substantially from the existing detection-based ASR: Firstly,
the broad phone DNNs are used to model the left and right context of a triphone state, whereas
no phone context is used in the detection-based ASR. Secondly, the broad phone DNNs are
not binary detectors, they are designed to discriminate all the biphone contexts within a broad
phone category with hundreds of output units, as opposed to the detectors with the binary
outputs. Last but not least, the 2-layer NN is not used as a merger for decoding. It is trained
as a regression model to transform the canonical broad phone state posteriors to a particular
triphone state; the output units are merely regression targets and are irrelevant to decoding.
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Figure 3.2: Triphone state statistics of a speech corpus with 100 hours of data
3.3 Data Sparsity Problem
CD acoustic modelling captures an important source of speech variability and is now an essen-
tial component of state-of-the-art ASR systems. It has been shown to boost speech recognition
performance significantly, provided these CD phone units can be trained robustly with enough
training data. However, the context dependency raises an important issue: the number of CD
phone units grows exponentially with the length of the context expansion. For an ASR with 40
base phonemes, the number of possible triphones is 403 = 64000. Since each triphone is usually
modelled as a multiple state HMM, thus the number of triphone states is 3 ∗ 64000 = 192000
if three states are used to model a triphone unit. Moreover, a considerable number of triphone
units have a very limited number of occurrences or are even unseen in the training corpus.
Figure 3.2 shows the triphone state distributions of a speech corpus with 100 hours of
speech. Among all the possible triphone states, 62% of them do not appear in the training
data at all. In addition, among all the seen triphone states, more than half of them have very
limited occurrences: less than 100 training frames, which equals to 1 second of speech. There-
fore, the question of how to robustly model all the triphone states, especially the ones with
insufficient training examples, has become the main concern in context-dependent modelling.
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In the next sections, we will review the existing context dependent modelling schemes for both
the GMM/HMM-based system and the hybrid NN/HMM system including DNN/HMM sys-
tems.
3.4 Context-Dependent Modelling for GMM/HMMs
In this section, existing context dependent modelling schemes for the GMM/HMM systems
will be reviewed. Among all these approaches, phonetic decision tree clustering is the most
popular approach. Therefore, the phonetic decision tree state clustering is detailed including
the mathematical formulations, tree growing algorithms as well as the issues with the tradi-
tional phonetic decision tree clustering.
3.4.1 Agglomerative Context-dependent Phone Clustering
An early work by [89] is an HMM model-based sharing called “generalised triphones” based
on the articulatory features. The generalised triphones were obtained from a clustering scheme
based on a distortion/distance function defined to encode the context information among dif-
ferent triphones. The generalised triphones are then shared among all their members.
Although generalised triphones provide a balance between trainability and model sensibil-
ity, it forces all models in the generalised triphone cluster to be the same, even though it may
be the case that only part of the two model output distributions are similar. Moreover, the left
and right contexts cannot be treated independently, which may lead to suboptimal usage of the
training data. To address this problem, the clustering was performed at a more detailed gran-
ularity: the state/mixture distribution level by [90; 91]. As an extension to the “generalised
triphones” approach, state distribution level clustering was proposed by [90]. Instead of using
a model level distortion function, a new state level distance function was defined based on the
information loss when merging two states. In addition, an even finer modelling granularity
named “Genone” was proposed by [91]. It is a data-driven GMM-based mixture component
level clustering approach. The system was built by progressively untying the mixtures of the
tied-mixture GMMs following an agglomerative clustering, splitting and re-estimation proce-
dure. Thus, finer modelling can be achieved by sharing on the distribution level. Another
advantage of “Genone” is that the degree of tying can be easily adjusted according to the task
and the available training data.
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3.4.2 Phonetic Decision Tree Clustering
One drawback of the agglomerative clustering based sharing is that unseen triphones cannot
be easily handled. Therefore, they are usually backed-off to monophones or biphones. Fur-
thermore, the clustering procedure also complicates the training procedure. Thus, a phonetic
decision tree based clustering scheme was proposed by [28]. Decision tree clustering is a data-
driven distribution level tying approach, where one decision tree is built for all the triphones
states corresponding to one base monophone state using the pre-defined phonetic questions. A
phonetic decision tree is a binary tree, each node of which corresponds to a phonetic question
which implies a partition into a new left and right node. The leaves of the tree correspond to
sets of CD phone states whose parameters are tied. One advantage of this approach is that the
unseen triphones can be easily synthesised according to the decision tree. It has become the
most popular approach for the CD modelling of the GMM/HMM systems.
One tree is built for each monophone state. The tree is growing by asking binary phonetic
questions like “is the left phone a vowel?” or “is the right phone fricative?”. These questions
are predefined based on the articulatory features of the respective phones (see Section 3.2). For
each node splitting, all the questions in the question set is evaluated for the likelihood gain, the
question which yields the largest likelihood gain is chosen to partition the current node into
two child nodes.
Suppose each triphone state is modelled as a single Gaussian and the state level alignment
is known. The decision tree starts by pooling all the triphone states with the same central phone
together as the root node. Suppose all the triphone states in the same node S can be modelled
as a single Gaussian component with mean µ(S) and variance Σ(S) and the state tying does not







log(N (ot; µ(S),Σ(S)))γs(t) (3.1)
where γs(t) is the posterior of state s generating frame ot. Substituting the Gaussian pdf, we
have






where D is the dimension of the feature vector. The likelihood of the node depends only on
the shared variance Σ(S) and the total state occupancy ∑s∈S ∑
T
t=1 γs(t). The latter can be ob-
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Figure 3.3: A phonetic decision tree corresponding to the second state of phone /zh/ as in the
word “vision”
tained from the Baum-Welch estimation of the HMM parameters. The shared variance can be



















Given a question q, the node S is split into two nodes according to the answer, SL and SR.
Each of the child nodes is again modelled by a single Gaussian. The best question is chosen to





L(SL) + L(SR)−L(S) (3.5)
The tree growing is stopped once a maximum number of leaves is achieved or the occupancy
for a node falls below a pre-defined threshold. All the states in the same leaf node share the
same parameters.
One exemplar phonetic decision tree is given in Figure 3.3 for the second state of phone
/zh/ as in the word “vision”. The best questions for each splitting are enclosed in the non-
leaf oval nodes. The leaves represent the final decision tree state clusters in the format of
“ST_monophone_state_cluster”.
The flow of building a single decision tree is given in Algorithm 1. The input to the algo-
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rithm is the set of untied triphone states H modelled using single Gaussians, a set of phonetic
questionsQ to split the nodes, the occupancy statistics Γ associated with each triphone state in
the training data, a likelihood gain threshold tg as well as a minimum node occupancy thresh-
old tγ. From the algorithm flow, we can see that to build a decision tree, for each leaf node we
Algorithm 1 Phonetic Decision Tree Clustering
1: procedure FINDBESTQUESTIONS(Q, l)
2: for all questions q ∈ Q do
3: Estimate the Gaussians for each children of leaf l according to q
4: Compute the likelihood gain
5: if gain ≥max_likelihood_gain then
6: max_likelihood_gain = gain
7: best_question = question




12: procedure CLUSTERING(Q, Γ,H,tg,tγ)
13: Pool all triphone states as the root node r
14: Estimate a Gaussian based onH and Γ for r
15: max_likelihood_gain = 0
16: best_question= FindBestQuestions(Q,r)
17: while True do
18: no_split = True
19: for all leaf l in the tree do
20: (best_question,max_likelihood_gain,best_leaf)= FindBestQuestions(Q,l)
21: end for
22: ifmax_likelihood_gain ≥ tg and node occupancies ≥ tγ then
23: Split best_leaf according to best_question
24: no_split = False
25: end if





need to consider each question and estimate a Gaussian for each of the child nodes in order to
calculate the likelihood gain. If only one decision tree is used, the estimation of a Gaussian for
each child node does not require re-visiting the training data based on the assumption that the
frame-state alignment in Γ does not change after a split [28].
The conventional single Gaussian based decision tree state clustering provides an elegant
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approach of addressing the data sparsity problem for the CD GMM/HMM systems. To refine
the decision tree based state clustering, several important issues of decision tree clustering
were studied in [29]: 1) Frame-state alignment and base unit modelling; 2) Node partitions and
splitting criterion; 3) Stopping criteria.
3.4.2.1 Single Gaussian based Decision Tree Node Modelling
The traditional phonetic decision tree clustering relies only on the single Gaussian based frame-
state alignments to build the decision tree. The decision tree nodes are modelled by single
Gaussians whose parameters are computed from the statistics which are also from an untied
single Gaussian triphone system. Although it is very efficient, the single Gaussian based model
may lead to a distorted distribution that may adversely affect the clustering.
To offer a better frame-state alignment and base unit for building the decision trees, tied-
mixture GMMs were used in [30], where all the Gaussians share a grand full covariance matrix
and a set of means per tree. To make the computation feasible, the likelihood calculation dur-
ing decision tree building was performed by choosing the closest Gaussian component, i.e., the
one that has the largest weight, and multiplying its weight by the Gaussian likelihood. Since
only the closest mixture was used for likelihood calculation, the criterion in [30] reduced to the
one for discrete models. Instead of using the 1-best mixture, a new splitting criterion was pro-
posed in [31] to minimise the overlap between two child nodes, both modelled as a Gaussian
mixture pdf in a semi-continuous HMM system. Instead of choosing the best Gaussian, a set
of N Gaussians was chosen to calculate the overlap between two child nodes. The degree of
Gaussian component tying in [30; 31] was relaxed in [32] by introducing two approximations
to model the base unit using GMMs per each decision tree node instead of per decision tree.
The first approximation was based on the k-means clustering. The initial untied triphone states
with M0-component Gaussian were clustered using k-means to model a M-component GMM.
The approximation avoids the re-estimation of the GMMs given a node which is computational
infeasible. The second approximation used multilevel optimal trees to obtain a GMM distribu-
tion for each child node. For each question to be evaluated, a m-level temporary subtree was
constructed. The two child nodes were then modelled by 2m−1 Gaussians by summing the sin-
gle Gaussians from the corresponding subtree leaves. However, one major limitation of these
approximations is that they increase the overload of the decision tree clustering.
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3.4.2.2 Maximum Likelihood Node Splitting
Node splitting/partitioning is another essential consideration for decision tree based state clus-
tering since it determines the final state clusters shared among all the models. The node split-
ting criterion in standard phonetic decision tree clustering is conducted using the Maximum
Likelihood (ML) criterion. The question which leads to the largest likelihood increase is chosen
to split a decision tree node and there is no discriminative modelling between two child nodes.
Discriminative training [10] has been shown to perform significantly better than the ML crite-
rion. Therefore, they are also incorporated into the decision tree building procedure. The mini-
mum classification criterion was adopted in [92] to split the node during decision tree building.
However, the models after clustering were still evaluated with the ML criterion. Therefore, an-
other classification error based decision tree splitting criterion was proposed by [93] based on
two different splitting gains. In contract to [92], the clustered models were evaluated using
discriminative training to show whether the proposed decision tree clustering can retain its
performance.
3.4.2.3 Ad-hoc Stop Criterion
The maximum likelihood based decision tree building can grow a very large tree (ideally one
CD phone model per one tree node) if no stop criterion is used which makes the decision
tree clustering pointless. Therefore, in traditional decision tree clustering, a stopping criterion
based on either the occupancies of tree leaves or the amount of increase of likelihood value.
These values are usually ad-hoc and require tuning on the development set. To address this
issue, an information theoretic criterion, minimum description length (MDL), was adopted
in [94] to determine the best question to split a node as well as to decide when to stop the
clustering. Cross validation (CV) [95; 96] based approaches were also proposed to provide
an optimised stopping criteria in terms of likelihood. For N-fold cross-validation, the training
data is randomly divided into N different groups. Then, a model is trained using N-1 groups of
data, and the likelihood is computed for the group excluded in the training. The best question
is chosen so that the increase on the CV data is maximised. The clustering is stopped when the
maximum increase in likelihood of the CV data is negative.
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3.4.2.4 Clustering Problem
The main concern of the decision tree based approaches is to handle the data sparsity problem.
However, these approaches introduce another limitation: all the triphone states clustered in
the same leaf will share the same set of parameters, which makes them indistinguishable to the
recogniser. This is referred to as the clustering problem in this thesis. To tackle this problem,
a two-level clustering scheme was proposed in [97]. The first level of decision trees were built
using the traditional approach to cluster the CD phone states. Subsequently, the second-level
nodes were obtained by further splitting the first-level leaf nodes. The leaf nodes of the first-
level tree were modelled with multiple Gaussian distributions. All the CD phone states in the
second level decision tree leafs shared the same Gaussian means and variances, but differed
with their own component weights. The clustering problem was further resolved in [98] using
a multi-level context dependent acoustic modelling framework. Each CD phone unit was mod-
elled with a set of multi-level classifiers through a back-off scheme. The higher the level, the
finer the context resolution and vice versa to balance the data sparsity problem and the cluster-
ing problem. During decoding, the acoustic score of a CD phone unit was computed using an
interpolation of all the outputs from the multiple level classifiers. The multiple level classifiers
were designed so that each CD phone unit was associated with a unique set of classifiers thus
a distinct acoustic score during decoding to combat the clustering problem.
Recently, another parameter sharing scheme called “subspace modelling” is emerging to
offer an even finer context granularity. Under this framework, each triphone can have its own
distinct set of parameters with respect to the shared background model. It is an instance of a
more general framework called canonical state modelling [41], where all the context indepen-
dent states are viewed as “canonical states” and the context dependent phone units are mod-
elled as transformations from the “canonical states” similar to the speaker adaptation train-
ing. Subspace GMM [99] offers another approach to context dependent modelling by training
a universal background model with full variance matrices. The context dependent phones
were modelled by the weights with respect to the background model. Yet another subspace
based CD modelling approach is the so-called “eigen triphones” [100]. Inspired by the “eigen-
voices” [101] used for speaker adaptation, an eigen basis is extracted for each monophone from
all the corresponding triphones with a relatively large number of training examples. Context
dependent modelling is treated as an adaptation problem using the established eigen triphone
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basis.
3.4.3 Tied-mixture GMM-based Decision Tree Clustering
Among all the limitations, the base unit modelling issue discussed in Section 3.4.2.1 is the most
widely studied issue since it has a larger impact on the clustering than other factors. Therefore,
in this thesis, the context dependent modelling of the GMM/HMM systems is also devoted
to address the base unit modelling issue by proposing an alternative tied-mixture GMM-based
decision tree clustering approach. To offer a more reliable frame-state alignment, a tied-mixture
GMM triphone system is firstly built before decision tree state clustering to align the data. In
addition, during decision tree clustering, each node is modelled by a GMM distribution. Since
a tied-mixture structure is used, the estimation of the GMM parameters does not require a
revisiting of the training data. The likelihood gain for the node splitting is also evaluated using
the more robust GMMdistributions associated with each child node. Finally, after decision tree
clustering, a tied-mixture GMM triphone system is obtained. Compared to the single Gaussian
state clustered system, the mismatch between the decision tree node modelling units and the
final state clustered GMM system is greatly reduced.
3.5 Context Dependent Modelling for NN/HMMs
Many research works have shown that hybrid systems can also be trained to take advantage of
CD modelling to further boost the system performance [44; 102; 103]. However, the number of
CD phones grows exponentially with the extension of contexts. Therefore, directly predicting
all CD state posteriors leads to an NN with a huge number of outputs. Both efficient compu-
tation and robust estimation of the model parameters will become issues. Thus, factorisation
to smaller networks based on conditional probabilities is usually applied to circumvent this
problem [37; 102; 103].
A set of binary inputs were used in the early works at SRI [102] to specify the context classes.
The computation of CD probabilities was factorized as a context independent (CI) NN to pre-
dict the phone posteriors and 2 CD NNs to predict the left phone and right phone posteriors.
One limitation of this early attempt is that each phoneme is only modelled with one state. As
an extension to this work, each phone was modelled with 3 states in [35]. Additionally, each
CDNNwas trained to predict one of the pre-defined broad phonetic contexts. The central state
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of the 3-state CD phone model was treated as context independent. The first (third) state was
associated with the context-specific CD NN output according to the broad context which its
left (right) phone belongs to. Moreover, a non-linear smoothing between CI and CD probabili-
ties was achieved using cross-validation training initialised with CI weights. However, only 16
generalised biphone phonetic contexts were used in [35] to train the CD NNs for the Resource
Management task. For the large vocabulary recognition task, usually thousands of contexts are
needed to better model the context dependency, which can be achieved by a finer modelling
granularity with wider phonetic contexts. A mixtures of experts (HME) [104] based factorisa-
tion was used in [103] to factorize the CD probability as a 3-level of “experts”: the monophone
discriminator, the state discriminator given amonophone and the context discriminator given a
monophone and a state. With this modular NNs based structure, the states and contexts can be
modelled independently thus a more detailed modelling granularity was achieved. Moreover,
the training of these NNs can be paralleled, which reduces the training time significantly.
Although a lot of research has been devoted to CD modelling for hybrid NN/HMM sys-
tems, few have investigated how different factorisation and smoothing schemes affect the
system performance. The second part of the thesis in Chapter 5 investigates a product-of-
expert (PoE) based factorisation scheme for CDmodelling of hybrid NN/HMM systems under
the canonical state modelling framework. The factorisation comprises a two-level cascade of
NNs [37]: a single CI NN is used to first obtain the posteriors, i.e., “experts”. They provide the
canonical state space for the following CD NN training. A set of 2-layer CD NNs are then built
to non-linearly transform the log posteriors to CD state posteriors.
3.6 Context Dependent Modelling for DNN/HMMs
Recently, with the development of both machine learning algorithms and General-purpose
computing on graphics processing units (GPGPUs) [14], training a deep neural network (DNN)
with many hidden layers has become possible [15; 16; 17; 18]. Unlike the shallowNNdiscussed
in the previous section, the DNN is capable of accommodating thousands of output targets and
is still less susceptible of being stuck in a poor local maximum due to the pre-training. There-
fore, the CD modelling of DNN/HMM systems can be done without resorting to probability
factorisation. In the current CD DNN/HMM literature, the decision tree state clusters of the
GMM/HMM-based systems are borrowed to define the CD DNN output targets. After fine-
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tuning, these DNN posteriors are converted to scaled likelihood scores and used for decoding.
Although the data sparsity problem is addressed by using the state clusters as DNN train-
ing targets, the states in the same cluster are still indistinguishable. In other words, the CD
DNN/HMM system still suffers from the problem of clustering. Given the modelling power
of the DNNs, we believe addressing the clustering problem properly will further improve the
CD DNN/HMM system performance. To this end, the third part of the thesis proposes a novel
logistic regression based context dependent modelling scheme for the DNN/HMM systems
under the canonical state modelling framework to address both the data sparsity problem and
the clustering problem. Recall the PoE factorisation in the previous section can also be viewed
as an canonical state modelling instance where the canonical state posteriors are provided by
one single context independent NN. For the regression-based CD DNN, the canonical state
posteriors are provided by a set of broad phone DNNs based on the articulatory features. To
address the data sparsity issue, each triphone can be clustered into multiple sets of shorter bi-
phones using broad phone contexts which are the output targets of the broad phone DNNs.
The canonical states are represented by the concatenated log posterior probabilities of all the
broad phone DNNs. Logistic regression is used to transform the canonical states into the tri-
phone state output probability. Furthermore, through the regressionmodel, each triphone state
has a unique acoustic score given the observation during decoding. Therefore, the clustering
problem is properly addressed.
3.7 Summary
Context dependent acoustic modelling seeks to strike a good trade-off between the context
resolution and the model robustness. In other words, it should address both the data spar-
sity problem and the clustering problem. This chapter reviewed various existing context de-
pendent modelling schemes for the HMM-based speech recognition systems including the
GMM/HMM-based systems, the hybrid NN/HMM systems and the DNN/HMM systems.
More emphasis was put on the phonetic decision tree state clustering, as it is the most popu-
lar context dependent modelling scheme for the GMM/HMM-based system. In addition, both
the hybrid NN/HMM system and the DNN/HMM system use the phonetic decision tree state
clusters as their context dependent phone targets. To address the base unit modelling issue
in the traditional decision tree state clustering, a tied-mixture GMM-based decision tree state
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clustering scheme will be detailed as the first work of the thesis in Chapter 4. The context
dependent modelling problem for both hybrid NN/HMM systems and DNN/HMM systems
are viewed from the perspective of canonical state modelling. Specifically, to address the data
sparsity issue of the hybrid NN/HMM system with the shallow NN structure, a product-of-
expert probability factorisation is proposed as the second work of the thesis given in Chapter 5.
Finally, to address both the data sparsity problem and the clustering problem in the recently
proposed CD DNN/HMM system, a novel logistic regression based CD modelling framework






Tree Clustering for GMM/HMM
Systems
4.1 Introduction
For context-independent (CI) acoustic modelling, all the realisations of a phone are assumed to
the same. For example, the phoneme “d” in the words “avoided”, “vodka” and “screwdriver”
are all modelled by the same CI phone unit. In modern ASR systems, context-dependent (CD)
modelling is typically employed to address the co-articulation variations (see Figure 3.1) in
continuous speech, for which CD phones are modelled distinctly to capture the unique phone
identity in a particular phone context. The number of CD phones thus grows exponentially
with the length of the contexts. In addition, a considerable number of the CD phones do not
have enough training data, leading to the data sparsity problem ( see Figure 3.2). Therefore,
one major consideration for the CD acoustic modelling is to address the data sparsity problem
appropriately.
For the GMM/HMM-based systems, various clustering schemes were proposed to address
the data sparsity problem as reviewed in Section 3.4. Acoustically similar CD states are clus-
tered, so that the parameters for the cluster can be robustly trained using the pooled training
data. The most popular approach for clustering the CD states is the phonetic decision tree
clustering discussed in Section 3.4.2. Not only can it cluster the seen CD states efficiently and
effectively, it also allows to elegantly synthesise the cluster labels for the unseen CD states.




Among all the limitations reviewed in [29], the most important one is that the decision tree
state clustering depends entirely on the single Gaussian distributions, which are not always
reliable:
1. Single Gaussian frame-state alignment
Decision tree based state clustering is based on a fundamental assumption that the frame-
state alignments stay the same during decision tree clustering. The frame-state align-
ments are often obtained from the training of an untied triphone system, where each
untied triphone state is modelled as a single Gaussian distribution. After decision tree
clustering, the final GMM system with state clusters is obtained by successive mixtur-
ing up and retraining. Therefore, the initial alignments used through the decision tree
clustering may not be compatible with the distributions of the final GMM system. This
mismatch is one of the major factors that adversely affect the quality of the decision tree
state clustering.
2. Single Gaussian decision tree node modelling
During decision tree clustering, the tree nodes are modelled with single Gaussians whose
parameters are computed from the frame-state alignment to avoid revisiting the training
data, which is intractable. However, the single Gaussian distribution is not powerful
enough to capture the variations in speech. For example, at least two components are
needed tomodel themale and female speech respectively. Therefore, the single Gaussians
may lead to distorted distributions. This will hurt the robustness of the likelihood gain
calculation, and thus affect the question selection for node splitting (see Algorithm 1).
3. Single Gaussian state clustered system
The decision tree state clustering yields a single Gaussian state clustered system, where
each CD state cluster is modelled using a single Gaussian. However, the system needed
for decoding is usually a GMM-based system. Therefore, the single Gaussians need to be
split and mixtured up. This introduces another mismatch between the decision tree state
clustering and the final GMM system: the “optimal” tying structure obtained from the
single Gaussian system may not work well for the final GMM system.
The quality of the decision tree clustering can be improved by using a GMM distribution
for each tree node. However, estimating a GMM for each decision tree node from the train-
ing data is computationally infeasible, since this involves accessing the training data for each
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possible question and for each decision node according to Algorithm 1. To circumvent this
issue, we propose a modified decision tree state clustering scheme based on the tied-mixture
GMMs [33] for triphone CD modelling. In principle, better alignments can be obtained using
GMMs. However, training an untied GMM triphone system would lead to poorer alignments
due to the data sparsity problem. Therefore, CI GMMs are used to initialise all the triphones
in the proposed approach. Meanwhile, instead of using a single Gaussian model or untied tri-
phone GMMs, a tied-mixture GMM triphone system is adopted to perform the state clustering.
By resorting to an auxiliary function, we avoid revisiting the training data during clustering
and the same sufficient statistics as those of the standard approach can be used for GMM clus-
tering. Moreover, discriminative training can be incorporated during clustering by training the
CI GMMs with the discriminative criteria [10]. Since the new clustering scheme is still within
the decision tree clustering framework, the framework can handle the unseen triphones easily.
The proposed GMM clustering scheme has a better state distribution which leads to 1) better
frame-state alignments; 2) better question selections. These two factors may benefit the state
clustering procedure.
4.2 Tied-Mixture GMM based State Clustering
The derivations of the tied-mixture GMM-based state clustering scheme are given in this sec-
tion within the phonetic decision tree clustering framework [28]. The tree is built in the same
fashion as [28]: Initially, all the triphone states corresponding to one base phone (monophone)
state are collected at the root node. The node is then split into two using the phonetic ques-
tion which gives the maximum likelihood increase after splitting. The splitting procedure is
repeated until the maximum likelihood gain falls below a threshold.
Let S be a cluster of triphone states corresponding to one base phone state. These triphone
states are modelled as a mixture of Gaussians instead of a single Gaussian in [28]. Moreover,
the set of Gaussians are shared among S. In other words, all the triphone states in S share the
same Gaussian means µ(m), variances Σ(m) as the base phone and cluster weights cSm. The log












where ot denotes the training frame t, s ∈ S denotes an individual triphone state in cluster S,
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M is the number of Gaussian components, γs(t) is the expected occupancy of state s at time t,
and cSm is the m-th component weight for the whole cluster calculated from individual weights
of all the triphone states in S. Subsequently, we refer to cSm as hyper weight.
To compute this GMM likelihood term efficiently without revisiting the training data, an
auxiliary function is used to serve as the lower bound L(S) ≥ Q(S) according to the Jensen’s













γsm(t) = γs(t) ∗ csm
where γsm(t) is the expected occupancy of frame ot residing in mixture m of triphone state s
and csm is the mixture weight of triphone state s for the m-th shared component. We thus have























γs(t) ∗ csm logN (ot; µ(m),Σ(m))
Note the evaluation of KS still needs revisiting the training data. However, since tied-mixture
is used, KS stays the same before and after a split. Let S1 and S2 be the two new clusters after
splitting S, the equation
KS = KS1 +KS2 (4.1)
holds, this is because the state occupancies γs(t) are assumed to be unchanged during clus-
tering. In addition, since tied-mixture GMMs are used, all triphone states of a decision tree
share the same Gaussian parameters including the means and variances. Thus KS does not
contribute to the change in likelihood. In other words, the likelihood change only depends on
the weight terms, cSm and csm. In this way, we avoid evaluating KS thus revisiting the training
data during decision tree building. βs is the expected occupancy of triphone state s computed
on all the training data and can be obtained from the Baum-Welch estimation. This is also the
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The change of Q values after a split can be expressed as:
∆Q(S) = Q(S1) +Q(S2)−Q(S)
Note that since Equation 4.1 holds, ∆Q(S) depends only on the hyper weight cSm. Therefore, for
each node splitting, the question which leads to the maximal ∆Q(S) is chosen and used to split
S. The procedure is repeated until the maximal ∆Q(S) falls below a threshold.
4.3 System Building Recipe
An overview of the proposed tied-mixture GMM-based decision tree clustering is depicted in
Figure 4.1 compared to the traditional single Gaussian base decision tree state clustering:
The procedure of building a tied-mixture GMM based CD tied-state system is basically the
same as [28]. The only difference is that the model before the clustering is a well trained CD
tied-mixture GMM system. The following procedure is performed for each base phone state qj
over its corresponding triphone states.
Step 1: Monophone GMM/HMM system is firstly built. The likelihood of a base phone state






Step 2: The monophone GMM/HMM of base phone state qj is cloned to initialise all its cor-
responding triphone states. Meanwhile, the Gaussian means and variances are tied. In
other words, all the triphone states have the same set of Gaussian means and variances
as the monophone state qj, and their weights are also initialised as cjm.
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Figure 4.1: Overview of the tied-mixture GMM-based decision tree state clustering
Step 3: Re-estimate only theweights of the tied-mixture systemwhile keeping Gaussianmeans
and variances fixed as qj. The likelihood of a triphone state q
s






where csjm is the m-th shared component weight of triphone state q
s
j .
Step 4: Perform GMM tied-mixture based decision tree clustering using the re-estimated tied-
mixture GMMs for each base phone state and the unseen triphone states are synthesised
using the corresponding decision tree.
Step 5: For each state cluster S, untie all the mixture components of the clustered model so
that each cluster has its own Gaussian means, variances and weights. These cluster spe-



















This section presents the experimental results comparing the tied-mixture GMM-based and the
baseline conventional single Gaussian based decision tree state clustering. The tied-mixture
based GMM system is evaluated on the WSJCAM0 [105] corpus. There are 18.3 hours of train-
ing data, comprising 9889 utterances. Testing set “si_dt5a”, which consists of 0.73 hours of
speech for the 5K WSJCAM0 task, is used for performance evaluation. The language models
are the standard bigram and trigram models provided by the NIST for the corpus. The phone
set has 41 monophones including one silence model and one short pause model. Each triphone
is modelled as a left-to-right 3-state HMM and each state has a Gaussian density of M = 16.
The features are the standard 39-dimensional MFCCs consisting of 13 static coefficients (12
MFCC plus one C0 energy term) and the first and second derivatives. HTK1 is adopted for
decoding. Word recognition is performed using a bigram full decoding followed by a trigram
rescoring.
4.4.1 Tied-mixture GMM Based State Clustering
The word recognition performance under the baseline state clustering [28] (Single Gaussian
Clustering) and proposed tied-mixture GMM-based state clustering scheme is shown in Fig-
ure 4.2 in terms of word error rate (WER%). Numbers after “GMM-” denote the Gaussian
density of the tied-mixture GMM used in decision tree clustering. All clustering schemes are
evaluated using their resulting state clustered triphone models with 16 components per state.
Consistent performance improvement is obtained with various number of state clusters us-
ing both tied-mixture GMM-8 and GMM-16 clustering. The best performance obtained from
GMM-16 clustering (6.32%) has a 6.4% relative (0.43% absolute) improvement over the base-
line (6.75%). More interestingly, the best performance of GMM-16 clustering uses only 2765
clusters, whereas for the baseline, 4530 clusters are needed. This illustrates an advantage of
the proposed clustering scheme: a much better performance can be obtained with a much
smaller parameter size. The notable performance declines after 4530 may be because there is
not enough training data for a reliable estimation of this many clusters.



























































Figure 4.2: WER comparison of three clustering schemes: single Gaussian clustering, TM-
GMM-8 state clustering and TM-GMM-16 state clustering
4.4.2 Incorporation of Discriminative Training
We further investigate whether the incorporation of discriminative training would further
boost the clustering performance of the proposed tied-mixture GMM-16 clustering. One way of
achieving this is training the CI-GMMs in step 1 (see Section 4.3) using discriminative training
criteria, e.g., MMI, MPE [10]. Note only CI-GMMs are discriminatively trained. After cluster-
ing, the resulting tied-state triphone system is trained with maximum likelihood (ML) and then
used for decoding. Compared to the GMM-16 clustering initialised with ML-trained CI GMM-
16, a further performance boost (6.04 vs. 6.32) is obtained with an even smaller number of state
clusters (1685 vs. 2765) using MMI criterion. This also translates to a 10.5% relative improve-
ment over the baseline single Gaussian based clustering. Significance test using SCTK1 reveals
that the improvement over the baseline clustering is significant with p = 0.029. Therefore,
GMM based state clustering retains its clustering performance even with the incorporation of
discriminative training. Recall all the triphone states given a base phone state share the same
set of Gaussians. The further reduction of cluster number may be because the discrimination
1NIST Speech Recognition Scoring Toolkit, http://www.itl.nist.gov/iad/mig//tools
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among all the triphone states initialised by the discriminatively trained GMM-16 CI models
before clustering is better modelled, thus less clusters are needed to distinguish them.
4.5 Analysis and Discussions
Given the performance gain of the proposed tied-mixture GMM-16 clustering scheme, we fur-
ther investigate two possible factors which may make GMM based clustering superior.
4.5.1 Alignment of Training Data and Base Unit Modelling
Recall the decision tree based state clustering has an assumption that the initial frame-state
alignments do not change during the tree building procedure. Otherwise, a re-alignment using
all the training data would be required for each possible partition, which is intractable. How-
ever, a single Gaussian may provide poor alignments for clustering since it is inadequate to
represent the variability in the data. On the other hand, better alignments may be obtained
by tied-mixture GMMs in the proposed approach. Therefore, one interesting question to ask is
what if the single Gaussian models in the conventional clustering scheme is re-estimated us-
ing the same tied-mixture GMM triphone model in the proposed scheme. To investigate this,
the same tied-mixture triphone GMM-16 after step 3 is used as the alignment model to per-
form a two-model re-estimation [3] on the single Gaussian untied triphone system before state
clustering. Thus, both clustering schemes now have the same alignment model to generate the
frame-state alignments. After the re-estimation, the conventional decision tree based clustering
procedure is performed to get the tied-state triphone system for decoding.
The WER performance is given in Table 4.1:
Table 4.1: WER (%) performance comparison of two baseline systems
# of State Clusters 1685 2765 3560 4530 5440
Baseline 7.02 6.97 6.84 6.75 7.47
+Re-estimation 6.75 6.68 6.59 6.96 7.64
TM-GMM-16 Clustering 6.59 6.32 6.54 6.78 7.04
As expected, a small performance boost (6.59 vs. 6.75) is observed after the re-estimation.
However, the performance of the baseline clustering and the one after re-estimation is very
close, although there are some performance declines which are also reported in [29]. Therefore,
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the fact that the proposed approach outperforms the baseline system may be due to that GMM
is used, so that the variability in the data can be better modelled. This benefits the following
clustering procedure in the sense that the separability among the triphone states before clus-
tering is enlarged, which makes them easy to distinguish. However, the performance of the
baseline clustering after re-estimation is still worse than the proposed approach. Therefore,
other factors may exist that the proposed scheme can further benefit from.
4.5.2 Investigation of Phonetic Questions
We further study the phonetic questions used by the two systems during decision tree building
since the questions determine the state partitions and eventually the state clusters. The results
given here are based on the configuration that both schemes lead to 4530 state clusters. 7089
questions are used by the tied-mixture GMM-16 clustering scheme, which is 1205 more than
the baseline clustering. This means more partitions are considered, which results in a larger
search space and may lead to a better clustering eventually. Figure 4.3 shows the count of the
top 10most important questions used by each system. The count for each question is calculated
as:
1. For each decision tree, all the questions used are sorted according to the likelihood gain
in descending order and the top 10 questions are considered most important for this de-
cision tree;
2. If one question appears in the top 10 most important questions of any of the 117 decision
trees, its count is increased by one.
After counting, the questions of the GMM based clustering are sorted based on their count
in descending order and then indexed. According to the question indices, the correspond-
ing question count of the single Gaussian based state clustering is drawn. This procedure is
done on questions concerning left contexts (left subfigure) and right contexts (right subfigure)
respectively.
Many spikes of the baseline clustering curve are observed for both left and right context
question figures. This means that the two systems perform quite differently on question se-
lections and node partitions during the decision tree building procedure. We further examine
these 1170 (117× 10) questions to verify this hypothesis. It turns out, for the baseline cluster-
ing, there are 618 questions concerning the left contexts and 496 about the right contexts. While
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Figure 4.3: Question counts under two clustering schemes based on their importance
for the proposed scheme, 564 left contexts and 563 right contexts are used, which is much more
balanced than the baseline. The reason why these numbers do not sum to 1170 is for some
decision trees, the total number of questions used is smaller than 10. The imbalance of left and
right context questions for the single Gaussian based clustering will probably lead to many
biased partitions which may hurt the performance.
Moreover, further examination of these questions reveals another interesting fact: the single
Gaussian based state clustering tends to choose more specific questions. We define “specific
questions” as: 1) L/R_Silence 2) L/R_Nasal 3) L/R_phone (e.g., L_ae, R_iy). The total number of
specific questions for the baseline is 328 while only 276 for the proposed clustering. In general,
more specific questions tend to give more state clusters thus may require more training data for
a robust estimation. This insight also explains why the proposed clustering scheme can achieve
its best performance with a smaller number of clusters than the baseline system.
To gain some impression of somemost important questions, Table 4.2 shows the top 10most
important questions used by each system for clustering the second state of phone /ae/. The
questions are listed downwards according to their importance. From the table, bias to the left
contexts by the baseline system is again observed, i.e., the top five questions are all concerning
the left contexts. On the other hand, our approach has a more balanced emphasis on both
left and right contexts, as the top two questions are about the left context and right context
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Table 4.2: Top 10 most important questions for single Gaussian and tied-mixture (TM) GMM
based decision tree state clustering











respectively. We can also see that there are three “specific questions” for the baseline clustering
whereas two for GMM clustering.
4.6 Summary
In this chapter, we have investigated a tied-mixture GMM-based state clustering scheme as
an alternative to the conventional single Gaussian based decision tree state clustering scheme.
Experimental results show that for a varying number of state clusters, the proposed approach
consistently outperforms the standard single Gaussian based clustering. The best WER perfor-
mance of the proposed approach has a 10.5% relative improvement over the conventional ap-
proach. In addition, the proposed scheme achieves its best performance using a much smaller
number of clusters. Detailed analysis reveal that the proposed GMM clustering has a better
state distribution which leads to 1) better frame-state alignments; 2) better phonetic question
selections. These two factors may contribute to the performance improvement over the con-





There are two main paradigms of incorporating NNs into speech recognition systems, namely
the hybrid NN/HMM and tandem systems. In the hybrid NN/HMM system [102] as shown
in Figure 5.1, the NN is used to predict the phone state posterior probabilities. The “scaled
likelihood” obtained from the state posteriors is used to model the HMM state emission proba-
bilities instead of standard GMMs. On the other hand, for the tandem system in Figure 5.2, the
NN is used to extract discriminative features, with which better GMM/HMM-based systems
can be estimated. For example, principal component analysis (PCA) projected log posterior
features have been introduced in the tandem system [106]. Bottle-neck features [13; 107] have
also been extracted from the NN hidden layers. These “posterior” features are then used to
train a GMM/HMM back-end system. This chapter focuses on the context-dependent mod-
elling of the hybrid NN/HMM systems with a shallow NN structure, where only one hidden
layer is used.
5.1 Introduction
Although a lot of research has been devoted to CD modelling for hybrid NN/HMM systems,
few have investigated how different factorisation techniques and smoothing schemes affect the
system performance. In view of this, a product-of-expert (PoE)-based factorisation scheme for
the CD modelling of the hybrid NN/HMM systems is proposed in this chapter. Product-of-
expert is a broad technique proposed in [17] where a number of individual component models
are combined by taking their product and normalising the results. These components are re-
ferred to as “expert”. The factorisation comprises a two-level cascade of NNs [37]: a single
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Figure 5.1: Neural network in the hybrid NN/HMM system
Figure 5.2: Neural network in the tandem system
CI-NN is used to first obtain the posteriors, i.e., “experts”, following which a set of 2-layer
CD-NNs (no hidden layers) is then trained to non-linearly transform the log posteriors to CD
state posteriors. Three types of “experts” are studied according to the transformations which
its CD-NN set encodes. In the first PoE scheme, the CD-NN posteriors are viewed as the trans-
formations of the monophone state posteriors. This is achieved by training the CD-NNs us-
ing the corresponding monophone state posteriors using a PoE formulation, in which the log
monophone state posteriors are regarded as the “experts”. Finally, the CD state posteriors are
obtained from the product of the monophone state posteriors and the corresponding CD-NN
posteriors. The second PoE scheme uses the concatenated left phone context and right phone
context posteriors as the “experts” to train the CD-NN set. Yet another implementation is the
concatenation of the previously stated two types of “experts”.
For factorisation, the experts are not constrained to be these three types. The main idea is
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to get the CD state probabilities using smaller networks, which can be robustly trained. For
example, instead of predicting the left and right phones, we can train some even smaller neural
networks as “experts” to predict only broad phones based on the sub-phonetic features. This
idea has been used in our work for the context-dependent modelling of deep neural networks
in the last chapter of the thesis.
Once we have trained the “expert” NNs, the 2-layer CD-NNs, one for each monophone
state, are trained to discriminate the context clusters of the CI state. The context clusters are
obtained using the conventional decision tree clustering technique [28]. To ensure the robust
estimation of the CD state posteriors, they are smoothed with the CI-NN posteriors before used
for decoding. Furthermore, the PoE-based factorisation and smoothing schemes are extended
to model the quinphone contexts. As with the triphone PoE factorisation, a cascade of 2-level
NNs is used to model the quinphone contexts. The first NN is used to predict triphone state
clusters. Given each triphone state cluster, a 2-layer NN in the CD-NN set is trained to discrim-
inate the corresponding quinphone contexts.
NN/HMM hybrid systems have been found to be high quality phone recognisers [43; 63].
However, the cross-entropy criterion commonly used to estimate the NN parameters suffers
from several major limitations for word recognition [38]: 1) It is a frame-based criterion which
may not be optimum for sequential classification tasks such as speech recognition; 2) It is opti-
mised independently per each frame; 3) It does not take into consideration the language model,
which usually can be robustly trained. Therefore, sequential classification criteria, such as
MMI and MPE, may be more suitable. However, most of the previous work on global opti-
misation and sequential classification of NNs [108; 109] mainly deals with small tasks, e.g.,
phone recognition, constrained by the need of the efficient gradient computation and proper
hypothesis representation. On the other hand, lattice-based sequential classification criteria
like MMI and MPE have been successfully applied to many large vocabulary recognition tasks
for GMM/HMM systems. The rationale of using lattice-based sequential learning criteria for
NN training is two-fold: 1) The statistics encoded in the lattices are from the whole utter-
ance instead of single frames as in the cross-entropy criterion; 2) Lattices implicitly encode the
phonetic and lexical knowledge from the language model, since they are often tagged with
language model scores and alignment information. Therefore, NNs trained with these lattice-
based statistics will have a better sequential classification capability for the speech recognition
task. Attempts of lattice-based sequential classification optimisation of the NN/HMM hybrid
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system were made in [110]. However, the study was relatively rudimentary: the NN used
had a very simple 3-layer structure and models only 384 quinphone CD states, clearly under-
parameterised for their English broadcast news transcription task, which usually requires tens
of thousands of contexts [111].
Another perspective of the sequential NN learning is that it offers a way of producing the
“enhanced” posterior features. In [112], a hybrid NN/HMM system was used to extract the
“enhanced” posterior features. The posteriors from the front-end NNwere considered as “reg-
ular” posteriors, as they do not contain any prior knowledge. The “enhanced” posteriors for
each phone or state were obtained through the standard forward-backward algorithm (see Sec-
tion 2.1.3) given a training utterance using the hybrid NN/HMM system instead of the con-
ventional GMM/HMM-based system. The posteriors were considered “enhanced” due to two
reasons: 1) They were computed per utterance to incorporate the utterance-level acoustic in-
formation; 2) The prior knowledge imposed by the HMM topology, for example, the minimum
phone duration, was also included in these posteriors. In the same vein, the forward-backward
procedures can also be applied to the lattices to get the “enhanced” posteriors. Compared to
a single utterance, lattices contains much richer knowledge, since the alignments contain both
acoustic and language model information for not only the reference utterance, but many other
acoustically similar hypotheses. Moreover, the context knowledge contained in the lattices
is learned from the training data, which may be more robust than the HMM topological con-
straints alone in [112]. Therefore, the phone posteriors fromNNs trainedwith the lattices-based
sequential classification criteria can also be viewed as “enhanced” posteriors, which can be ei-
ther used in the NN/HMM hybrid system as the local scores or in the tandem configuration as
the “enhanced” features.
In addition to the CD modelling of hybrid NN/HMMs, we also investigate how the lattice-
based sequential classification criteria can be incorporated in both the hybrid system as the local
measurements and in tandem systems as posterior features with a much more complex NN
model. Both MMI and MPE criteria [10] are studied. Different from [110], the hybrid system
is factorized into two sets of NNs, namely CI-NN and CD-NNs within the PoE framework.
The PoE framework offers great flexibility of modelling large number of contexts needed for
the large vocabulary recognition task. Meanwhile, the sequential classification training can be
applied to both the CI-NN and the CD-NNs.
The remaining of the chapter is organised as follows: Section 5.2 formulates the general
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probability factorisation scheme for the CD-NN/HMM system. Section 5.3 describes three
PoE frameworks for transforming CI posteriors into CD posteriors using NNs. In addition,
the smoothing of the CD-NN posteriors is also presented in Section 5.3. This section also for-
mulates the PoE-based quinphone factorisation. Section 5.4 gives a brief review of the cross-
entropy criterion and shows the relationships between the lattice-based sequential classifica-
tion criterion and the cross-entropy criterion. The methodology of training NNs using the
lattice-based sequential criteria is also given in this section. Experimental results are presented
in Section 5.5. Section 5.6 summarises the findings of the study and concludes the chapter.
5.2 Factorisation of CD-NN/HMM Systems
Suppose an n-state left-to-right HMM is used to model the phonemes. In a CD-HMM, every
state is associated with a specific phone, state and context cluster. During recognition, the
likelihood of a feature vector ot given monophone state si in context cluster ck, p(ot|si, ck), is
required for each HMM state. It has been shown that the outputs of an NN are the estimates
of a posteriori probabilities [102]. By applying the Bayes’ rule and factoring the conditional
probabilities, the required likelihood can be computed in terms of the posterior probabilities
estimated by NNs in a discriminative fashion.







Note that the denominator corresponds to the prior probabilities, which can be estimated by
relative frequencies. The frame probability p(ot) can be dropped, since it is independent of
model parameters. The joint probability P(si, ck|ot) can be estimated by NNs using factorisa-
tion [34]:
P(si, ck|ot) = P(si|ot)P(ck|si, ot) (5.2)
The monophone state posterior P(si|ot) is estimated by the single CI-NN to discriminate the CI
states. The posterior of the context cluster ck given the CI state si, P(ck|si, ot), can be estimated
by the CD-NNs set to discriminate the context clusters ck given a phone state si.
Thus, the factorisation scheme can be achieved with a two-level cascade comprising a sin-
gle CI-NN followed by a set of CD-NNs shown in Figure 5.3 to compute the joint probability
P(si, ck|ot).
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CD NNs 
FTR-NN 
Figure 5.3: Product-of-Expert (PoE) factorisation with the CI state experts
One decision tree [28] is built for each monophone state to obtain the triphone context clus-
ters. The corresponding CD-NN is trained to predict all these clusters given the monophone
state.
5.3 CD-NNs: A Multiple PoE Transformation Perspective
The training of the CI-NN in Figure 5.3 is quite straightforward: it takes in the MFCCs features
and predicts the monophone state posteriors. On the other hand, the training of the CD-NN set
needs more investigation, since the NN set usually contains many individual NNs. These NNs
are commonly trained directly from acoustic features, e.g. MFCCs or PLPs [12], except that only
training frames belonging to the clusters they represent are used for training [35; 103]. In other
words, each CD-NN is trained with a disjoint subset of the training data. However, training
a set of NNs in such ways would be very time-consuming. In addition, since only a subset
of the training frames can be used during the CD-NN training, data sparsity problem may
occur if complex structures, e.g., multiple frame input window and multiple hidden layers, are
employed for the CD-NN set.
In this work, instead of training CD-NNs with the MFCC features like the CI-NN, they
are viewed as non-linear transformations of some posteriors. The transformations are given by
feeding the log posterior probabilities through a set of 2-layer NNs (an input layer, an output layer
and no hidden layer). This framework fits within the product-of-expert (PoE) framework [113].
It was previously adopted to map the posteriors of a source language to a target language for
cross-lingual speech recognition. There are two stages of the PoE framework. The first stage is
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the extraction of “experts”. They are the posteriors predicted by some NNs to predict certain
contexts. These NNs are referred to as FTR-NNs, as they provide the FeaTuRes for the training
of the CD-NN set in the following stage. Three types of “experts” are investigated here, namely,
the CI state “experts”, the phone context “experts” and the concatenated “experts”, which are
discussed in the following.
5.3.1 CI State Experts
The CI state experts are extracted by a single CI-NN (FTR-NN), which takes in the acoustic fea-
tures and predicts the monophone states. After the log operation, they are used as the features
to train the CD-NN set in the following stage. Hence, each CI posterior is regarded as an expert.
The CI log posterior features are denoted as ft = { fi(ot) = log P(si|ot) : ∀i}, where si is the i-th
monophone state. The second stage uses a set of NNs to non-linearly transform ft to CD-NN
posteriors. The PoE framework is illustrated in Figure 5.3. The FTR-NN is used to predict the
monophone state posteriors. The log monophone state posteriors are then used to train the
2-layer CD-NNs set to get the conditional CD posteriors. The conditional CD posterior is com-








exp {−∑∀i ωki fi(ot)}
∑
K
k′=1 exp {−∑∀i ωk′i fi(ot)}
,
(5.3)
where K denotes the total number of context clusters per state (i.e. the output dimension of
a CD-NN), ωki is the weight of expert P(si|ot) for predicting the k-th context of the CD-NN.
Interestingly, the resulting form is a softmax function of a linear transformation of ft. Therefore,
all CD-NNs have a 2-layer topology with input ft and a softmax output activation function
to produce the context posteriors given a monophone state. The proposed PoE-based CD-
NN/HMM system is essentially an instance of canonical state model [41]. Different from [41]
where a mixture of Constrained Maximum Likelihood Linear Regression (CMLLR) transforms
are used to map the canonical states to the CD states, in the PoE framework, FTR-NN is the
canonical state model and the CD-NNs are the discriminatively learned non-linear transformations
for modelling CD states.
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5.3.2 Phone Context Experts
The phone context experts are the concatenated posteriors produced by two NNs trained to
discriminate the left and right phone contexts respectively. The phone context labels are ob-
tained from a forced alignment with a bootstrap GMM/HMM-based triphone model. The log
posterior features are denoted as ft = { flr(ot) = log P(clr|ot)}, where lr denotes an index of
the concatenated left and right phone context posteriors, P(clr|ot) is the lr-th “expert”. The








exp {−∑∀lr ωklr flr(ot)}
∑
K
k′=1 exp {−∑∀lr ωk′ lr flr(ot)}
,
(5.4)
Similarly, K denotes the total number of context clusters, ωklr is the weight of “expert” P(clr|ot)
for predicting the k-th context in a CD-NN. The resulting form is also a softmax function of a
linear transformation of ft. Therefore, CD-NNs can be trained in the same way as the previous
scheme.
5.3.3 Concatenated Experts
The CI state experts and phone context experts can be further concatenated to form the concate-
nated experts. The log posterior features are represented as: ft = { flrs(ot) = log P(clrs|ot)},
where where lrs denotes an index of the concatenated left and right phone context and CI state









exp {−∑∀lrs ωklrs flrs(ot)}
∑
K
k′=1 exp {−∑∀lrs ωk′ lrs flrs(ot)}
,
(5.5)
where K denotes the total number of context clusters, ωklrs is the weight of expert P(clrs|ot) for
predicting the k-th context in CD-NNs.
5.3.4 Robust Estimation of CD State Posteriors
Through the factorisation scheme, scaled likelihood can be computed by evaluating the CI-NN
followed by the corresponding CD-NNs. Therefore, two sets of posteriors are produced for
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every observation frame: the CI posterior P(si|ot) and the conditional CD posteriors P(ck|si, ft).
For a robust estimation of the conditional posteriors, a probability scaling based smoothing
approach is introduced.
To compensate different dynamic ranges of CI and conditional CD posteriors, the condi-
tional CD-NN posterior P(ck|si, ft) is smoothed by the posterior of the monophone state si
which ck is conditioned on. The probability scaling based smoothing is expressed as:
PCD = P(ck|si, ft)
α × P(si|ot)
1−α (5.6)
where α (0 ≤ α ≤ 1) is the smoothing factor. As α moves towards 0(1), the system performs
like a pure CI (conditional CD) system. Note when α equals 0.5, PCD becomes the geometric
mean of P(ck|si, ft) and P(si|ot). Probability scaling based smoothing was also used in [103],
the main difference here is that the conditional posterior P(ck|si, ft) is estimated under the PoE
framework instead of training a dedicated NN using acoustic features from scratch.
5.3.5 PoE-Based Quinphone Factorisation
In this section, we further extend the PoE-based factorisation to the quinphone level. Similar
to the triphone case, the PoE-based quinphone factorisation is also implemented as a 2-level
cascade of NNs. Firstly, a single NN (FTR-NN) is trained to predict the triphone state clusters
that are obtained from the phonetic decision tree clustering. The log posteriors, denoted as ft =
{ fi(ot) = log P(c
tri
i |ot) : ∀i}, are then extracted from this NN to train the second level of CD-
NN sets. Similarly, this NN is referred to as FTR-NN. Each CD-NN takes in the log posterior
features and is trained to predict the quinphone state clusters corresponding to the triphone
state cluster. The quinphone clusters are also obtained from a quinphone level decision tree












exp {−∑∀i ωki fi(ot)}
∑
K
k′=1 exp {−∑∀i ωk′i fi(ot)}
,
(5.7)
where K is the number of quinphone state clusters given a CD-NN, c
quin
k is the k-th output unit
of the CD-NN, ctrii is the i-th triphone state cluster corresponding to the i-th output unit of
the FTR-NN, ωki is the weight of expert P(c
tri
i |ot) for predicting the k-th quinphone context of
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the CD-NN. To compute the scaled likelihood, probability scaling based smoothing is used to










where α (0 ≤ α ≤ 1) is the smoothing factor. As α moves towards 0(1), the system performs
like a pure triphone (conditional quinphone) system.
5.4 Lattice-Based Sequential Learning in NN/HMM System
This section investigates how the lattice-based sequential learning criteria can be used in the
NN training. In addition, the sequential learning is scaled up for large vocabulary tasks with
more complex NN models under the PoE factorisation framework.
5.4.1 The Cross-entropy Criterion
Cross-entropy is a frame-based criterion widely adopted to optimise the NN parameters. Let
Or denote the r-th training utterance and Pˆr the corresponding phone state sequence. The label
sequence Pˆr has the target class labels pˆrt for each frame t of Or. These target labels are usually
obtained through a forced alignment using the word-level transcription Sr. Let Tr denote the















where θ is the NN parameter set, N is the target label size, i.e., the total number of the phone
states, prt(i) is the output of the NN for phone states i at frame t ofOr. During NN training, the
error back-propagation (EBP) adjusts θ so that FXENT is minimised. Softmax is usually used as








where art(i) is the input to the output unit i before the softmax activation function. If the
cross-entropy is used with the softmax function, the derivative of the FXENT loss function with
respect to art(i) can be expressed as [110]:
∂FXENT(θ)
∂art(i)
= prt(i)− pˆrt(i). (5.11)
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5.4.2 Sequential Classification
Sequential classification criteria, such as MMI and MPE, use lattices as the compact represen-
tation for the hypotheses and the references space. Based on the lattice representation, efficient
optimisation approaches, such as extended Baum-Welch (EBW) [60] and acoustic smoothing
schemes [10], can be employed to train the model parameters in a discriminative fashion. These
criteria have been successfully applied to large vocabulary tasks and have shown improved
results compared to the ML training for the GMM/HMM-based systems. The lattice-based
sequential criteria have also been used in [110] to replace the cross-entropy criterion as the
NN training objective function. Note that, for the ease of reference, the notations and formu-
lae given in this section are borrowed from [110]. There are two essential terms in the stan-
dard EBW update formulae [10], namely γNUMrt (i) and γ
DEN
rt (i) (see Section 2.3.1.4). These two
gamma statistics are the expected occupancies that the frame t of utterance r resides in phone
state i. The occupancies can be obtained through a standard forward-backward procedure over
the numerator and denominator lattices. For the sequential classification criterion, the gradi-




= k(γDENrt (i)− γ
NUM
rt (i)), (5.12)
where FSEQ can be any sequential classification criterion, lrt(i) is the log-likelihood of phone
state i at frame t in utterance r, k is an acoustic scaling factor to enhance generalisation. Recall in
hybrid NN/HMM, the scaled likelihood prt(i)/p(i) is used to represent the emission probabil-
ity of the HMM state, where p(i) is the prior of physical state iwhich is estimated using relative
frequency. Therefore, the log-likelihood term can be expressed as lrt(i) = log prt(i)− log p(i)
within the NN/HMM hybrid system context. The derivative of FSEQ with respect to the NN









Moreover, if softmax is used as the output non-linearity, the gradient with respect to the soft-
max activations art(i) under the sequential classification criterion becomes [109; 110]:
∂FSEQ
∂art(i)
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Interestingly, a comparison between Equation 5.11 and Equation 5.14 reveals that the frame-
based gradient prt(i)− pˆrt(i) is replacedwith the lattice-based sequential classification gradient
k(γDENrt (i) − γ
NUM
rt (i)) with an additional scaling factor k. Therefore, the NN can be trained
using a lattice-based sequential classification criterion under the EBW framework: instead of
using the frame-based gradient in the cross-entropy criterion (Equation 5.11), the gradient is
calculated through a forward-backward procedure on the lattices (Equation 5.14).
5.4.3 Scaling of Sequential Based Learning under PoE
In the previouswork [110], sequential classification criterion has been applied to a small NN/HMM
systems on the broadcasting news task. Although improvements were observed compared to
the cross-entropy criterion, given the simple structure of their NN, it was not clear whether the
NN systems would still outperform the GMM systems if more complex model is used. In this
work, the lattice-based sequential classification framework is scaled to larger CD networks un-
der the PoE framework discussed in Section 5.3. According to Bayes’ rule, the scaled likelihood










where si and ck denote the i-th phone state and k-th context cluster respectively. ot is the obser-
vation at time t. Similarly, the class prior probability P(si, ck) can be estimated using relative
frequency and the posterior terms P(si|ot) and P(ck|si, ft) can be predicted using a cascade of
NNs through the PoE factorisation scheme as shown in Figure 5.3. P(si|ot) is produced by
a CI-NN and P(ck|si, ft) is generated by a set of CD-NNs, whose inputs are the log posterior
probabilities ft. Instead of using frame based cross-entropy criterion, the sequential learning
can be applied to both the CI-NN and the CD-NN set. Thus, by adjusting the number of output
units of the CD-NN set, various number of contexts can be modelled.
5.4.4 Implementation Issues
The sequential training of the NN has several implementation issues that worth further expla-
nations. The procedure of training a NN with a lattice-based sequential criterion is given in
Figure 5.4. The numerator and denominator lattices are generated by a cross-entropy trained
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Figure 5.4: Flow of lattice-based sequential learning of neural networks
hybrid NN/HMM system. These lattices are generated once and used for all subsequent NN
training iterations. During each training iteration, lattice forward-backward is performed to
compute the gradient of the sequential classification criterion in Equation 5.14 for each frame.
Standard error back-propagation (EBP) is then performed to update the NN parameters with
the gradient of the sequential classification criterion. The updated NN/HMM system is then
used to perform the next iteration of lattice forward-backward. During each NN training iter-
ation, if the accuracy on the held-out set fails to improve for one epoch, the NN weights are
restored with the values of the previous epoch but with the learning rate halved. The training
ceases if the accuracy again fails to increase. The NNs are initialised using the weights learned
from the last iteration. More specifically, for the first iteration of the sequential NN learning,
the NN weights are initialised with the weights from the frame-based cross-entropy training.
Both CI-NN and CD-NN set can be trained according to this flow.
5.5 Experiments
This section presents the experimental results comparing various PoE-based factorisation schemes.
The sequential learning of the NNs is also evaluated against the cross-entropy criterion. The
WSJCAM0 [105] corpus is used throughout this work. There are 18.3 hours of training data,
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comprising 9889 utterances. The 5k WSJ0 tasks are used for performance evaluation. The
“si_dt5a” set is used as the development set to tune the smoothing factors, insertion penalties,
etc; “si_dt5b” is used as the test set for evaluation purpose. The phone set has 41 monophones
including one silence model “sil” and one short pause model “sp”. The features for CI-NN and
the bottle-neck NN are the standard 39-dimensional MFCCs, which consist of 13 static coef-
ficients (12 MFCC plus one C0 energy term) and its first and second derivatives. A modified
version of HTK1 is adopted for decoding, lattice generation and the sequential gradient cal-
culation. NN models are trained with a modified version of QuickNet2. Word recognition is
performed using a bigram full decoding followed by a trigram rescoring.
The hybrid system is built under the PoE factorisation frameworks: a 3-layer CI-NN (585×
2000× 120) is firstly trained to extract CI state “experts”. Its input is a window of 15 frames
of MFCC vectors (585 dimension). The output corresponds to the posterior probabilities of 120
physical states (40 monophones with 3 states each; “sp” comprises one emitting state which is
tied to the central state of “sil”). To extract the phone context experts, twoNNs (585× 2000× 40)
are trained to predict the left phone contexts and right phone contexts respectively. The CI state
experts and phone context experts are augmented to form the concatenated experts.
All CD-NNs are 2-layer networks trained with the log posteriors as input features. There
are 117 CD-NNs, each corresponds to one of the 117 monophone states excluding three “sil”
states, since they are modelled without contexts. The posteriors of the “sil” states are obtained
directly from the output of the CI-NN. For CI state “experts”, the corresponding CD-NNs have
an input layer of 120 units corresponding to 120 CI state posteriors. The CD-NNs for phone
context posteriors have 80 units in the input layer corresponding to the concatenated left and
right phone context posteriors. For the CD-NNs trained with concatenated experts, they have
200 input units. Each CD-NN is trained to predict the conditional posteriors for all the triphone
state contexts given the CI state. The contexts are obtained using the conventional decision tree
clustering technique [28]. Each CD-NN has roughly 50 output units thus about 6000 contexts
are modelled by these CD-NNs. The total number of parameters in the hybrid system is ap-
proximately 2.1 million.
To evaluate the quinphone PoE factorisation, the corresponding FTR-NN is trained as a 3-
layer NN (585× 2500× 458) to predict the 458 triphone state clusters directly without triphone




factorisation. Each CD-NN is trained to predict the quinphone clusters given one triphone clus-
ter. Therefore, there are 458 CD-NNs in the CD-NN set and each CD-NN has an input layer of
458 units. The output unit number for each CD-NN is chosen as the number of quinphone clus-
ters given the triphone state cluster it represents. The average number of quinphone clusters
given a triphone cluster is five, which gives roughly 2300 quinphone state clusters.
To investigate whether the sequential learning criteria would help the NNs in the tandem
configuration, a bottle-beck NN is trained. It is a 4-layer NN (585× 2000× 39× 120) trained to
extract the bottle-neck features. This NN has a similar structure to the CI-NN described above,
with an additional hidden layer of size 39. This is the bottle-neck layer from which the 39-
dimensional bottle-neck features will be extracted. The dimension of the bottle-neck features
was chosen to match the dimension of the MFCC features.
5.5.1 Experimental Results of the PoE-based CD-NNs
Phone Error Rates (PERs) and Word Error Rates (WERs) on the test set “si_dt5b” of different
system configurations are listed in Table 5.1. The parameter size of the CD hybrid system is ap-






Phone Contexts 24.4 9.6
NNs
CI State Contexts 25.1 9.7
Concatenated Contexts 23.8 9.2
proximately 2.1 million. For a comparison with the standard GMM/HMM system, a triphone
systemwith six components per state cluster is built with roughly the same parameter size. The
baseline GMM/HMM system is trained using bothML (GMM-ML) andMMI (GMM-MMI) cri-
teria. The PER and WER performance of the baseline GMM/HMM-based system trained with
the ML criterion are 32.1% and 13.1% respectively. Further training with the MMI criterion
yields a PER of 30.4% and WER of 10.9%.
Results from Table 5.1 show that the hybrid systems under all PoE schemes have improved
the system performance compared to the CI-NN system for both phone recognition and word
recognition. In addition, they also outperform both theML andMMI trained baseline GMM/HMM-
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Sets 1 2 3 4 5 6 7 8
dt5a 60.4 71.3 72.2 72.3 72.3 72.3 72.3 72.3 72.3
dt5b 59.5 70.6 71.4 71.5 71.5 71.5 71.5 71.4 71.5
based systems with the same number of parameters. The best system of concatenated experts
achieves a PER of 23.8% and aWER of 9.2%. These translate to a 21.8% relative phone error rate
reduction and a 15.6% word error rate reduction over the MMI trained baseline GMM/HMM
system. For the three PoE schemes, the phone context experts are slightly better than the CI
state posteriors, even though the parameter size of the CD-NNs of the former is two thirds of
the latter. By concatenating the two experts, the concatenated experts give the best performance
among all three PoE schemes. Further significance test using SCTK1 shows that the WER im-
provements of concatenated experts over the baseline GMM-MMI and phone context experts
are significant with a significance value of 0.001 and 0.03 respectively at the significant level of
0.05.
5.5.2 Sequential Training of the CI-NN/HMM System
In this section, the sequential training of the CI-NN is evaluated against the baseline CI-NN
trained with the cross-entropy criterion. Table 5.2 shows the frame accuracies for the CI-NN
trained with MMI criterion for all the iterations on both sets. From this table, we can see that
consistent frame accuracy improvement is obtained. Interestingly, although the objective of
MMI criterion is not to maximise the frame accuracy as opposed to the cross-entropy criterion,
the MMI criterion still yields a much better frame accuracy than the cross-entropy criterion.
The WER performance of the CI-NN/HMM systems trained with both MMI and MPE cri-
teria is compared in Table 5.3. The performance corresponds to the NN/HMM systems trained
with the frame-based cross-entropy (XENT) criterion is : 12.4% (dt5a) and 13.9% (dt5b). Note
the large WER improvements after the first sequential training iteration. The MMI criterion
consistently outperforms MPE on both testing sets. The improvements begin to saturate af-
ter the 7th iteration and finally the system achieves a relative word error reduction of 26.6%
1NIST Speech Recognition Scoring Toolkit, http://www.itl.nist.gov/iad/mig//tools
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Sequential Sequential Training Iterations
Sets Criteria 1 2 3 4 5 6 7 8
dt5a 12.4
MPE 10.8 10.4 10.1 10.0 9.7 9.7 9.6 9.6
MMI 10.0 9.8 9.6 9.2 9.1 8.8 8.7 8.5
dt5b 13.9
MPE 11.6 11.5 11.2 10.6 10.8 10.8 10.7 10.7
MMI 11.4 11.3 10.9 10.7 10.4 10.4 10.2 10.3
for MMI and 23.7% for MPE compared to the baseline CI-NN/HMM system trained with the
frame-based cross-entropy criterion. Therefore, in the following experiments, only MMI per-
formance is reported for all the systems.
For the lattice-based MMI trained CI-NN, an implicit label realignment is done after each
iteration, since a forward-backward procedure on the lattices is needed to compute the gradi-
ent required by the error back-propagation. Therefore, given the performance improvement
of MMI trained CI-NN over the cross-entropy criterion for all the iterations, one concern is
whether the improvement is due to theMMI training criterion itself or the realignment of train-
ing labels. To clarify this, the cross-entropy criterion trained CI-NN is trained for 8 iterations
with label realignment after each iteration for a comparison to the MMI trained CI-NN. The
results are shown in Table 5.4.





Sets 1 2 3 4 5 6 7 8
dt5a 12.4 11.2 11.3 11.3 11.3 11.3 11.3 11.4 11.3
dt5b 13.9 12.2 12.3 12.7 12.8 13.0 13.0 12.9 12.8
Similar to theMMI trained CI-NN in Table 5.3, a large performance gain is obtained after the
first round of label realignment. However, the label realignment of the cross-entropy trained
CI-NN does not help to improve the performance further. In fact, it degrades the performance
after the first training iteration. Moreover, the best performance (12.2%) is still much worse
than the MMI trained CI-NN (10.2%). This clearly justifies that the performance gain of MMI
trained CI-NN comes from the sequential NN learning instead of the implicit label realignment.
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Table 5.5: WER (%) performance for three systems with the same parameter size: the baseline























5.5.3 Sequential training of the hybrid CD-NN/HMM system
This section continues the evaluation of the sequential training of NNs using the lattice-based
MMI criterion. Two systems are used, including the context-dependent hybrid NN/HMM
system and the bottle-neck tandem system (bottle-neck Tandem). The NNs in these systems
are trained with both the cross-entropy criterion and the MMI criterion. Testing set “dt5b” is
used as the evaluation set. Table 5.5 compares the WER performance of various systems with
comparable model sizes. The baseline GMM/HMM system has 6 Gaussian components per
state. The Maximum Likelihood trained system has a WER of 13.1%. Further MMI training
reduces the WER to 10.9%.
The back-end GMMs used in the bottle-neck tandem system have two component per state
cluster. The bottle-neck features are extracted from a 4-layer CI-NN trained with either the
cross-entropy (XENT) or the MMI (NN-MMI) criterion. In both cases, using MMI criterion
to train the HMM parameters for the bottle-neck tandem system achieve consistent relative
improvements of approximately 17.5% over the ML systems. The quality of the bottle-neck
features does not seem to be very much affected by the criteria used to train the bottle-neck
NN. Both XENT and NN-MMI criteria have comparable WER performance. We do not expect
the bottle-neck tandem system to benefit much from NN-MMI training of the bottle-neck NN,
because NN-MMI is designed to specifically to improve the MMI criterion of the NN/HMM
system. Furthermore, the bottle-neck NN functions as a feature extractor and the subsequent
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Table 5.6: WER (%) comparison of the three systems with the best configurations: the baseline




GMM/HMM — 5.8 M 7.8
bottle-neck XENT 7.2 M 7.3
Tandem NN-MMI 7.2 M 7.2
Hybrid XENT 2.5 M 9.2
NN/HMM NN-MMI 2.5 M 7.5
training of the GMM/HMM system already incorporates sequential criteria (ML or MMI).
On the other hand, using the NN-MMI criterion to train the CI and CD-NNs in the hybrid
systems shows significant improvements. We only report the CD-NNs trained with concate-
nated “experts” (see Section 5.3.3), since this PoE has the best performance in Table 5.1. For
the CI-NN/HMM system, using the XENT training gives a WER of 13.9%, while using NN-
MMI training achieves a WER of 10.2%. These translate to approximately 26.6% relative im-
provement. It is also interesting to note that the CI-NN/HMM system already outperformed
the GMM/HMM triphone baseline system. With the smoothing and factorisation scheme de-
scribed in Section 5.3, we extended the sequential training for the CD-NNs with about 6000
contexts under the concatenated PoE framework. The WER of the baseline CD NN/HMM
system trained with the cross-entropy criterion is 9.2% . With NN-MMI training, the WER is
lowered to 7.5%. These correspond to about 18.5% relative improvements.
The performance in Table 5.5 for the GMM/HMM system and the bottle-neck tandem sys-
tem is not optimal. Therefore, the parameter size of these systems was increased by increasing
the number of Gaussian components per HMM state to obtain the best performance. The per-
formance of these systems is given in Table 5.6. Note the triphone HMMs in both the baseline
and the tandem system are trained using MMI. Only the CD-NN/HMM results for the hy-
brid system. Except for the cross-entropy trained NN/HMM system, which gives the worst
WER performance of 9.2%, all the systems in Table 5.6 show comparable WER performance.
This clearly illustrates the importance of using sequential classification learning for NN/HMM
systems. Despite being the smallest model, the hybrid system trained with NN-MMI crite-
rion outperforms the baseline GMM/HMM triphone system and the improvement is found
to be statistically significant. Furthermore, it also gives performance comparable to the bottle-
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neck tandem system, which is almost 3 times larger in model size. The performance difference
between these two systems are found to be statistically insignificant. All the statistical signifi-
cance tests are conducted on “dt5b” using SCTK with the best system configurations: the NNs
in both the CD hybrid NN/HMM and the tandem system are trained using the MMI criterion,
the GMM/HMM parameters of the tandem system and the baseline GMM/HMM system are
trained with MMI. There is no significant difference found between the CD-NN hybrid system
and the bottle-neck tandem system (p = 0.656). However, the bottle-neck tandem system has
a significant improvement over the baseline GMM/HMM system (p = 0.024).
5.5.4 PoE-Based Quinphone Factorisation
The experiments for the NN/HMM hybrid system reported so far are all based on the tri-
phone PoE-based factorisation. In this section, we will investigate the quinphone factorisa-
tion scheme. The decoding of a quinphone system is impractical due the explosive number
of quinphones in a large vocabulary system. Therefore, to evaluate the quinphone factorisa-
tion scheme, a lattice rescoring approach is used under the Weighted Finite State Transducer
(WFST) [88] framework.
The lattices are generated by a decoding of a triphone hybrid NN/HMM system with bi-
gram full decoding followed by a trigram language model rescoring using HTK. The triphone
hybrid NN/HMM system is also used as the baseline. The lattices are converted to WFSTs
by retaining the language model scores and discarding the acoustic model scores. These word
level WFSTs denoted as G are composed with the dictionary WFST L to produce a monophone
WFST L ◦ G mapping from monophone sequences to word sequences. The monophone WFST
L ◦ G is further composed with a context-dependent WFST C that takes in a monophone se-
quence and produces a quinphone sequence. Thus, the WFST C ◦ L ◦ G has a quinphone se-
quence as its input label and the corresponding word label as its output sequence. The quin-
phone WFST C ◦ L ◦ G is converted back to HTK lattice format for acoustic model rescoring
with the factorized quinphone model. Kaldi [114]1 toolkit is used to perform various WFST
related operations, e.g., composition, quinphone lattice generation, etc. The rescoring one-best
result which contains a quinphone sequence is then composed with L to get the word recogni-
tion result.




Table 5.7: WER (%) performance of the PoE-based quinphone factorisation
Test Smoothing Factors α
Sets 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
dt5a 9.2 8.9 8.7 8.6 9.2 9.8 10.9 12.3 14.5 17.1 21.2
dt5b 9.6 9.3 9.3 9.3 9.7 10.4 11.2 12.6 14.3 16.6 19.4
based quinphone factorisation with various smoothing factor values.
Note according to Equation 5.7, when α is 0.0, the system degrades to the baseline triphone
NN/HMM system with no factorisation. From Table 5.7, we can see that the baseline WER
for testing set “dt5b” is 9.6%, which is worse than the best PoE factorisation based triphone
NN/HMM system reported in Table 5.1 (9.2%). This clearly shows the advantage of the pro-
posed triphone PoE based factorisation in Section 5.3. Moreover, with the quinphone factori-
sation and acoustic model rescoring, we can improve the WER performance compared to the
baseline system, even though they have the same hypotheses for decoding (they share the same
lattice structures with different acoustic scores). The best WER performance with PoE based
quinphone factorisation is 8.6% for “dt5a” and 9.3% for “dt5b”.
From Table 5.6, the best performance for the triphone PoE-based factorisation NN/HMM
system is 7.5%, which is obtained by training the CD-NN/HMM system trained with the MMI
criterion. The lattices generated by this best system are further rescored with the factorized
quinphone model. Different from the previous procedure, the acoustic scores of the lattices
generated by the CD-NN/HMM system are also retained. Therefore, the acoustic rescoring
procedure can be viewed as an interpolation of the factorized quinphone and triphone models.
Compared to the best triphone factorisation performance 7.5%, significant WER improvement
is obtained ( 7.0% vs. 7.5%).
5.5.5 Enhanced Phone Posteriors
As mentioned before, the phone posteriors extracted from NNs trained with the lattice-based
sequential classification criteria can also be viewed as “enhanced” features, which can be used
in a tandem system. From Table 5.5, we can see that MMI trained NNs outperform the cross-
entropy trained NNs significantly in the NN/HMM hybrid configuration. In this section, we
report the results of extracting the “enhanced” phone posteriors using the CI-NN trained with
the cross-entropy criterion and MMI criterion respectively. To do this, the phone states poste-
85
5.5 Experiments









riors corresponding to each phone (three posteriors per phone) are summed as the phone pos-
terior. The phone posteriors are then concatenated with the MFCCs to form a 79-dimensional
feature vector. After a log and PCA transform, the resulting 39-dimensional “enhanced” phone
posteriors are used in a tandem configuration. The WER performance on testing set “dt5b” is
shown in Table 5.8. The parameter size is around 5.8 million (weights of the CI-NN and the
back-end GMM/HMMparameters), which is the same as the best GMM/HMM system trained
with MFCC features. The back-end GMM has 16 components per state. The cross-entropy
trained CI-NN phone posteriors are considered without enhancement (regular posteriors). On
the other hand, the MMI trained CI-NN incorporates lattice information during the parameter
estimation, thus the extracted phone posteriors are “enhanced” by the HMM topology, pho-
netic and language model knowledge encoded in the lattices. As we can see in Table 5.8, under
both ML and MMI training criteria for the back-end GMM/HMM systems, the tandem sys-
tem trained with the enhanced phone posterior features consistently outperforms the system
trained with the regular phone posteriors produced by the cross-entropy trained CI-NN. The
improvement of the enhanced posteriors over the regular posteriors (6.4 vs. 7.0) is significant
with p = 0.018. Compared to the baseline GMM/HMM system trained with MFCC features
with the same parameter size (Table 5.6), the best performance of the tandem system trained
with the enhanced posteriors has a 17.7% relative improvement.
Finally, it should be noted that for the GMM/HMM system and the hybrid system, the
main computation costs come from the GMM likelihood evaluation and the NN forwarding
respectively. Due to the optimisation techniques like beam-search and Gaussian selection, the
GMM/HMM systems enjoy a faster decoding speed than the NN/HMM systems using CPUs
with a comparable model size. However, the NN forwarding can be done in a highly par-
allelised fashion using GPUs, making them faster than the Gaussian likelihood computation
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which cannot be easily parallelised for GPUs.
5.6 Summary
In this chapter, context-dependent acoustic modelling of the hybrid NN/HMM systems and
the sequential learning of NNs were investigated based on a product-of-expert (PoE) based
factorisation. The factorisation was implemented as a cascade of NNs. The CD-NNs were
modelled as non-linear transformations of some canonical state posteriors under three differ-
ent expert NNs. The PER and WER performance was evaluated on the WSJCAM0 corpus.
Compared to the CI hybrid system, the best system achieves a substantial PERs and WERs
improvement. With the same parameter size, the CD hybrid system significantly outperforms
both the ML and MMI trained GMM/HMM systems.
The use of lattice-based sequential classification criteria for the NN training in both the
hybrid system and the tandem system was also studied under the PoE-based factorisation
scheme. The number of contexts for the lattice-based CD-NN is scaled up to 6000 in the hy-
brid system. For the hybrid system, NNs trained with the sequential-based criteria (MMI or
MPE) significantly outperform the cross-entropy trained system for both CI-NN and CD-NN.
However, for the bottle-neck tandem system, the use of sequence-based criterion in the bottle-
neck NN training does not lead to a notable improvement. The MMI trained NN/HMM sys-
tem performs significantly better than the baseline GMM/HMM system and the bottle-neck
tandem system with similar parameter size. Quinphone modelling can be incorporated into
the hybrid NN/HMM system under the PoE-based factorisation framework for the improved
performance. Moreover, the MMI-trained CI-NN were used to extract the “enhanced” phone
posteriors to train a tandem system, which has shown significant improvement over the one







The previous two chapters investigated the context-dependent (CD) modelling of two major
ASR architectures, namely the GMM/HMM system and the hybrid NN/HMM system. The
NNs used in the hybrid system had a simple structure with only one hidden layer. Based
on the insights obtained from these initial studies, the final part of the thesis is devoted to
the CD modelling of the state-of-the-art hybrid deep neural network/hidden Markov model
(DNN/HMM) systems.
6.1 Deep Neural Networks
DNNs are multi-layer, feed-forward neural networks. They comprise an input layer for obser-
vations, an output layer for output classes, and multiple hidden layers of stochastic units as
shown in Figure 6.3. In comparison with the standard shallow multi-layer perceptron (MLP)
in Chapter 5, DNNs have several appealing advantages [23]: 1) The deep structure with mul-
tiple non-linear hidden layers (usually more than 5 layers) makes DNNs potentially more rep-
resentationally efficient for complex pattern recognition tasks like speech recognition; 2) The
unsupervised pre-training of the DNNs provides a better weight initialisation compared with
the randomly initialised weights of the MLP, making the DNNs less prone to be stuck in a poor
local optimum even with a deep layered structure.
The training of DNNs involves two distinct stages. The first stage is called “pre-training”,
where theweights are pre-trained in an unsupervised fashion. Based on the pre-trainedweights,
the subsequent fine-tuning of the parameters is performed to train the DNNs as discriminative
classifiers using the labelled data for the final pattern recognition task. The fine-tuning is usu-
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h0 h1 h2 h3
v0 v1 v2 v3 v4
Figure 6.1: An RBM layer with hidden-visible unit connections
ally done with the standard error back-propagation algorithm, which is the same as the MLP
training. It is the unsupervised pre-training that makes the training of the DNN feasible. In the
next section, the DNN pre-training will be briefly introduced.
6.1.1 Restricted Boltzmann Machines
The DNN pre-training is closely related to the Restricted Boltzmann Machines (RBMs) [65],
where a DNN is viewed as a stack of RBMs. An RBM is an undirected graphical model with a
layer of stochastic hidden units and a layer of stochastic visible units as shown in Figure 6.1. A
main property of the RBM is that there are no visible-visible or hidden-hidden unit connections.
The RBM training attempts to modify an energy function, so that its shape has some desired
properties. Each configuration of a visible unit vector v and a hidden unit vector h (shaded
circles) is assigned an energy by the RBM given as [23]:


















where W is the weight matrix between the hidden and visible units, and b and c are the bias
terms for the visible and hidden unit vectors respectively. The probability of a joint hidden-






Since there are no hidden-hidden or visible-visible unit connections, the visible units are con-
ditionally independent given the hidden units and vice versa. The conditional probability of a
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Therefore, the probability of a hidden unit hi being turned on given a visible vector v is
expressed as:
P(hi = 1|v) = σ(ci + v
TW∗,i) (6.4)
whereW∗,i denote the i-th column ofW, and σ(x) = (1+ e
−x)
−1
is the sigmoid function. Since
P(h|v) can be factorised, we have:
P(h = 1|v) = σ(c+ vTW) (6.5)
The sigmoid function is also used as the hidden unit activation functions for the neural net-
works. Equation 6.5 thus justifies the use of the RBM weights to initialise a neural network,
since it has the same formulation as the forward propagation of a neural network. For the
binary visible units, we have the similar derivation yielding:
P(v = 1|h) = σ(b+ hTWT). (6.6)






The training observations usually serve as the visible vectors for the RBM training. If the prob-
ability of a visible vector v is to be raised, the RBM parameters should be adjusted to lower the
energy of the particular configuration. Thus, the RBM parameters can be trained to maximise
the probabilities of all the visible vectors. To do this, a gradient-based optimisation method




= < vihj >data −< vihj >model (6.8)
where < vihj >data and < vihj >model are two statistics needed for the estimation of the RBM
parameters. Since there are no direct connections between hidden units, < vihj >data given a
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h(0) h(1) h(2) h(t)
. . .
v(0) v(1) v(2) v(t)
Figure 6.2: Gibbs sampling for RBM training
random training frame v can be obtained by setting the binary state hj to 1 with the probability
computed from Equation 6.4.
However, to get < vihj >model is much more difficult. A straightforward way of obtaining
the statistics is through sampling. For example, the visible units can be set at any “random”
state. Alternative Gibbs sampling can then be performed for a very long time until a steady
state is obtained. An example of Gibbs sampling is shown in Figure 6.2, where the direction
of the arrows represents the sampling sequence. In one iteration of Gibbs sampling, the hid-
den units are updated in parallel according to the conditional probability in Equation 6.4. The
visible units are then updated in parallel using Equation 6.6 after the updating of the hidden
units. The iterative procedure is repeated until a steady state is reached. However, this is pro-
hibitively expensive as the Gibbs sampling may take a very long time to converge. Therefore,
several algorithms have been proposed in the literature to speed up the training process. One
such algorithm, which is widely used, is called “Contrastive Divergence” [16; 17]. Instead of
using the randomly generated states, the states of the visible units are firstly set to be a training
vector. Subsequently, the binary states of the hidden units are all computed in parallel using
Equation 6.4, given the visible units. Once the binary states have been chosen for the hidden
units, a “reconstruction” is produced by setting each visible unit to 1 with a probability given
by Equation 6.6. In fact, it has been shown that one iteration of Gibbs sampling works surpris-
ingly well in practice thus saving a great amount of computation time.
Up to this point, the visible units have been constrained to be binary. However, for speech
recognition, the inputs into the ASR system are real-value feature vectors. To accommodate
this, the Gaussian-Bernoulli RBM (GRBM) is used as the DNN input layer units. The energy




(v− b)T(v− b)− cTh− vTWh (6.9)
92
6.1 Deep Neural Networks
The energy function assumes that the visible units can be modelled with a diagonal covariance
Gaussian model with a unit variance on each dimension. The probability of a hidden vector
given a visible vector, P(h|v), stays the same as Equation 6.6. The probability of a visible vector
given a hidden vector becomes:
P(v|h) = N (v; b+ hTWT , I) (6.10)
whereN is a Gaussian distribution with a unit variance matrix I.
6.1.2 DNN Training
Once an RBM layer has been trained (a visible layer and a hidden layer) using all the training
data, it can be used to generate new representations of the training data by forwarding the
training data as input visible units according to Equation 6.5. The activations can then be
used as the “new” training data to train another RBM layer. These steps can be iterated as
needed until the target number of hidden layers is achieved, yielding a DNN with a stack of
RBMs. This phase is called “pre-training”. The pre-training provides an initialisation of the
DNN weights for the following fine-tuning phase. Ideally, the whole training set should be
“reconstructed” from the stack of RBMs, that is, P(v) = Ptrain(v). In other words, the pre-
trained DNN is learned to probabilistically reconstruct the whole training set. After the pre-
training, a randomly initialised softmax layer is added to the stack of hidden layers. A fine-
tuning phase using the standard back-propagation is invoked to get the final DNNweights for
the classification task.
The whole DNN training procedure including both pre-training and fine-tuning is sum-
marised below and illustrated by Figure 6.3 . The upward solid arrows indicate the direction
of layer-wise pre-training. The fine-tuning direction is shown with dotted arrows:
1. Train the first layer as an RBM (h0) that models the observations x as its visible layer units.
2. Forward the training data through the RBM trained in step 1 to obtain a new representa-
tion of the input data denoted as P(h1|h0).
3. The activations from step 2, P(h1|h0), are used as the new set of training data as the visible
units to train a second RBM layer h2.
4. Steps 2 and 3 are iterated until a desired number of hidden units is obtained.
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Figure 6.3: DNN training with three hidden layers
5. After the pre-training of all hidden layers from step 1 to 4, a new layer representing all the
training targets is added to the RBM stack for fine-tuning using back-propagation with
the labelled training data.
6.2 Context-Dependent DNN/HMMs for LVCSR
The application of DNNs to acoustic modelling was first investigated in [20; 22] on the TIMIT
data set for phone recognition with context-independent (CI) monophone states as training
targets. The DNNs were trained with up to eight hidden layers. Various factors, including the
input window length, hidden layer size and number of hidden layers, were explored. The ex-
perimental results revealed that with the weight pre-training, adding more hidden layers pro-
vides significant performance gain compared to the single layer shallow neural network. This
work subsequently drew a lot of attention from the ASR community, as it set a very competi-
tive benchmark accuracy on the TIMIT phone recognition task. The DNNs were then widely
deployed in various speech recognisers. A main goal was to make DNNs more scalable to
handle large data sets and more complex tasks. One of these endeavours was the introduction
of context-dependent (CD) modelling for DNNs. Instead of using the CI phone state labels,
a hybrid scheme between a pre-trained DNN and a CD-GMM/HMM system was proposed
in [23]. In this scheme, baseline CD GMM/HMM system was first trained to provide the state
clusters obtained from the traditional decision tree state clustering. The training data was then
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labeled with these state clusters through a forced alignment using the baseline GMM/HMM
system. The pre-trained DNN was fine-tuned with the labeled data. The DNN fine-tuning
and the forced alignment with the DNN/HMM system can be interleaved to refine the hybrid
system, as more accurate labels can be obtained from the DNN/HMM system. Their study
confirms the feasibility of training the triphone state clusters directly using the DNN: the CD
DNN/HMM performs significantly better than both the CI DNN/HMM and the discrimina-
tively trained GMM/HMM systems. As with the findings of [20; 22], the pre-training is essen-
tial for the success of the deep structured neural network: even with only two hidden layers,
the neural network initialised with the pre-trained weights performs noticeably better than the
one with random initialised weights. The work in [23] was scaled up to a much larger system
with more than 9000 state clusters trained with 309 hours of conversational telephone speech
data in [25; 40]. A significant 33% relative word error rate reduction over the discriminatively
trained GMM/HMM system was observed.
The decision tree state clusters are used as the training targets for the conventional CD
DNN/HMM systems to address the data sparsity problem [23; 25; 27; 66]. However, the CD
states within a cluster cannot be distinguished during decoding. This problem, referred to
as the clustering problem, is not explicitly addressed in the current literature. For example, the
number of triphones in a phone set with 40 phones is 403 = 64, 000. If each triphone is modelled
as a three state HMM, the number of different triphone states would be 128, 000. However, the
number of state clusters for the current CD DNN/HMM systems is usually several hundreds
or thousands. Even with 9000 state clusters in [25; 40], there are still, on average, 15 triphone
states in a cluster. The triphone states in the same cluster are constrained to share the same
parameters, and thus cannot be distinguished during decoding. In other words, a considerable
portion of context resolution is lost. Given the modelling power of the DNN/HMM systems,
we believe that proper handling of the clustering problem will further improve the system
performance.
In this work, motivated by the canonical state modelling (CSM) [41] technique, a regression-
based CD-DNN modelling approach is proposed to address both the data sparsity problem
and the clustering problem. Multiple sets of state clusters are used to represent the canonical
states. Unlike the typical triphone state clusters, each set divides all the CD states into simpler
disjoint clusters, which are easier to model, circumventing the data sparsity problem. These
clusters are obtained based on the broad phone contexts [89], which are defined according
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to the articulatory features as discussed in Section 3.2. The articulatory features are also used
in [115] for the context-dependent modelling of the GMM/HMM-based systems by backing-off
the acoustic scores to robust contexts from the broad phonetic classes. DNNs are used to obtain
the posterior probabilities of the broad phone state clusters. A logistic regression function is
then used to transform the canonical states into the final state output probabilities.
The regression parameters are optimised with the cross-entropy objective function. How-
ever, directly training the logistic regression model is difficult due to the large number of dis-
tinct CD states, many of which have very limited training data. To address this data sparsity
problem, regression parameter tying is performed to reduce the model complexity. Approxi-
mated cross-entropy objective functions are derived to keep the training computation tractable.
The purpose of the approximation is to find a representative CD state for each competing re-
gression target, which is essential for the success of the training of the logistic regressionmodel.
We proposed a naive approximation based on the occupancies in our previous work [116]. The
representative state of a cluster is chosen using themember triphone state, which has the largest
number of occurrences in the training data. The intuition-based approximation provides some
very promising results compared to the standard CD-DNN with decision tree state clusters.
However, the naive approximation does not aim to optimise the objective function directly,
and thus may not necessarily yield the representative states that are optimum for the objec-
tive function. Therefore, two more principled approximations are proposed based on some
statistics learned from the training data. More interestingly, by carefully designing the broad
phone state clusters such that each CD state can be uniquely identified using the canonical
state representation, the resulting regression-based CD-DNN is able to model each CD state
distinctly, yielding a better context resolution compared to the conventional state clustering
approach. In the following sections, the proposed logistic regression based CD-DNN systems
will be detailed.
6.3 Canonical States and Regression Bases
Before we introduce the proposed regression-based context-dependent modelling framework,
it is important to understand how the canonical states are generated and used.
The proposed regression-based context-dependent model is based on the idea of usingmul-
tiple clustering schemes to derive the CD state probabilities. This concept is similar to that of
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(a) Clustering scheme A (b) Clustering scheme B
(c) Clustering scheme C (d) Clustering scheme D
Figure 6.4: Canonical state representation using multiple sets of CD state clusters. Each square
represents a clustering scheme, which divides all the CD states into disjoint clusters. Each par-
tition within a square represents a state cluster according to the respective clustering scheme.
The numbers in each partition denote the cluster indices.
using multiple codebooks to achieve better quantisation [117]. In our case, we refer to the com-
bination of the posterior probabilities from multiple clustering schemes as the canonical state
representation. A descriptor, Ds, can then be derived for each CD state using the canonical state
representation based on the membership of the CD state in the respective clustering scheme.
As an illustration, Figure 6.4 shows four different clustering schemes, each partitions the
acoustic space into several numbered regions. The “◦” and “△” denote two examples of CD
states. The descriptor for state “◦” is given by Ds◦ = {A5, B4,C4,D6}, since it is clustered into
cluster 5 in scheme A, cluster 4 in scheme B and so on. Likewise, state “△” is described by
Ds△ = {A6, B4,C5,D6}. Note that these two states have different descriptors even though they
share the same clusters in scheme B and D. Therefore, by carefully designing the clustering
schemes, unique descriptors can be achieved for each CD state. The final state probability for






wis log P(Ds[i]|ot) (6.11)
where N is the number of clustering schemes, Ds[i] is the membership of state s in the ith
97

















































9HODU JNQJ $SSUR[LPDQW Z\OU 1RQ&RQWLQXHQW SEJN
6LOHQFH VLO 6LOHQFH VLO 6LOHQFH VLO 6LOHQFH VLO
3ODFHRIDUWLFXODWLRQ 3URGXFWLRQPDQQHU 9RLFHGQHVV 0LVFHOODQHRXV
Table 6.1: Broad phone classes based on place of articulatory (A), production manner (M),
voicedness (V) and miscellaneous (O)
clustering scheme, i.e., the cluster index which state s belongs to according to scheme i, and wis
is the corresponding regression weight. Instead of having distinct regression weights for each
CD state, regression weight parameter tying can be applied to control model complexity and
handle unseen states. Note that two CD states that share the same regression weights may still
yield different state probabilities if they have distinct descriptors. This achieves the so called
“soft clustering” effect.
6.4 Regression-based Context-Dependent DNN/HMM system
Context-dependent acoustic modelling is very important in automatic speech recognition sys-
tems for handling the co-articulation effect in continuous speech. However, even with only one
phone context on each side, it is impractical to directly model the large number of triphones.
Typically, parameter tying approaches, such as decision tree state clustering [28; 32; 33; 90], are
used to reduce the model complexity. The main drawback of such a hard clustering approach is
the indistinguishability of the states within a cluster. Since the CD-DNNs use the decision tree
state clusters as output targets, they also suffer from the clustering problem inherently.
To address the clustering problem for the CD-DNNs, an initial investigation was proposed
in our previous work [116] with the introduction of a regression-based context-dependent
model for DNNs. Given some regression bases, each CD phone state can be uniquely defined.
The proposed regression-based CD-DNN resembles the canonical state modelling (CSM) [41]
for CD-GMM/HMM systems and Subspace GMM (SGMM) [99], where the CD states are the
transformed versions of one or more canonical states.
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Figure 6.5: A schematic diagram of the regression-based CD-DNN
Figure 6.5 shows the diagram of the regression-based CDmodel for DNNproposed in [116].
The canonical state vector b¯t is generated by forwarding the observation ot using all the broad
phone DNNdetectors. The log canonical state vector is thenmapped to a low dimensional state
vector V(s, t), which is unique to each triphone state s. To address the data sparsity problem for
the regression NN, the weights are shared within a decision tree state cluster as shown in the
dashed box. The final unique decoding score for each triphone state is computed using a multi-
class logistic regression function, which can be approximated by the dot product between the
regression weights and CD state vector V(s, t).
There are three main components of the logistic regression framework as shown in Fig-
ure 6.5: 1) Canonical state vector generation; 2) Context-dependent state vector mapping; 3)
Multi-class logistic regression. These three components will be detailed in the remainder of
this section.
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6.4.1 Canonical State Vector Generation










where bt,i denotes the posterior probability output of the ith detector. Each detector is used to
predict a different set of state clusters.
It is important to design a good canonical state representation so that the context infor-
mation can be modelled efficiently. In this work, DNN detectors are used to predict biphone
clusters using different categories of broad phone contexts. Instead of automatically generat-
ing the biphone clusters using decision tree clustering in a data-driven manner [28], we used
the “broad phone” classes to cluster biphone contexts. Broad phones are sub-phonetic artic-
ulatory features that can be used to describe phonemes from multiple perspectives. In this
work, we introduce four categories of articulatory features based on the place of articulation
(A), production manner (M), voicedness (V) and miscellaneous (O) as shown in Table 6.1. The
miscellaneous category is designed to discriminate phones that cannot be distinguished by the
other three categories. Each phone appears only once in one group. By considering both the left
and right biphones, a triphone state can have a total of eight biphone clusters. Therefore, eight
DNNs are trained to predict the posterior probabilities of these biphone clusters. The concate-
nated posteriors of the eight DNN detectors are used to define the canonical state vector b¯t
given an observation ot.
6.4.2 CD State Vector Mapping
For each CD state, s, a state descriptor Ds is used to map the high dimensional canonical state
vector b¯t to a low dimensional CD state vector, V(s, t):
V(s, t)[i] = log bt,i[Ds[i]] (6.12)
where [i] indicates the ith vector element. Ds is an N-dimensional vector whose elements are
the state cluster indicator for each detector.
As mentioned in the previous section, eight DNN detectors are designed to provide the
regression bases. A state descriptor, Ds, is hence an 8-dimensional vector indicating the cluster
that the state s belongs to in each of the eight biphone clusters. The design principle of the
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broad phone classes (DNN detectors) is to assign each triphone state s to a unique descriptor Ds
that is composed of simpler biphones clusters, which are easier to train and predict. This also
addresses the data sparsity problem of predicting a single set of triphone state clusters directly
in the standard DNN configuration.
Figure 6.6 illustrates the broad phone contexts of the triphone state “sh-iy+n[2]”:
Figure 6.6: Broad phone biphone clusters for the triphone state “sh-iy+n[2]”, where the number
in the square brackets denotes the state index
Only one side of the context (left or right) is considered to cluster the phone context into
biphone clusters according to Table 6.1. The biphone clusters which the triphone state “sh-
iy+n[2]” is clustered to are shown in the solid boxes. In Figure 6.6, the biphone clusters for
state “sh-iy+n[2]” are given by “{palatal-iy[2], fricative-iy[2], unvoiced-iy[2], continuent-iy[2],
iy[2]+coronal, iy[2]+nasal, iy[2]+voiced, iy[2]+aleveolar}”, since the left phone /sh/ has the
property of palatal, fricative, unvoiced and continuent; and the right phone /n/ has the prop-
erties of coronal, nasal, voiced and aleveolar.
Each of the biphone clusters in Figure 6.6 corresponds to an output unit of a broad phone
DNN trained to predict the combination of the monophone states and the left/right broad
phone contexts. For example, there are eight classes in the broad phone class group of “place
of articulatory” and 120 monophone states in the system. Therefore, two broad phone DNNs,
one for the left context and one for the right context, are trained to predict the combination of
all the 117 monophone states (excluding the 3 states of the silence model which do not have
any context) and the 8 broad phone classes, rendering 939 (117× 8 + 3) possible output units
including the 3 states for the silence model. A total number of eight broad phone DNNs are
trained, including 4 left context DNNs and 4 right context DNNs, to predict all the monophone
state and broad phone cluster combinations of all the 4 perspectives in Table 6.1. Finally, each
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element of the descriptor, Dsh-iy+n[2], is the DNN output index of the corresponding biphone
cluster. One important point to note is that the descriptor is unique to all other possible CD
states due to the design of the broad phone groupings given in Table 6.1: for any two phones,
there exists at least one broad phone class, e.g., “front vowel”, under the 4 perspectives in
Table 6.1 that only one of the two phones can be mapped to.
6.4.3 Multi-class Logistic Regression
Finally, V(s, t) is transformed into the state output probabilities, P(s|ot), by means of regres-












where S is the set of the possible triphone states. The logistic regression function attempts to
maximise the context resolution among all possible triphone states. However, the majority of
the triphone states do not have enough training data due to the data sparsity problem. There-
fore, the associated regression weight ws may not be estimated robustly.
To circumvent this issue, and inspired by the regression tree in speaker adaptive train-
ing [118; 119], we choose the phonetic decision tree to define the weight sharing structure for
the regression model. All the triphone states within the same state cluster share the same re-













where c(s) ∈ C is the triphone state cluster for state s. The state clusters in C are obtained from
the conventional phonetic decision trees [28]. The regression weights, wc, are defined for each
state cluster, c, to reduce the number of free parameters. Although the regression parameters
are shared by the states within a state cluster, the V(s, t) term will result in a different state
output probability, since Ds is unique for each state (c.f. Equation 6.12). Since the denominator
of Equation 6.14 is independent of s, this term is just a constant bias which can be ignored
during decoding. Therefore, the log probability of each state can be computed as a simple dot
product:
log P(s|ot) ∝ w
T
c(s) · V(s, t) (6.15)
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The dot product can be computed efficiently since the dimension of the vectors is low.
From Figure 6.5, the mapping from the canonical state vector, b¯t, to the state output proba-
bility, P(s|ot), can be viewed as a sparsely connected 2-layer neural network, where the inputs
log b¯t maps to the outputs P(s|ot) using sparse connections, which are defined by the state de-
scriptor, Ds. Since the inputs are given by the log of the canonical state vector, the resulting state
output probabilities are in fact a product-of-expert [17; 113] model, in which the biphone state
posterior probabilities are the experts. This can be easily shown by substituting Equation 6.12
















Therefore, the posterior probability of each state is given by the product of N experts (the corre-
sponding biphone cluster posterior probabilities) scaled by the regression weights, which can
be learned to adjust the importance of the corresponding biphone clusters for each CD state.
This bears some similarities with the product-of-expert factorisation framework proposed in
Chapter 5, where the CD state cluster probability is also obtained using a similar formulation
as Equation 6.16. The parameter estimation of the regression model will subsequently be de-
scribed.
6.5 Regression Parameter Estimation
A straightforward way of computing P(s|ot) is to simply add the log posterior probabilities of
the corresponding biphone clusters using uniform weights. This corresponds to setting wc to
be 1/N with no additional learning of the regression parameters required. Nevertheless, it is
possible to obtain further improvement by learning the regression weights from the training
data.
The regression model proposed in Section 6.4 can be estimated by minimising the cross-













where in the case of hard target labels yt(s) = 1 if s = st and yt(s) = 0 otherwise. st is the
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wTc(s) · V(s, t)− logQst
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(6.17)









S denotes a set of all the triphone states. It is not feasible to directly optimise FXENT in Equa-
tion 6.17, because it will be computationally intractable to compute the summation over all the
states for every time frame ot in Qst .
To circumvent this problem, instead of computing V(s, t) for all the states, we compute only
one state, sc, for each state cluster c. The rest of the states in that cluster will use the CD state
vector of sc when computing the objective function. sc can be viewed as a representative state
for cluster c. Therefore, the new objective function, F ′XENT can be obtained by replacing Qst in
Equation 6.18 with Q′st :





















wTc · V(sc, t)
)
(6.21)
where sc(s′) is the representative state of the cluster that the state s
′ belongs to. C is the set of
state clusters and Nc is the number of states in cluster c. We further constrain that V(st, t) for the
reference state st is computed directly and will not use the representative state approximation.
Note that Q′st can be computed more efficiently since the summation is now over all the state
clusters. The question is how the representative states should be determined.
In our previous work [116], we proposed to choose the triphone state with the largest num-
ber of training occurrences to represent the state cluster based on the state alignments obtained
using a baseline GMM/HMM system, the same alignments are also used to provide the train-
ing labels for the standard CD-DNN. This approach is referred to as the Occurrence-driven
(OD) approximation. However, this approximation may not necessarily yield the represen-
tative states that are optimum for FXENT. Therefore, more principled approximations for the
state clusters are desired. In the following sections, two approximations, namely the frame-
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dependent and the frame-independent approximations, are proposed with the consideration
of optimising the objective function for the regression model.
6.5.1 Frame-Varying/Dependent (FD) Approximation
In order to achieve a better approximation, the frame-varying approximation method aims at
finding the representative states, so that minimising F ′XENT may result in a better lower bound
for FXENT. This can be achieved by finding the frame-dependent cluster state representatives,
sc(t), such that F ′XENT ≥ FXENT or Q
′
st ≥ Qst . This requires sc(t) to satisfy the following
constraints:
wTc · V(sc(t), t) ≥ w
T
c · V(s
′, t), ∀t, s′ ∈ c (6.22)
In order to meet all the above constraints, Equation 6.22 has to be evaluated for every ot and
triphone states of cluster c or upon every update of the regression weights, wc, rendering it
computationally intractable. To reduce the complexity, instead of evaluating Equation 6.22 for
each member triphone state of cluster c, we can choose a subset of c as the candidates to get the
representative state:
wTc · V(sc(t), t) ≥ w
T
c · V(s
′, t), ∀t, s′ ∈ ζc (6.23)
where ζc is a subset of triphone states of cluster c. In addition, ζc is assumed to be static (frame
independent), which can be obtained before training the regression model. The representative




′, t) ∀s′ ∈ ζc (6.24)
It is interesting to note that the state representative is changing per observation ot. There-
fore, we referred to the approximation in Equation 6.24 as a “frame-varying” approximation
or “frame-dependent” (FD) approximation. However, even with the approximation, the com-
putational complexity is still quite high, if a large number of regression targets are to be used,
since we have to compute Equation 6.23 and 6.24 for each regression target given each ot. Con-
sequently, we investigate the frame-dependent approximation using only the CI monophone
state as the regression targets.
Now how to get the subset/candidate triphone states ζc for each regression target (mono-
phone state)? We propose to use decision tree state clusters to define the candidate sets. Sup-
pose we have a way of obtaining a representative triphone state for each decision tree state
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cluster (the detailed algorithm will be given in Section 6.5.2). Given a CI regression target,
all the representative states of the corresponding decision tree state clusters are used as the
candidate states for the frame-dependent approximation. For example, to get the representa-
tive candidate set for target “/iy/[2]”, ζ/iy/[2], we collect all the decision tree state clusters of
“/iy/[2]” and get the corresponding representative states of these clusters according to Algo-
rithm 2. Given each training frame, the representative state for “/iy/[2]” is assumed to be one
of these representative states computed using Equation 6.24.
6.5.2 Expert-Driven/Frame-Independent (ED) Approximation
There is one unsolved problem in the frame-dependent approximation: how to get the rep-
resentative state for each decision tree state cluster. To this end, another approximation is
proposed. The new approximation is referred to as the Expert-driven (ED) approximation as
the cluster representative states are chosen based on the number of times the corresponding
biphones (experts) (see Equation 6.16) of the state gave the highest posterior probabilities in
the training data. Similar to the frame-dependent approximation discussed in the previous
section, this approximation also aims at finding the representative states, so that minimising
F ′XENT may result in a better lower bound for FXENT. Instead of choosing a subset of triphone
states, the computational complexity is reduced by constraining the representative states to be
static (thus frame-independent), so that it can be obtained once and reused in subsequent opti-
misation iterations. Furthermore, by constraining the regression weights, wc, to be positive, a
new set of constraints independent of wc can be obtained as follows:
V(sc, t)[i] ≥ V(s
′, t)[i], ∀t, i ∈ [1..N], s′ ∈ c (6.25)
However, it may not be possible to find the time-independent representative states, sc, that can
satisfy all the constraints in Equation 6.25. Therefore, we propose finding the representative





6.5 Regression Parameter Estimation
where ψs′ denotes the number of times s
′ has the largest value of V(s′, t)[i] among all the state




























where, among all the state members of c, φc,i[j] denotes the number of times the jth output of
the ith detector has the largest value; Ici,t denotes the index of the ith detector’s output with
the largest value at time t; and sˆci,t denotes the CD state which has the largest i-th element
of V(s, t). δ(·) is a Kronecker delta function. For computational efficiency, Equation 6.28 is
approximated by Equation 6.29, where each cluster, c, will only consider the training frames
whose reference states (st) belong to c. The algorithm for computing the representative state in
Equation 6.26 is summarised in Algorithm 2. The for loop from line 1 to line 15 corresponds
to the accumulation of the count statistics, φc,i[j], over the training frames using Equation 6.29.
This involves computing Ici,t using Equations 6.30 and 6.31 (line 7 to line 11) for all i. Then, the
representative state, sc, for each cluster, c, is computed using Equation 6.26 (line 18 to 24). The
count statistics for the states, ψs, are computed using Equation 6.27 (line 19).
6.5.3 A Sparse Regression Model
Finally, we further assume that all the state clusters have the same number of states, so that Nc
can be omitted from Equation 6.21 and the objective function simplifies to a standard multi-
class logistic regression, where the target classes are given by the cluster representatives:









wTc · V(sc, t)
)}
Therefore, during training, the regression model can be regarded as a 2-layer neural network
with a softmax activation at the output layer. The inputs to the neural network are the CD state
vectors, V(s, t), and the output units are the posterior probabilities of the cluster representative
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Algorithm 2 Expert-Driven Approximation
1: for all training frame ot do
2: st ← state label of ot
3: c← state cluster which st belongs to
4: for all broad phone class i = 1 to N do
5: maxi ← −∞
6: Ici,t ← −1
7: for all state s′ ∈ c(st) do
8: if V(s′, t)[i] ≥ maxi then
9: maxi ← V(s
′, t)[i]








16: for all state cluster c do
17: maxc ← −∞
18: for all s ∈ c do





20: if ψs ≥ maxc then
21: maxc ← ψs




states, P(sc|ot). The optimisation of F ′XENT with respect to the regression weights w can be
achieved using the error back-propagation method [120] commonly used to train the neural
networks. Note that the problem of optimising the regression model for a full set of CD states
has been approximated with one that optimises for the state clusters (see Figure 6.7). Although
the approximations do not guarantee to minimise the original cross-entropy objective function,
it has been found empirically to work well and yield promising improvement (see Section 6.7).
The regression model for CD modelling can be trained with a 2-layer neural network as
shown in Figure 6.7. The inputs to the regression neural network are the log canonical state vec-
tors log b¯t provided by the eight broad phone DNN detectors. The mapping from the canonical
state space log b¯t to the CD state vector V(st, t) is encoded in the weight connections: the out-
put unit corresponding to the current state label st is connected to the input units according to
its descriptor Dst . All other output units are connected to the corresponding inputs according
to the approximated cluster representative descriptors Dsc . To address the data sparsity prob-
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Figure 6.7: Diagram for the training of the 2-layer regression NN
lem and to reduce the computation complexity for the regression NN, weight tying is used: the
triphone states belonging to the same cluster share the same regression weights. A representa-
tive state is approximated for each decision tree cluster, which serves as the regression target as
shown in the dashed boxes. Since the dimension of the descriptor vector Ds is eight, the weight
connections of the 2-layer regression NN are sparse: each output unit is only connected to
eight input units according to its descriptor Ds. Therefore, despite the very high dimension of
b¯t and P(s|ot), the descriptor, Ds, constrains that each output unit is connected to only a very
small number of input nodes, the computation is actually quite cheap and can be computed
dynamically on demand during decoding.
NNs are widely used in the NN/HMM systems as a “merger” [63] to provide the posteriors
for decoding. However, it is important to note that the proposed sparse regression model for
CD-DNN differs substantially from the merger configuration:
• A merger is usually a fully connected NN that attempts to retain as much information as
possible from the high dimensional input features, whereas the proposed method uses a
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sparsely connected network to combine multiple detectors.
• The outputs of amerger are usually the state clusters, similar to the standard (D)NN/HMM
hybrid systems. Therefore, they do not address the clustering problem explicitly.
• The regression NN requires two labels for training given a frame, the triphone state label
and the state cluster label. The training of the “merger” can only use the state cluster
label since its output posteriors are used for decoding, where the triphone state identity
is not available.
The proposed work is also different from the detector-based automatic speech recognition ap-
proach [77; 84; 86], where NN [84] or DNN [86] with binary outputs are used to detect the
articulator attributes in speech and a merger is used to combine various attributes to predict
the state output posterior. The detector-based methods focus on using the articulator attributes
as an intermediate representation of the phonemes. These methods do not address the state
clustering problem and cannot be easily scaled up to handle context-rich attributes.
6.5.4 Nonparametric Frame-Varying Regression
Alternatively, we propose a more flexible solution to compute the weights in a nonparamet-
ric fashion without the need for prior training. This method does not require the weights to
be clustered and computes them on the fly based on the broad phone DNN posterior distribu-
tions. As a result, the regression weights become time dependent. Since each regression weight
corresponds to a front-end detector, we propose setting higher weights for the detectors with
a sharper posterior probability distribution. The rationale is that a sharper posterior proba-
bility distribution indicates that the detector produces a more confident prediction and hence








whereKLDti, the sharpness of the distribution, is measured in terms of the KL divergence [121]













Pij log Pij + logNi (6.33)
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where Ni is the number of posteriors of the ith detector and Pij = bt,i[j] is the jth posterior
probability of the ith detector.
6.6 Sequential Learning of Regression NN
The cross-entropy (XENT) objective function is the most popular criterion for the neural net-
work training, as it yields a very simple gradient formulation for the error back-propagation
(EBP) algorithm. The cross-entropy gradient with respect to the pre-softmax activation at(s)
used in the EBP is [110]:
∂FXENT
∂at(s)
= yt(s)− yˆt(s) (6.34)
where yt(s) and yˆt(s) are the triphone state label and NN output at time t respectively. The
cross-entropy objective function for the regression model in Equation 6.17 shows that the NN
training attempts to find the maximum sum of the log posteriors for each frame and class. In
addition, each frame is independent of the others each other during parameter estimation. In
other words, the cross-entropy objective function is optimised per frame. However, speech
recognition is a sequential classification task. Therefore, a more appropriate objective function
should be able to explore the relationships between the frames and should be optimised on
the utterance level instead of the frame level to reduce the word error rate directly. To this
end, the lattice-based sequential classification criteria (see Section 2.3.1) widely used in the
GMM/HMM-based systems were first applied to the neural network training in [110]. It has
been shown that the sequential criteria trainedNNs outperform the ones trainedwith the cross-
entropy criterion significantly in [110].
In our previous work [38] in Chapter 5, we have also applied the lattice-based sequential
learning to the product-of-expert factorisation framework for the CD hybrid NN/HMM sys-
tem and shown that the hybrid NN/HMM system benefits a lot from the sequential learning.
More recently, various sequential training criteria have been also compared in [122] using deep
neural networks. In this section, we are interested in investigating how to train the regression
model with the sequential learning criteria.
For lattice-based sequential criteria, the gradient of the objective function with respect to
the pre-softmax activation at(s) is given in [110]:
∂FSEQ
∂at(s)
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where FSEQ is any sequential criterion, and γNUMt (s) and γ
DEN
t (s) are the state posteriors of st
from the numerator and denominator lattices. Therefore, the sequential learning of NN is done
by replacing the cross-entropy gradients with the lattice-based sequential gradients, following
which the EBP can be performed as usual (see Section 5.4.4).
As mentioned in Section 6.5.3, the approximated cross-entropy objective function F ′XENT is
trained with a 2-layer sparsely connected regression NN by viewing ws as weights and using
the representative states as regression targets. The sequential learning of the 2-layer regression
NN can be achieved by using the sequential criterion as the regression objective function. In





∑W ′ p(Ot|S)kP(W ′)
(6.36)
where A(W,Wu) is the phone accuracies of the word sequenceW with respect to the reference
Wu, S is the state sequence corresponding toW, andOu is the training observation sequence of
the utterance.
Optimising the MPE criterion directly is difficult for the regression NN. Instead, we aim to








γMPEt (s) log P(s|ot) (6.37)
where γMPEt (s) is a “posterior” term defined in [10], which is computed as the differences
between the average accuracies of all lattices passing state s at time t and the average accu-
racy of all the states at time t. It can be either positive or negative, which is analogous to
γNUMt (s) − γ
DEN
t (s) in Equation 6.35. Substituting Equation 6.14 into the auxiliary function












where Q′st was defined in Equation 6.21. The gradient of GMPE with respect to the pre-softmax
activation at(s) is also γMPEt (s). Recall that we do not use state cluster representative for the
reference triphone state, where γMPEt (s) is (mostly) positive. On the other hand, the occu-
pancy γMPEt (s) is (mostly) negative for the competing targets. To maximise GMPE, we need to
maximise Q′st , as with the cross-entropy training criterion. Therefore, all the approximations
proposed in Section 6.5 can naturally be used here to optimise the weak sense auxiliary func-
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tion. The sequential learning is incorporated by using the lattice-based gradient γMPEt (s) in the
EBP of the regression NN training.
6.7 Experimental Results
6.7.1 Initial Experiments for DNN Training
Before evaluating the proposed logistic regression based CD-DNN, we will present some pre-
liminary experimental results to explore the training issues for the DNNs. More specifically,
the effect of DNN weight pre-training is investigated using a varying number of hidden layers
for both the CI-DNNs and the standard CD-DNNs with decision tree clusters as training tar-
gets. The DNN training is very slow even with GPUs compared to the shallow NN structure.
For example, it was reported by IBM researchers that training an 8-layer DNN with 1024 units
per hidden layer on 50 hours of data takes roughly 267 hours (11 days) [66]. Therefore, we first
begin our study on a relatively small task to speed up the initial investigations. Based on the
experience and parameter settings of the small task, a larger corpus will be used for further
experiments.
6.7.1.1 Experimental Setups
TheWSJ0-SI84 corpus (LDC93S6B) released in 1991 is used for our initial studies. This is a clean
close-talking microphone condition reading speech corpus with 7138 short utterances. The cor-
pus comprises approximately 15 hours. There are 84 speakers reading article sentences drawn
from a corpus of Wall Street Journal (WSJ) news text. The texts read were selected to fall within
either a 5K or 20K vocabulary subset of the WSJ text. The standard Nov92 5K non-verbalised
closed-vocabulary test set “si_et_05” and 20K open-vocabulary test set “si_et_20” are used for
performance evaluation. The language models are the standard bigram and trigram models
provided by the NIST for the WSJ corpus. The phone set has 41 monophones including one
silence phone and one short pause. Each triphone is modelled as a left-to-right 5-state HMM
with 3 emitting states. The features are the standard 39-dimensional MFCCs consisting of 13
static coefficients (12 MFCC plus one C0 energy term) and the first and second derivatives.
Word recognition is performed using a bigram full decoding followed by a trigram rescoring.
TNet 1 is used for DNN training including both pre-training and fine-tuning with GPUs. The




The DNN fine-tuning requires a baseline GMM/HMM system to provide the training la-
bels. We use the best GMM/HMM system with 2161 decision tree triphone state clusters.
Each state cluster is modelled with a mixture of Gaussians with 16 components. The baseline
GMM/HMM system has a bigramWER of 7.9% and 16.0% on test set “si_et_05” and “si_et_20“
respectively. The WERs after trigram language model rescoring are 5.3% and 12.9% respec-
tively. The baseline GMM/HMM system is then used to perform a forced alignment on the
whole training data to label each training frame a state cluster ID. The labeled training set will
be used to fine-tune the pre-trained DNNs.
All DNNs have an input context window of 15 frames, rendering 585 input units. Each
hidden layer has 1024 units and up to five hidden layers are trained. For the CI-DNN, the
output layer has 120 units corresponding to 120 monophone states. For the CD-DNN, 2161
output units are used to represent all the state clusters in the baseline GMM/HMM system.
The input layer is a Gaussian RBM. The visible units for this GRBM are the windowed training
frames with zero mean and unit variance. All other hidden layers are binary RBMs. There are
several important parameters for the pre-training of the DNN which are set as in Table 6.2 for
our experiments.
Table 6.2: Parameter settings for the DNN pre-training
Batch Size Cache Size Momentum Weight Cost
256 32768 0.0 0.0
Gaussian Layer No. of Gaussian Binary Layer No. of Binary
Learning Rate Layer Iterations Learning Rate Layer Iterations
0.001 100 0.08 50
6.7.1.2 Effects of Weight Pre-training for CI and CD-DNNs
This section investigates the effects of weight pre-training for both the CI-DNNs and the CD-
DNNs. To this end, an additional CI-DNN and CD-DNN with randomly initialised weights
are trained with up to five hidden layers as baselines. The fine-tuning frame accuracies as a




Table 6.3: Cross-validation frame accuracy (%) comparison of DNNs with and without weight
pre-training
System
Weight Number of Hidden Layers
Initialisation h1 h2 h3 h4 h5
Context Random 67.6 68.8 69.7 70.3 70.3
Independent Pre-trained 67.7 69.9 71.0 71.5 72.0
Context Random 58.9 60.4 61.8 61.8 61.3
Dependent Pre-trained 59.6 61.9 62.8 63.4 63.7
From Table 6.3, we can see that the DNNs with pre-trained weights have higher cross-
validation (CV) frame accuracies compared to their randomly initialised DNN counterparts.
Consistent increase in the CV accuracies is observed as the hidden layer number increases for
both CI-DNNs and CD-DNNs. However, for CD-DNNs with the randomly initialised weights,
the CV accuracies begin to drop after three hidden layers. This clearly shows the importance
of the pre-training for the deep layered structure DNNs: the DNN pre-training may initialise
the weights to a space such that the following fine-tuning can achieve a better local optimum.
Therefore, with the pre-trained weights, the DNNs can accommodate more hidden layers and
more training targets. In addition, Table 6.3 also reveals that the improvement over the DNNs
with randomly initialised weights becomes larger with a larger number of hidden layers. This
indicates that the more layers a DNN has, the more important the weight pre-training is. Fi-
nally, the CV accuracies for both the CI-DNNs and CD-DNNs converge after five hidden layers
with the best accuracy of 72.0% and 63.7% respectively.
After fine-tuning, these CI-DNNs and CD-DNNs are used for decoding in a hybrid config-
uration, where the DNN posteriors are used to model the HMM state emission probabilities.
The trigramWER performance on the 5K task is compared in Table 6.4:
Table 6.4: TrigramWER (%) comparison of the DNNs with and without weight pre-training on
the 5K task
System
Weight Number of Hidden Layers
Initialisation h1 h2 h3 h4 h5
Context Random 6.5 5.7 5.2 5.1 5.1
Independent Pre-trained 6.3 5.3 5.1 4.9 4.5
Context Random 4.5 3.9 3.9 4.1 3.7
Dependent Pre-trained 4.3 3.8 3.6 3.7 3.5
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From Table 6.4, we can see that the CD-DNNs perform significantly better than the CI-
DNNs with the same number of hidden layers. Consistent with Table 6.3, the WER perfor-
mance on the 5K task improves as the number of hidden layer numbers increases and the
DNNs with pre-trained weights outperform the DNNs with randomly initialised weights. It
is interesting to note that the CD-DNN with a single hidden layer already performs noticeably
better than the baseline GMM/HMM system. Another interesting finding is that even without
modelling triphone contexts, the 2-layer CI-DNN with pre-trained weights already outper-
forms the baseline GMM/HMM triphone system. This sheds some light on the discriminative
power provided by the DNNs.
The 5K task does not have any out-of-vocabulary (OOV) words. On the other hand, the
open-vocabulary 20K task is more difficult, as it has an OOV rate of 1.9%. In addition, the
vocabulary size is also five times larger. The trigram WER performance of various DNNs on
the 20K task is compared in Table 6.5:
Table 6.5: TrigramWER (%) comparison of the DNNs with and without weight pre-training on
the 20K task
System
Weight Number of Hidden Layers
Initialisation h1 h2 h3 h4 h5
Context Random 14.9 14.0 13.0 12.6 13.1
Independent Pre-trained 14.8 13.4 12.8 12.2 12.1
Context Random 12.6 11.6 11.1 10.2 10.5
Dependent Pre-trained 11.8 11.2 10.6 10.1 9.8
For the 20K open-vocabulary task, the importance of the weight pre-training is even more
evident compared to the 5K task. Table 6.5 shows that the DNNs with pre-trained weights per-
forms noticeably better than the DNNswith randomly initialised weights after two hidden lay-
ers. Without pre-training, the performance of both the CI-DNNs and CD-DNNs begins to drop
after four hidden layers. On the other hand, the DNNs with pre-trained weights continue to
enjoy the performance gain with the increasing number of hidden layers. As with Table 6.4, the
WER performance saturates after give hidden layers for the DNNs with pre-trained weights.
6.7.1.3 Tied-mixture GMM-based Decision Tree Clusters for CD-DNNs
In Chapter 4, a tied-mixture (TM) GMM-based state clustering was proposed to address the
base unit modelling issue in the conventional decision tree state clustering. For the GMM/HMM-
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based system, the proposed clustering approach significantly outperforms the conventional
approach in [28; 90] . In this section, we will investigate whether the tied-mixture GMM-based
clustering can benefit the CD-DNNs. To this end, we generate 2189 decision tree state clusters
using the proposed state clustering approach, so that the number of state clusters is compara-
ble to the best baseline system with 2161 state clusters. After decision tree clustering, a new
GMM/HMM-based system with 16 Gaussian components per state cluster is trained. The tri-
gram WERs for the new system are 4.8% and 11.9% on the 5K and 20K task respectively. A
new set of state cluster labels is obtained from a forced alignment using the new GMM/HMM
system. They are used to train a new CD-DNN with 2189 output units corresponding to the
new set of decision tree state clusters. Similarly, the CD-DNN is initialised with the same pre-
trained weights and trained with up to 5 hidden layers. The trigramWERs of these CD-DNNs
are shown in Table 6.6 together with the CD-DNNs trained with the decision tree clusters from
the baseline system:
Table 6.6: TrigramWER (%) comparison of the CD-DNNswith different decision tree clustering
schemes
Tasks
Decision Tree Number of Hidden Layers
Clusters h1 h2 h3 h4 h5
5K
Single Gaussian Based 4.3 3.8 3.6 3.7 3.5
TM-GMM Based 4.6 3.8 3.6 3.5 3.5
20K
Single Gaussian Based 11.8 11.2 10.6 10.1 9.8
TM-GMM Based 11.9 11.0 10.1 9.8 9.9
Although the tied-mixture GMM-based state clustering performs better than the baseline
single Gaussian state clustering for the GMM/HMM-based system, they have best comparable
performance in Table 6.6, especially for the closed-vocabulary 5K task. In other words, the
advantages of the GMM-based state clustering are absorbed, if themore powerful DNN is used.
Similar results were also reported in [25], as they have shown that the DNNs can subsume
many advantages of the GMM-based systems, including Heteroscedastic linear discriminant
analysis (HLDA) [123], and vocal tract length normalisation (VTLN) [124]. Therefore, in the
following experiments, the single Gaussian based decision tree clusters are used as the training
targets for the CD-DNNs in accordance with the literature.
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6.7.2 The TDT3 Corpus
The extremely low word error rate also reveals one limitation of the WSJ0-84 corpus. The clean
reading speech may be not ideal for the study of the DNN acoustic models, as the baseline
performance is already close to the optimum. The room for improvement with new acoustic
modelling techniquesmay be very small. This is one of the the reasonsmost of the current DNN
work focuses on the more challenging tasks like telephone conversational speeches, broadcast-
ing news transcriptions etc. Therefore, in the following experiments, we switch to a larger and
more challenging broadcasting news transcription task using the Topic Detection and Tracking
- Phase 3 (TDT3) corpus [125].
6.7.2.1 Corpus Preparation
The design of the TDT3 corpus is to segment the news streams into individual stories, detect
new topics and track all stories related to these topics. We use the English portion of this corpus
for our study. The English portion of the speech comprises six news sources including two
radios and four televisions with a total of approximately 475 hours of speech. This transcription
task is a challenging one due to the following factors:
• The corpus is not carefully transcribed for acoustic modelling. Only the closed-captions
are available for all 475 hours of speeches.
• The closed-captions only have time information for the topic/story changes. No sentence
boundary information is available inside a story, which usually lasts for several minutes.
• The acoustic environment and channels are very diverse. Degradation of speech can be
easily caused by the background music, and interfering speakers. In addition, there are
various accents and even non-native speech.
• Various speaking styles. Except for the planned reading speeches from the anchor per-
sons, there are considerable portions of spontaneous conversational speeches. Further-
more, unlike with the broadcasting news corpus, there is no information available re-
garding the speaking styles for the TDT3 corpus.
Before the TDT3 corpus can be used for training the acoustic models, a pre-process stage is
needed including: 1) Removing non-speeches; 2) Normalising the closed-captions and filtering
stories; 3) Segmenting audios.
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The non-speeches include the music in the beginning and the end of a news program, the
advertisements etc. To remove these non-speech portions, we resort to the tags of the closed-
captions to retain only the NEWS stories (as opposed to the MISCELLANEOUS type including
music or advertisements), which are uttered by the NATIVE English speakers. After the first
step, we have about 250 hours of speeches left.
After step 1, a new closed-caption set for the news programs with native English speeches
is obtained. A text normalisation procedure (step 2) of these closed-captions is needed before
they can be used as training transcriptions for step 3. The normalisation flow used in this thesis
is sketched in Algorithm 3:
Algorithm 3 Normalisation and Filtering the Closed Captions
1: Mapping: %↔ “percent”, #↔ “number”,&↔ “and”, “.com”↔ “dot com”
2: Acronyms: “USA”↔ “U_acro S_acro A_acro”
3: Hyphen between Numbers: “2-1”↔ “2 to 1”
4: Removing punctuations except single quote, comma, period
5: Ordinal numbers: “1st”↔ “first”, “18th”↔“18 th”
6: Years: “1970s”↔ “19 70 s ”
7: Money amounts: “$100”↔ “100 dollars”
8: Number with commas: “9,000”↔s “9 thousand”, “8,000,000”↔ “8 million”
9: Real numbers: “9.8”↔ “9 point 8”
10: Letter and Numbers: “A1234”↔ “A 1234”
11: Numbers smaller than 10,000: “1234”↔ “one thousand two hundred and thirty four”
12: Mapping period to comma, single quote to underline
13: Mapping “_acro” to “. ”: “U_acroS_acroA_acro”↔ “U. S. A.”
14: Convert texts to upper cases
15: Split the texts according to commas
16: OOV = false
17: for all sentences split by commas do





23: if !OOV then
24: output the story with the boundary information
25: end if
The input to the normalisation algorithm is the filtered closed-captions after step 1. A word
list is also needed to discard the programs with OOV words, since a following alignment op-
eration is needed to segment the news chunks into utterances for training the acoustic models.
After step 2, all the stories without OOV words are retained.
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However, the normalised closed-captions after step 2 have only the time boundary infor-
mation for the topic/story changes and a story can last as long as several minutes. In addi-
tion, there are errors in the closed-captions. Therefore, training the acoustic models with the
unsegmented news chunks using the closed-captions is problematic. It is thus necessary to
cut the news chunks into shorter utterances and discard the utterances that contain incorrect
transcriptions. This is achieved by a forced alignment using another well-trained bootstrap
acoustic model. To this end, a GMM/HMM-based system trained on the English broadcasting
news corpus 1 is used to perform a forced alignment with the closed-captions as the transcrip-
tions. Through the forced alignment, the news chunks with incorrect closed-captions will not
be successfully aligned, and will thus be discarded. Furthermore, the remaining chunks are
tagged with the time information for each word. Based on the time boundary information, the
stories can be further cut into utterances, where the duration of the silence is over a threshold
(30 frames in our setup). The shorter utterances are now ready to be used for acoustic model
training. After the preparation steps, 100 hours of speech data are left.
6.7.2.2 Experimental Setups
We then evaluate the proposed regression-based CD modelling schemes for DNNs on the 100
hours of speech data after the pre-processing steps in Section 6.7.2.1 for acoustic model training.
The phone set contains 40 phones including silence. Each phone HMM is modelled with three
emitting states. The features are the standard 39-dimensional PLPs consisting of 13 static coef-
ficients and the first and second derivatives. In addition, cepstral mean and variance normali-
sation is applied to the raw PLP features before they are used for training the acoustic models.
Each triphone state in the baseline GMM/HMM is modelled with 20 Gaussian components.
The testing set is the F0 portion of the Hub4-97 evaluation set (LDC2002S11). The language
model is obtained from an interpolation of two language models trained with HTK [3] 2 using
the Gigaword English corpus and the TDT3 transcriptions respectively with a 58K vocabulary
list. The perplexities of the bigram and trigram language models on the Hub4-97 transcription
are 295 and 201 respectively. For the DNN training, 10 hours of speech are separated as the
cross-validation set. In addition, four hours of speech are separated from the cross validation
set as the development set to tune the training and decoding parameters. The recognition is




performed with a bigram full decoding followed by a trigram lattice rescoring. Significant tests
reported in the subsequent experiments are performed using the Speech Recognition Scoring
Toolkit (SCTK) 1.
6.7.2.3 Baseline systems
The best performance of the baseline GMM/HMM is achieved with 4451 state clusters, with a
trigramWER of 16.1%. Four iterations of maximum mutual information (MMI) [10; 126] train-
ing are performed thereafter, yielding a trigram WER of 14.2%. The DNNs are trained using
TNet 2 with an Nvidia Tesla M2090 GPUwith 6Gmemory and 512 cores. Up to five hidden lay-
ers with 2048 hidden units per layer are trained. The DNN training involves both pre-training
and fine-tuning. The training labels are obtained from the forced alignments using the corre-
sponding baseline GMM/HMMs. Stochastic gradient descent (SGD) is used to minimise the
cross-entropy between the labels and the network output. The input window size of the DNN
input layer is 15 frames, giving a total of 585 input units. Four 5-layer CD-DNNs with a vary-
ing number of output targets are then fine-tuned with the pre-trained weights. A CI-DNNwith
120 output units is also trained.
The decoding of the hybrid DNN/HMM system is implemented using Kaldi [114]. The
WER performance of the CI-DNN and CD-DNNs with different numbers of state clusters on
the test set is compared in Table 6.7:
Table 6.7: WER (%) performance comparison of the baseline CI-DNN and CD-DNNs
No. of Clusters 120 (CI) 1601 2303 3052 4451 5977
TrigramWER 15.0 12.7 12.7 12.6 12.1 12.2
We can see that all the CD-DNNs outperform the CI-DNN, which justifies the importance
of incorporating contexts for DNN training. Even the CI-DNN has a significantly better per-
formance than the MMI trained state clustered triphone GMM/HMM system. In addition, the
CD-DNN benefits from a large number of output contexts. Similar to the baseline GMM/HMM





6.7.3 Product-of-Expert (PoE) Factorisation for CD-DNNs
The product-of-expert (PoE) based probability factorisation in Chapter 5 was applied to a small
reading speech corpus to tackle the scalability issue of the hybrid NN/HMM system with one
single hidden layer. In this section, the PoE framework is evaluated using deep neural net-
works for the CD-DNN/HMM systems.
Recall that an “expert” NN is required to provide the canonical state posteriors for the
training of the set of 2-layer CD-NNs. In Chapter 5, three experts were studied, namely the CI
state experts, the phone experts, and the concatenated experts (see Section 5.3). They were all
predicted by a NN with a single hidden layer. Here they are replaced with the corresponding
DNNs to provide these experts. The CI state experts are provided by the CI-DNN in Table 6.7.
To provide the phone experts, two more DNNs with five hidden layers are trained based on
the pre-trained weights to predict the left and right phones. The DNNs are used to generated
the phone experts. The concatenated experts are thus obtained by augmenting the CI state
posteriors and the left and right phone posteriors.
The log posteriors from different types of experts are used to train a set of 120 2-layer CD-
NNs. Each of the CD-DNNs predicts the decision tree state clusters corresponding to a mono-
phone state. We use the best GMM/HMM-based baseline systemwith 4451 state clusters as the
factorisation targets. Therefore, the total number of outputs of the 120 CD-NNs is 4451. After
training of the CD-NN set, the probabilities of the CD-NNs are smoothed with the CI-DNN
posteriors (see Section 5.3.4). The WERs of the PoE-based factorisation of the CD-DNNs are
shown in Table 6.8:
Table 6.8: CD-DNN WER (%) comparison of PoE factorisation using three experts provided
by DNNs: the CI state experts, the phone context expert and the concatenated expert
System CI-DNN CD-DNN
PoE Factoriation
Phone CI State Concatenated
Experts Experts Experts
TrigramWER 15.0 12.1 13.0 11.9 12.0
The CD-DNN baseline in Table 6.8 is the same as the one reported in Table 6.7, i.e., trained
with 4451 state clusters directly without probability factorisation. In consistent to the observa-
tions in Table 5.1, all the three PoE factorisation perform better than the CI-DNN, since 4451
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state clusters are modelled. However, the factorisation based on the CI state experts yields the
best CD-DNN performance of the three factorisation schemes. Even with a smaller number of
parameters, the factorisation based on the CI state experts perform marginally better than the
baseline CD-DNN trained with 4451 cluster targets directly. The factorisation using the phone
experts performs the worst, which is different from the result in Table 5.1, where it is better
than the factorisation with the CI state experts. This may be because that the left and right
phone contexts are difficult to predict due to the broadcasting news nature of the corpus, in
which the speaking styles vary a lot among speakers. This will affect the training of the CD-
NN set, in which the phone posteriors are used as the input features. The quality of the left and
right phone experts also affects the concatenated experts in Table 6.8, where it performs worse
than the CI state experts alone. On the other hand, the WSJ corpus used in Chapter 5 con-
tains only the reading speeches, which has more consistent speaking styles. If the left and right
phone contexts can be predicted accurately, they will help more with the context-dependent
modelling than the central CI states, since the purpose of the context-dependent modelling
is to capture the variations introduced by the effects of the preceding and succeeding phone
contexts. Therefore, they yield a better WER than the CI state experts in Table 5.1.
6.7.4 Logistic Regression based CD-DNNs
The PoE-based factorisation in the previous section yields a marginally better performance
compared to the baseline CD-DNN trained directly using the decision tree state clusters as
targets. Similar to the standard CD-DNN, the PoE factorisation only produces decoding scores
for all the 4451 decision tree state clusters. In this section, the proposed logistic regression based
CD-DNNs are evaluated to address both the data sparsity problem and the clustering problem.
6.7.4.1 Broad Phone DNN Detectors
Eight broad phone DNNs with five hidden layers are trained using the pre-trained weights
to predict the left and right biphones with broad phone contexts for the four grouping. We
denote the 8 biphone context DNNs as “B(L)-S” and “S+B(R)”, where B is a broad phone group
mapping a left phone context (L) or a right phone context (R) to its broad phone class defined
in Table 6.1, S is the monophone state. The output targets of the broad phone DNNs are the
combinations of central monophone states and left or right broad phone contexts. The output
dimension of each broad phone DNN is computed as (120− 3)×N+ 3, where N is the number
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of broad phone classes in each group shown in Table 6.1. We have 120 monophone states
including three states from the silence model. No context for the silence model is modelled.
Therefore, there are 117 monophone states left. Each monophone state can be combined with
all the N broad phone classes of a group. Therefore, including the 3 monophone states for the
silence model, there are (120− 3)× N + 3 different broad phone biphone contexts in total.
The output layer size for the eight broad phone DNNs and the trigram WERs of the corre-
sponding DNN/HMM systems are tabulated in Table 6.9.
Table 6.9: Output dimensions and trigramWERs (%) of the broad phone DNN Detectors

















Most of the eight broad phone DNN/HMMs perform significantly worse than the best
CD-DNN with 4451 clusters. This is expected since these DNNs only model one side of the
contexts while for the decision tree clusters, the left and right contexts are jointly considered
during clustering. Furthermore, the number of state clusters is significantly smaller than the
best CD-DNN configuration. On the other hand, the context of the broad phone DNNs can
be potentially better discriminated since more data can be allocated to each training target,
which avoids the possible data sparsity problem. The outputs from these broad phone DNNs
will be combined to form the canonical state vector, b¯t, which will have a total dimension of
(939+ 939+ 354+ 1173)× 2 = 6810 units.
6.7.4.2 Regression-based CD-DNN
In this section, we evaluate the three cluster representative approximations for the regression-
based CD-DNNs within the canonical state modelling framework, including the Occurrence-




Table 6.10: Frame accuracy and trigram WER (%) of regression-based CD-DNNs using the







120 (CI) 64.4 15.0
4451 56.4 12.1
Occurrence-driven
120 (CI) 84.8 11.6
4451 59.8 11.4
Expert-driven
120 (CI) 86.7 10.8
4451 64.1 11.0
Table 6.10 shows the frame accuracies and the WER results of regression-based CD-DNNs
using the OD approximation used in [116] and the ED approximation (see Section 6.5) with
different number of regression clusters. Note that the frame accuracies are the proportion of
frames in the cross-validation set where the reference state has the highest posterior probabil-
ity among all the output states. The output states correspond to the decision tree state clusters
for the baseline CD-DNN systems and cluster representative states for the regression-based
CD-DNN systems. Also, the frame accuracies cannot be compared across different number
of output clusters and fewer clusters generally lead to a higher frame accuracy as the detec-
tion task is simpler. When comparing models with the same number of output clusters, the
regression-based CD-DNN systems give consistently higher frame accuracies compared to the
baseline CD-DNN systems and the regression-based CD-DNN systems trained with the ED
approximation give consistently better frame accuracies than those trained with the OD ap-
proximation. These results confirm that the regression-based CD-DNN models yield higher
quality state posterior probabilities and the ED approximation is better. It is also worth point-
ing out that the output cluster representation for the standard CD-DNNs and the regression-
based CD-DNNs are different. The former represents the reference state as a cluster while the
later represents the actual CD state directly due to its ability to provide a unique acoustic score
for each CD state.
In terms of WER performance, the best performing baseline CD-DNN system achieved
12.1% WER. From Table 6.10, it is clear that all the regression-based CD-DNN systems outper-
formed the baseline system significantly (p-value smaller than 0.001). For the systems trained
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using the OD approximation, the WERs are 11.6% and 11.4% for the systems with 120 and 4451
clusters respectively. There is a steady improvement as the number of clusters increases. On
the other hand, for the systems trained using the ED approximation with 120 and 4451 clusters
achieve 10.8% and 11.0% WER respectively. Unlike the case of OD approximation, ED approx-
imation with the smallest number of clusters gives the lowest WER. To explain these results,
we need to understand the effects of changing the number of clusters. In general, fewer clus-
ters will lead to a larger tendency for the approximated objective function, F ′XENT, to deviate
from the actual objective function, FXENT. This is because there will be more CD states within a
cluster to be approximated by a representative state. Furthermore, the number of clusters also
determine the amount of free parameters for the regression weights. If there were C clusters
and N detectors, then the number of regression weights would be C × N. If the approxima-
tion is poor, as in the case of OD approximation, more clusters are needed to ensure that the
deviation due to the approximation is minimised. On the other hand, the ED approximation is
better, allowing smaller number of clusters to be used without causing significant performance
degradation. Moreover, having fewer clusters means fewer regression weights to be estimated,
which naturally leads to a more robust estimation.
6.8 Summary
In this section, we provide an overall comparison of the WER performance of several context-
dependent models for DNNs with the best configurations in Table 6.11, including the baseline
CD-DNNs trained with decision tree state clusters, the PoE factorisation, as well as the logistic
regression based modelling schemes.
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Table 6.11: WER (%) and system configuration comparison of various CD-DNN modelling
schemes
Training Decoding
System Output Output WER
Dimension Dimension
CI-DNN 120 120 15.0
CD-DNN 4,451 4,451 12.1
PoE factorisation 4,451 4,451 11.9
Regression-based
Uniform 6810† 187,203 12.1
CD-DNN
OD 4,451* 187,203 11.4
ED 120* 187,203 10.8
† Total training output dimension of all the global detectors.
* The number of output clusters for regression weight estimation.
The CI-DNN system, with only 120 monophone state output units, achieved 15.0% WER.
The best performing baseline CD-DNN with 4451 state clusters achieved 2.9% absolute WER
reduction. The PoE factorisation with the DNN-based experts have the same performance as
the baseline CD-DNN. The most straightforward way of combining the eight broad phone
DNN detectors is through a set of uniform weights. This naive approach yields a WER of
12.1%, which is comparable to the best CD-DNN system. By estimating the regression weights
using the OD approximation, a further 0.7% absolute WER reduction can be obtained. Finally,
estimating the weights using the well motivated ED approximation gives the best performance
of 10.8%, which is 0.6% absolute better than using the OD approximation and 1.3% absolute
better than the baseline CD-DNN system.
All the results in Table 6.11 are significantly better than the ones in the corresponding pre-
vious rows except for the improvement of the Bayesian model compared to the baseline CD-
DNN and the . The baseline CD-DNN system as well as the PoE-based factorisation, which
suffer from the clustering problem, gave the worse performance compared to all the other CD
models that are able to provide unique acoustic scores for all the 187,203 CD states1. The re-
sults clearly show that the proposed regression-based CD-DNNs has successfully addressed
two important issues concerning CD modelling. Firstly, the proposed method uses eight sets
of biphone clusters to represent the canonical state space. Each biphone set uses the broad
phone contexts to address the data sparsity problem. Secondly, a logistic regression function is
1There are 39 monophones and one silence model. Each model comprises three states. So, the 187,203 CD states
include 3 silence states and 40× 39× 40× 3 triphone states.
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used to obtain unique acoustic scores for each CD state in order to circumvent the clustering
problem.
Finally, we compare the regression model and the baseline CD-DNNs in terms of training
and decoding time. Since we are training 8 DNNs, the training of the broad phone DNNs
definitely takes more time to finish and the parameter size is also 4 times larger than the best
baseline CD-DNN. As for the regressionmodel, since it is a 2-layer NNwith sparsely connected
weights, the training is much faster than the standard CD-DNNs. In addition, usually two to
four epochs are needed for the regression NN to converge, whereas 15 to 17 epochs are needed
for the standard CD-DNN in our setups. For decoding, the most time-consuming part is to get
the canonical state posteriors by forwarding the 8 DNNs. Once these posteriors are obtained,
the decoding scores are computed on the fly through a dot product with the regression weights.
The decoding time of the proposed approach is two to three times slower than the standard
CD-DNNs.
6.9 Discussions
The regression-based CD-DNN modelling scheme yields a significantly better performance
than the standard CD-DNN approach. There are two possible factors that may make the
regression-based CD-DNN superior:
1. The input to the 2-layer regression NN is the concatenated posteriors of all the 8 broad
phone DNN detectors. Compared to the 5th hidden layer of the baseline CD-DNN, it
may provide a better “hidden” representation.
2. Under the regression-based CD-DNN framework, each possible triphone state has a unique
acoustic score during decoding. Therefore, the triphone states may be better discrimi-
nated since they are not clustered.
3. For the standard CD-DNN, the unseen triphone states are synthesised according to the
decision tree and are constrained to have the same score as some seen triphone states. On
the other hand, the acoustic scores of the unseen triphone states are computed using the








Merger NN 18.3 15.4
Regression NN 10.8 11.4
To validate the first hypothesis, a 2-layer “merger” was trained with the concatenated posteri-
ors of the 8 broad phone DNN detectors to predict the decision tree state clusters [63]. In this
way, the merger has the same inputs as the regression model. To validate the second hypoth-
esis, the logistic regression framework is also studied from several alternative perspectives: it
can be viewed as an instance of the random forest classifier and a system combination scheme
on the state posterior level. We then analyse the triphone state sequences generated by the best
regression model and the baseline CD-DNN and compare their performance in recognising
the unseen triphone states to validate the third hypothesis. Finally, sequential learning of the
logistic regression model using the MPE criterion is evaluated.
6.9.1 Mergers
Similar to the regressionmodel configurations, twomergers were trainedwith 120 CI states and
4451 state clusters as output targets respectively. The WER comparison between the mergers
and the best regression models are given in Table 6.12.
Although they have the same inputs, the mergers yield significantly worse performance
than the regression model. This indicates that the regression model can better explore the
canonical state space provided by the broad phone DNNs: the mergers are trained to “cluster”
all the inputs into hard clusters defined by the output targets. On the other hand, the (sparse)
regression weights are trained by taking into account all the CD state information instead of
only state clusters due to the dynamic weight connections.
6.9.2 Random Forest DNNs
The logistic regression based CD-DNNs rely on a set of manually defined articulatory groups,
given in Table 6.1, to do the context back-off. The triphone state score is obtained from a combi-
nation of the posteriors provided by each individual biphone context DNN. Another perspec-
tive of the logistic regression framework is that it can be viewed as an instance of the random
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forest [73] classifier. Each leaf node in Figure 6.6 can be viewed as a very simple “decision tree”
by considering only one side of the context. The simple decision tree is built by asking only
the corresponding questions in Table 6.1. To investigate how the regression model performs in
the random forest framework, a set of eight trees is built using the conventional decision tree
clustering algorithm [28; 90] by considering both sides of the contexts, i.e., the questions are not
constrained to be from Table 6.1.
The canonical state vector mapping in Section 6.4.2 also applies to the random forest DNNs.
Each triphone state can be characterised by a set of decision tree cluster indices corresponding
to the cluster which it is clustered to for each tree. For example, a random forest of three
decision trees is illustrated in Figure 6.8:
Figure 6.8: A random forest with three decision trees
The numbers in the leaf nodes are the cluster indices for each decision tree. A triphone state
s can have one and only one index from each tree as its descriptor elements. However, it is
important to note that there is no guarantee that each triphone state has a distinct descriptor
different from those of other states. This is an essential difference between the regression mod-
els with the random forest DNNs and the broad phone DNNs. In general, the maximal number
of distinct state clusters for a forest is ∏Ni=1 |S|i, where N is the number of trees in the forest,
and |S|i is the number of state clusters in tree i. This number is significantly larger than a single
decision tree, and thus the state clustering is relaxed. However, in practice, the number of dis-
tinct clusters is much smaller than ∏Ni=1 |S|i, since there are many triphone states clustered into
the same cluster for each tree in the forest. Nevertheless, the random forest still yields a fairly
large number of state clusters, which are difficult to predict using a single CD-DNN. On the
other hand, the logistic regression model can be naturally applied to the random forest DNNs
to accommodate the large number of distinct CD states.
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The randomness is injected using the approach proposed in [74]. In this work, the question
for each node splitting is randomly chosen from the top-15 best questions and a total of 50
trees are randomly generated. Each tree is constrained to have a number of clusters around
900, so that the dimension of the canonical state space is comparable to the one provided by
the broad phone DNNs. Note that for the random forest, the number of seen triphone states is
the upper bound for the number of distinct triphone states one can get, since all the decision
trees are built with only the seen triphone states. The 100-hour TDT3 corpus has 70,032 seen
triphone states. If all the 50 decision trees are used, the number of distinct triphone states is
42,487, which only covers slightly more than half of the seen triphone states. A brute force grid
search is performed to get a set of eight decision trees out of 50, so that they have the largest
coverage of distinct triphone states. Finally, the chosen eight decision trees provide a set of
16,452 distinct triphone states, which cover 23% of all the 70,032 seen triphone states in the
corpus.
A CD-DNN can be trained for each tree in the forest to predict all the state clusters of the
tree. The concatenated log posteriors of all the eight random forest CD-DNNs are used to
provide the canonical state space for the subsequent regression NN. The configurations of the
random forest CD-DNNs and their WER performance are given in Table 6.13:
Table 6.13: Output dimensions and WER (%) performance of the random forest DNNs
No. of Outputs 915 913 889 920 902 898 907 901
TrigramWER 12.8 13.1 13.1 13.0 12.9 13.3 13.0 13.4
Compared to the broad phone DNN performance in Table 6.9, each random forest CD-
DNN performs significantly better with a similar number of output targets, since the decision
tree clusters for each of the random forest DNNs are obtained by jointly considering both the
left and right contexts. In other words, triphone contexts are used. One the other hand, the
broad phone DNNs only model the biphone contexts. A regression model can be trained sub-
sequently to combine the 8 posteriors for decoding. The dimension of the canonical state vec-
tor provided by the random forest DNNs is 7245, slightly larger than the 6810 provided by the
broad phone DNNs. Since the regression with CI state targets performs consistently better than
the decision tree state clusters in our previous experiments, the random forest regression NN
was also trained to predict the 120 CI states. The performance comparison of the two regression
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Table 6.14: WER comparison of the regression-based CD-DNNs using the broad phone DNN




Random Forest 16,452 12.3
Broad Phone 187,203 10.8
NNs is shown in Table 6.14.
Although the individual random forest CD-DNN has a significantly lower WER than the
broad phone DNNs, the regression NN trained on the random forest DNN canonical state
space performs significantly worse than the one trained with the broad phone DNN canonical
state posteriors. This clearly shows the importance of addressing the clustering problem. For
each frame in decoding, the broad phone DNNs guarantee a unique decoding score for all the
187,203 possible triphone states, ten times larger than the number of decoding scores provided
by the random forest DNNs (16,452).
6.9.3 System Combination
The regression model using either the broad phone DNNs or the random forest DNNs can
be viewed as an instance of a framework called “system combination” as discussed in Sec-
tion 2.3.3, in which multiple systems (DNNs) are combined on the state posterior level. The
mostly widely used hypothesis level system combination in the literature is the confusion net-
work combination (CNC) (see Section 2.3.3) based on the decoding lattices. We then apply the
CNC to both the broad phone DNNs and the random forest DNNs. Each individual DNN is
used to perform a decoding on the testing set. The trigram lattices are retained for the subse-
quent CNC using the SRILM 1 [127] toolkit. The performance comparison between the CNC
and the regression model is given in Table 6.15:
For the multiple system combination framework, a better performance can be obtained
using multiple “complementary” systems, where one system can correct the errors made by
another system. Compared to each individual system for both the random forest DNNs and the




Table 6.15: WER (%) comparison of system combination schemes using the set of broad phone
DNNs and random forest DNNs
Individual Systems Uniform Weights CNC Regression
Random Forest DNNs 12.8 12.5 12.3
Broad Phone DNNs 12.1 11.9 10.8
DNN lattices significantly outperforms the CNC with the random forest DNN lattices. This
again confirms that the broad phone DNNs are more complementary to each other compared
to the random forest DNNs. This is expected since the broad phone classes in Table 6.1 are
designed to ensure the uniqueness of each triphone state.
The uniformweight combination is a naive approach of combining multiple systems on the
state posterior level. The regression CD-DNN performance reported in Table 6.15 is from the
best configurations of the corresponding systems using the expert-driven approximation. The
CNC is advantageous over the posterior combination scheme with uniform weights for both
the random forest DNNs and the broad phone DNNs. However, if the combination weights
are learned from the proposed regression framework, the state posterior level system combi-
nation scheme significantly outperforms the hypothesis level CNC approach regardless of the
regression bases used. This may indicate that the logistic regression can better explore the
complementariness of the multiple systems to benefit the system combination.
6.9.4 Handling Unseen Triphones
We then investigate how the regression model and the baseline CD-DNN perform in recog-
nising the unseen triphone states. To this end, given the lattices produced by the two systems
with the best configurations, we convert the word lattices into the phone lattices and the 1-best
monophone sequences are obtained. The 1-best phone sequences can be converted to a phone
state sequence given the alignments generated by the decoding process. Finally, the final tri-
phone state sequences are generated based on the monophone state sequence by considering
both the preceding and succeeding phone. We then do an alignment using the triphone state
level transcription and the respective triphone state sequence generated by the two systems us-
ing SCTK. Based on the alignments, the recall and precision rates for both the seen and unseen
triphone states can be computed.




































Seen Triphone State Error Rates (%) by Occurrence Intervals
Regression-based CD-DNN
Baseline CD-DNN
Figure 6.9: Seen triphone state error rates comparison of two systems by occurrence intervals
seen and unseen triphone states. To define the set of “unseen” triphone states, we count the
number of appearances of the triphone states in the training data. Any triphone states that are
not in the training set are viewed as “unseen” states. In addition, we also compute the error
rate of the “seen” triphone states grouped by the number of occurrences. In this way, we can
get a better picture of how the two systems perform with respect to the seen triphones with a
varying number of occurrences.
Firstly, the regression-based CD-DNN and the baseline CD-DNN yield an error rate of
15.0% and 16.5% on all the 155531 seen triphone states. On the 6721 unseen triphone states,
the error rates are 52.3% and 53.1% for the regression-based CD-DNN and the baseline CD-
DNN respectively. The regression-based CD-DNN provides a 1.5% absolute error rate reduc-
tion on the seen triphone states and 0.8% error reduction on the unseen triphone states. Their
performance on the seen triphone states with different number of occurrences are shown in
Figure 6.9. The figure is a histogram comparing the seen triphone error rates for both the base-
line CD-DNN and the regression-based CD-DNN systems. An x-value is an interval of the
number of occurrences. More specifically, the first number 0 indicates all the unseen triphone
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states. The corresponding y-value is the error rate of all the seen triphone states, the occur-
rences of which fall within the interval defined by the corresponding x-value. For example, the
x-value “1-10” defines an interval from 1 to 10. The corresponding y-values are the error rates
of the seen triphone states whose occurrence numbers are within this interval for the baseline
CD-DNN and regression-based CD-DNN respectively.
The rarely seen or unseen triphone states are usually difficult to model as they do not have
enough training data for a robust model estimation. This is reflected by the high error rates
for both the baseline CD-DNN and the regression-based CD-DNN when the number of tri-
phone occurrences is smaller. As expected, as the number of occurrences increase, the error
rates for both the baseline CD-DNN and the regression-based CD-DNN drop consistently as
a larger occurrence usually translates to a more robust model. For the unseen triphone states
(x-value=0), a roughly one percent absolute error rate reduction is observed for the regression-
based CD-DNN over the baseline CD-DNN. More importantly, for all the seen triphone states,
the performance gain over the baseline CD-DNN is larger when the number of occurrences
is smaller. In Figure 6.9, for the first interval of 1 to 10, the improvement of the regression
model over the baseline CD-DNN is 5.2% (38.8% vs 44.0%), which is the largest among all the
intervals. In other words, the main contribution of the regression model may be due to that it
can provide a more robust model for the rarely seen or unseen triphone states. As the num-
ber of occurrences increases, the gap becomes smaller although the regression-based CD-DNN
performs consistently better than the baseline CD-DNN. After the interval of 101 to 200, the
improvement saturates at around one percent.
Since the regressionmodel is trainedwith triphone state labels instead of state cluster labels,
each triphone state, including those rarely seen ones, is used to train the regression weights. In
addition, the acoustic score provided by the regression model is unique to the triphone state
itself. On the other hand, the baseline CD-DNN is trained with the state cluster labels, the
model will favour the triphone states with the most occurrences. Therefore, during testing, the
acoustic scores of the rarely seen triphones from the regression-based CD-DNN may be more




6.9.5 Sequential Learning of CD-DNNs
In this section, MPE sequential classification criterion is incorporated in the training of the
logistic regression based CD-DNNs (see Section 6.6). TheWER of the eight broad phone DNNs
under both the cross-entropy and MPE training is given in Table 6.16.
Table 6.16: Output dimensions and trigram WERs (%) of DNN detectors trained with cross-
entropy (XENT) and MPE criteria

















The incorporation of MPE training provides significant performance gain over the cross-
entropy trained systems for all the eight broad phone DNN detectors. However, these MPE-
trained DNN detectors still perform significantly worse than the MPE-trained CD-DNN base-
line with 4451 state clusters, which has a trigramWER of 10.6%.
We now compare the MPE-trained regression models using the three approximations: the
occurrence-driven (OD) approximation, the expert-driven (ED) approximation, and the frame-
dependent (FD) approximations. The FD approximation has the same configuration as de-
scribed in Section 6.7.4.2 with the monophone states as regression targets.
Both the XENT-trained and MPE-trained broad phone DNNs can be used to provide the
canonical state space for the subsequent regression NNs. We refer to the canonical state space
produced by the cross-entropy trained DNN detectors as “XENT canonical space” and the
one produced by MPE-trained DNN detectors as “MPE canonical space”. The regression NN
is only trained with the cross-entropy criterion for all three approximations using the XENT
canonical space. For the MPE canonical space, both cross-entropy and MPE criteria are used.
Note that for the MPE regression model, four iterations of MPE training are performed based
on the best cross-entropy trained systems (see Section 6.6). The trigram WERs of these config-




Table 6.17: WER (%) comparison of different representative state approximationmethods using
both cross-entropy (XENT) and MPE criteria with CI state regression targets
Training Criterion WER
Detectors Regression NN OD ED FD
XENT XENT 11.4 10.8 11.2
MPE
XENT 10.5 10.6 10.3
MPE 10.4 10.5 9.8
For the XENT canonical state space, both the expert-driven and frame-dependent approx-
imations outperform the occurrence-driven approximation. The expert-driven approximation
performs better than the frame-dependent approximation. For the MPE canonical space, even
with the cross-entropy trained regression NNs, significant improvements are obtained for all
the approximations. This shows the advantages of the MPE canonical space over the XENT
canonical state space. In addition, consistent performance gain has also been observed for all
the approximations with MPE trained regression NN, compared to the corresponding cross-
entropy systems. On the MPE canonical space, the occurrence-driven approximation has com-
parable performance to the frame-dependent approximation. Interestingly, unlike the cross-
entropy canonical state space, the best performance of the regression model is obtained with
frame-dependent approximation for both the XENT and MPE trained regression NN, instead
of the expert-driven approximation.
To explain this, we need to investigate how the approximations are used for both the cross-
entropy and MPE criteria. Cross-entropy is a frame-based learning criterion, where the objec-
tive function is optimised per frame and each frame is independent of the others. Recall that
the expert-driven approximation is obtained to optimise the cross-entropy criterion directly in
Equation 6.26. On the other hand, the frame-dependent approximation relies on the expert-
driven approximations to indirectly optimise the cross-entropy objective function. Therefore,
the expert-driven approximation may be more suitable for the cross-entropy criterion and the
XENT canonical state space. On the other hand, for the MPE canonical state space, the expert-
driven approximation deviates more with theMPE criterion, sinceMPE is a sequential criterion
which explores the relationships between frames. For the frame-dependent approximation, as
it has the flexibility of approximating a representative state for each frame, the mismatch be-
137
6.10 Summary
tween the cross-entropy criterion used to obtain the approximations and the MPE criterion can
be reduced. Therefore, the frame-dependent approximation may be more consistent with the
MPE canonical space, and thus has consistently better performance than the expert-driven ap-
proximation. Finally, the best performance (9.8%) is significantly better than the baseline MPE
trained CD-DNN (10.6%) with a p-value of 0.001, as reported by SCTK.
6.10 Summary
In this chapter, a novel context-dependent (CD) modelling framework for DNN is proposed
to address both the data sparsity problem and the clustering problem. The CD-DNN is for-
mulated as an instance of the canonical state modelling (CSM) technique. To address the data
sparsity problem, the triphone context is clustered into multiple sets of shorter biphones with
broad phone contexts modelled by a set of DNNs. The concatenated log posteriors of the broad
phone DNNs form the canonical context space. A logistic regression model is trained to get the
transform parameters from the canonical states to a triphone state. In addition, we also inves-
tigate the approximation of the upper bounds for the optimisation of the objective function.
The broad phone DNNs have a relatively smaller number of distinct contexts numbers, and
thus can be robustly trained to avoid the data sparsity problem. Furthermore, through the re-
gression model, each triphone state has a unique acoustic score given the observation during
decoding. The clustering problem is therefore properly addressed. The proposed regression-
based CD-DNN is evaluated on a broadcast news transcription task and is found to consistently
outperform the standard CD-DNN systems. Estimating the regression parameters by optimis-
ing an approximated upper bound of the cross-entropy objective function further improves
the performance. The best configuration of the proposed CD-DNN provides a significant per-
formance gain over the best standard CD-DNN system with a 1.3% absolute WER reduction.
In addition,the logistic regression framework was also studied from two other perspectives
widely adopted for the state-of-the-art LVCSR systems given in Section 2.3: the random for-
est classifier and the state posterior level system combination. Under both perspectives, the
logistic regression framework has been shown to be superior to the conventional approaches.
Finally, MPE sequential learning was applied to the regression model.
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Chapter 7
Conclusions and Future Work
7.1 Conclusions
Context-dependent (CD) acoustic modelling is an essential component for the state-of-the-art
large vocabulary speech recognition (LVCSR) systems to handle the co-articulation effects in
continuous speech. This thesis has investigated several CD modelling schemes for the hybrid
neural network and hiddenMarkovmodel (NN/HMM) speech recognition systems, especially
the hybrid system with deep neural networks (DNN).
Modelling every possible CD state is impractical, since a major portion of them have very
limited number of occurrences, or are even unseen in the training corpus, leading to the data
sparsity problem. Consequently, the CD states are usually clustered so that the states share the
same parameters within the same cluster and the cluster parameters can be robustly trained
with the pooled training data. However, the state clustering introduces another problem: the
CD states within the same cluster cannot be distinguished from each other during decoding.
The problem is referred to as the “clustering” problem.
Of all the clustering schemes, decision tree state clustering [28; 90] is the most popular. It
is also used to define the output targets for the NNs in the hybrid NN/HMM systems. In this
thesis, an alternative decision tree state clustering approach based on the tied-mixture Gaussian
mixture models (TM-GMM) was first investigated to study the effects of the base unit models
for the decision tree nodes. This work is summarised in Section 7.1.1.
The first work of the CD hybrid NN/HMM system is a product-of-expert (PoE) based prob-
ability factorisation approach to address the data sparsity problem for the shallow NN struc-
ture with a single hidden layer. The second work is a logistic regression framework for the
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CD modelling of the deep neural networks (CD-DNN) to address both the data sparsity prob-
lem and the clustering problem. These two main contributions are summarised in Section 7.1.2
and 7.1.3. Finally, possible directions of future research are discussed in Section 7.2.
7.1.1 TM-GMM-based Decision Tree State Clustering
Decision tree state clustering is the most widely adopted approach to address the data sparsity
problem in the CD modelling of the GMM/HMM-based systems. However, the traditional
decision tree state clustering suffers from some limitations [29]. Of all the limitations , the most
important is the single Gaussian base unit modelling, in which the decision tree clustering
depends entirely on the untied single Gaussian distributions.
For a more robust base unit model for the decision tree node, we investigate a modified
decision tree state clustering scheme based on tied-mixture GMMs in Chapter 4. In principle,
better alignments can be obtained using GMMs. However, training an untied GMM triphone
system would lead to poorer alignments. Therefore, context-independent (CI) GMMs are used
to initialise all the triphones in the proposed approach. Another issue of the GMM base unit
modelling is that the parameter estimation requires revisiting the training data for every possi-
ble node splitting. This is computationally infeasible. To address this problem, a tied-mixture
GMM triphone system is adopted to perform the state clustering, where all the decision tree
nodes share the same Gaussian means and variances and differ only in the mixture weights. By
resorting to an auxiliary function, the parameters of the TM-GMMs during clustering can be
estimated using the same sufficient statistics as those of the standard approach, eliminating the
need to revisit the training data. Since the new clustering scheme is still within the decision tree
clustering framework, it can handle the unseen triphones easily. The TM-GMM-based decision
tree clustering was evaluated on a small corpus comprising 18 hours of reading speeches. The
proposed approach has been shown to outperform the conventional single Gaussian based
decision tree state clustering. In addition, The TM-GMM decision tree clustering requires a
smaller number of clusters to achieve the best performance. Finally, two analyses were made
to study the effect of incorporating the GMMs for the base unit modelling. The results revealed
that the proposed GMM clustering scheme has a better state distribution which leads to 1) bet-




7.1.2 Product-of-Expert Factorisation for Hybrid CD NN/HMMs
Predicting all the CD states using a single shallow NN is problematic, since this requires a NN
with a larger number of outputs (usually several thousands). The NN training can be eas-
ily stuck in a poor local optimum and yields skewed posterior distributions. Therefore, the CD
state posteriors are usually factorised according to Bayes’ theorem so that smaller networks can
be used to provide more robust distributions. In Chapter 5, a product-of-expert (PoE) based
factorisation was proposed by viewing the CD state posteriors as the transformations of some
canonical state posteriors. This was achieved by a cascading of NNs: a single NN with CI
targets was used to provide the canonical state posteriors. These posteriors were used to train
a set of 2-layer CD-NNs to get the transformation parameters. The CD state posteriors were
obtained by a smoothing scheme between the CI canonical state posteriors and the CD-NNpos-
teriors. Experimental results showed that the CDNN/HMM systemwith the PoE factorisation
outperforms the CI NN/HMM system significantly. In addition, the factorisation scheme also
leads to a more compact model representation compared to the GMM/HMM system: a sig-
nificantly better WER performance was obtained using the PoE-based CD NN/HMM over the
discriminatively trained GMM/HMM system with the same parameter size. The PoE-based
factorisation was also generalised to the CD modelling of DNN/HMM systems in Chapter 5
by using the DNNs to provide the canonical state posteriors to train the CD-NN set. Although
with a smaller number of parameters, it has been found to perform marginally better than the
standard CD DNN/HMM system directly trained with the decision tree clusters.
7.1.3 Logistic Regression based CD DNN/HMM Systems
The successful application of deep learning to speech recognition has made the research of the
hybrid DNN/HMM system the mainstream in the community. The CD DNN/HMM systems
have been shown to provide state-of-the-art performance in many benchmark tasks. The major
part of this thesis is also devoted to the CD modelling of the hybrid DNN/HMM systems.
To address the data sparsity problem, the decision tree state clusters are often used as the
training targets in the conventional CD DNN/HMM systems. Therefore, they inherently suffer
from the clustering problem due to the decision tree clustering, in which the CD states within a
cluster cannot be distinguished during decoding. This problem, unfortunately, is not explicitly
addressed in the current literature. Given the modelling power of the DNN/HMM systems,
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we believe that proper handling of the clustering problem will further improve the system
performance.
Motivated by the canonical state modelling (CSM) technique, a regression-based CD-DNN
modelling approach was proposed in Chapter 6 to address both the data sparsity problem and
the clustering problem. Multiple sets of state clusters were used to represent the canonical
states. Unlike the typical triphone state clusters, each set divides all the CD states into simpler
disjoint clusters, which are easier to model, thereby circumventing the data sparsity problem.
These clusters were obtained from and based on the broad phone contexts, which are defined
according to the articulatory features. DNNs were used to obtain the posterior probabilities of
the broad phone state clusters. A logistic regression function was then used to transform the
canonical states into the final state output probabilities.
The regression parameters were optimised with the cross-entropy objective function. How-
ever, directly training the logistic regression model is difficult due to the large number of dis-
tinct CD states, many of which have very limited training data. To address this data spar-
sity problem, regression parameter tying was performed to reduce the model complexity. Ap-
proximated cross-entropy objective functions were derived to keep the training computation
tractable. The purpose of the approximation is to find a representative CD state for each com-
peting regression target, which is essential for the success of the training of the logistic regres-
sion model. Three approximations were proposed: the occurrence-driven (OD) approxima-
tion, the expert-driven (ED) approximation or the frame-independent approximation, and the
frame-dependent (FD) approximation. More interestingly, by carefully designing the broad
phone state clusters such that each CD state can be uniquely identified using the canonical
state representation, the resulting regression-based CD-DNN is able to model each CD state
distinctly, yielding a better context resolution compared to that of the conventional state clus-
tering approach.
The logistic regression framework was evaluated on a large vocabulary broadcast news
transcription task and has shown significant performance gain over the standard CD-DNN/HMM
systems. Of the three approximation schemes for the cross-entropy objective function, the ED
approximation was found to perform significantly better than other two approximations using
the cross-entropy objective function. In addition, the logistic regression framework was also
studied from two other perspectives widely adopted for the state-of-the-art LVCSR systems
given in Section 2.3: 1) It can be seen as a special instance of the random forest classifier; 2) It
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is regarded as a state posterior level system combination scheme. Under both perspectives, the
logistic regression framework has been shown to be more advantageous than the conventional
approaches.
7.2 Future Work
The future work that could follow this thesis may mainly focus on the expansion of the logistic
regression framework for the DNN/HMM systems. Some possible future directions of future
research are summarised below:
7.2.1 Modelling Longer Context Length
The triphones were used throughout the thesis as the CD modelling units, although some ini-
tial investigations with quinphone factorisation were presented in Chapter 5 using shallow
NNs. The logistic regression framework can also be applied to longer context lengths than the
triphones, since it does not impose any constraint on the regression bases, as long as the DNNs
used to provide these bases can be trained robustly. For example, to model the quinphone con-
text, the left two phones can be mapped to broad phones under all the four perspectives given
in Table 6.1, while retain the central monophone state identity. Therefore, the left two phone
contexts can have 16 broad phone combinations. Similarly, we also have 16 combinations for
the two phone contexts on the right side. Subsequently, a set of 32 DNNs can be trained to pro-
vide the regression bases, each of which is used to predict the combinations of the monophone
states and the left or right two broad phone classes. Once the regression bases are obtained, the
training of the regression NN can be done by using either quinphone state clusters or simply
the monophone states as the regression targets. In this way, all the quinphone states can have a
unique decoding score and thus the context resolution is maximised to address the clustering
problem. In addition, since the broad phone clusters are used for the DNNs to provide the
regression bases, the data sparsity problem is also addressed.
However, for quinphone CD modelling, there are several problems that need to be ad-
dressed. Since the left two and right two phones are considered, the data sparsity problem is
much more severe than the triphone modelling. Therefore, even with the broad phone map-
ping, it may still be necessary to apply some clustering or heuristic rules in order to produce
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a set of robust regression bases. Another difficulty is that the number of broad phone DNNs
grows from 8 to 32. The number of output targets for each broad phone DNN has also been in-
creased considerably. Consequently, the canonical state vector size becomes significantly larger
than that of the triphone modelling. How to train the 2-layer regression NN robustly is another
essential problem to be solved.
7.2.2 Multi-lingual and Cross-lingual Speech Recognition
DNNs have also been recently and widely used in the area of multi-lingual and cross-lingual
speech recognition [128; 129]. The hidden layers of the DNNs were shared among different
languages, whereas the output softmax layer was made language specific. In this way, the hid-
den layers can be trained using multiple languages to serve as the feature transformations for
the “universal language”. Although different languages may have distinctive sounds/phones,
they may also share some acoustic cues, which can be learned from the shared hidden layers.
This shared-hidden-layer multilingual DNN architecture has been shown to perform even bet-
ter than the mono-lingual DNN. In addition, they can be easily transferred to accommodate
a new language for the cross-lingual recognition task. The logistic regression framework can
also be easily applied to the multi-lingual or cross-lingual tasks, where a DNN can be built
for each source language to provide the regression bases for the subsequent regression model.
The regression model can be trained with the phone labels of the target language as regression
targets for the cross-lingual task. The global phone labels can also be used as the regression
targets for the multi-lingual task. In addition, since the regression NN is sparse, it can be easily
trained even with very little training data of the target language.
7.2.3 Alternative DNN Structures
Alternative DNN structures have also been explored for speech recognition, including the
deep convolutional neural network (CNN) [130; 131; 132], and deep recurrent neural network
(RNN) [133; 134]. They have been shown to give very competing or even better performance
compared to DNNs. In addition, several modifications of the DNN training scheme have also
been proposed, including the Dropout DNN [135], the Maxout DNN [136], and the deep tensor
network [137], to boost the DNN performance. Porting the logistic regression model to these
new DNN structures is also an interesting research direction to take.
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