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Abstract
We derive formulas for evaluating weighted sums of trigonometric functions over evenly-spaced angles
in the first quadrant. These results generalize those of a previous paper, where we considered trigonometric
sums weighted by real, primitive, non-principal Dirichlet characters.
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1. Introduction
Evaluations of sums of unweighted trigonometric functions over a full period of evenly spaced
angles on the upper half-plane appear throughout the mathematical literature. For example, in [7],
Eisenstein posed the identity
k−1∑
n=1
sin(2πan/k) cot(πn/k) = k − 2a (1.1)
for positive integers a and k, 0 < a < k, as an exercise. This identity was first proved in print by
Stern [10, p. 152], and was generalized by Williams and Zhang [11], whose result allowed an
arbitrary power in the cotangent. Chu and Marini [6] employed generating functions to evaluate
many large classes of trigonometric sums, whose summands involve high powers of the secant,
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O-Y. Chan / Advances in Applied Mathematics 38 (2007) 482–504 483cosecant, and cotangent functions. Berndt and Yeap [3] used contour integration to prove reci-
procity theorems involving trigonometric sums of this type. Their technique can also be used
to tackle the sums considered by Chu and Marini. A brief survey of the history of evaluations
and reciprocity theorems involving unweighted trigonometric sums over a full period can also be
found in [3].
Liu, in [8, pp. 107–108], derived a set of ten trigonometric identities as limiting cases of theta
function identities. Among the set of ten are the two identities
sin(2π/7)
sin2(3π/7)
− sin(π/7)
sin2(2π/7)
+ sin(3π/7)
sin2(π/7)
= 2√7 (1.2)
and
sin2(3π/7)
sin(2π/7)
− sin
2(2π/7)
sin(π/7)
+ sin
2(π/7)
sin(3π/7)
= 0, (1.3)
first proved by Berndt and Zhang [5] as corollaries of two theta-function identities found in
Ramanujan’s notebooks [9]. The other eight are of similar form. Motivated by these results,
Berndt and Zaharescu [4] generalized them to several classes of trigonometric sums over a half-
period, weighted by odd characters with odd modulus, and evaluated them in terms of class
numbers of imaginary quadratic fields. A typical result in [4] is as follows.
Theorem 1.1. Let χ denote an odd, non-principal, real, primitive character of modulus k, where
k is odd and k  7. Let a, b be positive integers with a odd and b even. Define
Ca,b :=
∑
n,m,r0
n+bm+r=(ab−a−1)/2
(−1)mχ(n)
(
a
m
)(
a + r
r
)
. (1.4)
Then
∑
0<n<k/2
χ(n)
sina(bπn/k)
sina+1(πn/k)
= √k(bah(−k) − 2Ca,b), (1.5)
where h(−k) is the class number of the imaginary quadratic field Q(√−k ).
Note that (1.2) is the special case of Theorem 1.1 with a = 1, b = 4, and k = 7.
In our recent paper with Beck, Berndt, and Zaharescu [1], we extended [4] to sums weighted
by even characters with odd modulus. Our main theorem provided a formula for the sum over
a half-period
∑
0<n<k/2
χ(n)f (n),
where χ is either even or odd with modulus k, an odd positive integer. Our evaluations were in
terms of the Fourier coefficients of f , a periodic function of period k, satisfying certain symmetry
and analyticity properties.
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bitrary sequence of complex numbers. We apply the ideas in [1] and [4] to derive a theorem
analogous to a special case of the periodic Poisson summation formula found in the work of
Berndt and Schoenfeld [2, p. 35, Theorem 4.4] for the sum
∑
0<n<k/2
anf (n).
As in [1] and [4], we focus on the case when k is odd, although the same techniques apply for
even values of k as well. In the next section, we define the finite Fourier coefficients of a periodic
sequence and prove our main theorem. In Section 3, we derive the finite Fourier coefficients of
a number of sequences in anticipation of applications of our main theorem in Section 4, where
we consider weighted trigonometric sums. In Section 5, we consider trigonometric sums over
subsets of a half-period, in particular, over specific congruence classes.
2. The main theorem
We begin by defining the finite Fourier coefficients of a periodic sequence.
Definition 2.1. Let A = {an: −∞ < n < ∞} be a sequence of complex numbers with period k.
The finite Fourier coefficients of A are given by the sequence B = {bn: −∞ < n < ∞}, defined
by
bn := 1
k
k−1∑
j=0
aj e
−2πijn/k. (2.1)
Note that B is also periodic with period k, and that we can recover A via the formula
an =
k−1∑
j=0
bj e
2πijn/k. (2.2)
The Berndt–Schoenfeld periodic analogue of the Poisson summation formula considers sums
of complex-valued functions f of bounded variation, with weights an ∈ A, a periodic sequence
of period k. As usual, f (n±) = limx→n± f (x).
Theorem 2.2 (Berndt–Schoenfeld). If f is of bounded variation on [c, d], then
1
2
∑
cnd
′
an
(
f (n+) + f (n−))
= b0
d∫
c
f (x) dx +
∞∑
n=1
d∫
c
(
bne
2πinx/k + b−ne−2πinx/k
)
f (x)dx, (2.3)
where the dash ′ on the summation sign indicates that if c is an integer, the first term of the sum
on the left is acf (c+), and if d is an integer, the last term of that sum is adf (d−).
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solutely and uniformly on [0, k], then setting c = 0 and d = k in (2.3) yields, after simplification,
k−1∑
n=0
anf (n) = kb0c0 + k
∞∑
n=1
(bnc−n + b−ncn), (2.4)
where cn is the nth Fourier coefficient of f .
In the remainder of this paper, k always denotes an odd positive integer, unless stated oth-
erwise. We also denote the residue of a function f at a point z by Res(f ; z). Let A∗ =
{a1, . . . , a(k−1)/2} be any set of complex numbers. Note that A∗ has a natural extension to
an odd sequence Ao = {aon: −∞ < n < ∞} of period k, as well as to an even sequence
Ae = {aen: −∞ < n < ∞}, also of period k, given by
aon =
{
am, if n ≡ m (modk),
−a−m, if n ≡ −m (modk),
0, if n ≡ 0 (modk),
(2.5)
and
aen =
{
am, if n ≡ ±m (modk),
0, if n ≡ 0 (modk). (2.6)
Let Bo = {bon: −∞ < n < ∞} be the finite Fourier coefficients of Ao and Be = {ben: −∞ <
n < ∞} be the finite Fourier coefficients of Ae. By (2.1),
bo−n =
1
k
k−1∑
j=0
ak−j e2πi(k−j)n/k = 1
k
k−1∑
j=0
−aj e−2πijn/k = −bon. (2.7)
Similarly,
be−n = ben. (2.8)
That is, Bo is odd and Be is even. Note also that
bo0 = a0 = 0, (2.9)
be0 =
2
k
(k−1)/2∑
n=0
an. (2.10)
Our main theorem provides an analogue of (2.4) for weighted sums of odd or even periodic,
meromorphic functions on C, over a half-period. One can also use our methods to obtain an
extension of (2.4) to meromorphic functions over a full-period, but since the focus of this paper
is on sums over half-periods, we forgo the result for weighted sums over a full period.
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poles at integers that are not multiples of k. Suppose further that f (z) has the Fourier expansion
f (z) =
∞∑
m=−D
cme
2πimz/k,
for some integer D, in the upper half plane. Define
Ho(z) := 1
1 − e2πiz
k−1∑
j=0
boj e
2πijz/k (2.11)
and
He(z) := 1
1 − e2πiz
k−1∑
j=0
bej e
2πijz/k. (2.12)
Then we have the following theorem.
Theorem 2.3. Let R = {0, z1, . . . , zm}, where z1, . . . , zm are the non-integral poles of f (z) in the
vertical strip 0  Re(z) < k, and let k be an odd positive integer. Then for any finite sequence
A∗ = {a1, . . . , a(k−1)/2} of complex numbers, we have
∑
0<n<k/2
anf (n)
=
⎧⎪⎨
⎪⎩
πi
∑
r∈R Res
(
Ho(z)f (z); r)+ k∑Dm=0 c−mbom, if f is odd,
πi
∑
r∈R Res
(
He(z)f (z); r)+ k( c0be02 +∑Dm=1 c−mbem
)
, if f is even. (2.13)
Proof. We first prove the theorem in the case when f is odd.
For brevity, we let F(z) = Ho(z)f (z). For N > 0, let CN denote the positively oriented
indented rectangle with horizontal sides through ±iN and vertical sides through 0 and k. On the
left side of CN , there is a semicircular indentation I0 of radius less than 1 centered at 0 and to its
left. On the right side of CN , the semicircular indentation comprises the points I0 + k. There are
also similar indentations centered at any pole on the lines Re(z) = 0 and Re(z) = k, so that the
contour avoids passing through any of the poles. We also choose N large enough so that all the
poles of f are contained inside the contour.
We integrate F(z) along CN . First, we apply the residue theorem. Since Ho(z) is analytic
everywhere within the interior of CN except at the integers, and f (z) is analytic at the integers
except possibly at 0, F(z) has (at most) simple poles at the points z = 1,2, . . . , k−1. Calculating
the residues at these points, we find that, for 1 n k − 1,
Res(F ;n) = lim
z→n
z − n
1 − e2πiz
k−1∑
boj e
2πijz/kf (z) = − 1
2πi
aonf (n) (2.14)
j=0
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that
1
2πi
∫
CN
F(z) dz =
∑
r∈R
Res(F ; r) −
∑
1jk−1
1
2πi
aoj f (j)
=
∑
r∈R
Res(F ; r) − 2
∑
0<n<k/2
1
2πi
anf (n). (2.15)
Now we evaluate the integral directly. Since F(z) is periodic with period k, the integrals along
the vertical sides cancel. Also, note that, since bo0 = a0 = 0,
F(−z) = Ho(−z)f (−z) = e
2πiz
e2πiz − 1
k−1∑
j=0
−boj e−2πijz/kf (z)
= 1
e2πiz − 1
k−1∑
j=0
bk−j e2πi(k−j)z/kf (z) = −Ho(z)f (z) = −F(z). (2.16)
Therefore, we see that the integral along the upper horizontal side is equal to
z=iN∫
z=k+iN
F (z) dz = −
−z=−iN∫
−z=−k−iN
F (−z) dz =
u=−iN∫
u=−k−iN
F (u)du =
u=k−iN∫
u=−iN
F (u)du, (2.17)
which is the integral along the lower horizontal side. Also, since the right-hand side of (2.15) is
independent of N , we may let N tend to ∞. Thus, it remains to evaluate
lim
N→∞
1
2πi
∫
CN
F(z) dz = lim
N→∞
1
πi
0∫
k
F (x + iN)dx.
Now let
μ := e2πiz/k (2.18)
and expand F(z) in a power series in μ. Since
1
1 − e2πiz = 1 + μ
k + μ2k + · · · ,
F (z) =
(
k−1∑
j=0
bojμ
j
)( ∞∑
m=−D
cmμ
m
)( ∞∑
n=0
μkn
)
=
( ∞∑
n=0
k−1∑
j=0
bojμ
kn+j
)( ∞∑
m=−D
cmμ
m
)
=
( ∞∑
bonμ
n
)( ∞∑
cmμ
m
)
=
∞∑
dmμ
m (2.19)
n=0 m=−D m=−D
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0∫
k
∞∑
m=1
dmμ
m dx = o(1)
as N tends to ∞. Also, since
0∫
k
μm dx = 0
for any m 	= 0, we find that, upon the use of (2.17),
lim
N→∞
1
2πi
∫
CN
F(z) dz = −kd0
πi
= − k
πi
D∑
m=0
c−mbom. (2.20)
Combining (2.15) and (2.20), we have
∑
0<n<k/2
anf (n) = πi
∑
r∈R
Res(F ; r) + k
D∑
m=0
c−mbom, (2.21)
which proves the odd case of (2.13).
The even case requires more care, since in general be0 	= 0. Let G(z) = He(z)f (z), where f
is even. We integrate G along CN as in the odd case. The residue theorem again implies
1
2πi
∫
CN
G(z)dz =
∑
r∈R
Res(F ; r) −
∑
1jk−1
1
2πi
aejf (j)
=
∑
r∈R
Res(F ; r) − 2
∑
0<n<k/2
1
2πi
anf (n). (2.22)
To evaluate the integral directly, note that, in this case,
G(−z) = He(−z)f (−z) = e2πiz
∑k−1
j=0 bej e−2πijz/k
e2πiz − 1 f (z)
= e
2πizbe0 +
∑k−1
j=1 bek−j e2πi(k−j)z/k
e2πiz − 1 f (z)
= e
2πizbe0 − be0
e2πiz − 1 f (z) +
be0 +
∑k−1
j=1 bek−j e2πi(k−j)z/k
e2πiz − 1 f (z)
= be0f (z) − He(z)f (z) = be0f (z) − G(z). (2.23)
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lower horizontal edge is equal to
L :=
u=k−iN∫
u=−iN
G(u)du =
u=−iN∫
u=−k−iN
G(u)du = −
−z=−iN∫
−z=−k−iN
G(−z) dz
= −
z=iN∫
z=k+iN
(
be0f (z) − G(z)
)
dz = U − be0
z=iN∫
z=k+iN
f (z) dz, (2.24)
where U is the integral along the upper horizontal edge. Now we let N tend to ∞ as in the odd
case, and the right-hand side of (2.22) is equal to
lim
N→∞
1
2πi
∫
CN
G(z)dz = lim
N→∞
1
2πi
0∫
k
(
2G(x + iN) − be0f (x + iN)
)
dx.
We now apply exactly the same analysis to this integral as in the odd case, and obtain
lim
N→∞
1
2πi
∫
CN
G(z)dz = − k
πi
(
be0c0
2
+
D∑
m=1
c−mbem
)
. (2.25)
Combining (2.22) and (2.25), we prove the even case of (2.13). 
Remark 2.4. We may carry out the same proof for the case where k is even. We note that in this
case, 12ak/2f (k/2) must be added to the left-hand side of (2.13), and we must subtract all the
terms of the form c−mbom, m ≡ k/2 (modk), from the right-hand side when f is odd. This is due
to the fact that
Ho(−z)f (−z) = 2b
o
k/2e
πiz
1 − e2πiz f (z) − H
o(z)f (z)
for odd functions f . The right-hand side of (2.13) does not change for even f .
Remark 2.5. We also note that we may let D tend to ∞ if the Fourier coefficients cm approach
zero sufficiently rapidly. More specifically, a sufficient condition to carry out the same proof is
that cm = O(exp(−|m| log |m|)).
Remark 2.6. Finally, we note that our theorem is most useful when f (z) has low-order poles.
When the poles of f are of high order, the computation of residues becomes increasingly cum-
bersome.
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In order to apply Theorem 2.3 to weighted sums, we need to compute the finite Fourier coef-
ficients of the weight sequences A∗. We begin with a general sequence and then specialize.
Theorem 3.1. Let k be odd, n 0, and x ∈ C. If A∗ = {x,2nx2,3nx3, . . . , ( k−12 )nx(k−1)/2}, then,for m 	≡ 0 (modk), we have, for n odd,
bom =
2kn−1
(2πi)n
dn
dzn
(
1 − 1−x cos(2πz/k)−x(k+1)/2 cos(πz+πz/k)+x(k+3)/2 cos(πz−πz/k)1−2x cos(2πz/k)+x2
) ∣∣∣
z=m,
(3.1)
bem =
2ikn−1
(2πi)n
dn
dzn
(
x sin(2πz/k)−x(k+1)/2 sin(πz+πz/k)+x(k+3)/2 sin(πz−πz/k)
1−2x cos(2πz/k)+x2
) ∣∣∣
z=m, (3.2)
and, for n even,
bom =
2kn−1
i(2πi)n
dn
dzn
(
x sin(2πz/k)−x(k+1)/2 sin(πz+πz/k)+x(k+3)/2 sin(πz−πz/k)
1−2x cos(2πz/k)+x2
) ∣∣∣
z=m, (3.3)
bem =
−2kn−1
(2πi)n
dn
dzn
(
1 − 1−x cos(2πz/k)−x(k+1)/2 cos(πz+πz/k)+x(k+3)/2 cos(πz−πz/k)1−2x cos(2πz/k)+x2
) ∣∣∣
z=m .
(3.4)
For m ≡ 0 (modk), we have,
bom = 0, (3.5)
bem =
2
k
(k−1)/2∑
j=1
xj jn (3.6)
for all n.
Proof. By periodicity, we only need to consider 0m k − 1. The formulas for m = 0 follow
immediately from (2.9) and (2.10), respectively. For m > 0, we find, by (2.1), and the fact ao0 =
ae0 = 0, that
bom =
1
k
k−1∑
j=1
aoj e
−2πijm/k = 1
k
(k−1)/2∑
j=1
xj jn
(
e−2πijm/k − e−2πi(k−j)m/k)
= k
n−1
(2πi)n
dn
dzn
(
1 − (−1)n +
(k−1)/2∑
j=0
−xj e2πijz/k + (−1)nxj e−2πijz/k
) ∣∣∣∣∣
z=m
= k
n−1
n
dn
n(2πi) dz
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(
1 − (−1)n − 1 − x
(k+1)/2eπi(k+1)z/k
1 − xe2πiz/k + (−1)
n 1 − x(k+1)/2e−πi(k+1)z/k
1 − xe−2πiz/k
) ∣∣∣∣
z=m
= k
n−1
(2πi)n
dn
dzn
×
(
1 − (−1)n − 1 − xe
−2πiz/k − x(k+1)/2eπi(k+1)z/k + x(k+3)/2eπi(k−1)z/k
1 − xe2πiz/k − xe−2πiz/k + x2
+ (−1)n 1 − xe
2πiz/k − x(k+1)/2e−πi(k+1)z/k + x(k+3)/2e−πi(k−1)z/k
1 − xe2πiz/k − xe−2πiz/k + x2
) ∣∣∣∣
z=m
.
(3.7)
Similarly,
bem =
1
k
k−1∑
j=1
aej e
−2πijm/k = 1
k
(k−1)/2∑
j=1
xj jn
(
e−2πijm/k + e−2πi(k−j)m/k)
= k
n−1
(2πi)n
dn
dzn
(
−1 − (−1)n +
(k−1)/2∑
j=0
xj e2πijz/k + (−1)nxj e−2πijz/k
) ∣∣∣∣∣
z=m
= k
n−1
(2πi)n
dn
dzn
×
(
−1 − (−1)n + 1 − x
(k+1)/2eπi(k+1)z/k
1 − xe2πiz/k + (−1)
n 1 − x(k+1)/2e−πi(k+1)z/k
1 − xe−2πiz/k
) ∣∣∣∣
z=m
= k
n−1
(2πi)n
dn
dzn
×
(
−1 − (−1)n + 1 − xe
−2πiz/k − x(k+1)/2eπi(k+1)z/k + x(k+3)/2eπi(k−1)z/k
1 − xe2πiz/k − xe−2πiz/k + x2
+ (−1)n 1 − xe
2πiz/k − x(k+1)/2e−πi(k+1)z/k + x(k+3)/2e−πi(k−1)z/k
1 − xe2πiz/k − xe−2πiz/k + x2
) ∣∣∣∣
z=m
.
(3.8)
With some simplification, we see that (3.7) and (3.8) are equivalent to (3.1)–(3.4). 
Proposition 3.2. Let n 0. If A∗ = {1,2n, . . . , ( k−12 )n}, then, for m 	≡ 0 (modk), we have,
bom =
⎧⎪⎨
⎪⎩
kn−1
(2πi)n
dn
dzn
(
1 − sin(πz)sin(πz/k)
) ∣∣∣
z=m, if n is odd,
kn−1
i(2πi)n
dn
dzn
(
cos(πz/k)−cos(πz)
sin(πz/k)
) ∣∣∣
z=m, if n is even,
(3.9)
bem =
⎧⎪⎨
⎪⎩
kn−1
i(2πi)n
dn
dzn
(
cos(πz)−cos(πz/k)
sin(πz/k)
) ∣∣∣
z=m, if n is odd,
kn−1
(2πi)n
dn
dzn
(
sin(πz)
sin(πz/k) − 1
) ∣∣∣ , if n is even. (3.10)z=m
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bom = 0, (3.11)
bem =
2
k
(k−1)/2∑
j=1
jn. (3.12)
Proof. We apply Theorem 3.1 with x = 1. The cases where m ≡ 0 (mod k) are immediate.
Therefore, it suffices to prove the formula for bom, m 	≡ 0 (modk). For n odd, we have, by (3.1),
bom =
2kn−1
(2πi)n
dn
dzn
(
1 − 1 − cos(2πz/k) − cos(πz + πz/k) + cos(πz − πz/k)
2 − 2 cos(2πz/k)
) ∣∣∣∣
z=m
= 2k
n−1
(2πi)n
dn
dzn
(
1
2
− 2 sin(πz) sin(πz/k)
4 sin2(πz/k)
) ∣∣∣∣
z=m
= k
n−1
(2πi)n
dn
dzn
(
1 − sin(πz)
sin(πz/k)
) ∣∣∣
z=m . (3.13)
For n even, we have, by (3.3),
bom =
2kn−1
i(2πi)n
dn
dzn
(
sin(2πz/k) − sin(πz + πz/k) + sin(πz − πz/k)
2 − 2 cos(2πz/k)
) ∣∣∣∣
z=m
= 2k
n−1
i(2πi)n
dn
dzn
(
2 sin(πz/k) cos(πz/k) − 2 cos(πz) sin(πz/k)
4 sin2(πz/k)
) ∣∣∣∣
z=m
= k
n−1
i(2πi)n
dn
dzn
(cos(πz/k) − cos(πz)
sin(πz/k)
) ∣∣∣
z=m . (3.14)
We see that (3.13) and (3.14) are identical to (3.9). 
From Proposition 3.2 we have the following formula for the finite Fourier coefficients of
a finite sequence of integers.
Corollary 3.3. If k is odd, and A∗ = {1,2, . . . , (k − 1)/2}, then we have
bom =
{
i
2 (−1)m csc(πm/k), if m 	≡ 0 (modk),
0, if m ≡ 0 (modk), (3.15)
and
bem =
{
(−1)m cos(πm/k)−1
2k sin2(πm/k) , if m 	≡ 0 (modk),
k2−1
4k , if m ≡ 0 (modk).
(3.16)
Proof. Apply Proposition 3.2 with n = 1. The result follows after some simplification. 
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(modk), we have,
bom =
⎧⎪⎪⎨
⎪⎪⎩
kn−1
(2πi)n
dn
dzn
(
1 + (−1)(k+1)/2 cos(πz)cos(πz/k)
) ∣∣∣
z=m, if n is odd,
ikn−1
(2πi)n
dn
dzn
(
sin(πz/k)+(−1)(k+1)/2 sin(πz)
cos(πz/k)
) ∣∣∣∣
z=m
, if n is even,
(3.17)
bem =
⎧⎪⎪⎨
⎪⎪⎩
kn−1
i(2πi)n
dn
dzn
(
sin(πz/k)+(−1)(k+1)/2 sin(πz)
cos(πz/k)
) ∣∣∣∣
z=m
, if n is odd,
−kn−1
(2πi)n
dn
dzn
(
1 + (−1)(k+1)/2 cos(πz)cos(πz/k)
) ∣∣∣
z=m, if n is even.
(3.18)
For m ≡ 0 (modk), we have,
bom = 0, (3.19)
bem =
2
k
(k−1)/2∑
j=1
(−1)j jn. (3.20)
Proof. Let x = −1 in Theorem 3.1. Then (3.19) and (3.20) are immediate. It now suffices to
show (3.17). For n odd, (3.1) implies
bom =
2kn−1
(2πi)n
dn
dzn
×
(
1 − 1 + cos(2πz/k) − (−1)
(k+1)/2(cos(πz + πz/k) + cos(πz − πz/k))
2 + 2 cos(2πz/k)
) ∣∣∣∣
z=m
= 2k
n−1
(2πi)n
dn
dzn
(
1
2
+ (−1)(k+1)/2 2 cos(πz) cos(πz/k)
4 cos2(πz/k)
) ∣∣∣∣
z=m
= k
n−1
(2πi)n
dn
dzn
(
1 + (−1)(k+1)/2 cos(πz)
cos(πz/k)
) ∣∣∣
z=m . (3.21)
For n even, (3.3) implies
bom =
2kn−1
i(2πi)n
dn
dzn
(− sin(2πz/k) − (−1)(k+1)/2(sin(πz + πz/k) + sin(πz − πz/k))
2 + 2 cos(2πz/k)
) ∣∣∣∣
z=m
= −2k
n−1
i(2πi)n
dn
dzn
(
2 sin(πz/k) cos(πz/k) + (−1)(k+1)/22 sin(πz) cos(πz/k)
4 cos2(πz/k)
) ∣∣∣∣
z=m
= ik
n−1
(2πi)n
dn
dzn
( sin(πz/k) + (−1)(k+1)/2 sin(πz)
cos(πz/k)
) ∣∣∣
z=m .  (3.22)
We derive the finite Fourier coefficients for an alternating sequence of integers from Proposi-
tion 3.4.
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bom =
{
(−1)(k+1)/2(−1)m sin(πm/k)2ik cos2(πm/k) , if m 	≡ 0 (modk),
0, if m ≡ 0 (modk),
(3.23)
and
bem =
⎧⎪⎪⎨
⎪⎪⎩
−1−(−1)(k+1)/2(−1)mk
2k cos2(πm/k) , if m 	≡ 0 (modk),
k−1
2k , if k|m and k ≡ 1 (mod 4),
−k−1
2k , if k|m and k ≡ −1 (mod 4).
(3.24)
Proof. We apply Proposition 3.4 with n = 1. For m 	≡ 0 (modk), the result follows immediately
after some routine simplification. When m ≡ 0 (modk), (3.19) and (3.20) imply
bom = 0, (3.25)
bem =
2
k
(k−1)/2∑
j=1
(−1)j j
=
⎧⎪⎪⎨
⎪⎪⎩
2
k
(
(−1 + 2) + (−3 + 4) + · · · +
(
− k−32 + k−12
))
, if k ≡ 1 (mod 4),
2
k
(
(−1 + 2) + (−3 + 4) + · · · +
(
− k−52 + k−32
)
− k−12
)
, if k ≡ 3 (mod 4),
=
⎧⎪⎨
⎪⎩
2
k
k−1
4 , if k ≡ 1 (mod 4),
2
k
(
k−3
4 − k−12
)
, if k ≡ 3 (mod 4).  (3.26)
Finally, we compute the finite Fourier coefficients for a geometric sequence.
Proposition 3.6. If k is odd, x ∈ C, and A∗ = {x, x2, . . . , x(k−1)/2}, then we have
bom =
2
ik
(
x sin(2πm/k) − x(k+1)/2(−1)m sin(πm/k) + x(k+3)/2 sin(πm/k)
1 − 2x cos(2πm/k) + x2
)
, (3.27)
bem =
−2
k
(
1 − 1 − x cos(2πm/k) − (−1)
m(1 − x)x(k+1)/2 cos(πm/k)
1 − 2x cos(2πm/k) + x2
)
. (3.28)
For m ≡ 0 (modk), we have,
bom = 0, (3.29)
bem =
2x(1 − x(k−1)/2)
k(1 − x) . (3.30)
Proof. Apply Theorem 3.1 with n = 0. The result follows after some simplification. 
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We are now ready to apply Theorem 2.3 to weighted trigonometric sums over a half-period.
For simplicity of illustration, we focus on trigonometric sums whose weights are the integers
and the alternating integers. We also avoid summands whose corresponding f (z) have high or-
der poles, to avoid the complications noted in Remark 2.6. Our evaluations are expressed in
terms of a few fundamental sums, which correspond to the class numbers found in [4] and the
function g(χ) in [1]. Let
go(k) :=
k−1∑
j=1
(−1)j j csc(πj/k) (4.1)
and
ho(k) :=
k−1∑
j=1
(−1)j j tan(πj/k) sec(πj/k). (4.2)
Lemma 4.1. If A∗ = {1,2, . . . , (k − 1)/2}, then we have
lim
z→0
(
k−1∑
j=0
boj e
2πijz/k
)
1
1 − e2πiz = −
igo(k)
2k
. (4.3)
Proof. We apply l’Hôpital’s rule and (3.15) to the left-hand side. Thus,
lim
z→0
(
k−1∑
j=0
boj e
2πijz/k
)
1
1 − e2πiz = −
1
k
k−1∑
j=1
jboj
= − i
2k
k−1∑
j=1
j (−1)j csc(πj/k)
= − igo(k)
2k
.  (4.4)
Theorem 4.2. Let a and b be positive integers with a odd and b even. Let
Ca,b,k :=
∑
m,n,r0
2(bn+r+m)=ab−a−1
m 	≡0 ( mod k)
(−1)n+m
(
a
n
)(
a + r
r
)
csc(πm/k). (4.5)
Then we have
∑
0<n<k/2
n
sina(bπn/k)
sina+1(πn/k)
= b
ago(k)
2
+ kCa,b,k. (4.6)
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A∗ = {1,2, . . . , (k − 1)/2}. Note that f (z) has a simple pole at z = 0 and no other poles (up to
periodicity). Thus, by Lemma 4.1,
Res
(
Ho(z)f (z);0)= lim
z→0
∑k−1
j=0 boj e2πiz/k
1 − e2πiz
z sina(bπz/k)
sina+1(πz/k)
= − igo(k)
2k
kba
π
= − ib
ago(k)
2π
. (4.7)
Now we need to compute the Fourier coefficients cm of f (z). As before, let μ = e2πiz/k . Since
sina(bπz/k) =
(
μb/2 − μ−b/2
2i
)a
= μ
−ab/2
(2i)a
a∑
n=0
(
a
n
)
(−1)a−nμbn, (4.8)
and
sin−a−1(πz/k) =
(
μ1/2 − μ−1/2
2i
)−a−1
= (2i)a+1μ(a+1)/2
∞∑
r=0
(−a − 1
r
)
(−1)−a−1−rμr (4.9)
= (2i)a+1μ(a+1)/2
∞∑
r=0
(
a + r
r
)
(−1)a+1μr, (4.10)
we find that
f (z) =
(
μ−ab/2
(2i)a
a∑
n=0
(
a
n
)
(−1)a−nμbn
)(
(2i)a+1μ(a+1)/2
∞∑
r=0
(
a + r
r
)
(−1)a+1μr
)
= −2iμ(−ab+a+1)/2
∑
s,n,r0
bn+r=s
(−1)n
(
a
n
)(
a + r
r
)
μs. (4.11)
Therefore,
cm = −2i
∑
n,r0
bn+r=m+(ab−a−1)/2
(−1)n
(
a
n
)(
a + r
r
)
. (4.12)
Putting (4.7), (4.12), and (3.15) into (2.13), we obtain the result. 
Corollary 4.3. Let a be an odd positive integer. Then
∑
0<n<k/2
n csc(πn/k) cosa(πn/k) = go(k)/2 + 2−akCa,2,k. (4.13)
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after some simplification. 
Corollary 4.4.
∑
0<n<k/2
n cot(πn/k) = 1
2
k−1∑
n=1
(−1)nn csc(πn/k). (4.14)
Proof. Apply Corollary 4.3 with a = 1. Note that C1,2,k = 0 for all k. The result follows imme-
diately. 
Theorem 4.5. Suppose b is an even positive integer, b 	≡ 0 (modk). Then
∑
0<n<k/2
n sin(bπn/k) cot(πn/k)
= (−1)
b/2 cos(bπ/2k) − 1
4 sin2(bπ/2k)
+
(
1
2
+
⌊
b
2k
⌋)
k2 − 1
4
+
∑
0<n<b/2
n	≡0 (mod k)
(−1)n cos(πn/k) − 1
2 sin2(πn/k)
.
(4.15)
Proof. We apply the even case of Theorem 2.3 with f (z) = sin(bπz/k) cot(πz/k). Observe that
f (z) has no poles, and therefore He(z)f (z) has a removable singularity at z = 0, as a0 = 0. We
need to compute the Fourier expansion of f . Note that
sin(bπz/k) = − 1
2i
μ−b/2(1 − μb) (4.16)
and
cot(πz/k) = −i
(
1 + 2
∞∑
j=1
μj
)
. (4.17)
Thus,
f (z) = 1
2
μ−b/2
(
1 − μb)+ μ−b/2(1 − μb) ∞∑
j=1
μj
= μ
−b/2 − μb/2
2
+ μ−b/2
b−1∑
j=1
μj . (4.18)
Therefore the coefficient c−m of μ−m when m 0 is
c−m =
{
1/2, if m = b/2,
1, otherwise. (4.19)
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the desired result. 
Corollary 4.6. We have,
2
∑
0<n<k/2
n cos2(πn/k) = k
2 − 1
8
− 1
4 − 4 cos(π/k) , (4.20)
and
2
∑
0<n<k/2
n sin2(πn/k) = k
2 − 1
8
+ 1
4 − 4 cos(π/k) . (4.21)
Proof. Let b = 2 in Theorem 4.5 and apply the identity sin(2θ) = 2 sin θ cos θ to obtain (4.20).
Identity (4.21) follows from applying the identity cos2 θ = 1 − sin2 θ to the left side of (4.20)
and simplifying. 
Lemma 4.7. If A∗ = {−1,2,−3, . . . , (−1)(k−1)/2(k − 1)/2}, then we have
lim
z→0
(
k−1∑
j=0
boj e
2πijz/k
)
1
1 − e2πiz =
(−1)(k+1)/2iho(k)
2k
. (4.22)
Proof. We apply l’Hôpital’s rule and (3.23) to the left-hand side. Thus,
lim
z→0
(
k−1∑
j=0
boj e
2πijz/k
)
1
1 − e2πiz = −
1
k
k−1∑
j=1
jboj
= (−1)
(k+1)/2i
2k2
k−1∑
j=1
j (−1)j tan(πj/k) sec(πj/k)
= (−1)
(k+1)/2iho(k)
2k2
.  (4.23)
The following are natural companions to Theorem 4.2 and Corollary 4.4.
Theorem 4.8. Let a and b be positive integers with a odd and b even. Let
Da,b,k :=
∑
m,n,r0
2(bn+r+m)=ab−a−1
m 	≡0 (mod k)
(−1)n+m
(
a
n
)(
a + r
r
)
tan(πm/k) sec(πm/k). (4.24)
Then we have,
∑
0<n<k/2
(−1)nn sin
a(bπn/k)
sina+1(πn/k)
= (−1)(k−1)/2
(
baho(k)
2k
+ Da,b,k
)
. (4.25)
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sina(bπz/k)/ sina+1(πz/k) and A∗ = {−1,2, . . . , (−1)(k−1)/2(k − 1)/2}. By Lemma 4.7,
Res
(
Ho(z)f (z);0)= lim
z→0
∑k−1
j=0 boj e2πiz/k
1 − e2πiz
z sina(bπz/k)
sina+1(πz/k)
= (−1)
(k+1)/2iho(k)
2k2
kba
π
= (−1)(k+1)/2 ib
aho(k)
2πk
. (4.26)
Inserting the values of the Fourier coefficients computed in (4.12) into (2.13), we arrive at the
desired result. 
Corollary 4.9.
∑
0<n<k/2
(−1)nn cot(πn/k) = (−1)
(k−1)/2
2k
k−1∑
n=1
(−1)nn tan(πn/k) sec(πn/k). (4.27)
Proof. Apply Theorem 4.8 with a = 1 and b = 2. 
We conclude this section with a few remarks regarding more complicated sums.
Remark 4.10. These results easily extend to sums of the form
∑
0<n<k/2
P(n)f (n),
where P(n) is a polynomial in n, through the use of Proposition 3.2.
Remark 4.11. If one would like to avoid the computation of residues for high-order poles at
zero, for example, in the evaluation of the sum
∑
0<n<k/2
an sin(bπn/k) cotm(πn/k),
one can choose to integrate, instead of Ho(z)f (z) or He(z)f (z), the function
e−πiz(m−1) cos(επz)
1 − e2πiz
(
k−1∑
j=0
bj e
2πijz/k
)m
f (z),
where ε = 0 if m is odd, and ε = 1 if m is even, and the bj correspond to the appropriate finite
Fourier coefficients for the sequence A∗ = {a1/m1 , . . . , a1/m(k−1)/2}.
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Theorem 2.3 can also be used to evaluate trigonometric sums over a subset of evenly-spaced
angles in a half-period. For simplicity, we evaluate several unweighted trigonometric sums over
congruence classes. We begin by computing the finite Fourier coefficients we need.
Proposition 5.1. Let r,p be integers with 0 < r  p < k, let M = 
 k−1−2r2p , and let A∗ ={a1, . . . , a(k−1)/2} be given by
an =
{
1, if n ≡ r (modp),
0, otherwise.
Then we have, for m 	≡ 0 (modk),
bom =
1
ik
(
cos(πm(p − 2r)/k) − cos(2πm(p(M + 1/2) + r)/k)
sin(πpm/k)
)
, (5.1)
bem =
1
k
(
sin(πm(p − 2r)/k) + sin(2πm(p(M + 1/2) + r)/k)
sin(πmp/k)
)
. (5.2)
For m ≡ 0 (modk), we have,
bom = 0, (5.3)
bem =
2(M + 1)
k
. (5.4)
Proof. We prove the result for 1  m  k − 1, since the cases where k|m follow immediately
from (2.9) and (2.10). By (2.1), we have
bom =
1
k
k−1∑
j=0
aj e
−2πimj/k = 1
k
(k−1)/2∑
j=1
aj
(
e−2πimj/k − e−2πim(k−j)/k)
= 1
k
M∑
j=0
(
e−2πim(pj+r)/k − e2πim(pj+r)/k)
= 1
k
(
e−2πimr/k(1 − e−2πimp(M+1)/k)
1 − e−2πimp/k −
e2πimr/k(1 − e2πimp(M+1)/k)
1 − e2πimp/k
)
= 1
k
(
eπim(p−2r)/k − e−2πim(p(M+1/2)+r)/k + e−πim(p−2r)/k − e2πim(p(M+1/2)+r)/k
eπimp/k − e−πimp/k
)
= 1
ik
(
cos(πm(p − 2r)/k) − cos(2πm(p(M + 1/2) + r)/k)
sin(πmp/k)
)
. (5.5)
Similarly, for the even case, we find that
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1
k
k−1∑
j=0
aj e
−2πimj/k = 1
k
(k−1)/2∑
j=1
aj
(
e−2πimj/k + e−2πim(k−j)/k)
= 1
k
(
sin(πm(p − 2r)/k) + sin(2πm(p(M + 1/2) + r)/k)
sin(πmp/k)
)
.  (5.6)
Corollary 5.2. Let 1 p < k be fixed, and let M = 
 k−12p . If A∗ = {a1, . . . , a(k−1)/2}, where
an =
{
1, if n ≡ 0 (modp),
0, otherwise,
then we have, for m 	≡ 0 (modk),
bom =
1
ik
(
cot(πpm/k) − cos(2πpm(M + 1/2)/k)
sin(πpm/k)
)
, (5.7)
bem =
1
k
(
sin(2πpm(M + 1/2)/k)
sin(πpm/k)
− 1
)
. (5.8)
For m ≡ 0 (modk), we have,
bom = 0, (5.9)
bem =
2M
k
. (5.10)
Proof. Set r = p in Proposition 5.1. 
We are now ready to prove generalizations of Theorems 5.1 and 5.2 in [1].
Theorem 5.3. Let a, b,p, r, k be positive integers with k odd and 0 < r  p < k. Let M =

 k−1−2r2p . Then
∑
0<n<k/2
n≡r (mod p)
sina(2πbn/k)
sina(2πn/k)
= 2(M + 1)S1(a, b) + S2(a, b,p, r), (5.11)
and, if b is odd,
∑
0<n<k/2
n≡r (mod p)
cosa(2πbn/k)
cosa(2πn/k)
= 2(M + 1)T1(a, b) + T2(a, b,p, r), (5.12)
where
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∑
n,s,m0,
2bn+2s+mk=ab−a
(−1)n
(
a
n
)(
a − 1 + s
s
)
,
S2(a, b,p, r) :=
∑
n,s,m0
2bn+2s+m=ab−a
m 	≡0 (mod k)
(−1)n
(
a
n
)(
a − 1 + s
s
)
×
(
sin(πm(p − 2r)/k) + sin(2πm(p(M + 1/2) + r)/k)
sin(πmp/k)
)
,
T1(a, b) :=
∑
n,s,m0
2bn+2s+mk=ab−a
(−1)s
(
a
n
)(
a − 1 + s
s
)
,
T2(a, b,p, r) :=
∑
n,s,m0
2bn+2s+m=ab−a
m 	≡0 (mod k)
(−1)s
(
a
n
)(
a − 1 + s
s
)
×
(
sin(πm(p − 2r)/k) + sin(2πm(p(M + 1/2) + r)/k)
sin(πmp/k)
)
,
where in the definitions of S1 and T1, the summands with m = 0 are to be multiplied by 1/2.
Proof. We will prove (5.11). The proof of (5.12) is identical. We apply the even case of Theo-
rem 2.3 to f (z) = sina(2πbz/k)/ sina(2πz/k) and A∗ as in Proposition 5.1. Note that f (z) has
a removable singularity at z = 0 and no other poles. Thus He(z)f (z) has a removable singularity
at z = 0. We compute the Fourier expansion of f . As before, let μ = e2πiz/k . Since
sina(2bπz/k) =
(
μb − μ−b
2i
)a
= μ
−ab
(2i)a
a∑
n=0
(
a
n
)
(−1)a−nμ2bn, (5.13)
and
sin−a(2πz/k) =
(
μ − μ−1
2i
)−a
= (2i)aμa
∞∑
s=0
(−a
s
)
(−1)−a−sμ2s (5.14)
= (2i)aμa
∞∑
s=0
(
a − 1 + s
s
)
(−1)aμ2s , (5.15)
we find that
f (z) =
(
μ−ab
(2i)a
a∑(a
n
)
(−1)a−nμ2bn
)(
(2i)aμa
∞∑(a − 1 + s
s
)
(−1)aμ2s
)
n=0 s=0
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∑
t,n,s0
2bn+2s=t
(−1)n
(
a
n
)(
a − 1 + s
s
)
μt . (5.16)
Therefore, the coefficient c−m of μ−m is
c−m =
∑
n,s0
2bn+2s+m=ab−a
(−1)n
(
a
n
)(
a − 1 + s
s
)
. (5.17)
Putting (5.2), (5.4), and (5.17) into (2.13), we obtain the desired result. 
We conclude with a generalization of (1.1).
Theorem 5.4. Let b,p, r, k be positive integers with b even, k odd, and 0 < r  p < k. Let
M = 
 k−1−2r2p . Then
∑
0<n<k/2
n≡r (mod p)
sin(bπn/k) cot(πn/k)
= sin(πb(p − 2r)/2k) + sin(πb(p(M + 1/2) + r)/k)
2 sin(πbp/2k)
+ 2(M + 1)
(
1
2
+
⌊
b
2k
⌋)
+
∑
0<m<b/2
m 	≡0 (mod k)
sin(πm(p − 2r)/k) + sin(2πm(p(M + 1/2) + r)/k)
sin(πmp/k)
. (5.18)
Proof. We apply the even case of Theorem 2.3 to f (z) = sin(bπz/k) cot(πz/k) as in the proof
of Theorem 4.5. Recall that the Fourier coefficients C−m of μ−m computed in (4.19) are given
by
c−m =
{
1/2, if m = b/2,
1, otherwise. (5.19)
Putting the values of bem from Proposition 5.1 and the above into (2.13), the result follows. 
Corollary 5.5. For positive integers a, we have
∑
0<n<k/2
sin(2aπn/k) cot(πn/k) = k − 2a
2
+ k
⌊a
k
⌋
. (5.20)
Proof. Let r = p = 1 and b = 2a in Theorem 5.4. The right-hand side of (5.18) becomes
−1
2
+ (k − 1)
(
1
2
+
⌊a
k
⌋)
−
∑
0<m<a
m 	≡0 (mod k)
1 = (k − 1)
(
1
2
+
⌊a
k
⌋)
−
(
a −
⌊a
k
⌋
− 1
2
)
= k − a + k
⌊a⌋
.  (5.21)
2 k
504 O-Y. Chan / Advances in Applied Mathematics 38 (2007) 482–504Remark 5.6. This is equivalent to (1.1) for odd k. The result for even k can be derived in the
same way, using a modified version of Theorem 2.3.
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