We describe a class O of nonlinear operators which are bounded on the Lizorkin-Triebel spaces F s p,q (R n ), for 0 < s < 1 and 1 < p, q < ∞. As a corollary, we prove that the Hardy-Littlewood maximal operator is bounded on F s p,q (R n ), for 0 < s < 1 and 1 < p, q < ∞ ; this extends the result of Kinnunen [9], valid for the Sobolev space H
Introduction
The classical Hardy-Littlewood maximal operator M is defined on the Lebesgue space L 1 loc (R n ) by setting
for every x ∈ R n ; here |Q r | denotes the volume of the cube
The maximal function is a classical tool in harmonic analysis but recently it has been successfully used in studying Sobolev functions and partial differential equations, see Bojarski-Hajlasz [4] and Lewis [10] . The celebrated theorem of Hardy, Littlewood and Wiener asserts that the maximal operator is bounded in L p (R n ) for all 1 < p ≤ ∞ (cf. Stein [15] ; we say that a -possibly nonlinear-operator T is bounded from a
Banach space E to a Banach space F if there exists a constant C such that for every f ∈ E, we have T (f ) F ≤ C f E ). This theorem is one of the cornerstones of harmonic analysis but the applications to Sobolev functions and to partial differential equations indicate that it is also useful to know how the maximal operator preserves the differentiability properties of functions. Recently, Kinnunen [9] proved that M n is bounded on the Sobolev space H 1 p (R n ), for 1 < p < +∞. It is therefore a natural question to ask whether M n is also bounded for every s ∈ (0, 1) on the Sobolev spaces H s p (R n ) defined by the Bessel potentials ( [2] , [15] ) or on its generalizations Lizorkin-Triebel spaces F s p,q (R n ).
To our knowledge, there is no general theorem allowing us to interpolate a nonlinear operator T , bounded on
, to an operator bounded on H s p (R n ) for every 0 < s < 1, even in the special case where T is the Hardy-Littlewood maximal operator. The known results of Böhm [3] , Peetre [12] or Tartar [17] , do not seem to apply to our situation. Although non linear, the maximal operator M n is strongly related to linear operators : we shall introduce below a notion of linearizable operator, of which M n will be an example. We introduce an alternative of the characterization of F s p,q (R n ) by differences which allows us, by the means of the fundamental result of Benedek-Calderón-Panzone [1] , to describe a class O of operators T that are bounded on F s p,q (R n ) for all 0 ≤ s < 1 and 1 < p, q < ∞ ; our result yields that the Hardy-Littlewood maximal operator is bounded on F s p,q (R n ) for all 0 ≤ s < 1 and 1 < p, q < ∞.
We recall the fundamental result due to Benedek, Calderón and Panzone [1] : let E and F be Banach spaces ; L(E, F ) denotes the space of all bounded linear operators from E to F . An operator U is called a Benedek-Calderón-Panzone operator (a BCP operator for short), if U is bounded from L r (R n , E) to L r (R n , F ) for some fixed r ∈ (1, ∞), and if there exists a strongly measurable L(E, F )-valued kernel K defined on R n , locally integrable outside the origin such that 1) if f is any E-valued continuous function with compact support supp(f ) ⊂ R n and if x / ∈ supp(f ), then
soulaymane korry boundedness of hardy-littlewood maximal. . .
2) (Hörmander's condition) there exists a constant M ≥ 0 such that
When E = R, the Banach space L(E, F ) is identified with F and the kernel K is identified with a F -valued function.
The result of Benedek, Calderón and Panzone states that under these assumptions, this operator U can be extended to a bounded linear op-
Let us mention an interesting special case of the preceding situation. Let +∞) ; dt/t) and let U be the convolution operator with the kernel K defined as follows : since E = R, K is identified with a function from R n to F , namely
where ψ is a real function on R n satisfying the following conditions
for some fixed real number > 0. The operator U corresponding to the kernel K is related to the g-function operator f → g(f ) defined by setting
where ψ t (x) = t −n ψ(x/t). The above conditions imply a suitable decay at 0 and infinity for the Fourier transform of ψ, and yield that the gfunction operator is bounded on L 2 (R n ). Then, the result of BCP yields that U is bounded on L p (R n ) for every p ∈ (1, ∞); we refer to [1] or [6] for more details.
Results
The class O of operators is defined as follows :
, which commutes with translations (i.e. for every α ∈ R n ,
it is bounded, and T is indeed bounded on every L p (R n ), 1 < p < +∞ by the Benedek-Calderón-Panzone result. This class O contains the Littlewood-Paley g-function operator mentioned above.
Theorem 1. Every operator T ∈ O satisfies the following properties:
(ii) for all 0 < s < 1 and 
Theorem 2. There exists a positive function
f ∈ C ∞ 0 (R n ) such that M n (f ) does not belong to F s p,q (R n ) for every s > 1 + 1/p and 1 < p, q < +∞.
Key Lemmata
Let us recall the characterization by differences of the Lizorkin-Triebel spaces F s p,q (R n ). We fix s such that 0 < s < 1 and let
for f ∈ F s p,q (R n ) and x ∈ R n , where B n denotes the unit ball of R n . Next, consider the norm
This is an equivalent norm on F s p,q (R n ). In the case q = 2, F s p,2 = H s p ; this characterization is due to Strichartz [16] . The expression S 1 (f ) p appears as the norm in the space
Every operator T ∈ O satisfies the following inequality (because any BCP operator satisfies it, see for example Fefferman [5] or García Cuerva and Rubio de Francia [6] ) : for all 1 < p < ∞ and 1 < r ≤ ∞, there exists a constant C ≥ 0 such that for all sequences
This inequality in L p ( r ) can be easily extended to the continuous case
; this is proved in our Lemma 2 below. Since T satisfies
and commutes with translations, we obtain the following pointwise inequality
Computing N 1 (T f), the last estimate yields
and L p is defined below. In order to conclude the proof of Property (ii) in Theorem 1, it is enough to have the following inequality
but this last estimate is not true in general for the space L p , because (2) is not valid when r = 1 (otherwise, it would be valid for the maximal operator, and this is known to be false, see [14] page 75) ; since r = 1 is precisely what we need, the characterization by differences of F s p,q (R n ) is not adequate ; we shall rather use the following characterization which is a special case of a Triebel's result (cf. [19] , page 194) :
where
When F = R, we denote simply by L p the corresponding space. If U is a BCP operator from L r (R n ) to L r (R n , F ), we associate to it the operator U defined by :
for every F -valued continuous function f defined on R n × (0, 1)×B n with compact support, where f x 2 ,x 3 denotes the function
Under these hypothesis, we have the following result: Lemma 2. The operator U can be extended to a bounded operator from L p to L p (F ).
Proofs

Proof of Lemma 2
The proof is just an iteration of the fundamental result of Benedek, Calderón and Panzone which we recalled in the introduction. Let U be a BCP operator from L r (R n ) to L r (R n , F ), for some r ∈ (1, +∞); its kernel K is a function from R n to F . A first application of BCP yields that U is bounded from L p 3 (R n ) to L p 3 (R n , F ). For every continuous function g with compact support in R n × B n and for every x 3 ∈ B n , let soulaymane korry boundedness of hardy-littlewood maximal. . . x 3 ) , and let (U 1 g)(x 1 , x 3 ) = (Ug x 3 )(x 1 ); for every x 3 , we have
By integrating with respect to the variable x 3 ∈ B n and applying Fubini's theorem, we deduce from this an operator U 1 defined from
this operator U 1 is a new BCP operator: its kernel K 1 , where
The operator norm of K 1 (x 1 ) and K(x 1 ) coincide, and similarly
So, the Hörmander condition for K 1 results immediately from that of K. Second, we apply the result of BCP, with r = p 3 , to deduce that
again the operator norm of K 2 (x 1 ) and K 1 (x 1 ) coincide, and similarly
So, the Hörmander condition for K 2 results immediately from that of K 1 . We finish the proof by a third application of the BCP result, which shows that U 2 defines a bounded operator from
Proof of Theorem 1
(i) Let (e i ) n i=1 be the canonical basis of R n ; the characterization of H 1 p (R n ) using the modulus of continuity ω p (h) = τ he i f − f p (cf. Stein [15] , page 139), the inequality
. Now, we prove the pointwise inequality (1). We have the following pointwise inequality
where (ε m ) m∈N is a sequence of real numbers such that ε m > 0. The condition f ∈ H 1 p (R n ) and the boundedness of T on
and
Without loss of generality, we may assume that (5) and (6) hold a.e. So by passing to the limit in (4), the Property (i) is completely proved.
(ii) The case s = 0 is the case L p (R n ) = F 0 p,2 (R n ), and it is given by the BCP result; the proof for 0 < s < 1 consists in using the fact that
where p = (p, q, r), 1 < p, q < ∞, 1 < r < min(p, q) and
Lemma 2 and inequality (7) conclude the proof of Property (ii).
Proof of Corollary 1
Step 1. Let φ ∈ C ∞ 0 (R n ) be radial such that supp(φ) ⊂ {x : |x| ≤ 1}; we define the operator M φ by setting
The operator M φ is a BCP operator: it is linearizable, and its linearization U φ :
this function K φ is differentiable (from R n to F ) away from the origin, and
it results from it that the Hörmander condition is satisfied: we use the mean value theorem and the polar coordinates, we obtain
(C denotes a universal constant which may change from line to line); this shows that M φ satisfies the assumptions of Theorem 1.
Step 2. If moreover the function φ of step 1 satisfies the conditions φ ≥ 0 and φ(0) > 0, there exists a constant C such that
Therefore the Lemma 1 gives
(1 < p, q < ∞, 1 < r < min(p, q) and p = (p, q, r)) where
Since the step 1 yields that U φ is a BCP operator, so the Lemma 2 and the inequality (8) give that the maximal operator satisfies the Property (ii) of Theorem 1.
Proof of Theorem 2
We split the proof of Theorem 2 into two steps.
Step 1. Here, we deal with the one-dimensional situation. We shall prove that there exists a positive function f ∈ C ∞ 0 (R) such that, for every ε > 0, M 1 (f ) is not (1 + ε)-Hölder function in a neighbourhood of 0. This yields, by the following embedding (cf. Triebel [18] )
• f is increasing on 
Using the convexity of F and the fact that F ∈ L ∞ (R), we observe that there exists one and only one real number u > x such that
So the relation between u and x is
Finally, for every x < 1/3, we compute M 1 (f )(x) by the following algorithm
On a neigbourhood of x = 0 and u = 1, we have, for every natural 1) N ) ; so the mapping x → u is not regular. However, we have F (u) = 1 + O((u − 1) N ), and the situation is not clear. We have to refine our analysis, which we shall do in the following particular case : we assume that
this is compatible with the conditions given above. Therefore, we have
So, it follows that
Hence, we obtain 2 M 1 f (x) = 1 + x + O(x). Nevertheless, 2 M 1 f (x) does not equal to 1 + x + O(x 1+ε ). We proceed by contradiction by assuming that 2 M 1 f (x) = 1 + x + O(x 1+ε ). Step 2. Let us recall that the function f , given in the step 1, satisfies the following proposition : for every 0 < δ < 1/3, there exists η > 0 such that the equality Therefore, for every x 1 ∈ (−δ, δ) and every x ∈ Q 1 , we have
