Abstract. We prove the direct structural Ramsey theorem for structures with relations as well as functions. The result extends the theorem of Abramson and Harrington and of Nešetřil and Rödl.
Introduction
The theorem due to Abramson and Harrington [1] and Nešetřil and Rödl [2] , [3] , [4] extends the classical Ramsey theorem to linearly ordered sets endowed with hypergraph structures: given a natural number d > 0 and two finite linearly ordered hypergraphs, A and B, one finds a finite linearly ordered hypergraph C such for each coloring of all copies of A in C with d colors there is a copy B of B in C such that all copies of A in B have the same color. This result remains true if the linearly ordered sets are equipped with several, rather than one, hypergraphs. The aim of the present paper is to extend the above theorem to the situation where the structures involved carry not only hypergraphs, or even more generally arbitrary relations, but also appropriately defined functions. This is done in the main results of the paper-Theorem 3.1 and its consequence Corollary 3.1.
Theorem 3.1 complements in a natural way the work of the author in [7] on the dual Ramsey theorem for structures with relations and functions. In fact, there is a pleasing duality or analogy between the combinatorial objects necessary for the arguments of [7] and the combinatorial objects considered here. We will comment on these analogies as the appropriate notions are being defined. At this point, let us only mention one such feature, perhaps the main one. Functions involved in the structures considered in this paper do not act on classical tuples of points, that is, on maps from {0, . . . , r − 1}, r ∈ N, to the underlying set of the structure, but rather they act on maps from the underlying set of the structure to {0, . . . , r−1}. This corresponds in the dual situation, as considered in [5] and [7] , to relations being interpreted as sets of maps from the underlying set of the structure to {0, . . . , r − 1} rather than as sets of classical tuples of points. Also the proof of the main theorem of the present paper, which builds on a combination of ideas from [4] and [7] , is in a broad outline, but not in technical details, dual to the proof of the main result from [7] .
Main notions
In this section, we introduce the notions needed for the statement and the proof of Theorem 3.1. While stating the definitions, we will compare them with the definitions of the combinatorial notions from [7] emphasizing duality of the two situations. As in [7] , the progression is from linear orders to structures to objects. 
Linear orders and injective increasing functions.
If K and L are linear orders, we say that i : K → L is injective increasing if it is strictly increasing. In other words, if it is injective and the preimages of the initial segments in L are initial segments in K.
The dual context. The appropriate notion of a function connecting linear orders in the context of [7] is that of rigid surjection. It is obtained by dualizing the notion of injective increasing function and defining s : L → K to be a rigid surjection if it is surjective and images of initial segments of L are initial segments of K. Rigid surjections were first considered by Prömel and Voigt in [6] as a class of functions that is in a functorial correspondence with the class of partitions.
Structures and homomorphisms.
If X is a set and r a natural number, X r represents the set of all functions from r to X and r X represents the set of all functions from X to r. We will view these sets as sets of two types of tuples from X.
By a language we understand a set L of symbols each of which is either a relation symbol or a function symbol, but not both. Each relation symbol R in L has a positive integer associated with it, which is called the arity of R.
Each function symbol F in L has a pair of non-negative integers associated with it. This pair is called the arity of F .
Structures defined below are similar to model theoretic structures having function symbols and relation symbols interpreted in them. The interpretation of relation symbols in our structures is done exactly as in model theoretic structures. On the other hand, function symbols are interpreted in a way that is specific to Ramsey theory.
Let L be a language. By an L-structure X, we understand a non-empty set X with an interpretation of the symbols from L that is done as follows:
-with each relation symbol R ∈ L, we associate a set R X ⊆ X r where r is the arity of R; -with each function symbol F ∈ L, we associate a function F X : r X → s X , where (r, s) is the arity of F .
and for each function symbol F ∈ L of arity (r, s) and
We will write R X (η) for η ∈ R X .
The dual context. The notion of co-structure is defined in [7] as follows. It is appropriately dual to the notion of structure of the present paper. By an Lco-structure X we understand a non-empty set X along with interpretations of symbols from L:
-with each relation symbol R ∈ L, we associated a set R X ⊆ r X , where r is the arity of R; -with each function symbol F ∈ L, we associated a function F X :
X r → X s , where (r, s) is the arity of F .
Note the switch between the types of tuples involved in the definition of interpretations of relations and of interpretations of functions. It, of course, necessitates a switch in the definition of morphisms. For two L-co-structures X, Y, a function f : Y → X is called a co-homomorphism if for each relation symbol R ∈ L of arity r and each γ ∈ r X , we have
and for each function symbol F ∈ L of arity (r, s) and η ∈ Y r , we have
The definitions of co-structures and co-homomorphisms given above are slight modifications of some definitions from [7] ; these modifications yield equivalent notions.
2.4.
Objects and monomorphisms. Let L be a language. By an object we mean a pair
where X is an L-structure and π : X → K is a surjection for some linear order K. We will call K = rng(π) the linear order of X . An object X = (X, π) is called linear if π is a bijection, in which case we will assume that X = K and that π is the identity function. Objects are therefore generalizations of partite structures, see for example [4] . If X = (X, π) and Y = (Y, ρ) are two objects with linear orders K and L, respectively, by a monomorphism from X to Y we mean an injective homomorphism f : X → Y from X to Y for which there exists an injective
We denote by Y X M the set of all monomorphisms from X to Y. Note that if f 1 and f 2 are monomorphisms from X to Y and from Y to Z, respectively, then
The dual context. Again the notion of object from [7] is in a sense dual to objects defined above. Define co-objects to be pairs (X, ι) where X is a finite L-co-structure and, for a linear order K, ι : K → X is an injection.
(Co-objects are called objects in [7] .) Let X = (X, ι) and Y = (Y, κ) be co-objects with linear orders K and L, respectively. A function f : Y → X is called an epimorphism from Y to X if f is a surjective homomorphism from Y to X and there is a rigid surjection s :
And again these definitions are equivalent forms of what is stated in [7] .
3. The structural Ramsey theorem 
Before proving the theorem, we state and prove a corollary of it. This corollary is a generalization of the theorems of Abramson and Harrington [1] and Nešetřil and Rödl [2] , [3] , [4] mentioned in the introduction. Proof of Corollary 3.1. Consider K and L as linear objects and apply Theorem 3.1 to obtain an object (Z, ρ). Now linearly order Z so that ρ becomes a weakly increasing function and let M be Z taken with this linear order and the given interpretations of symbols from L. Now we will prove a lemma which is a local version of the theorem. To state the lemma, we need to introduce some new notions. Let X = (X, π) and Y = (Y, ρ) be two objects with linear orders K and L, respectively, and
We will need some notation concerning Hales-Jewett lines. Given a natural number N and a finite set P , a line in P N is a pair = (ē, u), where u ⊆ N is non-empty andē = (e k ) k∈N \u ∈ P N \u . We denote the set u by d( ), and for k ∈ N \ d( ) we let
Forf ∈ P N , we writef ∈ iff (N \ u) =ē andf u is constantly equal to a fixed element of P . We let (f ) stand for this fixed value of the sequencef u. We write f k , 0 ≤ k ≤ N − 1, for the k-th entry of the sequencef ∈ P N .
The Hales-Jewett theorem, which will be used in the proof of the lemma below, can now be stated as follows: given a natural number d > 0 and a finite set P there is a natural number N such that for each d-coloring of P N there exists a line such that {f ∈ P N :f ∈ } is monochromatic. 
is monochromatic; (ii) each element of Z is in the range of a monomorphism from Y to Z.
Proof. First, we construct the set Z underlying the object Z. Put
Let N ≥ 1 be a natural number to be determined later. Let
Consider the set Y × P . Define a relation on this set by setting
Note that the relation ∼ is reflexive and symmetric. By the same symbol ∼ we will denote the equivalence relation on Y × P that is obtained by taking the transitive closure of ∼ defined by (3.1). For (b, ) ∈ Y × P , we write
for the equivalence class of (b, ) with respect to ∼.
Note that this function is well-defined (even though the function
, as required. Furthermore, the range of ρ contains the range of π, so ρ is onto L.
Now we make the set Z into an L structure, that is, we define interpretations of symbols in L. For a relation symbol R ∈ L of arity r we need to define R Z ⊆ Z r . Let
For a function symbol F ∈ L of arity (r, s), we define F Z : r Z → s Z as follows. Let γ ∈ r Z . Then for each ∈ P we have γ • f ∈ r Y and so
We claim that
It suffices to show (3.2) when (
is given by (3.1). Thus, we can fix a ∈ K andē such thatē ∈ 1 ,ē ∈ 2 and b 1 = 1 (ē)(a) and b 2 = 2 (ē)(a). Set f = 1 (ē) and g = 2 (ē).
Note that for an arbitrary a ∈ K we have (f (a ), 1 ) ∼ (g(a ), 2 ), from which it follows that
Since f and g are homomorphisms from K to Y, taking into account (3.3), we see that
Now evaluating at a the leftmost and the rightmost functions in the above sequence of equalities we get
as required. It follows from (3.2) that the expression
. Now we describe another relation ∼ + on Y × P , which will turn out to be an equivalence relation and will serve as an upper bound on ∼, see (3.7). This new relation is given by
Proof of Claim 1. Obviously, ∼ + is reflexive and symmetric. We prove transitivity. Assume that (
. We claim thatē,h, and a 1 witness that (
. First note that since It remains to see that for each j ≤ N , e j (a 1 ) = h j (a 1 ). We know that for each j,
and, since a 1 = a 2 , for each j
Sincef ∈ 2 andḡ ∈ 2 , we have that for any j ∈ d( 2 ), f j = g j ; hence, by (3.5) and (3.6), for any
If, on the other hand, j ∈ d( 2 ), then
and, again by (3.5) and (3.6), e j (a 1 ) = h j (a 1 ), and the claim follows. It follows from the definitions of ∼ + and of ∼ and from Claim 1 that for
We will need another claim.
and a ∈ K such that
It follows from it that if we pick
Note that these definitions make sense since
where the first equality holds by the definition of f , the second one holds sinceh ∈ 2 and j 1 ∈ d( 2 ), the third one since e j (a) = h j (a) for all j, the fourth one sinceē ∈ 1 and j 1 ∈ d( 2 ), and the final equality holds by the choice of a. Similarly we get
and we proved the claim. Fix now ∈ P . We show that f is a monomorphism from Y to Z. It is obvious from the definition of ∼ + and from (3.7) that f is injective. The definition of ρ gives ρ • f = π. Thus, it suffices to see that f is a homomorphism from Y to Z. Let R ∈ L be of arity r. It is clear from the definition of
Note that the equality in the equation above can be restated as Now by the definition of R Z , it is clear that the monomorphisms f with ∈ P witness that point (ii) of the lemma holds. Now we need to define monomorphisms from K to Z. Eachē ∈ M N gives rise to an element gē of Similarly for a function symbol F ∈ L of arity (r, s) define F Y 0 by letting, for γ ∈ r Y 0 , F Y 0 (γ) be the unique element of s Y 0 such that
