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vRE´SUME´
Nous pre´sentons dans ce me´moire trois strate´gies de controˆle de´die´es a` l’asservissement de
pots vibrants e´lectromagne´tiques. Ce sont des sources de vibrations utilise´es dans les rhe´o-
me`tres afin de caracte´riser les proprie´te´s viscoe´lastiques de mate´riaux mous, tels que des
tissus biologiques.
Les controˆleurs conc¸us doivent assurer la poursuite du de´placement des pots vibrants pour
trois profils de de´placements particuliers. Ces signaux de re´fe´rence sont de type transitoires
et de fre´quences variables selon le mate´riau e´tudie´. De plus, les correcteurs doivent satisfaire
les meˆmes performances pour toutes les masses des porte-e´chantillons , ou, en d’autres termes
eˆtre robustes vis-a`-vis les variations des valeurs de ces masses.
On commence par l’e´laboration de mode`les pour les pots vibrants en fonction des masses
des porte-e´chantillons. Pour ce faire, nous utilisons un processus d’identification pour de´ter-
miner chaque parame`tre des sources vibrantes et estimer son e´volution en fonction des masses
utilise´es. Nous obtenons ainsi des mode`les qui de´pendent de la masse.
Ensuite vient le de´veloppement de trois strate´gies de commande pour deux pots vibrants
particuliers. La premie`re strate´gie est base´e sur un simple controˆleur a` retard de phase. Les
deuxie`me et troisie`me strate´gies sont base´es sur la synthe`se H∞ et la synthe`se H∞ structure´e
respectivement. Ce sont deux techniques de controˆle robuste et leur choix est motive´ par l’in-
certitude parame´trique de la masse dans les mode`les de´veloppe´s pre´ce´demment. Les re´sultats
de simulations et les limitations de chaque strate´gie de controˆle sont illustre´s et commente´s.
On finit la partie synthe`se par l’e´valuation de la robustesse des performances des trois lois
de controˆle a` l’aide des applications gardiennes et de la µ-analyse.
Enfin, les lois de commande sont implante´es expe´rimentalement sur le syste`me physique.
On de´crit les e´le´ments et les outils choisis pour l’implantation des trois controˆleurs. Les
re´sultats expe´rimentaux et les limitations des lois de commande sont alors pre´sente´es et
compare´es a` ceux obtenus en simulation.
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ABSTRACT
In this report, we present control strategies dedicated to the control of electromagnetic
shakers. These systems are used as vibration sources in rheometers in order to characterize
the viscoelastic properties of soft materials such as biological tissues.
The controllers are designed to ensure the tracking of three particular displacement pro-
files. These reference signals are of the transient type with varying frequencies depending on
the material being studied. In addition, the controllers must meet the same performances for
all the sample holders.
First, we develop models for the shakers under study depending on the sample holder’s
masses. This is done via an identification process to determine each parameter of the vibrat-
ing sources as a function of the aforementioned masses. We thus obtain models that vary
according to the sample holder’s weight, which is thus treated as an uncertain parameter in
control design.
Second, we move to the development of three control strategies for two specific shakers.
While the first is based on a simple lag controller, the second and third strategies are based
on H∞ synthesis and structured H∞ synthesis, respectively. These are two robust control
techniques and their choice is motivated by the parametric uncertainty of the mass in the
models developed previously. The simulation results and frequency limitations of each control
strategy are illustrated and discussed. We finish the design part by evaluating the robustness
of all three control laws using guardian map theory and µ-analysis.
Finally, the control laws are experimentally tested on the physical system. We describe
the software and hardware selected for the implementation of the three controllers. The
experimental results and the frequency limitations of the control laws are presented and
compared with results obtained by simulation.
vii
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1CHAPITRE 1
Introduction
1.1 Mise en contexte
La connaissance des proprie´te´s me´caniques des mate´riaux est un e´le´ment essentiel dans
le de´veloppement de produits fiables et performants. Dans certaines applications, on cherche
plus particulie`rement a` connaˆıtre les proprie´te´s viscoe´lastiques de mate´riaux mous et de tissus
biologiques qui sont de´finies par l’e´lasticite´ et la viscosite´ du mate´riau e´tudie´. Divers domaines
utilisent ces donne´es ; notamment le secteur biome´dical, ou` elles sont utilise´es pour le diagnos-
tic et le suivi de certaines pathologies et dans la reconstruction de certains tissus biologiques 1.
Afin d’extraire les proprie´te´s viscoe´lastiques du mate´riau, on utilise un instrument de
mesure appele´ rhe´ome`tre ou analyseur me´canique dynamique. Il est compose´ d’un capteur
de de´placement ou d’un acce´le´rome`tre et d’une source de vibration sur laquelle est visse´ un
e´chantillon du mate´riau. On applique le profil de de´placement de´sire´ a` l’aide de la source
vibrante et on extrait ensuite les proprie´te´s viscoe´lastiques graˆce au spectre fre´quentiel du
de´placement de l’e´chantillon re´sultant.
La dynamique de la source vibrante peut cependant empeˆcher la reproduction exacte du
de´placement de´sire´, et par conse´quent, le mate´riau n’est pas soumis au profil de vibration
de´sire´. De ce fait, il est ne´cessaire d’asservir la source vibrante afin qu’elle suive exactement
le profil de re´fe´rence peu importe la masse de l’e´chantillon. Cet objectif est au cœur de ce
projet de maˆıtrise et c’est ce que nous allons pre´senter tout au long de ce me´moire.
Ce projet de recherche est une collaboration entre Polytechnique Montre´al et une entre-
prise locale spe´cialise´e dans la conception et le de´veloppement de rhe´ome`tres qui a e´te´ mene´
dans le cadre d’une subvention CRSNG. Ces instruments utilisent des pots vibrants e´lectro-
dynamiques comme source de vibration, ce qui affecte le de´placement de l’e´chantillon e´tudie´.
Nous avons donc e´te´ mandate´s pour concevoir des strate´gies de controˆle qui garantissent un
de´placement des pots vibrants identique au profil de de´placement de´sire´.
La particularite´ de ce projet re´side dans le fait que les signaux de vibration de re´fe´rence
1. Un exemple est la reconstruction des cordes vocales dans (Jiao et al., 2009).
2sont inusite´s. On de´sire poursuivre trois types de signaux pour lesquelles la fre´quence et
l’amplitude sont ajuste´es en fonction du mate´riau e´tudie´. De plus, les signaux applique´s sont
transitoires et diffe´rents des signaux d’entre´e communs tels que l’e´chelon, la rampe, les en-
tre´es sinuso¨ıdales, etc.
Une deuxie`me particularite´ du sujet re´side dans la variation des masses des e´chantillons
d’un test a` l’autre selon le mate´riau e´tudie´. Par conse´quent, le controˆleur se doit d’assurer
les meˆmes performances inde´pendamment de la masse fixe´e au pot vibrant. Nous allons par
conse´quent utiliser les me´thodes de la commande robuste telles que la synthe`se H∞ et la
synthe`se H∞ structure´e, entre autres, pour la conception d’un controˆleur garantissant des
performances robustes face aux variations des masses des e´chantillons.
Avant d’entreprendre la synthe`se des controˆleurs, nous devons obtenir les mode`les mathe´-
matiques des pots vibrants e´tudie´s. Or, les donne´es des fiches techniques des sources vibrantes
ne fournissent pas tous les parame`tres qui caracte´risent les pots vibrants. Pour pallier a` ce
proble`me, nous allons proce´der a` l’identification des mode`les de ceux-ci en nous basant sur
les mesures expe´rimentales et les mode`les the´oriques disponibles en litte´rature. Ce processus
est effectue´ pour chaque pot vibrant et pour diffe´rentes masses. Au terme de l’identification,
nous obtenons un mode`le qui de´pend d’un seul parame`tre, i.e la masse de l’e´chantillon.
Une fois les mode`les des pots vibrants identifie´s et les lois de commande synthe´tise´es
et valide´es, les correcteurs sont implante´s sur le syste`me physique afin de corroborer leurs
performances avec celles atteintes en simulation et fixer en conse´quence leurs limites re´elles.
1.2 Objectifs du projet
L’objectif ge´ne´ral de ce projet est l’asservissement en position de pots vibrants e´lectrody-
namiques. La loi de commande recherche´ doit assurer la poursuite de trois types de signaux
en re´gime transitoire et ce pour diffe´rentes masses d’e´chantillons. Des sous-objectifs de´coulent
du but ge´ne´ral du projet et vont nous permettre d’e´laborer et d’implanter les strate´gies de
controˆle.
En premier lieu, les pots vibrants doivent eˆtre mode´lise´s en fonction de la masse des e´chan-
tillons a` l’aide du processus d’identification et les mode`les the´oriques de´crits en litte´rature.
En deuxie`me lieu, en se basant sur les mode`les de´veloppe´s, on synthe´tise les lois de com-
3mande qui assurent la poursuite du signal de re´fe´rence. Cette e´tape est divise´e en deux
parties : on essaie d’abord de concevoir un controˆleur par les me´thodes classiques et on ve´ri-
fie ses limites. Ensuite, on de´veloppe des controˆleurs plus e´volue´s base´s sur la the´orie de la
commande robuste.
En dernier lieu, on choisit les composantes ne´cessaires pour monter le banc de tests afin
d’implanter toutes les strate´gies de controˆle sur le syste`me physique. On ve´rifie ensuite les
performances re´elles de chacune des lois de commande, en les comparant a` celles obtenues en
simulation.
1.3 Plan du me´moire
Ce me´moire est compose´ de 7 chapitres qui exposent les travaux et les re´sultats de re-
cherche re´alise´s tout au long de la maˆıtrise.
Les objectifs du projet et les me´thodes conside´re´es pour les re´aliser sont de´crites de fac¸on
ge´ne´rale dans le chapitre 1.
Dans le chapitre 2, on de´crit les e´le´ments importants relatifs au projet. On commence
par une pre´sentation des composants constituant le rhe´ome`tre et le banc de tests. On passe
ensuite a` la description des trois profils de de´placement que la source vibrante doit poursuivre.
Enfin, on termine en illustrant la proble´matique rencontre´e par un exemple de la re´ponse des
pots vibrants pour les trois types de vibration.
Le chapitre 3 fait l’e´tat de l’art, dans un premier temps, des mode`les mathe´matiques
des pots vibrants de´veloppe´s. Pour ce faire, on y pre´sente les sche´mas, les hypothe`ses et les
e´quations utilise´s pour aboutir a` chacun des mode`les. Dans un deuxie`me temps, les articles
traitant des strate´gies de controˆle et d’asservissement des pots vibrants e´lectrodynamiques
sont de´crits. Ces descriptions mettent en e´vidence les limitations des strate´gies de controˆle
existantes par rapport a` ce projet de recherche et justifient l’e´laboration de nouvelles me´-
thodes de controˆle des pots vibrants.
On passe ensuite, dans le chapitre 4, a` la pre´sentation the´orique du processus d’identi-
fication et la de´marche entreprise pour identifier les parame`tres des mode`les des trois pots
vibrants. Pour chaque mode`le, l’e´volution des parame`tres identifie´s en fonction de la masse
des porte-e´chantillons est trace´e et le mode`le est ensuite valide´ sur de nouvelles donne´es ex-
4pe´rimentales.
Dans le chapitre 5, on de´veloppe trois strate´gies de controˆle pour deux pots vibrants. La
premie`re strate´gie consiste a` synthe´tiser un controˆleur base´ sur une loi de commande clas-
sique. La deuxie`me et troisie`me strate´gies d’asservissement utilisent, quant a` elles, la synthe`se
H∞ et la synthe`se H∞ structure´e. Ce sont deux me´thodes qui conduisent a` un controˆleur
robuste face aux changements de masses dans les mode`les identifie´s. Ensuite, pour chaque
strate´gie de controˆle, on pre´sente les re´sultats et les limitations obtenus en simulation. Enfin,
on termine par une e´tude des performances robustes de chacune des lois de commande a`
l’aide des applications gardiennes et de la µ-analyse.
Le chapitre 6 est de´die´ aux re´sultats expe´rimentaux qui re´sultent de l’implantation pra-
tique des controˆleurs pour le troisie`me pot vibrant 2. Dans un premier lieu, on y pre´sente le
mate´riel choisi pour l’implantation du controˆleur. Dans un second lieu, on y de´crit les re´sul-
tats et les limitations des trois lois de commande implante´es. En dernier lieu, une comparaison
des performances obtenues en simulation et en pratique des trois strate´gies de controˆle est
pre´sente´e en fin de ce chapitre.
Le chapitre 7 dresse un sommaire des re´sultats pertinents obtenus dans le projet. On y
pre´sente aussi de nouvelles voies de recherche a` explorer pour ame´liorer les solutions trouve´es
auparavant au niveau des strate´gies de controˆle et de leur implantation.
2. Le pot vibrant #3 est le seul disponible pour tester les lois de commande en expe´rimentation.
5CHAPITRE 2
E´le´ments du banc de test
Nous de´crivons dans ce chapitre les e´le´ments importants du banc de test. Tout d’abord, on
commence par une pre´sentation des composantes du rhe´ome`tre et du banc de test. Ensuite,
on de´crit les trois signaux de re´fe´rence applique´s aux pots vibrants. Enfin, on termine par
un exemple de la re´ponse du syste`me pour les trois profils de de´placement afin d’illustrer la
proble´matique.
2.1 Le rhe´ome`tre
L’instrument de mesure e´tudie´ est illustre´ a` la figure 2.1 :
1
2
3
4
Figure 2.1 Le rhe´ome`tre
Il est constitue´ essentiellement :
1. d’un capteur optique de de´placement ;
2. d’un porte-e´chantillon ou` est confine´ le mate´riau e´tudie´ 1 ;
3. d’un pot vibrant, d’une carte d’acquisition des donne´es et ;
4. d’une interface utilisateur de´veloppe´e par l’entreprise pour le traitement des donne´es.
1. Le poids de l’e´chantillon est ne´gligeable par rapport au poids du porte-e´chantillon.
62.2 Banc de test
Le sche´ma ge´ne´ral du banc de test est pre´sente´ a` la figure 2.2. Il est compose´ :
• d’un ordinateur qui permet la ge´ne´ration des signaux de commande ainsi que le trai-
tement des donne´es re´colte´es ;
• d’une interface graphique qui affiche le signal de commande, la re´ponse temporelle
et le contenu fre´quentiel du de´placement mesure´ ;
• d’un capteur de de´placement laser qui convertit le de´placement de l’e´chantillon en
tension et le transmet a` la carte d’acquisition ;
• d’un amplificateur audio qui amplifie le signal de commande pour faire vibrer la
table du pot vibrant et ;
• d’un pot vibrant qui traduit le signal de commande a` la sortie de l’amplificateur en
de´placement afin de faire vibrer le mate´riau confine´ a` l’inte´rieur du porte-e´chantillon.
Carte 
d’acquisition
Pot vibrant
Échantillon
Laser
Signal de 
commande
Interface graphique
Profil de la 
sortie
Contenu fréquentiel 
de l’échantillon
Signal de 
commande
amplificateur
Mesure de la position
Porte-échantillon
Ordinateur
Rhéomètre
Traitement
Génération
Figure 2.2 Sche´ma ge´ne´ral du banc de test
Pour caracte´riser un mate´riau, on dispose d’e´chantillons de formes et de tailles diffe´rentes
et de porte-e´chantillons correspondants, selon la structure et le domaine d’application du
mate´riau e´tudie´ (figure 2.3).
7(a) Exemples d’e´chantillons (b) Porte-e´chantillons
Figure 2.3 Formes d’e´chantillons et porte-e´chantillons
2.3 Signaux de re´fe´rence
Dans ce projet, on utilise trois types de vibrations pour lesquelles la fre´quence et l’ampli-
tude sont ajuste´es selon le type de l’e´chantillon e´tudie´ :
• entre´e Transient ;
• entre´e Blackman ;
• entre´e Multi-Blackman.
Ces signaux permettent d’appliquer une vibration tre`s rapide et brusque pour ensuite
e´tudier sa propagation dans l’e´chantillon teste´. Elle est utilise´e principalement en imagerie
me´dicale sous le nom d’e´lastographie par signaux transitoires 2 (Parker et al., 2012, §4.6)
 Entre´e Transient
Ce premier type de signal est sous la forme d’une seule pe´riode d’un signal sinuso¨ıdal (fi-
gure 2.4a). L’e´nergie de la vibration est concentre´e autour d’une seule fre´quence comme le
montre la figure 2.4b.
2. Transient Shear Wave Imaging
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Figure 2.4 Signal Transient
 Entre´e Blackman
Ce deuxie`me signal est le signal Transient multiplie´ par une feneˆtre Blackman 3 (fi-
gure 2.5a). Cette proce´dure permet de diminuer l’amplitude des lobes secondaires vers ze´ro
dans l’analyse fre´quentielle du signal applique´ comme le montre la figure 2.5b. On remarque
e´galement que le lobe principal est plus large a` la fre´quence centrale (Oppenheim et al., 1999,
§7.2), (Ambardar, 2007, §10.3).
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Figure 2.5 Signal Blackman
3. Voir annexe A.
9 Entre´e Multi-Blackman
Le dernier profil de de´placement est un signal sinuso¨ıdal de plusieurs pe´riodes multiplie´
par une feneˆtre Blackman (figure 2.6a). Le nombre de pe´riodes ou cycles des sinuso¨ıdes est
choisi par l’utilisateur. On remarque que ce type d’entre´e permet de concentrer encore plus
l’e´nergie a` la fre´quence de´sire´e comme l’illustre la figure 2.6b.
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Figure 2.6 Signal Multi-Blackman
L’annexe A de´crit la fac¸on de ge´ne´rer la feneˆtre Blackman et illustre graphiquement la
fac¸on d’obtenir les signaux des figures 2.5a et 2.6a.
2.4 Illustration de la re´ponse du syste`me
Les de´placements du pot vibrant sont clairement diffe´rents des signaux de re´fe´rences au
niveau de la fre´quence et de l’amplitude comme le montre la figure 2.7. On remarque a` tra-
vers cet exemple la ne´cessite´ d’implanter une strate´gie de controˆle qui permette de suivre le
de´placement de´sire´.
Les tests montrent e´galement que l’allure du de´placement se de´grade conside´rablement
lorsque la fre´quence d’entre´e et/ou la masse de l’e´chantillon augmentent.
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(b) Entre´e Blackman
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(c) Entre´e Multi-Blackman
Figure 2.7 Re´ponses du syste`me en boucle ouverte pour diffe´rentes entre´es
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CHAPITRE 3
Revue de litte´rature
La premie`re section de ce chapitre pre´sente les hypothe`ses et les e´quations de´veloppe´es
pour mode´liser les pots vibrants e´lectrodynamiques. Dans la deuxie`me section, on passe en
revue les articles qui traitent du controˆle des pots vibrants.
3.1 Mode´lisation des pots vibrants
3.1.1 Fonctionnement
La caracte´risation des mate´riaux ne´cessite la vibration de l’e´chantillon selon des profils de
de´placements spe´cifiques. De ce fait, nous utilisons des pots vibrants qui sont choisis selon le
niveau de force de vibrations a` ge´ne´rer, la puissance ne´cessaire pour faire vibrer la structure
et le niveau de de´placement a` atteindre. On de´nombre trois familles de pots vibrants :
1. hydrauliques ;
2. inertiels et ;
3. e´lectrodynamiques.
Dans ce projet, nous utilisons uniquement le troisie`me type de pots vibrants, appele´ aussi
pot vibrant e´lectromagne´tique 1. Il offre une grande flexibilite´ dans la reproduction de dif-
fe´rents signaux complexes et une large bande de fre´quences. Les tests en acce´le´ration sont
possibles aux hautes fre´quences tandis que les tests de de´placement sont re´alise´s a` basses et
moyennes fre´quences seulement. Enfin, il est utilise´ pour la caracte´risation des petits e´chan-
tillons ayant des masses relativement faibles (Silva, 2007, chap. 8).
La figure 3.1 illustre le sche´ma simplifie´ d’un pot vibrant e´lectrodynamique. Le mouvement
de la table du pot vibrant est duˆ au courant traversant la bobine. La teˆte est monte´e sur un
support flexible et peut eˆtre oriente´e selon diffe´rents angles de´pendamment de l’application
de´sire´e. Dans notre cas, les tests ge´ne`rent des de´placements selon l’axe vertical.
1. Les de´tails du fonctionnement et des applications des deux premiers types sont pre´sente´s dans (Silva,
2007, chap. 8).
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is recognized as being elastic rather than rigid. This is mod-
eled by treating the coil and table as separate masses connected
The performance envelope of an electrodynamic shaker sys-
tem is strongly influenced by three modes of vibration and the
voltage/current capacities of the power amplifier that drives
it. Other limiting factors are the designed stroke (displace-
ment) of the table, the moving mass and the total mass of the
shaker, the thermal power limit (i2R) of the coil and the stress
safety factor of the armature. This article will discuss a basic
electromechanical shaker model, how to determine Maximum
Drive performance for sinusoidal testing, the merits of pneu-
matic load-leveling suspensions and the often overlooked side
effects of shaker isolation. It will also examine system perfor-
mance from a power perspective and present a simple means
of estimating maximum system performance.
The structure of an electrodynamic shaker bears some resem-
blance to a common loudspeaker but is more robust. At the
heart of the shaker is a coil of wire, suspended in a fixed ra-
dial magnetic field. When a current is passed through this coil,
an axial force is produced in proportion to the current and this
is transmitted to a table structure to which the test article may
be affixed.
Figure 1 shows the magnetic circuit used to create the intense
magnetic field required by the shaker. A permeable (ferrous)
inner pole piece transmits flux from one end of an axially
magnetized permanent magnet or electromagnet, say, the North
face. A permeable “back structure” conducts flux from the
opposite pole of the magnet to a permeable disk with a hole in
its center surrounding the inner pole piece. This creates a ra-
dial flux field in the air gap between the round face of the
North-polarized inner pole piece and the round hole in South-
polarized outer pole piece. The air-gap between these pole
pieces is minimized to reduce the reluctance of the magnetic
circuit thus maximizing the intensity of the fixed magnetic
field.
The force provided by the machine is proportional to the
magnetic flux passing through the coil, to the current flowing
through the coil and to the length of wire within the flux field.
In general, shaker coils use heavier conductors than speakers
so that they may accommodate heavier currents.
The coil, coil form and table structure combination is called
the armature assembly. The test object is rigidly mounted to
the armature assembly. Some shakers have interchangeable
armatures, providing a small table for high-g testing of light
objects and a large table for mounting heavy objects. In older
designs, the coil is wound around the outer diameter of a stiff,
thin-walled tube. Modern armature designs typically use ep-
oxy bonding techniques to affix a rigid epoxy-stabilized coil
to a light magnesium table structure.
The armature must be accurately centered in the narrow gap
between the inner and outer poles. It must be allowed to move
axially while being restrained from all other motions. This is
accomplished by a soft elastic suspension system. In small
shakers, a pierced compliant disk provides radially distributed
cantilevers between the load table and the shaker body. In larger
units, guide rollers support and center the armature while sepa-
rate elastomeric shear elements provide the axial compliance.
This compliant connection between the armature assembly
and the shaker body forms an obvious spring/mass/damper
vibration system with one degree-of-freedom. Here, the test
object and armature assembly move together, relative to the
shaker body. Adding two more degrees-of-freedom completes
the shaker mechanical model. Firstly, the armature structure
Understanding the Physics of
Electrodynamic Shaker Performance
George Fox Lang and Dave Snyder, Data Physics Corporation, San Jose, California
Figure 1. Soft iron pole pieces bend and concentrate almost all of the
magnetic field into a very narrow gap. The armature coil is centered in
this gap using support flexures (for small shakers) or rollers (for large
shakers). Significant compliant connections include the support flex-
ures, the isolation mounts and the connection between the coil and the
Load Table
Figure 2. The mechanical and electrical parts of a shaker are cross-
coupled. The mechanical system is excited by a force proportional to
electrical current, while the electrical circuit is excited by an internal
voltage (back-emf) proportional to mechanical velocity. The amplifier
drives the electrical circuit providing an external voltage e and current
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Figure 3.1 Sche´ma simplifie´ d’un po vibrant e´lectrodynamique, tire´ de (Lang et Snyder,
2001)
3.1.2 Mode´lisation des pots vibrants e´lectrodynamiques
Le pot vi rant e´lectrodynamique peut eˆtre mode´lise´ de diffe´rentes fac¸ons. Le mode`le ge´ne´-
ral trouve´ en litte´rature est celui de la figure 3.2 (Lang et Snyder, 2001). Il est compose´ d’une
partie me´canique et d’une partie e´lectrique. La partie me´canique de´crit les relations entre la
ructu e externe, le bobinage et l’agencement des masses de la table vibrante avec l’e´chan-
tillon. Les lie s entre ces trois e´le´ments sont mode´lise´s par des couples ressort-amortisseur.
Le mode`le e´lectrique, quant a` lui, de´crit la relation entre la tension et la force ge´ne´re´e pour
de´placer le syste`me. Les de´placements de chacune des masses en fonction de l’entre´e appli-
qu´e s nt d´duits des ´quations du mouvement 2.
Un simulateur de vibration a e´te´ de´veloppe´ par (Ricci et al., 2009) base´ sur ce mode`le pour
la ge´ne´ration de vibrations virtuelles afin d’ame´liorer les performances des tests de vibration.
2. La descritpion de chacun des blocs du mode`le ge´ne´ral est de´taille´e a` la section 4.5.1.
13
1DYNAMIC TESTING REFERENCE ISSUE
is recognized as being elastic rather than rigid. This is mod-
eled by treating the coil and table as separate masses connected
The performance envelope of an electrodynamic shaker sys-
tem is strongly influenced by three modes of vibration and the
voltage/current capacities of the power amplifier that drives
it. Other limiting factors are the designed stroke (displace-
ment) of the table, the moving mass and the total mass of the
shaker, the thermal power limit (i2R) of the coil and the stress
safety factor of the armature. This article will discuss a basic
electromechanical shaker model, how to determine Maximum
Drive performance for sinusoidal testing, the merits of pneu-
matic load-leveling suspensions and the often overlooked side
effects of shaker isolation. It will also examine system perfor-
mance from a power perspective and present a simple means
of estimating maximum system performance.
The structure of an electrodynamic shaker bears some resem-
blance to a common loudspeaker but is more robust. At the
heart of the shaker is a coil of wire, suspended in a fixed ra-
dial magnetic field. When a current is passed through this coil,
an axial force is produced in proportion to the current and this
is transmitted to a table structure to which the test article may
be affixed.
Figure 1 shows the magnetic circuit used to create the intense
magnetic field required by the shaker. A permeable (ferrous)
inner pole piece transmits flux from one end of an axially
magnetized permanent magnet or electromagnet, say, the North
face. A permeable “back structure” conducts flux from the
opposite pole of the magnet to a permeable disk with a hole in
its center surrounding the inner pole piece. This creates a ra-
dial flux field in the air gap between the round face of the
North-polarized inner pole piece and the round hole in South-
polarized outer pole piece. The air-gap between these pole
pieces is minimized to reduce the reluctance of the magnetic
circuit thus maximizing the intensity of the fixed magnetic
field.
The force provided by the machine is proportional to the
magnetic flux passing through the coil, to the current flowing
through the coil and to the length of wire within the flux field.
In general, shaker coils use heavier conductors than speakers
so that they may accommodate heavier currents.
The coil, coil form and table structure combination is called
the armature assembly. The test object is rigidly mounted to
the armature assembly. Some shakers have interchangeable
armatures, providing a small table for high-g testing of light
objects and a large table for mounting heavy objects. In older
designs, the coil is wound around the outer diameter of a stiff,
thin-walled tube. Modern armature designs typically use ep-
oxy bonding techniques to affix a rigid epoxy-stabilized coil
to a light magnesium table structure.
The armature must be accurately centered in the narrow gap
between the inner and outer poles. It must be allowed to move
axially while being restrained from all other motions. This is
accomplished by a soft elastic suspension system. In small
shakers, a pierced compliant disk provides radially distributed
cantilevers between the load table and the shaker body. In larger
units, guide rollers support and center the armature while sepa-
rate elastomeric shear elements provide the axial compliance.
This compliant connection between the armature assembly
and the shaker body forms an obvious spring/mass/damper
vibration system with one degree-of-freedom. Here, the test
object and armature assembly move together, relative to the
shaker body. Adding two more degrees-of-freedom completes
the shaker mechanical model. Firstly, the armature structure
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Figure 1. Soft iron pole pieces bend and concentrate almost all of the
magnetic field into a very narrow gap. The armature coil is centered in
this gap using support flexures (for small shakers) or rollers (for large
shakers). Significant compliant connections include the support flex-
ures, the isolation mounts and the connection between the coil and the
Load Table
Figure 2. The mechanical and electrical parts of a shaker are cross-
coupled. The mechanical system is excited by a force proportional to
electrical current, while the electrical circuit is excited by an internal
voltage (back-emf) proportional to mechanical velocity. The amplifier
drives the electrical circuit providing an external voltage e and current
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Figure 3.2 Mode`le ge´n´ral du pot vibrant e´lectrodynamique, tire´ de (Lang et Snyder, 2001)
Des mode`les plus simples sont obtenus en ne´gligeant, par exemple, les liens entre la struc-
ture externe du pot vibrant et le sol. On peut e´galement ne´gliger la constante de temps
e´lectrique devant la constante de temps me´canique.
Le mode`le simplifie´ propose´ dans (Silva, 2007, §8.2.2) conside`re un lien rigide entre la
structure du pot vibrant et le sol et garde uniquement les liens entre la teˆte du pot vibrant
et le bobinage tel que pre´sente´ a` la figure 3.3.
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Figure 3.3 Mode`le simplifie´ du pot vibrant, tire´ de (Silva, 2007)
Le syste`me d’e´quations obtenu a` partir de ce sche´ma est le suivant (Silva, 2007, p. 455) :
E´chantillon : my¨ = −k(y − ye)− b(y˙ − y˙e)
Teˆte du pot vibrant : mey¨e = fe + k(y − ye) + b(y˙ − y˙e)− keye − bey˙e
Partie e´lectrique : v(t) = Le
die
dt
+Reie + kby˙e
(3.1)
Apre`s quelques calculs directs, la fonction de transfert reliant le de´placement ye a` la tension
d’entre´e v est alors donne´e par l’e´quation suivante :
ye
v
=
kb(ms
2 + bs + k)
Re(m ·mes4 + [m(be + b) + meb] s3 + [m(ke + k) + mek + bbe] s2 + [bke + bek] s + kke) (3.2)
Naturellement, on a besoin des valeurs des parame`tres du pot vibrant afin d’utiliser ce mo-
de`le mathe´matique, chose que les fabricants n’indiquent pas en ge´ne´ral sur la fiche technique
fournie.
Un mode`le encore plus simple est celui d’un syste`me masse-ressort-amortisseur (Behrens
et al., 2003, partie 1). On ne´glige dans ce cas la constante e´lectrique devant la constante
me´canique du syste`me. De plus, tous les liens sont rigides, mis a` part celui qui supporte la
table du pot vibrant que l’on conside`re flexible (voir figure 3.4).
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Figure 3.4 Mode`le le plus simple du pot vibrant
La fonction de transfert reliant le de´placement x a` la tension d’entre´e u est alors donne´e
par :
X(s)
U(s)
=
1
Ms2 + Cs+K
(3.3)
D’autres e´tudes se sont inte´resse´es a` l’analyse de la relation entre le porte-e´chantillon
et la table du pot vibrant pour mode´liser et expliquer au mieux certains phe´nome`nes de
re´sonance (Varoto et de Oliveira, 2002; Lang, 1997). Toutefois, dans notre application, le
porte-e´chantillon est visse´ sur la table et ne devrait pas affecter les re´sultats finaux dans le
cadre de ce projet.
3.2 Strate´gies de controˆle des pots vibrants
Il existe en industrie diffe´rentes compagnies spe´cialise´es dans la conception de controˆleurs
pour les pots vibrants. (Zhuge et al., 2010) pre´sente l’e´volution des syste`mes de controˆle de
vibrations (VCS 3) durant les 40 dernie`res anne´es et de´crit les premie`res me´thodes utilise´es
dans ce domaine.
En plus des VCS industriels, plusieurs chercheurs se sont inte´resse´s au de´veloppement de
nouvelles strate´gies de controˆle qui sont base´es sur diffe´rents mode`les de pots vibrants selon
les capteurs disponibles.
Un syste`me de controˆle base´ sur le placement de poˆles a e´te´ de´veloppe´ par (Macdonald
et al., 1993) afin de re´duire l’effet de la re´sonance de l’armature du pot vibrant lorsqu’une
entre´e sinuso¨ıdale est applique´e. La seule mesure disponible est l’acce´le´ration de la table du
3. Vibration Control System.
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pot vibrant et le mode`le utilise´ est un mode`le d’ordre 2. Les re´sultats de simulation sont ju-
ge´s satisfaisants et le controˆleur est implante´ sur un analyseur de signaux nume´riques. Cette
strate´gie de controˆle re´duit la sensibilite´ du syste`me face au contenu harmonique de la source
qui cause le mode re´sonant. Il n’arrive cependant pas a` e´liminer l’effet des non line´arite´s
ne´glige´es dans le mode`le qui provoquent des harmoniques dans la re´ponse du syste`me aux
moyennes fre´quences.
Dans (Gomes et al., 2008), une approche par la densite´ spectrale de puissance d’acce´-
le´ration (PSD 4) est utilise´e pour le controˆle de pots vibrants e´lectrodynamiques. Le signal
d’acce´le´ration du pot vibrant est mesure´ afin de calculer sa PSD. Ces deux mesures sont
ensuite compare´es a` l’acce´le´ration et a` la PSD de re´fe´rence afin d’ajuster la tension envoye´e
au pot vibrant. Par cette me´thode, nous n’avons pas besoin de connaˆıtre les parame`tres phy-
siques du syste`me. Toutefois, les performances de cette me´thode n’ont pas e´te´ teste´es aux
basses fre´quences ou lorsque le capteur utilise´ est celui du de´placement.
(Della Flora et Gru¨ndling, 2008) pre´sente une autre strate´gie afin de poursuivre un signal
sinuso¨ıdal et, ce, en se basant aussi sur la mesure de l’acce´le´ration. Le mode`le utilise´ est celui
pre´sente´ dans l’article (Lang et Snyder, 2001). Trois controˆleurs nume´riques sont mis en cas-
cade ; deux pour e´liminer le mode re´sonant de la bobine et de la suspension du pot vibrant,
et un troisie`me pour assurer la poursuite du signal de re´fe´rence sinuso¨ıdal. Le controˆleur est
implante´ sur un processeur de signal nume´rique et assure la poursuite de la consigne pour une
fre´quence fixe mais il reste encore sensible aux re´sonances lorsque le mate´riau e´tudie´ n’est
pas assez rigide.
La loi de commande propose´e par (Rana, 2011) est base´e elle sur un controˆleur a` logique
floue afin d’assurer la poursuite d’un signal sinuso¨ıdal. L’ide´e ge´ne´rale de l’algorithme est
la minimisation de l’erreur entre la mesure et la consigne ainsi que sa variation entre deux
pe´riodes d’e´chantillonnage. Le controˆleur est ensuite implante´ sur une plate-forme de´die´e au
controˆle en temps re´el et assure de bonnes performances lorsque la table du pot vibrant est
vide ou lorsqu’elle contient un e´le´ment rigide. Cependant, le syste`me n’assure pas de bons
re´sultats lorsque l’e´chantillon est un mate´riau mou comme par exemple la silicone.
La commande robuste est utilise´e pour le controˆle des pots vibrants e´lectodynamiques
en se basant sur la mesure de l’acce´le´ration et du de´placement dans (Uchiyama et Fujita,
2006). Deux controˆleurs sont alors synthe´tise´s ; un premier, pour la boucle interne, qui utilise
4. Acceleration Power Spectral Density
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la mesure du de´placement pour de faibles fre´quences et un deuxie`me, pour la boucle externe,
qui utilise la mesure de l’acce´le´ration pour les variations les plus rapides. L’implantation de
la loi de commande a permis la poursuite des signaux de´sire´s. Enfin, la comparaison de cette
nouvelle strate´gie de controˆle avec celle utilisant uniquement la mesure de l’acce´le´ration de´-
montre une ame´lioration d’environ 10% au niveau de l’erreur quadratique moyenne entre le
signal de re´fe´rence et la consigne.
Il existe d’autres types de pots vibrants qui se de´placent selon trois axes 5. Un compen-
sateur robuste base´ sur la µ-synthe`se est de´veloppe´ afin d’ame´liorer la re´ponse transitoire
du syste`me (Uchiyama et Fujita, 2003). Les tests expe´rimentaux ont montre´ que certaines
performances n’ont pas e´te´ satisfaites a` cause de la nature du mate´riau e´tudie´. Pour reme´-
dier a` cela, un filtre adaptatif est ajoute´ au controˆleur initial, ce qui a ame´liore´ les re´sultats
expe´rimentaux par la suite.
Enfin, les articles (Uchiyama et Fujita, 2009) et (Uchiyama et al., 2009) pre´sentent le
de´veloppement d’un controˆleur synthe´tise´ a` l’aide de la µ-synthe`se et de la synthe`se H∞ afin
d’e´liminer la non-line´arite´ cause´e par l’e´chantillon e´tudie´ aux fre´quences de 1 Hz a` 10 Hz. Tou-
tefois, le controˆleur re´sultant est plus complexe a` implanter comparativement aux controˆleurs
pre´ce´dents et il a e´te´ ve´rifie´ uniquement a` tre`s basses fre´quences (< 10 Hz).
3.3 Conclusion
Tout au long de ce chapitre, nous avons de´crit, dans un premier lieu, le fonctionnement ge´-
ne´ral des pots vibrants e´lectrodynamiques et leur domaine d’utilisation. Ensuite, nous avons
explique´ les mode`les utilise´s en litte´rature pour les repre´senter et les hypothe`ses adopte´es
pour re´duire leur ordre. Dans un deuxie`me lieu, nous avons pre´sente´ les strate´gies de controˆle
de´veloppe´es pour asservir les pots vibrants e´lectrodynamiques.
Les principales conclusions que nous retenons de cette revue de litte´rature et qui de´-
montrent la particularite´ de ce sujet de recherche sont :
• Premie`rement, les parame`tres constituant les mode`les des pots vibrants ne sont pas tous
disponibles, ce qui nous ame`ne a` passer par l’identification pour estimer leur valeur.
• Deuxie`mement, les articles traitant des controˆleurs robustes des pots vibrants ne tiennent
pas compte des variations de masses des e´chantillons et ne sont pas synthe´tise´s pour la
5. Multi-Axis shaking system
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poursuite de signaux transitoires.
• Troisie`mement, la seule mesure disponible dans notre application est celle du de´pla-
cement. Or, les controˆleurs pre´sente´s sont plus base´s sur la mesure de l’acce´le´ration a`
l’exception de (Uchiyama et Fujita, 2006). Il nous faut par conse´quent concevoir une
nouvelle strate´gie de controˆle qui soit capable d’asservir le pot vibrant en se basant
uniquement sur la mesure du de´placement.
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CHAPITRE 4
Identification des parame`tres des pots vibrants
Nous pre´sentons dans ce chapitre les mode`les des pots vibrants utilise´s dans ce projet et
qui sont obtenus par identification. On commence par introduire diffe´rentes me´thodes d’iden-
tification. Ensuite, on de´crit le fonctionnement et les mode`les mathe´matiques des sources
vibrantes. Enfin, on pre´sente l’e´volution des parame`tres identifie´s en fonction de la masse
des porte-e´chantillons ainsi que les mode`les finaux retenus. Chaque mode`le est valide´ sur de
nouvelles donne´es expe´rimentales pour diffe´rents points d’ope´ration.
4.1 Introduction
Le processus d’identification a pour but de trouver des mode`les de syste`mes dynamiques
a` partir de donne´es expe´rimentales. Le syste`me e´tudie´ dans ce document est un syste`me
monovariable. Il posse`de une entre´e u(t), une sortie y(t) et des perturbations externes ν(t)
tel que montre´ dans la figure 4.1 :
Système
( )v t
( )y t( )u t
Figure 4.1 Diagramme fonctionnel d’un syste`me monovariable
Afin de mode´liser un syste`me, on peut distinguer deux me´thodes : l’identification ou la
mode´lisation. Cette dernie`re consiste a` trouver analytiquement les e´quations dynamiques du
syste`me par les lois de la physique, alors que l’identification est un processus base´ sur des
donne´es expe´rimentales. Deux types d’identification peuvent eˆtre de´finis :
• l’identification parame´trique qui est base´e sur la de´termination ou l’estimation
d’un vecteur de parame`tres θ a` partir des mesures expe´rimentales d’entre´es et de sor-
ties (Ljung, 1999, chap. 7) (So¨derstro¨m, 1989, chap. 6). C’est cette me´thode qui est
utilise´e dans notre e´tude et qui est de´taille´e dans les sections qui suivent.
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• le deuxie`me type est l’identification non parame´trique ou` l’on ne cherche pas a`
de´terminer directement le mode`le du syste`me a` partir d’un vecteur de parame`tres. Cette
approche est base´e sur les re´ponses des syste`mes obtenues pour des entre´es spe´cifiques
comme par exemple une impulsion, un e´chelon ou une sinuso¨ıde. Les de´tails relatifs
a` cette me´thode sont pre´sente´s dans (Ljung, 1999, chap. 6), et (So¨derstro¨m, 1989,
chap. 3).
 Les e´tapes d’identification
Bien qu’il soit difficile de rendre automatique l’identification d’un syste`me, le sche´ma de la
figure 4.2 de´crit un processus ite´ratif qui me`ne a` l’e´laboration d’un bon mode`le parame´trique :
Planifier l’expérience
Récolter les données
Traiter les données
Choisir la structure du 
modèle
Estimer les paramètres
Valider le modèle
Début
Fin
Modèle OK?Non
Oui
Connaissances a priori 
sur le système
Autres données 
expérimentales
Figure 4.2 Sche´ma pour le calcul d’un mode`le parame´trique
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Les e´tapes importantes de ce sche´ma sont :
1. Connaissances a priori sur le syste`me : cette e´tape regroupe toutes les informa-
tions the´oriques qui concernent le comportement du syste`me a` identifier.
2. Planification de l’expe´rience et re´colte des donne´es : l’entre´e du syste`me doit eˆtre
choisie convenablement afin d’enregistrer les donne´es d’entre´e et de sortie qui de´crivent
de la meilleure fac¸on le comportement dynamique du proce´de´.
3. Traitement des donne´es : cette e´tape permet de s’assurer de la bonne qualite´ des
donne´es re´colte´es. Par exemple, e´liminer les points aberrants, ve´rifier le rapport signal
a` bruit, etc.
4. Choix de la structure du mode`le : les connaissances a priori sur le syste`me per-
mettent de choisir une structure du mode`le pour ensuite estimer ses parame`tres a` l’aide
des diffe´rentes me´thodes d’identification.
5. Validation du mode`le : une fois les parame`tres calcule´s, le mode`le re´sultant est valide´
a` l’aide de nouvelles donne´es expe´rimentales.
Si le mode`le passe cette e´tape alors l’identification est termine´e, sinon il faut revenir en
arrie`re dans l’algorithme dans l’une des e´tapes pre´ce´dentes jusqu’a` satisfaction.
4.2 Identification parame´trique
4.2.1 Re´gression line´aire
La re´gression line´aire est le type le plus simple d’un mode`le parame´trique. Sa forme
ge´ne´rale est :
y(t) = φT (t)θ + e(t) (4.1)
ou`
– y(t) est la sortie enregistre´e a` l’instant t.
– φT (t) est le re´gresseur, un vecteur forme´ de donne´es enregistre´es sur le syste`me.
– θ est le vecteur des parame`tres a` estimer.
– e(t) est le bruit de mesure suppose´ eˆtre ge´ne´ralement un bruit blanc centre´.
L’objectif de la re´gression line´aire est d’obtenir le meilleur estime´ du vecteur de parame`tres
θ qui sera note´ θˆ. L’erreur de pre´diction associe´e est alors donne´e par :
ε(t) = y(t)− φT (t)θ (4.2)
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Souvent, on pre´sente l’e´quation 4.2 sous forme matricielle suite a` une expe´rience sur le syste`me
avec N donne´es collecte´es :
εN = YN − ΦNθ (4.3)
ou` εN est le vecteur des erreurs de pre´diction, YN est le vecteur de sorties mesure´es et ΦN la
matrice qui regroupe les vecteurs φ pour toute l’expe´rience.
En ge´ne´ral, il n’existe pas de solution alge´brique pour annuler l’e´quation 4.3. Une fac¸on de
proce´der est de trouver θˆ, l’estime´ de θ au sens des moindres carre´s, qui minimise la fonction
suivante ((Ljung, 1999, §7.3) et (So¨derstro¨m, 1989, chap. 4)) :
V (θ) =
1
2
N∑
t=1
ε2(t)
=
1
2
εTNεN
=
1
2
[YN − ΦNθ]T [YN − ΦNθ]
(4.4)
Pour cela, il faut de´river l’e´quation 4.4 et l’e´galer a` 0 afin de trouver l’estime´ θˆ.
On trouve donc que :
ΦTNΦN θˆ = Φ
T
NYN (4.5)
Ainsi, V (θ) a un minimum unique donne´ par :
θˆ =
(
ΦTNΦN
)−1
ΦTNYN (4.6)
4.2.2 Identification base´e sur l’erreur de pre´diction
L’inversion de la matrice
(
ΦTNΦN
)−1
demeure un inconve´nient de la me´thode des moindres
carre´s et en limite son utilisation, en particulier lors d’une identification en ligne. De plus,
pour obtenir des estime´s non-biaise´s, on conside`re que le bruit de mesure n’est pas corre´le´
avec les donne´es mesure´es ; cette hypothe`se est rarement satisfaite en pratique.
Pour reme´dier a` cela, d’autres approches ont e´te´ de´veloppe´es, notamment les me´thodes
base´es sur la minimisation de l’erreur de pre´diction. Le principe de ces me´thodes est de´crit
par le diagramme de la figure 4.3.
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Figure 4.3 Diagramme de la me´thode base´e sur l’erreur de pre´diction
L’erreur de pre´diction ε(t) est la diffe´rence entre la sortie du syste`me y(t) et la sortie
pre´dite par le mode`le yˆ(t|t− 1). Il est donc e´vident que l’erreur de pre´diction doit eˆtre faible
pour mieux estimer les parame`tres du vecteur θ. Mais avant d’entreprendre l’identification
par les me´thodes base´es sur la minimisation de l’erreur de pre´diction, (So¨derstro¨m, 1989,
chap. 7) propose les e´tapes suivantes afin de comple´ter le choix des e´le´ments de la figure 4.3 :
– choix de la structure du mode`le.
– choix du pre´dicteur a` utiliser.
– choix du crite`re a` minimiser.
 Choix de la structure
Une e´tape primordiale est le choix de la structure du mode`le a` adopter. Pour cela, Nous
allons conside´rer la structure ge´ne´rale suivante :
y(t) = G(z−1)u(t) +H(z−1)e(t) (4.7)
G(z−1) =
B(z−1)
A(z−1)F (z−1)
(4.8)
H(z−1) =
C(z−1)
A(z−1)D(z−1)
(4.9)
ou` G(z−1)u(t) est la partie de´terministe du mode`le alors que H(z−1)e(t) est sa partie
ale´atoire.
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La figure 4.4 repre´sente le diagramme fonctionnel de cette structure ge´ne´rale :
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Figure 4.4 Structure ge´ne´rale pour l’identification
Les principaux mode`les utilise´s en pratique sont (Ljung, 1999, §4.2) :
 Mode`le autore´cursif exoge`ne (ARX 1) :
C’est la structure la plus simple des mode`les et suppose que la perturbation posse`de la
meˆme dynamique que le mode`le :
y(t) =
B(z−1)
A(z−1)
u(t) +
1
A(z−1)
e(t) (4.10)
 Mode`le autore´cursif exoge`ne a` moyenne mobile (ARMAX 2) :
L’e´quation qui de´crit la structure de ce type de mode`le est la suivante :
y(t) =
B(z−1)
A(z−1)
u(t) +
C(z−1)
A(z−1)
e(t) (4.11)
Le vecteur des parame`tres θ est augmente´ des coefficients de C(z−1) et permet de mode´liser
ainsi la fonction de transfert lie´e a` la perturbation plus pre´cise´ment que le mode`le ARX.
1. Auto-Regressive with eXogenous input
2. Auto-Regressive Moving-Average with eXogenous inputs
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 Mode`le a` erreur de sortie (OE 3) :
Dans ce mode`le, l’erreur est conside´re´e comme une erreur du type erreur de mesure
affectant la sortie y(t). Le mode`le a la forme suivante :
y(t) =
B(z−1)
F (z−1)
u(t) + e(t) (4.12)
On remarque que la fonction de transfert du proce´de´ est dans ce cas
B(z−1)
F (z−1)
au lieu de
B(z−1)
A(z−1)
afin de distinguer les roˆles de chacun des polynoˆmes F (z−1) et A(z−1).
 Mode`le de Box-Jenkins (BJ) :
Cette structure offre une dynamique diffe´rente entre l’entre´e et le bruit ce qui fait de lui
le mode`le le plus ge´ne´ral. L’e´quation qui de´crit cette structure est la suivante :
y(t) =
B(z−1)
F (z−1)
u(t) +
C(z−1)
D(z−1)
e(t) (4.13)
Cependant, dans certaines applications, il est inutile d’avoir un mode`le tre`s ge´ne´ral lorsqu’on
peut avoir des ordres moins e´leve´s pour le processus a` identifier.
 Choix du pre´dicteur
Une e´tape tout aussi importante est le choix du pre´dicteur. Ainsi, nous conside´rons le
pre´dicteur line´aire ge´ne´ral suivant :
yˆ(t|t− 1) = L1(z−1)y(t) + L2(z−1)u(t) (4.14)
Il existe diffe´rentes manie`res de choisir les filtres L1(z
−1) et L2(z−1). La fac¸on la plus utilise´e
est celle qui permet d’avoir, pour une structure de mode`le donne´e, des erreurs de pre´diction
de variance minimale.
Pour le cas ge´ne´ral, la pre´diction optimale est obtenue par (Ljung, 1999) :
yˆ(t|t− 1) = [1−H−1(z−1)] y(t) +H−1(z−1)G(z−1)u(t) (4.15)
3. Output Error
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On de´duit donc que l’erreur de pre´diction ε(t) = y(t)− yˆ(t|t− 1) est :
ε(t) = H−1(z−1)
[
y(t)−G(z−1)u(t)] (4.16)
Il est important de noter que si le mode`le repre´sente bien le syste`me re´el, l’erreur de pre´diction
va tendre vers un bruit blanc et ε(t) = e(t).
Le diagramme de la figure 4.5 re´sume la proce´dure pour obtenir l’erreur de pre´diction.
1 1 1( ) ( )H z G z  

( )u t
Procédé
1 1( )H z 

( )t
( )y t
Figure 4.5 Diagramme fonctionnel pour le calcul de l’erreur de pre´diction du mode`le ge´ne´ral
 Choix du crite`re a` minimiser
Tel que mentionne´ pre´ce´demment, un bon mode`le revient a` trouver les erreurs de pre´dic-
tion les plus faibles. En effet, un crite`re a` prendre dans ce cas est la somme des carre´s des
erreurs de pre´diction :
V (θ) =
1
N
N∑
t=1
ε2(t) (4.17)
L’expression 4.17 de V (θ) correspond a` la variance des erreurs de pre´diction lorsque N , le
nombre de donne´es re´colte´es, tend vers l’infini. On obtient donc les parame`tres du mode`le en
minimisant la variance des erreurs de pre´diction. Elles sont alors e´gales au bruit blanc qui
ge´ne`re la perturbation ε(t) = e(t) et on peut donc conclure qu’estimer les parame`tres revient
a` blanchir les re´sidus.
Une fois le crite`re a` minimiser choisi, il existe diffe´rentes me´thodes nume´riques d’optimisation
pre´de´finies telles que la me´thode de Newton-Raphson (So¨derstro¨m, 1989) ou la me´thode de
Gauss-Newton (So¨derstro¨m, 1989).
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4.3 Aspects pratiques
4.3.1 Planification de l’expe´rience
Avant de commencer l’expe´rience, l’analyse physique du syste`me a` identifier est un bon
indice de la dure´e et de l’allure du signal d’entre´e a` appliquer ainsi que de la pe´riode d’e´chan-
tillonnage a` utiliser lors de l’acquisition des donne´es.
 Choix de l’excitation :
Il est important de bien choisir le signal d’entre´e pour avoir le plus d’information possible.
Par exemple, si l’on excite un syste`me par une sinuso¨ıde pure, l’identification ne donnera que
de l’information a` la fre´quence choisie. Donc, le signal d’entre´e devrait eˆtre riche au niveau
du contenu fre´quentiel tel qu’un signal de type Chirp (figure 4.6a) ou une se´quence binaire
ale´atoire ou pseudo-ale´atoire (figure 4.6b).
 Choix de la pe´riode d’e´chantillonnage :
Lors de l’acquisition des donne´es par ordinateur, il est important de choisir la pe´riode
d’e´chantillonnage de fac¸on judicieuse. Certes, une tre`s courte pe´riode d’e´chantillonnage per-
met d’avoir un signal en sortie similaire a` celui en continu, mais elle peut amener les poˆles
du mode`le en discret pre`s de z = 1, ce qui peut mener a` l’instabilite´ du mode`le, sans ne´gliger
l’augmentation de la dure´e des calculs et des traitements par ordinateur.
D’autre part, une grande pe´riode d’e´chantillonnage peut occasionner une perte d’information
ne´cessaire a` la description du comportement du syste`me physique re´el. Aussi le the´ore`me de
Nyquist doit eˆtre respecte´.
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Figure 4.6 Exemple de choix de signaux pour l’identification
4.3.2 Traitement pre´liminaire des donne´es
Une fois l’expe´rience effectue´e, il est fortement recommande´ d’analyser les donne´es re´col-
te´es. L’analyse vise a` de´terminer la pre´sence de points aberrants, des perturbations a` hautes
fre´quences, etc.
 E´limination des points aberrants :
Les points aberrants sont des mesures cause´es par la de´faillance du syste`me de mesures 4.
On peut les de´tecter a` l’œil en trac¸ant la courbe des donne´es. Il reste apre`s a` les e´liminer
puis proce´der a` l’identification.
 Perturbations aux hautes fre´quences :
Il est ne´cessaire de bien filtrer les perturbations a` hautes fre´quences afin que le processus
d’identification ne soit pas alte´re´ par les perturbations externes. L’algorithme d’identification
peut converger mais donnera des re´sultats errone´s s’il tient compte de ces perturbations.
Aussi, le filtre utilise´ ne devrait pas modifier la dynamique du syste`me original. Par exemple,
l’utilisation d’un filtre passe-bande ayant une bande passante moins large que celle du pro-
cessus e´tudie´, changera les donne´es expe´rimentales re´colte´es et faussera ainsi le mode`le final
e´labore´.
4. Les capteurs, les convertisseurs analogique/nume´rique, etc.
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4.3.3 Choix de la structure et validation du mode`le
Avant d’exe´cuter les algorithmes d’identification, il faut bien suˆr choisir la structure du
mode`le ainsi que son ordre. L’ide´e est d’exploiter au maximum l’information a priori sur le
syste`me e´tudie´. Si, a` partir des e´quations mathe´matiques, le comportement du syste`me peut
eˆtre mode´lise´, nous pouvons fixer alors le degre´ de la structure du mode`le.
Le mode`le trouve´ doit eˆtre ensuite valide´ suivant diffe´rentes me´thodes.
 Simulations temporelles :
La simulation du mode`le et la comparaison de sa sortie avec les mesures releve´es a` partir
du syste`me physique est une bonne premie`re technique pour connaˆıtre le niveau de corres-
pondance entre les deux re´sultats.
 Somme re´siduelle :
Cette technique consiste a` calculer la somme des carre´s des erreurs de pre´diction et s’as-
surer qu’elle soit faible pour valider le mode`le trouve´.
4.3.4 Outil informatique
Il existe diffe´rents logiciels interactifs d’identification. Dans notre cas, nous utilisons
la boˆıte a` outils System Identification Toolbox
TM
sous Matlab R© et qui est de´veloppe´e
par MathWorks R©.
L’utilisateur a le choix de travailler a` l’aide d’une interface graphique ou par les lignes de
commande directement sous Matlab R©. Les e´tapes d’utilisation sont les suivantes :
1. Donne´es expe´rimentales : chargement et traitement des mesures comme le filtrage,
soustraction de la valeur moyenne, etc.
2. Identification non parame´trique.
3. Identification parame´trique avec diffe´rents choix de structures de mode`les : continus 5,
discrets, mode`le d’e´tats, non line´aires.
4. Simulations temporelles des mode`les, trace´s de la re´ponse en fre´quence, re´ponse a` l’e´che-
lon, etc.
5. Validation des mode`les retenus.
5. Cette option vient d’eˆtre ajoute´e a` la version R2012a de Matlab R© via la commande tfest. Elle est
base´e sur les re´sultats de (Garnier et al., 2003).
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La description des diffe´rentes fonctions implante´es dans cet outil se trouve dans (MathWorks R©,
2012c). Des exemples d’utilisation sont pre´sente´s dans (Ljung, 1999, chap. 17).
4.4 Description du banc de test
 Les pots vibrants
Le pot vibrant est l’e´le´ment principal dans l’e´tude des proprie´te´s me´caniques des mate´-
riaux car il nous permet de ge´ne´rer les profils de vibration de´sire´s. Trois types de pot vibrant,
construits par la compagnie Bru¨el & Kjær, ont e´te´ e´tudie´s :
 Pot vibrant #1 :
Le premier pot vibrant e´tudie´ est le Mini-Shaker type 4810 (figure 4.7). Le tableau 4.1
re´sume ses proprie´te´s physiques et e´lectriques (Bru¨el & Kjær, 2012a).
76 mm
75 mm
Figure 4.7 Le pot vibrant#1 : Mini-Shaker 4810, tire´ de Bru¨el & Kjær (2012a)
Tableau 4.1 Caracte´ristiques du Mini-Shaker 4810
Fre´quences d’utilisation DC jusqu’a` 18 kHz
Force maximale 10 N
Premie`re re´sonance majeure au-dela` de 18 kHz
Acce´le´ration maximale de la
550 m · s−2
table sans e´chantillons
De´placement maximal 6 mm
Raideur 2 N/mm
Courant maximal d’entre´e 1.8 A
Impe´dance de la bobine 3.5 Ω a` 500 Hz
Masse du pot vibrant 1.1 kg
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 Pot vibrant #2 :
Le deuxie`me pot vibrant e´tudie´ est le LDS V203 (figure 4.8). Un re´sume´ de ses caracte´-
ristiques est pre´sente´ au tableau 4.2 (Bru¨el & Kjær, 2012b).
78 mm
96 mm
Figure 4.8 Le pot vibrant#2 : LDS V203, tire´ de Bru¨el & Kjær (2012b)
Tableau 4.2 Caracte´ristiques du LDS V203
Fre´quences d’utilisation 5 Hz jusqu’a` 13 kHz
Force maximale 17.8 N
Premie`re re´sonance majeure 13 kHz
Vitesse maximale 1.83 m · s−1
De´placement maximal 5 mm
Raideur 2.8 N/mm
Impe´dance de la bobine 2 Ω a` 500 Hz
Masse du pot vibrant 3.17 kg
 Pot vibrant #3 :
Enfin, le troisie`me pot vibrant est le Vibration Exciter - type 4809 (figure 4.9). Un re´sume´
de ses proprie´te´s est fourni dans le tableau 4.3 (Bru¨el & Kjær, 2012c).
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143 mm
149 mm
Figure 4.9 Le pot vibrant#3 : Vibration Exciter - type 4809, tire´ de Bru¨el & Kjær (2012c)
Tableau 4.3 Caracte´ristiques du Vibration Exciter - type 4809
Fre´quences d’utilisation 10Hz jusqu’a` 20 kHz
Force maximale 44.5 N
Premie`re re´sonance majeure 20 kHz
Acce´le´ration maximale de la
736 m · s−2
table sans e´chantillons
De´placement maximal 8 mm
Raideur 2 N/mm
Courant maximal d’entre´e 5 A
Impe´dance de la bobine ≈ 2 Ω a` 500 Hz
Masse du pot vibrant 8.3 kg
 Le capteur de de´placement
Afin de mesurer le de´placement des e´chantillons, le capteur laser de de´placement LK-
G32 (Keyence, 2012) est implante´ dans le rhe´ome`tre. Le capteur re´colte les donne´es a`
chaque 20 µs et les transfe`re au controˆleur qui les convertit en tension : un de´placement
de 1 mm correspond a` 1 V.
 Syste`me de ge´ne´ration et d’acquisition de signaux
Deux syste`mes d’acquisition sont utilise´s pour l’acquisition des donne´es.
Le premier syste`me est de´die´ aux pots vibrants #1 et #2. Il s’agit de la carte NI PCIe-6343
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de´veloppe´e par National Instruments
TM
. Les signaux sont ge´ne´re´s et acquis via une interface
de´veloppe´e par l’entreprise sous le logiciel LabVIEW.
Le deuxie`me syste`me est utilise´ pour la source vibrante #3. Il est base´ sur la carte NI PCI-
6221 (37 broches) de National Instruments
TM
e´galement. Toutefois, le logiciel Matlab R©
est utilise´ pour la ge´ne´ration et l’acquisition des signaux graˆce a` son outil temps-re´el xPC
Target
TM
. Ce changement de syste`me d’acquisition est ne´cessaire pour eˆtre en mesure d’im-
planter les lois de controˆle par la suite.
4.5 Mode`les mathe´matiques des pots vibrants
4.5.1 Mode`le ge´ne´ral du pot vibrant
Le mode`le de la figure 4.10 propose´ par (Lang et Snyder, 2001) de´crit les transferts entre
les parties physiques qui constituent le pot vibrant. Les indices « D, T, C et B » re´fe´rent
respectivement a` l’e´chantillon (Device), la table du pot vibrant (Table), la bobine (Coil) et
le corps de la structure (Body). Les masses Mi formant le syste`me sont relie´es entre elles par
les ressorts Ki et les amortisseurs Ci.
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is recognized as being elastic rather than rigid. This is mod-
eled by treating the coil and table as separate masses connected
The performance envelope of an electrodynamic shaker sys-
tem is strongly influenced by three modes of vibration and the
voltage/current capacities of the power amplifier that drives
it. Other limiting factors are the designed stroke (displace-
ment) of the table, the moving mass and the total mass of the
shaker, the thermal power limit (i2R) of the coil and the stress
safety factor of the armature. This article will discuss a basic
electromechanical shaker model, how to determine Maximum
Drive performance for sinusoidal testing, the merits of pneu-
matic load-leveling suspensions and the often overlooked side
effects of shaker isolation. It will also examine system perfor-
mance from a power perspective and resent a simp e means
of estimating maximum system performance.
The structure of an electrodynamic shaker bears some resem-
blance to a common loudspeaker but is more robust. At the
heart of the shaker is a coil of wire, suspended in a fixed ra-
dial magnetic field. When a current is passed through this coil,
an axial force is produced in proportion to the current and this
is transmitted to a table structure to which the test article may
be affixed.
Figure 1 shows the magnetic circuit used to create the intense
magnetic field required by the shaker. A permeable (ferrous)
inner pole piece transmits flux from one end of an axially
magnetized permanent magnet or electromagnet, say, the North
face. A permeable “back structure” conducts flux from the
opposite pole of the magnet to a permeable disk with a hole in
its center surrounding the inner pole piece. This creates a ra-
dial flux field in the air gap between the round face of the
North-polarized inner pole piece and the round hole in South-
polarized outer pole piece. The air-gap between these pole
pieces is minimized to reduce the reluctance of the magnetic
circuit thus maximizing the intensity of the fixed magnetic
field.
The force provided by the machine is proportional to the
magnetic flux passing through the coil, to the current flowing
through the coil and to the length of wire within the flux field.
In general, shaker coils use heavier conductors than speakers
so that they may accommodate heavier currents.
The coil, coil form and table structure combination is called
the armature assembly. The test object is rigidly mounted to
the armature assembly. Some shakers have interchangeable
armatures, providing a small table for high-g testing of light
objects and a large table for mounting heavy objects. In older
designs, the coil is wound around the outer diameter of a stiff,
thin-walled tube. Modern armature designs typically use ep-
oxy bonding techniques to affix a rigid epoxy-stabilized coil
to a light magnesium table structure.
The armature must be accurately centered in the narrow gap
between the inner and outer poles. It must be allowed to move
axially while being restrained from all other motions. This is
accomplished by a soft elastic suspension system. In small
shakers, a pierced compliant disk provides radially distributed
cantilevers between the load table and the shaker body. In larger
units, guide rollers support and center the armature while sepa-
rate elastomeric shear elements provide the axial compliance.
This compliant connection between the armature assembly
and the shaker body forms an obvious spring/mass/damper
vibration system with one degree-of-freedom. Here, the test
object and armature assembly move together, relative to the
shaker body. Adding two more degrees-of-freedom completes
the shaker mechanical model. Firstly, the armature structure
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Figure 1. Soft iron pole pieces bend and concentrate almost all of the
magnetic field into a very narrow gap. The armature coil is centered in
this gap using support flexures (for small shakers) or rollers (for large
shakers). Significant compliant connections include the support flex-
ures, the isolation mounts and the connection between the coil and the
Load Table
Figure 2. The mechanical and electrical parts of a shaker are cross-
coupled. The mechanical system is excited by a force proportional to
electrical current, while the electrical circuit is excited by an internal
voltage (back-emf) proportional to mechanical velocity. The amplifier
drives the electrical circuit providing an external voltage e and current
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Figu e 4.10 Mode`les m´canique t e´lectrique du pot vibrant, tire´s de (Lang et Snyder, 2001)
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Les e´quations de ce syste`me sont les suivantes :
MC 0 0 0
0 MT + MD 0 0
0 0 MB 0
0 0 0 0


X¨C
X¨T
X¨B
0
+

CC −CC 0 0
−CC CC + CS −CS 0
0 −CS CB + CS 0
k2 0 −k2 L


X˙C
X˙T
X˙B
di
dt

+

KC −KC 0 −k1
−KC KC + KS −KS 0
0 −KS KB + KS 0
0 0 0 R


XC
XT
XB
i
 =

0
0
0
e

(4.18)
La fonction de transfert reliant le de´placement xT par rapport a` l’e´quilibre et la tension e
applique´e a` l’entre´e du pot vibrant est d’ordre 7. On remarque aussi que ce mode`le de´taille´
fait appel a` diffe´rentes valeurs de parame`tres physiques qui ne sont pas fournies dans les fiches
techniques des pots vibrants. Cependant, on peut faire certaines hypothe`ses afin d’avoir des
mode`les plus simples pour commencer l’identification.
4.5.2 Mode`les simplifie´s du pot vibrant
 Mode`le a` deux degre´s de liberte´
Afin de re´duire l’ordre du mode`le en 4.18, nous conside´rons que la base du pot vibrant est
fixe. En effet, cette hypothe`se est valable vu que la source vibrante est installe´e sur un support
fixe, isole´ des vibrations environnantes. D’autre part, la dynamique de la partie e´lectrique
peut eˆtre ne´glige´e par rapport a` la dynamique ge´ne´rale du syste`me me´canique.
Base´ sur ces deux hypothe`ses, le mode`le trouve´ est d’ordre 4 et sa fonction de transfert est
la suivante :
xT
e
=
N1(s)
D1(s)
, (4.19)
ou`
N1(s) = k1 (CCs+KC)
D1(s) = MC(MT +MD)s
4 + [MC (CS + CC) + CC (MT +MD) + k1k2 (MT +MD)] s
3
+
[
MC (KS +KC) + CC (CC + CS) +KC (MT +MD)− C2C + k1k2 (CC + CS)
]
s2
+ [CC (KS +KC) +KC (CC + CS) + k1k2 (KC +KS)− 2CCKC ] s+KCKS
 Mode`le a` un degre´ de liberte´
Le mode`le le plus simple pouvant eˆtre utilise´ est celui d’un syste`me classique du deuxie`me
ordre compose´ d’une masse M , d’un ressort K et d’un amortisseur C (Lang, 1997). Le syste`me
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est soumis a` une tension en entre´e u(t) et le de´placement x de la masse est la seule mesure
disponible.
x
K C
( )u t
M
Figure 4.11 Mode`le dynamique du pot vibrant a` 1 degre´ de liberte´
La structure de la figure 4.11 est obtenue graˆce aux deux suppositions suivantes. Tout
d’abord, le lien de contact entre la table du pot vibrant et sa bobine est conside´re´ rigide et
par conse´quent elles peuvent eˆtre repre´sente´es comme une seule masse. Ensuite, le support
du pot vibrant e´tant fixe, il permet d’annuler les effets de l’interaction du sol avec la base de
la source vibrante.
L’e´quation du mouvement qui re´git ce syste`me est :
Mx¨+ Cx˙+Kx = u (4.20)
qui conduit a` la fonction de transfert suivante :
X(s)
U(s)
=
1
M
s2 +
C
M
s+
K
M
(4.21)
L’e´quation 4.21 sera conside´re´e comme le premier choix de structure lors de l’identification.
Elle sera adopte´e si les re´sultats trouve´s sont valide´s sinon on augmentera le degre´ du syste`me
jusqu’a` ce que nous convergions vers de bons parame`tres.
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4.6 Mode`le du pot vibrant #1
4.6.1 Analyse et traitement des mesures expe´rimentales
 Protocole expe´rimental
Afin de faire l’acquisition des donne´es ne´cessaires a` l’identification, des porte-e´chantillons
de masses diffe´rentes sont visse´es sur la table du pot vibrant. Elles sont ensuite soumises a`
des vibrations de type Transient a` plusieurs fre´quences. Les tableaux 4.4 et 4.5 montrent
respectivement les masses 6 et les fre´quences utilise´es sur le premier pot vibrant.
Tableau 4.4 Masses utilise´es : pot vibrant #1
M1 38.01 g
M2 58.91 g
M3 87.65 g
M4 121.39 g
M5 141.60 g
M6 160.12 g
Tableau 4.5 Fre´quences utilise´es : pot vibrant #1
f1 300 Hz
f2 400 Hz
f3 500 Hz
f4 600 Hz
f5 700 Hz
f6 800 Hz
 Traitement des donne´es
Le bruit dans les donne´es recueillies devient de plus en plus important lorsque la masse et
la fre´quence augmentent ce qui nuit aux performances des algorithmes d’identification. Nous
avons alors lisse´ les courbes a` l’aide d’une moyenne mobile pour pre´server la meˆme dynamique
que le syste`me re´el et diminuer les variations cause´es par le capteur de de´placement. Les
figures 4.12a et 4.12b illustrent cela.
6. Les donne´es de la masse M4 sont utilise´es lors de l’e´tape de validation et non celle d’identification.
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Figure 4.12 Pot vibrant #1 : exemple de lissage des donne´es
4.6.2 Parame`tres identifie´s
 Choix de la structure
La structure choisie pour le pot vibrant #1 est de type ARMAX d’ordre 2 suite a` l’analyse
suivante :
1. La premie`re phase consiste a` tester les diffe´rentes structures de´crites pre´ce´demment
(voir §4.2.2). Au terme de cette e´tape, les deux structures ARMAX et BJ ge´ne`rent les
erreurs de pre´diction les plus faibles et sont donc retenues.
2. La deuxie`me phase est le choix de l’ordre de la structure. En se basant sur les mode`les
mathe´matiques propose´s plus toˆt, les structures ARMAX et BJ d’ordre 4 sont utilise´es.
Leurs re´sultats convergent vers les meˆmes parame`tres. De ce fait, nous privile´gions
la structure ARMAX a` BJ car elle permet d’avoir les meˆmes re´sultats avec moins de
parame`tres a` calculer.
3. Enfin, il est possible de diminuer l’ordre du mode`le passant d’un ordre 4 a` un ordre
2 sans modifier son comportement temporel. Cette approximation permet de conclure
que la repre´sentation du mode`le du pot vibrant #1 est similaire a` celle de la figure 4.11,
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c’est a` dire 7 :
G1(s) =
a11
s2 + b12s+ b13
(4.22)
Elle est obtenue en transformant la fonction de transfert du domaine discret au domaine
continu en utilisant un bloqueur d’ordre ze´ro a` travers la fonction d2c de Matlab R©.
Il reste alors a` identifier les parame`tres aij et bij pour chacune des masses pour ensuite tracer
leurs variations en fonction des masses des porte-e´chantillons.
 Mode`le identifie´
Vu que les masses fixe´es sur le pot vibrant varient, le de´placement re´sultant change e´gale-
ment. L’ide´e est donc d’identifier pour chaque masse les parame`tres de la fonction de trans-
fert 4.22. Cette proce´dure est re´pe´te´e pour chaque fre´quence d’entre´e afin d’e´tudier la conver-
gence des re´sultats.
Enfin, le re´sultat est trace´ en fonction de la masse, ce qui nous permettra d’interpoler
l’e´volution de tous les parame`tres identifie´s par rapport au masses des porte-e´chantillons uti-
lise´s.
Le premier e´le´ment identifie´ est le parame`tre a11. L’analyse des re´sultats de l’identification
montre qu’il de´croˆıt en fonction de la masse comme le montre la figure 4.13.
La variation de a11 en fonction de la masse est alors :
a11(M) =
(−5.7290× 107)M3 +(2.4350× 107)M2 +(−3.724× 106)M +2.52×105 (4.23)
7. Les indices des parame`tres a et b sont attribue´s selon le pot vibrant e´tudie´ (premier indice) et leurs
ordres dans la fonction de transfert (deuxie`me indice). Par exemple, b12 est le deuxie`me parame`tre du de´no-
minateur du pot vibrant #1
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Figure 4.13 Re´sultats d’identification du parame`tre a11
On proce`de de la meˆme fac¸on pour b12 et b13. Les figure 4.14 et4.15 pre´sentent les courbes
pour lesquelles on de´duite que :
b12(M) =
(−4.4325× 104)M3 + (2.2473× 104)M2 + (−4.1× 103)M + 3.3× 102 (4.24)
b13(M) =
(−7.4× 107)M3 + (2.9× 107)M2 + (−4× 106)M + 2.5× 105 (4.25)
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Figure 4.14 Re´sultats d’identification du parame`tre b12
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Figure 4.15 Re´sultats d’identification du parame`tre b13
41
Les re´sultats nume´riques de l’identification qui ont permis de tracer les figures ci-haut
sont compile´s dans les tableaux B.1, B.2, B.3 de l’annexe B.1.
 Validation des re´sultats
Lors de cette e´tape, le mode`le de´veloppe´ plus haut est valide´ en comparant sa simu-
lation temporelle aux mesures expe´rimentales de la masse M4. Ces donne´es expe´rimentales,
pour la masse M4, ces donne´es expe´rimentales n’ayant pas e´te´ utilise´es lors de l’identification.
On remarque que le mode`le reprend fide`lement les mesures expe´rimentales malgre´ la
pre´sence d’un le´ger de´phasage comme le montrent les figures 4.16 et 4.17.
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Figure 4.16 Validation du mode`le du pot vibrant #1 pour M4 a` la fre´quence f2
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Figure 4.17 Validation du mode`le du pot vibrant #1 pour M4 a` la fre´quence f4
Une autre fac¸on de valider le mode`le est l’analyse de l’erreur de pre´diction. La figure 4.18
montre un exemple des re´sultats obtenus pour la masse M1 ou` l’on constate que l’erreur de
pre´diction est grande au de´but de l’identification puis tend vers sa valeur minimale lorsque
les points de mesures augmentent. Cette e´tape de validation est ve´rifie´e pour toutes les autres
masses.
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Figure 4.18 Erreurs de pre´diction relatives a` la masse M1
Suite a` ces deux e´tapes, nous pouvons conclure que le mode`le e´tabli repre´sente la source
vibratoire #1 et sera la base de la conception des lois de commande qui permettront l’atteinte
des objectifs.
4.7 Mode`le du pot vibrant #2
Nous avons proce´de´ de fac¸on similaire pour l’identification du mode`le du pot vibrant #2 8.
 Protocole expe´rimental
Le meˆme protocole expe´rimental a e´te´ suivi pour les masses et les fre´quences pre´sente´es
aux tableaux 4.6 et 4.7 :
8. Voir § 4.6.
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Tableau 4.6 Masses utilise´es : pot vibrant #2
M1 35.2 g
M2 52.9 g
M3 75.2 g
M4 106.5 g
M5 129.9 g
M6 138.4 g
Tableau 4.7 Fre´quences utilise´es : pot vibrant #2
f1 100 Hz
f2 200 Hz
f3 300 Hz
f4 400 Hz
f5 500 Hz
f6 600 Hz
f7 700 Hz
f8 800 Hz
 Traitement des donne´es
Nous remarquons aussi que dans ce deuxie`me cas d’e´tude le bruit de mesure est significatif
lorsque la masse et la fre´quence augmentent. Nous utilisons, donc, une moyenne mobile afin de
lisser les re´ponses temporelles enregistre´es avant de commencer le processus d’identification.
Les figures 4.19a et 4.19b pre´sentent des exemples des re´sultats obtenus :
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Figure 4.19 Pot vibrant #2 : exemple de lissage des donne´es
 Re´sultats de l’identification
Le choix de la structure du mode`le est base´ sur la meˆme approche que celle utilise´e dans
le cas du premier pot vibrant et la fonction de transfert adopte´e au final est la suivante :
G2(s) =
a21
s2 + b22s+ b23
(4.26)
Il reste donc a` trouver les diffe´rents parame`tres pour chacune des masses et fre´quences utili-
se´es. Au terme de l’identification, nous constatons que les parame`tres convergent uniquement
pour les masses M1 a` M4 et aux fre´quences allant de f1 a` f5.
Une premie`re explication est la possibilite´ que le choix de la structure du mode`le n’est
pas ade´quat. Nous avons donc teste´ diffe´rentes structures avec des degre´s diffe´rents mais le
constat est le meˆme ; les parame`tres ne pre´sentent pas des variations uniformes selon la masse
et la fre´quence utilise´es.
Enfin, nous avons trouve´ que le pot vibrant pre´sente un de´faut de fabrication. La teˆte du
pot vibrant se de´place de fac¸on verticale telle que de´sire´e mais aussi de fac¸on late´rale ce qui
fausse bien e´videmment les mesures du capteur de de´placement. Ce pot vibrant ne sera pas
utilise´ pour le de´veloppement des lois de commande.
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Toutefois, nous pre´sentons les graphes des parame`tres en fonction de la masse qui ont
converge´s apre`s identification (figures 4.20, 4.21 et 4.22). Les re´sultats pour toutes les masses
et fre´quences se trouvent dans les tableaux B.4, B.5 et B.6 de l’annexe B.2.
0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 0.11
1
1.5
2
2.5
3
3.5
x 105
masse(kg)
Le
 p
ar
am
èt
re
 a
21
 
 
 
fi
Figure 4.20 Re´sultats d’identification du parame`tre a21
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Figure 4.21 Re´sultats d’identification du parame`tre b22
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Figure 4.22 Re´sultats d’identification du parame`tre b23
On constate qu’un mode`le initial peut eˆtre de´duit pour ce genre de pot vibrant en se
basant sur les figures ci-haut. En effet, les parame`tres ont tendance a` de´croˆıtre avec la masse
presque de la meˆme manie`re que les parame`tres du pot vibrant #1, ce qui laisse supposer
qu’on pourrait avoir a` peu pre`s les meˆmes approximations.
4.8 Mode`le du pot vibrant #3
4.8.1 Analyse et traitement des mesures expe´rimentales
 Protocole expe´rimental
Le syste`me d’acquisition de donne´es initial utilise´ pour les deux premiers pots vibrants
est remplace´ par une nouvelle carte d’acquisition comme nous l’avons de´ja` mentionne´ plus
haut 9.
En outre, Le logiciel ne´cessaire pour la ge´ne´ration et le traitement des donne´es est substitue´9
par Matlabr. Ce changement nous procure plus de flexibilite´ dans la ge´ne´ration des signaux
de commande.
9. voir pp. 30
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Les masses des quatre porte-e´chantillons sont pre´sente´s dans le tableau 4.8 :
Tableau 4.8 Masses utilise´es : pot vibrant #3
M1 62.4 g
M2 79.9 g
M3 115.3 g
M4 135.9 g
Vu que nous pouvons maintenant choisir nous-meˆmes l’entre´e a` tester sur le pot vibrant,
nous de´cidons d’appliquer un e´chelon au syste`me qui est un signal plus riche en contenu
fre´quentiel que le signal Transient. Toutefois, les donne´es expe´rimentales du de´placement du
pot vibrant pour une entre´e Transient ou Blackman a` diffe´rentes fre´quences sont utilise´es
dans la validation du mode`le identifie´ a` la fin.
 Analyse des donne´es
Les re´ponses du syste`me pour une entre´e e´chelon d’amplitude 0.5 V ainsi que pour une
entre´e transient de 10 Hz sont pre´sente´es aux figures 4.23a et 4.23b respectivement :
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Figure 4.23 Pot vibrant #3 : de´placement de la masse M2
On remarque, premie`rement, que le rapport signal a` bruit est grand pour les deux types
de signaux d’entre´e ce qui nous e´vite le filtrage ou le lissage des donne´es expe´rimentales.
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Deuxie`mement, le capteur laser affiche un offset dans la mesure du de´placement. Cette
valeur doit eˆtre soustraite avant d’appliquer l’algorithme d’identification sur les donne´es re´-
colte´es.
Finalement, le comportement ge´ne´ral du troisie`me pot vibrant est diffe´rent des deux
premiers. Tout d’abord, le pot vibrant revient a` sa position de repos meˆme si une tension
continue est encore applique´e a` son entre´e. On conclut donc que le syste`me posse`de au moins
un de´rivateur introduit par l’amplificateur audio pour prote´ger les syste`mes tels que les haut-
parleurs 10. Ensuite, dans la re´ponse au signal Transient, le pot vibrant ne se de´place pas de
la meˆme manie`re que les deux premie`res sources vibrantes ; la structure du mode`le se doit
par conse´quent d’eˆtre diffe´rente dans ce troisie`me cas.
4.8.2 Parame`tres identifie´s
 Structure du mode`le
La structure que nous avons choisie est celle d’un syste`me avec deux degre´s de liberte´
de´crit par le syste`me d’e´quation 4.18. C’est une structure d’ordre 4 avec un ze´ro au nume´ra-
teur. On ajoutera aussi un de´rivateur suite a` la remarque faite pre´ce´demment :
G3(s) =
a31s
2 + a32s
s4 + b32s3 + b33s2 + b34s+ b35
(4.27)
 Mode`le identifie´
Nous proce´dons toujours de la meˆme fac¸on qui est d’estimer les parame`tres aij et bij
pour chacun des porte-e´chantillons pour ensuite tracer leur e´volution en fonction de la masse.
Toutefois, une e´tape est ajoute´e dans notre e´tude ou` l’on re´alise la meˆme expe´rience plusieurs
fois afin de s’assurer que les parame`tres convergent vers leur valeur re´elle. Une fois cette e´tape
valide´e, la combinaison des re´sultats de ces expe´riences est trace´e en fonction de la masse des
quatre porte-e´chantillons 11.
Les parame`tres identifie´s a31 et a32 de´croissent en fonction de la masse tel que le montre
la figure 4.24. La variation de a31 en fonction de la masse est approxime´e par l’e´quation
suivante :
a31(M) =
(
1.46× 107)M2 + (−4.71× 106)M + 5.89× 105 (4.28)
10. La caracte´risation du haut-parleur nous a permis de confirmer cela
11. La re´ponse a` un e´chelon est re´alise´e cinq fois sur le pot vibrant pour chacune des quatre masses.
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De la meˆme fac¸on le parame`tre a32 est approxime´ par :
a32(M) =
(−6.51× 106)M + 1.62× 106 (4.29)
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(b) Le parame`tre a32
Figure 4.24 Parame`tres identifie´s du nume´rateur de G3
Au niveau du de´nominateur, les re´sultats obtenus sont ceux pre´sente´s a` la figure 4.25 et
les approximations pour chacun des parame`tres bij sont :
b32 =
(
2.26× 104)M2 + (−7.27× 103)M + 965 (4.30)
b33 =
(
2.31× 106)M2 + (−9.81× 105)M + 1.58× 105 (4.31)
b34 =
(
1.25× 108)M2 + (−5.25× 107)M + 8.27× 106 (4.32)
b35 =
(
1.66× 109)M2 + (−8.08× 108)M + 1.37× 108 (4.33)
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(b) Le parame`tre b33
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(c) Le parame`tre b34
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(d) Le parame`tre b35
Figure 4.25 Parame`tres identifie´s du de´nominateur de G3
On constate que les parame`tres varient en fonction de la masse du porte-e´chantillon teste´.
De plus, les re´sultats des cinq expe´riences pour la meˆme masse et la meˆme entre´e convergent,
en moyenne, vers le meˆme re´sultat.
Les re´sultats nume´riques qui ont permis de tracer les figures pre´ce´dentes sont liste´s dans
l’annexe B.3.
 Validation du mode`le
Pour valider notre mode`le, nous allons utiliser les donne´es expe´rimentales recueillies pour
des entre´es de type Transient et Blackman a` diffe´rentes fre´quences et masses.
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Les re´sultats de validation avec la premie`re masse sont pre´sente´s a` la figure 4.26 et on re-
marque que le mode`le reproduit le meˆme de´placement que celui obtenu lors de l’expe´rience
pour les deux entre´es Transient et Blackman a` diffe´rentes gammes fre´quentielles.
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(b) Entre´e Blackman a` 10 Hz
0.2 0.4 0.6 0.8 1 1.2
−1.5
−1
−0.5
0
0.5
1
Temps (s)
D
ep
la
ce
m
en
t (m
m)
 
 
Données expérimentales
Simulation du modèle
(c) Entre´e Transient a` 50 Hz
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(d) Entre´e Transient a` 100 Hz
Figure 4.26 Validation du mode`le G3 pour la masse M1
La meˆme conclusion que pour le test de validation de la masse M1 est retenue pour la
masse M4 (voir figure 4.27).
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(a) Entre´e Transient a` 10 Hz
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(b) Entre´e Blackman a` 10 Hz
Figure 4.27 Validation du mode`le G3 pour la masse M4
La re´ponse fre´quentielle de la figure 4.28 valide e´galement notre mode`le pour les fre´quences
allant de 5 Hz jusqu’a` 200 Hz. Les donne´es utilise´es pour tracer cette figure se trouvent dans
le tableau B.13 de l’annexe B.4.
101 102 103 104
−60
−50
−40
−30
−20
−10
0
10
20
G
ai
n 
(dB
)
 
 
pulsation  (rad/s)
G3
Données expérimentales
Figure 4.28 Validation du mode`le G3 par la re´ponse fre´quentielle – Masse M2
Suite a` ces tests de validation et de comparaison, nous concluons que le mode`le G3(s)
de´crit assez fide`lement le comportement ge´ne´ral du pot vibrant #3 et sera celui utilise´ pour
la conception des controˆleurs pour assurer l’asservissement de la source vibrante #3.
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4.9 Conclusion
Nous avons pre´sente´ dans ce chapitre l’identification des parame`tres des pots vibrants
utilise´s dans ce projet. Les mode`les obtenus pour les pots vibrants #1 et #3 ont e´te´ valide´s
sur de nouvelles donne´es expe´rimentales. En revanche, le mode`le du pot vibrant #2 n’a pu
eˆtre e´tabli a` cause de la divergence des re´sultats d’identification ; un de´faut de fabrication
engendrait en effet un de´placement late´ral en plus du de´placement vertical.
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CHAPITRE 5
Conception des controˆleurs
Les mode`les identifie´s et valide´s des pots vibrants #1 et #3 sont utilise´s dans ce chapitre
pour la conception de lois de commande a` des fins de poursuite des trois signaux de re´fe´rences
de´crits dans le chapitre 2.
Ce chapitre est divise´ en trois parties. On commence par un rappel the´orique des me´thodes
de synthe`se H∞ et H∞ structure´e et des me´thodes d’analyse via les applications gardiennes
et la µ-analyse. Pour chacune de ces me´thodes, on incorpore un exemple d’utilisation ou` l’on
de´crit les commandes utilise´es.
La deuxie`me partie du chapitre concerne le de´veloppement et les re´sultats de trois lois de
commande pour les deux pots vibrants. On commence par un correcteur classique, soit un
correcteur a` retard de phase, et on enchaˆıne ensuite par un correcteur robuste plus e´volue´ via
la synthe`se H∞. Le choix de ce type de commande est motive´ par les variations des masses
du porte-e´chantillon du syste`me. Toutefois, nous n’avons aucun controˆle sur la structure du
correcteur ce qui nous ame`ne aussi a` l’utilisation de la synthe`se H∞ structure´e. Pour chacun
des trois correcteurs, on pre´sente les re´sultats obtenus pour une entre´e Transient a` 10 Hz.
Par expe´rience, ce signal est le plus difficile a` controˆler.
On finit dans la troisie`me partie par une analyse des performances atteintes par chacun des
controˆleurs. On y pre´sente les fre´quences limites pour lesquelles on n’arrive plus a` poursuivre
le signal de re´fe´rence. On y pre´sente e´galement les re´sultats de l’analyse de la robustesse des
performances par l’interme´diaire des applications gardiennes et de la µ-analyse.
5.1 Rappels the´oriques
5.1.1 Synthe`se H∞
 Pre´sentation du proble`me H∞ standard
La norme H∞ d’une fonction de transfert G(s) stable est :
||G(s)||∞ = sup
ω
σ [G(jω)] (5.1)
La synthe`se H∞ permet de concevoir des controˆleur a` des fins de stabilisation et de re´jec-
tion de perturbations. Le sche´ma correspondant au proble`me standard est le suivant (Alazard
et al., 1999, chap. 4) :
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( )K s
( )P s z
yu
w
Figure 5.1 Proble`me H∞ standard
Le syste`me augmente´ P (s) inclut les fonctions de ponde´ration et mode´lise les transferts
entre les entre´es w et u et les sorties z et y :[
Z(s)
Y (s)
]
= P (s)
[
W (s)
U(s)
]
=
[
P11(s) P12(s)
P21(s) P22(s)
][
W (s)
U(s)
]
(5.2)
ou` :
– w repre´sente les entre´es exoge`nes : signaux de re´fe´rence, bruits, perturbations ;
– u repre´sente les commandes du syste`me ;
– z repre´sente les signaux re´gule´s ;
– y repre´sente les signaux mesure´s.
Si on reboucle le syste`me a` l’aide de la loi de commande u = K(s)y, alors la matrice de
transfert entre les signaux d’entre´e w et les signaux de sortie z est donne´e par (Transformation
Fractionnaire Line´aire (LFT 1) infe´rieure) :
Tzw(s) = Fl(P (s), K(s)) = P11(s) + P12(s)K(s)(I − P22(s)K(s))−1P21(s) (5.3)
Cette repre´sentation permet la formulation mathe´matique du proble`me H∞ de la fac¸on sui-
vante (Alazard et al., 1999, p.100), (Zhou et Doyle, 1998, p.269-270) :
• Proble`me H∞ Optimal :
Minimiser ||Fl(P (s), K(s))||∞ sur l’ensemble des compensateurs qui stabilisent le sys-
te`me de manie`re interne.
1. Linear Fractional Transformation
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Le minimum est appele´ γopt. Il est cependant moins difficile de re´soudre la version
sous-optimale correspondante :
• Proble`me H∞ Sous-Optimal :
E´tant donne´ γ > 0, trouver un correcteur K(s) internement stabilisant tel que
||Fl(P (s), K(s))||∞ < γ.
 Re´solution du proble`me H∞
Il existe plusieurs me´thodes pour re´soudre le proble`meH∞ standard. L’approche propose´e
par (Doyle et al., 1989), qui est base´e sur les variables d’e´tat, est la me´thode la plus utilise´e
et la mieux adapte´e au calcul nume´rique. Les hypothe`ses utilise´es et les de´tails des e´tapes
de re´solution du proble`me sont pre´sente´s dans (Alazard et al., 1999, §4.2) et (Zhou et Doyle,
1998, chap. 14).
Nous utilisons la fonction hinfsyn de la Robust Control Toolbox
TM
de Matlab R© pour la
synthe`se du controˆleur (MathWorks R©, 2012a). On passe a` cette fonction comme arguments
le syste`me augmente´ P (s) (incluant les fonctions de ponde´ration), les dimensions de y et u
puis elle retourne le controˆleur synthe´tise´ K(s) et la fonction de transfert en boucle ferme´e
Tzw(s) ainsi que le γopt trouve´. L’exemple 5.1 ci-apre`s illustre son utilisation.
 Choix des fonctions de ponde´ration
Une e´tape essentielle dans la synthe`se H∞ est le choix des filtres de ponde´ration ainsi
que la structure ge´ne´rale de synthe`se. Il n’existe pas de me´thodes syste´matiques pour faire ce
choix mais on trouve certaines directives en litte´rature qui fournissent des points de de´part
selon la nature du proble`me a` re´soudre (Zhou et Doyle, 1998, §6.3),(Alazard et al., 1999,
§4.3.2) et (Duc et Font, 1999, §2.5.3).
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Dans notre projet, nous avons adopte´ le sche´ma de synthe`se suivant :

 ( )K s
1( )W s 2 ( )W s
3( )W s

 ( )iG s
Consigne
Contrôleur
Déplacement
(mm)
Pot vibrant
Figure 5.2 Sche´ma de synthe`se H∞
Cette structure nous permet de ponde´rer les diffe´rents transferts S, KS, SGi et KSGi
a` travers les fonctions W1, W2 et W3. Le proble`me H∞ qui en de´coule est de trouver un γ
positif et un correcteur K(s) qui stabilise le syste`me en boucle ferme´e tout en respectant les
4 conditions suivantes :
||W1S||∞ < γ
||W2KS||∞ < γ
||W1W3SGi||∞ < γ
||W2W3KSGi||∞ < γ
(5.4)
Ou` :
– S(s) 2 est la fonction de sensibilite´, i.e. le transfert entre la consigne et l’erreur ;
– W1(s) repre´sente la fonction de ponde´ration sur l’erreur de poursuite ;
– W2(s) repre´sente la fonction de ponde´ration sur l’effort de commande ;
– W3(s) repre´sente la fonction de ponde´ration sur la perturbation a` l’entre´e du pot vibrant
et le bruit de la commande ;
– Gi(s) repre´sente la fonction de transfert du pot vibrant.
2. Son expression est : S(s) =
1
1 + K(s)Gi(s)
59
L’e´tape suivante est la se´lection des fonctions de ponde´ration. C’est une e´tape qui com-
porte plusieurs ite´rations et re´glages avant de trouver les bonnes valeurs. Par exemple, les
signaux de re´fe´rence sont ge´ne´ralement aux basses fre´quences alors que le bruit et les dy-
namiques ne´glige´es apparaissent aux hautes fre´quences. On peut dans ce cas chercher une
fonction de sensibilite´ S(s) faible en basses fre´quences et une fonction de sensibilite´ com-
ple´mentaire T (s) 3 faible en hautes fre´quences et ainsi de suite (Bibel et Malyevac, 1992).
Exemple 5.1 (Proble`me de sensibilite´ mixte (Alazard et al., 1999))
On de´finit d’abord le syste`me nominal et les fonctions de ponde´ration. Ensuite, le syste`me
augmente´ est baˆti via la commande augw. On passe ensuite ce mode`le augmente´ comme
argument a` la fonction hinfsyn qui retourne le controˆleur synthe´tise´ K, le syste`me en boucle
ferme´e CL et le seuil γopt final. D’autres arguments peuvent eˆtre ajoute´s comme le nombre de
mesures, la tole´rance, etc.
Le code suivant illustre cette proce´dure pour le proble`me de sensibilite´ mixte. On peut aussi
choisir d’autre signaux a` ponde´rer comme le bruit a` l’entre´e du syste`me, la consigne, etc. 
% Exemple Matlab de d ’ u t i l i s a t i o n de h in f syn
G = . . . % l e systeme nominal
W1 = . . . % Ponderation sur l ’ e r r e u r
W2 = . . . % Ponderation sur l ’ e f f o r t de commande
W3 = . . . % Ponderation sur l a s o r t i e
P=augw (G , W1 , W2 , W3 ) ;
[ K , CL , GAM ]=hinfsyn ( P ) ;
 	
5.1.2 Synthe`se H∞ structure´e
L’inconve´nient majeur de la synthe`se H∞ est l’ordre du controˆleur qui est le meˆme que
celui du syste`me augmente´ (syste`me + ponde´rations). En ge´ne´ral, le controˆleur doit eˆtre
re´duit pour pouvoir l’implanter. Pour ce faire, des me´thodes de re´duction ont e´te´ de´veloppe´es
et sont pre´sente´es dans (Zhou et Doyle, 1998, chap. 15).
Une alternative est d’utiliser la synthe`se H∞ structure´e, pre´sente´e dans (Apkarian et
Noll, 2006), qui permet d’avoir directement un controˆleur d’ordre re´duit. L’avantage de cette
me´thode est qu’on peut choisir la structure du controˆleur qu’on souhaite concevoir. On peut
e´galement fixer certains parame`tres et laisser d’autres libres.
La forme standard pour la synthe`se H∞ structure´e est celle de la figure 5.3. P (s) contient le
3. T (s) est la fonction de transfert entre la sortie et la re´fe´rence.
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mode`le du syste`me et tous les parame`tres fixes de la partie controˆle et le controˆleur structure´
C(s) contient tous les parame`tres a` ajuster.
1( ) 0
0 ( )N
K s
K s
 
 
 
 
 
( )P s z
yu
w
Figure 5.3 Sche´ma de synthe`se H∞ structure´e
Le proble`me H∞ structure´ revient a` trouver les parame`tres libres du correcteur K(s) :=
Diag(K1(s), . . . , KN(s)) qui stabilisent le syste`me en boucle ferme´e de manie`re interne et
assure que ||H(s) = Fl(P (s),Diag(K(s), . . . , K(s)))||∞ < 1 (Gahinet et Apkarian, 2011).
La re´solution du proble`me H∞ structure´ fait appel aux techniques d’optimisation non-
lisse (Apkarian et Noll, 2006, 2007).
L’algorithme de re´solution est implante´ dans la fonction hinfstruct du Robust Control
Toolbox
TM
de Matlab R©. On fixe la structure du controˆleur en utilisant des mode`les de cor-
recteur pre´de´finis ou en choisissant manuellement les parame`tres fixes et ajustables. On peut
e´galement synthe´tiser un controˆleur pour plusieurs mode`les. L’article (Gahinet et Apkarian,
2011) pre´sente la manie`re d’utiliser cette fonction sous Matlab R© a` l’aide d’un exemple sur
un avion supersonique. Plusieurs autres exemples d’utilisation se trouvent e´galement dans
(Apkarian, 2013).
Exemple 5.2 (Utilisation de la fonction hinfstruct)
Dans l’ensemble, son utilisation est similaire a` hinfsyn. La diffe´rence majeure est qu’on
peut choisir la structure et les parame`tres a` ajuster dans le controˆleur. On peut spe´cifier le
parame`tre a` ajuster et laisser d’autres parame`tres fixes. 
a = realp ( ’a’ , 1 0 ) ; % a e s t i n i t i a l i s e a 10
F = tf (a , [ 1 5 a ] ) ; % donne a /( sˆ2+5s+a ) : l e parametre a j u s t a b l e e s t ’ a ’
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On trouve e´galement des fonctions pre´de´finies comme : 
C1 = ltiblock . tf ( ’C1’ , 2 , 3 ) % 2 zeros , 3 po l e s
C2 = ltiblock . pid ( ’C2’ , ’pid’ ) ; % PID
C3 = ltiblock . pid ( ’C3’ , ’pi’ ) ; % PI
 	
Le code suivant pre´sente une manie`re d’utiliser hinfstruct 
G = tf ( [ 1 2 ] , [ 1 5 1 0 ] ) ; % modele
C = ltiblock . pid ( ’C’ , ’pid’ ) ; % PID
S = feedback (1 , G∗C ) ;
T = feedback ( G∗C , 1 ) ;
H0 = blkdiag ( wS ∗ S , wT ∗ T ) ; % wS et wT des f o n c t i o n s de ponderat ion
H = hinfstruct ( H0 ) ;
H . Blocks . C % a f f i c h e l e s ga ins du c o n t r o l e u r
 	
Du fait du caracte`re local de l’optimisation, on peut effectuer plusieurs synthe`ses a` partir de
valeurs choisies ale´atoirement. Pour cela, on ajoute en option multiples points de de´part pour
avoir de meilleurs solutions comme suit : 
op = hinfstructOptions ( ’RandomStart ’ , 2 ) ,
H = hinfstruct ( H0 , op ) ;
 	
5.1.3 Applications gardiennes
Les application gardiennes repre´sentent un outil pour l’e´tude de la stabilite´ ge´ne´ralise´e
de familles de matrices et de polynoˆmes ; elles ont e´te´ de´veloppe´es par (Saydy et al., 1990).
Les applications gardiennes sont de´finies par rapport a` un domaine Ω du plan complexe ou`
les valeurs propres des matrices ou les racines des polynoˆmes doivent eˆtre confine´es.
Notons tout d’abord l’ensemble de stabilite´ ge´ne´ralise´e S(Ω) :
S(Ω) = {A ∈ Rn×n : σ(A) ⊂ Ω} (5.5)
De´finition 5.1.1 (Saydy et al., 1990) Soit X l’ensemble des matrices carre´es re´elles de
dimension n et S un sous-ensemble ouvert de X . Soit ν une application de Rn×n dans C. On
dit que ν garde S si pour tout x ∈ S, on a :
ν(x) = 0⇐⇒ x ∈ ∂S (5.6)
On appelle alors ν une application gardienne pour S.
Quelques applications gardiennes usuelles sont pre´sente´es dans la figure 5.4. On distingue :
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– La stabilite´ Hurwitz qui consiste a` placer les poˆles dans le demi-plan gauche. Ce
domaine est garde´ par l’application gardienne suivante :
νH(A) = det(A I) det(A) (5.7)
ou`  de´signe le produit bialterne´ (voir (Ste´phanos, 1900) pour plus de de´tails).
– La marge de stabilite´ par rapport a` l’axe imaginaire. Elle est utile afin de garantir
une performance sur le temps de re´ponse du syste`me boucle´. Elle est garde´e par :
να(A) = det(A− αI) det((A− αI) I) (5.8)
– La stabilite´ par rapport a` l’amortissement ζ. On peut dans certains cas chercher un
amortissement minimum en boucle ferme´e. Pour ce faire, on confine les poˆles du syste`me
en boucle ferme´e dans le coˆne d’angle 2θ avec ζ = cos(θ). L’application gardienne
correspondante est donne´e par :
νζ(A) = det(A) det(A
2  I + (1− 2ζ2)A A) (5.9)
Re( )s
Im( )s
Re( )s
Im( )s
Re( )s
Im( )s
Hurwitz α 

2θ
Figure 5.4 Exemples d’applications gardiennes usuelles
La proce´dure pour la construction d’une application gardienne en ge´ne´rale est donne´e
dans (Saydy et al., 1990). Dans le cadre de notre e´tude, nous utilisons les re´sultats ci-haut
pour la construction des lieux de´sire´s afin d’assurer les performances souhaite´es en boucle
ferme´e. Par exemple, le domaine Ω a` garder de la figure 5.5 est obtenue en multipliant les
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applications gardiennes 5.8 et 5.9.
Re( )s
Im( )s


2θ
Figure 5.5 Exemple de domaine Ω a` garder
 Stabilite´ robuste
Soit {A(r) : r ∈ U ⊂ Rk} une famille continue qui de´pend du parame`tre r pour lequel on
connaˆıt uniquement les bornes. Le the´ore`me de la stabilite´ robuste est le suivant :
The´ore`me 5.1.1 (Saydy et al., 1990) L’ensemble S(Ω) est garde´ par νΩ. La famille {A(r) :
r ∈ U} est Ω-stable (stable relativement a` Ω) si et seulement si elle est nominalement stable
et νΩ(A(r)) 6= 0 pour tout r ∈ U.
Le re´sultat qui nous inte´resse dans le cadre de ce projet concerne les familles uniparame´-
triques. Supposons que :
A(r) = A0 + rA1 + r
2A2 + · · ·+ rkAk
A` partir d’un point r0 pour lequel la matrice A(r0) est Ω-stable, on cherche a` trouver
l’intervalle le plus grand pour r ou` A(r) demeure stable. La de´finition suivante donne les
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limites maximales de cet intervalle :
r− = sup{r < r0 : νΩ(A(r)) = 0} (ou−∞ sinon)
r+ = inf{r > r0 : νΩ(A(r)) = 0} (ou+∞ sinon)
Lemme 5.1.1 (Saydy et al., 1990) Soit A(r) = A0 + rA1 + r
2A2 + · · · + rkAk une famille
de matrices qui de´pend du parame`tre re´el incertain r avec Ai des matrices constantes et telle
que A(r0) soit Ω-stable. Soit νΩ une application gardienne pour S(Ω). Alors, A(r) est stable
par rapport a` Ω pour tout r ∈ (r−, r+). C’est meˆme le plus grand intervalle contenant r0.
Exemple 5.3 (Commande en position d’un volant d’inertie)
Dans cet exemple, on e´tudie la stabilite´ Hurwitz lorsque le parame`tre Ke varie dans la matrice
compagne suivante :
A =

0 1 0
0 0 1
−7Ke
0.04(Ke + 25)
−Ke
0.004(Ke + 25)
−Ke
0.01(Ke + 25)

L’application gardienne utilise´e est celle donne´e par l’e´quation 5.7. Le code utilise´ est le
suivant : 
syms Ke
K1 = 0.35
den1 = Ke+25;
A1 = [ 0 1 0 ;
0 0 1 ;
−7∗Ke /(0 .04∗ den1 ) −Ke /(0 .004∗ den1 ) −Ke /(0 .01∗ den1 ) ]
nu = det ( A1 )∗ det ( bialtprod ( A1 , eye ( 3 ) ) )
ezplot ( nu )
grid
axis ( [ 0 0 . 5 −0.2 0 . 2 ] )
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L’intervale obtenu est pre´sente´ dans la figure suivante :
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
 
 
X: 0.1738
Y: −3.397e−005
Ke
ν(K
e) Instable Stable
Figure 5.6 Exemple de re´sultats des applications gardiennes
5.1.4 µ-analyse
Afin d’e´tudier la stabilite´ des lois de commande de´veloppe´es dans ce chapitre, nous allons
aussi utiliser l’approche de la valeur singulie`re structure´e (VSS) ou la µ-analyse. C’est une
me´thode qui permet de quantifier la robustesse d’une structure de controˆle ; en l’occurrence
la marge de stabilite´ du syste`me, lorsque le mode`le e´tudie´ est incertain.
Le sche´ma d’interconnexion standard pour la µ-analyse est le suivant :
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( )P s z
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Figure 5.7 Sche´ma standard pour la µ-analyse
La matrice M(s) contient les e´le´ments de la boucle ferme´e nominale alors que la matrice
∆ rassemblent les incertitudes du mode`le. On distingue deux types d’incertitudes :
– les incertitudes non-structure´es, telles que par exemple, certaines dynamiques ne´glige´es
en mode´lisation 4 (Alazard et al., 1999, §5.2) et (Zhou et Doyle, 1998, §8.1) ;
– les incertitudes structure´es, qui incluent les incertitudes parame´triques dues aux varia-
tions d’un ou plusieurs parame`tres physiques du mode`le. Par exemple, la variation de la
masse du porte-e´chantillon est conside´re´e comme une incertitude parame´trique variant
dans un intervalle connu.
Le calcul de la marge de stabilite´ se rame`ne alors a` chercher la plus petite perturbation
∆ qui de´stabilise le syste`me.
Dans le cas non-structure´, le the´ore`me du petit gain permet de de´terminer le crite`re de
stabilite´ robuste.
The´ore`me 5.1.2 (The´ore`me du petit gain) (Zhou et Doyle, 1998, §8.2) Si M(s) et ∆(s)
sont stables, le syste`me a` la figure 5.7 est stable pour tout ∆(s) tel que ||∆(s)||∞ < 1
γ
si et
seulement si ||M(s)||∞ ≤ γ.
Dans le cas structure´, on utilise la valeur singulie`re structure´e de´finie par (Zhou et Doyle,
1998, §10.2) :
µ∆ :=
1
min{[σ(∆) : ∆ ∈ ∆, det(I −M∆) = 0]} (5.10)
4. Par exemple : ne´gliger la dynamique des capteurs ou des actionneurs, les erreurs de mode´lisation a` hautes
fre´quences ou bien ne´gliger la constante de temps e´lectrique devant la constante de temps me´canique. . .
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ou` ∆ est l’ensemble des matrices complexes et re´elles ayant la meˆme structure que la pertur-
bation ∆.
A` partir de cette de´finition, on obtient le the´ore`me de´crivant le principe de la µ-analyse :
The´ore`me 5.1.3 (Crite`re de stabilite´ robuste) (Zhou et Doyle, 1998, §10.2) Le syste`me de
la figure 5.7 est stable pour toute incertitude ∆ ∈ ∆; ||∆||∞ < 1 si et seulement si :
sup
ω
[µ∆ (M11(jω))] ≤ 1
La marge de stabilite´ est e´gale a`
1
αmax
ou` αmax est la valeur maximale de µ∆ (M(jω)). En
d’autres termes, la stabilite´ est assure´e pour toutes variations ||∆||∞ < 1
αmax
.
Lorsque l’on s’inte´resse a` e´tudier la performance robuste suivant un gabarit fre´quentiel
choisi, le re´sultat de la valeur singulie`re structure´e peut eˆtre utilise´ en augmentant le bloc
∆ contenant les incertitudes structure´es du syste`me par un bloc ∆f dit « full » . Le pro-
ble`me de performance robuste revient donc a` un proble`me de stabilite´ robuste avec un bloc
d’incertitude augmente´.
The´ore`me 5.1.4 (Crite`re de performance robuste) (Zhou et Doyle, 1998, §10.3.2) Le sys-
te`me de la figure 5.7 est stable et performant pour toute incertitude ∆ ∈ ∆; ||∆||∞ < 1 si
et seulement si :
sup
ω
[µ∆P (M(jω))] ≤ 1
ou` : ∆P =
{[
∆ 0
0 ∆f
]
: ∆ ∈ ∆ et ∆f ∈ C
}
 Calcul de la VSS :
Le calcul de la valeur exacte de µ∆ est un proble`me d’optimisation complexe ce qui ame`ne,
parfois, a` ne disposer que de bornes supe´rieure et infe´rieure au lieu d’une valeur exacte
de µ∆. On utilise dans notre cas l’outil µ-analysis and synthesis toolbox de Matlab
R©
(MathWorks R©, 2012a). En voici un exemple d’utilisation :
Exemple 5.4 (Calcul de la VSS)
L’exemple suivant est tire´ de (Duc et Font, 1999, § 4.9). On e´tudie la stabilite´ robuste du
syste`me en boucle ferme´e d’un moteur. On suppose deux types d’incertitude ; des incertitudes
parame´triques et une dynamique ne´glige´e qui correspond a` la constante de temps e´lectrique.
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On extrait tout d’abord les transferts entre les entre´es et les sorties du bloc ∆. Ensuite,
un maillage fre´quentiel est re´alise´ a` l’aide de la fonction logspace(i,j,m). On obtient m
fre´quences entre la fre´quence minimale 10i et la fre´quence maximale 10j. Ensuite, on calcule
la re´ponse en fre´quence du syste`me via la fonction frd. On spe´cifie ensuite la structure du bloc
d’incertitude : les deux premie`res incertitudes sont re´elles alors que la troisie`me incertitude est
complexe. Enfin, on passe la re´ponse en fre´quence du syste`me et la structure de l’incertitude
a` la fonction mussv qui retourne les bornes supe´rieure et infe´rieures de la VSS.
Le code suivant illustre les e´tape de´crites ci-haut : 
%Exemple Matlab de c a l c u l de l a va l eur s t r u c t u r e e s i n g u l i e r e
[ A , B , C , D ]=linmod ( ’modele_du_systeme ’ ) ;
syst = ss (A , B , C , D ) ;
om = logspace ( 1 , 4 , 1 0 0 ) ;
Mg = frd ( syst , om ) ;
deltaset = [−1 0;−1 0 ;1 0 ] ;
[ bounds , muinfo ] = mussv ( Mg , deltaset ) ;
freq = bounds ( 1 ) . Frequency ;
mu_high = bounds ( 1 ) . ResponseData ( : ) ;
mu_low = bounds ( 2 ) . ResponseData ( : ) ;
figure
semilogx ( freq , mu_high , freq , mu_low ) ;
grid
xlabel ( ’pulsation (rad/s)’ )
title ( ’bornes superieure et inferieure de mu’ )
legend ( ’Borne superieure ’ , ’Borne inferieure ’ )
 	
Le sche´ma Simulink R© utilise´ dans cet exemple est celui de la figure 5.8. Le re´sultat obtenu
est pre´sente´ a` la figure 5.9. On remarque que le maximum de la borne supe´rieure vaut 0.401.
On peut en de´duire que la stabilite´ est garantie pour tout ||∆||∞ < 1
0.401
= 2.49.
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Figure 5.8 Sche´ma Simulink R© de l’exemple 5.4, tire´ de (Duc et Font, 1999)
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Figure 5.9 Re´sultat de l’exemple 5.4, tire´ de (Duc et Font, 1999)
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5.2 Controˆle du pot vibrant #1
On pre´sente dans cette section le comportement du syste`me en boucle ouverte, du pot
vibrant #1, a` l’aide du digramme de Bode et du lieu des poˆles et des ze´ros pour toutes masses
utilise´es. On expose ensuite les e´tapes suivies pour la synthe`se des trois lois de commande :
retard de phase, H∞ et H structure´e. Pour chaque controˆleur, on pre´sente la re´ponse du sys-
te`me en boucle ferme´e pour une entre´e Transient a` 10 Hz. Les meˆmes e´tapes sont pre´sente´es
dans le cas du pot vibrant #3 a` la section suivante.
5.2.1 Comportement du syste`me en boucle ouverte
L’e´volution des poˆles en fonction de la masse du mode`le du pot vibrant #1 montre la
diminution du coefficient d’amortissement lorsque la masse du porte-e´chantillon augmente
(figure 5.10a). Ceci explique l’augmentation de l’amplitude des oscillations dans la re´ponse
temporelle lorsque l’on augmente le poids du porte-e´chantillon.
Dans le diagramme de Bode de la figure 5.10b, on constate que le syste`me pre´sente un gain
presque unitaire en bas de 100 rad/s et sa bande passante diminue lorsque la masse augmente.
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Figure 5.10 Caracte´ristiques en boucle ouverte du pot vibrant #1
5.2.2 Controˆleur a` retard de phase
L’e´tape suivante est la conception d’une loi de commande qui assure la poursuite des trois
signaux d’entre´e a` diffe´rentes fre´quences et pour toutes les masses des porte-e´chantillons.
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Cependant, on recherche normalement a` assurer la poursuite de la consigne en re´gime perma-
nent. Diffe´rentes techniques de synthe`se ont e´te´ de´veloppe´es en ce sens pour e´tablir une ide´e
ge´ne´rale sur la structure que doit posse´der le controˆleur. Par exemple, pour avoir une erreur
statique nulle en re´gime permanent pour une entre´e e´chelon, le correcteur doit contenir dans
sa formule un inte´grateur
(
1
s
)
. Si l’entre´e est une sinuso¨ıde de fre´quence ω0, le terme
ω20
s2 + ω20
doit apparaˆıtre dans le correcteur (Kazerooni, 1990).
Dans d’autres cas, on cherche a` atteindre un temps de re´ponse spe´cifique ou bien placer les
poˆles en boucle ferme´e dans une re´gion particulie`re.
Or, dans notre cas, la poursuite doit eˆtre satisfaite au niveau transitoire pour des signaux
d’entre´e originaux : Transient, Blackman et Multi-Blackman a` diffe´rentes fre´quences et am-
plitudes. Il est donc important de traduire ces contraintes en termes de performances de´sire´es
afin de concevoir le controˆleur approprie´.
Nous avons essaye´ de trouver un syste`me du deuxie`me ordre en boucle ouverte qui repro-
duit le signal Transient de re´fe´rence. Nous avons modifie´ les parame`tres d’amortissement ζ et
de la fre´quence naturelle ωn afin de trouver leurs valeurs minimales qui vont nous permettre
de reproduire le signal. La zone de placement des poˆles sera de´limite´e par ces deux valeurs
comme le montre la figure 5.11.
Re( )s
Im( )s
min
min
n
Figure 5.11 Zone de placement des poˆles
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Nous avons constate´ que la modification de la fre´quence naturelle avait un effet direct
sur l’allure du signal de sortie. Nous pouvons expliquer cela par la ne´cessite´ d’apporter de
la rapidite´ au syste`me en boucle ferme´e afin de suivre les transitions rapides dans le re´gime
transitoire. La valeur minimale de ωn retenue est 800 rad/s.
Le premier controˆleur choisi est un correcteur a` retard de phase (avec z > p dans la
figure 5.12). Le diagramme fonctionnel de la strate´gie de cette loi de controˆle est :
RP
s z
K
s p



1( )G s
maxV
minV
Consigne
Contrôleur Saturation
Déplacement
(mm)
Pot vibrant
Figure 5.12 controˆleur a` retard de phase – Pot vibrant #3
Ce type de controˆleur diminue l’effet du bruit en hautes fre´quences, re´duit l’erreur statique
en re´gime permanent, augmente le gain aux basses fre´quences et ame´liore la stabilite´ du
syste`me 5. En contrepartie, un tel controˆleur risque de de´grader les performances en re´gime
transitoire. Pour reme´dier a` cela, il faut placer z et p proches l’un de l’autre pour que leur
effet soit ne´gligeable sur le lieu des racines du syste`me en boucle ferme´e (Dorf et Bishop,
2008, § 10.7).
Le choix des parame`tres KRP, z et p est base´ sur notre connaissance du syste`me et suivant
les e´tapes suivantes :
1. Fixer KRP a` 1.
2. Choisir z proche du module des poˆles dominants du mode`le du proce´de´.
3. Choisir p proche de la valeur de z choisis pre´ce´demment.
4. Simuler le syste`me en boucle ferme´e pour les trois types d’entre´e. Si la re´ponse est lente,
augmenter KRP et re´pe´ter les e´tapes 2 et 3.
Nous utilisons l’outil RL-tool de Matlab R© afin de visualiser le lieu des poˆles en boucle
ferme´e tout en respectant la zone de placement de´finie auparavant. Le mode`le nominal sur
5. Le tableau 7.2 de (Shinners, 1992, § 7.10) dresse les caracte´ristiques, les avantages et les inconve´nients
du controˆleur a` retard de phase.
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lequel nous travaillons est celui de la plus faible masse du porte-e´chantillon M1 = 38.01 g.
Le controˆleur obtenu est :
C1RP(s) = 10
(s+ 325)
(s+ 300)
(5.11)
On pre´sente a` la figure 5.13 le re´sultat de simulation du pot vibrant #1. On constate que le
de´placement du syste`me suit la consigne. Il pre´sente, toutefois, une diffe´rence en amplitude
qui n’affecte pas pour autant le profil fre´quentiel du de´placement. Ce dernier demeure centre´
autour de 10 Hz. L’amplitude des oscillations qui apparaissent a` la fin du signal de de´place-
ment ainsi que l’effort de commande sont proportionnels a` la masse des porte-e´chantillons.
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Figure 5.13 Controˆleur a` retard de phase – Entre´e Transient – f = 10 Hz – pot vibrant #1
5.2.3 Controˆleur H∞
Comme nous l’avons de´ja` mentionne´, la synthe`se H∞ ne´cessite le choix de filtres de pon-
de´rations. Pour ce faire, nous avons suivi la proce´dure suivante pour les deux pots vibrants :
1. Le premier filtre a` choisir est un filtre passe-bas W1(s). Sa fre´quence de coupure est
ajuste´e dans un premier temps a` 100 Hz. On garde les deux autres fonctions de pon-
de´ration tre`s faibles pour que le calcul du correcteur tienne compte uniquement de la
re´fe´rence et ignore la perturbation et l’effort de commande.
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2. Le syste`me est simule´ pour ce premier correcteur afin de valider les performances en
poursuite.
3. Ensuite, on modifie la fonction de ponde´ration W2(s) pour limiter l’effort de commande
et la sensibilite´ au bruit aux hautes fre´quences.
4. On valide le nouveau compensateur en simulant a` nouveau le syste`me en boucle ferme´e.
Si ne´cessaire, on modifie W1(s) et W2(s) en gardant la valeur de γ proche de 1.
5. Enfin, on augmente progressivement W3(s) jusqu’a` ce qu’un changement significatif
apparaisse sur γ. Sa valeur ne devrait pas de´passer de trop la valeur 1.
Les fonctions de ponde´ration retenues pour le pot vibrant #1 sont :
W1(s) = 0.5
s+ 1257
s+ 6.283
W2(s) = 10
s+ 3142
s+ 3.142× 106
W3(s) = 2
(5.12)
La figure 5.14 montre les diagrammes de Bode des 3 fonctions de transfert. W1 est un filtre
passe-bas avec une fre´quence de coupure a` 120 Hz, W2 limite les variations rapides de la
commande et W3 est choisie constante pour atte´nuer les perturbations sur toute la plage
fre´quentielle. La valeur de γopt dans ce cas est 1.0135.
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Figure 5.14 Fonctions de ponde´ration – Pot vibrant #1
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Le controˆleur ainsi synthe´tise´ est un controˆleur d’ordre 4 :
C1H∞(s) =
6523.04(s + 3.142× 106)(s2 + 286.6s + 7.316× 104)
(s + 7.399× 104)(s + 6.283)(s2 + 6214s + 1.439× 107) (5.13)
Ce controˆleur respecte les conditions 5.4 comme le montrent les diagrammes de Bode de la
figure 5.15. On remarque que S et KS de´passe le´ge`rement le gabarit fixe´. Ce de´passement ne
devrait pas eˆtre proble´matique vu qu’il survient a` des fre´quences supe´rieures aux fre´quences
utilise´es pour le syste`me. Les diagrammes de Bode sont re´alise´s pour 20 valeurs de M :
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Figure 5.15 Validation des gabarits fre´quentiels choisis – Pot vibrant #1
76
On pre´sente a` la figure 5.16 le re´sultat de simulation pour les 6 masses e´tudie´es et le
controˆleur assure la poursuite de la consigne. La commande varie rapidement au de´but et a`
la fin du signal de re´fe´rence pour compenser le changement brusque dans la consigne mais elle
est loin de la saturation. On remarque e´galement des oscillations d’amplitudes ne´gligeables a`
la fin de la pe´riode du signal d’entre´e qui n’affectent en rien le gabarit fre´quentiel de´sire´ qui
est centre´ autour de la fre´quence d’entre´e.
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Figure 5.16 Controˆleur H∞ – Entre´e Transient – f = 10 Hz – Pot vibrant #1
5.2.4 Controˆleur H∞ structure´
Pour le choix de la structure du correcteur, nous nous sommes base´s sur le re´sultat de la
synthe`se H∞ obtenu pre´ce´demment. Le controˆleur recherche´ est diminue´ a` un ordre 3 qui est
l’ordre le plus faible pour avoir de bonnes performances. Les meˆmes fonctions de ponde´rations
que dans l’e´quation 5.12 ont e´te´ utilise´es. La fonction de transfert du controˆleur obtenu avec
un γopt = 1.34 est :
C1H∞struct(s) =
39× 104(s2 + 207.4s+ 4.985× 104)
(s+ 6.286)(s2 + 6511s+ 1.616× 107) (5.14)
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La simulation du syste`me en boucle ferme´e pour une entre´e Transient de 10 Hz est illustre´e
a` la figure 5.17.
La re´ponse obtenue est similaire a` la re´ponse obtenue par le controˆleur H∞. En effet, le
de´placement re´sultant suit la consigne pour toutes les masses. De plus, la commande varie
rapidement a` t = 0.5s et a` t = 0.6s pour compenser les changements rapides au de´but et a`
la fin de la pe´riode du signal de re´fe´rence.
0.4 0.45 0.5 0.55 0.6 0.65
−0.5
0
0.5
Temps(s)
D
ép
la
ce
m
en
t (m
m)
 f =10Hz
 
 
Consigne
Sorties des Mi
0.4 0.5 0.6
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
Temps(s)
Co
m
m
an
de
 (V
)
0 100 200 300
0
200
400
600
800
1000
1200
1400
Fréquence(Hz)
Am
pl
itu
de
FFT
 
 
Consigne
Mi
Figure 5.17 Controˆleur H∞ structure´ – Entre´e Transient – f = 10 Hz – Pot vibrant #1
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5.3 Controˆle du pot vibrant #3
5.3.1 Comportement du syste`me en boucle ouverte
Le lieu des poˆles et des ze´ros du pot vibrant #3 a` la figure 5.18a nous montre que les poˆles
dominants varient tre`s peu en fonction de la masse du porte-e´chantillon et que le coefficient
d’amortissement diminue lorsque la masse augmente.
Le diagramme de Bode du pot vibrant #3 nous montre que la re´ponse aux basses fre´quences
est similaire pour les 4 masses e´tudie´es mais elle devient diffe´rente au dela` de 400 rad/s
(figure 5.18b). D’autre part, la bande passante du syste`me diminue lorsque la masse du
porte-e´chantillon augmente. Elle s’e´tale de 30 rad/s jusqu’a` un maximum de 700 rad/s pour
M1.
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Figure 5.18 Caracte´ristiques en boucle ouverte du pot vibrant #3
5.3.2 Controˆleur a` retard de phase
Dans un premier temps, nous utilisons e´galement pour la troisie`me source vibrante un
controˆleur a` retard de phase. La de´marche adopte´e pour trouver les gains est similaire a`
celle utilise´e dans la section 5.2.2 (page 65). On de´sire placer les poˆles du syste`me nominal,
M1 = 62.4 g, en boucle ferme´e dans la zone de´limite´e par ωn = 800 rad/s. La valeur de ζ a`
e´te´ fixe´e a` 0.3.
Le controˆleur retenu est :
C3RP(s) = 1.3
(s+ 20)
(s+ 2)
(5.15)
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La re´ponse du syste`me en boucle ferme´e pour les 4 masses est pre´sente´e a` la figure 5.19.
On constate que le controˆleur pre´serve l’allure du de´placement de´sire´ en fre´quence malgre´ la
diffe´rence en amplitude dans la premie`re demi-pe´riode entre les deux signaux. De plus, un
de´passement est visible a` la fin de la pe´riode accompagne´ de variations rapides dans le signal
de commande a` t = 0.6 s. Ce dernier demeure loin des limites de saturation. D’autre part, le
lobe principal du profil fre´quentiel du de´placement mesure´ est centre´ autour de la fre´quence
de´sire´ avec un e´cart en amplitude par rapport a` la consigne. Cet e´cart est duˆ a` la diffe´rence
en amplitude dans le signal temporel discute´e plus toˆt.
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Figure 5.19 controˆleur a` retard de phase – Entre´e Transient – f = 10 Hz – Pot vibrant #3
5.3.3 Controˆleur H∞
La diffe´rence dans les mode`les des pots vibrants nous oblige a` choisir de nouvelles fonctions
de ponde´ration pour la source vibrante #3. Cependant, la proce´dure adopte´e est la meˆme
que celle de´crite plus haut (§ 5.2.3, page 67).
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Les filtres de ponde´ration retenus sont :
W1(s) = 0.0005
s+ 1.257× 104
s+ 6.283
W2(s) = 0.1
s+ 3142
s+ 3.142× 106
W3(s) = 0.5
(5.16)
La figure 5.20 montre leurs diagrammes de Bode. On garde presque le meˆme gabarit fre´quen-
tiel que pour le pot vibrant #1, cependant, les gains en basses fre´quences ont e´te´ diminue´s
parce que le pot vibrant #3 est relativement plus stable que le premier. Il est donc moins
sensible aux variations rapides de la commande ou du bruit a` son entre´e. La valeur de γopt
dans ce cas est 1.0056.
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Figure 5.20 Fonctions de ponde´ration – pot vibrant #3
Le controˆleur synthe´tise´ est un controˆleur d’ordre 6. Sa fonction de transfert est :
C3H∞(s) =
71.627(s+ 3.142× 106)(s2 + 35.8s+ 493.8)(s2 + 707.9s+ 1.626× 105)
(s+ 4967)(s+ 11.07)(s+ 6.283)(s+ 3.451)(s2 + 3741s+ 1.432× 107) (5.17)
Les gabarits fre´quentiels spe´cifie´s pour la synthe`se du correcteur C3H∞(s) sont tous satisfaits
comme le montre la figure 5.21.
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Figure 5.21 Validation des gabarits fre´quentiels choisis – Pot vibrant #3
Le re´sultat de la simulation du syste`me en boucle ferme´e est illustre´ a` la figure 5.22. On
constate que la strate´gie de controˆle assure la poursuite du signal de re´fe´rence en fre´quence et
en amplitude, chose qu’on n’a pas pu obtenir par le controˆleur a` retard de phase. Toutefois,
le signal de commande re´agit plus rapidement au de´but et a` la fin de la pe´riode du signal
Transient. Enfin, on remarque e´galement que le profil fre´quentiel calcule´ est identique a` celui
de´sire´.
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Figure 5.22 Controˆleur H∞ – Entre´e Transient – f = 10 Hz – Pot vibrant #3
5.3.4 Controˆleur H∞ structure´
Lors de la synthe`se de ce controˆleur, nous avions deux degre´s de liberte´ qui consistaient
en la structure du controˆleur et les fonctions de ponde´rations. Ainsi, en modifiant ces deux
e´le´ments, la valeur de γopt e´voluait. L’objectif e´tait de trouver la structure la plus simple
du controˆleur qui permet d’avoir un γopt le plus faible pour ensuite modifier les fonctions de
ponde´ration et par le fait meˆme diminuer la valeur de γopt.
La structure adopte´e est d’ordre 3 et les fonctions de ponde´ration sont les meˆmes que dans
l’e´quation 5.16, a` partW3 qui vaut maintenant 2. Cette synthe`se conduit au controˆleur suivant
avec un γopt = 1.23 :
C3H∞struct(s) =
5.5881(s+ 594.9)(s+ 15.83)(s+ 0.7877)
(s+ 2327)(s+ 3.517)(s+ 2.563)
(5.18)
Le re´sultat de la simulation en boucle ferme´e est celui de la figure 5.23. On remarque que le
controˆleur assure la poursuite du signal de re´fe´rence. On remarque cependant une diffe´rence
en amplitude dans la premie`re demi-pe´riode mais elle n’affecte pas de fac¸on dramatique le
profil fre´quentiel re´sultant. L’effort de commande demeure acceptable et loin de la saturation.
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Une dernie`re remarque qui peut eˆtre associe´e a` ce controˆleur, en comparaison avec les deux
pre´ce´dents, est qu’il pre´sente un compromis entre le controˆleur a` retard de phase et le controˆ-
leur H∞ complet. Il combine donc entre la simplicite´ de la structure du premier controˆleur
et l’efficacite´ du deuxie`me controˆleur.
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Figure 5.23 Controˆleur H∞ structure´ – Entre´e Transient – f = 10 Hz – Pot vibrant #3
5.4 Analyse des controˆleurs
5.4.1 Performances atteintes
Les controˆleurs de´veloppe´s atteignent certaines fre´quences limites au-dela` desquelles le
de´placement du pot vibrant ne suit plus le signal de re´fe´rence. Ces fre´quences limites varient
en fonction de la strate´gie de controˆle adopte´e et selon le type du signal de re´fe´rence : Tran-
sient, Blackman ou Multi-Blackman.
Le tableau 5.1 re´sume les fre´quences limites atteintes en simulation pour les trois strate´gies de
controˆle pour les deux pots vibrants e´tudie´s. On y trouve e´galement les liens vers les figures
en annexes illustant ces re´ponses.
Les trois strate´gies de controˆle du pot vibrant arrivent a` asservir le pot vibrant #1 jusqu’a`
la meˆme fre´quence limite de 40 Hz pour le signal Transient. Pour le signal Blackman, les lois
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de commande robustes de´livrent de meilleures performances que le controˆleur a` retard de
phase. Enfin, la fre´quence limite atteinte en utilisant le signal Multi-Blackman est de 70 Hz
pour les trois strate´gies de controˆle. La figure 5.24 illustre mieux l’e´volution des fre´quences
limites selon le type du signal et la me´thode de controˆle teste´e.
Les simulations des strate´gies de controˆle de´veloppe´es pour le pot vibrant #3 montrent
que les controˆleurs H∞ et H∞ structure´ de´livrent les meilleures performances pour les trois
types de signaux d’entre´e. Toutefois, la limite pour le signal Transient demeure toujours plus
faible que les deux autres profils de de´placement.
Une remarque commune aux deux pots vibrants est que la fre´quence limite atteinte aug-
mente lorsque les variations dans le signal de re´fe´rence sont plus « lisses ». En effet, la pente
au de´but et a` la fin des signaux Blackman et Multi-Blackman est moins brusque que celle du
signal Transient.
Tableau 5.1 Fre´quences limites des controˆleurs en simulation
Controˆleur
Signal de Limite Figures en
re´fe´rence fre´quentielle (Hz) annexe
Pot vibrant #1
Retrad de phase
Transient 40
figure C.1Blackman 50
Multi-Blackman 70
Synthe`se H∞
Transient 40
figure C.2Blackman 60
Multi-Blackman 70
Synthe`se H∞struct
Transient 40
figure C.3Blackman 60
Multi-Blackman 70
Pot vibrant #3
Retard de phase
Transient 40
figure C.4Blackman 50
Multi-Blackman 80
Synthe`se H∞
Transient 50
figure C.5Blackman 70
Multi-Blackman 100
Synthe`se H∞struct
Transient 50
figure C.6Blackman 60
Multi-Blackman 100
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5.4.2 Robustesse via les applications gardiennes
Les performances de´crites dans la section pre´ce´dente concernent les limitations des lois
de commande en fonction du type du signal d’entre´e et sa fre´quence. Dans ce qui suit, nous
pre´sentons les limites des strate´gies de controˆle en fonction des masses des porte-e´chantillons.
On de´sire connaˆıtre l’intervalle de masses dans lequel les performances de´sire´es e´tablies pre´-
ce´demment sont ve´rifie´es. Les applications gardiennes sont un outil qui va nous permettre de
trouver exactement le plus grand intervalle de variations des masses dans lequel les perfor-
mances de´sire´es sont respecte´es.
On reprend la meˆme proce´dure utilise´e dans l’exemple 5.3. On commence par isoler le
de´nominateur du syste`me incertain en boucle ferme´e en fonction de la masse puis on calcule
la matrice compagne e´quivalente. On choisit l’application gardienne qui de´limite le lieu des
poˆles en boucle ferme´e. Le domaine de stabilite´ (performance) recherche´ est donne´ par la
multiplication des deux applications 5.8 et 5.9. Ensuite, on rele`ve les lieux d’annulation des
applications gardiennes pour avoir l’intervalle maximal ou` les performances seront respecte´es.
Les figures obtenues ne permettent pas de bien visualiser les lieux d’annulation des applica-
tions gardiennes, nous pre´sentons donc les intervalles obtenus apre`s analyse des racines re´elles
des polynoˆmes obtenus (ordres tre`s e´leve´s). Le tableau 5.2 re´sume les intervalles obtenus.
Toutefois, pour nous assurer des re´sultats obtenus, nous pre´sentons e´galement l’e´volution
des poˆles des syste`mes en boucle ferme´e pour plusieurs masses. L’intersection avec la zone
de´sire´e pour le placement des poˆles devrait co¨ıncider avec la valeur obtenue par les applica-
tions gardiennes.
On constate que les strate´gies de commande robuste pour les deux pots vibrants respectent
les performances de´sire´es pour les masses e´tudie´es. On peut meˆme aller plus loin que l’in-
tervalle des masses disponibles tout en respectant les spe´cifications initiales. Le controˆleur
a` retard de phase n’arrive pas a` assurer le placement des poˆles dans la zone souhaite´e pour
toutes les masses.
Les figures 5.26 et 5.27 ve´rifient les valeurs obtenues par les applications gardiennes lorsque
les poˆles traversent le lieu de placement de´sire´. Pour trouver exactement les meˆmes valeurs
que les applications gardiennes, un maillage fin des masses est requis.
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Tableau 5.2 Intervalles de masses obtenus par les applications gardiennes
Strate´gie Intervalle
Pot vibrant #1
Retard de phase ]0 90.57g[
Synthe`se H∞ ]0 213.03g[
Synthe`se H∞struct ]0 212.27g[
Pot vibrant #3
Retard de phase ]0 79.55g[
Synthe`se H∞ ]32.44g 242.09g[
Synthe`se H∞struct ]0 290.55g[
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Figure 5.26 E´volution des poˆles en boucle ferme´e en fonction de la masse – Pot vibrant #1
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Figure 5.27 E´volution des poˆles en boucle ferme´e en fonction de la masse – Pot vibrant #3
5.4.3 Robustesse via la µ-analyse
On pre´sente maintenant les performances des lois de commande synthe´tise´es a` l’aide de la
µ-analyse. On proce`de de la meˆme manie`re pre´sente´e dans l’exemple 5.4. La premie`re e´tape
consiste a` isoler les incertitudes parame´triques afin de repre´senter le syste`me sous la forme
de la figure 5.7. Cette structure permet d’extraire les transferts reliant η et ν.
On e´crit la masse du porte-e´chantillon sous la forme suivante :
M = M0 + kδ1 ; −1 ≤ δ1 ≤ 1
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et
– M0 = 0.091 g ; k = 0.061 pour le pot vibrant #1 ;
– M0 = 0.099 g ; k = 0.036 pour le pot vibrant #3.
Le bloc ∆ est une matrice diagonale avec 9 e´le´ments re´els re´pe´te´s dans le cas du pot
vibrant #1, et 11 e´le´ments re´els re´pe´te´s dans le cas du pot vibrant #3. On augmente ce bloc
par 3 blocs « full » pour repre´senter les performances fre´quentielles souhaite´es.
La figure 5.28 pre´sente les re´sultats obtenus pour le pot vibrant #1. On constate que le
controˆleur a` retard de phase est le moins performant des trois controˆleurs. Les controˆleurs
robustes pre´sentent relativement les meˆmes marges de performances. On remarque qu’on de´-
passe la valeur 1 aux hautes fre´quences ce qu’on pouvait anticiper suite aux re´sultats obtenus
lors de la ve´rification des gabarits fre´quentiels a` la figure 5.15.
Pour le pot vibrant #3, on remarque qu’on est a` la limites des performances fre´quentielles
de´sire´es comme le montre la figure 5.29. En effet, la valeur maximale de la VSS pour les
trois lois de commande est 1 (tre`s le´ge`rement de´passe´e dans H∞ structure´e). Ce re´sultat est
confirme´ par l’analyse des gabarits fre´quentiels de la figure 5.21. On peut e´galement constater
que la VSS du controˆleur H∞ de´croˆıt plus rapidement que les deux autres controˆleurs, ce qui
lui attribue des performances meilleures sur une plus large bande de fre´quences.
90
10−3 10−2 10−1 100 101 102 103 104 105
0
2
4
6
8
10
12
14
16
18
pulsation (rad/s)
Va
le
ur
s 
si
ng
ul
iè
re
s 
st
ru
ct
ur
ée
s
Retard de phase − Valeurs singulières structurées
 
 
Borne supérieure
Borne inférieure
(a) Retard de phase
10−3 10−2 10−1 100 101 102 103 104 105
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
pulsation (rad/s)
Va
le
ur
s 
si
ng
ul
iè
re
s 
st
ru
ct
ur
ée
s
H
∞
 − Valeurs singulières structurées
 
 Borne supérieure
Borne inférieure
(b) Synthe`se H∞
10−3 10−2 10−1 100 101 102 103 104 105
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
pulsation (rad/s)
Va
le
ur
s 
si
ng
ul
iè
re
s 
st
ru
ct
ur
ée
s
H
∞
 structurée − Valeurs singulières structurées
 
 
Borne supérieure
Borne inférieure
(c) Synthe`se H∞ structure´e
Figure 5.28 Performances des lois de commande – Pot vibrant #1
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Figure 5.29 Performances des lois de commande – Pot vibrant #3
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5.5 Conclusion
A` travers ce chapitre, nous avons fait plusieurs rappels the´oriques pour expliquer la de´-
marche poursuivie pour synthe´tiser les correcteurs. Ensuite, on a pre´sente´ les re´sultats de
simulation obtenus pour le signal Transient et l’analyse de la robustesse des lois de com-
mande a e´te´ e´tudie´ dans la dernie`re partie du chapitre.
On remarque que les strate´gies de controˆle atteignent des fre´quences limites au-dela` desquelles
le correcteur ne peut plus assurer la poursuite du signal de re´fe´rence comme le montre le ta-
bleau 5.1. On constate que les fre´quences limites les plus basses sont celles du signal Transient.
Ceci est explique´ par les transitions rapides au de´but et la fin du signal par rapport aux deux
autres signaux de re´fe´rence.
On conside`re que la limite physique du syste`me est atteinte. Pour illustrer cela, on a applique´
une entre´e e´chelon d’amplitude maximale afin de voir la rapidite´ avec laquelle le syste`me
re´agit face au maximum d’e´nergie. On superpose cette courbe sur un signal sinuso¨ıdal afin
de comparer les pentes des monte´es du pot vibrant comme le montre la figure 5.30. Au-dela`
de 60 Hz le syste`me est plus lent que la sinuso¨ıde.
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Figure 5.30 Re´ponse du syste`me vs sinuso¨ıde – Pot vibrant #3
Les trois lois de commande du pot vibrant #3 sont implante´es sur le syste`me physique et
les re´sultats sont pre´sente´s dans le chapitre suivant.
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CHAPITRE 6
Implantation et validation expe´rimentale des controˆleurs
Dans ce chapitre, nous commenc¸ons par de´crire les diffe´rents e´le´ments choisis pour im-
planter le syste`me de controˆle. Ensuite, on pre´sente les re´sultats expe´rimentaux du controˆle
du pot vibrant #3 pour le correcteur a` retard de phase et les controˆleurs de´veloppe´s via la
synthe`se H∞ et la synthe`se H∞ structure´e. A` la fin du chapitre, on re´sume les limites des
strate´gies de controˆle et on les compare aux limites obtenues en simulation.
6.1 Implantation du controˆleur en temps re´el
6.1.1 E´le´ments du syste`me de controˆle
Les controˆleurs de´veloppe´s sont implante´s dans l’environnement Matlab R© a` l’aide de l’outil
xPC Target
TM
(MathWorks R©, 2012d).
 xPC TargetTM
xPC Target
TM
est un produit conc¸u pour l’exe´cution en temps re´el des mode`les de simula-
tion et de controˆle re´alise´s sous l’interface Simulink R© a` l’aide de la boˆıte a` outils Real-Time
Workshop R© 1 (RTW)(MathWorks R©, 2012b). Cette dernie`re permet de ge´ne´rer le code source
qui sera utilise´ pour le controˆle en temps re´el.
Pour exe´cuter le controˆle en temps re´el, deux composantes majeures sont ne´cessaires :
• Un ordinateur hoˆte pouvant supporter Matlab R© et Simulink R© et les boˆıtes a` outils
Real-Time Workshop R© et xPC Target
TM
. Ensuite, il faut re´aliser le diagramme fonc-
tionnel sous Simulink R© incluant le controˆleur, les signaux d’entre´e et un ensemble
d’entre´es/sorties vers le syste`me re´el qui remplace le mode`le utilise´ en simulation. En-
fin, le diagramme est compile´ dans RTW pour ge´ne´rer un fichier exe´cutable.
• Un ordinateur cible de´die´ uniquement a` l’e´xecution du programme du controˆleur
compile´ au pre´alable. Il contient les entre´es/sorties qui permettent l’interaction avec le
syste`me physique via les cartes d’acquisition des signaux ne´cessaires. Ces cartes sont
1. Il est appele´ Simulink Coder
TM
e´galement
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inse´re´es dans le mode`le Simulink R© et doivent eˆtre configure´es pour la lecture des don-
ne´es des capteurs. Il est aussi possible de re´cupe´rer les donne´es en les renvoyant a`
l’ordinateur hoˆte ; il n’y a cependant pas de garantie que cette transmission se fasse en
temps re´el a` cause d’un tre`s le´ger de´lai de traitement. La cible devient autonome une
fois que le programme est embarque´ dessus.
Le syste`me de controˆle que nous avons utilise´ est illustre´ a` la figure 6.1 :
Ordinateur 
cible
Ordinateur 
hôte
Câble 
SH37F-37M
Lien de communication entre 
l’ordinateur hôte et la cible
Câble RJ-45
Interface 
graphique
Figure 6.1 Syste`me de controˆle
 Carte d’acquisition
La carte d’acquisition choisie est la PCI-6221 (37 broches)(National-Instruments
TM
,
2012) de National Instruments
TM
(figure 6.2). Elle fait partie de la Se´rie M faible couˆt et
est destine´e aux de´veloppeurs. Les caracte´ristiques de ses entre´es et sorties analogiques sont
re´sume´es dans le tableau 6.1. De plus, afin d’avoir acce`s aux signaux d’entre´e et de sortie du
syste`me physique, nous utilisons le bloc de connexion, borniers a` vis, CB-37FH ainsi que le
caˆble SH37F-37M (figure 6.3).
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Tableau 6.1 Caracte´ristiques de la carte d’acquisition PCI-6221 (37 broches)
Nombre Fre´quence Tension Re´solution
de voie maximale (V) (bits)
Entre´es analogiques
16 en Single Ended
250 ke´ch./s ±10 16
8 en Differential
Sorties analogiques 2 833 ke´ch./s ±10 16
Figure 6.2 Carte d’acquisition PCI-6221 (37 broches)
(a) Bloc de connexion CB-37FH (b) Caˆble SH37f-37M
Figure 6.3 Caˆble et bloc de connexion
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Deux modes sont disponibles pour re´aliser les mesures :
• Le mode Single Ended, ou` un seul canal est utilise´ comme entre´e analogique alors que
le deuxie`me canal est commun a` toutes les autres bornes. Cette configuration est tre`s
sensible au bruit de mesure (figure 6.4a).
• Le mode Differential, ou` deux canaux (positif et ne´gatif) sont ne´cessaires pour effectuer
les mesures. L’avantage de cette configuration est la re´jection du bruit de mesure re´-
sultant en une meilleure qualite´ de donne´es que dans le mode Single Ended (figure 6.4b).
La figure 6.4 montre clairement la diffe´rence entre ces deux modes de mesures pour une
fre´quence Transient a` 10 Hz d’amplitude 0.5 V et avec une fre´quence d’e´chantillonnage de
1000 Hz.
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Figure 6.4 Comparaison des modes Single Ended et Differential
 Autres composantes du syste`me
• Le capteur de de´placement utilise´ est le capteur laser LKG32 (Keyence, 2012). Les don-
ne´es de de´placement sont transfe´re´es a` son controˆleur qui les convertit en tension puis
les transfe`re a` son tour a` la carte d’acquisition a` chaque 20 µs. Un de´placement de
1 mm correspond a` 1 V.
• L’amplificateur audio utilise´ est le STEWARTAUDIO AV50-2 (STEWARTAUDIO, 2012).
Sa puissance est de 25 W et sa bande passante s’e´tend de 10 Hz jusqu’a` 50 kHz.
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 Sche´ma ge´ne´ral de connexion des diffe´rents e´le´ments du syste`me de controˆle
Cible
Hôte
PCI – 6221
(37 pins)
Laser à Voltage
Capteur Laser
LKG32
Amplificateur AV50-2
borne #1
borne #20
borne #22
borne #4
borne #12
borne #11






Code compilé
Données récoltées
TMxPC Target
Real Time Workshop
Pot vibrant #3
Type - 4809
Câble
SH37F-37M
Porte-échantillon
Bloc de connexion
CB-37FH
Figure 6.5 Sche´ma ge´ne´ral des e´le´ments de controˆle
La correspondance entre les bornes du connecteur et la carte d’acquisition est donne´e
dans le tableau 6.2.
Tableau 6.2 Correspondance entre le connecteur et la carte d’acquisition
Mesure Module de connexion Carte d’acquisition
De´placement
borne #1 Entre´e analogique 1
borne #20 Entre´e analogique 8
Entre´e du pot vibrant
borne #22 Entre´e analogique 2
borne #4 Entre´e analogique 10
Commande calcule´e
borne #12 Sortie analogique 0
borne #11 Sortie analogique 0 GND
6.1.2 Sche´ma de controˆle sous Simulink R©
Le sche´ma de controˆle sous Simulink R© est pre´sente´ a` la figure 6.6. L’entre´e de la carte
d’acquisition, bloc PCI-6221/37 AD, rec¸oit la mesure du de´placement et la sortie de l’ampli-
ficateur.
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La mesure envoye´e par le capteur laser contient un offset qui est calcule´ durant les premie`res
0.45 s avant l’envoi de la consigne a` l’aide du bloc mean. Cette valeur est ensuite soustraite de
la mesure initiale et le re´sultat peut ainsi eˆtre compare´ a` la consigne. Le controˆle est active´
a` partir de 0.45 s et l’utilisateur choisit le controˆleur a` tester.
Les tests ont montre´ que lorsque l’amplitude du signal d’entre´e est supe´rieure a` 0.6 V,
le de´placement du pot vibrant de´passe les limites du capteur laser et renvoie une valeur
constante de 10 V a` la carte d’acquisition. Nous avons ainsi fixe´ la valeur de la saturation a`
Vsat = ±0.6 V.
Enfin, la commande est envoye´e a` l’amplificateur audio par la sortie analogique #1 de la
carte d’acquisition, bloc PCI-6221/37 DA, et les donne´es sont re´cupe´re´es a` l’aide des blocs
Host Scope. On affiche le de´placement du pot vibrant avant et apre`s soustraction de la valeur
du offset, le signal de sortie de l’amplificateur et le profil de de´placement de´sire´.
Les e´tapes a` suivre pour effectuer un test sont :
1. Exe´cuter le fichier contenant le type d’entre´e, la fre´quence, l’amplitude et le controˆleur
a` utiliser.
2. Baˆtir 2 le code source a` partir du diagramme Simulink R© puis le transfe´rer a` la cible.
3. Lancer le test puis re´cupe´rer les signaux des Host Scope pour analyse.
6.2 Re´sultats expe´rimentaux obtenus 3
Le re´sultat obtenu pour le controˆleur a` retard de phase est celui pre´sente´ a` la figure 6.7.
La re´ponse du syste`me pour une entre´e Transient ne suit pas parfaitement le signal de re´fe´-
rence en amplitude. On remarque cette diffe´rence surtout dans la premie`re demi-pe´riode. On
constate e´galement des oscillations a` la fin de la pe´riode du signal. D’autre part, le controˆleur
assure la poursuite des signaux Blackman et Multi-Blackman en fre´quence comme le montre
leur profil fre´quentiel. Toutefois, l’amplitude des signaux de sortie est plus basse que celle
de la re´fe´rence. Enfin, pour les trois signaux, l’effort de commande est loin des limites de la
saturation.
L’implantation de la deuxie`me loi de commande donne le re´sultat de la figure 6.8. On
remarque que pour les trois signaux, le syste`me arrive a` se de´placer suivant les profils de
2. Bouton Incremental build dans Simulink R©
3. Les re´sultats pre´sente´s dans cette section sont ceux du porte-e´chantillon le plus lourd de masse M4 =
135.9 g. Ce cas est conside´re´ comme le pire cas.
99
A
cq
u
is
it
io
n
 d
e
s 
d
o
n
n
é
e
s
C
al
cu
l d
e
l’
o
ff
se
t
C
h
o
ix
 d
e
 
l’
e
n
tr
é
e
C
h
o
ix
 d
u
 
co
n
tr
ô
le
u
r
Fe
rm
e
tu
re
 d
e
 
la
 b
o
u
cl
e
G
é
n
é
ra
ti
o
n
 d
e
 
la
 c
o
m
m
an
d
e
R
é
cu
p
é
ra
ti
o
n
 
d
e
s 
si
gn
au
x
Figure 6.6 Sche´ma de controˆle Simulink R©
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de´placement de´sire´s. La poursuite du signal Transient est moins bonne dans la premie`re
demi-pe´riode et de tre`s faibles oscillations apparaissent a` la fin du signal de sortie. L’effort
de commande demeure faible dans les trois cas teste´s.
Enfin, la troisie`me strate´gie de controˆle par synthe`se H∞ structure´e nous donne le re´sul-
tat de la figure 6.9. La premie`re remarque est la diffe´rence en amplitude dans la premie`re
demi-pe´riode des signaux Transient et Blackman. En deuxie`me lieu, des oscillations appa-
raissent a` la fin de la pe´riode du signal Transient. Leur amplitude est moins importante que
celle affiche´e dans le cas du controˆleur a` retard de phase. Une dernie`re remarque concerne le
signal de commande ; on constate qu’il contient plus de bruit aux hautes fre´quences que dans
la commande du controˆleur H∞. Ceci est duˆ a` la suppression des poˆles en hautes fre´quences
lors de la re´duction de l’ordre du controˆleur.
On constate que les trois controˆleurs utilise´s ame´liorent la re´ponse du pot vibrant par
rapport a` son de´placement en boucle ouverte. On atteint, cependant, des fre´quences limites
en fonction du type d’entre´e applique´e. Ces limitations sont pre´sente´es dans la section sui-
vante.
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Figure 6.7 Controˆleur a` retard de phase – Pot vibrant #3
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Figure 6.8 Controˆleur H∞ – Pot vibrant #3
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Figure 6.9 Controˆleur H∞ structure´ – Pot vibrant #3
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6.3 Performances atteintes en expe´rimentation
Les fre´quences limites pour chacun des controˆleurs se trouvent dans le tableau 6.3. On y
pre´sente e´galement les liens vers les figures de l’annexe D qui illustrent la re´ponse a` chacune
de ces fre´quences.
En comparant les performances des trois strate´gies de controˆle, on constate que celles
base´es sur les controˆleurs robustes offrent de meilleures performances pour les trois profils
de vibration. En effet, les fre´quences limites pour les entre´es Transient et Blackman sont
repousse´es de 20 Hz par rapport a` la fre´quence limite du controˆleur a` retard de phase. Pour
l’entre´e Blackman, la fre´quence limite est de 50 Hz. Pour le signal Multi-Blackman, le controˆ-
leur obtenu par synthe`se H∞ donne la plus haute fre´quence limite qui est de 100 Hz. La
figure 6.10 illustre l’e´volution de la fre´quence limite en fonction du controˆleur utilise´ et du
type d’entre´e applique´ au pot vibrant.
Enfin, on remarque e´galement une concordance entre les re´sultats expe´rimentaux et les
re´sultats de simulation pour les trois controˆleurs. Bien que cette concordance ne soit pas
parfaite, le syste`me en boucle ferme´e du mode`le identifie´ traduit presque les meˆmes phe´no-
me`nes que ceux de la partie pratique. La comparaison des tableaux 5.1 et 6.3 confirment cette
conclusion. Ces diffe´rences sont explique´es par l’ajout du bruit de mesure dans la boucle de
controˆle, les vibrations externes dues aux mouvements des personnes dans le local et autres
engins en circulation a` l’exte´rieur, ainsi que les hypothe`ses utilise´es lors de l’identification.
Tableau 6.3 Fre´quences limites obtenues en expe´rimentation
Controˆleur Type d’entre´e
Fre´quence limite Figures en
(Hz) annexe
Retard de phase
Transient 30
figure D.1Blackman 30
Multi-Blackman 60
Synthe`se H∞
Transient 50
figure D.2Blackman 50
Multi-Blackman 100
Synthe`se H∞ structure´e
Transient 60
figure D.3Blackman 50
Multi-Blackman 70
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Figure 6.10 Fre´quences limites en expe´rimentation – Pot vibrant #3
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CHAPITRE 7
Conclusions ge´ne´rales
7.1 Synthe`se des travaux
Ce projet de maˆıtrise a e´te´ propose´ par une entreprise locale spe´cialise´e dans la conception
et le de´veloppement de rhe´ome`tres. Ce sont des instruments de mesure qui servent a` la
caracte´risation des proprie´te´s viscoe´lastiques des mate´riaux mous et des tissus biologiques.
Dans le cadre de ce projet, nous nous sommes inte´resse´s, en particulier au comportement
d’un des e´le´ments constituant les rhe´ome`tres qui est le pot vibrant e´lectrodynamique.
L’objectif principal portait sur le de´veloppement d’un controˆleur qui assure la poursuite du
de´placement des pots vibrants pour les trois signaux de re´fe´rence particuliers :
• le signal Transient ;
• le signal Blackman ;
• et le signal Multi-Blackman.
De plus, le controˆleur synthe´tise´ devait e´galement assurer les meˆmes performances pour les
diffe´rentes masses des porte-e´chantillons utilise´s.
Afin d’atteindre ces objectifs, nous avons divise´ le projet en trois e´tapes principales que nous
avons pre´sente´s dans ce me´moire :
Identification︸ ︷︷ ︸
Chapitre 4
⇒ Synthe`se des controˆleurs︸ ︷︷ ︸
Chapitre 5
⇒ Validation expe´rimentale︸ ︷︷ ︸
Chapitre 6
 E´tape #1 : Identification des parame`tres des pots vibrants
Nous avons e´tudie´ trois pots vibrants.
1. Le mode`le retenu pour le pot vibrant #1 est celui d’un syste`me masse-ressort-amortisseur
d’ordre 2. L’e´volution de chaque parame`tre en fonction de la masse du porte-e´chantillon
a e´te´ estime´e pour obtenir au final un mode`le qui de´pend de la masse. Il a e´te´ valide´ par
de nouvelles donne´es expe´rimentales diffe´rentes de celles utilise´es pour l’identification.
2. Le mode`le du pot vibrant #2 n’a pas e´te´ e´labore´ jusqu’a` la fin a` cause de la divergence
des parame`tres identifie´s d’une part pour les hautes fre´quences et d’autre part pour les
porte-e´chantillons lourds. Cette divergence est due a` un de´faut de fabrication dans la
source vibrante qui induit, en plus du de´placement vertical, un de´placement late´ral non
de´sire´.
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3. Le profil de de´placement du pot vibrant #3 est diffe´rent des deux premie`res sources
vibrantes. Le mode`le adopte´ est d’ordre 4 et posse`de une action de´rive´e. Comme pour
les deux premiers pot vibrants, l’e´volution des parame`tres trouve´s par identification est
estime´e en fonction des masses des porte-e´chantillons. Le mode`le final est valide´ sur de
nouvelles donne´es expe´rimentales ainsi qu’a` l’aide de la re´ponse fre´quentielle.
Les mode`les obtenus pour les pots vibrants #1 et #3 ont e´te´ utilise´s dans la conception des
lois de commande dans la deuxie`me e´tape.
 E´tape #2 : Synthe`se de strate´gies de controˆle
Pour chaque pot vibrant, trois strate´gies de controˆle ont e´te´ de´veloppe´es. La premie`re
consistait en le de´veloppement d’un controˆleur classique. Le correcteur utilise´ est a` retard de
phase. La deuxie`me et troisie`me strate´gie sont deux strate´gies de controˆle robustes utilise´es
lorsque les processus sont incertains. C’est le cas de ce projet ou` l’incertitude est repre´sente´e
par la variation de la masse des porte-e´chantillons. La premie`re loi de commande robuste est
la synthe`se H∞ qui permet de prendre en compte les spe´cifications du cahier des charges sous
forme de crite`res fre´quentielles a` l’aide des fonctions de ponde´ration. Le choix de ses fonctions
est base´ sur un gabarit fre´quentiel a` respecter mais il n’existe pas de me´thodes analytique
pour les de´terminer. En outre, l’ordre du controˆleur calcule´ est e´leve´ et e´gal a` celui du syste`me
augmente´. Ce dernier inconve´nient nous a pousse´ a` explorer une nouvelle me´thode base´e sur
la synthe`se H∞ et l’optimisation non-lisse qu’on appelle synthe`se H∞ structure´e (Apkarian
et Noll, 2006). Cette technique permet de fixer l’ordre et certains parame`tres du controˆleur
ainsi que certains de ses parame`tres..
L’objectif de poursuite des trois signaux de re´fe´rence a e´te´ satisfait pour les trois structures
de controˆle. Toutefois, nous avons atteint certaines limites selon la fre´quence de la consigne
et la masse du porte-e´chantillon.
Pour le pot vibrant #1, les trois controˆleurs atteignent la meˆme limite pour l’entre´e
Transient et l’entre´e Multi-Blackman. Par contre, pour l’entre´e Blackman, le controˆleur H∞
garantit de meilleures performances, suivi du controˆleur H∞ structure´ et du controˆleur a` re-
tard de phase. Nous avons e´galement remarque´ que les performances des strate´gies de controˆle
se de´gradent lorsque la masse des porte-e´chantillons augmente.
Pour le pot vibrant #3, les fre´quences limites du controˆleur a` retard de phase sont infe´-
rieures a` celles des deux controˆleurs robustes. Ces derniers atteignent en simulation les meˆmes
performances pour les trois signaux de re´fe´rence et ce, pour toutes les masses.
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On remarque aussi, pour les trois strate´gies, que les fre´quences limites sont plus grandes
lorsque les variations dans les signaux de re´fe´rences sont « lisses ». Lorsque les variations
sont rapides, l’actionneur n’arrive plus a` suivre les changements dans la commande calcule´e
ce qui re´sulte en un de´phasage et des oscillations a` la fin du de´placement.
Les fre´quences limites des controˆleurs en simulation pour les deux pots vibrants ont e´te´
pre´sente´es dans le tableau 5.1.
 E´tape #3 : Implantation et validation expe´rimentale
Nous avons teste´ dans cette e´tape les trois controˆleurs de´veloppe´s pour le pot vibrant #3.
Tout d’abord, il a fallu choisir la plate-forme et le mate´riel pour l’implantation des strate´gies
de controˆle. Pour ce faire, nous avons opte´ pour l’outil xPC Target
TM
sous Matlab R© vu que
tous les de´veloppements pre´ce´dents ont e´te´ re´alise´s dessus.
Les fre´quences limites des re´sultats expe´rimentaux sont satisfaisantes et correspondent aux
re´sultats de simulation avec une diffe´rence de ±20 Hz sauf pour le cas Multi-Blackman ou` la
diffe´rence e´tait de 30 Hz pour la synthe`se H∞ structure´e (tableau 6.3). Ces diffe´rences sont
dues au bruit de mesures, aux vibrations des de´placements des personnes dans le local des
tests et des engins en circulation a` l’exte´rieur.
Enfin, ce projet a permis d’implanter trois strate´gies de controˆle afin de poursuivre des
signaux de re´fe´rence particuliers en appliquant une me´thode de synthe`se classique et deux
me´thodes robustes. Les re´sultats obtenus ont de´montre´ une grande ame´lioration dans le com-
portement du syste`me, ce qui devrait augmenter la qualite´ des mesures pour la caracte´risation
des proprie´te´s viscoe´lastiques des mate´riaux.
7.2 Perspectives
• Au niveau des strate´gies de controˆle, d’autres me´thodes de synthe`se peuvent eˆtre ex-
plore´es et compare´es aux performances des strate´gies utilise´es dans ce me´moire. En
effet, la µ-synthe`se qui est une me´thode robuste peut eˆtre utilise´e pour le calcul d’un
controˆleur robuste face aux variations de la masse. Aussi, la commande non line´aire
par mode de glissement peut eˆtre envisage´e afin de chercher le maximum d’e´nergie de
l’actionneur et suivre ainsi des variations plus rapides dans le signal de re´fe´rence.
• Au niveau du syste`me de de´ploiement du controˆleur, la solution adopte´e n’est pas
portable et ne´cessite un ordinateur hoˆte, une cible et donc beaucoup d’espace. On
109
pourrait alors implanter le controˆleur sur des cartes d’acquisition munies de processeur
sur lequel le code sera charge´. Ainsi, l’acquisition des donne´es et le controˆle seront
des parties inte´grantes du rhe´ome`tre. D’autre part, il existe e´galement des syste`mes
d’exploitation fiables de´die´s au controˆle en temps re´el que l’on pourrait utiliser a` la
place de xPC Target
TM
.
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ANNEXE A
A.1 Ge´ne´ration des signaux de re´fe´rence
Il existe diffe´rents types de feneˆtres, p. ex. les feneˆtres rectangulaires, triangulaires, Han-
nings, etc.
Celle utilise´e dans notre application est la feneˆtre Blackman.
Son expression est de´finie par (Oppenheim et al., 1999; Ambardar, 2007) :
w[n] =
0.42− 0.5 cos(2pinM ) + 0.08 cos(4pinM ) 0 ≤ n ≤M0 sinon (A.1)
ou` M est la largeur de la feneˆtre.
Pour M = 50, la feneˆtre correspondante est la suivante :
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Figure A.1 Feneˆtre de Blackman pour 50 points
Ce signal est multiplie´ ensuite par l’entre´e a` ponde´rer en ajustant la largeur de la feneˆtre
aux meˆmes nombres de points que celui du signal a` modifier. Cette technique est utilise´e dans
l’analyse spectrale des signaux et dans la synthe`se de certains filtres.
Son spectre montre que les amplitudes des lobes secondaires sont conside´rablement diminue´es
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et l’e´nergie du signal re´sultant est plus concentre´e autour de la fre´quence du signal original.
Les deux figures suivantes illustrent graphiquement le processus de feneˆtrage dans les deux
cas d’e´tude de ce projet.
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Figure A.2 Entre´e Blackman avec un seul cycle
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Figure A.3 Entre´e Blackman a` 10 cycles
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ANNEXE B
Re´sultats nume´riques d’identification
Les re´sultats nume´riques d’identification des parame`tres des trois pots vibrants sont re-
groupe´s dans les tableaux des sections B.1, B.2 et B.3. La section B.4, quant a` elle, regroupent
les donne´es expe´rimentales de la re´ponse fre´quentielle du pot vibrant #3 afin de valider le
mode`le obtenu a` l’aide du diagramme de Bode.
B.1 Re´sultats nume´riques d’identification : pot vibrant #1
Tableau B.1 Re´sultats de l’identification du parame`tre a11
f1 f2 f3 f4 f5 f6
M1 153910.46 149089.43 145483.17 138636.63 139085.00 135631.86
M2 110903.80 106919.78 103891.98 101486.09 100713.19 100586.50
M3 79064.75 76333.96 75226.26 72891.26 71653.32 80090.82
M5 50964.26 49739.21 49146.36 47061.63 51677.06 44748.87
M6 45557.86 44232.09 43639.54 45418.50 47196.92 50236.50
Tableau B.2 Re´sultats de l’identification du parame`tre b12
f1 f2 f3 f4 f5 f6
M1 213.53 209.91 208.35 200.10 193.38 186.54
M2 158.36 155.12 155.86 157.27 154.40 149.86
M3 117.07 115.05 115.33 116.41 114.08 108.09
M5 80.15 80.13 81.20 76.47 73.18 71.30
M6 73.08 70.81 71.23 71.24 71.25 70.12
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Tableau B.3 Re´sultats de l’identification du parame`tre b13
f1 f2 f3 f4 f5 f6
M1 139997.90 138473.52 137318.91 135886.25 134720.8 135429.9
M2 103218.25 102980.11 102777.97 101995.70 101783.23 101270.00
M3 76521.25 76443.89 76636.95 76132.18 75511.67 74272.46
M5 55452.07 55399.74 56015.46 55342.51 55163.27 57123.39
M6 51557.83 52359.13 52221.37 51892.50 51563.94 51377.00
B.2 Re´sultats nume´riques d’identification : pot vibrant #2
Tableau B.4 Re´sultats de l’identification du parame`tre a21
f1 f2 f3 f4 f5 f6 f7 f8
M1 297968.08 291534.69 310259.47 293307.55 276475.70 269511.69 256060.11 -223554546.33
M2 185470.96 213815.10 229748.06 215565.79 203454.96 195057.33 189912.40 177028.14
M3 142133.70 164496.91 176606.24 167451.98 160566.81 160311.44 153284.80 138737.33
M4 109854.95 125664.94 134610.36 128599.59 132885.49 -238448270.74 121236.96 127256.24
M5 90071.99 117074.04 112027.43 109209.79 102676.04 108582.22 107649.32 112441.88
M6 86466.72 110119.64 104111.53 100707.65 11094.62 1141.87 110479.26 -115737972.78
Tableau B.5 Re´sultats de l’identification du parame`tre b22
f1 f2 f3 f4 f5 f6 f7 f8
M1 292.07 333.19 347.52 339.49 334.10 329.81 326.41 6355.11
M2 206.99 246.98 262.96 249.76 241.82 236.83 232.50 228.42
M3 162.09 195.02 205.03 205.90 199.35 193.13 184.82 178.53
M4 126.26 152.53 156.91 159.93 168.56 8010.17 167.25 168.52
M5 107.73 131.79 132.44 132.22 130.93 134.25 151.79 145.82
M6 103.36 125.80 123.98 127.46 14940.71 16512.54 133.53 8768.79
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Tableau B.6 Re´sultats de l’identification du parame`tre b23
f1 f2 f3 f4 f5 f6 f7 f8
M1 91711.73 115763.53 101761.36 101807.24 103253.35 103334.87 102777.68 24687258835
M2 76216.36 86009.93 75360.88 74027.56 73562.55 71177.38 69633.15 70642.20
M3 59666.50 66623.44 58679.5 58121.45 56256.22 55222.81 53323.04 51032.78
M4 46761.87 52203.96 45873.75 45902.29 52824.76 24693808449 45580.64 49242.20
M5 39724.32 39877.63 39356.89 39341.99 40408.21 44068.43 41319.20 40310.23
M6 38251.85 37103.49 37298.88 37712.77 24674017740 24674008655 40579.20 14659693390
B.3 Re´sultats nume´riques d’identification : pot vibrant #3
Tableau B.7 Re´sultats de l’identification du parame`tre a31
M1 M2 M3 M4
Expe´rience #1 348724.585 315089.3452 234335.0886 223805.4993
Expe´rience #2 346955.1973 313490.6187 237166.989 224051.6609
Expe´rience #3 345306.3007 312000.7618 237213.2258 223856.2778
Expe´rience #4 345508.3376 312183.3118 237081.5421 223671.4753
Expe´rience #5 345948.9339 312581.4116 237402.7478 224320.4172
Tableau B.8 Re´sultats de l’identification du parame`tre a32
M1 M2 M3 M4
Expe´rience #1 1318581.473 1228638.392 865723.3758 731590.3829
Expe´rience #2 1171911.6775 1091973.2368 909115.694 718342.6315
Expe´rience #3 1164130.6941 1084723.0099 855609.1215 731022.6563
Expe´rience #4 1155111.7992 1076319.3118 871750.6349 735267.4321
Expe´rience #5 1175069.0214 1094915.212 861134.05 734513.1708
Tableau B.9 Re´sultats de l’identification du parame`tre b32
M1 M2 M3 M4
Expe´rience #1 594.1155 537.038 418.431 397.6683
Expe´rience #2 588.71 532.1518 422.8267 398.2801
Expe´rience #3 585.8771 529.5911 426.1313 397.5339
Expe´rience #4 586.1697 529.8556 426.4879 397.6755
Expe´rience #5 588.5485 532.0059 427.75 398.9911
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Tableau B.10 Re´sultats de l’identification du parame`tre b33
M1 M2 M3 M4
Expe´rience #1 104678.6772 95710.5745 73824.905 67682.1599
Expe´rience #2 103671.9616 94790.1069 74402.0271 67717.8019
Expe´rience #3 103199.151 94357.8032 74337.6517 67688.0839
Expe´rience #4 103311.2318 94460.2818 74283.9174 67646.6807
Expe´rience #5 103359.5514 94504.4617 74195.882 67788.5932
Tableau B.11 Re´sultats de l’identification du parame`tre b34
M1 M2 M3 M4
Expe´rience #1 5455921.2128 4925726.8921 3829904.6313 3460929.4371
Expe´rience #2 5413954.5958 4887838.4978 3872288.4017 3464294.2366
Expe´rience #3 5387378.1407 4863844.6837 3873859.0483 3456995.3656
Expe´rience #4 5379273.9897 4856528.0761 3873265.5087 3458823.4506
Expe´rience #5 5401330.1209 4876440.8414 3870532.4189 3467037.0164
Tableau B.12 Re´sultats de l’identification du parame`tre b35
M1 M2 M3 M4
Expe´rience #1 95893128.2792 86538525.9527 64255799.0014 57818574.0132
Expe´rience #2 91567052.4158 82634469.0604 65497796.3984 57438047.6746
Expe´rience #3 91289856.4771 82384314.2436 64394874.2824 57645595.5859
Expe´rience #4 91063449.0197 82179993.3712 64843028.5432 57673011.3406
Expe´rience #5 91523558.086 82595217.7057 64749758.7298 57882607.5642
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B.4 Donne´es Expe´rimentales de la re´ponse fre´quentielle
L’amplitude du signal d’entre´e est e´gale a` 0.4 V.
Tableau B.13 – Mesures de la re´ponse fre´quentielle du pot vibrant #3 – Masse M2
Fre´quence De´placement Rapport d’amplitude
(rad/s) (mm) (dB)
31.4159 0.8102 6.1306
43.9823 1.14 9.0969
56.5487 1.32 10.3703
62.8319 1.41 10.9432
69.115 1.462 11.2577
75.3982 1.493 11.44
81.6814 1.514 11.5613
87.9646 1.521 11.6014
94.2478 1.539 11.7036
100.531 1.521 11.6014
106.8142 1.518 11.5842
113.0973 1.504 11.5038
119.3805 1.493 11.44
125.6637 1.476 11.3405
131.9469 1.467 11.2874
138.2301 1.441 11.1321
157.0796 1.39 10.8191
175.9292 1.31 10.3042
188.4956 1.263 9.9869
207.3451 1.194 9.4989
219.9115 1.152 9.1878
238.761 1.1 8.7867
251.3274 1.054 8.4156
270.177 0.993 7.8978
282.7433 0.95 7.5133
301.5929 0.885 6.8977
314.1593 0.865 6.6991
(Suite a` la page suivante)
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Tableau B.13 – suite de la page pre´ce´dente
Fre´quence De´placement Rapport d’amplitude
(rad/s) (mm) (dB)
345.5752 0.787 5.8783
376.9911 0.694 4.786
408.407 0.626 3.8903
439.823 0.569 3.061
471.2389 0.495 1.8509
502.6548 0.454 1.0999
534.0708 0.418 0.38233
565.4867 0.372 -0.63034
596.9026 0.329 -1.6973
628.3185 0.299 -2.5278
691.1504 0.231 -4.769
753.9822 0.21 -5.5968
816.8141 0.181 -6.8876
879.6459 0.153 -8.3474
942.4778 0.11 -11.2133
1005.3096 0.087 -13.2508
1068.1415 0.082 -13.7649
1130.9734 0.08 -13.9794
1193.8052 0.07 -15.1392
1256.6371 0.067 -15.5197
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ANNEXE C
Listes des figures des re´ponses aux fre´quences limites en simulation
Nous pre´sentons dans cette annexe les re´sultats de simulation des fre´quences limites des
controˆleurs de´veloppe´s au chapitre 5. Les re´sultats du pot vibrant #1 sont expose´s dans la
section C.1 alors que ceux du pot vibrant #3 sont expose´s dans la section C.2.
C.1 Fre´quences limites : Pot vibrant #1
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Figure C.1 Limites du controˆleur a` retard de phase – Pot vibrant #1
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C.2 Fre´quences limites : Pot vibrant #3
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(c) Entre´e Multi-Blackman a` 80 Hz
Figure C.4 Limites du controˆleur a` retard de phase – Pot vibrant #3
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(c) Entre´e Multi-Blackman a` 70 Hz
Figure C.2 Limites du controˆleur H∞ – Pot vibrant #1
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(c) Entre´e Multi-Blackman a` 70 Hz
Figure C.3 Limites du controˆleur H∞ structure´ – Pot vibrant #1
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(c) Entre´e Multi-Blackman a` 100 Hz
Figure C.5 Limites du controˆleur H∞ – Pot vibrant #3
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(c) Entre´e Multi-Blackman a` 100 Hz
Figure C.6 Limites du controˆleur H∞ structure´ – Pot vibrant #3
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ANNEXE D
D.1 Figures des re´ponses aux fre´quences limites en expe´rimentation
On pre´sente dans cette annexe la re´ponse obtenue en expe´rimentation du pot vibrant #3
aux fre´quences limites. La masse utilise´e est celle du plus grand porte-e´chantillon M4 =
135.9 g.
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Figure D.1 Limites expe´rimentales du controˆleur a` retard de phase – Pot vibrant #3
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Figure D.2 Limites expe´rimentales du controˆleur H∞ – Pot vibrant #3
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Figure D.3 Limites expe´rimentales du controˆleur H∞ structure´es – Pot vibrant #3
