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Abstract
Model selection is one of the fundamental tasks in scientiﬁc research. In this
thesis, we address several research problems in statistical model selection,
which aims to select a statistical model that ﬁts the data best. We focus
on the model selection problems in Bayesian networks and logistic regres-
sion from both theoretical and practical aspects. For instance, we study
several model selection criteria in Bayesian networks, and then introduce an
algorithm for learning a certain type of Bayesian networks using the model
selection criterion that has been shown to be eﬀective in the previous study.
We also study how to eﬀectively learn Bayesian networks with local struc-
ture, which is based on the study of learning interactions among variables
by Lasso for sparse logistic regression .
In the ﬁrst part of this thesis, we compare diﬀerent model selection criteria
for learning Bayesian networks and focus on the Fisher information approxi-
mation (FIA) criterion, which is an approximation to normalized maximum
likelihood (NML). We describe how FIA fails when the candidate models
are complex and there is only limited data available. We show that although
the Bayesian information criterion (BIC) is a more coarse approximation to
NML than FIA, it achieves better results in most of the cases.
Then, we present a method named Semstem, based on the structural ex-
pectation–maximization (EM) algorithm, for learning stemmatic trees as
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a special type of Bayesian networks, which model the evolutionary rela-
tionships among historical manuscripts. Semstem selects best models by
the maximum likelihood criterion, which is equivalent to BIC in this case.
We show that Semstem achieves results with usually higher accuracies and
better interpretability than other popular methods when applied on two
benchmark data sets.
Before we turn to the topic of learning another type of Bayesian networks,
we start with a study on how to eﬃciently learn interactions among variables.
To reduce the search space, we apply basis functions on the input variables
and transform the original problem into a model selection problem in logistic
regression. Then we can use Lasso (least absolute shrinkage and selection
operator) to select a small set of eﬀective predictors out of a large set of
candidates. We show that the Lasso-based method is more robust than an
earlier method under diﬀerent situations.
We extend the Lasso-based method for learning Bayesian networks with local
structure, i.e. regularities in conditional probability distributions. We use
the Lasso-based method to identify eﬀective interactions between parents
and construct Bayesian networks based on them. We show that our method
is more suitable than some classic methods that do not consider local
structure. Moreover, when the local structure is complex, our method
outperforms two other methods that are also designed for learning local
structure.
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Descriptors:
I.5 Pattern recognition
I.5.1 Models
I.6.4 Model Validation and Analysis
G.3 Probability and statistics
J.5 Arts and humanities
General Terms:
statistics, machine learning, model selection, algorithms
Additional Key Words and Phrases:
Fisher information approximation, normalized maximum likelihood,
Bayesian networks, stemmatology, Lasso, sparse logistic regression, local
structure in Bayesian networks
Acknowledgements
I would like to thank my supervisor, Professor Teemu Roos, for his excellent
guidance and support throughout my master’s and doctoral studies, and
for his encouragement that helped me to clear up my doubts when facing
diﬃculties. I have learned a lot about scientiﬁc research from him, and on a
broader aspect, how to observe and analyze things from a deeper perspective.
I’m also grateful to the custos of my defense, Professor Petri Myllyma¨ki,
for providing the wonderful working environment, and for his support for
numerous things in all these years.
I express my thanks to the pre-examiners Professor Tjalling Tjalkens
and Doctor Tommi Mononen, for their insightful feedback that helped me
to improve this thesis; and to Professor Ioan Tabus to be the opponent of
my defense. I would also like to thank the co-authors for their contributions
to the papers in this thesis.
I am very grateful to my colleagues, for providing the inspiring discussions
and sharing great time with me in my study. They include the past
and present members in the Information, Complexity and Learning (ICL)
research group: Anupam Arohi, Ville Hyvo¨nen, Elias Ja¨a¨saari, Janne Leppa¨-
aho, Simo Linkola, Arttu Modig, Jussi Ma¨a¨tta¨, Quan (Eric) Nguyen, Teemu
Pitka¨nen, Professor Teemu Roos, Santeri Ra¨isa¨nen, Sotiris Tasoulis, Nikolay
Vasilev and Yang Zhao. I would also like to thank all the members in the
Complex Systems Computation (CoSCo) group, to which the ICL group
belongs. I give my special thanks to Professor Juho Rousu and Esa Pitka¨nen,
for guiding me in my master’s study when Finland was a totally new world
for me.
During my doctoral study I received funding from various sources,
including, the University of Helsinki Research Funds, the Helsinki Institute
for Information Technology (HIIT), the Helsinki Doctoral Programme in
Computer Science (Hecse), the Doctoral Programme in Computer Science
(DoCS) and the Finnish Centre of Excellence in Computational Inference
Research (COIN). I also appreciate the valuable resources and facilities that
the Department of Computer Science in the University of Helsinki provides.
v
vi
Finally, I wish to thank my family, especially my mother Zhilan Zhang,
my other relatives and my dear friends, for their support that made me
conﬁdent through the long journey of my doctoral study.
Helsinki, January 2017
Yuan Zou
Contents
List of Reprinted Publications ix
1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Procedures of model selection . . . . . . . . . . . . 1
1.1.2 Over-ﬁtting and under-ﬁtting . . . . . . . . . . . . . 3
1.1.3 Overview of important model selection methods . . 5
1.2 Outline of the thesis . . . . . . . . . . . . . . . . . . . . . . 8
1.3 Main contributions . . . . . . . . . . . . . . . . . . . . . . . 8
2 Model selection for Bayesian networks 11
2.1 Introduction to Bayesian networks . . . . . . . . . . . . . . 11
2.2 The FIA model selection criterion for Bayesian networks. . 12
2.2.1 FIA as an approximation of NML . . . . . . . . . . 12
2.2.2 A Lower bound of the diﬀerence between FIA and NML 13
2.2.3 FIA with small sample sizes . . . . . . . . . . . . . . 14
2.2.4 Experiment . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 Model selection for stemmatology . . . . . . . . . . . . . . . 20
2.3.1 Introduction to stemmatology . . . . . . . . . . . . . 20
2.3.2 Evolutionary models in stemmatology . . . . . . . . 21
2.3.3 Outline of Semstem . . . . . . . . . . . . . . . . . . 23
2.3.4 Expected log-likelihood of a stemmatic tree . . . . . 24
2.3.5 Semstem algorithm . . . . . . . . . . . . . . . . . . . 25
2.3.6 Experiment . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . 29
3 Model selection on sparse logistic regression 31
3.1 Introduction to Lasso . . . . . . . . . . . . . . . . . . . . . 31
3.2 Model selection for logistic regression with logical features . 32
3.2.1 Introduction to logic regression . . . . . . . . . . . . 32
vii
viii Contents
3.2.2 Model formulation . . . . . . . . . . . . . . . . . . . 33
3.2.3 Experiment . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3 A Lasso-based method for learning Bayesian networks with
local structure . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.1 Introduction to Bayesian networks with local structure 39
3.3.2 Model formulation . . . . . . . . . . . . . . . . . . . 40
3.3.3 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.4 Experiment . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . 44
4 Conclusion 47
References 51
Reprints of the original publications 59
List of Reprinted Publications
Model selection criteria for learning Bayesian networks
Research Paper I: Yuan Zou, Teemu Roos, “On Model Selection, Bayesian
Networks, and the Fisher Information Integral,” In New Generation Comput-
ing, Vol.35, 2017, pp. 5–27, http://dx.doi.org/10.1007/s00354-016-0002-y.
Contribution: The author proved the Proposition 2.1 with Teemu Roos,
co-designed and performed the experiments, analyzed the experiment
results and co-wrote a majority of this Paper. The paper has not been
included in any other theses.
Learning stemmatic trees
Research Paper II: Teemu Roos, Yuan Zou, “Analysis of textual variation
by latent tree structures,” In Proceedings of 11th International Conference
on Data Mining, ICDM, 2011, pp. 567–576, http://dx.doi.org/10.1109/
ICDM.2011.24.
Contribution: The author implemented the algorithm, designed and
performed the experiments, and co-wrote the sections of method descrip-
tion and experiment. The paper has not been included in any other theses.
ix
x List of Reprinted Publications
Sparse feature selection by Lasso
Research Paper III: Yuan Zou, Teemu Roos, “Sparse Logistic Regression
with Logical Features,” In Proceedings of 20th Paciﬁc-Asia Conference on
Knowledge Discovery and Data Mining (Auckland 2016). PAKDD, 2016,
pp. 316–327, DOI http://dx.doi.org/10.1007/978-3-319-31753-3 26.
Contribution: The author co-designed the algorithm with Teemu Roos,
implemented the algorithm, designed and performed the experiments,
analyzed the experiment results and co-wrote a majority of this Paper.
The paper has not been included in any other theses.
Learning Bayesian networks with local structure
Research Paper IV: Yuan Zou, Johan Pensar, Teemu Roos, “Representing
local structure in Bayesian networks by Boolean functions,” Submitted
Contribution: The author designed and implemented the algorithm with
suggestions from Teemu Roos, designed and performed the experiments
except the methods that are based on PCI or CSI trees, analyzed the
experiment results and co-wrote a majority of this Paper. The paper has
not been included in any other theses.
Chapter 1
Introduction
The thesis studies several model selection methods and their applications
on Bayesian networks and sparse logistic regression. Before devoting to the
speciﬁc methods and domains, we ﬁrst review model selection in general
and show how diﬀerent topics of this thesis are related to each other. For
instance, this chapter ﬁrst discusses general issues in model selection, such
as what is model selection and why we need it. It then focuses on several
important model selection criteria belonging to diﬀerent categories. Lastly,
it gives an outline of the thesis and summarizes the contributions of the four
research papers, Paper I-VI, which are reprinted at the end of the thesis.
1.1 Background
1.1.1 Procedures of model selection
This thesis discusses the research problems related to statistical model
selection. A statistical model is a set of probability distributions upon a
sample space, usually with a set of parameters that map the parameter
space to the distributions. Our aim is to select a statistical model from a
set of alternatives so that it ﬁts the data best. It requires the model to be
able to explain the phenomenon in observed data and moreover, make a
good prediction for future observations. In practice, after collecting data,
we may be confronted with a wide category of model selection problems,
which come up in diﬀerent stages of the learning process. In the following
discussion, we review some important model selection methods that can be
categorized in several groups. However, usually they are not stand-alone
procedures, but are often nested and work together to guide the learning
process.
1
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At the initial stage of model learning, we usually only have a set of raw
data that are complex, redundant, and possibly with errors, which need to
be preprocessed for later stages. At this stage, our tasks may include data
standardization, normalization, missing data imputation, feature encoding
and transformation, and other treatments that improve the quality of data.
For diﬀerent methods implemented in these tasks, there can be diﬀerent
models underlying the justiﬁcation of them. For example, for missing data
imputation, we can choose from models that assume missingness is random
so that we can ignore missing data without biasing the inferences; and those
that assume missing data depend on other data where we need to select a
best model of missing data to ﬁll in missing values.
With processed data, one possible task then is to identify a subset of
relevant features out of them. With limited computational resources and
a large amount of data, this step can be crucial in the whole learning pro-
cess. Moreover, feature selection enhances learning accuracies by removing
redundant or irrelevant features. An example of applications of feature
selection is the genome-wide association study (GWAS), which usually deals
with the number of features at the order of magnitude of 105 to 106 [8]. In
fact, feature selection for genome data is a well-developed research domain
with a large pool of techniques. In Paper III, we propose a Lasso-based
method for selecting sparse features in logistic regression, which can be
applied in this ﬁeld. We review the studies of Paper III and IV in Chapter 3,
where we address the advantages of feature selection on logistic regression
and Bayesian networks. It also discusses the merit of feature encoding and
transformation at the preprocessing step.
Besides the processing of data, we also face the task of selecting from
various learning algorithms that underlie diﬀerent models. For example,
for the task of classiﬁcation, we can select from the k-nearest neighbors
algorithm (k-NN), the decision tree algorithm, the support vector machine
algorithm etc. Depending on the nature of the data and the aim of learning,
diﬀerent algorithms can behave very diﬀerently. In Paper II-IV, we propose
algorithms in diﬀerent domains. For each algorithm, we compare it with
other widely used algorithms and explain the results according to the prop-
erties of data.
Moreover, we should also consider the best way of selecting parameters
that lead to diﬀerent model complexities. Continuing with the examples of
the algorithms for classiﬁcation, we need to deﬁne the number of neighbors
for the k-NN algorithm, set the threshold for pruning branches in the deci-
sion tree algorithm and adjust the amount of misclassiﬁed samples allowed
for the support vector machine algorithm. To address these issues, a wide
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variety of methods and criteria have been developed, and we review some
important ones in Section 1.1.3. In Section 2.2, we compare several criteria
for model selection in Bayesian networks and focus on the Fisher information
approximation (FIA) criterion that approximates the normalized maximum
likelihood (NML) model selection criterion.
1.1.2 Over-ﬁtting and under-ﬁtting
Early in the 14th century, William of Ockham proposed the famous principle,
Ockham’s razor, which states: “Pluralitas non est ponenda sine neccesitate”;
or in other words, entities should not be multiplied unnecessarily. For solving
the model selection problem, the principle indicates that we should choose
the simpler model when two competing models give the same prediction.
Actually, we can ﬁnd that all theories and strategies for model selection
converge to this basic idea of restraining model complexity as small as
possible while ﬁtting the data. To formalize this principle in a statistical
way, we can use the bias-variance trade-oﬀ [22, 27].
Assume that the outcome y is deﬁned by the model: y = f(z) + ,
where z is the set of predictors and  ∼ N (0, σ2) represents the noise that
is independent of z. We try to ﬁt y by a function fˆ(z) that minimizes the
expectation of the squared error, which can be decomposed into three terms:
E
[(
y − fˆ(z)
)2]
=
(
E[fˆ(z)]− f(z)
)2
+E
[(
fˆ(z)− E[fˆ(z)]
)2]
+σ2. (1.1)
The last term in Eq. (1.1) is related to the noise  that is introduced when
mapping f(z) to y. It can not be reduced regardless of the model used.
On the other hand, by selecting a suitable model, we can reduce the errors
from the ﬁrst and second terms. The ﬁrst term, which is the square of bias,
represents the error introduced when we approximate a real-life problem
with a model fˆ(z). The second term refers to the error due to the variability
of the ﬁtted model itself, which describes how fˆ(z) changes with diﬀerent
training sets [27].
Ideally, we want to ﬁt a model with both low bias and low variance.
However, there always exists a trade-oﬀ when reducing these two types of
errors simultaneously [22]. If increasing the complexity of a model, we can
capture more data points and thus decrease the bias; but unfortunately,
the variance of the model will increase at the same time. It results in the
problem of over-ﬁtting when using an unnecessarily complex model to ﬁt
training data, which generalizes badly for unobserved future data. On the
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Figure 1.1: An example of bias-variance trade-oﬀ in polynomial regression
models.
contrary, under-ﬁtting occurs when we use a too simple model to ﬁt the
data that are actually generated from a more complex model.
Fig. 1.1 shows an example of over-ﬁtting and under-ﬁtting in the case of
ﬁtting a polynomial model. Similar examples can be found in [6] and [24].
The true model f(z) = 0.1z − 0.1z2 + 0.02z3 is a polynomial model of order
three, and the noise  is generated from the normal distribution  ∼ N (0, 1).
We generated eleven points (blue points in Fig. 1.1) as the training data
and ﬁtted them with three polynomial regression models with the orders of
one, three and nine.
When using a simple model of straight line (the polynomial model of
order one) to approximate the polynomial curve with order three, it results
in the problem of under-ﬁtting (Fig. 1.1.c). Although it has low variance, it
can only capture a few training data points and is highly biased from the
true model. By contrast, when using the very complex polynomial model
with an excessively high order (Fig. 1.1.d), the ﬁtted curve overlaps with
all training data points but with extremely high variance. Comparing the
two models to the true one in Fig. 1.1.a, where the black curve represents
f(z), both cases of under-ﬁtting and over-ﬁtting have a very bad prediction
for the unseen data. On the other hand, the model generalizes best when
we ﬁt the training data with the polynomial regression model of the same
order as the true one (Fig. 1.1.b).
Thus, model selection can be considered as making a compromise between
variance and bias so that their sum reaches the minimum, while a more
complex model has less bias but more variance. However, closed-form
solutions of bias and variance are only available for a few models such as
the k-NN model [16]. On the other hand, instead of trying to quantify the
bias-variance trade-oﬀ as a cost function to minimize, researchers introduce
various theories and procedures to ﬁnd the solutions that are based on some
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other criteria, which on the other hand, can also be interpreted as trying to
minimize the total error from the two sources. In Section 1.1.3, we discuss
some of the import model selection criteria and focus on those studied or
implemented in the research papers of this thesis.
1.1.3 Overview of important model selection methods
In the this section, we concentrate on the related model selection methods
that are studied in the research papers. They include the maximum a
posteriori criterion (MAP), the Bayes factor (BF), the Akaike’s informa-
tion criterion (AIC), the Bayesian information criterion (BIC), minimum
description length (MDL) and Lasso (least absolute shrinkage and selection
operator). For other popular methods that we do not discuss, including
cross validation, bootstrapping, ensemble learning, and hypothesis testing,
readers may refer to the reviews or textbooks of [16, 32, 40, 60] for more
details.
First, we discuss two model selection methods from a Bayesian perspec-
tive, i.e. the MAP and BF criteria, which need to specify an explicit prior for
model parameters. For broader reviews of Bayesian approaches for model
selection, refer to [43, 73]. Assuming that the observed data set xn with
sample size n are generated from an unknown model M, the MAP criterion
chooses the model that maximizes the posterior p(M | xn). By Bayes’ rule,
we have
p(M | xn) = p(x
n | M)p(M)
p(xn)
, (1.2)
where the probability of the data xn, p(xn), is constant. By taking the
logarithm of Eq. (1.2) and ignoring the constant log p(xn) 1, MAP then aims
to maximize the sum of log-likelihood and log-prior log p(xn|M)+ log p(M).
The formulation of MAP again follows the basic rule for model selection,
namely, to ﬁnd the best trade-oﬀ between the model complexity and the
ﬁt of data. The second term, which is the prior representing our domain
knowledge, works as the regularization term; while the ﬁrst term is the
maximum likelihood estimate of the data. However, because the MAP
estimate is a point estimate, it loses its advantage as a Bayesian method
that draws inferences by distributions. Another drawback of MAP is that
it is not invariant to reparameterization [38].
The Bayes factor is another popular Bayesian model selection method.
For two models M1 and M2 with diﬀerent sets of parameters θ1 and θ2
1We denote the binary (base-2) logarithm by log and the natural logarithm by ln.
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respectively, it measures the ratio of marginal likelihood:
B1,2 =
p(xn | M1)
p(xn | M2) =
∫
p(θ1 | M1)p(xn | θ1,M1)dθ1∫
p(θ2 | M2)p(xn | θ2,M2)dθ2 .
A value of B1,2 > 1 means that M1 is more strongly supported by the data
than M2. Unlike the MAP criterion that is a point estimate of parameters,
the Bayes factor integrates over all parameters with respect to a prior.
The main criticism for the Bayes factor criterion comes from its sensitivity
to the choice of prior. Kass et al. in [29] illustrates how it fails in several cases
with unsuitable priors and provides a series of useful references for further
reading. In Paper I for comparing diﬀerent methods for model selection in
Bayesian networks, we use the “true” prior (the prior for generating the
model parameters) for the Bayes factor, which works as a yardstick for other
methods to be compared against.
On the other hand, there are other methods that do not require assigning
a prior. For example, BIC was proposed by Schwarz in [58] as an asymptotic
approximation to the marginal likelihood. It is inferred by a Laplace
approximation at the maximum likelihood estimate of parameters when
the sample size is large. Denoting the maximum likelihood estimate of
parameters for a model M on data xn as θˆM(xn), BIC aims to maximize
BIC = log p(xn | θˆM(xn),M)− dM
2
log n, (1.3)
where dM is the number of free parameters of M.
BIC is popular as it is simple to implement and widely applicable. With
large sample size, it is asymptotically equivalent to the Bayes factor [29].
However, BIC is a rather crude approximation and favors more parsimonious
models when given only small or moderate sample sizes [7]. Paper I shows
the examples of how BIC fails to choose the true models that are more
complex when there are only limited training data for model selection in
Bayesian networks.
AIC [1] has a similar formulation as BIC, but is derived from an infor-
mation theoretic perspective. Given a set of candidate models, AIC selects
the model with the smallest expected Kullback-Leibler divergence (K-L
divergence) from the true model, while the expectation is taken over the
set of models considered. The true model can be unknown because we only
require the relative diﬀerences of the expected K-L divergences between
models to rank them. Neither AIC nor BIC require the set of candidates to
contain the original model for generating the data [7, 10]. We can represent
AIC as the following:
AIC = log p(xn | θˆM(xn),M)− dM, (1.4)
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Based on Eqs. (1.3) and (1.4), we can see that AIC puts a weaker
penalty on the number of parameters than BIC does; and moreover, it
has no adjustment for the penalty as the sample size increases. If the
true model is within the set of candidate models and has a ﬁnite number
of parameters as well as a ﬁnite dimension, BIC selects the true model
with a probability that approaches one as the sample size grows. However,
with increasing sample sizes, AIC does not guarantee to select the true
model. Moreover, AIC is asymptotically equivalent to the leave-one-out
cross-validation score [65], while BIC is an approximation to the marginal
likelihood. More detailed comparisons between AIC and BIC can be found
in [7, 72]
On the other hand, the MDL criterion considers the learning of models
as a process of ﬁnding the regularities of data, while the amount of the
regularities indicate how much the data can be compressed. An important
notion in MDL is stochastic complexity, which is the shortest description
length of data given a model class. The two-part version of MDL minimizes
the sum of the code lengths for encoding the model as well as data under
that model. For the two-part code, a problem is that the procedure can
be arbitrary because the code lengths can be diﬀerent when using diﬀerent
encoding methods [24].
The reﬁned version of MDL, NML, uses an one-part code that minimizes
the worst case regret for all possible distributions [48, 61]. NML shares
the same asymptotic expansion as the marginal likelihood with Jeﬀreys
prior, under the constraint that the maximum-likelihood estimates of the
parameters satisfy the Central Limit Theorem (CLT) with certain weak
smoothness conditions. Readers may refer to [12, 48] for more details
about the constraint. However, the exact value of NML can only be
computed eﬃciently for a small set of model families such as the Bernoulli
and multinomial models [33]. Paper I reviews several model selection
methods including some approximation methods to NML and evaluates
their performances for model selection in Bayesian networks.
Besides the model selection methods discussed above, we also implement
Lasso in Paper III and IV for selecting logical features and learning Bayesian
networks with local structure. Lasso, proposed by Tibshirani in [70], is a
model selection method for selecting predictors of regression models. It
selects by minimizing the sum of squared errors, which is penalized by the
1 norm of the coeﬃcients (sum of the absolute values) multiplied by a
regularization parameter λ. The parameter λ controls the sizes of coeﬃcients
or in other words, the amount of shrinkage. On the other hand, the best
value of λ can be selected by model selection methods such as BIC and cross-
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validation. Compared to the stepwise selection [16] and ridge regression [70]
that belong to the same category, Lasso is a continuous variable selecting
method that can shrink the coeﬃcients all the way to zero [16].
1.2 Outline of the thesis
Following this introductory chapter, the thesis continues with three chapters
of overview of four original research papers that are attached at the end. In
Chapter 2, we concentrate on the research of model selection for Bayesian
networks. It starts with the study in Paper I on comparing several model
selection criteria for Bayesian networks, with the focus on Fisher information
approximation (FIA), which is an approximation method to NML. Later
in this chapter, we present the main contribution of Paper II. It proposes
a new method, Semstem, for constructing and selecting stemmatic trees
as a special type of Bayesian networks, for representing the evolutionary
relationships of historical manuscripts.
Chapter 3, mainly based on the work in Paper III, introduces a Lasso-
based method for selecting sparse features that represent the interactions
between covariates in logistic regression. After that, we present the research
of Paper IV, which extends the method in Paper III to learn Bayesian
networks when the conditional probability distributions of a node can be
determined by the interactions between its parents. Lastly, we ﬁnish the
overview of this thesis by presenting the summary and conclusion for all
studies of the original papers in Chapter 4.
1.3 Main contributions
The thesis contains four original publications of Paper I-VI. We brieﬂy
summarize their main contributions as the following:
Paper I: We study an approximation to NML, i.e. Fisher information
approximation (FIA), for model selection of discrete Bayesian networks. It
can be derived by the Laplace approximation of the marginal likelihood
when using Jeﬀreys prior. FIA has a similar formulation as BIC, but is
more precise by keeping a constant term that involves the Fisher informa-
tion matrix and only truncating the o(1) term. We show that for complex
Bayesian networks, the constant term dominates other terms, which leads
FIA to perform even worse than BIC at small and moderate sample sizes.
On the other hand, the fsNML (factorized sequential NML) [62], which is
another approximation of NML but not based on Laplace approximation
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performs as well as the Bayes factor under “true” prior. We suggest that we
should be cautious when including the constant term in the approximation
and try to break down the o(1) term to obtain a more reﬁned approximation.
Paper II: We introduce a method called Semstem for reconstructing stem-
matic trees for studying evolutionary relationships of a series of manuscripts.
Stemmatic trees, as a special case of Bayesian networks, encode the evolu-
tionary history when a node representing a manuscript is copied from its
parent. It is analogous to phylogenetic trees that encode the evolutionary
relationships among biological species, except that phylogenetic trees are
restricted to be bifurcating trees with all internal nodes unobserved. Sem-
stem is based on the structural expectation-maximization (structural EM)
algorithm developed by Friedman [19], which optimizes the network struc-
ture as well as parameters. Compared to other commonly used methods,
Semstem shows its advantages to be more accurate and easier to interpret
when applied on two popular benchmark data sets.
Paper III: In this study, we propose a Lasso-based method to learn interac-
tions that can be expressed as Boolean formulas among categorical variables.
We apply a transform similar to the discrete Walsh-Hadamard transform
on original covariates to obtain a design matrix of logistic regression. We
convert the problem of learning interactions into selecting sparse features in
logistic regression, which can be solved by Lasso. We compare our method
to another popular method in this domain, i.e. the greedy search method
implemented in the LogicReg R package, by applying them on data sets with
interactions of diﬀerent complexities. The results show that our method
performs better in all cases with less computation time and higher accuracies.
Paper VI: In this work, we propose a Lasso-based method for learn-
ing Bayesian networks with local structure, where the interactions between
parents determine the conditional probability distributions of a child. To
identify these interactions, it encodes them as predictors of logistic regres-
sion and applies a Lasso-based method similar to that in Paper III. It
implements a greedy search method to learn Bayesian networks based on
the identiﬁed interactions of parents. As shown in the experiment, the
Lasso-based method can learn Bayesian networks eﬃciently under diﬀerent
types of local structures. It is stable in all cases with small log-losses and
Hamming distances from the true models. It generally works better than
the classic methods and equally well as the other two methods that also
consider local structures but with diﬀerent encoding schemes.
10 1 Introduction
Chapter 2
Model selection for Bayesian
networks
2.1 Introduction to Bayesian networks
Burglary (BL)
Alarm (AL)
Eathquake (EQ)
JohnCalls (JC)
Figure 2.1: A Bayesian network (BN) describing the relationship of a
burglary (BL), an earthquake (EQ), a ring of an alarm, and a call from
John (JC).
A Bayesian network (BN) encodes conditional probability distributions
among a set of random variables by a directed acyclic graph (DAG). These
variables can be continuous or discrete, while in all papers of this thesis, we
only consider the discrete case. In Fig. 2.1 we show an example of Bayesian
network describing the relations of some events. Either the emergency of
an earthquake (EQ) or burglary (BL) can trigger an alarm (AL), which will
make John call (JC) with certain probability.
For calculating the joint probability of this network, by the chain rule,
we have p(JC,AL,BL,EQ) = p(JC | AL,BL,EQ)p(AL | BL,EQ)p(BL |
EQ)p(EQ). Because in a Bayesian network, a variable is conditionally
independent of any of its non-descendants given all its parents, we can
factorize the joint probability as p(JC,AL,BL,EQ) = p(JC | AL)p(AL |
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BL,EQ)p(BL)p(EQ). In general, for a Bayesian network containing l nodes
{X1, X2, . . . , Xl}, if we denote the parents of a node Xi as XΠi , the joint
probability of the data can be written as p(X1, X2, . . . , Xl) =
∏l
i=1 P (Xi |
XΠi).
Learning Bayesian networks includes the task of learning structures
and parameters. In Chapter 2, we only consider the issue of selecting the
network structure that aﬀects the number of parameters required, while in
Chapter 3, we discuss how to reduce the number of parameters by applying a
more eﬃcient way to encode conditional probabilities in Bayesian networks.
2.2 The FIA model selection criterion for Bayesian
networks.
In this section, we compare several model selection criteria for Bayesian
networks, and focus on FIA, which is a more reﬁned approximation to NML
than BIC. FIA contains a constant term involving the Fisher information
matrix, which can be a negative number with a very large absolute value for
complex models. It dominates the other terms under small and moderate
sample sizes, which makes FIA fail in these cases. In the following discussion,
we ﬁrst derive the formula of the FIA criterion and show how to evaluate it
by Monte Carlo sampling. Then we show its property under small sample
sizes theoretically and analytically, and illustrate how this property can
aﬀect the performance of FIA by comparing to other model selection criteria
in several experiments. We give conclusions and suggestions for future
studies at the end.
2.2.1 FIA as an approximation of NML
NML, as a modern form of MDL, is a minimax optimal universal model
[47, 61] and also the unique solution to minimize the worst case regret over
all possible distributions [61, 75]. NML can be represented as:
NML(xn | M) = p(x
n | θˆM(xn))
CMn
, (2.1)
where the normalizing factor CMn is:
CMn =
∑
xn
p(xn | θˆM(xn)). (2.2)
The logarithm of the normalizing factor, namely logCMn , is both the minimax
and maximin regret [47, 75]. NML is one of the most theoretically and
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intuitively appealing model selection criteria. However, as indicated in
Eq. (2.2), evaluating NML involves summing up the maximum likelihood
estimates of all possible sequences. For most of the model families including
Bayesian networks, there is no closed-form solution of NML, and also no
eﬃcient algorithm to estimate it.
NML is asymptotically equivalent to the marginal likelihood (Bayes fac-
tor) with Jeﬀreys prior under certain conditions. For example, the maximum
likelihood parameters should satisfy certain weak smoothness conditions
and lie within the boundary of the parameter space [12, 48]. Jeﬀreys prior
is a non-informative prior, which is is invariant under reparameterization
of the parameter vector [28]. In Paper I, we only consider the case when
the necessary conditions are satisﬁed. For Bayesian networks, calculating
Jeﬀreys prior is NP-hard [34]; on the other hand, we can expand marginal
likelihood (with Jeﬀreys prior) by the Laplace approximation and have
log p(xn | M) = log p(xn | θˆM(xn))− dM
2
log
n
2π
−log FII(M)+o(1), (2.3)
where FII(M) is the so-called Fisher information integral. If we denote the
Fisher information matrix as I(θ), it can be written as
FII(M) =
∫
ΘM
√
det I(θ) dθ,
while ΘM denotes the parameter space of model M. If we ignore the o(1)
in Eq. (2.3), we have the FIA model selection criterion:
FIA(xn | M) = log p(xn | θˆM(xn))− dM
2
log
n
2π
− log FII(M). (2.4)
For the log FII(M) term in Eq. (2.4), by combining Eq. (2.1) and Eq. (2.3),
we can evaluate it at a large sample size by
log FII(M) = logCMn −
dM
2
log
n
2π
+ o(1). (2.5)
As stated above, no closed-form solution for logCMn in Bayesian networks
is known. But fortunately, we can obtain a consistent estimate of NML
eﬃciently by Monte Carlo sampling. Readers may refer to Paper I for more
details about the sampling procedure.
2.2.2 A Lower bound of the diﬀerence between FIA and
NML
In this section, we discuss the property of FIA when there are only limited
samples from a theoretical view, i.e., we derive a lower bound on the
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approximation error of FIA. If we denote the space of possible states of a
node as X and the alphabet size (the number of states) as |X | (|X | ≥ 2),
for the sake of simplicity, we assume |X | to be the same for all nodes of
a network in Paper I. Since CMn is the sum of the maximized likelihoods
over all possible data sets and the likelihood is no great than one, there is a
trivial upper bound for CMn :
logCMn ≤ nl log |X |,
where l is the number of nodes. Based on this upper bound and the fact
that logCMn ≥ 0 for any model M when n ≥ 1, we can infer the following
lower bound for the largest possible diﬀerence between FIA and NML:
max
n
|FIA(xn | M)− log NML(xn | M)| ≥ η,
where
η =
dM
4
log
⌊
dM
2l ln 2 log |X |
⌋
− dM
4 ln 2
.
Readers can refer to Paper I for more details about the derivation of this
lower bound.
This diﬀerence is non-trivial for complex models. For example, for a
Bayesian network with 20 nodes, indegree of each node k = 6 (subject
to the acyclicity condition) and alphabet size |X | = 4, the number of
free parameters is 176 127. In this case, the lower bound of the diﬀerence
between FIA and NML is a large number on the scale of 105 (288 729.6).
This indicates that for a complex model, there exists a certain sample
size, where FIA as an approximation of NML fails, which may lead to its
failure for model selection. In the following Section 2.2.3, empirical results
show that this discrepancy is more severe when the sample size is small or
moderate.
2.2.3 FIA with small sample sizes
In this section, we study the property of FIA with a limited number of
samples by empirically evaluating it using Monte Carlo sampling. We ﬁrst
generate sixteen sets of Bayesian networks with 20 nodes, alphabet size
|X | ∈ {2, 4}, and the indegree for each node of k = {1, 2, . . . , 8} (under the
constraint of the acyclicity condition). We randomly generate 100 diﬀerent
networks for each set of Bayesian networks with the same indegree and
alphabet size of nodes, and use the Dirichlet distribution Dir(12 ,
1
2 , . . . ,
1
2) for
drawing each set of the distribution parameters. We then estimate logCMn
at the sample size of n = {1, 10, . . . , 108}.
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Figure 2.2: Estimates of logCMn by Monte Carlo sampling for four sets
of Bayesian networks of 20 nodes, the alphabet size of four, and each set
with the maximum indegree k = {3, . . . , 6} at the increasing sample size n
(shown in log-scale). The black lines connect the estimates of logCMn at
each sample size with the error bars representing the standard errors over
100 random repetitions. The red curve is the upper bound of nl log |X | for
all networks, while the blue lines show the BIC values for each network.
Figure reproduced from Paper I.
We only show the results when |X | = 4, as the results when |X | = 2 are
similar. In Fig. 2.2, we illustrate the curves of logCMn when k = {3, . . . , 6}.
It shows that when the sample size is limited, the upper bound squeezes the
curve of logCMn towards zero as the sample size decreases. As a result, the
sum of lower order terms can be extremely large in some cases. For example,
for the network with k = 6 when n = 1000, the sum of log FII(M) and
o(1) is less than −800 000, as the term d2 log n2π is larger than 800 000. This
indicates that the lower order terms are crucial parts of NML and should
not be dropped without caution. In Paper I, we show that the values of
log FII(M) can be signiﬁcantly diﬀerent for networks with the same number
of parameters but diﬀerent structures. Readers may refer to Paper I for
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further information on how the network structure inﬂuences log FII(M). On
the other hand, we need an accurate estimation of FIA for each candidate
model to demonstrate its performance for model selection. Therefore, we
need to estimate speciﬁcally the value of log FII(M) of each network in the
set of networks we want to select from, instead of averaging over diﬀerent
networks with the same number of parameters as in Section 2.2.2.
In the experiment, we generate diﬀerent sets of nested networks, while
within each set, a simpler network can be obtained by removing edges from
more complex ones. For example, we generate a set of eight nested networks
with 20 nodes, |X | = 4 and k = {1, . . . , 8}. For each network, we obtain the
mean value of log FII(M) over the estimates of 100 random repetitions at
the sample size 109. We then calculate the sum of dM2 log
n
2π and log FII(M)
as an approximation to logCMn , which we call it as the FIA penalty, at the
sample sizes of 103 and 105.
As the results shown in Section 2.2.3, log FII(M) for complex models is
a negative number with a very large absolute value, e.g., log FII(M) ≤ −106
for k ≥ 5. On the other hand, with only small and moderate sample sizes,
the term dM2 log
n
2π is much smaller than the absolute value of log FII(M).
This results in several important properties of FIA. First, the FIA penalty
is far from logCMn for complex models if there are only limited samples,
such as the case of k ≥ 4 when n = 103, and the case of k ≥ 6 when n = 105.
It also indicates that for complex models under small sample sizes, the
term of o(1) can be extremely large and should not just be ignored when
approximating logCMn . Second, because log FII(M) dominates the other
term dM2 log
n
2π , the FIA penalty can be an negative number with extremely
large absolute value as well. For example, for the most complex model with
k = 8 at the sample size of n = 103, the FIA penalty is less than −108.
Moreover, the FIA penalty may decrease as the model complexity in-
creases, for instance, when n = 103 for the networks of k ≥ 3, and when
n = 105 for the networks of k ≥ 6. Because a simpler network is a subset of
a more complex one, the maximum likelihood by a more complex network
should never be smaller than that of a simpler network. With a smaller
FIA penalty for a more complex model, the FIA model selection criterion
will always prefer a more complex model. In the following experiment of
applying FIA for model selection, we will illustrate this phenomenon and
show how FIA fails because of it.
2.2.4 Experiment
In this section, we compare several model selection criteria, including the
Bayes factor with the “true” prior (as a yardstick for the performances of
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|X | = 4, n = 103
k 1 2 3 4 5 6 7 8
log FII -86.96 -1123 -8211 -48710 -239000 -1135000 -5105000 -21230000
dM 231 879 3327 12543 47103 176127 655359 2424831
dM
2 log
n
2π 844.8 3215 12167 45872 172263 644122 2396742 8867956
sum 757.8 2092 3956 -2840∗ -66720∗ -490700∗ -2709000∗ -12360000∗
logCMn 832.4 2289 5522 10300 16880 21070 23050 24500
|X | = 4, n = 105
k 1 2 3 4 5 6 7 8
log FII -86.96 -1123 -8211 -48710 -239000 -1135000 -5105000 -21230000
dM 231 879 3327 12543 47103 176127 655359 2424831
dM
2 log
n
2π 1612 6135 23219 87539 328735 1229203 4573798 16923071
sum 1525 5012 15010 38830 89750 94330 -531500∗ -4308000∗
logCn 1582 5059 15310 41370 112500 261100 494000 858900
*) logCMn approximations by FIA with negative values
Table 2.1: Comparison of the FIA penalty (the fourth row) and logCMn
estimates (the ﬁfth row) by Monte Carlo sampling for a set of eight nested
Bayesian networks with the indegree k = {1, . . . , 8} at the sample size
of n ∈ {103, 105}. For each network, the alphabet size is |X | = 4 and
the number of nodes is l = 20. Other related terms including the Fisher
information integral log FII, the number of free parameters dM and the
higher order term dM2 log
n
2π are listed in the ﬁrst to third rows. We show
the values of log FII, the FIA penalty and logCMn , which are estimated by
the Monte Carlo approximation, in four signiﬁcant digits. Table adapted
from Paper I.
other methods), BIC, factorized sequential NML (fsNML) and FIA. The
fsNML criterion, developed by Silander et al. [62], approximates NML
by calculating the NML score locally and sequentially to improve the
computational eﬃciency. It is asymptotically equivalent to BIC and has
shown good performance for model selection in Bayesian networks.
We perform model selection on four sets of nested networks, while each set
contains eight networks with the indegree of each node being k = {1, . . . , 8}
(subject to acyclicity condition). For diﬀerent sets, the alphabet size of a
node can be two or four, and the number of nodes can be 20 or 40. We
follow the similar way as in Section 2.2.3 to generate each set of parameters.
As discussed in Section 2.2.3, we need to obtain an accurate estimate of
log FII for each individual network, but we lack the computation resource
to estimate all these values if we explore a large set of possible networks.
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On the other hand, our purpose is to study the complexity regularization
instead of illustrating the accuracies of model selection criteria in general.
Thus, we perform model selection by only comparing networks within each
set.
We only present the results when the number of nodes l = 20, as the
results when l = 40 are similar. As shown in Fig. 2.3, FIA breaks down for
small and moderate sample sizes except when the true model is the most
complex one. Based on the discussion in Section 2.2.3, we can see that FIA
tends to select the most complex model given a limited number of samples.
Therefore, only when the true model is the one with k = 8, FIA can make
the right choice. On the other hand, as the alphabet size of nodes grows,
the networks in a set become more complex and FIA needs more samples
to perform properly. For instance, for |X | = 2, FIA needs the sample size
n ≥ 104 to achieve good results; while for |X | = 4, it requires n ≥ 106.
Unlike FIA, the BIC model selection criterion ignores all the lower order
terms and puts unnecessary large penalties on complex models. Section 2.2.3
shows that the BIC penalty is larger than the FIA penalty and logCMn ,
and this problem becomes more severe as the model complexity increases.
Therefore, contrary to FIA, BIC tends to select simpler models. For instance,
when |X | = 4 and the true model is the one of k = 8, BIC fails even at the
sample size of 106. However, BIC, as a much more crude approximation
than FIA, works better in all other cases. On the other hand, the fsNML
criterion achieves results as good as what are obtained by the Bayes factor
with the “true” prior. This indicates that NML is indeed a reliable method
for model selection in Bayesian networks, but a good approximation to NML
is necessary.
2.2.5 Discussion
In Paper I, we focus on the FIA model selection criterion for Bayesian
networks. We show some important properties of the log FII term in FIA,
which may aﬀect its performance. First, for complex models, log FII can be
a negative number with an extremely large absolute value. It dominates
the other term dM2 log
n
2π under small and moderate sample sizes, which
causes FIA to fail in these cases. On the other hand, the term of log FII,
which reﬂects the model complexity, depends not only on the number of
free parameters, but also on the network structures. We ignore the details
of this topic in Section 2.2 and readers may refer to Paper I for further
discussion.
In the experiment for model selection, we compare FIA to other methods
including BIC, fsNML and the Bayes factor with the “true” prior. Unlike
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Figure 2.3: Comparison of the accuracies (the percentages of correctly
identiﬁed models as a function of the sample size) of four model selection
criteria (FIA, BIC, fsNML, and the Bayes factor with “true” prior) for
selecting models on two sets of Bayesian networks with 20 nodes and
maximum indegree k = {1, . . . , 8}, while each set has an alphabet size of
|X | = 2 (left plots) or |X | = 4 (right plots) respectively. Figure reproduced
from Paper I.
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BIC and FIA, the fsNML is not based on the Laplace expansion. It performs
almost as good as the Bayes factor under the right prior and this indicates
that a good approximation to NML is beneﬁcial. On the other hand, FIA is
a more reﬁned approximation to NML than BIC by considering more terms
in the Laplace approximation, i.e., it includes the extra log FII term in the
approximation. However, FIA performs even worse than BIC in most of
the cases. The results of Paper I indicate that ignoring the o(1) term is the
main cause of the problem and a closer study for breaking down this term
is necessary to obtain a more reliable approximation.
2.3 Model selection for stemmatology
This section is based on the research in Paper II on learning stemmatic trees,
which represent the evolutionary relationships of manuscripts. A stemmatic
tree can be considered as a special type of tree-structured Bayesian network.
In the following discussion, we ﬁrst give an overview of stemmatology
and show how to formulate the evolutionary model for calculating the
likelihood of stemmatic trees. Then, we propose the Semstem algorithm for
reconstructing stemmatic trees, and demonstrate its advantages by applying
it on two artiﬁcial traditions created under laboratory conditions with the
true structures known.
2.3.1 Introduction to stemmatology
In stemmatology, we study the evolutionary relationships of extant versions
of manuscripts and represent them by a family tree. A node in a stemmatic
tree represents a manuscript and an edge links a node to its source or direct
copy. However, a manuscript can also be copied from multiple sources,
which makes the stemma a network instead of a tree. In paper II, we only
consider the situation of constructing stemmatic trees.
Besides the study on textual traditions, stemmatology can also contribute
to other ﬁelds, such as the works on how folk traditions or cultural artifacts
are disseminated in diﬀerent cultures or geological locations in history
[67, 68]. Traditional stemmatic analysis is mainly done by manually grouping
manuscripts copied from the same source according to their shared errors
[26]. This process becomes prohibitively time consuming under a large
amount of data and evidence. On the other hand, a plethora of computer-
assist methods have been recently applied in stemmatology and achieved
great successes.
Stemmatology resembles phylogenetics that studies the evolution of
biological species. In the coping process of manuscripts, the modiﬁcations
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introduced by scribes intentionally or accidentally, are propagated and ac-
cumulated gradually in descendants. It is parallel to the process of genetic
evolution where mutations are propagated among species. Therefore, it is
natural to adopt the methods applied in phylogenetics in stemmatic analysis.
For an overview of these methods, readers may refer to [9, 36]. In fact, phy-
logenetic methods have shown surprising congruence with the basal groups
of manuscripts that are determined by the traditional method in a series
of studies [49, 52, 63, 64, 74]. Additionally, unlike the traditional method
that requires manual work, computational methods from phylogenetics can
identify a group of related texts based on the supports of most of their
readings, even when there is no single unique error shared within this group
[74].
However, there are several assumptions in phylogenetic methods, which
are not available in stemmatology. For instance, typically phylogenetic
methods only allow bifurcating trees with all observed data in leaf positions.
However, in the evolution of textual traditions, more than two copies can be
derived from the same source, which results in polytomies in stemmatic trees.
Moreover, unlike genetic data, we can retrieve ancient manuscripts that
should be in internal positions of a stemma. To overcome these restrictions,
we develop the Semstem algorithm in Paper II. It is based on the structural
expectation–maximization (EM) algorithm, which is originally designed for
phylogenetic analysis by Friedman [19]. We extend it to be able to construct
unrestricted tree-shaped structures of textual variants.
2.3.2 Evolutionary models in stemmatology
The ﬁrst step of stemmatic analysis, similar to phylogenetic analysis, is to
align a set of manuscripts to construct a matrix with each row containing
a manuscript and each column containing words that are genealogically
related. Fig. 2.4 shows a part of the aligned texts from the Notre Besoin
data set [2] and the true stemma of this data set. Refer to Section 2.3.6 for
more details of the Notre Besoin data set.
To model the evolution of aligned words, we can adopt similar models
for the evolution of nucleotides in phylogenetics. For instance, we apply an
evolutionary model similar to the Jukes-Cantor model (JC) [39] in Paper II.
By using the JC model, we accept two important assumptions for textual
evolution. First, the sites (columns) in the aligned manuscripts evolve
independently; and second, the evolutionary process is a continuous-time
Markov chain (CTMC) [35].
There are also several assumptions behind the CTMC model for evolu-
tionary processes [35]. Here we only present the ones that are necessary
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Manuscript Aligned texts
n1 solitude : Me´prise les hommes !”, “ Je
n2 solitude : me´prise les hommes !”, “ Je
n3 solitude : me´prise les hommes ! Je
n10 solitude - me´prise les hommes ! Je
(a)
n14
n2
n9
n3 n6 n1
n7
n5n8 n12
n4
n10
n11
n13
(b)
Figure 2.4: An example of aligend texts (partial) and the corresponding
stemma: (a) A part of the aligned manuscripts n1, n2, n3 and n10 from
the Notre Besoin tradition [2]. (b) The true stemma of the Notre Besoin
tradition including 14 manuscripts. The manuscript n5 is copied from both
n1 and n3.
for constructing stemmatic trees. First, we presume that the evolutionary
process reaches an equilibrium so that all states at each site have stationary
distributions. Denoting the probability that state a evolves into state b in
time t ≥ 0 as pa→b(t), we have:
pa =
∑
b∈X
pbpb→a(t).
This process is reversible for the initial and end states. For instance, for all
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(a, b) ∈ X 2 and t ≥ 0, it holds that
papa→b(t) = pbpb→a(t). (2.6)
It also implies that under the CTMCmodel, unless we have extra information
such as timings of the manuscripts, we can not determine the order of time
between two manuscripts only based on their contents. A stemmatic tree
under the CTMC model is unrooted and any choice of root will not aﬀect
its probability.
Under the JC model, all the probabilities of transforming to another
state are the same. At a site r, if we denote the probability that a state
changes as α, and the number of unique words observed as |Xr| (the number
of possible states at r), we can adapt the JC model for textual evolution to
obtain a square transition matrix of size |Xr|. In the transition matrix, each
oﬀ-diagonal element with the value of α/(|Xr|−1) represents the probability
of evolving from a state to another, and each diagonal element with the
value of 1− α is the probability for a state to stay the same. Despite the
simplicity of this uniform model, it seems to be more robust than other
models that take into account the similarities of the words in the experiment
of Paper II. We further assume that 1−α = 0.95, while for 0.8 ≤ α < 1, we
achieve qualitatively similar results.
Unlike in phylogenetics, there is no well established transition model for
textual evolution. On the other hand, as shown in works such as [45, 46],
selecting a best transition model is also an interesting topic for constructing
phylogenetic trees. However, it is not our focus in Paper II, where we
concentrate on how to select a best stemmatic tree with a ﬁxed transition
model.
2.3.3 Outline of Semstem
In paper II, we present the algorithm of Semstem, which aims to reconstruct
the maximum likelihood stemmatic tree on a set of manuscripts. As shown
in Paper I, BIC is easy to calculate and shows reasonably good performance
for model selection in Bayesian networks. On the other hand, the BIC
selection criterion is equivalent to the maximum likelihood criterion for
selecting stammetic trees. We restrict that in a stemmatic tree there is only
one root and each node has only one parent, and ﬁx the number of hidden
nodes when searching through the space of possible stemmatic trees on a
set of manuscripts. Therefore, the number of parameters to deﬁne all nodes
in any of these trees is also ﬁxed, and the BIC selection criterion has the
same penalty for model complexity for all these trees. We can ignore this
penalty and use the maximum likelihood criterion in Paper II.
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On the other hand, because there are missing data due to the loss of
manuscripts and the copying errors, we can not optimize stemmatic trees
directly. Instead, we refer to an EM algorithm, i.e. the structural EM
algorithm [19, 21], and modify it to ﬁt the speciﬁc settings in stemmatology
as discussed in Section 2.3.2. In the following sections, we ﬁrst derive the
formula for calculating the expected log-likelihood of stemmatic trees, which
is required in the E-step of the EM algorithm; and then illustrate the details
of the Semstem algorithm based on it.
2.3.4 Expected log-likelihood of a stemmatic tree
Assume that for a stemma τ with nodes {X1, . . . , XN+M} and a set of edges
(i, j) ∈ {1, . . . , N +M}2, the ﬁrst N nodes {X1, . . . , XN} are observed and
the rest M nodes are latent nodes representing the missing manuscripts.
We can handle other types of missing data use the same approach as dealing
with totally missing manuscripts, except that we need to modify the formula
at each site depending on which manuscripts are missing there. In the
following discussion, we only take the case of unobserved manuscripts as an
example to show how to calculate the expected log-likelihood of a stemma.
First, let us consider the case when a complete set of data is available.
Without loss of generality, we pick X1 as the root. Thus, the probability of
the aligned manuscripts with u sites given the stemma τ is1
Pτ (X1, . . . , XN ) =
u∏
r=1
[
P (X
(r)
1 )
N∏
i=2
P (X
(r)
i |X(r)Πi )
]
=
u∏
r=1
[
P (X
(r)
1 )
N∏
i=2
P (X
(r)
i )
P (X
(r)
i |X(r)Πi )
P (X
(r)
i )
]
=
u∏
r=1
⎡⎣ N∏
i=1
P (X
(r)
i )
∏
(i,j)∈τ
P (X
(r)
i |X(r)j )
P (X
(r)
i )
⎤⎦ .
(2.7)
We can then decompose the log-likelihood Lτ = logPτ (X1, . . . , XN ) as:
Lτ (X1, . . . , XN ) =
u∑
r=1
N∑
i=1
logP (X
(r)
i ) +
u∑
r=1
∑
(i,j)∈τ
log
P (X
(r)
i |X(r)j )
P (X
(r)
i )
.
(2.8)
1Because of the time reversibility of the evolutionary model as shown in Eq. (2.6), the
term
P (X
(r)
i |X
(r)
j )
P (X
(r)
i )
in Eq. (2.7) is equivalent to
P (X
(r)
j |X
(r)
i )
P (X
(r)
j )
, no matter what the direction
of the edge between i and j is. This term can be also be written as
P (X
(r)
i ,X
(r)
j )
P (X
(r)
i )P (X
(r)
j )
.
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The ﬁrst term in Eq. (2.8) is a constant that is independent of the stemma.
We will ignore it in the following steps for inferring the expected log-
likelihood, and then we have
Lτ (X1, . . . , XN ) =
u∑
r=1
∑
(i,j)∈τ
(a,b)∈X (r)2
1{X(r)i = a,X(r)j = b} log
pa→b
pb
,
(2.9)
where 1{X(r)i = a,X(r)j = b} is the indicator function that equals to one when
the argument is true, and zero otherwise. For the case of incomplete data
when M > 0, based on Eq. (2.9), the expected conditional log-probability
of the whole data {X1, . . . , XN+M} on an arbitrary stemma τ , given the
observed nodes {X1, . . . , XN} and a ﬁxed stemma τt is
Q(τ : τt) = E[Lτ (X1, . . . , XN+M ) | X1, . . . , XN , τt]
=
u∑
r=1
∑
(i,j)∈τ
(a,b)∈X (r)2
P (X
(r)
i = a,X
(r)
j = b | X1, . . . , XN , τt) log
pa→b
pb
. (2.10)
Based on Eq. (2.10), we can then represent the expected log-likelihood as
the sum of the weights of the edges. For instance, we have
Q(τ : τt) =
∑
(i,j)∈τ
wi,j ,
where the weight wi,j of an edge between nodes i and j is
wi,j =
u∑
r=1
∑
(a,b)∈X (r)2
P (X
(r)
i = a,X
(r)
j = b | X1, . . . , XN , τt) log
pa→b
pb
.
(2.11)
2.3.5 Semstem algorithm
Semstem, applying the structural EM algorithm, seeks to ﬁnd the maximum
likelihood estimate of the marginal log-likelihood by repeating the expecta-
tion (E) step and the maximization (M) step. In the E-step, based on the
current stemma, we calculate the expected weights on edges of all possible
pairs of nodes. In the M-step, we update the structure and parameters
to optimize the expected log-likelihood based on the weights calculated
in the E-step. We repeat this process until the expected log-likelihood
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converges, or it runs out of time. The mathematical inference for proving
the convergence of the structural EM algorithm can be found in [19].
Based on the discussion in Section 2.3.4, we can decompose the expected
log-likelihood to a sum of the local weights of edges. On the other hand,
we also calculate the weights of the pairs of nodes that are not directly
linked. Thus we obtain a matrix with the weights of all possible pairs of
nodes, which is useful when we apply the maximum spanning tree (MST)
algorithm [23] to update the tree to a new one with the largest expected
weight (log-likelihood) in M-step. To obtain these weights as indicated
in Eq. (2.11), we need the pairwise conditional probabilities of all pairs
of nodes, which can be obtained by the message passing algorithm [41].
For further details for calculating the weight matrix, readers may refer to
[21, 77].
The M-step can be done in two steps. First, we update the parameters
to optimize the weights locally. This step is omitted because we ﬁxed the
transition rates in the evolutionary model in Paper II. If we extend the
model by including parameters such as the time of separation of adjacent
nodes, we can optimize the weights as discussed in [21]. Then, we apply the
MST algorithm to ﬁnd a new stemma that has the maximum weights.
We repeated the E-step and M-step until no improvement can be made.
However, this hill-climbing search strategy tends to get stuck to local
optima. Thus, we add an extra simulated annealing step to alleviate this
problem. For instance, we add stochastic perturbations, i.e. the Gaussian
noise  ∼ N (0, σt2), to the weights. In the beginning, we add larger noise to
allow more freedom to escape from local optima. We decrease σt gradually,
by multipling it by a factor 0 < ρ < 1, to make the noise smaller in the
following iterations. In the ﬁnal stage, the introduced randomness is close to
zero, when Semstem searches purely in a hill-climbing manner and converges.
Moreover, to start the search with a better guess, we initiate the stemma by
the NJ method, which introduces N − 2 hidden nodes [57]. In the end, we
can remove the hidden nodes in the leaf positions, which will not aﬀect the
probability of the resulting stemma. We summarize the Semstem algorithm
in Algorithm 1.
2.3.6 Experiment
We compare Semstem to other methods on the Parzival tradition [64] and
the Notre Besoin tradition [2], which are created manually under laboratory
conditions. They are close to real-world textual traditions and provide the
true structures for evaluating the accuracies of learning stemmata. The
original Parzival data set contains 21 manuscripts of 1055 aligned words,
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Algorithm 1: The Semstem algorithm, which is adapted from Paper
II.
begin
Initialize τ0 using the neighbor-joining (NJ) method;
Let τmax = τ0;
Let Qmax = Q(τ0 : τ0);
Let σt = σ0;
Let t = 0;
repeat
E-step:
To obtain the weight matrix W˜t,
for all pairs of nodes i, j under tree τt do
Compute the weights wi,j ;
Let i,j ∼ N (0, σt2);
Let w˜i,j = wi,j + i,j ;
Let σt+1 = ρσt, while 0 < ρ < 1;
M-step:
Find a new tree τt+1 by applying the MST algorithm on the
weight matrix W˜t;
if Q(τt+1 : τt) > Qmax then
let τmax = τt+1;
let Qmax = Q(τt+1 : τt);
let t = t+ 1;
until τt+1 = τt or t > tmax;
Remove all the hidden nodes in the leaf positions from τmax to
obtain τ˜max;
return τ˜max;
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and the Notre Besoin data set includes 14 manuscripts with 1035 aligned
words. For the Notre Besoin data set, the situation of contamination occurs
once, where more than one exemplars are used as sources for a manuscript
(as shown in Fig. 2.4b).
To test the robustness of diﬀerent learning methods, we create subsets
of the original textual traditions by randomly removing some data in two
steps. We ﬁrst remove some manuscripts completely (with {10%, . . . , 40%}
missing manuscripts), and then remove one segment or several segments
from the remaining ones (with {0%, 10%, . . . , 90%} missing contents). We
create data sets with 100 random repetitions for each combination of the
percentages to measure the performances of learning methods on average.
Because the stemmatic trees are no longer conﬁned to be binary, we can not
apply the evaluating methods in phylogenetics. Instead, we use the score of
average sign similarity introduced in [49], which can evaluate the similarity
of two arbitrary latent tree structures as long as they share the same set of
observed nodes. The larger the similarity score, the more similar the two
trees.
We compare Semstem to four classic phylogenetic methods, including
neighbor-joining (NJ) [57], least-squares (LS) [55], maximum parsimony
[15] and maximum likelihood (ML) [69]. Like Semstem, the maximum
likelihood method also aims to identify the trees with maximum likelihood
but conﬁning the trees to be binary. We also include the comparison to
RHM (after the initials of the designers’ name) [53], which is a method
designed for learning stemmatic trees and achieves good performance in
several studies [49, 51]. However, like other phylogenetic methods, RHM
also requires binary trees.
We only show some of the results on the Parzival data set as those
on the Notre Besoin data set are similar. In Fig. 2.5, we can see that
Semstem achieves consistently higher similarity scores than other methods.
For the similarity scores on other data sets, readers can refer to Paper II,
which shows that Semstem achieves the best results for most of the cases.
In Fig. 2.6, we compare the structures obtained by Semstem with those
obtained by the RHM method, which achieves high similarity scores as well.
However, based on Fig. 2.6, we can see that the unnecessary latent nodes
required by RHM make a tree much more complex than the true one, and
thus is harder to interpret. On the other hand, we can identify very easily
the similarity between a tree obtained by Semstem and the corresponding
true model.
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(b) Parzival : 10–40 % missing nodes, 30% missing text
Figure 2.5: Comparison of the similarity scores of diﬀerent methods for
learning stemmatic trees based on the Parzival data sets with diﬀerent
combinations of removed manuscripts and contents. The box plots show the
interquartile range for 100 repetitions. The methods from left to right are
Semstem (SEM), maximum likelihood (ML), RHM, maximum parsimony
(MP), neighbor-joining (NJ), and least squares (LS). Figure adapted from
Paper II.
2.3.7 Discussion
Paper II introduces Semstem for learning stemmatic trees as a special
type of Bayesian networks. It selects best models based on the maximum
likelihood criterion, which is equivalent to BIC in this case. Unlike traditional
methods for phylogenetics, Semstem is not restricted to binary trees where
all observed variables are located in leaf nodes. In the experiment on two
benchmark textual traditions, Semstem usually obtains networks that are
more accurate and easier to interpret.
In this work, we only update the tree structures, but ﬁx the parameters
for determining the transition probabilities. The main reason is that the
evolutionary models in stemmatology are not well developed; and despite
its simplicity, the uniform model seems to be more robust than some other
more complex models. However, we can implement more reﬁned transition
models with adjustable parameters in Semstem, by following a similar way
as discussed in [21, 77].
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(a) Correct
(40% nodes missing)
(b) Correct
(30% nodes missing)
(c) Correct
(20% nodes missing)
(d) Correct
(10% nodes missing)
(e) Semstem
(40% nodes missing)
(f) Semstem
(30% nodes missing)
(g) Semstem
(20% nodes missing)
(h) Semstem
(10% nodes missing)
(i) RHM
(40% nodes missing)
(j) RHM
(30% nodes missing)
(k) RHM
(20% nodes missing)
(l) RHM
(10% nodes missing)
Figure 2.6: True stemmata (a–d), and the stemmatic trees learned by
Semstem (e–h) and RHM (i–l) for Parzival tradition with 40–10 % missing
nodes and 30% missing contents in each observed node. We ﬁx the position
of observed nodes to facilitate the comparison of the structures of trees.
Figure adapted from Paper II.
Besides modeling the evolutionary processes as family trees, there are
cases when a manuscript can be derived from more than one source, which
result in networks rather than trees. However, the current version of
Semstem which applies the maximum spanning tree algorithm to update
the structure can only handle trees. In the future, to cope with the problem
of learning evolutionary networks, we may follow the study in [19], which
provides a general framework for learning Bayesian networks under the
structural EM algorithm.
Chapter 3
Model selection on sparse logistic
regression
This chapter is mainly based on Paper III and IV. We ﬁrst introduce the
background on the feature (model) selection in logistic regression by Lasso
and other methods. In Section 3.2, we present its applications for selecting
logical features to identify eﬀective interaction among variables. Then, we
further extend this idea for learning Bayesian networks with local structure
in Section 3.3.
3.1 Introduction to Lasso
In this chapter, we discuss the works related to feature selection in logistic
regression, which can be easily extended to other general linear regression
models. For a vector of the predictors z = {z1, z2, . . . , zs} and a binary
response y, a linear regression model can be deﬁned as
g(E(y)) = β0 +
s∑
i=1
βiz,
where g(E(y)) is the link function and {β0, . . . , βs} are the regression coeﬃ-
cients. For logistic regression, we have
g(E(y)) = logit(E(y)) = log(E(y)/(1− E(y))).
To obtain better predictions and make learned models more interpretable,
we can do feature selection by retaining only a subset of predictors. Some
important methods for feature selection include forward and backward
step-wise selection [16], ridge regression [25] and Lasso [70]. Forward and
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backward step-wise selection is a discrete process that adds or drops one
predictor at each step. It is a discrete process and thus usually has high
variance [16]. On the other hand, ridge regression and Lasso shrink the
regression coeﬃcients gradually by imposing penalties on their values.
Ridge regression minimizes the sum of squared errors subject to the 2
norm of the coeﬃcient vector (the sum of squares of regression coeﬃcients),
while Lasso imposes the penalty of the 1 norm (the sum of absolute
values of regression coeﬃcients). For instance, for a coeﬃcient vector
β = (β1, . . . , βs)
T , a vector of responses Y = (y(1), . . . , y(n))T and an input
matrix with n rows of observations of the predictors Z = (z(1), . . . , z(n))T ,
Lasso aims to ﬁnd the coeﬃcients:
argmin
β : ‖β‖1<λ
‖Y − Zβ‖22, (3.1)
where λ is a tuning parameter. It deﬁnes how many non-zero coeﬃcients to
retain, and the sizes of coeﬃcients decrease as it decreases.
Compared to ridge regression, Lasso can shrink coeﬃcients all the way
to zero and results in sparsity in the estimated coeﬃcient vector. It is
feasible when we need to identify a very small set of eﬀective predictors
out of a large collection of candidates. When applying Lasso, we also need
to select a best tuning parameter, which is a model selection problem in
another level. However, it is not the main issue of Paper III and IV, and
can be achieved by some common methods such as cross-validation or BIC.
For solving Lasso, we use the popular R package 1 glmnet (version 2.0-2),
which implements an eﬃcient algorithm, i.e., the cyclical coordinate descent
algorithm [17].
3.2 Model selection for logistic regression with
logical features
3.2.1 Introduction to logic regression
In Paper III, we study the logistic regression problem when the interactions
among categorical variables cause the diﬀerences in responses. Some import
applications include the studies of the interactions among single nucleotide
polymorphisms (SNPs) [59], genes [76], regulatory motifs [30], and metabolic
pathways [66]. In these applications, the SNPs, genes or other factors are
treated as input variables, and the aim is to ﬁnd their interactions that
aﬀect a certain trait, for example, the probability to have a disease.
1R package (version 2.15.1) available from CRAN, http://cran.r-project.org.
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To identify eﬀective interactions, a straightforward way is to search
through the space of all possible interactions. This is the way adopted by
the state-of-the-art method, i.e. the R package LogicReg (version 1.5.5) [54].
The method in LogicReg applies a greedy search algorithm, combined with
the simulated annealing method to alleviate the problem of local optima. It
shows better performance than the tree based method used by CART [5]
and the rule based method by MARS [18]. However, the main drawback of
LogicReg is that it does not scale well when the number of covariates and
the order of interactions increase.
3.2.2 Model formulation
In Paper III, to identify eﬀective interactions between input variables, we
consider mapping them to another domain to reduce the search space.
For instance, if the original interactions between covariates are Boolean
functions with all possible operators including and, or, xor etc., we can
represent each of them as a linear combination of functions using only one
type of operator with the same and lower orders as the original function
[50]. In Paper III, we transform them to Boolean functions using the
basis functions with xor operator, which coincides with the discrete Walsh-
Hadamard transform for binary variables. In a Walsh-Hadamard matrix,
the columns contain the xor functions on all subsets of the covariates
given by the corresponding row. For example, we show the fourth order
Walsh-Hadamard matrix corresponding to two binary variables z1 and z2 in
Fig. 3.1.
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Figure 3.1: The Walsh-Hadamard matrix corresponding to two binary
variables z1 and z2.
To achieve a similar transformation on a variable with multiple values
larger than two, for each of its possible values, we introduce a dummy
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variable that equals to one when the original variable takes that value. If we
denote the number of possible values as |Z|, we only need to consider the
xor functions on the ﬁrst |Z| − 1 values, as the functions including the last
value can be represented by linear combinations of them. For example, for
two ternary variables z1 and z2 with values of {0, 1, 2}, the xor functions
on them are xor(Ø), xor(z1 = 0), xor(z1 = 1), xor(z2 = 0), xor(z2 = 1),
xor(z1 = 0, z2 = 0), xor(z1 = 0, z2 = 1), xor(z1 = 1, z2 = 0), and
xor(z1 = 1, z2 = 1). We have the design matrix for two ternary variables
(Fig. 3.2), with the rows representing all possible combinations of the two
variables and the columns representing the xor functions over them.
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Figure 3.2: The design matrix for two ternary variables z1 and z2 with
values of {0, 1, 2}.
Following the similar way, for variables with more than three values, we
can transform an original data matrix to a design matrix with each row
containing the corresponding values from the xor functions. In practice, if
the number of variables is large, we will probably only observe a subset of all
possible instances of the input variables. In this case, instead of constructing
a full matrix, we can ignore the rows corresponding to the instances that
are not observed. We also need to restrict the largest order of interactions
to keep the number of predictors to a manageable size. For instance, in
Paper III, we conﬁne the interactions to be no more than third order.
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By applying Lasso, if there is enough data, the coeﬃcients of all the
basis functions (xor functions) that involve unrelated variables or represent
interactions of higher orders than corresponding true ones will be shrunk
to zero. The transformed Lasso method outputs these basis functions with
non-zero coeﬃcients; and for predicting future data, we can apply them on
new data sets. Because Lasso achieves global optima [17, 70], it is more
robust than the greedy search method in LogicReg, which can be stuck in
local optima, especially when the search space is huge and the sample size
is limited.
3.2.3 Experiment
In Paper III, we compare the transformed Lasso method with the greedy
search method in LogicReg in several experiments with diﬀerent types of
true models. We deﬁne the true models that are composed of and and or
functions or only the xor operator, and we also test on diﬀerent cases when
the variables are binary or ternary. A regression model can have three, ﬁve
or seven terms in total, and for each true model, we set diﬀerent numbers of
covariates. For instance, for a set of covariates {z1, . . . , zs}, we have s = 30
or 40.
We only show the results for three true models, while each of them has
ﬁve terms. When we decrease or increase the total number of terms, we
obtain very similar results. For instance, both methods perform only slightly
worse when there are more terms in the true model. The link functions of
these models are:
logit(E(Y )) = 0.5− 1.3or[and(¬z1,¬z2), z3] (3.2a)
+ 1.5or(¬z4,¬z5,¬z6)
− 1.7and(z7, z8, z9)
+ 1.1and(¬z10,¬z11,¬z12)
− 0.9or(z13, z14, z15),
logit(E(Y )) = 0.5− 1.3xor(¬z1,¬z2, z3) (3.2b)
+ 1.5xor(¬z4,¬z5,¬z6)
− 1.7xor(z7, z8, z9)
+ 1.1xor(¬z10,¬z11,¬z12)
− 0.9xor(z13, z14, z15),
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logit(E(Y )) = 0.5− 1.3or[and(z1 
= 0, z2 
= 1), z3 = 2] (3.2c)
+ 1.5or(z4 
= 0, z5 
= 1, z6 
= 2)
− 1.7and(z7 = 0, z8 = 1, z9 = 2)
+ 1.1and(z10 
= 0, z11 
= 1, z12 
= 2)
− 0.9or(z13 = 0, z14 = 1, z15 = 2).
For each link function, we generate training data sets with sample sizes
{128, 256, . . . , 8192}. Each covariate is generated independently from the
uniform distribution for binary or ternary variables. Under each combi-
nation of the settings, we randomly generate 100 training data sets and
evaluate the mean log-loss of each learned model compared to the original
one on 100 new data sets with sample size 1024.
When applying the method in LogicReg, we restrict the number of vari-
ables in a term to be no more than three and the number of separate terms
to be at most ﬁve. Similarly for the Lasso-based method, we restrict the
highest order of interactions to be third order. For selecting the tuning
variable λ, we use 10-fold cross validation.
We show the results in Fig. 3.3. For all diﬀerent settings, the trans-
formed Lasso method achieves less log-loss than the greedy search method
in LogicReg. When we increase the total number of covariates from 30 to
40, which indicates a great increase in the size of the search space, both
methods perform only a little worse. On the other hand, the sample size
has a stronger eﬀect on the qualities of learned models. As the sample
size increases, the log-loss decreases very fast until it converges. For both
methods, the sample size of 1024 is already enough to achieve good results
in most cases, except when the true model is composed of xor functions,
the results by the greedy search method still have very large log-losses even
when the sample size reaches 8192.
When the sample size is limited, the greedy search method in LogicReg
is much more unstable with a larger variance in the results. The greedy
search algorithm starts by picking up the most signiﬁcant variables, which
are hard to identify if there is only a small set of samples. In the later
stages, it can only modify one operator or variable at each step. This
makes it harder to escape from local optima, even though it incorporates
simulated annealing to allow larger moves in the search process. Moreover,
when the true model is only composed of xor functions, the transformed
Lasso method is much better than the greedy search method. The greedy
search method in LogicReg represents a result by terms with and and or
operators, thus it requires much more complex representations for xor
functions, which makes it harder for LogicReg to identify true models.
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Figure 3.3: (a) Box plot of the log-losses of the learned models by the greedy
method in LogicReg and the transformed Lasso method on the test data of
size 1024, when the true model is Eq. (3.2a), which is composed of and and
or functions. The log-losses are shown as a function of the sample sizes
n = {128, 256, . . . , 8192} and the number of covariates s ∈ {30, 40}. The
upper and lower whiskers are the maximum and minimum values respectively
without considering the outliers (black points in the plots). (b) Box plots
of the log-losses when the true model is Eq. (3.2b) with only xor functions.
(c) Box plots of the log-losses when the true model is Eq. (3.2c), which is
similar to the true model in (a) but with ternary variables. Figure adapted
from Paper III.
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In all, the transformed Lasso method is more robust than LogicReg under
diﬀerent settings. On the other hand, the choice of proper basis functions
is also an important factor. For large enough sample sizes (n ≥ 2048), the
log-losses when the true model contains only xor functions (Eq. (3.2b)) are
smaller than those when the true model has a similar formulation but is
composed of and and or functions (Eq. (3.2a)). This may be due to the
fact that we need less terms for the transformed Lasso method, which uses
xor basis functions, to represent models with the same type of functions. In
this case, a smaller set of terms will have stronger eﬀects and thus are easier
to identify. However, if there is only a small set of training samples and
thus limited information, it becomes hard for Lasso to select a small number
of eﬀective terms out of a large set of candidates. Therefore, when the
sample size is no more than 1024, the transformed Lasso method performs
worse under the true model with xor functions (Eq. (3.2b))) than under
the model with and and or functions (Eq. (3.2a)).
We also need to consider the computational cost, while the transformed
Lasso method is usually much faster than the greedy search method, es-
pecially when the true model is complex and the number of covariates is
large. For example, if the true model contains seven terms with only xor
operators and 40 covariates in total, when the sample size is 8196, LogicReg
requires 15 920 seconds on average, but the transformed Lasso method uses
only about one tenth of it, i.e. 1 580 seconds. This is due to the fact that
the greedy search method used in LogicReg needs to consider a search space
of all possible Boolean functions over input variables, which is much larger
than the transformed Lasso method. On the other hand, the algorithm for
solving Lasso implemented by the glmnet package is very eﬃcient.
3.2.4 Discussion
In Paper III, we introduce a novel method, the transformed Lasso method,
for learning sparse logical features. The main problem of this method is that
the number of predictors grows exponentially as the number of variables
and the order of interactions grow. The size of a design matrix can easily
become too large to manage by the glmnet package. We need to either use
a new tool such as the LIBLINEAR library [14] for dealing with large-scale
logistic regression or screen out some unrelated variables in the initial stage
as done by [56, 59]. Furthermore, if we have extra information about the
model structure, we can use it as a guide to a more sophisticated learning
strategy such as in [3, 31].
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3.3 A Lasso-based method for learning Bayesian
networks with local structure
This section is based on the study in Paper IV on learning Bayesian net-
works when the conditional distribution of a variable is determined by the
interactions between its parents. This is comparable to the case in Paper
III where we identify the eﬀective interactions between covariates, which de-
termine the distribution of responses. Similarly, we encode the interactions
between parents as Boolean functions and use Lasso to select the eﬀective
interactions that have non-zero coeﬃcients. Then we construct Bayesian
networks based on the identiﬁed parents.
In the following discussion, we ﬁrst introduce the issue of learning
Bayesian networks with local structure and why it is important to consider
them. Then we show how to formulate this problem under the framework
of logistic regression and illustrate the outline of a greedy search algorithm
for constructing Bayesian networks under this framework. Lastly, we show
some experiments on learning Bayesian networks with diﬀerent types of
local structures and discuss possible future developments to conclude.
3.3.1 Introduction to Bayesian networks with local struc-
ture
The common way to encode conditional probability distributions in Bayesian
networks is by conditional probability tables (CPTs), which list explicitly
the distributions of each node under all combinations of parents’ values
(parent conﬁgurations). However, the size of CPTs grows exponentially with
the number of parents. In this case, a large set of training data are required
for obtaining a reliable result, which is usually not available in practice.
Thus it is beneﬁcial if we can reduce the number of parameters for encoding
conditional distributions. In Paper IV, we present a way of incorporating
the regularities inside the CPTs to obtain more eﬃcient representations.
On the other hand, there are cases when some conﬁgurations of parents
share the same conditional probability in CPTs or, in other words, when
the interactions among parents determine the conditional probabilities. A
popular method to encode such local structures is by context trees under
the notion of context-speciﬁc independence (CSI), which was introduced by
Boutilier in 1996 [4]. Some important works based on CSI trees include [11,
20] and [13], which have shown signiﬁcant improvement in the performances
of learning algorithms by much fewer parameters and more accurate global
structures of learned networks. Recent work by Pensar et al., based on the
notion of the partial conditional independence (PCI) tree, allows the edges
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of context trees to represent more than one value to capture more ﬂexible
local structures [42]. In the experiments in Section 3.3.4, we compare our
method with the methods based on CSI or PCI trees, and also with several
classic methods that do not model local structures.
3.3.2 Model formulation
In a Bayesian network, the distribution of a node that is not root is deter-
mined by its parents’ conﬁguration. As shown in the example in Fig. 3.4,
the number of parents conﬁgurations of node X1 is eight, and we need all of
them if using the CPT in Fig. 3.4c. However, for some conﬁgurations, the
conditional distributions of X1 are the same. For example, the conditional
distribution for X1 is {p1, 1−p1} whenever X2 is one, no matter what values
X3 and X4 take.
On the other hand, we can use a context tree to show the regularities
inside a CPT of a node. A leaf in a context tree represents a distribution
and its context represents the necessary parents’ conﬁguration that leads
to this distribution. Thus it renders the parents that are independent of
this node under the context. For example, as the context tree shown in
Fig. 3.4b, there are only four leaves that indicates the distinct parameters
for the conditional distributions of X1.
In Paper IV, we encode the interactions in a similar way as in Paper
III, while we use and functions as basis functions, which can achieve higher
accuracies than xor functions in this case. This may be due to the property
of actual local structures that can aﬀect the performances of diﬀerent en-
coding schemes. In most of the cases, we need less and functions than xor
or or functions, and thus less complex combinations of base functions for
Lasso to identify, to encode a context tree as in the experiments of Paper
IV. In fact, the work of [42] also shows that the method based on CSI trees
is more suitable for some data sets, but the method based on PCI trees is
better for others.
However, the issue of selecting suitable basis functions is not the main
focus of the work in Paper III. For more details on how to construct the
design matrix, readers may refer to Paper IV. After obtaining a linear re-
gression model for each variable with a design matrix containing predictors
representing the interactions between parents, and the corresponding values
of this variable as responses, we can use Lasso to identify the basis functions
that have non-zero coeﬃcients. The parents of the target variable are the
variables that are included in these basis functions.
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Figure 3.4: An example of local structure in a Bayesian network: (a) A
Bayesian network with four binary variables. (b) The context tree that
illustrates the interactions among the parents of node X1. (c) The full CPT
that represents the conditional distributions of node X1. Figure adapted
from Paper IV.
3.3.3 Algorithm
In Paper IV, we propose a Lasso-based method for learning Bayesian
networks with local structure. It starts by ranking input variables and
assumes that a variable can only have the parents from the set of variables
before that variable in the rank. It applies the method as described in
Section 3.3.2 to identify the possible parents of each node out of all candidates
under this constraint. For selecting the shrinkage parameter of Lasso, we use
the BIC criterion. In the following stages, it alters the positions of variables
in the rank by a greedy search method to ﬁnd new networks with larger
log-likelihoods on the training data until it converges. In this algorithm,
we also incorporate an extra step to avoid excessive numbers of parents
by removing edges that have negligible contributions to the log-likelihood.
In the end, the algorithm outputs a DAG with the regression coeﬃcients
of eﬀective interactions among parents for each node. For a more detailed
description of the algorithm, refer to Paper IV.
3.3.4 Experiment
We compare the Lasso-based method with two methods designed for learn-
ing Bayesian networks with local structure (the PCI and CSI tree-based
methods) and three classic learning methods under diﬀerent settings. The
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classic methods include the score-based method that optimizes the BIC
scores of learned models by hill-climbing search; a constraint-based method
using conditional independence tests to learn Markov blankets and use
interleaved incremental association algorithm [71]; and a pairwise method
named ARACNE, which is an improved version of the Chow-Liu algorithm
[37].
We evaluate the learned models in three aspects. First, we calculate
the log-loss (per sample) of each learned Bayesian network for predicting a
new test data set of the sample size 8192, by comparing to what is achieved
by the corresponding true model. Second, to measure the correctness of
each learned structure, we calculate the Hamming distance between the
learned moral graph and the true one (divided by the number of edges
in the true moral graph). Lastly, we also take into account the number
of parameters (divided by the number of distinct parameters in the true
model), as a good learning algorithm should not require extremely large
numbers of parameters.
We test our method by three experiments with diﬀerent types of Bayesian
networks. In each of the ﬁrst and second experiments, we randomly generate
100 Bayesian networks. For instance, in the ﬁrst experiment, we create
context trees with each leaf representing a distinct probability; while in
the second experiment, the local structures are no longer context trees.
We select the conﬁgurations of parents that share the same distribution
randomly from context tables. In both experiments, each Bayesian network
contains 20 ternary variables; and the indegree of a node, which is not
root, is chosen randomly in the range from one to four. The conditional
probabilities are generated uniformly from the interval of [0.1, 0.9] and then
normalized to sum up to one.
On the other hand, in the third experiment, we generate data from three
widely used benchmark Bayesian networks: Alarm, Insurance and Water
from the repository (http://www.bnlearn.com/bnrepository/). Compared
to the Bayesian networks in the previous experiments, the local structures in
the third experiment are less signiﬁcant. The number of distinct parameters
in each Bayesian network in the third experiment is about half of the total
number of possible parent conﬁgurations, while it is about 1/3 in the ﬁrst
experiment and about 1/4 in the second experiment.
As shown in Fig. 3.5, the Lasso-based method achieves good results on
average under all settings. It outperforms the methods based on PCI or CSI
trees in the second experiment for networks with the local structures that
are more complex than context trees, and in the ﬁrst experiment when the
sample size is small. Overall, the methods targeting local structures obtain
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Figure 3.5: Box plots for comparing the performances of the methods for
learning Bayesian networks, which are the Lasso-based method, the CSI
tree-based method, the PCI tree-based method, the score-based method
(SB), the independence test based method (IT) and ARACNE (AR). Upper
and lower whiskers show the maximum and minimum of the corresponding
values respectively. Values that lie above the upper limit are not shown in
panels (l) and (o) for the ARACNE method. Figure adapted from Paper
IV.
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better results than the classic methods including the score-based method,
the independence test based method and the pairwise method (ARACNE),
even in the third experiment when the networks are not explicitly designed
to exhibit local structures. For the ﬁrst and second experiments when the
number of distinct parameters is much smaller than the total number of
possible parent conﬁgurations, the classic methods are obviously much worse
than the methods for learning local structures.
In the second experiment, the results by the Lasso-based method re-
quire around two times of parameters than the total number of possible
parent conﬁgurations at the sample size of 4096, which are much more
than what are required in the ﬁrst experiment. Unlike the networks in
the ﬁrst experiment where each eﬀective interaction among parents can
be explicitly represented by a single basis function (an and function), it
requires more complex combinations of basis functions when the shared
distributions are chosen randomly from context tables, even though the
Lasso-based method performs much better than CSI and PCI trees for this
type of local structures. On the other hand, the methods based on CSI
and PCI trees presume the local structures to be context trees, and thus it
becomes hard for them to eﬃciently capture the local structures that can
no longer be presented by trees.
The classic methods need more than necessary numbers of parameters
for Bayesian networks with local structure, because they are based on full
context tables. If the method penalizes learned models with large num-
bers of parameters, e.g. the score-based method, it will miss a lot of edges.
On the other hand, the pairwise method ARACNE lacks such penalty for
complex models and thus requires extraordinary numbers of parameters.
Moreover, with local structures in Bayesian networks, the dependency be-
tween a child and a single parent can be hard to detect without considering
the interactions with other parents. Therefore, it becomes much easier for
classic methods to fail to identify the edges when they only exist under
certain combinations of parents. The pairwise method constructs Bayesian
networks by only considering a pair of variables each time. As a result, it
performs worst in all settings.
3.3.5 Discussion
This work is an extension of Paper III for selecting logical features that
aﬀect responses. It emphasizes the importance of feature encoding and
transformation in model learning and model selection for Bayesian networks.
All classic learning methods that work on the original variables are inferior
to the methods that encode the interactions between variables in certain
3.3 A Lasso-based method for learning Bayesian networks with local
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ways. Without considering these interactions, the classic methods may need
more than necessary parameters in learned models if there exist such local
structures. However, usually a model selection criterion implemented by a
learning method restrains the number of parameters, and thus it will favor
simpler models than the true ones in this case. For instance, in the ﬁrst
and second experiments when the local structures in Bayesian networks are
obvious, the score-based method using the BIC criterion learns models with
less edges than the corresponding true networks.
As in Paper III, the scalability is the main issue for the Lasso-based
method for learning Bayesian networks with local structure. We can solve
it in a similar way as mentioned in Section 3.2.4. Moreover, to reduce
the requirement of computational resources, we could also consider more
sophisticated heuristics for the greedy search algorithm.
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Chapter 4
Conclusion
In this thesis, we study the issue of model selection in a broad view, with
both theoretic discussions and practical applications in certain model fami-
lies. In Paper I, we compare several model selection criteria for selecting
Bayesian networks and focus on the performance of FIA, which is a reﬁned
approximation to NML or marginal likelihood with Jeﬀreys prior. We ﬁrst
show that, theoretically, as the complexity of the model grows, the FIA
will have an increasing discrepancy from the NML criterion. Later, in the
experiments we illustrate the examples when FIA always selects the most
complex model if the sample size is small and moderate. In practice, it is
very common to have only a limited number of samples. On the other hand,
for a limited size of samples, the BIC criterion is more proper than FIA,
even that BIC is a more coarse approximation compared to FIA.
Therefore, in Paper II we use the maximum likelihood criterion, which
is equivalent to BIC for selecting stemmatic trees. A stemmatic tree is a
tree-structured Bayesian network for modeling the evolutionary relationships
of manuscripts. If the transition model for the changing of states in the
stemmatic trees is ﬁxed, the trees of diﬀerent topologies on the same set of
nodes have the same number of parameters. Thus the term for penalizing
the model complexity in BIC stays the same for these trees on the same set
of samples. This term can be ignored and only the term of the maximum
likelihood estimate is left. Based on the maximum likelihood criterion, we
develop the Semstem method that suits the issue of learning stemmatic
trees more, compared to other algorithms that are designed for learning
phylogenetic trees. For instance, the learned trees by Semstem are no longer
conﬁned to be binary and the observed nodes can be parents of other nodes.
Our new method is easier to interpret and usually achieves higher accuracies
in data sets with diﬀerent degrees of missing data, which are obtained by
removing data from two benchmark data sets.
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In Paper III and IV, we study the issue of sparse feature selection and its
application for learning Bayesian networks. For instance, we apply Lasso to
select important features that represent the interactions between variables,
and we emphasize the importance of using appropriate methods for feature
encoding and feature transformation. In Paper IV, we show that for learning
Bayesian networks, without considering the interactions between parents,
the classic methods usually fail when such local structures exist, because
they require more than necessary numbers of parameters to represent this
type of networks. Moreover, they are inferior to the methods designed
for dealing with local structures, even when the local structures are not
signiﬁcant. This indicates that the model selection problem is not conﬁned
to implementing a good selection criterion, but it also depends on ﬁnding a
suitable way for encoding features. Moreover, we also show that making the
best choice from various learning methods and model families is another
crucial step. For example, in Paper III for learning interactions between
input variables, we show that the Lasso-based method under the framework
of logistic regression obtains better results than the greedy method that
searches through all possible Boolean functions on input variables.
This thesis introduces useful results for diﬀerent model selection prob-
lems, which in turn, induce various new questions. At the end of each
section devoted to a certain research paper, we have already illustrated how
to extend the study of that paper. Moreover, here we discuss some possible
future research arising from all topics in this thesis as a whole.
First, in Paper I, we show that another NML approximation rather than
FIA, the fsNML, achieves equally good results as the Bayes factor with
“true” prior, while as a NML-related method, it works without the issue of
choosing a good prior. This also indicates that the NML-related methods
can be very appealing for model selection in Bayesian networks, as long
as we get a good approximation to NML, which does not fail with small
sample sizes and is easy to calculate. In the future, we can try to reﬁne FIA
and integrate it in the learning algorithms for Bayesian networks to solve
the research problems in Paper II and Paper IV.
In Paper II on the stemmatic analysis, we use the simple uniform transi-
tion model for the evolution of textual traditions. On the other hand, in
the ﬁeld of its analogue, namely the phylogenetic analysis, there are various
well-developed transition models that take into account the diﬀerences in
transition rates between diﬀerent types of molecules, across the sites of the
aligned sequences etc. Selecting the best evolutionary model is an important
step in learning phylogenetic trees, which can be a stand-alone step before
constructing a ﬁnal phylogenetic tree or be incorporated in the tree learning
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process by implementing a model selection method such as the likelihood
ratio test, or the BIC (or AIC) score [44]. Similarly, the issue of selecting
transition models is an interesting research topic for learning stemmatic
trees, or even more generally, for learning Bayesian networks.
In the practical work of Paper II on learning stemmatic trees, we simply
treat each word in the text as a single element and assume each site to be
independent. However, as demonstrated in Paper III and IV, a sophisticated
way of encoding features before model selection is beneﬁcial. For example,
we can encode the features in the manuscripts by blocks of texts instead of
by words. This method is applied by the RHM method, which has achieved
success in several studies [49, 51]. Moreover, we can also take into account
diﬀerent types of changing of states. For example, the changing of the
positions of neighboring words is less signiﬁcant than the changing of them
into other words, which can be encoded by diﬀerent states and then assigned
with diﬀerent transition probabilities in transition matrices.
Based on all the discussions above, we conclude that model selection
is no simple research question. In the future, to extend our current works,
we need to put eﬀort into both developing new criteria theoretically, and
making improvements in all procedures of the model learning process.
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