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Abstract
For integers b>0 and c>1, dene fc(b) to be the least positive integer n such that for every
2-coloring of [1; n] there is a monochromatic sequence of the form fx; x+ d; x+ 2d+ bg where
x and d are positive integers with d>c. Bialostocki, Lefmann, and Meerdink showed that for
b even, 2b + 106f1(b)6 132 b + 1, where the lower bound holds for b>10. We nd upper and
lower bounds for the more general function fc(b) which, for c=1, improve the aforementioned
upper bound to d9b=4e+9, and give the same lower bound of 2b+10. Results about fc(b) are
used to nd analogous results on a slightly dierent generalization of f1(b). c© 1999 Elsevier
Science B.V. All rights reserved.
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1. Introduction
Van der Waerden’s theorem on arithmetic progressions [4] states that for each pos-
itive integer k there is a least positive integer w(k) such that for every 2-coloring of
[1; w(k)]=f1; 2; : : : ; w(k)g there exists a monochromatic k-term arithmetic progression.
The only known nontrivial values of w(k) are w(3)=9; w(4)=35, and w(5)=178. An
estimation of the van der Waerden numbers w(k) remains a rather wide open problem
(see [3] for a discussion).
Let b be a nonnegative integer. Bialostocki et al. [1] considered the function f(b),
dened to be the least positive integer such that for every 2-coloring of [1; f(b)] there
is a monochromatic sequence fx; x + d; x + 2d+ bg, for some positive integers x and
d. We see that f(b) is a generalization of w(3) since f(0) has the same meaning as
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w(3). They showed that f(b) does not exist if b is odd. They also showed that if b
is even, then
2b+ 96f(b)6 132 b+ 1 (1)
and that the lower bound can be improved to 2b+10 for b>10. They computed f(b)
for all b620.
Another type of generalization of w(3) can be found in [2].
In this paper we look at two ways of generalizing the function f(b).
First, for integers b>0 and c>1, we dene a bc-progression to be a 3-term sequence
of the form fx; x+d; x+2d+bg where x and d are positive integers with d>c. Let fc(b)
represent the least positive integer n such that for every 2-coloring of [1; n] there is
a monochromatic bc-progression. Then f1(b) coincides with f(b). The numbers fc(b)
do not exist for b odd, as can be seen by using an odd-even coloring and observing
that x and x + 2d+ b have dierent parities. It will turn out that for any b even, the
numbers fc(b) exist. Clearly, fc(b)6fd(b) whenever c6d. In Section 2 we nd an
upper bound on fc(b) which, when c=1, improves the upper bound of (1) to d 94be+9.
We also give a lower bound for fc(b) which, when c=1, agrees with the lower bounds
of [1]. We present a table of computer-generated values of fc(b), all of which match
our lower bound precisely.
Another way to generalize f(b) is as follows. For nonnegative integers a and b, with
a6b, dene an (a; b)-progression to be a sequence of the form fx; x+d+a; x+2d+bg
for some positive integers x and d. Now, let g(a; b) be the least positive integer such
that for every 2-coloring of [1; g(a; b)] there is a monochromatic (a; b)-progression.
Then g(a; b) is a generalization of f(b), since f(b) = g(0; b). The numbers g(a; b) do
not exist for b odd, by the same reasoning described above for fc(b). In Section 3,
we show that there is a simple relationship between the functions fc(b) and g(a; b). It
is then an easy matter to nd bounds for g(a; b), if b is even, based on the results of
Section 2. A table of values of g is given as well.
2. The function fc(b)
In [1] it was shown that if b is odd, then f1(b) does not exist. This obviously implies
that, for all c>1; fc(b) does not exist if b is odd. We now give an upper bound on
fc(b) for b even which, in particular, improves the upper bound of (1).
Theorem 1. Let b>0 be even and let c>1.
(i) If b  0 (mod 4); then fc(b)6maxf9b=4 + 8c + 1; 2b+ 9c + 1g.
(ii) If b  2 (mod 4) and c is odd; then fc(b)6maxf9b=4 + 17c=2 + 1;
2b+ 9c + 1g.
(iii) If b  2 (mod 4) and c is even; then fc(b)6maxf9b=4 + 17c=2 + 19=2;
2b+ 9c + 10g.
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Proof. (i) Let k=maxf9b=4+8c+1; 2b+9c+1g, and let  be any 2-coloring of [1; k].
We will show that under  there is a monochromatic bc-progression. Assume, by way
of contradiction, that there is no such monochromatic set. Let A=fx2 [1; k]: (x)=1g
and B=fx2 [1; k]: (x)=0g. Some 3-element subset, S, of f1; 1+c; 1+2c; 1+3c; 1+4cg
must be monochromatic. We shall consider ten cases, where these cases correspond to
the
( 5
3

= 10 choices for S. Without loss of generality, we shall assume that S A.
Case 1: S = f1; 1 + c; 1 + 2cg. Note that each of the following is a bc-progression
that is contained in [1; k] (in fact each is contained in [1; k − 2c]):
f1; 1+ c; 1+2c+ bg; f1+ c; 1+2c; 1+3c+ bg, f1; 1+2c; 1+4c+ bg; f1+2c+ b;
1+3c+ b; 1+4c+2bg, f1+2c+ b; 1+4c+ b; 1+6c+2bg, f1; 1+2c+ b=2; 1+4c+
2bg; f1+2c; 1+3c+b=2; 1+4c+2bg, f1+2c; 1+4c+b=2; 1+6c+2bg, f1+2c+b=2; 1+
3c+ b=2; 1 + 4c+ 3b=2g; f1 + 2c+ b=2; 1 + 4c+ b=2; 1 + 6c+ 3b=2g; f1; 1 + 2c+ b=4;
1+4c+3b=2g, f1+2c; 1+3c+b=4; 1+4c+3b=2g; f1+2c; 1+4c+b=4; 1+6c+3b=2g,
f1+2c+b=4; 1+3c+b=4; 1+4c+5b=4g, f1+3c+b=4; 1+4c+b=4; 1+5c+5b=4g; f1+
4c+ 5b=4; 1 + 5c+ 5b=4; 1 + 6c+ 9b=4g; f1 + 2c+ b=4; 1 + 4c+ 3b=4; 1 + 6c+ 9b=4g,
f1+4c+b=4; 1+5c+3b=4; 1+6c+9b=4g, f1+4c+3b=4; 1+5c+3b=4; 1+6c+7b=4g,
f1 + 2c + b=4; 1 + 4c + b=2; 1 + 6c + 7b=4g.
Since we are assuming that none of these sets is monochromatic, we have the fol-
lowing sequence of implications:
1; 1 + c; 1 + 2c2A implies 1 + 2c + b; 1 + 3c + b; 1 + 4c + b2B.
1 + 2c + b; 1 + 3c + b; 1 + 4c + b2B implies 1 + 4c + 2b; 1 + 6c + 2b2A.
1; 1 + 4c + 2b2A implies 1 + 2c + b=22B.
1 + 2c; 1 + 4c + 2b2A implies 1 + 3c + b=22B.
1 + 2c; 1 + 6c + 2b2A implies 1 + 4c + b=22B.
1 + 2c+ b=2; 1+ 3c+ b=2; 1+ 4c+ b=22B implies 1 + 4c+3b=2; 1+ 6c+3b=22A.
1; 1 + 4c + 3b=22A implies 1 + 2c + b=42B.
1 + 2c; 1 + 4c + 3b=22A implies 1 + 3c + b=42B.
1 + 2c; 1 + 6c + 3b=22A implies 1 + 4c + b=42B.
1 + 2c+ b=4; 1+ 3c+ b=4; 1+ 4c+ b=42B implies 1 + 4c+5b=4; 1+ 5c+5b=42A.
1 + 4c + 5b=4; 1 + 5c + 5b=42A implies 1 + 6c + 9b=42B.
1 + 2c + b=4; 1 + 6c + 9b=42B implies 1 + 4c + 3b=42A.
1 + 4c + b=4; 1 + 6c + 9b=42B implies 1 + 5c + 3b=42A.
1 + 4c + 3b=4; 1 + 5c + 3b=42A implies 1 + 6c + 7b=42B.
Thus, we have that f1 + 2c+ b=4; 1 + 4c+ b=2; 1 + 6c+ 7b=4gB, a contradiction.
Case 2: S = f1; 1+ c; 1+ 3cg. By Case 1, we may assume 1+ 2c2B. Imitating the
method of Case 1, avoiding the appropriate bc-progressions, we have the following:
1; 1+ c; 1+ 3c2A implies 1+ 5c+ b; 1+ 6c+ b2B; 1+ 5c+ b; 1+ 6c+ b2B implies
1 + 7c + 2b2A; 1 + c; 1 + 3c; 1 + 7c + 2b2A implies 1 + 4c + b=2; 1 + 5c + b=22B;
1+2c; 1+4c+b=22B implies 1+6c+2b2A; 1; 1+6c+2b2A implies 1+3c+b=22B;
1 + 3c + b=2; 1 + 4c + b=2; 1 + 5c + b=22B implies 1 + 5c + 3b=2; 1 + 7c + 3b=22A;
1+c; 1+3c; 1+5c+3b=2; 1+7c+3b=22A implies 1+3c+b=4; 1+4c+b=4; 1+5c+b=42B;
1 + 3c + b=4; 1 + 4c + b=4; 1 + 5c + b=42B implies 1 + 5c + 5b=4; 1 + 6c + 5b=42A;
1 + 5c+ 5b=4; 1 + 6c+ 5b=42A implies 1 + 7c+ 9b=42B; 1 + 3c+ b=4; 1 + 5c+ b=4;
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1+7c+9b=42B implies 1+5c+3b=4; 1+6c+3b=42A; 1+5c+3b=4; 1+6c+3b=42A
implies 1+7c+7b=42B. Thus, we have f1+3c+b=4; 1+5c+b=2; 1+7c+7b=4gB,
a contradiction. We have shown that for this case there must be a monochromatic
bc-progression whose largest element is at most 1 + 7c + 9b=4.
Case 3: S = f1; 1 + c; 1 + 4cg. By Cases 1 and 2, we assume 1 + 2c2B and
1 + 3c2B. Then by the method used in those cases, one can show that there exists a
monochromatic bc-progression whose largest element does not exceed maxf1 + 7c +
9b=4; 1 + 9c + 2bg. We omit the details.
Cases 4{6: These are the cases S = f1; 1 + 2c; 1 + 3cg; S = f1; 1 + 2c; 1 + 4cg,
and S = f1; 1 + 3c; 1 + 4cg. Imitating the method used above, for each of these
cases one gets a monochromatic bc-progression whose largest element does not exceed
maxf1 + 7c + 9b=4; 1 + 8c + 2bg.
Cases 7{9: These are the cases S=f1+ c; 1+2c; 1+3cg; S=f1+ c; 1+2c; 1+4cg,
and S = f1 + c; 1 + 3c; 1 + 4cg. The result for these cases is immediate from Cases 1,
2, and 4, respectively, by a simple translation of length c, since each of those cases
admits a monochromatic bc-progression in [1; k − c].
Case 10: S = f1 + 2c; 1 + 3c; 1 + 4cg. This is obvious from Case 1, since in that
case there is a monochromatic bc-progression in [1; k − 2c].
(ii) Let  be any 2-coloring of [1; ‘], where ‘ = maxf9b=4 + 17c=2 + 1; 2b + 9c +
1g, and let A; B, and S be as dened above. We assume there is no monochro-
matic bc-progression, and seek a contradiction. We consider the same ten cases as
we did above. It is convenient to list the cases in a slightly dierent order. We
shall prove only the rst case in detail, as the others may be done in a very similar
fashion.
Case 1: S=f1; 1+2c; 1+4cg. Then 1+4c+b; 1+6c+b2B. Thus, 1+8c+2b2A. We
then have the following sequence of implications: 1+2c; 1+4c; 1+8c+2b2A implies
1+ 5c+ b=2; 1+6c+ b=22B; 1+ 5c+ b=2; 1+6c+ b=22B implies 1+ 7c+3b=22A;
1; 1+2c; 1+4c; 1+7c+3b=22A implies 1+7c=2+b=4; 1+9c=2+b=4; 1+11c=2+b=42B;
1+7c=2+b=4; 1+9c=2+b=4; 1+11c=2+b=42A implies 1+11c=2+5b=4; 1+13c=2+
5b=42B; 1+11c=2+5b=4; 1+13c=2+5b=42B implies 1+15c=2+9b=42A; 1+7c=2+
b=4; 1+11c=2+b=4; 1+15c=2+9b=42A implies 1+11c=2+3b=4; 1+13c=2+3b=42B;
1+11c=2+3b=4; 1+13c=2+3b=42A implies 1+15c=2+7b=42B. We now have that
f1+9c=2+ b=4; 1+6c+ b=2; 1+15c=2+7b=4g is monochromatic, a contradiction. We
have shown that there is a monochromatic bc-progression in [1; ‘ − c].
Case 2: S = f1; 1 + 2c; 1 + 3cg. By Case 1, we may assume that 1 + 4c2B. Using
the above technique it is a routine matter to show that there is a monochromatic
bc-progression whose largest element does not exceed maxf9b=4 + 13c=2 + 1; 2b +
8c + 1g.
Case 3: S = f1; 1 + c; 1 + 3cg. By Case 2, we assume that 1 + 2c2B. Again we
are able to produce a monochromatic bc-progression whose largest element does not
exceed maxf9b=4 + 13c=2 + 1; 2b+ 8c + 1g.
Cases 4 and 5: S = f1; 1 + c; 1 + 4cg and S = f1; 1 + 3c; 1 + 4cg. For each of these
cases we assume (by Case 1) that 1 + 2c2B, and obtain the upper bound ‘.
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Case 6: S = f1; 1 + c; 1 + 2cg. By Cases 1 and 2, we assume 1 + 3c and 1 + 4c
belong to B. We then consider two subcases: (i) 1 + 5c2A, and (ii) 1 + 5c2B. For
subcase (i), we may assume 1 + 8c + b2B. Thus, we take 1 + 6c2A, for otherwise
f1 + 4c; 1 + 6c; 1 + 8c + bg is monochromatic. This subcase is then completed in a
straightforward manner. Subcase (ii) is also straightforward, but slightly more tedious,
where, in addition to the types of bc-progressions used in the previous cases, we also
make use of those of the form fx+ b=2; x+d+3b=4; x+2d+2bg, where x and d are
nonnegative integers.
Cases 7 and 8: S=f1+c; 1+2c; 1+3cg and S=f1+2c; 1+3c; 1+4cg. For each of
these cases, we may assume, by Cases 1 and 2, that 12B. The proofs of these cases
are then completed by the technique used in the earlier cases.
Case 9: S= f1+ c; 1+2c; 1+4cg. By Case 7, we assume 1+3c2B. Then by Case
3, using a translation of length c, we have that ‘ is an upper bound.
Case 10: S = f1 + c; 1 + 3c; 1 + 4cg. This is immediate from Cases 1 and 2 by a
translation of length c.
(iii) Since c + 1 is odd, by (ii) we have
fc(b)6fc+1(b)6maxf9b=4 + 17(c + 1)=2 + 1; 2b+ 9(c + 1) + 1g:
As a special case of Theorem 1, we have improved the upper bound of (1). We
state it as a corollary.
Corollary 1. For b even; f1(b)6d 9b4 e+ 9.
Proof. Since f1(0) =w(3) = 9, the corollary is true for b= 0. For b> 0, the result is
immediate from Theorem 1, parts (i) and (ii).
We next consider lower bounds for fc(b). We begin with the case of b = 0, for
which we are able to give the exact value of fc(b).
Proposition 1. For all c>1; fc(0) = 8c + 1.
Proof. Since f1(0) = 9, every 2-coloring of f1; 1 + c; 1 + 2c; : : : ; 1 + 8cg must contain
a monochromatic 0c-progression, which proves that 8c + 1 is an upper bound.
To show that 8c + 1 is also a lower bound, consider the coloring of [1; 8c] dened
by A1B1A2B2 where each Ai is a string of 1’s having length 2c and each Bi is a string
of 0’s having length 2c.
Assume that under this coloring there is a monochromatic 0c-progression,
P = fx1; x2; x3g. By the symmetry of the coloring, we may assume P has color 1.
Clearly, one of the Ai’s contains two members of P, and the other contains one mem-
ber of P. Without any loss of generality, say x1; x2 2A1. Then x3−x2> 2c, contradicting
the fact that x2 − x1< 2c. Hence, there is no monochromatic 0c-progression.
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For b> 0, the next theorem gives lower bounds for fc(b). The bounds we give
depend on the magnitude of b relative to c. Note that (2) and (3) give generalizations
of the lower bounds on f1(b) found in [1] (2b+ 10 and 2b+ 9, respectively).
Theorem 2. Let b> 0 be even; and let c>1. Then
fc(b)>2b+ 7c + 3 for b>6c + 3; (2)
fc(b)>2b+ 7c + 2 for 6c + 2>b>c + 2; (3)
fc(b)>b+ 8c + 4 for c + 1>b> 0: (4)
Proof. To prove (2), consider the coloring  of [1; 2b + 7c + 2] dened as follows.
Let B1 = [1; c+1]; B2 = [c+2; 3c+2]; B3 = [3c+3; b+2c]; B4 = fb+2c+1g; B5 =
[b+ 2c+ 2; b+ 5c+ 2], and B6 = [b+ 5c+ 3; 2b+ 7c+ 2]. Now let (B1) = (B3) =
(B5) = 1 and (B2) = (B4) = (B6) = 0.
We assume that X = fx1; x2; x3g is a monochromatic bc-progression and seek a
contradiction. Note that no single Bi can contain all of X , since jBij<b+ 2c + 1 for
each i.
First assume (X )=1. Then it is not the case that both x1 and x2 belong to B1, since
then x3 = b+2c+1. If x1 2B1 and x2 62B1, then x3>b+5c+5, which is not possible.
If x1 2B3, then x2>4c + 3, and hence x3>b+ 5c + 3, which is also impossible.
Now assume (X ) = 0. If x1; x2 2B2, then x3 2B5, a contradiction. If x1 2B2 and
x2 62B2, then x3>3b+ c> 2b+ 7c+ 2, another contradiction. Finally, if x1 2B4, then
x3> 2b+ 8c + 5, again not possible.
To prove (3), let C1 = [1; c]; C2 = [c + 1; 3c + 1]; C3 = [3c + 2; b + 5c + 1], and
C4 = [b + 5c + 2; 2b + 7c + 1], and let  be the coloring of [1; 2b + 7c + 1] dened
by (C1) = (C3) = 1 and (C2) = (C4) = 0. As in the proof of (1), assume X is
a monochromatic bc-progression. Again, no single Ci can contain all of X . If x1 2C1,
then x2>3c + 2, so that x3>b+ 5c + 4, a contradiction.
If x1 62C1, then we may assume x1 2C2. If x2 also belongs to C2, then
x3 2 [b + 3c + 1; b + 5c + 1]C3, a contradiction. Finally, if x1 2C2 and x2 62C2,
then x3>3b+ 7c + 3, again a contradiction.
For (4), dene  on [1; b + 8c + 3] by (D1) = (D3) = 1 and (D2) = (D4) = 0,
where D1 = [1; 2c+2− b], D2 = [2c+3− b; 4c+3− b]; D3 = [4c+4− b; 6c+3], and
D4=[6c+4; b+8c+3]. Let X be as in the proofs of (2) and(3). Again, for each i, X *
Di. If x1; x2 2D1, then x364c−b+3, so x3 2D2, which is not possible. If x1 2D1 and
x2 2D3, then x3>6c+6, again not possible. If x1; x2 2D2, then x3 2 [4c+3; 6c+3]D3,
a contradiction. Finally, if x1 2D2 and x2 2D4, then x3 would have to lie outside of
[1; b+ 8c + 3].
Remarks.
1. The coloring used to prove (3) works, not only for b>c + 2, but for all b> 0.
However, Theorem 2 is stated so that the bounds are the best available by the above
proof.
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Table 1
Values of fc(b)
b c: 1 2 3 4 5 6 7 8 9
0 9 17 25 33 41 49 57 65 73
2 14 22 30 38 46 54 62 70 78
4 17 24 32 40 48 56 64 72 80
6 21 28 35 42 50 58 66 74 ?
8 25 32 39 46 53 60 68 ? ?
10 30 36 43 50 57 64 71 ? ?
12 34 40 47 54 61 68 ? ? ?
14 38 44 51 58 65 ? ? ? ?
16 42 49 55 62 69 ? ? ? ?
18 46 53 59 66 ? ? ? ? ?
20 50 57 63 ? ? ? ? ? ?
22 54 61 ? ? ? ? ? ? ?
24 58 ? ? ? ? ? ? ? ?
26 62 ? ? ? ? ? ? ? ?
2. By Theorems 1 and 2, we have shown that for xed c,
2b(1 + o(1))6fc(b)6
9
4
b(1 + o(1));
that for xed b> 0,
8c(1 + o(1))6fc(b)69c(1 + o(1))
and that
9b(1 + o(1))6fb(b)611b(1 + o(1)):
We have run a computer program which calculates fc(b). Table 1 shows the values
that we found. Note that the lower bounds of Theorem 2 are the true values of fc(b)
for every entry in the table.
Remark. In addition to giving the value of fc(b), the computer program we used also
lists all maximal length 2-colorings that avoid monochromatic bc-progressions (i.e.,
these are colorings of [1; fc(b)−1]). Let us call such a maximal coloring bc-valid (we
will simply say valid when the meaning is clear). For most values of fc(b) given in
Table 1, there is only one maximal valid coloring, namely the appropriate coloring as
described in the proof of Theorem 2 or (for b= 0) Proposition 1. However, for some
choices of b and c, there are other maximal valid colorings as well. The maximal valid
colorings not given by Proposition 1 or Theorem 2 may be described as follows: (here
we abbreviate a coloring such as 11110001101000 by 432113; that is, a string of n
1’s followed by a string of m 0’s is denoted by nm; any integer greater than nine is
parenthesized):
f1(0): 1112111 and 12221
f1(4): 11114116; 11113213111; and 111111121111111
f1(6): 11116118 and 1111111112111111111
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f1(8): 22613(10); 235149; 1111811(10); 11111111111211111111111; 13613(10)
f1(24): 23(14)1614(26)
f1(26): 23(16)1614(28) and 23(15)1714(28)
f2(12): 25(10)15(16)
f2(14): 25(12)15(18); 25(11)16(18); 25(11)25(18); 34(11)16(18); 34(11)25(18),
35(10)17(17); 35(10)26(17)
f2(16): 35(12)26(20)
f2(18): 35(14)26(22); 35(13)27(22)
f2(20): 35(16)26(24); 35(15)27(24)
f2(22): 35(18)26(26); 35(18)27(26)
f3(16): 37(14)17(22)
f3(18): 37(16)17(24); 37(15)18(24); 37(15)27(24); 3115(15)27(24)
f3(20): there are 20 colorings, besides that of Theorem 2.
The tendency for the number of maximal valid colorings to increase for xed c and
increasing b, raises the question of whether in fact the bounds of Theorem 2 give
the true values of fc(b). For example, for each b2f10; 12; 14; 16; 18; 20; 22g there is
exactly one maximal b1-valid coloring, but there are two for b=24 and three for b=26.
Perhaps there is a b large enough so that f1(b)> 2b+ 10.
3. The function g(a; b)
In Lemma 2 below, we establish a simple relationship between the functions fc(b)
and g(a; b) (recall that g(a; b) is the least positive integer such that for every 2-coloring
of [1; g(a; b)] there is a monochromatic set fx; x + d + a; x + 2d + bg where x and d
are positive integers). We rst need the following result.
Lemma 1. Let b>a>0. Then g(a; b) = g(b− a; b).
Proof. Note that fx1; x2; x3g is an (a; b)-progression if and only if
x2 − x1 = d+ a and x3 − x2 = d+ (b− a) for some d>1:
On the other hand, fy1; y2; y3g is a (b− a; b)-progression if and only if
y3 − y2 = d+ a and y2 − y1 = d+ (b− a) for some d>1:
Thus, for any positive integer M and any 2-coloring  of [1; M ],  avoids monochro-
matic (a; b)-progressions if and only if 0 avoids monochromatic (b− a; b)-sequences,
where 0(i) = (M + 1 − i) for i = 1; : : : ; M (i.e., 0, when considered as a string of
0’s and 1’s, is the reverse string of ). The result follows.
Lemma 2. Let b>a>0. If a6b=2; then g(a; b) = fa+1(b − 2a). If a>b=2; then
g(a; b) = fb−a+1(2a− b).
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Proof. First assume a6b=2. Now, (x; y; z) = (x; x + d + a; x + 2d + b) for some
d>1 if and only if (x; y; z) = (x; x + d0; x + 2d0 + b − 2a) for some d0>a + 1. Since
b− 2a>0; g(a; b) = fa+1(b− 2a).
Now assume a>b=2. Then b− a6b=2. By the above case and Lemma 1, g(a; b)=
g(b− a; b) = fb−a+1(2a− b).
Using Lemma 2, we may now translate the results on the fc functions from Section 2
into results about the function g.
As noted in Section 2, fc(b) does not exist if b is odd. Hence, by Lemma 2 g(a; b)
does not exist whenever b is odd.
It is also obvious from Proposition 1 and Lemma 2 that for all nonnegative
integers a,
g(a; 2a) = 8a+ 9: (5)
By applying Lemma 2 to the bounds of Theorem 1, we obtain the following upper
bounds for g(a; b). For each of the six cases, the bound we give is the best obtainable
from Theorem 1.
Theorem 3. Let b be even and b>a>0.
(i) g(a; b)6maxf 94b+ 72a+ 9; 2b+ 5a+ 10g if b>2a and 4j(b− 2a).
(ii) g(a; b)6maxf 94b+4a+ 192 ; 2b+5a+10g if b>2a; 46 j (b− 2a); and a is even.
(iii) g(a; b)6maxf 94b+ 4a+ 18; 2b+ 5a+ 19g if b>2a; 46 j (b− 2a); and a is odd.
(iv) g(a; b)6maxf 234 b− 72a+ 9; 7b− 5a+ 10g if b< 2a and 4j(b− 2a).
(v) g(a; b)6maxf 254 b−4a+ 192 ; 7b−5a+10g if b< 2a; 46 j (b−2a); and a is even.
(vi) g(a; b)6maxf 254 b− 4a+18; 7b− 5a+19g if b< 2a; 46 j (b− 2a); and a is odd.
Proof. We prove only (i), as the proofs of the other cases may be done very simply
in the same way (part (iv) follows from Theorem 1(i); parts (ii) and (v) follow from
Theorem 1(ii); and parts (iii) and (vi) follow from Theorem 1(iii)). By Lemma 2 and
Theorem 1(i), we have
g(a; b) = fa+1(b− 2a)6maxf 94 (b− 2a) + 8(a+ 1) + 1;
2(b− 2a) + 9(a+ 1) + 1g;
and the result follows.
Note that Theorem 3, like Theorem 1, may be viewed as a generalization of
Corollary 1 for b> 0, since setting a = 0 in Theorem 3, parts (i) and (ii), yields
f1(b) = g(0; b)6d9b=4e+ 9.
We now use Lemma 2 and Theorem 2 to get lower bounds on g(a; b). We exclude
the case of b = 2a, which is covered by (5). In each case we give the best bound
provided by Theorem 2.
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Table 2
Values of g(a; b)
a b: 0 2 4 6 8 10 12 14 16 18 20 22 24 26
0 9 14 17 21 25 30 34 38 42 46 50 54 58 62
1 | 17 22 24 28 32 36 40 44 49 53 57 61 ?
2 | 14 25 30 32 35 39 43 47 51 55 59 63 ?
3 | | 22 33 38 40 42 46 50 54 58 62 66 ?
4 | | 17 30 41 46 48 50 53 57 61 65 69 ?
5 | | | 24 38 49 54 56 58 60 64 68 ? ?
6 | | | 21 32 46 57 62 64 66 68 71 ? ?
7 | | | | 28 40 54 65 70 72 74 ? ? ?
8 | | | | 25 35 48 62 73 78 80 ? ? ?
Theorem 4. Let b be even with b>a>0.
(i) If b> 8(a+ 1) then g(a; b)>2b+ 3a+ 10:
(ii) If 3(a+ 1)6b68(a+ 1) then g(a; b)>2b+ 3a+ 9:
(iii) If 2a<b< 3(a+ 1) then g(a; b)>b+ 6a+ 12:
(iv) If 32 (a− 1)<b< 2a then g(a; b)>7b− 6a+ 12:
(v) If 87 (a− 1)6b6 32 (a− 1) then g(a; b)>5b− 3a+ 9:
(vi) If a6b< 87 (a− 1) then g(a; b)>5b− 3a+ 10:
Proof. To show (i), note that since b> 8(a+ 1), we have b− 2a> 6(a+ 1) + 2. By
(2) and Lemma 2, we have
g(a; b) = fa+1(b− 2a)>2(b− 2a) + 7(a+ 1) + 3 = 2b+ 3a+ 10:
Inequalities (ii) and (iii) are obtained in the same way as (i), using (3) and (4),
respectively, instead of (2).
To prove (iv), note that the inequalities 32 (a−1)<b< 2a imply 0< 2a−b6b−a+2.
By (4) and Lemma 2,
g(a; b) = fb−a+1(2a− b)>2a− b+ 8(b− a+ 1) + 4 = 7b− 6a+ 12:
Parts (v) and (vi) may be done in the same way as (iv), using (3) and (2), respec-
tively, instead of (4).
By Lemma 2 the above table of values of g(a; b) is obtained directly from
Table 1. Observe that the ith column of Table 2 corresponds with the ith diagonal
(starting with the upper left-hand corner) of Table 1.
The above table can be extended downward by using Lemma 1; for example g(9; b)=
g(b − 9; b) for each b = 10; 12; 14; 16. It can also be extended in an obvious way by
Proposition 1.
Note that for xed b, if one considers the various (a; b)-sequences fx1; x2; x3g, then
minfx2−x1; x3−x2g is maximal when a=b=2. This fact, along with the data in Table 2,
leads us to make the following conjecture.
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Conjecture. For any xed b, the maximum value of g(a; b) occurs when a= b=2.
Part of this conjecture follows easily from Theorem 3; we state it as the following
proposition.
Proposition 2. If 06a6 25b− 2 or 35b+ 26a6b; then g(a; b)6g( b2 ; b).
Proof. By Lemma 1, we may assume 06a6 25b− 2. By Table 2, the conjecture itself
is true for b616. For b> 16, we have maxf 94b + 4a + 19; 2b + 5a + 19g64b + 9.
Therefore, by Proposition 1 and Theorem 3 (parts (i){(iii)), g(a; b)6g( b2 ; b).
The types of sequences considered in this paper can be generalized to k-term se-
quences. For example, for each k>3 we can dene g(b1; b2; : : : ; bk−1) to be the least
positive integer n such that for every 2-coloring of [1; n] there is a monochromatic
sequence of the form fx; x + d + b1; x + 2d + b2; : : : ; x + (k − 1)d + bk−1g. It would
be desirable to know something about the behavior of such functions, even for k = 4,
as this might lead to more information about the classical van der Waerden numbers
w(k).
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