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Aurelio Patelli1 and Stefano Ruffo21CEA - Service de Physique de l’Etat condense´, Centre d’Etudes de Saclay, 91191, Gif-sur-Yvette, France2Dipartimento di Fisica ed Astronomia and CSDC, Universita` degli Studi di Firenze,CNISM and INFN, Via Sansone 1, 50019 Sesto Fiorentino, ItalyLong-range interacting N-particle systems get trapped into long-living out-of-equilibrium stationary statescalled quasi-stationary states (QSS). We study here the response to a small external perturbation when suchsystems are settled into a QSS. In the N → ∞ limit the system is described by the Vlasov equation andQSS are mapped into stable stationary solutions of such equation. We consider this problem in the contextof a model that has recently attracted considerable attention, the Hamiltonian Mean Field (HMF) model. Forsuch a model, stationary inhomogeneous and homogeneous states determine an integrable dynamics in themean-field effective potential and an action-angle transformation allows one to derive an exact linear responseformula. However, such a result would be of limited interest if restricted to the integrable case. In this paper,we show how to derive a general linear response formula which does not use integrability as a requirement.The presence of conservation laws (mass, energy, momentum, etc.) and of further Casimir invariants can beimposed a-posteriori. We perform an analysis of the infinite time asymptotics of the response formula fora specific observable, the magnetization in the HMF model, as a result of the application of an externalmagnetic field, for two stationary stable distributions: the Boltzmann-Gibbs equilibrium distribution and theFermi-Dirac one. When compared with numerical simulations, the predictions of the theory are very goodaway from the transition energy from inhomogeneous to homogeneous states.
I. INTRODUCTION
The two-body potential of N-particle long-range interact-ing systems decays asymptotically as r−α, where r is theinter particle distance, 0 ≤ α ≤ d and d is the dimensionof the embedding space [1]. Systems with long-range inter-actions show many interesting properties, such as ensembleinequivalence and negative specific heat in the microcanon-ical ensemble [2]. These properties are a direct consequenceof energy non additivity.The dynamical properties of systems with long-range in-teractions are also peculiar. For such systems, the relaxationtowards Boltzmann-Gibbs statistical equilibrium occurs on atime scale that diverges with system size [3]. This implies thatthe long-time t→∞ limit and the thermodynamic N →∞limit do not commute, because the relaxation time scale τdiverges with N .On a shorter time scale, t  τ , one observes a relax-ation towards out-of-equilibrium stationary states. There aremany such stationary states, that are obtained by varying theinitial condition. They have been called Quasi StationaryStates (QSSs) [1, 3], because for all finite N they display aslower “collisional” evolution towards equilibrium on a timescale of the order τ . On a short time scale, the time evolutionof the single-particle distribution function in phase-space iswell described by the Vlasov equation [4, 5], with correctionsof order 1/N [6]. This equation has an infinity of stationarysolutions, the stable ones can give rise to QSSs.An interesting question, which has been recently investi-gated [7–9], concerns the response of a QSS to a stimulus.This question can be explored by studying how a stationarystable state of the Vlasov equation reacts to a perturba-tion. This latter can be of different types and origins. Afirst type of perturbation may come from a generic varia-tion of the single-particle distribution function with respectto a stationary stable one. Typically, this variation van-
ishes with time due to Landau damping [10]. A second typeof perturbation consists in applying externally a stochas-tic noise [11, 12]: these perturbations generically bring thesystem towards an equilibrium or non equilibrium steadystate, depending on whether detailed balance is respectedor not, on a time-scale which depends on the strength ofthe noise. A third, and final, kind of perturbation consistsin adding an external field to the dynamics. This latter isthe perturbation considered in Refs. [7, 9] in the context oflinear response theory for homogeneous states. An exten-sion of this approach to non homogeneous states [8], basedon integrability, has led to a characterization of linear re-sponse in a more general framework. This latter work isbased on previous studies of the solutions of the linearizedVlasov equation around inhomogeneous states [13]. Integra-bility is guaranteed for one-dimensional systems when theunperturbed state is stationary and is present also for a fewother Hamiltonians in higher dimensions. Integrability isimplemented by an action-angle transformation, which con-veniently separates the phase-space variables.In this paper, we consider perturbations of the dynamicsobtained by the addition of a conservative external field. Asin previous work [7], we restrict ourselves to the study ofsmall perturbations within linear response theory. However,we do not use integrability as a necessary requirement to de-rive the linear response formula. This choice has a drawback,since integrals of motion have then to be imposed by hand inorder to obtain the correct result. The Vlasov equation hasan infinity of conserved quantities besides those related tosymmetries, the so-called Casimirs [14]. Since we are unableto impose this infinity of constraints, we restrict ourselves toconsider a finite number of them (e.g. normalization of thesingle-particle distribution) and, therefore, derive an approx-imate response formula. The advantage of this approach withrespect to previous ones is that our response formula can bederived in general also for non integrable systems. Moreover,
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our method allows us to consider many different unperturbedstates, both homogeneous and inhomogeneous.In order to illustrate the validity of our approach we explic-itly derive the response to an externally applied field for theHamiltonian Mean-Field (HMF) model [15–17], a paradig-matic mean-field system. This allows us to compare our ap-proximate formula with the exact one derived in Ref. [8]. Weobtain a good agreement excluding a region of energy closeto the second-order phase transition of the model, where theresponse diverges.The paper is organized as follows. In Section II we in-troduce the Vlasov equation and its linearization. In thefollowing Section III we derive the linear response formula.Its time asymptotics is studied in Section IV. Section V isdevoted to the discussion of the constraints of the dynamics.After introducing the HMF model in Section VI, we derivethe linear response formula for this model in Section VII. Inthe final Section VIII, we demonstrate the agreement of ourpredictions with numerical simulations realized for differentunperturbed states of the HMF model.
II. THE VLASOV EQUATION, ITS LINEARIZATION ANDTHE RESPONSE FORMULA
For the sake of completeness, we recall in this Sectionsome basic features of the Vlasov equation and of its lin-earization. Moreover, we formally derive the expression ofthe response to a perturbation in a slightly different way asdone in Ref. [7].The dynamics of an isolated N-particles system interact-ing via a two-body smooth potential is well described by theVlasov equation in the limit N → ∞ [4–6]. It is thereforeconvenient to begin with a system composed of an infinitenumber of particles. In one dimension, each particle is de-scribed by a pair of conjugate variables (q, p). For simplicity,we consider a periodic domain in q. These conjugate vari-ables must be interpreted as Eulerian variables describing apoint in phase-space rather than as dynamical variables. TheVlasov equation describes the time evolution of the single-particle distribution function f(q, p, t),
∂
∂t
f = −p ∂
∂q
f +
∂φ[f ]
∂q
∂
∂p
f , (1)
where
φ[f ](q, t) =
∫
dxdv u(q − x)f(x, v, t) (2)
is the mean-field potential. In the N → ∞ limit, thetwo-body correlation function vanishes and, therefore, thesingle-particle distribution function contains all the informa-tion about the state of the system. The Vlasov equation canbe rewritten as a Liouville equation by using the Hamiltonian
H[f ](q, p, t) = p
2
2
+ φ[f ](q, t) , (3)
which is a functional of the single-particle distribution func-tion.
In the following we will need to define the time evolutionof specific observables. To this aim, we define the Poissonbrackets of differentiable single-particle observables a(q, p)and b(q, p) as usual:
{a, b} = ∂a
∂q
∂b
∂p
− ∂a
∂p
∂b
∂q
. (4)
In terms of these brackets the Liouville operator L acting on
a(q, p), can be written as
L[f ](q, p, t)a(q, p) = {a(q, p),H[f ](q, p, t)} . (5)In order to implement the constraints of the dynamics in theresponse formula, it is useful to remark that the kernel of theLiouville operator (5) contains at least the constant function,that we denote δM for applications in the following, theHamiltonian itself, H, and all the smooth functions of theHamiltonian f(H), as proved by Jeans [18].Let us consider a stationary solution of the Vlasov equa-tion, f0(q, p). Following Jeans [18], we consider the class ofsolutions that are functions of the Hamiltonian (3)
f0(q, p) = F(x(q, p)), x(q, p) = σH[f0](q, p) , (6)where F is a smooth function of a single variable and σ isan inverse energy scale. The function F is such that f0 isindeed a distribution, i.e. a non negative and normalizablefunction.We now perturb the system by switching on instanta-neously an external field hb(q, t) at time t = 0. This restric-tion is adopted for the sake of simplicity, but our approachis applicable, with minor modifications, also to the case inwhich the field is switched on smoothly. The size of theperturbation is vanishingly small h 1.The linearization procedure of the Vlasov equation aroundthe stationary unperturbed solution consists in developing inpowers of h all the relevant quantities, i.e. the distributionfunction and the Hamiltonian, and in keeping only the first-order terms in h. In order to verify the validity of this proce-dure, one can check that in the limit h→ 0 the unperturbedsolution is recovered. We will denote all the unperturbedquantities with the subscript zero, e.g. x = x0+hδx+O(h2).The perturbed distribution function can be developed in twodifferent ways
f(q, p, t) = F(x0) + h
dF
dx
(x0)δx +O(h2) (7)
= f0(q, p) + hδf(q, p, t) +O(h2). (8)The first development is strictly valid only for instantaneousvariations of the external field. For smooth variations onehas to take into account the functional variations of F. Wediscuss in detail this aspect in Appendix A. The perturbedHamiltonian is given by
H[f ] = H0[f0] + hb(q, t) + hφ[δf ] +O(h2), (9)where H0[f0] is the unperturbed Hamiltonian. In terms ofthe two-body potential the variation of the Hamiltonian isgiven by
δH(q, t) = b(q, t) +
∫
dxdvδf(x, v, t)u(q − x) (10)
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and it is a functional of the variation of the distribution func-tion. Inserting f and H[f ] defined in Eqs. (8) and (9) intothe Vlasov equation (1) and collecting terms of order h0 and
h one gets the following set of coupled equations
∂
∂t
f0 = p
∂
∂q
f0 − ∂φ[f0]
∂q
∂
∂p
f0 = 0 , (11)
∂
∂t
δf = p
∂
∂q
δf − ∂φ[f0]
∂q
∂
∂p
δf − ∂δH
∂q
∂
∂p
f0
= {H0, δf}+ {δH, f0} . (12)Solving the first of these equations gives the unperturbed dis-tribution function f0(q, p) which, substituted into the secondequation, which is nothing but the linear Vlasov equation,leads to the Duhamel’s formula for δf
δf(q, p, t) =
∫ t
0
dτ U(t− τ){δH(τ), f0} , (13)
where the operator U(t) = etL0 is the evolution operator ofthe unperturbed dynamics, with L0 the Liouvillian defined inEq. (5). In deriving the last equation, we have set to zerothe initial variation of the distribution δf(q, p, 0) since theexternal perturbation vanishes at t = 0. However, this doesnot solve the problem, since we need to know δH in order todetermine δf . On the other hand, we do have an equationwhich gives δH in terms of δf , Eq. (10). Therefore, inserting
δf given in Eq. (13) into Eq. (10), we obtain a closed equationfor δH
δH(q, t) = b(q, t) + (14)
+
∫ t
0
dτ
∫
dxdv u(q − x)U(t− τ){δH(x, τ), f0}
In Section III we will obtain a formal solution of this equationusing Laplace-Fourier techniques. This will give us in turnthe formal solution of the linear Vlasov equation.The linear Vlasov equation can be solved for stationaryhomogeneous distributions using Laplace transform in timeand Fourier transform in space q [4, 5]. Applying these well-known methods, some authors [7, 8] derived explicit analyticalformulas for the variation of a generic observable a(q, p) un-der the application of an external perturbation. These deriva-tions are based on the analogy between the Vlasov equationand the Liouville equation. Specifically, a Kubo-like [19]formula was obtained
δ〈a〉 = 〈a〉t − 〈a〉0 = h
∫ t
0
R(t, s)ds+O(h2) (15)
R(t, s) = 〈{a(t− s), δH(s)}〉0 (16)where the average 〈·〉t in the first equation is taken withrespect to the distribution at time t. The response func-tion R(t, s), appearing at the linear order, is defined in thesecond equation in terms of the Poisson bracket of the ob-servable a with the variation of the Hamiltonian, averagedwith respect to the initial distribution, 〈·〉0. The observable
a(t) = exp(tL0)a(q, p) is evolved in time using the unper-turbed dynamics.
At variance with Kubo’s linear response theory at ther-modynamical equilibrium, the response function R(t, s) ex-plicitly depends on two times, i.e. it is not invariant undertime translations. We will discuss in the following cases inwhich the system relaxes asymptotically to a stationary stateand, therefore, time translation invariance is restored in thislimit. However, there are initial conditions for which the sys-tem sets into a stable macroscopically oscillating state, thusviolating time translation invariance for all times. We be-lieve that the presence of such oscillatory states is a typicalbehavior of mean-field systems: it is indeed due to the self-consistent interaction of the single particle with the mean-field potential [20].We have up to now presented in some detail the basicequations which will allow us to derive, at linear order, theresponse of the system to a small external perturbation. Wewill discuss in the following Sections how the calculationof the variation of a generic observable can be performedexplicitly for a wide class of models and of initial conditions.However, before moving to this derivation, we would likefirst to discuss the role of the constraints on the dynamicsimposed by global conservation laws.
III. DERIVATION OF THE RESPONSE FORMULA
In the previous Section II we have obtained the linearVlasov equation (12) for a general initial distribution and,using Duhamel formula, we have derived closed equationsfor both the variation of the distribution function δf and thevariation of the Hamiltonian δH. In the method we willdevelop below, we exploit the fact that δf does not dependon momentum.The equation which determines δf , Eq. (14), is an inhomo-geneous integro-differential equation. Obtaining a solutionof this equation allows one to derive δf using Duhamel’sformula (13).Laplace transforming both sides of (14) yields
δHˆ(q, ω) = bˆ(q, ω) +
+
∫
dxdv u(q − x)R(ω){δHˆ(x, ω), f0}, (17)
R(ω) = L[U ](ω) =
∫ ∞
0
e−ıωtetL0dt =
1
ıω − L0 , (18)where the hat identifies Laplace transformed functions andthe operator R is the Laplace transform of the evolution op-erator etL0 . We consider Jeans’ distributions (6) as initialstates, which appear as the most natural ones.The Hille-Yosida theorem [21] states that the Laplacetransform of an operator, defining a semi-group by the gen-erator L0, is the resolvent of the generator itself. A generalproperty of resolvents, such as (18), is that they satisfy theidentity
RL0 = ıωR− I− [R,L0] . (19)In the following, we will assume that the commutator be-tween the Liouville operator and its resolvent is zero in order
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to avoid technical problems. The dependence of the initialdistribution on the unperturbed Hamiltonian transforms thePoisson bracket in Eq. (17) into the Liouville operator
{δH, f0} = σ0f ′0L0δH, (20)where
f ′0(q, p) =
dF
dx
∣∣∣
x=σ0H0(q,p)
. (21)
With x we identify the argument of the Jeans’ distribution,which corresponds to an adimensional quantity, x = σ0H0,where σ0 is an inverse energy scale that can depend on somemacroscopic parameter. For instance, at equilibrium the in-verse energy is equal to the inverse temperature, times someconstant. The equation for the variation of the Hamiltonianin the complex Laplace space can be written in the followingcompact form
δHˆ(q, ω) = bˆ(q, ω) + χ[δHˆ](q, ω), (22)
where the operator χ is defined as
χ[ϕ](q, ω) =
∫
dxdv σ0u(q − x)f ′0K(ω)ϕ(x), (23)
K(ω) = −1 + ıωR(ω), (24)and ϕ(x) is a generic test function.A feature of homogeneous initial states is that Fouriermodes are decoupled and equation (22) can be solved usingthe Fourier transform. In this framework, the modes of thevariation of the Hamiltonian are
˜δH(k, ω) = b˜(k, ω)
(k, ω)
, (25)
where (k, ω) is the dielectric function [5, 10].On the contrary, inhomogeneous initial states couple allthe modes and Eq. (22) cannot be simplified using the Fouriertransform. Therefore, we are led to assume that a base ofeigenfunctions ϕi(q), i ∈ N exists, which solves the eigen-value equation
χ[ϕi](q, ω) = λi(ω)ϕi(q) , i = 1, · · · , N (26)where λi is the associated eigenvalue. This base playsthe role of the Fourier base in the inhomogeneous regime.Therefore, we consider external potentials that belong to thesubspace of functions spanned by these eigenfunctions
bˆ(q, ω) =
∑
i
ai(ω)ϕi(q), qi(ω) ∈ C (27)
A basic tool to solve integral equations is to use the Liouville-Neumann series [22] which is a recursive formula. This al-lows us to obtain δHˆ and, in turn, the response (16). In ourcase, the Liouville-Neumann series reads
δH˜(q, ω) = bˆ(q, ω) +
∞∑
n=1
χn[bˆ](q, ω) , (28)
where χn is the nth iterate of χ. Substituting the definitionof the external potential in terms of the eigenfunctions intoEq. (28) and resumming the geometric series one gets
δHˆ =
∑
i∈N
ai(ω)
ϕi(q)
1− λi(ω) , |λi| < 1 . (29)
The variation of the Hamiltonian which solves Eq. (22) canbe expressed in terms of the same eigenfunctions of the ex-ternal potential but with a different amplitude. That solutionhas some properties related to the ones of the homogeneousregime. For instance, by analogy, we can denote the denom-inator of (29) as
εi(ω) = 1− λi(ω), (30)which is nothing but a dielectric-like function for inhomoge-neous states. Whenever this function is zero in the complex-ωspace, δHˆ has a pole. Therefore, zeros of εi(ω) characterizethe long-time behavior of δHˆ, after performing an inverseLaplace transform, as we will discuss in detail in the follow-ing Section. Moreover, when the system is homogeneous,formula (30) reduces to the formula for the dielectric func-tion and the eigenfunctions ϕi become the Fourier modes.Furthermore, we obtain a stability criterion because the ge-ometric series can be computed only when |λi| < 1. On thecontrary, when the eigenvalue is larger than one in modu-lus the state is unstable and linear theory cannot be used.We remark that integral equations can also be solved us-ing Fredholm determinants [23], but in this case the solutionis more involved, since the kernel of the integral is itself anon-trivial operator.
IV. TIME ASYMPTOTIC BEHAVIOUR
Laplace Limit Theorem relates the asymptotic value of afunction g(t) at t → ∞ to the limit of its Laplace transform
gˆ(ω) for ω → 0.Let us denote every quantity evaluated in this regime withthe index ∞, e.g., the external potential
bˆ∞(q) = lim
ω→0−
ıωbˆ(q, ω) = lim
t→∞ bˆ(q, t). (31)The Liouville-Neumann series for asymptotic times reads
δHˆ∞(q) = b∞(q) +
∞∑
i=1
χ∞[b∞](q), (32)
and the limit of the eigenvalue equation (26) is
λiϕ(q) = −σ0
∫
dxdvf ′0(x, v)u(q − x)ϕ(x) +
+ıσ0
∫
dxdvf ′0u(q − x) lim
ω→0
ωR(ω)ϕ(x).(33)
The first integral does not depend on the Laplace variable ωwhile the second one depends on ω through the kernel oper-ator ωR(ω). This latter integral converges to zero when the
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initial state is homogeneous, because its Fourier transformis ω((k, ω)− 1) and in the limit ω → 0 it results in a van-ishing contribution. On the contrary, when the initial state isinhomogeneous the integral could converge to a finite valuein the same limit.Let us consider a function g(x, v): when it is in the ker-nel of the Liouville operator (5) the action of the resolventbecomes trivial and the limit ω → 0 gives the identity
lim
ω→0
ωR(ω)g(x, v) = g(x, v). (34)
Consequently, in the time asymptotic, the operator K(0)gives zero when evaluated on these functions.The operator L0 has an empty continuum spectrum alsoon some manifolds in the phase space and these manifoldscould give a finite contribution to the response. The Fouriertransform of the second integral in Eq. (33) is
Jω =
∫
dxdvf ′0(H0)eıkx
ω
ω − ıL0ϕ(x), (35)and in the asymptotic time limit it gives a non zero integrandwhenever the larger (in modulo) eigenvalue of L0 scales as
ω. We call M the manifold in which the Liouville operatoris identically zero, thus the manifold where the integrandcould get a contribution in the limit. Unfortunately, we don’tknow how to obtain this manifold in general and even if itreally exists. We will discuss in more detail formula (35) inAppendix B and hereafter we assume that its contribution canbe negligible, since in the homogeneous phase it is indeedzero.Discarding the second integral in Eq. (33), the operator
K turns out to be proportional to the identity and the otherquantities become
K(0) = −1 (36a)
λiϕi(q) = σ0
∫
u(q − x)f ′0ϕi(x) (36b)
δfˆ∞(q, p) = σ0δHˆ∞(q)f ′0(q, p) (36c)Let us make two short remarks. The first remark is thatthe response (16) at every time becomes ill defined. Let usthen introduce the integrated response for asymptotic times,defined as
δa¯ = lim
t→∞
∂
∂h
(
〈a〉t − 〈a〉0
)∣∣∣
h=0
, (37a)
=
∫
dpdq δf∞(q, p)a(q, p). (37b)
This formula describes the finite variation of a single-particle observable a(x, v) at the linear order in the per-turbation parameter h.The second remark concerns the stability criterion of theinitial state. From the geometric series (29), we get a cri-terion to perform the resummation: |λi| < 1 for all i. Inthe asymptotic time regime this inequality can be seen as acriterion for which the initial state is stable, since otherwisethe series diverges. It can be compared with other stabilitycriteria [24, 25].
V. CONSTRAINTS
Vlasov dynamics is characterized by the existence of con-straints of different nature [26]. We will here restrict to dis-cuss those constraints that play a relevant role in the deriva-tion of our response theory. The first constraint derives frommass conservation, which is a consequence of considering aclosed system. However, our system can exchange energywith the environment, hence we can evaluate the work doneon the system by the external perturbation. The entailedgeneralized energy conservation relation imposes, as we willsee, a constraint on the dynamics. Isolated systems also con-serve total momentum. However, one can choose perturba-tions of the dynamics which determine variations δf(q, p, t)that are even functions of p. This in turn implies that mo-mentum is necessarily conserved and can for convenience beset to zero. The effect of the conservation of other globalinvariants associated to symmetries, like angular momentum,will not be discussed in this paper, since the systems weconsider are one-dimensional.On top of that, the Vlasov equation is endowed with aninfinity of conserved quantities, the so-called Casimirs [14,26]. They all take the form ∫ c(f(x, v))dxdv, with c a smoothfunction. For instance, mass is one of such Casimirs. We willassume that the effects induced by all these conservations,besides mass, are negligible.
A. Mass constraint
The mass of the system is given by
M(t) =
∫
f(x, v, t) dxdv . (38)
At first order in the size of the perturbation h we get
M(t) = M(0) + h
∫
δf dxdv +O(h2). (39)
For a closed system, mass is conserved M(t) = M(0), hence∫
δf(x, v, t) dxdv = 0 . (40)
In the following we will set the total mass to one, M = 1.
B. Energy constraint
The system is perturbed by an external field, hence thetotal energy
E(t) =
∫
E[f ](x, v, t)f(x, v, t)dxdv (41)
E[f ](q, p, t) =
p2
2
+
1
2
φ[f ](q, t) + hb(q, t) . (42)
is not a conserved quantity. However, since the time evo-lution of the distribution function is determined by the full
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perturbed Hamiltonian (the external forces are conservative),the variation of the total energy is equal to the work W (t)done by the external forces on the system
E(t)− E0 = W (t) , (43)
where
W (t) = h
∫
f(x, v, t)b(x, t)dxdv . (44)
This is a generalized energy conservation law, as obtainedin mechanics.Let us remark that the functional E[f ] is the phase-spaceobservable associated with the total energy and differs fromthe Hamiltonian H[f ] by the factor 1/2 in front of the mean-field potential. This avoids the double counting of the in-teraction energy between two separated regions in phase-space.At linear order in h one gets the following constraint onthe variation of the distribution function∫
H0[f0](x, v)δf(x, v, t)dxdv = 0, ∀t > 0, (45)
where we have used the identity∫
fφ[δf ]dqdp =
∫
δfφ[f ]dqdp. (46)
C. Implementation of the constraints
The asymptotic stationary state is described by the sta-tionary linear Vlasov equation(
p
∂
∂q
− ∂φ0
∂q
∂
∂p
)
δf∞ +
∂δH
∂q
∂
∂p
f0 = 0. (47)
The formal solution of this equation is
δf(q, p) = f ′0(q, p)δx(q, p), (48)and it corresponds to the Duhamel formula (13) for largetimes. The variation δx cannot a priori be defined becausethe kernel of the Liouville operator (5) is not null. For ex-ample, the function
δx = σ0δH+H0δσ + δM, (49)
with δM, δσ ∈ R two arbitrary constants, gives a solutionof the linear stationary Vlasov equation. These new termsare useful to implement the constraints of the system. Forinstance, the two equations (40) and (45) become∫
f ′0(σ0δH+H0δσ + δM)H0 dqdp = 0, (50)∫
f ′0(σ0δH+H0δσ + δM) dqdp = 0, (51)
where the phase space dependencies are dropped for thesake of clarity. In order to solve this linear problem wedefine
JH20 =
∫
f ′0H20 dqdp, (52a)
JH0 =
∫
f ′0H0 dqdp, (52b)
J1 =
∫
f ′0 dqdp, (52c)
J = JH20J1 − J2H0 , (52d)then equations (50) and (51) give the following functionalrelations
δM [δH] = σ0
JH0
∫
f ′0H0δH− JH20
∫
f ′0δH
J
, (53)
δσ[δH] = σ0 JH0
∫
f ′0δH− J1
∫
f ′0H0δH
J
. (54)
The parameters δM and δσ take into account the variationof the mass of the system and the variation of the inverseenergy scale, due to the perturbation. They are linear func-tionals with respect to their arguments, here the variationof the Hamiltonian, and add more terms to equation (17).Therefore, at infinite times the equation for the variation ofthe Hamiltonian with two constraints becomes
δH∞(q) = b+ σ0
∫
u(q − x)f ′0δH∞ +
δσ[δH∞]
∫
f ′0u(q − x)H0 +
δM [δH∞]
∫
f ′0u(q − x). (55)
The linearity property of these new terms preserves theLiouville-Neumann form of the solution, but with a modifiedeigenvalue equation, which reads
λiϕi(q) = σ0
∫
u(q − x)f ′0ϕi +
δσ[ϕi]
∫
u(q − x)f ′0H0 +
δM [ϕi]
∫
u(q − x)f ′0 (56)
Although the form of the solution (29) is the same, the eigen-values change their value by imposing the constraints (50)and (51). We show in the next Section VII this property forthe HMF model.The case in which the system has only the mass constraintcan be computed by imposing δσ = 0. The linear functional
δM related to the variation of the mass is
δM [δH] = −σ0
∫
f ′δH
J1
(57)
and the eigenvalue equation now reads
λiϕi = σ0
∫
u(q − x)f ′0ϕi + δM [ϕi]
∫
u(q − x)f ′0 (58)
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On top of that, for homogeneous initial states, the meanfield φ0 is zero and both the unperturbed Hamiltonian H0and the initial distribution function f0 do not depend onspace. In equations (50) and (51) only the variation of theHamiltonian δH depends on the space variable q and usuallyits integral over space is zero. Thus, the two equations of theconstraints can be satisfied only with δσ = 0 and δM = 0,independently of the initial distribution f0. Therefore, boththe constraints are automatically fulfilled for homogeneoussystems.
VI. THE HMF MODEL
In this section we consider a toy model of long-rangeinteracting systems, the Hamiltonian Mean Field (HMF)model [15–17]. The model is defined by its finite N dynam-ics but it has a Vlasov counterpart. Despite its simplicity,the HMF model captures many of the features of long-rangeinteractions, including QSS. We begin by discussing its sta-tistical equilibrium properties, in order to then compare thethe response in thermal equilibrium with the Vlasov one.The HMF model describes N particles moving on the unitcircle which interact via a cosine potential
u(q) = 1− cos(q), q ∈ [0, 2pi) (59)
The canonical coordinate q is an angle and specifies theposition of the particle, while p is its conjugate momentum.The finite N Hamiltonian is
H =
1
2
∑
i=1,N
p2i +
1
2N
∑
i,j<N
[1− cos(qi − qj)] (60)
where the 1/N factor in front of the second term is such thatthe potential energy and the kinetic energy scale equallywith N . It is sometimes called in literature the Kac pre-scription [27]. The Hamiltonian (60) converges to the VlasovHamiltonian (3) in the mean-field limit N → ∞ with themean-field potential
φ[f ](q, t) = 1−mx cos(q)−my sin(q) (61)
mx =
∫
dxdv cos(x)f(x, v, t) (62)
my =
∫
dxdv sin(x)f(x, v, t). (63)
where mx,my are the magnetizations along the x and yaxes and depend on the distribution function which solvesthe Vlasov equation. The energy in the mean-field limit is
E =
∫
dqdpE(q, p, t)f(q, p, t) (64)
=
∫
dqdp
p2
2
f +
1
2
(1−m2). (65)
where m = √m2x +m2y , the modulus of the magnetizationis the order parameter. The HMF model shows a secondorder phase transition in the microcanonical ensemble [1]
from a low energy inhomogeneous phase to a high energyhomogeneous phase at the transition energy Et = 3/4. Theorder parameter m vanishes in the homogeneous phase andis non zero in the inhomogeneous detecting the tendency ofthe particles to form a cluster with a given mass profile. Inthe canonical ensemble one gets an equivalent prediction,a second order phase transition at the inverse temperature
βt = 2.The Boltzmann-Gibbs (BG) equilibrium phase space dis-tribution is
feq(q, p) =
1
Z(β)
exp
{
− βH[feq]
} (66)
where Z(β) is the partition sum and β is the inverse temper-ature. The one-to-one relation between energy in the micro-canonical ensemble and inverse temperature in the canonicalensemble is obtained by solving the following equations
E(β) =
1
2β
+
1
2
(1−m2(β)) (67)
m(β) =
I1(βm(β))
I0(βm(β))
(68)
where I0,1 are the modified Bessel’s functions of order 0, 1,respectively. A straightforward interpretation of the previ-ously introduced parameter σ0 consists in its identificationwith β: β = σ0(E), obtained by solving Eqs. (68).The BG distribution is of paramount importance becausesystems with a finite number of particles converge towardsthis distribution as time evolves, irrespective of the initialstate. BG equilibrium is also a stationary stable solution ofthe Vlasov equation (1), thus it can also be considered as aQSS. BG equilibrium is also well defined for inhomogeneousstates with external fields. In this latter case, magnetizationsolves the following equation
m′(β, h) =
I1
I0
(
β(m′(β, h) + h)
)
. (69)
If we develop this consistency equation in a Taylor seriesaround the unperturbed state h = 0, we get
δm =
1/β + I2/I0 −m2
m2 − I2/I0 . (70)We call this reaction to the application of the field “canonicalresponse”.Let us now consider the microcanonical ensemble. Dueto the different constraints on the system the thermodynamicresponse cannot be the same as for the canonical ensemble.The inverse energy scale, given by microcanonical inversetemperature β, changes under the action of the perturbationas
β → β′ = β + hδβ +O(h2). (71)
Using the energy constraint we relate δβ to the unperturbedmagnetization m0 by
δβ = −2m0β2δm , (72)
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and the thermodynamic response of the magnetization be-comes
δm = β
1/β + I2/I0 −m2
1− β(1/β + I2/I0 −m2)(1− 2m2β) . (73)We denote it by “microcanonical response”.
VII. RESPONSE FORMULA FOR THE HMF MODEL
Let us consider the eigenvalue equation (26) of a systemthat is initially at equilibrium or in a Fermi-Dirac QSS [7].The long-range potential of the HMF model is a cosine, seeEq. (59). Then, by using the addition formula of trigonome-tries functions, we derive that the eigenfunctions ϕi mustbe sums of sines and cosines. We consider the base com-posed by functions that are “parallel” or “perpendicular”with respect to the spontaneous unperturbed magnetization
~m = (mx,my)
ϕ1(q) = α1
(
cos(q) +
my
mx
sin(q)
)
, (74)
ϕ2(q) = α2
(
my
mx
cos(q) + sin(q)
)
, (75)
where α1, α2 ∈ R are two constants defined by the orthog-onality relations∫
dxdv ϕi(x)ϕj(x)f
′
0(x, v) = δi,j , i, j = 1, 2. (76)
Invariance under angle translations of the HMF model inthe unperturbed state allows us to define arbitrary x and ydirections. We are therefore free to identify with x the di-rection of the spontaneous magnetization; the magnetizationcomponents then become my = 0 and mx = |~m| = m andthe two eigenfunctions are
ϕ1(q) = α1 cos(q), ϕ2 = α2 sin(q). (77)Without loss of generality, we put the external field in thedirection of the spontaneous magnetization x, because we arenot interested in studying the Goldstone modes associatedwith rotations of the magnetization vector. An external fieldapplied perpendicularly to the spontaneous magnetizationdirection excites modes that persist for indefinite time, dueto the rotational symmetry of the unperturbed Hamiltonian.With α1 = 1, the eigenvalue λ1 can be obtained from thefollowing formulas
λ1 = βΦ[f
′
0ϕ1], (78)
Φ[r] = −
∫
dxdv ϕ(x)r(x, v). (79)
In the next Subsections we will consider the solution of theeigenvalue equation for the equilibrium state in three cases:absence of constraints, imposing the mass constraint and re-quiring both the mass and the energy constraints. Later on,we will discuss the eigenvalue equation for the Fermi-Diracdistribution for the three cases.
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FIG. 1. Eigenvalue λ1 versus energy E for the HMF model (60)perturbed around the equilibrium state (66) for the unconstrainedcase (80) (dotted green line), with only the mass constraint (83)(dotted blue line) and with both mass and energy constraint (85)(full red line). The full purple line reproduces the exact resultobtained in Ref. [8]. All theories give λ1 = 1 at the phase transitionenergy Et = 3/4.
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FIG. 2. Response δm vs. energy E for the HMF model (60) per-turbed around the equilibrium state (66) for the case with massconstraint (70) (dotted blue line) and for the case with mass andenergy constraint (73) (full red line). The full purple line is the ex-act result obtained in Ref. [8]. The response diverges at the criticalenergy Et = 3/4.
A. Equilibrium without constraints
The eigenvalue of the sine function is zero, λ2 = 0, be-cause the distribution is even in q. On the contrary, alongthe x direction we get
λ1 = β
I1(βm) + βmI2(βm)
βmI0(βm)
, (80)
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where I0, I1, I2 are the modified Bessel functions of order
0, 1, 2, respectively. In the homogeneous phase, E > Et =
3/4, the r.h.s. is equal to β/2, because the magnetization iszero. This result is the same as the one obtained in Ref. [7].Using formulas (37) we find the response of the magnetiza-tion
δm = ϕ1(0)
λ1
1− λ1 , (81)where ϕ1(0) = 1. The dependence of λ1 on energy E for
E > Et is shown in Fig. 1 (dotted green line). As thetransition temperature Et is approached from above, λ1 → 1.The Liouville-Nemuann series converges when the eigen-value λ1 is less than one in modulus. Formula (80) givesan eigenvalue larger than one in the inhomogeneous phase
E < Et. As a consequence, the equilibrium distributionwithout any constraints is unstable in linear theory and theresponse of magnetization diverges in the whole inhomoge-neous phase. This result can be physically justified becausewithout the mass constraint the system could evaporate orcollapse in a point, making the response undefined. Thisresult was previously obtained in Ref. [28]. The dotted greenline in Fig. 1 shows the eigenvalue as a function of E alsofor E < Et where it takes values larger than one.
B. Equilibrium with the mass constraint
The mass constraint imposes a different kernel of the inte-gral (58). The eigenvalue has the same eigenfunctions (sineand cosine), but it is described by
λi = βΦ[ϕif
′
eq]− φ0(q)Φ[f ′eq]. (82)where φ0(q) = m cos(q). The two eigenvalues λ1,2 are
λ1 = β
I1(βm) + βmI2(βm)
βmI0(βm)
− βm2, λ2 = 0. (83)
The dotted blue line in Fig. 1 shows the eigenvalue in boththe homogeneous and inhomogeneous phase. Inserting it informula (81) we obtain a formula for the response of magne-tization which equals the “canonical response” (70). In thiscase the eigenvalue λ1 is equal to one only at the transi-tion energy Et. Below and above this energy it is smallerthan one, which ensures the existence of a finite asymptoticresponse in the canonical ensemble.
C. Equilibrium with both energy and mass constraints
The equilibrium case with both the energy and the massconstraint is described by the following eigenvalue equation
λ1 = βΦ[f
′ϕ] + δβ[ϕ]Φ[f ′H0] + δM [ϕ]Φ[f ′] . (84)Performing some algebraic manipulations, we obtain the for-mula for the eigenvalues
λ1 = β
(
c−m2 1 + 2β
2c(c−m2)
1 + 2β2m2(c−m2)
)
, λ2 = 0. (85)
where
c =
I1(βm) + βmI2(βm)
βmI0(βm)
, (86)
The full red line of Fig. 1 shows the value of λ1 for differentenergies. That eigenvalue is again equal to one only at thetransition energy Et. Moreover, the response of the magneti-zation (81) gives the same expression as the “microcanonicalresponse” (73).The full red line of Fig.2 shows the response of magneti-zation in both the homogeneous and inhomogeneous phase.The response of the system with more constraints is smaller,consistently with the known result for the equilibrium re-sponse [1, 28].The purple line in Figs. 1 and 2 reproduces the exacteigenvalue and the exact response of magnetization derivedRef. [8] using action-angle variables. As expected, the re-sponse which takes into account all the Casimir constraintsgives an even smaller response.
D. The Fermi-Dirac distribution
The Fermi-Dirac (FD) distribution is defined as
ffd(x) =
1
Z
1
1 + ex
, (87)
where Z is the normalization. This distribution is useful be-cause it interpolates between different QSSs often studiedin the framework of long-range interacting systems: the BGequilibrium and the Water-Bag states [1]. The eigenvalueequation uses the first derivative of the distribution with re-spect to its argument, which is
f ′fd = −
1
4Z
1
cosh2( x2 )
. (88)
The eigenvalue equation for the FD distribution can besolved only numerically. Fig. 3 shows the dependence ofthe eigenvalue λ1 on energy E . It should reach the value 1at the transition energy Et ' 0.7, but numerically (we use aniterative algorithm) we find a value slightly smaller than 1.It is intriguing that the zero constraint case gives an eigen-value smaller than one also in the inhomogeneous phase, atvariance with the BG equilibrium case. This could be due tothe fact that the FD state is more compact if compared withBG equilibrium and, therefore, it is probably more stable un-der evaporation. Fig. 4 shows the response of magnetization
δm versus the energy E .
VIII. DYNAMICAL EVOLUTION OF THE RESPONSE
In the previous Section, we have determined analyticallythe response of the magnetization in the t → ∞ limit forthe HMF model. Here, we want to show how the responseevolves in time when the perturbing external field is switched
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FIG. 3. Eigenvalue λ1 for the Fermi-Dirac distribution (87) withoutconstraints (dotted green line), with mass constraint (dotted blueline) and with mass and energy constraint (full red line). The phasetransition energy is Et ' 0.7.
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FIG. 4. The Response δm for the Fermi-Dirac distribution withoutconstraints (dotted green line), with mass constraint (dotted blueline) and with mass and energy constraint (full red line).
on. The analysis is purely numerical. We study both the BGequilibrium state and the FD distribution.In our simulations we use the weighted N-particle algo-rithm described in Ref. [13]. We prepare N particles on aregular lattice of points in the (q, p) phase-space and weassociate a weight to each site corresponding to the chosendistribution, BG or FD. The time evolution is realized usinga symplectic integrator and every observable is evaluatedusing the weighted average. We have checked in the nu-merics that Vlasov dynamics conserves the support of everydistribution at constant weight [14].The phase-space is compact in the q direction, then er-rors depend on the lattice spacing. In the p direction wehave another source of errors: for every distribution with anon compact support we have to use a cutoff on the weight-less part of the momentum space. We choose pmax as themaximum value of the velocity spanned by the lattice andwe adjust its value in order to reduce the error. The op-
timal value of pmax depends on the particular distributionconsidered.The initial state is prepared at a given inverse energy scale
σ0. Solving an implicit equation we get the magnetizationand the energy values associated with the chosen energyscale. The perturbation is switched on at time t0 > 0, afterthe system has relaxed to the stationary state. We perturbwith a field aligned along the direction of the spontaneousmagnetization, in our case the x direction.There is not a well defined range of validity of linear re-sponse theory: whenever it gives a finite result for a givenobservable, there will be always a sufficiently small value ofthe external field h for which linear theory is a good approx-imation. In general we know empirically that in the homo-geneous phase the amplitude of the perturbation must verifythe relation σ0h 1. In the inhomogeneous phase we haveanother scale, which is related to the non vanishing magne-tization. It is quite reasonable to assume that h/m  1, inorder to avoid that the external field gives a dominant contri-bution to the energy as compared with the magnetization. Afirst numerical verification of the validity of the linear regimeis to check that the variation of the magnetization is smallerthan the magnetization itself (hδm)/m 1 at all times forwhich the Vlasov equation is a good approximation of thefinite N dynamics.
A. Equilibrium distribution
We begin at time t = 0 with an N-particle realizationof the equilibrium BG distribution and we let it relax to astationary state before we apply the external field at time
t0 = 50. Figs. 5 and 6 display the results of simulationsperformed at different energies. In Fig. 5 we show the timeevolution of the response of the magnetization (in blue) vs.time. At t0 = 50, when the perturbation is applied, δmbegins to oscillate with a damping, a behavior that can bedescribed within the theory of Landau damping [10]. Aftersome time, which depends mainly on the initial energy, thesystem relaxes to a stationary state whose magnetization isin good agreement with the theoretical predictions of linearresponse theory given in Eq. (68) (red horizontal line).Fig. 6 shows a simulation at a higher energy. As in theprevious case, after damping, the system relaxes to a statewith a magnetization close to the value predicted by linearresponse theory.
B. Fermi-Dirac distribution
Figs. 7 and 8 show the comparison between the numericalsimulations (blue lines) and the theoretical predictions for theasymptotic magnetization (red horizontal line) for the Fermi-Dirac distribution (87).
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FIG. 5. Response of the magnetization δm vs. time t (full blue line)obtained in numerical simulations of the HMF model perturbedaround an inhomogeneous BG equilibrium state. Energy is E =
0.1495 and magnetization m = 0.9185, which corresponds to theinverse energy scale σ0 = β = 7. The external field is switchedon at time t0 = 50. The red dash-dotted line is the theoreticalprediction of linear response theory for asymptotic time.
FIG. 6. Same as Fig. 5 but with an energy E = 0.21559 and mag-netization m = 0.87682, which corresponds to an inverse energyscale β = 5.
IX. CONCLUSIONS
We have studied linear response to a small externalperturbation for long-range interacting N-particle systemstrapped in quasistationary states (QSS) [7]. QSS are de-scribed by stable and stationary solutions of the Vlasovequation, in the N → ∞ limit when “collisions” are rareand negligible. We have studied this problem in the contextof the Hamiltonian Mean Field (HMF) model [17], a paradig-matic example of long-range interacting system. The modelis characterized by the presence of both homogeneous andinhomogeneous stationary states. While homogeneous QSScan be described following the work of Landau [10], inho-mogeneous QSS present more difficulties for their analyticaltreatment. They show a coupling among all the “modes” of
FIG. 7. Response of the magnetization δm vs. time t (full blueline) obtained in numerical simulations of the HMF model per-turbed around an inhomogeneous Fermi-Dirac state. Energy is
E = 0.4481 and magnetization m = 0.6877, which correspondsto the inverse energy scale σ0 = β = 8. The external field isswitched on at time t0 = 10. The red dash-dotted line is thetheoretical prediction of linear response theory for asymptotic time.
FIG. 8. Same as Fig. 7, but with energy E = 0.4401 and a mag-netization m = 0.6977, which corresponds to the inverse energyscale σ0 = β = 9. The external field is here switched on at time
t0 = 20.
the system, as discussed above. In the case where the mean-field effective potential generates integrable motion, an exactlinear response formula can be derived using a transforma-tion to action-angle variables [8]. This is the case for theHMF model. However, many long-range interacting systemsof physical interest, like self-gravitating systems and plas-mas, do not fall into the category of integrable systems. Inthis paper, we have derived an approximate linear responseformula for generic, i.e. non integrable, systems endowedwith a finite, but arbitrary, number of integrals of motionand Casimir invariants. The linear response formula that wehave obtained describes also the infinite time limit of thesystem. Therefore, it gives a description of the new quasis-tationary state reached asymptotically after the applicationof the perturbation, whenever the initial unperturbed state
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is stationary stable. We have applied this formalism to theHMF model, which is an integrable system, in order to com-pare our approximate result with the exact one obtained inRef. [8]. We have found a good agreement of the linear re-sponse of magnetization when we impose the constraints ofmass and energy conservation away from transitions pointsfrom inhomogeneous to homogeneous states. We have alsocompared the predictions of the theory with simulations per-formed at finite N . The method we have devised can be usedalso for non integrable models and we look forward to thisapplication.
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Appendix A: Considerations on Energy-Casimir
The theory of Casimirs allows one to obtain stationarysolutions of the Vlasov equation from a variational princi-ple [14, 25, 26, 28]. It is also useful to compare the functionalform of different distributions.Calling c(y) a generic invertible and differentiable func-tion, the Casimir functional is
C[f ] =
∫
c(f(x, v))dxdv, (A1)
The function c is referred to as the generator of the Casimir.The Vlasov equation describes isolated systems, therefore, itconserves both energy and mass. Therefore, it is possible towrite the variational equation
max
f
{
C[f ]
∣∣∣ ∫ f(x, v)E(x, v) = E,∫ f(x, v) = 1}, (A2)
and its extremal distribution
f(q, p) = (c′)−1(σH(q, p)), (A3)
where σ is an inverse energy scale. The function c′ is thefirst derivative of the function and the label −1 stands for theinverse. Distribution (A3) is stationary as stated by Jeans,because it depends only on functions such as the Hamilto-nian. We denote stationary distributions with the 0 subscript.The value of the Casimir can be written as a function of thedistribution
C[f0] = σ0〈H0〉0 + 〈
∫ σ0H0
z∗
f0(y)
f0(σ0H0)dy〉0 (A4)where f0(z∗) = 0. This variational approach is related to akind of stability analysis because the solution must maximizethe Casimir functional [14].
Inverting this procedure, we consider a known initial dis-tribution function f0 which can be generated by a Casimirwith generator c(y). Moreover, let us consider that the fi-nal state satisfies the Casimir variational principle, but witha different generator t(y). Linear response theory requiresthat in the limit of vanishing perturbation h→ 0 the Casimirscoincide, hence we develop the Casimir T around the unper-turbed state f0
T [f ]→
∫
c(f0)+h
∫
c′(f0)δf+h
∫
g(f0)+O(h2). (A5)
The function g represents the variation of the generatingfunction of the Casimir due to the perturbation. Using equa-tion (A3), the first part of that variation is given by the vari-ation of the Hamiltonian ∫ H0δf and it is zero when thesystem conserves the energy. Therefore, the variation of theCasimir depends only on the function g, which correspondsto a variation of the generator of the Casimirs induced bythe perturbation. Indeed, the presence of a variation of thegenerator implies a different functional form of the final statecompared to the initial one. The corresponding equationarising from the variational principle reads
δfc′′(f0)− δσH0 − σ0δH− δM + g(f0) = 0. (A6)This equation relates the variation of the distribution function
δf to the variation of the Hamiltonian and corresponds to theDuhamel formula at infinite times.From a numerical point of view a variation of the generatorof the Casimir generator induces a variation in the value ofthe Casimir in time, as can be easily checked.Moreover, the variation of the energy in perturbed systems,when the perturbation is instantaneously switched on, is zero.In analogy, the variation of the generator of the Casimir iszero with perturbations instantaneously switched on.
Appendix B: Asymptotic time limit of Jω
We have to evaluate the integral (35) in the limit ω → 0.This limit is not trivially zero, but its value is determinedby terms arising from singularities in manifolds where theLiouville operator is zero.The motion of a particle in an external potential ψ(x) canbe bounded or unbounded. One of the main differences be-tween these two kinds of motion comes from the spectralproperties of the generator of the dynamics. For instance,the manifold in which the motion changes from bounded tounbounded could show a ”zero” dynamics, i.e. the Liouvilleoperator constrained on such manifold is strictly zero. There-fore, the limit of equation (35) gains a divergence on suchmanifolds and could introduces a new term in the eigen-value equation. For example, the dynamics of the unper-turbed HMF model is the dynamics of the pendulum whichshows stable and unstable points, generating a separatrixbetween bounded and unbounded motion. Along the sepa-ratrix the frequency of the bounded motion diverges and theLiouville operator is zero.
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We have to evaluate the following integral
Jω =
∫
dxdvf ′0(H0)ϕ(x)
ω
ω − ıL0 e
ıkx, (B1)
in the ω → 0 limit, where the operator
L0g(x, v) = −v∂xg +m∂xψ(x)∂vg. (B2)is the Liouville operator of the unperturbed dynamics. Theunperturbed mean-field potential m is the modulus of themagnetization of the HMF model. First of all, we separatethe two regions of positive and negative velocities. The Liou-ville operator in the two regions has the symmetry property
L+0 = −L−0 . (B3)Let us now introduce the following transformation of coor-dinates
(x, v)→ (x,E), mE = v
2
2
−mψ(x). (B4)
The Liouville operator becomes
L+0 =
√
m
√
2(E + ψ)∂xψ∂E . (B5)
The integral (B1) becomes
Jω =
√
m
∫
dxdE
f ′0(E + 2ψ)√
2(E + ψ)
ϕ(x)
ω2
ω2 + L20
eıkx. (B6)
The square of the operator acting on a function g(x) of thespatial variable x gives
L0g(x) = 0, L20g(x) = m(∂xψ(x))2g(x), (B7)and, consequently, the integral looses its operatorial form
Jω =
√
m
∫
dx
ϕ(x)eıkx
1 +m (∂xψ/ω)
2
∫
dE
f ′0(m(E + 2ψ))√
2(E + ψ)
.(B8)This integral does not depend on ω only in the manifoldwhere the derivative of the mean-field potential ∂xψ is zero.When the Lebesgue measure of that manifold is not zero,integral (B1) gives a contribution to the eigenvalue equation.For instance, in the homogeneous case, the mean-fieldpotential is zero and the integral above converges to zeroin the limit of vanishing frequencies, because the manifoldof vanishing mean-field force is of zero measure. This isconsistent with the results shown in Section IV.
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