We present a novel ensemble-based computational framework, EnsembleExpr, that achieved the best performance in the Fourth Critical Assessment of Genome Interpretation expression quantitative trait locus "(eQTL)-causal SNPs" challenge for identifying eQTLs and prioritizing their gene expression effects. eQTLs are genome sequence variants that result in gene expression changes and are thus prime suspects in the search for contributions to the causality of complex traits.
INTRODUCTION
Genome-wide association studies (GWAS) have identified thousands of variants relevant to complex traits or diseases (Hindorff et al., 2009; Manolio, 2010; McCarthy et al., 2008; Stranger, Stahl, & Raj, 2011) .
However, as most of these variants reside in noncoding regions of the genome (Frazer, Murray, Schork, & Topol, 2009; Hindorff et al., 2009) , distinguishing the causal variants from variants simply in strong linkage disequilibrium (LD) remains challenging. Expression quantitative trait loci (eQTLs) analysis has widely been used to assist in finemapping the causal mutations, and can provide immediate insight into their biological basis (Cookson, Liang, Abecasis, Moffatt, & Lathrop, 2009 ). Like GWAS, the statistical power of eQTL analysis is constrained by SNP linkage in the human genome, and the statistical burden from the large number of variant-gene pairs to investigate that requires multiple hypothesis correction.
Massively parallel reporter assays (MPRA) are an efficient way to systematically dissect transcriptional regulatory elements (Melnikov et al., 2012) in a manner that approximates their native context behavior. In MPRA, synthesized DNA elements and corresponding sequence tags are cloned into plasmid reporter constructs, transferred into cells, sorted for expression, and assayed by high-throughput sequencing. Tewhey et al. (2016) improved the efficiency and reproducibility of MPRA to interrogate the expression level of reference and alternate alleles of 9,116 variants linked to 3,157 eQTLs. They discovered hundreds of variants with allele-specific expression, which is defined as significantly different expression between two alleles tested in the same genomic context. In the Fourth Critical Assessment of Genome Interpretation (CAGI4), this dataset was used as the training and test sets in the "eQTL-causal SNPs" challenge to identify the best computational approaches to predict reporter expression level from DNA sequence and to classify which sequence variants will lead to allelespecific expression.
We present a computational framework, EnsembleExpr, that prioritizes genetic variants that modulate gene expression. EnsembleExpr outperformed competing methods in both parts of the CAGI4 "eQTL-causal SNPs" challenge in all of the evaluation metrics used. Tewhey et al. (2016) identified all of the variants (range = 1-205, mean = 2.87, median = 1) in perfect LD with 3,157 eQTLs drawn from the Geuvadis RNA-seq dataset of lymphoblastoid cell lines (LCLs) from individuals of European ancestry (1000 Genomes Project Consortium et al., 2012 Lappalainen et al., 2013) . For each variant, a 150-bp flanking sequence of each of the two alleles was synthesized with the corresponding allele centered in the middle of the synthesized oligonucleotide. With these sequences as the library, MPRA experiments were carried out in two LCLs.
The resulting MPRA data were split into three groups of similar sizes: one for training and two for testing. For each variant, only its genomic location and the sequences of its alleles were provided.
The training set consists of 3,044 variants, and each variant is described by its normalized plasmid count, RNA counts, log2 fold expression level ("Log2FC"), expression P value, multiple-testing corrected P value, and whether the expression for either of the two alleles is significantly high (regulatory hit or "RegHit"). For each variant, the dataset also includes the log2 ratio of the alternative/reference allele of observed RNA expression ("LogSkew"), LogSkew P value, LogSkew FDR, and whether the change in expression is significant enough to be labeled an expression-modulating variant or "emVar."
The first test set consists of 3,006 variants, and for each variant CAGI4 participants were required to submit a prediction of expression fold change ("Log2FC") and whether the variant is significant ("RegHit").
The second test set consists of 3,066 variants, 401 of which have at least one allele with strong expression ("RegHit"). For these 401 variants, the participants were asked to predict allelic change of expression ("LogSkew") and whether it is significant ("emVar").
Tasks in CAGI4 eQTL challenge

Expression prediction
In this task, the participants needed to submit predictions and confidence estimates for the expression level ("Log2FC", real value) and whether the expression is significant ("RegHit", binary label) for the first test set.
Allele-specific expression prediction
In this task, the participants needed to submit predictions and confidence estimates for the change of expression between two alleles of a variant ("LogSkew", real value) and whether the change is significant ("emVar", binary label) for the second test set.
METHODS
Features
Sequence-based features were generated for the regulatory regions in the CAGI4 challenge (Fig. 1A) . First, 150-bp model input sequences were obtained for both studied alleles as described in the challenge input files. Then, we applied several computational approaches to analyze this set of sequences, including Kmer-Set Motif (KSM, in submission), DeepSEA (Zhou & Troyanskaya, 2015) , DeepBind (Alipanahi, Delong, Weirauch, & Frey, 2015) , and ChromHMM (Ernst & Kellis, 2012) 
Computational model 3.2.1 Expression prediction task
Armed with this set of potentially predictive features for expression levels, many of which are sequence-specific, we used an ensemble of regularized regression and classification models to predict expression values for both alleles and regulatory hit status based on the provided training data (Fig. 1A) . We trained multiple LASSO regression models to predict the normalized log expression levels for each allele using the DeepSEA features alone, the DeepBind features alone, DeepSEA and KSM features combined, and DeepSEA along with KSM and chromatin state annotations. All learning algorithms were tuned by crossvalidation within the training set, and the various feature sets were chosen using a heuristic manual analysis. We averaged the LASSO model predictions to produce the final predictions and took the standard deviation of their separate predictions as confidence estimates.
For the binary prediction task ("RegHit"), we trained a one-layer neural network with 400 neurons on the same four sets of features described previously and aggregated their predictions in the same manner.
Allele-specific expression prediction task
For allelic expression change ("LogSkew") prediction, given that "LogSkew" is defined and calculated as the expression difference between the two alleles, we decided to directly utilize the "Log2FC" expression model we trained in the previous section instead of training a new model. We applied our trained "Log2FC" model to generate expression predictions for each allele in the held-out test set to submit. Then, for each variant, we took the difference in predicted expression levels between the reference and the alternate alleles as our "LogSkew" prediction (Fig. 1B) .
F I G U R E 1 The schematic of EnsembleExpr. A:
The 150-bp sequence centered at the queried allele is taken as input to four computational models to generate functional features that are used by two ensemble models to make expression predictions ("log2FC") and significance estimates ("RegHit"). B: During training, the provided expression levels of the two alleles of each variant are used to train an ensemble model of significant allele-specific expression (ASE). During testing, we first apply the trained expression model in (A) to generate expression predictions, which are then given to the significant ASE model to make predictions ("emVar"). The difference of the predicted expression levels is directly output as the prediction for allelic expression change ("LogSkew")
For predicting "emVar" labels (allele-specific expression status), we trained on the actual expression levels for the reference and alternate alleles provided in the sample data. An ensemble of binary classification models was considered, with all regularization parameters tuned by cross-validation (Fig. 1B) . Models used in the final ensemble included linear regularized logistic regression, kernel regularized logistic regression, k-nearest neighbors, support vector machine (SVM) with linear kernel and SVM with radial basis function kernel. The predictions of all models were combined to form the final probability estimate, along with a measure of confidence in the prediction. After training, we first ran our prediction module in the previous task (Expression prediction) to generate expression predictions for each allele of the held-out test set. Then, we applied the expression-to-emVar model trained here to make predictions of significant allele-specific expression ("emVar" hits).
RESULTS
EnsembleExpr outperforms competing approaches in CAGI eQTL challenge
We assessed the predictions from EnsembleExpr and other competing methods in the challenge. For predicting log (normalized) expression levels ("Log2FC") and expression level differences between two alleles ("LogSkew"), both of which are regression tasks, we used Spearman's rank correlation coefficient that is nonparametric and stable with value scaling. For predicting significant expression ("RegHit") and significant allele-specific expression ("emVar"), both of which are binary classification tasks, we chose two benchmarks: the receiver operating charac- EnsembleExpr outperformed all the competing methods in both the expression prediction task and the allele-specific expression prediction task. In the first part of the challenge, expression predictions from EnsembleExpr correlate the best with the experimental observations (Table 1 , a Spearman correlation of 0.485 for the reference allele and 0.470 for the alternate allele). In predicting significant expression ("RegHit"), EnsembleExpr is the only model with an auROC > 0.8 and an auPRC > 0.5 (Table 1 ; Fig. 2A ).
In the second part of the challenge, EnsembleExpr accurately predicted the LogSkew change in expression with a Spearman correlation better than other submissions, many of which had correlations close to zero (Table 2) . Prioritizing variants that give rise to significant change of expression ("emVar") was the hardest among all four tasks.
For emVar, EnsembleExpr also demonstrated better performance than other methods, yielding an auROC of 0.655 and an auPRC of 0.452 (Table 2 ; Fig. 2B ). EnsembleExpr (auROC = 0.589, auPRC = 0.389; Table 2 ). We also note that submissions 5-1 and 5-2 solely use deltaSVM (Lee et al., 2015) , the state-of-the-art method in predicting dsQTLs (variantsmodulating DNase hypersensitivity). deltaSVM achieved a performance better than DeepSEA, but inferior to EnsembleExpr (Table 2 ). 
TA B L E 1
Performance comparison for expression prediction task (sorted by RegHit auROC)
This comparison shows that
Ensemble demonstrated competitive performance on public eQTL dataset
We next evaluated the ability of EnsembleExpr to predict eQTLs determined by protocols other than MPRA to test its generality beyond the CAGI4 competition. Recent work (Zhou & Troyanskaya, 2015) FunSeq2 (Fu et al., 2014) . For deltaSVM, we used the same model in submission 5-1 (using parameters trained on GM12878 DNasehypersensitive region), given its good performance in CAGI4. For
DeepSEA, we used the same model trained on CAGI4 data as discussed in the previous section. To make the comparison fair, we did not directly use DeepSEA's performance reported in Zhou and Troyanskaya (2015) , where the classifier was trained on the same eQTL data and evaluated with a cross-validation scheme. For CADD, we used the provided Web server (http://cadd.gs.washington.edu/, v1.0). We downloaded the GWAVA software from http://www.sanger.
ac.uk/resources/software/gwava/ and downloaded the FunSeq2 software from http://info.gersteinlab.org/Funseq2. To avoid test set contamination, we excluded any variants that were included in CAGI4.
We found that EnsembleExpr outperformed all the competing methods in classifying eQTLs from the three negative sets (Fig. 3) , although the AUROC for all methods was low. This demonstrates that although trained on MPRA datasets, EnsembleExpr can serve as a general eQTL-prioritization framework that is applicable on other datasets. We attribute the generalizability to EnsembleExpr's use of features that were predicted for different cell lines. To examine whether the unsatisfactory performance of detalSVM primarily resulted from cell line mismatch, we further retained only the eQTLs discovered from LCLs, and classified this set of eQTLs from the negative sets using the cell-line-matched deltaSVM model. However, we observed no notable improvement in performance (Supp. Fig. S2 ). On the other hand, we do note that the parameters of deltaSVM model we used, which performed well on CAGI dataset, were originally optimized for predicting dsQTLs instead of eQTLs.
F I G U R E 3
EnsembleExpr achieved competitive performance compared with published methods in predicting GRASP eQTLs from various size-matched negative sets sampled from 1000 Genomes Project noncoding variants. The x-axis denotes the different negative sets by the average distance to the paired eQTL
Components of the ensemble provide complementary functional information
We benchmarked EnsembleExpr and each of the single models included in the ensemble to understand the major sources of improvement. Through 10-fold cross-validation for each model, we evaluated the median R 2 when predicting log expression level ("Log2FC") and the median auROC and auPRC when predicting significant expression ("RegHit"). We observed that with the DeepSEA-predicted functional features, including TF binding, histone marks, and DNase hypersensitivity, we could already reach decent accuracy in both tasks (Table 3) . However, models with only TF-binding-based features from either deep learning (DeepBind) or k-mer-based models (KSM) are much less satisfactory. But we did observe that incorporating DeepSEA with features from KSM and ChromHMM led to better performance, suggesting that these two models provide complementary information despite the comprehensiveness of the DeepSEA output.
Accurate eQTL prioritization requires a comprehensive panel of functional features
We expression ("Log2FC") from sequence-derived prediction of DNase hypersensitivity, histone marks, transcription factor binding, and chromatin state (Supp . Table S1 ).
We first analyzed the sign of the coefficients in the LASSO model to understand the direction in which each feature affects the expression prediction. As expected, the model assigned large positive weights to DNase hypersensitivity, histone marks known to be associated with promoters (such as H3K4me3) and predicted functional elements (such as Creyghton et al., 2010) , and transcription initiators (such as IRF1) (Supp. Table S2 ). The model also gave large negative weights to chromatin regulators known for repressive effects on transcription (such as EZH2) and histone marks predictive for gene bodies (such as H3K36me3). These observations persisted even when we retrained the model 10 times, and calculated the mean and 95% confidence interval of the coefficients (Supp. Table S2 ).
We next analyzed the predictive importance of the features. By design, LASSO models impose sparsity and force the coefficients for nonimportant features to zero. However, the limitation of such L1-regularization-based models is that when faced with a group of highly correlated features, as in our experiments, the model may only pick one feature at random from a correlated set. Thus, to fully understand which features are important for expression prediction, instead of directly looking at the coefficients in the LASSO model, we retrained a randomized LASSO model that performs "stability selection" (Meinshausen & Bühlmann, 2010) by resampling the training data and computing a LASSO model on each resampling. The more often a feature gets selected, the more important it is for the performance of the model. We observed a bimodal distribution of feature importance (Supp. Fig. S1 ). Most of the 994 features are considered not very important, whereas a group of 60 features demonstrate great importance. These top 60 features are highly diverse, including histone marks predictive for enhancer/promoter/repressive regions, important transcription regulators, and chromatin states predictions (Supp . Table S3 ). This diversity of useful features suggests that a comprehensive functional annotation of the sequence, rather than one type or two, is essential for accurate expression prediction and eQTL prioritization. We also observed that while many of the important features are predicted for the same type of cell line as the one the MPRA experiment was performed on (LCLs), many features predicted for other cell lines, such as K562 and H1-hESC, also proved to be highly informative.
DISCUSSION
We have described an ensemble-based framework, EnsembleExpr, that achieved the best performance in both parts of the "eQTL-causal
SNPs" challenge in the CAGI4. We also demonstrated that although trained on MPRA datasets, EnsembleExpr can also produce competitive predictions on eQTL datasets determined by other protocols. With the capacity to accurately predict sequence variants with significant allele-specific expression determined by different protocols, we expect EnsembleExpr will serve as a resource to assist in pinpointing causal mutations for complex traits and diseases, and will help in understanding the pathogenic pathways. 
