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Chapter 1
Introduction
The present diploma thesis attempts to provide the reader with a systematic overview
over and synthesis of the principal theoretical and experimental eﬀorts conducted thus far
to describe the phenomenon of quantum phase in electromagnetic ﬁelds. An extensive
treatment of this phenomenon is warranted by the fact that it may lead to important
applications in information transfer technology and quantum optics, and may harbour
far-reaching implications for general quantum theory in its current formulation.
Although quantum phase has never quite been able to generate the intense research eﬀorts
associated with, e.g., squeezed light or Bell inequalities, it nonetheless constitutes a highly
interesting topic that needs to be addressed by modern quantum physics. Indeed, quantum
phase raises many fundamental questions about such basic quantum mechanical heritage
as the hermiticity of operators for observables or the deﬁnition of Hilbert space for such
basic systems as the harmonic oscillator. And although, at ﬁrst glance, the quantum
phase problem may not seem all that hard to approach, this perceived simplicity is quite
misleading. To illustrate this point, consider that more than eight decades have been spent
searching for a closed quantum phase theory since the problem was initially discovered by
Dirac and London [13], and although many advances have been made and much has been
achieved, still no broadly satisfying solution has been found.
This leads to an interesting ﬁrst observation about quantum phase: That it constitutes a
research area that is extremely fractured and diverse. Before the 1990s, letters discussing
quantum phase were essentially singular occurrences, and of the few such occurrences that
there were, most of them proposed new approaches that had little to do with any of the
previous work and did not care much for compatibility with standard quantum mechanics
[4, 5]. It is perhaps characteristic of this early phase that only one serious attempt at a
review was made in a timeframe of almost 50 years [6], and that research was often isolated
and sometimes redundant1. Only in recent years has a certain consolidation of the ﬁeld
1cf. the example of the Garrison/Wong-operator [4], which was independently rediscovered 14 years later
by Galindo [7]
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become noticeable, with some excellent reviews [8, 9] and historical overviews [10] being
published to provide the diﬀerent theories with a connecting structure, and with serious
eﬀorts being made to relate important approaches among each other (e.g. [11]).
Unfortunately, consolidation alone has not been suﬃcient to provide some much-needed
decluttering to quantum phase theory. And here a second observation about this topic can
be made: the extreme scarcity of experiment. Until the 1990's, a few papers by Gerhardt
et al [12, 13] provided the only reliable experimental basis against which to test theoretical
results predicted by existing approaches, and unfortunately these papers did not provide
all too precise measurements, so that none of the diﬀerent approaches could reasonably be
invalidated. But perhaps, this touches upon a more general problem of quantum phase,
namely that it has never really been considered a fundamental problem of quantum physics,
and has sometimes even been labeled a lost cause2. That is striking because, in my opinion,
it should be very discomforting that something as basic as the phase of the electromagnetic
ﬁeld does not have a proper description in quantum mechanics. This softly but ﬁrmly calls
into question whether today's quantum physics, a construct which in many places abuses
rather than uses its mathematical foundations, should not be given a general overhaul
in order to make sure that abnormalities and diﬃculties such as quantum phase are not
merely artefacts of lacking mathematical rigor, but actual uncertainties yielding insight to
(new) natural laws.
With all this in mind, it will come as no surprise to the reader that at present, despite
encouraging recent developments which provide more robust experimental data and theo-
retical digest, it is still impossible to declare any one theory to be the deﬁnitive description
of quantum phase.
1.1 Outline of the problem and motivation
So what exactly is the problem of quantum phase?
Most brieﬂy put, the quantum phase problem tasks itself with ﬁnding a sensible and con-
sistent quantum mechanical description of the classical phase variable ϕ, which represents
the phase of a certain class of oscillators (e.g. electric ﬁelds), in a quantum setting (e.g.
very low intensity lightbeams). To make some sense of this, it is useful to consider the fol-
lowing example. Given a classical one-dimensional electromagnetic ﬁeld, one can describe
a single mode of this ﬁeld as
E = A · cos(ϕ) = A ·

eiϕ + e−iϕ
2

, (1.1.1)
2cf. e.g. http://www.mth.kcl.ac.uk/~streater/lostcauses.html#VIII (19.07.2009)
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where A is some real-numbered measure of amplitude and ϕ is the phase. Expanding, we
obtain
E =
1
2

reiϕ + re−iϕ
Ł
=
a+ a∗
2
. (1.1.2)
As is well known, we can translate this description of the electromagnetic ﬁeld into quantum
mechanics by replacing a and a∗ with the creation and annihilation operators aˆ and aˆ†,
following the bosonic commutation relation [aˆ, aˆ†] = 1 (for more detail, see appendix
A.1.1). Then the electromagnetic ﬁeld, which is essentially a generalized position variable,
becomes
Xˆ =
aˆ+ aˆ†
2
, (1.1.3)
(or, more generally, a superposition thereof). The operators aˆ and aˆ† are very well-known
and versatile operators, and it is very nice to know that they can be used to describe
the electromagnetic ﬁeld. However, they come with one major shortcoming in that they
do not contain any easily accessible information about phase. Therefore, to solve the
quantum phase problem, we require a quantization of the electromagnetic ﬁeld that directly
reﬂects the initial equation E = A · cos(ϕ) instead of circumscribing it with a sum of two
exponentials. This would require a quantum mechanical expression for the amplitude A
and the phase ϕ, which would optimally be achieved by introducing hermitian operators
for each of these properties.
Such has been tried by eﬀectively reversing the steps taken in equations (1.1.1) and (1.1.2)
in order to arrive at a polar decomposition of aˆ (cf. [2] and section 3.1.1). This polar
decomposition would yield
aˆ =
√
nˆ · eiϕˆ (wrong), (1.1.4)
where nˆ would be the well-known number operator nˆ = aˆ†aˆ and ϕˆ would be the de-
sired hermitian phase operator. Unfortunately, it was quickly realized that this relation
is intrinsically ﬂawed, and eventually, more and more convincing evidence accumulated to
compound the suspicion that it is impossible to derive an hermitian phase operator in the
conventional Hilbert space of the harmonic oscillator (see section 3.3). Therefore, other ap-
proaches were needed and were, in time, provided, but none of them really capture all the
aspects of quantum phase while resting within experimental and theoretical boundaries.
That is, in essence, the problem of quantum phase, whose tentative solutions we will
consider in the next ﬁve chapters.
1.2 Deﬁnition of phase
Perhaps at this point, it would be sensible to brieﬂy reﬂect on what exactly is meant
by the term "phase" in order to avoid any confusions about this term which might arise
especially in the context of quantum physics, where there exist multiple concepts of phase.
We therefore give the following deﬁnition:
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Deﬁnition. Quantum phase is a measure of the position of a quantum state along the
unit circle in phase space, where phase space is the two-dimensional space spanned by the
dimensionless position and momentum operators on a given Hilbert space.
For states such as the coherent states, which are characterized by amplitude and phase and
can therefore be described as wave-like, quantum phase essentially describes a wave motion
and approaches classical phase especially for high-energy states. But since any state can be
decomposed into an integral over coherent states, quantum phase is a meaningful concept
even for arbitrary states, including (presumed) random phase states such as the number
states (keep in mind that for these latter cases, however, the phase distribution plays a
much bigger role than the actual mean phase value).
The above deﬁnition sets quantum phase apart from two other kinds of phase commonly
encountered in quantum physics: First, the quantum mechanical phase factor which typ-
ically appears in solutions to the Schrödinger equation, and second, the geometric phase
which some adiabatic processes give rise to when closed-loop pathintegrals are performed.
Both only concern the quantum phase problem indirectly, if at all.
However, the distinction between quantum phase and the phase factor is very important.
Roughly speaking, the two can be distinguished by the fact that, while the quantum
mechanical phase factor has no standalone physical meaning (it vanishes in the modulus
squared) and only becomes noticeable as a relative value when it causes interference eﬀects
in entangled states, quantum phase is, at least in principle, a real, observable quantity
which yields measurable information about certain characteristics of an electromagnetic
ﬁeld state.
Of course, this distinction is sometimes blurry in practice: For example, due to the very
high frequencies composing most of the electromagnetic light spectrum, an absolute ref-
erence phase for a ﬁeld state may not always be experimentally feasible, so that in these
contexts, quantum phase is reduced to a relative quantity, practically speaking. This has
indeed led some authors to conclude that quantum phase may not exist as an absolute
quantity at all, rendering the distinction between quantum phase and the phase factor
much less clear.
Nonetheless, it remains a mathematical fact that even after the modulus squared is taken,
two coherent states described by diﬀerent parameters α with diﬀerent phases ϕ are phys-
ically distinct and must therefore be assigned a diﬀerent phase value; this means that
in contrast to phase factors, a quantum phase diﬀerence between two coherent states is
observable even if they are not entangled. Moreover, multiplying a coherent state with a
phase factor will not aﬀect its quantum phase, since its phase information is not contained
in a phase factor.3 This indicates that phase factors and quantum phase are of a diﬀerent
3For example, in the number state basis, the phase information of a coherent state is expressed in the
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quality entirely (for some further reﬂections on this, cf. chapter 8).
Unfortunately, the mere fact that quantum phase is undoubtedly observable4 does not
render the task of describing it any easier: thus the need to write this thesis!
1.3 Structure of this thesis
Concerning the structure of the present thesis, we will proceed as follows: First, based on
such basic notions of quantum theory as the correspondence principle and the (semi)classical
limit, the basic requirements which every adequate phase theory should fulﬁll are deﬁned.
Of course, given the complex nature of phase quantum phase, these a priori requirements
will not be free of exceptions, but they will serve as a guiding principle to give us a crude
estimate of the usefulness of a certain phase representation (chapter 2).
Next, we look at some of the more important historical attempts of deriving a quantum
phase theory in chronological order (chapter 3). We will learn that for many decades, the
search for a quantum phase theory was dominated by the conviction that phase was an
operator-observable described by a hermitian operator, but we will look to identify some
of the indications that tell us that this conviction is misguided. The chapter concludes
with several (ideas of) proofs showing that the deﬁnition of a hermitian phase operator is
impossible.
In chapter 4, we recapitulate the major conceptual diﬃculties that prevent the construction
of a hermitian phase operator, and then proceed to examine an approach that tries to
circumvent these diﬃculties by introducing a restricted Hilbert space and constructing
the phase operator in this space. It turns out that in such a constricted space, a well-
behaved hermitian operator can be deﬁned. We spend several sections investigating and
reviewing the formalism based on this operator, thoroughly examining its merits as well
as its shortcomings.
In Chapter 5, we ﬁnally turn to experiment. We try to relate some of the predictions of
the theoretical model presented in chapter 3 to experimental data and make an interesting
conclusion about the merits of phase-operator theory.
In Chapter 6, we then brieﬂy summarize the main theoretical results obtained so far.
In Chapter 7, we make an excursus into the realm of uncertainty theory, trying to derive
the uncertainty relation between number and phase and spending some time discussing
phase diﬀerences between diﬀerent orders of number states as described by α, and not in the overall
phase factor.
4If absolutely or relatively makes not too big a diﬀerence
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minimum uncertainty states. We also present a wide outlook on potential areas of further
research, including several diﬀerent measures of uncertainty and some new approaches.
Chapter 8 then comprises reﬂection, conclusion and discussion.
1.4 Remarks on extent of treatment
Two brief remarks are in order to delimit what will be examined in this thesis and what
will not:
First, we do concern ourselves with phase diﬀerence operators or the description of phase
diﬀerences in general. This is because it is our postulate that a measure of absolute phase
exists, even though its use may be limited in the practical setting of experiment. However,
many treatments of phase diﬀerence operators exist, and the inclined reader may use many
of the papers here as a starting point for further research [6, 14, 15].
Second, we only treat the single mode electric ﬁeld. Treatments of multi mode electric ﬁelds
do exist, but these are usually faced with entirely diﬀerent problems, so that their inclusion
would have gone far beyond the scope of this thesis and has therefore been avoided.
With this in mind, we may start the exposition.
Chapter 2
A priori conditions
Based on our understanding of quantum mechanics, of electromagnetic ﬁelds and of the
common conceptions about what constitutes a desirable physical theory, several criteria
that should be fulﬁlled by a description of quantum phase may be derived. First, the basic
quantum mechanical principle whereby in the macroscopic limit, the properties predicted
by the quantum description should mirror those derived from classical electrodynamics,
must be observed. Second, where phase-relevant predictions can be inferred from other
aspects of quantum optics, these should also be reﬂected in the quantum phase theory.
Last, the theory should try to honor established principles of quantum mechanics and
refrain from unnecessary reformulations of basic quantum mechanical heritage.
2.1 Correspondence limit
We know from the Hamiltonian Hˆ = ~ω(aˆ†aˆ+ 12) of the harmonic oscillator that the energy
of an electric ﬁeld mode is proportional to the average photon-number as expressed by the
expectation value of the operator nˆ = aˆ†aˆ. This means that the classical limit is reached
for highly intense light where the photon-number tends to inﬁnity. In this limit, we expect
the quantum description of phase to yield results that approach the classical predictions.
For example, we expect a sine operator Ösin(ϕ) to fulﬁll trigonometric identitiesDÖsin(ϕ)E = sin(ϕ) (2.1.1a)D×cos(ϕ)E = cos(ϕ) (2.1.1b)­×sin2(ϕ)· = sin2(ϕ) (2.1.1c)DØcos2(ϕ)E = cos2(ϕ) (2.1.1d)­×sin2(ϕ) +Øcos2(ϕ)· = 1 (2.1.1e)DhÖsin(ϕ),×cos(ϕ)iE = 0 (2.1.1f)
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and to have an image restricted to the interval [−1, 1]. Furthermore, we expect uncertain-
ties to vanish in the large n-limit
lim
n→∞
∆ϕˆ
〈ϕˆ〉 = 0 (2.1.2a)
lim
n→∞
∆nˆ
〈nˆ〉 = 0 . (2.1.2b)
Many more examples could be found, but the above should give some idea about what we
may reasonably expect from a "good" quantum phase theory.
2.2 Correspondence principle for random phase
Another very important criterion for any successful phase description is its behavior for
states of random phase. For example, it is commonly agreed from a phenomenological
point of view that the number states, and especially the vacuum state, are states of random
phase. The expectation value and second moment of phase in such states should then reﬂect
this randomness, or we may assume that something is wrong. Granted, this approach is
somewhat tautological, since we would ﬁrst need a quantum phase theory to prove that
the vacuum state is random in the ﬁrst place. Nonetheless, it is a reasonable assumption
that vacuum phase should be random, and therefore a quantum phase theory should reﬂect
this.
In the literature, the reasoning of the above paragraph has become known as the "Peg-
g/Barnett acid test", after the authors who ﬁrst directly proposed it [16, 17]. We present a
slightly adapted version here, but the underlying principle is always the same: It consists
of ﬁrst deriving the expectation value and variance for a random phase distribution using
classical physics, and then demanding that the calculated results also apply to any quantum
mechanical formulation of phase. We start from the obvious prerequisite that a random
phase distribution must be ﬂat, since for random phase every phase-value within a window
of 2pi has an equal likelihood. Taking an interval [θ0, θ0 + 2pi], the phase distribution must
therefore be
P (θ) =
1
2pi
(2.2.1)
Using the ﬁrst mean value theorem, we obtain the average phase and therefore the expec-
tation value
〈θ〉 =
Z θ0+2pi
θ0
θ · P (θ) dθZ θ0+2pi
θ0
P (θ) dθ
=
1
2pi
θ2
2

θ0+2pi
θ0
= θ0 + pi , (2.2.2)
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from which we can proceed to calculate the variance
∆θ2 =
Z θ0+2pi
θ0
(θ − 〈θ〉)2 · P (θ) dθZ θ0+2pi
θ0
P (θ) dθ
=
1
2pi
Z θ0+2pi
θ0
(θ − θ0 − pi)2 dθ =
=
1
2pi
Z θ0+2pi
θ0
(θ2 − 2θ(θ0 + pi) + θ20 + 2θ0pi + pi2) dθ =
=
1
2pi

θ3
3
− θ2(θ0 + pi) + θ(θ20 + 2θ0pi + pi2)
 
θ0+2pi
θ0
=
=
1
2pi

6piθ20 + 12pi
2θ0 + 8pi3
3
− 4piθ20 − 8pi2θ0 − 4pi3 + 2piθ20 + 4pi2θ0 + 2pi3

=
=
1
2pi
2pi3
3
=
pi2
3
.
(2.2.3)
As expected, the variance of a ﬂat probability distribution is independent of the reference
phase θ0; its value is pi2/3 and we thus expect this value to also apply when a random
phase state is evaluated with a phase operator.
2.3 Consistency with modern quantum mechanics
The ﬁnal criterion is not as easy to express in mathematical expressions as the above
two, and it could very well be termed a "soft" or qualitative criterion. But it nonetheless
has some importance, demanding that a proposed theory should try to rest within the
framework of established quantum mechanics and take special care not to violate any of
its basic notions without good reasons. In other words, the theory should ﬁt in.
Of course, some destructive spirit is always necessary, and quantum mechanics would not
exist today had it not breached the conﬁnes of classical physics, but any signiﬁcant depar-
ture from established theory should be well justiﬁed, and authors should avoid proposing
new and cumbersome models if it is not clear how such models could serve any purpose
besides justifying the author's own assumptions and theories. A paradigmatic example of
this is the Hilbert superspace E, which seems to have been constructed by Vaccaro and
Bonner [18] merely as an elaborate means to justify the PB-formalism after it had come
under criticism for some of its limitations.

Chapter 3
The search for a phase operator
We now turn to the ﬁrst chapter in the history of quantum phase theory, where we examine
the initial eﬀorts made to ﬁnd a quantum phase operator. We may already reveal here
that none of these approaches has solved the quantum phase problem, but very valuable
insights about the nature of phase and the typical sources of diﬃculty associated with it
can be gained during their study, which justiﬁes treating them in some length.
3.1 Early attempts
3.1.1 Dirac
3.1.1.1 Dirac phase operator
The initial discussion of quantum phase arose when Dirac introduced a perturbation theory
in 1927 with the intent of transferring electrodynamic principles into quantum theory [2].
In the course of this treatment, he tried, among other things, to transpose the (classically
straightforward) polar decomposition of the electric ﬁeld components
a =
√
n eiϕ (3.1.1a)
a∗ =
√
n e−iϕ , (3.1.1b)
into a quantum setting (note that we have here reversed Dirac's sign convention to be
consistent with later developments). The basic diﬃculty that arose in this context was
that, as we substitute a→ aˆ and a∗ → aˆ†, the bosonic relation [aˆ, aˆ†] = 1 must be fulﬁlled.
Dirac tried (in vain, as we shall see below) to overcome this diﬃculty by using
aˆaˆ† − aˆ†aˆ = 1 (3.1.2)
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to write5
aˆ =
√
nˆ+ 1 eiϕˆ = eiϕˆ
√
nˆ (3.1.3a)
aˆ† =
√
nˆ e−iϕˆ = e−iϕˆ
√
nˆ+ 1 , (3.1.3b)
instead of equations (3.1.1), so that the commutation relation was automatically fulﬁlled:
aˆaˆ† − aˆ†aˆ = √nˆ+ 1 eiϕˆ e−iϕˆ√nˆ+ 1−
√
nˆ e−iϕˆ eϕˆ
√
nˆ
= nˆ+ 1− nˆ = 1 .
(3.1.4)
From these relations, he was able to obtain another commutation relation [19]
[eiϕˆ, nˆ] = eiϕˆ (3.1.5)
which can be veriﬁed by direct calculation:
[eiϕˆ, nˆ] = eiϕˆaˆ†aˆ− aˆ†aˆ eiϕˆ = eiϕˆe−iϕˆ√nˆ+ 1√nˆ+ 1 eiϕˆ − nˆ eiϕˆ
= (nˆ+ 1) eiϕˆ − nˆ eiϕˆ = eiϕˆ .
(3.1.6)
This relation is very interesting and we will encounter it again in later sections, but for now
we simply note that we can use it to derive a third commutation relation, this time directly
relating nˆ to ϕˆ. To see this, ﬁrst decompose the above expression into a Taylor-series
[eiϕˆ, nˆ] = eiϕˆ (3.1.7a)
⇔
∞X
k=0
ik
k!

ϕˆk, nˆ

=
∞X
k=0
ik
k!
ϕˆk (3.1.7b)
⇔
∞X
k=1
ik
k!

ϕˆk, nˆ

=
∞X
k=1
ik−1
(k − 1)! ϕˆ
k−1 (3.1.7c)
⇔
∞X
k=1
ik
k!

ϕˆk, nˆ

=
∞X
k=1
ik
k!

−ikϕˆk−1
Ł
. (3.1.7d)
Then, postulate that we can equate the individual terms of the sum

ϕˆk, nˆ

= −ikϕˆk−1 (3.1.8)
5Note that the following equations of course assume that the operators are suﬃciently "good" so that
the spectral theorem applies and expressions such as the square root of operators are deﬁned and make
sense.
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and prove by induction. Equation (3.1.8) is fulﬁlled for k = 0 (since the commutator
vanishes, as does the right-hand side), and holds for k given k − 1 and lower orders:
ϕˆk, nˆ

= ϕˆknˆ− nˆϕˆk
= ϕˆk−1nˆϕˆ+ ϕˆk−1 [ϕˆ, nˆ]− nˆϕˆk−1ϕˆ
=

ϕˆk−1, nˆ

· ϕˆ− iϕˆk−1
= −i(k − 1)ϕˆk−2 · ϕˆ− iϕˆk−1
= −ikϕˆk−1 ,
(3.1.9)
where in the third and fourth equalities, we have applied the induction hypothesis. For
k = 1, we obtain
[ϕˆ, nˆ] = −i , (3.1.10)
which is the desired relation. Switching signs, we note a startling similarity to the case for
position and momentum:
[nˆ, ϕˆ] = i (3.1.11)
and
[xˆ, pˆ] = i~ . (3.1.12)
This leads us to expect an uncertainty relation for the supposedly conjugated pair phase
and number that should be analogous to the position-momentum uncertainty relation and
should look something like
∆ϕˆ ·∆nˆ ≥ 1
2
, (3.1.13)
completing the theory.
3.1.1.2 Problems with Dirac's operator
At this point, it would seem that we have found a good description of phase. It is simple,
preserves bosonic commutation rules and bears resemblance to the case of position and
momentum. Unfortunately, it is also wrong, as Dirac was later himself to ﬁnd out.
First, observe that evaluating the commutator in the number state basis
¬
n′ |[nˆ, ϕˆ]|n
¶
=
¬
n′ |i|n
¶
(3.1.14)
leads to
(n′ − n)
¬
n′ |ϕˆ|n
¶
= i δnn′ , (3.1.15)
which for n′ = n gives
0 = i , (3.1.16)
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a clearly nonsensical result.6 Another problem concerns the fact that in the above uncer-
tainty relation, small variances in the photon-number can cause the variance of the phase
to rise above 2pi, which is clearly impossible for a variable that is only deﬁned on a 2pi
interval. These problems arise because Dirac ignored the periodic nature of phase, an easy
pitfall in the Dirac bra and ket notation, where domain limitations are not easily visible
and quickly ignored. We will take a look at tentative solutions to this periodicity problem
in the next section and in 3.2.2.
However, besides the problem of periodicity, there is also a very basic error in the calcula-
tion of the commutator in equation (3.1.4), because this equation incorrectly assumed that
eiϕˆ was unitary and that therefore, the commutator between eiϕˆ and its inverse should
vanish.7
In reality, this is not the case, as a closer look at the matrix elements of eiϕˆ and e−iϕˆ and
a calculation of the commutator quickly conﬁrms [1, 3]
eiϕˆ =
0BBBBBBBBBB@
0 1 0 0 · · ·
0 0 1 0 · · ·
0 0 0 1 · · ·
0 0 0 0 · · ·
...
...
...
...
. . .
1CCCCCCCCCCA
e−iϕˆ =
0BBBBBBBBBB@
0 0 0 0 · · ·
1 0 0 0 · · ·
0 1 0 0 · · ·
0 0 1 0 · · ·
...
...
...
...
. . .
1CCCCCCCCCCA
(3.1.17)

eiϕˆ, e−iϕˆ

= 1− (1− |0〉〈0|) = |0〉〈0| . (3.1.18)
Apparently, eiϕˆ is only approximately, or more precisely, one-sided unitary. This renders
equation (3.1.4) incorrect and thus invalidates the uncertainty relation (3.1.11).
Taking all these problems together, we conclude that Dirac's proposed phase operator
model is wrong and that more rigorous considerations are needed to overcome the problems
of periodicity and non-unitarity, both of which will be addressed in the next sections.
3.1.2 Tentative solution to the periodicity problem
A ﬁrst useful solution to the periodicity problem was introduced by Louisell [20] in 1963,
shortly before Susskind and Glogower solved (or rather, circumvented) the non-unitarity
6Granted, the position-momentum commutator seems to cause a similar contradiction. More precisely,
the analogous equation for position and momentum is 〈x′|pˆ|x〉(x′ − x) = i~δ(x′ − x). However, since
x is continuous, pˆ acts as a derivative diﬀerentiating (x′ − x) to 1, so that we are left with i~ 〈x′|x〉 =
i~δ(x′−x), which is the correct result. For the number-phase commutator, however, such diﬀerentiation
is not possible since number is discrete
7For any unitary operator U , [U,U−1] must be zero because UU−1 = U−1U = 1
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problem with a similar ansatz (see below). Although Louisell's paper lacks a clear deriva-
tion and seems to suﬀer from some omissions in its equations, we can reproduce his solution
by taking another look at the relation

ϕˆk, nˆ

= −ikϕˆk−1 , (3.1.19)
which was derived from the commutator
[eiϕˆ, nˆ] = eiϕˆ (3.1.20)
in equations (3.1.7a)-(3.1.7d). Reinterpreting −ikϕˆk−1 to be a derivative −i ∂ϕˆk/∂k results
in a diﬀerential equation for ϕˆ, whose validity can be extended to arbitrary functions f(ϕˆ)
of the phase operator by construction of an inﬁnite power series
P
ck ϕˆ
k over ϕˆ. This
gives 
f(ϕˆk), nˆ

= −i∂f(ϕˆ
k)
∂k
(3.1.21)
as a general relation. Inserting sin(ϕˆ) and cos(ϕˆ) for f(ϕˆ) leads to commutators
[sin ϕˆ, nˆ] = −i cos ϕˆ , [cos ϕˆ, nˆ] = i sin ϕˆ (3.1.22)
and uncertainty relations
∆ sin ϕˆ ·∆nˆ ≥ 1
2
|〈cos ϕˆ〉| , ∆ cos ϕˆ ·∆nˆ ≥ 1
2
|〈sin ϕˆ〉| . (3.1.23)
which are not plagued by periodicity inconsistencies. The reason for this seemingly mirac-
ulous cure is simple: Relations (3.1.22) and (3.1.23) avoid the contradiction in equation
(3.1.15) because the functions sin(ϕˆ) and cos(ϕˆ) are themselves periodic, which at once
eliminates any domain deﬁnition problems that had to be tackled for the non-periodic ϕˆ.
Using the sine and cosine relations, we are therefore now in a position to calculate the
matrix elements of the phase operator in the number state basis:
(n′ − n)
¬
n′ |sin ϕˆ|n
¶
= i
¬
n′ |cos ϕˆ|n
¶
(3.1.24)
(n′ − n)
¬
n′ |cos ϕˆ|n
¶
= −i
¬
n′ |sin ϕˆ|n
¶
, (3.1.25)
from which follows that
¬
n′ |cos ϕˆ|n
¶
=
−i
n′ − n
i
n′ − n
¬
n′ |cos ϕˆ|n
¶
. (3.1.26)
This allows for several remarks about the structure of the sine and cosine operator matrix.
First, statement (3.1.26) is only consistent if all matrix elements of sine and cosine are zero
except where |n′ − n| = 1. Where |n′ − n| = 1, the matrix elements are not determined,
allowing for a multiplicative constant as is usual in linear diﬀerential equations. Further-
more, if n′ − n = 1, we see that sine diﬀers from cosine by a factor i, and for n′ − n = −1
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by a factor −i. Thus we can conclude that sine and cosine are matrices whose elements
are all zero except for the innermost oﬀdiagonals, and that sine diﬀers from cosine by a
factor of i in the lower and −i in the upper inner oﬀdiagonal.
Of course, we need to be aware that Louisell's contribution is not a rigorous argument,
since the non-unitarity of eiϕˆ still means that eq. (3.1.4) and therefore also the commutator
(3.1.5), from which Louisell's statement ultimately derives, are wrong. Nonetheless, this
tentative structure of the sine and cosine operators will be conﬁrmed in the Susskind
Glogower formalism to be discussed next.
Before we examine this formalism more closely, however, we give an additional indication
that sine and cosine operators might lead to a correct description of phase, which is due to
Lerner [6, 21]. Treating the oscillator problem classically, a Jacobi-transformation {x, p} →
{J, ϕ} can be introduced as
x = (2J/mω)1/2 cosϕ(t) (3.1.27a)
p = (2mωJ)1/2 sinϕ(t) , (3.1.27b)
where J is an action variable and ϕ is the angle. The resulting Hamiltonian is
H = (p2/2m) + 12mω
2x2 = Jω (3.1.28)
Since the Hamiltonian is stationary, J and ω are taken to be constant, while ϕ, which does
not appear explicitly, may depend on time. The standard Poisson-bracket time-derivative
dF
dt = {F,H}+ ∂F∂t then gives
d sinϕ(t)
dt
= −ω cosϕ(t) = {sinϕ(t), H} (3.1.29a)
d cosϕ(t)
dt
= ω sinϕ(t) = {cosϕ(t), H} , (3.1.29b)
the time dependence being ϕ(t) = ϕ− ωt. Using Poisson-bracket correspondence
{A,B} = 1i~

Aˆ, Bˆ

(3.1.30)
we get
[sin ϕˆ, nˆ] = −i cos ϕˆ (3.1.31a)
[cos ϕˆ, nˆ] = i sin ϕˆ , (3.1.31b)
where we have used that Hˆ = ~ω(nˆ + 12). This exactly mirrors the result obtained by
Louisell from the commutator (3.1.5).
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3.1.3 Susskind Glogower
We now turn to the Susskind Glogower formalism. This formalism was created in 1964,
when Susskind and Glogower concisely summarized the problems of the Dirac phase oper-
ator and introduced a new formalism of their own to correct these problems [14], thereby
formulating a solution which should become the benchmark of quantum phase theories
until the late 1980's.8 Their formalism was also based on sine and cosine operators, and
indirectly reﬂected some of the results obtained by Louisell and Lerner as just shown in
section 3.1.2.
3.1.3.1 Non-hermiticity of Dirac's operator
Susskind and Glogower began their exposition by showing that the Dirac phase operator
is not hermitian. In eﬀect, this had inadvertently already been accomplished by London
almost 40 years earlier, but it is interesting to show Susskind and Glogower's approach, be-
cause it sheds some light on the potential source of the problem of non-unitarity. Consider
the deﬁnition for the phase operator as given by Dirac in equation (3.1.3b):
aˆ† =
√
nˆ e−iϕˆ (3.1.32)
We calculate the matrix elements of this equation in the number state basis and obtainD
n′
aˆ†nE = Dn′ √nˆ e−iϕˆnE (3.1.33a)
⇔ √n+ 1 δn′,n+1 =
√
n′
D
n′
e−iϕˆnE (3.1.33b)
⇔
8<:
D
n′
e−iϕˆnE = 1 , n′ = n+ 1D
n′
e−iϕˆnE = 0 , n′ 6= n+ 1; n′ 6= 0 (3.1.33c)
where we have used √
nˆ =
∞X
n=0
√
n |n〉〈n| . (3.1.34)
Because the number operator (or its square-root, respectively) has zero-valued eigenvalues,
the matrix elements cannot be determined for n′ = 0. This means that these matrix
elements can be set to arbitrary values without aﬀecting relation (3.1.33c). Therefore,
Susskind and Glogower introduced variables {r0, r1 · · · } for these undetermined elements
8Interestingly, Susskind and Glogower were turned onto the problem when Peter Carruthers, their then
professor, gave them a homework assignment to investigate whether the quantities introduced by Dirac
really exist. For more historical background including some personal anecdotes, compare [10].
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and constructed the matrix for e−iϕˆ (and analogously, eiϕˆ):
e−iϕˆ =
0BBBBBBBBBB@
r0 r1 r2 r3 · · ·
1 0 0 0 · · ·
0 1 0 0 · · ·
0 0 1 0 · · ·
...
...
...
...
. . .
1CCCCCCCCCCA
eiϕˆ =
0BBBBBBBBBB@
r∗0 1 0 0 · · ·
r∗1 0 1 0 · · ·
r∗2 0 0 1 · · ·
r∗3 0 0 0 · · ·
...
...
...
...
. . .
1CCCCCCCCCCA
. (3.1.35)
Multiplication now leads to
eiϕˆ · e−iϕˆ =
0BBBBBBBBBB@
r0r
∗
0 + 1 r1r
∗
0 r2r
∗
0 r3r
∗
0 · · ·
r0r
∗
1 r1r
∗
1 + 1 r2r
∗
1 r3r
∗
1 · · ·
r0r
∗
2 r1r
∗
2 r2r
∗
2 + 1 r3r
∗
2 · · ·
r0r
∗
3 r1r
∗
3 r2r
∗
2 r3r
∗
3 + 1 · · ·
...
...
...
...
. . .
1CCCCCCCCCCA
(3.1.36a)
e−iϕˆ · eiϕˆ =
0BBBBBBBBBB@
P
rir
∗
i r0 r1 r2 · · ·
r∗0 1 0 0 · · ·
r∗1 0 1 0 · · ·
r∗2 0 0 1 · · ·
...
...
...
...
. . .
1CCCCCCCCCCA
. (3.1.36b)
If e−iϕˆ is to be unitary, then equation (3.1.36a) demands that all ri, r∗i are zero, so that
UU−1 = 1 is fulﬁlled. But then, according to equation (3.1.36b), U−1U = 1 cannot be
fulﬁlled, since the upper-leftmost matrix element is zero. Therefore, regardless of the choice
of the ri, e−iϕˆ cannot be unitary if it is deﬁned as a polar decomposition of aˆ† by
aˆ† =
√
nˆ e−iϕˆ . (3.1.37)
3.1.3.2 Reasons for the problems with Dirac's operator
Susskind and Glogower's ﬁrst major conclusion was that the problem of the non-unitarity
of eiϕˆ and e−iϕˆ arises because the spectrum of the harmonic oscillator is only one-sided
inﬁnite. This makes sense when we take another look at eq. (3.1.33c), since we now realize
that the reason why the matrix elements could not be determined for n′ = 0 was that
this would imply that n = −1, an undeﬁned state in the standard quantum harmonic
oscillator formulation (compare appendix A.1.2 for more information). Apparently, the
one-sidedness of the spectrum is responsible for an information loss or irreversibility which
introduces unwanted vacuum projectors (cf. equation (3.1.18)) and thereby abrogates the
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unitarity of eiϕˆ and e−iϕˆ. Indeed, let us take another look at the product of the matrices
(3.1.35) obtained when ri, r∗i = 0:
eiϕˆ · e−iϕˆ =
0BBBBBBBBBB@
1 0 0 0 · · ·
0 1 0 0 · · ·
0 0 1 0 · · ·
0 0 0 1 · · ·
...
...
...
...
. . .
1CCCCCCCCCCA
e−iϕˆ · eiϕˆ =
0BBBBBBBBBB@
0 0 0 0 · · ·
0 1 0 0 · · ·
0 0 1 0 · · ·
0 0 0 1 · · ·
...
...
...
...
. . .
1CCCCCCCCCCA
. (3.1.38)
Extending these matrices to n′, n→ −∞, we get
eiϕˆ · e−iϕˆ =
0BBBBBBBBBBB@
. . .
...
...
... . .
.
· · · 1 0 0 · · ·
· · · 0 1 0 · · ·
· · · 0 0 1 · · ·
. ..
...
...
...
. . .
1CCCCCCCCCCCA
e−iϕˆ · eiϕˆ =
0BBBBBBBBBBB@
. . .
...
...
... . .
.
· · · 1 0 0 · · ·
· · · 0 1 0 · · ·
· · · 0 0 1 · · ·
. ..
...
...
...
. . .
1CCCCCCCCCCCA
, (3.1.39)
a manifestly unitary result. What has happened is that the problematic zero-valued entry
in the upper left corner of the matrix to the right in (3.1.38) has been removed to inﬁnity
when the Hilbert space was extended to |−∞〉. This has many implications, as Susskind
and Glogower realized. First, in such an unbounded Hilbert space, phase eigenstates
|ϕ〉 = 1√
2pi
∞X
n=−∞
einϕ |n〉 (3.1.40)
could be constructed to mirror the impulse eigenstates in the position-basis
|p〉 = 1√
2pi~
∞Z
−∞
eipx/~ |x〉 dx . (3.1.41)
Moreover, these phase states, like their momentum analogues, would be orthogonal9
¬
ϕ′|ϕ
¶
=
1
2pi
∞X
n=−∞
ein(ϕ−ϕ
′) = δ(ϕ′ − ϕ)
¬
p′| p
¶
=
1
2pi~
∞Z
−∞
ei(p−p
′)x/~ dx = δ(p′ − p)
(3.1.42)
9Calculation of inﬁnite complex exponential series due to [22], p. 331.
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and would therefore allow the deﬁnition of a hermitian phase operator as
ϕˆ =
∞Z
−∞
dϕϕ |ϕ〉〈ϕ| (3.1.43)
All this is impossible in a one-sided inﬁnite Hilbert space, since in this space, the phase
states are not orthogonal and therefore cannot deﬁne a hermitian phase operator. Indeed,
when we turn to discuss the Pegg/Barnett phase operator in chapter 4, we will see that
manipulations of the oscillator Hilbert space play an important role in the derivation of a
(quasi)hermitian phase operator ϕˆ.
Susskind and Glogower, however, chose to adhere to the conventional one-sided inﬁnite
Hilbert space, and therefore had to ﬁnd some useful means of working with the operators
eiϕˆ and e−iϕˆ as deﬁned by the matrices (3.1.35). On the basis of these operators, Susskind
and Glogower developed a new formalism which produced good results for reasonably
large n and immediately supplanted the problematic Dirac formalism introduced in section
3.1.1.
3.1.3.3 Some initial remarks
A few initial remarks have to be made before turning to the details of SG's new formalism.
Given that SG's argument showed that the operators eiϕˆ and e−iϕˆ are not exponential oper-
ator functions of a hermitian phase operator ϕˆ, but instead symbolic expressions which are
derived from the annihilation and creation operators and whose phase properties are some-
what more subtle, a small adjustment in notation is in order: In the following, whenever
an operator is not an operator function of a phase operator, we will extend the operator
symbol "b" to the entire expression instead of limiting it to the phase variable. This means
that in the following, we will write
Óeiϕ , Ôe−iϕ (3.1.44)
for the exponential operators. We also note that later authors have often denoted these
operators by E+ and E−, in an eﬀort to make it even clearer that these are not exponential
operator functions. In my opinion, however, the notation in (3.1.44) is clear enough, so we
will stand by it.
Finally, we note that Óeiϕ and Ôe−iϕ are simply normalized annihilation and creation opera-
tors, as can be discerned from the matrix representation:
Óeiϕ = ∞X
n=0
|n〉〈n+ 1| , Ôe−iϕ = ∞X
n=0
|n+ 1〉〈n| . (3.1.45)
With this is mind, we now turn to the formalism.
3.1 Early attempts 21
3.1.3.4 Susskind/Glogower formalism
Susskind's and Glogower's formalism expands on the idea already introduced by Louisell
a year earlier [20]. First, the operators Óeiϕ and Ôe−iϕ are used to deﬁne sine and cosine
operators
Õsinϕ = 1
2i
Óeiϕ −Ôe−iϕ = 1
2i
∞X
n=0
|n〉〈n+ 1| − |n+ 1〉〈n| . (3.1.46a)
Õcosϕ = 1
2
Óeiϕ + Ôe−iϕ = 1
2
∞X
n=0
|n〉〈n+ 1|+ |n+ 1〉〈n| (3.1.46b)
As already noted by Louisell, this avoids the periodicity problem. Moreover, these opera-
tors are hermitian, and they therefore represent an observable. They do not commute with
the number operator, but this is, in a way, not surprising given that they are composed
of rescaled creation and annihilation operators, which also do not commute with number.
The commutators with the number operator turn out to be
[Õcosϕ, nˆ] = iÕsinϕ (3.1.47a)
[Õsinϕ, nˆ] = −iÕcosϕ , (3.1.47b)
and remind us of section 3.1.2. They follow from the commutators
[Óeiϕ, nˆ] = Óeiϕ (3.1.48a)
[Ôe−iϕ, nˆ] = −Ôe−iϕ (3.1.48b)
when the deﬁnitions (3.1.46a and 3.1.46b) are inserted. The alert reader may note that we
have had some problems with this relation before and may warn us to be wary of using it
here; however, in the present case, we did not rely on the unitarity of an exponential phase
operator function as in eq. (3.1.5), but instead calculated the commutator of Óeiϕ and Ôe−iϕ
with the number operator anew by using the deﬁnitions given in eq. (3.1.45):
[Óeiϕ, nˆ] =
= Óeiϕnˆ− nˆÓeiϕ =
=
P
n′,n |n′〉〈n′ + 1| · n |n〉〈n|−
−Pn′,n n |n′〉〈n′| · |n〉〈n+ 1| =
=
P
n (n+ 1) |n〉〈n+ 1|−
−Pn n |n〉〈n+ 1| =
=
P
n |n〉〈n+ 1| =
= Óeiϕ
[Ôe−iϕ, nˆ] =
= Ôe−iϕnˆ− nˆÔe−iϕ =
=
P
n′,n |n′ + 1〉〈n′| · n |n〉〈n|−
−Pn′,n n |n′〉〈n′| · |n+ 1〉〈n| =
=
P
n n |n+ 1〉〈n|−
−Pn (n+ 1) |n+ 1〉〈n| =
=
P
n(−1) |n+ 1〉〈n| =
= −Ôe−iϕ
(3.1.49)
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This is a nice consistency that speaks for the plausibility of these operators.10
Less fortunate is the fact that besides not commuting with the number operator, sine and
cosine also do not commute amongst themselves, as the following calculation shows:Õsinϕ,Õcosϕ =
=
1
2i
Óeiϕ −Ôe−iϕ · 1
2
Óeiϕ + Ôe−iϕ− 1
2
Óeiϕ + Ôe−iϕ · 1
2i
Óeiϕ −Ôe−iϕ =
=
1
4i
ÓeiϕÓeiϕ + ÓeiϕÔe−iϕ −Ôe−iϕÓeiϕ −Ôe−iϕÔe−iϕ−
− 1
4i
ÓeiϕÓeiϕ −ÓeiϕÔe−iϕ + Ôe−iϕÓeiϕ −Ôe−iϕÔe−iϕ =
=
1
2i
hÓeiϕ,Ôe−iϕi =
=
1
2i
|0〉〈0| .
(3.1.50)
This is quite an annoyance, since it disrupts the trigonometric identity sin2 ϕ+ cos2 ϕ = 1,
which for the S/G trigonometric operators instead turns out to be
(Õsinϕ)2 + (Õcosϕ)2 =
= (Õcosϕ)2 + iÕcosϕÕsinϕ− iÕcosϕÕsinϕ+ (Õsinϕ)2 =
= (Õcosϕ)2 + iÕcosϕÕsinϕ− iÕsinϕÕcosϕ− i[Õsinϕ,Õcosϕ] + (Õsinϕ)2 =
= (Õcosϕ+ iÕsinϕ)(Õcosϕ− iÕsinϕ)− 1
2
|0〉〈0| = (3.1.51)
= Óeiϕ ·Ôe−iϕ − 1
2
|0〉〈0| =
= 1− 1
2
|0〉〈0| .
It is easy to see that the nonzero commutator [Õsinϕ,Õcosϕ] is at the root of the problem,
since without it, the unwanted vacuum projector would vanish. Only in the correspondence
limit does the projector |0〉〈0| become small enough that the identity sin2 ϕ + cos2 ϕ = 1
fulﬁlled.
Nonetheless, the operators Õsinϕ and Õcosϕ have many appreciable properties: They are
bounded, their eigenstates are orthogonal and complete, and their eigenvalues are trigono-
metric functions. To prove this, however, some further investigation is required, to which
the next few pages are devoted.
10Note that the consistency with Louisell's proposition in section 3.1.2 stems from the fact that the
Susskind Glogower commutator [ceiϕ, nˆ] = ceiϕ is analogous to the Dirac commutator [eiϕˆ, nˆ] = eiϕˆ.
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Our ﬁrst matter of interest are the eigenstates and eigenvalues ofÕsinϕ and Õcosϕ, which we
calculate using a decomposition in number states. We therefore start with the generalized
decomposition
|sinϕ〉 =
∞X
n=0
an |n〉 (3.1.52a)
|cosϕ〉 =
∞X
n=0
bn |n〉 . (3.1.52b)
Applying the operators Õsinϕ and Õcosϕ to these states and remembering their decompo-
sition into exponentials Óeiϕ and Ôe−iϕ (cf. equations (3.1.46a) and (3.1.46b)) yields the
eigenvalue equations
Õsinϕ |sinϕ〉 = 1
2i
" ∞X
n=0
an+1 |n〉 −
∞X
n=1
an−1 |n〉
#
= λsin
∞X
n=0
an |n〉 (3.1.53a)
Õcosϕ |cosϕ〉 = 1
2
" ∞X
n=0
bn+1 |n〉+
∞X
n=1
bn−1 |n〉
#
= λcos
∞X
n=0
bn |n〉 , (3.1.53b)
where λsin and λcos are the sought eigenvalues. These equations can be solved by term-by-
term evaluation
a1 = 2iλsin a0 an = 2iλsin an−1 + an−2 (3.1.54a)
b1 = 2λcos b0 bn = 2λcos bn−1 − bn−2 . (3.1.54b)
Substituting 2iλsin = (p − 1p) and 2λcos = (q + 1q ) allows us to calculate an and bn (see
appendix B.1 for the calculation):
an =
n
2X
k=−n
2
(−1)(k−n2 ) p2ka0 (3.1.55a)
bn =
n
2X
k=−n
2
q2kb0 . (3.1.55b)
Note that these expressions diﬀer from Susskind and Glogower's result, who incorrectly
concluded that an = Apn − Bp−n and bn = Aqn − Bq−n (consult appendix B.1 for why
this is incorrect). We therefore cannot follow their approach that p, q should be chosen
so that the an, bn are bounded for large n, since the sums do not converge for any value
of p, q when n → ∞. This means that we must probably drop the requirement that the
states |sinϕ〉 and |cosϕ〉 should be normalizable.
However, this not particularly troubling if we compare the sums (3.1.55a) and (3.1.55b) to
a free wave particle which is sharp in x and has the form Ψ(x) = δ(x): This state is also
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non-normalizable, but it is nonetheless a decidedly physical state and indeed one of the
most basic quantum states we know. Moreover, its decomposition into |p〉-states, although
impossible by strictly orthodox mathematics, turns into
δ(x) = (2pi)−
1
2
Z ∞
−∞
eikx dk , (3.1.56)
when using distributional mathematics. Plainly speaking, the integral can be evaluated be-
cause the rotation of eikx on the unit circle in the complex plane with rising k is interpreted
to cause the exponentials to average out to zero except where x = 0.
A comparison of this integral with the sums (3.1.55a) and (3.1.55b) reveals a marked
structural similarity, leading us to choose p, q = eiϕ. The sums then become
an =
n
2X
k=−n
2
(−1)(k−n2 ) e2ikϕa0 (3.1.57a)
bn =
n
2X
k=−n
2
e2ikϕb0 . (3.1.57b)
Setting a0 = N · cosϕ and b0 = N · sinϕ and inserting the appropriate Moivre-identities
in the recursion (3.1.54) gives:11
an =
8<:N · cos[ϕ(n+ 1)] , n = 0, 2, 4, · · ·N · i sin[ϕ(n+ 1)] , n = 1, 3, 5, · · · (3.1.58a)
=
N
2
·

eiϕ(n+1) − eipi(n+1)e−iϕ(n+1)

(3.1.58b)
bn = N · sin[ϕ(n+ 1)] , (3.1.58c)
where the second equality for an may be veriﬁed by noting that the factor eipi(n+1) is
responsible for alternating between sine and cosine. This allows us to write |sinϕ〉 and
|cosϕ〉 as
|sinϕ〉 = N
" ∞X
k=0
cos[ϕ(2k + 1)]|2k〉+ i
∞X
l=0
sin[ϕ(2l + 2)]|2l + 1〉
#
=
N
2
·
∞X
n=0
1
2

eiϕ(n+1) − e−i(ϕ−pi)(n+1)

|n〉
(3.1.59a)
|cosϕ〉 = N ·
∞X
n=0
sin[ϕ(n+ 1)]|n〉 . (3.1.59b)
11confer [6], section 6.
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Calculating the scalar product, we get
¬
sinϕ| sinϕ′
¶
=
N2
4
∞X
n=0

e−iϕ(n+1) − ei(ϕ−pi)(n+1)

·

eiϕ
′(n+1) − e−i(ϕ′−pi)(n+1)

=
=
N2
2
∞X
n=0
cos[(ϕ′ − ϕ)(n+ 1)]− cos[(ϕ′ + ϕ− pi)(n+ 1)] = (3.1.60)
= N2
pi
2
∞X
n=−∞
δ(ϕ′ − ϕ− 2pin)− δ(ϕ′ + ϕ− pi(2n+ 1)) ,
and for cosine
¬
cosϕ| cosϕ′
¶
= N2
∞X
n=0
sin[ϕ(n+ 1)] sin[ϕ′(n+ 1)] =
=
N2
2
∞X
n=0
cos[(ϕ′ − ϕ)(n+ 1)]− cos[(ϕ′ + ϕ)(n+ 1)] = (3.1.61)
= N2 · pi
2
∞X
n=−∞
δ(ϕ′ − ϕ− 2pin)− δ(ϕ′ + ϕ− 2pin) ,
where we have followed [6], who relied on formulas taken from [22]. This result is expected
because we already noted above that the structure of the sums for the components an
and bn of |sinϕ〉 and |cosϕ〉 (cf. equations (3.1.55a) and (3.1.55b)) implied the presence
of delta functions. The periodicity of these delta functions when compared against the
integral (3.1.56) arises from the fact that the sums are discrete and therefore many values
of ϕ exist for which einϕ does not rotate in the complex plane as n rises, entailing that the
terms do not cancel.
If we now restrict ϕ,ϕ′ to the range −pi/2 ≤ ϕ,ϕ′ ≤ pi/2 for sine and 0 ≤ ϕ,ϕ′ ≤ pi for
cosine and set N = ( 2pi )
1/2, all deltafunctions except the one within the interval vanish and
we are left with the simple orthogonality relation
¬
cosϕ′| cosϕ
¶
=
¬
sinϕ′| sinϕ
¶
= δ(ϕ′ − ϕ) , (3.1.62)
which is a standard orthogonality relation for operators with continuous spectra (cf. equa-
tions (3.1.42)). We therefore conclude that the eigenstates of the trigonometric operators
are orthogonal.
Next, we need to prove the boundedness of the operators, which requires calculation of the
eigenvalues. These can be obtained by reverse transformation from p, q = eiϕ to λsin and
λcos according to the substitution made just before eq. (3.1.55a)
λsin =
1
2i
(p− 1
p
) = sinϕ λcos =
1
2
(q +
1
q
) = cosϕ , (3.1.63)
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which gives sine and cosine as expected. Therefore,
Õsinϕ |sinϕ〉 = sinϕ |sinϕ〉 Õcosϕ |cosϕ〉 = cosϕ |cosϕ〉 , (3.1.64)
which leads to the pleasant conclusion that the operators Õsinϕ and Õcosϕ have bounded
spectra. This is equivalent to saying that the operators themselves are bounded, since the
eigenstates |sinϕ〉 and |cosϕ〉 are orthogonal and complete (this will be shown below), and
therefore any function in the Hilbert space may be decomposed into a series of trigonometric
eigenstates, for which the boundedness condition
Aˆ |u〉 ≤ c ‖|u〉‖ is of course preserved
since max |sinϕ| = max |cosϕ| = 1. Note also that the spectra of |sinϕ〉 and |cosϕ〉 are
continuous, since there is no quantum condition limiting ϕ to discrete values.
The last property to verify is the completeness of |sinϕ〉 and |cosϕ〉. This can be shown
by proving that they resolve to the identity. For sine, we recur to the deﬁnition in the ﬁrst
line of (3.1.59a) and observe that
Z pi/2
−pi/2
dϕ |sinϕ〉〈sinϕ| =
=
2
pi
24 ∞X
k′,k=0
2k′¶〈2k| Z pi/2
−pi/2
dϕ cos[ϕ(2k′ + 1)] cos[ϕ(2k + 1)]
+
∞X
l′,l=0
2l′ + 1¶〈2l + 1| Z pi/2
−pi/2
dϕ sin[ϕ(2l′ + 2)] sin[ϕ(2l + 2)]
35 =
=
2
pi
24 ∞X
k′,k=0
2k′¶〈2k| ·
8<: 0 , k′ 6= kpi/2 , k′ = k
9=;+ ∞X
l′,l=0
2l′ + 1¶〈2l + 1| ·
8<: 0 , l′ 6= lpi/2 , l′ = l
9=;
35
=
2
pi
∞X
n′,n=0
n′¶〈n| ·
8<: 0 , n′ 6= npi/2 , n′ = n
9=; = ∞X
n′,n=0
n′¶〈n| δn′,n = 1 (3.1.65a)
Z pi
0
dϕ |cosϕ〉〈cosϕ| = 2
pi
∞X
n′,n=0
n′¶〈n| Z pi
0
dϕ sin[(n′ + 1)ϕ] sin[(n+ 1)ϕ] =
=
2
pi
∞X
n′,n=0
n′¶〈n| ·
8<: 0 , n′ 6= npi/2 , n′ = n
9=; = ∞X
n′,n=0
n′¶〈n| δn′,n = 1 , (3.1.65b)
as can easily be veriﬁed by consulting any reasonable formulary.12
12Note that in the calculation of sine, we used that the modulus square of the ﬁrst line of equation (3.1.59a)
makes imaginary terms disappear, allowing us to ignore terms of mixed sine and cosine.
3.1 Early attempts 27
3.1.3.5 Uncertainty relations
To conclude this section, we give the phase photon-number uncertainties for the Susskind
Glogower formalism:
∆Õsinϕ ·∆nˆ ≥ 1
2
|〈Õcosϕ〉| , ∆Õcosϕ ·∆nˆ ≥ 1
2
¬Õsinϕ¶ . (3.1.66)
These are based on the commutators
Õsinϕ, nˆ = iÕcosϕ , [Õcosϕ, nˆ] = −iÕsinϕ , (3.1.67)
respectively, which we already know from equations (3.1.47a) and (3.1.47b). An interesting
result ensues if we let the phase approach 0, because we may then set sinx ≈ x and
cosx ≈ 1, so that
∆ϕˆ ·∆nˆ ≥ 1
2
. (3.1.68)
Note that an equivalent result is obtained as the phase approaches pi/2. This expression
bears a striking resemblance to the uncertainty relation resulting from Dirac's approach
and is phenomenologically useful. It will be corroborated in an observation due in part
to [6] (cf. the second observation in section 3.1.4.2), and will reappear when treating
uncertainty in the PB phase formalism (see sections 4.2.6 and 7.1.3).
3.1.4 Discussion of the Susskind/Glogower phase description
Given that the Susskind/Glogower phase description is the ﬁrst mathematically correct
formalism after Dirac's ill-fated phase operator, we brieﬂy review its characteristics in
light of the a priori conditions set out in chapter 2.
3.1.4.1 Test of a priori conditions
1. The ﬁrst a priori condition concerned consistency in the large-n limit. From the exami-
nation of the oscillator problem in classical physics as undertaken in section 3.1.2, we note
that the sine and cosine operators deﬁned by Susskind and Glogower behave like their clas-
sical equivalents when comparing their respective photon-number commutation relations
to the corresponding Poisson-brackets. We also note that even though the non-vanishing
commutator [Õsinϕ,Õcosϕ] contradicts the classical result, it vanishes in the large-n limit
since large-n states have negligible overlap with the vacuum state, whence the vacuum
projector does not have much inﬂuence on the resulting expectation values. This means
that those trigonometric relations that deviated from the corresponding classical results
because of the vacuum projector will conform in the limit of large n. Thus, it seems that
the ﬁrst apriori requirement is fulﬁlled.
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2. To keep the most interesting for last, we skip right to the third a priori condition
set forth in chapter 2 and note that the formulation of Susskind and Glogower rests well
within standard quantum mechanics. Although it is unfortunate that an hermitian phase
operator was not found, as a manner of compensation, the sine and cosine operators Õsinϕ
and Õcosϕ are hermitian and therefore describe a quantum observable. Moreover, the
operators are bounded and the eigenstates of sine and cosine are orthogonal and complete
when appropriate limitations in the range of the phase-angle are made. The formalism does
not require any modiﬁcation of the oscillator Hilbert space, and it does not presuppose
any other non-quantum characteristics or prerequisites. It is therefore a good formalism in
light of the third a priori requirement, although some calculational diﬃculties can at times
arise e.g. in the calculation of higher moments with respect to complex states.
3. We now examine whether the SG-formalism fulﬁlls the acid test set forth as the second a
priori condition in chapter 2.13 To this end, we need to calculate the expectation values and
variances of sine and cosine in the number state basis, since number states are commonly
thought to be states of complete phase uncertainty. Remember that
Õsinϕ = 1
2i
hÓeiϕ −Ôe−iϕi = 1
2i
∞X
n=0
|n〉〈n+ 1| − |n+ 1〉〈n| (3.1.69a)
Õcosϕ = 1
2
hÓeiϕ + Ôe−iϕi = 1
2
∞X
n=0
|n〉〈n+ 1|+ |n+ 1〉〈n| . (3.1.69b)
It is now easy to see thatD
n
ÕsinϕnE = 〈n |Õcosϕ|n〉 = 0 ∀n ∈ N (3.1.70)
which is consistent with a randomly distributed phase in an interval of −pi2 ≤ ϕ ≤ pi2 for
sine and 0 ≤ ϕ ≤ pi for cosine. We now turn to the second moments, which we can calculate
using the hermiticity of Õsinϕ and ÕcosϕD
n
(Õsinϕ)2nE = ¬Õsinϕn|Õsinϕn¶ =
= −1
4
( ∞X
n′=0
〈n|
n′¶¬n′ + 1− n′ + 1¶¬n′Ł)
×
( ∞X
n′′=0
n′′¶¬n′′ + 1− n′′ + 1¶¬n′′Ł |n〉) =
13Note that we cannot directly rely on the results obtained for classical phase distributions in section 2.2,
since here we have no phase operator, but only sine and cosine operators. The equivalent classic acid
test numbers will therefore also have to be calculated
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=
8<:14 〈n+ 1|n+ 1〉 , n = 0−14 {〈n+ 1| − 〈n− 1|} {|n− 1〉 − |n+ 1〉} , n ≥ 1
=
8<:14 , n = 01
2 , n ≥ 1
(3.1.71a)
D
n
(Õcosϕ)2nE = 〈Õcosϕn|Õcosϕn〉 =
=
1
4
( ∞X
n′=0
〈n|
n′¶¬n′ + 1+ n′ + 1¶¬n′Ł)
×
( ∞X
n′′=0
n′′¶¬n′′ + 1+ n′′ + 1¶¬n′′Ł |n〉) =
=
8<:14 〈n+ 1|n+ 1〉 , n = 01
4 {〈n+ 1|+ 〈n− 1|} {|n− 1〉+ |n+ 1〉} , n ≥ 1
=
8<:14 , n = 01
2 , n ≥ 1
(3.1.71b)
The moments are therefore14
D
n
(Õsinϕ)2nE = Dn (Õcosϕ)2nE =
8<:14 , n = 01
2 , n ≥ 1
(3.1.72)
If we compare this to the second moment of a random probability distribution P (ϕ) =
1/2pi
¬
sin2 ϕ
¶
=
Z pi
−pi
sin2 ϕP (θ) dϕ =
1
2pi
Z pi
−pi
sin2 ϕdϕ =
1
2¬
cos2 ϕ
¶
=
Z pi
−pi
cos2 ϕP (θ) dϕ =
1
2pi
Z pi
−pi
cos2 ϕdϕ =
1
2
,
(3.1.73)
we see that the Susskind/Glogower formalism passes the acid test for states n ≥ 1, but
fails it for the vacuum state, where a non-random phase distribution occurs. Moreover, the
results get worse for higher moments of Õcosϕ and Õsinϕ, as the calculations in [8] show, so
that any states which have considerable overlap with the vacuum state are not described
properly by the SG-formalism, at least not according to the a priori acid test.15 We
14For a calculation of higher orders, consult pages 378 et seq. of [8].
15For the possibly limited value of the acid test cf. the last paragraph of subsection 4.3.2.4.
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conclude that the culprit lies with the nonzero commutator [Õsinϕ,Õcosϕ] or, equivalently,
with the one-sidedness of the spectrum of the harmonic oscillator.
Summarizing the above results, the Susskind/Glogower description is a good formalism
in light of the a priori conditions, but fails the acid test for low-n states(i.e. states with
non-negligible overlap with the vacuum state). Its main shortcomings are that the use of
sine and cosine operators instead of a phase operator leads to a merely indirect description
of phase, and that the non-vanishing commutator [Õsinϕ,Õcosϕ] causes simple trigonometric
relations not to hold in the low-n limit.
3.1.4.2 Interesting observations
Before ﬁnally turning away from the Susskind/Glogower formalism, two interesting obser-
vations should still be made:
Xˆ Ò= |α| cosϕ
Pˆ Ò= |α| sinϕ
P
〈α| sinϕ〉2
〈α| cosϕ〉2
α = reiϕ¶
Figure 3.1: An exemplary coherent state and its
x- and p-axis projections in phase
space
First observation: The Susskind/Glo-
gower Õsinϕ and Õcosϕ operators have a cer-
tain reminiscence of the spin operators Sˆ2,
sˆx, sˆy and sˆz in that they do not simulta-
neously allow precise measurements of the
sine and cosine of phase, since they do
not commute. Considering that in a phase
space representation (cf. ﬁgure 3.1), Õsinϕ
is a projection to the p-axis and Õcosϕ is
a projection to the x-axis, this could im-
ply that a deﬁned phase does not exist and
that the phase only assumes a deﬁnite value
once it is measured against the x-axis or the
p-axis.
That could be a ﬁrst indication that phase
measurements depend on the measuring
apparatus employed, as is proposed by
Nohs, Fougéres and Mandel (cf. section
5.1.2). This would work in a way similar
e.g. to the Stern-Gerlach experiment where
all spin-vectors are digitally assigned either the value "up" or the value "down" on the z-
axis upon passing through the inhomogeneous magnetic ﬁeld, which leads to the loss of
their prior x- and y-axis values (since sˆz does not commute with sˆx and sˆy). In the same
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vein, a measurement of the phase by an x-axis projection would seem to preclude an ancil-
lary measurement of the p-axis projection.16 This implied "fuzziness" of the phase variable
will be a recurring topic in the remainder of this thesis.
Second observation: The second interesting observation is that, upon closer examina-
tion, it can be shown that the Susskind/Glogower formalism does not prohibit the deﬁnition
of an hermitian phase operator as such. Instead, as noted by Carruthers and Nieto in [6],
the formalism actually allows for two (!) equally valid deﬁnitions of an hermitian phase
operator. These result from a power series development of the inverse of sine and cosine
(arcsin and arccos, respectively), applied to the Õsinϕ and Õcosϕ operators. This is possible
because these operators have bounded spectra, and gives
ϕˆsin ≡ arcsin(Õsinϕ) = ∞X
k=0
1 · 3 · 5 · . . . · (2k − 1)
2 · 4 · 6 · . . . · 2k · (2k + 1) · (
Õsinϕ)2k+1 (3.1.74a)
ϕˆcos ≡ arccos(Õcosϕ) = pi2 −
∞X
k=0
1 · 3 · 5 · . . . · (2k − 1)
2 · 4 · 6 · . . . · 2k · (2k + 1) · (Õcosϕ)2k+1 (3.1.74b)
ϕˆsin and ϕˆcos are obviously hermitian since all the constituting moments of Õsinϕ and Õcosϕ
are hermitian, and therefore deﬁne unitary exponentials
Usin = eiϕˆsin (3.1.75a)
Ucos = eiϕˆcos (3.1.75b)
for which
UsinU
−1
sin = U
−1
sinUsin = 1 (3.1.76a)
UcosU
−1
cos = U
−1
cosUcos = 1 (3.1.76b)
is fulﬁlled. However, the two operators do not commute, since their constituent Õsinϕ andÕcosϕ operators also do not commute. This unfortunately means that these phase operators,
even though hermitian, are useless, since they give an ambiguous representation of phase,
where the phase measurement is dependent on an arbitrary choice between ϕˆsin or ϕˆcos
and therefore does not reﬂect any physical property. Therefore, we note the operators ϕˆsin
and ϕˆcos as peculiarities which, although interesting, cannot be used in any useful way to
improve upon the Susskind/Glogower formalism.
16And conversely, if an hermitian phase operator would exist, the commutator [Ôsinϕ,Ôcosϕ] would be zero,
and the phase would, depending on the state it is in, have a more or less precisely deﬁned value within
phase space, of which the p- as well as the x-axis projection could be measured.
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3.2 Further developments
We now turn away from the Susskind-Glogower formalism and brieﬂy address the develop-
ments which bridge the gap between SG-theory and the ﬁnite-dimensional Hilbert-space
ansatz that would later lead to the PB phase formalism. The most important of these de-
velopments is due to Lévy-Leblond, and will be treated in the next section. A noteworthy
minor result concerning a reﬁnement of the solution to the periodicity problem will then
be presented in section 3.2.2.
3.2.1 Lévy-Leblond
In 1976, Lévy-Leblond [23] advocated a new approach to quantum phase under the enig-
matic title "Who is afraid of non-hermitian operators?". Unsatisﬁed with the non-zero
commutator between sine and cosine, which meant being unable to make measurements
of the x- as well as the p-projection of the phase variable simultaneously, Lévy-Leblond
took a closer look at the properties of the Óeiϕ operator as deﬁned in eq. (3.1.45). He
concluded that this operator should be able to provide a satisfactory description of phase
even without the use of the hermitian Õsinϕ and Õcosϕ, if one were to dismiss the common
dogma that every observable should have a corresponding hermitian operator. That such
a dismissal would not be accepted easily, he was aware of.
3.2.1.1 General properties of non-hermitian operators
It is indeed one of the most sacred principles in quantum mechanics that every observable
is represented by an hermitian operator which produces the observable as an eigenvalue for
appropriate eigenfunctions. The reasoning leading to this principle is simple: only hermi-
tian operators produce real-valued eigenvalues, and only real-valued eigenvalues can possi-
bly represent a real, measurable observable. This reasoning is of course self-explanatory to
most of us, but Lévy-Leblond prompts us to ask ourselves if we really know enough about
the world to deﬁnitely exclude the possibility that imaginary numbers exist. After all, he
provokes,17 for all we know, the world consists only of the rational numbers, since the in-
exactitudes involved in all measurement processes only allow us to measure such numbers;
indeed, no apparatus has ever measured an irrational number. Yet we do not doubt the
existence of irrational numbers, and no one proposes to use only rational operators. By
the same reasoning, we should at least consider non-hermitian operators.
This argument is certainly simplistic, but it gets the point across. And there are better
and much more scientiﬁc arguments to conﬁrm the plausibility of non-hermitian operators,
17Cf. [23], footnote 4
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too. One such argument underlines that some of the most important states in quantum
optics, the coherent states, are eigenstates of a non-hermitian operator. Another argument
is the widespread use of operator functions. For example, if we take an hermitian operator
aˆ
aˆ =
X
k
ak |ak〉〈ak| , (3.2.1)
operator functions of this operator can be formed simply by replacing the eigenvalues ak
in the sum with some function f(ak), yielding a new operator f(aˆ)
f(aˆ) =
X
k
f(ak) |ak〉〈ak| . (3.2.2)
Such operator functions are employed, for example, if the sum (3.2.1) for the original
operator does not converge well enough18 or has other undesirable properties; whatever
the ultimate reason, it is important to note that such operator functions are usually non-
hermitian. Nonetheless, they are employed in many physical problems without hesitation.
For example, it is a well-known result in quantum physics that every unitary operator Uˆ
may be rewritten as the exponential of some hermitian operator aˆ, using Uˆ = eiaˆ, but
often, use of the unitary instead of the hermitian operator is more common!
We conclude from this that it is not the use of a non-hermitian operator per se that is
most commonly rejected, but instead the use of a non-hermitian operator which cannot be
expressed as the operator function of some hermitian operator. There is some justiﬁcation
to this intuition, but Lévy-Leblond proposes that where an hermitian operator cannot be
found, it is decidedly better to work with a non-hermitian operator than not being able
to deﬁne an operator at all. With Lévy-Leblond, we shall pursue this proposition a little
further.
There is one big diﬀerence between non-hermitian operator functions and non-hermitian
operators, though: Whenever we are dealing with an operator function f(aˆ), this means
that the eigenstates |ak〉 of aˆ exist, even if aˆ is for some reason inaccessible. But where aˆ is
not only inaccessible, but either does not exist or is entirely unknown, we cannot proceed
that easily, since we have no information about the presumed eigenstates |ak〉. This means
that any eigenstates we ﬁnd for a non-hermitian operator Ôf(a) are not the eigenstates |ak〉
of some hermitian operator, but diﬀerent eigenstates altogether. This causes us to depart
slightly from the notation used by Lévy-Leblond: To indicate that Ôf(a) cannot simply be
an operator function of aˆ in cases where aˆ is not well-deﬁned, we denote the eigenstates in
18Such is the case for hermitian phase operators deﬁned on ﬁnite Hilbert spaces, which converge only
weakly in the one-sided inﬁnite Hilbert space. Cf. section 4
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such a case as |f(ak)〉, giving the deﬁnition:
Ôf(a) = X
k
f(ak) |f(ak)〉〈f(ak)| , (3.2.3)
But this is more than a mere notational diﬀerence! The states |ak〉, being eigenstates of
a hermitian operator, are automatically orthogonal and complete. But the same cannot
be said of the |f(ak)〉, indeed, they are neither necessarily orthogonal, nor necessarily
complete. Therefore, they are not necessarily useful as a quantum representation of the
(presumed) observable a, unless, and this is one of Lévy-Leblond's central assertions, they
allow a resolution to the identityZ
da |f(a)〉〈f(a)| = 1 , (3.2.4)
since this then makes it possible to calculate expectation values and variances (Note that
the integral is still over a, since this is the quantum variable that we want to describe).19
3.2.1.2 Expectation values and variance of non-hermitian operators
For any operator that resolves to the identity, an arbitrary state |ψ〉 may be decomposed
as
|ψ〉 =
Z
da |f(a)〉〈f(a)|ψ〉 (3.2.5)
so that expectation values may be calculated asD
ψ
Ôf(a)ψE = Z da f(a) |〈f(a)|ψ〉|2 . (3.2.6)
This works even if the operator behaves nonnormal in the sense that
Ôf(a)Ôf(a)† 6= Ôf(a)†Ôf(a) , (3.2.7)
all that is required is a resolution to the identity.20
We can also deﬁne uncertainty relations. Lévy-Leblond gives these in a generalized form
for the operator Ôf(a) in the state |ψ〉 as
∆Ôf(a) = ­ψ Ôf(a)†Ôf(a)ψ·− Dψ Ôf(a)ψE2 = (Ôf(a)− DÔf(a)E1) |ψ〉2 , (3.2.8)
19Also, compare this to Susskind and Glogower's sine and cosine operators, which were also resolved to
the identity by integrating over ϕ in equations (3.1.65), since this is the variable to be described.
20However, note that if the states are overcomplete, repeated measurements of f(a) may not repeatedly
give the same result, violating the projection hypothesis.
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however, care must be taken not to confuse Ôf(a)†Ôf(a) with Ôf(a)2, since the latter only
applies for hermitian operators.
3.2.1.3 Non-hermitian phase operator
With the above preliminaries in mind, one may proceed to deﬁne the non-hermitian phase
operator. Here, Lévy-Leblond uses an interesting approach that is based on an analogy to
the description of position and momentum.21 Reﬂecting on the fact that x is canonically
conjugate to p and that ϕ is expected to be canonically conjugate to the photon-number
n, he observes the relation
〈p|x〉 = 1√
2pi~
eipx/~ (3.2.9)
and searches for an analogous expression such that
〈n|ϕ〉 = 1√
2pi
einϕ . (3.2.10)
This is accomplished by introducing the states
|ϕ〉 = 1√
2pi
∞X
n=0
einϕ |n〉 (3.2.11)
which we already know in a similar form from equation (3.1.40), although there, we were
assuming a doubly inﬁnite Hilbert space. Here, no such assumption is made, and we stay
in conventional Hilbert space, so it turns out that these states are not orthogonal
¬
ϕ′|ϕ
¶
=
∞X
n=0
e−in(ϕ−ϕ
′) 6= δ(ϕ− ϕ′) , (3.2.12)
since the equality would require the spectrum to include negative values. The non-
orthogonality means that these states cannot possibly deﬁne a hermitian phase opera-
tor, since hermitian operators have orthogonal eigenstates, and we therefore change the
notation of these states from |ϕ〉 to eiϕ¶. However, the states are complete in that
Z 2pi
0
dϕ
eiϕ¶¬eiϕ = 1
2pi
∞X
n′,n=0
n′¶〈n| Z 2pi
0
dϕ ei(n
′−n)ϕ = (3.2.13a)
=
∞X
n′,n=0
n′¶〈n|
8<: 1 , n′ = n0 , n′ 6= n
9=; = (3.2.13b)
21Similar considerations are also employed in [6], however, Carruthers and Nieto do not see any physical
value in the resulting states and term them mere "auxiliary states".
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=
∞X
n′,n=0
n′¶〈n| δn′n = 1 , (3.2.13c)
so they do allow the construction of a non-hermitian exponential phase operator Óeiϕ (note
again that we have already renamed the states
eiϕ¶ instead of |ϕ〉):
Óeiϕ = Z 2pi
0
dϕ eiϕ
eiϕ¶¬eiϕ = 1
2pi
∞X
n′,n=0
n′¶〈n| Z 2pi
0
dϕ eiϕ ei(n
′−n)ϕ = (3.2.14a)
=
1
2pi
∞X
n′,n=0
n′¶〈n| Z 2pi
0
dϕ ei(n
′+1−n)ϕ =
∞X
n′,n=0
n′¶〈n|
8<: 1 , n′ + 1 = n0 , n′ + 1 6= n
9=; =
(3.2.14b)
=
∞X
n′,n=0
n′¶〈n| δn′+1,n = ∞X
n=0
|n〉 〈n+ 1| . (3.2.14c)
We already know this operator from the Susskind-Glogower formalism, but back then we
saw it merely as a means to deﬁne a hermitian operator. Now, we are more sensitive to the
possible merits of this operator: Since the eigenstates
eiϕ¶ resolve to the identity, we may
apply all the results obtained in subsections 3.2.1.1 and 3.2.1.2, including a (complicated)
uncertainty relation and probabilistic phase measurements of the form
D
ψ
ÓeiϕψE = Z 2pi
0
dϕ eiϕ
¬eiϕ|ψ¶2 . (3.2.15)
This is a very important result! Indeed, we may already reveal here that expression (3.2.15)
will recur later on in a generalization of SG-theory (cf. section 4.3.2).
Other advantages to Lévy-Leblond's approach are the fact that we only need one operator
instead of two to describe phase, and that we avoid the awkward non-commuting sine
and cosine operators of Suskind/Glogower's formalism. Moreover, the operator and its
eigenstates have transformation properties characteristic of phase. For example, an angular
shift of λ in the operator simply induces a corresponding shift in the eigenvalues and vice
versa, while leaving the eigenstates untouched:
×ei(ϕ+λ) = eiλÓeiϕ , (3.2.16a)
×ei(ϕ+λ) eiϕ¶ = 1√
2pi
∞X
n′,n=0
eiλ
n′¶¬n′ + 1 · einϕ |n〉 = (3.2.16b)
=
1√
2pi
∞X
n=0
eiλei(n+1)ϕ |n〉 = ei(ϕ+λ)
eiϕ¶ (3.2.16c)
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This is in contrast to the Õsinϕ and Õcosϕ operators, where this is not the case:
Ûsin(ϕ+ λ) = 1
2i
h
eiλÓeiϕ − e−iλÔe−iϕi = (3.2.17a)
=
1
4i
h
eiλ + e−iλ
Ł Óeiϕ −Ôe−iϕ+ eiλ − e−iλŁ Óeiϕ + Ôe−iϕi = (3.2.17b)
= cosλÕsinϕ+ sinλÕcosϕ , (3.2.17c)
Ûcos(ϕ+ λ) = 1
2
h
eiλÓeiϕ + e−iλÔe−iϕi = (3.2.17d)
=
1
4
h
eiλ + e−iλ
Ł Óeiϕ + Ôe−iϕ− −eiλ + e−iλŁ Óeiϕ −Ôe−iϕi = (3.2.17e)
= cosλÕcosϕ− sinλÕsinϕ . (3.2.17f)
One last advantage of using Óeiϕ is that the time development of the states eiϕ¶ follows
naturally as:
e−i
Hˆ
~ t
eiϕ¶ = 1√
2pi
e−inˆωt
X
n=0
einϕ |n〉 = 1√
2pi
X
n=0
einϕ e−inωt |n〉 =
ei(ϕ−ωt)¶ . (3.2.18)
3.2.1.4 Discussion
Lévy-Leblond formulates an interesting approach which seems to be ahead of its time. As
will be seen in a later sections, he has eﬀectively transformed the description of quantum
phase from an operator formalism to a probability-operator measure formalism constructed
from the eigenstates of the exponential phase operator Óeiϕ (see section 4.3.2). This comes
with the caveat, however, that the probability-operator measure employed by Lévy-Leblond
follows naturally from the SG-formalism, meaning that, ironically, Lévy-Leblond's solution
was contained in SG's equations all along.
The similarities between the SG and the LL-formalism become clearer when we take a
more critical look at the advantages Lévy-Leblond tries to convince us his operator has.
Sure, employment ofÓeiϕ does avoid the awkward non-zero commutator [Õsinϕ,Õcosϕ], but on
the other hand, the loss of hermiticity and the nonorthogonality of the eigenstates means
that the state projection hypothesis no longer applies. Thus, subsequent measurements of
phase will always be fuzzy, which is, in essence, the same problem that already plagued
the SG-formalism. To see this more clearly, recall that Óeiϕ = Õcosϕ+ iÕsinϕ. Therefore,Z 2pi
0
dϕ eiϕ
¬eiϕ|ψ¶2 = Dψ ÓeiϕψE = 〈ψ |Õcosϕ|ψ〉+ iDψ ÕsinϕψE . (3.2.19)
Nonetheless, Lévy-Leblond's interpretation is an important contribution because it fore-
shadows the malleability of the SG formalism, which will turn out to be equivalent, besides
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to Lévy-Leblond's formalism, also to the PB phase operator formalism to be discussed in
the next chapter.
3.2.2 Periodicity: revisited
We now address the apparent solution to the periodicity problem, found some time after
Lévy-Leblond, which avoids ambiguity problems by a simple extension of the reasoning
that led to the introduction of sine and cosine operators in section 3.1.2. It was proposed
to directly render ϕ periodic by modifying it into a sawtooth function (cf. overview in
[9]).
Revisiting the standard Poisson bracket time-derivative introduced in section 3.1.2, we
have
dF
dt
= {F,H}+ ∂F
∂t
. (3.2.20)
For a continuous phase ϕ = −ωt, this becomes
dϕ
dt
= {ϕ,H} = −ω , (3.2.21)
leading to the quantum-mechanically incorrect Dirac commutator
[ϕˆ, nˆ] = −i (3.2.22)
However, if we restrict the phase to the 2pi-interval ϕ0 ≤ ϕ ≤ ϕ0+2pi, which is accomplished
by introducing a sawtooth function
ϕ = −i ln

ei(ϕ−ϕ0)

, (3.2.23)
we have
dϕ
dt
= {ϕ,H} = −ω [−i(i− i2piδ(ϕ− ϕ0 + 2pik)] = −ω [1− 2piδ(ϕ− ϕ0 + 2pik)] .
(3.2.24)
In operator language, i.e. after the substitution {A,B} = 1i~ [Aˆ, Bˆ], this leads to a new
commutator which circumvents the problems experienced at the end of section 3.1.1 while
obviating the need for a description by trigonometric operator functions. The new com-
mutator is given by
[ϕˆ, nˆ] = −i [1− 2piδ(ϕˆ− ϕ0 + 2pik)] (3.2.25)
and we see that now, the periodicity problem (3.1.15) in Dirac's initial commutator is
attenuated by the presence of an extra term
¬
n′ |[nˆ, ϕˆ]|n
¶
=
¬
n′ |−i [1− 2piδ(ϕˆ− ϕ0 + 2pik)]|n
¶
(3.2.26)
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leading to
(n′ − n)
¬
n′ |ϕˆ|n
¶
= −i δnn′ −
¬
n′ |i2piδ(ϕˆ− ϕ0 + 2pik)|n
¶
, (3.2.27)
which for n′ = n no longer automatically implies that 0 = i.
3.3 Proofs of the impossibility of a hermitian phase operator
To complete this chapter, we delve a little deeper into the intrinsic properties of the har-
monic oscillator description and give three (ideas of) proofs to illustrate the diﬃculties
encountered when pursuing hermitian phase operators on the standard harmonic oscillator
Hilbert space.
3.3.1 Index theorem
The ﬁrst proof [24] is rather straightforward, although we will revisit its implications later
on when discussing the weak operator topology (see section 4.3). It consists of showing
from an index theoretical viewpoint that the harmonic oscillator Hilbert space cannot
accommodate an hermitian phase operator if this phase operator is derived from the number
operator, especially via polar decomposition as used by Dirac. This is veriﬁed by calculating
the dimension of the kernel of the number-operator and of its hermitian conjugate, and
applying these results to possible phase operators. We thus ﬁrst want to investigate the
quantity
dim ker aˆ†aˆ− dim ker aˆaˆ† . (3.3.1)
Proposition 3.3.1. The index diﬀerence between the number operator and its hermitian
conjugate in standard oscillator Hilbert space is equal to 1.
Proof. The index of an operator is calculated by evaluating its trace [24]. Then
dim ker aˆ†aˆ− dim ker aˆaˆ† = Tr(e−aˆ†aˆ/M2)− Tr(e−aˆaˆ†/M2) (3.3.2)
leads to
∞X
n=0
e−n/M
2 −
∞X
n=0
e−(n+1)/M
2
= 1 +
∞X
n=1
e−n/M
2 −
∞X
n=1
e−n/M
2
= 1 ,
(3.3.3)
since the trace is independent of the chosen basis and can therefore be evaluated in the
number representation as the sum of the exponentiated eigenvalues (n for aˆ†aˆ and n + 1
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for aˆaˆ†). The above holds independently of the value of the positive constant M2. This
means that
dim ker aˆ†aˆ− dim ker aˆaˆ† = 1 . (3.3.4)
Proposition 3.3.2. Given the above index diﬀerence, the deﬁnition of an hermitian phase
operator by polar decomposition of the annihilation operator is impossible in the standard
oscillator Hilbert space.
Proof. We evaluate the polar decomposition
aˆ = eiϕˆnˆ , (3.3.5)
where ϕˆ is supposed to be a hermitian operator. Using the well-known property that the
exponent of a hermitian operator is unitary, and that the number operator is hermitian,
we can rewrite the above equation as
aˆ = UˆHˆ , (3.3.6)
where Uˆ denotes a unitary operator and Hˆ denotes an hermitian operator. Then we can
write
aˆ†aˆ = HˆUˆ †UˆHˆ = Hˆ2 aˆaˆ† = UˆHˆ2Uˆ † . (3.3.7)
The utility of the index theorem now consists in the fact that the index is invariant under
unitary transformations (cf. [25]). Thus
dim ker Aˆ = dim ker Vˆ AˆUˆ † , (3.3.8)
which, applied to the present problem, yields
dim ker Hˆ2 − dim ker UˆHˆ2Uˆ † = 0 (3.3.9)
But on the other hand, we know from our calculation in (3.3.3) that
dim ker Hˆ2 − dim ker Uˆ †Hˆ2Uˆ = dim ker aˆ†aˆ− dim ker aˆaˆ† = 1 , (3.3.10)
This contradictory result proves that the derivation of an hermitian phase operator by
polar decomposition of the annihilation operator is impossible.
The index relation already foreshadows the developments that will be examined in the next
chapter  namely the postulation of a hermitian phase operator on a ﬁnite Hilbert space.
To see how a limitation to a ﬁnite Hilbert space could help, consider that if the oscillator
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spectrum were bounded from above, i.e. if it terminated with a state |s〉, we would have
sX
n=0
e−n/M
2 −
sX
n=0
e−(n+1)/M
2
=
= 1 +
sX
n=1
e−n/M
2 −
sX
n=1
e−n/M
2 − 1 = 0 ,
(3.3.11)
where it must be kept in mind that the eigenvalue s+ 1 in the sum above is zero, whence
the last term of the left-hand side arises after the index shift. Another way of putting
this is that the annihilation operator annihilates the vacuum (aˆ |0〉 = 0) while the creation
operator annihilates the state |s〉 (aˆ† |s〉 = 0) because a higher state does not exist. We
can thus even explicitly specify the kernels:
ker aˆ†aˆ = {|0〉} , ker aˆaˆ† = {|s〉} . (3.3.12)
The new index relation for the ﬁnite-dimensional Hilbert space now easily allows for a
hermitian phase operator, since
dim ker Hˆ2 − dim ker Uˆ †Hˆ2Uˆ = dim ker aˆ†aˆ− dim ker aˆaˆ† = 0 , (3.3.13)
resolving the contradiction. Finally, we note that an hermitian phase operator deﬁned on
the ﬁnite-dimensional Hilbert-space cannot be extended to the one-sided inﬁnite-dimen-
sional Hilbert space by a simple limiting process, since for s→∞, the kernel ker aˆaˆ† = {|s〉}
becomes ill-deﬁned and the initial index relation
dim ker aˆ†aˆ− dim ker aˆaˆ† = 1 . (3.3.14)
again applies.
3.3.2 Garrison/Wong operator
We now examine a second proof for the absence of a hermitian phase operator, which is
based on abstract notions of conjugate variables in the form of Heisenberg pairs, although
it is useful to keep in mind from the start that this proof, strictly speaking, only shows that
the photon-number operator cannot have a hermitian operator as its canonic conjugate.
The proof is really a misappropriation of a paper by Garrison and Wong [4] where these two
authors have proposed a new derivation of a hermitian phase operator which is conjugate to
photon-number (cf. also [7, 26, 27]). We ﬁrst examine their approach and then show that
it inevitably leads to results that are incompatible with the standard hermitian oscillator
formulation, thereby proving that within that formulation, an hermitian phase operator
conjugate to number cannot exist.
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3.3.2.1 Canonical commutation relations
Consider any two canonically conjugate operators Qˆ, Pˆ . The canonical commutation re-
lation (henceforth: CCR) between these operators can be expressed in two forms: the
Weyl form and the Heisenberg form [4]. The Weyl form relates two one-parameter unitary
groups U(α) and V (β), which are also known as a Weyl pair, so that
U(α)V (β) = eiαβV (β)U(α) , (3.3.15)
where U(α) and V (β) can be represented as complex exponentials of dense, unbounded
self-adjoint operators
U(α) = eiαP , V (β) = eiβQ . (3.3.16)
The Weyl form is a strong CCR because it imposes very strict requirements on the spectra
of the operators which satisfy it. These strong conditions originate from the fact that
the standard position and momentum operators may be used as generators for U(α) and
V (β), and that by the von Neumann-theorem, any other operators satisfying (3.3.16) are
unitarily equivalent to the U(α) and V (β) ﬁrst generated from the position and momen-
tum operators. This means that the possible generators of all U(α) and V (β) are unitarily
equivalent, and accordingly must possess, like the position and momentum operators, un-
bounded and continuous spectra. This is obviously impossible for a hypothetical CCR
between phase and photon-number, since the photon-number spectrum is discrete and the
phase spectrum is periodic.22
In contrast, the weaker Heisenberg form is related to the well-known commutator
[Qˆ, Pˆ ] = i , (3.3.17)
and is deﬁned as
[Qˆ, Pˆ ] |ψ〉 = i |ψ〉 , |ψ〉 ∈ C , (3.3.18)
where Pˆ , Qˆ are two self-adjoint operators and C is a dense subspace of the Hilbert space
H which contains all |ψ〉 for which the commutation relation above is valid. As can be
seen by a formal power series expansion of (3.3.16) analogous to the calculations in (3.1.7a)
et seq, the Heisenberg form is formally contained in the Weyl form. But the same is not
true of the reverse: a Heisenberg form does not imply the existence of an equivalent Weyl
form, and therefore the existence of a Weyl form is stronger.
Conversely, however, the Heisenberg form is much more ﬂexible and is the only form
applicable when the spectra of the operators in question are discrete, bounded and/or
periodic [4, 7, 26], as long as special care is taken in such cases in the deﬁnition of C . For
22This was also realized by Lévy-Leblond [23] and proven rigorously by Rocca and Sirugue [28].
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example, if Pˆ is discrete and Qˆ is periodic in the sense that
D(Pˆ ) =
¦
|ψ〉  |ψ〉 = X an |pn〉 , |pn〉 ∈M ⊂H © (3.3.19a)
D(Qˆ) =
¦
|ψ〉  |ψ(x)〉 = |ψ(x+ L)〉© , (3.3.19b)
where M is a discrete subspace of H , then for all |ψ〉 ∈ C , |ψ〉 as well as the state after
interaction with one operator must lie in the domain of the other operator
|ψ〉 , Qˆ |ψ〉 ∈ D(Pˆ ) (3.3.20a)
|ψ〉 , Pˆ |ψ〉 ∈ D(Qˆ) . (3.3.20b)
For the resulting subspace C , the Heisenberg form then leads to the well known uncertainty
relation
∆Qˆ ·∆Pˆ ≥ 1
2
(3.3.21)
for all |ψ〉 ∈ C .
This is a mathematical relation which always holds (provided Qˆ and Pˆ are dimensionless).
The physical suitability of such a relation, however, may diﬀer wildly depending on whether
all physically relevant states are part of the subspace C or not. That is because for states
outside of C , the Heisenberg form becomes invalid, and therefore, no canonic conjugation
relation exists.
3.3.2.2 Proof of the impossibility of a physically useful hermitian phase
operator
Our proof now goes as follows. First, deﬁne an hermitian phase operator and determine
the subspace C in which a CCR with the number operator applies. Then, show that the
number states |n〉 are not contained in C and that an approximation of the number states
|n〉 by states that are contained in C produces absurd results. From this, conclude that a
hermitian phase operator which satisﬁes a CCR is incompatible with the standard harmonic
oscillator formulation. The ﬁrst part is formulated in much more detail in [4, 7, 8, 26], the
second part in [8, 27].
First step
Proposition 3.3.3. We deﬁne an hermitian operator ϕˆ (Garrison/Wong operator) as
¬
n′ |ϕˆ|n
¶
=
(−1)n′−n
i(n′ − n) (1− δn′,n) . (3.3.22)
44 Chapter 3: The search for a phase operator
This operator fulﬁlls the Heisenberg form
[nˆ, ϕˆ] |ψ〉 = i |ψ〉 (3.3.23)
for the dense subset
C =
(
|ψ〉
 |ψ〉 = ∞X
n=0
an |n〉 and
∞X
n=0
(−1)nan = 0
)
, (3.3.24)
which is at the same time the largest such subspace that can be constructed for any hermitian
phase operator.
No proof of this statement will be given here, since its demonstrative value is limited; let
it just be said that the structure of C is the result of a recurrence to Hardy space H2
representations of operators in the form of holomorphic functions on the unit disk, which
provide an inﬁnite series condition for the coeﬃcients of the number state expansion of
states that adhere to C . Concerning the last sentence of the statement, this superﬁcially
follows from the fact that ϕˆ is essentially the analogue of the angle operator which is used
in the derivation of the (well-behaved) Heisenberg pair of angle and angular momentum
Θˆ and Lˆz, with minimal restrictions introduced in order to create compatibility with the
bounded spectrum of nˆ, thereby making sure that ϕˆ is suﬃciently widely deﬁned. A
more abstract and thorough reasoning notes that the Garrison-Wong operator represents
the most general Toeplitz operator for phase (for this and other reasons, cf. [9], p. 146
with further references). All this is shown more thoroughly in the already cited references
[4, 7, 26], which the reader may refer to at his leisure.
Here, the most important thing to remember is just that for any number state expansion
|ψ〉 =
∞X
n=0
an |n〉 , (3.3.25)
the coeﬃcients fn must obey ∞X
n=0
(−1)nan = 0 . (3.3.26)
Second step If any useful hermitian operator is to exist on standard Hilbert space as
a canonic conjugate of nˆ, the subspace C should be large enough to describe or at least
approximate all physical properties of harmonic oscillator states. However, it turns out
that this is not the case for even the simplest states on the oscillator Hilbert space, the
number states |n〉.
Proposition 3.3.4. The number states |n〉 are not part of the subspace C .
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Proof. This can be seen when using the number state expansion of the number states:
n′¶ = ∞X
n=0
an |n〉 . (3.3.27)
Here, it is not possible to simply set an = δn′,n, since this would not satisfy the requirement
in (3.3.24) that all states of the subspace C fulﬁll
∞X
n=0
(−1)nan = 0 . (3.3.28)
The fact that the number states are not represented in C is, by itself, not severely troubling,
since in the corresponding description for angular momentum (which is well-behaved), the
eigenstates of angular momentum are also not part of the subspace and accordingly also
violate the CCR. However, we do expect approximations to the number states in C to at
least converge to the number states in H . More importantly, we expect such convergence
with respect to all important characteristics, of which the low variance in photon-number
(zero for exact number states) is a key element. However, again, this turns out not to be
the case, as was proven by [27]:
Proposition 3.3.5. There exists a parametrized approximation of the number states that is
composed of states |ψ〉 ∈ C and approximates the number states arbitrarily well. However,
the properties of such states are in direct contradiction with the properties of the number
states they intend to describe.
Proof. Consider the approximation (0 ≤ ε ≤ 1) [27]
|n, ε〉 =
r
1 + ε
2
"
|n〉 − 1− ε
ε
∞X
k=1
(−1)kεk |n+ k〉
#
, (3.3.29)
which satisﬁes
〈n|n, ε〉 =
r
1 + ε
2
→ 1 , ε→ 1
〈n, ε|n, ε〉 = 1 + ε
2
"
1 +
1− ε
ε
2 ∞X
k=1
ε2k
#
= (3.3.30)
=
1 + ε
2

1 +
1− ε
ε
2 ε2
1− ε2

=
1 + ε
2
2− 2ε
1− ε2

= 1
and is part of the subspace C because it satisﬁes
P∞
m=0(−1)mam = 0:
∞X
m=0
(−1)mam =
r
1 + ε
2
"
(−1)n − 1− ε
ε
∞X
m=n+1
(−1)m(−1)m−nεm−n
#
=
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=
r
1 + ε
2
"
(−1)n − (−1)n 1− ε
ε
X
k=1
εk
#
= (3.3.31)
=
r
1 + ε
2

(−1)n − (−1)n 1− ε
ε
ε
1− ε

= 0
We now calculate expectation value and variance of the number operator in these states,
which will have to approximate 〈nˆ〉 = n and ∆nˆ = 0. We start with the expectation value:
〈n, ε |nˆ|n, ε〉 = 〈n, ε| ·
(r
1 + ε
2
"
nˆ |n〉 − 1− ε
ε
∞X
k=1
(−1)kεk nˆ |n+ k〉
#)
=
= 〈n, ε| ·
(r
1 + ε
2
"
n |n〉 − 1− ε
ε
∞X
k=1
(−1)kεk (n+ k) |n+ k〉
#)
=
= n 〈n, ε|n, ε〉+ 1 + ε
2
1− ε
ε
2 ∞X
k=1
k ε2k = (3.3.32)
= n+
1 + ε
2
1− ε
ε
2 ε2
(1− ε2)2 =
= n+
1
2(1 + ε)
→ n+ 1
4
, ε→ 1 ,
where in the third equality, we have separated all terms with coeﬃcient n, and where in
the fourth equality we have used the formula for the inﬁnite arithmetic-geometric series
∞X
k=1
kqk =
q
(1− q)2 . (3.3.33)
While the approximation is not perfect, this could be overcome. We now turn to the
calculation of the varianceD
n, ε
(nˆ− 〈nˆ〉)2n, εE =
= 〈n, ε| ·
(r
1 + ε
2
"
nˆnˆ |n〉 − 1− ε
ε
∞X
k=1
(−1)kεk nˆnˆ |n+ k〉
#)
− 〈n, ε |nˆ|n, ε〉2 =
= 〈n, ε| ·
(r
1 + ε
2
"
n2 |n〉 − 1− ε
ε
∞X
k=1
(−1)kεk (n+ k)2 |n+ k〉
#)
− 〈n, ε |nˆ|n, ε〉2 =
= n2 + 2n

1
2(1 + ε)
ﬀ
+
(
1 + ε
2
1− ε
ε
2 ∞X
k=1
k2 ε2k
)
−

n+
1
2(1 + ε)
ﬀ2
=
= −

1
2(1 + ε)
ﬀ2
+
(
1 + ε
2
1− ε
ε
2 ∞X
k=1
k2 ε2k
)
= (3.3.34)
= −

1
2(1 + ε)
ﬀ2
+
¨
1 + ε
2
1− ε
ε
2 ε4 + ε2
(1− ε2)3
«
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= −

1
2(1 + ε)
ﬀ2
+
¨
ε2 + 1
2(1 + ε)2(1− ε)
«
→∞ , ε→ 1 ,
where in the third equality, we have separated everything we already know from the calcu-
lation of the expectation value, leaving the evaluation of a quadratic arithmetic-geometric
series according to the formula
∞X
k=1
k2qk =
q2 + q
(1− q)3 . (3.3.35)
As we see, the second moment diverges as ε → 1 because it has an unremovable pole at
ε = 1. This leads to the absurd result that the closer the C -space approximation of the
number states approximates the real number states, the larger the variance in nˆ becomes,
which is in direct contradiction with the expected physical behavior, where ∆nˆ = 0.
Therefore, a Garrison/Wong type operator (i.e. a hermitian operator deﬁned so that a
CCR with the number operator is fulﬁlled) leads to unphysical results.
3.3.3 Orthogonality considerations
The last proof is at the same time the simplest and perhaps the most general (similar [9],
p. 146). Its ansatz is to show the impossibility of any hermitian operator that describes
certain basic characteristic elements of phase. Note that this proof applies irrespective
of whether the phase operator is supposed to fulﬁll a CCR or whether it should follow
from a polar decomposition of the operator aˆ or not; it simply proves the impossibility of
representing phase properties with an hermitian operator.
The phase properties we demand in addition to the standard hermitian operator require-
ments of orthogonality etc are
(i) A unitary phase shift operator shifts the phase
(ii) 2pi-Periodicity
(iii) A continuous range of eigenvalues in the interval ϕ0 ≤ ϕ ≤ ϕ0 + 2pi
The ﬁrst of these is the one which will cause trouble. We may derive the unitary phase
shift operator from the time development operator. The latter is given by
ei
Hˆ
~ t = einˆωt . (3.3.36)
Setting ωt = λ, we obtain the unitary phase shift operator einˆλ and require
einˆλ |ϕ〉 = |ϕ+ λ〉 . (3.3.37)
We now look at a continuous superposition of phase eigenstates around the center of the
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interval ϕ0 − pi ≤ ϕ ≤ ϕ0 + pi:
|ψ〉 =
pi/3Z
−pi/3
dµ |ϕ0 + µ〉 =
pi/3Z
−pi/3
dµ
∞X
n=0
|n〉〈n|ϕ0 + µ〉
=
pi/3Z
−pi/3
dµ
∞X
n=0
|n〉
D
n
einˆµϕ0E = pi/3Z
−pi/3
dµ
∞X
n=0
einµ 〈n|ϕ0〉 |n〉 = (3.3.38)
= 2
∞X
n=0
sin(npi/3)
n
cn |n〉 .
If the states |ϕ〉 really are supposed to be eigenstates of a hermitian operator, this means
that we must have
D
ψ
einˆλϕ0E = pi/3Z
−pi/3
dµ 〈ϕ0 + µ|ϕ0 + λ〉 = 0 , λ ∈

−pi,−pi
3

∪

pi
3
, pi

. (3.3.39)
because of the orthogonality condition, i.e. while |ψ〉 only has phase contributions inside
the interval (−pi3 , pi3 ), einˆλ |ϕ0〉 only has contributions outside this interval when λ is an
element of the speciﬁed interval, so that the total overlap is zero.
But expanding the above orthogonality condition in terms of number states with the help
of calculation (3.3.38) gives
D
ψ
einˆλϕ0E = pi/3Z
−pi/3
dµ 〈ϕ0 + µ|ϕ0 + λ〉 =
=
pi/3Z
−pi/3
dµ
∞X
n=0
〈ϕ0 + µ|n〉〈n|ϕ0 + λ〉 =
=
∞X
n=0
sin(npi/3)
n
|〈n|ϕ0〉|2einλ (3.3.40)
=
∞X
n=0
sin(npi/3)
n
|cn|2einλ = 0 , λ ∈

−pi,−pi
3

∪

pi
3
, pi

.
But basic analysis tells us that this orthogonality condition cannot be fulﬁlled for every λ
from a set of nonzero Lebesgue measure (cf. [9], page 147), the construction of an hermitian
operator with an orthogonal set of eigenstates is incompatible with the basic requirements
expected from any phase observable.
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3.4 Summary
We have come quite a long way in this chapter. We have seen that the construction of a
phase operator is no simple task, and that Dirac's overly simplistic approach in this matter
was doomed to fail. We have seen that there are two main problems facing any potential
theory of quantum phase, those two being, ﬁrst, the periodicity of the phase variable, and
second, the non-unitarity of the exponential operator arising from a polar decomposition of
the annihilation operator. Both these problems can be solved or circumvented in diﬀerent
ways.
Susskind and Glogower, for their part, came up with the ingenious idea of abandoning the
search for an hermitian phase operator altogether, reasoning that trigonometric functions
oﬀered a better alternative since, ﬁrst, they intrinsically incorporate a solution to the
periodicity problem, being themselves periodic, and second, they are hermitian even though
the exponential operator by way of which they are deﬁned is not.
We have also seen that the operators Õsinϕ and Õcosϕ allow the ﬁrst mathematically correct
description of phase, since they are bounded and their eigenstates orthogonal and complete,
so that they are in every sense mathematically well-behaved. However, we have also
seen that Õsinϕ and Õcosϕ do not commute, that they therefore do not allow a precise
measurement of the full phase information, and that they give wrong values for higher
moments if there is signiﬁcant overlap with the vacuum state.
This has caused us to turn away from the SG-formalism and to investigate further devel-
opments, of which the most important is the Lévy-Leblond formalism, which in a slightly
diﬀerent form will recur in the next chapter. We closed our exposition on the historical
development of phase operator theory with several proofs that compound the overall con-
clusion of this chapter: that it is impossible to deﬁne a well-behaved hermitian operator
on the standard oscillator Hilbert space.

Chapter 4
The Pegg/Barnett phase operator
We now turn to an interpretation of quantum phase that has stirred up the quantum
optics community at the end of the 1980's and caused a veritable revival of the topic,
which had already appeared to die down:23 the Pegg/Barnett phase operator [15, 2932].
This formalism was ﬁrst introduced in its present form in 1988 and has led to a marked
polarization of the quantum phase debate, leading to the formation of a pro- and an anti-
PB camp. On the one hand, Pegg and Barnett are convinced that their operator has
solved the quantum phase problem  a conviction that they and their collaborators have
not been shy to emphasize in a plethora of papers and reviews (cf. e.g. [18, 3336]) - while
many others are not so impressed by the PB formalism or have even ﬁercely criticized it
(cf. [27, 37, 38]). As always, the truth will be situated somewhere along the middle, so
we will lend an ear to both camps, reviewing ﬁrst the advantages and capabilities of the
PB-formalism and then going into some of the criticism that has been voiced (starting in
section 4.3).
To give a brief preview of this debate: The main advantages that Pegg and Barnett claim
of their formalism is that a solution is found for the non-unitarity problem that plagued the
Susskind-Glogower formalism and caused the appearance of unwanted vacuum projectors
in the commutators of the exponential, sine and cosine operators. As a result, a full phase
measurement is possible and operator functions of the phase can be deﬁned which mirror
the properties of their classical equivalents by construction and not just in the large-n limit.
However, the Pegg/Barnett formalism comes with the big catch that it is only indirectly
connected to the standard oscillator Hilbert space, which questions the validity of the
results obtained even if they may at ﬁrst glance appear to be plausible.
Whatever the case may be, one thing is for sure: the Pegg/Barnett formalism is an im-
portant contribution to the quantum phase problem, and regardless of its ultimate merit,
23Compare the surely less than 100 papers covering the subject prior to 1988 with the about 400 contri-
butions made only between 1988 and 1996.
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its impact on the discussion of phase operators and quantum phase in general has been so
intense that no review of quantum phase theory would be complete without it.
4.1 Concept and preliminary eﬀorts
The basic principle of the Pegg/Barnett formalism is very simple to describe: Instead of
trying to construct an hermitian operator in the standard oscillator Hilbert space H∞,
where this has suﬃciently often been shown to be impossible (cf. section 3.3, [14, 24]
etc), Pegg and Barnett construct their phase operator on a limited subspace Hs+1 ∈H∞
which terminates with the state |s〉 and, as we have already seen in section 3.3.1, has an
index of 0. This means that the subspace Hs+1 allows the construction of an hermitian
phase operator in a polar decomposition of aˆs. All relevant physical properties such as
expectation values and higher moments are then calculated in the Hs+1 subspace, and
ﬁnally, the limit s→∞ is taken to port the results to the standard Hilbert space H∞.
It is important to note here that none of the concepts introduced by Pegg and Barnett are
essentially new. It was already Susskind and Glogower who remarked that tinkering with
the Hilbert space might allow one to avoid the non-unitarity problem,24 and the idea of
introducing supplementary terms in a ﬁnite Hilbert space in order to make the relevant
operators cyclical was introduced as early as 1961 by Louisell (cf. [10]).
Even the phase operators themselves are not unique: When the limit s→∞ is taken pre-
maturely in the hope that the series of ﬁnite Hilbert space operators {ϕˆs} might converge
to a hermitian phase operator ϕˆ in H∞, one recovers the operators of Popov and Yarunin
[38, 39], which are also equivalent to the Garrison/Wong operator [4, 7, 26] as shown in
[40].
But the Susskind/Glogower just like the Popov/Yarunin and Garrison/Wong descrip-
tion suﬀer from the problem that they do not pass the acid test, that is, they attribute
anisotropic phase properties to the number states. Consequently, the main novelty intro-
duced by Pegg and Barnett is not the operator, but the way in which physical properties
are calculated. As will be seen, and PB never tire of repeating this, the deﬁning element of
the PB formalism is that expectation values are calculated ﬁrst using the ﬁnite-dimensional
operators, and only then is the limit s→∞ taken. This, at least ostensibly, does away with
many of the diﬃculties encountered by earlier approaches, leading, among other things, to
correct second moments for the phase of number states that pass the acid test.
24Note also that Pegg and Barnetts early eﬀorts [29] still focused on an inﬁnite-dimensional Hilbert space,
the same space already investigated by Susskind/Glogower (cf. section 3.1.3.2).
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4.2 Formalism
As already announced, we now turn ﬁrst to the Pegg/Barnett formalism as originally
introduced by these two authors and amended in collaborations with Vaccaro, including
the advantages that it encompasses, before turning in the later sections to the critique this
formalism has received in the years following its publication.
4.2.1 Construction of phase eigenstates
The ﬁrst step towards deﬁning the PB-phase operator is to deﬁne the Hilbert space that it
operates in. As was already indicated, we choose an s + 1-dimensional subspace Hs+1 ⊂
H∞ which is spanned by the states {|0〉 , |1〉 , · · · , |s〉} (Pegg and Barnett also call this
space Ψ). Next, we deﬁne appropriate eigenstates on this space. Examine
|ϕ〉 = 1√
s+ 1
sX
n=0
einϕ |n〉 (4.2.1)
These states are states of deﬁned phase [41] and represent an uncountable inﬁnity of
diﬀerent phase states depending on the value of ϕ ∈ (ϕ0, ϕ0 + 2pi). They are overcomplete
and, correspondingly, not orthogonal. However, an orthogonal basis of s + 1 phase states
which spans Hs+1 can be obtained by specifying a reference angle ϕ0 and partitioning the
interval (ϕ0, ϕ0 + 2pi) into s+ 1 angles ϕm where
ϕm = ϕ0 +
2pim
s+ 1
. (4.2.2)
We can then use these ϕm to restrict the deﬁnition of the phase states to
|ϕm〉 = 1√
s+ 1
sX
n=0
einϕm |n〉 (4.2.3)
These states are orthogonal and complete:
〈ϕm|ϕm′〉 = 1
s+ 1
sX
n=0
ein(ϕm′−ϕm) =
1
s+ 1
sX
n=0
ein2pi(m
′−m)/(s+1) =
=
1
s+ 1

1− ei2pi(m′−m)
1− ei2pi(m′−m)/(s+1)

= δmm′ ,
(4.2.4)
where we have used a standard geometric series expansion and the fact that for all m 6=
m′+k(s+1), the numerator vanishes but the denominator does not, proving orthogonality
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modulo s+ 1. The completeness follows as
sX
m=0
|ϕm〉〈ϕm| = 11 + s
sX
m,n′,n=0
ei(n
′−n)ϕm n′¶〈n| =
=
1
1 + s
sX
n′,n=0
n′¶〈n| ei(n′−n)ϕ0 sX
m=0
ei(n
′−n)2pim/(s+1) =
=
1
1 + s
sX
n′,n=0
n′¶〈n| ei(n′−n)ϕ0  1− ei(n′−n)2pi
1− ei(n′−n)2pi/(s+1)

=
=
sX
n′,n=0
n′¶〈n| ei(n′−n)ϕ0 δn′,n = sX
n=0
|n〉〈n| = 1
(4.2.5)
The orthogonality and completeness of the states |ϕ〉m are prerequisites for the resulting
operator to be hermitian. However, we also want the operator to describe phase, and this
is reﬂected in several interesting properties which justify calling the phase states phase
states.
First, a unitary shift operator can be introduced which shifts the angle of a phase state by
an amount λ
einˆλ |ϕ〉 =
sX
m=0
ein(ϕ+λ) |n〉 = |ϕ+ λ〉 . (4.2.6)
Note that according to the general postulate whereby the unitary exponential of one con-
jugate operator modiﬁes the eigenvalues of the other, we expect that the phase operator
constructed from the phase states will be conjugate to nˆ. Note also that when we choose
λ = −ωt, the unitary shift operator becomes the time-evolution operator (propagator)
e−i
Hˆ
~ t |ϕ〉 = e−inˆωt |ϕ〉 = |ϕ− ωt〉 . (4.2.7)
Second, ladder operators can be found which allow jumping from |ϕm〉 to |ϕm±1〉
ϕˆ± |ϕm〉 = einˆ(±2pi/(s+1) |ϕm〉 =
sX
m=0
ein(ϕ0+2pi(m±1)/(s+1)) |n〉 = |ϕm±1〉 , (4.2.8)
so that the |ϕm〉 may also be deﬁned as
|ϕm〉 = (ϕˆ±)m |ϕ0〉 = einˆ(2pim/(s+1)) |ϕ0〉 (4.2.9)
These properties convince us that the phase states are well capable of reﬂecting phase
properties.
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4.2.2 Construction of the hermitian phase operator
Using the now deﬁned complete orthonormal basis {|ϕ0〉 , |ϕ1〉 , · · · , |ϕm〉}, we deﬁne the
Pegg/Barnett hermitian phase operator as
ϕˆϕ0 =
sX
m=0
ϕm |ϕm〉〈ϕm| , (4.2.10)
where the subscript ϕ0 stands for the angle at which the partition of the unit circle into
(s+1) intervals begins. The phase operator may be expressed in the number state basis
as
ϕˆϕ0 =
sX
m=0
ϕm |ϕm〉〈ϕm| = ϕ0 + 2pi
s+ 1
sX
m=0
m |ϕm〉〈ϕm| = (4.2.11a)
= ϕ0 +
2pi
(s+ 1)2
sX
n′,n=0
n′¶〈n| ei(n′−n)ϕ0 sX
m=0
m ei(n
′−n)2pim/(s+1) = (4.2.11b)
= ϕ0 +
spi
s+ 1
+
2pi
(s+ 1)2
sX
n′ 6=n
n′¶〈n| ei(n′−n)ϕ0 (4.2.11c)
×

− 1
1− ei(n′−n)2pi/(s+1) −
s
1− ei(n′−n)2pi/(s+1)

(4.2.11d)
= ϕ0 +
spi
s+ 1
+
2pi
s+ 1
sX
n′ 6=n
n′¶〈n| ei(n′−n)ϕ0
ei(n′−n)2pi/(s+1) − 1 , (4.2.11e)
where in the second-to-last equality we have used the standard summation formula for
arithmetic series
sX
m=0
m =
s(s+ 1)
2
(4.2.12a)
to obtain the term spis+1 for the sum of the diagonal elements and the summation formula
for the arithmetic-geometric series
sX
m=0
mqm =
q
(1− q)2 (1− q
s)− sq
s+1
1− q (4.2.12b)
in combination with the fact that qs+1 =

ei(n
′−n)2pim/(s+1)Łs+1 = 1 to obtain the remaining
terms.
It is interesting to note that in Hs+1, nˆ and ϕˆϕ0 are amazingly similar because of the
discreteness, completeness and orthogonality of the eigenstates |ϕm〉. For example, we
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may derive the following phase state expansion of the number states
|n〉 =
sX
m=0
〈ϕm|n〉 · |ϕm〉 = 1√
s+ 1
sX
m=0
e−inϕm |ϕm〉 , (4.2.13)
which allows us to ﬁnd an expression for the number operator nˆ in the phase basis
nˆ =
sX
n=0
n |n〉〈n| = 1
1 + s
sX
m′,m=0
|ϕm′〉〈ϕm|
sX
n=0
ne−in(ϕ
′
m−ϕm) = (4.2.14a)
=
s
2
+
sX
m′ 6=m
|ϕm′〉〈ϕm| 1e−i(m′−m)2pi/(s+1) − 1 (4.2.14b)
using the same steps as above. Note the perfect symmetry between the number operator
in phase states and the phase operator in number states if we choose ϕ0 = 0 and multiply
nˆ with a factor 2pi/(s+ 1):
ϕˆϕ0 =
spi
s+ 1
+
2pi
s+ 1
sX
n′ 6=n
n′¶〈n| 1
ei(n′−n)2pi/(s+1) − 1 (4.2.15a)
2pi
s+ 1
nˆ =
spi
s+ 1
+
2pi
s+ 1
sX
m′ 6=m
|ϕm′〉〈ϕm| 1e−i(m′−m)2pi/(s+1) − 1 (4.2.15b)
As startling as this similarity is, it can, of course, quickly be explained by the particular
construction of the PB-formalism. In Hs+1, both |n〉 and |ϕ〉 may take on s + 1 values.
For |n〉, these span the interval (0, s), and for |ϕ〉 the interval (ϕ0, ϕ0 +2pis/(s+1)). Thus,
setting ϕ0 = 0 and introducing a factor of 2pis/(s + 1) to the spectral interval of the
number states, the operators nˆ and ϕˆ become mathematically identical because they are
now deﬁned on the same interval and possess an equal amount of eigenstates.
Now that we have deﬁned a phase operator, we may go on to calculate the commutator
of nˆ and ϕˆϕ0 in the number state basis (an equivalent expression for phase states can
analogously be derived):
[nˆ, ϕˆϕ0 ] =
2pi
s+ 1
sX
n′ 6=n
n′¶〈n| (n′ − n)ei(n′−n)ϕ0
ei(n′−n)2pi/(s+1) − 1 (4.2.16)
We see that the commutator has a trace of zero
〈n |[nˆ, ϕˆϕ0 ]|n〉 = 0 (4.2.17)
while the diagonal elements are all nonzero and also diﬀer from each other. This is sur-
prising since from the Poisson bracket correspondence, we instead expected
[nˆ, ϕˆϕ0 ] = i , (4.2.18)
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i.e. where all oﬀ-diagonal elements are zero, but the trace does not vanish. We will make
more sense of this in sections 4.2.4 and 4.2.6.
4.2.3 Completing the formalism
Having deﬁned the phase operator and examined some of its properties, there are several
important matters that now need to be addressed. Foremost, based on our bad experi-
ences with limited subspaces in section 3.3.2, we are interested in the consistency of the
representations of basic operators and properties of the quantum harmonic oscillator in
the Hs+1-subspace.
We ﬁrst examine the action of the unitary exponential phase operator on the phase eigen-
values and eigenstates
eiϕˆ |ϕ〉 =
∞X
k=0
ik(ϕˆϕ0)
k
k!
|ϕ〉 =
∞X
k=0
ikϕk
k!
|ϕ〉 = eiϕ |ϕ〉 , (4.2.19)
where the power series is allowed because ϕˆϕ0 is a bounded operator. We then infer the
eﬀect of eiϕˆ on the number states by invoking the phase state expansion (4.2.13):
eiϕˆ |n〉 = 1√
s+ 1
eiϕˆ
sX
m=0
e−inϕm |ϕm〉 = 1√
s+ 1
sX
m=0
e−i(n−1)ϕm |ϕm〉
= |n− 1〉 , ∀n ≥ 1 .
(4.2.20)
This is a very satisfying result since it reproduces the action of the exponentials already
deﬁned by Susskind and Glogower. However, we are also interested in ﬁnding out how eiϕˆ
aﬀects the vacuum state:
eiϕˆ |0〉 = 1√
s+ 1
sX
m=0
eiϕm |ϕm〉 = 1√
s+ 1
sX
m=0
ei[ϕ0+2pim/(s+1)] |ϕm〉 =
=
1√
s+ 1
sX
m=0
ei[ϕ0+2pim/(s+1)−2pim(s+1)/(s+1)] |ϕm〉 =
=
1√
s+ 1
sX
m=0
ei[ϕ0+sϕ0−sϕ0−2pims/(s+1)] |ϕm〉 = (4.2.21)
=
1√
s+ 1
ei(s+1)ϕ0
sX
m=0
e−isϕm |ϕm〉 =
= ei(s+1)ϕ0 |s〉
This is interesting. Apparently, the ﬁnite dimension of the Hilbert subspace Hs+1 and the
symmetry between nˆ and ϕˆ has caused the photon-number to become cyclic. Therefore,
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e−iϕˆ and eiϕˆ may be written as
eiϕˆ =
s−1X
n=0
|n〉〈n+ 1|+ ei(s+1)ϕ0 |s〉〈0| (4.2.22a)
e−iϕˆ =
s−1X
n=0
|n+ 1〉〈n|+ e−i(s+1)ϕ0 |0〉〈s| (4.2.22b)
This is a very important result, since it is responsible for the unitarity of eiϕˆ, as evidenced
by the vanishing commutator with its hermitian adjoint e−iϕˆ
[eiϕˆ, e−iϕˆ] =
"
s−1X
n=0
|n〉〈n|
#
+ |s〉〈s| −
"
s−1X
n=0
|n+ 1〉〈n+ 1|
#
− |0〉〈0| = 0 . (4.2.23)
Unfortunately, this unitarity is speciﬁc to the Hs+1 Hilbert space and is lost for s → ∞,
since in this limit, eiϕˆ and e−iϕˆ cannot be described by eq. (4.2.22) because the state
|∞〉 is not deﬁned. This explains why Susskind and Glogower were not able to derive a
unitary exponential phase operator from the polar composition of the annihilation operator
in section 3.1.3.1: Remember that SG had deduced that the polar decomposition of aˆ (aˆ†)
is not unique since it contains an arbitrary matrix element |ψ〉0¯ (|0〉ψ¯) such that
eiϕˆ =
" ∞X
n=0
|n〉〈n+ 1|
#
+ |ψ〉〈0| (4.2.24a)
e−iϕˆ =
" ∞X
n=0
|n+ 1〉〈n|
#
+ |0〉〈ψ| . (4.2.24b)
SG were, as we remember, unable to ﬁnd any |ψ〉 to render eiϕˆ and e−iϕˆ unitary, and we
now know why: while in the ﬁnite dimensional Hilbert space Hs+1, we could simply set
|ψ〉 = ei(s+1)ϕ0 |s〉 to obtain the unitary operators of eq. (4.2.22), this is impossible in the
inﬁnite dimensional Hilbert space, since we cannot set |ψ〉 = |∞〉. Therefore, in a one-sided
inﬁnite Hilbert space, there is no way to choose |ψ〉 in a way to render the operators eiϕˆ
and e−iϕˆ unitary.
Another way of visualizing this is to consider the matrix representation of eiϕˆ and e−iϕˆ in
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Hs+1.
eiϕˆ =
0BBBBBBBBBBBBBBBBB@
0 1 0 · · · 0 0 0
0 0 1 · · · 0 0 0
0 0 0 · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · 0 1 0
0 0 0 · · · 0 0 1
ei(s+1)ϕ 0 0 · · · 0 0 0
1CCCCCCCCCCCCCCCCCA
e−iϕˆ =
0BBBBBBBBBBBBBBBBB@
0 0 0 · · · 0 0 e−i(s+1)ϕ
1 0 0 · · · 0 0 0
0 1 0 · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · 0 0 0
0 0 0 · · · 1 0 0
0 0 0 · · · 0 1 0
1CCCCCCCCCCCCCCCCCA
.
(4.2.25)
In the limit s→∞, the cyclical terms on the lower left and upper right, respectively, which
are responsible for providing unitarity, vanish into inﬁnity and become undeﬁned. As an
aside, note that the eigenvalue equations for the above matrices are polynomials of degree
s+ 1 whose roots turn out to be the ϕm, conﬁrming the consistency of the formalism.
One last matter of interest is the derivation of the (s + 1)-dimensional annihilation and
creation operators:
aˆ = eiϕˆ
√
nˆ =
s−1X
n=0
√
n+ 1 |n〉〈n+ 1| (4.2.26a)
aˆ† = (eiϕˆ
√
nˆ)† =
√
nˆ e−iϕˆ =
s−1X
n=0
√
n+ 1 |n+ 1〉〈n| (4.2.26b)
Note that all dependencies on s within the series terms have been eliminated here, and
that only the sum limits depend on s. This is of course necessary in order for aˆ and aˆ† to
be well-deﬁned in H∞. With this, we have expressed all relevant operators in the Hs+r
Hilbert space. Next, we examine how these operators behave when the limit s → ∞ is
taken.
4.2.4 Taking the limit
Pegg and Barnett never seem to tire of emphasizing that in their formalism, all physical
properties such as expectation values, probability distributions and higher moments must
be evaluated in the s + 1-dimensional Hilbert space H(s+1), and only then may the limit
s→∞ be taken. There is a very simple reason for this seemingly overboarding pertinacity,
and this reason quickly becomes apparent if we ignore PB's instructions and try to take
the limit of the phase operator matrix elements directly:
lim
s→∞ 〈n |ϕˆϕ0 |n〉 = ϕ0 + pi (4.2.27a)
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lim
s→∞
¬
n′ |ϕˆϕ0 |n
¶
= lim
s→∞
2pi
s+ 1
ei(n
′−n)ϕ0
ei(n′−n)2pi/(s+1) − 1 (4.2.27b)
=
ei(n
′−n)ϕ0
i(n′ − n) , n
′ 6= n . (4.2.27c)
This is, in fact, the Garrison/Wong operator that we already met in section 3.3.2 in propo-
sition 3.3.3 (to see this, simply set the reference phase ϕ0 to −pi and include the distinction
between n = n′ and n 6= n′ as a Kronecker-delta) [9, 10]. But we know from that section
(cf. also [9, 27]) that the Garrison/Wong operator does not oﬀer a satisfactory description
of phase for several reasons, among which ﬁgure its anisotropy and the fact that the number
space cannot be approximated in the subspace C .25 For now, we will thus observe PB's
insistence that the limit is to be taken only after the relevant properties are calculated,
although we will come back to the plausibility of this order of limit-taking in section 4.3.
But the phase operator is not the only element of the subspaceHs+1 which causes problems
when it is directly transferred to the standard Hilbert space H∞. The phase states also
cause problems, given that their expectation value diverges for s→∞
〈ϕ |nˆ|ϕ〉 = s
2
, (4.2.28)
as can be seen by inserting the deﬁnition (4.2.14b). Lastly, the commutator between the
annihilation and creation operators is also undeﬁned for s→∞
[aˆ, aˆ†] =
s−1X
n=0
(n+ 1) |n〉〈n| −
s−1X
n=0
(n+ 1) |n+ 1〉〈n+ 1| = (4.2.29a)
=
s−1X
n=0
|n〉〈n| − s |s〉〈s| = (4.2.29b)
= 1− (s+ 1) |s〉〈s| (4.2.29c)
4.2.5 Physical states
At ﬁrst, the problems involved in the limit-taking process seem prohibitive, since it is
very cumbersome to work in Hs+1 given that every state and operator one wants to work
with has to be ported to Hs+1, the expectation values calculated, and the result then
re-ported back into H∞ by taking the limit. PB realized this, and invented the notion
of the so-called "physical states" to alleviate the problem. "Physical states" are states
that are created by interactions of ﬁnite time with a ﬁnite energy source, which means
that their number-expectation value 〈nˆ〉 is ﬁnite so that we can always ﬁnd a number
25More information in that section
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state |m〉 upwards of which the overlap of the physical state |p〉 with higher number states
〈p|m+ j〉 , j = 1, 2, 3 · · · becomes negligible. For such a physical states, we can choose s
high enough that the diﬀerences between results in Hs+1 and H∞ become negligible, and
we shall denote this by giving the evaluated quantity a subscript p.
With the help of physical states, many of the above diﬃculties disappear. For example,
the commutator [aˆ, aˆ†] simply becomes
[aˆ, aˆ†]p = 1 (4.2.30)
since we may simply ignore the |s〉〈s| projector for lack of an exited state |s〉 it could
interact with.
However, it must be clear that the physical states do not work magic. They do not enable
us to transfer our entire calculation into H∞ and avoid the limiting process altogether (at
least conceptually), but instead work the opposite way: they greatly facilitate porting the
states we want to work with into Hs+1, since these states show almost no diﬀerence in
behaviour in Hs+1 and H∞. Staying in the subspace Hs+1 to treat physical states then
comes with the double advantage that unitarity is preserved while the physical situation
is adequately described. And if we formally remain in Hs+1, the limit may even be taken
prematurely in special cases. For example, choosing s so that the highest relevant n′, n s,
we again recover the matrix elements of the Garrison/Wong operator, but here the matrix
is formally of ﬁnite dimension
〈n |ϕˆϕ0 |n〉 = ϕ0 + pi
s
s+ 1
(4.2.31a)
¬
n′ |ϕˆϕ0 |n
¶
=
ei(n
′−n)ϕ0
i(n′ − n) , n
′ 6= n . (4.2.31b)
This leads to a simpliﬁed traceless commutator
¬
n′ |[nˆ, ϕˆϕ0 ]|n
¶
=
(n′ − n)ei(n′−n)ϕ0
i(n′ − n) (4.2.32a)
= −i(1− δn′,n)ei(n′−n)ϕ0 . (4.2.32b)
or, more generally,
[nˆ, ϕˆϕ0 ]p = −i
sX
n′,n=0
n′¶〈n| (1− δn′,n)ei(n′−n)ϕ0 = (4.2.33a)
= i− i
"
sX
n′=0
ein
′ϕ0
n′¶# " sX
n=0
e−inϕ0 〈n|
#
= (4.2.33b)
= i [1− (s+ 1) |ϕ0〉〈ϕ0|] . (4.2.33c)
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4.2.6 Uncertainty relations
We now evaluate the expectation value for the simpliﬁed commutator for physical states
[nˆ, ϕˆϕ0 ]p, whose matrix elements we take from (4.2.33c).
〈p |[nˆ, ϕˆϕ0 ]| p〉 = i

1− (s+ 1) |〈p|ϕ0〉|2

. (4.2.34a)
Remembering that the |ϕm〉 are orthogonal and complete, |〈p|ϕ0〉|2 is simply the prob-
ability that the state |p〉 has the phase ϕ0. For very large s, this may be written as
P (ϕ0)2pi/(s+ 1) where P (ϕ0) is a probability distribution and 2pi/(s+ 1) is the density of
states. This means that surprisingly, we recover from the complicated-looking commutator
(4.2.33c), which is already a simpliﬁcation of (4.2.16), the Poisson-bracket correspondence
result deduced in section 3.2.2 for a saw-toothed periodic phase function. This leads to
the uncertainty relation
∆nˆ ·∆ϕˆϕ0 ≥
1
2
|1− 2piP (ϕ0)| (4.2.35)
for physical states (cf. section 7.1.3 for a consolidated derivation) [15].
4.2.7 Operator functions
By now, it should have become suﬃciently clear that the main asset of the PB formalism
is the existence of an hermitian phase operator on the restricted Hs+1. One of the biggest
advantages of hermitian operators is that they allow operator functions to be easily deﬁned
as follows:
f(ϕˆϕ0) =
sX
m=0
f(ϕm) |ϕm〉〈ϕm| (4.2.36)
In this way, cosine and sine functions may be constructed besides the exponential ladder
operators we already know
sin ϕˆϕ0 =
sX
m=0
sinϕm |ϕm〉〈ϕm| (4.2.37a)
cos ϕˆϕ0 =
sX
m=0
cosϕm |ϕm〉〈ϕm| , (4.2.37b)
for which by construction
sin ϕˆϕ0 |ϕ〉 = sinϕ |ϕ〉 (4.2.38a)
cos ϕˆϕ0 |ϕ〉 = cosϕ |ϕ〉 (4.2.38b)
applies, i.e. the eigenvalues are just the trigonometric functions.
This is a very pleasant simpliﬁcation compared to the Susskind/Glogower and Lévy-
Leblond formalisms (sections 3.1.3.3 and 3.2.1.3), where for lack of a hermitian phase
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operator, each operator had to receive an individual set of eigenstates because the opera-
tor equivalents of sine, cosine and the exponential did not commute:
Õsinϕ |sinϕ〉 = sinϕ |sinϕ〉 (4.2.39a)
Õcosϕ |cosϕ〉 = cosϕ |cosϕ〉 (4.2.39b)
Ôe±iϕ eiϕ¶ = eiϕ eiϕ¶ (4.2.39c)
|sinϕ〉 6= |cosϕ〉 6=
eiϕ¶ (in general) . (4.2.39d)
Furthermore, it lies in the nature of operator functions that identities fulﬁlled by the
constituent functions are also fulﬁlled by the operators, e.g.
sin2 ϕˆϕ0 + cos
2 ϕˆϕ0 =
sX
m=0

sin2 ϕm + cos2 ϕm
Ł
|ϕm〉〈ϕm| = 1 (4.2.40a)
[sin ϕˆϕ0 , cos ϕˆϕ0 ] =
sX
m=0
[sinϕm, cosϕm] |ϕm〉〈ϕm| = 0 (4.2.40b)
4.2.8 Working with the formalism
Pegg and Barnett also supply a powerful calculation mechanism for computation of the
expectation values and variance of states that they call partial phase states. These states
have the form
|b〉 =
sX
n=0
bn einβ |n〉 (4.2.41)
and are very similar to the phase states. Indeed, the phase states themselves result for
bn = (s + 1)−1/2 and β = ϕ, but number states may also be described as partial phase
states with bn = δn′,n and β = 0 yielding |n′〉. Another important class of partial phase
states are the coherent states with bn = |α| · e−|α|2/2/
√
n! and β = argα.
Observe that the partial phase states are normalized
〈b| b〉 =
sX
n=0
b2n = 1 (4.2.42)
if the sum of the bn squared is equal to one (true for number and phase states and arbitrarily
close to true for coherent states). We can now calculate the expectation value for |b〉 by
using the representation of ϕˆϕ0 in phase states
〈b |ϕˆϕ0 | b〉 =
sX
m=0
ϕm |〈ϕm| b〉|2 =
sX
m=0
ϕm
 1√s+ 1
sX
n=0
bn e−in(ϕm−β)

2
= (4.2.43a)
=
sX
m=0
ϕm
24 1
s+ 1
sX
n′,n=0
bnbn′ e−i(n−n
′)(ϕm−β)
35 = (4.2.43b)
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=
sX
m=0
ϕm
24 1
s+ 1
+
2
s+ 1
sX
n>n′
bnbn′ cos

(n− n′)(β − ϕm)
35 . (4.2.43c)
Setting
ϕ0 = β − pis
s+ 1
(4.2.44)
and oﬀsetting the index
µ = m− s
2
(4.2.45)
yields
〈b |ϕˆϕ0 | b〉 =
s
2X
µ=− s
2
ϕµ
24 1
s+ 1
+
2
s+ 1
sX
n>n′
bnbn′ cos

(n− n′)µ2pi/(s+ 1)
35 = (4.2.46a)
=
s
2X
µ=− s
2
β
24 1
s+ 1
+
2
s+ 1
sX
n>n′
bnbn′ cos

(n− n′)µ2pi/(s+ 1)
35 = (4.2.46b)
=
s
2X
µ=− s
2
β
24 1
s+ 1
+
2
s+ 1
sX
n>n′
bnbn′ Re
¦
ei(n−n
′)µ2pi/(s+1)
©35 = (4.2.46c)
=
s
2X
µ=− s
2
β
1
s+ 1
= β , (4.2.46d)
where we have used in the second equality that the sum over a symmetrical component
times an asymmetrical component is zero, and in the fourth equality that the sum over a
regular s+ 1-sided polygon in the complex plane is identically equal to zero.
The result
〈b |ϕˆϕ0 | b〉 = β (4.2.47)
arises independently of the choice of ϕ026 and is very useful because it does not depend on
s and therefore may be applied directly to any partial phase state without bothering with
any limiting process.27
Next, we calculate the variance for partial phase states
∆ϕˆ2ϕ0 =
D
b
(ϕˆϕ0 − 〈ϕˆϕ0〉)2 bE =
s
2X
µ=− s
2

− µ2pi
s+ 1
2
|〈ϕµ| b〉|2 = (4.2.48a)
26Eq. (4.2.44) only facilitates the calculation since it symmetrizes the cosine
27Note that this corroborates our quasideﬁnition in section 1.2 where we have stated that phase is not
merely a phase factor, but rather a series of interference eﬀects between number states. Indeed, the β
that is recovered as the phase expectation value is none other than that which determines the phase
diﬀerence between each successive pair of number states.
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=
4pi2
(s+ 1)2
s
2X
µ=− s
2
µ2
24 1
s+ 1
+
2
s+ 1
sX
n>n′
bnbn′ cos

(n− n′) µ2pi
(s+ 1)
35 . (4.2.48b)
Unfortunately, the trick with Re{eiφ} = 0 for regular polygons, which was used in the
fourth equality of (4.2.46), does not work here, since the sum contains a term µ2 and
therefore the polygon is irregular. However, since we are dealing with a c-number which
does not contain any states or operators anymore, we may, according to the prime directive
of the PB formalism, take the limit as s → ∞. This yields an integral where we replace
µ2pi/(s+ 1) by ϕ, 2pi/(s+ 1) by dϕ and integrate from −pi to pi:
∆ϕˆ2ϕ0 =
1
2pi
piZ
−pi
241 + 2 sX
n>n′
bnbn′ cos

(n− n′)ϕ
35ϕ2 dϕ = (4.2.49a)
=
pi2
3
+
24 sX
n>n′
bnbn′
4ϕ
2pi(n− n′)2 cos
¦
(n− n′)ϕ
©35 
pi
−pi
= (4.2.49b)
=
pi2
3
+ 4
sX
n>n′
bnbn′
1
(n− n′)2 (−1)
(n−n′) (4.2.49c)
We have thus found an expression that allows the calculation of the variance of arbitrary
partial phase states if the coeﬃcients bn are known. This very handy result will be employed
in the next section to apply the acid test. However, note here already that there are some
justiﬁed reservations as to the validity of this result, which will be addressed in section
4.4.2.
4.2.9 Acid test
We now carry out the Pegg/Barnett acid test, already anticipating the not-so-surprising
result that the PB-phase operator passes the PB-acid test. As test states, we again use
the number states.
Expressing these as partial phase states
|n〉 =
sX
k=0
bk eikβ |k〉 (4.2.50)
gives us bk = δnk, β = 0. Using
β = ϕ+
spi
s+ 1
(4.2.51)
and taking the limit s→∞ we obtain from eq. (4.2.47) that
〈ϕˆϕ0〉 = ϕ0 + pi , (4.2.52)
which is consistent with the classical description (cf. eq. (2.2.2)). Using equation (4.2.49c),
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the variance follows trivially as
∆ϕˆ2ϕ0 =
pi2
3
, (4.2.53)
also consistent with the classical result (cf. eq. 2.2.3). We also brieﬂy calculate the mean
and variance of the sine and cosine of the phase operator in order to be able to make a
direct comparison to the Susskind/Glogower results. We have
〈n |cos ϕˆϕ0 |n〉 =
1
s+ 1
sX
m=0
cosϕm |〈ϕm|n〉|2 = 1
s+ 1
sX
m=0
cosϕm
einϕm2 = (4.2.54a)
=
1
s+ 1
sX
m=0
cosϕm =
1
s+ 1
sX
m=0
Re
¦
eiϕm
©
= 0 (4.2.54b)
〈n |sin ϕˆϕ0 |n〉 =
1
s+ 1
sX
m=0
sinϕm |〈ϕm|n〉|2 = 1
s+ 1
sX
m=0
sinϕm
einϕm2 = (4.2.54c)
=
1
s+ 1
sX
m=0
sinϕm =
1
s+ 1
sX
m=0
Im
¦
eiϕm
©
= 0 , (4.2.54d)
where we have again used that the sum over a regular polygon in the complex plane is
identically zero. Calculating the variances (Ò= the second moments, since the expectation
values are zero) proceeds in a similar fashion:
¬
cos2 ϕˆϕ0
¶
=
1
s+ 1
sX
m=0
cos2 ϕm |〈ϕm|n〉|2 = 1
s+ 1
sX
m=0
cos2 ϕm
einϕm2 = (4.2.55a)
=
1
s+ 1
sX
m=0
1
2
+
1
2
cosϕm =
1
2
+
1
s+ 1
sX
m=0
Re
¦
e2iϕm
©
=
1
2
(4.2.55b)
¬
sin2 ϕˆϕ0
¶
=
1
s+ 1
sX
m=0
sin2 ϕm |〈ϕm|n〉|2 = 1
s+ 1
sX
m=0
sin2 ϕm
einϕm2 = (4.2.55c)
=
1
s+ 1
sX
m=0
1
2
− 1
2
cosϕm =
1
2
− 1
s+ 1
sX
m=0
Im
¦
e2iϕm
©
=
1
2
, (4.2.55d)
These results are consistent with their classical equivalents as calculated in (3.1.73), and
this applies even for the vacuum state, which is an appreciable improvement over the
Susskind/Glogower results, where the vacuum state had an incorrect variance of 1/4 in
sine and cosine, implying an anisotropic phase distribution.
4.2.10 Interim discussion
So far, the Pegg/Barnett formalism seems to provide a very robust framework. In a limited
but large Hilbert space which is apparently suﬃcient for physically accessible states, a
Hermitian phase operator is deﬁned which yields an uncertainty relation corresponding
to that which we expect from the Poisson-bracket correspondence, avoids the periodicity
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problem, and solves the non-unitarity problem by construction since the phase operator
is Hermitian. Moreover, sine, cosine and exponential operators can be deﬁned as simple
operator functions instead of needing to be tediously derived, which allows them to fulﬁll
all known functional identities by construction, besides also commuting with each other.
In addition, the notion of partial phase states yields a simple but powerful calculational
technique with which expectation values and variances of a wide class of physical states,
including number states and coherent states, can be obtained very easily.
However, there are several caveats to observe. First, the PB phase operator cannot be
rendered mathematically equivalent to an inﬁnite-dimensional phase operator on the stan-
dard oscillator Hilbert space, since the operations of calculating the physical properties
and taking the limit do not commute [10, 17]. For example, calculating the variance of
the number state only after the limits of the operators are taken (cf. the matrix elements
calculated in eq. (4.2.27)) yields (we set ϕ0 = −pi for simplicity of calculation):
〈n |ϕˆlim|n〉 = ϕ0 + pi = 0 (4.2.56a)
∆ϕˆ2lim =
D
n
(ϕˆlim − 〈ϕˆlim〉)2nE = Dn ϕˆ2limnE = (4.2.56b)
=
∞X
n′=0
¬
n |ϕˆlim|n′
¶ ¬
n′ |ϕˆlim|n
¶
=
∞X
n′=0
n′ 6=n
(−1)(n′−n)
i(n′ − n)
(−1)(n−n′)
i(n− n′) = (4.2.56c)
=
∞X
n′=0
n′ 6=n
1
(n− n′)2 =
∞X
n′=n+1
1
(n− n′)2 +
n−1X
n′=0
1
(n− n′)2 = (4.2.56d)
=
pi2
6
+
nX
k=1
1
k2
. (4.2.56e)
This is not equal to the classical variance except if we take the limit n → ∞. But that
means that calculating the limit of the operator ﬁrst and then ﬁnding the variance gives
wrong results for all but very high average photon-numbers 〈nˆ〉, a result that is much worse
than that of the SG-formalism! Conversely, the reverse procedure, as prescribed by PB,
gives the correct results even for vacuum states. The underlying reason for this strange
behavior lies with the weak operator topology, which governs the PB-operator and will be
examined more closely in section 4.3.1.
Second, the PB phase operator does not ﬁx the core problem associated with the SG-
formalism - the non-commuting sine and cosine operators. To appreciate this, note that
the PB formalism does not allow for precise phase measurement because the phase states
themselves are unphysical (their expectation value diverges in H∞). Thus, a phase mea-
surement cannot project the measured state into a phase state, but only into a physical
partial phase state, such as a coherent state or a highly phase squeezed state. But with
these states, a certain amount of uncertainty in the phase always remains, meaning that
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repeated phase measurements do not necessarily produce the same results. Consequently,
in the PB formalism exact phase measurement is just as impossible as it is in the SG
formalism; the only diﬀerence is the source of the problem, which has shifted from the
non-commuting sine and cosine operators to the non-physical phase eigenstates. This al-
lows us to suspect that the diﬀerences between the PB- and the SG-formalism may not be
so great as they are commonly portrayed, a conclusion which will turn out to be correct
(cf. section 4.3.2).
4.3 Observations about the PB phase operator
In this section, which can be described as an inlay between the treatment of advantages
in the previous section and of criticism in the next section, we will try to develop a better
grasp of the nature of the PB-phase operator by investigating its convergence properties
from a functional analytic viewpoint, and will then try to relate it to the SG-formalism
using the concept of generalized measurement and probability operator measures.
4.3.1 Taking the limit: revisited
It will be shown that the PB-hermitian phase operator is a weakly convergent operator
[18, 42], which explains many of the awkward properties of the limiting process as observed
in the last several sections.
4.3.1.1 Weak operator topology
But ﬁrst, we need to introduce the concept of strongly and weakly convergent operators:
Strongly convergent operators are deﬁned by their eﬀect on strongly convergent
sequences of states. A Cauchy sequence of states {|f〉1 , |f〉2 , · · · } is strongly convergent
and is said to have the limit |f〉 if and only if
‖|f〉 − |f〉n‖ → 0 , n→∞ , (4.3.1)
i.e. if it converges in the norm. Then, we have the following deﬁnition
Deﬁnition. A sequence of operators
¦
Aˆ1, Aˆ2, · · ·
©
converges strongly to an operator Aˆ
if and only if the sequence of states
¦
Aˆn |g〉 = |h〉n
©
converges strongly towards the state
Aˆ |g〉 = |h〉.
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Another way to put this is that for strongly convergent operators(Aˆ− Aˆn) |g〉→ 0 , n→∞ (4.3.2)
for all states |g〉 ∈H .
The main beneﬁt of strongly convergent operators is that multiplication is jointly con-
tinuous, i.e. for any two strongly convergent sequences of operators
¦
Aˆ1, Aˆ2, · · ·
©
and¦
Bˆ1, Bˆ2, · · ·
©
which converge to Aˆ and Bˆ, the product sequence
¦
Bˆ1Aˆ1, Bˆ2Aˆ2, · · ·
©
is also
strongly convergent and approaches BˆAˆ so that(BˆAˆ− BˆnAˆn) |g〉→ 0 , n→∞ . (4.3.3)
This follows because(BˆAˆ− BˆnAˆn) |g〉 = BˆAˆ |g〉 − BˆnAˆn |g〉 = (4.3.4a)
=
Bˆ |h〉 − Bˆn |h〉n = (4.3.4b)
=
Bˆ |h〉 − Bˆn |h〉+ Bˆn |h〉 − Bˆn |h〉n = (4.3.4c)
=
(Bˆ − Bˆn)(|h〉) + Bˆn(|h〉 − |h〉n)→ 0 , n→∞ . (4.3.4d)
Weakly convergent operators on the other hand, do not converge in the norm. Com-
monly, weak convergence is deﬁned as follows:
Deﬁnition. The sequence of operators
¦
Cˆ1, Cˆ2, · · ·
©
converges weakly to an operator Cˆw
if D
h
(Cˆw − Cˆn) gE→ 0 , n→∞ (4.3.5)
for all |h〉 , |g〉 ∈H .
Every strongly convergent operator also converges weakly, but the same is not true of the
reverse (cf. page 44 et seq of [43]).
The most important disadvantage of weakly convergent operators is that the product of
two weakly convergent operators is not jointly continuous. Consider thatD
h
(DˆwCˆw − DˆnCˆn) gE = DDˆwh Cˆw gE− DDˆnh Cˆn gE (4.3.6a)
=
D
k
Cˆw gE− Dkn Cˆn gE = (4.3.6b)
=
D
k
Cˆw gE− Dk Cˆn gE+ Dk Cˆn gE− Dkn Cˆn gE = (4.3.6c)
=
D
k
Cˆw − Cˆn gE+ Dk − kn Cˆn gE9 0 , n→∞ (4.3.6d)
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does not converge to 0 because weakly convergent operators do not converge in the norm(Dˆw −Dn) |g〉 = ‖|k〉n − |k〉‖9 0 , n→∞ . (4.3.7)
As an aside, note that this last inequality means that eigenfunctions will in general not be
preserved when taking the weak limit of an operator.
4.3.1.2 Application to PB-formalism
Now, we want to ﬁgure out how the weak operator topology relates to the limit taking
process. We therefore investigate which topology is required in order for the operations of
taking the limit and calculating the expectation value to commute. This can be expressed
mathematically as
lim
s→∞
D
fs
Aˆs fsE = Df  lim
s→∞ Aˆs
 fE , (4.3.8)
where
|fs〉 =
sX
n=0
fn |n〉 (4.3.9)
and
|f〉 =
∞X
n=0
fn |n〉 . (4.3.10)
It turns out that relation (4.3.8) is true, unsurprisingly, for strongly convergent operators
and their higher moments, but it is also true for the ﬁrst moments of weakly convergent
operators, since
lim
s→∞
D
fs
Aˆs fsE = lim
s→∞
D
f
Aˆs fE = Df  lim
s→∞ Aˆs
 fE , (4.3.11)
where we have used that As |fs〉 = As |f〉 because As only operates in the subspace Hs+1.
The equivalence then follows from the deﬁnition of weakly convergent operators as given
in eq. (4.3.5).
However, because the product of two weakly convergent operators is not jointly continuous,
we conclude that higher moments of weakly convergent operators do not necessarily fulﬁll
the above relation:
lim
s→∞
D
fs
Aˆks  fsE 6= Df  lims→∞ Aˆks  fE . (4.3.12)
4.3.1.3 Application to PB operators
Applied to the individual operators of the PB formalism, this means that all strongly
convergent operators, including all standard hermitian operators and the annihilation and
creation operators, are well-behaved in the standard Hilbert space H∞ as well as in the
subspace Hs+1. On the other hand, weakly convergent operators exhibit limit invariance
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only for their ﬁrst moments, but not for higher moments. It is not surprising that the PB-
phase operator is only weakly convergent [42], given its strange behavior under limit-taking
operations.
We may now establish a direct relation between the Susskind/Glogower formalism and the
Pegg/Barnett formalism:
lim
s→∞F (ϕˆϕ0) =
ÕF (ϕ) , (4.3.13)
where F (ϕˆϕ0) is a true operator function of the PB phase operator for the limited subspace
Hs+1 and ÕF (ϕ) is the Susskind/Glogower equivalent of this operator function, such asÕsinϕ,Õcosϕ or Óeiϕ. Indeed, it can be shown [42] that
lim
s→∞ sin ϕˆϕ0 =
Õsinϕ (4.3.14a)
lim
s→∞ cos ϕˆϕ0 = Õcosϕ (4.3.14b)
lim
s→∞ e
iϕˆϕ0 = Óeiϕ (4.3.14c)
An exception to this rule is the function F (ϕˆϕ0) = ϕˆϕ0 , i.e. the phase itself, since no
Susskind/Glogower equivalent exists for the phase operator itself. However, the phase
operator converges weakly to the Garrison/Wong operator.
For all the above, the ﬁrst moments are identical in H∞ and Hs+1, in agreement with our
predictions of the last section. Conversely, higher moments are not identical in these two
Hilbert space, and therefore they depend on the order in that the limit is taken, as we could
expect from (4.3.12).28.This means that for higher moments, the weak operator topology
forces us to make a choice as to which side of (4.3.12) should be chosen to represent the
true expectation values.
In this context, Pegg and Barnett and with them Vaccaro [42] have impliedly expressed
a preference for choosing the left-hand-side of (4.3.12) by demanding that the limit be
taken after expectation values are calculated in Hs+1. However, this cannot really mask
the fact that the decision between the left-hand-side and the right-hand-side of (4.3.12) is
principally arbitrary. Moreover, as we will see in the next sections, there is no experimental
or even theoretical ground for decidedly preferring one side over the other. Instead, it turns
out that the PB acid test is not a good benchmark for the quality of a phase theory, as
becomes apparent when we consider the result of the next section, which will show that the
SG formalism (a formalism which fails the acid test) and the PB formalism (a formalism
which passes it) are quantum mechanically equivalent.
28Recall that we have already seen all this in section 4.2.10 for the phase itself, and in sections 3.1.4.1 and
4.2.9 when comparing expectation values for Ôsinϕ and sin(ϕˆϕ0)
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4.3.2 Equivalence of the SG formalism
In this section, we evaluate the representation of the PB phase operator as a probability-
operator measure (POM) and show that this measure is equivalent to a POM introduced
from the eigenstates
eiϕ¶ of the SG exponential operator Óeiϕ.
4.3.2.1 Probability-operator measures
Probability-operator measures (or positive-valued operator measures) are an element of
generalized measurement theory and relax the requirements imposed on the quantum mea-
surement of observables. Introductions to this concept can be found in [44, 45] (chapters
4 and 4, respectively).
Recall that in standard quantum theory, the measurement process is limited to observ-
ables which are described by hermitian operators and have complete orthonormal base
sets. Generalized measurement theory allows us to dismiss this requirement and conduct
measurements of properties that are not described by a quantum observable. Very sim-
plistically put, this is possible because the real world does not "care" about the hermitian
operator formalism, it only cares about probability distributions, which are needed to cal-
culate expectation values and higher moments of a given variable. For example, for number
states we have
P (n)ψ = |〈n|ψ〉|2 , (4.3.15)
for which we merely require
0 ≤ P (n)ψ ≤ 1 (4.3.16a)
∞X
n=0
P (n)ψ = 1 . (4.3.16b)
It is easy to see that these requirements are fulﬁlled because
∞X
n=0
|n〉〈n| = 1 , (4.3.17)
so that ∞X
n=0
P (n)ψ =
∞X
n=0
〈ψ|n〉〈n|ψ〉 = 〈ψ|ψ〉 = 1 . (4.3.18)
We now deﬁne a probability-operator Πˆn = |n〉〈n| for which holds
∞X
n=0
Πˆn =
∞X
n=0
|n〉〈n| = 1 , (4.3.19)
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so that the probability distribution becomes
P (n)ψ = 〈ψ |Πn|ψ〉 (4.3.20)
This probability-operator is a measure which can be used to evaluate expectation values
etc, thus the name probability-operator measure (POM). In this special case, it is also a
projector operator measure, since all the Πn = |n〉〈n| are projectors.
But this is not necessary  a POM preserves its measure properties even if its constituent
operators are not projectors. This is one of the main results of generalized measurement
theory, which postulates that probability operator measures can be deﬁned for much wider
classes of states than the complete orthonormal base states. The only property that is
required for this is that the states in question resolve to the identity.
As an example, we consider the coherent states, which are the eigenkets of the annihilation
operator aˆ:
aˆ |α〉 = α |α〉 , (4.3.21)
As we know, aˆ is not hermitian, and the states |α〉 are not orthogonal, i.e.
〈β|α〉 = e−(|α|2+|β|2)/2
∞X
n=0
(β∗α)n
n!
=
= e−(|α|
2+|β|2)/2eβ
∗α = e−|α−β|
2/2 6= 0 ,
(4.3.22)
but the coherent states
α = reiϕ¶ do resolve to the identity
1
pi
Z
α∈C
dα |α〉〈α| = 1
pi
Z
α∈C
dα e−|α|
2
∞X
n′=0
∞X
n=0
(α∗)n′αn√
n′!n!
n′¶〈n| =
=
1
pi
2piZ
0
∞Z
0
dφ rdr e−r
2
∞X
n′=0
∞X
n=0
ei(n
′−n) rn
′+n
√
n′!n!
n′¶〈n| =
= 2
∞Z
0
rdr e−r
2
∞X
n=0
r2n
n!
|n〉〈n| = 1
(4.3.23)
where in the last equality, we have used that the radial integration turns into the gamma
function for the substitution ρ = r2, so that 2
R∞
0 rdr e
−r2r2n = n!, leaving (after cancelling
with n! in the denominator)
P∞
n=0 |n〉〈n| = 1. According to generalized measurement
theory, we may now write the probability-operator measure for the coherent states as
dΠˆ(α) =
dα
pi
|α〉〈α| (4.3.24)
where we have used the diﬀerential form to reﬂect that we are dealing with integrals instead
of sums. Note here that POMs are also referred to as positive operator-valued measures
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(POVM), and the two terms are interchangeable. Also note that, apparently, we haveZ
α∈C
dΠˆ(α) = 1 (4.3.25)
The POM can now be used to calculate the probability distribution
P (α)ψ =
D
ψ
dΠˆ(α)ψE
dα
=
〈ψ|α〉〈α|ψ〉
pi
=
1
pi
|〈α|ψ〉|2 (4.3.26a)
where we have (formally) taken the derivative of the POM to be able to make the calcu-
lation
dΠˆ(α)
dα
=
dα
dα
|α〉〈α|
pi
=
|α〉〈α|
pi
(4.3.26b)
where the seemingly superﬂuous factor 1pi reﬂects the overcompleteness of the coherent
states, which requires a rescaling of the usual expression |〈α|ψ〉|2 in order to guarantee
that the integral over the probability distribution adds up to one. This probability distri-
bution contains the complete physical information about the state, obviating the need for
a hermitian operator to execute measurement.
We now leave our example of the coherent states and make some general remarks about the
capabilities of the POM formalism. Probability-operator measures are amazingly versatile,
since all they require is a set of parametrized states which resolve to the identity. It is not
even necessary that these states be normalizable, or that they are physically accessible.
Moreover, once such states are found, they can be used to deﬁne an arbitrary multitude of
operators
F (Aˆ) =
Z
F (a) dΠ(a) . (4.3.27)
These operators may not be hermitian, but they nonetheless deﬁne observable quantities,
i.e. "generalized" observables, since the expectation values of F (Aˆ) may be calculated as
¬
F (Aˆ)
¶
=
­
ψ
Z F (a) dΠ(a)ψ· = Z F (a) 〈ψ |dΠ(a)|ψ〉 , (4.3.28)
and all physical properties are therein reﬂected [46]. Simply put, this works because the
POM, i.e. the eigenstates of the measured operator, generate the measurement statistics,
while the eigenvalues represent the corresponding measurement quantities.
We close this section with a short conceptual remark about operators. The POM formal-
ism makes it clear that in general, observables do not necessarily have to correlate with
any physical information. This is because we may recur to any set of states which resolve
to the identity to generate our measurement statistics, which we then supply with arbi-
trary eigenvalues to generate the operators. The challenge lies in ﬁnding eigenvalues and
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measurement statistics that make physical sense, and this is exactly what we will try to
do in the next section for phase.
4.3.2.2 The SG-POM
We now calculate the SG probability-operator measure. For this, we ﬁrst have to ﬁnd a
complete set of states that we can associate with phase. We have already met such states
and discussed them in some detail when describing the Lévy-Leblond formalism in section
3.2.1. In fact, when reviewing that section, we note that Lévy had already proposed using
these states for probabilistic phase measurement and even pointed out the similarity to
the coherent states. The states in question are, of course, the eigenkets of the lowering
operator Óeiϕ. As Lévy-Leblond already pointed out, this operator possesses the eigenstates
(up to a constant) eiϕ¶ = ∞X
n=0
einϕ |n〉 . (4.3.29)
So what makes
eiϕ¶ a good "phase state"? First, the states eiϕ¶ resolve to the identity
in the interval 2pi, i.e. in a full rotation of the unit circle (cf. 3.2.1 for the calculation),
consistent with phase periodicity:
1
2pi
ϕ0+2piZ
ϕ0
dϕ
eiϕ¶¬eiϕ = 1 (4.3.30)
Furthermore, the states
eiϕ¶ are invariant under a (one-sided) unitary number shift trans-
formation and their phase is shifted under the action of a unitary phase shift operator
generated by the number operator. This means that these states have a full phase compo-
nent and (almost) no number component29, so that they may describe phase with minimal
interference from the photon-number statistics [47]:
Óeiϕ eiϕ¶¬eiϕ Ôe−iϕ = eiϕ eiϕ¶¬eiϕ e−iϕ = eiϕ¶¬eiϕ (4.3.31a)
einˆλ
eiϕ¶¬eiϕ e−inˆλ = "X
n′=0
einˆλeinϕ |n〉
# "X
n′=0
e−inˆλe−inϕ 〈n|
#
= (4.3.31b)
=
ei(ϕ+λ)¶¬ei(ϕ+λ) , (4.3.31c)
where the second result corresponds to a shift by λ in the probability distribution.
Given these pleasant properties, we hope that the states
eiϕ¶, even though reﬂecting
something akin to an exponential of the phase, may be used to directly generate a POM
29"Almost" because ceiϕ is only one-sided unitary, making it an incomplete number shift operator.
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for phase. We therefore deﬁne the SG-POM as
dΠ(ϕ) = dϕ
eiϕ¶¬eiϕ
2pi
(4.3.32)
and use it to generate the phase operator ϕˆ
ϕˆ =
ϕ0+2piZ
ϕ0
ϕdΠ(ϕ) =
1
2pi
ϕ0+2piZ
ϕ0
ϕdϕ
eiϕ¶¬eiϕ (4.3.33)
This is extremely useful! First, note that this is the ﬁrst usable expression for a phase
operator onH∞ that we have found in this entire paper! Second, we may now calculate the
expectation value of any function of ϕ, including higher moments, trigonometric functions
etc simply by evaluating the corresponding integral with the expectation value of the
POM
〈F (ϕˆ)〉 =
ϕ0+2piZ
ϕ0
F (ϕ) 〈ψ |dΠ(ϕ)|ψ〉 (4.3.34)
Inserting F (ϕˆ) = ϕˆ2, we obtain
¬
ϕˆ2
¶
=
piZ
−pi
ϕ2 〈ψ |dΠ(ϕ)|ψ〉 , (4.3.35)
where we have chosen the window −pi ≤ ϕ ≤ pi for simplicity of calculation. Inserting a
number state |ψ〉 = |n〉 gives
¬
ϕˆ2
¶
=
piZ
−pi
ϕ2 〈n | dΠ(ϕ)|n〉 =
=
1
2pi
piZ
−pi
ϕ2
¬n| eiϕ¶2 dϕ =
=
1
2pi
piZ
−pi
ϕ2
einϕ2 dϕ =
=
1
2pi
piZ
−pi
ϕ2 dϕ =
pi2
3
,
(4.3.36)
Apparently, the SG-POM formalism passes the acid test! In fact, it has even been shown
that it represents an ideal phase measurement [48]. This is interesting  didn't we show in
section 3.1.4.1 that the SG formalism failed the acid test, because the SG-sine and cosine
operators formed from the exponentials Óeiϕ and Ôe−iϕ produced wrong second moments for
the vacuum state? The answer is, in fact, that yes, we did!
The resolution to this apparent contradiction, ﬁrst made explicit in [49], lies in a miscon-
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ception about what exactly constitutes an ideal phase measurement. It has been shown
that the SG-POM, and therefore the operator Óeiϕ, satisfy this quality, meaning that they
have an a priori connection to phase measurement. But the same cannot be said of theÕsinϕ and Õcosϕ operators, since they are but the real and imaginary components of Óeiϕ,
which, although hermitian, do not have this a priori connection to ideal phase measure-
ment. Instead, they have a connection to ideal cosine/sine-of-phase measurement (cf. on
a related note [11]), but such measurement is not necessarily related to the ideal phase
measurement. Therefore, there is no reason to expect that the phase statistics generated
by the operator Óeiϕ agree with the statistics of the operators Õsinϕ and Õcosϕ.
To make this connection a little clearer, we calculate the second moment of the sine of the
phase using the SG-POM (setting again ϕ0 = −pi for ease of calculation) and compare it
to the SG-sine operator:
¬
sin2 ϕˆ
¶
=
piZ
−pi
sin2 ϕ 〈ψ |dΠ(ϕ)|ψ〉 =
=
1
2pi
piZ
−pi
dϕ sin2 ϕ
¬eiϕ|ψ¶2 =
=
1
2pi
piZ
−pi
dϕ sin2 ϕ
∞X
n′=0
∞X
n=0
ei(n
′−n)ϕ ¬ψ|n′¶ 〈n|ψ〉 =
=
1
2pi
2pi
2
|〈n|ψ〉|2 =
=
­Õsinϕ2·+ 1
4
|〈0|ψ〉|2 ,
(4.3.37)
where we have used in the second-to-last equality that the integral is equal to zero except
if n = n′, and that for n = n′, we have a regular sin2 x integration yielding pi over the unit
circle. The last equality is not a calculation, but simply the relation between the second
moment calculated from sin ϕˆ and that calculated from Õsinϕ. Here it becomes obvious
that sin ϕˆ, which only exists in the sense of generalized measurements, and Õsinϕ are two
diﬀerent operators possessing diﬀerent higher moments, even though they both somehow
describe the sine of the phase. But for phase measurement, the POM-formulation is the
right one to choose.
4.3.2.3 The PB-POM
It now remains to be shown that the PB formalism is simply a diﬀerent formulation of
the SG-POM [18, 42, 46, 47]. In section 4.2.7, we have seen that in the truncated Hilbert
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space Hs+1, the following holds:
F (ϕˆϕ0) =
sX
m=0
F (ϕm) |ϕm〉〈ϕm| (4.3.38)
This leads to a POM
Πˆ(∆) =
X
∆
|ϕm〉〈ϕm| (4.3.39)
where ∆ is an interval within ϕ0 ≤ ϕ ≤ ϕ0 + 2pi. For physical states, the (weak) integral
limit of this sum becomes
Πˆ(∆) = lim
s→∞
X
∆
|ϕm〉〈ϕm| = (4.3.40a)
= lim
s→∞
X
∆
1
s+ 1
sX
n′,n=0
ei(n
′−n)ϕm n′¶〈n| = (4.3.40b)
=
Z
∆
dϕ
2pi
∞X
n′,n=0
ei(n
′−n)ϕm n′¶〈n| = (4.3.40c)
=
Z
∆
dϕ
2pi
eiϕ¶¬eiϕ (4.3.40d)
as calculated by [42, 46] in making the substitutions ϕm = ϕ0 + 2pim/(s + 1) → ϕ,
2pi/(s+ 1)→ dϕ. Setting ﬁnally ∆→ ϕ, we have
dΠ(ϕ) =
dϕ
2pi
eiϕ¶¬eiϕ , (4.3.41)
which is equal to the POM generated from the SG-formalism
4.3.2.4 Conclusion
As we see, the limit s → ∞ yields the SG-POM. The fact that the integral POM is only
the weak limit of the discrete POM in Hs+1 does not seem to be problematic, since we
do not expect to take any powers of the POM itself, only of the functions it is associated
with. Then, by the deﬁnition of weak convergence, the expectation values of the POM in
Hs+1 and H∞ are equal and we may use the POM generated by the phase eigenstates |ϕ〉
analogously to the Susskind/Glogower POM.
As an aside, note that Vaccaro and Pegg have actually calculated that not only does the
PB-POM converge to the SG-POM, but all operator functions of the PB-phase operator
also converge independently to the corresponding SG operator functions when interpreted
in the POM sense [42].
Several important conclusions arise from the equivalence of the SG-POM and the PB-
POM. First, and this conclusion is quite drastic, we must ask whether the PB formalism
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really has any merit. After all, the PB formalisms main advantage was supposed to be the
hermiticity of its phase operator, which was supposed to give a natural description of phase.
However, any such advantages only exist in the subspace Hs+1, and the phase is deﬁnitely
not a normal quantum observable in H∞. This is illustrated most simply be the fact that
the projection measurement hypothesis cannot be fulﬁlled, given that the phase states are
not physically accessible states. A consequence of this inaccessibility is that precise phase
measurement is impossible, and that therefore, only fuzzy measurements can be made. But
fuzzy measurements are already fully described by the SG-POM-formalism, which seems
to obviate the need for any theory beyond the Susskind/Glogower exponentials.
One aspect which can be put in favor of the PB theory is that the notion of a POM
arises naturally in that context, since it is the limit of projection-valued operator measures
describing a hermitian phase distribution, whereas the SG-POM has to rely on results
from generalized measurement theory [46]. However, the diﬃculty of justifying POMs only
seems to be replaced by the diﬃculty of justifying the limit.
A second conclusion that arises concerns the PB acid test. The validity of this test as a
means of evaluating the quality of a phase theory is severely put into question [46, 49], since
the SG formalism, which fails the acid test, nonetheless produces a probability-operator
measure which gives a satisfactory description of phase.
4.4 Critique of the PB formalism
Having now gained a slightly more thorough understanding of the PB phase operator, we
may proceed to describe two major criticisms that have been voiced against the PB phase
operator. Pegg and Barnett and their collaborators have for the most part dismissed these
criticisms and continue to insist that their formalism solves the quantum phase problem
[36]. But especially the two criticisms presented in the following sections raise very valid
points, and Pegg and Barnett have not been able to do away with all of them. The
problems we speak of are related to the cyclical deﬁnition of the phase operator in the
s + 1-dimensional Hilbert space Hs+1 (subsection 4.4.1) and to the calculation of the
variance of the phase operator for physical states (subsection 4.4.2).
4.4.1 Problems with cyclical ladder operators
The ﬁrst criticism was raised by Vorontsov and Rembovsky [50] and exposes problems in
the limiting process stemming from the cyclicality of the phase operator, i.e. from the fact
that Óeiϕ |0〉 = ei(s+1)ϕ0 |s〉 (4.4.1)
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In short, using generalized measurement theory, Vorontsov shows that any "good" phase
measurement, i.e. any measurement which measures a ﬁnite phase window, causes states
in the vicinity of the measurement to become excited. For low photon-number states,
this may lead to states of the order |s〉 , |s− 1〉 etc to be excited because of relation 4.4.1,
rendering the limiting process impossible. To see this [50], consider again the probability
distribution arising for some initial state |f〉, which may also be written as the trace of a
density matrix
P (ϕm)f =
1
2pi
|〈ϕm| f〉|2 =
sX
m=0
〈f |ϕm〉 〈ϕm| f〉 = Tr(ρˆf Πˆϕm) (4.4.2)
General measurement theory now provides an analog of the projection operator for mea-
surement which is called the reduction operator Rˆ, which for the phase operator has the
form
Rˆ(ϕ˜) =
sX
m=0
È
w(ϕ˜|ϕm) |ϕm〉〈ϕm| (4.4.3)
where ϕ˜ is the measured value and w(ϕ˜|ϕm) is a device function which emulates the
projection operator (for hermitian observables, w(ϕ˜|ϕm) simply becomes the Kronecker
delta or the delta function). The density matrix of the system after measurement has
taken place can then be described as
ρˆg =
Rˆ†(ϕ˜)ρˆf Rˆ(ϕ˜)
Tr(ρˆf Πˆϕm)
(4.4.4)
Evaluating the photon-number probability distribution of this new state yields
P (n)g = |〈n| g〉|2 = Tr(ρˆgΠˆn) =
P∞
n=0 〈n| Rˆ†(ϕ˜)ρf Rˆ(ϕ˜) |n〉〈n|n〉
Tr(ρˆf Πˆϕm)
= (4.4.5a)
=
sX
m′,m=0
D
n
Èw(ϕ˜|ϕm)ϕmE 〈ϕm |ρˆf |ϕm′〉Dϕm′ Èw(ϕ˜|ϕm)nE
Tr(ρˆf Πˆϕm)
(4.4.5b)
So far, all is well, but problems arise when we try to measure the phase of a single number
state |n0〉 and then calculate its photon-number probability distribution (ρf = |n0〉〈n0|):
P (n)g =
sX
m′,m=0
D
n
Èw(ϕ˜|ϕm)ϕmE 〈ϕm|n0〉〈n0|ϕm′〉Dϕm′ Èw(ϕ˜|ϕm)nE
Tr(|n0〉〈n0|ϕm〉〈ϕm|) = (4.4.6a)
=
 sX
m=0
D
n
Èw(ϕ˜|ϕm)ϕmE 〈ϕm|n0〉
2
|〈n0|ϕm〉|2
= (4.4.6b)
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=
 sX
m=0
È
w(ϕ˜|ϕm) ei(n−n0)2pim/(s+1)

2
|〈n0|ϕm〉|2
(4.4.6c)
The result is a discrete Fourier transform of the periodic function
È
w(ϕ˜|ϕm) around n0.
If the measuring function is reminiscent of a projection, i.e. if it is rectangularly shaped
and narrow, then the Fourier-transform gives a function of the general form sin(x)/x. This
means that several states around |n0〉 will also excited by the measuring process (for a
phase projection, each number state would be equally excited, leading to full uncertainty
in number and an exact value for the phase).
However, this is a problem if the number states are deﬁned cyclically like in the PB-
formalism. Consider that n0 = 1, then several states in the vicinity of |1〉 will also be
excited, such as |0〉 , |s〉 , |s− 1〉. The problem quickly becomes apparent when trying to
take the limit s → ∞, since the measuring apparatus can never produce the inﬁnite
energy needed to excite the uppermost number states as it should according to the PB
formalism.
The causes a change of perspective. Might it not be, as PB have tried to convince us in
subsection 4.3.2.3, that the PB formalism justiﬁes the SG-POM formalism, but instead that
the latter justiﬁes the former? After all, the cyclical representation of the number states
in Hs+1 space wreaks havoc on the energy distribution after a measurement, making it
seem implausible to be able to measure any states in the Hs+1 subspace with any physical
sense, even if they are physical states, i.e. states for which the highest excited number
state n s. There would then a priori be no reason to expect the limit to converge to an
ideal phase measurement, and the only reason why we do expect it to converge in fact is
because we know that it is equivalent to the SG-POM formalism.
4.4.2 Problems with the limits
Another problem with the PB formalism that has often been pointed out [27, 38, 46, 51]
also concerns its limiting procedure, and it implies again that the PB formalism as initially
introduced in [15, 30] may not reﬂect an ideal phase measurement, ironically acquiring this
property only once it has been approximated to the SG-POM. In this case, the problem
lies in all equations where a sum over s + 1 is replaced by a continuous integral, such as
in the calculations for the partial phase states in section 4.2.8. Note that this also aﬀects
the calculation of the variance of the number states, meaning that the PB-phase operator
may even fail its own acid test.
Basically, the argument [27, 38, 51] goes that the limit of a sum such as
DÕF (ϕ)E
n
= lim
s→∞
sX
m=0
F (ϕ) |〈ϕm|n〉|2 = lim
s→∞
sX
m=0
F (ϕ)
1
s+ 1
sX
n′,n=0
ei(n
′−n)ϕm (4.4.7)
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cannot simply be taken to be (ϕm → ϕ, 2pi/(s+ 1)→ dϕ):
DÕF (ϕ)E
n
=
piZ
−pi
F (ϕ)
dϕ
2pi
∞X
n′,n=0
ei(n
′−n)ϕ (4.4.8)
as it could be in a real-valued integral. Instead, complex integration may only be ap-
proximated in this way if a suﬃcient amount of residues are found that allow an integral
representation of the sum as a sum of residues [38]. This is the case for the functions
F (ϕ) = ϕ and F (ϕ) = 1, but in general not for any other functions. In these functions,
complicated additional terms arise, so that the integral must really be written as
DÕF (ϕ)E
n
=
piZ
−pi
F (ϕ)
dϕ
2pi
∞X
n′,n=0
ei(n
′−n)ϕ +D (F )n ,
8<:D
(F )
n = 0 F (ϕ) = ϕ, F (ϕ) = 1
D
(F )
n 6= F otherwise
(4.4.9)
The D (F )n -terms are very hard to calculate [8], but it seems likely that they are not all
equal to zero. The implication of this is that any higher moments of ϕˆϕ0 as well as any
general functions of ϕˆϕ0 do not yield the correct expectation value when the limit is taken
ﬁrst. This could only be guaranteed if the continuum limit of going from the exact sum
to the integral were made rigorous. One way in which this could be done is to take the
continuum limit only for F (ϕ) = 1 to obtain the PB-POM, and then to apply the axioms
of generalized measurement theory to calculate the expectation values of higher moments
and arbitrary functions with the SG/PB-POM formalism.
But then, the use of the PB formalism is rather marginal, given that now, it does not
present an alternative justiﬁcation for the use of the SG-POMs anymore, as Vaccaro and
Pegg purport it to do [42]: The fact that only the zeroth and ﬁrst order of the SG-POM
description are equivalently obtained from the PB approach means that the application of
the PB-POM to generalized functions of phase also has to rely on the axioms of generalized
measurement theory.
4.5 Conclusion
The results obtained in these sections are very important because they provide some deeper
insights into the nature of phase measurement. First, we have examined the PB formalism
as initially introduced by Pegg and Barnett, which has some very pleasant properties and
seems very well-behaved at ﬁrst glance. Unfortunately, more profound considerations about
the assumptions supporting the formalism show that its use may be limited. The main
problems of the PB hermitian phase operator include weak convergence onH∞, diﬃculties
with the limiting process, unphysical results stemming from the cyclicality of the number
operator, and several other quirks.
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The diﬃculties of the PB phase operator are perhaps symptomatic: by now, it should have
become clear that phase is not an observable in the same category as number, position and
momentum, and that this needs to be accepted. After all, it has been shown several times,
and even acknowledged by PB, that precise (i.e. projection-valued) phase measurement is
impossible because it leads to divergent phase states, and we must therefore conclude that
phase is a fuzzy observable.
But this clues us in to several interesting observations if we compare phase to another
fuzzy variable we already know: the parameter α of the coherent states. We note several
interesting analogies. First, the operator corresponding to the phase exponential Óeiϕ is the
annihilation operator aˆ. Both these operators are non-hermitian, but can be decomposed
into hermitian operatorsÓeiϕ = Õcosϕ+iÕsinϕ; aˆ = xˆ+ipˆ. We may note that these similarities
qualitatively follow from the fact that Óeiϕ is a normalized version of aˆ.
Second, we can observe that fuzzy measurement of α is possible, and that the non-
commuting nature of [xˆ, pˆ] 6= 0 does not prevent this measurement. Analogously, we
conclude that ϕ may be measured even though [Õsinϕ,Õcosϕ] 6= 0. The formalism to con-
duct this measurement is the probability-operator measure (SG-POM), which allows mea-
surement of the expectation values of arbitrary functions of ϕ and therefore yields a full
description of the phase properties.
As an additional bonus, the SG-POM represents an (almost) canonical phase distribution30,
i.e. even though it is impossible to ﬁnd a hermitian operator for ϕ, ϕ and n are canonical
in the sense that one variable can be isolated from the other. This becomes apparent when
the SG-POM is operated on by unitary phase and number shift operators, where it turns
out that the phase shift leads to a phase oﬀset in the phase distribution, while the number
shift operator leaves the phase probability distribution untouched, as long as special care
is taken to respect the one-sided unitarity of the number shift operator.
We therefore consider the SG/PB-POM formalism to be the most useful of the phase oper-
ator related formalisms introduced thus far, and treat it as a benchmark when examining
the adequacy of such formalisms in general. In the next chapter, we will evaluate whether
such a benchmark position is experimentally justiﬁed.
30Almost because the number shift operator ceiϕ is only one sided unitary

Chapter 5
Experimental data
In this chapter we take a much-needed look at some experimental data and contrast this
data to the quantum phase theories we have encountered so far. Recall that we already
noted in the introduction how the treatment of quantum phase was remarkably devoid
of experimental veriﬁcation, allowing almost a dozen partially contradicting theories to
remain virtually unchallenged for the better part of a century.
The Noh, Fougères and Mandel experiments [5255] have brought a welcome reversal of
trends to this rather unproductive state of aﬀairs. Although isolated experiments had
been conducted before, e.g. by Gerhardt et al [12, 13], these were either so non-speciﬁc
or so limited in resolution that a falsiﬁcation of any of the then prevalent theories was
practically impossible, while new theories needed little modiﬁcation to comply with the
available results. Noh, Fougères and Mandel have changed this by conducting a rather
rigorous experimental procedure whose precise results have, ﬁnally, brought discredit on
several of the operator-based phase theories, including, surprisingly, the PB-formalism. At
the same time, some justiﬁcation has been provided for the less abstract approaches such
as those involving quasiprobability distributions.31.
Unfortunately, no deﬁnitive conclusions have been drawn from these results. Pegg, Barnett
and Vaccaro continue to insist that their operator is the true solution to the phase problem,
recently having published a review of the quantum phase problem which comprises their
own papers virtually exclusively [36]. And ironically, Noh et al's results have not only
failed to settle the feud between the PB-camp and the quasiprobability camp, but Noh et
al have appended their own interpretation of quantum phase to an already confused ﬁeld
that is in desperate need of decluttering.
In the following, we will focus primarily on Noh et al's experimental results and less on
their phase description, although we will brieﬂy touch on the latter, too.
31Quasiprobability distributions are also called measured phase distributions, but their treatment is unfor-
tunately beyond the scope of this book. Some literature about quasiprobability distributions in general
includes [56, 57], while phase-speciﬁc treatments are given in [8, 11, 47, 5863]
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5.1 The NFM experiment
The experiment conducted by Noh, Fougères and Mandel is a high precision homodyne
phase measurement scheme measuring the phase diﬀerence between two inputs derived
from the same initial source. Although it is not an absolute phase measurement stricto
sensu, it approaches absolute phase measurement if one of the inputs is set up to be a
highly coherent, strong local oscillator.
5.1.1 Setup and measurement
BS1
|β〉
|0〉
BS2
|α〉
|0〉
BS3
D3
D4
BS5
D5
D6
λ/4-shift
Figure 5.1: The measurement scheme used by
Noh et al.
Noh et al propose two measuring schemes,
one of which allows simultaneous measure-
ment of the sine and cosine of the phase dif-
ference between the two inputs, and one of
which does not. We focus here on the one
which does allow such simultaneous mea-
surement, and which is shown in ﬁgure 5.1.
As we see, the two inputs (each consisting
of a coherent state/superposition of coher-
ent states and a vacuum state) are dupli-
cated through beam splitters and led to two
sets of detectors D3 through D6, where in-
terference measurements are conducted via
additional beam splitters. Additionally, one of the paths leading to the second set of detec-
tors contains a λ/4 phase shift, which causes detectors D5 and D6 to measure sine instead
of cosine.
The detectors measure counting rates nj which can be turned into sine and cosine mea-
surements of the phase diﬀerence as follows [8, 55]:
cosM (ϕ2 − ϕ1) = n4 − n3
[(n4 − n3)2 + (n6 − n5)2]1/2
(5.1.1a)
sinM (ϕ2 − ϕ1) = n6 − n5
[(n4 − n3)2 + (n6 − n5)2]1/2
(5.1.1b)
5.1.2 The NFM operational phase
To explain these counting rates quantum mechanically, Noh, Fougères and Mandel's in-
troduced the so-called concept of "operational phase". This is supposed to express that
the operators which optimally describe a measurement do not exist independently of that
measurement, but must instead be sought and found individually for each experimental
setup or "operation".
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Indeed, for the eight-port homodyne measurement, the operators that describe the mea-
surement are uncannily similar to equations (5.1.1a) and (5.1.1b) describing the photon-
counts at detectors D3 through D6:
CˆM =
nˆ4 − nˆ3
[(nˆ4 − nˆ3)2 + (nˆ6 − nˆ5)2]1/2
(5.1.2a)
SˆM =
nˆ6 − nˆ5
[(nˆ4 − nˆ3)2 + (nˆ6 − nˆ5)2]1/2
. (5.1.2b)
From these operators, NFM are able to calculate all relevant quantum mechanical ﬁgures
in impressive agreement with their experimental data.
Obviously, such a direct reliance on the experimental setup is uncomforting and has very
serious implications for our understanding of quantum phase. We will, however, not delve
more deeply into these problems for two reasons (for more information on those who
will, cf. [59]): First, our focus is on quantum phase theory and therefore we do not
gain much by surrendering to the idea that an abstract concept of phase does not exist
independently of any speciﬁc measurement. Second and more importantly, there are two
ways to circumvent the daunting conclusion reached by Noh, Fougères and Mandel, which
will brieﬂy be presented in sections 5.2 and 5.3.
5.1.3 NFM and the SG/PB-POM formalism
Figure 5.2: Comparison between the results
measured and predicted in the
NFM-experiment with the corre-
sponding results obtained via the
SG/PB-POM formalism. Taken
from [53]
We now want to know how the SG/PB-
POM formalism holds up against the ex-
perimental results. Luckily, such a com-
parison has already been executed Noh et
al., who fed the setup in ﬁg. 5.1 with two
coherent states, the ﬁrst of which had a
mean photon number ranging from 〈n1〉 =
0, 01 · · · 30 and the second of which (the ref-
erence beam) was ﬁxed at 〈n2〉 = 50. They
then plotted the operator cosine expecta-
tion value against the average photon num-
ber of the weaker beam and compared this
data to the theoretical values calculated us-
ing the SG/PB-POM and their own inter-
pretation of quantum phase (cf. ﬁgure 5.2,
taken from [53]).
Unsurprisingly, NFM's operational phase describes the experiment beautifully. Unfortu-
nately the same can not be said of the SG/PB-POM formalism, which consistently under-
shoots the data. Given that the measurements conducted by Noh et al are very precise
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and the error bars therefore very small, this shows that the SG/PB-POM is incompatible
at least with the eight-port homodyne measurement shown above in ﬁgure 5.1!
5.2 Connections to quasiprobability distributions
In 1993, Freyberger, Vogel and Schleich as well as Leonhardt and Paul introduced several
papers in direct response to the NFM experiments [6366], in which they posited that
the NFM-phase distribution could be written as the radial integration of the Q-function
of the measured state. This would mean that the experimental data of NFM could be
explained within the theoretical framework of the area-of-overlap approach in phase-space,
thus obviating the need for "operational phase" as proposed by NFM, and bridging the
divide between theory and experiment that NFM's results threatened to introduce into the
quantum phase discussion. Unfortunately, the treatment of this approach is beyond the
scope of this thesis, but it is presented in more than suﬃcient detail in the papers just
cited in this paragraph.
5.3 Optical homodyne tomography (OHT)
We make one more minor digression before ﬁnally proceeding to the conclusion of this
chapter. Smithey et al. have developed another experimental procedure for measuring
phase distributions which, similar to medical imaging, they call optical homodyne tomog-
raphy, or OHT for short [8, 11]. We do not go into the details of this contribution, but
note that OHT is a procedure that permits a direct measurement of the Wigner function
of a given state, from which all relevant quantum physical data can be calculated.
What is interesting about this is that each of the theories we have encountered so far
(SG-formalism, PB-formalism) can be used to explain the experiment. This is because the
formalism employed leads to diﬀerent experimental phase distribution resulting from the
raw data, and each of these experimental phase theories is in excellent agreement with its
respective theory. The interested reader is referred here to the original paper [11].
5.4 Conclusion
Unfortunately, we have to conclude this section by noting that the experiments conducted
thus far have not been able to decide decisively in favor of one or another phase theory. It
is, however, encouraging that NFM's conclusion on the impossibility of ﬁnding one unifying
abstract phase operator is faulty, since the NFM data can be directly explained by a variant
of the area-of-overlap approach and does not unequivocally contradict the SG/PB-POM
formalism.
Chapter 6
Summary of theoretical framework
We have come quite a long way since the beginning of this thesis. Starting from Dirac's
ﬁrst attempt of a phase description in analogy to the position and momentum operators,
which was derived from a polar decomposition of the destruction operator, we have seen
the SG formalism, determined the reasons for the awkward behavior of the proposed phase
observable, proved that an hermitian phase operator cannot exist, have nonetheless found
one, albeit in a truncated Hilbert space, have met the PB formalism and reviewed some of
the criticisms voiced against it, generalized it to the SG/PB-POM formalism, and ﬁnally
took a look at available experimental data.
Before we proceed to the last two chapters, we now brieﬂy take time to resume the cur-
rent state of quantum phase theory by summarizing the essentials of the phase operator
approach, where the SG/PB-POM formalism seemed to aﬀord the most reasonable de-
scription.
Remember that we started from a rescaled annihilation operator which we denoted Óeiϕ
Óeiϕ = ∞X
n=0
|n〉〈n+ 1| . (6.0.1)
We used the eigenstates generated by this operator
eiϕ¶ = ∞X
n=0
einϕ |n〉 (6.0.2)
to deﬁne a probability operator measure
dΠ(ϕ) =
dϕ
2pi
eiϕ¶¬eiϕ (6.0.3)
which resolved to the identityZ ϕ0+2pi
ϕ
dΠ(ϕ) =
Z ϕ0+2pi
ϕ
dϕ
2pi
eiϕ¶¬eiϕ = 1 . (6.0.4)
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Using this probability operator measure, we were able to deﬁne a non-hermitian phase
operator
ϕˆ =
ϕ0+2piZ
ϕ0
ϕdΠ(ϕ) =
1
2pi
ϕ0+2piZ
ϕ0
ϕdϕ
eiϕ¶¬eiϕ (6.0.5)
which oﬀered a complete description of phase because it allowed the calculation of the
phase probability distribution for arbitrary states |ψ〉
P (ϕ) =
1
2pi
¬eiϕ|ψ¶2 (6.0.6)
and the calculation of expectation values of arbitrary functions of phase as
〈F (ϕˆ)〉 =
ϕ0+2piZ
ϕ0
F (ϕ) 〈ψ |dΠ(ϕ)|ψ〉 . (6.0.7)
The SG/PB-POM consolidated approach just summarized comes with the several pleasant
characteristics that higher moments of the phase are consistent with the phenomenologi-
cally expected higher moments (so-called "acid test"), and that because of the possibility
to calculate arbitrary functions of phase with formula (6.0.7), we dispose over maximum
ﬂexibility that the initial SG-formalism was unable to provide us with. The only (expected)
caveat lies in the fact that exact phase measurement is impossible, as the eigenkets of the
exponential phase operator (lowering operator) are overcomplete and therefore not orthog-
onal, yielding a residual fuzziness that violates the projection hypothesis and leads to the
possibility that repeated measurements of phase yield diﬀerent results. This we can live
with, since the practical value of the projection hypothesis is debatable at best.
Chapter 7
Some theory on uncertainty relations
Having resumed the state of aﬀairs in quantum phase in the previous chapter, this chapter
will be the last theoretical excursion before we ﬁnally continue to conclusions and discus-
sion. The purpose of this chapter is twofold: on the one hand, it combines the results
concerning quantum uncertainties that arose in the text thus far into a consolidated treat-
ment with respect to the SG/PB-formalism. On the other hand, it explores some additional
concepts that have not thus far been reviewed, including some observations on the nature
of uncertainty relations in general.
The chapter will be divided into two sections, the ﬁrst dealing with a supposed uncer-
tainty relation between number and phase, and the second focusing on phase uncertainty
and examining the maximum resolution of phase measurements, which, given that phase
eigenstates are held to be physically inaccessible, will be seen to be ﬁnite.
7.1 The phase-number uncertainty relation
In this section, we examine the justiﬁcation of the empirical result
∆nˆ ·∆ϕˆ ≥ 12 (7.1.1)
by uncertainty-theoretic arguments followed by an application of the formalisms we have
described in chapters 3-4.
7.1.1 Heisenberg uncertainty
In general physics, the Heisenberg formulation of uncertainty is the commonly accepted
canon. We recall that according to this formulation, for any operators Aˆ and Bˆ, we have
∆Aˆ ·∆Bˆ ≥ 12
¬[Aˆ, Bˆ]¶ , (7.1.2)
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which follows rather straightforwardly from the deﬁnition of the variance and the Cauchy-
Schwarz inequality. In the case of the position and momentum operators, this simpliﬁes
to
∆xˆ ·∆pˆ ≥ ~
2
(7.1.3)
since [xˆ, pˆ] = i~. This is a ubiquitously known expression which motivated the search for
an equivalent number-phase relation
∆nˆ ·∆ϕˆ ≥ 1
2
(wrong). (7.1.4)
At this point, there are two questions to ask: First, how do we adapt the Heisenberg formu-
lation to periodic variables measured in angular coordinates, such as phase? And second,
is a root-mean-square measure really the optimal way to measure phase uncertainty? Both
will be dealt with in the following subsections.
7.1.2 Derivation using generalized coordinates
First, we will expand the Heisenberg formulation of uncertainty to generalized coordinates
[67] in order to be able to integrate periodicity into the uncertainty model. To this end, we
deﬁne generalized coordinates for the position and momentum variables ql and pˆl, where
pˆl and ql are related such that [68]
pˆl = −i~

∂
∂ql
+
1
2w
∂w
∂ql

(7.1.5)
with w =
√
g and g the elements of the metric tensor Gik. We introduce a wave function ψ
and use the well-known fact that the integral over a modulus squared is necessarily greater
than or equal to zero to obtain
I(ξ) =
Z
|ξ(ql − 〈ql〉)ψ + i(pˆl − 〈pˆl〉)ψ|2 dτ ≥ 0 . (7.1.6)
ξ is an arbitrary real parameter and the integration is conducted over the entire space of
the variables ql. Expanding expression (7.1.6) yields
I(ξ) =
Z 
ξ2(ql − 〈ql〉)∗ψ∗(ql − 〈ql〉)ψ − i(pˆl − 〈pˆ1〉)∗ψ∗ξ(ql − 〈ql〉)ψ+
+ iξ(ql − 〈ql〉)∗ψ∗(pˆl − 〈pˆ1〉)ψ + (pˆl − 〈pˆ1〉)∗ψ∗(pˆl − 〈pˆ1〉)ψ

dτ ≥ 0 ,
(7.1.7)
and with Z
Aˆ∗ψ∗Aˆψ dτ =
¬
A2
¶
(7.1.8)
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as well as the deﬁnitions (∆ql)2 =
¬
(ql − 〈ql〉)2
¶
and (∆pˆl)2 =
¬
(pˆl − 〈pˆl〉)2
¶
we ﬁnally
obtain
I(ξ) = ξ2(∆ql)2 + ξ~
Z "
∂
∂ql
+
1
2w
∂w
∂ql
−
ﬁ
∂
∂ql
ﬂ
−
ﬁ
1
2w
∂w
∂ql
ﬂ
ψ∗(ql − 〈ql〉)ψ+
+ (ql − 〈ql〉)∗ψ∗ ·

∂
∂ql
+
1
2w
∂w
∂ql
−
ﬁ
∂
∂ql
ﬂ
−
ﬁ
1
2w
∂w
∂ql
ﬂ
ψ
#
dτ + (∆pˆl)2 ≥ 0 ,
(7.1.9)
or for short
I(ξ) = ξ2(∆ql)2 − ξ~J + (∆pˆl)2 ≥ 0 . (7.1.10)
The middle integral can be integrated by parts [67] and yields
J = 1−
Z nY
i 6=l
dqi [(ql − 〈ql〉)wψψ∗]
b
a
, (7.1.11)
where (a, b) is the interval on which the generalized variable ql is deﬁned. We now rearrange
the inequality (7.1.10) as follows
ξ(∆ql)2 +
1
ξ
(∆pˆl)2 ≥ ~J (7.1.12a)
⇔ ξ2(∆ql)4 + 1
ξ2
(∆pˆl)4 + 2(∆qˆl)2(∆pˆl)2 ≥ ~2J2 (7.1.12b)
⇔

ξ(∆ql)2 − 1
ξ
(∆pˆl)2
2
+ 4(∆qˆl)2(∆pˆl)2 ≥ ~2J2 (7.1.12c)
⇔ 4(∆qˆl)2(∆pˆl)2 ≥ ~2J2 , (7.1.12d)
where the last line follows from the fact that we have derived equation (7.1.10) for arbitrary
ξ, and that therefore we can always ﬁnd a ξ which causes

ξ(∆ql)2 − ξ−1(∆pˆl)2
2
to vanish.
Taking the square root and rearranging gives the well-known Heisenberg formulation plus
an extra term describing the metric:
∆qˆl ·∆pˆl ≥ 12~
1−
Z nY
i 6=l
dqi [(ql − 〈ql〉)wψψ∗]
b
a
 (7.1.13)
For linear cartesian coordinates, this simpliﬁes to the well-known
∆xˆ ·∆pˆ ≥ 12~ . (7.1.14)
But for the phase-number uncertainty, we need to explicitly calculate the right-hand-side
of eq. (7.1.13). We note that since ϕ = ql is the only degree of freedom,
Qn
i 6=l w dqi = 0
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and we may drop the integral, calculating only [(ϕ− 〈ϕ〉)ψψ∗] 2pi
0
.
[(ϕ− 〈ϕ〉)ψψ∗] 2pi
0
= (2pi − 〈ϕ〉) |ψ(2pi)|2 − (0− 〈ϕ〉) |ψ(0)|2 = 2pi |ψ(2pi)|2 . (7.1.15)
This leads to the uncertainty relation
∆ϕˆ ·∆nˆ ≥
1− 2pi |ψ(2pi)|2 , (7.1.16)
which is in agreement with phenomenological observations.
It is important, however, to note that this uncertainty relation is intrinsically approximate,
since - in marked contrast to the case of angle and angular momentum operators treated
in [67] - a reasonably well-behaved phase operator does not share a canonic commutation
relation with the number operator (cf. 3.3.2) and therefore, eq. (7.1.5) does not apply but
approximately.
7.1.3 Derivation using PB-formalism
Several papers corroborate that the expression for the number-phase uncertainty derived
above is reasonable by comparing it to the uncertainty relation arising from the PB-
formalism [15, 69]. This is an important display of consistency in quantum phase operator
theory, since there is no a priori reason to expect these results to be equal, as they are
relying on diﬀerent assumptions (a similar case of such unexpected connections was the
proof of equality of the SG-POM and the PB-POM).
We remember that in section 4.2.6, we derived in passing that
∆nˆ ·∆ϕˆϕ0 ≥
1
2
|1− 2piP (ϕ0)| . (7.1.17)
This is equal to eq. (7.1.16) because we can modify eq. (7.1.15) to incorporate a reference
phase ϕ0 as follows
[(ϕ− 〈ϕ〉)ψψ∗] 2pi+ϕ0
ϕ0
= (2pi + ϕ0 − 〈ϕ〉) |ψ(2pi + ϕ0)|2 − (ϕ0 − 〈ϕ〉) |ψ(ϕ0)|2 =
= 2pi |ψ(ϕ0)|2 = 2piP (ϕ0) .
(7.1.18)
We used here that by periodicity, |ψ(2pi + ϕ0)|2 = |ψ(ϕ0)|2, and that |ψ(ϕ0)|2 = P (ϕ0).
Scattered throughout chapter 4, we covered all that is needed to derive this uncertainty
relation, but we repeat the most important steps here in a consolidated version. To this
end, recall the deﬁnition of the phase operator in terms of number states in equations
(4.2.11), which we used in eq. (4.2.16) to calculate the commutator as
[nˆ, ϕˆϕ0 ] =
2pi
s+ 1
sX
n′ 6=n
n′¶〈n| (n′ − n)ei(n′−n)ϕ0
ei(n′−n)2pi/(s+1) − 1 . (7.1.19)
7.1 The phase-number uncertainty relation 95
Note that the sum lacks a term for n′ = n, which means that the trace 〈n |[ϕˆϕ0 , nˆ]|n〉 ≡ 0.
Expression (7.1.19) is not particularly helpful, and does not, in fact, directly lead to the
uncertainty relation derived from the metric tensor and the supposed CCR (canonic com-
mutation relation) above. However, a very pragmatic simpliﬁcation does: With Pegg and
Barnett, we argue that any physically accessible state arises from an interaction that is
ﬁnite in time and intensity, usually with an energy source that is ﬁnite in the sense that
the highest excitable number state is bounded. Requiring ﬁnite interaction time and inten-
sity is a weaker condition than also requiring a ﬁnite energy source - the latter excludes,
for example, the coherent states - but any state satisfying the stronger condition can be
approximated arbitrarily well to a state which satisﬁes the weaker condition.
Calculating the commutator for physical states is then equal to setting s very large but
not inﬁnite, which yields the following approximation
[nˆ, ϕˆϕ0 ]p = lims〈n〉
2pi
s+ 1
sX
n′ 6=n
n′¶〈n| (n′ − n)ei(n′−n)ϕ0
ei(n′−n)2pi/(s+1) − 1 =
≈ 2pi
s+ 1
sX
n′ 6=n
n′¶〈n| (n′ − n)ei(n′−n)ϕ0
i(n′ − n)2pi/(s+ 1) =
= −i
sX
n′ 6=n
n′¶〈n| ei(n′−n)ϕ0 =
= −i
sX
n′,n=0
n′¶〈n| (1− δnn′)ei(n′−n)ϕ0 .
(7.1.20)
We now factor the sum
[nˆ, ϕˆϕ0 ]p = −i
sX
n′,n=0
n′¶〈n| (1− δnn′)ei(n′−n)ϕ0 =
= i
sX
n=0
|n〉〈n| − i
"
sX
n′=0
ein
′ϕ0
n′¶ # · " sX
n=0
e−inϕ0 〈n|
#
=
= i

1− (s+ 1) |ϕ0〉〈ϕ0|

,
(7.1.21)
where for the last equality, we have used that
sX
n
|n〉〈n| ≡ 1 (7.1.22)
and
|ϕ〉 = (s+ 1)−1/2
sX
n=0
einϕ |n〉 . (7.1.23)
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Evaluating for the physical states, which we will now simply call |ψ〉, yields
〈ψ |[nˆ, ϕˆϕ0 ]|ψ〉 = i

1− (s+ 1) |〈ψ|ϕ0〉|2

, (7.1.24)
which for large s approaches the probability distribution
〈ψ |[nˆ, ϕˆϕ0 ]|ψ〉 = i

1− 2piP (ϕ0)

, (7.1.25)
yielding the sought-after relation
∆nˆ ·∆ϕˆϕ0 ≥
1
2
|1− 2piP (ϕ0)| . (7.1.26)
According to the weak operator topology and the conclusions reached about the PB-POM
(cf. sections 4.3.1 and 4.3.2.3), this result should be permissible because the calculation
of the commutator only requires the ﬁrst moment of the operator ϕˆϕ0 and not any higher
moments.
7.1.4 Diﬀerent measures of uncertainty
We conclude our section on the number-phase-uncertainty relation with a short primer on
other possible measures of uncertainty besides the simple rms-variance that has been used
above. The importance of such alternative measures is rising, since the second moment
of an operator is admittedly a very good measure for single hump distributions in linear
coordinates, but performs rather poorly on multiple hump distributions or on periodic
variables such as phase, where we must accept an unwieldy dependence of the uncertainty
on an arbitrarily deﬁned reference phase, rendering the uncertainty itself a tad arbitrary.
For the case of quantum phase, Bialynicki-Birula, Freyberger and Schleich have compiled a
brief overview of useful measures besides rms, which we will examine brieﬂy in turn [70].
7.1.4.1 Overview
The somewhat remarkable dominance of the second moment of operator-observables as a
measure of uncertainty is most certainly due to the importance of variance in statistics
and stochastic calculus. However, there are several measures which are just as adequate
and often serve as a useful alternative in the context of unconventional wave-functions (i.e.
multiple humps, curvilinear coordinates, periodic boundaries etc).
An uncertainty measure may most generally be expressed as a function of some functional
of ϕ:
∆uϕ = Fu(X), X =
ϕ0+2piZ
ϕ0
dϕP (ϕ)fu[ϕ, P ] . (7.1.27)
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For the variance, it is easy to see that
Fv(X) = X (7.1.28a)
fv[ϕ, P ] = (ϕ− 〈ϕ〉)2 (7.1.28b)
yielding
∆vϕ =
ϕ0+2piZ
ϕ0
dϕP (ϕ)(ϕ− 〈ϕ〉)2 . (7.1.28c)
But it is also easy to surmise that for diﬀerent values of ϕ0, the integral will oscillate be-
tween a maximum and a minimum value, yielding only a vague estimate of the uncertainty
instead of a precise value.
7.1.4.2 Inverse of maximal value
The inverse of maximal value measure is at once an improvement and a setback when
compared to the variance. It is deﬁned as
Fm(X) = X−1 (7.1.29a)
fm[ϕ, P ] = δ(ϕ− ϕmax) (7.1.29b)
yielding
∆mϕ =
24 ϕ0+2piZ
ϕ0
dϕP (ϕ)δ(ϕ− ϕmax)
35−1 = [P (ϕmax)]−1 , (7.1.29c)
where ϕmax is the value which maximizes P (ϕ). Obviously, this measure is invariant under
rotations since the probability distribution on which this measure directly depends is itself
rotationally invariant under the operation max |P (ϕ)|.32 On the other hand, it suﬀers
from the big problem that it originates from the evaluation of a single value instead of a
distribution, causing this measure to be unable to diﬀerentiate between say a triangular
and a rectangular function if their maxima are equal. Also, it is very diﬃcult to calculate
this measure from experimental data, since the measurement of the maximum value is
much less precise than the measurement of an entire distribution.
32Note that the authors of [70] apparently do not share this opinion and hold the inverse of maximal phase
measure not to be rotationally invariant, but I do not see why.
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The main reason that this rather awkward measure is in any use at all probably stems
from some well-known papers by Shapiro and others (e.g. [71]) which rely on it. For most
intents and purposes, however, it is of rather limited use.
7.1.4.3 Inverse of averaged distribution
The inverse of averaged distribution is yet another slight improvement over the inverse of
maximal value measure and is deﬁned as
Fa(X) = X−1 (7.1.30a)
fa[ϕ, P ] = P (ϕ) (7.1.30b)
yielding
∆aϕ =
24 ϕ0+2piZ
ϕ0
dϕP (ϕ)P (ϕ)
35−1 . (7.1.30c)
Unlike the inverse of maximal value measure, it takes the global behavior of the phase
distribution into account, but unlike the variance, it does not have any nonlinear direct
dependence on ϕ, making it rotationally invariant. It is therefore better suited to the
description of uncertainty than either of these, although its practical use seems to be
limited.
7.1.4.4 Dispersion
We introduce, ﬁnally, the dispersion, which is the average value of the phase factor, as
follows
Fd(X) = 1−X2 (7.1.31a)
fd[ϕ, P ] = eiϕ (7.1.31b)
which yields
∆dϕ = 1−
24 ϕ0+2piZ
ϕ0
dϕP (ϕ)eiϕ
352 . (7.1.31c)
The use of the 2pi-periodic function eiϕ in this equation best reﬂects the periodicity of
the probability distribution, therefore making it naturally suited to the description of
phase, and for sharp peaks at ϕ = 0, this measure approaches the variance, as can be
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qualitatively ascertained by noting the small-value Taylor approximation of the exponential
which approximately yields 1− [eiϕ]2 ≈ ϕ2.
Note that Hradil, Rehacek et al [72] have also found dispersion to be a good uncertainty
measure for the observables angle and angular momentum and have used the product
of the second moment of angular momentum and the dispersion of angle to calculate
minimum uncertainty light polarization states. Although we do not treat angle and angular
momentum here, we note that a similar relation might be useful in the case of phase and
number when we turn to minimum uncertainty states, see section 7.2
7.1.4.5 Entropic measure of uncertainty
We brieﬂy note one ﬁnal measure of uncertainty which has attracted some attention, and
which is based on entropy considerations. In this case, we have
Fe(X) = X (7.1.32a)
fe[ϕ, P ] = − lnP (ϕ) (7.1.32b)
yielding
∆eϕ = −
ϕ0+2piZ
ϕ0
dϕP (ϕ) lnP (ϕ) . (7.1.32c)
We will not go any further into this measure, but note that it sometimes oﬀers a viable
alternative when the usual uncertainty measures fail.
7.2 Minimum uncertainty states
Having spent enough time on the notion of uncertainty and the calculation of uncertainty
relations, we now delve into the subject of minimum uncertainty states. Minimum uncer-
tainty states are states that minimize a given uncertainty relation; minimum uncertainty
states that reach the equality between the left and right hand sides of an uncertainty rela-
tion are called intelligent states, and an example of the latter would be the coherent states
for the position-momentum uncertainty relation.
7.2.1 Calculational tools
From a conceptual point of view, the determination of minimum uncertainty states is
mathematically straightforward, even though the concrete calculation may turn out to be
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quite complex and may sometimes require numeric methods. However, the usability of
the states thus derived varies widely, ranging from well understood (coherent states) to
nonsensical (most of the phase-number minimum uncertainty states).
In this section, we will give the basic calculus needed to determine minimum uncertainty
states [73] and apply it exemplarily to the uncertainty relation between position and mo-
mentum. In the next section, we will then list (since the actual calculation is tedious and
not speciﬁcally revealing) some of the results that the procedure gives for phase-number
minimum uncertainty states.
We start with the uncertainty product for a normalizable state |ψ〉 and use the Schwartz
inequality [73]
(∆Aˆ)2(∆Bˆ)2 =
¬
Aˆ′2
¶ ¬
Bˆ′2
¶
≥
¬Aˆ′Bˆ′¶2 , (7.2.1)
where Aˆ′ = Aˆ−
¬
Aˆ
¶
. We can now make two rearrangements. On the one hand, a simple cal-
culation shows that we can partition
¬Aˆ′Bˆ′¶2 into a commutator and an anticommutator
as follows
P (ψ) = 14
¬[Aˆ′, Bˆ′]¶2 (7.2.2a)
Q(ψ) = 14
¬{Aˆ′, Bˆ′}¶2 (7.2.2b)
P (ψ) +Q(ψ) =
¬Aˆ′Bˆ′¶2 , (7.2.2c)
yielding
(∆Aˆ)2(∆Bˆ)2 = P (ψ) +Q(ψ) +R(ψ) (7.2.3)
with R(ψ) an additional remainder term resulting from the application of the Schwartz
inequality. On the other hand, we know that quite generally,
(∆Aˆ)2(∆Bˆ)2 ≥ 14
¬[Aˆ, Bˆ]¶2 = 14 ¬[Aˆ′, Bˆ′]¶2 = P (ψ) , (7.2.4)
This means that in order to minimize the uncertainty relation, we need to ﬁnd a |ψ〉 so
that Q(ψ)+R(ψ) = 0. Moreover, since Q(ψ) is positive semideﬁnite, both Q(ψ) and R(ψ)
need to vanish individually. This yields a special type of eigenvalue equation whereby
Aˆ′ |ψ〉+ iγBˆ′ |ψ〉 = 0 (7.2.5)
or
(Aˆ+ iγBˆ) |ψ〉 = (
¬
Aˆ
¶
+ iγ
¬
Bˆ
¶
) |ψ〉 . (7.2.6)
The solution to this diﬀerential equation gives all states that minimize the uncertainty
relation. These states are determined by the operators Aˆ and Bˆ and by the three free
parameters γ,
¬
Aˆ
¶
and
¬
Bˆ
¶
. Moreover, the above equation gives us a simple test to see
whether a state is a minimum uncertainty state because all minimum uncertainty states
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are eigenkets of the (Aˆ+ iγBˆ) operator.
For example, if we want to ﬁgure out the minimum uncertainty states of the position and
momentum operators, we need merely ﬁnd the eigenstates of Xˆ+ iγPˆ . For γ = 1, Xˆ+ iγPˆ
simply becomes the annihilation operator aˆ, identifying the vacuum state and the coherent
states as minimum uncertainty states since
aˆ |0〉 = 0 |0〉 = 0 (7.2.7a)
aˆ |α〉 = α |α〉 . (7.2.7b)
We also see that
¬
Xˆ
¶
and
¬
Pˆ
¶
correctly turn out to be the coordinates of the coherent
state in the complex plane, and upon closer examination, it turns out that γ 6= 1 leads to
a squeezed annihilation operator which has the squeezed states as eigenstates, which are
thus also minimum uncertainty states.
7.2.2 Calculation of optimal states
Unfortunately, in the case of the number-phase uncertainty relation, the minimum un-
certainty states (MUS) are much less well deﬁned, because the variance causes certain
problems in the derivation of such states owing to the periodicity of phase, while another
uncertainty measures has not yet unequivocally been agreed upon, so that many parallel
formulations exist (e.g. using dispersion [74] or the inverse of squared probability measure
[75]).
We will therefore restrict ourselves to a short summary of the variance-based minimum
uncertainty states that have been found by Vaccaro and Pegg in applying their formalism
[33], and brieﬂy compare them to the Bandilla Paul dispersion type uncertainty states
[74].
Concerning, ﬁrst, the variance minimizing number-phase minimum uncertainty states, it
has been determined that sensu stricto, these are limited to the number states. This follows
from the general solution to the number-phase minimum uncertainty state diﬀerential
equation
(nˆ+ iγϕˆϕ0) |ψ〉 = (〈nˆ〉+ iγ 〈ϕˆϕ0〉) |ψ〉 , (7.2.8)
which gives a wave function for the MUS as follows [33]
ψ(ϕ) = δ−1/2A(γ)e−
1
2
γ(ϕ+2pik−〈ϕ〉)2−i〈n〉(ϕ+2pik) . (7.2.9)
Here, γ is the phase weight parameter from the diﬀerential equation and A(γ) a normal-
ization coeﬃcient. The periodicity of ψ(ϕ) is reﬂected in appropriate choices of k for
appropriate intervals, but this will in general lead to discontinuities in function and slope
that are impermissible for a wave function, unless γ = 0, giving the number states.
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Nonetheless, it is possible to give states that are approximately minimum uncertainty
states. More precisely, if γ is very large, then all values in which ψ(ϕ) diﬀers signiﬁ-
cantly from zero are within the main 2pi-interval, and the boundaries therefore become
approximately continuous. For such states, it turns out that
(∆nˆ)2 ≈ 12γ (7.2.10a)
(∆ϕˆϕ0)
2 ≈ (2γ)−1 , (7.2.10b)
giving a squared uncertainty product of approximately 14 and thereby satisfying the uncer-
tainty product
∆nˆ ·∆ϕˆϕ0 ≥
1
2
|1− 2piP (ϕ0)| , (7.2.11)
where by construction, P (ϕ0) is very small.
One very important result to remember is that intense coherent states and certain classes
of squeezed states satisfy the requirements of continuity well enough that they may be
considered minimum uncertainty states of phase, as has been shown in [16, 33].
We now brieﬂy turn to the Bandilla/Paul MUS [74] to show the importance that the choice
of measure has for the calculation of minimum uncertainty states.
Using the dispersion measure
(∆ϕˆ)2 = 1−
DÓeiϕE2 (7.2.12)
Bandilla and Paul are led to the maximization problem
∞X
n=0
cncn+1 = max (7.2.13)
with constraints
∞X
n=0
c2n = 1 (7.2.14a)
∞X
n=0
n c2n = N (fixed) (7.2.14b)
The solution of this variational problem gives a complicated expression in Bessel functions
for the number state coeﬃcients, which is markedly diﬀerent from the photon statistics the
coherent states exhibit. A marked diﬀerence can also be found between the phase statistics
of the two states, showing that the (high intensity) coherent states are approximate MUS
for variance, but not for dispersion (cf. also the graphs in [74]).
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7.3 Fuzzy measurement in the phase variable
The fact that phase states are not physical states cues us in to suspect that there may
be another aspect of uncertainty besides the complementarity between number and phase
to look out for. More concretely, we have seen many times that phase is not a classic
hermitian observable and therefore it is impossible to prepare any states that give a sharp
phase distribution.
We therefore ask if there is a way to predict how sharp such a measurement can become?
Note that for the position-momentum uncertainty relation, this problem does not exist,
since in principle, we may approximate the position and momentum eigenstates as closely
as we like, yielding no restriction on the possible sharpness of one isolated variable if the
uncertainty in the other is arbitrary.
Ou [76] has made a very simple argument for the fundamental limit of quantum phase
precision measurement which corroborates fuzzy measurement, but does not rely on any
considerations concerning phase operators. Instead, Ou recurs to the quantum nature of
light to ﬁnd a lower bound for the detectability of phase diﬀerences. More precisely, taking
any Mach/Zehnder-interferometer, we have for the interference
IOut = IIn(1− cosϕ)/2 . (7.3.1)
Sensitivity here is highest around ϕ = pi/2, were cosϕ ≈ −(ϕ − pi/2) so that there we
have
∆IOut = IIn∆ϕ/2 . (7.3.2)
In principle, this would set no limit for the ﬁneness of ∆ϕ, but the intensity is quantized
and thus if we replace the above equation by the corresponding expression for photon
numbers
∆NOut = NIn∆ϕ/2 . (7.3.3)
and set ∆NOut ≥ 1, i.e. a measurable phase shift requires at least one jump in quantum
number, we have
∆ϕ ≥ 2/NIn = 1/N (7.3.4)
where N = NIn/2 corresponds to the beam in the interferometer that experiences the
phase shift. For classical states of light which exhibit at best Poissonian statistics, this
leads to
∆ϕ ≥ 1/ 〈N〉 . (7.3.5)
This is of course not a rigorous argument, since states could be found that exhibit sub-
Poissonian statistics, or that circumvent the above reasoning in other ways. However, it
turns out, as Ou shows by employing various other gedankenexperimente [76], that the
limit ∆ϕ ≥ 1/ 〈N〉 seems to be coercive, and we are of course left to wonder if that is not
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related to the fuzziness of the phase observable as already stated multiple times in this
thesis.
7.4 Generalized uncertainty
We close this chapter on uncertainty with a reference to an interesting spin on uncertainty
that could be used to understand phase more thoroughly. This approach was examined
by Ozawa [77, 78] and recurs to the realm of generalized measurement to obtain a more
diﬀerentiated view about uncertainty than the simple Heisenberg relation (recall that we
have already met generalized measurement theory, albeit in a very simple sense, when
deriving the SG-POM, see section 4.3.2.2). Unfortunately, the treatment of generalized
uncertainty is beyond the scope of this thesis, but the inclined reader is encouraged to
peruse Ozawa's papers.
Chapter 8
Reﬂections and conclusion
We are now at the end of our journey through the realm of quantum phase, and here
we would like to think about why we encountered so many problems. After all, from a
neutral, common sense perspective and a pictorial motivation from phase space, it would
make obvious sense that number and phase should be conjugated to each other, that the
description of phase and number should be analogous to the description of angle and
angular momentum, and that a standard Heisenberg uncertainty relation holds.
What the last seven chapters have done is to show us most of the mechanics of the problem.
But they have not shown us why the mechanics cause problems. For example, we know that
phase is periodic, that the decomposition of the destruction operator is not unitary, that a
strong convergence to the one-sided inﬁnite Hilbert space is impossible, etc. etc., and that
these combined facts make the deﬁnition of a classical phase observable impossible. But
we do not know the ulterior reason for this behavior! This is why in the present chapter,
the question is: Why does this have to be so?.
One possibility why the deﬁnition of a hermitian phase operator is confronted with so many
diﬃculties at least in the standard formulation of quantum mechanics has been proposed
by Mendas [79], who warned that the existence of an hermitian phase observable would
allow the deﬁnition of a time operator Tˆ , making time itself an observable and thereby
depriving quantum mechanics of its smooth unitary evolution parameter t. The problems
plagueing the phase operator may then be seen as an analogue of the problems preventing
the deﬁnition of a time operator.
Another observation that could be made is that if phase were conjugate to number, we
could violate the uncertainty relation for position and momentum. This is because the
position-momentum uncertainty relation demands that if x is sharp, p must be inﬁnite.
But for a phase state at ϕ = 90◦, while position would be sharply equal to zero, momentum
would not be entirely indeﬁnite, since the sign of p would be known to be positive. This
eﬀectively halves the uncertainty in p, which is not allowed by the canonic commutation
relation of position and momentum, causing problems.
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It may also be stated that phase measurement must inherently be fuzzy since it involves
a simultaneous measurement of position and momentum. This may be valid and would
warrant further investigation also in light of the uncertainty theory introduced by Ozawa,
but the number operator constitutes a prima facie counterargument to this consideration,
since number is sharply deﬁned in the number states even though it also seems to require
the simultaneous measurement of two quadrature components.
Despite these diﬃculties, possible remedies may exist if we choose to look at the proverbial
"big picture". For example, we may have overidealized the absolute quality of phase, and
need to turn instead to a model which has more intrinsic physical meaning, e.g. by looking
at phase diﬀerence measurement. Or, possibly, we need a change in scope and have to
include at least a second mode in order to attenuate the vacuum destruction behavior of
the annihilation operator (i.e. "think outside the box", literally).
Whatever the real explanation for the encountered problems may ultimately be, phase is
certainly an area that has the potential to bring forth many interesting applications, and
it is with this outlook that we ﬁnish.
Appendix A
Quantum mechanical background
A.1 The harmonic oscillator model
A.1.1 Quantization of the EM-ﬁeld
Given Maxwell's equations
∇ ·D = q ∇ ·B = 0 ∇×E = −∂B
∂t
∇×H = j + ∂D
∂t
(A.1.1)
we examine a vector potential of the form A(r, t). Then we have
E = −∂A
∂t
B =∇×A ∇ ·A = 0 (A.1.2)
and A(r, t) fulﬁlls the wave equation A = 0. It follows that A(r, t) must be a combina-
tion of Fourier-terms such as sin(ωkt).
If we now observe a limited volume of space, A(r, t) has a Fourier-decomposition with a
limited spectrum, so that
A(r, t) = A(+)(r, t) +A(−)(r, t) (A.1.3)
A(+)(r, t) =
∞X
k
ckuk(r)e−iωkt (A.1.4)
A(+)(r, t) =

A(−)(r, t)
Ł∗
(A.1.5)
Note that uk(r) is a quantized representation of the position of the electromagnetic wave.
Replacing ck and c∗k by the operators aˆk und aˆ
†
k, the quantized electromagnetic ﬁeld re-
sults:
A(r, t) =
∞X
k
 ~
2ωk0
 
aˆkuk(r)e−iωkt + aˆ
†
ku
∗
k(r)e
iωkt

(A.1.6)
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The operators aˆk and aˆ
†
k fulﬁll the bosonic relation
[aˆk, aˆ′k] = [aˆ
†
k, aˆ
′†
k ] = 0 (A.1.7)
[aˆk, aˆ
′†
k ] = δkk′ . (A.1.8)
The appropriate diﬀerentiations of A(r, t) then lead, according to equation (A.1.2), to
E(r, t) und B(r, t). Combining this with the commutator relations in equations (A.1.7)
and (A.1.8), the Hamiltonian of the electromagnetic ﬁeld
H =
1
2
Z
(0E2 + µ0H2) dx (A.1.9)
may be expressed as
Hˆ =
X
k
~ωk

aˆ†kaˆk +
1
2

. (A.1.10)
Thus, the electromagnetic ﬁeld may be described by a superposition of quantum harmonic
oscillators.
A.1.2 Fock states
Restricting ourselves to a single mode k and dropping the index, we may go on to deﬁne
the Hamiltonian of the electric ﬁeld mode as:
Hˆ = ~ω

aˆ†aˆ+
1
2

(A.1.11)
Using the bosonic commutator
[aˆ, aˆ†] = 1 (A.1.12)
we may make the following observations about the eigenstates of the Hamiltonian:
H |n〉 = ~ω

aˆ†aˆ+
1
2

|n〉 = En |n〉 (A.1.13)
Applying aˆ from the left side and using the commutator:
aˆ H|n〉 = aˆ En|n〉 (A.1.14)
H aˆ|n〉+ ~ω aˆ|n〉 = En aˆ|n〉 (A.1.15)
H aˆ|n〉 = (En − ~ω) aˆ|n〉 (A.1.16)
H |n− 1〉 = En−1 |n− 1〉 (A.1.17)
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Using 〈n− 1|n− 1〉 = 1 we obtain:
⇒ aˆ|n〉 = √n|n− 1〉 (A.1.18)
⇒ aˆ†|n〉 = √n+ 1|n+ 1〉 (A.1.19)
Apparently, the operators aˆ und aˆ† shift the energy eigenvalues n down or up, respectively,
by ~ω. This has earned them the names "annihilation operator" and "creation operator".
We call the eigenstates |n〉 number states or Fock states to the eigenvalue n. They are
eigenstates of the number operator aˆ†aˆ (or short: nˆ) which is itself directly derived from
the Hamiltonian, and constitute a complete orthonormal system.
X
n
|n〉〈n| = 1 〈n|m〉 = δnm (A.1.20)
The number states measure the amplitude of an harmonic oscillator. The amplitude is
sharply deﬁned, but conversely, the number states have maximum uncertainty in phase
(cf. the phase space representation in ﬁgure A.1).
n = 0
n = 1
n = 2
t
Xˆ
Pˆ
t
Pˆ
∆Pˆ
Figure A.1: Phase space view of a number state
A.1.3 Coherent states
Because the number states exhibit complete uncertainty in phase, they are usually not
adequate to describe individual light beams. Instead, this purpose is ﬁlled by the coherent
states, which can most precisely be described (and pictured) as displaced vacuum states
(cf. ﬁgure A.2). It is thus no coincidence that they are deﬁned by the action of the so-called
displacement operator Dˆ(α)
Dˆ(α) ≡ exp(αaˆ† − α∗aˆ) (A.1.21)
on the vacuum
|α〉 = Dˆ(α)|0〉 . (A.1.22)
110 Appendix A: Quantum mechanical background
|α〉
t
φ
Xˆ
Pˆ
α
∆Pˆ
t
Pˆ
Figure A.2: Phase space view of a coherent state
An equivalent deﬁnition is that the coherent states are eigenstates of the annihilation
operator
aˆ|α〉 = α|α〉 (A.1.23)
Finally, a third deﬁnition is in terms of number states
|α〉 = e− |α|
2
2
X
n
αn√
n!
|n〉 . (A.1.24)
All of these formulations are equivalent, as we can appreciate by showing that the state
deﬁned in A.1.24 is
(i) an eigenstate of the annihilation operator, and
(ii) fulﬁlls |α〉 = Dˆ(α)|0〉.
ad (i): Apply aˆ to |α〉:
aˆ|α〉 = e− |α|
2
2
X
n
αn√
n!
aˆ|n〉 = e− |α|
2
2
X
n
αn√
n!
√
n|n− 1〉
= e−
|α|2
2
X
n
αn+1√
n!
|n〉+ aˆ|0〉

= α

e−
|α|2
2
X
n
αn√
n!
|n〉

= α|α〉
(A.1.25)
ad (ii): Express |n〉 in terms of |0〉 as
|n〉 = (aˆ
†)n√
n!
|0〉 (A.1.26)
and rearrange
⇒ |α〉 = e− |α|
2
2
X
n
αn(aˆ†)n
n!
|0〉 = e− |α|
2
2 eαaˆ
† |0〉 (A.1.27)
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Now insert a term exp{−α∗aˆ} just before the vacuum, which is possible since
e−α
∗aˆ |0〉 =
X
n
(−α∗aˆ)n
n!
|0〉 = |0〉 (A.1.28)
Thus
|α〉 = e−|α|2/2eαaˆ†e−α∗aˆ |0〉 , (A.1.29)
which using a variant of the Baker-Hausdorﬀ-formula may be rearranged to obtain
e−[A,B]/2eAeB = eA+B (A.1.30)
Therefore
|α〉 = e−|α|2/2eαaˆ†e−α∗aˆ |0〉 = exp (αaˆ† − α∗aˆ) |0〉 = Dˆ(α)|0〉 (A.1.31)
as desired.
A.1.4 Squeezed states
A variation on the coherent states are the squeezed states (for a comprehensive overview,
cf., e.g., [80]), which are squeezed coherent states for which the uncertainty in one quadra-
ture component is reduced (squeezed), while a corresponding increase is observed in the
other quadrature. For example, if the coherent states satisﬁed
∆A ·∆B = 1 (A.1.32a)
∆A = ∆B = 1 , (A.1.32b)
where Aˆ and Bˆ are rescaled and possibly rotated position and momentum operators, a
squeezed state will satisfy
∆A ·∆B = 1 (A.1.33a)
∆A < 1 or ∆B < 1 (A.1.33b)
(in a weaker formulation, the ﬁrst line may be omitted). The squeeze may occur in any
direction, leading to a general distinction between number squeezed states (which exhibit
less number uncertainty) and phase squeezed states (which exhibit less phase uncertainty).
To get a better feel for squeezed states, cf. ﬁgures A.3 and A.4.
A closed expression for the squeezed states in terms of number states is unwieldy, but in
analogy to the coherent states, squeezed states may be obtained from the vacuum states
by the action of a specialized operator called the squeeze operator, which is applied to a
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displaced vacuum (i.e. a coherent state):
|α, ε〉 = Sˆ(ε) Dˆ(α) |0〉 , (A.1.34)
where ε = r ·eiθ is the squeeze parameter denoting the angle and magnitude of the squeeze.
The squeeze operator is deﬁned as
Sˆ(ε) = e
1
2
(ε∗aˆ2−ε(aˆ†)2) (A.1.35)
|α, ε〉
t
φ
Xˆ
Pˆ
α
∆Pˆ
t
Pˆ
Figure A.3: Phase space view of an exemplary number squeezed state
|α, ε〉
t
φ
Xˆ
Pˆ
α
∆Pˆ
t
Pˆ
Figure A.4: Phase space view of an exemplary phase squeezed state
Appendix B
Miscellaneous
B.1 Susskind Glogower recursion relation
This appendix refers to the calculation of the eigenvalues and eigenstates of the Õsinϕ andÕcosϕ operators in section 3.1.3. The recursion relation between the coeﬃcients of the
number state decomposition was
a1 = 2iλsin a0 an = 2iλsin an−1 + an−2 (B.1.1a)
b1 = 2λcos b0 bn = 2λcos bn−1 − bn−2 (B.1.1b)
Susskind and Glogower [14] and with them Carruthers and Nieto [6] then proposed sub-
stituting 2iλsin = (p− 1p) and 2λcos = (q+ 1q ) (their notation was slightly diﬀerent), which
was supposed to give
an = Apn +Bp−n (B.1.2a)
bn = Aqn +Bq−n . (B.1.2b)
Testing this against the recursion relation apparently checks out
an = 2iλan−1 + an−2 =
= (p− 1
p
)(Apn−1 +Bp−n+1) +Apn−2 +Bp−n+2
= Apn −Apn−2 +Bp−n −Bp−n+2 +Apn−2 +Bp−n+2 =
= Apn +Bp−n = an
(B.1.3)
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and
bn = 2λbn−1 − bn−2 =
= (q +
1
q
)(Aqn−1 +Bq−n+1)− (Aqn−2 +Bq−n+2)
= Aqn +Aqn−2 +Bq−n +Bq−n+2 −Aqn−2 −Bq−n+2 =
= Aqn +Bq−n = bn .
(B.1.4)
However, this is only half of a full induction proof. When we test whether the initial
recursions for an and bn are right, we ﬁnd
a1 = 2iλsina0 = (p− 1
p
)(A+B) =
= Ap−Ap−1 +Bp−Bp−1 6= Ap+Bp−1 = a1
(B.1.5)
and
b1 = 2λcosb0 = (q +
1
q
)(A+B) =
= Aq +Aq−1 +Bq +Bq−1 6= Aq +Bq−1 = b1 .
(B.1.6)
The problem therefore lies with not making a full induction. But the substitutions 2iλsin =
(p− 1p) and 2λcos = (q + 1q ) can still be used to arrive at a sensible result, namely
an =
n
2X
k=−n
2
(−1)(k−n2 ) p2ka0 (B.1.7a)
bn =
n
2X
k=−n
2
q2kb0 , (B.1.7b)
where if n is odd, the sum runs over {· · · ,−32 ,−12 , 12 , 32 , · · · }. We ﬁrst test whether the
relation is fulﬁlled for the initial coeﬃcients and get
a1 = 2iλsina0 = (p− 1
p
)a0 = a1 (B.1.8)
and
b1 = 2λcosb0 = (q +
1
q
)b0 = b1 (B.1.9)
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Now we make the inductions:
an+1 = 2iλsinan + an−1 =
(p− 1
p
)
8<:
n
2X
k=−n
2
(−1)(k−n2 ) p2ka0
9=;+
8<:
n−1
2X
k=−n−1
2
(−1)(k−n−12 ) p2ka0
9=; =
=
8<:
n
2X
k=−n
2
(−1)(k−n2 ) p2k+1a0
9=;−
8<:
n
2X
k=−n
2
(−1)(k−n2 ) p2k−1a0
9=;+
+
8<:
n−1
2X
k=−n−1
2
(−1)(k−n−12 ) p2ka0
9=; =
=
8<:
n
2X
k=−n
2
(−1)(k−n2 ) p2k+1a0
9=;−
8<:
n
2X
k=−n
2
(−1)(k−n2 ) p2k−1a0
9=;+
+
8<:
n
2X
k=−n−2
2
(−1)(k−n2 ) p2k−1a0
9=; =
=
8<:
n
2X
k=−n
2
(−1)(k−n2 ) p2k+1a0
9=;− (−1)(−n) p−n−1 =
=
8<:
n+1
2X
k=−n+1
2
(−1)(k−n+12 ) p2ka0
9=; = an+1
(B.1.10)
and
bn+1 = 2λcosbn − bn−1 = (q + 1
q
)
8<:
n
2X
k=−n
2
q2kb0
9=;−
8<:
n−1
2X
k=−n−1
2
q2kb0
9=; =
=
8<:
n
2X
k=−n
2
q2k+1b0
9=;+
8<:
n
2X
k=−n
2
q2k−1b0
9=;−
8<:
n−1
2X
k=−n−1
2
q2kb0
9=; =
=
8<:
n+1
2X
k=−n+1
2
q2kb0
9=;+
8<:
n−1
2X
k=−n−1
2
q2kb0
9=;−
8<:
n−1
2X
k=−n−1
2
q2kb0
9=; =
=
8<:
n+1
2X
k=−n+1
2
q2kb0
9=; = bn+1
(B.1.11)
and we see that the recursion relations are fulﬁlled.
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Abstract
In the present thesis, a problem almost as old as quantum physics itself is critically reviewed
from a modern point of view. That problem is the so-called "quantum-phase problem",
which was discovered as early as 1926 by Dirac and remains puzzling in some aspects to
this day; its subject is a theoretical description of quantum phase, i.e. the phase of a
quantized electromagnetic or other ﬁeld described by harmonic oscillators.
While in this thesis, this problem is not solved (it has indeed reached a magnitude that
by far eludes the scope of any reasonably-sized diploma thesis), a coherent and consol-
idated derivation of the two main operator-based phase theories developed to date, the
Susskind/Glogower- and the Pegg/Barnett-formalism, is provided, by means of which key
insights into the nature of phase and the unique diﬃculties plagueing its quantum de-
scription are gained. These insights include a systematic identiﬁcation of the main issues
at hand, an abstract reasoning about the existence of phase-operators and crosslinks to
functional analysis and generalized measurement theory.
These theoretical parts are then followed by a brief primer on the experiments that have
been conducted so far, and by an overview over the topic of uncertainty and uncertainty
relations in the speciﬁc context of quantum phase. We close with general observations and
remarks. Throughout the thesis, special emphasis is put on providing the intermediate
steps of most of the derivations instead of just reproducing the results given in the litera-
ture, a useful process which at once operates as a sanity-check and illustrates how to work
with the quantities involved in any treatment of quantum phase.
vii

Zusammenfassung
In der vorliegenden Diplomarbeit wird aus heutiger Sicht ein Problem behandelt, dass
beinahe so alt ist wie die Quantenphysik selbst: das sogenannte Problem der Quantenphase.
Dieses Problem wurde bereits 1926 von Dirac entdeckt und stellt bis heute einen Aspekt
der Quantenphysik dar, der nicht vollständig verstanden ist; das Problem betriﬀt eine
theoretische Beschreibung von Quantenphase, d.h. des quantenmechanischen Äquivalents
der Phase eines Feldes, welches sich durch harmonische Oszillatoren beschreiben lässt.
Das Problem wird in der vorliegenden Arbeit zwar keiner Lösung zugeführt (dazu ist das
Thema viel zu groß und der vorhandene Platz viel zu gering), doch wird ein durchstrukturi-
erter und konsolidierter Überblick über die zwei hauptsächlichen auf einer Beschreibung
durch Operatoren beruhenden Quantenphasentheorien vorgenommen: den Susskind/Glo-
gower- und den Pegg/Barnett-Formalismus. Mithilfe dieser beiden Ansätze werden wichtige
Einblicke in die Natur der Quantenphase und die speziﬁschen Probleme, die sich ihrer
Beschreibung in den Weg stellen, gewonnen. Diese Einblicke umfassen beispielsweise eine
systematische Beschreibung der hauptsächlichen Problemkreise, eine abstrakte Diskussion
darüber, ob die Konstruktion eines Quantenphasenoperators überhaupt möglich ist, und
Querverbindungen etwa zur Funktionalanalysis oder der verallgemeinerten Messtheorie.
Auf diese eher theoretisch gehaltenen Arbeitsabschnitte folgt eine kurze Vorstellung der
bislang durchgeführten Experimente und ein Überblick über Unschärfe und Unschärferela-
tionen aus dem speziﬁschen Blickwinkel der Quantenphase. Die Arbeit schließt mit allge-
meinen Beobachtungen und Bemerkungen ab. Durchgängig wird dabei besondere Aufmerk-
samkeit darauf gelegt, Zwischenschritte in wichtigen Ableitungen anzuführen anstatt Ergeb-
nisse der Literatur einfach zu übernehmen, um einerseits eine Art Konsistenzprüfung zu
unternehmen und andererseits ein Gefühl dafür zu erhalten, wie die typischen Größen einer
Quantenphasentheorie miteinander interagieren.
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