multipoint formulas. It rests on the very general assumption that if the desired xed point appears as an argument in the formula then the formula returns the xed point.
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Many useful iterations for nding a zero x of a function f generate iterates according to a scheme of the form x k+1 = '(x k ; x k?1 ; : : : ; x k?n+1 ):
(1) For example, the secant method proceeds according to the formula x k+1 = x k?1 f(x k ) ? x k f(x k?1 ) f(x k ) ? f(x k?1 ) : (2) Since the method uses two previous iterates to generate the next, it is called a two-point method. Three-point methods are also in common use; e.g., Muller 
Only the constant in (3) depends on the particular method; in other words, the order of convergence depends only on the number of points. There is a simple reason why these di erent methods have the same rate of convergence: namely, each of the iterative methods named above return the solution whenever one of the arguments is the solution. More precisely, in the case of the secant method '(u; x ) x and '(x ; v) x ; as can easily be seen from (2) . The purpose of this note is to show that a general convergence proof for multipoint iterations can be based on this property.
Throughout we will assume that ' has as many derivatives as is needed for the analysis. The ideas are su ciently well illustrated for the general two-point iteration, and to avoid clutter we will analyze that case. At the end of the note, we will indicate the modi cations necessary for the general case.
The rst step in the analysis is to observe that since '(u; x ) and '(x ; v) are constant their derivatives with respect to u and v are zero:
' u (u; x ) 0 and ' v (x ; v) 0:
The same is true of the unmixed second derivatives:
' uu (u; x ) 0 and ' vv (x ; v) 0: The next step is to derive an error recursion. We begin by expanding ' about (x ; x ) in a Taylor series. Speci cally, '(x + p; x + q) = x + ' u (x ; x )p + ' v (x ; x )q We would like to factor the product pq out of this expression to obtain a product of errors like (3); however, we must rst massage the terms in p 2 and q 2 . Since ' uu (x + p; x ) = 0, it follows from a Taylor expansion in the second argument that ' uu (x + p; x + q) = ' uuv (x + p; x +) q; 
This is the error recurrence we need.
We are now ready to establish the convergence of the method. First note that r(0; 0) = 2' uv (x ; x ):
Hence there is a > 0 such that if juj; jvj then jvr(u; v)j C < 1: Now let je 0 j; je 1 j . From the error recurrence (7) it follows that je 2 j Cje 1 j < je 1 j . Hence je 1 r(e 2 ; e 1 )j C < 1: and je 3 j Cje 2 j C 2 je 1 j. By induction je k j C k?1 je 1 j; and since the right-hand side of this inequality converges to zero, we have e k ! 0;
i.e., the general two-point iteration converges from any two starting values whose errors are less than in absolute value.
We now turn to the convergence rate of two point methods. The rst thing to note is that since e k+1 = e k e k? 1 2 r(e k ; e k?1 ) 
If ' uv (x ; x ) 6 = 0, we shall say that the sequence fx k g exhibits two-point con- (10) There are two ways to establish this fact. The rst is to derive (10) directly from (9), which is the usual approach. However, since we already know the value of p, we can instead set Numerische Mathematik Electronic Edition { page numbers may di er from the printed version page 145 of Numer. Math. 68: 143{147 (1994) s k = je k+1 j je k j p
and use (9) to verify that the s k have a nonzero limit, which is usual de nition of pth order convergence.
From (11) In our application m = 1, k = ( k ? ), and k = ( k ? ). The equation whose roots are to lie in the unit circle is x + (p ? 1) = 0. Since p ? 1 = 0:618, the conditions of the above result are satis ed, and k ! . It follows that the numbers s k have a nonzero limit. In other words, two-point convergence is superlinear convergence of order p=1.618: : :.
The generalization of this result to multipoint methods is for the most part routine. The assumption that the iteration function is identically equal to x whenever one of its arguments is equal to x implies that the Taylor series begins
