Efficiency is the efficient use of power and is a crucial come forth in cloud computing environment. Green Computing is nothing but is a cloud computing with efficient use of power and green refers to make the environment friendly to the user by saving heat and power. Data centre power efficiency in cloud environment will be reduced when virtualization is used as contrary to physical resource deployment to book adequate to grant all application requests. Nevertheless, in any case of the resource provisioning approximation, occasion remains in the way in which they are made attainable and workload is scheduled. The objective of this research work is therefore to pack workload into servers, selected as a function of their cost to operate, to achieve (or as close to) the utmost endorsed employment in a cost-efficient manner, avoiding occurrences where devices are under-utilized and management cost is acquired inefficiently. This work has enhanced the existing work by introducing the dynamic wake up calls either to shut down the active servers or restart the passive server. The wakeup calls has been initiated dynamically. The overall objective is to decrease the response time of users which will be increased during wakeup time in existing research work.
I. INTRODUCTION
Cloud is Common, Location-independent, Online Utility provisioned on-Demand. The term "cloud" is being created from the world of long distance communication when providers began using virtual private network (VPN) services for data communications. Amazon, Salesforce, Google, Microsoft and IBM are the major cloud computing service providers [2] [7] . Green IT is an upcoming technology for achieving efficient processing and utilization of computing infrastructure, and also it minimizes the energy consumption Figure1. The field of green computing is clarified as "the knowledge and practice of designing, manufacturing, using, and disposing of computers, servers, and associated subsystems-which include networking, storage devices and communications systems-efficiently and effectively with minimal or no impact on the environment [40] . In individual characteristics, Cloud resources need to be allocated not only to satisfy QoS requirements specified by users via Service Level Agreements (SLA), but also to decrease energy employment [16] [23] . [19] II. RELATED WORK With the entrance of internet in the 1990s to the present day facilities of ubiquitous computing, the internet has changed the computing world in a drastic way [2] . Cloud computing is a latest trend in information technology that moves computing and data away from desktop and portable PCs into large data centers.
With the deep knowledge of the concept of virtualization the concepts of ISA, API and ABI interfaces are discussed in detail [6] . ISA (Instruction Set Architecture) provides an interaction between application program and hardware. API (Application Programming Interface) provides interface between applications and ABI (Application Binary Interface) acts as boundary between software and hardware. It also discusses the compatibility issues of processors supporting ISA with some Operating systems. It provides with a clear definition about the guest, the Host and Virtual Machine Monitor [6] . It also discusses about the emulation of one Computers today not only used in offices but also at homes. As the number of computers is increasing day by day, so is the amount of electricity consumed by them which in turn is increasing the carbon content in atmosphere. This problem has been realized by people and measures are being taken which help in minimizing the power usage of computers [12] . Therefore, this can be called as Green Computing.
The pervasive use of cloud computing and the resulting rise in the number of datacenters and hosting centers have brought forth many concerns including the electrical energy cost, peak power dissipation, cooling, carbon emission, etc. [15] .
The energy overhead of migration is much reduce in the scripts of employing the strategy of consolidation than the regular deployment without using consolidation and the results are based on the typical physical server, the power of which is linear model of CPU utilization percentage. The survey shows that management techniques alters to different types of servers and their associated workloads can provide substantial energy savings with little or no performance degradation [28] .
At present environmental challenge is global warming. Various approaches to the green IT are virtualization, Power management, recycling and telecommunicating [29] . The result in this study should not have only a direct impact on the reduction of electricity bills of cloud infrastructure providers, but also imply possible savings in other operational cost of course the reduction in the carbon footprint of clouds is another important spinoff . VMM schedulers have relied on fairly sharing the processor resources among domains while leaving the scheduling of I/O resources as a secondary concern. This paper is the first to study the impact of the VMM scheduler on performance using multiple guest domains concurrently running different types of applications [30] . This cross product of scheduler configurations and application types offers insight into the key problems in VMM scheduling for I/O and motivates future innovation in this area.
Dynamic server consolidation through live migration is an efficient way towards energy conservation in Cloud data centers. The main objective is to keep the number of power-on systems as low as possible and thus reduce the excessive power used to run idle servers [35] . This technique of VM live migration is being used widely for various system-related issues like load balancing, online system maintenance, fault tolerance and resource distribution. Energy efficient VM migration becomes a main concern as the data centers are trying to reduce the power consumption.
Virtualization is applied across Information Technology (IT) infrastructure. VM migration improves the performance of the overall system by effectively balancing the load across servers. However, energy consumption is not considered in most of the migration algorithms [38] . The number of VM's and various other important factors are used in selecting VMs to migrate such that the energy consumption is minimized by switching off underutilized servers. This reduces the energy cost, including the cooling cost at datacenters. Cloud computing is a new technology which is proffering IT services based on pay-as-you-go model to consumers from everywhere in the world. The growing demand of Cloud infrastructure and modern computational requests like business, scientific and web applications result in large-scale data centers and lead to extra electrical energy consumption. High energy consumption causes high operational cost and also led to high carbon emission which is harmful for atmosphere [39] . Virtual machines (VMs) migration, dynamic consolidation in the virtualized data centers in cloud environments and switching idle physical machines off could yield reduce energy consumption; hence, one of the important issues for energy efficiency in virtualized cloud environments is how to place new VMs or selected VMs for migration across the hosts.
Cloud Computing is a utility computing and is concerned with IT services. It enables hosting of applications from consumers, scientific and business domains. However data centers hosting cloud computing applications consume huge amounts of energy, contributing to high operational costs and carbon footprints to the environment [41] .
With energy shortages and global climate change leading our concerns these days, the power consumption of data centers has become a key issue. Therefore, there is a need of green cloud computing solutions that can not only save energy, but also reduce operational costs. Today many applications were moved to Cloud and the Cloud computing became more popular. For being able to satisfy all the client's resource demands, the Cloud service providers are continuously increasing their data centers. The recent studies has shown that a data center can be very costly due to the energy power consumption so the cloud service providers may have issues in cost recovering [42] . There are many resources that are not used at their maximum capacity or even worst, there are many resources that are not used at all.
III. RESEARCH MOTIVATION
The data centers consist of thousands of heterogeneous servers that consume lots of power and produce large amounts of heat [13] . Green scheduling systems for Data a. In thermal-aware scheduling, jobs are scheduled in a manner that minimizes the overall data center temperature. b. In power-aware scheduling [33] , jobs are scheduled to nodes in such a way to minimize the server's total power. The largest operating cost incurred in a Cloud data center is in operating the servers. So, concentrate is on power-aware scheduling in this research.
Virtualization is an advance way to abstract the hardware and system resources from an operating system. The aim of virtual computing environment is to improve resource employment by providing operating platform for users and applications based on mass of heterogeneous and autonomous resources. Cloud computing already leverages virtualization for load balancing via dynamic provisioning and migration of virtual machines (VM or guest in the following) among physical nodes. Virtual machines are allowed to share the resources of the host machine but still can provide separation between VMs and between the VMs and the host [5] .
Nowadays with the arrival of processors having multiple cores like Intel Dual Core and Core 2 Duo, allows for a consolidation of resources within any data center. It is the Cloud provider's job to fully utilize this capability to its maximum potential while still maintaining a given QoS. " Fig. 2 " and " Fig. 3 " illustrate the motivation behind power-aware VM scheduling. The Intel Core i7 920 CPU has 8 cores. VM can be build upon every single core, so this means we can have 8 VMs running on every core of Intel Core i7 920 CPU [13] . Fig. 3 : Illustration of power savings [13] The power consumption curve illustrates that as the number of processing cores increases, the amount of energy used does not increase proportionally. In fact the change in power consumption decreases. When only one processing core is used, the change in power consumption incurred by using another processing core is over 20 watts. The change from 7 processing cores to all 8 processing cores results in an increase of only 3.5 watts. The impact of this finding is substantial [13] .
A. VM migration
VM live migration is that in which a VM is transferred from a physical server to another while continuously running, without any noticeable effects from the point of view of end users [21] . Multiple VMs can be dynamically started and stopped on a physical machine providing elasticity and flexibility. Also the VMs can migrate across physical machines so workloads can be consolidated and also unused resources can be turned off or switched to low-power [39] [41]. It consists of 6 VMs (VM1-VM6) running on three physical servers (P1-P3) with the VM migration technology. VM1 and VM2 consolidated on P2 and P3 respectively. And P1 is turned off, so the power consumption of the cluster is reduced [21] .
IV. RESEARCH MODEL
To attain the objective, step-by-step methodology is used in this research. This research work starts with the orientation in the area of cloud computing. This research employs a structured method to obtain high quality information, called a related work.
V. PROPOSED ALGORITHM
In the proposed algorithm as if active load and current load combinely is greater than the 80 percent then there is a generation of wake up call. Then find the best server out of all the three servers according to the priority assigned to the servers. After that if all the servers are free then the server with the lowest probability or load is used. The active load is incremented and at last as if active load and current load combinely is greater than the server's capacity then migration of the current load to available server has been taken place.
Proposed Algorithm
1. If (Active load + Current load)>=80%then a) Generate Wakeup call 2. Now, find the best server 3. If all servers are free then servers with lowest probability will be used 4. Active++ 5. If (Active load+ Current load required)>=Server capacity then a) Migrate Current load to available server
Flowchart of the proposed algorithm:
In " Fig. 6 " the flowchart of proposed algorithm is mentioned. There are certain steps to understand the proposed work in which response time and waiting time produces much better results as compare to earlier work. The wakeup call is initiated when the load is overloaded. Live migration concept is applied to migrate the virtual machine from one to other server. Step 1. Firstly, initialize the green cloud.
Step 2. Then new request is generated periodically.
Step 3. Find best server as if active load and current load is greater than 80% then wakeup calls are generated.
Step 4. And if active load and current load is greater than equal to server capacity then migrate the current load to available load.
VI. SIMULATION ENVIRONMENT
In order to implement the proposed fail-over strategy a suitable simulation environment has been made as demonstrated in " Fig. 7". CSP is a cloud service provider that provides the interaction and services to the clouds says servers as by requested by the users. In simulation environment of proposed work there are three servers refers to S1, S2 and S3. S1 refers to Server1 and S2 to server2 and S3 to server3. Also there exists a middleware which generally refers to CSP.
VII. PERFORMANCE ANALYSIS
In this comparison table, failover is defined as if in any case if any cloud fails and the migration concept is not properly discussed and is overcome in proposed method. Live migration is the process of migrating one virtual machine to another and is present in existing as well as proposed work. Middleware is the cloud service provider and is like an intermediatory as actual work is done by server but it is defined by the CSP (Cloud Service Provider). Dynamic wakeup call concept is not mentioned in existing work but is overcome in proposed work. Response Time and waiting time both decreases in proposed work and the concept of swap in and swap out that is granularity is good in proposed work. The overall comparison shows clearly that the proposed work is much better than the existing work as it overcomes the limitations (gaps) of existing work.
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VIII. EXPERIMENTAL RESULTS
In the proposed work the simulation time is to be given into the simulator and simulator responds according to that time. Here the figures shown below are the results for existing work and proposed work. Here the comparison is shown in behalf of response time, waiting time, capacity evaluation and load evaluation.
Case 1: Experimental Results for Existing work when
simulation time is 55: The experimental results for existing work with simulation time 55 are shown below. " Fig. 8 " shows the response time evaluation of the existing work where yaxis contains the number of users with respect to the time. It clearly shows that as the time increases, response time is also increases at a rapid rate due to the limited resources. " Fig. 9 " shows the waiting time evaluation of the existing work where y-axis contains the number of users with respect to the time. It shows that as the simulation time increases, waiting time also increases at a rapid rate due to the limited resources. " Fig. 10 " shows the Load evaluation of the existing work where y-axis contains the number of users with respect to the server names. There are three servers refer to site1, site 2 and site 3 as shown in legend. Here load of site 1 is more. " Fig. 12 " shows the response time evaluation of the proposed work where y-axis contains the number of users with respect to the time. As it is clearly showing that as the time increases response time is also increases at a rapid rate due to the limited resources. " Fig. 13 " shows the waiting time evaluation of the proposed work where y-axis contains the number of users with respect to the time. It shows that as the time increases waiting time also increases at a rapid rate due to the limited resources. " Fig. 15 " shows the Capacity Evaluation of the proposed work where y-axis contains speed in Ghz with respect to the server names. There are three servers refer to server1, server 2 and server 3 as shown in legend. In this the server 1 has greater capacity than server 2 and server 3.
Case 3: Experimental Results for Existing work when
simulation time is 100: " Fig. 19 " shows the capacity evaluation of the existing work where y-axis contains the speed in GHz and increasing order is there with respect to the server names. There are three servers refer to server 1, server 2 and server 3 as shown in legend. Server 2 has greater capacity as compared to other two servers.
Case 4: Experimental Results for Proposed work
when simulation time is 100: " Fig. 20 " shows the response time evaluation of the proposed work where y-axis contains the number of users with respect to the time. As it is clearly showing that as the rate of simulated time increases, response time also increases at a rapid rate due to the limited resources. " Fig. 21 " shows the waiting time evaluation of the proposed work where y-axis contains the number of users with respect to the time. It shows that as the rate of simulation time increases, waiting time also increases at a rapid rate due to the limited resources. " Fig. 24 " shows the waiting time evaluation of the existing and proposed work where y-axis contains the number of users with respect to the time. As it is clearly showing that as the time increases response time is also increases at a rapid rate due to the limited resources. Here the waiting time of existing work is much than the proposed one. So, the proposed work shows better result as compared to the existing one. " Fig. 25 " shows the response time evaluation of the proposed work where y-axis contains the number of users with respect to the time. As it is clearly showing that as the time increases response time is also increases at a rapid rate due to the limited resources. Here the response time of existing work is much than the proposed one. So, the proposed work shows better result as compared to the existing one. " Fig. 26 " shows the waiting time evaluation of the proposed work where y-axis contains the number of users with respect to the time. As it is clearly showing that with the time there is an increase in waiting time at a rapid rate due to the limited resources. Initially the waiting time increases but after some time it decreases. Here the waiting time of existing work is much than the proposed one. So, the proposed work shows better result as compared to the existing one. " Fig. 27 " shows the response time evaluation of the proposed work where y-axis contains the number of users with respect to the time. As it is clearly showing that as the time increases response time also increases at a rapid rate due to the limited resources. Here the response time of existing work is much than the proposed one. So, the proposed work shows better result as compared to the existing one.
IX. CONCLUSION AND FUTURE WORK
This research work has proposed a novel technique to evaluate the performance power aware cloud computing using dynamic wakeup calls. The objective of this research work is to schedule workload into servers in a cost-efficient manner by avoiding occurrences when devices are under-utilized. This work has enhanced the existing work by introducing the dynamic wake up calls either to shut down the active servers or to restart the passive server. The live migration strategy is used for migration of virtual machines from one to other server according to the priorities assigned to the servers. Due to the limitation of the real time environment simulation has been done in MATLAB. The proposed algorithm results have shown that it has ability to successfully minimize the response and waiting time than the existing techniques.
