Abstract-Adaptive feedback cancellation methods may integrate the use of probe signals to assist with the biased optimal solution in acoustic systems working in closed-loop. However, injecting a probe noise in the loudspeaker decreases the signal quality perceived by users of assistive listening devices. To counter this, probe signals are usually shaped to provide some level of perceptual masking. In this letter we show the impact of using a shaping filter on the system behavior in terms of convergence rate and steady state error. From this study, it can be concluded that shaping the probe signal may have detrimental influence in terms of system performance. Accordingly, we propose to use the unshaped probe signal combined with an inverse filter of the shaping filter to identify the feedback channel. This restructure of the problem restores convergence rate of LMS type algorithms. Furthermore, we also show that an adequate forward path delay is required to obtain an unbiased solution and that the suggested scheme reduces this delay.
I. INTRODUCTION
A COUSTIC feedback occurs when part of the loudspeaker signal from an audio system is picked up by its microphone creating an acoustic loop. The signal traveling around this loop gets re-amplified for each round trip potentially causing audible artifacts. The feedback limits the maximum stable gain achievable, it deteriorates the sound quality by producing a distortion of the incoming signal, and it is a cause of instability in acoustic systems working in closed-loop [1] .
The use of adaptive filters as feedback cancelers is a common method to compensate for the feedback signal. However, one of the main challenges with these cancelers is the well known bias problem [1] - [3] . The correlation between the loudspeaker and incoming signal generally leads to a poor system performance and it may cause the cancellation system to fail. Different techniques have been proposed to reduce this correlation including phase modification, frequency shifting, non-linear processing, decorrelating pre-filters, probe noise injection, and the use of multiple microphones [1] , [2] , [4] - [6] .
In this letter we analyze a particular method of using an injected probe signal as the input to the canceler, where the canceler bases the estimation of the feedback path on the probe signal. The feedback canceler's optimum solution is biased [3] , even if the probe signal is white noise [7] . To obtain an unbiased solution, [7] suggested the use of an adequate delay in the forward path. However, if the probe signal is spectrally shaped, then the solution may still be biased. The work in [2] notes that "shaping the probe signal decreases the decorrelation effect, making the noise injection less effective in removing the bias", nevertheless, [2] does not present any further details. Thus, there is a need to gain more insights on system performance as a result of shaping the probe signal.
To study the impact on the canceler's performance we use the methodology presented in [8] and show the influence a shaping filter has on system behavior. The work in [8] , [9] presents the notion of a frequency domain measure, called the power transfer function (PTF), which is used to predict system behavior such as convergence rate and steady-state error. Then, we extend the delay condition from [7] to obtain an unbiased solution. Finally, we present a new approach which employs a filter that compensates for the use of a shaping filter. This improves system performance while maintaining the benefits which arise from perceptually shaping the probe signal.
The proposed approach has a similar structure to that of the prediction error method in [5] and the work in [10] where pre-filters are used as enhancement filters to increase the probe to disturbing signal ratio. However, the aim of the proposed approach is to remove the negative impact of the shaping filter on system performance. Furthermore, an adequate forward path delay is sufficient to decorrelated the signals.
This paper is organized as follows. Section II gives an overall system description. Section III extends the delay condition from [7] by taking into account the probe signal correlation. Section IV shows the impact the shaping filter has on system behavior. Section V presents the proposed method where it is validated in Section VI with simulation results. Section VII concludes the paper. Fig. 1 illustrates a feedback canceler for a device with a single microphone. The feedback path between the loudspeaker and the microphone is assumed to be a discrete-time finite impulse response (FIR) filter with coefficient vector with filter length which is represented as a polynomial transfer function in as with . This representation allows the following notation, for the filtering of by , [11] . Column vectors are emphasized using lower letters in bold, the superscript T denotes vector transpose, the discrete-time index is denoted by , and the symbol denotes the discrete-time delay operator. All signals are real-valued, and we denote all signals as discrete-time signals with time index for convenience.
II. SYSTEM DESCRIPTION
The forward path represents the regular signal processing path of the device. In this work, has a delay and provides the system with a constant gain i.e.,
. The adaptive filter , with coefficient vector , identifies and tracks changes to the feedback path, where we assume sufficient order with . If then the system is undermodelled and the canceler's solution will be biased.
A shaped probe signal is used as the input to the feedback canceler and injected into the loudspeaker signal . The probe signal is generated as , where is a white noise sequence, and is a known spectral shaping filter which is designed to provide some kind of perceptual masking of the noise signal.
The loudspeaker signal is defined as where is the incoming signal which, we assume in our analysis, is a zero-mean stationary stochastic signal with correlation function , denotes the expectation operator, and the sensitivity function . The Nyquist criterion states that oscillations may occur if the magnitude response of the loop-gain is greater than unity and the loop-phase is a multiple of [12] . The error signal is defined as (1) As presented in [7] , the optimal solution in the mean square sense is biased even if is white noise as a result of the last term in (1), where it is assumed that and are uncorrelated. However, [7] showed that if an adequate forward path delay is in place then an unbiased solution is obtained when is white noise. Next we study the impact of shaping the probe signal on the cancellation system.
III. DELAY CONDITION FOR UNBIASED SOLUTION
Section II presented that if the probe signal is shaped, then a bias term may arise. In such a case, the forward path delay has to be sufficiently long so that the correlation introduced by the shaping filter does not contribute to a bias term. We assume that the shaped probe signal will have a finite correlation function, i.e.
, where is a finite integer number. If we also take into account the delay condition presented in [7] , then the delay condition for an unbiased solution is given by . Note that if we assume that , a more general forward path with the length of , then will add correlation to the solution. Thus, the delay condition needs to include , i.e., in this more general case the delay condition is .
IV. PROBE SHAPING IMPACT ON SYSTEM BEHAVIOR
We are interested in studying the impact that shaping the probe signal has on the system's convergence rate and steadystate behavior. To accomplish this, we follow the methodology presented in [9] where the notion of a PTF measure is presented and used to give insights into the system's performance. The work in [9] uses open-loop signals and the closed-loop effects are ignored, nevertheless, it provides a reasonable estimate for system behavior in closed-loop without requiring knowledge of the feedback path.
In [9] the estimate of the PTF is defined as where the feedback path is assumed to be time-varying, , , the path variation vector is , and is the discrete frequency bin. The estimate , which is the diagonal elements of the DFT of (assumed to be a Toeplitz matrix), for a single microphone setup can be written as where denotes the power spectrum density (PSD) of the shaped probe noise signal , denotes the auto PSD of the incoming signal , and is the covariance of the feedback path changes. The PTF equation was derived for the least-mean square (LMS) algorithm under the assumptions of sufficiently small step size and large model. The assumption of being a Toepliz matrix is valid if the feedback path is assumed to be a stationary stochastic variable.
The PTF approximate expression can be viewed as a firstorder difference equation in described by the transfer function . The coefficient determines the pole location in and thus the decay rate of [8] (
and convergence rate (CR) in dB/iteration is given by , where is the PSD for , and is the frequency response for . The steady-state (SS) behavior,
, is presented as
Using (2) and (3) it can be seen that the shaping filter impacts the system behavior, more specifically, the convergence rate and tracking error. For instance, a probe signal may be shaped to have a long-term average speech spectrum as seen in simulations in [5] . Considering this scenario we may intuitively interpret (2) and (3). From (2) it can be observed that at higher frequencies, the frequencies of interest, the convergence rate will be slower and tracking error higher as a result of a small . At the same time, lower frequencies will carry a higher weight which may lead to an unstable system. Thus, a very small step size may be required to achieve convergence depending on the level of the incoming signal. Therefore, it can be seen that introducing a shaping filter may negatively impact system behavior.
V. PROBE SHAPING COMPENSATION
We now propose a method to improve system performance when using a shaped probe signal. This method, presented in Fig. 2 , can be viewed as an extension of the traditional probe driven system according to Fig. 1 . The main observations to be made from Fig. 2 is that is used as the input into the adaptive algorithm instead of . Also, the definition of the error signal is modified, where the microphone signal is filtered by prior to calculating . Thus, is designed so that its inverse exists. Note that the shaped probe signal is still injected to the loudspeaker signal with the aim to render the injected noise less perceptual. The new error signal is defined as
The convergence rate and the tracking error for the proposed approach will now be both independent of . However, will now influence the steady-state error. The convergence rate for the proposed approach can be approximated by in dB/iteration where (5) and the steady-state behavior is presented as (6) By comparing (2) and (3) with (5) and (6) a trade-off between convergence rate and steady-state error can be seen. That is, the cost for higher convergence rate is a higher value for the steadystate error. In the particular case where the incoming signal is considered to be speech signals, we can expect that at lower frequencies, where the incoming signal is most dominant, the convergence rate will be slower with a much lower steady-state value. At higher frequencies, frequencies of interest, the convergence rate will be higher with a small degradation in steady-state performance. This is presented and verified in more details in Section VI. 
A. Delay Condition for Proposed Approach
Another benefit with the proposed approach is that it reduces the forward path delay required to decorrelate the closedloop signals to produce an unbiased solution, especially if is large. This is most beneficial with open fitted assistive listening devices where the forward path delay must be sufficiently small. Thus, the condition on the forward path delay with the proposed approach is and is no longer dependent on . It can be shown that with an adequate forward path delay, and assuming that is uncorrelated with , an unbiased solution is still obtainable.
B. Comment on More General
It must be pointed out that may not always have an inverse, especially if is designed based on statistical information of , , and some masking threshold to perceptually mask the noise. The design of is beyond the scope of this work. Nevertheless, in the case where is not invertible, we wish to design a filter which estimates an equalizer for . One potential solution is to carry out a least-squares fit between the known signals and to obtain the coefficients for a compensation filter. Then, both the microphone signal and the input signal into the canceler are filtered prior to adaptation.
VI. SIMULATION RESULTS
In this section we verify some of the theoretical analysis presented. Let shape the probe signal with a long-term average speech spectrum which can be modeled with a low-order, autoregressive (AR) random process. Two fixed, invertible models, were used to shape the probe signal. A first order model , as used in [13] to generate a sequence with a long term speech-like spectrum, is defined as and a second order model , based on [4] , is presented as . Fig. 3 presents the frequency and impulse response for and . From observing the plots, some of the system behavior may be deduced. We obtain for the delay condition from the impulse response, where a forward path delay of around 20 or 60 samples, in addition to , for or respectively may be required to obtain an unbiased solution.
From the frequency response in Fig. 3 it can be inferred, using (2) , that for frequencies over 3 kHz the convergence rate will be relatively slower when the shaping filters or are used. And at lower frequencies, where an incoming speech would be most dominant, the convergence rate will be higher (especially with ), potentially resulting in system instability. To quantify this, we present the PTF estimate for convergence rate and steady-state error in Tables I and II respectively. The LMS algorithm with the following parameters were used, step size , , shapes the incoming signal which is a white Gaussian noise (WGN) sequence with unit variance, and shapes a WGN unit variance probe signal.
The convergence rate for the odd numbered frequency bins for the traditional case with and , and the proposed case (same values for both shaping filters) are presented in Table I . The convergence rate is higher at lower frequencies and slower at higher ones as a result of shaping the probe signal, see (2) . It can also be seen that the proposed approach restores the convergence rate achieved as if WGN is used instead of the shaped noise, refer to (5). The estimated steady-state values achievable using (3) and (6) are presented in Table II where the probe shaping filter does not affect the steady-state values for the traditional approach, however, it comes into effect with the proposed approach based on (6) .
Next, to validate the estimates from Tables I and II , we present in Fig. 4 three sub-figures (low, mid, and high frequencies) comparing the traditional probe shaped approach with the proposed showing the estimated and true PTF curves. To obtain the true PTF curves, the LMS algorithm is used in closed-loop, with step size , and a forward path gain of dB. The incoming signal is a WGN sequence with unit variance and shaped by , and the probe signal is also WGN with unit variance but filtered by . A forward path delay of samples (4 ms) was used and samples. The feedback is considered to be a random Gaussian channel with variance . In each simulation run, new realizations of Gaussian stochastic sequences are drawn. Fig. 4 presents the true PTF averaged values for 100 simulation runs.
From the plots in Fig. 4 the influence of the probe shaping filter can be seen. It is observed that the convergence rate for the traditional approach is faster at lower frequencies than those at higher ones, and the steady-state values are not affected by . With the proposed approach, the convergence rate is recovered to that as if in the absence of , and is constant at all frequency bins, which agrees with (5). The trade-off between convergence rate and steady-state error can also be seen. For instance, from observing the plot for bin 3, it can be seen that with the proposed approach, slower convergence rates is achieved while obtaining a lower steady-state error when compared to the traditional approach, whereas faster convergence rates is obtainable at higher frequencies (bin 15) at the cost of slightly higher steady-state error.
VII. CONCLUSION
Feedback cancellation systems which employ the use of probe signal injection may introduce a shaping filter to perceptually mask the probe signal. This letter studied the impact on system behavior as a result of using a shaping filter. It was found that the shaping filter changes the adaptation speed and may also introduce bias in the solution. To combat those limitations, we have proposed a scheme which restores convergence speed. The suggested method uses the unshaped probe signal combined with a filtered version of the microphone signal to identify the feedback channel. By employing these signals in the identification, the adaptive canceler has a restored convergence. Furthermore, we have showed that an adequate forward path delay is sufficient to obtain an unbiased solution and also that the proposed scheme reduces this delay.
