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Abstract
It is a big challenge to model long-range input
for document summarization. In this paper, we
target using a select and generate paradigm to
enhance the capability of selecting explainable
contents (i.e., interpret the selection given its
semantics, novelty, relevance) and then guid-
ing to control the abstract generation. Specif-
ically, a new designed pair-wise extractor is
proposed to capture the sentence pair inter-
actions and its centrality. Furthermore, the
generator is hybrid with the selected content
and is jointly integrated with a pointer dis-
tribution that is derived from a sentence de-
ployment’s attention. The abstract generation
can be controlled by an explainable mask ma-
trix that determines to what extent the con-
tent can be included in the summary. En-
coders are adaptable with both Transformer-
based and BERT-based configurations. Over-
all, both results based on ROUGE metrics and
human evaluation gain outperformance over
several state-of-the-art models on two bench-
mark CNN/DailyMail and NYT datasets.
1 Introduction
Recent neural networks have shown overwhelm-
ing success in both extractive and abstractive sum-
marization. Extractive paradigm (Nallapati et al.,
2017; Zheng and Lapata, 2019) tends to gener-
ate readable and relevant summaries as its selec-
tive manner from the original input. Abstractive
paradigm (See et al., 2017; Celikyilmaz et al., 2018;
Wang et al., 2019) successfully generates new ab-
stract sequences by encoder-decoder models that
are derived from machine translation. Though their
success, it remains a challenging task for modeling
long-range context for document summarization.
Currently, two state-of-the-art approaches are
raised to solve this problem. Recent work on pre-
trained language models, such as ELMo (Peters
∗Corresponding author
et al., 2018), OpenAI GPT (Radford et al., 2018)
and BERT (Devlin et al., 2018), have shown their
remarkable performances on long-range contextual
learning of representing texts and profited various
NLP tasks, such as QA (Xu et al., 2019) and sum-
marization (Liu and Lapata, 2019; Zhang et al.,
2019). The other idea to digest the long docu-
ment is using a select and generate framework,
which selects salient sentences by an extractor then
followed up with an abstractor to generate an ab-
stract summary. The recent progress on the hybrid
paradigm is designed by a two-stage pipeline (Chen
and Bansal, 2018; Sharma et al., 2019) or an end-
to-end learning approach (Hsu et al., 2018; Shen
et al., 2019; Gehrmann et al., 2018). The most
appealing advantage is able to explicitly obtain de-
sirable content of the sources, such as entity-aware
selection (Sharma et al., 2019) and word selection
through latent switch variables (Gehrmann et al.,
2018; Shen et al., 2019) and so on.
The hybrid summarization further refines the ef-
fect of informative and relevant content extraction
(extractor) as well as aggregates into summary in
line with linguistic expression (abstractor). While
training a sentence-level extractor, much work en-
codes sentences as hidden representations to pre-
dict whether they are labeled ground-truth. How-
ever, the current extractor can not well explain
the rationale of classifying the sentences as ex-
tracted summaries. An in-depth investigation of the
rich inter-sentence relations is needed, i.e., iden-
tifying the semantic meaning, inferring the rela-
tions between two pieces of sentences, identifying
whether the sentence is relevant to the document
and whether it is novel to contribute to the sum-
maries. Regarding sequence generation, pointer-
generator is widely adopted by the abstractor (See
et al., 2017; Wang et al., 2019; Chen and Bansal,
2018; Celikyilmaz et al., 2018). However, due
to scattered spans of information diversity when
ar
X
iv
:2
00
4.
11
77
9v
1 
 [c
s.C
L]
  2
4 A
pr
 20
20
Gold Summary:
• Federal education minister Smriti Irani visited
a Fabindia store in Goa, saw cameras.
• Authorities discovered the cameras could cap-
ture photos from the store’s changing room.
• The four store workers arrested could spend 3
years each in prison if convicted.
Abstractive Summary:
• Four employees of the store have been ar-
rested, but its manager – herself a woman.
• State authorities ties launched their investiga-
tion right after Irani levied her accusation.
• The arrested staff have been charged with
voyeurism and breach of privacy.
Table 1: The summary with red highlight is not rele-
vant to any of the gold summaries. The generation drift
occurs after the word “authorities” maybe because this
span is in the source document but not in summary.
summarizing the long document, it is inevitable to
include diffuse content drift with some unnecessary
spans of generated summaries. For example, in Ta-
ble 1, the abstractive generation can be thoroughly
irrelevant to the gold summary, which is called di-
verse (or drift) generation. More importantly, the
diversity is hard to control.
To fulfill the aforementioned demands, in this
paper, we propose an Explainable Selection mod-
ule to Control the generation of Abstractive sum-
mary, named as ESCA. Specifically, we construct
an interaction matrix that explicitly points out the
decision at each sentence depends on the content
richness of the sentence and paired similarity, its
relevance concerning the document and its novelty
regards to accumulated summary representation.
Then a new pair-wise ranking extractor is estab-
lished to favor the complex relations within each
sentence pair and its influence as the summary.
To avoid generation diversity under the pointer-
generator framework, a proposed sentence deploy-
ment mechanism encourages the sentence-level
extractive-preferred content delivering to the word
sequence generation. As such, the extractor and
abstractor are seamlessly hybrid with the deploy-
ing based pointer as an end-to-end manner. Fur-
thermore, the content selection can be controlled
under different explainable masked matrices and,
consequently, influence the coverage of abstract
generation. Our contributions include: 1) propos-
ing an explainable content selection module for
summarization; 2) controlling the summary gener-
ation based on the desirable selection; 3) achieving
the state-of-the-art performance on document sum-
marization in a controllable training strategy.
2 Related Work
Abstractive summarization supposedly digests and
understands the source content and generates new
order of words and shorter sentences. Headline
generation is typically a subtask of abstractive sum-
marization and the seq2seq models with attention
have substantially succeeded in achieving it (Nalla-
pati et al., 2016; Zhou et al., 2017; Shen et al., 2019;
Wang et al., 2019). But, it remains a big challenge
to deal with the long-range context of document
summarization in the abstractive manner.
The reasons are quite complex. One is derived
from semantic representations which determine
whether the model is able to accurately understand
the document. This has been intensively studied in
the community of pre-trained models (Peters et al.,
2018; Radford et al., 2018; Devlin et al., 2018; Liu
and Lapata, 2019; Zhang et al., 2019), which is
not the focus of this paper. Another reason is the
current language model-based generation is often
“black-box” network and can not explicitly select
the explainable content from the long documents.
Therefore, selecting desirable and meaningful
content has been an urging task. Pointer-generator
(Vaswani et al., 2017; See et al., 2017) was devel-
oped to use attention as a pointer to jointly deter-
mine the probability of selecting a word (Wang
et al., 2019; C¸elikyilmaz et al., 2018) or selecting
a sentence (Chen and Bansal, 2018; Sharma et al.,
2019), conditioned on contextual information. At
word-based selection level, Zhou et al. (2017) used
soft gating on source document. Gehrmann et al.
(2018) pre-trained a sequential word selector to
constrain the attention from the source. Hsu et al.
(2018) updated the word attention by considering
the sentence level of importance. To select salient
sentences, a graph-based attention mechanism was
used to enhance the salience discovery in abstrac-
tive model (Tan et al., 2017). Similarly, Li et al.
(2018) achieved this by an information selection
layer consisting components of global filtering and
sentence selection. You et al. (2019) further mod-
eled the salience attention by introducing a Gaus-
sian focal bias to enhance the informative selection.
Regarding generation process, text can be sum-
marised in diverse target sequences with different
semantics (Cho et al., 2019) . To tackle this issue,
Shen et al. (2019) utilised a decoupling content
selection to allow fine-grained control over the gen-
eration. In our model, we inherit the benefits of
pointer-generator for selection and generation, and
further investigate explainable selection to control
the desirable summary generation.
3 Background: Transformer-based
Encoder-Decoder Framework
Encoder-decoder framework consists of an encoder
and an attention-equipped decoder. Suppose that
the sequential input X = {x1, . . . ,xj , . . . ,xn}
is a sequence of n number of words, and j is
the index of the input. The shorter (i.e., sum-
marized) sequence of output is denoted as Y =
{y1, . . . ,yt, . . . ,ym} with number of m words,
and t indicates a position.
Encoder The basic structure is based on Trans-
former. It is composed of a stack of N identical
layers, and each layer has two sub-layers:
hl1 =LAYERNORM(h
l−1
2 + MULHatt(h
l−1
2 ))
hl2 =LAYERNORM(h
l
1 + FFN(h
l
1))
(1)
where the first is the self-attention sub-layer hl1 and
the second is the feed-forward sub-layer hl2 of layer
depth l. LAYERNORM is the layer normalization,
and the multi-head operation is
MULHatt(hl−12 ) = CONCAT(H1, · · · ,Hh)W l
(2)
where H i is self-attention operation of layer l at
ith head. Finally, let Ze be the sequence output
of the encoder. We also employ pre-trained BERT
encoder (Devlin et al., 2018) and the implementing
details are included in Section 5.
Decoder For both Transformer-based and BERT-
based configurations, we employ a similar decoder
equipped with attentions. The decoder has a similar
stacked of N identical layers. In addition to the
two sub-layers that are similar with the encoder
layer, the decoder inserts a third sub-layer, which
performs multi-head attention over the output of
the encoder stack. Then, we calculate an attention
between decoder position vector st and encoder
sequence output Ze at each source position. Then,
the attention on source input at decoder position t
Figure 1: The framework of the proposed hybrid sum-
marization
is calculated as
αt = softmax(
QKT√
dm
) (3)
where Q is st and K is Ze. Then the context
vector at decoding position t is h∗t = αtZe. The
decoder generates a target summary from a vocab-
ulary distribution Pvocab(w) through the following
process:
Pvocab(w) = P (yt|y<t,x; θ)
=softmax(W 2(W 1[st,h∗t ] + b1) + b2)
(4)
4 The Proposed Model
Our model is an end-to-end hybrid summarization
and the overall framework is demonstrated in Fig-
ure 1. It comprises of (1) a pair-wise extractor
that is leveraged by sentence interaction matrix and
its centrality ( §4.1); (2) the abstract generation
is guided by the sentence deployed attention as a
pointer to hybrid with a Pointer Generator (PG)
abstractor (§4.2). (3) Finally, we introduce how the
explainable content selection is controlled (§4.3)
and impact the generation training (§4.4).
4.1 The Extractor
The encoder of the extractor is achieved by both
Transformer and BERT, respectively, to showcase
the flexibility. Specifically, 1) the Transformer-
based sentence and document are represented by hi-
erarchical Transformer architecture (Vaswani et al.,
2017). 2) Similar to (Liu and Lapata, 2019), sev-
eral inter-sentence Transformer layers are stacked
on top of BERT output.
4.1.1 Sentence Interaction Matrix
Complex relations are existed in each sentence pair
that have mentioned in (Nallapati et al., 2017), such
as content richness, novelty and relevance to docu-
ment. We construct a sentence interaction matrix,
Qs (s is the number of sentences), leveraged by
the above properties and additional with sentence
pair similarity. Noticed that the “interaction” has
direction, since the contribution induced by two
sentences’ relations to their respective importance
as a summary can be unequal, which is suggested
by (Zheng and Lapata, 2019). The mutual influence
of the sentence pair is differently directional, which
is also grounded in theories of discourse structure
(Mann and Thompson, 1988). The directional in-
fluence from sentence j to sentence i is denoted as
qij in the interaction matrixQs,
qij(hi, si,hj ,d) = σ( W chi︸ ︷︷ ︸
content semantics
+hTi W shj︸ ︷︷ ︸
similarity
−hTi W n tanh(novi)︸ ︷︷ ︸
novelty
+hTi W rd︸ ︷︷ ︸
relevance
+bmatrix)
(5)
where σ is a sigmoid function, the parameters
W c,W s,W n,W r are trainable and bmatrix is
the bias. hi is the representation of sentence i
and novi is the accumulated summary represen-
tation with respect to the current sentence i that
novi = 1s
∑i−1
t=1
∑s
k=1 ht × qtk.
4.1.2 Sentence Centrality Calculation
The interaction matrix provides the mutual influ-
ence concerning each sentence pair that assists in
implying the sentence importance overall. There
are several approaches to compute the sentence
centrality, such as graph-based TextRank (Mihal-
cea and Tarau, 2004) and LexRank summariza-
tion models. Tan et al. (2017) have also drawn
the similar idea to determine the sentence salience
via the graph-based attention. With our end-to-
end settings, the interaction matrix Qs is directly
transformed into the sentence distribution and is
converted into a centrality vector:
c = QsW q (6)
where c = [c1, · · · , cs] ∈ Rs denotes the sentence
centrality, W q ∈ Rs×1. In the experiment, we
truncate the number of sentences s in a document
with the maximum of 50.
4.1.3 Pair-wise Learning Extractor
The extractor can be framed as a classification prob-
lem. Nallapati et al. (2017); Hsu et al. (2018); Liu
and Lapata (2019) all used a point-wise ranking
approach in which sentences are encoded as hid-
den representations. Then a binary classifier was
taken over these representations to predict whether
they are the summaries or not. However, the point-
wise learning is not yet accurate enough since it
can not reflect the interaction between sentences.
Instead, we introduce a new pair-wise loss func-
tion that facilitates the extractor to decide summary
classification, which is supported by inter-sentence
labels. First, each sentence is labeled as described
in Appendix A. Then, the inter-sentence label for
each sentence pair Pˆij is marked with {0, 1}. It is
defined as 1 if sentence i is labeled as summary
but sentence j is not, 0 if j is summary while i is
not. To adapt our supervised system, we calculate
the predicted co-occurrence probability rij of sen-
tence i and sentence j as σ(ci− cj). Then, the loss
function can be defined as
Lext = −
m∑
i=1
(Pˆij log rij + (1− Pˆij) log(1− rij))
(7)
4.2 The Abstractor
In our proposed framework, the abstractor is
achieved by a pointer generator (PG) network. The
basic PG network contains two sub-modules, one is
the pointer network and the other is the generation
network. These two sub-modules jointly determine
the probabilities of the words in the final gener-
ated summary. The generation employs the classic
encoder-decoder network as described in Section 3.
Our proposed model essentially leverages this con-
figuration that integrates a new sentence deployed
pointer, introducing the selected content flow into
the generation network in the hybrid framework.
4.2.1 Sentence Deployed Pointer Generator
The pointer network uses attention as a pointer to
select segments of the input as outputs (Vinyals
et al., 2015). As such, a pointer network is a suit-
able mechanism for extracting salient information,
while remaining flexible enough to interface with a
language model for generating an abstractive sum-
marization (See et al., 2017).
For our pointer network, the selected segments
of input can be updated by the extractor with re-
spect to their extractive-oriented centrality of each
sentence. To influence the sequence generation,
sentence importance is needed deploying to the
word level. The deployment should determine how
much information flow delivers to the word-level
generation, at the same time considering the impor-
tance of the derived sentence. Then, the pointer can
seamlessly connect the extractor and the abstractor
in the hybrid approach.
Hybrid Connector The pointer is taken by the
attention distribution that will be updated by our
proposed hybrid connector. The hybrid is achieved
by the sentence deployment attention mechanism
which controls the generation focusing on what the
selected contents explicitly convey,
αˆnt =
αnt (1 + psencmn)∑
αnt (1 + psencmn)
psen = σ(W selE
t
sel + bsen)
(8)
where cmn denotes the score of sentence m which
the word n belongs to. Etsel is the representation
of the selected sentence m at decoding step t. psen
decides how much degree of a sentence influence
can be introduced. W sel is a trainable parame-
ter. Additionally, the generation probability pgen is
modified as
pgen = σ(W h∗h
∗
t +W sst + bgen) (9)
The pointer is taken based on the updated attention
distribution αˆt over the source text, and the final
output distribution is combined as
Pfinal(w) =pgenPvocab(w) + (1− pgen)
(
∑
j:wj=w
αˆt,j)
(10)
4.3 Controllability
Since the inter-sentence relations are captured in
the interaction matrices introduced in Section 4.1.1,
the overall centrality is capable to reflect different
aspects of explainable summaries. To explore the
explainability, we manipulate the selection through
several mask matrices M that are calculated by
a set of controllable thresholds (i.e, novelty n,
relevance r) with respect to the specific value of
each criteria. The interaction matrix is controlled
by the mask matrix as
Qˆs = Qs M , where Mij =
{
1, val ≥ 
0, val < 
(11)
where  is element-wise multiplication, and val
can be σ(novelty) or σ(relevance) that are from
Eq.(5). We use different mask matricesM to con-
trol what explainable content it focuses. As the
document graph is then reshaped along with differ-
ent mask matrices and, subsequently, the summary
selection is changed because of the revised cen-
trality. Therefore, the generation training is then
fine-tuned because the controllable effect also in-
volves the sentence deployed attention distribution
of the abstractor.
4.4 Training and Content Coverage
Finally, the basic generator objective is derived
by maximizing the likelihood training for the PG
generation, given a reference summary y∗ =
{y∗1, y∗2, · · · , y∗m′} for document x. The training
objective is to minimize the negative log-likelihood
of the target word sequence:
Labs = −
∑m′
t=1 logPfinal(y
∗
t |y∗1, · · · , y∗t−1,x)
(12)
Coverage for generation Sequential generation
models often suffer local optimization, generat-
ing the same words or phrases. Coverage mech-
anism Hsu et al. (2018) and See et al. (2017)
prevents this repetition by calculating the cov-
erage vector covt =
∑t−1
t′=1 αˆt in each decoder
step t, indicating so far how much degree of cov-
erage has been received. In our model, as we
have constrained the coverage in selected content,
the coverage loss Lcov is further constructed as
Lcov =
∑m′
t=1min(αˆtβ, covt), where β is a one-
hot mask vector that indicates which words are
selected from the controlled extractor. This loss
directly penalizes the repetition particularly within
the selected range. Overall, the abstractor learning
objective is combined as L = Lext + Labs + Lcov.
5 Experiments
In this section we describe the summarization
datasets, present our experimental setup, imple-
mentation details, evaluation method, and analyze
the experimental results1.
Datasets We evaluated our models and base-
lines on two benchmark datasets, namely the
CNN/DailyMail news (Hermann et al., 2015), the
New York Annotated Corpus (NYT) (Sandhaus,
2008).
The CNN/DailyMail dataset contained news ar-
ticles and associated with highlights as summaries.
We followed the standard splits for training, vali-
dation and testing by 90,266/1220/1093 of CNN
dataset and 196,961/12,148/10,397 of DailyMail
dataset. We didn’t anonymize entities. The datasets
were pre-processed following See et al. (2017).
The NYT dataset contained 110,540 articles with
abstractive summaries which were divided into
100,834 training and 9,706 testing set, following
Durrett et al. (2016). We also filtered the raw
dataset by eliminating the documents with sum-
maries that are shorter than 50 words. The filtered
testing set, named as NTY50, includes 3,421 ex-
amples. As mentioned in (Liu and Lapata, 2019),
the NYT test set contained longer and more elab-
orate summaries than the CNN/DailyMail whose
summaries were largely extractive biased and con-
centrated at the beginning of documents. All above
sentences were split with the Stanford CoreNLP
toolkit (Manning et al., 2014).
Evaluation Metrics: We used ROUGE (Lin,
2004) as the evaluation metric, which measures the
quality of a summary by computing the overlapping
lexical elements between the candidate summary
and a reference summary. Following previous prac-
tice, we assessed R-1 (unigram), R-2 (bigram) and
R-L (longest common subsequence - LCS).
Comparative Models All the following state-of-
the-art models followed the “select and generate”
style (BERTSUMabs excluded), as Section 2 intro-
duced, which were worth to compare with. Con-
cretely, PG was BiGRU-based seq2seq model inte-
grated with pointer network, and PG+Coverage
has additional coverage mechanism (See et al.,
2017). Graph-attention (Tan et al., 2017) em-
ployed a graph ranking-based attention to iden-
tify salient sentences. Select-Reinforce (Chen
and Bansal, 2018) reinforced to extract impor-
tant sentences by a reward function from the sum-
mary rewrite evaluation metric. Inconsistency-
Loss (Hsu et al., 2018) was a loss function to use
1Our code is available at https://github.com/
WoodenWhite/Centrality_Pre_Summ
sentence-level attention to modulate the word-level
attention for generation. Bottom-Up (Gehrmann
et al., 2018) used extractive encoder as content
selector to constrain word attention for the abstrac-
tive summarization. ExplicitSelection (Li et al.,
2018) extended the vanilla seq2seq model with a
soft information selection layer to control infor-
mation flow. SENECA (Sharma et al., 2019) se-
lected entity-aware sentences and then connects
with reinforcement learning-based abstract genera-
tion. BERTSUMabs (Liu and Lapata, 2019) was
BERT-based abstractive summarization.
5.1 Details of Our Models
5.1.1 Transformer-based ESCA
was trained with a 6-layer transformer. The hid-
den size was set as 512 while the feed forward
dimension was 1024. 8 heads were set for multi-
head attention. We used dropout with probability
0.2 before linear layers. The learning rate for PG
was 0.15 with encoder’s batch size as 32 and de-
coder’s beam size was 4. The abstractor processed
the input by truncating source documents to 400
tokens for CNN/DailyMail and 800 for NYT, and
the target summaries to 100 tokens in training and
validation sets. Both the learning rate of extrac-
tor and abstractor was 0.15. At the testing phrase,
we limited the length of the summary to 120. We
trained the model with early stopping and length
penalty on the validation set.
5.1.2 BERT-based ESCA
followed the settings from Liu and Lapata (2019).
Specifically, we inserted [CLS] tokens at the start
of each sentence, and also used interval segment
embeddings [EA] or [EB] to distinguish multiple
sentences in a document. Then, the sentence em-
bedding was learned by the [CLS]. Position em-
beddings in the BERT model had 512 length limit.
We used a standard ‘bert-base-uncased’ version of
BERT 2. Both source and target tokens were tok-
enized with the BERT’s subwords. The transformer
layers hidden size was 768 and all the feed forward
layers had 2048 hidden units. For extractor, we
used one transformer layer to acquire the sentence
representation with 8 head and dropout of 0.1. We
used trigram block trick (Paulus et al., 2017) to
prevent duplicates instead of coverage mechanism.
We trained the abstractor of 15k iterations for NYT
2https://github.com/google-research/
bert
Models R-1 R-2 R-L
PG 36.44 15.66 33.42
PG+Coverage 39.53 17.28 36.38
Graph-attention † 38.1 13.9 34.0
Select-Reinforce † 40.88 17.80 38.54
Inconsistency-Loss † 40.68 17.97 37.13
Bottom-Up † 41.22 18.68 38.34
Explicit-Select † 41.54 18.18 36.47
SENECA † 41.52 18.36 38.09
BERTSUMabs † 41.72 19.39 38.76
Ours
ESCA-Transformer 41.65 18.89 37.94
ESCA-BERT 42.12 19.51 38.70
Table 2: ROUGE F1 scores of abstractive summariza-
tion on the CNN/DailyMail dataset. The results with †
mark are taken from the corresponding papers.
Models R-1 R-2 R-L
PG 42.47 25.61 36.10
PG+Coverage 43.71 26.40 37.79
Bottom-Up † 47.38 31.23 41.81
SENECA † 47.94 31.77 44.34
BERTSUMabs † 48.92 30.84 45.41
Ours
ESCA-Transformer 45.17 27.61 41.52
ESCA-BERT 49.1 34.5 46.1
Table 3: ROUGE recall (Durrett et al., 2016) scores of
abstractive summarization on the NYT dataset. The re-
sults with † mark are taken from corresponding papers.
dataset and 100k iterations for CNN/DM with la-
bel smoothing loss (Szegedy et al., 2016). The
smoothing factor was 0.1. Moreover, dropout with
probability 0.2 was applied before linear layers.
The decoder contained 6 transformer layers. We
used separate learning rates 0.002 and 0.2 for the
BERT encoder and transformer decoder, respec-
tively. The settings for decoding process were the
same as the Transformer-based model.
5.2 Quantitative Analysis
The overall results were presented in Table 2 and
Table 3. We observed that our ESCA-BERT out-
performed all the strong state-of-the-art models on
both datasets in all metrics except for R-L on the
CNN/DailyMail dataset. Interestingly, the ESCA-
Transformer performed weakly on the NYT dataset
that is more abstractive than the CNN/DailyMail
(Liu and Lapata, 2019). It further enunciates the
transformer structure may not be suitable for se-
Models R-1 R-2 R-L
Extractor-PointWise 32.68 15.41 30.33
Extractor-PairWise 36.41 17.19 33.68
Table 4: ROUGE F1 scores on the CNN/DailyMail
dataset in extractive manner. Top 6 sentences were se-
lected from the separate extractor.
Models R-1 R-2 R-L
Extractorself-attention 42.8 20.1 39.2
Extractorinteraction-matrix 42.7 20.0 39.2
Table 5: ROUGE F1 scores of ESCA-BERT model and
its counterpart (self-attention) on the CNN/DailyMail
dataset. Top 3 sentences were selected.
quence generation unless the representation is aug-
mented by the pre-trained language model.
Pair-wise vs. Point-wise Extractor To investi-
gate the effectiveness of pair-wise ranking strategy,
we compared it with the counterpart point-wise
ranking. The probability of a sentence was calcu-
lated by σ(ci) where ci is from Eq. (6). Then, the
point-wise ranking loss was computed by the cross
entropy of predicted score with gold label. In Table
4, we solely compared the extraction performance
on the CNN/DailyMail dataset. Apparently, our
model with pair-wise ranking is largely superior
to point-wise extractor over ROUGE scores, with
the relative improvement ranging from 11.0% to
11.55%. Since our study more cared about global
sentence distributions over the documents, we se-
lected top 6 sentences for the comparisons. This
indicates the overall distribution of the pair-wise
extractor is more likely close to the gold summary.
It verifies that the pair-wise ranking has a notice-
able effect on the summary extractor considering
the pair-wise interaction of sentences.
Interaction Matrix vs. Self-attention Layer
According to Vaswani et al. (2017), the inter-
sentence relations can be also captured by mul-
tiple stacked self-attention layers. Therefore, we
replaced it with a 2-layer self-attention to build a
counterpart variant of the ESCA’s extractor, namely
Extractorself-attention. The comparing results are re-
ported in Table 5. Based on the ROUGE scores,
these two models have not any significant differ-
ence except that self-attention may not be able to
explicitly explain the selection as the way the inter-
action matrix does.
Models ESCA R-1 R-2 R-L
r = 0 n = 0 s = 0 46.49 20.64 42.57
Novelty n = 0.45 47.31 20.90 43.53
Relevance r = 0.5 46.97 20.82 42.99
Table 6: Controllability: ROUGE Recall scores on the
CNN/DailyMail dataset regarding different explainable
aspects under different thresholds, such as novelty n
and relevance r.
5.3 Controllability
To explore the explainable selection with respect to
relevance and novelty that mentioned in Eq.(5), we
manually set thresholds to construct masking ma-
trices that in Eq.(11). Performance was evaluated
as shown in Table 6. We evaluated the controlled
performance by ROUGE recall because it shows
whether additional relevant summaries can be in-
cluded under the deterministic controls. Addition-
ally, there is always a trade-off between control-
lability and summary performance since the gold
summary was automatically constructed with bias
and not based on these controllability properties.
To verify the effectiveness of controlling novelty
and relevance, we further conducted the following
criteria ranking human evaluation (§5.4). Samples
of the abstract summaries were also demonstrated
in Appendix C for further inspection.
5.4 Human Evaluation
QA evaluation In addition to ROUGE metrics
automatic evaluation, we conducted two separate
human evaluations. The first one is to assess the
degree to which our model retains key informa-
tion from the document following a question an-
swering (QA) paradigm which has been previously
used to evaluate summary quality and document
compression (Clarke and Lapata, 2010; Narayan
et al., 2018). Following the similar setting, a set
of questions based on the gold summary under the
assumption that it highlighted the most important
document content. The QA example is listed in Ap-
pendix B. Then, we examined whether participants
can correctly answer these questions by reading
only summaries without access to source articles.
The more questions can be correctly answered, the
better summarizing capability of the model. Exam-
ple documents were selected from CNN/DailyMail
and associated with corresponding questions (i.e.,
three questions for each document) (Narayan et al.,
2018). We adopted the same scoring mechanism
Models QA Criteria
Infor. Nov. Rel.
PG+Cov. 26.0∗ -0.28 ∗ -0.43 ∗ -0.05 ∗
Bottom-Up 31.3∗ -0.07∗ 0.02 ∗ -0.08 ∗
Inconsistency-Loss 29.8∗ -0.10∗ -0.12∗ -0.15∗
ESCA-BERT 39.2 0.15 0.14 0.15
Gold [ 0.3 0.4 0.13
Bottom-Up [ -0.23 -0.07 -0.15
ESCA-BERT [ 0.10 0.03 0.05
ESCA(n = 0.45) [ 0.05 0.10 0.02
ESCA(r = 0.5) [ 0.07 -0.02 0.07
Table 7: QA-based and criteria-based human evalua-
tion. ∗ mark indicates the improvements from the base-
lines to the ESCA-BERT are statistically significant us-
ing a paired t-test (p < 0.05). Gold summary was not
included in QA evaluation. [ means unnecessary value.
used in Clarke and Lapata (2010). Let the eval-
uation score be marked with 1 if the answer was
correct, 0.5 if it was partially correct, and 0 other-
wise. Each summary was elicited by 3 responses.
Criteria ranking We conducted another evalua-
tion study that assessed the quality of summaries
produced by different systems, in terms of the Best-
Worst Scaling approach. Concretely, we presented
the summary outcomes from comparative systems
and the original documents (the documents are sim-
ilar with the ones used in the QA evaluation) to
the participants and asked them to select the best
and worst summaries according to the specific cri-
teria, such as Informative, Novelty and Relevance.
The score of each system was computed as the per-
centage of times it was chosen as the best minus
the times it was selected as the worst. Thus, the
scores are ranging from -1 (worst) to 1 (best). We
conducted two groups of ranking evaluations to
testify the overall performance of the ESCA and
the effectiveness of its controllability, respectively.
Based on QA evaluation in Table 7, it is observed
the summary produced by the ESCA-BERT rep-
resented a significant advance. In the first block
of criteria ranking, 5 systems were simultaneously
ranked. The gold summary set the upper bound
except for the relevance. Unsurprisingly, since the
gold summaries of CNN/DailyMaily are mostly top
sentences in the articles, their relevance can not be
guaranteed. We also found the ESCA-BERT pro-
duced the most popular summaries. In the second
block, the ESCA with novelty and relevance con-
trol were also evaluated together with the bottom-
up and the original ESCA. The ranking difference
slightly varies, but it obviously proves that the
ESCA under novelty or relevance control gained
the corresponding highest rank.
6 Conclusion
This paper presents a novel hybrid framework
for long document summarization. The proposed
ESCA model can explicitly explain the selection
and control the abstract generation. It is equipped
with the proposed pair-wise ranking extractor and
seamlessly connect with the abstractor with the sen-
tence deployed pointer. Therefore, the generation
can be affected through the updated deploying at-
tention. Both empirical and subjective experiments
show that our model makes a statistically signifi-
cant improvement over state-of-the-art baseliness.
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