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One of the main open problems of mathematical physics is to consistently quantize
Yang-Mills gauge theory. If such a consistent quantization were to exist, it is rea-
sonable to expect a “Wightman reconstruction theorem,” by which a Hilbert space
and quantum field operators are recovered from n-point functions. However, the
original version of the Wightman theorem is not equipped to deal with gauge fields
or fields taking values in a noncommutative space. This paper explores a general-
ization of the Wightman construction which allows the fundamental fields to take
values in an arbitrary topological ∗-algebra. In particular, the construction applies
to fields valued in a Lie algebra representation, of the type required by Yang-Mills
theory. This appears to be the correct framework for a generalized reconstruction
theorem amenable to modern quantum theories such as gauge theories and matrix
models. We obtain the interesting result that a large class of quantum theories are
expected to arise as limits of matrix models, which may be related to the well-known
conjecture of Kazakov. Further, by considering deformations of the associative alge-
bra structure in the noncommutative target space, we define certain one-parameter
families of quantum field theories and conjecture a relationship with deformation
quantization.
I. INTRODUCTION
The Wightman axioms were formulated by G˚arding and Wightman in the early 1950’s,
but no nontrivial examples existed at that time, and consequently the axioms were not
published until 1964 [1], at which time their publication had been motivated by the Haag-
Ruelle scattering theory. The axioms are thoroughly discussed and many consequences are
derived in the two excellent books [2] and [3]. We will also formulate the axioms below in
2Section IB by way of introduction.
It is known that the Wightman axioms, in their original and unmodified form, describe
only a small subset of the mathematical models used in elementary particle physics. Thus,
many authors have considered modifications of the axioms which allow newer and more exotic
physical theories to be formulated as rigorous mathematics. If we wish to perturb the axioms
slightly, one obvious change with clear-cut physical implications is to relax the requirement
that the test function space be S(R4). A large class of alternative test function spaces which
still allow a formulation of the microscopic causality condition were proposed and developed
by Jaffe [4]. The results of the present paper are a more radical modification, in which the
test functions in S(R4) are replaced by functions into a noncommuting ∗-algebra.
There are at least two types of equivalent reformulations of the Wightman axioms. One
is due to Wightman, who wrote down a set of conditions governing a sequence of tempered
distributions
Wn ∈ S(R
4n), n = 0, 1, . . .
and proved that, under these conditions, the distributions Wn arise as vacuum expectation
values of a unique quantum field theory satisfying the Wightman axioms, and conversely
that the postulates hold in any Wightman field theory. This is what is known as the
Wightman reconstruction theorem, and first appeared in the seminal paper [5]. The part
of this construction relevant to representation theory is known in functional analysis as the
GNS construction. A second reformulation in terms of the Schwinger functions, not directly
used in the present work, was given by Osterwalder and Schrader [6].
Borchers reformulated Wightman’s reconstruction theorem in several important papers
[7, 8], with the result that a scalar boson quantum field theory is known to be characterized
by a topological ∗-algebra A (with unit element 1A) and a continuous positive form ω on A,
satisfying
ω(aa∗) ≥ 0, ω(1A) = 1, a ∈ A. (1)
A functional satisfying (1) is called a state.
Realistic models are generally described by tensor algebras, and the action of the state ω
is computed from vacuum expectation values of products of fields. Although there is reason
to believe the framework of states on tensor algebras could apply in general to a large class
of quantum field theories, previous formulations of the Wightman reconstruction theorem
3have focused on scalar boson quantum field theories.
There are by now many known examples of a low-energy limit or compactification of
string theory which are equivalent to a gauge theory with compact gauge group. It is
also known that exact quantum string amplitudes can be computed from various flavors of
matrix models. If a mathematically rigorous description using constructive field theory is
possible for these problems coming from string theory, then a consistent generalization of
the Wightman reconstruction theorem which incorporates the structure of gauge theory and
matrix models seems a useful framework in which to formulate the result.
The purpose of the present paper is to extend the work of Wightman and Borchers
to include matrix-valued fields of the type required by gauge theory and matrix models.
We first develop the mathematics, and then make contact with physical applications. The
remainder of this introduction reviews the well-known Wightman procedure for commuting
scalar fields; this serves to fix notation and set the context for the later sections. Section
II presents the main new idea of the paper, a generalization of the Borchers construction,
and considers some simple examples. Section III is concerned with the application of these
ideas to two-dimensional Yang-Mills theory. In Section IV we recall important recent work
which applies matrix models to high energy physics and then show that, in the same sense
in which scalar quantum field theories are Wightman states, matrix models are described by
matrix states, and thus are special cases of the construction in Section II. Moreover, matrix
states form a dense subset of the space of all states, and hence arbitrary field theories are
given as limits of matrix models. The conclusion is that traditional constructive quantum
field theory, gauge theories, matrix models and certain hypothetical generalizations of these
may all be described within a unified algebraic framework.
A. The Borchers Construction
Let
S0 = C, Sn = S(R
kn), and S =
∞⊕
n=0
Sn.
The latter is a complete nuclear space under the direct sum topology. There is a natural
map ι : ⊗kS(Rn) → S(Rkn) given by ι(f1 ⊗ . . . ⊗ fk) =
∏k
j=1 fj(xj), where each xj ∈ R
n,
and the image of ι is dense.
4Endow S with the noncommutative multiplication
(f × g)l =
∑
i+h=l
fi × gh, (2)
fi × gh(x1, . . . , xi+h) = fi(x1, . . . , xi)gh(xi+1, . . . , xi+h)
and the involution f ∗ = (f ∗0 , f
∗
1 , . . .), where f
∗
0 = f0 and for i ≥ 1,
f ∗i (x1, . . . , xi) = fi(xi, xi−1, . . . , x1) (3)
The multiplication × and the unit 1 = (1, 0, 0, . . .) make S into a unital ∗-algebra with no
zero divisors. The center of S is {λ1 : λ ∈ C}, 1 is the only nonzero idempotent, and the
set of invertible elements equals the center. This implies the triviality of the radical
rad(S) = {g ∈ S : 1 + f × g has inverse ∀ f} .
An element g ∈ S is called positive if ∃fi such that g =
∑
i f
∗
i × fi. This induces a
positive cone S+ and a semi-ordering. We define the set of Hermitian elements
Sh = {f ∈ S : f
∗ = f},
which is a real vector space and we have S = Sh + iSh. Also, S
+ is a convex cone with
S+ ∩ (−S+) = {0}. Moreover, we have Sh = S
+ − S+, which follows by polarization.
B. The Wightman Axioms
Let S denote an appropriate space of test functions, often taken to be S(Rd).
Axiom 1. There exists a Hilbert space H and a dense domain D ⊂ H such that for every
f ∈ S, an operator ϕ(f) exists, such that D ⊂ dom(ϕ(f)), ϕ(f)D ⊂ D,
(ψ, ϕ(f)χ) = (ϕ(f)ψ, χ) for all ψ, χ ∈ D
and f → (ψ, ϕ(f)χ) is a continuous linear functional on S.
Axiom 2. Let fa(x) = f(x− a). There exists a strongly continuous unitary representation
U of the translation group G, such that for all a ∈ G, U(a)D ⊂ D and
U(a)ϕ(f)U−1(a)ψ = ϕ(fa)ψ
for all f ∈ S, ψ ∈ D.
5In standard constructive quantum field theory models, there is a canonical action of the
proper orthochronous Poincare´ group P ↑+ on Sn for all n, in other words a representation
α : P ↑+ → Aut(S). We mention the representation α because even in the generalized models
to be introduced in Section II, invariance under a symmetry group is expressed in terms of
representations similar to α. See also Section V.
Axiom 3. There exists Ω ∈ D such that U(a)Ω = Ω for all a ∈ G, and the set of vectors of
the form {Ω, ϕ(f)Ω, ϕ(f1)ϕ(f2)Ω, . . .} spans H.
Further Wightman axioms will be discussed in Section IG.
C. States, the GNS Construction, and Axiom 1
Let S ′ be the space of continuous linear functionals T : S → C. For f ∈ S, denote the
action of T by (T, f). The space S ′ also has a natural involution; define T ∗ by
(T ∗, f) := (T, f ∗) .
We say a functional is real if T = T ∗, and positive if (T, p) ≥ 0 for all p ∈ S+. The
corresponding spaces are denoted S ′h and S
′+.
The set of states is
E(S) = {T ∈ S ′
+
: (T, 1) = 1}.
The left-kernel of a state T is defined to be
L(T ) := {f ∈ S : (T, f ∗ × f) = 0}. (4)
The left-kernel is so named because it is a left ideal in the Borchers algebra. The right-
kernel R(T ), defined by the analogous relation (T, f × f ∗) = 0, is a right ideal. These
kernels arise in the quantization procedure discussed later; choice of the left-kernel amounts
to the convention that a sesquilinear form is conjugate-linear in the first variable.
Theorem 1. Each state T ∈ E(S) canonically defines a representation AT of S in a Hilbert
space HT such that the restriction AT |S1 satisfies Axiom 1. Conversely, if {φ(f)} are a set
of fields satisfying Axiom 1, then every Ω ∈ D defines a continuous linear functional TΩ, by
(TΩ, f1 × f2 × · · · × fn) = (Ω, φ(f1)φ(f2) . . . φ(fn)Ω), fi ∈ S1
6If ‖Ω‖ = 1, then TΩ is a state. The field ATΩ is unitarily equivalent to {AΩ, DΩ,HΩ} where
DΩ = Linear Span of Ω, φ(f)Ω, φ(f1)φ(f2)Ω, etc.
HΩ is the closure of DΩ, and AΩ(f) = φ(f)
∣∣
DΩ
.
Proof. As a full proof can be found elsewhere [2, 7], we merely recall the central idea for
convenience, as it is used later. T defines a non-degenerate positive definite sesquilinear
form on S/L(T ) by the relation
([f ], [g]) = (T, f ∗ × g), [f ], [g] ∈ S/L(T )
Define HT to be the completion of the pre-Hilbert space S/L(T ), and define a representation
of S by φ(f)[g] = [f × g] for f ∈ S1 and g ∈ S. The rest of the proof is straightforward.

D. Translation Invariant States Satisfy Axioms 1-3
Let a ∈ R4. The map αa defined by
αafi(x1, . . . , xi) = fi(x1 − a, . . . , xi − a)
is an element of Aut(S). A state T is translation-invariant if (T, αaf) = (T, f) holds for all
f ∈ S, and for all a ∈ R4.
Theorem 2. Let T be a translation invariant state. Then AT (f) satisfies Axioms 1-
3. Conversely, if the system {A(f), D,Ω ∈ D} satisfies Axioms 1-3, then TΩ defined by
(TΩ, f) = (Ω, A(f)Ω) is translation invariant.
E. Tensor Products of States
Given two states T1, T2 ∈ E(S), let {Ai(f),Hi, Di,Ωi} be the associated GNS represen-
tations. Then the triple
{A1(f)⊗ I2 + I1 ⊗ A2(f), H1 ⊗H2, D1 ×D2}
satisfies Axiom 1, and hence it corresponds to a new state, T1 ⊗s T2 which is the same as
the vector state TΩ with Ω = Ω1 × Ω2. Let Pn,m denote the set of all ordered splittings of
7n +m elements into two subsets, of respective sizes n and m. Let Tn ∈ S
′
n, Sm ∈ S
′
m, then
Tn ⊗s Sm is given by
(Tn ⊗s Sm)(x1, . . . , xn+m) =
∑
Pn,m
Tn(xi1 , . . . , xin)Sm(xj1, . . . , xjm)
For T, S ∈ S ′, we define (T ⊗s S)n =
∑
i+k=n Ti ⊗s Sk. This coincides with our previous
definition of the ⊗s-product. It is clearly associative and abelian.
F. Real Scalar Fields
Before discussing more complicated generalizations, we briefly indicate how the above
construction can describe the salient properties of the quantum theory of a one-component
real scalar field.
In quantum theory of real scalar fields on Rm, the field algebra is the Borchers algebra AΦ
where Φ = RS4, the real subspace of the Schwartz space S(Rm) of complex C∞ functions
f(x) on Rm such that
‖φ‖k, l = max
|α|≤l
sup
x∈Rm
(1 + |x|)k
∂|α|
(∂x1)α1 . . . (∂xm)αm
f(x) <∞
for any collection (α1, . . . , αm) and all l, k ∈ N. The space RSm is endowed with the set of
seminorms ‖φ‖k, l and the associated topology. It is reflexive.
Since ⊗kS(Rn) is dense in S(Rkn), every continuous form on the subspace has a unique
continuous extension. Every bilinear functional M(φ1, φ2) which is separately continuous in
φ1 ∈ S(Rn) and φ2 ∈ S(Rm) may be expressed uniquely in the form
M(φ1, φ2) =
∫
F (x, y)φ1(x)φ2(y) d
nx dmy, F ∈ S ′(Rn+m).
As a consequence, every state ω on the Borchers algebra ARS4 is represented by a family
of distributions Wn ∈ S ′(R4n). For any ω, there exists a sequence {Wn} such that
ω(φ1 × · · · × φn) =
∫
Wn(x1, . . . , xn)φ1(x1) · · ·φn(xn) d
4x1 · · · d
4xn. (5)
A rigorous proof is known that a scalar quantum field theory, when it exists, is completely
determined by its Wightman functions. By relation (5), a state ω on the Borchers algebra
contains the same information as a complete specification of the n-point functions for all
values of n. If ω obeys the Wightman axioms, then we have a quantum field theory and Wn
are related to vacuum expectation values of products of fields. They calculate observable
quantities such as cross-sections and decay rates.
8G. Spectral Condition, Locality, and Uniqueness of the Vacuum
The remaining two essential properties of a quantum field theory (spectral condition and
locality) are equivalent to kerω containing certain ideals.
Let S1(CV +) denote the set of functions in S1 that vanish on the forward light cone
V +, and let F denote the Fourier transform. The spectral condition is the statement that
kerω ⊃ I1, where
I1 =
{∫
d4aF (a)αaf : f ∈ S, f0 = 0, F (a) ∈ F [S1(CV
+)]
}
Spacetime locality is the statement that kerω ⊃ I2, where I2 is the smallest closed two-
sided ideal in S containing all elements of the form f × g − g × f where f and g have
spacelike-separated supports.
Uniqueness of the vacuum also has a simple interpretation in terms of Wightman func-
tionals. A field theory is said to be reducible if the algebra of field operators acts reducibly on
the Hilbert space. A Wightman state ω is said to be decomposable if there exists a positive
number λ < 1 such that
ω = λω(1) + (1− λ)ω(2) (6)
with Wightman states ω(1) and ω(2) different from ω. Indecomposability of the Wightman
functional is equivalent to uniqueness of the vacuum in an irreducible field theory.
In Section II we will generalize the Wightman state ω, and it is of interest to know
whether (6) also leads to uniqueness of the vacuum in the general case.
II. NONCOMMUTATIVE TARGET SPACE PERSPECTIVE
The field algebra with multiplication and involution given by (2)-(3) admits a natural
generalization to the noncommutative setting. This generalization has many applications
in physics, all of which come from interpreting elements of the Borchers algebra as gauge
fields on a d-dimensional spacetime. For d ≤ 1, this gives rise to matrix models and matrix
quantum mechanics. For d ≥ 2, it is Yang-Mills theory. Of course, the gauge symmetry
is not essential for the construction to work; it applies equally well to matrix-valued scalar
field theory of the type considered by Kazakov [9]. This framework is also suggestive of
quantum field theory in which the target manifold is a noncommutative space in the sense
of Connes.
9A. Test Functions Valued in a Noncommutative Space
First we wish to argue that a correct description of gauge quantum field theory is possible
in terms of test functions valued in a noncommutative space. Quantum fields are operator-
valued distributions. Consider a pure gauge theory with gauge group G and Lie algebra
g = Lie(G). In a classical pure gauge theory, the fundamental fields are g-valued one-forms,
each determining a connection on a principal G-bundle. In a quantum version of the same
gauge theory, these classical fields would be promoted to operator-valued distributions with
the same algebraic structure.
For concreteness, let S(R4) denote the Schwartz space of rapidly decreasing functions on
R4. An operator-valued distribution is a continuous map
S(R4) −→ Op(H)
where we consider S(R4) to be endowed with the Schwartz topology, H is a Hilbert space,
and Op(H) denotes a suitable space of unbounded operators on H. In the example of a
free real scalar boson, H is the usual bosonic Fock space, and Op(H) would be a class of
operators large enough to include all operators of the form φ(f), where φ is a quantum field
and f is any test function. The operators Op(H), in this example, have a common core
including all smooth, compactly supported Fock states with finite particle number.
Let ρ : g → gl(V ) be a representation of g on the representation space V . Let HV denote
the space of all continuous linear functionals
φ : S(R4) −→ Op(H)⊗ V . (7)
Elements of HV are operator-valued distributions that transform in the representation V .
The representation ρ on V naturally defines a representation ρ of g on HV by expanding
φ(f) =
n∑
i=1
Afi ⊗ v
f
i
for Afi ∈ Op(H), v
f
i ∈ V , and defining
(ρ(g)φ)(f) =
∑
i
Afi ⊗ (ρ(g)v
f
i ), g ∈ g .
One very useful choice for V is the adjoint representation, because field strength variables
Fµν(x) in Yang-Mills theory transform in the adjoint. Other representations typically arise
10
as direct summands of tensor powers of the adjoint and its complex conjugate representation.
In all of these examples, it is useful to view the representation space V as living in some
matrix algebra.
There is a natural transformation of categories by which the space HV defined above is
naturally isomorphic to the space HV ∗ of continuous maps
S(R4)⊗ V ∗ −→ Op(H) (8)
Let us exhibit the isomorphism between (7) and (8) explicitly. For concreteness, we will
fix our attention on the special case of V = g, the adjoint, but we stress that no part of the
discussion depends on this in an essential way.
In terms of φ we may define a new map
φ˜ : S(R4)× g∗ −→ Op(H) (9)
by the formula
φ˜(f, y) ≡
n∑
i=1
y(vfi )A
f
i , y ∈ g
∗ . (10)
Equivalently, if T a is a basis for g, and φ(f) = φ(f)aT
a, then for y ∈ g∗, φ˜(f, ya) = φ(f)aya.
The map φ˜ is multilinear, and therefore factors through to a map on the tensor product
S(R4)⊗ g∗. We have proved that φ→ φ˜ gives an explicit isomorphism HV ∼= HV ∗ between
the two spaces (7) and (8).
Quantum field theory with test functions taking values in g∗ is most naturally described
by a noncommutative version of the Borchers construction, and the latter mathematical
structure will occupy us for the rest of this section and, in some form or other, for the rest
of the paper. We summarize the results of the previous paragraphs in a lemma.
Lemma 1. The following structures are equivalent:
1. An operator-valued distribution which transforms in the adjoint representation of a Lie
algebra g (i.e. a quantized Yang-Mills field)
2. An operator-valued distribution which acts on g∗-valued test functions.
Let us see how this isomorphism works in practice. Suppose that Fµν(x) is an operator-
valued distribution which transforms as a Lie algebra-valued two-form. An example of such
11
an object is a quantized Yang-Mills field strength. The above construction tells us that
from Fµν(x), we can construct a single operator-valued distribution F˜µν which acts on test
functions f(x) valued in the dual of the Lie algebra. The duality between g and g∗ is
given explicitly by the Killing form K(a, b) = tr(ab), where the trace is taken in the adjoint
representation. Therefore, the correct definition is
F˜µν(f) = tr(f · Fµν) =
∫
K
(
f(x), Fµν(x)
)
dx (11)
where f · Fµν is defined by
[f · Fµν ]ij ≡
∑
k
∫
f(x)ik(Fµν(x))kj dx
The notation of (11) is the same as (9). This shows explicitly how operator-valued distribu-
tions act on g∗-valued test functions.
Remark 1. This duality transformation transfers the dependence on the Lie algebra to the
test functions; however, if the original field also transforms as a section of an additional
vector bundle E, as is the case for the 2-form Fµν(x) which is a section of E = ∧2(Rd), the
quantized field operator (11) transforms in the tensor product E⊗OH, where OH is a trivial
bundle with fiber Op(H). Additional complications to the theory presented above arise in
the case of a nontrivial fibre bundle, in which the connection can be only locally described
as a g-valued one-form. The gauge fields in the present paper are all assumed to be sections
of globally trivial principal bundles.
Remark 2. One could imagine exotic quantum field theories in which the fields take values
in the algebra of functions over a noncommutative geometry in the sense of Connes. The
present constructions define such a theory mathematically, but we do not know a direct
physical interpretation.
B. Generalizing the Borchers Construction
For any space Σ let
A = A(Σ,B) (12)
denote a vector space of “test functions” from Σ to a possibly noncommutative star-algebra
B with product · . If B is a normed algebra and Σ is equipped with an appropriate metric,
12
then we may consider A(Σ,B) to be the Schwartz space of rapidly-decreasing functions. For
example, one could consider a spacetime which has nontrivial topology within some compact
region K, and outside that region it is covered by a single chart and approximately isometric
to Rn minus a compact set. On such a spacetime, one can demand that the B-norm of the
function and of all its derivatives, expressed in any chart which covers the complement of
K, fall off faster than any power of the modulus function, which measures the distance of a
point from K in the ambient metric.
In the application of these ideas to two-dimensional gauge theory, Σ will denote a compact
Riemann surface. We assume for convenience that the base field of B is F = R or C. A is
then naturally a left and right module over B, and of course also over F . Let
TA =
∞⊕
k=0
T kA, where T kA = A⊗k (13)
We will abbreviate A ⊗ · · · ⊗ A (n factors) by A⊗n. Let x and y denote elements of Σ.
We define a map ι which identifies f ⊗ g with the B-valued function of two variables given
by f(x) · g(y). This identification, and the natural extension of this map to higher tensor
powers A⊗n, determine an algebra homomorphism
A⊗n
ι
// A(Σn,B) (14)
where Σn denotes the n-fold Cartesian product Σ× Σ× . . .× Σ. In other words,
ι(f1 ⊗ · · · ⊗ fn)(x1, . . . , xn) = f1(x1) · . . . · fn(xn) .
Both the kernel and the image of this homomorphism are important.
The map ι can have a nonzero kernel if f(x) commutes with g(y) for all x, y ∈ Σ, in which
case ι(f ⊗ g) = ι(g ⊗ f). For our purposes, we would like to assume that (14) is injective;
to attain this injectivity it is necessary to quotient by the kernel of ι, which is equivalent to
working with the universal enveloping algebra as we now discuss.
Since B is defined to be an associative algebra, it is naturally also a Lie algebra. Therefore
the algebra A of functions Σ→ B, is also a Lie algebra. Let A be the universal enveloping
algebra U(A) = TA/I where I is the two-sided ideal generated by elements of the form
f ⊗ g − g ⊗ f − [f, g], f, g ∈ A
Since I = ker(ι), it follows that ι is injective on A.
13
This subtlety is only present in the noncommutative version, and leads to another subtlety
in the definition of the grading. For the symmetric tensor algebra, which corresponds to
the abelian case [·, ·] = 0, the grading TA =
⊕
k T
k projects to a grading on U(A), but
in general projection of TA to U(A) does not produce a grading. However, TA has the
associated filtration
T (k) =
k⊕
j=0
T jA
from which we recover T k by
T k ≃ T (k)/T (k−1)
Let U (k) denote the image of T (k) under the projection. This defines a natural filtration,
U (k)U (ℓ) ⊆ U (k+ℓ),
and the spaces Ak = U
(k)/U (k−1) provide the desired grading of A = U(A). We will often
write f = {f0, f1, f2, . . .} to denote the decomposition of an element f ∈ A with respect to
this natural grading.
If B is a real, abelian algebra, then the above construction reduces to the classic con-
struction of Wightman. In particular, we may consider B = R which corresponds to a single
real scalar field. In this case, [f, g] = 0 always, hence I is the ideal generated by elements of
the form f ⊗ g − g ⊗ f . This identifies A with the symmetric tensor algebra over A, which
is precisely the algebra used in Wightman’s original construction [2]. Once again, ι is injec-
tive on the space of interest; this injectivity is an important component of the Wightman
construction.
When the interpretation is clear from context, as in (15), we will not explicitly write the
map ι. With this convention, our notation becomes compatible with the notation of [2], in
which (for example) one would write
(h⊗ fk)(x1, . . . , xk+1) = h(x1)fk(x2, x3, . . . , xk+1)
Since A is generated as a vector space by homogeneous elements, we can define a cross
product on A by the equation
(fn × gm)(x1, . . . , xn+m) = fn(x1, . . . , xn) · gm(xn+1, . . . , xn+m) (15)
For fn ∈ A(Σn,B) and gm ∈ A(Σm,B), this determines an element
fn × gm ∈ A(Σ
n+m,B),
14
and this element is the same as the function ι(fn⊗ gm). The cross product extends to all of
A in a manner similar to eq. (2),
(f × g)l =
∑
i+h=l
fi × gh . (16)
The involution on A is defined as follows. For f ∈ A, we define f ∗(x) := f(x)∗B where ∗B
denotes the involution in B. We define the involution to satisfy the axioms of a ∗-algebra,
so that (f + λh)∗ = f ∗ + λh∗ and (f × g)∗ = g∗ × f ∗. Since A generates A as an algebra,
this determines the star operation on all of A.
In the above, B was defined to be an associative algebra, and we also used the natural Lie
bracket coming from commutators in the associative algebra’s product. It is worth noting
that a completely analogous construction may be carried out even in the case where B is
an abstract Lie algebra on which no associative algebra structure is defined. To do this,
the definition of A as the universal enveloping algebra is the same, and the definition of the
cross product (15) could be modified, to become
(fn × gm)(x1, . . . , xn+m) =
[
fn(x1, . . . , xn), gm(xn+1, . . . , xn+m)
]
(17)
However, this is unlikely to be a useful construction because the actual Hilbert space inner
product will be identically zero, assuming the state t ∈ E(B) used there is a cyclic state,
meaning that
t(ab . . . c) = t(cab . . .) .
Of course, the trace on any matrix algebra or Hilbert space is a cyclic state.
C. States, Sesquilinear Forms, and Field Operators
The cross product provides a mapping from states to the bilinear forms that arise in
quantum physics. Explicitly, the advantage of the cross product (15)-(16) is that any state
ω on A determines a sesquilinear form 〈 , 〉ω by the relation
〈f, g〉ω = ω(f
∗ × g), (18)
and the sesquilinear forms (18) are of the type that arise in the construction of the Fock-
Hilbert space for a quantum field theory. The left-kernel of the state ω is precisely the
set of f such that 〈f, f〉ω = 0. Since a state by definition satisfies the positivity axiom,
15
the associated sesquilinear form 〈 , 〉ω is a positive semi-definite inner product. It is a
positive definite inner product on the quotient by the left-kernel L(ω) of the state ω, and
the completion of A/L(ω) forms the physical Hilbert space Hphys.
The state ω defines a non-degenerate positive definite sesquilinear form on A/L(ω) by
the relation
([f ], [g]) = ω(f ∗ × g) (19)
Define field operators Φ(f), f ∈ A acting on A by the formula
Φ(f)(a0, a1, a2, . . .) = (0, fa0, f ⊗ a1, f ⊗ a2, . . .) (20)
Define Hphys to be the completion of the pre-Hilbert space A/L(ω), and define a represen-
tation of A on Hphys by
ϕ(f)[g] = [f × g] (21)
for f ∈ A, g ∈ A. A short proof shows that Φ, as defined by (20), is well-defined on
equivalence classes and is the same as ϕ upon passing to the quotient.
D. Defining a State from Wightman Functions
In the generalized Borchers construction, a sequenceW = {Wn} of tempered distributions
does not directly define a (complex-valued) sesquilinear form. This represents a departure
from the usual quantum theory of scalar fields. The sequence W does naturally define an
associated linear map ΩW : A → B by
ΩW(f = {f0, f1, . . .}) =
∞∑
n=0
∫
fn(x1, . . . , xn) ·Wn(x1, . . . , xn)
n∏
i=1
dxi ∈ B
The sum in this expression is always well-defined, since f , by assumption, has finitely many
nonzero components.
In the intended application, a scalar-valued functional ω is recovered by composing ΩW
with a natural scalar-valued state tr : B → C, given by the trace. The functional ω then
defines a sesqui-linear form via (19). Let us use the term pulled-back states for those which
arise from composing the linear map ΩW with a state on B. The states which arise in
reconstruction theorems for gauge theories necessarily take this form.
Every state t on B determines a sesqui-linear form 〈 , 〉HS on B, defined by
〈a, b〉HS = t(a
∗ · b) (22)
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which we call the Hilbert-Schmidt form. In case B is a C∗-algebra represented by bounded
operators on a Hilbert space H, the trace TrH( ) is the natural state to use, (22) is the
usual Hilbert-Schmidt inner product, and consequently (22) determines a Hilbert space
structure on B. The Hilbert-Schmidt inner product arises often when we construct examples
of noncommutative Wightman states.
E. The Action of a Symmetry Group
In this picture, the action of a symmetry group G (such as, for example, Lorentz sym-
metry which acts on test functions by transforming the spacetime point on which the test
function is evaluated) would be most easily defined at the level of the field algebra by an
ω-invariant representation α : G → Aut(A). The condition of ω-invariance is already a
stronger condition than classical symmetry, since ω contains all quantum correlation func-
tions of the theory. However, in order to obtain a full symmetry of the quantum theory, we
must require additionally that for all g ∈ G, we have αg(L(ω)) ⊆ L(ω) so that the action of
the symmetry descends to a representation on the physical Hilbert space Hphys, which we
will call αˆ. It follows from the fact that αg ∈ Aut(A) and by ω-invariance that for any g,
αˆg is unitary on Hphys.
A deep and beautiful question in quantum field theory involves whether or not a classical
symmetry is preserved quantum mechanically; if not the symmetry is said to be sponta-
neously broken. If the quantum mechanical ground state Ω is uniquely given by the equiva-
lence class in A/L(ω) of the unit element 1 ∈ A, if αg preserves L(ω) for all g, and if αg1
is proportional to 1, then we infer that αˆgΩ = Ω and the symmetry is unbroken.
F. All Continuous Linear Functionals on the Field Algebra
In the introduction, we mentioned the well-known result that every bilinear functional
M(φ1, φ2) which is separately continuous in φ1 ∈ S(R
n) and φ2 ∈ S(R
m) may be expressed
uniquely in the form
M(φ1, φ2) = F (φ12), F ∈ S
′(Rn+m),
where
φ12(x1, . . . , xn+m) ≡ φ1(x1, . . . , xn)φ2(xn+1, . . . , xn+m). (23)
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This implies, then, that every state on the Borchers algebra is determined by a collection of
distributions which, assuming the relevant axioms hold, may be identified with the n-point
functions of a quantum field theory.
The purpose of the present section is to prove the analogous result for the general Borchers
algebra introduced in Section IIB.
Theorem 3. Suppose that ϕ1 and ϕ2 are Schwartz functions from R
n,Rm respectively, into
the space of k × k matrices over C. Let M(ϕ1, ϕ2) be a bilinear functional, separately
continuous in both variables. We claim there exists a distribution F ∈ S ′(Rn+m,Matk×k(C))
such that
M(ϕ1, ϕ2) = F(ϕ12)
where
ϕ12(x1, . . . , xn+m)
ab ≡
∑
c
ϕ1(x1, . . . , xn)
acϕ2(xn+1, . . . , xn+m)
cb. (24)
Proof. M naturally determines a linear functionalM| on the subset of S(Rn+m,Matk×k(C))
consisting of those matrices of Schwartz functions which are factorizable as in (24). It is
easily seen that the restricted functional M| is continuous in the relative topology induced
from S(Rn+m,Matk×k(C)), and therefore it may be extended to a continuous map F defined
on all of S(Rn+m,Matk×k(C)). 
We conclude that any state on the generalized Borchers algebra determines a set of
generalized n-point functions.
G. Two Simple Examples
Eq. (18) determines a bilinear form on A, giving A/L(ω) the structure of a pre-Hilbert
space. In this section, we compute this bilinear form for two cases in which the Wightman
functions have a very simple structure.
First suppose the Wightman distributions are given by a sequence of non-negative real
constants, αn ∈ R≥0, times the identity matrix. We compute
ΩW(f
∗ × g) =
∞∑
k=0
∑
n+m=k
∫
αn+mfn(xn, . . . , x1)
∗gm(y1, . . . , ym)
∏
i,j
dxidyj
=
∞∑
k=0
αk
∑
n+m=k
(∫
f ∗n
)(∫
gm
)
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The associated sesquilinear form is then given by
(f, g) =
∞∑
k=0
αk
∑
n+m=k
〈Fn, Gm〉HS (25)
where capital letters denote integration, i.e. Fn =
∫
fn(x1, . . . , xn)d
nx, etc.
If B is a C∗-algebra, then it can be realized as an algebra of bounded operators on some
Hilbert space H. In this case, B is itself a Hilbert space with the standard Hilbert-Schmidt
inner product defined by
〈A,B〉HS = Tr(A
∗B), A,B ∈ B.
This extends to tensor products of B in the usual way,
〈A⊗ B,C ⊗D〉HS = Tr(A
∗C) Tr(B∗D). (26)
This induces a Hilbert-Schmidt type inner product on the algebra A, and this is an example
of the inner product arising from a state ω on the generalized Borchers algebra. Since our
fields are B-valued functions, our inner product will be the integrated version of the Hilbert-
Schmidt inner product for tensors (26). The state which generates this inner product is
defined by considering all possible products of delta functions.
In certain “ultralocal” field theories, the correlation functions can simply be delta func-
tions. Explicitly, consider the Wightman functions
W2 = δ(x1 − x2)
W4 = δ(x1 − x4)δ(x2 − x3)
...
W2n =
n∏
i=1
δ(xi+n − xp(i))
where p is the permutation of {1, . . . , n} that completely reverses the order, with an implied
identity matrix after each delta function. An example using W4 is
〈f, g〉 =
∫
Tr(f(x2, x1)
∗g(x3, x4))δ(x1 − x4)δ(x2 − x3)Πidxi
=
∫
Σ2
〈f, g〉HS
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At first glance, the integrand of this expression looks different from (26). In fact they are
the same; to see this, let f = fa ⊗ fb and g = ga ⊗ gb. Then we have∫
Σ2
〈f, g〉HS =
∫
Σ2
Tr
[
(fa ⊗ fb)
∗ · (ga ⊗ gb)
]
=
∫
Σ2
Tr
[
(f ∗a · ga)⊗ (f
∗
b · gb)
]
=
∫
Σ2
Tr(f ∗a · ga) Tr(f
∗
b · gb)
as desired.
H. Axioms for Nonpositive Theories
A number of quantum field theory models are known which do not satisfy positivity. The
general properties of these models are summarized in the modified Wightman axioms of
indefinite metric QFT [10]. In particular, there are two replacements of the positivity axiom
which immediately generalize to the noncommutative algebraic framework outlined in the
present work.
Albeverio et al. [11] investigated Euclidean random fields as generalized white noise and
remarked that the Wightman functionals belonging to those fields do not generally satisfy
positivity. Those nonpositive Wightman functionals satisfy the following weaker condition,
known as the Hilbert space structure condition [12].
Axiom (Hilbert space structure condition). There exist seminorms pn on Sn such
that
|Wn+m(f
∗
n ⊗ gm)| ≤ pn(fn)pm(gm) for all fn ∈ Sn, gm ∈ Sm. (27)
This axiom needs no modification in order to apply to the general Borchers construction
of Section IIB; the pn are simply reinterpreted as seminorms on the subspaces An arising
in the grading of the universal enveloping algebra.
A related condition known as the Krein structure condition [13] is satisfied by the phys-
ically important Gupta-Bleuler formalism for free QED, and has many attractive features
from a mathematical standpoint.
Axiom (Krein positivity). There exists a dense unital subalgebra A0 of the Borchers
algebra, and a mapping α : A0 → A0, such that for all f, g ∈ A0,
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1. ω(α2(f)∗ × g) = ω(f ∗ × g);
2. ω(α(f)∗ × f) ≥ 0;
3. ω(α(f)∗ × g) = ω(f ∗ × α(g)); and
4. pα(f) ≡ ω(α(f)∗ × f)1/2 is continuous in the topology of the Borchers algebra.
In the original paper [13], it is shown that the Krein positivity condition is stronger than
the Hilbert space structure condition, is satisfied by free QED, and guarantees the existence
of a majorizing Krein-type Hilbert space structure associated to the Wightman functions.
It is easily seen that the Krein positivity condition may be applied to the generalized
Borchers algebra of Section IIB, and a state ω on that algebra, simply by interpreting the
terminology within the new context.
III. APPLICATION TO GAUGE THEORY
We would like to use the structure developed above to express quantities of interest in
gauge theory. The difficulty with this outlook is that there are different possible choices
for complete sets of observables. It is known that Wilson loop functionals are a complete
set of observables for Yang-Mills theory in any dimension, but as functionals on the loop
space, they cannot be directly used to generate a state on the generalized Borchers algebra.
Fortunately, in some cases, a complete set of gauge-invariant correlation functions is avail-
able, and they possess a mathematical structure which is convenient for our viewpoint in
this paper.
A. Complete Sets of Observables
In any number of dimensions, the Yang-Mills field strength is a Lie algebra valued 2-
form; a special feature of two dimensions is that in this case the field strength is mapped to
a g-valued scalar field by the Hodge star. This field is denoted ξ(x), and given explicitly by
Fµν(x) = ξ(x)
√
g(x)εµν
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The Yang-Mills action in two dimensions is
S =
1
8π2ε
∫
Σ
TrF ∧ ∗F , (28)
with the trace taken in the fundamental representation for g. In our convention, the gauge
field A is anti-Hermitian. In terms of ξ the pure Yang-Mills action takes the form∫
Σ
dµTr(ξ2)
with the appropriate coupling constant inserted. Here dµ =
√
g(x) d2x is the Riemannian
volume measure on Σ.
Field strength correlators are linear combinations of objects of the form
〈ξa(x1)ξ
b(x2)ξ
c(x3) . . . ξ
d(xn)〉 (29)
Here ξ(x) is a Lie algebra valued scalar field, and ξa, ξb, . . . come from expanding the field
with respect to some fixed basis of the Lie algebra. For example, one could take the Gell-
mann matrices ta as a basis of SU(3) and write ξ(x) = ξ
a(x)ta. Thus, (29) is not a gauge-
invariant correlator. It becomes gauge invariant only after inserting ta, tb, tc, . . ., summing
over repeated indices, and taking the trace. The rest of this subsection will be devoted to
describing a second type of correlator, which are sometimes called φ-field correlators.
In two dimensions there are no propagating degrees of freedom (i.e. no gluons) so the
only degrees of freedom come from spacetimes of nontrivial topology or Wilson loops. Since
there are so few degrees of freedom, there is a very large group of local symmetries. YM2 is
invariant under the group SDiff(ΣT ) of area preserving diffeomorphisms, which is a larger
symmetry group than local gauge invariance.
The following equivalent action is called the “first-order formalism” because Gaussian
integration over φ gives back the original action (28).
ZΣ(ε) =
∫
DA exp
(
1
8π2ε
∫
Σ
TrF ∧ ∗F
)
=
∫
DADφ e−S(A,φ)
where
S(A, φ) = −
i
4π2
∫
Σ
Tr(φF )−
ε
8π2
∫
Σ
dµTrφ2 . (30)
Here φ is a Lie-algebra valued 0-form; (30) shows that the gauge coupling e2 and total area
a =
∫
Σ
dµ always enter together, and gives rise to the natural generalization
I =
∫
Σ
[
i tr(φF ) + V(φ)dµ
]
(31)
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where V is any invariant function on the Lie algebra g. Thus, ordinary YM2 is one example
of a general class of theories parameterized by invariant functions on g. It is natural to
restrict to the ring of invariant polynomials on g. For G = SU(N), this ring is generated by
trφk, so we may describe the general theory by coordinates t~k, in terms of which
V =
∑
t~k
∏
j
(trφj)kj .
The generalized Borchers formulation applies equally well to the general case (31) with
arbitrary V(φ).
A complete set of physical observables for Yang-Mills theory in any dimension are Wilson
loops. These are, in particular, interesting observables for Yang-Mills theory in d = 2.
However, gauge invariant polynomials of the field φ form another complete set of observables
naturally suited to evaluation of the partition function. These observables include products
of Trφ2(xi) at various points xi, and more generally, traces of any homogeneous invariant
polynomial defined on the Lie algebra g. We will adopt this terminology, and refer to
expectations of products of Trφ2(xi) as φ-field correlators. This is in marked contrast to
d = 4 Yang-Mills where the only dimension four gauge invariant operators are tr(F ∧ ∗F )
and tr(F 2), with the latter a topological term.
The most important property of expectation values of gauge-invariant observables in two
dimensions is that they are almost topological. A sample calculation shows that
d
〈
1
8π2
Trφ2(x)
〉
ε
=
〈
1
4π2
Trφ(x)dAφ(x)
〉
ε
= 0 . (32)
The action
Stop = −
1
2
∫
i tr(φF )
describes a true topological field theory whose path integral is concentrated on flat con-
nections F = 0. The field φ is sometimes denoted by B, in which case the Lagrangian is
proportional to Tr(BF ), and the terminology BF theory was introduced. In the small area
limit (or the V → 0 limit) YM2 reproduces the results of this topological field theory.
B. The Hilbert Space of YM2
We consider quantization of YM2 on the cylinder with periodic spatial coordinate of
period L. This model is well understood and we will make no attempt at exposition since
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several excellent references exist in the literature [14, 15, 16, 17]. Our purpose here is to point
out an unexpected mathematical relationship having to do with the space of class functions
on a Lie group that is predicted by the generalized Wightman construction introduced earlier
in the paper.
The Hilbert space of this model is known to be the space of L2 class functions on G with
inner product
〈f1 | f2〉 =
∫
G
dUf ∗1 (U)f2(U) (33)
where dU is the Haar measure normalized to give volume one. For compact gauge groups,
the Peter-Weyl theorem implies the decomposition of L2(G) into unitary irreps,
L2(G) = ⊕RR⊗ R
Consequently a natural basis for the Hilbert space of states is provided by the characters
in the irreducible unitary representations. This is known as the representation basis. The
states |R〉 have wavefunctions χR(U) defined by
〈U | R〉 ≡ χR(U) ≡ TrR(U) (34)
While eqns. (33) and (34) provide two different expressions for the inner product of YM2,
a third expression for the same inner product can be derived from the generalized Borchers
construction, in the special case of constant Wightman functions. The sesquilinear form is
given by (25), and the inner product of YM2 therefore comes from (25) after taking the
quotient by zero-norm states, and subsequently, taking the completion.
C. The correlators of Y M2
The correlators of YM2 are determined by representation-theoretic invariants of the gauge
group such as Casimir operators, and by the integration measure defined by the Riemannian
metric on the Riemann surface Σ. Explicit expressions have been found by Nunes and
Schnitzer [18], using the abelianization technique for path integrals developed by Blau and
Thompson. In a particular gauge, the two-point function for 2d SU(N) Yang-Mills theory
on a Riemann surface is
〈ξa(x)ξb(y)〉 =
e4
ZΣg
∑
l
dim(l)2−2g exp
(
−
e2
2
AC2(l)
)
×
[(ρ, ρ)δab
N2
δ2x,y − (p
ab(l + ρ)2 +mabn2)
]
(35)
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where l is the highest weight which labels the irreducible representation of SU(N), n is the
total number of boxes in the Young tableau defined by l, dim(l) and C2(l) denote respectively
the dimension and quadratic Casimir, ρ is the half-sum of the positive roots, A is the area
of Σ, and
pab =
{
−1
N(N−1)
if a 6= b
1
N
if a = b
mab =
{
1
N(N−1)
if a 6= b
0 if a = b
Note that the dependence of (35) on x, y and on the choice of gauge goes away after inserting
the Lie algebra generators and taking the trace.
In general, it is known that the gauge-invariant (2p)-point function 〈Tr ξ2p(x)〉 on a
Riemann surface of genus g takes the form
e4p
ZΣg
∑
ℓ
dim(ℓ)2−2g exp
(
−
e2
2
AC2(ℓ)
) p∑
i=1
fi(ρ)C2i(ℓ)
where fi are rational functions of (ρ, ρ).
Remark 3. The physical Hilbert space of this quantum theory is a well-defined object, and
we now in principle know two ways to calculate it. As discussed previously, the Hilbert space
of this model is known to be the space of L2 class functions on G with inner product (33).
However, by the ideas introduced in this paper, we expect to also recover the Hilbert space
inner product from the state on the generalized Borchers algebra that is determined by (35)
and all higher-order correlators. Of course, the physical Hilbert space is recovered only after
taking the quotient by the left-kernel of this state, which restores gauge invariance.
IV. MATRIX MODELS AND MATRIX STATES
Section IVA gives the definition of matrix states. In Sections IVB, IVC we recall how
matrix models have come to play a prominent role in high energy physics in the last few
years. Section IVD shows that, in the same sense in which scalar quantum field theories are
Wightman states, matrix models are matrix states. Finally, Section IVE points out that an
argument due to Borchers generalizes to the noncommutative case, showing that arbitrary
states on the field algebra, which describe non-trivial quantum field theories, are limits of
matrix states.
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A. Matrix States
Definition 1. Let T ∈ E(A) be a state, and denote by I(T ) the maximal two-sided ideal
contained in L(T ). T is called a matrix state if A/I(T ) is a finite dimensional algebra.
The terminology comes from the fact that any finite-dimensional ∗-algebra with unit is
isomorphic to a sub-∗-algebra of N ×N matrices for some N . Let hN denote the ∗-algebra
of N × N Hermitian matrices. We similarly define a Hermitian matrix state to be one for
which Ah/I(T )∩Ah is a finite-dimensional algebra; this algebra will then be isomorphic to
a subalgebra of hN for some N .
B. Hermitian Matrix Models
A Hermitian one-matrix integral (see [19, 20] for a review) takes the form
Z =
∫
[dN
2
M ] exp(N TrS(M))
where S(M) is an arbitrary function. The model is said to be solvable if the integral can be
performed explicitly, at least in the large N limit. We briefly indicate how this can be done
in the simplest case. DiagonalizeM via the transformationM = O+xO where x is diagonal
and O ∈ U(N). The corresponding measure can be written as:
dN
2
M = d[O]U(N)∆
2(x)
∏
dxk
where ∆(x) =
∏
i>j(xi − xj) is the Vandermonde determinant. The integrand does not
depend on O, so integration over O produces a group volume factor. The remaining integral
over the eigenvalues is Z =
∫
[
∏N
k=1 dxk]e
NS(xk)∆2(x). In the large N limit the corresponding
saddle point equation takes the form
1
N
∂S
∂xk
= S ′(xk) +
1
N
∑
j 6=k
1
xk − xj
= 0
C. Dijkgraaf-Vafa Matrix Models
Dijkgraaf and Vafa [21] have proposed a very simple recipe to calculate the exact quantum
effective superpotential W (S) for the glueball superfield
S = −
trW αWα
16Nπ2
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in the confining vacua of a large class of N = 1 supersymmetric Yang-Mills theories. The
superpotential W (S) contains highly non-trivial information about the non-perturbative
dynamics of the theory. For example, it can be used to derive dynamical chiral symmetry
breaking and calculate the tension of the associated domain walls.
Consider the U(N) or SU(N) theory with one adjoint Higgs supermultiplet Φ and a tree
level superpotential of the general form
Wtree =
∑
p≥1
gp
p
tr Φp =
∑
p≥1
gpup .
Dijkgraaf and Vafa have conjectured [21] that the superpotential W (S) is the sum of zero
momentum planar diagrams of the N = 1 theory under consideration. In our case, their
ansa¨tz for the U(N) theory is a holomorphic integral over n× n complex matrices φ,
exp
(
n2F/S2
)
=
∫
planar
dn
2
(φ/Λ) exp
[
−
n
S
Wtree(φ, gp)
]
, (36)
from which the superpotential can be deduced,
W (S,Λ2, gp) = −N∂SF(S, gp) . (37)
Here, Λ is the complex mass scale governing the one-loop running of the gauge coupling
constant (see [22]). For SU(N) gauge theory, the integral (36) must be restricted to traceless
matrices, or equivalently one must treat g1 as a Lagrange multiplier.
The parameter n is introduced so that the planar diagrams can be extracted by taking
the n→∞ limit. The N dependence of the superpotential is then given explicitly by (37).
The integral (36) involves complex matrices and couplings gp, but the calculation is the
same as for hermitian matrices and real couplings. There is no ambiguity in the analytic
continuation because we restrict to planar diagrams. This implies that standard matrix
model techniques [19] do apply. A nice mathematical description of holomorphic matrix
integrals was given by Lazaroiu [23].
D. Matrix Models as Matrix States
The interesting point we wish to make in this section is that the aforementioned matrix
models (arising in string theory, condensed matter, and other branches of physics) are special
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cases of the noncommutative-target Borchers construction with a matrix state in the star-
algebra sense, as in Definition 1. An acceptable mathematical terminology is to define the
term matrix model to simply be the noncommutative-target Borchers algebra with a matrix
state.
Consider the noncommutative Borchers algebra A = A(V, hN) into the space hN of Her-
mitian matrices. Define a state w on A by the prescription
w2(a1 × a2) =
0, (∃i) ai is nonconstant∑
I1,I2
(a1)I1(a2)I2 KI1,I2, otherwise
(38)
where
KI1,I2 =
∫
hN
[Da] aI1aI2 e
−S(a) (39)
where
∑
I1,I2
denotes a sum over all possible values of I1 and I2, the measure [Da] runs over
hN , and wn for n > 2 are defined analogously. Here, Iα = (iα, jα) denotes a pair of indices
which together specify a matrix element. S(a) denotes the action of the matrix model, which
might be Tr(a2) in the simplest case. We have chosen to use the notation of Section IVB,
which describes Hermitian matrix models; however, the framework is completely general.
After taking the quotient by the kernel of w = (w0,w1,w2, . . .), the one-particle space
is simply hN , so these are bona fide matrix states. We recover a simple Hilbert space and
operator formulation for matrix models. The matrix model is called solvable if the N2-
dimensional integrals in (39) can be reduced to N -dimensional integrals, which one then
expects to evaluate by saddle-point approximations.
E. Limits of Matrix States
The classic result of Borchers [7] that matrix states are dense in the space of all states
on the Borchers algebra generalizes to the noncommutative setting. The proof proceeds in
two steps, first showing that matrix states are dense in the states of finite order, and then
showing that the latter are dense in the set of all states. As the results of this section are of
a topological nature, we assume throughout that B is a normed ∗-algebra and that the space
A = A(Σ,B) introduced in eqn. (12) is a Schwartz space of rapidly decreasing functions.
The generalized Borchers algebra is consequently endowed with the Schwartz topology.
Given a sequence of Wightman distributions defined for fields valued in a noncommutative
28
space, and a state on B, Section II defines a state, which we now call T , on the generalized
Borchers algebra. The Hilbert space HT , field operator AT , and cyclic vector ΩT are then
defined, as usual, by the GNS construction.
Definition 2. T ∈ E(A) is said to be of order N if the family of operators {AT (f) : f ∈ A}
contains exactly N linearly independent elements, or equivalently if
dim
(
A/I(T ) ∩ A
)
= N
Theorem 4. Any finite-order state T on the generalized Borchers algebra A is a limit of
matrix states.
Proof. Let {H, ϕ,Ω} be the Hilbert space, field operator, and cyclic vector given by the
GNS-type construction described in Section II. It is clear that if T is of order N , there exist
N distributions ti ∈ A′ and N operators Ai on H such that
ϕ(f) =
N∑
i=1
(ti, f)Ai
for all f ∈ A. Let Hn be the vector space spanned by all vectors
{Ai1 . . . AinΩ : ij = 1, . . . , N, r = 0, . . . , n}
Hn is finite dimensional, so Hn is closed and A
i|Hn is bounded. Let E
n : H → Hn be the
associated orthogonal projection. Also define βn as follows:
f
βn
//
N∑
i=1
(ti, f)EnAiEn
Thus βn is a continuous homomorphism of A into a finite-dimensional matrix algebra, which
is an algebra of d(n) × d(n) matrices, where d(n) = dimHn. We remark that generically,
d(n) will be an increasing function of n, and the n→∞ limit resembles a “large n limit” of
matrix models. Define approximate states T (n) by
(T (n), g) = 〈βn(g)〉Ω
for any g ∈ A. By definition, a matrix state is an expectation in some fixed vector of a
homomorphism into a finite-dimensional matrix algebra, so clearly T (n) are matrix states.
Recall that Ak was defined to be the image of A⊗k in the universal enveloping algebra A.
Note that T (n) coincides with T on the spaces Ak for k ≤ n, so T = limn→∞ T (n) and the
proof is complete. 
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Theorem 5. States of finite order are dense in the set of all states on the generalized
Borchers algebra.
Proof. Let T be any state, and let {H, ϕ,Ω} be the Hilbert space, field operator, and cyclic
vector given by the GNS-type construction described in Section II. Choose N arbitrary
elements fj ∈ A and let AN denote the subspace of A generated by the fj. For arbitrary
g ∈ AN , we have
ϕ(g) =
M∑
j=1
Fj(g)ϕ(fj)
where {ϕ(fj)}j=1...M is a minimal basis of the span of {ϕ(fi)}i=1...N and the Fj are M
continuous linear functionals on AN . By the Hahn-Banach theorem, extend each Fj to a
functional tj defined on all of A. Define
ϕ′(g) =
M∑
i=1
(ti, g)ϕ(fj), and T [f1, . . . , fN ](g) = 〈ϕ
′(g)〉Ω
It is now clear that each T [f1, . . . , fN ] is a state of order M . This process defines a Cauchy
net T [ ] of finite-order states converging to T . 
If an explicit functional S(a) is known so that a matrix state w is given by eqns. (38)-(39),
then we say w is defined by its action S, and call the associated quantum theory a matrix
model. Given a quantum theory (possibly with noncommutative target) defined in terms of
its Wightman state, Theorems 4–5 construct a sequence of matrix states which converge to
the given state. As remarked in the proof of Theorem 4, the n → ∞ limit considered in
that theorem resembles, at the level of dimensions of the relevant algebras, a large n limit of
matrix models. It would be extremely interesting if there were a generic way to reformulate
each of these matrix states as a matrix model with action S. Such a formulation would
allow us to choose our favorite gauge theory, and immediately write it as a limit of matrix
models.
In fact, Kazakov in a famous paper [9] completed precisely such a construction. Kazakov
considers the multi-component scalar field theory in four dimensions
S = N
∫
d4x tr((∂µφ)
2 + V (φ))
with φ a Hermitian N ×N matrix-valued field, and showed that the 4D field theory at finite
N is equivalent perturbatively, graph by graph of any topology, to a one-matrix model in
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the large n limit. The latter may provide a nonperturbative definition of the 4D field theory.
It’s far from obvious that this is related to Theorems 4–5, but it’s possible!
V. CONCLUSIONS
A classic result of mathematical physics is the reconstruction of the Hilbert space, vac-
uum vector, and field operators of a quantum field theory from a given set of distributions
satisfying the Wightman axioms [5]. In previous sections, we have described the extension
of Wightman’s construction to theories with gauge symmetry, including nonabelian pure
Yang-Mills models and matrix models, and more generally to theories with fields or test
functions valued in a noncommutative algebra. Yang-Mills theory with an adjoint-valued
Higgs field also fits within the same framework. In every case involving quantized Yang-Mills
fields, the Lie algebra dependence of the fundamental fields can be transferred to the test
function space.
Additional difficulties are encountered in the noncommutative case which are not present
in the commutative case. The Borchers field algebra must now be defined as a universal
enveloping algebra due to the noncommutativity of the target space, rather than a symmetric
tensor algebra. Also, a sequence of n-point functions no longer suffices to define a state on
the field algebra; one must also take as part of the data of the theory a state on the target
space B. For usual Yang-Mills theories, this additional target state is the trace in the adjoint
representation of the gauge symmetry algebra.
This construction provides a unified algebraic framework for formulating properties of
a broad class of quantum field theories. Yang-Mills theory (including matrix models) and
constructive field theory models [24] possess the following common structure:
1. A ∗-algebra B (not necessarily commutative), with the generalized Borchers algebra
A of functions into B.
2. A functional ω ∈ A′, which is defined in terms of a sequence of n-point functions and
which satisfies ω(f ∗ × f) ≥ 0 (∀f) in theories with no gauge symmetry, or in gauge
theories expected to possess a positive-definite inner product. For nonpositive models
such as Gupta-Bleuler QED, the functional ω is postulated to satisfy axioms described
in Section IIH.
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3. A symmetry group G and a representation α : G → Aut(A), which is ω-invariant in
the sense that ω(αg(f)) = ω(f) for all f ∈ A and g ∈ G.
4. A collection of ideals I1, . . . , In of the algebra A which are required to lie in the kernel
of ω. (Each ideal represents a physical property satisfied by the n-point functions; in
Wightman QFT, n = 2 and the two ideals represent locality and the positive light-cone
spectral condition.)
5. A Hilbert space Hphys defined to be the completion of A/L(ω), with inner product
ω(f ∗ × g) and vacuum vector Ω.
6. Field operators defined by the GNS construction, with vacuum expectation values
equal to the Wightman functions used to define the state ω.
The discussion following Theorem 5 outlines a possible new research direction, concerned
with the question of how quantum field theories can be written as limits of matrix models.
It would be very interesting to have a deeper understanding of the issue raised by Remark
3. Moreover, this construction could be studied for fields which are sections of nontrivial
principle fibre bundles, as suggested by Remark 1.
We anticipate possible connections between this work and deformation theory, which we
elaborate on briefly here. If we consider continuous deformations of the product ·B in the
noncommutative target space B, with respect to a parameter ε, then the constructions in this
paper define continuous families of Wightman functionals ωε and associated quantum field
theories with Hilbert space inner products 〈 , 〉ε. Consider the simple deformation which
multiplies the associative algebra product (and hence the Lie bracket) in B by ε. For each
ε, the Poincare´-Birkhoff-Witt theorem implies an isomorphism Aε ≃ SA, where SA is the
symmetric tensor algebra over A. Multiplication on Aε defines a family of multiplications
on SA,
f ∗ε g = fg +
1
2
ε{f, g}+
∑
k≥2
εkBk(f, g) (40)
for some bilinear forms Bk. This well-known construction is called deformation quantization
in the direction of the Poisson bracket.
In general, given a quantum field theory into a noncommutative space B, one could
consider deforming the multiplication on the target space, and in certain cases, we expect
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that the ε dependence might factor out of the Wightman functions and the Hilbert space
inner product will scale in some simple way with respect to the deformation parameter ε.
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