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ABSTRACT
Early diagnosis and analysis of lung cancer involve a precise and efficient lung nodule segmentation
in computed tomography (CT) images. However, the anonymous shapes, visual features, and
surroundings of the nodule in the CT image pose a challenging problem to the robust segmentation of
the lung nodules. This article proposes U-Det, a resource-efficient model architecture, which is an
end to end deep learning approach to solve the task at hand. It incorporates a Bi-FPN (bidirectional
feature network) between the encoder and decoder. Furthermore, it uses Mish activation function
and class weights of masks to enhance segmentation efficiency. The proposed model is extensively
trained and evaluated on the publicly available LUNA-16 dataset consisting of 1186 lung nodules.
The U-Det architecture outperforms the existing U-Net model with the Dice similarity coefficient
(DSC) of 82.82% and achieves results comparable to human experts.
Keywords Lung nodule segmentation · Convolutional neural network · Bidirectional feature network · Deep learning ·
Computer-aided diagnosis
1 Introduction
Most of the prominent cancer deaths are due to Lung Cancer, and it has a relatively low five-year survival rate of 18 %
(Siegel et al., 2016). One of the primary causes of these pulmonary nodules formation is irregular and uncontrollable
growth of cells in the lung parenchyma. Detection and analysis of these nodules in the lung tissue in an early phase
drastically improve the chance of survival of the patient and facilitates efficient treatment (El-Baz and Suri, 2011).
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Computed tomography (CT) scans are a widely used and highly accurate format for screening and analysis of lung
nodules. These scans are obtained using multi-detector row CT scanners. Precise segmentation of the lung nodules is
critical, as it has a significant effect on subsequent analysis results (MacMahon et al., 2005). However, for making an
accurate diagnosis, a radiologist must check a CT scan containing about 150-500 slices, which is a very challenging
and time-taking task (Way et al., 2010). Moreover, it is hard to differentiate between the internal lung structure and the
nodules, especially when the nodule is on the lung wall or attached to the end of a vessel in the lung tissue. The robust
segmentation of lung nodules using simple threshold and morphological-based methods is very difficult (Kubota et al.,
2011) due to the large variation in size and types of lung nodules ranging from adhesion-type nodules (juxtapleural and
juxta-vascular) to GGO (ground-glass opacity) nodules. Fig.1 illustrates various types of lung nodules.
Figure 1: Illustrations of various types of lung nodules present in the CT scans. In (g), small nodule indicates a nodule
of diameter ≤ 4 mm.
Another challenge in lung nodule segmentation is the segmentation of nodules with small diameter and intensity
comparable to that of the surrounding noise. It is thereby hindering the downsampling potential of the segmentation
network, where the network is unable to extract more in-depth network features that are semantic. This causes a
significant impact on the accuracy of the extraction of feature maps of large nodules. For this reasons, a robust
segmentation network is necessary to accommodate the large-scale nodule (various types) problem.
In the field of computer vision, convolutional neural networks (CNN) have recently become mainstream architecture.
One such architecture, the U-Net, is an encoder-decoder like CNN architecture, which has shown exceptional results
in the field of biomedical imaging on the task of segmentation (Ronneberger et al., 2015). Many modified U-Net
architectures have achieved good results in different domains of biomedical imaging. However, CNN architectures
implemented for the task of lung nodule segmentation are still immature. Therefore, the development of advanced
architectures dealing with the shortcomings of previous architectures is essential.
To deal with the challenges of efficient feature extraction and adaption to heterogeneity of lung nodules, a modified
U-Net architecture with a weighted bidirectional feature network (U-Det) is proposed, which is appropriate for the
segmentation of many forms of lung nodules. The following elements are the list of technical contributions through this
research.
1. The proposed U-Det model uses a bidirectional feature network, which functions as a feature enricher,
integrating multi-scale feature fusion for efficient feature extraction.
2. The implementation of data augmentation to deal with the relatively small size of the dataset and thereby
preventing the model from over-fitting and generalizing better on the task of segmentation and providing
robust performance.
3. The implementation of Mish activation function and class weights of masks to enhance model training and
segmentation efficiency.
4. The U-Det model can achieve high segmentation performance on small nodules and various other challenging
cases of nodule segmentation.
2 Background and related work
This section describes several lung nodule segmentation strategies, like morphological methods, energy-based optimiza-
tion techniques, region-growing processes, and machine learning methods that have been suggested in the past few
years.
In morphological methods, morphological based-operations were applied for the task of removing the nodules attached
to the vessels, and the isolation of lung nodules is done by selecting the connected region (Kostis et al., 2003). For
improvement in separation of juxtapleural nodules from the lung wall, a morphological based-method combined with
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the shape hypothesis has been proposed for the replacement of the morphological arrangement of fixed-size (Sargent
and Park, 2017; Kuhnigk et al., 2006). However, lung nodule segmentation using morphological operations is very
challenging (Diciotti et al., 2011).
In general, most region-growing methods are not capable of segmenting juxta-vascular and juxtapleural nodules and
are just well suited to the isolation of calcified nodules (Kubota et al., 2011). To address this issue, Dehmeshki et
al. offered a region-growing operation that operates on information on intensity, fuzzy connectivity, distance, and
peripheral contrast (Dehmeshki et al., 2008). Here, a difficult task for these methods is the convergence condition. Also,
irregular-shaped nodules are hard to process through region-growing methods due to the breach of the shape hypothesis.
The approach in energy based-optimization methods is to typically turn the task of segmentation into an energy
minimization problem. For instance, in (Chan and Vese, 2001; Nithila and Kumar, 2016; Wang and Guo, 2016;
Rebouças Filho et al., 2019; Farag et al., 2013), the authors have proposed a level set function for the characterization of
the image, and the energy function reaches the minimum, once the segmented contour meets the boundary of the lung
nodule. Also, the maximum flow problem was used in Ye et al. (2010); Boykov and Kolmogorov (2004); Mukherjee
et al. (2017). Similar to the case of region-growing based operations, the presence of juxtapleural nodules and low
contrast nodules such as GGO nodules drastically affects the output of these methods.
In the past decade, researchers in machine-learning field proposed hybrid models for classifying the lung nodules with
high-level nodule segmentation feature maps (Lu et al., 2008, 2011). In one such case, for the classification task, Lu et
al. established a collection of features maps with the invariance of translation and rotation (Lu et al., 2013). Another
instance, Wu et al. proposed a culmination of texture and shape-dependent features for the classification of voxels,
and a conditional random field (CRF) model was trained to classify voxels (Wu et al., 2010). Hu et al. performed
the segmentation of the lungs and next carried out the Hessian matrix-based vascular feature extraction procedure to
obtain the lung blood vessel mask. Then, the lung blood vessels were separated from the respective lung masks, and
classification was achieved with the aid of a neural network (Hu and Menon, 2016). Jung et al.’s method performs
GGO nodular segmentation centered on multi-phase models, which are asymmetric and deformable (Jung et al., 2018).
Gonçalves et al. (2016) also developed a 3D large-scale nodule segmentation approach, based on the Hessian strategy.
Recently, to overcome the shortcomings of machine-learning based methods, Deep learning approaches have been
proposed. In the deep learning approaches, CNN is a multi-layered neural network, which learns to map original
image files and corresponding labels hierarchically, and the task of segmentation is modified into the classification of
voxels similar to that used in the previous machine learning operations (Gao and Zhou, 2016; Shen et al., 2017). For
instance, Wang et al. introduced the multi-view convolutional neural network (MVCNN) for nodule segmentation. The
MVCNN is made up of three divisions of convolutional neural networks that are corresponding to three viewpoints of
sagittal plane, axial plane, and coronal plane (Wang et al., 2017a). Zhao et al. have advocated an enhanced pyramid
de-convolution network for enhanced performance on lung nodule segmentation. The architecture expertly blends
low-level fine-grained characteristics with high-level functional characteristics (Zhao et al., 2019).
At the other end, Fully convolutional networks (Long et al., 2015) were a different method for the task of segmenting CT
images. Few instances, Ronneberger et al. (2015) proposed 2D U-Net architecture and the 3D U-Net method advocated
by Çiçek et al. (2016) are segmentation approaches which are better-adapted to biomedical imaging. Also, the central
focused convolutional neural network(CF-CNN) proposed by Wang et al., which is a data-driven method without
involving shape hypothesis, has shown strong performance for the segmentation of juxtapleural nodules (Wang et al.,
2017b). Recently, Cao et al. (2020) proposed an approach of incorporating intensity features into the CNN architecture
by implementing a Dual-branch residual network (DBResNet) to achieve attractive segmentation performance on lung
nodules.
3 Methods
This section covers the methods that are applied in proposed model. It consists of the following three phases: (1) Model
Architecture, (2) Data Augmentation, and (3) Training and post-processing. Fig.2 illustrates the pipeline of proposed
model.
3.1 Model architecture
The model architecture is an End to End Deep learning approach for lung nodule segmentation. It takes inspiration
from the encoder, decoder backbone of U-Net, and the feature enricher Bi-FPN, implemented in Efficient-Det. In this
paper, the proposed model makes the use of U-Net based backbone network incorporated with a Bi-FPN for the task of
lung nodule segmentation. Further, the fully convolutional network-based U-Net encoder takes the CT image, a slice
of the CT scan, and outputs features at five corresponding depths, which are the respective inputs of the Bi-FPN. The
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Figure 2: Flow chart representing the overview of proposed model pipeline.
Figure 3: Illustration of the proposed U-Det model, where the convolutional neural network block between the
downsampling and up-sampling sections represents the Bi-FPN. The numbers at each layer of the architecture indicate
the shape of feature maps at each layer, respectively. The key indicates the representation of various operations that take
place in the backbone architecture.
feature network’s outputs are combined respectively with a decoder architecture to obtain a combination of lower-level
fine-grained features with high-level semantic features. The output mask represents lung nodules. Table.1 shows
the corresponding layers of the model, along with their respective parameters. Fig.3 visualizes the proposed U-Det
architecture.
3.1.1 Backbone U-Net architecture
The U-Net architecture is a convolutional network architecture for fast and precise segmentation of images. Recently, it
has shown exceptional results in the field of biomedical image segmentation (Ronneberger et al., 2015). The proposed
model uses a modified implementation of U-Net architecture to take a 512 × 512 image as an input and output a
512× 512 mask. This architecture consists of two sections: the contraction and the expansion sections, which behave
similarly to an encoder and decoder, respectively.
In the architecture, the contracting path has the typical architecture of a convolutional network, and consists of repeated
application of two 3× 3 convolutions (with ‘same’ padding), each followed by a non-linear Mish activation function
and a 2× 2 max-pooling operation of stride 2 for downsampling of the input image features. The number of feature
channels is doubled at each downsampling step. The depth of the contraction path is five. Also, for the regularization of
the model, a Dropout layer with a dropout factor of 0.5 has been used after the second 3× 3 convolution block at depth
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Table 1: The layers and respective network parameters of the U-Det model.
Layer name Number of parameters
Contraction path :
Conv2D×10, Mish 1.884×107
MaxPool2D×4 -
BiFPN :
Conv2D×5 1.269×105
BatchNormalization×12 3072
ReLU×12, MaxPool2D×3 -
DepthwiseConv×7 4032
Expansion path :
Conv2D×9, Mish 6.821×106
Conv2DTrans×4, Mish 2.786×106
Total parameters : 2.858×107
4. The corresponding sizes of features at the five depths of the contraction section are 512× 512× 64, 256× 256× 128,
128× 128× 256, 64× 64× 512, 32× 32× 1024 where 64, 128, 256, 512, 1024 represents the number of channels.
The convolution process taking place at each layer of the model is denoted by the set of operations formulated below:
C[m,n] = (I × k)[m,n] =
∑
i
∑
j
k[i, j].I[m− i, n− j] (1)
Z [l] =W [l].A[l−1] + b[l] (2)
A[l] = f [l](Z [l]) (3)
where, Eq.1 represents kernel convolution and Equations 2 and 3 denote the forward propagation process in CNN. Here
in Eq.1, I and k denote the input image and kernel respectively. In Equations 2 and 3, A[l],W [l], b[l], f [l] indicate the
activations, weights, bias, activation function of layer l respectively.
The features at the five depths are input into the feature network (Bi-FPN), and the output feature vectors are input
into the expansion section. Each step in the expansion path consists of an upsampling of the feature map followed
by a 2× 2 convolution (“up-convolution"), which halves the number of feature channels at each depth. The feature
vectors obtained after upsampling are concatenated with the corresponding feature vectors from the feature network.
The concatenation operation is followed by two 3× 3 convolutions (‘same’ padding) and each followed by the Mish
activation function. In the final layer of the backbone network, the obtained 512× 512× 64 feature map undergoes
two 3 × 3 convolutions. It is followed by the Mish activation function and a final 1× 1 convolution block, and finally,
sigmoid activation function. Thereby obtaining logits corresponding to the mask of the input CT image of the shape
512× 512.
The network training aims to increase probability of right class of each voxel in the mask. To accomplish this, a
weighted binary cross-entropy loss of each sample of training has been utilized. For the implementation of weighted
binary cross-entropy, the positive pixels by the ratio of negative to positive voxels in the training set was weighted.
Since the size of the positive class in a lung-nodule mask is relatively smaller than the size of the negative class, the
class weight of the training set is positive thereby increasing the punishment for getting a positive value wrong. So the
network will learn to be less biased towards outputting negative voxels due to the class imbalance in the masks. The
weighted binary cross-entropy loss is formulated as follows:
Loss =
−1
N
N∑
i=1
[ωp × yi log ŷi + (1− yi) log (1− ŷi)] (4)
where, N represents the number of samples, ωp represents the positive prediction weights and ŷi indicates the prediction
of the U-Det model.
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Figure 4: The graphical plot of Mish activation function.
3.1.2 Bi-FPN
The Bi-FPN is based on the conventional top-down FPN (Feature Pyramid Networks) approach (Lin et al., 2017). The
Bi-FPN infuses efficient bidirectional cross-scale connections and weighted feature fusion into the model (Tan et al.,
2019). Multi-scale feature fusion aims to fuse features at different resolutions to obtain efficient feature extractions.
The one-way flow of information inherently limits conventional top-down FPN. A BiFPN does not consist of nodes that
have only one input edge. If a node has only one input with no feature fusion, then it will contribute less to the feature
network that aims to infuse different features. BiFPN also has one top-down and one bottom-up path, thereby allowing
the bidirectional flow of features from one depth to the other in the feature network.
The incorporation of a bidirectional feature network aims to improve the feature extraction efficiency at each level of the
backbone architecture and enrich the feature vectors, thereby allowing a fusion of lower-level fine-grained features and
higher-level semantic features. As illustrated in Fig.3 the inputs of the Bi-FPN are the feature maps of the corresponding
five depths of the contraction path of the backbone architecture. The outputs of Bi-FPN are fed into the expansion path
of the backbone network.
The BiFPN also incorporates additional weight for each input during feature fusion, thereby allowing the network to
learn the particular input feature importance. For dynamic learning behavior and accuracy fast normalized fusion (one
of the methods of incorporating weights during feature fusion) is implemented (Tan et al., 2019). Also, for improvement
of efficiency, depthwise separable convolution followed by batch normalization and non-linear activation function ReLu
(Rectified Linear unit) are implemented. Through the bidirectional cross-scale connections, the Bi-FPN enriches the
feature maps at each depth of the network and provides an efficient fusion of features across various depths of the
encoder section of the U-Net backbone architecture.
3.1.3 Mish activation function
In the neural network, the activation function is the gateway to incorporating nonlinearity. It plays a pivotal part in
the training and evaluation of deep neural networks. The widely used activation functions are ReLU, Sigmoid, Leaky
ReLU, Tan hyperbolic, and recently introduced Swish. The approach implements a recent state of the art activation
function Mish, which works better than ReLU and Swish across challenging datasets. Furthermore, the simplicity of
Mish makes it a smooth implementation in neural networks (Misra, 2019).
Mish is a non-monotonic and smooth neural network activation function formulated as:
f(x) = x. tanh(ω(x)) (5)
where ω(x) is the softplus activation function given by ln(1 + ex). Fig.4 illustrates the plot of the Mish activation
function.
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Mish implements a Self-Gating function, in which the input given to the gate is a scalar. The Self-Gating property
helps replace activation functions such as ReLU (point-wise functions). Here, the input of the gating function is a
scalar input with no requirement of modifying network parameters. In Tensorflow, the function definition of Mish is
given by x ∗ tf.math. tanh(tf.softplus(x)). Mish’s properties, like being above unbounded, below bounded, non-
monotonic, and smooth, play a vital part in maximizing neural network outcomes. Hence, Mish enables considerable
time improvements during the forward and backward pass on GPU (Graphics processing unit) inference, when CUDA
(Compute Unified Device Architecture) is enabled, and improves the efficiency of the model.
3.2 Data augmentation
Medical image segmentation is constrained by the abundant availability of labeled training data. Data augmentation
helps to prevent the model from over-fitting and helps in improving the generalization capability of the network on
data outside the training set. It is vital in building robust deep learning pipelines (Mikołajczyk and Grochowski, 2018;
Shorten and Khoshgoftaar, 2019). In medical imaging, the augmentations are provided to both the image and label
equally, thereby creating warped versions of the training data.
The number of annotated CT scans (lung nodules) in datasets is relatively less compared to other domains of application
of Deep Learning. Thus an efficient implementation of sampling strategies or data augmentation is crucial for the robust
performance of neural networks. Recently, Wang et al. and Cao et al., implemented weighted sampling of training data
to deal with the comparatively smaller size of the LIDC-IDRI dataset (Wang et al., 2017b; Cao et al., 2020). In the
above method, the input slice of the CT scan is cropped to a smaller size with the help of a random weighted sampling
strategy to increase the size of the training dataset.
The proposed model inputs CT images of size 512× 512, so a data augmentation strategy was followed instead of a
sampling strategy to enhance the generalization potential and robustness of the proposed model. Data augmentation
methods implemented in the proposed network are scale, flip, shift, rotate, and elastic deformations (LaLonde and
Bagci, 2018). Further, salt and pepper noise (impulse noise) was added to the input slice of the CT image to improve
the generalizability of the proposed neural network. Along with the noise, elastic transformation, random shear, zoom,
and rotation, on the input image was implemented for maintaining the same input size. Thus by applying these small
transformations to images during training, variety in the training dataset has been created and improved the robustness
of the proposed U-Det model.
3.3 Training and post-processing
The training approach utilizes K-fold cross-validation (Bengio and Grandvalet, 2004) to obtain an accurate measure
of the generalizing capability of the proposed model. To deal with the generation of augmented training CT images
and corresponding ground truths, generators have been implemented for dynamic augmentation of input image and
generation of corresponding ground truth labels. During model training, data augmentation and weighted binary
cross-entropy deals with the data imbalance problem where the positive class was heavily over-weighed by the negative
class in the masks.
In the training phase of proposed model, the ‘Adam’- model optimization algorithm (Kingma and Ba, 2014) was utilized
with the following parameters : the initial learning rate is 0.0001, Beta_1 = 0.99, Beta_2 = 0.999, and decay rate is 1e-6.
Also, a batch size of two samples was utilized to train the model. Further, the early stopping training strategy (Caruana
et al., 2001) has been followed to prevent overfitting during the process of training the model.
In the post-processing phase, the proposed model has been designed to save the final obtained masks after the task of
segmentation in a raw, metal (.mhd) format, which is one of the ways of storing volumetric data such as CT scans. Also,
during testing, the proposed model has been designed to output qualitative figures, representing the final segmentation
results and ground truth overlayed on the input CT image.
4 Data and experiments
This section deals with the data, implementation details, and assessment parameters (Evaluation metrics).
4.1 Data
For the experimentation and training of the proposed model, the approach utilizes the publicly available dataset of the
Lung Nodule Analysis 2016 (LUNA16) grand challenge (Murphy et al., 2009; Jacobs et al., 2014; Setio et al., 2015;
van Rikxoort et al., 2009). This dataset is derived from the public dataset Lung Image Database Consortium and Image
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Figure 5: Histogram of lung nodules size across the LUNA16 dataset.
Table 2: Distribution of LUNA16 train and test sets. The values are indicated in the “mean ± standard deviation"
format.
Characteristics Train Set(n=922)
Test Set
(n=244)
Diameter(mm) 8.13 ± 4.60 9.07 ±5.24
Margin 4.03 ± 0.82 4.06± 0.76
Spiculation 1.60 ± 0.79 1.65 ± 0.87
Lobulation 1.73± 0.73 1.82 ± 0.80
Subtlety 3.91 ± 0.82 4.06 ± 0.78
Malignancy 2.95 ± 0.92 3.03 ± 1.00
Note: The range for all distinctive feature values except diameter is between 1 to 5. Moreover, the ‘margin’ characteristic
shows nodule edge clarity. ‘Spiculation’ and ‘lobulation’ indicate the shape characteristics of the nodule. ‘Subtlety’ explains
the contrast between the nodule zone and its surrounding areas. ‘Malignancy’ reflects the possibility of this characteristic in a
nodule.
Database Resource Initiative (LIDC-IDRI) (Armato III et al., 2011; Setio et al., 2017). It contains CT scans from the
LIDC-IDRI database, where scans with a slice thickness 2.5 mm were excluded from the dataset. In total, 888 CT
scans are included in the dataset. The LIDC-IDRI database contains annotations that were collected during a two-phase
annotation process using four experienced radiologists. Here, the reference standard of the LUNA challenge consists of
all nodules with a diameter greater than 3 mm accepted by at least three out of the four radiologists. The annotation file
of the LUNA16 challenge contains annotations of 1186 nodules and also the enhanced annotations files indicating the
various properties of the nodules. In Fig.5, the histogram of nodule amount and diameter of nodules is illustrated .
After pre-processing, a total of 1166 CT images with corresponding ground truth masks were created and partitioned into
two training and test subsets as 922 and 244, respectively. We applied K-fold cross-validation of 4-folds during training
process. As depicted in Table.2, the two subsets have identical statistical distribution in their clinical characteristics.
4.2 Evaluation metrics
The Dice similarity coefficient (DSC) is the key evaluation parameter for assessing the U-Det model’s segmentation
performance. It is a commonly used metric to calculate the difference between the outcomes of two segmentations
(Valverde et al., 2017; Havaei et al., 2017). In addition to the above metrics, the sensitivity (SEN) and positive predictive
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value (PPV) have been used as auxiliary evaluation metrics. The evaluation metrics are formulated below:
DSC =
2× V (Gt ∩ Sv)
V (Gt) + V (Sv)
(6)
SEN =
V (Gt ∩ Sv)
V (Gt)
(7)
PPV =
V (Gt ∩ Sv)
V (Sv)
(8)
Where “Gt" represents the ground truth labels, “Sv" represents the segmentation results of the U-Det model. Here,
volume size measured in voxel units is represented by ‘V.’
4.3 Implementation details
In this experiment, the Mish activation function (Section. 3.1.3) has been used for efficient training of the model, and
also implementation of data augmentation was done on the LUNA16 training set to improve the robustness of the model
(Section 3.2). Further, to prevent overfitting of the model, an early stopping training strategy was used; that is, if there
is no more improvement in the performance of the model, then the model training will be stopped after an extra ten
training epochs. Also, the strategy of reducing the learning rate of the optimizer on the model’s performance reaching a
plateau was implemented. The experiment is based on the Tensorflow (Version 2.1) deep learning framework (GPU
version), and Python 3.6 is the language used for coding and also used CUDA 10.2 (for GPU computing) for accelerated
training. The experiment was carried out on the google cloud platform on a virtual instance equipped with 4 vCPUs,
15GB memory, and an SSD drive of 500 GB. During the training of the model, acceleration was done on the NVIDIA
Tesla T4 GPU (14 GB video memory), and it takes about 8 hours of training to converge.
5 Results and discussion
This section covers the details of ablation study, overall performance of the proposed method, experimental comparison
with other methods, and visualization of the results.
5.1 Ablation Study
An ablation experiment based on U-Net architecture has been designed. The ablation experiment verifies the ef-
fectiveness of each component in the proposed architecture. Table.3 shows the experimental results of the ablation
study.
5.1.1 Effect of Mish Activation Function
In Table.3, U-Net + Mish indicates the incorporation of the Mish activation function instead of ReLU activation function
of original U-Net architecture. The DSC score of the original U-Net is 77.84 %. After the implementation of the Mish
function in U-Net, the DSC is observed to be 78.82 %. Further, an encoder consisting of the contraction path of the
U-Net along with the Bi-FPN, was implemented. On adding the Mish activation function to the above architecture,
the DSC was 80.22 %. Also, a version of the proposed U-Det model with ReLU is implemented, which performs
marginally inferior to the mish version. It can be observed that the boost in performance due to Mish is nearly 1.3 %.
Thus it is evident that the Mish activation function is useful in the U-Det model.
5.1.2 Effect of Bi-FPN
In Table.3, Encoder + Bi-FPN replaces the backbone U-Net architecture with only a contraction path and the Bi-FPN
functioning as the feature enricher and decoder. It can be observed that this architecture shows improvement over the
basic U-Net and achieves a DSC of 79.21 %. Also, the ReLU version of the U-Det model is an incorporation of the
Bi-FPN in the U-Net architecture, and it is observed that the DSC score is 81.63 %, which is a significant improvement
over the original U-Net.
In addition to the above, even though the Bi-FPN is less computationally expensive than the expansive path of the
U-Net architecture in terms of parameters, the Encoder + Bi-FPN successfully incorporates multiple features fusion.
The multi-feature fusion thereby allows simultaneous feature map enhancement, thereby showing improvement over
the U-Net architecture. Also, the multiple implementations of Bi-FPN may serve as a decoder pathway, but it results in
more complexity, computational expense, and does not result in significant improvement. Thus it can be inferred that
the implementation of Bi-FPN between the expansive and contractive paths is very effectual in the proposed model.
9
A PREPRINT - MARCH 23, 2020
Figure 6: LUNA16 testset DSC distributions.
5.1.3 Effect of Bi-FPN + Expansion path
The combination of Bi-FPN and the expansion path (ReLU version of the U-Det model) has shown to be productive
over the Encoder + Bi-FPN by exhibiting a DSC score of 81.63 %. The addition of the expansion path of U-Net to the
Encoder + Bi-FPN model helps in proper upsampling of low-level features and a combination of feature maps from
Bi-FPN. Thereby enabling the efficient fusion of high-level semantic features with low-level features.
5.1.4 Conclusion of the ablation study
In Table.3, on observation of the DSC score of the U-Det model (82.82 %), it is evident that the proposed U-Det shows
significant improvement over U-Net. Effectiveness of all components and their culmination in the proposed model is
verified through the ablation study.
Table 3: Ablation Study on LUNA16 testing dataset. The study is based upon the U-Net model.
Method DSC(%) SEN(%) PPV(%)
U-Net 77.84 ± 21.74 77.98 ± 24.52 82.52 ± 21.53
U-Net + Mish 78.82 ± 22.01 78.97 ± 24.83 83.56 ± 21.80
Encoder + Bi-FPN 79.21 ± 12.49 84.40 ± 13.51 76.30 ± 14.42
Encoder + Bi-FPN + Mish 80.22 ± 12.33 85.47 ± 13.48 78.58 ± 14.34
U-Det + ReLU 81.63 ± 11.85 91.06 ± 13.96 77.94 ± 13.68
U-Det 82.82 ± 11.71 92.24 ± 14.14 78.92 ± 17.52
5.2 Overall performance
The histogram of the DSC values and the total amount of nodules, centered on every sample in the test set, is plotted, as
illustrated in Fig.6, for better evaluation of the output of the U-Det model on test set. By observing Fig.6, it can be
quickly concluded that most nodules have a DSC value greater than 0.8.
For verification of the effectiveness of the Bi-FPN, the DSC results were compared with the original U-Net architecture.
The U-Net model had a DSC of 77.84%, whereas the proposed model has a DSC of 82.82%, shows robust performance
in the task of segmentation. So having a lesser number of parameters than the original U-Net architecture, the proposed
U-Det model has shown its potential for efficient feature extraction and segmentation.
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Figure 7: Visualization of segmentation results of the proposed U-Det model on heterogeneous types of lung nodules.
The various types of lung nodules from left to right: isolated nodule, juxtapleural nodule, a nodule of GGO and
juxta-vascular type, cavitary nodule, nodule of very small size, calcific nodule.
Table 4: The segmentation results of the proposed model on various cases such as attached and non-attached nodules,
and nodules of large and small sizes.
LUNA16 Test Set
Attached
(n=56)
Non-Attached
(n=188)
Diameter <6 mm
(n=104)
Diameter >= 6 mm
(n=140)
DSC (%) 81.82 83.11 83.40 82.40
Further, the segmentation results of difficult cases including attached nodules (juxtapleural and juxta-vascular) and
nodules of small size were studied. The mean DSC outcomes can be seen in Table.4. By examining the experimental
data shown in Table.4, it is evident that the U-Det model’s potential for robust segmentation is not dependent upon the
type of nodule, and it performs exceptionally well on nodules of small size.
5.3 Experimental comparison
The results were compared with the results of other methods to depict the efficiency of the proposed method. The
segmentation efficiency (DSC) of the four radiologists who worked on the LUNA16 (Derived from LIDC-IDRI) is
known to be 82.25%, and it can be observed that U-Det model performs better than the human experts. Also, the
proposed U-Det model was compared with models ranging from the original U-Net to various other recent convolution
networks, including the recent DB-ResNet. (Cao et al., 2020).
In Table.5, the quantified results of the various methods are represented. The outputs are in “ mean± standard deviation"
format. As depicted in Table.5, the U-Det model has shown better performance over the existing segmentation methods.
Therefore, the U-Det model performs segmentation efficiently, having fewer parameters than the given models.
Table 5: The quantitative segmentation results of proposed model compared to different types of model architectures.
Network Architecture DSC (%) SEN (%) PPV (%)
FCN-UNET (Ronneberger et al., 2015) 77.84 ± 21.74 77.98 ± 24.52 82.52 ± 21.53
CF-CNN (Wang et al., 2017b) 78.55 ± 12.49 86.01 ± 15.22 75.79 ±14.73
MC-CNN (Shen et al., 2017) 77.51 ± 11.4 88.83 ± 12.34 71.42 ± 14.78
MV-CNN (Kang et al., 2017) 75.89 ± 12.99 87.16 ± 12.91 70.81 ± 17.57
MV-DCNN (Wang et al., 2017a) 77.85 ± 12.94 86.96± 15.73 77.33 ± 13.26
MCROI-CNN (Sun et al., 2017) 77.01 ± 12.93 85.43 ± 15.97 73.52 ± 14.62
Cascaded-CNN (Havaei et al., 2017) 79.83 ± 10.91 86.86± 13.35 76.14 ± 13.46
DB-ResNet (Cao et al., 2020) 82.74 ± 10.19 89.35 ± 11.79 79.64 ± 13.54
U-Det 82.82 ± 11.71 92.24 ± 14.14 78.92 ± 17.52
5.4 Visualization of results
Even though MV-CNN, FCN U-Net, MCROI-CNN, MC-CNN, Cascaded-CNN and CF-CNN achieved good results,
DB-ResNet shows better performance over them. Although the DB-ResNet achieves good performance in various
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cases, its performance is hindered in cases where the size of the nodule is less than 5mm (Cao et al., 2020) and in Fig.7,
the performance of the U-Det model on challenging cases such as small nodules, cavitary nodules, juxta-vascular, and
juxtapleural nodules from the LUNA16 dataset is illustrated. By this observation it is evident that the proposed model
U-Det has shown efficient performance on various types of nodules, including nodules of size less than 5mm.
6 Conclusion
This paper proposes an efficient modified U-Net architecture using a weighted bidirectional feature network (U-Det)
for the segmentation of lung nodules. The model extracts and decodes feature maps through the backbone U-Net
architecture, and the Bi-FPN acts as a feature enricher by incorporating multi-scale feature fusion. Through evaluation
and visualization of the results of the proposed method, the proposed method demonstrated encouraging precision in
the segmentation of the lung nodules and obtained an 82.82% Dice similarity coefficient for the LUNA16 dataset. The
U-Det model, in particular, successfully segments daunting cases such as cavitary nodules, GGO nodules, small nodules,
and juxtapleural nodules. The future work focuses on developing a 3D Capsule Network based on the components of
U-Det for fully automated malignancy classification of lung cancer.
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