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[1] A one-dimensional (1-D) numerical magnetohydrodynamic (MHD) code is applied to
propagate the solar wind from 1 AU through 10 AU, i.e., beyond the heliocentric
distance of Saturn’s orbit, in a non-rotating frame of reference. The time-varying boundary
conditions at 1 AU are obtained from hourly solar wind data observed near the Earth.
Although similar MHD simulations have been carried out and used by several authors,
very little work has been done to validate the statistical accuracy of such solar wind
predictions. In this paper, we present an extensive analysis of the prediction efficiency,
using 12 selected years of solar wind data from the major heliospheric missions Pioneer,
Voyager, and Ulysses. We map the numerical solution to each spacecraft in space and
time, and validate the simulation, comparing the propagated solar wind parameters with
in-situ observations. We do not restrict our statistical analysis to the times of spacecraft
alignment, as most of the earlier case studies do. Our superposed epoch analysis
suggests that the prediction efficiency is significantly higher during periods with high
recurrence index of solar wind speed, typically in the late declining phase of the solar
cycle. Among the solar wind variables, the solar wind speed can be predicted to the
highest accuracy, with a linear correlation of 0.75 on average close to the time of
opposition. We estimate the accuracy of shock arrival times to be as high as 10–15 hours
within ±75 d from apparent opposition during years with high recurrence index. During
solar activity maximum, there is a clear bias for the model to predicted shocks arriving
later than observed in the data, suggesting that during these periods, there is an additional
acceleration mechanism in the solar wind that is not included in the model.
Citation: Zieger, B., and K. C. Hansen (2008), Statistical validation of a solar wind propagation model from 1 to 10 AU, J. Geophys.
Res., 113, A08107, doi:10.1029/2008JA013046.
1. Introduction
[2] The first validation studies of a 1-D hydrodynamic
(HD) solar wind propagation model were carried out by
Hundhausen and Gosling [1976] and Gosling et al. [1976],
analyzing the evolution of a corotating stream between 1
and 5 AU on the basis of near-Earth IMP 7 and Pioneer 10
solar wind observations. Subsequent generations of MHD
codes have been successfully employed in describing the
dynamical evolution of the solar wind during its propaga-
tion throughout the heliosphere both qualitatively and
quantitatively. Most of the earlier works on solar wind
propagation made use of the radial alignment of two or
more spacecraft, simulating the evolution of corotating
interaction regions (CIRs) or other solar wind structures
with 1-D MHD models [Dryer et al., 1978a, 1978b; Smith et
al., 1981; Whang and Burlaga, 1985, 1986; Du et al.,
2007]. Two-dimensional (2-D) MHD simulations of solar
wind propagation were made by Burlaga et al. [1985] and
Pizzo et al. [1995] and tested with observations from
different spacecraft in radial alignment. 2-D simulations
are expected to perform better than 1-D simulations espe-
cially in the outer heliosphere, where the stream front
interaction is primarily a shear flow, often with strong
components in both transverse directions [Pizzo, 1991].
The solar wind propagation studies mentioned above were
limited to heliocentric distances of less then 5 AU. Wang et
al. [2000] were the first to model the evolution of solar
wind structures further out in the heliosphere, from Ulysses
(1–5 AU) to Voyager 2 (33–36 AU), including the effect of
pickup ions as momentum and energy source terms in the
MHD equations. The authors concluded that the presence of
pickup ions slows the solar wind, reduces the amplitude of
the speed variations and density spikes, and changes the
speed of shock propagation. As confirmed by outer helio-
spheric simulations, the solar wind pickup of interstellar
neutrals is negligible within the ionization cavity (<6–
10 AU), does not change the solar wind structures dramat-
ically within 35 AU, but becomes an important factor at
heliocentric distances around 50–60 AU [Wang et al.,
2001a, 2001b; Richardson et al., 2002]. Solar wind pre-
dictions with MHD models have received renewed interest
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recently in connection with the outer planet missions of
Galileo and Cassini, and the Hubble Space Telescope
campaigns of planetary aurora observations [Hanlon et
al., 2004a, 2004b; Prangé et al., 2004; Tao et al., 2005].
Tao et al. [2005] made solar wind dynamic pressure
predictions in the foreshock region of Jupiter, validating
their 1-D MHD model with 2 years of Ulysses observations.
On the basis of mostly qualitative assessment of prediction
efficiency and a very limited statistical analysis of shock
arrival times (12 selected cases), they found that large
pressure pulses are reasonably well predicted if the separa-
tion of Earth and Ulysses is less than 50 in heliographic
longitude, and estimated the error of shock arrival times to
be about 20 hours.
[3] The aim of the present paper is to validate our 1-D
MHD model of solar wind propagation and to quantify the
prediction efficiency variations both in space and time
within the heliocentric distance of 10 AU on the basis of
the largest currently available statistical sample of helio-
spheric and corresponding near-Earth solar wind data. No
such comprehensive statistical studies of solar wind prop-
agation have been previously performed to the best of our
knowledge. Unlike most of the earlier case studies, our
analysis is not restricted to the periods of spacecraft align-
ment or opposition. We also address of questions how the
prediction efficiency depends on the heliocentric distance
and the solar cycle phase, which is not possible in individual
case studies. Finally, we give statistically significant error
estimates of predicted shock arrival times, which is essential
information for the users of solar wind predictions.
[4] The paper is organized as follows. In section 2, we
introduce the 1-D numerical MHD-model of solar wind
propagation, explain how the time-dependent inner bound-
ary conditions are obtained from near-Earth solar wind
observations and how the solution is mapped to moving
spacecraft or celestial bodies. In section 3, we validate the
model with heliospheric solar wind observations from the
Pioneer, Voyager, and Ulysses spacecraft, and present our
statistical analysis of prediction efficiency and shock arrival
times. We summarize our results in section 4.
2. Solar Wind Propagation Model
[5] The Versatile Advection Code (VAC) is a general
software package designed to solve a conservative system
of hyperbolic partial differential equations with additional
non-hyperbolic source terms, using different numerical
schemes [Tóth, 1996]. VAC has been successfully applied
for simulating diverse multidimensional steady-state or
time-dependent HD or MHD problems in space physics
and astrophysics, including the modeling of transonic stellar
winds [Keppens and Goedbloed, 1999a, 1999b, 2000].
Keppens and Goedbloed [1999b] have shown that the
steady-state numerical solutions of the 1-D isothermal HD
and the polytropic MHD wind models exactly match the
classical analytical solutions of the isothermal Parker wind
[Parker, 1958] and the magnetized Weber-Davis wind
[Weber and Davis, 1967], respectively. VAC has been
adapted for 1-D simulations of solar wind propagation from
1 to 10 AU as well, and its numerical solar wind predictions
were used in several earlier papers [Hanlon et al., 2004a,
2004b; Prangé et al., 2004]. However this is the first
comprehensive validation paper of this 1-D solar wind
propagation model. As a validation test of the numerical
methods implemented in VAC, we ran a 1-D steady-state
simulation with the isothermal MHD module and compared
the solution with the analytical Parker wind equation solved
with the Newton-Raphson method. We confirmed the
expected perfect agreement between the two solutions in
the heliocentric range from 1 to 10 AU (not shown here).
[6] For the actual solar wind simulations we use the full
MHD module of VAC solving the following ideal MHD
equations in the conservative form:
@r
@t
þr  vrð Þ ¼ 0; ð1Þ
@rv
@t
þr  vrv BBð Þ þ rptot ¼ 0; ð2Þ
@e
@t
þr  ve BB  vþ vptotð Þ ¼ 0; ð3Þ
@B
@t
þr  vB Bvð Þ ¼ 0; ð4Þ
where the total pressure ptot is introduced as
ptot ¼ pþ B2=2; ð5Þ
p ¼ g  1ð Þ e rv2=2 B2=2
 
: ð6Þ
[7] The conserved variables are the density r, the mo-
mentum density rv, the total energy density e, and the
magnetic field B. The magnetic field is measured in a
normalized unit that gives a magnetic permeability of 1.
The value of the adiabatic index g is set to 5/3 corresponding
to a monoatomic ideal gas with three degrees of freedom.
The source terms coming from the solar gravitational field
are neglected in the momentum and energy conservation
equations (2) and (3), respectively. The numerical scheme
Total Variation Diminishing Monotonic Upstream Scheme
for Conservation Laws (TVD-MUSCL) is used to obtain a
robust solution.
[8] The r  B = 0 constraint in 1-D simulations does not
allow the radial magnetic field component Br to change in
time, therefore we apply the theoretical 1/r2 relation to Br in
the simulation domain, using a typical initial value of 5 nT
at 1 AU. Tests with slightly different initial values show that
the simulation results are not affected significantly by the
selection of Br. The simulation domain is a uniform 1-D grid
of 4,000 cells between 1 and 10 AU, yielding a spatial
resolution of 2.25  103 AU or 3.36  105 km. Having
tested the grid convergence, we concluded that this resolu-
tion is sufficient for our purposes. Spherical symmetry is
assumed in the transverse directions, which means that the
quantities in the virtual neighboring cells are the same as in
the local cell except for the rotation of vector quantities
around the origin. The non-vanishing fluxes entering from
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neighboring ghost cells to the local cell are added as
geometric source terms to the radial fluxes.
[9] The simulation is performed in an inertial frame fixed
to a pre-selected helioecliptic longitude F0. The initial
conditions for time-dependent runs are obtained from a
steady-state solution with average solar wind conditions at
the inner boundary to avoid transient numerical effects in
the beginning of time-dependent simulations. The time-
dependent runs are driven by time-dependent boundary
conditions at 1 AU, specified with the seven observed
quantities of density r, the three vector components of solar
wind velocity v (in RTN coordinates), proton temperature T,
and two vector components of the magnetic field BT and BN.
The RTN system is centered at a spacecraft or planet and
oriented with respect to the line connecting the Sun and
spacecraft or planet. The R (radial) axis is directed radially
away from the Sun through the spacecraft or planet. The T
(tangential) axis is the cross product of the Sun’s spin vector
and the R axis, and the N (normal) axis completes the right
handed set. As mentioned above, the radial magnetic field
component BR has to be kept constant in 1-D numerical
simulations because of ther  B = 0 constraint. As our code
propagates also the transverse components of vector quan-
tities, it is in fact a 1.5-D model rather than a 1-D model in
the standard terminology of numerical methods.
[10] Since we do not restrict our simulations to the
periods of alignment, or opposition, when the Earth and a
given spacecraft are located around the same helioecliptic
longitude, we have to estimate the inner boundary condi-
tions of the simulation from near-Earth solar wind observa-
tions at helioecliptic longitudes other than F0. This is
achieved by rotating the boundary conditions observed at
Earth forward or backward in time to the longitude F0 with
the angular velocity of the Sun in the inertial coordinate
system (sidereal angular velocity Wsid), as illustrated in
Figure 1. In mathematical terms:
W t þ F0  FEð Þ=Wsid ; rE;F0ð Þ ¼ W t; rE;FEð Þ; ð7Þ
where W stands for the array of the 8 MHD variables (r, v,
T, B), and rE and FE are the Earth’s heliocentric distance
and helioecliptic longitude, respectively. A similar proce-
dure can be used to rotate the time dependent 1-D MHD
solution W(t, r, F0) to any point in space, e.g., to the
location of Saturn if we neglect the small displacement of
the planet during the time ofDF/Wsid (see Figure 1). We can
minimize this rotation time by choosing F0 at or close to the
helioecliptic longitude of the planet.
[11] However, when we are mapping the solution to a
fast-moving spacecraft or celestial body (a comet for
example), the displacement of the body during the rotation
of the solution cannot be neglected. If the spacecraft is
located at the ephemeredes r and F at the time t, the
correctly mapped solution will be
W t þ F0  F0ð Þ=Wsid ; r0;F0ð Þ ¼ W t; r0;F0ð Þ; ð8Þ
where r0 and F0 denote the location of the spacecraft at the
time t + DF0/Wsid, when the forward or backward rotated
solution meets the instantaneous helioecliptic longitude of
the spacecraft (see illustration in Figure 2). In our model, an
iterative procedure is used to find DF0, interpolating the
instantaneous ephemeredes of the spacecraft in each time
step.
[12] The mapping procedures described above are based
on the assumption that the solar wind boundary conditions
on the solar source surface, rotating with the Sun, do not
Figure 1. Scheme of mapping the solar wind boundary
conditions from Earth to the fixed helioecliptic longitude of
the simulation (F0).
Figure 2. Scheme of mapping the MHD solution to fast-
moving spacecraft.
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change significantly during the rotation of the boundary
conditions at 1 AU to the fixed longitude F0 or during the
rotation of the solution from F0 to the location of the
satellite or planet. In other words, we assume that the solar
corona is close to steady state in the solar rotation frame of
reference on time scales less than half a solar rotation. This
assumption is closest to reality in the late declining phase of
the solar cycle, which allows us to make reasonable
predictions of recurrent solar wind streams even at times
when the boundary conditions at 1 AU have to be rotated
from the other side of the Sun, as it will be demonstrated in
this paper. At the time of opposition however our solar wind
predictions do not require any assumption about the state of
the solar corona, and we are able to capture the propagation
of transient events like interplanetary coronal mass ejections
(ICMEs) even at solar maximum, when the corona is far
from steady state.
[13] In this statistical study, we use hourly solar wind data
in RTN coordinates as input boundary conditions at 1 AU,
obtained from the OMNI database. Higher resolution input
data do not change significantly the solar wind predictions in
the outer heliosphere according to our test results with 5-min
and hourly ISEE 3 data. Data gaps in the input data are major
sources of error in solar wind predictions. Therefore we used
only the years with the highest data coverage in the OMNI
solar wind data (see Table 1).
3. Validation and Statistical Analysis
3.1. Heliospheric Solar Wind Data
[14] Ideally, one would need a uniformly distributed large
statistical sample of solar wind observations between 1 and
10 AU in the ecliptic plane to accurately determine the
prediction efficiency of our solar wind propagation model
as a function of different parameters such as heliocentric
distance, helioecliptic longitude, or the phase of the solar
cycle. Unfortunately, we can only rely on the observations
of a few heliospheric missions, which are rather sparse both
in space and time. In this study we used all solar wind data
from the spacecraft Pioneer 10, Pioneer 11, Voyager 1,
Voyager 2 and Ulysses that fulfilled all of the following
conditions: the spacecrafts range was between 1 and 10 AU;
the helioecliptic latitude of the spacecraft did not exceed 15
of either northern or southern latitude; a full year of both
solar wind plasma and magnetic field data were observed
around the date of the spacecraft’s apparent opposition with
only minor data gaps; and the data coverage of near-Earth
solar wind data was 63% or higher in the corresponding
period. We restricted our validation study to solar wind
observations within 10 AU because the role of pickup ions
may become important in the outermost heliosphere, and
this effect is not taken into account in our physical model.
Applying the above conditions results in 12 years of helio-
spheric data that finally proved to be sufficient to obtain
some statistically significant estimates of spatial and tem-
poral variations in the prediction efficiency, as demonstrated
in the following sections. These 12 periods of solar wind
data, each of them covering one full year centered to the
date of the spacecraft’s apparent opposition, are listed in
Table 1 along with additional information including the
spacecraft’s ephemeredes (range and helioecliptic latitude
at the beginning and at the end of the period), the
corresponding near-Earth solar wind data coverage, as well
as the recurrence index of near-Earth solar wind speed at the
time of the apparent opposition.
[15] At this point we need to explain what we mean on
apparent opposition in this paper. At the time of opposition,
the Sun, the Earth, and the given spacecraft are aligned
(or the Earth and the spacecraft are located on the same
helioecliptic longitude), and we have the best estimates of
the solar wind boundary conditions at one AU close to the
helioecliptic longitude of the spacecraft. However one
would expect the highest correlation between the propagat-
ed and observed solar wind variables at the spacecraft some
time later, when the solar wind observed at the Earth during
opposition arrives at the spacecraft, and this is what we call
apparent opposition. In this study, we estimated the time of
apparent opposition by adding the travel time of the solar
wind between the Earth and the spacecraft to the time of
opposition, assuming an average speed of 500 km/s. In the
case of the 12 apparent oppositions listed in Table 1, this
travel time varied between 12 and 29 d, depending on the
range of the spacecraft at the time of opposition.
[16] In order to demonstrate the spatial coverage of the
solar wind data used for validation purposes, we plotted the
range of the spacecraft for the 12 selected years in Figure 3.
Since the majority of the spacecraft tend to move from the
inner toward the outer heliosphere, the average range
(dashed line) has a slightly rising trend from about 5.5 AU
to 7 AU. This should be kept in mind when we interpret the
results of superposed epoch analyses in the following
sections. We have a more or less good coverage of ranges
(heliocentric distances) from 3.6 AU to 9.7 AU, including
the orbits of Jupiter and Saturn. The kinks in the curves of
Table 1. Heliospheric Solar Wind Data Used for Validation Purposes
Spacecraft Period (year)
Apparent Opposition







Pioneer 10 1973–1974 228, 1973 3.64 to 5.11 1.45 to 0.17 65 0.50
Pioneer 10 1974–1975 279, 1974 5.22 to 7.01 0.23 to 2.12 63 0.72
Pioneer 11 1974–1975 264, 1974 3.67 to 4.46 1.74 to 5.71 64 0.72
Pioneer 11 1978–1979 87, 1979 7.68 to 9.37 5.09 to 2.46 95 0.17
Pioneer 11 1979–1980 108, 1980 9.36 to 9.72 2.84 to 8.69 83 0.20
Voyager 1 1978–1979 40, 1979 3.89 to 5.96 0.78 to 1.41 94 0.24
Voyager 1 1979–1980 90, 1980 6.26 to 9.11 1.60 to 2.27 81 0.15
Voyager 2 1978–1979 42, 1979 3.68 to 5.46 2.50 to 0.96 94 0.24
Voyager 2 1979–1980 80, 1980 5.61 to 7.46 1.13 to 2.12 83 0.15
Voyager 2 1980–1981 111, 1981 7.65 to 9.64 2.17 to 2.35 84 0.05
Ulysses 1997–1998 72, 1998 5.26 to 5.34 11.79 to 6.11 98 0.06
Ulysses 2003–2004 72, 2004 5.15 to 5.39 15.49 to 2.85 94 0.40
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spacecraft range indicate close encounters with either Jupi-
ter or Saturn. The periods when a spacecraft was inside the
magnetosphere of either of these planets had been excluded
from the statistical analysis and were treated as data gaps.
[17] The temporal coverage of our validation data set is
depicted in Figure 4. Although we use 12 years of solar
wind data in our analysis, there is a substantial overlap in
time between the observations of different spacecraft. For
this reason, we are not able to follow the solar cycle
variation of the prediction efficiency. Nevertheless, it makes
sense to divide the heliospheric observations into two
groups on the basis of the recurrence index of solar wind
speed. The recurrence index is simply calculated as the
correlation coefficient between hourly solar wind speed data
in a 27-d Bartels rotation period and similar data from the
previous Bartels rotation. In addition, a 13-rotation running
average is applied to obtain a smoothed recurrence index. A
similar recurrence index of geomagnetic activity has been
introduced by Sargent [1985, 1986] and used in many
studies of long-term solar wind activity [Bumba and Hejna,
1990, 1991; Hapgood, 1993; Levitin et al., 1995; Cliver et
al., 1996]. Periods of high recurrence index usually occur in
the late declining phase of the solar cycle often associated
with recurrent high-speed solar wind streams and a tilted
heliospheric current sheet. During solar activity maxima, the
recurrence index is rather low because of the fast dynamic
changes on the solar surface and frequent transient events
like coronal mass ejections (CMEs). Thus the recurrence
index of solar wind speed can be used as a measure of how
steady the solar corona is on the time-scale of a solar
rotation. One would naturally expect a higher prediction
efficiency of solar wind variables during periods of high
recurrence index, since we have to assume in our model that
the boundary conditions at 1 AU do not change significantly
in time within half a solar rotation. In this study, the
heliospheric observations under conditions of high recur-
rence index (0.4 or higher) include Pioneer 10 and 11 data
from 1973 through 1975 and Ulysses data from 2003 to
2004, both periods falling in the declining phase of the solar
cycle. Unfortunately, all these measurements were made
within the range of 7 AU (see Table 1), closer to Jupiter’s
orbit on average. Observations under conditions of high
recurrence index are not available further out in the helio-
sphere, close to Saturn’s orbit, except for more recent solar
Figure 3. Ranges of heliospheric solar wind observations
during the periods of validation. The average range is
plotted with a dashed line.
Figure 4. Monthly smoothed sunspot number (top) and the recurrence index of solar wind speed
(bottom). The periods of heliospheric solar wind observations from Pioneer 10 (P10), Pioneer 11 (P11),
Voyager 1 (V1), Voyager 2 (V2), Ulysses (U), and Cassini (C) under conditions of high and low
recurrence index are marked with different shadings.
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wind data from the Cassini mission. Since we have no
continuous solar wind plasma data for a full year around
Cassini’s apparent opposition in January 2004, we do not
include the Cassini observations in all aspects of the
statistical analysis. However we use 1 year of interplanetary
magnetic field magnitude data from the Cassini MAG
instrument in parts of the study. The heliospheric observa-
tions under conditions of low recurrence index (0.24 or
lower) include Pioneer 11, Voyager 1, and Voyager 2 data
during solar activity maximum years from 1978 through
1981, and Ulysses data from 1997 to 1998 in the early
ascending phase of the solar cycle. Note that the peak
recurrence index during the history of direct solar wind
observations occurred in 1975, and the recurrence index of
2006 is the second highest peak, which suggests that the
prediction of our solar wind propagation model must be
the best during these years. On the other hand, we expect
the lowest prediction efficiency during 1981, 1990, and
1998 when the recurrence index of solar wind speed
reached its minima.
3.2. Prediction Efficiency
[18] We have performed 1-D MHD simulations for all the
periods listed in Table 1, propagating the solar wind in the
inertial frame from 1 AU radially outward in the heliosphere
up to the range of 10 AU along a line in the ecliptic plane,
selecting a fixed helioecliptic longitude close to the space-
crafts longitude at the time of its apparent opposition. Then
we extracted from the numerical solution the predicted solar
wind variables (velocity, density, magnetic field, and plasma
temperature) at the time-varying position of the satellite
using the mapping procedure described in section 2. Here
we again point out that the prediction of solar wind
variables far away from the apparent opposition involves
the assumption that the boundary conditions at 1 AU do not
change significantly during half a solar rotation in the frame
of reference rotating with the Sun. In other words, the solar
corona is close to steady state or slowly changing on the
time scale of solar rotation.
[19] We compare the time series of predicted (propagated)
solar wind variables with the spacecraft observed and find a
generally good agreement for all variables especially in the
vicinity of the spacecrafts apparent opposition. For the years
with high recurrence index, the agreement is often reason-
ably good even half a year apart from the time of apparent
opposition. On the other hand, the prediction was rather
poor for some years with the lowest recurrence index. Here
we show only two examples of such solar wind predictions,
one for high recurrence index and the other for low
recurrence index.
[20] The predicted and observed solar wind speed, den-
sity and magnetic field magnitude at Pioneer 10 in 1973–
1974 are plotted in Figure 5. A full year of data is shown
centered to the time of apparent opposition (vertical dashed
line). The vertical solid line indicates the time of opposition,
and the difference between the two times gives an estimate
for the travel time of the solar wind from 1 AU to the
spacecraft. The fit between the predicted and observed
curves is fairly impressive not only in the vicinity of the
apparent opposition but also further away for all three
variables. This is a typical example for a year with high
recurrence index in the late declining phase of the solar
cycle. Note that the coverage of the input solar wind data at
the Earth was only 65% in this year. A higher solar wind
data coverage would make the prediction even better.
[21] We present a typical example for a year with low
recurrence index in Figure 6. This is the solar wind
prediction for Voyager 1 in 1978–1979 close to solar
activity maximum. Although the prediction is excellent
around the time of apparent opposition (vertical dashed
line), it is far from that a few months earlier or later. The
data coverage of the near-Earth solar wind was as high as
Figure 5. Propagated and observed solar wind variables at Pioneer 10 in 1973–1974 under conditions
of high recurrence index.
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94% in this year thus we cannot attribute the diminished
correlation to an artifact of data gaps. It must have some-
thing to do with the state of the Sun and the heliosphere.
During solar activity maximum a significant number of fast
transient events occur in the Sun, including CMEs. With our
model, we can capture such transient events only close to
the opposition, which makes the prediction fairly good in
the vicinity of the apparent opposition even at solar activity
maximum, but at the same time it is very hard to predict
solar wind boundary conditions on the opposite side of the
Sun from observations near the Earth.
[22] In this section we quantify the variation of the solar
wind prediction efficiency both in space and time in order to
confirm our preliminary conclusions solely based on the
qualitative evaluation of predicted and observed solar wind
time series.
[23] To quantify the prediction efficiency as a function of
time from the spacecraft’s apparent opposition, we calcu-
lated correlation coefficients between predicted and ob-
served solar wind variables in a 50-d sliding window with
a time step of 5 d for each of the 12 periods listed in Table 1.
The size of the window was chosen to cover roughly two
solar rotations in the inertial frame of reference since the
main part of the variance in the solar wind comes from
recurrent structures. This window size is long enough to
smooth out random variations in the correlation and allows
sufficient time resolution at the same time. We used all the
MHD variables of interest in this statistical analysis, namely
the solar wind bulk flow speed, the plasma density, the
magnetic field magnitude, the BT, and BN components of the
magnetic field in spacecraft-centered RTN coordinates as
well as the plasma temperature. We did not analyze the
tangential and normal velocity components and the radial
magnetic field component, as the solar wind flow is mainly
radially outward and the radial magnetic component cannot
be propagated in 1-D MHD simulations because of the
r  B = 0 constraint.
[24] We applied a superposed epoch analysis for the years
of high recurrence index (0.4 or higher), the years of low
recurrence index (0.24 or lower), and all years, respectively,
averaging the respective correlation coefficients. The results
are shown in the three parts of Figure 7. The time from the
apparent opposition is more or less proportional to the
Earth’s longitudinal distance from its position at the time
of apparent opposition, since the Earth moves at an almost
constant speed in helioecliptic longitude much faster than
any of the spacecraft in this study. This means that half a
year from the apparent opposition, the Earth and the
spacecraft are located in opposite sides of the Sun, and
we are trying to estimate the solar wind boundary conditions
at 1 AU close to the spacecrafts longitude from observations
near the Earth in the other side of the Sun, which is of
course difficult.
[25] The top of Figure 7 presents the average prediction
efficiency (linear correlation) of solar wind variables for
high recurrence index as a function of time from the
apparent opposition. The highest correlation is obtained
for solar wind speed (v), surpassing 0.75 at the time of
apparent opposition, the second best correlation is for
the magnetic field magnitude (B), then comes density (r),
the azimuthal component of the magnetic field (BT), and the
plasma temperature (T) in decreasing order, and finally
the least predictable variable is the northward component
of the magnetic field (BN) with correlations close to zero.
The reason why the solar wind speed is predicted best
probably lies in the shape of the velocity profiles. The cross-
correlation of flat or smoothly changing profiles is less
sensitive to small time shifts. On the other hand, the density
profiles are more like a series of narrow peaks. If there is a
small timing error in our prediction, the correlation coeffi-
Figure 6. Propagated and observed solar wind variables at Voyager 1 in 1978–1979 under conditions
of low recurrence index.
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cient between predicted and observed densities can be
significantly diminished. The northward IMF component
is highly variable on time scales of hours or even on time
scales of minutes unlike most of the other MHD variables.
The cross-correlation of spiky signals is most sensitive to
time shifts. Furthermore, the propagation of such fast
variations to large heliocentric distances is limited by the
grid resolution of our model. In addition, our model
assumes solar wind propagation in the ecliptic plane and
any deviation in the spacecraft’s helioecliptic latitude dete-
riorates the predictability of the northward IMF component.
These circumstances make the northward IMF component
practically unpredictable.
[26] Note that the superposed epoch curves in the top of
Figure 7 are based on only 4 years of data, and therefore the
statistical significance of short-term variations in the corre-
lation coefficient is rather low. Nevertheless, the correlation
curves show clear decreasing trends as we move away from
the time of apparent opposition, and the correlation seems to
remain positive even 150 d from the apparent opposition,
implying non-zero prediction efficiency even at this time.
The only exception is BN that seems to be unpredictable.
One can notice that some of the correlation curves tend to
peak before the apparent opposition. In our opinion, this
kind of bias may not be statistically significant because of
the insufficient number of samples (4 years in this case). An
Figure 7. Average prediction efficiency (linear correlation) of solar wind variables in the function of
time from apparent opposition for high recurrence index (top), for low recurrence index (middle), and for
all years (bottom).
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opposite bias is seen in the average prediction efficiency for
low recurrence index (middle of Figure 7), but the average
prediction efficiency for all years with the largest number of
samples (12 years) is more or less symmetric to the time of
apparent opposition with clear correlation peaks just at the
apparent opposition (bottom of Figure 7). It should be noted
however that the average range of the spacecraft slightly
increased during the superposed epoch (see Figure 3),
which may introduce some real bias, provided that there
is a strong dependence of prediction efficiency on the
heliocentric distance. We will come back to this question
later on. We can confirm that the overall prediction effi-
ciency is significantly higher in the years with high recur-
rence index (top of Figure 7) than in the years with low
recurrence index (middle of Figure 7), which justifies our a
priori expectation. The average correlation coefficient
curves calculated for all years (bottom of Figure 7) suggest
a peak in the prediction efficiency just at the time of
apparent opposition and relatively high correlations up to
about 75 d before and after the time of apparent opposition.
Further away, the correlations tend to drop rapidly.
[27] We also investigated the question how the prediction
efficiency depends on the range (heliocentric distance) of
the spacecraft. For such a study, one would need simulta-
neous heliospheric observations of the solar wind at differ-
ent heliocentric distances close to the apparent opposition of
the spacecraft. At this point we face the problem of
insufficient sampling again. The best that we can do with
our limited set of heliospheric observations is plot the
correlation coefficients at the apparent oppositions for each
spacecraft as a function of spacecraft range, trying to
eliminate the temporal variation of prediction efficiency if
possible. The top in Figure 8 shows the prediction efficiency
of solar wind speed as a function of heliocentric distance (or
spacecraft range), marking the years with high and low
recurrence index with different symbols, whereas the lower
panel is a similar plot for the magnetic field magnitude. The
correlation coefficients were calculated in a 120-d window
centered to the apparent opposition of each spacecraft, and
labeled with the abbreviation of the spacecraft name in the
figure. As it has been pointed out in section 3.1, the
heliospheric solar wind observations under the condition
of low recurrence index are biased toward smaller helio-
centric distances, lacking observations around the orbit of
Saturn, except for the magnetic field observations of Cassini
in the years 2003 and 2004. The correlation coefficients at
the apparent opposition clearly show that the prediction
efficiency is significantly higher under conditions of high
recurrence index than under conditions of low recurrence
index at the same heliocentric distance both for the solar
wind speed (top of Figure 8) and the magnetic field
magnitude (bottom of Figure 8). The additional magnetic
observations by Cassini suggest that this relation holds also
for large heliocentric distances near the orbit of Saturn.
Thus the lower overall prediction efficiency for lower
recurrence index found in the superposed epoch analysis
(Figure 7) cannot be attributed to the difference in the
average range of the spacecraft.
[28] It is interesting to note that the correlations for low
recurrence index in Figure 8 seem to increase with the
heliocentric distance. The prediction efficiency at Pioneer 11
is much higher at 8–9 AU than the prediction efficiency at
the Voyager spacecraft at 5–6 AU during the same time
period of 1979–1980 especially in case of the magnetic field
magnitude. The low correlation at Voyager 2 around 9 AU is,
perhaps, an outlier from this trend, but we should keep in
mind that this observation was made in 1981, just at the time
of the polarity reversal of the solar main magnetic field (see
Figure 4). One would expect the lowest predictability of solar
wind variables in this particular phase of the solar cycle.
3.3. The Error of Shock Arrival Times
[29] In this section we address the accuracy of our model
in predicting the arrival time of sudden changes in the solar
wind dynamic pressure associated with interplanetary
shocks. Discontinuities in dynamic pressure are not the
only feature that might be used to measure how well the
model addresses the arrival time of solar wind features
however this study can be considered representative of the
accuracy of the arrival of other features, magnetic sector
crossings for example. We have specifically selected the
solar wind dynamic pressure because of recent evidence
that this solar wind property may play a significant role in
determining the configuration and dynamics of the magne-
tosphere and auroral ionosphere of Saturn [Bunce et al.,
2005, 2006; Jackman et al., 2005; Crary et al., 2005]. The
prediction efficiency discussed in the previous section is
based on cross-correlation coefficients between propagated
and observed solar wind variables at a zero time lag, which
is considered as a general measure of our model’s predic-
tion capability. However our observations of Figures 5 and
6 for each spacecraft lead us to the conclusion that often
the form of the predicted solution is correct, but that the
arrival time of shocks is only offset from the data. To test
this idea, we calculate a cross-correlation with a tunable
time lag and look for the lag at which the cross-correlation
maximizes. In this section, we carry out a statistical
analysis to estimate the random statistical error as well as
a possible systematic error in the shock arrival times
predicted with our MHD simulations.
[30] First, we calculated cross-correlation functions of
hourly predicted and observed dynamic pressures (rv2)
every 10 d for all the 12 years of solar wind data listed in
Table 1 and determined the time lag of the maximum
correlation in hours. We selected a 10-d window because
it is long enough to reduce the random statistical fluctua-
tions of the correlation coefficient due to the sufficiently
high degree of freedom (239), and at the same time, it is
short enough (shorter than half a solar rotation) to minimize
the occurrence of more than one CIR or major shock in the
same time window. Second, we removed the periods when
the dynamic pressure changed smoothly without any clear
peak or sharp gradient that could possibly be attributed to an
interplanetary shock. We also removed the periods with
long data gaps in the spacecraft data to eliminate artifacts as
far as possible. We did not introduce any criteria for the
value of the maximum correlation coefficient, which means
that we included all shocks and shock-like events in the
analysis, not only the best cases with the highest correlation.
We restricted the calculated cross-correlation functions to a
maximum time lag of 4 d to avoid, if possible, the
correlation of shocks from two subsequent CIRs. Finally,
we divided the data into two groups based on the level
(either high or low) of the recurrence index of solar wind
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speed in the respective year, as we did in the case of the
superposed epoch analysis of the prediction efficiency in
section 3.2.
[31] The time lag of the maximum correlation coefficient
can be regarded as an estimate of the accuracy of the shock
arrival time. A positive lag means that our model predicts
the arrival of the shock at a later time than it was actually
observed by the spacecraft, and correspondingly, a negative
lag means that our predicted shock arrives earlier than the
actual one. The predicted shock arrival times are plotted as a
function of time from apparent opposition in Figure 9,
separately for the years of high recurrence index (upper
panel) and for the years of low recurrence index (lower
panel). We would like to remind the reader that we have
only 4 years of heliospheric solar wind observations under
conditions of high recurrence index, whereas the solar wind
observations under low recurrence index cover 8 years (see
Table 1), therefore the larger number of data points in the
Figure 8. Prediction efficiency (linear correlation) of solar wind speed (top) and magnetic field
magnitude (bottom) as a function of heliocentric distance under conditions of high (asterisk symbols) and
low (diamond symbols) recurrence index, based on heliospheric solar wind data from Pioneer 10 (P10),
Pioneer 11 (P11), Voyager 1 (V1), Voyager 2 (V2), Ulysses (U), and Cassini (C).
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bottom of Figure 9 does not mean a higher occurrence rate
of shocks under conditions of low recurrence index. In fact,
the average number of shock arrival times per year is about
the same, 23 shocks per year, for both high and low
recurrence index. However we almost certainly miss a
number of transient events (e.g., CMEs) in the boundary
conditions at 1 AU when the Earth is far from the Sun-
spacecraft line.
[32] The distribution of shock arrival times for high
recurrence index (top of Figure 9) resembles a ‘‘bow tie’’
or ‘‘butterfly’’ distribution with small time lags clustering
around the apparent opposition and two wings spreading
more and more with increasing time from the apparent
opposition. This is exactly what one would expect. Close
to the apparent opposition, we have the best estimate of the
boundary conditions at 1 AU, and the solar wind observa-
tions near the Earth can capture not only recurrent solar
wind features but also fast transient variations. As the Earth
moves away from the longitude of apparent opposition, it is
getting harder and harder to estimate the boundary con-
ditions at that fixed helioecliptic longitude, and half a year
from the time of apparent opposition, when the Earth is on
Figure 9. Shock arrival times as a function of time from apparent oppositions under conditions of high
recurrence index (top) and low recurrence index (bottom). The time lags refer to the arrival times of
predicted shocks with respect to the arrival times of the actual shocks observed by the spacecraft.
A08107 ZIEGER AND HANSEN: SOLAR WIND PROPAGATION
11 of 15
A08107
the other side of the Sun, we have to assume that the
boundary conditions do not change significantly during half
a solar rotation.
[33] The shock arrival times for low recurrence index
(bottom of Figure 9) show a much larger spread including
some apparent outliers. Nevertheless, the smallest time lags
seem to cluster around the time of apparent opposition, as
expected. We would like to warn the reader that the shock
arrival times during the years of low recurrence index
should be treated with extreme caution. We learned in
section 3.2 that the overall prediction efficiency is signifi-
cantly reduced in these years, especially further away from
the time of apparent opposition. Since we did not introduce
any criteria for the maximum correlations, some of the time
lags may come from a rather small correlation peak in the
cross-correlation function, which may not guarantee that we
matched the same shock in the predicted and observed solar
wind data. As mentioned already, we can easily miss some
transient events in the solar wind boundary conditions
during the years of low recurrence index. The missed
Figure 10. Estimated spread of the shock arrival time distributions shown in Figure 9. Medians and
inter-quartile ranges in a 50-d sliding window are plotted with square symbols and error bars,
respectively. The top/bottom refers to shock arrival times during the years with high/low recurrence
index.
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transient shocks can further deteriorate the determination of
shock arrival times, and can lead to outliers in the time lags.
[34] In order to quantify the spread of the shock arrival
times in Figure 9, we calculated the lower and upper
quartiles as well as the median of the time lags in a 50-d
sliding window with a time stepping of 25 d. The results are
shown in Figure 10. The inter-quartile range in the
corresponding time window is marked with error bars,
whereas the median time lags are plotted with square
symbols. Thus the error bars tell us, for example, that
50% of the shock arrival times are within the time lag range
between 15 an 10 hours at the time of apparent opposition
during years with high recurrence index (see top of
Figure 10). In case of non-Gaussian distributions with
outliers, it is more appropriate to describe the spread of
the data with percentiles rather than with the average and
the standard deviation, as the former are less sensitive to
outliers. During the years of high recurrence index, the
shock arrival times do not have any significant bias (top of
Figure 10). The median time lags are very close to zero,
especially within 75 d from the apparent opposition, and the
inter-quartile range is gradually increasing as we move
away from the apparent opposition in both directions, as
one would expect. The distribution of shock arrival times
during the years of low recurrence index (bottom of
Figure 10), on the other hand, is apparently biased toward
positive time lags. All the medians are positive, showing a
slightly increasing trend as a function of time difference
from the apparent opposition. This indicates a systematic
error in the prediction of shock arrival times during the
years of low recurrence index. Our predictions tend to be
late under such conditions, or in other words, the actual
shocks arrive at the spacecraft earlier than predicted, which
may suggest a shock acceleration mechanism not taken into
account in our MHD model. The spread of shock arrival
times for low recurrence index is much larger than that for
high recurrence index and the inter-quartile ranges tend to
increase with the time difference from the apparent oppo-
sition, which meets our preliminary expectation.
[35] The absolute error of predicted shock arrival times
can be estimated with the root mean squared deviation
(RMS) from the time of arrival of the actually observed
shocks. This error is plotted in Figure 11 for both high and
low recurrence index. Note that the error curve for low
recurrence index includes not only any random statistical
error but also any systematic error in the prediction of shock
arrival times, like the one pointed out in the previous
paragraph. In addition, the outliers may artificially increase
the RMS, especially during the years with low recurrence
index. In case of high recurrence index, the error of shock
arrival times is as small as 10–15 hours around the time of
apparent opposition, not more than 24 hours within 75 d
from the apparent opposition and gradually increasing
further away. The error curve for high recurrence index is
noisier than the similar curve for low recurrence index,
because it is based on about half the number of observations
than for low recurrence index. The error of shock arrival
times for low recurrence index minimizes around 35 hours
at the time of apparent opposition, as expected, and grad-
ually increases further away from this time. We must remind
the reader once again that this error includes a systematic
error of 10 hours or more, as one can conclude from the
distribution of arrival times plotted in the bottom of
Figure 10.
4. Summary and Conclusions
[36] We have introduced a 1–D MHD model of solar
wind propagation that is able to provide solar wind pre-
dictions at any location in the ecliptic plane between 1 and
10 AU. The boundary conditions at 1 AU are estimated
form near-Earth solar wind observation assuming that the
solar corona is in a quasi-steady state on the time scale of
half a solar rotation. The time dependent MHD solution can
be mapped to the location of any moving spacecraft, planet
or other celestial body. The prediction capability of our
model could be utilized in the planning of mission oper-
ations and different planetary observation campaigns.
[37] We have validated the solar wind propagation model
with 12 years of heliospheric observations from the
Voyager, Pioneer, and Ulysses spacecraft, quantifying the
variations of the prediction efficiency both in space and
time on a statistical basis. This is the first comprehensive
validation study of its kind to the best of our knowledge. We
have shown that recurrence index of solar wind speed,
indicating how steady the coronal structures are on the
timescale of a solar rotation, plays an important role in the
temporal variation of the prediction efficiency, resulting in a
solar cycle variation. Our superposed epoch analysis con-
firmed that under conditions of high recurrence index the
efficiency of solar wind predictions is significantly higher
than under conditions of low recurrence index. During solar
maximum, increased solar activity makes the solar corona
highly variable. ICMEs cannot be captured in the boundary
conditions if they occur at a helioecliptic longitude far away
from the Earth. Moreover, ICMEs significantly modify the
underlying ambient solar wind, introducing significant plas-
ma interactions also in the tangential directions, which is
Figure 11. Estimated error of the shock arrival times
plotted in the two panels of Figure 9. Root mean squared
deviations (RMS) from the actually observed shock arrival
times in a 50-d sliding window are plotted under the
conditions of both high recurrence index (solid line) and
low recurrence index (thin line).
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neglected in our model. In the late declining phase of the
solar cycle however the solar corona at 1 AU is close to
steady state in the frame of reference rotating with the Sun.
During these periods of high recurrence index, we can rotate
the boundary conditions to the simulation longitude even
from the other side of the Sun without introducing a large
error, and consequently, our predictions will be very good
throughout the year.
[38] The best predictions are expected around the appar-
ent opposition of a spacecraft or planet, and the prediction
efficiency remains reasonably good in the period between
75 d before and 75 d after apparent opposition. Significant
nonzero correlation was found between observed and pre-
dicted solar wind data even at times when the Earth was
separated by more than 150 from the spacecraft, which
means that the recurrent part of the solar wind can be
predicted even if the boundary conditions are estimated
from near-Earth observations at the other side of the Sun.
The solar wind predictions at the apparent opposition were
found to be highly reliable even at solar maximum or under
conditions of low recurrence index, which means that our
model is able to capture the propagation of transient events,
like ICMEs as well during the periods of spacecraft align-
ment. The solar wind speed can be predicted to the highest
accuracy (with an average linear correlation of 0.75 under
conditions of high recurrence index), the second best
predicted variable is the IMF magnitude, followed by the
density. The plasma temperature is one of the least predict-
able solar wind variables, probably because of the single-
fluid MHD approximation and the non-adiabatic behavior
of the real solar wind.
[39] Our statistical analysis of time lags between pre-
dicted and observed shocks revealed that the error of shock
arrival times is as small as 10–15 hours within 75 d from
apparent opposition in years with high recurrent index. This
error estimate is comparable with the results of Tao et al.
[2005] obtained on the basis of a much less statistical
sample (12 shocks) from a single spacecraft. On the other
hand, our statistical results indicate that predicted shock
arrival times tend to be late by at least 10 hours during solar
maximum or low recurrence index, introducing a systematic
error in the shock arrival times. This may imply an
additional acceleration mechanism in the solar wind during
disturbed heliospheric conditions that is not taken into
account in our model. A possible explanation of this extra
shock acceleration is the non-radial interaction of ICMEs
with CIRs, which cannot be modeled with a 1-D MHD
code. This hypothesis could be tested with a 2-D version of
our MHD model. Another plausible explanation is the non-
adiabatic behavior of the solar wind during solar activity
maximum due to additional local heating by kinetic Alfvén
waves or shear driven turbulence [Matthaeus et al., 1999;
Tsurutani et al., 2005; Vasquez et al., 2007]. The non-
adiabatic solar wind could be modeled with a polytropic
MHD model, where a polytropic equation of state is
assumed in the form of p / rg [Pizzo et al., 1995]. The
polytropic index g can be used to mimic the volumetric
heating in the corona. Empirical estimates of entropy
variations in the solar wind suggest an average g of 1.5
[Totten et al., 1995]. Applying a polytropic index lower than
5/3, our solar wind predictions during solar maximum could
be further improved.
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