The determination of exponentially stable equilibria and their basin of attraction for a dynamical system given by a general autonomous ordinary differential equation can be achieved by means of a contraction metric. A contraction metric is a Riemannian metric with respect to which the distance between adjacent solutions decreases as time increases. The Riemannian metric can be expressed by a matrix-valued function on the phase space.
Introduction
Consider an ordinary differential equation (ODE) of the forṁ
with a C s -vector field f : R n → R n with s ≥ 3 and further assumptions will be made later.
The solution x(t) with initial value x(0) = ξ is denoted by S t ξ := x(t) and is assumed to exist for all t ≥ 0. An equilibrium of the ODE is a point x 0 ∈ R n such that f (x 0 ) = 0, from which x(t) = S t x 0 = x 0 for all t ∈ R follows. The equilibrium is said to be exponentially stable if there exist α, β, δ > 0 such that x(0) − x 0 2 < δ implies
x(t) − x 0 2 ≤ α x(0) − x 0 2 e −βt for all t ≥ 0.
We denote by A(x 0 ) = {x ∈ R n : lim t→∞ S t x = x 0 } its basin of attraction.
For a given domain in R n , we are interested in proving the existence, uniqueness and exponential stability of an equilibrium, as well as to determine or estimate its basin of attraction.
There are different methods in the literature towards this problem. If the position of an equilibrium is known, its exponential stability and a lower bound on its basin of attraction can be obtained by computing a Lyapunov function for the system [18, 23, 26, 32] . Computing a Lyapunov function analytically is usually not feasible for a nonlinear system, therefore a plethora of numerical methods has been developed. To name a few, a sum of squared (SOS) polynomials Lyapunov function can be parameterized by using semidefinite programming [2, 6, 28, 29] or with different methods [22, 30, 31] , an approximate solution to the Zubov equation [36] can be obtained using series expansion [31, 36] or by using radial basis functions (RBF) [7] , or linear programming can be used to parameterize a continuous and piecewise affine (CPA) Lyapunov function [10, 14, 20, 21, 27] or to verify a Lyapunov function candidate computed by other methods [5, 11, 17] .
Another approach is based on contraction metrics, which has the advantage that the position of the asymptotically stable equilibrium, or more generally the attractor, is not needed. Whereas a Lyapunov function demonstrates that solutions get closer to the attractor as the time evolves if measured by an appropriate metric on R n , a contraction metric proves that adjacent solutions come closer to each other as the time evolves when measured by an appropriate Riemannian metric [1, 18, 24, 25] .
The analytical computation of a contraction metric is even more difficult than that of a Lyapunov function. Much less literature is available on numerical methods to compute contraction metrics, but the methods are often similar to the ones used to compute Lyapunov functions, e.g. in [3] SOS polynomials are parameterized, in [12, 13] RBF is used, and in [9] a CPA contraction metric is parameterized using semidefinite programming. While the RBF method is computationally more efficient than the CPA method, the RBF method does not guarantee a priori that the computed metric is indeed a contraction metric. However, error estimates show that this holds true if the set of collocation points is sufficiently dense. The CPA method, on the other hand, provides such a guarantee. The goal of this paper is to combine these two methods and their advantages.
In [11] the RBF method is used to compute a Lyapunov function candidate with a subsequent verification of the linear constraints of a feasibility problem for a CPA Lyapunov function.
In this paper we follow a similar approach, but for contraction metrics and not for Lyapunov functions. The result is a method that combines the computational efficiency of the RBF method and the rigour of the CPA method, but for contraction metrics the computational advantage is even larger than for Lyapunov functions, because the feasibility problem is not a linear programming problem but a semi-definite optimization problem.
In more detail: We first compute an approximation to a contraction metric using collocation with RBFs and then compute a CPA interpolation of this approximation. Using a sufficiently dense set of collocation points and a sufficiently fine triangulation, we are able to prove the conditions for a contraction metric for the CPA interpolation.
The paper is organized as follows: in Section 2 some basic definitions and results about Riemannian contraction metrics are provided, in particular Theorem 2.6 that describes their implications and Theorem 2.8 that shows the existence of a contraction metric as the solution to a matrix-valued PDE.
In Section 3, we introduce the optimal recovery problem and review previous results on finding the unique solution to this problem and the error estimates in recovering the contraction metric.
In Section 4, we review the concepts needed for the CPA interpolation of a function and then combine all the previous results to obtain Theorem 4.9 , which shows that if the constraints of Verification Problem 4.6 are satisfied for certain values, then these define a Riemannian contraction metric, and Theorem 4. 12 , showing that such values can be obtained from a solution to the optimal recovery problem, if both the triangulation and the collocation points are sufficiently fine. In Section 5, we first present our algorithm and then provide two examples to demonstrate its applicability. These examples have been used in different references and thus provide a good comparison.
Preliminaries
In this section we will review basic concepts about Riemannian contraction metrics and some important tools that we will use later on in this paper. As the Riemannian metric which we later calculate will not be differentiable, we give a definition which does not require that.
Definition (Riemannian metric)
Let G be an open subset of R n . A Riemannian metric is a locally Lipschitz continuous matrixvalued function M : G → S n×n , where S n×n denotes the symmetric n × n matrices with real entries, such that M (x) is positive definite for all x ∈ G.
The forward orbital derivative M + (x) with respect to (1.1) at x ∈ G is defined by 
A sufficient condition for the existence and continuity of M (x) is that M ∈ C 1 (G; S n×n );
It is also worth mentioning that if K ⊂ G is compact, then M in Definition 2.1 is uniformly positive definite on K, i.e. there exists an > 0 such that v T M (x)v ≥ v 2 for all v ∈ R n and all x ∈ K.
Remark
It is useful to have a more accessible expression for the forward orbital derivative in terms of f in (1.1). In fact we have
because by [9, Lemma 3.3] an analogous formula holds true for each entry M ij of the matrix M .
Definition (Riemannian contraction metric) [8]
Let K be a compact subset of an open set G ⊂ R n and M ∈ C 0 (G; S n×n ) be a Riemannian metric. For
The Riemannian metric is called contracting in K ⊂ G with exponent −ν < 0, or a contraction metric on K, if
2.5
Remark Fix x ∈ K. Note that (2.2) is equivalent to
The next theorem will answer the question how contraction metrics can be used in our study of finding equilibria and their basin of attraction.
Theorem (Existence and uniqueness of the equilibrium)
Let ∅ = K ⊂ R n be a compact, connected and positively invariant set and M be a Riemannian metric defined on a neighborhood G of K and contracting in K with exponent −ν < 0 as in Definition 2.4. Then there exists one and only one equilibrium x 0 of system (1.1) in K; x 0 is exponentially stable and K is a subset of its basin of attraction A(x 0 ).
Proof:
The proof is a mimic of [8, Theorem 3.1], the only exception is that our Riemannian metric is not necessarily C 1 and we only assume the existence of the forward orbital derivative. This, however, does not change the structure of the proof. Thus, one can easily get the desired result by changing M to M + there. Note that LaSalle's principle, needed in the proof, holds equally true for a C 0 mapping with forward orbital derivative which still fulfills the purpose of the theorem; see for example [7, Theorem 2.20] and its proof and consider that a negative Dini derivative implies that a function is decreasing.
Remark
Let us define a linear differential operator F associated with system (1.1), given for any M ∈ C τ (G; S n×n ) by
As already mentioned in Remark 2.2, when τ ≥ 1, the orbital derivative M exists and is equal to the positive orbital derivative M + . Therefore, in reading the following results one should not get confused using different references. However, we will prefer this notation as we need it later in the paper for functions with τ = 0.
The following theorem which is a converse statement to Theorem 2.6, guarantees that within the basin of attraction for an exponentially stable equilibrium of (1.1) there exists a contraction metric. Note that it provides a stronger smoothness property for M than in Definition 2.1 and thus, it allows us to use the orbital derivative instead of the forward orbital derivative (see Remark 2.2) . Note that on a compact subset K ⊂ A(x 0 ), M is a contraction metric by (2.2). 
is a positive definite matrix for all x ∈ A(x 0 ). Then the matrix equation
has a unique solution.
In particular, M ∈ C s−1 (A(x 0 ); S n×n ), M (x) is positive definite for all x ∈ A(x 0 ) and M is of the form
where τ → φ(τ, 0; x) is the principal fundamental matrix solution toẏ = Df (S t x)y.
We will now recall some norm-related definitions and inequalities that will be used throughout the paper. For an A ∈ R n×n define
Ax p for p = 1, 2, ∞,
The following relations are well known:
For a symmetric and positive definite A, the largest singular value λ max of A, which equals A 2 and is the largest of its eigenvalues, is the smallest number such that A λ max I. We recall that M L ∞ (K) = ess sup x∈K M (x) 2 for any K ⊂ R n . Further, if M is continuous and a set K ⊂ R n has the property, that every neighbourhood (in K) of every x ∈ K has a strictly positive measure, then the essential supremum is identical to the supremum.
For a function W ∈ C k (D; R), where D ⊂ R n is a non-empty open set, and R is R, R n , S n×n , or R n×n , we define the C k -norm as
where α ∈ N n 0 is a multi-index and |α| := n i=1 α i . Note that when all relevant D α W can be continuously extended to D, the C k -norm is defined on D in a similar fashion.
2.9
Remark Throughout the paper we use the following inequalities regarding the function norms. Assume that g ∈ C 2 (D; R), where ∅ = D ⊂ R n is open, and let K be a compact subset of D. Denote the Hessian of g at x ∈ D by H g (x) :=
ij and the upper bound
on all the second-order derivatives of g on K by B K .
The first inequality bounds B K by the C 2 -norm of g.
The second inequality bounds the 2-norm of the Hessian of g by its C 2 -norm. This is a sharper estimate than [4, Lemma 4.2] .
The third inequality bounds the 2-norm of the derivative
Now, for a vector-valued function g ∈ C 2 (D; R n ) one can extend the definition of B K using the formula
and prove inequalities analogous to (2.6) and (2.8) in a similar way,
Further, for g ∈ C 3 (D; R n ) and with
we can analogously prove that
Finally, we show that the
. Now, using the 2-norm definition we obtain
where in the last line i * , j * are arbitrary fixed indices in the range 1, 2, . . . , n, and similarly
Together this yields that for any i, j = 1, 2, . . . , n we have
The last statement of this section is a powerful result that we will use later to obtain the error estimates of approximated maps; note that (2.10) follows directly from the proof in [13, Theorem 2.4].
Theorem (Perturbation effect on contraction metrics) [13, Theorem 2.4]
Let
Then there is a constant α, independent of M i and C i such that
The theorem shows that if
In particular, as M is positive definite in K, so is S for all small enough > 0. Note that for a positively invariant and compact set K we have γ + (K) = K.
In the rest of the paper we will consider the PDE (2.3) with a constant right hand side
First Approximation using RBF
In this section we introduce the proper setting for the optimal recovery problem and then review two theorems: one regarding the existence and uniqueness of the optimal recovery (Theorem 3.5) and an error estimate for the approximation (Theorem 3.6).
Let Ω ⊂ R n be a domain and σ > n/2 be given. 
where ·, · H σ (Ω) is the usual inner product on H σ (Ω); the same inner product can be used for H σ (Ω; S n×n ). They are also reproducing kernel Hilbert spaces (RKHS). In the following we assume that W is either R n×n or its subspace S n×n . On W we define the inner product
which renders it a Hilbert space. We denote by L(W ) the linear space of all linear and bounded operators W → W .
Definition (Reproducing Kernel Hilbert Space)
with the following properties :
The function Φ is called a reproducing kernel of H(Ω; W ).
A kernel Φ is thus a mapping Φ : Ω × Ω → L(W ), W = R n×n or W = S n×n ⊂ R n×n , and can be represented by a tensor of order 4, i.e. we will write Φ = (Φ ijk ) and define its action on α ∈ R n×n by
Lemma (Induction of reproducing kernels) [12, Lemma 3.2]
Let Ω ⊂ R n be a domain and σ > n/2 be given. Assume that φ : Ω×Ω → R is the reproducing kernel of H σ (Ω). Then, H σ (Ω; R n×n ) and H σ (Ω; S n×n ) are also reproducing kernel Hilbert spaces with the reproducing kernel Φ defined by
It is now time to introduce the problem: how to recover a function with values in W given only finitely many information of it.
Definition (Optimal recovery of a function)
Given N linearly independent functionals λ 1 , . . . , λ N ∈ H(Ω; W ) * of a reproducing kernel Hilbert space H(Ω; W ) and N values r 1 = λ 1 (M ), . . . , r N = λ N (M ) ∈ R generated by an element M ∈ H(Ω; W ). The optimal recovery of M based on this information is defined to be the element S ∈ H(Ω;
We choose Wendland functions as the radial basis functions, which will define the reproducing kernel Φ needed for our optimal recovery problem. For more details on these functions and their properties, see [34] .
3.4 Definition (Wendland functions, [34] ) Let l ∈ N, k ∈ N 0 . We define by recursion
for any c > 0 and the reproducing kernel Hilbert space with reproducing kernel Φ given by a Wendland function is norm-equivalent to the Sobolev space
Now consider H σ (Ω; S n×n ), the matrix-valued Sobolev space with reproducing kernel Φ :
, where ψ l,k is a Wendland function with l := n 2 + k + 1 and c > 0. We again have σ = k + n+1 2 . We then define the linear functionals λ
Here, e i denotes the usual ith unit vector in R n . Thus λ (i,j) k (M ) is simply the (i, j)th element of the matrix F (M )(x k ). We define E s µµ to be the matrix with value 1 at position (µ, µ) and value zero everywhere else. For µ < ν, we define E s µν to be the matrix with value 1/ √ 2 at positions (µ, ν) and (ν, µ) and value zero everywhere else. It is easy to see that {E s µν : 1 ≤ µ ≤ ν ≤ n} is an orthonormal basis of S n×n . We also define E µν ∈ R n×n to be the matrix with value 1 at position (µ, ν) and value zero everywhere else.
We can compute the solution S of the optimal recovery problem as in Definition 3.3. This gives the following result with our notation: 
..,n is a symmetric, positive definite matrix. It has the form
where the coefficients γ k = (γ
If the kernel Φ is given by (3.1) then we also have the alternative expression
We will measure the error of the optimal recovery in terms of the so-called fill distance or mesh norm h X,Ω := sup where Ω is open with Lipschitz boundary. Finally, let S be the optimal recovery of M from Theorem 3.5. Then, we have the error estimate
for all sets X ⊂ Ω with sufficiently small h X,Ω .
Note that in this theorem α, β are positive constants independent of M, S, and X; the statement in (3.4) follows directly from the proof of [12, Theorem 5.3] . The theorem indicates that S, itself, is a contraction metric in K provided h X,Ω is sufficiently small.
Remark
It is worth mentioning another useful norm estimate for S ∈ H σ (Ω; S n×n ), the optimal recovery of M from Theorem 3.5, over D ⊂ Ω, a bounded open subset of R n with C 1 boundary. Let k ≥ 2 if n is odd and k ≥ 3 if n is even. Let S be the approximation of M , using the Wendland function ψ l,k with l = n 2 + k + 1 and the collocation points X. Note that the reproducing kernel Hilbert space H(Ω; S n×n ) with reproducing kernel Φ given by the Wendland function is norm-equivalent to the Sobolev space
where ζ > 0 is a constant independent of the collocation points X, and the approximation S. The inequality is proved using that the approximation S is norm-minimal, that is, S H(Ω;S n×n ) ≤ M H(Ω;S n×n ) ; for more details see [11, Lemma 3.8 ].
Second Approximation using CPA Interpolation
In this section we will first provide the necessary definitions and statements about the triangulations and continuous piecewise affine interpolations of a function. Then we consider a verification problem to check whether our criteria for a contraction metric are fulfilled by the interpolated function, and finally we derive error estimates for this process.
Definition (simplex)
Given vectors x 0 , x 1 , . . . , x n ∈ R n that are affinely independent, i.e. the vectors
is called an n-simplex or simply a simplex. A set
with 0 ≤ k 0 < k 1 < . . . < k j ≤ n and 0 ≤ j < n is called a j-face of the simplex S.
Definition (Triangulation)
We call a finite set T = {S ν } ν of n-simplices S ν a triangulation in R n , if two simplices S ν , S µ ∈ T , µ = ν, intersect in a common face or not at all. For a triangulation T we define its domain and vertex set as
x is a vertex of a simplex in T }.
We also say that T is a triangulation of the set D T .
For a triangulation T = {S ν } and constants h, d > 0, we say that T is (h, d)-bounded if it fulfills the following conditions:
(i) The diameter of every simplex S ν ∈ T is bounded by h, that is
(ii) The degeneracy of every simplex S ν ∈ T is bounded by d in the sense that
Definition (CPA interpolation)
Let T be a triangulation in R n and assume some values P ij (x k ) ∈ R are fixed for every x k ∈ V T and every i, j = 1, 2, . . . , n. Then we can uniquely construct a continuous function P : D T → R n×n , that is affine on each simplex S ν ∈ T in the following way : An x ∈ S ν = co(x 0 , . . . , x n ) can be written uniquely as x = n k=0 λ k x k with λ k ∈ [0, 1] and n k=0 λ k = 1 and we define
We refer to the functions P ij and P as the CPA interpolations of the values P ij (x k ) and P (x k ) = ( P ij (x k )) i,j=1,...,n , respectively.
Then we can uniquely define continuous functions P ij : D T → R through :
(ii) P ij is affine on every simplex S ν ∈ T , i.e. there is a vector w ν ij ∈ R n and a number b ν ij ∈ R, such that
The set of all such continuous and piecewise affine functions D T → R fulfilling (i) and (ii) is denoted by CPA[T ].
Note that for every simplex
. Assume W is a matrix-valued function defined on D T , fix the values P (x k ) = W (x k ) for every vertex x k ∈ V T , and continue the procedure mentioned above to create a continuous piecewise affine function P . Then we call P the CPA interpolation of the function W on T .
Note that if P (x k ) ∈ S n×n for all x k ∈ V T , then P : D T → S n×n . Denote by W C the CPA interpolation of W on T . Then the following estimates hold true for all 1 ≤ i, j ≤ n :
3)
Proof: This lemma is a counterpart of [11, Lemma 4.15] for matrix-valued functions. We just prove inequality (4.1), where we have obtained a sharper estimate. Observe that 
where H W ij (z) denotes the Hessian of W ij at z. Considering inequality (2.10) of Remark 2.9 yields that
for all x ∈ D T . It only remains to consider norm equivalence relations (2.4) (2.10) to see (4.1) holds true. The other two inequalities are essentially the same as [11, Lemma 4.15] , as they are expressed component-wise.
In the sequel, we will apply this lemma to S, the optimal recovery function of M from Theorem 3.5. It is worth mentioning that when using Wendland functions Φ(·) := ψ l,k (c · 2 ) with l := n 2 + k + 1 as reproducing kernels, S is a linear combination of these functions and their first derivatives, see (5.4); hence, S ∈ C 2k−1 (R n ; R n×n ). Therefore, in order to be able to apply the lemma, we only consider Wendland functions with k ≥ 2 (for more details, see for example [7, A CPA interpolation of S, or more exactly the values P (x k ) = S(x k ) for all x k ∈ V T for some triangulation T , that satisfies the constraints of the following semi-definite feasibility problem, is necessarily a contraction metric. Later we prove a converse statement: if S is a contraction metric and d ≥ 2 is fixed, then for any h > 0 small enough its CPA interpolation on an (h, d)−bounded triangulation will satisfy the constraints of the verification problem. Such triangulations are easily generated, see Remark 4.11.
Verification Problem
Given is a systemẋ = f (x), f ∈ C 3 (R n ; R n ), and a triangulation T in R n . The verification problem has the following constants, variables, and constraints.
Constants:
The constants used in the problem are 1. 0 > 0 -lower bound on the matrix P (x k ).
2.
The diameter h ν of each simplex S ν ∈ T :
3. Upper bounds B ν on the second-order derivatives of the components f k of f on each simplex S ν ∈ T :
4. Upper bounds B 3,ν on the third-order derivatives of the components f k of f on each simplex S ν ∈ T :
Variables: The variables of the problem are
is assumed to be symmetric and therefore these components determine it. Constraints:
Positive definiteness of P
For each x k ∈ V T : P (x k ) 0 I.
Upper bound on P
For each x k ∈ V T : P (x k ) C ν I.
Bound on the derivative of P
For each simplex S ν ∈ T and all 1 ≤ i ≤ j ≤ n :
Here
for all x ∈ S ν , see Remark 4.7 for details.
Negative definiteness of A ν
For each simplex S ν = co(x 0 , . . . , x n ) ∈ T and each vertex x k of S ν :
where Df (x k ) is the Jacobian matrix of f at x k , (w ν ij · f (x k )) i,j=1,2,...,n denotes the symmetric (n × n)-matrix with entries w ν ij · f (x k ) and w ν ij is defined as in (4.5), and for a fixed S ν and i, j it is a constant vector independent of the vertex x k of S ν . Further,
Remark
In Constraints 3 and 4 above, the gradient w ν ij of the affine function P ij Sν on the simplex S ν = co(x 0 , . . . , x n ), i.e. ∇P ij S • ν = w ν ij , is given by the expression
The Constraints 3 are indeed linear and can be implemented using the auxiliary variables D k ν and the constraints
A feasible solution to Verification Problem 4.6 delivers a symmetric matrix P (x k ) = (P ij (x k )) i,j=1,2,...,n at each vertex x k of the triangulation T and values C ν and D ν for each simplex S ν ∈ T .
We recall a lemma before expressing our final results. 
in particular
We define the CPA metric P by affine interpolation on each simplex. The following theorem explains why we call Problem 4.6 a Verification Problem as it shows that if the finitely many constraints at vertices are satisfied, then the interpolated CPA function is a Riemannian contraction metric on D • T .
Theorem (CPA contraction metric)
Let f ∈ C 3 (R n , R n ). Assume the constraints of Verification Problem 4.6 are satisfied for some values P ij (x k ), C ν , D ν . Then the matrix-valued function P , where P (x) is interpolated from the values P ij (x k ) as in Definition 4.3, is a Riemannian metric contracting in any compact set K ⊂ D • T .
Proof: Let x ∈ D T be an arbitrary point, x = n k=0 λ k x k , λ k ≥ 0 and n k=0 λ k = 1, with a corresponding S ν ∈ T . The symmetry of P (x) follows directly from P ij (x k ) = P ji (x k ) assumed in Variables 1 of Verification Problem 4.6:
For positive definiteness, we have P (x k ) 0 I for each x k ∈ V T by Constraints 1, so
in which we have used Lemma 4.8, Constraints 2, and Constraints 4.
In order to measure how good the CPA interpolant P of the RBF approximation S of the contraction metric M is, we need to check two criteria in correspondence to two properties of the contraction metric. First, how close P is to M , and second, how close F (P ) is to F (M ).
The following lemma provides these estimates.
Lemma (Error estimate for RBF-CPA approximation of the contraction metric)
Let k ≥ 2 if n is odd and k ≥ 3 if n is even. Assume that x 0 is an exponentially stable equilibrium ofẋ = f (x) where f ∈ C σ+1 (R n ; R n ), with σ ∈ N and σ ≥ k + n+1 2 . Let C ∈ S n×n be a positive definite matrix and M ∈ C σ (A(x 0 ); S n×n ) be the solution of the PDE (2.11) from Theorem 2.8. Let K ⊂ Ω ⊂ A(x 0 ) be a positively invariant and compact set, where Ω is open with Lipschitz boundary; and let S ∈ H σ (Ω; S n×n ) be the optimal recovery of M from Theorem 3.5 with kernel given by the Wendland function ψ l,k with l = n 2 + k + 1 and collocation points X ⊂ Ω. Finally, let P be the CPA interpolation of S on an (h, d)-bounded triangulation T = {S ν } with K ⊂ D • T ⊂ D T ⊂ Ω that satisfies the constraints of Verification Problem 4.6. Then, we have for all small enough h X,Ω > 0 the following error estimates :
where ζ is the constant from Remark 3.7, γ = 1 + dn 3/2 2 , and η = n ζ (2h + γ).
Proof: First, note that by Theorem 3.6 we have
Next we provide an estimate for the latter term over each simplex S ν , using This shows the first estimate. The same procedure can be used for the second claimed estimate:
Now, for the second term, let x ∈ K ⊂ D T , so there exists a simplex such that x ∈ S ν . Then by using Remark 4.4 we have
Observe that Df (x) T 2 = Df (x) 2 , and by inequality (2.9) of Remark 2.9 we get 
Putting all terms together delivers
It is then just a simplification of coefficients to get (4.8) and the proof is complete.
The last theorem of this section proves that a suitable CPA interpolation of the solution to a suitable optimal recovery problem, will indeed be a contraction metric. 
Then there exist constants h * X,Ω , h * > 0, such that for any set of collocation points X ⊂ Ω with fill distance h X,Ω ≤ h * X,Ω and any (h, d)-bounded triangulation T with K ⊂ D • T ⊂ D T ⊂ D and h < h * the following holds: Suppose that S is the optimal recovery of M from Theorem 3.5 with kernel given by the Wendland function ψ l,k with l = n 2 +k+1. Fix the constants and variables from Verification Problem 4.6 as follows for all S ν ∈ T , x k ∈ V T , and 1 ≤ i ≤ j ≤ n :
for all x ∈ Ω and λ 1 I C.
Then the constraints of Verification Problem 4.6 are fulfilled by these values.
In particular, we can assert that the CPA interpolation P of S on T is a contraction metric on K.
Proof: First note that since Ω is compact and M is positive definite by Theorem 2.8, there are constants λ 0 , λ 1 , Λ 0 > 0 such that for all x ∈ Ω we have .
Note that the C ν s and D ν s are defined as the minimal number such that Constraints 2 and Constraints 3 of Verification Problem 4.6 are satisfied. Now we verify that Constraints 1 are fulfilled.
First note that by the construction method of Theorem 3.5, we know that the S(x k ) and hence the P (x k ) are symmetric matrices.
We have for all x ∈ D T ⊂ D ⊂ D ⊂ Ω that
where we used inequalities (4.10), (4.7) with K = D, and the definitions of h * , h * X,Ω , and 0 . Thus, Constraints 1 hold true.
We now show that C ν ≤ C * .
We have for all x ∈ D T ⊂ D ⊂ D ⊂ Ω, similarly to above, that
Since C ν were chosen as the smallest constants to satisfy Constraints 2, we must have 0 < C ν ≤ C * .
We show that D ν ≤ D * . Consider a simplex S ν ∈ T and let 1 ≤ i ≤ j ≤ n.
where we used inequalities (4.3), (3.5), h ≤ h * ≤ 1, and the definition of D * . Since D ν were chosen as the smallest constants to satisfy Constraints 3, we have 0 < D ν ≤ D * .
To show that Constraints 4 are fulfilled, it is advantageous to first derive the following upper bound on E ν ;
To conclude the proof fix a simplex S ν ∈ T and let x k be one of its vertices. Then x k ∈ D T ⊂ D ⊂ D ⊂ Ω. Since P (x k ) = S(x k ) we get by (4.2), and (4.9)
where the last inequality follows by (3.4) and (3.5).
Hence,
by (4.11) and the definitions of h * , h * X,Ω , and 0 . This concludes our proof.
Examples
When applying the method to examples, we choose the symmetric and positive definite matrix C on the right-hand side of (2.3) to be the identity matrix, C = I. We will first review the steps of the method in Section 5.1 and then provide two examples.
The Method
Given is a systemẋ = f (x), with f ∈ C σ+1 (R n ; R n ), where σ = k + n+1 2 and k ≥ 2 if n is odd and k ≥ 3 if n is even, so that the minimum smoothness needed for the contraction metric M and its optimal recovery S is guaranteed (by Theorems 3.6 and 4.12).
The idea is to to increase the number of collocation points and vertices gradually so that we obtain a small enough fill distance and fine enough triangulation. Theorem 4.12 ensures that after finitely many repetitions the conditions of Verification Problem 4.6 will be satisfied. In other words, this is a semi-decidable problem, i.e. if there exist a contraction metric, then we can compute one in a finite number of steps. The steps of the method are as follows: with fill distance h X,Ω ≤ h collo . To obtain a solution of the optimal recovery problem based on RBF approximation we follow these steps:
for 1 ≤ k, ≤ N , and 1 ≤ i, j, µ, ν ≤ n (see [13, Subsection 3.2] for more details).
2. Calculate the coefficients c k, ,i,i,µ,µ with
where we assume µ < ν and i < j. 
Determine γ
for 1 ≤ ≤ N , and 1 ≤ i ≤ j ≤ n. Note that (5.3) is a system of N n(n + 1)/2 equations in N n(n + 1)/2 unknowns.
5. We now have a formula for the optimal recovery 
Remark
Note that in most applications it is more practical to use a relaxed version of the procedure above to compute a contraction metric. If the matrices P (y), y ∈ V T , in STEP II are positive definite in a reasonably large part of K, then one can proceed to STEP III. Further, if additionally Constraints 4 of Verification Problem 4.6 are fulfilled in a reasonably large part of K in STEP III, then one can proceed to STEP IV. The CPA interpolation P will then not be a contraction metric on the whole of K, but on the subset where it is both positive definite and fulfills Constraints 4 of Verification Problem 4.6. We use this relaxed procedure in the examples below.
Van der Pol System
As an example, we consider the classical van der Pol equation with reversed time
and denote the right-hand side by f (x, y). It is well known to have an exponentially stable equilibrium at the origin with basin of attraction bounded by an unstable periodic orbit. We demonstrate the applicability of our method to this well known example.
The kernel given by Wendland's function with c = 0.9 is used with corresponding RKHS H σ with σ = 4+ 2+1 2 = 5.5. We used N = 1926 collocation points and a hexagonal grid [19] to cover the area inside the periodic orbit. Then, we calculated the CPA verification over the rectangle [−2.5, 2.5] × [−5.5, 5.5] with 2200 2 vertices, see Figure 1 . This example was already used in [12] and [13] to illustrate the RBF approximation of the contraction metric and one can compare this result with them. Here we are able to rigorously verify the conditions of a contraction metric for the CPA interpolation, while in previous work it has been checked for the optimal recovery at finitely many points. To apply Theorem 2.6 to establish the existence of a unique equilibrium, that then is necessarily exponentially stable, we additionally need a positively invariant set within the area where the conditions of the contraction metric are fulfilled. To compute such an area we used an approach similar to [11] and computed a numerical solution to ∇V (x) · f (x) = − δ 2 + f (x) 2 2 , x ∈ R 2 , using the RBF method, and with f from (5.5) and δ = 10 −4 . Note that an approximate solution will not have negative orbital derivative near the equilibrium, since at the equilibrium f (x) = 0, see [7] , so is not a Lyapunov function. However, if the approximation is sufficiently good, then it will have negative orbital derivative outside a neighborhood of the equilibrium. We thus can use CPA verification to assert that its orbital derivative is truly negative and then use this information together with level-sets of the computed function V to determine a positively invariant set within the area where the metric P is a contraction metric. We used the same collocation points as above, a kernel given by the Wendland's function ψ 5,3 (cr) = (1 − cr) 8 + 32(cr) 3 + 25(cr) 2 + 8cr + 1 , and c = 0.5. We then used a subsequent CPA verification on a regular 500 × 500 grid on [−2.5, 2.5] 2 . In Figure 2 , we have drawn the largest level set of the computed Lyapunov-like function V that fulfills two conditions: it is inside of the area where P is a contraction metric and the level set is in the area where V has negative orbital derivative. Hence, this sublevel-set is necessarily positively invariant; for more information see [33, Section 10 .XV].
Speed Control
As the second example let us consider the system
with K d = 1 and g = 6. The system has two asymptotically stable equilibria x 0 = (0, 0) and (−0.7887, 0), and the saddle (−0.2113, 0).
The system fails to reach the demanded speed which corresponds to the equilibrium (0, 0) for some inputs since the basin of attraction of x 0 = (0, 0) is not the whole phase space, see [7, As in the previous example we computed a solution to ∇V (x) · f (x) = − δ 2 + f (x) 2 2 using the RBF method with a subsequent CPA verification. The procedure and the parameters were the same, the only difference being that we triangulated [−0.4, 0.5] × [−0.2, 0.8] for the CPA interpolation. The results are shown in Figure 4 . The set inside the white area is a positively invariant set and therefore contains exactly one exponentially stable equilibrium. To illustrate the advantage of a contraction metric to, e.g., a Lyapunov function, we now consider the perturbed speed control system with the same parameters K d = 1 and g = 6 as before ẋ = y + ẏ = −y − x − 6(x 2 + ) y + x + 1 , (5.7)
first with a small perturbation = 0.01, and then with a large perturbation = 0.1. The new system has three equilibria at (−0.1359, −0.01), (−0.0780, −0.01) and (−0.776, −0.01) for = 0.01 and only one equilibrium point at (−0.6648, −0.1) for = 0.1. The numerical results (see Figures 6, 7) show that our method is robust with respect to perturbations. Note that the results are almost identical to the unperturbed system in Figure 5 , although the equilibria are displaced.
For both the small and the large perturbation we use the same contraction metric as in the unperturbed system. We can see in left-side plots of Figures 6, 7 that the metric satisfies the constraints in a very similar area as before for both = 0.01 and = 0.1. However, while the same Lyapunov-like function can be used to determine a positively invariant set for the perturbed system when = 0.01 (see Figure 6 ), we needed to calculate a new Lyapunov-like function for = 0.1. by green and magenta circles, respectively. Note that the contraction metric for the unperturbed system in Figure 5 is still valid for this system, although the equilibrium has moved a considerable distance.
Conclusion
In this paper we have combined two methods to construct and verify a contraction metric for an equilibrium. A contraction metric is a tool to show the stability of an equilibrium and to determine a subset of its basin of attraction. The advantage is that it is robust with respect to perturbations of the dynamical system, including perturbing the position of the equilibrium.
We have combined the RBF method, which is fast and constructs a contraction metric by approximately solving a matrix-valued PDE with meshfree collocation, with the CPA method, which interpolates the RBF metric by a continuous function, which is affine on each simplex of a fixed triangulation. The CPA method includes a rigorous verification that the computed metric is in fact a contraction metric. The new combined method is as fast as the RBF method, but also includes a rigorous verification, which was missing in the original RBF method. We have also shown in the paper that this combined method always succeeds in rigorously constructing a contraction metric by making the set of collocation points and the triangulation finer and finer.
When compared to other methods to determine the basin of attraction of an equilibrium, e.g. Lyapunov functions, the computation of a contraction metric is computationally more demanding as we construct a matrix-valued function, but it is robust with respect to perturbations of the system. One can combine these two approaches by first computing a Lyapunov function, which will have a strictly negative orbital derivative in some areas, but will exhibit some areas, where the orbital derivative is non-negative. If a sub-level set of the Lyapunov function covers this area, then we have found a positively invariant set and can then apply the method of this paper to prove that there is a unique equilibrium in this sub-level set, and the sub-level set is part of its basin of attraction.
