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ABSTRACT 
 
Mitochondrial Cytochrome C Oxidase subunit I (CO I – to be read as “see – oh one”) 
is a 658 base pair region in the gene encoding that is proposed as standard barcode for 
animals. Meaning, the CO I is a special region found in animal DNA that is studied to 
identify the species of the animal. Currently, there is an implementation of an 
algorithm called ARBitrator which identifies and extracts these CO I sequences from 
enormous genes database called GenBank. The ARBitrator is good at extracting the 
CO I sequences that have better specificity and accuracy as compared to other 
existing algorithms for CO I sequence identification[1][2]. Now, this project aims at 
training a neural network to learn the features of the CO I sequences extracted by 
ARBitrator, so that this neural network can be used in future to further recognize CO I 
sequences. Effectively, we are aiming to successfully design, train, and use a deep 
learning neural network to learn to recognize CO I sequences in a supervised way. 
This is the first time that a neural network is explored and used for this purpose. 
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1. Introduction 
This project is the first of its kind of attempt to explore, study, design, implement, 
train and evaluate a Artificial Neural Network (ANN) to recognize the CO I 
sequences from DNA sequences found in the GenBank database. This report is final 
culmination of a number of attempts along with successful attempts towards this goal. 
 
The end deliverable of this project will be a Neural Network model (A deep Learning 
Neural Network model) that is trainable and will be useful to extract CO I sequences 
from GenBank and its performance is comparable to that of the existing algorithms. 
 
This report is divided into 4 sections consequently. First section talks about previous 
attempts related to this project. It discusses papers which have detailed explanation of 
Deep Learning Neural Networks implemented for recognizing DNA sequences 
different from the CO I sequences. 
 
Second section talks about the experiments with respect to different models and 
designs of the neural network that were carried out as part of this project. It describes 
in detail all the experiments along with topological details of the models that were 
used for study and application to the domain. It further elucidates the accuracy of 
these models as obtained when they were used for classification purpose on different 
quantum of CO I sequences data. It provides actual implementation results. 
 
Third section is objective comparison of all the models on basis of their performance 
parameters, especially with respect to the accuracy criteria. Most importantly, it will 
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compare the ARBitrator and BLAST algorithms with the Artificial Neural Network at 
hand. 
 
Last section is brief conclusion of the culmination of all the experiments followed by 
detailed references of the sources used to form this project. 
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2. Related Work 
There is no previous work of this kind that is done before. This is the first time an 
artificial neural network is being built to extract CO I sequences from the GenBank 
database. First time the neural network will be implemented to perform as a classifier 
for a highly specific and accurate CO I sequences obtained from ARBitrator 
algorithm. 
Neural network are part of machine learning techniques that aim to help computers 
classify CO I nucleotide sequences without having to explicitly program them. This 
power of automation, without explicit programming, means that the problem is 
beyond regular software development. Main challenge is to try to demonstrate that 
computers can learn to classify with help of neural networks, without having the need 
to program them, as programming is not possible for such classification problems. 
Also, automation using machine learning in form of neural networks, will lead to a 
new way of validating CO I sequences from gene sequence database like GenBank. 
Automation and supervised neural network based learning means that there will be 
false positive and false negative in classification. Key challenge would be to explore 
and implement different machine learning techniques like bootstrapping, basic model 
building, ensemble learning, hyper-parameter tuning etc. to try and bring up the 
accuracy level for neural network. So, making use of right techniques for right 
problems, will be key experimental challenge in this project. 
Previously, different flavors of neural network have been used to train on recognizing 
species of animals using CO I sequences. Meaning, the question addressed in the 
previous attempts was “Given a CO I sequence, what is the species?”. Radial Basis 
Function Neural Network[5], Back Propagation Neural Network[6], Convolutional 
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Neural Network[4], General Regression Neural Network[10] are different types of 
neural network that have been used previously for this purpose.  
 
In this project, we will be studying and implementing a neural network to train on the 
CO I database we have obtained from GenBank using ARBitrator. Meaning, the 
question being addressed here is, “Given a sequence, is it a CO I sequence?” Hence, it 
will be first time to use the deep learning neural network to form a classifier for CO I 
sequences we have as obtained from ARBitrator algorithm. These sequences have 
more specificity and accuracy as compared to the other existing gene databases[1]. 
Trying to build a neural network classifier for such a database of highly specific 
sequences is the challenge, and will require understanding of ARBitrator algorithm-
derived CO I sequences, their specialty. Additionally, the project will require 
understanding of neural networks and their design types and mathematical working, 
study of similar previous art, understanding and implementation of various machine 
learning techniques like hyperparameter tuning, ensemble learning, model evaluation 
and cross validation, so that a strong neural network classifier is implemented. After 
the different stages of implementation and study are completed [4][14], we aim to have 
a neural network that will act as classifier for the CO I sequences derived from 
ARBitrator algorithm. Performance analysis and result quantification in terms of 
accuracy of the neural network will be the culminating step of the project, that will 
dictate future usage of the neural networks as a technology candidate for the classifier 
and next steps for future work.  
We intend to publish the findings with respect to our research and the performance of 
our Neural Network in Bioinformatics and Computer Science journals. The 
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publication will focus on the novelty of usage of Neural Networks for first time in this 
domain. A detailed study of previously existing neural networks, their modifications 
and applications for making them suitable candidates for the highly specific database 
at hand, and implementing them at parallel scales to yield accuracy results, will all be 
novelty, as it all is the first attempt for the specific data of CO I sequences. The idea 
here is to publish the results for providing a solid foundation for future research to 
build on it, so that a highly autonomous and self-learning technology like Artificial 
Neural Network could lead the classification task for important bio-markers like CO I 
sequences in the future. That is the precise goal of this thesis, which is novel in its 
purpose, and approach and results. Hence, the content will be seminal and so we wish 
to publish the results in the near future.  
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3. Methods 
3.1. Deep Learning Model 1 (based on reference [4]) 
This is a paper that used a Convolutional Neural Network for DNA sequence 
classification. Its model implementation was made available. It was required to try 
this model out on the CO I positive sequences and negative sequences of the data as 
we had to see the feasibility of the project. Neural Network parameter changing was 
required and was implemented to run this model from scratch on our data. Total Data 
consisted of 1,70,000 positive sequences of CO I, and only 160 negative sequences 
that symbolized confirmed non-CO I sequences. This huge dis-proportion of data is 
due to the fact that non-CO I sequences are actually paralogs of CO I sequences, and 
the paralogs of CO I sequences are non-existent in large numbers in nature [2]. Hence, 
we have very few non CO I sequences. The performance of the neural network will be 
evaluated keeping this dis-proportion in mind. In this model, the input data is 
vectorized by treating all the 1,70,000 sequences as one document and each 220-
amino acid long sequence is then produced as a numerical vector using TensorFlow 
VocabularyProcessor fit_transform function. Basic use of this fit_transoform 
technique is to use a limited size array (in our case 220 length array) to represent 
similar sequences by similar numerical representations and different sequences by 
different representations. 
A. Model 1 run snapshots for CO I sequences of total size of 2000 sequences: 
Model 1 here is elucidated in graphical topological form using TensorBoard. 
The Model 1 ANN for data size of 2000 sequences is as follows in 
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architecture: (Legend to read the model is given here)
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Figure 1: Model 1 Architecture 
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Following is snapshot of various optimization parameters used in the Model1 
training that are shown as important nodes in TensorBoard graph. The model 
architecture and these nodes are connected and to be seen together: 
 
The Model 1 actual implementation snapshot showing final training accuracy after 
cross-validation approach: 
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Figure 2: Snapshot of final training accuracy of Model 1 for 2000 quanta of data 
The following is TensorBoard snapshot of the accuracy graph across the training 
phase of the Model 1. It is important to know the trend of training of the model and 
how it was tuned to recognize our data: 
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Figure 3:  Model 1 accuracy graph after running on 2000 quanta of data 
Each dip and rise above is the symbolization of one training epoch of the 
neural network over the data. 
Important highlights of Model 1: 
• The model 1 has more weights and biases to calculate in terms of 
architecture. It has very high execution time per epoch. Also, in this 
model we are using an entire dataset for training in one execution. The 
training samples are shuffled, and batches-based training does happen, 
but the batches cover the whole training dataset in first feed itself. 
• The execution time is so high that the neural network would take 
weeks if trained on higher number of data sequences. 
• Not a very feasible model 
• Achieved relatively low accuracy of 92.6% 
B. Model 1 run snapshots for CO I sequences of total size of 8000 sequences 
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Following is the snapshot showing the accuracy levels achieved by the Model 
1 when a smaller dataset of 8000 sequences out of 39,900 unique sequences is 
passed 
 
As you can see, the first epoch itself took so long that after 30 minutes of 
waiting for the first batch of training to even start, we had aborted the program 
by KeyBoard Interrupt. Similar, very high execution times for each epoch 
were encountered even when the Model 1 was run on high compute power 
resource like Amazon AMI instance. Hence, Model 1 was found to be very 
time consuming for practical training of very large dataset. 
 
Because of this high execution time even for 8000 sequences, we did not run 
the neural network for the whole dataset of 39,900 unique sequences. Reasons 
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for this exceptionally high time consumption are further discussed in Results 
and Discussion part of the report. 
C. Model 1 run snapshots when only positive CO I sequences are passed as 
data 
Now, this may seem like an odd case. Why should we pass all positive 
sequence data to a neural network? As mentioned in previous section of the 
report, there is very high dis-proportion between quantum of positive data and 
negative sequence data. So, by giving the neural network a fully positive 
dataset and fully negative dataset, we train them on these highly homogenous 
data. So, if neural network architecture is sound, then, it will detect that very 
similar data is fed to it as both positive samples ad negative samples. Meaning, 
it will, through its training and weight update changes, will show that it is 
more confused about the input data. So, good neural network architectures will 
have low accuracy scores whenever we give them same or very similar data as 
both positive and negative dataset. On the other hand, weak neural network 
architecture will fail, and may not detect similarity between the negative and 
positive samples leading to it learning positive samples as negative samples – 
a phenomenon undesirable for our neural network considering dis-proportion 
of data we have.  
Another important phenomenon that dis-proportionate data across two classes 
may cause is that a neural network may become good at recognizing only one 
class of the two classes. This is also otherwise called as over fitting. In our 
case, there is high chance for the neural network to become over fitted to the 
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positive sequences of the data, which are 1000 times more in quantum than 
negative sequences. 
So, to see if our neural network architecture is good and not susceptible to 
over fitting, and to make sure that it learns about both the classes equally well 
in spite of data dis-proportion, we supply same or similar data as positive and 
negative samples and monitor the accuracy levels of recognition. 
 
Figure 4: Snapshot when Model 1 is run on only positive sequences of data 
As you can see in above snapshot, the Model 1 scored a low accuracy of 51%. 
Meaning, when only positive samples are given, the neural network detected 
the similarity between the sequences that were passed as both positive and 
negative samples. This led to its confusion rather than learning. Hence now, 
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the new accuracy after training on this homogenous positive sequences being 
supplied as both negative and positive dataset is as low as 51%. 
This confirms that Model 1 is actually a good architecture to detect similarities 
between similar input patterns even if we give them with opposite labels for 
training. 
Although, the most ideal case is where a neural network training itself crashes, 
because of the continuous changes of weights not leading to convergence. So, 
Model 1 has clearly not crashed. Meaning, it has performed poor but still it 
was fooled in believing that input sequences were still different in pattern, 
leading to 51% accuracy of recognition, when it should have been 0%. 
So, Model 1 is a good model but not the best in this regard. 
D. Model 1 run snapshots for when only negative CO I sequences are passed 
as data 
Just like running Model 1 on all positive data sequences, it is important to run 
it on all negative sequences as well. This will especially address problem of 
over fitting. If the accuracy of the neural network for the negative sequences is 
very low as compared to that of the positive sequences, then it means that 
neural network has actually learnt more about the negative sequences more, 
and was able to detect similarity between the negative sequences being passed 
as both positive and negative datasets. This means there is more information 
gain from negative sequences and the neural network is over fitted to negative 
sequences. If the accuracy of the neural network for the negative sequences 
alone is very high as compared to that of the positive sequences, then 
consequently we can say, that the neural network is over fitted on the positive 
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sequences and there is more information gain for the neural network from the 
positive sequences than the negative sequences. An accuracy score similar to 
that of positive sequences means that the model is balanced and hence there is 
not over fitting problem. In that case, the model has equal knowledge of both 
the sequences, and that both the data sequences are highly unique in nature 
and quality. These will qualm any problems with over fitting and data dis- 
proportion. 
 
Figure 5: Snapshot when Model 1 is run on only negative sequences of data 
As seen in the snapshot above, when the Model 1 is trained only on the 
negative sequences, we see the average training accuracy is 45%. That means, 
it is 5-6% lesser than that for only positive sequences. 
22 
 
For this deviation in accuracy, with the data dis-proportion we have, we can 
safely say that there is no problem of over fitting and that each sequences in 
the positive set is very different from each negative set – a quality highly 
desirable. As for the architecture of Model 1, the above snapshot makes it 
clear that it has learnt about both the positive as well negative sequences 
equally. 
In machine learning, to have a model this balanced is rare. And the 
observation is that, the reason for this is the good quality of the sequences, the 
sequences are very unique and are high information gain sequences in terms of 
their pattern. The primary reason for this could be the fact that the sequences 
were extracted by ARBitrator algorithm, which has only 0.03% error rate in 
recognizing CO I sequences. 
More detailed implications and overall performance review of the Model 1 is 
discussed in detail in Results and Discussion section. 
Performance comparison with ARBitrator algorithm is also available in 
subsequent independent sections. 
3.2. Deep learning model 2 (Based on reference [12]) 
The model used in [4] is originally based on this model. This model is an early 
application using TensorFlow to build a text categorization application. So this model 
2 code was available for public use on GitHub, but for a completely different purpose 
of text categorization. Now, CO I sequences are themselves expressed as sequences of 
amino acids. So, they are also a 220-character long string of amino acids (building 
blocks of DNA). So, key idea used by [4] was to modify this model to suit the DNA 
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sequence nature. We used this model directly on the CO I sequences where the CO I 
sequences are treated as text by the model. This is the culmination of previous 
knowledge of neural networks, and intuition of its applicability, that it was decided to 
go forward with this. The parameters of the neural network had to be changed to suit 
the data at hand. Accordingly the parameters like the maximum_document_length 
along with data pruning of extracting 39,900 unique sequences of CO I from 1,70,00 
data sequences was performed. This had to be done, because training the neural 
network on all the 1,70,000 sequences data would take weeks of continuous run on a 
cloud-based cluster. Even with 39,900 sequences this model had to be run on 
specialized Amazon Machine Instances (AMI) for Deep Learning. In this model, the 
input 220-long amino acid sequences are represented numerically as vector by using 
the TensorFlow VobabularyProcessor fit_transform() function. Thus, vectorization of 
input character-based CO I sequence in form of numerical arrays is similar to both 
Model 1 and Model 2. Except in Model 2 there is an extra Embedding layer. This 
extra layer takes care of problems like making all string equal if they are not by 
padding zeroes, as also it again enhances the fit_transform() functionality of 
representing similar strings or CO I sequences as really similar. Thus, Embedding 
layers embeds the input into a representation more easy to compute and consistent 
with the neural network architecture. 
A. Model 2 run snapshots for CO I sequences of total size of 39,900 unique 
sequences 
Model 2 here is elucidated in graphical topological form using TensorBoard. The 
Model 2 ANN for data size of 39,900 sequences is as follows in architecture: 
(Legend to read the model is given here) 
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Figure 6: Model 2 Architecture 
The Model 2 actual implementation snapshot showing final training accuracy after 
cross-validation approach: 
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Figure 7: Snapshot of Model 2 accuracy when run on 39,900 quanta of data 
Please notice the high 98% average accuracy as compared to 92% by 
Model 1 when it was run on 2000 sequences of data. 
The following are TensorBoard snapshot of training phase accuracy graph. 
Each dip to rise is training for each batch of data. There is flat line at end of 
training symbolizing the convergence reached by the ANN in the very middle 
of training. But one dip-to-rise again at the end symbolizes the encounter of 
new training data by the neural network. Thus, we see that the ANN in Model 
2 reaches convergence early even though total unique sequences are 39,900, 
meaning that most of the sequences are highly similar, and new sequences or 
very different sequences are there at the end of the whole dataset. 
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Figure 8: Model 2 accuracy graph after running on 39,900 quanta of data 
There is convergence reached at about first 3000 sequences itself. That is why 
we see accuracy being 1.0 (100%) for a long time till Neural Network reaches 
new data at the end of the 39,900 total sequences. 
B. Model 2 run snapshots for CO I sequences of total size of 8000 data 
sequences 
The same Model 2 was tried on 8000 sequences of data. We will observe two 
snapshots, one of the actual accuracy recorded. The other will be the learning 
curve of the accuracy. We will be comparing these results with Model 2 
performance when it was given 39,900 data sequences. The snapshots are on 
the subsequent pages. 
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Figure 9: Snapshot of Model 2 accuracy when run on 8000 quanta of data 
As seen in the above snapshot, we observe that for 8000 sequences of data as 
the input, Model 2 has an accuracy of 96%. 
 
Figure 10: Model 2 accuracy graph after running on 8000 quanta of data 
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With the learning graph of the accuracy for the 8000 sequences data, we see 
that initially there is lot of drop-and-rises, but later on the training curve evens 
out consistently maintaining an accuracy of 1.0. So, Model 2 is seen to learn 
and detect new patterns in the 8000 sequences data but only in the initial 
phases, later on it has learnt all the patterns available, and next incoming data 
is something similar to what it has seen before or learnt before, leading to a 
evening out or convergence of the neural network in later epochs of training 
for later parts of the data. That is very similar to Model 2 behavior when it was 
given 39,000 sequences of data, except that in that bigger dataset the neural 
network had encountered some new data gain at the end of the training data. 
Here, we don’t see that happening, so there is no new data that neural network 
discovers at the end of the overall data sequences. This is an important 
observation and what it signifies is the information loss that Model 2 has as 
compared to when Model 2 was run on 39,000 data sequences. Consequently, 
we see that the accuracy of Model 2 has also reduced to 96% from 98%. So, 
this proves that more the data, the better the accuracy. 
C. Model 2 run snapshots for CO I sequences of total size of 2000 unique 
sequences 
Now, we will see how the Model 2 behaves when we run it on a total data set 
of 2000 sequences. Following are the snapshots of Model 2 average training 
accuracy and the learning curve of the neural network. 
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Figure 11: Snapshot of Model 2 accuracy when run on 2000 quanta of data 
The Model 2 accuracy is very low when it is run on 2000 sequences of the 
data. It is only 91.6% 
 
Figure 12: Model 2 accuracy graph after running n 2000 quanta of data 
The training curve graph is very peculiar and interesting for Model 2 when it 
was trained on only 2000 sequences. As seen here, the neural network only 
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learned increasing its accuracy after every epoch. This tells us that the initial 
samples were all very unique and information-rich. Hence, we see that dropout 
happened only once, as there was positive information gain or knowledge gain 
thereafter. So, there was no need of any dropout as the weights were changing 
rapidly, indicating no sign of local minima or maxima phenomena. From this 
example, we learn that training a neural network with smaller training dataset 
as batches is more effective as the neural network is less likely to get caught 
up in local minima or maxima as mostly for the datasets like CO I the initial 
sequences are going to be very information rich. 
Now, Model 1 ad training accuracy of 91% with 200 data sequences, so is true 
for Model 2 with same amount of data. But, Model 2 accuracy jumped to 96% 
when trained on 8000 data sequences. And the Model 2 accuracy jumped to 
98% magic number when it was trained on all the 39,900 unique sequences. 
This symbolizes that our machine learning algorithm here i.e. the ANN are 
really learning patterns with each increase in quantum of data which are 
impossible to be discovered and remembered by the traditional algorithms like 
ARBitrator or BLAST. 
In conclusion, Model 2 has performed very well. 
D. Model 2 run snapshots for when only positive CO I sequences are passed 
as data 
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Figure 13: Snapshot of Model 2 failed training because of only positive data 
This snapshot is central to the project and important. This is the snapshot 
when the Model 2 is trained on dataset having all the positive sequences of 
CO I. Please observe the training logs. They show us that after every epoch 
the neural network is realizing that we are giving it same data with conflicting 
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labels. So, we see the accuracy of neural network keeps on decreasing and 
decreasing. Ultimately, the weights are so non-convergent that no matter what 
the weights wouldn’t change in any meaningful direction. Ultimately the 
program ends with an error that symbolizes the non-convergence of the neural 
network and hence abort of the training. In effect, Model 2 recognized the fact 
that we were giving very similar data sequences with conflicting labels. Recall 
that Model 1 had failed to do so completely. It had still completed its training 
with accuracy of 50%. But, Model 2 could not even complete the training with 
conflicting labels. The reason for this strength of the Model 2 lies in its 
architecture. The Model 1 is stacked layers of convolution filters. Model 2 is 
parallel executing layers of convolution filters. How this helps Model 2 avoid 
fooling itself is explained more in subsequent Result and Discussion section. 
But, as we can clearly observe, Model 2 is better than Model 1, as we could 
not fool it by giving same data with conflicting labels for training. 
E. Model 2 run snapshots for when only negative CO I sequences are passed 
as data 
Following page has a detailed snapshot along with training logs for the Model 
2 when it was trained only on negative sequences. 
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Figure 14: Snapshot of Model 2 failed training because of only negative data 
As you can clearly see, the training accuracy keeps on decreasing, till the 
training weights and weight changes go into negative numbers leading to 
inconsistency and so the training abruptly ends with NaN (Not a Number) 
error. This really shows that as compared to Model 1, Model 2 is really very 
solid in its foundational architecture, with key being that is it wider and not 
deeper. 
This one aspect of its architecture has made it better than Model 1 in terms of 
instruction execution speed, accuracy, data pattern recognition ability, 
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avoidance of over fitting and also it is harder and even impossible to fool 
Model 2. In conclusion, Model 2 has performed very well. 
4. Results and Discussions 
Key Results: 
 
1. Model 1 had more weights and biases (i.e. fully connected layers after each 
convolution with RELU activation function). Hence it is 10 times more time 
consuming than Model 2. 
2. Model 2 is different to model 1 in architecture.  
3. Model 1 has Convolutional filters, followed by RELU activation layer, 
followed by max pooling layer architecture. So CONV-RELU-POOL is the 
general neural network architecture. There are 3 such CONV-RELU_POOL 
architectures that are stacked up one after the other, followed by a fully 
connected layer 
4. Thus, Model 1 is highly sequential in its architecture and very heavy, because 
it has more weights and biases at each of the convolution filter layer, pooling 
layer. 
5. This is precisely why the execution time for Model 1 is very high, because the 
design being sequential leaves very little scope for parallelization of the 
training phase of the neural networks. 
6. Contrarily, the Model 2 is wider network, not as deep as Model 1. 
7. Model 2 has similar CONV_RELU_POOL layers. But, there are 2 key 
differences. 
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8. First difference is that Model 2 has the 3 CONV-RELU-POOL layers not 
stacked up one after the other. Instead, it has them in parallel.  
9. So, the embedded layer (absent in model 1), is the first layer that stores a 
normalized embedded nuclear form of input sequences, and these sequences 
are supplied to all the 3 layers or architectures in parallel. 
10. This is precisely why the Model 2 is faster than Model 1. 
11. Also, when it comes to adjusting of weights using back propagation (actual 
learning process of neural networks),  it happens in parallel for all the 
CONV-RELU-POOL layers in parallel. 
12. But for Model 1, this again as to happen in sequence. 
13. This is exactly why execution time per epoch is exponentially high for Model 
1 as compared to Model 2 
14. Another key difference is that Model 1 has same number of convolution filters 
in each of the three CONV-RELU_POOL layers. 
15. There are 16 convolution filters (a very high number actually) for each 
CONV-RELU_POOL layer 
16. Model 2 on the other hand, has variable number of filters for each CONV-
RELU-POOL layers 
17. Models 2 has 3 filter for first Convolution layer and 4 filters for next 
Convolution layer, and 5 filters for the final Convolution layer 
18. Model 2 therefore develops different features because of different depth or 
filter sizes even though it is not as deep as Model 1 
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19. In observation, it is noteworthy that we have encountered a rare technique 
where a neural network is more wider than deep, but with number of filters 
along each convolution, and all of them running in parallel. 
20. This type of architecture is new, and is smart, because it yield more feature 
extraction (pattern extraction) at relatively lesser amount of time pertaining to 
the parallel aspect of the architecture 
21. Both have a fully connected layer at the end of the model 
22. Model 1 has [680,2] shaped fully connected layer 
23. Model 2 has [384,2] shaped fully connected layer 
24. Both the models have same auxiliary nodes and parameters and functions for 
optimization process 
25. Model 2 and Model 1 performed similarly for 2000-pair long sequence dataset 
26. Model 2 performed outstandingly with an agreeable performance of accuracy 
score of 98% when given all the unique sequences in form of 39,900 data. 
sequences 
27. Model 1 could not be run on the bigger dataset as it had higher execution time 
per training cycle leading to it being requiring at least a week to complete 
training. Thus Model 1 is example of hyper-engineering in terms of Deep 
Learning. 
28. Model 2 is far better in all aspects than Model 1. 
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Discussion: 
 
ARBitrator has 99.97% accuracy. The Model 2 has 98% accuracy. The ARBitrator 
algorithm was developed by Professor Dr. Heller requiring rigorous work for 5 years. 
Contrary to this, Model 2 was studied, implemented for the CO I data and trained with 
results in only several months effectively. This is only an initial exploratory work, and 
the initial 98% accuracy can probably be improved by further work until it is 
comparable to ARBitrary algorithm’s accuracy.  
 
Also, ARBitrator is a traditional model. Model 2 is ANN meaning it requires no 
explicit instruction to tell it what pattern to recognize and remember to decipher CO I 
sequences. ANN does it on its own. It is purest form of machine intelligence.  
 
TensorFlow is highly modularized library where we always have to code  in form of 
template usage. So anyone wanting to recreate this model can do it easily. Moreover, 
most important factor is that all these models including Model 2 have been saved in 
form a graph which can be reloaded with all the data values for further prediction. 
(links for pre-trained model are available in the references section). So no retraining is 
required. Model can be used directly for prediction with error rate of 2%. ANN 
codebase is smaller than ARBitrator and also TensorBoard is very useful utility that 
provides visual understanding.  
 
In brief, ARBitrator and Model 2 are fundamentally different. But, the emergence of 
high computing power with machine learning techniques and algorithms has led to 
emergence of a new computer science software that is capable of  updating itself with 
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new and new information without hassles of repetitive coding. On the other hand, for 
BLAST or ARBitrator algorithms, cannot update unless someone programs and 
changes these algorithms. Also code base of ARBitrator is very heavy. For these 
reasons, this Model 2 and related study presented through all the methods and results 
so far will be instrumental to make CO I sequence extraction from GenBank more 
accurate, hassle-free, autonomous, and machine intelligent. 
Hence, this study and its outcomes are comparable to the performance of ARBitrator 
or BLAST algorithm, especially for CO I sequence detection and extraction. 
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5. Conclusion 
We have implemented an ANN for the first time in the world to recognize the CO I 
sequences. This was achieved in relatively shorter time of 3 months. Modularity, 
reusability and provision of retraining is what made the ANN to be developed and 
retrained for this purpose in such a short period of time. 
Further the neural network can be trained using 3 different methods to make it more 
accurate and useable as an alternative to ARBitrator algorithm 
3 ways are: 
• Reload the saved Model 2 and train on all the 170,000 sequences increasing  
the accuracy 
• Reload the saved Model2 and add/subtract layers or modify its architecture to 
attempt to find new architecture guaranteeing higher accuracy 
• Reload the weights (W_CN, B_CN) values of final layer alone and changing 
the dimension of convolutional and pooling layer to form new ANN with 
better accuracy. This is very famous and prevalent method and is known as 
Transfer Learning. 
• Pretrained Model 2 on 39,900 sequences is stored on GitHub and its link is 
made available in the References section 
• Pretrained Model 1 on 2000 sequences is also made available on the GitHub. 
Link in the reference section 
• Python TenorFLow code to reload these models is also made available on 
GitHub. Link is in the references section. 
Thus the objective setup at start of the project is satisfied and delivered in full. 
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