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Abstract 
An increasing number of our interactions are mediated through e-technologies. In order to enhance the human’s feeling of 
presence into these virtual environments, also known as telepresence, the individual is usually embodied into an avatar. 
The natural adaptation capabilities, underlain by the plasticity of the body schema, of the human being make a body 
ownership of the avatar possible, in which the user feels more like his/her virtual alter ego than himself/herself. However, 
this phenomenon only occurs under specific conditions. Two experiments are designed to study the human’s feeling and 
performance according to a scale of natural relationship between the participant and the avatar. In both experiments, the 
human-avatar interaction is carried out by a Natural User Interface (NUI) and the individual’s performance is assessed 
through a behavioural index, based on the concept of affordances, and a questionnaire of presence The first experiment 
shows that the feeling of telepresence and ownership seem to be greater when the avatar’s kinematics and proportions are 
close to those of the user. However, the efficiency to complete the task is higher for a more mechanical and stereotypical 
avatar. The second experiment shows that the manipulation of the viewpoint induces a similar difference across the 
sessions. Results are discussed in terms of the neurobehavioral processes underlying performance in virtual worlds, which 
seem to be based on ownership when the virtual artefact ensures a preservation of sensorimotor contingencies, and simple 
geometrical mapping when the conditions become more artificial. 
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1. Introduction
Telepresence is the feeling of being present in a place where 
the person is not [1]. This feeling can be achieved while an 
individual is using a simulator or performing a certain task in 
a virtual environment (VE), such as a game [2]. Another way 
this phenomenon can occur is in teleoperation, in which the 
user remote-controls a robot with a camera that provides the 
teleoperator with visual feedback from the working space 
[3]. Telepresence is a critical mental process as it increases 
the immersion of the individual within a certain task. 
Teleoperation and VE are the most common situations in 
which a feeling of telepresence may occur. 
One of the most powerful demonstrations of telepresence 
is body ownership, in which the individual is so immersed in 
the teleoperation task he/she is performing that he/she 
considers the remote artefact as part of him/her [4]. In an 
experiment carried out by Sumioka et al. [5], subjects 
remote-controlled a human-like machine. They had a first 
person view over the machine, which replicated every move 
of the individual. The participant’s reactions were gauged by 
measurement of the skin conductance. The results show that 
the participants seemed to feel the machine as it was their 
own body. In addition, the feeling of ownership can also 
happen in other cases of mediated situations such as in 
virtual reality (VR), in which the individual believes he/she 
is the avatar. 
The study that revealed for the first time the phenomenon 
of ownership is the Rubber Hand Illusion [6]. In this 
experiment, the participant’s hand is hidden and a rubber 
hand is visible in its place. A tactile stimulation is applied 
simultaneously to both hands. After a while, the individual 
has the feeling that the fake hand is his/her own. A similar 
effect has also been observed in VR [7, 8]. Ehrsson et al. [9] 
recorded the brain activity of participants when they were 
submitted to the same experiment. The results showed a 
significant activation of the parietal cortex only in the 
presence of a synchronous and congruent visuo-tactile 
stimulation of the rubber and the real hand. In addition, a 
positive correlation between the physiological and 
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ownership questionnaire data confirmed that the participants 
were considering the rubber hand as their own hand. 
It seems that the ownership feeling is not exclusive of the 
individual limbs and can occur on the entire body. In 
Petkova and Ehrsson’s [10] experiment, participants wore a 
head-mounted display and had a first person view over a 
body-sized mannequin. They received visual and tactile 
stimulations over the whole body. In that condition, the 
participants had the feeling that the mannequin’s body was 
their own. The ownership feeling was measured through skin 
conductance, which can detect psychological or 
physiological alterations. Authors stress the fact that a 
human-like representation of the mannequin and a 
synchronous visuo-tactile stimulation were crucial to trigger 
the ownership illusion. 
A more surprising observation is the fact that body 
ownership may also occur in a simple situation of tool-use. 
Studies showed that when individuals manipulate an artefact, 
they consider it as an extension of their arm [11]. The initial 
study was performed with non-human primates and their 
brain activity was measured by electrodes. The results show 
that some specific bimodal neurons coding for the monkey’s 
hand fire in a similar manner when a stimulus is applied to 
the hand or close to the tool manipulated by the animal [12]. 
This is clear evidence showing that the artefact seems to be 
integrated into the primate body schema. 
Overall, these experiments showed that ownership occurs 
in the brain, after integration of multimodal information 
(vision, touch and proprioception) in order to build a 
coherent representation of the body. 
There are several ways to measure telepresence. One way 
the evaluation can be done is by questionnaire, in which the 
user answers a few questions in order to express what they 
felt during the experiment. This is probably the most popular 
kind of presence assessment. A significant number of studies 
on telepresence or ownership ask their participants to fill a 
questionnaire when the experiment is over [6, 9, 10, 13]. 
Questionnaires are mostly used because of the simplicity 
of their implementation and the large range of possible 
questions. They are also a very quick and practical way for 
people to express their feelings, on a numerical scale that 
allows quantification and comparisons. Nevertheless there 
are some disadvantages, such as misinterpretation of 
questions, subjectivity of answers, the scale level number 
(odd vs. even) or, since it happens after the experiment, 
participants might forget what they felt and remained 
unaware of the phenomenon on their responses [14]. Another 
disadvantage is the number of questions: if there are too 
many, the participants may lose interest and answer 
randomly. 
In this project, affordances are used as a behavioural 
assessment to measure telepresence in a VE. Affordances are 
a concept first suggested in the literature by J.J. Gibson [15]. 
An affordance is an action possibility whereby people 
perceive their environment and the objects within it as 
possibilities of doing certain actions and not doing other 
actions. Affordances exist where the characteristics of the 
object and the characteristics of the person match in a 
particular way. For instance, most chairs will afford sitting to 
most adults, but will not afford sitting to a 6-months baby, 
and might afford standing to someone making a speech. This 
concept is also applicable to other animal species, like for 
example a tree can afford nourishment to a giraffe but for a 
bird it can afford nesting. An affordance is a combination of 
the physical characteristics of the object and the animal, the 
knowledge about the object, and the needs to the animal at a 
particular time. In some cases, the action possibility may be 
harmful, in which case the animal may choose not to 
perform the action. For example a knife affords cutting into 
various surfaces because it has a blade. If someone grasps it 
by the handle it affords cutting into bread or cut through 
paper but it also affords injury if grasped by the blade. 
Another example is about apertures. An aperture will only 
afford passage if it is wider than the individual. If it is 
narrower it may afford passage if the individual rotates upon 
himself [16]. Affordances are based on experience, in the 
sense that people learn to perceive the relevant 
characteristics of the environment and objects within it. This 
means they will be common to many individuals (e.g., 
passing through apertures which are large enough) but 
different from one individual to another (e.g., a rugby player, 
a gymnast, or a child will fit through different apertures). 
The link between perception and action which guides 
people’s decision evolves over time through experience [17]. 
After the initial study by Warren and Whang [16] testing 
affordances, other studies have followed which explore and 
test the notion of affordances, such as [18, 19]. One crucial 
finding was that the possibilities for action available to an 
individual are scaled to the individual’s body. This scaling 
factor is important because it links object properties and 
individual’s dimensions through an invariant value; this 
means there is a lawful relation underpinning (at least some) 
affordances. Such lawful relations have been found in 
various animals. In human participants, this was found in 
stair climbing where participants deem a stair climbable 
(without the aid of hands) if the raiser is smaller than 0.88 
their leg length [20]. This was also found to be the case in 
passing through apertures where participants rotate their 
shoulders over their longitudinal axis if the aperture is 
smaller than 1.4 the width of their shoulders [16]. 
The main purpose of this study is to understand the 
influence of individual representation in a VE, which is the 
avatar, and viewpoint on the human’s efficiency and feeling 
regarding his/her performance in virtual worlds. To do so, 
two experiments are carried out, which both test the effect of 
different levels of realistic setup on the way the participants 
perform, in VE, the task described in Warren and Whang 
[16]. First experiment focuses on the effect of the avatar’s 
morphologic and dynamics characteristics. The second 
addresses the question of the influence of the user’s 
perspective on the task completion. Experimental design and 
methods of assessment are identical in both experiments. 
This study intends to find out i) whether or not a realistic 
control and supervision of the avatar is always most effective 
and ii) if a high feeling of telepresence is necessary to get an 
efficient performance in VE. 
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2. Experiment 1: Effect of the avatar
The first experiment aims to evaluate the effect of an avatar 
on the human’s feeling of telepresence and task accuracy. 
Avatars are very common in VE. They are the alter-egos of 
users in the virtual world. Several aspects can be studied 
regarding the avatar, such as its dynamics, morphology or 
physical appearance. In addition, aspects such as the camera 
perspective or a visuo-motor feedback from hardware might 
change the ownership feeling about the avatar. The physical 
user interface is an important parameter to take into account 
because the control the user has on the avatar influences 
his/her behaviour [21]. All of these features may influence 
the way a person feels towards the avatar [22]. Here, the 
avatar’s morphology and dynamics are studied when a 
human user controls it through a NUI. 
The morphology of the avatar is an important feature in 
achieving body ownership. For instance, Tsakiris and 
Haggard [23] carried out the rubber hand illusion experiment 
with a fake hand and with a wooden stick. Their results 
showed that, with the rubber hand, ownership was easier to 
achieve than with the wooden stick. Because feeling of 
ownership happened with the hand, a similar result is 
expected if applied on a larger scale to a scaled-to-user 
avatar. This was done by Petkova and Ehrsson [10] in a 
study using a camera on a mannequin in the real world. 
The dynamics of the avatar may also help to induce the 
feeling of telepresence and ownership on its user. If there is 
real-time congruence between the movements of the user 
and the movements of the avatar, then the feeling of 
telepresence and ownership should be greater than with 
incongruent movements. This is supported by the experiment 
carried out by Kalckert and Ehrsson [24]. These authors 
showed that the rubber hand illusion can be induced through 
a simple visuo-motor correlation, without the need for a 
tactile stimulation as had been used in the original study of 
Botvinik and Cohen [6]. 
The experiment presented here is composed with two 
experimental conditions. In one of the conditions, the avatars 
are morphologically proportional (similar) to each 
participant. It is possible to have a dynamic avatar fully 
proportional to the user thanks to a full body motion capture. 
In the other condition, the avatar resembles the first one in 
how it looks, but it is the same (standard) for every 
participant. In addition, the movements of this standard 
avatar do not exactly match the participant’s movements, as 
it only moves sideways and rotates upon itself. Aside from 
the avatar conditions, there is also a speed condition: fast and 
slow. 
2.1. Subjects 
Participants are 24 university students (18 males and 6 
females, aged between 20 and 28), with normal or corrected-
to-normal vision and varied experience in playing video 
games. Half of the participants perform in two conditions 
(similar fast, similar slow) and the other half performed in 
two other conditions (standard fast, standard slow). This is 
done to enable the study of eventual learning effects under 
each speed condition. The experiment is approved by the 
local ethics committee of the Nova University Lisbon. 
2.2. Setup 
The ATTAVE (Avatar Telepresence Testing: Affordances in 
VE) is the name of the prototype developed. The ATTAVE 
is a VE where the avatars exist and where experiments using 
affordances are performed. This VE is the same for both 
avatar conditions. Thus, the only parameters that change in 
the experiment are the avatar’s characteristics. The design of 
the prototype is based on a study performed by Warren and 
Whang [16]. The authors evaluated how people passed 
through apertures considering the shoulder width of the 
participant and the ratio between the aperture and their 
shoulder width. The participants passed through several 
apertures of various sizes and the degree of their shoulder 
rotation was recorded. There were two speed conditions: a 
slow and a fast walking speed. Results showed that the 
participants only walked frontally through the aperture when 
the ratio between the aperture and the shoulders was smaller 
than 1.4. The present study is similar to the one performed 
by Warren and Whang [16], but is performed in a VE. By 
replicating a study performed in the real world, telepresence 
can be verified if the same behaviours that happen in the real 
world also happen in the VE. 
The display of ATTAVE consists of a virtual scenario 
showing a long treadmill moving towards a visible avatar 
(and also towards the participant). The avatar resembles a 
wooden mannequin and is visible from head to knees, as the 
viewpoint of the participant is 2 m behind the avatar. The 
treadmill is enclosed on the side by tall walls. On the 
treadmill itself there are frontal green walls with an aperture 
on the left, centre or right side of the wall. All surfaces have 
texture as can be seen in Figure 1. The participants can 
control the translation and rotation of the avatars by 
physically moving side to side and rotating their own 
shoulders. Shoulder rotation proportionally slows down the 
treadmill. The participants’ task is to avoid collisions and 
pass through all doors as fast as possible. 
Figure 1. Virtual avatar and environment viewed from 
the participants’ perspective 
EAI Endorsed Transactions on  
Creative Technologies  
01-10 2014 | Volume 1 | Issue 1 | e4 
Y. Rybarczyk et al. 
 4   
For the full body motion capture a Kinect NUI is used. 
This device uses an optic technology that allows detection of 
the human body thanks to an infrared depth camera. This 
choice is due to its ease to set up, as it can be ready to use in 
less than five minutes, and also due to its low cost compared 
to other equipments of the same category. Another 
advantage in using this system is the fact that the user does 
not have to wear a specific suit and, consequently, he/she has 
full range of movement. In order to provide the participant 
with audio-visual feedback, a noise and a flash next to the 
avatar’s shoulders are displayed whenever there is a collision 
with a wall. 
When the participant rotate the shoulders, the speed of the 
treadmill decreases in proportion to the cosine of the angle 
(∂) between the shoulders’ axis and the avatar’s translation 
axis, as described by the formula below. 
 
                                               (1) 
 
In (1), the value of the angle is taken as 0 if the individual is 
in a frontal position towards the door and 90º if the 
individual is facing the side walls. The angles are in absolute 
values from 0º to 90º. The speed decreases with rotation is 
introduced because it simulates a normal behaviour observed 
in the real world. People usually reduce their locomotion 
velocity when they have to pass through a narrow aperture. 
The decreasing value of 0.4, used to calculate the current 
speed, was based on pilot trials. Moreover, the correlation 
between rotation and speed is an incentive for participants 
not to rotate their shoulders unless there is a danger of 
collision, as the rotation slows down the treadmill and adds 
to their total time on the task. 
The experiment is conducted in a 3 × 3 m area. 
Participants stand 3 m away from a 75 cm height table. On 
the table is mounted an off-the-shelf Kinect sensor 
(Microsoft, for Xbox 360) and an 18" computer screen (1440 
× 900 pixel resolution), both connected to a PC. Three small 
marks on the floor indicate the positions aligned with the 




Figure 2. Physical setup of the experiment 
2.3. Procedure 
The experiment starts with participants reading and signing 
the consent form. Then, the measure of participants’ height 
and shoulder width is taken and the Kinect is calibrated to 
the participants’ movements. Subjects are instructed to avoid 
collisions and complete the task in the shortest possible time, 
and are informed that shoulder rotation proportionally 
decreases the speed of the treadmill. In each session, 
participants complete the increasing-decreasing series in the 
slow condition followed by the fast condition. At the end of 
each session, they are asked to fill in a questionnaire of 
presence, adapted from Witmer et al. [25]. The adaption 
consists in including an assessment of ownership to the 
genuine dimensions (realism, self-evaluation and possibility) 
of the original version. In total, each session lasts about 20 
minutes. 
Participants perform 32 trials for each of 2 speed 
conditions and for each of 4 sessions. Also, there are 2 avatar 
conditions; each uses in a group of participants. The 32 trials 
consist of apertures that showed in the central position with 
widths gradually increasing relative to the avatar’s shoulders 
from 0.7 to 2.2 and then gradually decreasing from 2.2 to 0.7 
(in steps of 0.1). When the avatar passes through each of 
these apertures, the value corresponding to the angle 
between the shoulders is recorded. These trials are alternated 
with 32 dummy trials with apertures of constant size shown 
in the right and left side positions. These side apertures 
remain twice the shoulder width of the avatar and are not 
used for data collection. Every aperture is 10 meters away 
from the next aperture. The two speed conditions are slow 
and fast (respectively 5 and 10 Km/h). They are taken from 
the walking speeds reported by Warren and Whang [16] and 
adjusted during pilot testing. The avatar condition consists of 
manipulating the morphology and movements of the avatar. 
In the similar avatar condition the avatar is anatomically 
proportional to the dimensions of the participant and all 
segments are animated to mimic the natural movements of 
the participant. In the standard condition the dimensions of 
the avatar are standard for all participants and the avatar has 
only two degrees of freedom: translation sideways and 
rotation upon itself (see arrows on Figure 2). An animation 
of a sidestep is implemented on the avatar when the 
participant performs a sidestep. This animation is recorded 
with a natural user interface and results from a sidestep 
performed by a human being. 
The ratio between each virtual door and the avatar’s 
shoulders width is the independent variable manipulated. 
The dependent variable is the angle between the shoulders 
during the passage through each aperture. 
2.4. Results 
The main dependent variable is the critical aperture-to-
shoulder-width ratio (A/S) after which the participant passed 
without rotation. Following Warren and Whang [16], the two 
values of the critical ratio of shoulder rotation from the 
increasing-decreasing series are averaged. The critical ratio 
is that with an angle smaller than 16º and after which all 
angles are smaller than 16º (one exception was permitted 
provided the angle was smaller than 40º and the average 
angles remained smaller than 16º). A critical ratio is 
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calculated for each participant, condition, and session and 
these are used in the data analysis. 
To examine learning effects from session to session, the 
critical ratios are submitted to a multivariate repeated 
measures analysis of variance (MANOVA F-test) with the 
factor session (4 levels), and using the 4 conditions as 
measures (slow-similar, fast-similar, slow-standard, fast-
standard). Based on the results of this analysis, the averages 
of the last 3 sessions are used in the remaining analysis. 
To examine the effect of conditions on the critical ratios, 
the individual critical ratios from the last 3 sessions are 
averaged and submitted to a repeated measures analysis of 
variance (ANOVA F-test) with factors speed (2 levels: slow 
and fast) and avatar (2 levels: similar and standard). 
To examine how participants feel regarding the 
experienced environment, the scores for each dimension of 
the questionnaires are averaged and submitted to a 
multivariate repeated measures analysis of variance 
(MANOVA) with factors avatar (2 levels: similar and 
standard) and session (4 levels) and using the 5 dimensions 
as measures (realism, possibility, quality, ownership, and 
self-evaluation). 
Finally, Pearson’s r is used to test the correlation between 
critical A/S ratios and the dimension of ownership as 
measured by the questionnaire. 
Critical A/S ratios 
Overall, there is a significant learning effect on the critical 
ratios, F(12, 86) = 6.85, p < .001. This is reflected in the four 
conditions: slow-similar, F(3, 33) = 17.74, p < .001; fast-
similar, F(3, 33) = 3.08, p < .05; slow-standard, F(3, 33) = 
8.74, p < .001; and fast-standard, F(3, 33) = 3.07, p = .05. 
Pairwise comparisons show significant differences between 
the first and the last three sessions which do not differ 
between them (see Figure 3). 
 
 
Figure 3. Average critical A/S ratios for the four 
conditions over the four sessions 
There is a strong tendency for an effect of avatar on 
critical A/S ratio, F(1, 11) = 4.62, p = .055 (Figure 4), which 
is caused by participants rotating their shoulders at smaller 
critical ratios when the avatar is standard than when the 
avatar is similar (Table 1). 
 
Figure 4. Mean absolute angle of shoulder rotation as 
a function of aperture width normalized for shoulder 
width (A/S) for the two avatar conditions 
 
Table 1. Means (M) and Standard Errors (SE) of critical 
A/S ratios for avatar and speed conditions 
  Critical A/S 
 M SE 
Avatar conditions Standard 1.40 0.05 
 Similar 1.57 0.07 
Speed conditions Slow 1.43 0.04 
 Fast 1.54 0.05 
There is a significant main effect of speed on critical A/S 
ratio, F(1, 11) = 5.13, p < .05 (Figure 5). This is caused by 
participants rotating their shoulders at smaller critical ratios 
in the slow condition compared to the fast condition (Table 
1). 
Figure 5. Mean absolute angle of shoulder rotation as 
a function of aperture width normalized for shoulder 
width (A/S) for the two speed conditions 
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Questionnaire of presence 
Overall, there is no significant main effect of avatar, F(2, 7) 
= 1.83, ns, or session, F(2, 7) = 0.93, ns. However, there is a 
significant Avatar × Session interaction, F(15, 80) = 1.87, p 
< .05. This significant interaction is reflected in three 
dimensions: realism, F(3, 33) = 4.00, p < .05; ownership, 
F(3, 33) = 3.93, p < .05, and self-evaluation, F(3, 33) = 3.17, 
p < .05. This interaction occurs because feelings of realism, 
ownership and self-evaluation increase in the similar 
condition and decrease in the standard condition (Figure 6). 
The evaluation of these three parameters is carried out 
through the questions listed in Table 2. 
 
Figure 6. Feeling of telepresence for three dimensions 
of the questionnaire over sessions 
 
Table 2. Questions related to feelings of ownership, 
realism and self-evaluation 
Ownership  
- How closely did you feel that the avatar’s 
proportions fit yours? 
- How well were you able to estimate distances? 
- How well could you concentrate on the task rather 
than on the mechanisms used to perform it? 
- During the experiment there were moments in which 
you felt as if the virtual avatar was your own body? 
- When the avatar hit the wall, how much did you feel 
that your own body hit the wall? 
- During the experiment there were moments in which 
you had the sensation of having more than one body? 
 
Realism  
- How much did the visual/auditory aspects of the 
environment involve you? 
- How natural did your interactions with the 
environment seem? 
- How natural was the mechanism which controlled 
movement through the environment? 
- How realistic was your sense of objects moving 
through space? 
- How much did your experiences in the VE seem 
consistent with your real world experiences? 
- How realistic was your sense of moving around 
inside the VE? 
- How involved were you in the VE experience (gauge 
your abstraction level regarding the surrounding RE)? 
 
Self-evaluation  
- How quickly did you adjust to the VE experience? 
- How proficient in moving and interacting with the VE 
did you feel at the end of the experience? 
 
 
Overall, there is a small, positive correlation between 
feeling of ownership and critical A/S ratios, r = 0.36, n = 96, 
p < .05 indicating that increases in one variable are 
accompanied by increases in the other variable (Figure 7). 
 
Figure 7. Scatter plot and Pearson’s r 
2.5. Discussion 
The main objective of this first experiment is to study 
whether the dynamics and the morphology of an avatar 
would reflect on the feeling of telepresence and ownership of 
the participant. Also, to know whether affordances are used 
in a VE the same way they are in a real environment (RE). In 
order to perform the experiment, a prototype named 
ATTAVE is developed. ATTAVE possess a VE where the 
participant’s avatar performs the experimental task. The user 
controls the avatar through a natural motion capture carried 
out by a Kinect NUI. There are two avatar conditions to test: 
one morphologically proportional to the user and that 
replicates his/her movements; and another with an avatar 
that is identical for every participant, and exhibits limited 
mobility, as it can only rotate upon himself and step 
sideways. 
The results show that participants adjust to the VE after 
taking their first session. This learning effect is only 
significant in the first session, and the other three sessions 
are similar to each other in a same condition. The learning 
effect that occurs in the first session indicates that 
participants learn to use appropriate information, provided 
by the VE, to solve the problem of passing through 
apertures. It is usual in Human-Machine Interaction (HMI) 
that users take time to adapt to the artefact. For instance, 
Peters et al. [26] showed that six trials on a teleoperated 
robotic arm are necessary to have an accurate representation 
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of the task. On the contrary to a simple tool held in hand, the 
remote or virtual interaction is not straightforward and 
involves a specific design of the artefact to be ergonomically 
adapted to the human user [27]. After learning, the critical 
A/S ratios obtained in the VE (1.4 and 1.57) are very similar 
to those in the RE (1.4 reported by Warren and Whang [16]), 
which demonstrates that people perceive similar body-scaled 
affordances in the VE as in RE. 
The effect of the different avatars is significant. 
Participants with the standard avatar have a smaller critical 
ratio than the participants with the similar avatar (1.4 vs. 
1.57). It means that participants who control a similar avatar 
tend to keep a greater safety margin between the body and 
wall, compared with a standard avatar. This result can 
suggest a higher feeling of agency for the similar avatar by 
the individual, who may care about his/her alter-ego and 
therefore makes sure it does not collide with the wall. In 
contrast, participant seems less concerned regarding the 
standard avatar. This interpretation is supported by the 
analysis of the correlation between the ownership 
questionnaire and the critical A/S ratios. There is a positive 
correlation between these two variables, albeit small, which 
suggests that the rise in the critical ratios is related with an 
increase in the feeling of ownership. 
The higher critical ratios in the similar condition 
compared to the standard condition is coherent with the 
principle of distance estimation according to body 
representation [28, 29]. This theory says that scaling one’s 
body size up or down proportionally results in perceiving the 
world as smaller or larger respectively [30]. In our 
experimental setup the avatar appears relatively large in the 
centre of the screen comparing to the rest of the 
environment, because of the lack of perspective (2D view). 
Thus, the doors may appear smaller than they really are only 
in the condition in which the avatar is considered as an 
extension of the participant’s body (similar avatar) and not in 
the standard avatar, for which an ownership feeling does not 
seem to occur. 
In the standard condition, the participant’s body controls 
the avatar as if it was a simple joystick. Consequently, this 
condition can be interpreted in terms of a classical remote 
control of a teleoperated machine. In a study carried out by 
Moore et al. [31], the user controlled a robot and supervised 
the environment by means of a camera on top of the robot. 
The operator’s task was to judge whether or not the robot 
could pass through apertures of various sizes. The results 
indicate that the participants judged the robot could pass 
even when it could not. Authors argue that the results might 
be influenced by structural and morphological aspects. The 
same effect could explain the results of the experiment 
presented here. The fact that the individual underestimates 
the aperture width could signify that he/she considers the 
standard avatar as a machine-like character and, 
consequently, he/she can hardly be engaged in an ownership 
process with it. 
In addition, one aspect that can increase the 
immersiveness in a VE is the type of interaction between 
human and machine. If the interaction is done through a 
classic controller such as a mouse or joystick, the users need 
to learn the mapping between their own movement and its 
consequence in the virtual world [32, 33]. On the contrary, 
the mapping is facilitated if the interaction is done through a 
full motion capture. Research has shown that natural user 
interfaces, in which users can recognize their own 
movements in the VE, are more immersive [34, 35]. It could 
explain why the similar avatar condition seems to bring a 
higher feeling of ownership compared with the standard 
condition. 
Analyzing the effect of speed on the critical A/S ratios, it 
is observable that in both avatar conditions the critical ratio 
is larger when the speed is higher. This happens because at 
higher speeds people leave larger safety margins. In the real 
world, when an individual is confronted with an aperture, 
he/she will reduce his/her speed in order to fit through 
without colliding. In this project, the only way to decrease 
the speed was by rotating the shoulders, which results in a 
higher critical ratio. The relation between speed and 
accuracy is well-known in the area of motor control and was 
described for the first time in Fitts’ law [36]. The fact that 
the participants of this experiment reproduce this natural 
motor control adaptation suggests their immersion into the 
VE (ATTAVE). 
The questionnaire shows that the similar avatar elicits an 
increasing feeling of ownership and realism over the four 
sessions. In contrast, the standard avatar causes a decreasing 
feeling of ownership and realism from session to session. 
This result means that an agency process in which the 
participants consider the similar avatar as a natural extension 
of themselves seems to happen and to increase through the 
interaction with the avatar. In contrast, with the standard 
avatar, participants may have become bored due to the 
avatar’s movement not being as diverse as their own. This 
lack of biological motion could lead the participants to act as 
if they were controlling a machine instead of a virtual 
representation of themselves. Overall, considering the 
questionnaire results and the affordances described through 
the critical A/S ratios, it seems that an avatar with natural 
movements and tailored the morphology of the user can 
significantly enhance the feeling of body ownership. 
A fundamental result of this first experiment is to 
demonstrate that the condition that exhibits the highest 
ownership level (similar avatar) is not the most efficient 
condition regarding passage through the apertures (standard 
avatar). The most realistic condition is clearly putting the 
subject in a higher situation of telepresence than the less 
realistic one, which could be thought to be more 
advantageous in terms of accuracy to complete the asked 
task. However, our results show the contrary. It means that 
another more adapted neurobehavioral process should take 
place when a user controls a stereotypical artefact. In this 
case, it seems that the control is not based on a body 
ownership but a geometrical mapping between the avatar 
and the aperture [37]. In order to verify this interpretation, 
the second experiment will manipulate the viewpoint to 
compare a situation in which the mapping is possible (third-
person viewpoint) vs. impossible (first-person viewpoint). 
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3. Experiment 2: Effect of the viewpoint 
When an individual controls an avatar in a virtual 
environment, such as a video game, two visual perspectives 
are usually available to the user: first or third person 
perspective. In the first-person viewpoint (1PV) the camera 
is located at the level of the avatar’s eye, whereas the third-
person viewpoint (3PV) provides a perspective from a fixed 
distance behind the avatar. Gamers generally prefer the 3PV 
because it gives a more global view of the environment [38]. 
On the other hand, the 1PV seems to bring an advantage for 
actions that need precision such as sniping or fine 
manipulations [39]. 
In terms of telepresence the advantage of a certain 
viewpoint over the other remains debated, as well. Authors 
like Salamin et al. [37] argue that the fact to be able to see 
the own body, through a 3PV, contributes to an increase in 
the feeling of presence. On the contrary, Maselli and Slater 
[13] stress the importance of the 1PV to make body 
ownership of a virtual avatar possible. According to these 
authors, the egocentric viewpoint is the only one that enables 
a right correlation between the visual feedback, from the 
avatar, and the proprioceptive feedback of the movement 
performed by the user [40]. Overall, it seems crucial to 
preserve the human’s natural sensorimotor contingences [41] 
for inducing illusory ownership of artefacts [42, 27]. For 
instance, different studies showed that the lack of 
synchronism between the individual and the avatar’s 
movements [43, 44], or between the visual and tactile 
stimulations of an anthropomorphic artefact [45, 46] reduces 
the feeling of telepresence and ownership. 
In this second experiment, participants’ performance will 
be compared when they have to execute the task described in 
experiment 1, in the 1PV vs 3PV. Due to the fact that the 
1PV provides an egocentric frame of reference, in which the 
subjects can use their body to act and to perceive in much 
the same way as normally [47], we hypothesize this 
condition will tend to induce a higher feeling of telepresence 
than the 3PV. In addition, if the human-similar avatar 
relationship is really based on an ownership phenomenon, 
and not simple geometrical mapping, the efficiency to 
complete the task, over the whole experiment, should not be 
different between both conditions of perspective. 
3.1. Subjects 
Subjects were 24 university students (18 males and 6 
females, aged between 20 and 28), with normal or corrected-
to-normal vision and varied experience in playing video 
games. Half of the participants performed in one condition 
(third-person viewpoint) and the other half performed in the 
other condition (first-person viewpoint). This was done to 
enable the study of eventual learning effects under each 
condition of viewpoint. The experiment is approved by the 




 (a) (b) 
Figure 8. Display of the two experimental conditions, 
when the avatar is viewed from the third-person 
viewpoint (a) vs. from the first-person viewpoint (b) 
The setup (ATTAVE) is identical to that in experiment 1, 
except that the avatar’s characteristics are the same in both 
experimental conditions. A similar avatar that is 
morphologically proportional to each participant and that 
matches the subject’s movement is used in both viewpoint 
conditions. Thus, the only parameter that changes in the 
experiment is the subject’s perspective in the VE. In the 
third-person viewpoint, the participant’s perspective is 2 m 
behind the avatar, as it is described in experiment 1 (Figure 
8a). In the first-person viewpoint, the subject’s perspective is 
located at the level of the avatar’s eyes (Figure 8b). In this 
last condition, the individual is exactly in the same virtual 
position as the avatar. By consequence, and as in the real 
life, he/she can see a very limited part of the avatar’s body. 
The only body’s parts, which are visible from the participant, 
are the avatar’s arms, when they are stretched forward, and 
the avatar’s shoulders, when he/she performs a rotation of 
the trunk. A unique fast velocity is used in this second 
experiment. Fast speed is preferred to the slow one because 
participants’ performances were more stables with this 
velocity. 
The participants can control the translation and rotation of 
the avatars, through the Kinect NUI, by physically moving 
side to side and rotating their own shoulders. Shoulder 
rotation proportionally slows down the treadmill, according 
to the equation (1). The participants’ task is to avoid 
collisions and pass through all doors as fast as possible. The 
shoulder degrees of rotation are recorded each time the 
subject passes through the central doors. The experiment is 
conducted in a 3 × 3 m area. Participants stand 3 m away 
from a 75 cm height table. On the table is mounted an off-
the-shelf Kinect sensor (Microsoft, for Xbox 360) and an 18" 
computer screen (1440 × 900 pixel resolution), both 
connected to a PC. Three small marks on the floor indicate 
the positions aligned with the three apertures on the display 
(see Figure 2). 
3.3. Procedure 
The procedure is identical to that in experiment 1. It starts 
with participants reading and signing the consent form. 
Then, the measure of participants’ height and shoulder width 
is taken and the Kinect is calibrated to the participants’ 
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movements. Participants are instructed to avoid collisions 
and complete the task in the shortest possible time, and are 
informed that shoulder rotation proportionally decreases the 
speed of the treadmill. In each session, participants complete 
the increasing-decreasing series of aperture width, at fast 
speed. At the end of each session, participants are asked to 
fill in a questionnaire of presence adapted from Witmer et al. 
[25]. In total, each session lasts about 20 minutes. 
Participants perform 32 trials for each of 6 sessions. Also, 
there are 2 conditions of viewpoint; each used in a group of 
participants. The 32 trials consist of apertures that showed in 
the central position with widths gradually increasing relative 
to the avatar’s shoulders from 0.7 to 2.2 and then gradually 
decreasing from 2.2 to 0.7 (in steps of 0.1). The velocity of 
translation in the VE (ATTAVE) is 10 Km/h. The viewpoint 
conditions consist of manipulating the perspective view the 
participant has of the avatar. In the first-person condition the 
individual sees exactly the same thing that the avatar sees. 
This condition is hypothesized as the most realistic regarding 
the feeling of presence and agency. In the third-person 
condition the individual perspective view is translated 
backward from the avatar. Although, this is the situation the 
most commonly used in video games, we make the 
hypothesis that this viewpoint should not provide the best 
feeling of telepresence. 
To test these two conditions, the ratio between each 
virtual door and the avatar’s shoulders width is the 
independent variable manipulated. The dependent variable is 
the angle between the shoulders during the passage through 
each aperture. 
3.4. Results 
The same dependent variables as in the previous experiment 
are analysed. The main dependent variable is the critical 
aperture-to-shoulder-width ratio (A/S) after which the 
participant passed without rotation. The critical ratio is that 
with an angle smaller than 16º and after which all angles are 
smaller than 16º. A critical ratio is calculated for each 
subject, condition, and session and these are used in the data 
analysis. 
To examine learning effects from session to session, the 
critical ratios are submitted to a repeated measures analysis 
of variance (ANOVA) with the factor session (6 levels), and 
using the 2 conditions as measures (first-person viewpoint 
and third-person viewpoint). 
To examine the effect of conditions on the critical ratios, 
the individual critical ratios from the last session are 
averaged and submitted to a repeated measures analysis of 
variance (ANOVA) with the factor viewpoint (2 levels: first-
person and third-person). 
To evaluate the participants immersiveness into the VE, 
the scores for each dimension of the questionnaire of 
telepresence are averaged and submitted to a repeated 
measures analysis of variance (ANOVA) with factors 
viewpoint (2 levels: first-person and third-person) and 
session (6 levels) and using 3 dimensions as measures 
(realism, possibility, and ownership). 
Critical A/S ratios 
 
Overall, there is a significant learning effect on the critical 
A/S ratios, F(5, 138) = 3.81, p < .003. However, this is 
reflected only in the condition of third-person viewpoint, 
F(5, 66) = 2.98, p < .02; and not in the condition of first-
person viewpoint, F(5, 66) = 1.77, ns (Figure 9). 
 
Figure 9. Average critical A/S ratios for the two 
conditions over the six sessions 
Overall, there is no significant effect of the viewpoint on 
the critical A/S ratio, F(1, 142) = 0.76, ns. However, a 
comparison on the last session (session 6), when we can 
consider that the subjects are completely trained, reveals a 
significant difference between the two conditions of 
viewpoint, F(1, 22) = 6.22, p < .03 (Figure 10). This is 
caused by participants rotating their shoulders at smaller 
critical ratios when the viewpoint is third-person than when 
the viewpoint is first-person (Table 3). 
 
Figure 10. Mean absolute angle of shoulder rotation as 
a function of aperture width normalized for shoulder 
width (A/S) for the last experimental session 
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Table 3. Effect of the point of view (POV) on the critical 
A/S ratios for the last session 
  Critical A/S 
 M SE 
Conditions of POV 1
st
 person 1.63 0.07 
 3
rd
 person 1.38 0.07 
Questionnaire of presence 
 
Figure 11. Feeling of telepresence for three 
dimensions of the questionnaire over the whole 
experiment 
Overall, there is a strong tendency for a main effect of view 
point, F(1, 142) = 3.71, p = .056. The higher feeling of 
telepresence in the first-person point of view than in the 
third-person point of view is supported by a significant 
feeling of possibility, F(1, 142) = 6.87, p < .01, and a strong 
tendency for the feeling of realism, F(1, 142) = 3.73, p = 
.056 (Figure 11). The evaluation of the first parameter 
(feeling of possibility) is carried out through the questions 
listed in Table 4. Questions to assess the two other feelings 
are available in Table 2. 
 
Table 4. Questions related to the feeling of possibility 
 
Possibility  
- How much were you able to control your avatar? 
- How responsive was the environment to actions that 
you initiated (or performed)? 
- Were you able to anticipate what would happen next 
in response to the actions that you performed? 
- How completely were you able to actively survey or 






This second experiment aims to evaluate the effect of the 
avatar’s viewpoint on the user’s performance in the virtual 
environment ATTAVE. As in the previous experiment, two 
main performance parameters are assessed, which are the 
feeling of telepresence and the efficiency to complete the 
sensorimotor task. In both conditions of viewpoint, 1PV and 
3PV, a Kinect NUI enables the participants to control a 
morphologically and dynamically customized avatar for each 
subject. However, due to the fact that the 1PV impedes a 
vision of the avatar’s full body, whereas the 3PV allows it, it 
permits us to test the interpretation of the first experiment’s 
results in terms of ownership, only when the individual 
interacts with a similar avatar. Another objective of this 
experiment is to gauge whether or not an egocentric 
perspective increases the feeling of telepresence and if it 
makes a difference regarding the user’s efficiency. 
The results show that the accuracy to pass through the 
doors improves across the sessions. However, this learning 
effect is only significant for the 3PV and it is particularly 
high between the penultimate (session 5) and ultimate 
session (session 6). In this condition, the last session exhibits 
critical A/S ratios that are very similar to those in the RE (1.4 
reported by Warren and Whang [16]). The fact that the 
number of sessions in this experiment is higher than in the 
previous one may explain, by a natural phenomenon of 
compensation and adaptation to the environment [48], why 
such ratio is reached, and is coherent with Peters et al. [26], 
who show that 6 sessions are necessary to remote control 
accurately a telerobotic arm. On the contrary, in the 1PV the 
critical ratio remains relatively the same over the whole 
sessions, which means that the participants are involved in a 
neurobehavioral process of interaction with the VE that is 
stable from the beginning to the end of the virtual experience 
and do not need to be learned. This is characteristic of the 
feeling of ‘being there’ that is typically reported by the 
individuals instantaneously immersed – without trying or 
doing anything special – into the VE [47]. 
The main result related here is that no significant effect of 
the viewpoint on the critical ratio is observed. This similar 
performance between the 1PV and the 3PV, and the fact that 
no visual cue regarding the avatar’s full body are available in 
the egocentric perspective, suggest that no geometrical 
mapping of the avatar with the environment are used by the 
participants to perform the task. Consequently, it can be 
deducted that another process, possibly based on an 
ownership phenomenon, seems to occur when the user 
controls a digital character that is propositionally and 
cinematically close to him/her. In both conditions, the ratios 
are higher than in the real world, which can be explained by 
the fact that viewers always have a tendency to 
underevaluate the distances in VE [49, 50, 51]. Because the 
doors appear to be smaller than they really are, participants 
still rotate their shoulder for apertures in which the rotation 
is not necessary to pass through them. 
Answers to the presence questionnaire confirm an 
interpretation of the users’ performance in terms of 
ownership. Overall, the feeling of telepresence is relatively 
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high in this experiment. The 1PV has a tendency to produce 
a higher feeling of telepresence than the 3PV for some 
particular dimensions of the questionnaire, as it was 
expected because of the preservation of the sensorimotor 
contingences [42, 27]. The result of the questionnaire is also 
coherent with the fact that no learning effect is recorded in 
the 1PV. It has already been demonstrated that more natural 
is the sensor/effector configuration and coupling, higher is 
the possibility to induce an integration of an artefact into the 
body schema or an ownership [27, 52, 53]. 
4. Conclusions 
The fundamental achievement of this study is to show that 
the situation that brings the higher feeling of telepresence is 
not necessarily the condition for which the individual acts 
with the maximum efficiency in the VE. This result opens up 
some interrogations about what is the best design to control a 
virtual character. Regarding the visual perspective we can 
imagine that the human-avatar interaction would benefit 
from a setup that combines first and third person viewpoints, 
as it has been explored by Salamin et al. [54]. In terms of 
avatar’s mechanisms, a semiautonomous control, in which 
some aspects are under the human’s decision whereas others 
are automatics, seems to be an interesting approach. This 
balanced control could be implemented according to a model 
where high level processes are controlled by the user and 
low levels are automatized [4, 55]. This implementation is 
inspired on biological mechanisms, such as in walking, for 
which the individual only decides to trigger, stop or regulate 
the gait, and the rest is automatically processed by 
subcortical structures. 
This study also provides a new insight regarding the 
possible neurobehavioral processes involved when the user 
interacts with a human-like vs. a machine-like avatar. If the 
character exhibits some anthropomorphic aspects and/or 
behaviours the individual will have a tendency to develop an 
ownership relationship with his/her self-representation in the 
VE. On the contrary, if the avatar does not share certain 
human properties, it will be considered, even unconsciously, 
as a simple machine that has to be operated according to 
geometrical mappings of an object with its surrounding 
environment. As mentioned above, it does not mean that the 
overall performance will be lower in the second case 
because, it is usually easier to control a stereotypical system 
than a more versatile one. For instance, Rybarczyk et al. [4] 
observed a tendency for more accurate distance estimation 
when a teleoperator has to gauge the reaching space with a 
robotic arm than with the operator arm itself. The reason is 
the fact that a robot is better calibrated than a human being. 
In conclusion, this study shows that it is possible to 
generalize previous considerations on the conditions to 
induce ownership in teleoperation [53, 56] to any mediated 
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