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– ancient world (Dido’s problem)
– in 1696: Brachistochrone Problem(greek: brachistos=shortest, chronos=time) byJohann Bernoulli
(1667-1748);
solved by himself and Sir Isaac Newton (1643–1727), Gottfried Wilhelm Leibniz (1646–1716), Jacob
Bernoulli (1654–1705), Guillaume Francois Antoine Marquis de L’Hospital (1661–1704), Ehrenfried
Walter von Tschirnhaus (1651–1708)
• Optimal control problems(generalization of variational problems)
– since approximately 1950
– initially mainly motivated by military applications
– ∼ 1964: Maximum principleby Lev S. Pontryagin (1908–1988)and his students V. G. Boltyanskii,
R. V. Gamrelidze and E. F. Mishchenko and independently byMagnus R. Hestenes.
– since then: lots oftheory(involves different mathematical disciplines like functional analysis, differen-
tial equations, optimization, measure theory, numerics) andapplicationsin natural sciences, engineer-





– Brunn-Minkowski theoryof convex bodies (H. Brunn’s thesis 1887, H. Minkowski 1864–1909,im-
portant worksin 1897, 1903,1910)
topics: addition of sets (Minkowski sum); volume of convex bodies; measures of volumes, surfaces,
curvature; . . . )
– books on theory of sets of F. Hausdorff (1914,927, English translation)
– survey of results in book ofT. Bonnesen/W. Fenchel(1934),English translation
– book on convex polyhedra of A. D. Aleksandrov (1938) books on convex polytopes ofB. Grünbaum
(1967),V. Klee (1963), E. Steinitz/H. Rademacher (1934), H. Weyl (1935/36), . . .
– book on convex analysis ofR. T. Rockafellar(1970)





– limits of sets (P. Painlevé 1906, K. Kuratowski 1958)
– works on (contingent/tangent) cones (G. Bouligand 1930,generalized gradientsby F. C. Clarke1975)
later used for continuity definitions and derivatives of set-valued maps (G. Bouligand, K. Kuratowski
in 1932)
– works on fixed-point theorems of multivalued maps (S. Kakutani 1941, Ky Fan 1969, variation prin-
ciple of I. Ekeland1974)
– book on discontinuous differential equations byA. F. Filippov (1960)
discontinuity of right-hand side of differential equations w.r.t. state variable, reformulation as differ-
ential inclusion solves problem with definition of such solutions
– works on set-valued integral (since 1965:R. J. Aumann, T. F. Bridgland Jr., G. Debreu, C. Olech, . . . )




• Set-Valued Analysis(milestones continued):
– book on differential inclusions byJ. P. Aubin/A. Cellina(1984),V. I. Blagodatskikh and A. F. Filippov
(1986)
topics: differential systems with uncertainty, absence of controls, variety of solutions
earlier works starting from 1966: V. I. Blagodatskih (1973), A. Bressan, C. Castaing (1966), A. Cel-
lina, A. F. Filippov (1967)
older notions: contingent equations, differential relations, general-
ized differential equations, multivalued differential equations, . . .
– works on selection theorems of multivalued maps (A. Cellina 1976,C. Castaing/M. Valadier1976,E.
Michael1956)
– book onviability theoryby J. P. Aubin (1991)
solutions of differential equations staying in a tube (bounded area)
J. P. Aubin (1984), V. Ǩrivan (1990),A. B. Kurzhanski/T. F. Filippova(1986), L. Rybínski (1986), N.
S. Papageorgiou (1988)
– book onset-valued analysisby J. P. Aubin/H. Frankowska (1990)
set-valued maps (svm), selection theorems, measurability of svms, tangent cones, . . .
Components of Optimal Control Problems
• time dependentprocess(e.g. population size, chemical process, mechanical system, sales volume of a
company)
• x(t): stateof the process at timet
• u(t): control that allows to influence the dynamical behavior of the process (e.g. incorporation of predators
to reduce the population size, temperature or feed in a chemical reaction, steering wheel or brakes of a car,
change of prices)
• dynamical behavior described by anordinary differential equation (ODE): x′(t) = f(t,x(t),u(t))
• constraintsdue to, e.g., security reasons (altitude of an airplane should be greator or equal zero) or technical
limitations
• objective functionalto be minimized (or maximized)
Optimal Control Problem





subject to the differential equation
x′(t) = f(t,x(t),u(t)), t0 ≤ t≤ tf ,
the mixed control-state constraints
c(t,x(t),u(t)) ≤ 0, t0 ≤ t≤ tf ,
the pure state constraints
s(t,x(t)) ≤ 0, t0 ≤ t≤ tf ,
4
Optimal Control Problem
Problem 1.1 (continued). the boundary conditions
ψ(x(t0),x(tf)) = 0,
and the set constraints
u(t) ∈ U ⊆ Rnu , t0 ≤ t≤ tf .
Questions
• Reachable set:
– What trajectories are admissible ?
– How to approximate the set of all admissible trajectories ?
• Optimality:
– What trajectory is optimal for a given objective functional ?
– Necessary optimality conditions (minimum principle) ?
– (Numerical) solution approaches for optimal control problems ?
Set-Valued Maps
A set-valued map is a generalization of an ‘ordinary function’f :X → Y :
Definition 1.2. A set-valued map/mapping(multivalued map) is a mapF :X ⇒ Y , where theimagesF (x) are
subsetsof Y for everyx ∈X. often in the following:X = [t0, tf ], Y = Rn
Special case:
f :X → Y is the special set-valued mapF :X ⇒ Y with F (x) := {f(x)}.
Set-Valued Maps
Questions
• suitable continuity definitions?
• existence of selections of a svm, properties of selections?
• parametrization of set-valued maps (svm)?
• derivative of set-valued maps (svm)?
• integral of set-valued maps (svm)?
Differential Inclusions
Differential inclusions generalize ordinary differential equations:
Problem 1.3. I = [t0, tf ], x : I → Rn is a solution of a differential inclusion (DI), if




x′(τ )dτ (t ∈ I)
• x′(t) ∈ F (t,x(t)) for a.e.t ∈ I, whereF : I × Rn ⇒ Rn is a set-valued map
• x(t0) ∈X0 withX0 ⊂ Rn nonempty
Special case:
x′ = f(t,x) ⇔ x′ ∈ F (t,x) := {f(t,x)}.
5
Differential Inclusions
Remark 1.4. In general, a differential inclusion has not a unique solution.
The solution funnel/trajectory tube is defined as
X (t0,X0) = {x(·) |x(·) solution of DI withx(t0) ∈X0}
The reachable set at timet ∈ I is defined as
R(t, t0,X0) = {y ∈ Rn |x(·) ∈ X (t0,X0) with y = x(t)}
R(t, t0,X0) = cross-section of function evaluations ofX (t0,X0) at timet
Differential Inclusions
Questions
• existence of solutions of differential inclusions?
• computation of special solutions?
• computation of all solutions, i.e. reachable set?
• set-valued generalization of DE-solver?
• convergence order as in single-valued case?
• appropriate smoothness conditions for convergence analysis?
Connection to Control Problems
Reformulation
control problem:
x′(t) = f(t,x(t),u(t)) for a.e.t ∈ I
u(t) ∈ U ⊂ Rm for a.e.t ∈ I
x(t0) = x0
differential inclusion (“drop the control”):
x′(t)∈ F (t,x(t)) :=
[
u∈U
{f(t,x(t),u)} for a.e.t ∈ I
x(t0)∈X0 := {x0}
solution funnel = set of admissible functionsx(·) in control problem
reachable sets at timetf = values of such solutions at timetf
Connection to Control Problems
State Constraints and Viable Solutions
inital condition:
ψ(x(t0)) = 0 ⇐⇒ x(t0)∈X0 := {z ∈ Rn |ψ(z) = 0}
A state constraint
s(t,x(t)) ≤ 0 (t ∈ I)
introduces a viability condition
x(t) ∈ S(t) := {z ∈ Rn |s(t,z) ≤ 0}.
A mixed control-state constraint
c(t,x(t),u(t)) ≤ 0 for a.e.t ∈ I
6
restricts the choices foru(t) by





C(t,x) := {z ∈ Rm |c(t,x,z) ≤ 0}.
Shifting the state constraints into a tangent coneTΘ(t)(x(t)) in (DI) without state constraints could destroy
Lipschitz properties of the right-hand side:
x′(t) ∈ F (t,x(t))∩TΘ(t)(x(t)) with Θ(t) := {z ∈ Rn |s(t,z) ≤ 0}.
7





• Vertical Ascent of a Rocket
• System of two Water Boxes
• Climate Change Model
• Elch-Test
• Emergency Landing Manoeuvre
The Brachistochrone-Problem
In 1696 Johann Bernoulli posed the following problem:
Suppose a mass point of massm is moving along a curve
y(x) starting at a point(a,ya) and ending at(b,yb) in
the (x,y)-plane under the influence of gravity neglecting
friction.












2g(ya−y(t))cosγ(t), x(0) = a, x(tf) = b
y′(t) =
√
2g(ya−y(t))sinγ(t), y(0) = ya, y(tf) = yb.
Remark:The solution is neither the direct line nor a segment of a circle!
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Minimum-Energy Problem















y′1(x) = y2(x), y1(0) = y1(1) = 0,
y′2(x) = u(x), y2(0) = −y2(1) = tanα.
Minimum-Energy Problem
Reachable Set for several control setsU










 U = {−2}
– U = [−6,−2]
– U = [−2,0]
– U = [−6,0]
no end conditions,
u(t) ∈ U !
The reachable sets are calculated by the set-valued combination method “iterated trapezoidal rule/Heun’s method”
withN = 100000 sub-intervals.
Minimum-Energy Problem









y′1(x) = y2(x), y1(0) = y1(1) = 0,
y′2(x) = u(x), y2(0) = −y2(1) = tanα.
and the state constraint
y1(x)−ymax ≤ 0.
Vertical Ascent of a Rocket





Vertical Ascent of a Rocket
Task for pilot:For a given amount of fuelη, reach the altitudeH > 0 in minimal timetf with bounded thrust
0 ≤ u(t) ≤ umax (constant mass, no air resistance)!
Vertical Ascent of a Rocket
Minimize
J(h,v,u, tf) = tf
subject to0 ≤ u(t) ≤ umax,









Vertical Ascent of a Rocket

















for ti = i,











The solution funnel is calculated by the set-valued combination method “iterated trapezoidal rule/Heun’s method”
with step-sizeh= 0.001 andumax = 100.
System of two Water Boxes
Given:
• 2 water boxes, water levelxi(t) ≥ 0 at timet in box i= 1,2





System of two Water Boxes
Differential equations:
x′1(t) = −u1(t), x1(0) = x01,
x′2(t) = u1(t)−u2(t), x2(0) = x02.












x′1(t) = −u1(t), x1(0) = x01,
x′2(t) = u1(t)−u2(t), x2(0) = x02.
and the state constraints
xi(t) ≥ 0, ∀t ∈ [0,10], i= 1,2,




(WBGU = German Advisory Council on Global Change) simple model of climate change assessment:
F (·): cumulation ofCO2 emissions caused by humankind
C(·): carbon concentration
T (·): global mean temperature
E(·): CO2 emission profile controlling the allowedCO2 emissions
Questions:
• What are the admissible emissions in the yeart?
• What are the feasible concentrationsC(t) in that year?




F ′(t) = E(t),
C′(t) =B ·F (t)+β ·E(t)−σ · (C(t)−C1),





−α · (T (t)−T1),
E′(t) = u(t)E(t), |u(t)| ≤ umax
with state constraints
T1 ≤ T (t) ≤ Tmax,
0 ≤ T ′(t) ≤ T ′crit(T (t)),
T ′crit(T (t)) =
{
T ′max if T1 ≤ T (t) ≤ Tmax −1,
T ′max
√
Tmax −T (t) if Tmax −1 ≤ T (t) ≤ Tmax.
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Climate Change Model




The reachable set for this nonlinear differential inclusion is calculated in [Cha03] with the set-valued Euler’s
method and step-sizeh= 0.5.
Virtual Test-Drive
Components:
• mathematical model of the car (→ differential equations)
• mathematical model of the test-course













s.t. F (x(t),x′(t),u(t),p) = 0 ’car model’
C(x(t),u(t),p) ≤ 0 ’boundaries of track’
ψ(x(t0),x(tf),p) = 0 ’initial/final position’
u(t) ∈ U ’limitations
steering/acceleration’
Virtual Test-Drive: Test-Course
boundary: piecewise def. polynomials
Virtual Test-Drive: Test-Course
15





















middle line: curveγ : [0,L] → IR2, piecewise lin. curv.κ
Emergency Landing Manoeuvre
• Scenario: propulsion system breakdown
• Goal: maximization of range w.r.t. current position
• Controls: lift coefficient, angle of bank






Why do we deal with convex sets?
• reachable sets are convex for linear control problems
• properties ofS remain valid for its convex hullco(S) (compactness, boundedness)
• uniqueness of best approximation of a point to a set
• convex sets can be easily described by support functions or supporting points
• convex sets can be easily stored in computer (only store its boundary, extreme points, exposed points,
supporting points, support functions)
Important Tools for (Later) Proofs
• Caratheodory’s theorem (convex combination of max.n+1 elements necessary for convex hull)
• separation theorems (separate two “almost” disjoint sets by a hyperplane)
• representation theorems of convex sets:
Theorem of Minkowski (resp. Krein/Milman) on convex hull of extreme points,
Theorem of Straszewicz on closed convex hull of exposed points
18
3.1.1 Basic Definitions and Properties
19
Notation 3.1. Letx,y ∈ Rn. Then,‖x‖ stands for the Euclidean norm ofx and〈x,y〉 means the scalar product
ofx andy.
B1(0) is the closed Euclidean unit ball inRn andSn−1 its boundary, the unit sphere.
Definition 3.2 (convex set).A setC ⊂ Rn is convex, if
(1−λ)c+λc̃ ∈ C for all c, c̃ ∈ C and for allλ ∈ [0,1].






Example3.3 (convex and nonconvex sets).
(i) All closed and bounded (or unbounded) intervals inR are convex.
(ii) All open and bounded (or unbounded) intervals inR are convex.
(iii) The half-open/half-closed interval[a,b) resp.(a,b] are also convex.
(iv) The unit ballB1(0) ⊂ Rn is convex.
(v) The unit square[−1,1]n is convex.
(vi) A point set{x} with x ∈ Rn is convex.
(vii) The set{x,y} with x,y ∈ Rn andx 6= y is not convex.
(viii) Let r ∈ [0,1). Then,M :=B1(0)\Br(0Rn) is not convex.







z = λc+(1−λ)c̃ /∈ C








z = λc+(1−λ)c̃= e2 /∈ C
Proposition 3.4. LetC ⊂ Rn be convex. Then,int(C) andC is also convex.
Proof. Letx,y ∈ int(C) andλ ∈ [0,1].
Then, there existsε1, ε2 > 0 with Bεi(x) ⊂ C, i = 1,2. Consider an arbitraryη ∈ B1(0) for which
x+ ε1η,y+ ε2η ∈ C. Hence,
λ(x+ ε1η)+(1−λ)(y+ ε2η)
=(λx+(1−λ)y)+(λε1 +(1−λ)ε2)︸ ︷︷ ︸
=:ε>0
η ∈ C.
Therefore,Bε(z) ⊂ C with z := λx+(1−λ)y, such thatz ∈ int(C).














intersection of two convex sets
convex setC1
convex setC2
intersectionC = C1 ∩C2
is also convex
Remark 3.6. In general, the union of convex sets need not be convex any longer. See Example 3.3(ix) for an
example which consists of a nonconvex union of two (convex) line segments inR2.
Proposition 3.7. LetCi ∈ Rni , i= 1,2, be convex sets andn1 +n2 = n.
Then,C = C1 ×C2 ⊂ Rn withC1 ×C2 = {(c1, c2) ∈ Rn |ci ∈ Ci, i= 1,2} is convex.
Example3.8 (Further examples).
(i) Clearly, the complete spaceRn and the empty set are convex.
(ii) Each linear subspace ofRn is convex.
(iii) Each affine set ofRn is convex.
(iv) Each line inRn is convex.
(v) Each half-space ofRn is convex.
(vi) LetA ∈ Rm×n be a matrix andb ∈ Rm. Then, the set of admissible pointsM := {x ∈ Rn |Ax= b}
andM̃ := {x ∈ Rn |Ax≤ b} are convex.
Definition 3.9. LetC ⊂ Rn, k ∈ N andci ∈ C, i= 1, . . . ,k. A convex combinationof (ci)i=1,...,k is a sum
∑ki=1λic
i with λi ≥ 0, i= 1, . . . ,k and∑ki=1λi = 1.





Similarly, theaffine hullof C, denoted byaff(C), could be defined.
Lemma 3.10. If C ⊂ Rn is convex, each convex combination is an element ofC.
Building a Convex Hull from Discrete Points
22
Imagine a Rubber Band which Includes all Nails = Points
Rubber Band Forms the Convex Hull
– boundary of convex hull = polytope
o vertices of convex hull
o non-extreme points or points
in the interior of the convex hull
23
Remark 3.11. Algorithms for the computation of convex hulls can be found, cf. e.g. [dvOS97-ICSCG, O’R98-ICSCG,
BY98-ICSCG, PS88-ICSCG] and the citations on computational geometry at the end of this subsubsection.
Graham’s algorithm inR2 forN points and Divide-and-Conquer inR3 achieveO(N log(N)) complexity. The
lower bound inRn is O(N log(N)+Nbn/2c) (cf. [BY98-ICSCG, Theorem 8.2.1]).
Example3.12. (i) Let a,b ∈ R with a < b. Then,co{a,b} = [a,b].
(ii) Letx,y ∈ Rn. Then,co{x,y} = {λx+(1−λ)y |λ ∈ [0,1]} is the line segment spanned byx,y.
(iii) Let {e1,e2} be the standard basis ofR2. Then,
co{e1 +e2,−e1 +e2,−e1 −e2,e1 −e2} = [−1,1]2.
(iv) co(Sn−1) =B1(0)










λi = 1, k ∈ N}.


































is again a convex combination of elements inC and therefore the right-hand side is convex. Therefore,co(C) is
included in the right-hand side per definition.











Proof. Take a convex combinationz = ∑ki=1λiv
i with k ∈ N andk > n+1.




∈ Rn+1 which have to be linear dependent. Hence, there exists non-zero vector



















For all i with αi > 0:
λi
αi
≥ t̂ and therefore, λi− t̂ ·αi ≥ 0
For all i with αi ≤ 0:
λi− t̂︸︷︷︸
≥0
·αi ≥ λi ≥ 0
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With the help of̂t a new convex combination could be defined: Set
λ̃i := λi− t̂ ·αi ≥ 0 (i=1,. . . ,k).







































λi0 = αi0 t̂ and therefore, λ̃i0 = λi0 −αi0 t̂= 0.






a convex combination withk−1 elements ofM .




n+1 elements remain in the convex combination. Thesen+1 elements may happen to be linear independent.
Remark 3.15. LetM = {v1,v2, . . . ,vm} ⊂ Rn withm different points.
Assume first dimensionn= 2.
m= 1: co(M) is a point (and consists of convex combinations of 1 element).
m= 2: co(M) is a line segment and consists of convex combinations of 2 elements.
m= 3: co(M) is a triangle and consists of convex combinations of 3 elements (see Carathéodory’s Theorem
3.14).
m= 4: co(M) is a general quadrangle, but consists of convex combinations of 3 elements (see Carathéodory’s
Theorem 3.14), since the quadrangle could be partitioned into two triangles.
For n= 3 a general polytope mitm vertices could be partitioned with the help of tetrahedrons (convex combi-
nations of 4 elements according to Carathéodory’s Theorem 3.14).
Carathéodory’s Theorem (m= 4)
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convex hull of set
M = {vi | i= 1, . . . ,4}













Proposition 3.16. LetC ⊂ Rn.
(i) If C is convex, thenco(C) = C.
(ii) If C is bounded, i.e.C ⊂Br(m) with r > 0, thenco(C) is also bounded byBr(m).
(iii) If C is compact, thenco(C) is also compact.
Proof.
(i) Clearly,C ⊂ coC. From the definition the convex setD := C fulfills D ⊃ C and therefore,coC ⊂ C.
(ii) Let z = ∑ki=1λic















(iii) co(C) is bounded, sinceC is bounded.
To show the closedness, let(zm)m ⊂ coC with zm −−−−→
m→∞







Since(λi,m)m ⊂ [0,1] and(ci,mk)k ⊂ C are bounded sequences, they contain convergent (w.l.o.g. com-
mon) subsequences
(λi,mk)k ⊂ (λi,m)m with λi,mk −−−→k→∞ λi ∈ [0,1],
















Since the complete sequence converges toz, he subsequence converges also toz which shows thatz= ∑n+1i=1 λic
i ∈
co(C).

















| t ∈ (0,1], y ≥ 0} which is not closed.
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Non-Closed Convex Hull of Closed Set








(• origin and– half-ray)
– interiorof co(U)
– boundary partof co(U)




Definition 3.18. Letpi ∈ Rn, i= 1, . . . ,k. Then,P := co{pi | i= 1, . . . ,k} is called (convex)polytopewith
verticespi, i= 1, . . . ,k.
Remark 3.19. A rich literature exists dedicated only to polytopes,
cf. e.g. [Grü03-ICSP, Zie98-ICSP, Brø83-ICSP] or sections in [Sch93-ICSP] and the citations on polytopes at the
end of this subsubsection.
Example3.20. (i) A convex polytope with1 vertex is just thepoint itself.
(ii) Let v1,v2 ∈ Rn be two different points. Then, the convex polytope with these two vertices is theline
segmentconnecting both points.
(iii) Letw1,w2 ∈ R2 be two independent vectors. Then, the convex polytope with thethre verticesv1,v1 +
w1,v1 +w2 is atrianglefor everyv1 ∈ Rn.
(iv) Let vi, i= 1,2,3,4, befour points such that every of the four points is not in the convex hull of the other
three. Then, the convex polytope with these four vertices is a (convex)quadrangle.
(v) Let {e1, . . . ,en} be the standard basis ofRn. Then,co{0Rn ,e1,e2, . . . ,en} is then-dimensional unit
simplex.
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The following definition of an extreme set does not require the convexity of the set.
Definition 3.21. LetM ⊂ Rn be an arbitrary set andE ⊂M .
E is calledextreme setofM (or extremeinM ), if for all x,y ∈M and allλ∈ (0,1) with λx+(1−λ)y ∈E
always follows thatx,y ∈ E.
If E = {e} is an extreme set ofM with one element, thene is calledextreme pointofM .
The set of extreme points ofM is denoted byext(M).
If a pointz lies in the open line segment connectingx,y and is contained inE, then the end-points of the line
segmentx andy themselves must lie inE.
Applied to convex sets, the notion of faces could be introduced by additionally requiring the convexity of the
extreme set.
Definition 3.22. LetC ⊂ Rn be convex andE ⊂ C be nonempty.
E is called afaceof C, if E is extreme inC andE is itself convex.
0-dimensional faces ofC are called(extreme) vertices,
1-dimensional faces ofC are called(extreme) edges,
(k−1)-dimensional faces ofC are called(extreme) facet, if dim(C) = dimaff(C) = k with k∈ {1, . . . ,n}.
C itself is a face ofC!








(i) C =B1(0) ⊂ Rn.
Then,ext(C) = ∂C andC hasinfinitely manyextreme points.
(ii) C = int(B1(0)) ⊂ Rn.
Then,ext(C)= ∅.
(iii) C = Rn hasext(C) = ∅ andC = {x ∈ Rn |x≥ 0Rn} hasext(C)= {0Rn}.


















































} are extreme sets (edges = 1-dim. face,
in R2 edges are the facets).
C is the 2-dim. face.
Remark 3.24. A definition for an extreme pointe ∈M equivalent to Definition 3.21 could be given as follows:
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(i) For all x,y ∈ M and allλ ∈ (0,1) with λx+(1−λ)y = e always follows thatx =
y = e.
(ii) There does not exist pointsx,y ∈M \{e} with e ∈ co{x,y}.
(iii) C \{e} is convex.
(iv) For all x,y ∈M with 1
2
(x+y) = e always follows thatx= y = e.
(v) There does not exist pointsx,y ∈M \{e} with e= 1
2
(x+y).
(vi) For all convex combinationse = ∑ki=1λix
i with xi ∈ M , λi > 0 for all i = 1, . . . ,k
follows thatxi = e, i= 1, . . . ,k.
In cases (i)–(v), it is sufficient to prove this for two different pointsx 6= y, but (i) could not be satisfied for all
λ ∈ [0,1]!
An extreme point lies always on theboundaryof the set.
Proposition 3.25. LetM ⊂ Rn be an arbitrary set. Then,ext(M) ⊂ ∂M .
Proof. Let x ∈ ext(M) be an extreme point and assume that it lies in the interior ofM . Then, there exists a
ballBε(x) aroundx contained fully inM . For anyη ∈ Sn−1 follows:






(x− εη) = x.
Hence,x could not be an extreme point which is a contradiction.
Not every Boundary Point is Extreme










i= 1, . . . ,4
• boundary pointz




Lemma 3.27. LetM ⊂ Rn. Then,ext(co(M)) ⊂M .
Proof. Let z ∈ ext(co(M)). Then,z ∈ co(M), i.e.z = ∑ki=1λixi with xi ∈ M , i = 1, . . . ,k. W.l.o.g.
we may assume that allλi > 0, i = 1, . . . ,k (otherwise reduce the sum to those, clearly there must be some
λi > 0).
If k = 1, thenz = x1 ∈M .
Otherwisek ≥ 2 andλ1 ∈ (0,1). Then,































z is written as a convex combination ofx1 and∑ki=2
λi
1−λ1
xi which are both elements ofco(M). The extremal-
ity of z in co(M) yieldsz = x1 and hencez ∈M .
Corollary 3.28. Let P = co{pi | i = 1, . . . , r} ⊂ Rn with r ≥ 0. Then, all extreme points (vertices) are
contained in the set{pi | i= 1, . . . , r}.
Proof. Apply Lemma 3.27 toM := {pi | i= 1, . . . , r}.
Proposition 3.30. LetM ⊂ Rn be an arbitrary set and̃E ⊂ E ⊂M .
If Ẽ is extreme inE andE is extreme inM , thenẼ is also extreme inM .
Proposition 3.31. If M ⊂ Rn is compact and nonempty, there there exists an extreme point, i.e.ext(M) 6= ∅.
Proof. SinceM is compact and nonempty, there exists a maximumx̂ of the continuous functionx 7→ ‖x‖2. We
will show thatx̂ is an extreme point. To prove this, consider two pointsx,y ∈ M with 1
2
(x+y) = x̂ (this is






‖x−y‖2 = ‖x‖2 +‖y‖2 (7)












(‖x̂‖2 +‖x̂‖2) = ‖x̂‖2




‖x+y‖2 and insert this
in equality (*) gives usx= y, hencêx= x= y.
Remark 3.32. LetC⊂ Rn be convex, closed. Then,ext(C) is not closed in general fordimC= dimaff(C)>
2.
Consider (cf. [Web94, remarks after Theorem 2.6.16] or [Lei80, Lei85])
C1 := {x ∈ R3 |x21 +x
2
2 ≤ 1, x3 = 0},
C2 := {x ∈ R3 |x1 = 1, x2 = 0, x3 ∈ [−1,1]},
C := co(C1 ∪C2),
B1 := {x ∈ R3 |x21 +x
2
2 = 1, x3 = 0} (relative boundary ofC
2).
Then,C ∈ C(R3) and
ext(C) = (B1 \{(1,0,0)>})∪{(1,0,1)>,(1,0,−1)>}
which is not closed ((1,0,0)> /∈ ext(C)).




Notation 3.33. Letη ∈ Rn, η 6= 0Rn andα ∈ R. Then,
H :=H(η,α) :={x ∈ Rn | 〈η,x〉=α}
denotes the hyperplane with the normalη and offsetα.
H+ :=H+(η,α):={x ∈ Rn | 〈η,x〉>α},
H− :=H−(η,α):={x ∈ Rn | 〈η,x〉<α}
denote the corresponding (open) half-spaces,H+ andH− the (closed) half-spaces.
If x0 ∈H, then clearlyα= 〈η,x0〉.
Clearly,H(η,α) =H( 1‖η‖η,
α
‖η‖) so thatη ∈ Sn−1 could always be assumed.










Remark 3.34. LetH(η,α) ⊂ Rn be a hyperplane. Then,
Rn =H−(η,α)∪H(η,α)∪H+(η,α) =H−(η,α)∪H+(η,α)
is adisjoint unionof half-spaces and the hyperplane resp. closed and open half-spaces.
Definition 3.35. LetC,D ⊂ Rn be convex sets andH be a hyperplane.
(i) H separatesC andD, if C ⊂H+,D ⊂H− or vice versa, ifC ⊂H−,D ⊂H+.
(ii) H separatesC andD properly, if H separatesC andD and additionally,C 6⊂H orD 6⊂H.
(iii) H separatesC andD strictly, if C ⊂H+,D ⊂H− or vice versa.
(iv) H separatesC andD strongly, if there existsε > 0 with C+ εB1(0) ⊂H+,D+ εB1(0) ⊂H− or
vice versa.
Remark 3.36. LetC,D ⊂ Rn be convex andH(η,α) be a hyperplane withC ⊂ H−(η,α). Then,C ⊂
H+(−η,−α).
If H(η,α) separatesC andD, thenH(−η,−α) is also a separating hyperplane.
The same is valid withC ⊂H(η,α) andC ⊂H(−η,−α) resp.C ⊂H−(η,α) andC ⊂H+(−η,−α).
Sketch of Proof.If c ∈ C, then〈η,c〉 ≤ α. Hence,〈−η,c〉 ≥ −α, i.e.c ∈H+(−η,−α).
Proposition 3.37. LetC,D ⊂ Rn be convex, nonempty sets andH(η,α) be a hyperplane.
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(i) H separatesC andD, if and only ifsupy∈D〈η,y〉≤α≤infx∈C〈η,x〉 or vice versa, i.e.supx∈C〈η,x〉 ≤
α≤ infy∈D〈η,y〉.
(ii) H separatesC andD properly, if and only ifsupy∈D〈η,y〉 ≤α≤ infx∈C〈η,x〉 andinfy∈D〈η,y〉<supx∈C〈η,x〉
or the roles ofC andD are interchanged.
(iii) H separatesC andD strictly, if and only if〈η,y〉<α<〈η,x〉 for all x ∈ C, y ∈D.
(iv) H separatesC andD strongly, if and only ifsupy∈D〈η,y〉 ≤ α−ε < α < α+ε≤ infx∈C〈η,x〉 or
vice versa.











which proves the inequality.
“⇐”: If the inequalities are fulfilled, then
〈η,y〉 ≤ sup
y∈D
〈η,y〉 ≤ α, 〈η,x〉 ≥ inf
x∈C
〈η,x〉 ≥ α
for all x ∈ C, y ∈D.
By the definition of the half-spaces, we haveD ⊂H−(η,α) andC ⊂H+(η,α).
The other proofs are similar.
Remark 3.38. strongseparation⇒ strict separation⇒ properseparation
⇒ separationfor any two convex, nonempty subsets ofRn




• C = {0R2}
– non-separating
hyperplaneH(η,0)
Example (ii): properly, non-strictly separable sets
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Example (iv): non-properly separation



















∈ |x > 0}
– separating hyperplane




(not a clever choice)
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Example (iv): better choice of hyperplane→ strictly separation



























Example (v): properly, non-strictly separable sets


















– properly, but non-strictly
separating hyperplane





int(C) strictly, but not strongly
Example (vi): strongly separable sets
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Example (vii): strongly separable sets


























Lemma 3.40. LetC,D⊂ Rn be convex, nonempty. Then,H(η,α) separatesC andD in one of the four ways,
if and only if this hyperplane separatesC−D and0Rn in the same way.
Proof. Let us study only strong separation. Then, Proposition 3.37 shows that for anyx ∈ C, y ∈D yields
〈η,y〉 ≤ sup
y∈D
〈η,y〉 ≤ α− ε and α+ ε≤ inf
x∈C
〈η,x〉 ≤ 〈η,x〉.
Using the two equations
α+ ε≤ 〈η,x〉 and 〈η,y〉 ≤ α− ε,
〈η,x−y〉 = 〈η,x〉−〈η,y〉 ≥ (α+ ε)− (α− ε) = 2ε > ε > 0
yields finally inf
z∈C−D
〈η,z〉 ≥ 2ε > ε≥ sup
z=0Rn
〈η,z〉 = 0.
Takingε ↘ 0, we have the result for the separation only. For proper and strict separation the reasoning is
similar and evident.
Hence, the separation of two sets can be reduced to the separation of one (convex) set and a point.
Lemma 3.41. LetC,D ⊂ Rn be convex,H(η,α) be a separating hyperplane andx0 ∈H. Then,H(η,α−
〈η,x0〉) separatesC−x0 andD−x0.
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Proposition 3.46 (Separation).LetC,D ⊂ Rn be convex and disjoint and letC have nonempty interior.
Then,C andD could beseparatedby a hyperplaneH.
Proposition 3.47 (strong separation).Let C,D ⊂ Rn be convex, disjoint sets and letC be closed andD
compact. Then, there exists a hyperplane whichseparatesC andD strongly.
Proof. In Subsection 3.2 Propositions 3.86(iv), 3.106(v) and Remark 3.74 show the convexity ofD−C.
The closedness of this set follows from Proposition 3.106(iii) and Lemma 3.84. From the assumption follows
0Rn /∈D−C (otherwise,C∩D 6= ∅).
We will prove thatdist(0Rn ,D−C) =: δ > 0. Assume the contrary and consider(xm)m ⊂D−C with
‖xm‖ = ‖0Rn −xm‖ ↘
m→∞
δ = 0.
Hence,(xm)m is bounded and contains a convergent subsequence(xmk)k with xmk −−−−→
m→∞
x. The continuity
of ‖ · ‖ shows‖x‖ = limk→∞ ‖xmk‖ = 0. The closedness ofD−C shows thatx= 0Rn ∈D−C. ButC
andD are disjoint which shows thatδ must be positive.
V := B δ
2
(0) is an convex neighborhood of the origin withV ∩ (D−C) = ∅. Since0Rn is an inner point
of V , Proposition 3.46 shows the existence of a separating hyperplaneH(η,α) for V andD−C.
η 6= 0Rn , so w.l.o.g.η ∈ Sn−1. SinceV has nonempty interior, we setε := δ2 > 0. Then,
sup
x∈{0Rn}
〈η,x〉 = 0< ε= ε〈η,η〉 = 〈η,εη〉
≤ sup
x∈V
〈η,x〉 ≤ α≤ inf
z∈D−C
〈η,z〉
which shows thatH(η, ε
2
) separates0Rn andD−C strongly by Proposition 3.37(iv). Lemma 3.40 shows finally
the assertion.
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3.1.4 Support Function, Supporting Faces, Exposed Sets
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Proof. SetD := {x}, then Proposition 3.47 shows the existence of a hyperplaneH(η,α) which separatesC
and{x} strongly, hence strictly.
Definition 3.49. LetC ⊂ Rn, η ∈ Rn. The function
δ?(·,C) : Rn → R ∪{±∞}
η 7→ δ?(η,C) := sup
c∈C
〈η,c〉
is called thesupport functionof C.
Remark 3.50. LetC ⊂ Rn, η ∈ Rn.
• If C 6= ∅, thenδ?(η,C) ∈ R ∪{+∞}.
• If 0Rn ∈ C, thenδ?(η,C) ≥ 0.
• If δ?(η,C)< 0 for all η ∈ Rn, thenδ?(η,C) = −∞ for all η ∈ Rn andC = ∅.
• There existsC 6= ∅ and someη ∈ Rn with δ?(η,C) < 0, e.g. fromC = co{−e1 + e2,e1 + e2} (ek
thek-th unit vector ofRn) andη = −e2 follows that
δ?(η,C) = max{〈η,−e1 +e2〉,〈η,e1 +e2〉} = −〈e2,e2〉 = −1.
The following picture shows that the support function in directionη is the (signed) distance of the origin to the
supporting hyperplaneH, if ‖η‖ = 1. δ?(η,C) ·η ∈H, but in generalδ?(η,C) ·η /∈ C.





















Lemma 3.51. LetM ⊂ Rn be a set, then for all ∈ Rn
δ?(l,M) = δ?(l,M),
δ?(l,M) = δ?(l,co(M))
Proof. ForM = ∅ nothing is to prove.








On the other hand,




Let z = ∑n+1i=1 αix














which provesδ?(l,co(M)) ≤ δ?(l,M). The converse inequality is obvious.
Lemma 3.52. LetC ⊂ Rn be convex, nonempty andx ∈ ∂C. Then, thereexists a hyperplaneH(η,α) which
supportsC in x, i.e.
〈η,x〉 ≤ α for all c ∈ C,
〈η,x〉 =α.
Shortly, this means thatC ⊂H−(η,α) andx ∈H(η,α).
Proof. Since∂C = ∂(Rn \C), there exists a sequence(xk)k ⊂ Rn \C with xk −−−→
k→∞
x.
Proposition 3.48 states the existence of separating hyperplanesH(ηk,αk) for C and{xk} strictly, i.e.
sup
c∈C
〈ηk, c〉< αk < 〈ηk,xk〉.
Since(ηk)k ⊂ Sn−1 is bounded, it contains a subsequence(ηkν )ν converging toη ∈ Sn−1 yielding
〈ηkν , c〉< 〈ηkν ,xkν 〉 for all ν ∈ N,
〈η,c〉 ≤ 〈η,x〉





〈η,c〉 ≤ 〈η,x〉 =: α
so thatH(η,α) is the wanted separating hyperplane.
Definition 3.53. LetC ⊂ Rn be convex, nonempty. Each hyperplaneH(η,α) for a boundary pointx∈ ∂C∩C
in Lemma 3.52 is calledsupporting hyperplaneof C in directionη.
x is calledsupporting pointof C in this direction, if there exists such a hyperplane and additionallyx ∈ C.
Formally,
Y (η,C) :=H(η,α)∩C = {c ∈ C | 〈η,c〉 = δ?(η,C)}
is called theset of supporting points/ upporting faceof C in directionη.
We denoteY (η,C) = {y(η,C)} in the unique case.
Y (η,C) is also calledexposed faceof C, in the unique casey(η,C) is calledexposed point.















The following fact could also be justified by Proposition 3.59.
Proposition 3.54. Anexposed pointx of a convex, nonempty setC is aboundary pointofC.
Proof. LetH(η,α) be a supporting hyperplane withη ∈ Sn−1, i.e.C ⊂H−(η,α), x ∈H(η,α).
Assume thatx ∈ int(C) and letδ > 0 such thatBδ(x) ⊂ C. Then,x+ δη ∈Bδ(x) ⊂ C and
〈η,x+ δη〉 = 〈η,x〉+ δ‖η‖2 = α+ δ > α,
but this is a contradiction tox+ δη ∈ C ⊂H−(η,α).
Corollary 3.55. Under the assumptions of Lemma 3.52 there exists an element of a supporting face (namely
x ∈ Y (η,C)), if there exists a boundary point ofC which belongs toC.
Especially, this condition is fulfilled, ifC is closed.
A boundary point is an element of a supporting faceY (η,C), but it need not be exposed. It is only exposed, if
Y (η,C) consists of only one element.
Not every Boundary Point is Exposed










i= 1, . . . ,4
• boundary pointz




Proposition 3.59. An exposed faceF of a convex, nonempty setC is an (extreme) face, but not vice versa in
general.
Compare Proposition 3.59 for0-dimensional faces (namely, the exposed points) with Theorem 3.69.
Proposition 3.60. LetC ⊂ Rn be convex andF ⊂ C be an exposed face. Ifz ∈ ext(F ), thenz ∈ ext(C).
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3.1.5 Representation of Convex Sets
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{x ∈ Rn | 〈η,x〉 ≤ δ?(η,C)}.
If you know the support function of a closed, convex set for every normed direction, you can recover the set itself
by Proposition 3.61.
representation of a convex sets via support(ing) functions/hyperplanes
intersection based on 8 and 200 supporting hyperplanes

























Clearly, x lies in the complement of the right-hand sideD :=
T
η∈Sn−1
{x ∈ Rn | 〈η,x〉 ≤ δ?(η,C)} and
therefore,C ⊃D.













α can be specified asδ?(η,co(S)).
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Proposition 3.63. LetC ⊂ Rn be closed, convex, nonempty,x ∈ Rn andU ⊂ Rn. Then,
x ∈ co(U) ⇐⇒ ∀ η ∈ Sn−1 : 〈η,x〉 ≤ δ?(η,U),
x ∈ C ⇐⇒ ∀ η ∈ Sn−1 : 〈η,x〉 ≤ δ?(η,C),
x ∈ int(C) ⇐⇒ ∀ η ∈ Sn−1 : 〈η,x〉< δ?(η,C),
x ∈ ∂C ⇐⇒ ∀ η ∈ Sn−1 : 〈η,x〉 ≤ δ?(η,C),
and∃η0 ∈ Sn−1 with 〈η0,x〉 = δ?(η0,C),
x ∈ aff(C) ⇐⇒ ∀ η ∈ Sn−1 with δ?(η,C) = −δ?(−η,C) : 〈η,x〉 = δ?(η,C),
x ∈ ri(C) ⇐⇒ ∀ η ∈ Sn−1 with δ?(η,C)>−δ?(−η,C) : 〈η,x〉< δ?(η,C)
Hereby,ri(C) is the relative interior ofC (the interior ofC w.r.t. aff(C)). For details on the relative interior
see e.g. [HUL93, III, 2.1].
Proof. cf. [Roc72, Theorem 13.1] or [HUL93, V., 2.2. and Theorem 2.2.3], Proposition 3.61 and Lemma 3.52
Proposition 3.64. Let f : Rn → R ∪ {−∞,∞} be a positive homogeneous, convex function which is not
identically+∞.
Then, the closurecl(f) of f defined as
cl(f) := inf{µ |(x,µ) ∈ epi(f)}




{x ∈ Rn | 〈l,x〉 ≤ f(l)}.
If f(·) is finite, thenf(·) itself is support function ofC.
Proof. cf. [Roc72, Corollary 13.2.1] If (·) is finite, then the closedness off(·) follows by [Roc72, Corollary
7.4.2], i.e.cl(f) = f .
Definition 3.65. P ⊂ Rn is called apolyhedral set, if there existsfinitely manyhyperplanesH(ηi,αi), i =





Remark 3.66. Clearly, a polyhedral set is convex by Proposition 3.5.
Furthermore, each convex polytopeP ⊂ Rn is a polyhedral set, but not vice versa (sinceP could be unbounded
which could not happen for polytopes).
Proposition 3.67. LetC ⊂ Rn be compact and convex. Then,C is the convex hull of its boundary, i.e.C =
co(∂C).
Proof. Clearly,C = int(C)∪∂C. Letx ∈ int(C). To prove thatx ∈ co(∂C) we chooseη ∈ Sn−1. Then,
the half-rays
{x+λη |λ≥ 0} and {x−λη |λ≥ 0}
each meet only once the boundary ofC (this follows by [Lei98, Lemma 2.8] or from [Sch93, Lemma 1.1.8]). The
resulting values are denoted byλ1 resp.λ2. The functionϕ(λ) := dist(x+λη,Rn \ int(C)) is continuous
on R by Proposition 3.145. SinceC is bounded byBr(x) with suitabler ≥ 0, the functionϕ(·) must attain its
maximum on[0, r], hence both values exist. Clearly,x+λ1η,x−λ2η ∈ ∂C.
Finally, let us show thatx is a convex combination of these two boundary points.
Setλ := λ2
λ1+λ2
∈ (0,1) and consider
λ(x+λ1η)+(1−λ)(x−λ2η) = x+(λλ1 − (1−λ)λ2)η = x.
Hence,x ∈ co(∂C).
Theorem 3.68 (H. Minkowski resp. M. Krein/D. Milman). LetC ⊂ Rn be compact and convex. Then,C is
the convex hull of its extreme points, i.e.C = co(ext(C)).
Krein/Milman (1940): IfC ⊂X compact, convex andX locally convex vector space, thenC = co(ext(C)).
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Proof. “⊃” is clear, the proof for “⊂” uses induction on .
The start withn= 1 is easy:
C = [a,b] with a≤ b is a typical element ofC(R).
Let us prove thatext([a,b]) = {a,b}.
Considerx,y ∈ [a,b] andλ ∈ (0,1) with a = λx+ (1 − λ)y. Assume thatx > a or y > a, then the
contradiction
a= λx+(1−λ)y > λa+(1−λ)a= a
follows. This shows thata∈ ext([a,b]). Similarly,b∈ ext([a,b]). All points in(a,b) are clearly not extreme.
Hence,
co(ext([a,b])) = co{a,b} = [a,b].
Inductive stepn−1 → n, n≥ 2:
a) case “dimC = dimaff(C)< n”:
In this case we can use the inductive assumption again, since this lower-dimensional set inRn is equivalent to a
full-dimensional set inRµ with 1 ≤ µ < n.
b) case “dimC = dimaff(C) = n”:
From Proposition 3.67 follows thatC = co(∂C). Forx ∈ ∂C there exists a hyperplaneH(η,α) with x ∈
H(η,α) andC ⊂H−(η,α) by Lemma 3.52.
Sincex ∈ F := C∩H(η,α), F is convex, compact and
dim(F ) = dim(aff(C∩H(η,α))) = dim(H(η,α)) = n−1,





j with zj ∈ ext(F ).
SinceF is an exposed face,zj ∈ ext(C) follows by Proposition 3.60. Hence,x could be written as convex
combination of extremal points ofC.
Theorem 3.69 (Straszewicz).LetC ⊂ Rn be compact and convex. Then,xp(C) ⊂ ext(C) ⊂ cl(exp(C)),
i.e.C = co(exp(C)).
Proof. cf. [Roc72, Theorem 18.6]









• v is an extreme point, but not exposed
• w is an extreme point and an exposed one
reason:Y (η1,α1) 6= {v}, Y (η2,α2) = {w}












Proof. follows directly from Theorem 3.69 and the definition of
exp(C) = {y(l,C) | l ∈ Sn−1 with Y (l,C) = {y(l,C)}}
resp. from Proposition 3.67 and Lemma 3.52
representation of a convex sets via supporting points
convex hull based on 12 and 200 outer normals

























3.2 Arithmetic Set Operations
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Basic Facts
Why do we deal with arithmetic operations on sets?
• approximation methods of reachable sets use arithmetic operations on sets (sum, scalar multiple, linear
transformation)
• arithmetic set operations are generalizations of vector arithmetic
• properties of arithmetic operands (=sets) remain valid for its result (compactness, boundedness)
• the operations of convex hull and set arithmetic commute
• the operations of support function and set arithmetic commute (sum, multiple by non-negative scalar)
• formula for support function of linear transformed set uses only support function of original set
• same properties for supporting faces
Basic Facts (continued)
• order of support functions charcterizes inclusion of their sets
• Hausdorff resp. Demyanov metric for convex, compact sets can be defined with support functions resp.
supporting points
• the space of compact, nonempty subsets ofRn and the the space of convex, compact, nonempty subsets of
Rn are complete w.r.t. Hausdorff distance
Basic Facts (continued)
LetU,V ⊂ Rn,A ∈ Rm×n andµ ∈ R.
For convex hull:




LetC,D convex, nonempty sets,A ∈ Rm×n andλ≥ 0.




δ?(η,C)≤δ?(η,D) for all η ∈ Sn−1 ⇐⇒ C⊂D (if C,D ∈ C(Rn))
For supporting points (η ∈ Rn):
Y (η,C+D) = Y (η,C)+Y (η,D),
Y (η,λ·C) = λ·Y (η,C)
Y (η,A·C) =A·Y (At·η,C)
Attention:
• space of convex, compact, nonempty sets with Minkowski sum is not a group (only semi-group)!
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• space of convex, compact, nonempty sets with Minkowski sum and scalar multiplication is not a vector
space!
• in general, no inverse of Minkowsi sum is available
(−1) ·C is not the inverse ofC in general
• second distributive law is not valid for non-convex sets
• second distributive law for non-negative scalars only is valid for convex sets
Important Tools for (Later) Proofs
• valid laws of a vector space (exceptions: inverse, second distributive law)
• second distributive law for non-negative scalars and convex sets
• commuting of sum and multiplication of non-negative scalar and support function/supporting faces
• inclusion of sets corresponds to order of their support functions
• Minkowski theorem for Hausdorff distance
• completeness of set spaces w.r.t. Hausdorff distance
• Theorem of Shapley-Folkman
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3.2.1 Definitions and First Properties
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Definition 3.71. LetU,V ⊂ Rn, µ ∈ R andA ∈ Rm×n. Then,
µ ·U := {µ ·u |u ∈ U}, A ·U := {A ·u |u ∈ U},
U +V := {u+v |u ∈ U,v ∈ V }
defines thescalar multiplication, theimageof U under the linear mapx 7→Ax and theMinkowski sum.
Example3.72. Let v,w ∈ Rn,A ∈ Rm×n andU ⊂ Rn. Then,U+{v} coincides with the translationU+v.
Furthermore,µ ·{v} = {µ ·v},A ·{v} = {Av} and{v}+{w} = {v+w}, i.e. all known vector operations
are special cases of the arithmetic set operations.
Proof. U +{v} = {u+v |u ∈ U} = {u |u ∈ U}+{v} = U +v
Definition 3.73. LetU,V ⊂ Rn. Then,
−U := {−u |u ∈ U},
U −V := {u−v |u ∈ U,v ∈ V }
defines thepointwise “inverse”and thealgebraic (pointwise) difference.
Remark 3.74. LetU,V ⊂ Rn. Then,
−U = (−1)·U,
U−V = U+((−1)·V )
The operations−U andU −V generalize the vector inverse and subtraction, but in general−U does not give
the inverse w.r.t. Minkowski sum andU −U is normally bigger than{0Rn}!
Remark 3.75. LetU,V ⊂ Rn andV being (point) symmetric to the origin. Then,−V = V andU−V =
U+V .




(iv) U−U= {0Rn} if and only ifU = {u} with someu ∈ Rn.
(v) Strict inclusionsin (i)–(iii) appear, if e.g.U = V =B1(0).
Proof. only (iii)–(v) will be proven, (i)–(ii) follow directly from the definition
(iii) follows from 0Rn = u−u for u ∈ U , i.e.0Rn ∈ U −U
(iv) Clearly,U 6= ∅, if U −U 6= ∅ oru ∈ U exists.
“Only if” follows from Example 3.72.
“If:” For all v ∈ U follows thatu−v ∈ U −U andu−v = 0Rn . Hence,u= v andU = {u}.
(v) Then,




(U +V )−V = (B1(0)+B1(0))−B1(0)
= 2B1(0)+((−1) ·B1(0)) = 3B1(0) =B3(0),
(U −V )+V = (B1(0)−B1(0))+B1(0)
= 2B1(0)+B1(0) = 3B1(0) =B3(0)
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Example3.77(reliable computing).If x,y ∈ R are real numbers which should be stored as floating-point numbers
in the computer, for which the floating-point accuracy isε (typically: ε≈ 10−15).
Then, the result of the storage resp. the arithmetical operations yield
x ∈ [x−ε,x+ε],
y ∈ [y− ε,y+ ε],
x+y ∈ [x− ε,x+ ε]+[y− ε,y+ ε] = [x+y−2ε, x+y+2ε],
x−y ∈ [x− ε,x+ ε]−[y− ε,y+ ε] = [x−y−2ε, x−y+2ε],
µ·x ∈ µ·[x− ε,x+ ε] = [µ ·x−µ · ε,µ ·x+µ · ε], (for µ≥ 0),
µ·x ∈ µ·[x− ε,x+ ε] = [µ ·x−|µ| · ε,µ ·x+ |µ| · ε], (for µ < 0),
i.e. the operations in the computer lie definitely in intervals calculated by the Minkowski sum, algebraic difference
resp. scalar multiplication.
Remark 3.78. some literature on interval analysis and reliable computing:
books: [JKDW01, AH83, AH74, Moo66]
articles: [Kau80, Kul77, Nic78, Mar79, Mar80, Mar95, Mar98]
directed/extended intervals:
[Ort69, Kau77a, Kau77b, Kau80, Mar80, Mar95, Mar98, Dim80, Rat80, BF01a, BF01b]
















Example3.80. Let r,s≥ 0, p,q ∈ Rn. Then,Br(p)+Bs(q) =Br+s(p+q).
Proposition 3.81. LetU,V ⊂ Rn. Then,
(i) U +V = V +U (commutative)
(ii) U+{0Rn} = U ({0Rn} is neutral element)
(iii) U +(V +W ) = (U +V )+W (associative)
Proof. Everything is trivial:
(i) U +V = {v+u |u ∈ U,v ∈ V } = V +U
(ii) U +{0Rn} = {u+0Rn |u ∈ U} = {u |u ∈ U} = U
(iii) The left-hand side consists of elementsu+z with u ∈ U , z ∈ V +W . But z = v+w for somev ∈ V ,
w ∈ W . Associativity inRn yieldsu+(v+w) = (u+ v)+w which is an element of the right-hand side.
Reversing the arguments gives the other inclusion.
Minkowski Sum of a Big Square and a Small Ball
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– 1st summandC = [−1,1]2
– 2nd summandD =Bε(0)
• origin
– translated setc+D, c ∈ ∂C
– Minkowski sumC+D
Minkowski Sum of a Big Ball and a Small Square
– 1st summandC =B1(0)
– 2nd summandD = [−ε,ε]2
• origin
– translated setc+D, c ∈ ∂C
– Minkowski sumC+D
Scalar Multiple of a Square











–D = 2 ·C,
D = [−2,2]2
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Scalar Multiple of a Ball























Lemma 3.83. LetU,V,Ũ , Ṽ ⊂ Rn withU⊂Ũ , V⊂Ṽ . Then,U +V⊂Ũ + Ṽ .
Proof. straight from the definition
Lemma 3.84. LetU,V ⊂ Rn beclosedandone of the sets be bounded. Then,U +V is closed.
Proof. Let (wm)m ⊂ U +V be a convergent sequence withwm −−−−→
m→∞
w. Eachwm can be represented
with um+vm with um ∈ U , vm ∈ V ,m ∈ N. W.l.o.g. letV be bounded.
Proof. Let (wm)m ⊂U+V be a convergent sequence withwm −−−−→
m→∞
w. Eachwm can be represented with
um+ vm with um ∈ U , vm ∈ V , m ∈ N. W.l.o.g. letV be bounded. Then,(vm)m contains a convergent
subsequence(vmk)k ⊂ (vm)m with vmk −−−→
k→∞
v. SinceV is closed,v ∈ V . Clearly,(umk)k converges to
w−v. SinceU is also closed,u := w−v ∈ U so thatw = u+v ∈ U +V .
Non-Closed Minkowski Sum of 2 Closed Sets




















Non-Closed Minkowski Sum of 2 Closed Sets
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– boundaryof C = epi(f)
– Minkowski sumC+D:





⊂ C+D for y < 0
- - - not partof C+D,
belongs to∂(C+D)
Proposition 3.86. LetU,V ⊂ Rn.
(i) If U,V ⊂ Rn is nonempty, thenU +V is alsononempty.
(ii) If U,V ⊂ Rn is bounded, thenU +V is alsobounded.
(iii) If U,V ⊂ Rn is compact, thenU +V is alsocompact.
(iv) If U,V ⊂ Rn is convex, thenU +V is alsoconvex.
Proof. (i) If u ∈ U , v ∈ V , thenu+v ∈ U +V .
(ii) If U ⊂Br(0), V ⊂Bs(0) with r,s≥ 0, thenU +V ⊂Br(0)+Bs(0) =Br+s(0).
(iii) The boundedness follows from (ii), the closedness from Lemma 3.84.
(iv) Let wi ∈ U +V , i = 1,2, andλ ∈ [0,1]. Hence, there existsui ∈ U , vi ∈ V with wi = ui + vi,
i= 1,2. Since the convex combinations ofui andvi lie in U resp.V , we have
λw1 +(1−λ)w2 = λ(u1 +v1)+(1−λ)(u2 +v2)
= (λu1 +(1−λ)u2)︸ ︷︷ ︸
∈U
+(λv1 +(1−λ)v2)︸ ︷︷ ︸
∈V
∈ U +V
Proposition 3.88. LetU,V ⊂ Rn andA,Ã ∈ Rm×n,B ∈ Rp×m. Then,
(i) In·U = U (In ∈ Rn×n identity matrix) (In is neutral element)
(ii) B · (A ·U) = (B ·A) ·U (associative)
(iii) A·(U+V ) =A·U+A·V (1. distributive law)
(iv) (A+Ã)·U ⊂A·U+Ã·U (not the 2. distributive law)
Remark 3.89. Scalar multiplication of sets is a special case of linear transformation, since withA := λIn with
In being then×n-identity matrix; we have
A ·U = {Au |u ∈ U} = {(λIn)u |u ∈ U} = {λu |u ∈ U} = λ·U
for all U ⊂ Rn.
Proposition 3.91. LetU,V ⊂ Rn andλ,µ ∈ R. Then,
(i) 1·U = U (1 is neutral element)
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(ii) λ · (µ ·U) = (λ ·µ) ·U (associative)
(iii) λ·(U+V ) = λ·U+λ·V (1. distributive law)
(iv) (λ+µ)·U ⊂ λ·U+µ·U (not the 2. distributive law)
Example3.92. Letµ ∈ R, r ≥ 0 andp ∈ Rn. Then,µ·Br(p) =B|µ|·r(µ·p).
Proposition 3.93 (“almost 2nd” distributive law for convex set). LetC ⊂ Rn be convex andλ,µ ∈ R with
λ ·µ≥ 0. Then,
(λ+µ)·C = λ·C+µ·C.
Proof. Clearly, “⊂” is fulfilled by Proposition 3.91.
case “λ,µ≥ 0”:
λ= µ= 0 is trivial, sinceλ ·C = µ ·C = (λ+µ) ·C = {0Rn}.












This is a convex combination of elements inC, hence
λc+µc̃ ∈ (λ+µ)C.
case “λ,µ < 0”:
Since
λ ·C = ((−1) · |λ|) ·C = (|λ| · (−1)) ·C = |λ| · ((−1)) ·C),
considerC̃ = (−1) ·C which is also convex by Proposition 3.106(v) and|λ| resp.|µ| instead ofλ andµ. The
first case shows
|λ| · C̃+ |µ| · C̃ = (|λ|+ |µ|) · C̃ = |λ+µ| · C̃.
ReplacingC̃ again by(−1) ·C and using Proposition 3.91(ii) finishes the proof.
Example3.94(negative scalar).LetC =B1(0) ⊂ Rn andλ= 1, µ= −1. Then,(λ+µ)C 6= λC+µC.
Example3.95(nonconvex set).LetU = {±e1} ⊂ Rn andλ= µ= 1
2















{±e1} = {e1,−e1, 0Rn} 6= U.
Example3.96(repeated Minkowski sum).LetU = {0Rn ,e1} ⊂ Rn andN ∈ N. Then,∑Ni=1
1
N









·e1 |k = 1, . . . ,N}.
The limit forN → ∞ of these Minkowski sums tend toco(U) = co{0Rn ,e1}, cf. Lemma 4.28.
Remark 3.97. Clearly, Example 3.94 and Proposition 3.76 show that(C(Rn),+) is not a group(only a semi-
group and a convex cone, cf. [Råd52]), since no inverse element is available in general.
−U is in general not the inverse element ofU w.r.t. Minkowski sum.
(C(Rn),+, ·) is also not a vector space, since the second distributive law is not valid.
Remark 3.98. To avoid difficulties not having a vector space, oftenembeddings
J : C(Rn) → V
into avector spaceV with J(C+D) = J(C)+J(D) andJ(λ·C) = λ·J(C) for λ≥0 are used.
Known examples:
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(i) V0 = {(C,D) |C,D ∈ C(Rn)} with
(C,D)+(C̃, D̃) := (C+C̃,D+D̃),
λ·(C,D) := (λ·C,λ·D) (λ≥0),
λ·(C,D) := (|λ|·D, |λ|·C) (λ<0)
and setV := V0/∼ as quotient space with equivalence relation
(C,D) ∼ (C̃, D̃) ⇐⇒ C+ D̃ =D+ C̃)
with J(C) = (C,{0Rn}) ∈ V , cf. Rådström in [Råd52] resp. [PU02]
Remark 3.98 (continued).
(ii) V = C(Sn−1), i.e. the space of continuous, positively homogeneous functions with real values
J(C) = δ?(·,C) for C ∈ C(Rn)
cf. Hörmander in [Hör54]
(iii) V being aq-linear space, an algebraic extension of a quasi-linear space
see [Mar98, Mar00]
(iv) a huge literature exists onminimal pairsof convex sets (cf. (i)) with additional minimality conditions
for an overview see the book [PU02]
(v) V being a space ofdirectedintervals resp. sets
cf. [Kau80, Mar79, Mar95, BF01a, BF01b]
Remark 3.99. Many attempts to define a better difference of convex sets are made:
(i) embedding from the semi-group into a group
C	D =̂(C,{0Rn})−(D,{0Rn}) = (C,D)
cf. Rådström in [Råd52]
(ii) embedding from the semi-group into a group
C	D =̂δ?(·,C)−δ?(·,D) ∈ C(Rn)
cf. Hörmander in [Hör54]




{x ∈ Rn | 〈η,x〉 ≤ δ?(η,C)−δ?(η,D)}











cf. Definition 3.165 and [DR95-IAO, RA92-IAO, DKRV97]
(v) difference motivated by q-linear spaces
C−−D = (C−*D)∪(−(D−*C))
cf. [Mar98, Mar00]
(vi) non-convex, nonempty visualizable difference of directed sets,
C	D =̂Jn(C)−Jn(D) ∈ D(Rn)
Jn(·) an embedding ofC(Rn) in the space of directed sets, cf. [BF01a, BF01b]
(vii) a unified treatment of algebraic and geometric difference, cf. [Pic03]
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Algebraic Difference ofC = [−1,1]2 andD =Br(0) with r = 12













Geometric Difference ofC = [−1,1]2 andD =Br(0) with r = 12








C−* D is the grey square
which is created by
(non-)supporting hyperplanes
δ?(η,C)− δ?(η,C)
is not convex here (cf. Proposition 3.64)
Non-Convexified Part of Demyanov Difference forC = [−1,1]2 andD =Br(0) with r = 12
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for η ∈ TC ∩TD
Demyanov Difference ofC = [−1,1]2 andD =Br(0) with r = 12








Directed Difference ofC = [−1,1]2 andD =Br(0) with r = 12
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incl. the grey squareC−* D
and e.g. four non-convex arcs.
The arrows indicate the orientation
(details in [BF01b]).
Lemma 3.101. Letµ ∈ R,A ∈ Rm×n andU,Ũ ⊂ Rn withU⊂Ũ . Then,
A ·U⊂A · Ũ and µ ·U⊂µ · Ũ .
Proof. straight from the definition
Proposition 3.102. LetU ⊂ Rn andA ∈ Rm×n.
(i) If U ⊂ Rn is nonempty, thenA ·U is alsononempty.
(ii) If U ⊂ Rn is bounded, thenA ·U is alsobounded.
(iii) If U ⊂ Rn is compact, thenA ·U is alsocompact.
(iv) If U ⊂ Rn is convex, thenA ·U is alsoconvex.
Non-Closed Linear Transform of a Closed Set






















Remark 3.104. If U ⊂ Rn is closedandA ∈ Rn×n is invertible, thenA ·U is alsoclosed.
Proof. Consider a converging sequence(vm)m ⊂ A ·U with vm = Aum, um ∈ U for m ∈ N approaching
v ∈ Rm. Then,(A−1vm)m = (um)m is a converging sequence inU approachingu := A−1v. SinceU is
closed,u ∈ U andv =Au.
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Proposition 3.106. LetU ⊂ Rn andµ ∈ R.
(i) If U ⊂ Rn is nonempty, thenµ ·U is alsononempty.
(ii) If U ⊂ Rn is bounded, thenµ ·U is alsobounded.
(iii) If U ⊂ Rn is closed, thenµ ·U is alsoclosed.
(iv) If U ⊂ Rn is compact, thenµ ·U is alsocompact.
(v) If U ⊂ Rn is convex, thenµ ·U is alsoconvex.
Proposition 3.107. LetU,V ⊂ Rn,A ∈ Rm×n andµ ∈ R. Then,
co(U+V ) = co(U)+co(V ),
co(A·U) =A·co(U) and co(µ·U) = µ·co(U).
Corollary 3.108. LetP = co{pi | i= 1, . . . , r} andQ= co{qj |j = 1, . . . , s} be two polytopes,A∈ Rm×n
andλ ∈ R. Then,
P+Q= co{pi+qj | i= 1, . . . , r, j = 1, . . . , s},
A·P = co{A·pi | i= 1, . . . , r},
λ·P = co{λ·pi | i= 1, . . . , r}
are again polytopes with maximalr+ s resp.r vertices.
Proof. Apply Proposition 3.107 toU := {pi | i= 1, . . . , r} andV := {qj |j = 1, . . . , s}.
Minkowski Sum of 2 Polytopes
















Minkowski Sum of 2 Polytopes
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o all possible sums
of vertices
formingC+D
Minkowski Sum of 2 Polytopes















Remark 3.109. A more intelligent algorithm for computing the Minkowski sum of two polygons inR2, replacing
the calculation of all sums ofr · s pairs of vertices in Corollary 3.108, can be found e.g. in [dvOS97, Algorithm
before Theorem 13.10]. Its complexity isO(r+ s) for the computation ofco(U)+ co(V ), but O(r · s) for
co(U) +V andU + co(V ) (only one convex set) as well asO(r2 · s2) in the true non-convex case for the
computation ofU +V .
For Further Reading on Set Arithmetics
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3.2.2 Properties of Support Functions
68
Remark 3.111. We use the conventions
x+∞ = ∞ for all x ∈ R,
∞+∞ =∞,
λ ·∞ = ∞ for all λ > 0,
0 ·∞ = 0.
Proposition 3.112. LetU ⊂ Rn be nonempty andl ∈ Rn.
(i) δ?(λ·l,U) = λ·δ?(l,U) (λ≥0) (positively homogeneous)
(ii) δ?(l+η,U) ≤ δ?(l,U)+δ?(η,U) (η ∈ Rn) (subadditive)
(iii) δ?(·,U) is convex
Corollary 3.113. If U ⊂ Rn is included inBr(m) withm ∈ Rn, r ≥ 0. Then,
|δ?(l,U)−〈l,m〉| ≤ r · ‖l‖2 for all l ∈ Rn,
|δ?(l,U)| ≤ r · ‖l‖2 for all l ∈ Rn, if m= 0Rn .
Proposition 3.114. LetU ⊂ Rn be included inBr(0) with r ≥ 0. Then, the functionδ?(·,U) is Lipschitz
continuous with Lipschitz constantr.
Proof. Consideru ∈ U ⊂Br(0) andl,η ∈ Rn. Then,
〈l,u〉− δ?(η,U) ≤ 〈l,u〉−〈η,u〉 = 〈l−η,u〉
≤ ‖l−η‖2 · ‖u‖2 ≤ r · ‖l−η‖2.
Approaching with〈l,u〉 the supremumδ?(l,U) gives
δ?(l,U)− δ?(η,U) ≤ r · ‖l−η‖2.
The same arguments with interchangedl andη giveδ?(η,U)− δ?(l,U) ≤ r · ‖l−η‖2. Hence,
|δ?(l,U)− δ?(η,U)| ≤ r · ‖l−η‖2.
Proposition 3.115. LetU,V ⊂ Rn be nonempty,λ≥ 0 andl ∈ Rn. Then,
δ?(l,U+V ) = δ?(l,U)+δ?(l,V ),
δ?(l,λ·U) = λ·δ?(l,U).
Proof. (i) Let z ∈ U +V , i.e.z = u+v with u ∈ U , v ∈ V . Then,
〈l,z〉 = 〈l,u〉+ 〈l,v〉 ≤ δ?(l,U)+ δ?(l,V )
which shows “≤”.
If u ∈ U , v ∈ V , then
〈l,u〉+ 〈l,v〉 = 〈l,u+v〉 ≤ δ?(l,U +V )
which shows “≥”, if both terms on the left-hand side converge to the corresponding supremaδ?(l,U) resp.
δ?(l,V ).
(ii) If λ= 0, thenλ ·U = {0Rn} and
δ?(l,λ ·U) = sup
x∈{0Rn}
〈l,x〉 = 〈l,0Rn〉 = 0
which shows equality, even ifδ?(l,U) = ∞.
Now, letλ > 0. Letz ∈ λ ·U , i.e.z = λ ·u with u ∈ U . Then,
〈l,z〉 = λ · 〈l,u〉 ≤ λ · δ?(l,U)
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(even forδ?(l,U) = ∞) which shows “≤”, if 〈l,z〉 approaches the supremumδ?(l,λ ·U).








Approaching with the left-hand side the supremumδ?(l,U) and multiplying withλ > 0 showsλ · δ?(l,U) ≤
δ?(l,λ ·U).
Addition of Support Functions by Minkowski Sums
η δ2
δ1 δ3
– convex setC = [−1,1]2





- - - value of support
functions ofC,D,C+D
in directionη,
δ1 + δ2 = δ3 = δ?(η,C+D)
Proposition 3.116. LetU ⊂ Rn be nonempty,A ∈ Rm×n andl ∈ Rn. Then,
δ?(l,A ·U) = δ?(A> · l,U).
Example3.117. Letn ∈ N andl= (l1, . . . , ln)> ∈ Rn.
(i) point-setU = {u} with u ∈ Rn:
δ?(l,U) = 〈l,u〉
(ii) finite intervallI = [a,b] with a≤ b andn= 1:
δ?(l,I) = l · b for l≥ 0,
δ?(l,I) = l ·a for l < 0
(iii) unit ballB1(0) ⊂ Rn:
δ?(l,B1(0)) = ‖l‖2
(iv) ballBr(m) ⊂ Rn withm ∈ Rn, r ≥ 0:
δ?(l,Br(m)) = r · ‖l‖2 + 〈l,m〉
Example3.117(continued).
(v) unit square[−1,1]n ⊂ Rn (unit ball w.r.t.‖ · ‖∞):





(vi) unit ballU ⊂ Rn w.r.t. ‖ · ‖1, i.e.U = co{±ek |k = 1, . . . ,n}:




(vii) unit simplexU = co{0Rn ,e1, . . . ,en} ⊂ Rn:






0, if li < 0 for all i= 1, . . . ,n,
li, if lj < li for all j = 1, . . . ,n.
(viii) (convex) polytopeP = co{pi : i= 1, . . . ,M} ⊂ Rn:
δ?(l,P ) = max
i=1,...,M
〈l,pi〉
(ix) ellipsoidE(a,Q) := {x∈ Rn |(x−a)>Q−1(x−a) ≤ 1} ⊂ Rn with centera∈ Rn and configuration




Proposition 3.118.LetCi ∈ C(Rni) withni ∈ N, i= 1,2. Then, the support function ofC :=C1 ×C2 ⊂ Rn





∈ Rn with li ∈ Rni , i= 1,2, fulfills:
δ?(l,C) = δ?(l1,C1)+ δ?(l2,C2).
Proof. Proposition 3.7 shows the convexity ofC, the equation for the support function follows directly.
Proposition 3.119. LetU,V ⊂ Rn be nonempty withU⊂V . Then,
δ?(l,U)≤δ?(l,V ) for all l ∈ Rn.
Proposition 3.120. LetC,D ∈ C(Rn). Then,C⊂D if and only ifδ?(l,C)≤δ?(l,D) for all l ∈ Sn−1.
Ordering of Support Functions by Set Inclusion










– convex setC = [−1,1]2
plotted with hyperplanes
Ordering of Support Functions by Set Inclusion
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– convex setD =B3(0)
plotted with hyperplanes
Ordering of Support Functions by Set Inclusion










– convex setC = [−1,1]2
– convex setD =B3(0)
In every directionη:
δ?(η,C)≤δ?(η,D)
which is equivalent to
C⊂D
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3.2.3 Properties of Supporting Faces
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Lemma 3.122. LetU ⊂ Rn be nonempty andl ∈ Rn. Then,
Y (l,U) ⊂ Y (l,co(U)) and co(Y (l,U)) = Y (l,co(U)).
If U is additionally convex, thenY (l,U) is convex.
Lemma 3.123. LetU ⊂ Rn be nonempty andl ∈ Rn. Then,
Y (l,U) ⊂ Y (l,U).
If U is additionally closed, thenY (l,U) is closed, but does not coincide withY (l,U) in general.





Y (η,U) = {−e1,e1},
co(U) = co{0Rn ,−e1,e1},
Y (η,co(U)) = co{−e1,e1} = co(Y (η,U)).






Y (η,V ) = {−e1},
V = U,
Y (η,V ) = {−e1,e1} ⊃
6=
{−e1} = Y (η,V ).
ForW = intB1(0) follows thatY (η,W ) = ∅ for all η ∈ Rn, η 6= 0Rn ,
butY (η,W ) = Y (η,B1(0)) = {η}.
Visualization of Example 3.125
U = co{0Rn ,−e1}∪ co{0Rn ,e1}








co(U) = co{0Rn ,−e1,e1}







V = co{0Rn ,−e1}∪{µ ·e1 |µ ∈ [0,1)}
Y (η,V ) = {−e1}, Y (η,V ) = {±e1}







Proposition 3.126. LetU ⊂ Rn be nonempty andl ∈ Rn.
(i) Y (λ·l,U) = Y (l,U) (λ>0) (positively invariance)
(ii) Y (λ·l,U) = U (λ=0)
(iii) Y (·,U) is convex, if U is additionallyconvex.
(iv) The set-valued mapη 7→ Y (η,U) is u.s.c.(cf. Definition 4.1).
Proposition 3.127. LetU,V ⊂ Rn be nonempty,λ≥0 andl ∈ Rn. Then,
Y (l,U+V ) = Y (l,U)+Y (l,V ),
Y (l,λ·U) = λ·Y (l,U).
Proof. (i) “ ⊃”: Let z ∈ Y (l,U)+Y (l,V ), i.e.z = u+v with u ∈ Y (l,U), v ∈ Y (l,V ). Then,
〈l,z〉 = 〈l,u〉+ 〈l,v〉 = δ?(l,U)+ δ?(l,V ).
“⊂”: Considerz = u+ v ∈ U +V with u ∈ U , v ∈ V and〈l,z〉 = δ?(l,U +V ). Assume thatu /∈
Y (l,U) or v /∈ Y (l,V ). Then,
〈l,z〉 = 〈l,u〉+ 〈l,v〉< δ?(l,U)+ δ?(l,V ) = δ?(l,U +V )
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which is a contradiction toz ∈ Y (l,U +V ). Hence,u ∈ Y (l,U) andv ∈ Y (l,V ) such thatz is an element
of the right-hand side.
(ii) “ ⊂”: The case “λ= 0” is clear, since
Y (l,0 ·U) = Y (l,{0Rn}) = {0Rn} = 0 ·Y (l,U).
Now, considerλ > 0.
Let z ∈ Y (l,λ ·U) ⊂ λ ·U , i.e.z = λ ·u with u ∈ U . Then,
δ?(l,λ ·U) = 〈l,z〉 = λ · 〈l,u〉.
Since Proposition 3.115 holds, we haveδ?(l,U) = 〈l,u〉, i.e.u ∈ Y (l,U) and hencez ∈ λ ·Y (l,U).
“⊃”: If z ∈ λ ·Y (l,U), then there existsu ∈ Y (l,U) with z = λ ·u. Then,
〈l,z〉 = λ · 〈l,u〉 = λ · δ?(l,U) = δ?(l,λ ·U)
by Proposition 3.115. Hence,z ∈ Y (l,λ ·U).
Addition of Supporting Faces by Minkowski Sums
































Addition of Supporting Faces by Minkowski Sums
















– squareC = [−3,3]2
– triangleD
– Minkowski sumC+D
– supporting facesY i in
common directionη:
Y 1 +Y 2 = Y 3,
Y 3 = Y (η,C+D)
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Proposition 3.128. LetU ⊂ Rn be nonempty,A ∈ Rm×n andl ∈ Rn. Then,
Y (l,A·U) =A·Y (A>·l,U).
If you know the supporting face ofU in every directionl ∈ Sn−1, then you know it also for the setA ·U .
Example3.129. Letn ∈ N andl= (l1, . . . , ln)> ∈ Rn.
(i) point-setU = {u} with u ∈ Rn:
Y (l,U) = {u}
(ii) finite intervallI = [a,b] with a≤ b andn= 1:
Y (l,I) = {b} for l > 0,
Y (l,I) = {a} for l < 0,
Y (l,I) =[a,b] for l= 0
(iii) unit ballB1(0) ⊂ Rn, l 6= 0Rn :




(iv) ballBr(m) ⊂ Rn withm ∈ Rn, r ≥ 0 andl 6= 0Rn :





(v) unit square[−1,1]2 ⊂ R2 (unit ball w.r.t.‖ · ‖∞) andn= 2:











































































(v’) unit squareP = [−1,1]n ⊂ Rn (unit ball w.r.t.‖ · ‖∞):
no easy formula available for generaln, cf. (viii)
(vi) unit ballP ⊂ Rn w.r.t. ‖ · ‖1, i.e.P = co{±ek |k = 1, . . . ,n}:
no easy formula available for generaln, cf. (viii)
(vii) unit simplexP = co{0Rn ,e1, . . . ,en} ⊂ Rn:
no easy formula available for generaln, cf. (viii), but for special choices ofl we have
Y (l,P ) =
{
{0Rn}, if li < 0 for all i= 1, . . . ,n,
{ek}, if lj < lk for all j = 1, . . . ,n.
(viii) (convex) polytopeP = co{pi : i= 1, . . . ,m} ⊂ Rn, l 6= 0Rn :
Y (l,P ) = co{pj |j = 1, . . . ,m with 〈
1
‖l‖





(ix) ellipsoidE(a,Q) := {x∈ Rn |(x−a)>Q−1(x−a) ≤ 1} ⊂ Rn with centera∈ Rn and configuration
matrixQ ∈ Rn×n which is symmetric and positive definite:






2 is the (uniquely defined) square root of the matrixQ which is itself symmetric and positive
definite (cf. [Bel70, section 6.5]).
Proposition 3.130.LetCi ∈ C(Rni) withni ∈ N, i= 1,2. Then, the supporting face ofC :=C1 ×C2 ⊂ Rn





∈ Rn with li ∈ Rni , i= 1,2, fulfills:
Y (l,C) = Y (l1,C1)×Y (l2,C2).
Proof. This follows from Propositions 3.7 and 3.118 by direct calculations.
Proposition 3.131. LetU,V ⊂ Rn be nonempty withU⊂V andl ∈ Rn with δ?(l,U)=δ?(l,V ). Then,
Y (l,U)⊂Y (l,V ).
Corollary 3.132. If U ⊂ Rn is included inBr(m) withm ∈ Rn, r ≥ 0. Then,
‖Y (l,U)−m‖ ≤ r.
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3.2.4 Metrics for Sets
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Definition 3.134. LetV ⊂ Rn be nonempty andx ∈ Rn. Then,
dist(x,V ) := inf
v∈V
‖x−v‖ ∈ [0,∞)
is called thedistanceof x toV .
Let additionallyU ⊂ Rn be nonempty. Then,
d(U,V ) := sup
u∈U
dist(u,V ) ∈ [0,∞)∪{+∞}
denotes theone-sided distanceof U toV .
The value
dH(U,V ) := max{d(U,V ),d(V,U)} ∈ [0,∞)∪{+∞}
is called theHausdorff distanceof U andV .
Lemma 3.135. Letu ∈ Rn andU,V ⊂ Rn be nonempty. Then,
dist(u,V ) = inf{ε > 0 | u∈V + εB1(0)},
d(U,V ) = inf{ε > 0 |U⊂V + εB1(0)},
dH(U,V ) = inf{ε > 0 |U⊂V + εB1(0),V⊂U + εB1(0)}.




d2 := inf{ε > 0 |U ⊂ V + εB1(0)}.
1. case:d1 = ∞
Then, there exists(um)m ⊂ U with dist(um,V ) > m. Clearly,‖um − v‖ ≥ dist(um,V ) > m for all
v ∈ V .
The following reformulations are valid for allv ∈ V :
um−v /∈Bm(0),
um /∈ v+Bm(0),
um /∈ V +m ·B1(0)
Since some element (namelyum) is not included in the right-hand side,U 6⊂ V +m ·B1(0) andd2 ≥m. This
shows thatd2 = ∞.
2. case:d2 = ∞
Then, there exists a sequence(εm)m tending to infinity withεm > 0 andU 6⊂ V + εmB1(0). Hence, there
exists(um)m ⊂ U with
um /∈ V + εm ·B1(0).
Hence, for allv ∈ V
um /∈ v+ εm ·B1(0),
um−v /∈ εmB1(0),
‖um−v‖> εm
anddist(um,V ) ≥ εm. This shows thatd1 = ∞.
3. cased1,d2 <∞:
Foru ∈ U we havedist(u,V ) ≤ supu∈U dist(u,V ) = d1. Hence, there exists(vm)m ⊂ V with








Hence, the following reformulations are valid:




u ∈ vm+(d1 +
1
m











Since(d1+ 1m)m converges monotone tod1, the intersection gives simplyd1B1(0), so thatu∈ V +d1B1(0)
and hence,d2 ≤ d1.
Let (εm)m a monotone decreasing sequence converging tod2 with U ⊂ V + εmB1(0). Hence, for all




dist(u,V ) ≤ ‖u−vm‖ ≤ εm
This showsdist(u,V ) ≤ d2 and hence,d1 ≤ d2.
In all three cases we have shown thatd1 = d2.
The third equality follows immediately fromdH(U,V ) = max{d(U,V ),d(V,U)} and the second equality.
Visualization of Hausdorff Distance























Visualization of Hausdorff Distance
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• farthest point̂c fromD:
dist(c,D) = d(C,D) = ε1
– (one-sided) Hausdorff distance
ε1 = d(C,D) = dH(C,D)
– suitable neighbourhoodV ofD:
C ⊂D+ ε1B1(0) = V
Visualization of Hausdorff Distance



























• farthest pointd̂ fromC:
dist(c,D) = d(C,D) = ε2
– one-sided Hausdorff distance
ε2 = d(D,C)
– suitable neighbourhoodU of C:
D ⊂ C+ ε2B1(0) = U








The distances and the norm are generalization of the norm distance resp. norm of vectors.
Lemma 3.137. Letx,y ∈ Rn andU ⊂ Rn be nonempty. Then,
(i) dH({x},{y}) = d({x},{y}) = dist(x,{y}) = ‖x−y‖
(ii) d({x},U) = dist(x,U)
(iii) ‖{x}‖ = ‖x‖
Lemma 3.138. LetU,V ⊂ Rn be nonempty,x ∈ Rn. Then,
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(i) dist(0Rn ,U) = infu∈U ‖u‖
(ii) dist(x,U)≤‖x−u‖ ≤ ‖x‖+‖u‖<∞ for all u ∈ U
Furthermore,dist(x,U)≤‖x‖+dist(0Rn ,U) = ‖x‖+ inf
u∈U
‖u‖.
(iii) dist(x,U)≤‖x‖+‖U‖ = ‖x‖+ sup
u∈U
‖u‖, butdist(x,U)<∞, even ifU is unbounded
(iv) d(U,V ) ≤ dH(U,V )≤‖U‖+‖V ‖
(v) If U⊂V withV ⊂ Rn, then‖U‖≤‖V ‖.
(vi) If U ⊂Br(0), V ⊂Bs(0) with r,s≥ 0, then
d(U,V ) ≤ dH(U,V ) ≤ r+ s <∞.
The next lemma lists basic properties of the distance, when considering set inclusion, closure or convex hull.
Lemma 3.139. LetV,W ⊂ Rn be nonempty withW⊃V andu ∈ Rn. Then,
(i) dist(u,W )≤dist(u,V )
(ii) dist(u,V )=dist(u,V )
(iii) dist(u,co(V ))≤dist(u,V )
Proof. (i) Clearly, the infimum decreases:




‖u−w‖ = dist(u,V )
(ii) SinceV ⊂ V , the inequality “≤” follows by (i).
Let (wm)m ⊂ V with dist(u,V ) ≤ ‖u−wm‖ ≤ dist(u,V )+ 12m form ∈ N. Choose(v
m)m ⊂ V with
‖vm−wm‖ ≤ 1
2m
(V is dense inV ).
Then,










for allm ∈ N showing the wanted result.
(iii) SinceV ⊂ co(V ), the inequality “≤” follows by (i).
Example3.140. There are examples for which strict inequality appear in Lemma 3.139(i) and (iii).
Distance of a Point to a Set Decreases by Convexifying
x−e1 +e2 e1 +e2
0R2
v w
– non-convex setU = co{−e1 +e2,0R2}∪ co{e1 +e2,0R2}
• pointx




nearest point ofx in U is non-unique (here:v,w ∈ U )
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Distance of a Point to a Set Decreases by Convexifying
x−e1 +e2 e1 +e2
0R2
– convexified setco(U) = co{−e1 +e2,0R2 ,e1 +e2}
• pointx
– nearest distance fromx to co(U): dist(x,co(U)) = 0
nearest point ofx in co(U) isx itself, sincex ∈ co(U)
The next two lemmas state that the distance of a point to a set behaves like a normal distance. Furthermore,
they show estimations of the distance, when applied to set arithmetic.
Lemma 3.142. LetU,V,W,Z ⊂ Rn be nonempty,u ∈ U , v ∈ V andµ ∈ R. Then,
(i) If dist(u,V )=0, thenu ∈ V and vice versa.
(ii) dist(u,W )≤‖u−v‖+dist(v,W ) for all v ∈ V
dist(u,W )≤dist(u,V )+d(V,W )
(iii) dist(u+v,W+Z)≤dist(u,W )+dist(v,Z)
We prove only (ii). The other ones are (also) rather trivial.
(ii) Let v ∈ V ,w ∈W . Then,
dist(u,W ) ≤ ‖u−w‖ ≤ ‖u−v‖+‖v−w‖.
Choose(wm)m ⊂W with ‖v−wm‖ ↘
m→∞
dist(v,W ), then
dist(u,W ) ≤ ‖u−v‖+dist(v,W ).
For the second estimation, observe that
dist(u,W ) ≤ ‖u−v‖+ sup
v∈V
dist(v,W ) = ‖u−v‖+d(V,W ).
Choose(vm)m ⊂ V with ‖u−vm‖ ↘
m→∞
dist(u,V ), then
dist(u,W ) ≤ dist(u,V )+d(V,W ).
Lemma 3.143. LetV ⊂ Rn be nonempty,u ∈ Rn,A ∈ Rm×n andµ ∈ R. Then,
(i) dist(µ·u,µ·V ) = |µ|·dist(u,V )
(ii) dist(A·u,A·V ) ≤ ‖A‖·dist(u,V ), where‖ ·‖ is amatrix normcompatible with the Euclidean vector
norm‖ · ‖ (see Appendix, e.g. Example A.4).
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Proposition 3.145. LetA⊂ Rn be closed and nonempty. Then,x 7→ dist(x,A) is Lipschitzcontinuous onRn
with constantL≤ 1.
Proof. Letx1,x2 ∈ Rn andâ1, â2 ∈A one of the existing best approximations ofx1 resp.x2 inA (they exist
by the assumptions onA, but are in general non-unique). Hence,dist(x1,A) = ‖x1 − â1‖ anddist(x2,A) =
‖x2 − â2‖. Now, the optimality of̂a1 for x1 shows
‖x1 − â1‖ ≤ ‖x1 − â2‖ ≤ ‖x1 −x2‖+‖x2 − â2‖,
dist(x1,A)−dist(x2,A) ≤ ‖x1 −x2‖.
In the same spirit, the converse estimation
dist(x2,A)−dist(x1,A) ≤ ‖x1 −x2‖
could be proven.
The next lemma shows the connections of norm and diameter to the distances.
Lemma 3.146. Letx ∈ Rn andU ⊂ Rn be nonempty. Then,
(i) ‖U‖ = d(U,{0Rn}) = dH(U,{0Rn})
(ii) d(U,{x}) = ‖U −x‖
(iii) dist(0Rn ,U) = d({0Rn},U)≤d(U,{0Rn}) = ‖U‖
(iv) diam(U) = ‖U−U‖
The next lemma is only a technical one and is used below only once.
Lemma 3.147.LetU ∈ K(Rn) (cf. Definition 3.2),(um)m ⊂ Rn and setUm := {um} ∈ C(Rn). If (Um)m
is a sequence converging toU , then the limit of(um)m exists inRn andU = {u}.
Assume there existsw ∈ U \{u}. For ε̃= ‖w−u‖
4
choosek ≥ max{M(ε̃),M̃(ε̃)}. From (??) follows
w ∈ {umk}+ ε̃B1(0) = {u}+{umk −u}+ ε̃B1(0)
⊂ {u}+Bε̃(0)+Bε̃(0) = {u}+2ε̃B1(0)
and‖w−u‖ ≤ 2ε̃ ≤ ‖w−u‖
2
. This leads to the contradictionw = u. Therefore,U = {u} and from (??)
follows the convergence of the complete sequence(um)m, since
{u} ⊂ {um}+ εB1(0) and ‖u−um‖ ≤ ε.
We generalize the former lemmas to the one- and two-sided Hausdorff-distance.
Proposition 3.149. LetU,V,W,Z ⊂ Rn be nonempty,A ∈ Rm×n andµ ∈ R. Then,
(i) If additionallyV ⊂W , thend(U,W ) ≤ d(U,V ) andd(V,U) ≤ d(W,U).
(ii) d(U,V ) = d(U,V ) = d(U,V )
(iii) d(U,co(V )) ≤ d(U,V ) ≤ d(co(U),V )
d(co(U),co(V )) ≤ d(co(U),V )
(iv) If d(U,V ) = 0, thenU ⊂ V and vice versa.
(v) d(µ ·U,µ ·V ) = |µ| ·d(U,V )
(vi) d(A ·U,A ·V ) ≤ ‖A‖ ·d(U,V )
(vii) d(U,W ) ≤ d(U,V )+d(V,W )
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(viii) d(U +V,W +Z) ≤ d(U,W )+d(V,Z)
The Hausdorff distance is a metric on the set of all nonempty, bounded, closed subsets ofRn.
Proposition 3.150. LetU,V,W,Z ⊂ Rn be nonempty,A ∈ Rm×n andµ ∈ R. Then,
(i) dH(U,V ) = dH(V,U)
(ii) dH(U,V ) = dH(U,V ) = dH(U,V )
(iii) dH(co(U),co(V )) ≤ dH(U,V )
dH(co(U),co(V )) ≤ max{d(co(U),V ),d(co(V ),U)}
(iv) If dH(U,V ) = 0, thenU = V and vice versa.
(v) dH(µ ·U,µ ·V ) = |µ| ·dH(U,V )
(vi) dH(A ·U,A ·V ) ≤ ‖A‖ ·dH(U,V )
(vii) dH(U,W ) ≤ dH(U,V )+dH(V,W )
(viii) dH(U +V,W +Z) ≤ dH(U,W )+dH(V,Z)
Corollary 3.151. LetC,D ⊂ Rn be convex, compact. Then,
d(∂C,D) ≤ d(∂C,∂D) ≤ d(C,∂D),
dH(C,D) ≤ dH(∂C,∂D),
dH(C,D) ≤ max{d(C,∂D),d(D,∂C)}.
Proof. follows from Propositions 3.149(iii), 3.150(iii) and 3.67
The convexification might also change the one-sided and two-sided Hausdorff-distance.
Example3.152. LetU := co{−e1+e2,0Rn}∪co{0Rn ,e1+e2} andV := co{−e1+2e2,3e2}∪co{3e2,e1+
2e2} be subsets ofRn with ek thek-th unit vector inRn.
Then,
d(U,V ) = dist(0Rn ,V ) = ‖0Rn − (e1 +2e2)‖ =
√
5,
d(U,co(V )) = d(co(U),co(V )) = dist(0Rn ,co(V )) = ‖0Rn − 2e2︸︷︷︸
∈co(V )
‖ = 2,
d(V,U) = dist(3e2,U) = ‖3e2 − (e1 +e2)‖ =
√
5,






dH(co(U),co(V )) = 2.
Hence,d(U,co(V ))< d(U,V ) anddH(co(U),co(V ))< dH(U,V ).
Another example inR2 would beU =S1 andV = ∂([−1,1]2). Clearly,co(U) =B1(0), co(V ) = [−1,1]2
and




























d(co(U),V ) = dist(0R2 ,V ) = 1,
d(U,co(V )) = d(co(U),co(V )) = 0,
sinceU ⊂ co(V ).
Hence,d(U,co(V ))< d(U,V )< d(co(U),V ).
Proposition 3.153. LetU ⊂ Rn be nonempty andA,B ∈ Rm×n. Then,
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(i) d(A·U,B·U) ≤ ‖A−B‖·‖U‖
(ii) dH(A·U,B·U) ≤ ‖A−B‖·‖U‖
(iii) d(A·U+B·U,(A+B)U) ≤ ‖A−B‖·‖U‖, if U is additionallyconvex.
(iv) dH(A·U+B·U,(A+B)U) ≤ ‖A−B‖·‖U‖, if U is additionallyconvex.
Especially, forλ,µ ∈ R we have the estimations
(v) d(λ·U,µ·U) ≤ |λ−µ| · ‖U‖
(vi) dH(λ·U,µ·U) ≤ |λ−µ| · ‖U‖
(vii) d(λ·U+µ·U,(λ+µ) ·U) ≤ |λ−µ| · ‖U‖, if U is additionallyconvex.
(viii) dH(λ·U+µ·U,(λ+µ) ·U) ≤ |λ−µ| · ‖U‖, if U is additionallyconvex.
Proof. (i)–(ii): Let z ∈ A ·U . Then, there existsu ∈ U with z = Au. An easy estimation is given by
Bu ∈B ·U with
dist(z,B ·U) ≤ ‖Au−Bu‖ = ‖(A−B)u‖
≤ ‖A−B‖ · ‖u‖ ≤ ‖A−B‖ · ‖U‖.
Taking the supremum over allz and interchangingA andB gives the two estimates.
(iii)–(iv): From Proposition 3.88(iv) follows(A+B)U ⊂AU+BU so thatd((A+B)U,AU+BU) = 0.



















and a simple estimation with the midpointu+v
2
∈ U yields














·diam(U) ≤ ‖A−B‖ · ‖U‖.
Hereby, Corollary 3.155(viii) was used. Taking the supremum over allz gives the estimate.
(v)–(viii) follow from Remark 3.89.
‖ · ‖ is a norm for the set of all nonempty, bounded subsets ofRn.
Corollary 3.154. LetU,V ⊂ Rn be nonempty,A ∈ Rm×n andµ ∈ R. Then,
(i) ‖U‖ ∈ [0,∞)∪{+∞}
If U ⊂Br(m) with r ≥ 0,m ∈ Rn, then‖U −m‖ ≤ r and‖U‖ ≤ r+‖m‖<∞.
If ‖U‖<∞, thenU is bounded byBr(0Rn) with r = ‖U‖.
(ii) ‖U‖ = 0, if and only ifU = {0Rn}
(iii) ‖µ ·U‖ = |µ| · ‖U‖
(iv) ‖A ·U‖ ≤ ‖A‖ · ‖U‖
(v) ‖U +V ‖ ≤ ‖U‖+‖V ‖
(vi) If U ⊂ V , then‖U‖ ≤ ‖V ‖.
(vii) ‖U‖ = ‖U‖
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The diameter of a set has a lot of properties of a norm.
Corollary 3.155. LetU,V ⊂ Rn be nonempty,A ∈ Rm×n andµ ∈ R. Then,
(i) diam(U) ∈ [0,∞)∪{+∞}
If U ⊂Br(m) with r ≥ 0,m ∈ Rn, thendiam(U) ≤ 2r <∞.
(ii) diam(U) = 0, if and only ifU = {u}
(iii) diam(µ ·U) = |µ| ·diam(U)
(iv) diam(A ·U) ≤ ‖A‖ ·diam(U)
(v) diam(U +V ) ≤ diam(U)+diam(V )
(vi) If U ⊂ V , thendiam(U) ≤ diam(V ).
(vii) diam(U) = diam(U)
(viii) diam(U) ≤ 2 · ‖U‖
Visualization of Hausdorff Distance























Visualization of Hausdorff Distance




























• farthest point̂c fromD:
ĉ= y(η,C)
– (one-sided) Hausdorff distance
ε1 = d(C,D) = dH(C,D)
– supporting hyperplanes ofC,D
in directionη
ε1 = δ?(η,C)− δ?(η,D)
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Visualization of Hausdorff Distance




























• farthest pointd̂ fromC:
d̂= y(η,D)
– (one-sided) Hausdorff distance
ε2 = d(D,C)
– supporting hyperplanes ofC,D
in directionη
ε2 = δ?(η,D)− δ?(η,C)







Proof. Considerr > d(U,V ). Then,U ⊂ V + rB1(0). Hence, Propositions 3.119 and 3.115 yield for
l ∈B1(0)
δ?(l,U) ≤ δ?(l,V + rB1(0)) = δ?(l,V )+ δ?(l,rB1(0))
= δ?(l,V )+ r‖l‖ ≤ δ?(l,V )+ r,
δ?(l,U)− δ?(l,V ) ≤ r,
s := sup
l∈B1(0)
(δ?(l,U)− δ?(l,V )) ≤ r
Taking(rm)m as a sequence converging monotonously decreasing tod(U,V ), we have proven “≤”.
Since for everyl ∈ Sn−1
δ?(l,U)− δ?(l,V ) ≤ sup
l∈B1(0)
(δ?(l,U)− δ?(l,V )) = s,
δ?(l,U) ≤ δ?(l,V )+ s= δ?(l,V )+ s · ‖l‖
= δ?(l,V )+ δ?(l,Bs(0)) = δ?(l,V +Bs(0))
= δ?(l,V + s ·B1(0)),
we have by Proposition 3.120 thatU ⊂ V + s ·B1(0), i.e.d(U,V ) ≤ s.
For the equation on the Hausdorff distance, use the first one and show both inequalities.
Corollary 3.157. LetU,V ∈ C(Rn). Then, the index setB1(0) for the directionsl in Proposition 3.156 could
be replaced bySn−1 for the Hausdorff distancedH(U,V ). For the one-sided Hausdorff distance we have
d(U,V ) = max{ sup
η∈Sn−1
(δ?(η,V )− δ?(η,U)),0}.
In all cases, the supremum is always attained and could be replaced by a maximum.
Proposition 3.159 (cancellation law).LetU,V,W ∈ C(Rn). Then,
d(U+W,V+W ) = d(U,V ) and dH(U+W,V+W ) = dH(U,V ).
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Proof. Proposition 3.156 shows that
d(U +W,V +W ) = sup
l∈B1(0)
(δ?(l,U +W )− δ?(l,V +W )),
d(U,V ) = sup
l∈B1(0)
(δ?(l,U)− δ?(l,V )).
Equality follows, since forl ∈ Sn−1
δ?(l,U +W )− δ?(l,V +W )
= (δ?(l,U)+ δ?(l,W ))− (δ?(l,V )+ δ?(l,W )) = δ?(l,U)− δ?(l,V ).
The same reasoning is true for the Hausdorff distance.
For a proof of both theorems see e.g. [Sch93, Theorem 3.1.2 and Theorem 3.1.6].
Theorem 3.160 (Shapley-Folkman).Letk ∈ N, (Ui)i=1,...,k ⊂ Rn andz ∈ co(∑ki=1Ui). Then, there exists






















Theorem 3.162.Remember thatK(Rn) is the set of all compact, nonempty sets ofRn. Then,(K(Rn),dH) and
(C(Rn),dH) with the Hausdorff metric aremetricspaces.
Proof. LetU,V ∈ K(Rn). Then,U andV are bounded such thatdH(U,V ) < ∞ by Lemma 3.138. Hence,
dH(U,V ) ∈ [0,∞).
dH(U,V ) = 0, if and only ifU = V by Proposition 3.150(iv). SinceU andV are closed, they coincide with
U resp.V .
Proposition 3.150(v),(vii) show the rest of the missing properties for a metric space.
Theorem 3.163.LetK(Rn) be the set of all compact, nonempty sets ofRn. Then,(K(Rn),dH) and(C(Rn),dH)
arecompletespaces.
Proof. see [Sch93, Theorem 1.8.3 and 1.8.5]
The following theorem is a generalization of the result of Bolzano-Weierstraß about the existence of a conver-
gent subsequence of a bounded sequence inRn.
Theorem 3.164 (Blaschke’s selection theorem).Let(Cm)m ⊂ C(Rn) be aboundedsequence of convex, com-
pact sets. Then, there exists aconvergent subsequence(w.r.t. Hausdorff metric).
Proof. see [Sch93, Theorem 1.8.4]




is called theDemyanov distanceof C,D.
Hereby,TC andTD denotes subsets ofSn−1 of full measure such thatY (l,C) resp.Y (l,D) are singletons.
Remark 3.166. The definition above does not depend on the actual choice ofTC andTD.
Furthermore,Y (l,C) is a singleton for almost everyl ∈ Sn−1, since it is the derivative ofδ?(l,C) which is
convex and its derivative coincides almost everywhere withy(l,C).
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Proof. The subdifferential of the support function is the supporting face (cf. [BF87a, Theorem 6]) and the support
function is convex, finite and subdifferentiable by [BF87a, Corollary of Theorem 3].
The subdifferential consists only of the gradient, if the support function is differentiable (cf. [BF87a, Theorem
5]). But the support function is convex, finite and therefore differentiable a.e. inRn by [HUL93, IV, Theorem
4.2.3].
Proposition 3.167. LetC,D ∈ C(Rn). Then,
dH(C,D)≤dD(C,D).
Proof. For all l ∈ TC ∩TD





The Lipschitz continuity ofδ?(·,C) andδ?(·,D) by Proposition 3.114 and the density ofTC ∩TD shows the
estimation even for all ∈ Sn−1. Taking the supremum on everyl ∈ Sn−1 yieldsdH(C,D) ≤ dD(C,D) by
using Proposition 3.156.
Comparison of Hausdorff and Demyanov Distance
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Non-Convergenging Sequence w.r.t. Demyanov Distance
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Then, forl= (l1, l2) ∈ S1
δ?(l,Dk) = δ?(A>k l,D) = ‖A
>































Why do we deal with set-valued maps (svms)?
• generalization of pointwise functions
• reachable sets depend on the end timet and form a svm
• model uncertainty and disturbances as sets, i.e.
replacef : I → Rn byF : I ⇒ Rn with F (t) =Bε(f(t))
• examples:
– reliable computing (guaranteed end values in computer programs in presence of floating point inaccu-
racy)
– geometric modelling (reconstruction of a 3D objectK ⊂ R3 from its parallel 2D cross-sections), i.e.




consider a solution funnel set of a 2D system as a 3D body
Important Tools for (Later) Proofs
• continuity definitions for svms
• measurability + integrably boundedness⇒ set-valued integral
• selections and Castaing representation of svms
• characterization of measurability by Castaing representation or support functions
• “smoothness” definitions for svms = uniform “smooth” support functions
Integral Notions for SVMs
• Riemann integral for svms
Riemann integrability is minimal “practical” assumption
• properties of Riemann integral:
– convex set, even if svm has nonconvex images
– same integral for convexified svm
– generalization of pointwise Riemann integral
– similar properties as in pointwise case
• characterization of Riemann integrability via a.e. continuity resp. support functions
Integral Notions for SVMs (continued)
• Aumann integral for svms
Aumann integrability is minimal “theoretical” assumption
• properties of Aumann integral:
– shares many properties of the Riemann integral
– generalization of pointwise Lebesgue integral
– coincides with Riemann integral for Riemann integrable svm
• support function of Aumann integral is Lebesgue integral of support function of svm




The following definitions generalize known pointwise concepts like measurability, bounded variation, . . . (cf.
Appendix A.2).
Definition 4.1. Let I = [t0, tf ] andF : I ⇒ Rn with nonempty values, i.e.F (t) ⊂ Rn is nonempty for all
t ∈ I.
F (·) is continuousin t ∈ I, if for everyε > 0 there existsδ > 0 such that
dH(F (τ ),F (t)) ≤ ε
for all τ ∈ I with |t− τ | ≤ δ.
F (·) is continuous, if it is continuous in everyt ∈ I.
F (·) is upper semi-continuous(u.s.c.) in t ∈ I, if for everyε > 0 there existsδ > 0 such that
d(F (τ ),F (t)) ≤ ε
for all τ ∈ I with |t− τ | ≤ δ.
F (·) is lower semi-continuous(l.s.c.) in t ∈ I, if for everyε > 0 there existsδ > 0 such that
d(F (t),F (τ )) ≤ ε
for all τ ∈ I with |t− τ | ≤ δ.
Example4.2. ConsiderF,G : R ⇒ R with images inC(R) and
F (t) =

{+1} for t > 0,
{−1} for t < 0,
[−1,+1] for t= 0,
G(t) =
{
[−1,+1] for t 6= 0,
{0} for t= 0.
Then,F (·) is u.s.c.,G(·) is l.s.c. and both are not continuous.
Remark 4.3. LetI = [t0, tf ] andF : I ⇒ Rn with nonempty values.
F (·) is continuous int ∈ I, if and only if it is u.s.c. and l.s.c. int.
Definition 4.4. Let I = [t0, tf ] andF : I ⇒ Rn.
F (·) is measurable, if for every open setU ⊂ Rn the inverse image
F−1(U) := {t ∈ I : F (t)∩U 6= ∅}
is a measurable set, i.e. it is an element of the underlyingσ-algebra. From now on, we will consider the Borel
σ-algebra onRn.
Definition 4.5. Let I = [t0, tf ] andF : I ⇒ Rn.






χIi(t)Fi (t ∈ I).
Hereby,χIi(t) = 1, if t ∈ Ii and otherwise equals zero.
Remark 4.6. LetI = [t0, tf ] andF : I ⇒ Rn be a simple map.
Then,F (·) is measurable, if each setIi in Definition 4.5 is measurable andFi is closed for alli= 1, . . . ,k.
Definition 4.7. Let I = [t0, tf ] andF : I ⇒ Rn with nonempty values.
F (·) is bounded, if there exists a constantC ≥ 0 existiert mit
‖F (t)‖ ≤ C (t ∈ I).
F (·) is integrably bounded, if there exists a functionk(·) ∈ L1(I) with
‖F (t)‖ = sup
f(t)∈F (t)
‖f(t)‖ ≤ k(t)
for almost allt ∈ I.
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Definition 4.8. Let I = [t0, tf ] andF : I ⇒ Rn with nonempty values.
F (·) is Riemann-integrable, if there exists a nonempty setU ⊂ Rn such that for everyε > 0 there exists aδ > 0
such that for every partition




(τi+1 − τi) ≤ δ
and intermediate points






(τi+1 − τi)F (ξi),U) ≤ ε.
Definition 4.8 (continued). This unique limit setU is denoted as (R)-
R
I F (t)dt, theRiemann-integralof F (·).
Remark 4.9. If F (·) has images inK(Rn) or C(Rn), thenU has to be also an element ofK(Rn) resp.C(Rn)
by Theorem 3.163, since it is a element of sets inK(Rn) resp.C(Rn) (the Minkowski sum of scaled compact
resp. convex sets is again compact resp. convex by Proposition 3.86 and 3.106).
Definition 4.10. Let I = [t0, tf ] andF : I ⇒ Rn with nonempty values.
F (·) hasbounded variationonI, if for all partitions





dH(F (ti+1),F (ti)) ≤ C
is bounded by a constantC which is independent from the partition. The infimum of such constants is called







Definition 4.11. Let I = [t0, tf ] andF : I ⇒ Rn with nonempty values.
F (·) is Lipschitz continuousonI, if there exists a constantL≥ 0 such that for allt,τ ∈ I
dH(F (t),F (τ )) ≤ L|t− τ |.




L · (tf − t0).
Definition 4.12. Let I = [t0, tf ] andF : I ⇒ Rn with nonempty values.
Then,f : I → Rn with
f(t) ∈ F (t) (for a.e.t ∈ I)
is calledselectionof F (·).
Remark 4.13. Instead of imposing smoothness on the set-valued mapF (·), one could demand the corresponding
smoothness on the real-valued functionδ?(η,F (·)) (notions are well-known, easier to prove).
But the smoothness ofδ?(η,F (·)) must be uniform inη ∈ Sn−1.
Proposition 4.14. LetI = [t0, tf ] andF : I ⇒ Rn has nonempty values.
Then,F (·) is bounded by a constantC, if and only if
sup
η∈Sn−1
|δ?(η,F (t))| ≤ C (t ∈ I).
Proof. clear from‖F (t)‖ = d(F (t),{0Rn}) = dH(F (t),{0Rn}) and Corollary 3.157
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Proposition 4.15. LetI = [t0, tf ] andF : I ⇒ Rn has nonempty values.






Proof. The converse is not true in general, since for this direction a bounded joint variation of(δ?(η,F (·)))η∈Sn−1
has to be demanded (see [Bai95-Con, 1.6.6 Satz]).
Proposition 4.16. LetI = [t0, tf ] andF : I ⇒ Rn with nonempty values.
Then,F (·) is Lipschitz continuous with constantL, if and only if
sup
η∈Sn−1
|δ?(η,F (t))− δ?(η,F (τ ))| ≤ L|t− τ |
for all t,τ ∈ I.
Remark 4.17. Further appropriate smoothness notions could be found e.g. in [DF90, Bai95-Con].
No natural differential notion for svms is available, since one could not define a differential quotients due to the
missing difference for sets:




Remark 4.17 (continued). In the following some publication in this field are listed.
attempts based on Demyanov difference: [DR95]
attempts based on pairs of sets: [BJ70, DR95, DKRV97]
approximation of svms with “simple” maps: [Art89, Art95, DLZ86, LZ91, Gau90, Sil97]
literature on selections: [AC84-Con, AF90-Con, BF87-Con, Mic56, Her71, Roc76, Dom87, GM92, KBV90,
Den98, Den00, Den01, KML93, CR02]
For Further Reading
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4.2 Properties of Measurable Set-Valued Maps
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Proposition 4.18. Let I = [t0, tf ], f : I → Rn and setF : I ⇒ Rn with F (t) := {f(t)}. Then,F (·) is
measurable, if and only iff(·) is measurable.
Proof. f(·) is measurable per definition, if its inverse image is measurable. Everything follows by the equality of
the inverse images for closed setsS ⊂ Rn:
F−1(S) = {t ∈ I |F (t)∩S 6= ∅} = {t ∈ I |{f(t)}∩S 6= ∅}
= {t ∈ I |f(t) ∈ S} = f−1(S)
Proposition 4.19. LetI = [t0, tf ] andF : I ⇒ Rn with nonempty values.
F (·) is measurable, if and only if there exists a sequence of simple, measurable maps(Fm(·))m withFm : I ⇒




Proof. see [Jac68-Mea, Corollary 2.5]
Theorem 4.20. LetI = [t0, tf ] andF : I ⇒ Rn be measurable with nonempty, closed values.
Then, there exists a measurable selectionf(·) ofF (·).
Proof. see [AF90-Mea, Theorem 8.1.3] for a constructive proof
Theorem 4.21 (characterization theorem).LetI = [t0, tf ] andF : I ⇒ Rn with nonempty, closed values.
F (·) is measurable, if and only if one of the following conditions hold:
(i) For all x ∈ Rn the functiont 7→ dist(x,F (t)) is measurable.




fm(t) for all t ∈ I.
Proof. see [AF90-Mea, Theorem 8.1.4] for a constructive proof
Corollary 4.22. LetI = [t0, tf ] andF : I ⇒ Rn be measurable and integrably bounded with nonempty, closed
values.
Then,‖F (·)‖ is Lebesgue-integrable onI.
Proof. follows from Theorem 4.21(ii), Proposition A.13 and from the definition of integrably boundedness
Proposition 4.23. Let I = [t0, tf ], A ∈ Rm×n, µ ∈ R andF,G : I ⇒ Rn be measurable with nonempty,
closed values.
Then, the set-valued mapsA ·F (·)µ ·F (·) andF (·)+G(·) are measurable provided that all images ofA ·F (·)
resp.F (·)+G(·) are closed.
Proof. Let us start to prove the measurability forA ·F (·) and the special caseA= 0m×n.
A constant mapF (t) = {v}, v ∈ Rn, is measurable, sinceF (t) = χI(t){v} is simple, has nonempty, closed
images andI is measurable (see Remark 4.6). Hence, the caseA= 0m×n is trivial.
All other proofs are based on Proposition 4.19.
Let us considerA ·F (·) with A 6= 0m×n, i.e.‖A‖ > 0. For t ∈ I \ N chooseε > 0 andm ∈ N such that
dH(F (t),Fm(t)) ≤ ε‖A‖ with a representationFm(t) = ∑
Nm
i=1 χIi,m(t)Fi,m.
Propositions 3.150(vi) and 3.88(iii) ensure that














which is also a simple, measurable map with nonempty, closed images approachingA ·F (·).
The result for the scalar multiplication follows by settingA := µI, whereI is then×n-identity matrix.
Finally, let us studyF (·)+G(·).
Now, choose(Fm)m to be a similar sequence of simple, measurable maps withdH(F (t),Fm(t)) ≤ ε2 .
Let (Gm)m with the representationGm(t) = ∑Ñmj=1χĨj,m(t)Gj,m be the corresponding sequence forG(·).
Denote byÎk,m, k = 1, . . . , N̂m, the refined partition of(Ii,m)i=1,...,Nm and(Ĩj,m)j=1,...,Ñm . It consists
of intersections of measurable setsIi,m andĨj,m, so all sets from the new partition are also measurable. Define
the index functions
i(k) ∈{1, . . . ,Nm} with Îk,m⊂Ii(k),m,
j(k) ∈{1, . . . , Ñm} with Îk,m⊂Ĩj(k),m.






























for t ∈ Îk,m.
Proposition 4.24. LetI = [t0, tf ] andF : I ⇒ Rn with nonempty, closed values. Then:
(i) If F (·) is measurable, then the support functiont 7→ δ?(l,F (t)) is also measurable for all∈ Rn.
(ii) If for all l ∈ Rn the support functionδ?(l,F (·)) is measurable andF (·) has additionally convex and
bounded images, thenF (·) is measurable.
Proof. see [AF90-Mea, Theorem 8.2.14]
Definition 4.25. Letϕ : I × Rn → Rm is a (single-valued) function.ϕ(·, ·) is aCarathéodory map, if
(i) ϕ(·,x) is measurable for everyx ∈ Rn,
(ii) ϕ(t, ·) is continuous for everyt ∈ I.
Proposition 4.26. LetF : I ⇒ Rn be measurable with nonempty, closed images andϕ : I × Rn → Rm be
a Carathéodory map. Then, the set-valued mappingG : I ⇒ Rn withG(t) = ϕ(t,F (t)) is measurable with
nonempty, closed images inRm.
Proof. see [AF90-Mea, Theorem 8.2.8]
Proposition 4.27. LetI = [t0, tf ] andF : I ⇒ Rn has convex and bounded images.
ThenF (·) is measurable and integrably bounded by a L1-functionk(·), if and only if all support functions
δ?(η,F (·)) are measurable forη ∈ Sn−1 and
sup
η∈Sn−1
|δ?(η,F (t))| ≤ k(t)
for almost allt ∈ I, i.e.δ?(η,F (·)) ∈ L1(I) with uniform L1-norm.
Proof. follows from Proposition 4.24 with Lebesgue’s dominated convergence theorem (see A.14) and the same
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Let z = ∑n+1j=1 λju
j ∈ co(U) with uj ∈ U for j = 1, . . . ,n+1. Settν := νN for ν = 0, . . . ,N and
choose numbersm(j) ∈ {0, . . . ,N −1} with
λj ∈
{
[tm(j), tm(j)+1) form(j) ≤N −2,
[tN−1,1] if m(j) =N −1.




1, . . . ,n+1.
























































































|λj − λ̃j|︸ ︷︷ ︸
≤ 1N























































































































































































































Proposition 4.30. LetI = [t0, tf ] andF : I ⇒ Rn has nonempty values.


























(τi+1 − τi)F (ξi)).





















(τi+1 − τi)F (ξi), (R)-
Z
I
F (t)dt) ≤ ε.
(ii) Let ε > 0 and chooseδ = δ( ε
2




n·R , whereF (t) ⊂BR(0) for all t ∈ I.



































































This shows that the Riemann integral ofF (·) andcoF (·) coincide.
Corollary 4.31 (convexity of Riemann-integral). LetI = [t0, tf ] andF : I ⇒ Rn be Riemann-integrable (or
F (·) be bounded andcoF (·) be Riemann-integrable) with values inK(Rn).
Then, the Riemann-integral ofF (·) andcoF (·) coincide and are both elements ofC(Rn).
Proof. follows from Remark 4.9 and from (18) and (19) in Proposition 4.30:
If F (·) is Riemann-integrable, it is bounded by a constantC ≥ 0 (assume the contrary and bring this to a contra-
diction). Furthermore,coF (·) is Riemann-integrable and its Riemann integral is compact, convex, nonempty by
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(τi+1 − τi)coF (ξi), (R)-
Z
I
coF (t)dt) ≤ ε.




































(τi+1 − τi) ·C ≤
√
n ·C · δ ≤
√
n ·C · ε.
Therefore, both Riemann integrals ofF (·) andcoF (·) coincide so that equation (18) shows the convexity of
the integral.
Example4.32(constant set-valued map).Let I = [t0,T ], U ∈ K(Rn) andF : I ⇒ Rn with F (t) = U for




F (t)dt= (T − t0)co(U).
Proof. Let us study firstcoF (·), since for a partition([τi, τi+1])i=0,...,N with ξi ∈ [τi, τi+1] for i =












(τi+1 − τi))︸ ︷︷ ︸
=(T−t0)
coU
which shows thatco(U) is the Riemann-integral ofcoF (·). Corollary 4.31 shows thatF (·) is Riemann-
integrable with the same integral.















Udt= co(U) = [0,1].
The next four lemmas are easy to prove just by applying the definition of the Riemann integral.
Lemma 4.33. Let I = [t0, tf ] andF,G : I ⇒ Rn be Riemann-integrable with nonempty values andF (t) ⊂









Lemma 4.34. Let I = [t0, tf ], τ ∈ (t0, tf) and F̃ : Ĩ ⇒ Rn be Riemann-integrable oñI = [t0, τ ] with
nonempty values. Then,F : I ⇒ Rn
F (t) :=
{
F̃ (t) for t ∈ Ĩ,









Lemma 4.35. LetI = [t0, tf ] andF : I ⇒ Rn be Riemann-integrable with nonempty values.
Then,F |Ĩ(·) is Riemann-integrable oñI = [t0, τ ] for everyτ ∈ (t0, tf).
Lemma 4.36. LetI = [t0, tf ] andF,G : I ⇒ Rn be Riemann-integrable with nonempty values. Then,F (·)+











Proposition 4.37. LetI = [t0, tf ], (Ui)i=0,...,N−1 ⊂ K(Rn) and and([τi, τi+1])i=0,...,N−1 a partition of















Proof. SetF̃i(t) := χ[τi,τi+1)(t)Ui for i = 0, . . . ,N − 2 resp.F̃N−1(t) := χ[τN−1,τN ](t)UN−1, then




F̃i(t)dt= (τi+1 − ε− τi)co(Ui).
Taking the limitε↘ 0 shows integrability on[τi, τi+1] with value(τi+1 − τi)co(Ui) (for i=N −1 this is
easier to show).







F̃i(t)dt= (τi+1 − τi)co(Ui).

















Proposition 4.38. Let I = [t0, tf ], f : I → Rn and F : I ⇒ Rn with F (t) = {f(t)}. Then,F (·) is








Proof. “⇒”: Let εm = 1m and choose a partition withτ
(m)




















F (t)dt) ≤ ε.
By Lemma 3.147 the Riemann-integral ofF (·) consists only of a single elementx ∈ Rn. Now, chooseε > 0
arbitrary, takeδ from Definition 4.8 and consider an arbitrary partition a partition([τi, τi+1])i=0,...,N−1 with
fineness not exceedingδ andξi ∈ [τi, τi+1].





(τi+1 − τi)F (ξi), (R)-
Z
I





i.e. the Riemann-integrability off(·) with (R)-
R
I f(t)dt= x.









Proposition 4.39. Let I = [t0, tf ] andF : I ⇒ Rn be bounded with values inK(Rn). If F (·) is Riemann-
integrable, then for allη ∈ Rn the support functionδ?(η,F (·)) is Riemann-integrable.
If for all η ∈ Sn−1 the support functionδ?(η,F (·)) is uniformly Riemann-integrable (i.e.δ in Definition 4.8 is


















(τi+1 − τi)δ?(η,F (ξi)).
Proposition 4.40. LetI = [t0, tf ] andF : I ⇒ Rn be bounded with values inK(Rn). Then,F (·) is Riemann-
integrable, if and only if it is continuous a.e. onI.
Proof. see [Pol83-Int, Theorem 8]
Proposition 4.41. Let I = [t0, tf ] andF,G : I ⇒ Rn be Riemann-integrable with values inK(Rn). Then,











Proof. Consider the mapϕ(t) := dH(F (t),G(t)). From the assumptions, it is bounded, since for allt ∈ I
dH(F (t),G(t)) ≤ ‖F (t)‖+‖G(t)‖ ≤ C1 +C2 <∞.
From Proposition 4.40 follows that there exists subsetsNµ ⊂ I of measure zero such that for allε > 0 and all





with µ= 1,2 andF1(·) := F (·),F2(·) :=G(·). For the setN := N1 ∪N2 of measure zero and givenε > 0
we setδ := min{δ1, δ2}> 0 and considert ∈ I \N . Then,
dH(F (t),G(t)) ≤ dH(F (t),F (τ ))+dH(F (τ ),G(τ ))+dH(G(τ ),G(t)),
dH(F (τ ),G(τ )) ≤ dH(F (τ ),F (t))+dH(F (t),G(t))+dH(G(t),G(τ ))
for all τ ∈ I \N ⊂ I \Nµ, µ= 1,2. Now,








Hence,ϕ(·) is continuous a.e. and by Propositions 4.40 and 4.38 also Riemann-integrable.
Now, letεm = 13m and choose a partition withτ
(m)
i := t0+ihm, finenesshm :=
tf−t0
Nm
≤ δ andξ(m)i :=
τ
(m)


























































(τ (m)i+1 − τ
(m)







Now, by lettingm tend to infinity, the second term on the right-hand side approaches the Riemann integral, the












Definition 4.42. Let I = [t0, tf ] andF : I ⇒ Rn be a set-valued mapping. Then,R
I
F (τ )dτ =
{
z ∈ Rn : there exists an integrable selection





is calledAumann’s integralof F (·).








Theorem 4.44. Let I = [t0, tf ] andF : I ⇒ Rn be a measurable set-valued mapping with nonempty and
closed images. Then, Z
I





If, moreover,F (·) is integrably bounded, thenZ
I




is nonempty, compact, and convex.
Proof. see [Aum65-Int]
Proposition 4.45. Let I = [t0, tf ] andF : I ⇒ Rn be a measurable, integrably bounded set-valued mapping







δ?(l,F (t))dt (l ∈ Rn).
Proof. see [AF90-Int, Proposition 8.6.2, 3.]
Example4.46(constant set-valued map).Let I = [t0, tf ], U ∈ K(Rn) andF : I ⇒ Rn with F (t) = U for
all t ∈ I. Then, the Aumann-integral givesZ
I
F (t)dt= (tf − t0)co(U).





‖U‖dt= (tf − t0)‖U‖<∞,
the map is also integrably bounded.







δ?(l,F (t)︸ ︷︷ ︸
=U
)dt
= (tf − t0)δ?(l,U) = (tf − t0)δ?(l,coU)
Corollary 4.47. LetI = [t0, tf ],A ∈ Rm×n, µ ∈ R andF,G : I ⇒ Rn be measurable, integrably bounded




(F (τ )+G(τ ))dτ =
Z
I


















if additionally in (i) and (iii) the images ofA ·F (·) resp.F (·)+G(·) are all closed.
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Proof. We will prove all claims by showing that there support functions are equal and use Proposition 3.61 and
Proposition 4.45. This is justified by remembering Theorem 4.44.




µ ·F (τ )dτ ) =
Z
I











F (τ )dτ ) = δ?(l,µ ·
Z
I
F (τ )dτ )
and hence equality in (ii).




µ ·F (τ )dτ ) =
Z
I




δ?(−l, |µ| ·F (τ ))dτ = δ?(−l, |µ| ·
Z
I




F (τ )dτ )
The other proofs are similar and use again Proposition 3.115 resp. 3.116.
Corollary 4.48. Let I = [t0, tf ] andF,G : I ⇒ Rn be measurable, integrably bounded set-valued mappings
with nonempty and closed images andF (t) ⊂G(t) for almost everyt ∈ I. Then,Z
I















δ?(l,G(τ ))dτ = δ?(l,
Z
I
G(τ )dτ ) (l ∈ Sn−1)
The next result is the set-valued version of Lebesgue’s dominated convergence theorem (cf. Theorem A.14).
Proposition 4.49. Let I = [t0, tf ] andFm : I ⇒ Rn be measurable and integrably bounded set-valued map-
pings with nonempty images with the same functionk(·) ∈ L1(I), i.e. there existsN ⊂ I of measure zero such
that for everym ∈ N
‖Fm(t)‖ ≤ k(t) for t ∈ I \N .
LetF : I ⇒ Rn be defined as the limit of(Fm(·))m∈N, i.e.
dH(Fm(t),F (t)) −−−−→
m→∞








Fm(τ )dτ ) −−−−→
m→∞
0.
Proof. cf. [Aum65, Theorem 5]
Proposition 4.50. Let I = [t0, tf ] andF : I ⇒ Rn be Riemann integrable with values inC(Rn). Then, the
Aumann integral and the Riemann integral coincide.
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Proof. see [Pol75-Int, Theorem 4]
Corollary 4.51. LetI = [t0, tf ] andF : I ⇒ Rn be measurable, integrably bounded set-valued mappings with
nonempty and closed images. Then, for a partition(Ii)i=0,...,N−1 of I we haveZ
I







Proof. Consider the Carathéodory mapsϕi(t,x) =χIi(t)x and the set-valued mappingsFi(t) :=χIi(t)F (t) =
ϕi(t,F (t)) = cl(ϕi(t,F (t))) which are measurable by Proposition 4.26. Clearly, they are also integrably




Fi(t) = F (t) (20)
is measurable and has closed images by Lemma 3.84.





























F (τ )dτ. (21)
Corollary 4.47(i) and (20) justifies to sum the equations which yields
Z
I




















Proposition 4.52. Let I = [t0, tf ] and F,G : I ⇒ Rn be measurable, integrably bounded with values in
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5 Numerical Solution of Initial Value Problems
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Initial Value Problems
Problem 5.1 (Initial Value Problem). Letf : [t0, tf ]× Rnx → Rnx andx0 ∈ Rnx be given. Findx with
x(t0) = x0,
ẋ(t) = f(t,x(t))
in the interval[t0, tf ].
5.1 Existence and Uniqueness
Existence
Theorem 5.2 (Peano, cf. Walter [Wal90], Paragraphs 7,10).
(a) Local Existence:LetD ⊆ R × Rnx be open and(t0,x0) ∈D. Furthermore, letf becontinuous inD.
Then, the initial value problem 5.1 possessesat least onelocally defined solution aroundt0. The solution
can be continued to the boundary ofD.
(b) Global Existence:Letf becontinuous and boundedin [t0, tf ]× Rnx .
Then, there existsat least onedifferentiable solution of the initial value problem 5.1 in[t0, tf ].
Existence and Uniqueness I
Theorem 5.3 (Picard-Lindelöf, cf. Walter [Wal90], Paragraph 10). Local Existence and Uniqueness:Let
D ⊆ R × Rnx open and(t0,x0) ∈D. Furthermore, letf becontinuous inD andlocally lipschitz-continuous
w.r.t. x, i.e. for every(t̂, x̂) ∈D there exists a neighborhoodUε(t̂, x̂) and a constantL= L(t̂, x̂) with
‖f(t,y)−f(t,z)‖ ≤ L‖y−z‖ ∀(t,y),(t,z) ∈D∩Uε(t̂, x̂).
Then, the initial value problem 5.1 possesses aloc lly uniquesolution aroundt0. The solution can be continued
to the boundary ofD.
Existence and Uniqueness II
Theorem 5.4 (Picard-Lindelöf, cf. Walter [Wal90], Paragraph 10). Global Existence and Uniqueness:Letf
becontinuousin [t0, tf ]× Rnx andlipschitz-continuous w.r.t.x, i.e. there exists a constantL with
‖f(t,y)−f(t,z)‖ ≤ L‖y−z‖ ∀(t,y),(t,z) ∈ [t0, tf ]× Rnx .
Then, there exists aunique solutionof the initial value problem 5.1 in[t0, tf ].
Idea of Proof
Proof. The proof of the theorems of Picard-Lindelöf is based on thefixed point iteration











1−x(t) =: f(x(t)), x(0) = 1.
Verify that
x(t) = 1,
x(t) = 1− t2
both are solutions.f does not satisfy a lipschitz-condition atx= 1.
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Examples II
Example5.6 (Locally Unique Solution).Consider
ẋ(t) = x(t)2 =: f(x(t)), x(0) = x0 ∈ IR.






If t= 1/x0, x0 6= 0, thenx is unbounded.
If x0 > 0, the solution is defined in(−∞,1/x0).
If x0 < 0, the solution is defined in(1/x0,∞).
If x0 = 0, thenx(t) ≡ 0 is defined onR.
Examples III






0 0.5 1 1.5 2
Examples IV
Example5.7 (Globally Unique Solution).Consider
ẋ(t) = λx(t) =: f(x(t)), x(0) = x0 ∈ IR
with λ ∈ R. f is globally lipschitz-continuous. The globally unique solution is given by




Gh := {t0 < t1 < .. . < tN = tf}
Stepsize






Construct grid functionxh : Gh → Rnx by
xh(t0) = x0,
xh(ti+1) = xh(ti)+hiΦ(ti,xh(ti),hi), i= 0, . . . ,N −1.
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Explicit Euler Method
Example5.8 (Explicit Euler’s Method).Special choiceΦ(t,x,h) := f(t,x) yields
xh(t0) = x0,
xh(ti+1) = xh(ti)+hif(ti,xh(ti)), i= 0, . . . ,N −1.
Idea: local linearization








Connection: Explicit Euler Method and Riemann Sums
Special case:f does not depend onx, i.e.f = f(t)!













f(τ )dτ = x(ti)
Explicit Euler’s method corresponds to a Riemann sum!
Implicit Euler Method
Example5.9 (Implicit Euler’s Method).
xh(t0) = x0,
xh(ti+1) = xh(ti)+hif(ti+1,xh(ti+1)), i= 0, . . . ,N −1.

















Connection: Heun’s method and Trapezoidal Rule
Special case:f does not depend onx, i.e.f = f(t)!




























f(τ )dτ = x(ti)





k2 = f(ti+hi/2,xh(ti)+hi/2 ·k1),
xh(ti+1) = xh(ti)+hik2, i= 0, . . . ,N −1.
Increment function:
Φ(t,x,h) = f(t+h/2,x+h/2 ·f(t,x)).
Runge-Kutta Methods I




















c1 a11 a12 · · · a1s






cs as1 as2 · · · ass




Explicit methods:aij = 0 for j ≥ i.
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Classic Runge-Kutta Method




1 0 0 1
1/6 1/3 1/3 1/6
xh(ti+1) = xh(ti)+hi (k1/6+k2/3+k3/3+k4/6)
k1 = f(ti,xh(ti)),
k2 = f (ti+hi/2,xh(ti)+hi/2 ·k1) ,
k3 = f (ti+hi/2,xh(ti)+hi/2 ·k2) ,
k4 = f (ti+hi,xh(ti)+hik3) .
Radau-IIA Method












































xh(ti+1) = xh(ti)+hΦ(ti,xh(ti),h), i= 0, . . . ,N −1.
Exact Solution: x̂
Restriction Operator onGh:
∆h : {x : [t0, tf ] → Rnx} → {xh : Gh → Rnx}, x 7→ ∆h(x)





Definition 5.15 (global error, convergence).Theglobal erroreh : Gh → Rnx is defined by
eh := xh−∆h(x̂).




The one-step method isconvergent of orderp if









Let y denote thelocal solutionof the initial value problem
ẏ(t) = f(t,y(t)), y(t∗) = x∗
for arbitrary




























































The one-step method is calledconsistentif
lim
h→0
`h(t∗,x∗) = 0 ∀(t∗,x∗) ∈ [t0, tf ]× Rnx .
The one-step method isconsistent of orderp if










the local discretization error often is calledlocal error per unit step. Notice, that the local error is of order
p+1, if the method is consistent of orderp.
• It is sufficient to postulate consistency only in a neighborhood of the exact solutionx̂.
• The maximum achievable order of implicit Runge-Kutta methods is2 , that of explicit Runge-Kutta methods
is s, wheres denotes the number of stages.
Consistency of Euler’s Method
Example5.18(Explicit Euler’s Method).
xh(t∗ +h) = x∗ +hf(t∗,x∗).
Taylor expansion of local solution:
y(t∗ +h) = x∗ + ẏ(t∗)h+O(h2) = x∗ +f(t∗,x∗)h+O(h2)





Explicit Euler’s method isconsistent of order1 (if f is smooth enough).
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Consistency of Runge-Kutta Methods
Order conditions for Runge-Kutta Methods:(f sufficiently smooth)










































































aij, i= 1, . . . , s.
ensure that the Runge-Kutta method applied to the non-autonomous equation
x′(t) = f(t,x(t))











Consistency alone is not enough for convergence. In addition, we need stability!
Stability of a functionF : R → R in x̂:
There existR> 0 andS > 0 such that
‖F (xi)−F (x̂)‖<R, i= 1,2 ⇒ ‖x1 −x2‖ ≤ S‖F (x1)−F (x2)‖
i.e.




















x1 x2︸ ︷︷ ︸
>S‖F (x1)−F (x2)‖
Stability: Preliminaries





−Φ(ti−1,yh(ti−1),h), i= 1, . . . ,N.
The functionδh : Gh → Rnx is calleddefect ofyh.
Stability
Definition 5.19 (Stability). Let {xh}h, h = (tf − t0)/N , N ∈ N be a sequence of solutions of the one-step
method. Furthermore, let{yh}h be a sequence of grid functionsyh : Gh → Rnx with defectδh.
The one-step method is calledstable, if there exist constantsS,R ≥ 0 independent ofh (andN ), such that
for almost allh= (tf − t0)/N ,N ∈ N it holds:
‖δh‖∞ <R ⇒ ‖yh−xh‖∞ ≤ S‖δh‖∞
R is calledstability thresholdandS stability bound.
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Convergence Theorem
Consistency and stability ensure convergence.
Theorem 5.20 (Convergence).Let the one-step method beconsistentandstable. Then it isconvergent.
In addition, if the one-step method isconsistent of orderp, then it is alsoconvergent of orderp.
Convergence: Proof
Proof. Exact solution̂x yields adefectwhen introduced into difference scheme:




−Φ(ti−1, x̂(ti−1),h), i= 1, . . . ,N.
It holds‖δh‖∞ <R for sufficiently smallh since the method isconsistent, i.e.
0 = lim
h→0
`h(ti, x̂(ti)) = lim
h→0
δh(ti+1) ∀i= 0, . . . ,N −1.
Convergence: Proof
Stabilityof the method yields
‖eh‖∞ = ‖xh−∆h(x̂)‖∞ ≤ S‖δh‖∞.





‖δh‖∞ = O(hp) for h→ 0
if the order of consistency isp.
Stability Condition
Sufficient condition for stability:
Proposition 5.21. Let the increment functionΦ of the one-step method belipschitz-continuous w.r.t.x for all
sufficiently small step sizesh and all t ∈ [t0, tf ].
Then, the one-step method is stable.
In particular: the increment function of Runge-Kutta methods is lipschitz-continuous, iff is lipschitz-continuous.
Stability Condition: Proof
Proof. Lipschitz continuityof Φ ⇒ ∃h0 > 0, L > 0:
‖Φ(t,y,h)−Φ(t,z,h)‖ ≤ L‖y−z‖ ∀y,z, 0< h≤ h0, t ∈ [t0, tf ].
Let Gh be a grid with0< h≤ h0. Letyh be a grid function with defectδh and
‖δh‖∞ <R.
Then,




for j = 1, . . . ,N :













≤ exp((tj − t0)L)‖δh(t0)‖
+ max
k=1,...,j
‖δh(tk)‖exp((tj − t0)L)(tj − t0)
≤ C exp((tj − t0)L) max
k=0,...,j
‖δh(tk)‖,





• The assumption can be weakened: It suffices, thatΦ is locally lipschitz-continuous at the exact solutionx̂
• During the definition of stability we implicitely assumed that the numerical solutionxh satisfies the equa-
tions of the one-step method exactly. In praxis, this is usually not the case since roundoff errors occur.
However, the above definitions can be extended to this situation. Moreover, Stetter [Ste73] develops a
general convergence theory, which is applicable to many other problem classes.
• There are different stability definitions being very important for the numerical solution of initial value prob-
lems. For instance,stiff differential equationsrequireA-stableresp.A(α)-stable methods, which necessarily
leads to implicit methods in connection with Runge-Kutta-Methods.
5.4 Step-Size Control
Step-size Control
Efficiency: Need for algorithm for automatic step-size selection
Idea:
• numerical estimation of local (or global) error
• choose step-size such that error is within given error bounds
Ansatz:employ two Runge-Kutta methods with
• neighboring order of convergence, i.e.p andp+1




Starting attj−1 with η(tj−1) = η̄(tj−1) = xj−1 one stepwith stepsizeh is performed forboth Runge-
Kutta methods.










− Φ̄(tj−1,xj−1,h) = C̄(tj−1)hp+1 +O(hp+2)
Estimation of Principal Error Term
local errors:
η(tj−1 +h)−y(tj−1 +h) = −C(tj−1)hp+1 +O(hp+2)





(η(tj−1 +h)− η̄(tj−1 +h))+O(h)
New Step Size

















·h, err := ‖η(tj−1 +h)− η̄(tj−1 +h)‖
Imbedded Runge-Kutta Methods
Efficiency: imbedded Runge-Kutta methods
c1 a11 a12 · · · a1s






cs as1 as2 · · · ass
RK1 b1 b2 · · · bs
RK2 b̃1 b̃2 · · · b̃s
128
Imbedded Runge-Kutta Methods




RK1 1/2 1/2 0
RK2 1/6 1/6 4/6
Check:RK1 has order2,RK2 has order3!
Algorithm for Step-size Control I
Algorithm for step-size control:
(0) Init: t= t0, x= x0. Choose initial step-sizeh.
(1) If t+h > tf , seth= tf − t.
(2) Compute approximationsη andη̄ at t+h withRK1 resp.RK2 starting atx.






scaling factors ki = atol+max(|ηi|, |xi|) ·rtol, absolute error toleranceatol, relative error tolerance
rtol,
Algorithm for Step-size Control II
hnew = min(αmax,max(αmin,α · (1/err)1/(1+p))) ·h
with αmax = 1.5,αmin = 0.2 andα= 0.8.
(4) If hnew < hmin := 10−8, stop with error message.
(5) If err ≤ 1 (accept step):
(i) Setx= η, t= t+h.
(ii) If |t− tf |< 10−8, stop with success.
(iii) Seth= hnew and go to (1).
if err > 1 (reject step): Seth= hnew and go to (1).
Numerical Example
Differential equation:










whereµ= 0.012277471, µ̄= 1−µ, and
D1 =
√




x(0) = 0.994, y(0) = 0,
ẋ(0) = 0, ẏ(0) = −2.001585106379.
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Numerical Example
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5.5 Sensitivity Analysis
Sensitivity Analysis
Often, initial value problems depend on parameters, e.g. air density, damping constants, reaction constants.
Hence, we consider
Problem 5.24 (Parametric Initial Value Problem). For given functionsf : [t0, tf ]×Rnx ×Rnp → Rnx and
x0 : Rnp → Rnx and given parameterp ∈ Rnp solve the initial value problem
ẋ(t) = f(t,x(t),p), x(t0) = x0(p). (22)
Since the solution depends onp, it is denoted byx(t;p).
Questions
Questions:
• Under which conditions is the solution of the initial value problem acontinuousor evencontinuously dif-
ferentiablefunction w.r.t. the parameterp?






We need an auxiliary result.





















Then,v(t0) = 0 and
v′(t) = u(t) ≤ c+L
Z t
t0



















































Theorem 5.26 (Continuous Dependence of Parameters).Assumptions:
• Lipschitz condition: For all t ∈ [t0, tf ],x1,x2 ∈ Rnx ,p1,p2 ∈ Rnp :
‖f(t,x1,p1)−f(t,x2,p2)‖ ≤ L(‖x1 −x2‖+‖p1 −p2‖) (23)
• Letx0 : Rnp → Rnx becontinuous.
Dependence of Parameters
Theorem 5.26 (continued).Assertions:
• x(t;p) is acontinuousfunction ofp for everyt ∈ [t0, tf ], i.e.
lim
p→p̂
x(t;p) = x(t; p̂) ∀t ∈ [t0, tf ], p̂ ∈ Rnp .
• If x0 is lipschitz-continuous, then there exists a constantS with
‖x(t;p1)−x(t;p2)‖ ≤ S‖p1 −p2‖ ∀t ∈ [t0, tf ], p1,p2 ∈ Rnp .
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Dependence of Parameters: Proof





The lipschitz condition guarantees the global existence on[t0, tf ] for everyp ∈ Rnp . For given parametersp1






Dependence of Parameters: Proof













Special case:Dependence on initial values
With
x0(p) = p, f = f(t,x)
it follows
‖x(t;p1)−x(t;p2)‖ ≤ ‖p1 −p2‖exp(L(t− t0)).
Computation of Sensitivities I

































Computation of Sensitivities II
Sensitivity Differential Equation
S(t0) = x′0(p),
Ṡ(t) = f ′x(t,x(t;p),p) ·S(t)+f
′
p(t,x(t;p),p).
Special case:Dependence on initial values
• x0(p) = p⇒ x′0(p) = I
• f = f(t,x) ⇒ f ′p ≡ 0
Notice: In this caseS is a fundamental system!
For Further Reading
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6 Discrete Approximation of Reachable Sets
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Basic Ideas for Set-Valued Quadrature Methods
• numerical approximation of Aumann’s integral uses that this integral is a convex, compact set under weak
assumptions
• integration of the support function of the svm gives the support function of Aumann’s integral
• pointwise quadrature methods with non-negative weights applied to support functions define set-valued
quadrature methods
• appropriate smoothness for set-valued quadrature methods means the smoothness of the support function
w.r.t. timet uniformly in directionsl ∈ Sn−1
• for appropriate smoothness the same order of convergence could be reached for set-valued quadrature meth-
ods
Basic Ideas for Smoothness Conditions
• the averaged modulus of smoothness is an appropriate tool to overcome the difficulty in proofs for conver-
gence order that the support function is often not in C2
• “smoothness” ofF (·) =A(·)U up to “order 2” is given, ifA(·) is smooth
• examples of “smooth” svms could be given
136
6.1 Set-Valued Quadrature Methods
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Basic Ideas
Let I = [t0, tf ] andF : I ⇒ Rn be measurable, integrably bounded with values inK(Rn).






Therefore, we can assume from now on thatF (·) has values inC(Rn).
Please notice that convex sets could be far easier represented in the computer than only compact sets.
Let us remark that
R
I F (t)dt is under these assumptions itself convex, compact and nonempty by Theorem 4.44.
Basic Ideas
To define set-valued quadrature methods, we first look on the support function of the integral which coincides with









The representing functionδ?(η,F (·)) is a single-valued function for which quadrature methods are well known.




{x ∈ Rn | 〈η,x〉 ≤Q(δ?(η,F (·)))}.
Attention:Q(δ?(η,F (·))) is only a support function (espec. convex), if all weights are non-negative (cf. Propo-
sition 3.64). Otherwise,Q(F ) could be empty!
Notation 6.1. LetI = [0,1] andf : I → Rn. Then,





defines a quadrature method with weightsbµ andm different nodestµ ∈ I, µ= 1, . . . ,m.
The remainder term describing the error is denoted by





Apply the quadrature method for a common intervallI = [t0, tf ] andf : I → Rn and use that for the function
f̃(t) := f(t0 + t · (tf − t0)), t ∈ [0,1]:








bµf(t0 + tµ(tf − t0)),
tfZ
t0
f(t)dt= (tf − t0) ·
1Z
0




This motivates to set




bµf(t0 + tµ · (tf − t0)).
The corresponding quadrature method on[t0, tf ] uses the weights(tf −t0)bµ and the nodest0+tµ ·(tf −t0),
µ= 1, . . . ,m, with remainder termR(f ;I) = (tf − t0)R(f̃ ; [0,1]).
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Iterated Quadrature Methods
A common technique to decrease the error measured by the remainder term is the partition of the integral:




















Q(f ; [tj, tj+1]),




as theiterated quadrature methodwith corresponding remainder term.
Example6.2. Easy quadrature methods are:
(i) (iterated) special Riemann sum (staircase sum):
Q(f) = f(0),

















































































Q(f ; [tj, tj+1])





R(f ; [tj, tj+1]).
Proposition 6.4. LetI = [t0, tf ] andf : I → Rn with f ∈ C2. Then, the (iterated) trapezoidal rule fulfills:
R(f ;I) = −
(tf − t0)3
12



















whereξ ∈ (t0, tf), ξj ∈ (tj, tj+1), j = 0, . . . ,N −1.
Notation 6.5. For a quadrature formulaQ(·) with remainder termR(·) we denote
Q(η,F ) :=Q(δ?(η,F (·))),
R(η,F ) :=R(δ?(η,F (·))),
QN(η,F ) :=QN(δ?(η,F (·))),
RN(η,F ) :=RN(δ?(η,F (·)))









{x ∈ Rn | 〈η,x〉 ≤QN(η,F )}
as the (iterated) set-valued quadrature method.
Proposition 6.6. LetF : I ⇒ Rn be a measurable and integrably bounded set-valued mapping with images in
K(Rn), and let the quadrature formulaQ(·;I) havenon-negativeweightsbµ, nodestµ ∈ I, µ = 1, . . . ,m,
and remainder termR(·;I).


























since Proposition 3.115 and Lemma 3.51 were applied. Hence,Q(η F ) is the support function ofQ(F ) by




















Example6.7 (further quadrature methods).
(i) Newton-Cotes-formulae of closed type, i.e. the interpolation polynomialpd(·) of degreed ∈ N0 on I =
[t0, tf ] at equidistant nodes with step-sizeh=
tf−t0
d
(resp. at 0 for d= 0), including the boundary points





non-negative weights up to convergence order 10, cf. Table 1
(ii) Newton-Cotes-formulae of open type




non-negative weights up to convergence order 4, cf. Table 2
Example6.7 (further quadrature methods, continued).(iii) for Newton-Cotes-formulae of closed type withd=
8 or d≥ 10 resp. for Newton-Cotes-formulae of open type withd= 2 or d≥ 4 negative weights appear
cf. saved convergence order in [Bai95] under additional geometrical condition on the integrand
(iv) Gaussian integration (interpolation polynomial of degreed, for which the nodes are chosen “optimal”, i.e.
the order of convergence reaches2d)
The weights are always non-negative.
cf. [Sto93, Lem98]
(v) Romberg’s integration (extrapolation of the iterated trapezoidal rule) with Romberg’s step sequencehi =
tf−t0
2i
, i ∈ N, generates quadrature formulae of degree2p, p ∈ N, if sufficient smoothness is present.
Helping tableaus generate lower and upper bounds for the (theoretical) value of the integral.
cf. [Sto93, Lem98]
Remark 6.8. For set-valued generalizations cf. [DF90] and [Bai95, BL94b, BL94a] (incl. inner and outer ap-
proximations of the Aumann integral with Romberg’s method).
Example6.9. The following tables 1 and 2 show, up to which polynomial degrees the Newton-Cotes formulae
have non-negative weights. The order of convergence in the tables is meant for the iterated quadrature methods
under sufficient smoothness.
polynomial convergence name
degreed order of the method
0 1 iterated staircase sum
(special Riemann sum)
1 2 iterated trapezoidal rule
2 4 iterated Simpson’s rule
3 4 iterated3/8-rule (pulcherrima, Faßregel)
4 6 iterated Milne’s rule
5 6 (no name)
6 8 iterated Weddle’s rule
7 8 (no name)
9 10 (no name)
Table 1: closed Newton-Cotes formulae with non-negative weights
To calculateQ(F ) in the computer we need to replace the (infinite) intersection in (24) by a finite one:










degreed order of the method
0 2 iterated midpoint-rule (rectangle rule)
1 2 (no name)
3 4 (no name)
Table 2: open Newton-Cotes formulae with non-negative weights
thenCM is bounded by2 · ‖C‖ in the norm and
dH(C,CM) ≤ 3 · ‖C‖ · ε.
Proof. It is clear thatC ⊂CM . Let us estimate‖CM‖ by‖C‖. For this purpose, choose an arbitraryη ∈ Sn−1
and an appropriateηi ∈ GM with ‖η−ηi‖ = dist(η,GM) ≤ d(Sn−1,GM) ≤ ε.
In the same manner, there existsηj ∈ GM with ‖(−η)−ηj‖ ≤ ε.
Forx ∈ CM :
〈η,x〉 = 〈η−ηi,x〉+ 〈ηi,x〉 ≤ ‖η−ηi‖ · ‖x‖+ δ?(ηi,C)
≤ ε · ‖x‖+ max
ξ∈Sn−1
|δ?(ξ,C)| = ε · ‖x‖+‖C‖,
〈−η,x〉 = 〈(−η)−ηj,x〉+ 〈ηj,x〉 ≤ ε · ‖x‖+‖C‖,
|〈η,x〉| ≤ ε · ‖x‖+‖C‖
for all η ∈ Sn−1. Now, chooseη := 1‖x‖x, if x 6= 0Rn (otherwise, the following estimation is trivial):




for all x ∈ CM . Hence, we arrive at the estimation‖CM‖ ≤ 11−ε · ‖C‖ ≤ 2 · ‖C‖.
Let us show thatδ?(ηµ,CM) = δ?(ηµ,C) for µ= 1, . . . ,M .
δ?(ηµ,C) ≤ δ?(ηµ,CM), sinceC ⊂ CM ,
〈ηµ,x〉 ≤ δ?(ηµ,C) for all x ∈ CM ,
δ?(ηµ,CM) ≤ δ?(ηµ,C)
Now, chooseη ∈ Sn−1 such thatd(CM ,C) = δ?(η,CM)−δ?(η,C). Again, take an appropriateηi ∈ GM




















≤ 3‖C‖ · ε.
To calculateQ(F ) with supporting points in a finite number of directions, we need the following justification.
Proposition 6.11. LetC ∈ C(Rn) andGM = {ηi | i= 1, . . . ,M} ⊂ Sn−1 with d(Sn−1,GM) ≤ ε. If
C̃M := co{y(ηµ,C) |µ= 1, . . . ,M},
thenC̃M is bounded and
dH(C,C̃M) ≤ diam(C) · ε≤ 2 · ‖C‖ · ε.
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Proof. Clearly,C̃M ⊂ C which shows the boundedness. Hence, choosec ∈ C and an appropriatẽcM ∈ C̃M
with
‖c− c̃M‖ = dist(c, C̃M) = d(C,C̃M).
The case that‖c− c̃M‖ = 0 is trivial. Otherwise, the characterization of the best approximation yields for all
w ∈ C̃M
〈c− c̃M ,w− c̃M〉 ≤ 0,
dist(c, C̃M)2 = 〈c− c̃M , c− c̃M〉
= 〈c− c̃M , c−w〉+ 〈c− c̃M ,w− c̃M〉
≤ 〈c− c̃M , c−w〉. (25)
Setv := 1‖c−c̃M‖(c− c̃M), chooseη





· 〈c− c̃M , c−y(ηi,C)〉
= 〈v,c−y(ηi,C)〉




≤ ‖ηi−v‖ · ‖y(ηi,C)− c‖ ≤ diam(C) · ε.
To approximate the Hausdorff distance numerically by choosing only a finite number of directions, we need
the following justification.
Proposition 6.12. LetC,D ∈ C(Rn) andGM = {ηi | i = 1, . . . ,M} ⊂ Sn−1 with d(Sn−1,GM) ≤ ε. If
CM ,DM andC̃M , D̃M are defined according to Proposition 6.10 resp. 6.11, then




|dH(C,D)−dH(CM ,DM)| ≤ 3 · (‖C‖+‖D‖) · ε.
|dH(C,D)− max
µ=1,...,M
|δ?(ηµ,C)− δ?(ηµ,D)| | ≤ 5 · (‖C‖+‖D‖) · ε.
Proof.
uses above Propositions 6.10 and 6.11 and estimations ofmaxµ=1,...,M |δ?(ηµ,C)−δ?(ηµ,D)| bydH(CM ,DM)
Algorithm 6.13 (for iterated trapezoidal rule).
(1) ChooseN ∈ N and seth := tf−t0
N
.




(F (tj−1)+F (tj)) (j = 1, . . . ,N),
Q0 := {0Rn}
resp. slightly more efficient




(F (t0)+F (tf)) (27)
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(F (tj)+F (tj+1)) =QN(F ).
Choose one of the following alternatives of the algorithms:
Algorithm 6.13 (for iterated trapezoidal rule based on convex hull).
(3a) realization with convex hull algorithm (cf. Remark 3.11)
Assume the knowledge of the vertices of the polytopeF (tj), i.e.
F (tj) = co{pj,µ |µ= 1, . . . ,mj}





(p0,µ+pN,ν) |µ= 1, . . . ,m0, ν = 1, . . . ,mN},
Q0 := co(S0).
Use a convex hull algorithm to drop elementsh
2
(p0,µ+pN,ν) which are inintQ0 so that forj = 0:
Qj = co{qj,r |r = 1, . . . ,kj} (28)
Algorithm 6.13 (for iterated trapezoidal rule based on convex hull).
Now, iterate forj = 1, . . . ,N −1 and set
Sj := {qj−1,r+hpj,µ |µ= 1, . . . ,mj, r = 1, . . . ,kj−1},
Qj := co(Sj).
Use again a convex hull algorithm to drop elementsqj−1,r+hpj,µ which are inintQj to get the representation
(28).
Then,QN−1 coincides withQN(F ).
disadvantage:number of vertices could explode
Algorithm 6.13 (for iterated trapezoidal rule based on affine inequalities).
(3b) realization with affine inequalities
Assume the knowledge of the half-spaces of the polyhedral setF (tj), i.e.
F (tj) = {x ∈ Rn |Ajx≤ bj}
withmj ∈ N, bj ∈ Rmj andAj ∈ Rmj×n for j = 0, . . . ,N .
Set
S0 := {z ∈ Rn |z =
h
2
(x+ x̃), A0x≤ b0, AN x̃≤ bN}.
Insertx̃= 2
h

















m̃0 :=m0 +mN , ñ0 := 2n.
Algorithm 6.13 (trapezoidal rule based on affine inequalities, continued).With the projectionPz : Rñ
0 → Rn
withPz(x̃0) = z, we set




Use an algorithm to simplify the representation inS0 and drop redundant inequalities inQ0.
Now, iterate forj = 1, . . . ,N −1 and set
Sj := {z ∈ Rn |z = Pz(x̃j−1)+hx̃, Ãj−1x̃j−1 ≤ b̃j−1, Ajx̃≤ bj}.
Insertx̃= 1
h






















m̃j := m̃j−1 +mj, ñj := ñj−1 +n.
Algorithm 6.13 (trapezoidal rule based on affine inequalities, continued).With the projectionPz : Rñ
j → Rn
withPz(x̃j) = z, we set
Qj := {Pz(x̃j) |Ãjx̃j ≤ b̃j, x̃j ∈ Rñj} (30)
Hereby,
Ãj ∈ Rm̃j×ñj , b̃j ∈ Rm̃j .
Use again an algorithm to simplify the representation inQj and drop redundant inequalities to simplify the
representation(30).
Then,QN−1 coincides withQN(F ).
disadvantage:number of inequalities could explode
Algorithm 6.13 (for iterated trapezoidal rule based on support functions).
(3c) realization with support functions
ChooseGM = {ηµ |µ= 1, . . . ,M} ⊂ Sn−1 with d(Sn−1,GM) ≤ ε. Assume the knowledge of the support
functions ofF (tj), j = 0, . . . ,N , in the directionsηµ, µ= 1, . . . ,M .




(δ?(ηµ,F (t0))+ δ?(ηµ,F (tf))) ∈ R




?(ηµ,F (tj)) ∈ R




{x ∈ Rn | 〈ηµ,x〉 ≤ dµN−1}
which approximatesQN(F ) within O(ε), if ε≤ 12 (cf. Proposition 6.10).
If F (t) = A(t)U , then the support function ofF (tj) could be calculated only by the knowledge of the support
function ofU (cf. Proposition 3.116).




F (t)dt,QN(F )) = O(hp),
then chooseM ∈ N and henceε= hp so that




F (t)dt,QN,M(F )) = O(hp).
Hereby,QN,M(F ) is the setCM for C := QN(F ) from Proposition 6.10 constructed by directions only from
GM .
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Algorithm 6.14 (for iterated trapezoidal rule based on supporting points).
(3d) realization with supporting points
ChooseGM = {ηµ |µ = 1, . . . ,M} ⊂ Sn−1 with d(Sn−1,GM) ≤ ε. Assume the knowledge of some sup-
porting point ofF (tj), j = 0, . . . ,N , in the directionsηµ, µ= 1, . . . ,M .




(y(ηµ,F (t0))+y(ηµ,F (tf))) ∈ Rn




µ,F (tj)) ∈ Rn
Algorithm 6.15 (trapezoidal rule based on supporting points, continued).Set
QN−1 := co{yµN−1 |µ= 1, . . . ,M}
which approximatesQN(F ) within O(ε) (cf. Proposition 6.11).
If F (t) = A(t)U , then a supporting point ofF (tj) could be calculated only by the knowledge of a supporting
point ofU (cf. Proposition 3.128).




F (t)dt,QN(F )) = O(hp),
then chooseM ∈ N and henceε= hp so that




F (t)dt, Q̃N,M(F )) = O(hp).
Hereby,Q̃N,M(F ) is the setC̃M for C := QN(F ) from Proposition 6.11 constructed by directions only from
GM .
Algorithm 6.15 (for iterated trapezoidal rule based on other ideas).
(3e) other ideas
Choose anything else to represent sets and to calculate the Minkowski sum and the scalar multiplication in equa-
tions(26)–(27).
Very popular are ellipsoidal methods, where the Minkowski sum of two ellipsoids are numerically approximated
by another (inner/outer) ellipsoid. If all ellipsoids in(26)–(27) are described with a center and a positive (semi-
)definite matrix, an ordinary differential equation could be derived yielding a final ellipsoidal approximation of
QN(F ).
cf. [Sch68] and the references in the books [Che94, KV97]
Citations:
for theoretical results on quadrature methods:
[Pol75, Pol83, Bal82, Vel89a, DF90, DV93, BL94b, Bai95]
for numerical implementations of quadrature methods:


























with iterated trapezoidal rule andN = 10000 subintervals.
















































































































































and has 6 vertices
(U is not symmetric)
Example6.17. Calculate
R 2






, U =B1(0) ⊂ R2
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Table 3: order of convergence for the iterated staircase sum
Example6.17(continued).A method with high order of convergence (iter. Simpson’s rule withO(h4)) is more
efficient than one with lower order (here: iter. trapezoidal rule withO(h2) and iter. staircase sum withO(h)).
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Hausdorff distance estimated









Table 4: order of convergence for the iterated trapezoidal rule
Hausdorff distance estimated








Table 5: order of convergence for the iterated Simpson’s rule
iterated iterated
prescribed staircase sum trapezoidal rule
accuracy N factor in CPU-time N factor in CPU-time
≤ 1.0 7 2.0 2 1.5
≤ 0.1 64 5.0 5 2.0
≤ 0.01 639 37.0 15 4.0
≤ 0.001 6389 176.0 146 8.5
≤ 0.0001 63891 1752.25 1460 78.5
Table 6: comparison of CPU-times of the 3 methods
iterated iterated
prescribed trapezoidal rule Simpson’s rule
accuracy N factor in CPU-time N factor in CPU-time
≤ 1.0 2 1.5 2 1.0
≤ 0.1 5 2.0 2 1.0
≤ 0.01 15 4.0 4 1.0
≤ 0.001 146 8.5 6 1.0
≤ 0.0001 1460 78.5 10 1.0
Table 7: comparison of CPU-times of the 3 methods
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6.2 Appropriate Smoothness of Set-Valued Mappings
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AlthoughA(·) is very smooth, the set-valued integration problem is not very smooth, since
δ?(η,F (t)) = δ?(A(t)>η, [−1,1]) = δ?(η1(1− t)+η2, [−1,1])
= |η1(1− t)+η2|
which is not even in C2 for someη ∈ Sn−1.
But still this function could be estimated via an averaged modulus of smoothness of order2 (cf. Example 6.28(iv)).
Iterated Trapezoidal Rule
Iterated Trapezoidal Rule,N = 1, Scaled Set














Iterated Trapezoidal Rule,N = 2














Reference Set: Iterated Trapezoidal Rule,N = 100000
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Iterated Simpson’s Rule,N = 2














Iterated Simpson’s Rule,N = 4
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Example6.18(continued).reference set: iterated trapezoidal rule withN = 100000
Hausdorff distance estimated









Table 8: order of convergence for the iterated trapezoidal rule
Hausdorff distance estimated









Table 9: order of convergence for the iterated Simpson’s rule
Example6.18(continued). If we compare the results of the iterated trapezoidal rule and the Simpson’s rule, we
see that both methods show order of convergence 2. This could be expected for the trapezoidal rule, but the
Simpson’s rule suffers an order-breakdown from 4 to 2, since the support function is not smooth enough to allow
order greater than 2.
Definition 6.19 (Sendov/Popov in [SP88]).Let I = [t0, tf ] andf : I → R be bounded. Then, thelocal
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modulus of smoothness of orderk ∈ N is defined as
ωk(f ;x,δ) := sup
{









whereδ ∈ [0, tf−t0
k











Definition 6.20 (Sendov/Popov in [SP88]).Theaveraged modulus of smoothness of orderk, k ∈ N, of a mea-
surable and bounded functionf : I → R, I = [t0, tf ], is defined as
τk(f ;δ)p := ‖ωk(f ; · ;δ)‖Lp(I)
whereδ ∈ [0, tf−t0
k
] andp ∈ [1,∞]. We use the abbreviationτk(f ;δ) for τk(f ;δ)1.
Lemma 6.21. LetI = [t0, tf ], k ∈ N, δ ∈ [0,
tf−t0
k
] andf : I → R be measurable and bounded. Then,
(i) τk(f ;δ) ≤ 2k−1τ1(f ;kδ),






δν · τk−ν(f (ν);
k
k−ν
δ) (if f (ν) exists,
is bounded and measurable and ν ∈ {0, . . . ,k−1}),
(iii) τk(f ;nδ)p ≤ (2n)k+1τk(f ;δ)p (for all n ∈ N),
(iv) τ1(f ;nδ)p ≤ nτ1(f ;δ)p (for all n ∈ N)
Proof. see [SP88, (1)–(5),(5”)]
Lemma 6.22. LetI = [t0, tf ], k ∈ N, δ ∈ [0,
tf−t0
k
] andf : I → R be measurable and bounded. Then:
(i) If f(·) is Riemann-integrable, then for allε > 0 there existsδ0 > 0 such that for all0< δ ≤ δ0
τ1(f ;δ)p ≤ ε.
(ii) If f(·) has bounded variation, then




(iii) If f(·) is absolutely continuous andf ′(·) ∈ Lp(I), then for allε > 0 there existsδ0 > 0 such that for all
0< δ ≤ δ0
τ2(f ;δ)p ≤ 16εδ.
Lemma 6.22 (continued).
(iv) If f(·) is absolutely continuous,f ′(·) has bounded L1-variation, then






Hereby, the L1-variation is the infimum over all variations of L1-representatives off ′(·).







;δ) ≤ τk(f ;δ).
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Proof. (i) see [SP88, Theorem 1.2], for (ii) see [SP88, 1.3. (7)]
(iii) see [SP88, (1.28)] and [Bai95, 0.2.15 Satz (iii)]
(iv) see Lemma 6.21 and [Bai95, 0.2.15 Satz (iv)]
(v) see [Bai95, 0.2.14 Hilfssatz]
Lemma 6.23. LetI = [t0, tf ] andf : I → R.
τ1(f ;δ) = O(1), if f(·) is continuous,
τ1(f ;δ) = O(δ), if f(·) Lipschitz orf ∈ C1,
τ2(f ;δ) = O(δ), if f(·) ∈ C1,
τ2(f ;δ) = O(δ2), if f(·) ∈ C2
Proof (based on Lemma 6.22).
If f(·) is continuous, thenf(·) is Riemann-integrable.
If f(·) ∈ C1, thenf(·) is Lipschitz (with constantL = maxx∈I |f ′(x)|) and hence has bounded variation
tfW
t0
f(·) ≤ L · (tf − t0). Then,τ1(f ;δ) ≤ L · δ.
If f(·) ∈ C1, thenf(·) is absolutely continuous andτ2(f ;δ) = O(δ).
If f(·) ∈ C2, thenf(·) is absolutely continuous andf ′(·) has bounded variation so thatτ2(f ;δ) = O(δ2).
We will discuss on one example the advantage of the averaged modulus of smoothness and the difference to
classical Taylor expansion for the error representation resp. estimation.
Example6.24. Let I = [t0, tf ] andf : I → R be measurable and bounded. ConsiderQN(f) the (iterated)




f(t)dt−QN(f)| ≤ τ1(f ;2h).










Proof. Q(f) = (tf − t0)f(t0) is the special Riemannian sum.






















, tf − t0)dt≤
tfZ
t0
ω1(f ; t,2(tf − t0))dt
= τ1(f ;2(tf − t0)),
(cf. Definition 6.19)





































;2h) ≤ τ1(f ;2h)
















































Remark 6.25. The estimation with the averaged modulus of smoothness is slightly worse forf(·) ∈ C1, since
τ1(f ;2h) ≤ 2h ·max
x∈I
|f ′(x)|.
But the Taylor expansion demands before the proof thatf(·) is continuously differentiable. Such proofs do not
help, if this assumption is not fulfilled.
Estimation via the averaged modulus of smoothness doesn’t make smoothness assumptions in advance. Hence,
one could use them even iff(·) is Riemann-integrable or has bounded variation.









coF (tj)) ≤ sup
η∈Sn−1
τ1(δ∗(l,F (·));2h).
Proposition 6.27. Let I = [t0, tf ] andf : I → R be measurable and bounded. LetQ(f) be a quadrature
method of orderk ∈ N0, i.e. it is exact for polynomials up to degreek.






















,N ∈ N andWk+1 is the Whitney constant (which is always less or equal 1, see [SP88, 2.1.1,
p. 21–23]).
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Proof. see [SP88, Theorem 2.4]
Example6.28. Let I = [t0, tf ],A : I → Rm×n,U ∈ C(Rn) andF : I ⇒ Rn with F (t) =A(t)U . Then,
(i) If A(·) is Riemann-integrable, thenF (·) is Riemann-integrable.
(ii) If A(·) has bounded variation, thenF (·) has bounded variation.
(iii) If A(·) is absolutely continuous, thenδ?(η,F (·)) is absolutely continuous uniform inl ∈ Sn−1.
(iv) If A(·) is absolutely continuous with a L1-representative ofA′(·) with bounded variation, thenδ?(η,F (·))
is absolutely continuous and suitable L1-representatives of its derivative have bounded variation uniform in
l ∈ Sn−1.
Proof. see [Bai95, 1.6.13 Satz] and references therein
Now, some explicit support functions are listed which arek-times continuously differentiable uniformly in
η ∈ Sn−1.
Proposition 6.29. Let I = [t0, tf ] and F : I ⇒ Rn with images inC(Rn). Then, the support functions
δ?(η,F (·)) are in Ck with k-th derivative uniform continuous inη ∈ Sn−1, in one of the following cases:
(i) F (t) = Br(t),p(m(t)) Euclidean ball with radiusr(t) ≥ 0 and midpointm(t) ∈ Rn for t ∈ I and
r(·),m(·) ∈ Ck
(ii) like (i), only for ball w.r.t.‖ · ‖p, p ∈ [1,∞], instead of‖ · ‖2




[ai(t), bi(t)] Cartesian product of intervals withai(t) ≤ bi(t) in t ∈ I andai(·), bi(·) ∈
Ck
(iv) F (t) = r(t)U scalar multiple of fixed set withr(t) ≥ 0 for t ∈ I, r(·) ∈ Ck
(v) F (t) = A(t)B1(0)+ b(t) affine transformation of the Euclidean unit ball withA(t) ∈ Rm×n, b(t) ∈
Rm andrangA(t) =m for t ∈ I andA(·), b(·) ∈ Ck
158
6.3 Reachable Sets/Differential Inclusions
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Basic Ideas for the Approximation of Reachable Sets
• linear differential inclusions (LDIs) and linear control problems are “equivalent”
• reachable sets of LDIs are special Aumann integrals involving the fundamental solution of the homogeneous
matrix differential equation (DE)
• an optimality criterion in linear optimal control problems is easily obtained via previous results
• set-valued quadrature methods could be used to approximate reachable sets, if the fundamental solution is
known
Basic Ideas for the Approximation of Reachable Sets (continued)
• set-valued combination methods allow to approximate missing values of the fundamental solution by (point-
wise) DE solver
• convergence orderp is preserved, if the DE Solver and the set-valued quadrature method have this order
and the problem is “smooth” enough
• proof uses global or local disturbances of set-valued quadrature methods
• set-valued Runge-Kutta methods could be defined by fixing a selection strategy
• the convergence order depends on a suitable selection strategy (and on the underlying set-valued quadrature
method);
break-downs in the convergence order are due to the missing second distributive law
Problem 6.31 (linear control problem). I = [t0, tf ],A : I → Rn×n andB : I → Rn×m withA(·),B(·) ∈
L1,X0 ⊂ Rn nonempty set of starting points,U ⊂ Rm nonempty set of controls.
Given: control functionu : I → Rm withu(·) ∈ L1(I,Rm)
Find: corresponding solutionx(·) (absolutely continuous) of the linear control problem (LCP) with
x′(t) =A(t)x(t)+B(t)u(t) (a.e.t ∈ I), (31a)
x(t0) = x0 ∈X0, (31b)
u(t) ∈ U (a.e.t ∈ I). (31c)
Remark 6.32. automatically:u(·) ∈ L∞(I,Rm) for U ∈ K(Rm)
If A(·) ∈ L∞,B(·) ∈ L∞,
thenx(·) ∈W 1,∞(I,Rn), sincex′(t) =A(t)x(t)+B(t)u(t).
In the following, we will deal with linear differential inclusion (cf. Problem 1.3 for the general, non-linear
setting).
Problem 6.33 (linear differential inclusion). I,A(·),B(·),X0,U as in Problem 6.31.
x(·) : I → Rn is solution of the linear differential inclusion (LDI),
if x(·) is absolutely continuous and
x′(t) ∈A(t)x(t)+B(t)U, (32)
x(t0) ∈X0 (33)
for almost allt ∈ I.
Definition 6.34. linear control problem (LCP) in Problem 6.31,t ∈ I. Then,
R(t, t0,x0) :=
{
y ∈ Rn |∃u(·) control function and∃x(·) corresponding
solution of Problem 6.31 withx(t) = y
}
is called thereachable set at timet of the corresponding control problem.
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Remark 6.35. If we skip the control functionu(·) in Definition 6.34 and replace Problem 6.31 by Problem 6.33,
then we could define the reachable set for differential inclusions (cf. Remark 1.4 for the general, non-linear case).
Remark 6.36. Sometines, the term attainable set is used instead of reachable set. Especially, to distinguish
points which could be attained in forward time (i.e.,t > t0) starting fromx0 from points which reachx0 at time
t (attainable set in backward time, i.e. time reversal).
Since we do not consider time reversal from now on, we still use the term reachable set which is more commonly
used in the literature.
Proposition 6.37 (equivalence of (LCP) and (LDI)).I,A(·),B(·),X0,U as in Problem 6.31.
If x(·) is a solution to a given control functionu(·) of (LCP) in Problem 6.31, thenx(·) is a solution of (LDI) in
Problem 6.33.
If x(·) is a solution of (LDI) in Problem 6.33, then there exists a selectionu(·) of U by [BF87a, Theorem 27]
such that
x′(t)−A(t)x(t) =B(t)u(·) ∈B(t)U
and(x(·),u(·)) is a solution of (LCP) in Problem 6.31.
Clearly, the reachable set for both problems coincide (cf. Remark 6.35).
Proposition 6.38. The reachable set of Problem 6.31 or 6.33 at timet ∈ I equals




whereΦ(t,τ ) ∈ Rn×n is the fundamental solution of the homogeneous matrix system, i.e.
d
dt
Φ(t,τ ) =A(t)Φ(t,τ ) (a.e. int ∈ I),
Φ(τ,τ ) = In whereIn is then×n-identity matrix.
Therefore,R(tf , t0,X0) ∈ C(Rn), if X0 ∈ C(Rn) andU ∈ K(Rn).
Proof. cf. e.g. [Sv65, Theorem 1]. A direct proof would use Theorem 4.44 and Propositions 3.86, 3.88 and
6.37.
Remark 6.39. From Theorem 4.44 and Proposition 6.38 follows an existence result for solutions of linear differ-
ential inclusions:
If
• U 6= ∅,U is closed andB(t)U is closed for a.e.t ∈ I
• B(·) is measurable andB(·)U is integrably bounded
orB(·) is Lebesgue-integrable andU is bounded
• A(·) is Lebesgue-integrable
• X0 6= ∅
then the reachable set is nonempty (the integral part is inC(Rn)) and hence, solutions exist.
classical assumptionsso that the reachable set is inC(Rn):
U ∈ K(Rn),A(·),B(·) are Lebesgue-integrable,X0 ∈ C(Rn)
Problem 6.40 (linear optimal control problem). I = [t0, tf ], η ∈ Rn,A : I → Rn×n andB : I → Rn×m
withA(·),B(·) ∈ L1(I),X0 ⊂ Rn nonempty set of starting points,U ⊂ Rm nonempty set of controls.
Find: optimal control function̂u : I → Rm with û(·) ∈ L1(I,Rm) and corresponding optimal solution̂x(·)
(absolutely continuous) of the linear optimal control problem (LOCP) with
min 〈η,x(tf)〉 (34a)
s.t. x′(t) =A(t)x(t)+B(t)u(t) (a.e.t ∈ I), (34b)
x(t0) = x0 ∈X0, (34c)
u(t) ∈ U (a.e.t ∈ I). (34d)
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Proposition 6.41. Consider the linear optimal control problem (LOCP) in Problem 6.40.
Then, the optimal value of (LOCP) equals−δ?(−η,R(tf , t0,X0)).
If û(·) satisfies
〈B(t)>Φ(tf , t)>(−η), û(t)〉 = δ?(B(t)>Φ(tf , t)>(−η),U)
for a.e.t ∈ I andx̂0 satisfies
〈Φ(tf , t0)>(−η), x̂0〉 = δ?(Φ(tf , t0)>(−η),X0),
then the corresponding solution




is a minimizer of (LOCP).
Sketch of proof.This essentially follows from




= δ?(−η,R(tf , t0,X0))
and Proposition 4.45.
Remark 6.42. Under the assumptions of Proposition 6.41 we have
û(t) ∈ Y (B(t)>Φ(tf , t)>(−η),U) ⊂ ∂U (a.e.t ∈ I),
x̂(tf) ∈ Y (−η,R(tf , t0,X0)) ⊂ ∂R(tf , t0,X0),
i.e. is a supporting point of the reachable set at timetf in direction−η.
Set-valued quadrature methods could approximate the reachable set at timetf , f the values of the fundamental
solution are known.
Proposition 6.43. I = [t0, tf ],Q(·; [0,1]) be a quadrature formula with nonnegative weightsbµ, nodescµ ∈
[0,1], µ= 1, . . . ,m, and remainder termR(·;I). Then, the set-valued quadrature method fulfills:




Hereby,tµ = t0 + cµ(tf − t0), µ= 1, . . . ,m, and





Proof. cf. [DF90, BL94b]
Remark 6.44. Using thesemi-group propertyof the fundamental solution, i.e.
Φ(t,τ ) = Φ(t,s) ·Φ(s,τ ) (t,τ,s ∈ I), (35)
we could show the semi-group property of the reachable set
R(t,τ,X0) = R(t,s,R(s,τ,X0)) (t,τ,s ∈ I with τ ≤ s≤ t) (36)
with Proposition 6.38.
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Proposition 6.45 (iterated quadrature method). Assumptions as in Proposition 6.43. If the quadrature method
has orderp ∈ N and δ?(η,Φ(tf , ·)B(·)U) has absolutely continuous(p− 1)-st derivative and if thep-th
derivative is of bounded variation uniformly w.r.t.η∈Sn−1, then the iterated quadrature methodRN(tf , t0,Φ(tf , ·)B(·)U))
with partition (tj)j=0,...,N and step-sizeh fulfills
dH(R(tf , t0,X0),RN(tf , t0,Φ(tf , ·)B(·)U))
≤ sup
η∈Sn−1
|RN(l,Φ(tf , ·)B(·)U)| = O(hp+1).
If the quadrature method has orderp= 0, then we assume thatΦ(tf , ·)B(·)U has bounded variation to get
dH(R(tf , t0,X0),RN(tf , t0,Φ(tf , ·)B(·)U))
≤ sup
η∈Sn−1
|RN(l,Φ(tf , ·)B(·)U)| = O(h).
Proposition 6.45 (continued).Hereby,







bµΦ(tf , tj + cµh)B(tj + cµh)coU
and
RN(tf , t0,Φ(tf , ·)B(·)U) := Φ(tf , t0)X0 +QN(Φ(tf , ·)B(·)U)
denotes the set-valued iterated quadrature method for the approximation of reachable sets.
Proof. follows from Proposition 6.43, Remarks 6.44 and 6.47 with (35)
Using the semi-group property (35) of the fundamental solution we could rewrite the iterated quadrature
method iteratively.
Algorithm 6.46. set-valued quadrature method in iterative form:
QNj+1 = Φ(tj+1, tj)Q
N
j +QN(Φ(tj+1, ·)B(·)U ; [tj, tj+1]),
QN0 =X0
Then,
QNN = Φ(tf , t0)X0 +QN(Φ(tf , ·)B(·)U)
This permits later in combination methods to allow (local) disturbances in the iteration above and motivate
these methods.















QNj+1 = Φ(tj+1, tj)Q
N
j +QN(Φ(tj+1, ·)B(·)U ; [tj, tj+1]),
QN0 =X0
⇒ QNN = Φ(tf , t0)X0 +QN(Φ(tf , ·)B(·)U)
Reason:semi-group property of fundamental solution and reachable sets in (35) and (36)
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Example6.48. set-valued staircase sum/special Riemannian sum forI = [t0, tf ]:








































Φ(tf , tj)B(tj)U +Φ(tf , tj+1)B(tj+1)U
)
in iterative form:












Example6.50. Consider the differential inclusion














U = [−1,1], X0 = {0Rn}.






















This coincides with the Aumann integral of Example 6.18.
Remark 6.51. problems with quadrature methods:
• no generalization for nonlinear differential inclusions possible
• values of fundamental solutionsΦ(tj+1, tj + cµh) resp.Φ(tf , tj + cµh) must be known in advance
The second disadvantage could be solved by considering set-valued combination methods, the first disadvantage
could be improved (at least to some extent) by the use of set-valued Runge-Kutta methods.
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6.4 Set-Valued Combination Methods
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Set-valued combination methods combine set-valued quadrature methods and differential equation solver to
skip the demand for theoretical knowledge of the fundamental solution.
Proposition 6.52 (global disturbances).I = [t0, tf ],Q(·) be a quadrature formula with nonnegative weights
bµ, nodescµ ∈ [0,1], µ = 1, . . . ,m. Let Q(·;I) have orderp ∈ N0 with remainder termR(·;I) and
Φ̃µ(tf , tµ) ∈ Rn×n with tµ = t0 + cµ(tf − t0), µ = 1, . . . ,m, andΦ̃(tf , t0) ∈ Rn×n be given. Assume
for the error term and disturbances
sup
η∈Sn−1
|R(l,Φ(tf , ·)B(·)U)| ≤ R̃1,
‖Φ̃(tf , t0)−Φ(tf , t0)‖ ≤ R̃2,
max
µ=1,...,m
‖Φ̃µ(tf , tµ)−Φ(tf , tµ)‖ ≤ R̃3.
Proposition 6.52 (continued).Then, the set-valued combination methodR̃(tf , t0,X0) fulfills:
dH(R(tf , t0,X0), R̃(tf , t0,X0))
≤R̃1 +‖X0‖ · R̃2 +‖U‖ ·Q(‖B(·)‖) · R̃3
Hereby,





is the disturbed set-valued quadrature method and
R̃(tf , t0,X0) := Φ̃(tf , t0)X0 + Q̃(Φ̃(tf , ·)B(·)coU)
denotes the set-valued combination method.
Proof. cf. [BL94b, Bai95]
Proposition 6.53 (iterated quadrature method, global disturbances).Assumptions as in Proposition 6.52. If
the quadrature method has orderp ∈ N we assume thatδ?(η,Φ(tf , ·)B(·)coU) has absolutely continuous
(p−1)-st derivative and that thep-th derivative is of bounded variation uniformly w.r.t.η ∈ Sn−1.




|R(l,Φ(tf , ·)B(·)coU)| ≤ C1hp+1.
Consider a partition(tj)j=0,...,N with step-sizeh.
Proposition 6.53 (continued).Furthermore, we assume the following estimations of the disturbancesΦ̃N,µ(tf , tj+
cµh) ∈ Rn×n, j = 0, . . . ,N −1, µ= 1, . . . ,m, andΦ̃N(tf , t0) ∈ Rn×n:




‖Φ̃N,µ(tf , tj + cµh)−Φ(tf , tj + cµh)‖ ≤ C3hp+1,
QN(‖B(·)‖) ≤ C4
Proposition 6.53 (continued).Then, the iterated combination method̃RN(tf , t0,X0) for this partition fulfills
dH(R(tf , t0,X0),R̃N(tf , t0,X0))
≤(C1 +C2 · ‖X0‖+C3 ·C4 · ‖U‖)hp+1 = O(hp+1).
Hereby,







bµΦ̃N,µ(tf , tj + cµh)B(tj + cµh)coU
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and
R̃N(tf , t0,X0) := Φ̃N(tf , t0)X0 + Q̃N(Φ̃N(tf , ·)B(·)coU)
denotes the set-valued iterated combination method.
Proof. cf. [BL94b, Bai95]
Proposition 6.54 (iterated quadrature method, local disturbances).Assumptions as in Proposition 6.52. If
the quadrature method has orderp ∈ N we assume thatδ?(η,Φ(tf , ·)B(·)coU) has absolutely continuous
(p−1)-st derivative and that thep-th derivative is of bounded variation uniformly w.r.t.η ∈ Sn−1.




|R(l,Φ(tf , ·)B(·)coU)| ≤ C1hp+1.
Consider a partition(tj)j=0,...,N with step-sizeh.
Proposition 6.55 (quadrature method, local disturbances; continued).Furthermore, we assume the following
estimations of the local disturbances̃UN,µ(tj+1, tj + cµh) ∈ C(Rn), j = 0, . . . ,N −1, µ= 1, . . . ,m, and
Φ̃N(tj+1, tj) ∈ Rn×n:
max
j=0,...,N−1




dH(ŨN,µ(tj + cµh),Φ(tj+1, tj + cµh)B(tj + cµh)coU) ≤ C3hp+1,
QN(‖B(·)‖) ≤ C4
Proposition 6.55 (continued).Then, the iterated combination methodXNN for this partition defined iteratively
by






bµŨN,µ(tj + cµh) (j = 0, . . . ,N −1), (37)
XN0 ∈ C(R
n) with dH(X0,XN0 ) ≤ C5h
p = O(hp) (38)
fulfills the global estimate
dH(R(tf , t0,X0),XNN ) = O(h
p+1). (39)
Proposition 6.55 (continued).Especially, if approximations̃ΦN,µ(tf , tj + cµh) ∈ Rn×n of the values of the
fundamental solution with
Φ̃N,µ(tj+1, tj + cµh) = Φ(tj+1, tj + cµh)+O(hp)
for j = 0, . . . ,N −1, µ= 1, . . . ,m, are given, then the estimation(39) above also holds for the same indices
with the following setting:
ŨN,µ(tj + cµh) = Φ̃N,µ(tj+1, tj + cµh)B(tj + cµh)coU.
Proof. cf. [Bai05]
Example6.56. w.l.o.g.U ∈ C(Rn)
combination method:
iter. Riemannian sum/Euler for matrix differ. equation




XNj+1 = Φ̃N(tj+1, tj)X
N
j +hΦ̃N,1(tj+1, tj)B(tj)U, (j = 0, . . . ,N −1)
Φ̃N(tj+1, tj) = Φ̃N(tj, tj)+hA(tj)Φ̃N(tj, tj),




j +h(In+hA(tj))B(tj)U (j = 0, . . . ,N −1).
Example6.56(continued).Other possibility for calculation: Euler for adjoint equation
Y ′(t) = −Y (t)A(t) (t ∈ [t0, tf ]),
Y (tf) = In
with given end-value gives







Φ̃N(tf , tj) =N − j (backward) steps of Euler for adjoint equation,
Φ̃N,1(tf , tj) = Φ̃N(tf , tj).
Remark 6.57. usual combination of set-valued quadrature method and pointwise DE solver which provides ap-
proximations to the values of the fundamental solution at the quadrature nodes:
set-valued iter. solver for diff. step-size overall
quadrature method equations of DE solver order
Riemannian sum Euler h O(h)
trapezoidal rule Euler-Cauchy/Heun h O(h2)
midpoint rule modified Euler h
2
O(h2)
Simpson’s rule classical RK(4) h
2
O(h4)












(under suitable smoothness assumptions)
Example6.58. Consider the differential inclusion








, B(t) = I2,
U =B1(0) ⊂ R2, X0 = {0Rn}.
Example6.58(continued).Calculations show that the fundamental solution is
Φ(t,τ) =
(
2e−(t−τ) − e−2(t−τ) e−(t−τ) − e−2(t−τ)
−2e−(t−τ) +2e−2(t−τ) −e−(t−τ) +2e−2(t−τ)
)
.







δ?(η,φ(2, τ )B1(0)) = ‖φ(2, τ )∗η‖2
is smooth uniformly inη ∈ S1, sinceA(·) is constant,Φ(2, ·) is invertible and arbitrarily smooth.

















for first big step-sizes
–N = 1
–N = 2
















–N = 20,200 and
reference set with
 supporting points
Example6.58(continued).reference set: set-valued Romberg’s method at tableau entry(10,10)
Remark 6.59. problems with these combination methods:
• no generalization for nonlinear differential inclusions possible
• values of fundamental solutionsΦ(tj+1, tj),Φ(tj+cµh,tj) resp.Φ(tf , tj),Φ(tf , tj+cµh) must be
approximated additionally















Table 10: order of convergence for the iterated staircase sum/Euler’s method
Hausdorff distance estimated











Table 11: order of convergence for the iterated trapezoidal rule/Heun’s method
Hausdorff distance estimated








Table 12: order of convergence for the iterated Simpson’s rule/RK(4)
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6.5 Set-Valued Runge-Kutta Methods
Runge-Kutta methodscould be expressed by theButcher array(cf. [But87]):
c1 a11 a12 . . . a1,s−2 a1,s−1 a1,s








cs−1 as−1,1 as−1,2 . . . as−1,s−2 as−1,s−1 as−1,s
cs as,1 as,2 . . . as,s−2 as,s−1 as,s
b1 b2 . . . bs−2 bs−1 bs
Explicit Runge-Kutta methods satisfyaµ,ν = 0, if µ≤ ν, andc1 = 0.
Theset-valued Runge-Kutta methodfor (LDI) is defined as follows:



































j+1 is defined by (40)–(43)}. (44)
Remark 6.60. If nonlinear DIs are considered withF (t,x) =
S
u∈U















For some selection strategies, some of the selectionsu(µ)j depend on others (e.g., they could be all equal).
Remark 6.60 (continued). If f(t,x,u) = f(t,u), i.e.F (t,x) = F (t), andXN0 = {0Rn}, we arrive at the


























bµF (tj + cµh) =QN(F ; [t0, tf ])
Remark 6.61. If f(t,x,u) = f(t,x), i.e.F (t,x) = {f(t,x)}, thenXNj = {ηNj } coincides with the point-
wiseRunge-Kutta method.
Remark 6.62. Grouping in equation(40)by matrices multiplied byηNj andu
(µ)
j , µ= 1, . . . , s we arrive at the
form












bµΨ̃N,µ(tj+1, tj + cµh)u
(µ)
j }
with suitable matrices̃ΦN(tj+1, tj) (involving matrix values ofA(·)) andΨ̃N,µ(tj+1, tj + cµh) (involving
matrix values ofA(·) andB(·)).
Φ̃N(tj+1, tj) is the same matrix as in the pointwise case for(t,x,u) = A(t)x, hence it approximates
Φ(tj+1, tj) with the same order of convergence as in the pointwise case.
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Questions:
• What is the order of the set-valued Runge-Kutta method,
i.e.dH(R(tf , t0,X0),XN0 ) = O(hp) ?
Does the order coincide with the single-valued case?
• What selection strategy is preferrable?
• Should the chosen selection strategy depend on the Runge-Kutta method?
• What smoothness assumptions do we need?










RK-method method order term for . . . disturbance order
Euler Riemannian O(h) ηNj O(h
2) O(h)
sum u(1)j O(h)
Heun midpoint O(h2) ηNj O(h
3) O(h2)
(constant sel.) rule u(1)j O(h
2)
Heun trapezoidal O(h2) ηNj O(h
3) O(h2)






Euler’s method (see Subsection 6.5.1):
cf. [Nik88], [DF89], [Wol90] for nonlinear DIs,
for extensions see [Art94], [Gra03]
Euler-Cauchy method:
cf. [Vel92] as well as [Vel89b]
for strongly convex nonlinear DIs
modified Euler method (see Subsection 6.5.2)
cf. [Bai05]
6.5.1 Euler’s Method
Remark 6.63. ConsiderEuler’s method, i.e. the Butcher array
0 0 .
1
underlying quadrature method = special Riemannian sum:













XNj +h B(tj)︸ ︷︷ ︸
=Ψ̃N,1(tj+1,tj)
U (j = 0, . . . ,N −1).
Proposition 6.64. Euler’s method is a combination method with the following settings:





Φ̃N(tj+1, tj) = In+hA(tj),
Φ̃N,1(tj+1, tj) = In.
Proposition 6.65. (cf. [Nik88], [DF89], [Wol90], see also [Art94], [Gra03])
If
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• A(·) is Lipschitz,
• B(·) is bounded,
• τ1(δ?(l,Φ(tf , ·)B(·)U),h) ≤ Ch uniformly inl ∈ Sn−1, e.g., ifB(·) is Lipschitz,
• dH(X0,XN0 ) = O(h),
thenEuler’s methodconverges at least with orderO(h).
Proof. The quadrature method has precision0.
If B(·) is Lipschitz, thenΦ(tf , ·)B(·) and hence alsoδ?(l,Φ(tf , ·)B(·)U) is Lipschitz (uniformly in l ∈
Sn−1).
This shows thatτ1(δ?(l,Φ(tf , ·)B(·)U),h) = O(h). The following estimations are valid:




−Φ(tj+1, tj)‖ = O(h2),
‖Φ̃N,1(tj+1, tj)−Φ(tj+1, tj)‖ = ‖In−Φ(tj+1, tj)‖ = O(h).
Hence, Proposition 6.54 can be applied yieldingO(h).
For order of convergence 1, it is sufficient thatA(·) andB(·) (resp.δ?(l,Φ(tf , ·)B(·)U), uniformly in l ∈
Sn−1) have bounded variation.
6.5.2 Modified Euler Method








underlying quadrature method = iterated midpoint rule:














































for j = 0, . . . ,N −1.
Proposition 6.67. (cf. [Bai05])
Modified Eulermethod withconstant selectionstrategy "u(1)j =u
(2)
j " is a combination method with the following
settings:



































constantapproximation by the quadrature method (midpoint rule) on[tj, tj+1]
⇒ constantselection in modified Euler is appropriate
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Proposition 6.68. (cf. [Bai05])
If
• A′(·) andB(·) areLipschitz,
• τ2(δ?(l,Φ(tf , ·)B(·)U),h) ≤ Ch2 uniformly inl ∈ Sn−1, e.g., ifB′(·) is Lipschitz,
• dH(X0,XN0 ) = O(h2),
thenmodified Eulermethod withconstantselection strategyconverges at least with orderO(h2).
For order of convergence 2, it is sufficient thatA′(·) andB′(·) (resp. d
dt
δ?(l,Φ(tf , ·)B(·)U), uniformly
in l ∈ Sn−1) have bounded variation.
Proof. The quadrature method has precision1.















−Φ(tj+1, tj)‖ = O(h3).

















































follows with Proposition 3.153(i).
Alltogether, Proposition 6.54 can be applied yieldingO(h2).
Proposition 6.69. (cf. [Bai05])
Modified Eulermethod withtwo freechoicesu(1)j ,u
(2)
j ∈U is a combination method with the following settings:































Proposition 6.69 (continued). resp.

































Minkowski sum of 2 sets iñUN,1(tj + h2 ), hence disturbance termO(h)
problem in (ii): Minkowski sum of 2 sets andB(tj+h2 ) instead ofB(tj) in ŨN,1(tj)
resp.B(tj+h2 ) instead ofB(tj+1) in ŨN,2(tj+1)
The problem with two selections was also observed in the approximation of nonlinear optimal controls (cf.
[DHV00a]).
Proposition 6.70. (cf. [Bai05])
If
• A(·) is LipschitzandB(·) is bounded,
• τ1(δ?(l,Φ(tf , ·)B(·)U),h) ≤ Ch uniformly inl ∈ Sn−1, e.g., ifB(·) is Lipschitz,
• dH(X0,XN0 ) = O(h),
thenmodified Eulermethod withtwo free selectionsconverges at least with orderO(h).
Proof. The underlying quadrature method has precision 1, hence also0.





























)‖ · ‖A(tj)‖ = O(h2).














































)‖ · ‖B(tj +
h
2
)‖ · ‖U‖+O(h) = O(h).
Hence, Proposition 6.54 can be applied yieldingO(h).











)A(tj))−Φ(tj+1, tj)‖ = O(h3).
But the disturbances iñUN,1(tj + h2 ) are not of orderO(h
2).



























































constant approximation by the quadrature method (midpoint rule)
on [tj, tj+1]
⇒ two free selections in modified Euler do not fit well,
possible order breakdown











and U = [−1,1].
Since (45) is fulfilled here, bothselection strategiesfor modified Eulerdiffer.
data for the reference set:
• combination method "iterated trapezoidal rule/Heun’s method"
• N = 10000 subintervals
• calculated supporting points inM = 200 directions
Set-Valued Runge-Kutta Methods
Modified Euler with Constant Selections,N = 1,2,4,8,16























Modified Euler with 2 Free Selections,N = 1,2,4,8,16
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Example6.72(continued).computed estimations of the order of convergence:
Hausdorff distance estimated order Hausdorff distance estimated order
N to reference set of convergence to reference set of convergence
1 0.21434524 0.75039466
2 0.05730861 1.90311 0.36454336 1.04156
4 0.01517382 1.91717 0.17953522 1.02182
8 0.00384698 1.97979 0.08841414 1.02192
16 0.00096510 1.99498 0.04419417 1.00042
(constantselections) (2 freeselections)
Possibleorder breakdownto O(h) in Proposition 6.70 for modified Euler with two free selectionscan occur!



















































































Modified Euler with Constant Selections,N = 1,2,4
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x N = 1
 N = 2
 N = 4
order of
convergence:O(h2)
Modified Euler with 2 Free Selections,N = 1,2,4















x N = 1
 N = 2
 N = 4
order of
convergence:O(h2)
Example6.73(continued).computed estimations of the order of convergence:
Hausdorff distance estimated order Hausdorff distance estimated order
N to reference set of convergence to reference set of convergence
1 1.19452805 1.19452805
2 0.56952805 1.06860 0.56952805 1.06860
4 0.20807785 1.45264 0.20807785 1.45264
8 0.06340445 1.71447 0.06340445 1.71447
16 0.01748660 1.85833 0.01748660 1.85833
32 0.00458787 1.93035 0.00458787 1.93035
64 0.00117462 1.96562 0.00117462 1.96562
(constantselections) (2 freeselections)
Possibleorder breakdownto O(h) in Proposition 6.70 for modified Euler with two free selectionsdoes not occur
always!











j ) is a combination method with the settings:







































This strategy was used in the approximation of the value function of Hamilton-Jacobi-Bellman equations in
[Fer94] and caused two unexpected results in one test example.
Proposition 6.75. If
• A(·) is LipschitzandB(·) is bounded,
• τ1(δ?(l,Φ(tf , ·)B(·)U),h) ≤ Ch uniformly inl ∈ Sn−1, e.g., ifB(·) is Lipschitz,
• dH(X0,XN0 ) = O(h),
thenmodified Euler methodwith linear interpolated selectionsconverges at least with orderO(h).
Proof. The quadrature method has precision 1, hence also0.
Careful Taylor expansion shows as for two free selections that
‖Φ̃N(tj+1, tj)−Φ(tj+1, tj)‖ = O(h2).


































)−B(tj+1)‖ · ‖U‖ = O(h)
Hence, Proposition 6.54 can be applied yieldingO(h).
Remark 6.76. Assuming more smoothness, we could show that
‖Φ̃N(tj+1, tj)−Φ(tj+1, tj)‖ = O(h3),
for time-independent situations it is valid that
dH(ŨN,1(tj),Φ(tj+1, tj)B(tj)U) = O(h2),
dH(ŨN,2(tj+1),Φ(tj+1, tj+1)B(tj+1)U) = O(h2)
and hence global order of convergenceO(h2).
179












data for the reference set:
• combination method "iterated Simpson’s rule/RK(4)"
• N = 100000 subintervals
• calculated supporting points inM = 200 directions
Set-Valued Runge-Kutta Methods
Modified Euler with Linear Interpolation, N = 1,2,4,8





















Modified Euler with Constant Selections,N = 1,2,4



















Example6.77(continued).computed estimations of the order of convergence:
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Hausdorff distance estimated order Hausdorff distance estimated order
N to reference set of convergence to reference set of convergence
1 2.47539809 0.67713923
2 0.42619535 2.53807 0.12998374 2.38112
4 0.12006081 1.82775 0.02271635 2.51653
8 0.05540102 1.11578 0.00498557 2.18790
16 0.02687764 1.04351 0.00119539 2.06027
32 0.01321630 1.02409 0.00029294 2.02881
64 0.00655070 1.01260 0.00007252 2.01407
(selections bylinear interpolation) (constantselections)
Possibleorder breakdownto O(h) in Proposition 6.75 for modified Euler with linear interpolated selectionscan
occur!
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7 Discrete Approximation of Optimal Control
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Optimal Control Problem





subject to the differential equation
ẋ(t) = f(t,x(t),u(t)), t0 ≤ t≤ tf , (47)
the mixed control-state constraints
c(t,x(t),u(t)) ≤ 0, t0 ≤ t≤ tf , (48)
the pure state constraints
s(t,x(t)) ≤ 0, t0 ≤ t≤ tf , (49)
Optimal Control Problem
Problem 7.1 (continued). the boundary conditions
ψ(x(t0),x(tf)) = 0, (50)
and the set constraints
u(t) ∈ U ⊆ Rnu , t0 ≤ t≤ tf . (51)
Terminology
Depending on the structure of the objective function we call the problem
• Bolza-Problem, if ϕ 6≡ 0 andf0 6≡ 0
• Mayer-Problem, if ϕ 6≡ 0 andf0 ≡ 0
• Lagrange-Problem, if ϕ≡ 0 andf0 6≡ 0
The problem is calledautonomous, if the functionsf0,f,c,s do not depend explicitly of the timet.
Transformation: Free Initial/Final Time to Fixed Time
Let t0 and/ortf befree.
New timeτ by time transformation
t(τ ) := t0 + τ (tf − t0), τ ∈ [0,1]
New statēx:
x̄(τ ) := x(t(τ )) = x(t0 + τ (tf − t0))
New controlū:
ū(τ ) := u(t(τ )) = u(t0 + τ (tf − t0))
Transformation: Free Initial/Final Time to Fixed Time
Differentiation ofnew statew.r.t. new time:
x̄′(τ ) = ẋ(t0 + τ (tf − t0)) · t′(τ )
= (tf − t0) ·f(t0 + τ (tf − t0),x(t0 + τ (tf − t0)),u(t0 + τ (tf − t0)))
= (tf − t0)f(t0 + τ (tf − t0), x̄(τ ), ū(τ ))
Eithert0 and/ortf arenew real optimization variablesor introduceadditional differential equations:
ṫ0(τ ) = 0, t0(0) free,
ṫf(τ ) = 0, tf(0) free
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(tf − t0)f0(t(τ ), x̄(τ ), ū(τ ))dτ
s.t.
x̄′(τ ) = (tf − t0)f(t(τ ), x̄(τ ), ū(τ )) a.e. in[0,1],
ψ(x̄(0), x̄(1)) = 0nψ ,
c(t(τ ), x̄(τ ), ū(τ )) ≤ 0nc a.e. in[0,1],
s(t(τ ), x̄(τ )) ≤ 0ns in [0,1],
ū(τ ) ∈ U a.e. in[0,1].
Transformation: Non-Autonomous Problem to Autonomous Problem
Additional state:
Ṫ (t) = 1, T (t0) = t0







ẋ(t) = f(T (t),x(t),u(t)) a.e. in[t0, tf ],
Ṫ (t) = 1, T (t0) = t0,
ψ(x(t0),x(tf)) = 0nψ ,
c(T (t),x(t),u(t)) ≤ 0nc a.e. in[t0, tf ],
s(T (t),x(t)) ≤ 0ns in [t0, tf ],
u(t) ∈ U a.e. in[t0, tf ].





























h(t,x(t),u(t)) ≤ α a.e. in[t0, tf ] (53)
This is an additional mixed control-state constraint!
Transformation: Tschebyscheff-Problems
The Tschebyscheff-problem is equivalent with
Minimize α s.t. (47)− (51),(53)
α is either anadditional optimization variableor anadditional statewith
α̇(t) = 0, α(t0) free
Questions
• Necessary optimality conditions (minimum principle) ?
– Problems without state and control constraints
– Problems with mixed control-state constraints
– Problems with pure state constraints
• Solution approaches for optimal control problems ?
Solution Approaches I
Indirect approach
• based on the evaluation of necessary optimality conditions
• leads to boundary value problems
• numerical solution by multiple shooting methods













• based on discretization of the optimal control problem
• leads to finite dimensional optimization problem
• numerical solution by sequential quadratic programming (SQP)





Check for convergence (sufficient/necessary conditions)
Questions
• Necessary optimality conditions (minimum principle) ?
– Problems without state and control constraints
– Problems with mixed control-state constraints
– Problems with pure state constraints
•
7.1 Minimum Principles
Minimum Principle for Unconstrained Problems
Hamiltonian:
H(t,x,u,λ,`0) := `0f0(t,x,u)+λ>f(t,x,u).
Theorem 7.2 (Local Minimum Principle for Unconstrained Problems). Assumptions:
(i) Letϕ,f0,f,ψ be continuous w.r.t. all arguments and continuously differentiable w.r.t.x andu.
(ii) LetU ⊆ Rnu be a closed convex set with int(U) 6= ∅.
(iii) Let (x̂, û) ∈W 1,∞([t0, tf ],Rnx)×L∞([t0, tf ],Rnu) be a (weak) local minimum.
(iv) no pure state constraints (49) and no mixed control-state constraints (48)!
Minimum Principle for Unconstrained Problems
Theorem 7.2 (continued).Assertion:
There exist Lagrange multipliers̀0 ∈ R, σ ∈ Rnψ , λ ∈W 1,∞([t0, tf ],Rnx) with:
(i) `0 ≥ 0, (`0,σ,λ) 6= Θ,
(ii) Adjoint Differential Equation:
λ̇(t) = −H′x(t, x̂(t), û(t),λ(t), `0)
> a.e. in[t0, tf ],
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λ(tf)> = `0ϕ′xf +σ
>ψ′xf .
(iv) Optimality Condition: A.e. in[t0, tf ] it holds
H′u(t, x̂(t), û(t),λ(t), `0)(u− û(t)) ≥ 0 ∀u ∈ U .
Example: Minimum Energy








ẋ1(t) = x2(t), x1(0) = x1(1) = 0,
ẋ2(t) = u(t), x2(0) = −x2(1) = 1.








λ̇1(t) = −H′x1 = 0,
λ̇2(t) = −H′x2 = −λ1(t).
Solution:
λ1(t) = c1, λ2(t) = −c1t+ c2
for some constantsc1, c2.
Example: Minimum Energy
Example7.3 (continued).Transversality conditions (yield no additional informations):
−σ1 = c1 = σ3, c2 = −σ2, −c1 + c2 = σ4.
Optimality condition (U = R ⇒ H′u = 0):
0 = H′u = `0û(t)+λ2(t)
Example: Minimum Energy
Example7.3 (continued).
(i) Case 1:`0 = 0 The optimality condition yieldsλ2(t) = 0 a.e.. Hence,c1 = c2 = 0 and alsoλ1(t) =
c1 = 0. Thus,`0 = 0,λ1 ≡ 0,λ2 ≡ 0 which contradicts the condition(`0,λ1,λ2) 6= 0.
(ii) Case 2:`0 = 1 (without loss of generality)Optimality condition:
û(t) = −λ2(t) = c1t− c2.
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Example: Minimum Energy









− c2 = −2
}
⇒ c1 = 0, c2 = 2.
Candidate for optimal solution:
û(t) = −2, σ = (0,−2,0,2)>,
x̂1(t) = t(1− t), x̂2(t) = 1−2t,
λ1(t) = 0, λ2(t) = 2.
Example







ẋ(t) = u(t)2, x(0) = x(1) = 0.
Obviously, onlyu ≡ 0 satisfies the constraints and thus is optimal.The constraints fully determine the solution!
No degree of freedom left!
Example
Example7.4 (continued).With H(x,u,λ,`0) = `0u+λu2 it follows
0 = H′u = `0 +2λu,
λ̇ = 0 ⇒ λ= const.
Now, assume that̀0 6= 0. Then:
u= −`0/(2λ) = const6= 0.
This control impliesx(1)> 0 and henceu is not feasible!
Hence, it must hold̀0 = 0.
Global Minimum Principle
The local minimum principle can be generalized.
Let U ⊆ Rnu be measurable (e.g. non-convex, empty interior, discrete set). Then:
Global Minimum Principle
For almost everyt ∈ [t0, tf ] it holds




H(t, x̂(t),u,λ(t), `0). (55)
The optimal̂u minimizes the Hamiltonian!
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Special Case
The global minimum principle forU = Rnu implies
H′u(t, x̂(t), û(t),λ(t), `0) = 0,
H′′uu(t, x̂(t), û(t),λ(t), `0) positive semi-definite.
If in addition thestrengthened Legendre-Clebsch condition
H′′uu(t, x̂(t), û(t),λ(t), `0) positive definite
holds, thenH′u = 0 can be solved for̂u by the implicit function theorem:
û(t) = u∗(t, x̂(t),λ(t), `0).
Global Minimum Principle and Linear Problems
We apply the global minimum principle to a linear optimal control problem:
Problem 7.5 (Linear Optimal Control Problem). Minimize
η>x(tf)
subject to
ẋ(t) = A(t)x(t)+B(t)u(t), a.e. in[t0, tf ],
x(t0) = x0,
u(t) ∈ U , a.e. in[t0, tf ].
Global Minimum Principle and Linear Problems
Global minimum principle:
λ(t)> (A(t)x̂(t)+B(t)û(t)) ≤ λ(t)> (A(t)x̂(t)+B(t)u) ∀u ∈ U .
Thus:
λ(t)>B(t)û(t) ≤ λ(t)>B(t)u ∀u ∈ U .
Adjoint equation and transversality condition:
λ̇(t)> = −λ(t)>A(t), λ(tf) = η.
Notice:`0 = 0 would lead toλ(tf) = 0 and thusλ≡ 0 contradicting(`0,λ) 6= 0. Hence,̀ 0 = 1!
Global Minimum Principle and Linear Problems
For the linear optimal control problem 7.5 the minimum principle is alsosufficient.
Given:
• fundamental systemΦ with Φ̇ =AΦ, Φ(t0) = I






Φ(τ )−1B(τ )u(τ )dτ
)






= λ̇(t)>︸ ︷︷ ︸
=−λ(t)>A(t)




Global Minimum Principle and Linear Problems
Now:
• Let (x̂, û) satisfy theglobal minimum principle.
• Let (x,u) be an arbitrary feasible trajectory.
Then:
λ(t)>x(t)−λ(t)>x̂(t)









λ(t0)>Φ(τ )−1︸ ︷︷ ︸
=λ(τ)>
B(τ )(u(τ )− û(τ ))dτ.
Global Minimum Principle and Linear Problems




λ(τ )>B(τ )u(τ )−λ(τ )>B(τ )û(τ )︸ ︷︷ ︸
≥0
dτ ≥ 0.
Hence,(x̂, û) is optimal!
Minimum Principle for Control-State Constraints
Augmented Hamiltonian:
Ĥ(t,x,u,λ,η,`0) := H(t,x,u,λ,`0)+η>c(t,x,u).
Theorem 7.6 (Local Minimum Principle for Control-State Constraints). Assumptions:
(i) Letϕ,f0,f,c,ψ be continuous w.r.t. all arguments and continuously differentiable w.r.t.x andu.
(ii) LetU = Rnu .





= nc a.e. in[t0, tf ]
(v) no pure state constraints (49)!
Minimum Principle for Control-State Constraints
Theorem 7.6 (continued).Assertion:
There exits multipliers̀0 ∈ R, λ ∈W 1,∞([t0, tf ],Rnx), η ∈ L∞([t0, tf ],Rnc), σ ∈ Rnψ with:
(i) `0 ≥ 0, (`0,σ,λ,η) 6= Θ,
(ii) Adjoint Differential Equation:
λ̇(t)> = −Ĥ′x(t, x̂(t), û(t),λ(t),η(t), `0)
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λ(tf)> = `0ϕ′xf +σ
>ψ′xf .
(iv) Optimality Condition:A.e. in[t0, tf ] it holds
Ĥ′u(t, x̂(t), û(t),λ(t),η(t), `0) = 0nu .
(v) Complementarity Condition:A.e. in[t0, tf ] it holds
η(t)>c(t, x̂(t), û(t)) = 0, η(t) ≥ 0nc .
Minimum Principle for State Constraints
Definition 7.7 (Functions of Bounded Variation (BV)). µ : [t0, tf ] → R is calledof bounded variation, if there
exists a constantC such that for any partition
G := {t0 < t1 < .. . < tm = tf}





BV ([t0, tf ],R): space of functions of bounded variation
NBV ([t0, tf ],R): space of normalized functions of bounded variation, i.e.µ(t0) = 0 andµ is continuous
from the right in(t0, tf).
Functions of bounded variation are differentiable almost everywhere, except at at most countably many points.
Minimum Principle for State Constraints
Theorem 7.8 (Local Minimum Principle for State Constraints). Assumptions:
(i) Letϕ,f0,f,s,ψ be continuous w.r.t. all arguments and continuously differentiable w.r.t.x andu.
(ii) LetU ⊆ Rnu be a closed and convex set with int(U) 6= ∅.
(iii) Let (x̂, û) ∈W 1,∞([t0, tf ],Rnx)×L∞([t0, tf ],Rnu) be a (weak) local minimum.
(i) no mixed control-state constraints (48)!
Minimum Principle for State Constrained Problems III
Theorem 7.8 (continued).Assertion:
There exist multipliers̀0 ∈ R, λ ∈BV ([t0, tf ],Rnx), µ ∈NBV ([t0, tf ],Rns), andσ ∈ Rnψ with:










>dµ(τ ), ∀t ∈ [t0, tf ].
(The latter integral is a Riemann-Stieltjes integral!)
Abbreviation:H′x[t] := H′x(t, x̂(t), û(t),λ(t), `0), similar fors′x[t]
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λ(tf)> = `0ϕ′xf +σ
>ψ′xf .
(iv) Optimality Condition:A.e. in[t0, tf ] it holds
H′u(t, x̂(t), û(t),λ(t), `0)(u− û(t)) ≥ 0 ∀u ∈ U .
(v) Complementarity Condition:µi is monotonically increasing on[t0, tf ] and constant on intervals(t1, t2),
t1 < t2 with si(t, x̂(t))< 0.
Remarks
Remark 7.9.






• λ is differentiable almost everywhere in[t0, tf ] with
λ̇(t)> = −H′x(t, x̂(t), û(t),λ(t), `0)− µ̇(t)
>s′x(t, x̂(t)).
At pointstj ∈ (t0, tf) whereµ (and possiblyλ) is not differentiable, the jump-conditions hold:
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7.2 Indirect Methods and Boundary Value Problems
Examples for Boundary Value Problems I





f(t,x(t),x′(t))dt s.t. x(a) = xa, x(b) = xb








x(a) = xa, x(b) = xb,
Two-point boundary value problem!
Examples for Boundary Value Problems II
Example7.11 (Optimal Control Problems without State Constraints).Local minimum principle: control law













λ(tf)> = `0ϕ′xf (x(t0),x(tf))+σ
>ψ′xf (x(t0),x(tf)).
Two-point boundary value problem!
2-Point Boundary Value Problem
The boundary value problems formally are of the subsequent form:
Problem 7.12 (Two-point Boundary Value Problem (BVP)).For given functionsg : [a,b]×Rny → Rny and





Multiple-Point Boundary Value Problems I
In case of
• broken extremals(i.e. continuous, but not differentiable functions) for variational problems or
• switching conditionsor pure state constraintsfor optimal control problems
the necessary conditions lead to
multiple-point boundary value problems
with conditions at
intermediate pointsτj , j = 1, . . . ,k.
Multiple-Point Boundary Value Problems II
Problem 7.13 (Multiple-point BVP). For given functionsg1, . . . ,gm : [a,b]× Rny → Rny andrj : [a,b]×
Rny × Rny → Rkj , j = 1, . . . ,m+1 find a functiony andswitching pointsa < τ1 < .. . < τm < b with
y′(t) =
 g1(t,y(t)), if a≤ t < τ1,gj(t,y(t)), if τj ≤ t < τj+1, j = 1, . . . ,m−1,
gm(t,y(t)), if τm ≤ t≤ b





j )) = 0kj , j = 1, . . . ,m,
andboundary condtions
rm+1(y(a),y(b)) = 0km+1 .
Remarks
Remark 7.14.
• By appropriate transformation techniques the multiple-point BVP can be transformed to an equivalent two-
point BVP. Thus, it suffices to consider only the latter.
• Existence and uniqueness results for BVP’s can be found in Ascher et al. [AMR95], Chapter 3. A BVP can
have none, exactly one, or infinitely many solutions.
7.2.1 Single Shooting
Idea of Single Shooting
We consider the two-point BVP 7.12.







Given: initial guessη of initial valuey(a)
Solution:y(t;η) of IVP
y′(t) = g(t,y(t)), y(a) = η.
Restriction:boundary condition
F (η) := r(y(a;η),y(b;η)) = r(η,y(b;η)) = 0ny (56)
Equation (56) is anonlinear equation.
Single Shooting Algorithm
Application of Newton’s method yields the single shooting method:
Algorithm: Single Shooting Method
(0) Choose initial guessη[0] ∈ Rny and seti= 0.
(1) Solve IVP
y′(t) = g(t,y(t)), y(a) = η[i], a≤ t≤ b,
computeF (η[i]), and calculate the Jacobian




whereS solves thesensitivity differential equation
S′(t) = g′y(t,y(t;η
[i])) ·S(t), S(a) = Iny×ny .
(2) If F (η[i]) = 0ny (or some more sophisticated stopping criterion), stop with success.
(3) ComputeNewton-directiond[i] as solution of thelinear equation
F ′(η[i])d= −F (η[i]).
(4) Setη[i+1] = η[i] +d[i] andi= i+1 and go to (1).
Remarks







, j = 1, . . . ,ny,
ej = jth unity vector. This approach requires to solveny nonlinear IVP’s! The sensitivity differential equation
approach requires to solveny linear IVP’s.
Convergence of Single Shooting
The single shooting method essentially is Newton’s method.⇒ convergence results for Newton’s method
remain valid (locally superlinear, locally quadratic convergence)

















ẋ(t) = u(t)− r(t), x(0) = 4
with r(t) = 15exp(−2t).
Example
Example7.16(continued).The minimum principle results in the BVP








Example7.16(continued).We apply the single shooting method with initial guessη[0] = (4,−5)> and obtain
the following solution:



















 0  0.2  0.4  0.6  0.8  1
7.2.2 Multiple Shooting
Motivation
Problem with single shooting:
Applicability and stability: Estimate
‖y(t;η1)−y(t;η2)‖ ≤ ‖η1 −η2‖exp(L(t−a)).
Idea:Multiple shootingby introducing additionalmultiple shooting nodes
a= t0 < t1 < · · ·< tN−1 < tN = b.
Number and position of multiple shooting nodes depend on particular example!
Multiple Shooting Idea
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Multiple Shooting Method I
In every interval[tj, tj+1), j = 0, . . . ,N −1 starting atηj solve the IVP
y′(t) = g(t,y(t)), y(tj) = ηj.
Solution in[tj, tj+1): yj(t;ηj)
Piecewise defined function:
y(t;η0, . . . ,ηN−1) :=
{
yj(t;ηj), if tj ≤ t < tj+1, j = 0, . . . ,N −1,
yN−1(tN ;ηN−1), if t= b
Multiple Shooting Method II
Continuity and boundary conditions:







= 0N ·ny . (57)
Equation (57) again is anonlinear equationfor the variablesη := (η0, . . . ,ηN−1)> ∈ RN ·ny .

















A := r′ya(η0,yN−1(tN ;ηN−1)),
B := r′yb(η0,yN−1(tN ;ηN−1)).
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Multiple Shooting Algorithm
Application of Newton’s method yields the following algorithm.
Algorithm: Multiple Shooting
(0) Choose initial guessη[0] = (η[0]0 , . . . ,η
[0]
N−1)
> ∈ RN ·ny and seti= 0.
(1) Forj = 0, . . . ,N −1 solve theIVP’s
y′(t) = g(t,y(t)), y(tj) = η
[i]
j , tj ≤ t≤ tj+1,





j )) ·S(t), S(tj) = Iny×ny , tj ≤ t≤ tj+1.
ComputeF ′(η[i]) according to (58).
(2) If F (η[i]) = 0N ·ny (or some more sophisticated stopping criterion), stop with success.
(3) Compute theNewton-directiond[i] as solution of thelinear equation
F ′(η[i])d= −F (η[i]).
(4) Setη[i+1] = η[i] +d[i] andi= i+1 and go to (1).
Remarks
Remark 7.17. Newton’s method can beglobalizedby introducing a step sizeαi:
x[i+1] = x[i] +αid[i], i= 0,1,2, . . . .





by, e.g. Armijo’s rule.
Remarks
Remark 7.18. The exact JacobianF ′(η[i]), which is very expensive to evaluate (→ sensitivity differential equa-
tion), can be replaced by a so-calledupdate formulaknown fromQuasi-Newton methodsfrom unconstrained




, d= η+ −η, z = F (η+)−F (η).
Remarks
Remark 7.19. A difficult task from numerical point of view is the determination of a sufficiently good initial guess
for the solution of the BVP. Especially if the BVP results from the minimum principle for optimal control problems,
it is important to provide a good estimate of the switching structure (i.e. number and position of active, inactive,
and singular subarcs) as well as for the state and adjoints at the multiple shooting nodes.
Unfortunately, there is no general way to do this. Possible approaches arehomotopy methods(i.e. easy to
solve neighboring problems are solved and their solutions serve as initial guess) ordirect discretization methods,




[1] Uri M. Ascher, Robert M.M. Mattheij, and Robert D. Russell.Numerical Solution of Boundary Value Prob-
lems for Ordinary Differential Equations, volume 13 ofClassics In Applied Mathematics. SIAM, Philadel-
phia, 1995.
7.3 Direct Discretization Methods
Direct Discretization Methods





c(t,x(t),u(t)) ≤ 0nc ,
s(t,x(t)) ≤ 0ns ,
u(t) ∈ U := {u ∈ Rnu | umin ≤ u≤ umax}.
Idea
General structure of discretization methods:
• Parametrization of the control:The controlu is replaced by a functionuh that depends on afinite number
of parameters, e.g. apiecewise constant functionon some grid. The indexh indicates the dependence on
some discretization parameter, e.g. the step size of a grid.
• Discretization method for the differential equation:The differential equatioṅx(t) = f(t,x(t),u(t)) is
discretized by some discretization method, e.g. anone-step method.
• Optimizer:The resulting finite dimensional optimization problem after discretization is solved by a suitable
optimization routine, e.g.SQP methods.
7.3.1 Euler Discretization
Full Discretization by Explicit Euler’s Method
Grid
Gh := {t0 < t1 < .. . < tN = tf},




• Discretize the differential equation using the explicit Euler’s method
• feasibility of constraints only on grid
Full Discretization by Explicit Euler’s Method
Problem 7.21 (Full Discretization by Explicit Euler’s Method). Find xh : Gh → Rnx , ti 7→ xh(ti) =: xi,
uh : Gh → Rnu , ti 7→ uh(ti) =: ui such that
ϕ(x0,xN)
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is minimized subject to
xi+1 = xi+hif(ti,xi,ui), i= 0,1, . . . ,N −1,
ψ(x0,xN) = 0nψ ,
c(ti,xi,ui) ≤ 0nc , i= 0,1, . . . ,N,
s(ti,xi) ≤ 0ns , i= 0,1, . . . ,N,
ui ∈ [umin,umax], i= 0,1, . . . ,N.
Full Discretization by Explicit Euler’s Method




s.t. z ∈ S, G(z) ≤ Θ, H(z) = Θ
(nx+nu) · (N +1) optimization variables
z := (x0,x1, . . . ,xN ,u0,u1, . . . ,uN)>
Objective functional
F (z) := ϕ(x0,xN)
Full Discretization by Explicit Euler’s Method










Full Discretization by Explicit Euler’s Method









S := Rnx·(N+1) × [umin,umax]N+1
Full Discretization by Explicit Euler’s Method
Advantage:




Full Discretization by Explicit Euler’s Method




∣∣∣Θ ∣∣∣ · · · ∣∣∣Θ ∣∣∣ ϕ′xf ∣∣∣Θ ∣∣∣ · · · ∣∣∣Θ)












. . . Θ
s′x[tN ]

Full Discretization by Explicit Euler’s Method
H ′(z) =

M0 −Inx h0f ′u[t0]
. . .
. . .







Mi := Inx +hif
′
x(ti,xi,ui), i= 0, . . . ,N −1
Reduced Discretization by Explicit Euler’s Method
Idea:eliminate the difference equations!
x0 =: X0(x0),
x1 = x0 +h0f(t0,x0,u0)
= X0(x0)+h0f(t0,X0(x0),u0)
=: X1(x0,u0),




xN = xN−1 +hN−1f(tN−1,xN−1,uN−1)
= XN−1(x0,u0, . . . ,uN−2)+hN−1f(tN−1,XN−1(x0,u0, . . . ,uN−2),uN−1)
=: XN−1(x0,u0, . . . ,uN−1).
Reduced Discretization by Explicit Euler’s Method
Problem 7.22 (Reduced Discretization by Explicit Euler’s Method). Find an initial valuex0 ∈ Rnx and a
grid functionuh : Gh → Rnu , ti 7→ uh(ti) =: ui, such that
ϕ(x0,XN(x0,u0, . . . ,uN−1))
is minimized subject to
ψ(x0,XN(x0,u0, . . . ,uN−1)) = 0nψ ,
c(ti,Xi(x0,u0, . . . ,ui−1),ui) ≤ 0nc , i= 0,1, . . . ,N,
s(ti,Xi(x0,u0, . . . ,ui−1)) ≤ 0ns , i= 0,1, . . . ,N,
ui ∈ [umin,umax], i= 0,1, . . . ,N.
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Reduced Discretization by Explicit Euler’s Method




s.t. z ∈ S, G(z) ≤ Θ, H(z) = Θ
(59)
nx+nu · (N +1) optimization variables
z := (x0,u0,u1, . . . ,uN)>
Objective functional
F (z) := ϕ(x0,XN(x0,u0, . . . ,uN−1))
Reduced Discretization by Explicit Euler’s Method





c(tN ,XN(x0,u0, . . . ,uN−1),uN)
s(t0,x0)
...
s(tN ,XN(x0,u0, . . . ,uN−1))





ψ(x0,XN(x0,u0, . . . ,uN−1))
)
Set constraints
S := Rnx × [umin,umax]N+1
Reduced Discretization by Explicit Euler’s Method
Advantage:
low dimension compared to full discretization approach
Disadvantage:
dense (exploitation of structure not possible)
Reduced Discretization by Explicit Euler’s Method



























































∣∣∣ ψ′xf · ∂XN∂u0 ∣∣∣ · · · ∣∣∣ ψ′xf · ∂XN∂uN−1 ∣∣∣Θ )
Reduced Discretization by Explicit Euler’s Method
Required: sensitivities
∂Xi(x0,u0, . . . ,ui−1)
∂x0
,
∂Xi(x0,u0, . . . ,ui−1)
∂uj
, i, j = 0, . . . ,N
⇒ sensitivity analysis
7.4 Necessary Conditions and SQP Methods
Nonlinear Optimization Problem
Constinuously differentiable functions:
F : Rn → R,
G= (G1, . . . ,Gm)> : Rn → Rm,
H = (H1, . . . ,Hp)> : Rn → Rp
Set
S := {z ∈ Rn | z ≤ z ≤ z}, z < z, z,z ∈ (R ∪{−∞,∞})n
Problem 7.23 (Optimization Problem). Find z ∈ Rn, such thatF (z) is minimized subject to the constraints
Gi(z) ≤ 0, i= 1, . . . ,m,




Σ := {z ∈ S |Gi(z) ≤ 0, i= 1, . . . ,m, Hj(z) = 0, j = 1, . . . ,p}.
Index set of active inequality constraints atz:
A(z) := {i |Gi(z) = 0, 1 ≤ i≤m}
Lagrangian:
L(z,`0,µ,λ) = `0F (z)+µ>G(z)+λ>H(z)
7.4.1 Necessary Optimality Conditions
Fritz-John Conditions
The following first order necessary optimality conditions are due to Fritz John.
Theorem 7.24 (Fritz-John conditions). Let ẑ be a local minimum of problem 7.23. LetF , Gi, i = 1, . . . ,m,
andHj , j= 1, . . . ,p be continuously differentiable. Then, there exist multipliers`0 ∈ R,µ= (µ1, . . . ,µm)> ∈
Rm, λ= (λ1, . . . ,λp)> ∈ Rp with (`0,µ,λ) 6= 0 and
(a) Sign conditions:





L′z(ẑ, `0,µ,λ)(z− ẑ) ≥ 0 ∀z ∈ S. (61)
(c) Complementarity condition:
µiGi(ẑ) = 0, i= 1, . . . ,m. (62)
(d) Feasibility:
ẑ ∈ Σ. (63)
Karush-Kuhn-Tucker (KKT) Conditions and Regularity Conditions
Regularity condition of Mangasarian-Fromowitzat ẑ:
(a) The gradients∇Hj(ẑ), j = 1, . . . ,p arelinearly independent.
(b) There exists a vector̂d ∈ int(S−{ẑ}) with
∇Gi(ẑ)>d̂ < 0 for i ∈A(ẑ),
∇Hj(ẑ)>d̂= 0 for j = 1, . . . ,p.
Karush-Kuhn-Tucker (KKT) Conditions and Regularity Conditions
Linear Independence Constraint Qualification (LICQ) atẑ:
(a) ẑ ∈ int(S);
(b) The gradients
∇Gi(ẑ), i ∈A(ẑ), ∇Hj(ẑ), j = 1, . . . ,p
arelinearly independent.
LICQ guaranteesuniqueness of Lagrange-multipliers!
Karush-Kuhn-Tucker (KKT) Conditions and Regularity Conditions
Theorem 7.25 (KKT Conditions). If either the Mangasarian-Fromowitz condition or the Linear Independence
Constraint Qualification is satisfied at a local minimum̂z, then the Fritz-John conditions are satisfied with`0 = 1.
(x,λ,µ) is calledKKT point, if it satisfies the necessary Fritz-John conditions with`0 = 1.
7.4.2 Sequential Quadratic Programming (SQP)
Numerical Solution by SQP
Iteration:
z[k+1] = z[k] +αkd[k], k = 0,1,2, . . .
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Finding Search Direction









H(z[k])+H ′(z[k])d = 0p,
z ≤ z[k] +d≤ z.
Bk: suitable update matrix (modified BFGS-update-formula, cf. Powell [Pow78])
Remark
Remark 7.26. Instead of using an update matrix forBk, it is also possible to use the Hessian of the Lagrangian,
i.e. Bk = L′′zz(z
[k], `0,µ
[k],λ[k]). But, the Hessian may be indefinite. In this case, QP is not convex anymore
and becomes more difficult to solve.
SQP Algorithm
Algorithm: Local SQP Method
(i) Choose intial guess(z[0],µ[0],λ[0]) ∈ Rn× Rm× Rp and setk = 0.
(ii) If (z[k],µ[k],λ[k]) is a KKT point, stop with success.
(iii) Compute a KKT point(d[k],µ[k+1],λ[k+1]) ∈ Rn× Rm× Rp of the quadratic program.
(iv) Setz[k+1] = z[k] +d[k], k := k+1, and go to (ii).
SQP Algorithm
Remark 7.27.
• The quadratic program can be solved by, e.g., anactive set method, cf. Goldfarb and Idnani [GI83], Gill et
al. [GM78, GMSW91].
• The iteratesz[k] in general are infeasible for the nonlinear program.
• locally superlinear convergence
Globalization of SQP
Exact`1-merit function:











, η > 0
Penalty terms:














One dimensional line search:
min
α>0
ψ(α) := `1(z[k] +αd[k];η)
Choice ofη: Direction of descent, if
η ≥ max{µ[k+1]1 , . . . ,µ[k+1]m , |λ
[k+1]
1 |, . . . , |λ[k+1]p |}. (64)
µ[k+1], λ[k+1]: Lagrange multipliers of quadratic program
Iterative adaption ofη:
ηk+1 := max{ηk,max{µ[k+1]1 , . . . ,µ[k+1]m , |λ
[k+1]
1 |, . . . , |λ[k+1]p |}+ ε}, (65)
Global SQP Algorithm
Algorithmus:Globalized SQP Method
(i) Choose initial guess(z[0],µ[0],λ[0]) ∈ Rn × Rm × Rp, B0 ∈ Rn×n symmetric and positive definite,
β ∈ (0,1), σ ∈ (0,1), and setk = 0.
(ii) If (z[k],µ[k],λ[k]) is a KKT point, stop with success.
(iii) Quadratic program:Compute a KKT point(d[k],µ[k+1],λ[k+1]) ∈ Rn × Rm × Rp of the quadratic
program.
(iv) Adaptη according to (65).
Global SQP Algorithm
(v) Armijo’s rule: Determine the step sizeαk = max{βj | j = 0,1,2, . . .} with
`1(z[k] +αkd[k];η) ≤ `1(z[k];η)+σαk`′1(z
[k];d[k];η).
(vi) Modified BFGS update:ComputeBk+1 according to some update rule.
(vii) Setz[k+1] := z[k] +αkd[k], k := k+1, and go to (ii).
Remarks
Remark 7.28.
• Under appropriate assumptions, the global SQP method turns into the local SQP method after a finite
number of steps. This means that the step lengthαk = 1 is accepted by Armijo’s rule in this case. As
mentioned above, the local method converges at least at a superlinear rate and hence, the global method
does so as well.
• In praxis, it often happens that the quadratic program is infeasible. Powell [Pow78] overcame this rem-
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7.5 Computing Gradients














• gradientF ′ of the objective functional
• JacobiansG′ andH ′ of the constraints





• Sensitivity equation, if number of constraintsgreaterthan the number of variables
• Adjoint equation, if number of constraintsmallerthan the number of variables
• Algorithmic differentiation: „forward mode“⇔ sensitivity differential equation „backward mode“⇔
adjoint equation www.autodiff.org
• Approximation byfinite differences
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7.5.1 Sensitivity Equation Approach
Sensitivity Equation
explicit Euler’s method:
X0(z) = x0, (66)
Xi+1(z) = Xi(z)+hif(ti,Xi(z),ui), i= 0,1, . . . ,N −1 (67)





, i= 0,1, . . . ,N.
Sensitivity Equation









, i= 0,1, . . . ,N −1. (68)







∣∣∣Θ ∣∣∣ · · · ∣∣∣Θ) ∈ Rnx×(nx+(N+1)nu). (69)
This approach is known asinternal numerical differentiation (IND), cf. Bock [Boc87].
Gradient
Gradient of objective function:Chain rule
d
dz






Effort: Essentially an IVP of dimensionx · (n+1) has to be solved.
Notice: With incresing dimension = nx+(N +1)nu of the variablez this becomes expensive!
Sensitivity Differential Equation
Remark 7.29.
• In praxis, often astep-size selection strategyis used to solve the parametric IVP. In view of the sensitivity
analysis it is necessary to solve the sensitivity differential equation using the same step-sizes. Otherwise,
the gradient will not be exact but merely an approximation!
• The discussed method for sensitivity analysis can be extended togeneral one-step methods(explicit or
implicit) andmultiple-step methods.
• Similar strategies concerning sensitivity analysis were suggested by Caracotsios and Stewart [CS85], Maly
and Petzold [MP96], and Brenan et al. [BCP96]. A comparison of the different approaches can be found in
Feehery et al. [FTB97].
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7.5.2 Adjoint Equation Approach
Adjoint Method I
The adjoint method avoids the calculation of the sensitivitiesSi.
Computegradient w.r.t.z of a function
Γ(z) := γ(X0(z),XN(z),z)
Euler’s method:








with multipliersλi, i= 1, . . . ,N .



















































x[ti] = 0nx , i= 0, . . . ,N −1 (70)

























It remains to show thatJ ′(z) = Γ′(z):
Theorem 7.30. It holds

























= 0nx , i= 0, . . . ,N −1








































































Result: Equation (72) provides a formula for the gradient ofΓ, whereΓ stands for each of the functions
F,G= (G1, . . . ,Gm),H = (H1, . . . ,Hp) in (59).
Effort: The adjoint equation has to be solved for each (!) component ofF,G,H in order to calculate
F ′,G′,H ′ in (59). This amounts essentially to solving an IVP of dimensionnx · (2 +m+ p). The trajec-
tory (Xi, i= 0, . . . ,N) has to be stored.
Notice:The effort does not depend on the number of variablesz! The adjoint method is effective if only a few
constraints are present.
Adjoint Method: Remark







, i= 0, . . . ,N −1.
At first glance:similar to explicit Euler’s method,backwards in time(step size−hi), applied to adjoint differential
equationλ̇> = −H′x.
But: H is evaluated at(ti,xi,ui) and not at(ti+1,xi+1,ui+1)! Thus, neither the explicit nor the implicit
Euler’s method occurs, but amixed method(→ symplectic method, Hamiltonian systems).
For Further Reading
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7.6 Discrete Minimum Principle
Outline
Goals:
• derive discrete local minimum principle for Euler’s method
• compare to continuous local minimum principle
• find relation between discrete and continuous multipliers
• approximation of continuous adjointλ and multipliersη andµ
Notation
Continuous multipliers:
λ ↔ f(t,x,u)− ẋ= 0,
η ↔ c(t,x,u) ≤ 0,
µ ↔ s(t,x) ≤ 0,
σ ↔ ψ(x(t0),x(tf)) = 0.
Discrete multipliers:
λi+1 ↔ xi+hf(ti,xi,ui)−xi+1 = 0,
ζi ↔ c(ti,xi,ui) ≤ 0,
νi ↔ s(ti,xi) ≤ 0,































































Evaluation of the first order necessary conditions of Fritz-John leads to
Theorem 7.32 (Discrete Local Minimum Principle). Assumptions:
(i) Letϕ,f0,f,c,s,ψ be continuously differentiable w.r.t.x andu.
(ii) Let (x̂, û) be a local minimum of problem 7.21.
Then there exist multipliers̀0 ∈ R, κ ∈ Rnψ , λ = (λ0, . . . ,λN)> ∈ Rnx(N+1), ζ = (ζ0, . . . , ζN)> ∈
Rnc(N+1), ν = (ν0, . . . ,νN)> ∈ Rns(N+1) with:
(i) `0 ≥ 0, (`0,κ,λ,ζ,ν) 6= Θ,
Discrete Minimum Principle
Theorem 7.32 (continued).
(ii) Discrete adjoint equation:For i= 0, . . . ,N −1 it holds






































λN = `0ϕ′xf (x̂0, x̂N)
> +ψ′xf (x̂0, x̂N)
>κ
+ c′x(tN , x̂N , ûN)












(u− ûi) ≥ 0.
Furthermore, it holdsζ>Nc
′




(iv) Discrete complementarity conditions:It holds
ζi ≥ 0nc , i= 0, . . . ,N,
νi ≥ 0ns , i= 0, . . . ,N,
ζ>i c(ti, x̂i, ûi) = 0, i= 0, . . . ,N,
ν>i s(ti, x̂i) = 0, i= 0, . . . ,N.
Approximation of Adjoints I
Problems with mixed control-state constraints and without pure state constraints (ns = 0, s≡ 0):
Adjoint differential equation (cf. Theorem 7.6):
















≈ η(ti), i= 0, . . . ,N −1
Approximation of Adjoints II
Problems with pure state constraints and without mixed control-state constraints (nc = 0, c≡ 0):











s′i,x[τ ]dµi(τ ), ∀t ∈ [t0, tf ],
Continuous transversality condition:
λ(tf)> = `0ϕ′xf (x(t0),x(tf))+σ
>ψ′xf (x(t0),x(tf)).
Approximation of Adjoints III
Discrete adjoint equation and transversality condition: Fori= 0, . . . ,N −1











= `0ϕ′xf (x̂0, x̂N)


























Approximation of Adjoints IV
Interpretation:
• κ≈ σ
• Approximation of continuous multiplierµ:
νi ≈ µ(ti+1)−µ(ti), i= 0, . . . ,N −1
νN is interpreted asjump height at = tf , i.e.
νN ≈ µ(tf)−µ(t−f ).
Notice: The continuous multiplierµmay jump at f !
Approximation of Adjoints V
• Furthermore, we interprete
λN = `0ϕ′xf (x̂0, x̂N)





asleftsided limitλ(t−f ) of the continuous adjointλ.
Notice: The continuous adjointλmay jump at f (caused byµ)!
Approximation of Adjoints VI
The complementarity conditions yield
0ns ≤ νi ≈ µ(ti+1)−µ(ti) ↔ monotonicity ofµ
Sinceν>i s(ti,xi) = 0 it follows
s(ti,xi)< 0ns ⇒ 0ns = νi ≈ µ(ti+1)−µ(ti),
which corresponds toµ being constant on inactive subarcs.
Remarks
Remark 7.33.
• The variableuN only occurs in the constraintc(tN ,xN ,uN) ≤ 0nc and has no impact on the objective
function.
• In the continuous case, aglobal minimum principle(54) resp. (55) holds. In the discrete case there is in
general no global minimum principle!
Only anapproximate minimum principleholds, cf. Mordukhovich [Mor88].
Under additionalconvexity-like conditionsalso a discrete global minimum principle can be proved, cf. Ioffe
and Tihomirov [IT79], Section 6.4, p. 277.
For Further Reading
References
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[2] B. S. Mordukhovich. An approximate maximum principle for finite-difference control systems.U.S S.R.
Computational Mathematics and Mathematical Physics, 28(1):106–114, 1988.
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7.7 Convergence






s.t. ẋ(t)−f(x(t),u(t)) = 0nx ,
x(0)− ξ = 0nx ,
ψ(x(tf)) = 0nψ ,
c(x(t),u(t)) ≤ 0nc










−f(xi,ui) = 0nx , i= 0, . . . ,N −1,
x0 − ξ = 0nx ,
ψ(xN) = 0nψ ,
c(xi,ui) ≤ 0nc , i= 0, . . . ,N −1
Assumptions I
Assumptions:
(i) Let f0,f,c,ϕ,ψ becontinuously differentiablewith locally lipschitz-continuous derivatives.
(ii) There exists a local solution(x̂, û) ∈C1([0, tf ],Rnx)×C([0, tf ],Rnu) of the optimal control problem.
Assumptions II
(iii) Uniform rank condition forc: There exists a constantα > 0 with
‖c′J (t),u[t]
>d‖ ≥ α‖d‖ ∀d ∈ R|J (t)| a.e. in[0, tf ].
Notation:
J (t) := {i | ci(x̂(t), û(t)) = 0} : index set of active constr. att,
cJ (t)[t] : active constraints att.
Assumptions III
(iv) Surjectivity of linearized equality constraints:The BVP
ẏ(t)− Ã(t)y(t)− B̃(t)v(t) = 0nx , y(0) = 0nx , ψ′xf (x̂(tf))y(tf) = h
has a solution for everyh ∈ Rnψ , where













B̃(t) = f ′u[t]
(














There existsβ > 0 with
d>Ĥ′′uu[t]d≥ β‖d‖
2





J +(t) := {i ∈ J (t) | ηi(t)> 0} : ηi denotes multiplier forci
Assumptions V
(vi) Riccati differential equation:The Riccati differential equation

























has a bounded solutionQ on [0, tf ].
Assumptions VI
Q satisfies the rank assumption:








Convergence of Euler’s discretization
Unter the above assumptions the following convergence result holds:
Theorem 7.34. Let the assumptions (i)-(vi) be fulfilled. Then, for every sufficiently small step sizeh > 0 there
exist alocally unique KKT point(xh,uh,λh, ζh,κ0,κf) of the discretized optimal control problem and
max{‖xh− x̂‖1,∞,‖uh− û‖∞,‖λh−λ‖1,∞,
‖κ0 −σ0‖,‖κf −σf‖,‖ηh−η‖∞} = O(h),
whereλh denotes the discrete adjoint,ηh the discrete multiplier for the mixed control-state constraints,κ0 the
discrete multiplier for the initial condition, andκf the discrete multiplier for the final condition.
The lenghtly and difficult proof can be found in Malanowski et al. [MBM97].
Remarks
Remark 7.35.
• The assumptions (v) and (vi) together aresufficientfor local optimality of(x̂, û).
• Similar convergence results can be found in Dontchev et al.[DHM00, DHV00b].
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Convergence of Runge-Kutta Discretizations
Optimal control problem:
Minimize ϕ(x(1))
s.t. ẋ(t) = f(x(t),u(t)), t ∈ [0,1]
x(0) = ξ.















aijf(ηj,ukj), i= 1, . . . , s,
x0 = ξ.
Notice: An own optimization variableuki is introduced at every stage!
Assumptions I
Assumptions:
• Smoothness:(notice:u is at least continuous!) The optimal control problem has a solution
(x̂, û) ∈W p,∞([0,1],Rnx)×W p−1,∞([0,1],Rnu), p≥ 2.
The firstp derivatives of andϕ arelocally lipschitz-continuousin some neighborhood of(x̂, û).
Assumptions II
• Coercivity: There existsα > 0 with













A(t) := f ′x(x̂(t), û(t)), B(t) := f
′
u(x̂(t), û(t)),
V := ϕ′′(x̂(1)), Q(t) := H′′xx(x̂(t), û(t),λ(t)),






(x,u) ∈ W 1,2([0,1],Rnx)×L2([0,1],Rnu)





OCP order conditions:( 6= IVP order conditions for Runge-Kutta methods)
Order conditions (ci = ∑aij , dj = ∑biaij)
p= 1 ∑bi = 1
p= 2 ∑di = 12











p= 4 ∑bic3i =
1
4




























Convergence of Runge-Kutta Discretizations
Theorem 7.36. Let thesmoothness condition, thecoercivity condition, andbi > 0, i = 1, . . . , s hold. Let the
Runge-Kutta method fulfill theOCP order conditionsup to orderp, cf. table.
Then, for sufficiently small step sizesh there exists astrict local minimumof the discretized optimal control
problem.
Convergence of Runge-Kutta Discretizations
Theorem 7.36 (continued).If d
p−1û
dtp−1
is of bounded variation, then
max
0≤k≤N




is Riemann integrable, then
max
0≤k≤N
{‖xk− x̂(tk)‖+‖λk−λ(tk)‖+‖u∗(xk,λk)− û(tk)‖} = o(hp−1).
Herein,u∗(xk,λk) denotes a local minimum of the HamiltonianH(xk,u,λk) w.r.t. u.
The lengthly and difficult proof can be found in Hager [Hag00].
Example
The subsequent example shows, that the conditionbi > 0, i= 1, . . . , s is essential.






u(t)2 +2x(t)2dt s.t. ẋ(t) =
1
2




















Example7.37(continued).Error of the statex for the norm‖ · ‖∞ for Heun’s method:







Heun’s method converges at second order!
Example
Example7.37(continued).Error of the statex for the norm‖ · ‖∞ for themodified Euler’s method:
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Example
Example7.37(continued).Error of the statex for the norm‖·‖∞ for themodified Euler’s methodwith piecewise
constant control approximation:
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7.8 Direct Shooting Method
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Control grid t0 tN
u0 uNuh
(B-Splines)




Elementary B-splines of orderk ∈ N: Recursively defined by
B1i (t) :=
{












 t0, if 1 ≤ i≤ k,ti−k, if k+1 ≤ i≤N +k−1,
tN , if N +k ≤ i≤N +2k−1.
Auxiliary grid:




• B-Splines date back to de Boor [DB78].
• Evaluation of recursion (73) is well-conditioned, cf. Deuflhard and Hohmann [DH91].
• Elementary B-SplinesBki , i= 1, . . . ,N +k−1 arepiecewise polynomials of degreek−1.
They definebasis of space of splines{

















• The elementary B-Splines havelocal supportand
Bki (t)
{
> 0, if t ∈ (τi, τi+k),
= 0, otherwise.
Some Elementary B-Splines
k = 1: piecewise constant functions





, if τi ≤ t < τi+1,
τi+2 − t
τi+2 − τi+1
, if τi+1 ≤ t < τi+2,
0, otherwise.
Some Elementary B-Splines




(τi+2 − τi)(τi+1 − τi)
, if t ∈ [τi, τi+1),
(t − τi)(τi+2 − t)
(τi+2 − τi)(τi+2 − τi+1)
+
(τi+3 − t)(t − τi+1)
(τi+3 − τi+1)(τi+2 − τi+1)
, if t ∈ [τi+1, τi+2),
(τi+3 − t)2
(τi+3 − τi+1)(τi+3 − τi+2)
, if t ∈ [τi+2, τi+3),
0, otherwise.
Some Elementary B-Splines
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Control Approximations









c := (c1, . . . , cN+k+1) ∈ Rnu(N+k−1).
Notice:uh is fully determined by finitely many parametersci!
Notation:
uh(t) = uh(t;c) = uh(t;c1, . . . , cN+k−1)
ci are calledde Boor points
Advantages
B-splines possess twoadvantagesfrom numerical point of view:
• It is easy to constructarbitrarily smoothcontrol approximations.
• B-splines possesslocal support, i.e. the de Boor pointci influences the valueuh(t) only if t ∈ [τi, τi+k].
This property leads to asparse structureof the gradient of the objective functional and the Jacobian of the
constraints. Exploitation of this sparsity leads tofast algorithms.
State Approximation
Goal: derive reduced discretization (→ reduced discretization by Euler’s method)
Ansatz:
• Replaceu in the differential equation by the approximationuh in (75).
State Approximation
• In everystate grid interval[Ti,Ti+1], i= 0, . . . ,M −1 starting at guessesXi, i= 0, . . . ,M −1 solve
theIVP’s
ẋ(t) = f(t,x(t),uh(t;c)), x(Ti) =Xi
by someone-step method, solution:Xi.
Notice: Control grid points inGu are supposed to be grid points of the one-step method!Otherwise, there
will be difficulties for nonsmooth control approximations!
State Approximation




z := (X0, . . . ,XM−1, c)> ∈ RnxM+nu(N+k−1)




i(t;z), if t ∈ [Ti,Ti+1), i= 0, . . . ,M −1,
XM−1(TM ;z), if t= tf .
Reduced Direct Multiple Shooting Method
IntroducingX anduh into the optimal control problem yields the following finite dimensional optimization
problem:
Problem 7.38 (Reduced Direct Multiple Shooting Method).Findz= (X0, . . . ,XM−1, c)> ∈ RnxM+nu(N+k−1)
such that
ϕ(X0,X(TM ;z))
is minimized subject to
ψ(X0,X(TM ;z)) = 0nψ ,
c(ti,X(ti;z),uh(ti;c)) ≤ 0nc , i= 0,1, . . . ,N,
s(ti,X(ti;z),uh(ti;c)) ≤ 0ns , i= 0,1, . . . ,N,
uh(ti;c) ∈ [umin,umax], i= 0,1, . . . ,N,
Reduced Direct Multiple Shooting Method
Problem 7.38 (continued).andcontinuity conditions at the nodesTi:
Xi(Ti+1;z)−Xi+1 = 0nx , i= 0, . . . ,M −1.
Reduced Direct Multiple Shooting Method
Remark 7.39.
• Of course, anindividual B-splinewith different order may be used for each component of the controlu.
• In this approach wefirst chose a parametrization of the control andafterwardsdiscretized the differential
equation using that control approximation.
The other way around is also possible:First choose a discretization scheme for the differential equation
(e.g. some Runge-Kutta method) and consider the required function values oftherein as optimization
variables.





requires function values ofu at ti andti+h/2.
Instead of a priori using a piecewise constant control approximation, it could be a good idea not to fix the
control approximation too early.
Hence,ui andui+1/2 are considered as independent optimization variables.




So far:Solution on a fixed grid
Goal: Grid refinement depending on discretization error
Assumptions:
• We use a Runge-Kutta method of orderp for the discretization of the differential equation of the optimal
control problem. In addition, we have asecond method of orderp+1 (ideally, animbedded Runge-Kutta
method).
• On the grid
G := {t0 < t1 < .. . < tN = tf}
a numerical solutionxi, i= 0, . . . ,N of the discretized optimal control problem is given.
Grid Refinement
Estimation of the local error:(cf. section on automatic step-size selection)
err := ‖η(t+h)− η̄(t+h)‖
Notation: η(t+h): solution of one step of the Runge-Kutta method of orderp η̄(t+h): solution of one step
of the Runge-Kutta method of orderp+1
Grid Refinement
Estimation of local error for existing solutionxi:
In every grid interval[ti, ti+1], i= 0, . . . ,N −1 it holds
erri := ‖xi+1 − η̄i+1‖, i= 0, . . . ,N −1,
whereη̄i+1 = xi+(ti+1 − ti)Φ̄(ti,xi, ti+1 − ti)), i= 0, . . . ,N −1.
Grid Refinement
Possible goals:













The subsequent heuristic intends to minimize the maximum error.
Algorithm: Grid Refinement
(0) Let tol> 0, hmin > 0 and some initial gridG = {t0 < t1 < .. . < tN = tf} withN ∈ N be given.
(1) Solve the discretized optimal control problem onG and compute the local errors erri, i= 0, . . . ,N −1.
(2) If max
i=0,...,N−1
erri ≤ tol, then stop (the discretization error is within the tolerance).
(3) For i= 0, . . . ,N−1 add the grid pointti+ti+1
2
to G, whenever erri > tol and|ti+1 − ti|> hmin hold
for the interval[ti, ti+1].




Add grid points close tonumerical end points of active control or state constraints, since at these points the
largest error has to be expected.
Alternative Approaches
• Betts and Huffman [BH98] discuss a generalization of our approach. Their approach is also based on the
estimation of the local error of the employed one-step method and may add more than one grid points per
refinement step within each interval.
• Further investigations of refinement strategies forstate and control constraintscan be found in Betts and
Huffman [BH98] and Büskens [Büs98].
Alternative Approaches
• The grid refinement strategies of Laurent-Varin et al. [LVBB+04] are based on the discretization of the nec-
essary conditions (minimum principle) by Runge-Kutta methods and the application of Newton’s method.
Newton’s method allows to estimate the error to the exact solution numerically.This approach estimated
theerror in the necessary conditions; in particular, also the adjoint is included.
For Further Reading
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7.10 Dynamic Programming
7.10.1 The Discrete Case
Dynamic Programming for Discrete Optimal Control Problems







w.r.t. the grid functionsx : G → Rnx andu : G → Rnu subject to
x(tj+1) = f(tj,x(tj),u(tj)), j = 0,1, . . . ,N −1,
x(tj) ∈ X(tj), j = 0,1, . . . ,N,
u(tj) ∈ U(tj,x(tj)), j = 0,1, . . . ,N.
Examples: inventory problems, discretized optimal control problems
Dynamic Programming for Discrete Optimal Control Problems
Remark 7.41. Usually, the setsX(tj) are given in terms of inequalities and equalities:
X(tj) = {x ∈ IRnx | g(tj,x) ≤ 0, h(tj,x) = 0}.
Accordingly, the setsU(tj,x) often are given by
U(tj,x) = {u ∈ IRnu | g̃(tj,x,u) ≤ 0, h̃(tj,x,u) = 0}.
Important special case: box constraints
u(tj) ∈ {v = (v1, . . . ,vnu)> ∈ IR
nu | aj ≤ vj ≤ bj, j = 1, . . . ,nu}.
Optimality Principle of Bellman
Notation:
• fixed time pointtk ∈ {t0, t1, . . . , tN}
• Gk := {tj | j = k,k+1, . . . ,N}
• x̂ ∈X(tk) feasible
Optimality Principle of Bellman
Consider the family of discrete optimal control problems:





w.r.t. the grid functionsx : Gk → Rnx andu : Gk → Rnu subject to
x(tj+1) = f(tj,x(tj),u(tj)), j = k,1, . . . ,N −1,
x(tk) = x̂,
x(tj) ∈ X(tj), j = k,k+1, . . . ,N,
u(tj) ∈ U(tj,x(tj)), j = k,k+1, . . . ,N.
Optimal Value Function
Definition 7.43 (Optimal Value Function). Let tk ∈ G. For x̂ ∈ X(tk) let V (tk, x̂) denote the optimal
objective function value of problemP (tk, x̂). For x̂ 6∈X(tk) defineV (tk, x̂) = ∞.
The functionV : G × IRnx → IR, (tk, x̂) 7→ V (tk, x̂) is calledoptimal value functionof the discrete
optimal control problem.
Optimality Principle of Bellman
It holds
Theorem 7.44 (Optimality Principle of Bellman). Let x̂(·) andû(·) be optimal for problem 7.40.
Then,x̂|Gk andû|Gk are optimal forP (tk, x̂(tk)).
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Optimality Principle of Bellman: Proof
Proof. Assume that̂x|Gk and û|Gk are not optimal forP (tk, x̂(tk)). Then, there exist feasible trajectories










Optimality Principle of Bellman: Proof
Hence,x : G → IRnx andu : G → IRnu defined by
x(tj) :=
{
x̂(tj), if j = 0,1, . . . ,k−1,
x̃(tj), if j = k,k+1, . . . ,N,
u(tj) :=
{
û(tj), if j = 0,1, . . . ,k−1,
ũ(tj), if j = k,k+1, . . . ,N,













This contradicts the optimality of̂x(·) andû(·).
Optimality Principle of Bellman
The decisions in the time periodsk,k+ 1, . . . ,N of problem 7.40 for givenxk are independentof the
decisions in the periodt0, t1, . . . , tk−1:




Optimality Principle of Bellman
Essential assumptions:
Stagewise dependencies:
• x(tj+1) depends only ontj,x(tj),u(tj)!
• The objective function is separable!
• The constraints refer only to the grid pointtj !
The optimality principle does not hold, if, e.g.,ϕ(x(t0),x(tN)) is to be minimized orψ(x(t0),x(tN)) = 0
is supposed to hold!
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Dynamic Programming Method






Recursion for Optimal Value Function
Optimal value function forP (tN ,x)):
V (tN ,x) = min
u∈U(tN ,x)
f0(tN ,x,u). (76)
Assumption:The optimal value functionV (tj+1,x) is known for everyx ∈ IRnx .
Optimality principle:
V (tj,x) = min
u∈U(tj ,x)
{f0(tj,x,u)+V (tj+1,f(tj,x,u)} , j = 0,1, . . . ,N −1. (77)
This is a recursion for the optimal value function; backwards in time!
Optimal initial valuex̂(t0) of problem 7.40:
x̂(t0) = arg min
x∈X(t0)
V (t0,x). (78)
Dynamic Programming Method (Version I)
(i) Backward
1. LetV (tN ,x) be given by (76).
2. Forj =N −1, . . . ,0: ComputeV (tj,x) as in (77).
(ii) Forward
1. Let x̂(t0) be given by (78).
2. Forj = 0,1, . . . ,N −1: Determine
û(tj) = arg min
u∈U(tj ,x̂(tj))
{f0(tj, x̂(tj),u)+V (tj+1,f(tj, x̂(tj),u))}
and letx̂(tj+1) = f(tj, x̂(tj), û(tj)).
3. Determineû(tN) = argminu∈U(tN ,x̂(tN )) f0(tN , x̂(tN),u).
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Dynamic Programming Method (Version II)
(i) Backward
1. LetV (tN ,x) be given by (76) andu∗(tN ,x) the corresponding optimal control.
2. For j =N −1, . . . ,0: ComputeV (tj,x) as in (77). Letu∗(tj,x) be the corresponding optimal
control attj andx (feedback control!).
(ii) Forward
1. Let x̂(t0) be given by (78).
2. Forj = 0,1, . . . ,N −1: Determineû(tj) = u∗(tj, x̂(tj)) and
x̂(tj+1) = f(tj, x̂(tj), û(tj)).
3. Determineû(tN) = u∗(tN , x̂(tN)).
Remarks
Remark 7.45. Both versions yield an optimal solution of the discrete optimal control problem 7.40. Version II is
more preferable forcalculations by hand, since it produces an optimal feedback control lawu∗ as a function of
time and state (→ suitable for controllers!).
Version I is more preferable forcomputer implementations, ince it is not necessary to store the feedback
control lawu∗. Hence, version I needsless memory, but the result of the algorithm is only the optimal trajectory
ofx andu as a function of time (open-loop control).
Remarks
Remark 7.46. The main disadvantage of the dynamic programming method is the so-called curse of dimensions.
In the worst case it is necessary to investigate every discrete trajectory. Nevertheless, the method works well
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7.10.2 The Continuous Case
Optimal Control Problems and Hamilton-Jacobi-Bellman Equation
We consider optimal control problems starting att∗ ∈ [t0, tf ] in x∗ ∈ Rnx :
Problem 7.47 (Optimal Control ProblemP (t∗,x∗)). Findx∈W 1,∞([t∗, tf ],Rnx) andu∈L∞([t∗, tf ],Rnu),
such that




is minimized subject to
ẋ(t) = f(t,x(t),u(t)) a.e. in[t∗, tf ],
x(t∗) = x∗,
u(t) ∈ U a.e. in[t∗, tf ].
Optimal Value Function
Definition 7.48 (Optimal Value Function). For(t∗,x∗) ∈ [t0, tf ]×Rnx theoptimal value functionis defined
as
V (t∗,x∗) := inf
u:[t∗,tf ]→U
F (u; t∗,x∗).
û : [t∗, tf ] → U is calledoptimalforP (t∗,x∗) if V (t∗,x∗) = F (û; t∗,x∗).
Recursion of Optimal Value Function
Similar as in the discrete case, there is also a continuous version of of Bellman’s recursion:
Theorem 7.49 (Optimality Principle of Bellman). For every(t∗,x∗) ∈ [t0, tf ]×Rnx the optimal value func-
tion satisfies the recursion




f0(τ,x(τ ),u(τ ))dτ +V (s,x(s))
)
∀s ∈ [t∗, tf),
wherex is given byẋ(τ ) = f(τ,x(τ ),u(τ )), x(t∗) = x∗ and it holdsV (tf ,x∗) = ϕ(x∗).
Recursion of Optimal Value Function




f0(τ, x̂(τ ), û(τ ))dτ +V (s, x̂(s)), ∀s ∈ [t∗, tf), (80)
wherex̂ denotes the state corresponding toû.
Proof
Proof. First we show „≤“:
Let s ∈ [t∗, tf), u : [t∗, tf ] → U , andũ : [s, tf) → U be arbitrary. Define
ū(τ ) =
{
u(τ ), if τ ∈ [t∗, s),
ũ(τ ), if τ ∈ [s, tf).
Obviously,ū(τ ) ∈ U for all τ ∈ [t∗, tf).
The correspondinḡx of ẋ(τ ) = f(τ,x(τ ), ū(τ )), x(t∗) = x∗ satisfies
x̄(τ ) =
{
x(τ ), if τ ∈ [t∗, s),
x̃(τ ), if τ ∈ [s, tf).
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Proof








f0(τ,x(τ ),u(τ ))dτ +F (ũ;s,x(s)).
Passing to the infimum over all̃u : [s, tf ] → U and allu : [t∗, tf ] → U yields








Now, letε > 0 arbitrary andu : [t∗, tf ] → U with F (u; t∗,x∗) ≤ V (t∗,x∗)+ ε. Then,
V (t∗,x∗)+ ε ≥ F (u; t∗,x∗) =
Z s
t∗




f0(τ, x̄(τ ),u(τ ))dτ +V (s,x(s))
(81)
≥ V (t∗,x∗).
For optimalû above inequality holds withε= 0.
Recursion of Optimal Value Function
Using Bellman’s recursion it is possible to derive apartial differential equationfor the optimal value function.
Theorem 7.50 (Hamilton-Jacobi-Bellman Equation).Let û be optimal. If the optimal value function isdiffer-











whereH denotes the Hamiltonian.
Proof
Proof. From (80) it follows







f0(τ, x̂(τ ), û(τ ))dτ.
Passing to the limith→ 0 yields the assertion.
Recursion of Optimal Value Function
The solvability of the Hamilton-Jacobi-Bellman equation is even sufficient for optimality:
Theorem 7.51 (Sufficient Optimality Condition). LetW : [t0, tf ]× Rnx → R becontinuously differentiable
with












= 0, ∀(t,x) ∈ [t0, tf)× Rnx .
Then:
W (t,x) ≤ V (t,x) ∀(t,x) ∈ [t0, tf)× Rnx .
If in addition û assumes the infimum for a.e.t ∈ [t0, tf ], thenû is optimal forP (t,x) andW (t,x) = V (t,x).
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Proof
Proof. Let (t,x) ∈ [t0, tf)× Rnx andu : [t, tf ] → U arbitrary. Then:
F (u; t,x) =
Z tf
t









W (τ,x(τ ))dτ︸ ︷︷ ︸


















Passing to the infimum over allu yieldsV (t,x) ≥W (t,x).
Proof
If û yields the infimum of the Hamiltonian w.r.t.u, then analogously it follows
V (t,x) = F (û; t,x) =W (t,x) ≤ V (t,x)
andû is optimal.
Construction of Optimal Feedback Controls
Using the Hamilton-Jacobi-Bellman equation it is possible to construct feedback controls:




• Solve the Hamilton-Jacobi-Bellman equation (if possible).
• Compute the optimal statêx by solving
ẋ(t) = f(t,x(t),u∗(t,x(t),W ′x(t,x(t)))), x(t0) = x0
and the optimal control̂u according to
û(t) = u∗(t, x̂(t),W ′x(t, x̂(t))).
Remarks
Remark 7.52.
• Unfortunately, the optimal value function often isnot differentiable, especially in the presence of control
and state constraints.
Exception:convex linear-quadratic optimal control problems
• The computational effort for solving the Hamilton-Jacobi-Bellman equation (partial differential equation)
is very high. Hence, the method is only numerically reasonable forlow state dimensions,
• Withλ(t) := ∂V
∂x
(t, x̂(t)) the adjointλ can be interpreted asensitivityof the optimal value function w.r.t.
x̂. In economical sciencesλ is known asshadow price.
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• Hager’s Counter Example
• Differential Inclusion Motivated by Uncertainty
• Minimum-Energy Problem
• Vertical Ascent of a Rocket
• System of two Water Boxes
• Climate Change Model
• Elch-Test
• Emergency Landing Manoeuvre
• Robots
The Brachistochrone-Problem
Reachable Set for Brachistochrone-Problem
differential inclusion (coordinate change fory2(·))
x′(t) ∈ F (t,x(t)) for a.e.t ∈ [0,1]
x(0) ∈X0
with the data












calculations by I. A. Chahma show the convergence of (nonlinear) Euler’s method forN = 4,8,16,32 (reference
set usesN = 64)
The Brachistochrone-Problem
Approximation of Reachable Set withN = 4
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x(t)+u(t) (a.e.t ∈ [0,1]),
x(0) = 1













Disturbance of Optimal Control
disturbed differential inclusion













U(t) = [u∗(t)− ε,u∗(t)+ ε], X0 = {1}




Reachable Set forε= 0.1,0.01,0.001, 1D














Solution Funnel for ε= 0.1, 1D













Solution Funnel for ε= 0.01, 1D
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Differential Inclusion Motivated by Uncertainty
Uncertain Parameters in Oscillation
forced undamped oscillation
y′′(t)+4y(t) = sin(t) ·u(t) for a.e.t ∈ [0,10],
‖u(t)−u0‖2 ≤ ε1 for a.e.t ∈ [0,10],
‖y(0)‖p ≤ ε2
u0 theoretical amplitude of the force,
y0 theoretical starting value,
u(t) uncertain, bounded amplitude of the force,
ε1 error bounds for amplitude,ε2 error bounds for starting value,p ∈ {2,∞} chooses the norm
Differential Inclusion Motivated by Uncertainty
corresponding differential inclusion
Uncertain Parameters in Oscillation
differential inclusion














U = [u0 − ε1,u0 + ε], X0 =Bε2(x0) or [−ε2, ε2]
2




, ε2 ∈ {0, ε1}
Differential Inclusion Motivated by Uncertainty







0.3855 0.3860 0.3865 0.3870 0.3875 0.3880
 ε1 = ε2 = 0
– ε1 = 10−3,
ε2 = 0
– ε1 = 0,
ε2 = 10−3, p= 2
– ε1 = ε2 = 10−3,
p= 2
































U = [u1,u2], X0 = {x0}









, i.e.α= 0, π
4
Minimum-Energy Problem
Reachable Set for several control setsU
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 U = {−2}
– U = [−6,−2]
– U = [−2,0]
– U = [−6,0]
Minimum-Energy Problem








y′1(x) = y2(x), y1(0) = y1(1) = 0,
y′2(x) = u(x), y2(0) = −y2(1) = tanα.































0 0.2 0.4 0.6 0.8 1
Vertical Ascent of a Rocket
Reachable Set for Rocket Problem
differential inclusion (without end conditions and fuel consumption)


























calculations useumax = 100, normalized massm= 1, g = 9.81
Vertical Ascent of a Rocket























for ti = i,







Vertical Ascent of a Rocket
All Reachable Sets forti = i, i= 0, . . . ,10, 2D















Vertical Ascent of a Rocket
Reachable Set
differential inclusion (reverse times(t) = 10− t, y(t) = x(s(t)))
y′(t) ∈ Ã(t)y(t)+ B̃(t)U + C̃(t) for a.e.t ∈ [0,10]
y(0) ∈ Y0
with the data
Ã(t) = −A(t), B̃(t) = −B(t), C̃(t) = −C(t),






calculations useumax = 100, normalized massm= 1, g = 9.81,





Vertical Ascent of a Rocket
Reachable Sets forε= 100,10,1,0




















System of two Water Boxes
Given:
• 2 water boxes, water levelxi(t) ≥ 0 at timet in box i= 1,2









































0 2 4 6 8 10
System of two Water Boxes
Reachable Set
artificial equation:x′3(t) = (10− t) ·u1(t)+ t ·u2(t)
differential inclusion





 −1 01 −1
10− t t




R(tf ,0,X0) =X0 +
tfR
0
B(t)Udt, calculations usetf = 10
pure quadrature problem, reachable set = Aumann integral, no state constraints here!
System of two Water Boxes


























(WBGU = German Advisory Council on Global Change) simple model of climate change assessment:
F (·): cumulation ofCO2 emissions caused by humankind
C(·): carbon concentration
T (·): global mean temperature
E(·): CO2 emission profile controlling the allowedCO2 emissions
Questions:
• What are the admissible emissions in the yeart?
• What are the feasible concentrationsC(t) in that year?





F ′(t) = E(t),
C′(t) =B ·F (t)+β ·E(t)−σ · (C(t)−C1),





−α · (T (t)−T1),
E′(t) = u(t)E(t), |u(t)| ≤ umax
with state constraints
T1 ≤ T (t) ≤ Tmax,
0 ≤ T ′(t) ≤ T ′crit(T (t)),
T ′crit(T (t)) =
{
T ′max if T1 ≤ T (t) ≤ Tmax −1,
T ′max
√
Tmax −T (t) if Tmax −1 ≤ T (t) ≤ Tmax.
Climate Change Model
Further Model Parameters
umax: rate of emissions change
Tmax: maximal global mean temperature
T1 = 14.6: minimal global mean temperature (preindustrial times)
T ′(·): rate of temperatur change
I = [0, tf ]: t= 0 means this year,tf = 30,200: years of forecast
further constants:B, β, σ, µ,α
starting values:F (0) = 426,C(0) = 360, T (0) = 15.3,E(0) = 7.9
calculations by I. A. Chahma show the result of (nonlinear) set-valued Euler’s method forN = 60,
comparison with optimal control software of C. Büskens
Climate Change Model






1D-projection onT (·) from 4D-reachable set,tf = 200


























Realtime: BMW (10 %, 30 % Perturbation)
Emergency Landing Manoeuvre
• Scenario: propulsion system breakdown
• Goal: maximization of range w.r.t. current position
• Controls: lift coefficient, angle of bank








Definition A.1. A matrix normis a mapping‖ · ‖ : Rm×n → [0,∞) such that for allA ∈ Rm×n
(i) ‖A‖> 0, if A 6= 0
(ii) ‖µ ·A‖ = |µ| · ‖A‖
(iii) ‖A+B‖ ≤ ‖A‖+‖B‖ for allB ∈ Rm×n
It is submultiplicative, if
‖Ã · B̃‖ ≤ ‖Ã‖ · ‖B̃‖
for all Ã ∈ Rp×m, B̃ ∈ Rm×n.
It is compatible with the vector norms‖ · ‖a onRn and‖ · ‖b onRm, if
‖Ax‖b ≤ ‖A‖ · ‖x‖a
for allA ∈ Rm×n, x ∈ Rn.
See for further information: [Sto93, Lem97].
lub-Norm







Proposition A.3 (see [Lem97, Sto93]).A lub-norm inRm×n is a submultiplicative matrix-norm which is com-
patible with its defining vector norms‖ · ‖ onRn resp.Rm.
If ‖A‖ is another matrix-norm compatible with the vector norm‖ · ‖, thenlub(A) is the smallest matrix norm,
i.e. lub(A) ≤ ‖A‖.
It fulfills lub(In) = lub(U) = 1 for the identity matrixIn and all unitary matricesU .
Examples for Matrix Norms
ExampleA.4 (see [Sto93, Lem97]).The following mappings are matrix norms:

















|aik|2 (Frobenius or Schur norm)
(iv) ‖A‖∞ = max
i,k=1,...,n
|aik| (maximum norm)








whereλmax(A>A) is the eigenvalue ofA>A with maximal absolute value.
Examples for Matrix Norms
ExampleA.4 (continued).(i) coincides withlub∞(A), the lub-norm of‖ · ‖∞
(ii) coincides withlub1(A), the lub-norm of‖ · ‖1
(v) coincides withlub2(A), the lub-norm of‖ · ‖2
(iii) and (v) are compatible with the Euclidean vector norm‖ · ‖2,




Definition A.5. Let I = [t0, tf ] andf : I → R, R := [−∞,∞]. Then,f(·) is measurable, if for eacht ∈ R
the set
f−1((−∞, s]) = {t ∈ I |f(t) ≤ s}
is measurable.
f : I → Rn is measurable, if for each closed setS ⊂ Rn the inverse image
f−1(S) = {t ∈ I |f(t) ∈ S}
is measurable.
Definition A.6. Let I = [t0, tf ] and f : I → Rn. Then, f(·) is simple, if there exists a finite partition





χIi(t)fi (t ∈ I).
Hereby,χIi(t) = 1, if t ∈ Ii and otherwise equals zero.
Corollary A.7. LetI = [t0, tf ] andf : I → Rn be a simple function.
Then,f(·) is measurable, if each setIi, i= 1, . . . ,k, in Definition A.6 is measurable.
Measurable Functions
Proposition A.8. Let I = [t0, tf ] and f : I → R
n
with componentsfi(·), i = 1, . . . ,n. Then,f(·) is
measurable, if and only if eachfi(·), i= 1, . . . ,n, is measurable.
Proof. see [Coh80, remarks following Proposition 2.6.3]
Proposition A.9. Let I = [t0, tf ], A ∈ Rm×n, µ ∈ R andf,g : I → Rn. Then, the functionsA · f , µ · f
andf +g are also measurable.
Proof. follows from [Coh80, Proposition 2.6.1] and [Coh80, remarks following Proposition 2.6.3]
Proposition A.10. Let I = [t0, tf ] andf : I → R
n
be measurable. Then, the functionf |Ĩ(·) is measurable
for all measurable subsets̃I ⊂ I.
Proof. cf. [Coh80, remarks after Proposition 2.1.6]
Proposition A.11. Let I = [t0, tf ] and f : I → R
n
be measurable. Consider(Ik)k∈N with measurable
Ik ⊂ I for k ∈ N and
S
k∈N Ik = I such that all functions(f |Ik(·))k∈N are measurable.
Then, the functionf(·) itself is measurable.
Proof. cf. [Coh80, remarks after Proposition 2.1.6]
Proposition A.12. Let I = [t0, tf ] andf : I → R
n
be measurable. Then, there exists a sequence of simple,
measurable functionsfm : I → Rn with
f(t) = lim
m→∞
fm(t) (for all t ∈ I).
Proof. cf. [Coh80, remarks after Proposition 2.1.7]
Measurable Functions
Proposition A.13. LetI = [t0, tf ] andfm : I → R
n





Proof. see [Coh80, Proposition 2.1.4]
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Measurable Functions
Theorem A.14 (Lebesgue’s Dominated Convergence Theorem).LetI = [t0, tf ] andg : I → R
n
+ withR+ :=
[0,∞] be integrable. Letfm : I → R
n





|fm(t)| ≤ g(t) (m ∈ N, a.e.t ∈ I)







Proof. see [Coh80, Theorem 2.4.4]
A.3 Functions with Bounded Variation and Absolutely Continuous Functions
Functions with Bounded Variation
Definition A.15. Let I = [t0, tf ] andf : I → Rn. Then,f(·) hasbounded variationonI, if for all partitions














Proposition A.16. Let I = [t0, tf ] andf : I → Rn have bounded variation. Then,f(·) is continuous except
on a set of at most countable points, hence also measurable.
Proof. cf. [dB03, 4.3, Corollary to Theorem 3]
For more details on absolutely continuous functions, see e.g. [dB03, Nat81, Nat55].
Absolutely Continuous Functions
Definition A.17. Let I = [t0, tf ] andf : I → Rn. Then,f(·) is absolutely continuous, if for every ε > 0

















Proof. cf. [dB03, 9.3, Corollary 3 and following remarks]
For more details on absolutely continuous functions, see e.g. [dB03, Nat81, Nat55].
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A.4 Additional Results
Ordered Sets/Lemma of Zorn
Definition A.19. Let (M,) be an ordered, nonempty set. Then,N ⊂ M is totally ordered, if for all n,ñ∈ N
we havenm orm n.
Lemma A.20 (Zorn). (M,) ordered, nonempty set which has an upper bound for every totally ordered subset
N , i.e.
∃m ∈ N such that for alln ∈ N : m n,
thenM has a maximal elementm0 ∈ M, i.e. for allm ∈ M withm0 m follows immediatelymm0.
Proposition of Hahn-Banach
Proposition A.21 (Hahn-Banach). LetX be a real linear space,Z ⊂X a linear subspace and let
(i) p :X → R sublinear, i.e.
p(x+y) ≤ p(x)+p(y) for all x,y ∈X,
p(α ·x) = α ·p(x) for all α≥ 0, x ∈X
(ii) f : Z → R linear
(iii) f(z) ≤ p(z) for all z ∈ Z
Then, there exists a linear continuationF :X → R with
F (z) =f(z) for all z ∈ Z, i.e.F |Z = f,
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