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СПИСОК ОБОЗНАЧЕНИЙ 
 
 Для описания и изучения математической модели классификатора со 
 случайными подпространствами используются следующие обозначения. 
 
ijA  – нейрон второго слоя классификатора, соответствующий j -й рецептивной 
 группе и i -му измерению соответствующего подпространства 
jB  – нейрон третьего слоя, соответствующий j -й рецептивной группе 
kC  – нейрон четвертого слоя, соответствующий k -му классу 
kC  – k -й класс или соответствующая метка класса 
jc  – центр j -го рецептивного поля, вектор размерности n  
c  – параметр ширины парзеновского окна 
maxd  – максимально возможное расстояние между центрами рецептивных полей 
ijd  – величина 2|| ),(),( jiji yx ϕϕ −  соответствующая фиксированной реализации 
 индекса подпространств 
ije  – величина || ),(),( jiji yx ϕϕ −  соответствующая фиксированной реализации 
 индекса подпространств 
iF  – аппроксимация функции вероятности распределения компоненты векторов 
 обучающей выборки по i -му измерению, ni ,1=  
jG  – j -я рецептивная группа нейронов 
g  – линейная плотность активных пороговых гиперплоскостей, 
)(
2
12 δδ
ηλη
+
=
n
Ng   
ijh  – верхний нейрон первого слоя классификатора, соответствующий j -й 
 рецептивной группе и i -му измерению подпространства 
ijh  – вещественное пороговое значение нейрона ijh , ijijijh ζξ +=  
K  – ядерная матрица обучающей выборки размерности LL × , соответствующая 
 преобразованию )(xB , с элементами l
T
klkkl KK ppxx == ),( , 
TPPK ⋅=  
),( yxK  – ядро преобразования, скалярное произведение бинарных образов p  и q  
L  – длина обучающей выборки 
ijl  – нижний нейрон первого слоя классификатора, соответствующий j -й 
 рецептивной группе и i -му измерению подпространства 
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ijl  – вещественное пороговое значение нейрона ijl , ijijijl ζξ −=  
m  – количество классов и нейронов выходного слоя, },3,2{ K∈m  
N  – количество рецептивных групп классификатора, },2,1{ K∈N  
)( jN cα  – количество рецептивных полей, центры которых принадлежат 
 α -окрестности центра j -го рецептивного поля 
n  – размерность исходного пространства, },2,1{ K∈n  
P  – матрица размерности NL × , состоящая из бинарных образов векторов 
 обучающей выборки, k -я строка матрицы равна Tkp  
eP  – вероятность неразличимости векторов p  и q  
kp  – бинарный образ вектора kx  в представлении слоя B , вектор )( kxB  
p , q  – бинарные образы векторов x  и y  в представлении слоя B  
r  – сумма по модулю два векторов p  и q  
)( jU cα  – α -окрестность центра j -го рецептивного поля 
ku  – постсинаптический потенциал нейрона kC , mk ,1=  
v  – вектор, ортогональный к разделяющей гиперплоскости в пространстве 
 признаков 
W  – матрица синаптических коэффициентов размерности Nm × , kjW  – вес 
 связи от нейрона jB  к нейрону kC , обычно целочисленное значение 
kx  – вещественный вектор обучающей выборки, Lk ,1=  
x , y  – два произвольных входных вещественных вектора размерности n , которые 
 принадлежат единичному гиперкубу 
z  – расстояние между точками x  и y  в терминах манхеттенской метрики, 
 вычисляется как сумма модулей разностей компонент ∑
=
−
n
i
ii yx
1
||  
jz  – величина ∑
=
−
η
ϕϕ
1
),(),( ||
i
jiji yx  при фиксированной реализации индекса 
 подпространств ),( jiϕ  для соответствующей j -й рецептивной группы 
α  – параметр окрестности центра рецептивного поля 
β  – параметр линейного усреднения весовых коэффициентов синаптической 
 матрицы 
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χ  – расстояние Хемминга между векторами p  и q  
2δ  – максимальное полурасстояние между парами пороговых значений, 
 вещественный параметр выбирается из множества ),0( +∞  
1δ  – минимальное полурасстояние между парами пороговых значений,
 вещественный параметр выбирается из множества ],0[ 2δ  
),( jiϕ  – значение индекса подпространств для i -го измерения j -й рецептивной 
 группы, изначально генерируется как дискретная случайная величина из 
 множества },,2,1{ nK  
γ  – вероятность }0)(1)({ =∧= yxP jj BB  для произвольного индекса j  
jγ  – вероятность }0)(1)({ =∧= yxP jj BB  при фиксированной реализации 
 индекса подпространств для соответствующей j -й рецептивной группы 
η  – размерность подпространства каждой рецептивной группы, n,1=η  
λ  – вероятность возбуждения нейрона ijA  при предъявлении произвольного 
 вектора единичного гиперкуба, 
)21(
)(
2
21
δ
δδλ
+
+
=  
|)(| ),(),( jiji yx ϕϕμ −  – вероятность одновременного возбуждения нейрона ijA  
 при предъявлении векторов x  и y  при фиксированной реализации индекса 
 подпространств для соответствующей j -й рецептивной группы 
)(xπ  – функция парзеновского окна вида 
2)1(
)( cLx
cLx
e
ecx
+
⋅
=π  
τ  – вероятность }1)(1)({ =∧= yxP jj BB  для произвольного индекса j  
ρ  – величина 22δ  в предположении, что 21 δδ =  
ijξ  – центр рецептивного поля по i -му измерению для j -й рецептивной группы, 
 изначально генерируется как независимая случайная величина, равномерно 
 распределенная на отрезке  ]1,[ 22 δδ +−  
iψ  – аппроксимация плотности вероятности распределения компоненты 
 векторов обучающей выборки по i -му измерению, ni ,1=  
ijζ  – полуширина рецептивного поля по i -му измерению для j -й рецептивной 
 группы, изначально генерируется как независимая случайная величина, 
 равномерно распределенная на отрезке ],[ 21 δδ  
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ВВЕДЕНИЕ 
 
 Диссертация посвящена исследованию классификационных алгоритмов, в 
частности, проведен анализ функционирования классификатора со случайными 
подпространствами, а также предложены методы его усовершенствования. Проде-
монстрирована эффективность применения данной модели нейронной сети для 
технического прогнозирования фондового рынка. 
 Классификатор со случайными подпространствами представляет собой вы-
сокопроизводительный нейросетевой классификатор. Концептуально архитектуру 
данной нейронной сети можно разделить на две части. Первая часть осуществляет 
нелинейное преобразование вещественного входного вектора в двоичный образ 
достаточно большой размерности. В полученном пространстве признаков линей-
ная разделимость представителей различных классов становится гораздо более ве-
роятной. Вторая часть классификатора представляет собой однослойный персепт-
рон, для которого используется итеративный алгоритм обучения с фиксированны-
ми приращениями. 
 Предложены следующие методы усовершенствования данной нейронной 
сети: выбор конфигурационных параметров структуры классификатора для макси-
мизации расстояния Хемминга между двоичными образами двух различных вход-
ных векторов; адаптация распределения пороговых значений в соответствии с ве-
роятностным распределением входных данных; локальное усреднение синаптичес-
кой матрицы для задач с пересекающимися плотностями распределения. Функцио-
нирование данной нейронной сети проанализировано на классификационной базе 
данных. Доказано, что классификатор со случайными подпространствами является 
универсальным классификатором. Как и большинство других нейросетевых пара-
дигм, данный классификатор позволяет применение генетического алгоритма фор-
мирования структуры сети, а также метод обучения с сохранением наилучшей си-
наптической матрицы. 
 Использовались следующие входные данные для задачи прогнозирования 
временных рядов, которые обуславливают динамику фондового рынка: базовые 
параметры цен и объема торгов, базовые параметры, которые нормализованы с 
использованием соответствующих скользящих средних, различные технические 
индикаторы, паттерны японских свечей, индикаторы отклонения от скользящих 
средних и т.д. Предложен метод оценки эффективности прогнозирования катего-
рии изменения цены с использованием понятий теории информации. 
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 Ключевые слова: распознавание образов, классификация, нейронная сеть, 
классификатор со случайными подпространствами, грубое кодирование, расстоя-
ние Хемминга, персептрон, минимальное различимое расстояние, универсальный 
классификатор, распределение плотности вероятности, итеративное обучение с 
фиксированным приращением, ядерная нейронная сеть, ранняя остановка обуче-
ния, генетический алгоритм, финансовое прогнозирование, технический анализ, 
количество информации, коэффициент корреляции, совместное распределение, 
агентно-ориентированное программирование. 
 Актуальность темы. Нейросетевые алгоритмы могут быть использованы 
для решения достаточно широкого множества задач искусственного интеллекта, 
таких как, например, классификация, кластеризация, регрессия и интерполяция, 
ассоциативный поиск и т.д. Большинство специалистов в этой области считают, 
что в реальных приложениях задачи классификации являются наиболее распрост-
раненными. Кроме того, их решение является существенным для получения мно-
гих научных и экономических результатов. Многие известные алгоритмы класси-
фикации ориентированы на программную имплементацию. В то же время, возмож-
ность аппаратной реализации существенно расширяет сферу применения модели. 
 В работе рассматривается классификатор со случайными подпространства-
ми, который является высокопроизводительным нейросетевым классификатором 
универсального назначения и может быть эффективно реализован как программно, 
так и аппаратно. Современное развитие вычислительной техники является доста-
точно стремительным. В то же время, данная модель нейронной сети может быть 
легко адаптирована как для систем с ограниченными вычислительными ресурсами, 
так и для современных мощных компьютерных систем. Последнее может быть 
достигнуто, например, благодаря регулированию количества нейронов скрытого 
слоя и оптимизации параметров структуры классификатора. Математический ана-
лиз алгоритмов функционирования данного классификатора, который проведен в 
диссертационной работе, позволяет это сделать с учетом конкретного распределе-
ния входных данных. Сравнение приведенной модели нейронной сети с другими 
классификационными алгоритмами позволяет сделать вывод, что классификатор 
со случайными подпространствами является достаточно конкурентоспособным, 
и может быть применен для решения задач финансового прогнозирования. 
 Свободные рынки капитала, где цена финансового инструмента зависит ис-
ключительно от решений участников рынка, составляют основу демократического 
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и либерального общества. Наиболее существенная роль рынка, которая очень час-
то остается без внимания, состоит в том, что рынок является инструментом управ-
ления экономикой. В частности, успешный игрок вынимает финансовые активы из 
тех отраслей, которые имеют малый экономический потенциал, и вкладывают их в 
тот бизнес, который имеет хорошие перспективы развития, и продукция которого 
будет востребована обществом. Успешный игрок, который использует краткосроч-
ные позиции, уменьшает изменчивость рынка и способствует стабилизации его ди-
намики. Таким образом, финансовое прогнозирование является в первую очередь 
средством эффективного управления экономикой. 
 С другой стороны, задача финансового прогнозирования является одной из 
самых сложных задач искусственного интеллекта благодаря тому, что участниками 
рынка являются реальные люди, кроме того, общее число игроков очень велико. 
Влияние на динамику цены финансового инструмента имеет очень большое коли-
чество факторов, которые не могут быть математически формализованы. Можно 
сделать следующий вывод, что успешное краткосрочное финансовое прогнозиро-
вание возможно только с использованием современной вычислительной техники, 
и с применением наиболее развитых средств искусственного интеллекта. Для ре-
шения задач прогнозирования могут быть использованы два модельных решения: 
регрессия и классификация. В частности, использование последней парадигмы 
наиболее целесообразно для принятия дискретных решений. 
 Связь работы с научными программами, планами, темами. Основные 
исследования по теме диссертации проводились в Институте программных систем 
НАН Украины в рамках выполнения таких научно исследовательских работ: 
• ”Разработка теории и методов программирования высокопроизводительной 
обработки в метакомпьютерных системах на основе координационных 
моделей вычислений” по программе фундаментальных исследований ИПС 
НАНУ, № гос. реестра 0102U005995; 
• ”Разработка серии нейрокомпьютеров универсального назначения” по прог-
рамме фундаментальных исследований ИПММС НАНУ, классификацион-
ный № 4.1.03.А, № гос. реестра 0103U006856; 
• ”Разработка моделей, методов и инструментальных средств распределен-
ной обработки информации на основе интеллектуальных мультиагентных 
программных технологий” по программе фундаментальных исследований 
ИПС НАНУ, № гос. реестра 0102U005993. 
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 Цели и задачи исследования. Целью диссертационного исследования 
является усовершенствование алгоритмов классификации, вероятностный анализ 
функционирования нейросетевого классификатора со случайными подпространст-
вами и улучшение его характеристик, разработка математических средств анализа 
финансовых рынков с использованием нейронных сетей. 
В диссертационной работе поставлены и решены следующие задачи: 
• разработка детальной математической модели процесса обработки данных 
при использовании классификатора со случайными подпространствами и 
выбор оптимальной конфигурации нейронной сети; 
• доказательство, что классификатор со случайными подпространствами 
является универсальным классификатором и может быть использован для 
решения задач произвольной сложности; 
• анализ качества функционирования нейронной сети на классических зада-
чах, адаптация модели классификатора с учетом вероятностного распреде-
ления входных данных конкретной задачи; 
• изучение факторов, которые влияют на динамику фондового рынка и созда-
ние модели входных данных нейросетевой системы прогнозирования; 
• экспериментальное применение классификатора для технического прогно-
зирования динамики фондового рынка с использованием реальных данных; 
 Объект исследования. Объектом исследования является нейросетевой 
классификатор со случайными подпространствами и его математическая модель. 
 Предмет исследования. Предметом исследования являются математичес-
кие структуры, которые соответствуют нейросетевой обработке данных, такие, как 
матрицы, бинарные и вещественнозначные векторы, различные геометрические 
понятия, распределения вероятностей и т.д., а также итеративные алгоритмы обу-
чения нейронной сети. 
 Методы исследования. При разработке алгоритмов функционирования 
нейронной сети и теоретическом анализе модели применялись методы математи-
ческого анализа, линейной алгебры, комбинаторики, теории вероятностей, матема-
тической статистики, теории информации, оптимизации, функционального анали-
за, имитационного моделирования, структурного, объектного и агентно-ориенти-
рованного программирования и т.д. 
 Научная новизна полученных результатов. Основными научными ре-
зультатами диссертационной работы являются такие: 
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• проведена спецификация математической модели и вероятностный анализ 
функционирования классификатора со случайными подпространствами; 
o получены вероятностные характеристики активации нейронов скрытых 
слоев и оценка минимального различимого расстояния; 
o получены условия оптимальности выбора параметров структуры класси-
фикатора для максимизации расстояния Хемминга между бинарными об-
разами двух произвольных входных векторов; 
• разработаны методы адаптации нейросети для решения конкретных задач; 
o предложен метод генерации чувствительной структуры классификатора, 
который обеспечивает линейную плотность пороговых значений пропор-
циональной к реальному распределению компоненты входных данных; 
o предложен алгоритм локального усреднения синаптической матрицы, ко-
торый может приближать полученное решение к байесовскому; 
• доказано, что классификатор со случайными подпространствами является 
универсальным классификатором, то есть имеет возможность безошибочной 
интерпретации произвольной обучающей выборки; 
• работа нейронной сети была оценена на классификационной базе данных, 
презентативность которой признана в мире, произведено сравнение показа-
телей качества классификации с другими алгоритмами; 
• проведены экспериментальные исследования по прогнозированию динамики 
фондового рынка на реальных исторических данных; 
o предложено использование паттерна японских свечей и нормализованных 
индикаторов отклонения от скользящих средних; 
o предложен метод оценки эффективности прогнозирования с использова-
нием понятия количества информации, которое предоставляется нейрон-
ной сетью, как дискретная категория будущего изменения цены. 
 Практическое значение полученных результатов. Математический ана-
лиз функционирования нейронной сети, который проведен в диссертационной ра-
боте, позволяет оптимизацию конфигурации классификатора и адаптацию к конк-
ретной задаче классификации без проведения эмпирического исследования. Метод 
генерации чувствительной структуры классификатора ускоряет процесс обучения, 
и в большинстве случаев улучшает вероятность успешной классификации. Анализ 
качества работы классификатора на специализированной базе данных позволяет 
сделать вывод, что на задачах с четкими границами принадлежности к тому или 
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иному классу, данная нейронная сеть не уступает таким известным алгоритмам як, 
метод ближайших соседей, многослойный персептрон и метод обучения с кванти-
зацией векторов. Метод локального усреднения синаптической матрицы улучшает 
возможности применения классификатора к задачам, имеющим значительное пере-
сечение распределений плотностей вероятности. Доказательство свойства универ-
сальной классификации показывает, что рассматриваемая нейронная сеть может 
быть использована для решения задач произвольной сложности. 
 Личный вклад соискателя состоит в теоретическом и практическом ис-
следовании модели нейронной сети, в разработке и усовершенствовании алгорит-
мов ее функционирования. Все основные результаты диссертационной работы 
получены автором самостоятельно. Публикация [76] содержит математический 
анализ модели классификатора, большинство полученных теоретических резуль-
татов подтверждается экспериментально. Статьи [64,65] посвящены прогнозиро-
ванию динамики фондового рынка с использованием классификатора со случай-
ными подпространствами. В работе [75], которая написана в соавторстве, соиска-
телю принадлежит практическое исследование функционирования нейронной се-
ти, предобработка и эмпирический анализ входных данных. Работы [76,78] рас-
крывают аспекты практического применения нейросетевых технологий. Статья 
[66] исследует функционирование сети на классификационной базе данных. 
 Апробация результатов работы. Основные результаты работы докладыва-
лись и обсуждались на научных семинарах и конференциях, в частности на: 
1. IV международной научно-практической конференции по программирова-
нию УкрПРОГ’2004, Киев, Украина, 1-3 апреля 2004 г. 
2. V международной научно-практической конференции по программирова-
нию УкрПРОГ’2006, Киев, Украина, 23-25 мая 2006 г. 
3. Международной конференции “International Joint Conference on Neural Net-
works” IJCNN’04, Budapest, Hungary,  July 25-28, 2004. 
4. Международной конференции “International Joint Conference on Neural Net-
works” IJCNN’05, Montreal, Canada, August 1 – 4, 2005. 
5. Международной конференции “International Conference on Artificial Neural 
Networks”, Warsaw, Poland, September 11 – 14, 2005. 
 Публикации. Основные результаты работы изложены в 9 печатных публи-
кациях, из которых  5 – статьи в научных специальных журналах, рекомендован-
ных ВАК Украины. Из них – 4 работы выполнены автором самостоятельно. 
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1. ОБЗОР ИНДУКТИВНЫХ МЕТОДОВ ПРОГНОЗИРОВАНИЯ 
_____________________________________________________________ 
 
1.1. ПРАКТИКА ИСПОЛЬЗОВАНИЯ НЕЙРОННЫХ СЕТЕЙ ДЛЯ 
РЕШЕНИЯ ЗАДАЧ ФИНАНСОВОГО ПРОГНОЗИРОВАНИЯ 
 
 В настоящее время нейронные сети успешно применяют для такого широ-
кого круга финансовых приложений как распределение инвестиционных средств, 
финансовое прогнозирование, оценка риска, оценка кредитоспособности, предска-
зание банкротства, анализ финансового состояния, управление инвестиционным 
портфелем, включая такие финансовые инструменты как акции, бонды, инвести-
ционные фонды, опционы и фьючерсы (англ. stocks, bonds, mutual funds, options 
and futures). Некоторые из перечисленных приложений дают увеличение в при-
быльности финансовых операций более 30 процентов в год [55]. Следует отметить, 
что в США финансовые организации являются самым крупным спонсором иссле-
дований в области нейросетевых технологий после министерства обороны. Япония 
также имеет программу финансирования исследований в этой области, в основном 
для использования нейронных сетей в коммерческих целях. Достаточно популяр-
ным является использование нейросетевых технологий для анализа и прогнозиро-
вания валютного рынка, прогнозирования продаж той или иной категории товаров 
в зависимости от региона и времени года. 
 Одним из наиболее популярных формализмов решения финансовых задач и 
принятия решений является парадигма экспертной системы [55]. Такая система мо-
жет использовать самые различные методы искусственного интеллекта для запо-
минания и извлечения данных. Ранние экспертные системы использовали либо 
традиционные методы с последовательной обработкой данных, либо статистичес-
кие методы. Более успешным оказалось применение в качестве ядра экспертной 
системы нейросетевых структур. В частности, нейросетевые алгоритмы не предпо-
лагают использования эксперта в области приложения. 
 Нейросетевые системы обладают несколькими отличительными свойства-
ми, которые делают их наиболее привлекательным средством для решения многих 
задач искусственного интеллекта [15,17,56]. Прогнозирование финансовых показа-
телей, как правило, связано с учетом большого количества параметров, влияющих 
на поведение экономической системы [92]. С другой стороны, динамика такой сис-
темы обуславливается поведением большого числа игроков, каждый из которых 
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принимает решения независимо и использует различные критерии. Таким образом, 
задача экономического прогнозирования является трудноформализуемой, что обу-
славливает невозможность построения строгой математической модели. 
 Динамику финансовых индексов или курсов акций, т.е. зависимость цены 
финансового инструмента от времени, можно рассматривать как попытку участни-
ков рынка найти ту стоимость актива, которая была бы адекватна текущим финан-
совым показателям соответствующего сегмента экономики или компании. Если 
цена акций занижена, то участники игры стараются приобрести их, чтобы продать 
в дальнейшем. Таким образом формируется тренд на повышение и цена акций рас-
тет. Наоборот, если цена акций завышена, то игроки стремятся продать данный 
финансовый инструмент, чтобы, возможно, приобрести его в дальнейшем, когда 
цена понизится – соответственно, формируется тренд на понижение. Сложность 
описанного процесса состоит в том, что реальная ситуация постоянно изменяется. 
 В качестве наиболее существенных факторов, влияющих на стоимость фи-
нансового инструмента, следует перечислить фундаментальные показатели, пока-
затели прибыльности, анонсирование новостей и новых контрактов, макроэконо-
мический климат и т.д. Все эти изменения формируют сложно обусловленные 
диссипативные колебания цены финансового инструмента. Кроме того, участники 
торгов имеют различные предпочтения при принятии решений или формировании 
торговой стратегии. Любопытен тот факт, что успешный брокер оказывает благо-
творное влияние на экономику, т.е. если игрок покупает акции дешевле, а продает 
дороже, то это означает, что он поднимает цену когда она занижена, и понижает 
цену когда она завышена. Такие действия приводят к стабилизации динамики цены 
того или иного инструмента и, как следствие, экономики в целом. 
 Очевидно, что стоимость всех эмитированных акций должна быть равна 
прибыли, которую заработает компания за все время ее существования, плюс стои-
мость пассивного имущества компании. Этот простой тезис практически неприем-
лем для использования, так как неизвестно, как долго сможет компания просущес-
твовать и каким будет распределение прибыли на протяжении времени. Необходи-
мо отметить, что нет непосредственной привязки цены акций к финансовым пока-
зателям компании. Цена финансового инструмента определяется исключительно 
участниками рынка, а именно ордерами на покупку и продажу данного типа акций. 
Если участники игры будут иметь предпочтения, например на покупку определен-
ного типа акций, то цена будет повышаться, даже если это не будет экономически 
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обусловлено. Таким образом, построение системы финансового прогнозирования 
это в первую очередь построение системы предсказания поведения участников 
рынка. Она должна основываться на тех данных, которыми руководствуются сами 
участники торгов, или же на данных, которые для них также были бы содержатель-
ными. Нейросетевые модели имеют здесь преимущество, так как нейросетевая об-
работка данных аналогична восприятию данных участниками игры, к тому же ней-
росетевые системы обладают способностью принятия унифицированного решения 
при обработке больших объемов входной информации. 
 
 
Рис. 1.1. Ежедневная динамика изменения цены акций компании IBM 
за один год (до 10/01/03), источник www.bigcharts.com. 
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 Информацию, которой пользуются инвесторы для оценки привлекательнос-
ти того или иного вида акций принято разделять на две категории, это фундамен-
тальные и технические характеристики [92]. Фундаментальные характеристики, 
как правило, отображают финансовые показатели самой компании, которые либо 
не изменяются, либо изменяются достаточно редко. В качестве примера стоит 
привести квартальную динамику прибыли компании, отношение цены к прибыли, 
цены к объему продаж, цены к росту прибыли, аналитические рекомендации и т.д. 
Технические характеристики являются производными динамики цен и объема тор-
гов и связаны с исследованием различного рода графиков. Самих инвесторов так-
же разделяют на две категории по преимущественному использованию опреде-
ленного вида характеристик. Для предметной иллюстрации динамики цен выше 
на рис. 1.1 приведен график цены акций компании IBM за один год с некоторыми 
показателями технического анализа: экспоненциально-взвешенное скользящее 
среднее, индекс относительной силы, объем торгов при повышении и понижении 
цены закрытия. Более подробно наиболее существенные для нейросетевых алго-
ритмов характеристики будут рассмотрены в работе далее. 
 Среди профессиональных инвесторов популярна гипотеза эффективного 
рынка [55], которая предполагает, что в свободном рынке цена акций на текущий 
момент времени отражает всю информацию, доступную участникам торгов. До-
полняющим предположением является гипотеза случайного блуждания, которая 
утверждает, что если на текущий момент времени цена финансового инструмента 
соответствует оценке, построенной на всей доступной информации, то последую-
щее изменение цены не является предсказуемым. При моделировании рыночных 
систем текущая цена часто используется в качестве наилучшей оценки цены фи-
нансового инструмента за следующий дискретный период времени. С другой сто-
роны приращение цены, как правило, моделируется как несмещенная нормально 
распределенная случайная величина. 
 Практическое следствие гипотезы случайного блуждания состоит в невоз-
можности стабильного получения прибыли большей, чем среднерыночная. При 
учете финансовых показателей фондового рынка США или Европы за несколько 
десятилетий можно утверждать, что в среднем рынок растет со скоростью около 
10% в год за счет инфляции и других макроэкономических факторов. Любой уро-
вень доходности операций на фондовом рынке, превышающий среднерыночный 
должен рассматриваться в данном контексте как случайность. 
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 Соответственно, как уже упоминалось, динамику цены акций можно рас-
сматривать как некоторые колебания, обусловленные новостями, изменениями в 
фундаментальных характеристиках компании, макроэкономическими и другими 
факторами. Схематически цену акции можно представить как сумму трех следую-
щих компонент: некоторой оценки, обусловленной фундаментальными характе-
ристиками, колебательной составляющей, которая обусловлена техническими по-
казателями, и некоторой случайной составляющей, для которой не удается выя-
вить каких-либо закономерностей. Для удачно построенной математической моде-
ли эта случайная составляющая должна иметь распределение, близкое к нормаль-
ному распределению с нулевым математическим ожиданием. 
 Программные продукты для финансового прогнозирования, имеющие спрос 
на рынке, равно как и профессиональные инвесторы, используют фундаменталь-
ные и технические характеристики одновременно. В то же время, адекватный и 
взвешенный учет всех факторов является сложной практической и научной проб-
лемой. С этой точки зрения нейронные сети привлекательны тем, что обладают 
способностью индуктивного выявления взаимозависимостей и правил между раз-
личными группами входных данных, кроме того, обладают толерантностью к не-
значительным случайным или шумовым составляющим. К недостаткам нейросе-
тевых алгоритмов можно отнести сложность интерпретации внутреннего поведе-
ния сети, а также аргументацию результатов, выдаваемых системой. 
 Исследователей поведения финансовых рынков условно можно разделить 
на сторонников и противников гипотезы случайного блуждания. Существует дос-
таточно много работ посвященных как опровержению так и подтверждению дан-
ной гипотезы. В частности, достаточно полный обзор публикаций по данной тема-
тике можно найти в сборниках [22,48,52,55,56,57]. 
 Применение простых правил технического анализа не обеспечивает получе-
ния статистически значимых результатов прогнозирования. Аналогичные выводы 
могут быть сделаны при исследовании линейных зависимостей между известными 
данными и последующим изменением цены [56]. Именно использование нейросе-
тевых технологий позволило выявить нелинейные регулярности в поведении фи-
нансовых рынков. В то же время, следует отметить проблемы качества и стабиль-
ности соответствующих результатов. Полученные закономерности дают основа-
ния для опровержения гипотезы случайного блуждания и построения эффектив-
ных систем финансового прогнозирования. 
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1.2. ОБЗОР СУЩЕСТВУЮЩИХ МЕТОДОВ ПРОГНОЗИРОВАНИЯ И ИСТОРИЯ 
РАЗВИТИЯ НЕЙРОТЕХНОЛОГИЙ КОДИРОВАНИЯ ИНФОРМАЦИИ 
 
 Следует выделить следующие, наиболее популярные средства индуктивно-
го моделирования, которые могут быть использованы для решения задач финансо-
вого прогнозирования: нейронные сети, системы основанные на нечеткой логике, 
метод группового учета аргументов, стохастическая аппроксимация, многомерный 
регрессионный анализ, методы статистического обучения и т.п. 
 Сравнение различных подходов удобнее проводить в терминах решения за-
дачи регрессии. Классические статистические методы, как правило, используют 
некоторые предположения касательно вероятностного распределения входных 
данных, либо эвристические понятия, такие как, например, функционал среднего 
риска [73]. В качестве примера используемых приемов можно привести следую-
щие: анализ исследуемой динамики как линейной регрессии в зависимости от 
входных данных, предположение нормального распределения подмножеств век-
торов входных данных, использование принципа несмещенности и нормальности 
ошибки построенной регрессионной модели. 
 В то же время, подобные предположения не являются приемлемыми для 
решения многих реальных задач индуктивного моделирования. В случае анализа 
задачи прогнозирования финансовых рынков можно сделать следующие выводы. 
Использование методов линейной регрессии обеспечивает достаточно слабые ре-
зультаты прогнозирования, которые, как правило, не являются полезными при 
практическом использовании [56]. Постулирование нормальности и несмещеннос-
ти последующего изменения цены финансового инструмента, обычно, означают 
признание справедливости гипотезы случайного блуждания. 
 Следует выделить следующие свойства задач финансового прогнозирова-
ния: вероятностные распределения входных и выходных данных не являются из-
вестными, кроме того, значительные случайные флуктуации присутствуют как во 
входных, так и в выходных данных. Развитые системы индуктивного моделирова-
ния часто используют один и тот же принцип аппроксимации исследуемой зависи-
мости в виде линейной комбинации некоторого набора базисных функций. Значит, 
сравнение классов систем индуктивного моделирования не является конструктив-
ным, так как математическая сущность большинства из них является одинаковой. 
В то же время, сравнение возможно для конкретных методов прогнозирования. 
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 В частности, нейронные сети традиционно используют в качестве базисного 
набора сигмоидные и радиально-базисные функции [17], метод группового учета 
аргументов – многочлены и тригонометрические функции [36], методы нечеткой 
логики – треугольные функции и т.п. Свобода выбора базисных функций является 
следствием неизвестности исследуемых вероятностных зависимостей и распреде-
лений. Недостаточная определенность постановки реальных задач также обуслав-
ливает необходимость принятия эвристических архитектурных решений. 
 Например, в случае использования нейронных сетей искомая модель опре-
деляется синаптическими матрицами весовых коэффициентов. При использовании 
тригонометрического метода группового учета аргументов моделируемый сигнал 
аппроксимируется суммой ряда Фурье, а задача прогнозирования отчасти сводится 
к определению коэффициентов ряда. Таким образом, построение системы прогно-
зирования, как правило, предполагает поиск решения в некотором классе функций, 
причем выбор оптимальной функции производится путем определения значений 
множества свободных параметров системы для минимизации функционала эмпи-
рического риска [59]. Изменение значений свободных параметров производится с 
использованием обучающей выборки, а эмпирический риск обычно рассматрива-
ется как функция ошибок прогнозирования на тестовой выборке. 
 Одно из удобств использования регрессионного подхода в качестве средс-
тва моделирования состоит в том, что задача прогнозирования на несколько диск-
ретных интервалов времени вперед может быть представлена как серия задач про-
гнозирования на один интервал. В то же время, в случае предсказания поведения 
финансовых рынков ошибка аппроксимации последующего изменения цены дос-
таточно велика, что нивелирует указанное преимущество. В частности, для хаоти-
ческих систем даже малая ошибка в динамике, полученная для малого временного 
диапазона, обуславливает большую ошибку для больших интервалов времени [57]. 
 Проблемы краткосрочного и долгосрочного прогнозирования обычно име-
ют различную специфику и предполагают разные приоритеты в использовании фи-
нансовых показателей. В то же время, более качественные прогнозные данные на 
один интервал времени вперед позволяют увеличивать срок итеративного прогно-
зирования. Для получения относительно стабильных и не зависяших от случайной 
составляющей результатов часто используют экспоненциальное сглаживание ис-
ходных данных. В то же время, данный метод приводит к потерям некоторой пред-
положительно полезной информации. 
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 Существенным достоинством использования нейросетевых систем является 
то, что реализация данного подхода не обязательно предполагает знание некоторой 
математической модели прикладной области или правил, которые необходимо вы-
полнять для соблюдения соответствия с теорией. В частности, нейросетевой под-
ход использует принципы индуктивного моделирования и не предполагает нали-
чия возможности дедуктивного вывода правил для области приложения. Основной 
способ использования нейронной сети предполагает обучение сети на так называе-
мой обучающей выборке и последующее применение полученной конфигурации 
сети на тестовой выборке. 
 Нейросетевые технологии применяются в том числе для решения следую-
щих прикладных задач: распознавание речи, распознавание лиц, преобразование 
формы представления документов из сканированной в символьную, прогнозирова-
ние загруженности электрических и телекоммуникационных сетей, прогноз пого-
ды, прогнозирование наводнений и других стихийных бедствий, создание имплан-
тантов зрения или слуха, обработка аудио, видео и другой мультимедийной инфор-
мации, прогнозирования динамики финансовых рынков, моделирование процессов 
мышления и т.д. Очевидно, большинство из перечисленных задач не поддается 
полной математической формализации, так как количество факторов, которые 
влияют на поведение динамической системы, очень велико, кроме того, многие 
существенные факторы не являются известными. 
 Нейросетевые алгоритмы могут быть применены для решения достаточно 
широкого круга проблем искусственного интеллекта, таких как классификация, 
кластеризация, регрессия и интерполяция, ассоциативный поиск и т.д. В то же вре-
мя, многие специалисты полагают, что задачи классификации или распознавания 
образов являются наиболее распространенными и их решение является существен-
ным для получения многих научных и экономических результатов. 
 Подробный анализ нейросетевых архитектур приведен, например, в моно-
графии [17]. Достаточно полный и авторитетный обзор методов распознавания 
образов представлен в работе [14]. Следует отметить возможности успешного ре-
шения задач регрессии с использованием нейронных сетей, которые являются уни-
версальными аппроксиматорами [11,12,17,18], то есть обладают возможностью 
представления целевой функции с произвольной точностью. Для нейронных сетей, 
используемых для решения задач классификации, как правило, важно, чтобы дан-
ная сеть являлась универсальным классификатором [37,13]. 
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 Для ассоциативного поиска информации, как правило, используются реше-
ния, основанные на сети Хопфилда [15], либо асcоциативно-проективные нейрон-
ные структуры [86,43]. Для кластеризации данных применяются самоорганизую-
щиеся карты Кохонена [17]. Для решения задач регрессии часто используются 
следующие нейронные сети прямого распространения: многослойный персептрон, 
сеть на основе радиально-базисных функций, вариации перечисленных архитектур 
с использованием других базисных функций. 
 Многие исследователи отмечают существенную особенность нейронных се-
тей, состоящую в том, что они являются нелинейными преобразователями. Данное 
свойство обуславливает возможность решения сложных задач распознавания обра-
зов и нетривиальное поведение сети как динамической системы. В частности, од-
нослойный персептрон является линейным дискриминатором и его когнитивные 
возможности ограничены. Двухслойный персептрон является универсальным апп-
роксиматором в классе непрерывных функций [12]. Персептрон, который имеет 
три или более слоев может аппроксимировать более сложные и разрывные функ-
ции, однако данная архитектура требует значительно большего времени обучения. 
Сеть на основе радиально-базисных функций является универсальным аппрокси-
матором в классе непрерывных функций [17]. Эти же системы можно успешно ис-
пользовать для решения задач классификации или распознавания образов. 
 Наиболее популярной идеей решения сложных задач классификации и рег-
рессии является использование нелинейного преобразования исходного пространс-
тва, размерность которого обычно мала, в пространство признаков с существенно 
большей размерностью. При этом вероятность того, что полученная задача окажет-
ся линейно разрешимой в новом пространстве признаков, становится существенно 
большей. Данный подход используется в методе опорных векторов и теории стати-
стического обучения [59]. Фактически, увеличение размерности пространства поз-
воляет увеличить число степеней свободы рассматриваемой системы индуктивного 
моделирования по отношению к количеству ограничений, накладываемых обучаю-
щей выборкой. Этот же принцип использует и исследуемый в работе классифика-
тор со случайными подпространствами. 
 Можно проследить следующую последовательность развития нейросетевых 
архитектурных решений. Предложение рассматривать биологические нейроны как 
вычислительные элементы, реализующие принцип “все или ничего” изначально 
представлено в работе [10]. Доказано, что системы формальных нейронов с адап-
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тирующимися синаптическими соединениями могут реализовывать произвольные 
логические функции афферентных сигналов. Одной из первых архитектур искус-
ственной нейронной сети, которая была успешно применена к задачам распозна-
вания образов, является персептрон. Базовая модель однослойного персептрона 
обладает линейными дискриминационными возможностями [17], соотвественно 
основные усилия исследователей были сосредоточены на поиске нейросетевых 
архитектур, которые способны принимать более сложные решения. 
 В частности, для задач распознавания изображений были разработаны ста-
тистические персептроны [21,45,46,71,72], которые используют случайным обра-
зом сформированные связи для вычисления вторичных признаков изображения и 
слой выходных нейронов с адаптируемыми соединениями. Основной результат 
этих исследований состоял в доказательстве того, что при увеличении числа вто-
ричных признаков изображения и, соответственно, числа случайных связей, ве-
роятность корректной интерпретации обучающей выборки стремится к единице. 
Данные модели обладали рядом недостатков, что обусловило некоторое ослабле-
ние интереса к нейросетевым технологиям в 70-х годах прошлого века. В част-
ности, количество нейронов, необходимое для реализации такой нейронной сети 
с удовлетворительными характеристиками качества не соответствовало возмож-
ностям вычислительной техники того времени. Только линейные дискриминаци-
онные возможности выходного слоя статистических персептронов также ставили 
под сомнение когнитивные возможности данного класса нейронных сетей [35]. 
Проведенные исследования были нацелены на корректную интерпретацию только 
обучающей выборки, соответственно обобщающая способность нейронной сети 
для задач со значительной байесовской ошибкой, не исследовалась. 
 Было широко известно, что значительно большими адаптивными способ-
ностями обладают многослойные персептроны. В то же время, адекватных алго-
ритмов обучения таких нейронных сетей не существовало до появления метода 
обратного распространения ошибки (back propagation) [15,17,47], который является 
реализацией принципа коррекции ошибок для многослойной архитектуры. Метод 
обратного распространения ошибки обобщает дельта-правило для обучения одно-
слойного персептрона, которое получено как реализация метода наименьших квад-
ратов [17]. Кроме того, данный способ обучения, как правило, эквивалентен мето-
ду наискорейшего спуска в пространстве синаптических весов при минимизации 
среднеквадратичной эмпирической ошибки на обучающей выборке. 
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 Можно проследить следующую тенденцию увеличения количества свобод-
ных параметров нейросетевых архитектур. Для многих статистических персептро-
нов веса, соответствующие нейронам вторичных признаков, представимы в виде 
векторов (тензоры первого порядка). Многослойный персептрон, как и большин-
ство современных нейросетевых решений, использует множество синаптических 
коэффициентов, которые обычно рассматриваются как синаптические матрицы 
(тензоры второго порядка). Некоторые современные разработки с применением 
нео-фаззи нейронов [4] требуют хранения трехмерных тензоров весовых коэффи-
циентов. Такие сложные архитектуры получаются в результате нейросетевой реа-
лизации формы представления функции многих переменных в виде суперпозиций 
и сумм функций одной переменной [83]. В соответствии с теоремой Колмогорова 
о суперпозиции произвольная непрерывная функция n  переменных ),,( 1 nxxf K , 
определенная на множестве точек единичного гиперкуба, в точности представима 
в виде ∑ ∑+
= =
⎟⎟⎠
⎞
⎜⎜⎝
⎛12
1 1
)(
n
k
n
i
ikik xg ψ , где kg  и kiψ  – непрерывные функции, существование 
которых гарантируется. Несмотря на то, что подобные нейросетевые реализации 
демонстрируют хорошие результаты на тестовых задачах, возможность их приме-
нения для решения реальных сложных задач требует дополнительного исследова-
ния, так как увеличение степени детализации представления функций kg  и kiψ  
увеличивает вероятность проявления эффектов специализации. Кроме того, хране-
ние тензоров третьего порядка является достаточно ресурсоемким даже для совре-
менных вычислительных систем. 
 Градиентные методы обучения нейронных сетей, к которым относится так-
же и метод обратного распространения ошибки, в настоящее время являются дос-
таточно популярными и используются для решения многих прикладных задач. В 
то же время, данный подход имеет свои недостатки. В частности, время обучения 
нейронной сети существенно возрастает, если в архитектуре используются два или 
три скрытых слоя. При решении сравнительно сложных задач достаточно велика 
вероятность сходимости процесса обучения к локальному минимуму. Архитекту-
ры, использующие малое количество нейронов, не могут обеспечить возможность 
формирования сложных разделяющих поверхностей. 
 Одной из альтернатив применению градиентных методов является исполь-
зование схем грубого или распределенного кодирования в архитектурах с одним 
слоем адаптируемых связей. К таким схемам следует отнести модель CMAC [1,34], 
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схемы кодирования Канервы и Прагера [9,38,39], метод преобразования простран-
ства с использованием радиально-базисных функций [17] и т.п. Как уже упомина-
лось, данные средства грубого кодирования преобразуют исходное пространство, 
обычно малой размерности, в многомерное пространство признаков, где исследуе-
мая задача с большей вероятностью будет иметь линейное решение. 
 Исследуемый в работе классификатор со случайными подпространствами 
изначально был предложен в работе [25]. Данная нейронная сеть использует вы-
числительно эффективную схему грубого кодирования для формирования много-
мерных бинарных образов входных вещественнозначных векторов. Сравнитель-
ные характеристики схем преобразования входных данных в бинарное представ-
ление анализируются в работах [24,88,93,94]. В частности, проведенные экспери-
ментальные исследования показывают, что разрешающая способность использу-
емого нелинейного преобразования существенно превосходит данный показатель 
для более ранних схем распределенного кодирования. 
 Классификатор со случайными подпространствами является высокопроиз-
водительным нейросетевым классификатором и может быть эффективно реализо-
ван как программно так и аппаратно. Исследования свойств классификатора также 
представлены в работах [90,91]. Данная модель нейронной сети успешно применя-
ется для решения следующих практических задач: распознавание печатных и руко-
писных символов, распознавание текстур, диагностика микромеханических уст-
ройств [25,33], прогнозирование загрузки электроэнергетических сетей [87,88]. 
 Следует отметить соответствие многих теоретических результатов диссер-
тационной работы и экспериментальных исследований других авторов. В частнос-
ти, вид эмпирически полученных зависимостей для плотности пересечения бинар-
ных кодов входных векторов [88,93] совпадает с аналитически вычисленной веро-
ятностью одновременного возбуждения нейронов скрытого бинарного слоя. Экс-
периментальная оценка среднего размера элементарной ячейки [24,94] совпадает 
с теоретической оценкой минимального различимого расстояния с точностью до 
различия в правилах генерации пороговых значений. Проведенные в данной работе 
эксперименты по тестированию обобщающей способности классификатора со слу-
чайными подпространствами на достаточно репрезентативной базе данных допол-
няют полученные ранее результаты функционирования классификатора на некото-
рых прикладных и искусственных задачах. В частности, исследованы задачи с ма-
лой и большой байесовской ошибкой. 
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1.3. АРГУМЕНТАЦИЯ ИСПОЛЬЗОВАНИЯ КЛАССИФИКАТОРА ДЛЯ 
ПРОГНОЗИРОВАНИЯ ДИНАМИКИ ФОНДОВОГО РЫНКА 
 
 Задача прогнозирования динамики финансовых рынков является одной из 
наиболее сложных задач искусственного интеллекта. Как уже упоминалось, ампли-
туда случайных флуктуаций анализируемого временного ряда значительно превы-
шает изменения цены финансового инструмента, обусловленное гипотетически 
регулярным поведением рынка. Кроме того, система прогнозирования, в данном 
случае, является конкурентом большого числа профессиональных биржевых игро-
ков. Получение минимально успешных результатов в прогнозировании рынка уже 
является достижением и, наиболее вероятно, обладает практической ценностью. 
 Так исторически сложилось, что практически каждая известная нейросете-
вая парадигма была исследована на задачах финансового прогнозирования. Осо-
бенно полезным является исследование поведения тех нейросетевых решений, ко-
торые обеспечивают хорошие результаты при решении других прикладных задач. 
Можно считать, что задача финансового прогнозирования является наиболее попу-
лярной и сложной тестовой задачей индуктивного моделирования. Анализ резуль-
татов прогнозирования с использованием некоторой нейросетевой архитектуры 
следует рассматривать, в том числе, как исследование свойств и применимости 
рассматриваемой системы моделирования. 
 Общеизвестно, что многие профессиональные инвесторы пользуются теми 
или иными системами прогнозирования и поддержки принятия решений. Так как 
цена финансового инструмента и соответственно динамика рынка определяются 
исключительно участниками торгов, поведение рынка изменяется таким образом, 
чтобы предотвратить его предсказуемость. Например, если значительная доля 
участников рынка пользуется системами прогнозирования на основе многослой-
ного персептрона [14,15,17,35,47,81,95], то именно они изменяют динамику рынка 
таким образом, что она перестает быть прогнозируемой с использованием данной 
нейросетевой архитектуры. Это же правило применимо при использовании тех или 
иных технических индикаторов: наиболее популярные технические показатели 
имеют тенденцию обеспечивать более слабые результаты прогнозирования. 
 Значит, для достижения практического успеха на финансовом рынке следу-
ет пользоваться такими системами прогнозирования, которые являются малодос-
тупными другим игрокам. Кроме того, используемая система прогнозирования 
должна выделять такие регулярности в динамике рынка, которые обычно не выяв-
 27
ляются общеизвестными средствами. Классификатор со случайными подпростран-
ствами является малораспространенной нейронной сетью и использует существен-
но отличное от других нейросетевых систем нелинейное преобразование входных 
данных. Таким образом, закономерности выявленные с применением данного ней-
росетевого классификатора с меньшей вероятностью будут использоваться други-
ми участниками рынка. 
 Если абстрагироваться от конкретной задачи финансового прогнозирова-
ния, то следует выделить теорему об отсутствии универсально наилучшего клас-
сификатора [14,3], которая утверждает, что в отсутствие априорной информации о 
распределении представителей классов невозможно доказать превосходство одно-
го метода классификации по сравнению с другими. Для успешного прогнозирова-
ния динамики фондового рынка необходим учет большого количества факторов, 
соответственно исследование взаимного распределения входных данных является 
достаточно сложной задачей. Кроме того, для любой реальной задачи распознава-
ния образов априорное вероятностное распределение входных данных не является 
известным. Как правило, при разработке теоретических методов классификации 
предполагается, что такое распределение существует и является неизменным. Та-
ким образом, практически единственным адекватным методом оценки эффектив-
ности применения той или иной нейросетевой модели для задачи финансового 
прогнозирования является эмпирическое исследование. 
 Учитывая результаты проведенного в данной работе тестирования класси-
фикатора со случайными подпространствами на различных задачах распознавания 
образов, можно провести сравнение данного классификатора с другими нейросете-
выми архитектурами с использованием следующих критериев качества: обобщаю-
щая способность, скорость обучения и скорость распознавания. Обобщающая спо-
собность данного нейросетевого классификатора характеризуется, в том числе, 
следующими свойствами. Классификатор со случайными подпространствами мо-
жет обеспечивать тонкую, сложную и существенно многомерную структуру вход-
ного пространства. Кроме того, сравнительные характеристики качества распозна-
вания и скорости обучения данной нейронной сети улучшаются при увеличении 
размерности входного пространства [24,90]. Как показано в данной диссертацион-
ной работе, классификатор со случайными подпространствами является универ-
сальным классификатором, то есть обладает возможностью безошибочной интер-
претации достаточно широкого класса обучающих выборок. 
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 Недостатком данной нейронной сети можно считать сравнительно слабые 
результаты, полученные при решении искусственных задач классификации малой 
размерности с существенным пересечением плотностей распределения, и соответ-
ственно, большой байесовской ошибкой. В то же время, обобщение данного свой-
ства для случая решения реальных задач не является очевидным. 
 С другой стороны, при решении задач с четкими границами классов, клас-
сификатор со случайными подпространствами часто демонстрирует лучшие ре-
зультаты, чем в случае использования, например, многослойного персептрона или 
метода k  ближайших соседей [14,3]. Как показывают исследования, проведенные 
в работах [24,39], именно на таких задачах распознавания образов классификато-
ры, использующие схемы грубого кодирования, обладают скоростью обучения, в 
несколько раз превышающей скорость обучения многослойного персептрона. 
 Математические модели классификаторов используют самые различные 
идеи и способы отнесения точки классифицируемого пространства к тому или ино-
му классу, не всегда принимая во внимание эффективность реализации алгоритма. 
Нейросетевые классификаторы представляют собой один из видов распознающих 
систем, обладающих высокой вычислительной способностью, а также возможнос-
тью аппаратной реализации. К классу таких систем относится и классификатор со 
случайными подпространствами. Используемая вычислительная архитектура явля-
ется достаточно высокопроизводительной, так как многие операции, используемые 
в нейросетевой обработке данных, являются бинарными, а вычислительный алго-
ритм классификатора сравнительно прост. Таким образом, классификатор со слу-
чайными подпространствами позволяет эффективную программную и аппаратную 
реализацию [79]. Кроме того, все вычислительно сложные операции могут быть 
параллелизированы для использования на многопроцессорных системах. 
 Быстродействие алгоритма имеет существенное значение для многих прак-
тических приложений. В частности, большинство задач финансового прогнозиро-
вания имеют большую вычислительную сложность. При использовании алгорит-
мов классификации в системах поддержки принятия решений высокая скорость 
обработки данных необходима в системах реального времени. Из финансовых при-
ложений, требущих обеспечения обработки информации в реальном времени, мож-
но привести системы прогнозирования для внутридневных торгов (intraday trading) 
как на фондовом, так и на валютном рынке. Кроме того, высокое быстродействие 
важно для эмпирической оптимизации параметров системы прогнозирования. 
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 При решении различных задач прогнозирования наиболее употребительны-
ми являются два подхода: прогнозирование непосредственно требуемых вещест-
венных значений (задача регрессии), прогнозирование категории или диапазона 
рассматриваемых величин (задача классификации). Полезность того или иного ме-
тода обычно определяется используемым критерием принятия решений. Первый 
подход является более предпочтительным в том случае, если динамика временного 
ряда прогнозируется достаточно хорошо. В то же время, данное условие не соб-
людается для задач прогнозирования финансовых рынков. С учетом гипотезы слу-
чайного блуждания можно утверждать, что средняя абсолютная величина ошибки 
прогнозирования для последующего дискретного момента времени приблизитель-
но равна среднему абсолютному изменению цены. 
 Сравнительные характеристики качества прогнозирования при использова-
нии методов регрессии либо классификации не являются очевидными и сущест-
венным образом зависят от природы входных данных. Кроме того, для задачи ре-
грессии существует множество различных критериев оценки точности прогнозиро-
вания: относительная среднеквадратичная ошибка (mean square percentage error), 
относительная средняя абсолютная ошибка (mean absolute percentage error), точ-
ность определения направления изменения цены (directional accuracy) и т.п. При 
использовании классификаторов может быть получена только дискретная рекомен-
дация. В то же время, данная информация является более удобной для принятия 
дискретных решений. Учитывая, что задача прогнозирования финансовых времен-
ных рядов является достаточно сложной, выделение диапазонов изменения цены 
позволяет усреднять случайные флуктуации в пределах одной категории. В случае 
использования системы с регрессионной функциональностью вычисление прогноз-
ной категории будущего изменения цены тривиально. В то же время, возможно и 
обратное преобразование. Для получения регрессионного решения с использовани-
ем предсказанной категории достаточно усреднить последующее изменение цены 
для векторов обучающей выборки, принадлежащих требуемому классу. 
 Архитектура классификатора со случайными подпространствами позволяет 
применение следующих распространенных методов улучшения обобщающей спо-
собности нейронной сети: оптимизация емкости представления путем варьирова-
ния числа нейронов скрытого слоя, использование алгоритма обучения с сохране-
нием наилучшей синаптической матрицы, использование генетического алгоритма 
формирования структуры классификатора и т.п. 
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2. АНАЛИЗ ФУНКЦИОНИРОВАНИЯ КЛАССИФИКАТОРА 
СО СЛУЧАЙНЫМИ ПОДПРОСТРАНСТВАМИ 
_____________________________________________________________ 
 
2.1. ОПИСАНИЕ КЛАССИФИКАТОРА КАК НЕЙРОННОЙ СЕТИ  
  
 Классификатор предназначен для классификации точек, обычно рассматри-
ваемых внутри некоторого гиперпараллелепипеда в n -мерном евклидовом прост-
ранстве. Для удобства будем считать областью классификации n -мерный единич-
ный куб. Любая задача распознавания образов с конечными выборками данных 
может быть сведена к классификации внутри единичного куба при помощи линей-
ного преобразования. Классификатор, схема которого показана на рис. 2.1, состоит 
из четырех слоев нейронов. К первому слою относятся нейроны l  и h , последущие 
три слоя представлены нейронами A , B  и C . Первые три слоя производят нели-
нейное преобразование входного вещественного вектора в некоторый двоичный 
вектор большой размерности. Последние два слоя нейронов B  и C  представляют 
собой обычный однослойный персептрон с обучаемой матрицей связей W . 
 Обозначим количество нейронов слоя B  как N . Каждому нейрону этого 
слоя соответствует рецептивная группа нейронов (receptive group, box), предшест-
вующих ему по связям. Каждая такая группа использует в качестве входов некото-
рые η  различных компонент входного вектора, здесь n≤≤η1 . Выбор компонент 
задает индекс ),( jiϕ , где функция ϕ  принимает значения от 1 до n . Здесь i  это 
номер используемой компоненты внутри группы, изменяющийся от 1 до η , а j  
это номер группы, изменяющийся от 1 до N . 
 Пусть на вход классификатора подан некоторый вектор ),,( 1 nxx K=x . 
Каждая компонента входного вектора с номером ),( jiϕ  подается на два пороговых 
нейрона ijl  и ijh . Выходной сигнал нейрона ijl  принимает единичное значение, 
если подаваемый на него сигнал превышает пороговое значение ijl . В остальных 
случаях выход нейрона ijl  равен нулю. Аналогично, выходной сигнал нейрона ijh  
принимает единичное значение только при превышении входным сигналом значе-
ния ijh . Далее, выходной сигнал нейрона ijA  принимает единичное значение когда 
ijl  возбужден и ijh  выдает нулевой сигнал, во всех остальных случаях выход ней-
рона ijA  принимает нулевое значение. Другими словами, нейрон ijA  возбуждает-
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ся при соблюдении неравенства ijjiij hxl << ),(ϕ . Нейроны слоя B  также могут 
иметь на выходе только значения равные нулю или единице. Нейрон jB  возбуж-
ден только в случае, когда возбуждены все нейроны ijA , от которых он получает 
сигнал, т.е. при выполнении условия ijjiij hxli <<∈∀ ),(   : ,1 ϕη . 
 Фактически это означает, что нейрон jB  реагирует на попадание подавае-
мой на вход классификатора точки в область пространства, ограниченную гипер-
плоскостями ijji lx =),(ϕ  и ijji hx =),(ϕ , где η,1=i . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 2.1. Схема классификатора со случайными подпространствами. 
 
 
 После того, как определено возбуждение нейронов слоя B , производится 
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максимальное входное напряжение. Номер возбужденного нейрона слоя C  и есть 
номер класса, к которому классификатор относит подаваемый входной вектор. 
 Перед обучением классификатора необходимо произвести генерацию 
структуры классификатора, которая включает индекс подпространств ),( jiϕ  и 
пороговые значения нейронов первого слоя ijl  и ijh . Описываемая здесь модель 
называется классификатором со случайными подпространствами (random subspace 
classifier, RSC) благодаря случайному выбору индекса ),( jiϕ . Изначально класси-
фикатор со случайными порогами (random threshold classifier, RTC) был предложен 
как частный случай последней при n=η  и iji =),(ϕ . Обобщение модели было 
произведено для того, чтобы при увеличении размерности классифицируемого 
пространства вероятность возбуждения нейрона слоя B  не была слишком малой. 
 Каждое значение ),( jiϕ  является случайной величиной, принимающей с 
равной вероятностью значения n,1 . Накладывается только одно ограничение, что 
значения ),( jiϕ  должны быть различны в пределах одной группы, т.е. при фикси-
рованном j . Такой выбор индексов полезен на практике и легко программируется. 
Если выполняется условие n<<η , то индексы подпространств можно считать не-
зависимыми величинами. 
 Структура классификатора также зависит от определяемых заранее двух 
параметров 1δ  и 2δ , удовлетворяющих условиям 20 δ< , 210 δδ ≤≤ . Значения по-
рогов вычисляются по формулам ijijijl ζξ −=  и ijijijh ζξ += , где ijξ  - случайная 
величина, равномерно распределенная на отрезке ]1,[ 22 δδ +− , а ijζ  - случайная 
величина, равномерно распределенная на ],[ 21 δδ . Все величины ijξ  и ijζ  незави-
симы, что обусловливает независимость случайных величин ijl , а также ijh . Вели-
чины ijl  и ijh  с одинаковыми индексами i  и j , понятно, зависимы. Таким обра-
зом, структура классификатора зависит от параметров η , 1δ  и 2δ . Вообще говоря, 
можно рассмотреть и другие распределения для ijζ  на отрезке ],0[ 2δ . Представ-
ляет интерес сравнение различных способов вычисления пороговых значений. 
 Алгоритм вычисления пороговых значений, предложенный изначально, 
несколько отличается от изложенного выше. В [25,91] предлагается вычислять 
пороговые значения по формулам ),0max( ijijijl ωυ −=  и )1,min( ijijijh ωυ += , где 
ijυ  независимы и одинаково распределены на ]1,0[ , а ijω  независимы и одинаково 
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распределены на ],0[ 2δ . Способ, предложенный в настоящей работе, обеспечивает 
для всех точек отрезка ]1,0[  равновероятное попадание в интервал ),( ijij hl . Следо-
вательно, чувствительность классификатора одинакова для всех точек единичного 
гиперкуба. Кроме того, попадание пороговых значений вне отрезка ]1,0[  обуслав-
ливает возможность классификации точек, не принадлежащих единичному гипер-
кубу, что может оказаться полезным при использовании классификатора на прак-
тике. В отличие от способа вычислени порогов, предложенного в [24], при одина-
ковой плотности порогов на средине отрезка ]1,0[ , для хранения значений ),( jiϕ  
требуется несколько больше памяти. 
 Изначально все синаптические веса kjW  имеют нулевое значение. Для каж-
дого вектора из обучающей выборки определяется класс, к которому классифика-
тор относит данный вектор. Модификация весов kjW  производится при ошибочной 
классификации. Пусть t  это истинный номер класса, а f  – номер класса, опреде-
ленный классификатором. Тогда для всех значений Nj ,1=  веса пересчитываются 
по формулам jtjtj BWW +=′  и )0,max( jfjfj BWW −=′ . Иногда используется правило 
с наказанием, когда jfjfj BWW −=′ . Как показывает опыт, второе правило обеспе-
чивает более быструю сходимость обучения, но при этом качество распознавания 
получается хуже. Цикл обучения обычно повторяется до сходимости, либо задан-
ное число раз. В любом случае результат обучения (множество значений весов си-
наптической матрицы) зависит от порядка предъявления векторов. 
 В экспериментах, приведенных ниже, если специально не оговорено, обуча-
ющие и тестовые выборки были сгенерированы согласно алгоритмам, предложен-
ным в [42]. Специфическая для алгоритма сложность теста, характеризущая сте-
пень нелинейности разделяющих поверхностей и степень многосвязности мно-
жеств одного класса, была выбрана равной 3. Предполагается, что точки генериру-
емой выборки имеют равномерное распределение в области классификации. Но-
мер класса, сопоставляемый каждой точке, выбирался согласно модели, основан-
ной на методе ближайшего соседа, либо на методе потенциальных функций. Соот-
ветственно модель задавалась как отдельное множество точек с равномерным рас-
пределением, причем количество точек, соответствующих данному классу было 
равно сложности алгоритма. Следует отметить, что для задания модели можно ис-
пользовать и сам классификатор со случайными подпространствами. 
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2.2.1. ПРЕОБРАЗОВАНИЕ ВЕЩЕСТВЕННОГО ВХОДНОГО 
ВЕКТОРА В ДВОИЧНЫЙ ОБРАЗ 
 
 Интересный сравнительный анализ схем грубого кодирования (coarse co-
ding schemes) приведен в работе [24]. Основным преимуществом классификатора 
со случайными подпространствами, особенно по сравнению с однопороговыми 
схемами, является возможность контроля плотности единиц бинарного представ-
ления. Это дает возможность регулировать информационные свойства двоичных 
образов входных векторов, такие как корреляция, расстояние Хемминга и детали-
зация представления. Кроме того эта схема позволяет эффективно преобразовы-
вать многомерные вещественные данные в бинарное представление для использо-
вания, например, в ассоциативно-проективных нейронных структурах [86,43]. 
 Пусть x  и y  – два вещественных вектора, подаваемых на вход классифика-
тора, а двоичные векторы p  и q  – их образы в представлении слоя B . Будем счи-
тать, например, что точки x  и y  принадлежат разным классам, подразумевая, что 
расстояние между ними может быть достаточно мало. Для линейного разделения 
векторов p  и q  целесообразно определить как соотносятся подмножества единич-
ных компонент этих векторов в зависимости от компонент векторов x  и y . Если 
предположений, что x  и y  как-то связаны не существует, то разделение векторов 
p  и q  тем проще, чем больше различных компонент они содержат, т.е. необходи-
мо увеличивать расстояние между p  и q  в зависимости от параметров структуры 
классификатора. Метрика евклидового пространства предполагает следующее рас- 
стояние между анализируемыми точками: ∑
=
−
n
i
ii yx
1
2)( . Каким образом оценива- 
ет расстояние классификатор со случайными подпространствами? 
 Рассмотрим вначале случай фиксированной реализации индекса подпрост-
ранств ),( jiϕ . В этом случае пространство элементарных событий определяется 
множеством значений случайных величин ijξ  и ijζ . Различие в сумму входного 
напряжения для классов, к которым относятся точки x  и y , могут внести только 
слагаемые с различающимися компонентами jp  и jq . Следовательно, возмож-
ность разделения, как и возможность формирования различия между )(xBp =  и 
)(yBq =  в синаптической матрице, тем больше, чем больше значение вероятности 
}0)(1)({ =∧== yxP jjj BBγ .
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 Определим значение этой вероятности, отметив следующее соотношение: 
 }1)(0)({}0)(1)({ =∧===∧= yxPyxP jjjj BBBB . 
 Лемма 1. Вероятность активации нейрона ijA  при предъявлении произ-
вольного вектора единичного куба x  равняется 
)21(
)(
2
21
δ
δδλ
+
+
= . Вероятность одно-
временной активации нейрона ijA  при предъявлении двух векторов x  и y  равня-
ется |)(| ),(),( jiji yx ϕϕμ − , где функция )(Δμ  определяется следующим образом: 
 )21()()( 212 δδδμ +Δ−+=Δ , при 12δ≤Δ ; 
 
)21)((
)2(
)(
212
2
2
δδδ
δμ
+−
Δ−
=Δ , при 21 22 δδ ≤Δ≤ ; 
 0)( =Δμ , при Δ≤22δ . 
 □ Для получения требуемых вероятностей рассмотрим пространство элемен-
тарных событий [99], представленное ниже рис. 2.2. Отрезок ]1,[ 22 δδ +−  представ-
ляет собой множество значений, которые может принимать величина ijξ . Величи-
на ijζ  принимает значения из отрезка ],[ 21 δδ , отложенного по вертикали. 
 
 
 
 
 
 
 
Рис. 2.2. Разделение пространства элементарных событий для величин ijξ  и ijζ . 
 
 Вероятность }{}1)({ ),( ijjiijij hxl <<== ϕPxAP  определяется площадью 
части треугольника с вершиной в точке x , расположенной выше прямой 1δζ =ij . 
А совместная вероятность }{ ),(),( ijjiijijjiij hylhxl <<∧<< ϕϕP  определяется пло-
щадью закрашенной фигуры: 
 =+<<−=<< }{}{ ),(),( ijijjiijijijjiij xhxl ζξζξ ϕϕ PP  
 λδ
δδ
δδδ
δδδδζξζ ϕϕ =
+
+
=
+−
+−
=+<<−=
2
12
212
1212
),(),( 21)21)((
))((
}{ ijjiijijji xxP . 
2δ   
1 21 δ+   2δ−   x   y   0   ijξ  
ijζ   
1δ   
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 Множество, определяющее вероятность одновременной активации, может 
иметь как форму трапеции, так и форму треугольника. Обозначим как ijδ  выраже-
ние )),2||min(,max( 2),(),(1 δδ ϕϕ jiji yx − , учитывающее эти два случая. Разность 
ijδδ −2  определяет высоту этой фигуры. Так как совместная вероятность зависит 
только от разности || ),(),( jiji yx ϕϕ − , используем обозначение: 
 =<<∧<<=− }{|)(| ),(),(),(),( ijjiijijjiijjiji hylhxlyx ϕϕϕϕμ P  
 =+<<−∧+<<−= }{ ),(),( ijijjiijijijijjiijij yx ζξζξζξζξ ϕϕP  
 =+<<−∧+<<−= }{ ),(),(),(),( ijjiijijjiijjiijijji yyxx ζξζζξζ ϕϕϕϕP  
 =++<<−−= )},min(),{max( ),(),(),(),( ijjiijjiijijjiijji yxyx ζζξζζ ϕϕϕϕP  
 =
+−
−−+−−−
=
)21)((
)0,2/|)|2||2max(()(
212
),(),(),(),(22
δδδ
δδδδ ϕϕϕϕ jijiijjijiij yxyx  
 
)21)((
)0|,|max()(
212
),(),(22
δδδ
δδδδ ϕϕ
+−
−−+−
=
jijiijij yx . 
 Запишем выражение для μ  в каждом случае отдельно: 
 
2
),(),(12
),(),( 21
||
|)(| δ
δδ
μ ϕϕϕϕ
+
−−+
=−
jiji
jiji
yx
yx  при 1),(),( 2|| δϕϕ ≤− jiji yx , 
 
)21)((
)2||(
|)(|
212
2
),(),(2
),(),( δδδ
δ
μ ϕϕϕϕ
+−
−−
=−
jiji
jiji
yx
yx  
 при ограничениях 2),(),(1 2||2 δδ ϕϕ ≤−≤ jiji yx , 
 0|)(| ),(),( =− jiji yx ϕϕμ  при ||2 ),(),(2 jiji yx ϕϕδ −≤ . ■ 
 Функция μ  является кусочно-квадратичной и гладкой на интервале ),0( +∞ . 
Она характеризует степень близости соответствующих компонент входных векто-
ров. Следует также отметить, что используя введенный параметр λ , плотность 
единиц в двоичном векторе B  можно представить как ηλ , независимо от реализа-
ции значений индекса ),( jiϕ . 
 Лемма 2. Вероятность }0)(1)({ =∧== yxP jjj BBγ  в случае фиксирован-
ного индекса подпространств вычисляется как ∏
=
−−
η
ϕϕ
η μλ
1
),(),( |)(|
i
jiji yx . 
 □ Нетрудно убедиться в следующей цепочке равенств: 
 ==∧=−===∧= }1)(1)({}1)({}0)(1)({ yxPxPyxP jjjjj BBBBB  
 }1)(1)( : ,1 {}1)( : ,1 { =∧=∈∀−=∈∀= yxPxP ijijij AAiAi ηη . 
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 Так как события 1)(1)( =∧= yx ijij AA  для различных пар ),( ji  определены 
на непересекающихся пространствах событий, то они являются независимыми. 
Следовательно, выражение для }0)(1)({ =∧= yxP jj BB  можно представить в зави-
симости от произведений вероятностей по каждому измерению в отдельности: 
 ∏∏
==
<<∧<<−<<
η
ϕϕ
η
ϕ
1
),(),(
1
),( }{}{
i
ijjiijijjiij
i
ijjiij hylhxlhxl PP . 
 Таким образом, с использованием функции μ  получим: 
 ∏
=
−−==∧=
η
ϕϕ
η μλ
1
),(),( |)(|}0)(1)({
i
jijijj yxBB yxP . ■ 
 Как и следовало ожидать, при приближении разности компонент векторов 
|| ),(),( jiji yx ϕϕ −  к нулю, значение |)(| ),(),( jiji yx ϕϕμ −  стремится к λ , причем это 
выполняется даже если параметр 01 =δ . При значениях 0≥Δ  справедливо следу-
ющее представление )()21()( 2 Δ++Δ−=Δ oδλμ . Выражение для вероятности 
∏
=
−−=
η
ϕϕ
η μλγ
1
),(),( |)(|
i
jijij yx  стремится к нулю, если ∑
=
−=
η
ϕϕ
1
),(),( ||
i
jijij yxz  
тоже стремится к нулю. Кроме того, при малых значениях || ),(),( jiji yx ϕϕ − , вероят-
ность jγ  с большой точностью пропорциональна выражению jz , т.е. справедливо 
соотношение )()21( 2
1
jjj zoz ++⋅=
− δηλγ η . 
 Рассмотрим теперь индекс подпространств как набор случайных величин, 
т.е. в данном случае пространство элементарных событий определяется множест-
вом реализаций величин ijξ , ijζ  и ),( jiϕ . Пространства элементарных событий 
для различных рецептивных групп jG  не пересекаются, что влечет независимость 
соответствующих случайных величин. Обозначим r  сумму по модулю два векто-
ров p  и q , а символом χ  – расстояние Хемминга между ними. Определим мате-
матическое ожидание [99] случайной величины χ : 
 ==∧=∨=∧===== }1001{}1{ jjjjjj qpqpNrNrN PPMMχ  
 ==∧=+=∧== }10{}01{ jjjj qpNqpN PP  
 }1)(0)({}0)(1)({ =∧=+=∧== yxPyxP jjjj BBNBBN . 
 Введем обозначение }1)(0)({}0)(1)({ =∧===∧== yxPyxP jjjj BBBBγ , 
которое можно получить усреднением значений jγ  по всем возможным реализа-
циям индекса подпространств в некоторой рецептивной группе. 
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 Количество возможных неупорядоченных выборок η  элементов из n  равно 
η
nC , что соответствует числу возможных равновероятных реализаций индекса под-
пространств для некоторой рецептивной группы. Таким образом: 
 =−−== ∏
=
η
ϕϕϕ
η
ϕ
μλγγ
1
),(),( |)(|
i
jijij yxMM  
 ∑∏
=
−
−−=
k i
kikin yxC
η
ϑϑ
ηη μλ
1
),(),(
1 |)(|)( . 
Здесь индекс ),( kiϑ , принимающий значения от 1 до n , соответствует некоторой 
неупорядоченной выборке η  измерений из n , а индекс k  изменяется от 1 до ηnC . 
Получается следующее представление для математического ожидания χ : 
 γχ NrNrN jj 2}1{ ==== PMM . 
 Таким образом, случайная величина χ  является суммой N  независимых 
одинаково распределенных случайных величин jr , следовательно χ  имеет бино-
миальное распределение [97,84]. При использовании обозначения γ  получается 
следующая формула для вероятности того, что случайная величина χ  примет неко-
торое целое значение s : 
 sNssNCs
−
−== )21()2(}{ γγχP , здесь Ns ,0= . 
 Аналогично, можно выписать следующие соотношения: 
 sNssN
j
j
j
j Csqsp
−
−==== ∑∑ )1(}{}{ ηη λλPP  при Ns ,0= ,
 ηλNqp
j
j
j
j == ∑∑ )()( MM . 
 Математическое ожидание расстояния Хемминга зависит от входных векто-
ров x  и y  только через соотношения || ii yx − , ni ,1= . Аналогичное утверждение 
справедливо для расстояния Хемминга при фиксированной структуре классифи-
катора. При малых расстояниях между x  и y  в терминах манхеттенской метрики 
∑
=
−
n
i
ii yx
1
|| , ожидание χM  с большой точностью пропорционально этому расстоя-
нию, т.е. сумме разностей по всем компонентам. Как показано в работе далее, 
 )||(||
)(
2
1121
∑∑
==
−+−
+
=
n
i
ii
n
i
ii yxoyxn
N
δδ
ηλχ
η
M . 
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2.2.2. ПЛОТНОСТЬ АКТИВНЫХ ПОРОГОВЫХ ГИПЕРПЛОСКОСТЕЙ 
 
 Вероятность  активации  некоторого  нейрона jB  определяется выражением 
ηλ , где 
2
12
21 δ
δδλ
+
+
= . Вероятность активации jB  для двух векторов x  и y  равна 
∏
=
−
η
ϕϕμ
1
),(),( |)(|
i
jiji yx , где непрерывная, кусочно-квадратичная функция μ  опре-
деляется как 
2
12
21
)( δ
δδμ
+
Δ−+
=Δ  при 12δ≤Δ , )21)((
)2(
)(
212
2
2
δδδ
δμ
+−
Δ−
=Δ  при ограни- 
чениях 21 22 δδ ≤Δ≤ , 0)( =Δμ  при Δ≤22δ . Данная зависимость представлена на 
рис. 2.3. По аналогии с методом потенциальных функций, функция μ  характери-
зует степень близости векторов x  и y . В отличие от зависимости 21 r , функция 
μ  является финитной и ограниченной. При малых расстояниях между x  и y  се-
чение уровня функции ∏
=
−
η
ϕϕμ
1
),(),( |)(|
i
jiji yx  по измерениям ),( jiϕ , где η,1=i ,  
близко к η -мерному гипероктаэдру. 
 
 
 
 
 
 
 
Рис. 2.3. Зависимость μ  от разности компонент векторов ),(),( jiji yx ϕϕ − . 
 
 Линейная плотность пороговых значений является неизменной на отрезке 
]1,0[ . Ниже на рис. 2.4 приведены примеры распределения плотности порогов для 
трех различных случаев: 01 =δ , 221 δδ =  и 21 δδ = . Зависимость плотности по-
рогов от значения компоненты входного вектора нетрудно получить рассмотрев 
нижние и верхние пороги отдельно. Соответствующие зависимости показаны на 
рисунке пунктиром. Справа представлена плотность пороговых гиперплоскостей 
пересекающих единицу n -мерного объема. 
 Лемма 3. Линейная плотность активных пороговых гиперплоскостей, пере-
сечение которых приводит к изменению бинарного образа, равна 
)(
2
12 δδ
ηλη
+
=
n
Ng . 
  0      2 1δ                      2 2δ  
  μ  
 ),(),( jiji yx ϕϕ −  
  λ  
линейный участок 
квадратичный участок
-2 2δ                     -2 1δ  
 
2
12
21 δ
δδ
+
−
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 □ Если всего классификатор содержит N  групп нейронов, то в одномерном 
случае на единичный отрезок приходится )21( 2δ+N  нижних порогов и столько 
же верхних. Следовательно, общая плотность порогов в одномерном случае равна 
)21(2 2δ+N . Каждая группа нейронов реагирует на η  измерений, соответственно 
в единичном гиперкубе входного пространства образуется порядка )21(2 2δη +N  
пороговых гиперплоскостей. Все гиперплоскости распределяются на n  измерений, 
значит линейная плотность пороговых гиперплоскостей по одному измерению 
составляет ))21((2 2δη +⋅nN . В каждой локальной области пространства не все 
пороговые гиперплоскости являются активными. Полезная реакция конкретного 
порогового значения будет обусловлена вероятностью активации соответствую-
щей группы нейронов по оставшимся 1−η  измерениям, которая составляет 1−ηλ . 
Следовательно, при движении параллельно какой-либо из n  координатных осей 
внутри единичного гиперкуба линейная плотность активных порогов g  равна: 
 
)(
2
)21(
2
122
1
δδ
ηλ
δ
ηλ ηη
+
=
+
=
−
n
N
n
Ng . ■ 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 2.4. Распределение плотности порогов по одному измерению (слева), 
количество пороговых гиперплоскостей пересекающих единицу объема 
вдоль большой диагонали единичного гиперкуба (справа). 
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2.2.3. ОЦЕНКА МИНИМАЛЬНОГО РАЗЛИЧИМОГО РАССТОЯНИЯ 
 
 Получим вероятность того, что двоичные образы p  и q  предъявляемых на 
вход векторов x  и y  окажутся неразличимыми при фиксированном индексе под-
пространств ),( jiϕ . Вероятность того, что некоторая группа нейронов будет выда-
вать один и тот же выходной сигнал, выражается следующим образом: 
 ==∧=−== }0)(1)({21}{ yxPP jjjj BBqp  
 ∏
=
−+−=
η
ϕϕ
η μλ
1
),(),( |)(|221
i
jiji yx . 
Следовательно, в данном случае вероятность того, что векторы p  и q  неразличи-
мы, составляет ∏ ∏
= =
−+−
N
j i
jiji yx
1 1
),(),( )|)(|221(
η
ϕϕ
η μλ . Рассмотрим теперь индекс 
подпространств ),( jiϕ  как множество случайных величин. 
 Лемма 4.  Вероятность  того, что  два  входных  вектора x  и y  будут  иметь 
одинаковые бинарные образы в представлении слоя B , при малом значении вели-
чины ∑
=
−
n
i
ii yx
1
|| , оценивается следующим образом: 
 )(1)}()({
11
∑∑
==
−+−⋅−===
n
i
ii
n
i
iie yxoyxgP yBxBP . 
 □ Для произвольной рецептивной группы была получена вероятность 
 ∑∏
=
−
−−==∧==
k i
kikinjj yxCBB
η
ϑϑ
ηη μλγ
1
),(),(
1 |)(|)(}0)(1)({ yxP . 
Здесь индекс ),( kiϑ , принимающий значения от 1 до n , соответствует некоторой 
неупорядоченной выборке η  измерений из n , а индекс k  изменяется от 1 до ηnC . 
В частности, значение вероятности }0)(1)({ =∧= yxP jj BB  нетрудно рассчитать, 
пользуясь программными средствами. Вероятность того, что векторы p  и q  ока-
жутся неразличимы определяется следующим ниже выражением: 
 ==∧=−=== Njje BBP })0)(1)({21()}()({ yxPyBxBP  
 N
k i
kikin yxC )|)(|)(221(
1
),(),(
1∑∏
=
−
−+−=
η
ϑϑ
ηη μλ . 
 Заметим, что при малых значениях || ii yx −  изменение этой вероятности с 
большой точностью пропорционально ∑
=
−
n
i
ii yx
1
|| . Как было получено ранее, для 
любой конфигурации параметров 1δ  и 2δ  функция )(Δμ  при  значениях аргумента 
0≥Δ  равна )()21( 2 Δ++Δ− oδλ . Таким образом, вероятность eP  равна: 
 42
 N
k i
kiki
kiki
ne yxo
yx
CP )|))(|
)21(
||
()(221(
1
),(),(
2
),(),(1∑∏
=
−
−+
+
−
−+−=
η
ϑϑ
ϑϑηη
δλλ . 
Используем обозначение ∏
=
−=
η
ϑϑμ
1
),(),( |)(|
i
kikik yxT , кроме того, пусть среднее 
∑−
k
kn TC
1)( η  будет обозначено как τ . Тогда, 
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 Последний переход использует соотношение ηη η
ηη nn
C
nn
nC =
−⋅−
−
=
−
− )!()!1(
)!1(1
1 . 
Введем обозначение ∑
=
−=
n
i
ii yxz
1
|| . Исследуемая вероятность равна: 
 =+⋅
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−=+−= NNe zozn
P ))(
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21()221(
12 δδ
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η
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zozgzoz
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−= δδ
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 Изначально, вероятность eP  рассматривалась как функция n  переменных, 
а именно || ii yx − , ni ,1= . Данная функция eP  является кусочно-полиномиальной 
в зависимости от этих аргументов. Кроме того, 1=eP  если 0|| :,1 =−=∀ ii yxni , 
N
eP )21(
ηλ−=  если 1||2 :,1 2 ≤−≤=∀ ii yxni δ , при ]1,)21[(:]1,0[, Nen P ηλ−∈∈yx . 
В зависимости от одного параметра || ii yx −  функция eP  является монотонно убы-
вающей и выпуклой, так как функция )(Δμ  обладает этими свойствами при 0≥Δ . 
Представление )(zPe  не является однозначной функцией z , но ошибка такого 
представления стремится к нулю при 0→z  быстрее, чем сам аргумент z  [85]. 
 Лемма 5. Математическое ожидание расстояния Хемминга между бинарны-
ми образами входных векторов x  и y  при малом значении величины ∑
=
−
n
i
ii yx
1
||  
оценивается следующим образом: )||(||
11
∑∑
==
−+−⋅=
n
i
ii
n
i
ii yxoyxgχM . 
 □ Раньше была получена следующая формула для математического ожидания 
расстояния Хемминга: )|)(|)((2
1
),(),(
1∑∏
=
−
−−=
k i
kikin yxCN
η
ϑϑ
ηη μλχM . Воспользу-
емся полученным ранее выражением для усреднения τ : 
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 Следует отметить, что фактически }1)(1)({ =∧== yxP jj BBτ . ■ 
 Для оценки минимального различимого расстояния необходимо получить 
верхнюю оценку вероятности неразличимости бинарных образов eP . Значит, сле-
дует воспользоваться верхней оценкой вероятности одинаковой активации некото-
рого нейрона jB . Как было получено ранее, ))()(1()( 12 Δ++Δ−=Δ oδδλμ . Дока-
жем, что )())(exp( 12 Δ≥+Δ−⋅ μδδλ , заметив, что полученная оценка является мо-
нотонно убывающей и выпуклой [85]. 
 На отрезке ]2,0[ 1δ  функция ))(1()( 12 δδλμ +Δ−=Δ , следовательно, необ-
ходимо доказать, что ))(exp()(1 1212 δδδδ +Δ−≤+Δ− . При значении аргумента 
0=Δ  неравенство, очевидно, выполняется как равенство. Если ]2,0[ 1δ∈Δ , то не-
равенство сохраняется, так как производная левой части неравенства )(1 12 δδ +−  
не превышает производной правой части ⎟⎟⎠
⎞
⎜⎜⎝
⎛
+
Δ
−
+
−
)(
exp
)(
1
1212 δδδδ
. 
 В предположении 12 δδ > , на отрезке ]2,2[ 21 δδ  исследуемая функция вы-
ражается следующим образом: )()2()( 21
2
2
2
2 δδδλμ −Δ−⋅=Δ . Необходимо дока-
зать, что ))(exp()()2( 12
2
1
2
2
2
2 δδδδδ +Δ−≤−Δ− . Достаточной является следую-
щая цепочка неравенств: 
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Так как последнее неравенство линейно по Δ , то достаточно убедиться в его спра-
ведливости при 12δ=Δ  и 22δ=Δ : 
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 На множестве ),2[ 2 +∞δ  соотношение очевидно, так как тогда 0)( =Δμ , что 
завершает доказательство неравенства )())(exp( 12 Δ≥+Δ−⋅ μδδλ  при 0≥Δ . 
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 Теорема 1. Для того, чтобы вероятность неразличимости бинарных образов 
входных векторов единичного гиперкуба x  и y  была не более, чем некоторое зна-
чение ]1,)21[( NP ηλ−∈ , достаточно, чтобы выполнялось следующее неравенство: 
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 □ Вначале рассмотрим верхнее ограничение на функцию )}()({ yBxBP ==eP  
при некоторых входных векторах x  и y . С использованием неравенства Йенсена 
[73,100] справедлива следующая цепочка соотношений: 
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 Таким образом, для произвольных двух векторов единичного гиперкуба x  и 
y  вероятность того, что их бинарные образы окажутся неразличимыми, не превы-
шает значения правой части полученного неравенства )( yx −Φ . Построим ограни-
чение на компоненты точек x  и y , если известна заранее некоторая максимальная 
вероятность P . Оценка )( yx −Φ  является монотонно убывающей функцией аргу-
ментов || ii yx − . Определим множество таких x  и y , для которых P≤−Φ )( yx : 
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 Докажем соотношение )1()ln(1 NoNPPN +−=− . По определению необ-
ходимо показать, что 0
1
)ln(1
lim =
+−
+∞→ N
NPPN
N
: 
 =+⋅−=
+−
+∞→+∞→
))ln((lim
1
)ln(1
lim PPNN
N
NPP N
N
N
N
 
 0)1(lim)ln()1(lim)ln(
0
=−−=−⋅+=
+→+∞→
tPPPNP t
t
N
N
. 
Последнее предельное соотношение является классическим и общеизвестным [84]. 
 Полученное условие, ограничивающее взаиморасположение точек x  и y , 
представляет собой сложное выражение и не является удобным для оценок. Упрос-
тим данное неравенство, учитывая, что значение параметра N  достаточно велико: 
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Таким образом, для прикладных оценок минимального различимого расстояния 
достаточно воспользоваться формулой gP)ln(− . Например, если блочное рассто-
яние z  между точками x  и y  превышает g)2ln( , то можно считать, что вероят-
ность различия их бинарных образов не меньше чем 21 . Точки можно считать не-
различимыми, если gz )2ln(< . Вероятность неразличимости двух точек оценива-
ется выражением )exp( zg ⋅− . Аналогичный результат может быть получен при ре-
шении уравнения gdzdPe −≈ . Полученная зависимость схематически показана на 
рис. 2.5. При малых значениях z  случайное блуждание вдоль координатных осей 
внутри единичного гиперкуба и подсчет количества пересеченных активных поро-
говых гиперплоскостей представляет собой процесс, близкий к пуассоновскому. 
 
 
 
 
 
 
 
Рис. 2.5. Оценка вероятности того, что двоичные образы p  и q  будут 
неразличимы в зависимости от блочного расстояния z  между x  и y . 
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2.2.4. ВЫБОР ОПТИМАЛЬНЫХ ПАРАМЕТРОВ КЛАССИФИКАТОРА 
 
 Можно выделить следующие характеристики классификатора, определяю-
щие качество его функционирования: скорость распознавания, скорость обучения 
и качество распознавания. Также существенной характеристикой является объем 
памяти, необходимый для хранения порогов, индексов подпространств и синапти-
ческой матрицы. При программной реализации скорость распознавания обратно 
пропорциональна количеству групп нейронов N . При аппаратной реализации рас-
познавание производится за несколько тактов, а количество групп нейронов влияет 
на затраты при исполнении классификатора. Размерность слоя B  целесообразно 
выбирать как можно больше, при этом не превышая требований по скорости рас-
познавания, выдвигаемых прикладной задачей. Скорость обучения классификатора 
непосредственно зависит от скорости распознавания. Кроме того, время обучения 
определяется длиной обучающей выборки и количеством проходов цикла обуче-
ния, необходимых для сходимости. Качество распознавания, вообще говоря, может 
оцениваться только с точки зрения потребностей прикладной задачи. 
 Рассмотрим функционирование некоторой рецептивной группы jG  в пред-
положении фиксированной реализации индексов ),( jiϕ . Как получено ранее, веро-
ятность }0)(1)({ =∧= yBxBP jj  при предъявлении входных вещественных векто-
ров x  и y  равна ∏
=
−−=
η
ϕϕ
η μλγ
1
),(),( |)(|
i
jijij yx . Вклад данной группы нейронов 
в расстояние Хемминга между образами двух разделяемых векторов определяется 
величиной jγ2 , а вклад в количество общих единиц определяется произведением 
∏
=
−
η
ϕϕμ
1
),(),( |)(|
i
jiji yx . Таким образом, при изменении параметров структуры клас-
сификатора изменяется как расстояние Хемминга между образами )(xB  и )(yB , 
так и количество общих единиц образов разделяемых векторов. 
 Качество распознавания в зависимости от параметров классификатора нахо-
дится в противоречии со скоростью обучения. Исходя из вероятностных зависимо-
стей можно заключить, что при достаточно малом значении параметра 2δ , мало 
как количество общих единиц, так и расстояние Хемминга. Соответственно, разли-
чие между разделяемыми векторами в представлении слоя B  будет невелико, но в 
то же время сходимость процесса обучения будет хорошей. 
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 При увеличении 2δ  количество общих единиц увеличивается, а расстояние 
Хемминга возрастает до некоторого оптимального значения. Различие между раз-
деляемыми векторами увеличивается, но одновременно возрастает количество 
проходов цикла обучения. Следует также отметить, что в этом случае при распоз-
навании учитывается большее количество точек обучающей выборки. 
 В качестве примера ниже приведена табл. 2.1, в которой показана зависи-
мость сложности обучения от параметра 2δ . Здесь M  - число эпох, необходимых 
для обучения сети. Результаты получены при 4096=N , 10=m , 7=n , 5=η , 
21 δδ = , длина обучающей выборки составляла 256 точек. Цикл обучения повто-
рялся до сходимости. При значениях 2.02 <δ  процесс обучения, как правило, не 
сходился. Использовался алгоритм генерации данных [42] со сложностью 3. 
 
Табл. 2.1. Зависимость сложности обучения от параметра 2δ . 
2δ  M  Количество ошибок распознавания за проход обучающей выборки 
0.2 4 190 35 6 2            
0.3 5 161 48 17 9 5           
0.4 9 158 56 28 12 14 10 6 8 5       
0.5 15 162 87 46 44 16 8 9 7 4 1 6 7 6 4 1 
 
 Таким образом, если необходима высокая скорость обучения, то параметр 
2δ  следует выбирать как можно меньше, но так, чтобы вероятность того, что точ-
ки различных классов обучающей выборки будут иметь одинаковое представление 
в слое B , была невелика. Если необходимо качественное распознавание и учет 
значительного количества точек обучающей выборки из окрестности распознавае-
мой точки, то параметр 2δ  целесообразно выбирать как аргумент максимума рас-
стояния Хемминга. 
 Определим оптимальные параметры структуры классификатора для дости-
жения максимума расстояния Хемминга. Рассмотрим случай фиксированных пара-
метра η  и реализаций индекса подпространств. Введем для удобства обозначение 
2|| ),(),( jijiij yxd ϕϕ −= . Представим полностью выписанное выражение для jγ  в 
зависимости от параметров структуры классификатора: 
 ∏
=
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δδδ
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. 
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 Теорема 2. Для максимизации вероятности }0)(1)({ =∧== yBxBP jjjγ  
следующие условия являются необходимыми: параметр 1δ  должен быть равен 
значению 2δ , оптимальное значение параметра 2δ  для конкретной рецептивной 
группы jG  не меньше, чем 2||max ),(),( jijii
yx ϕϕ − . 
 □ Заметим, что максимизируемая функция jγ  непрерывна. Рассмотрим три 
случая из области определения величины jγ , представленных на рис. 2.6. 
 
 
 
 
 
 
 
 
 
 
Рис. 2.6. Область определения функции jγ . 
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, причем для полученного выражения 
максимум достигается при максимальных значениях 1δ  и 2δ . Рассматривая только 
значения, удовлетворяющие условию 2 :  δ≥∃ ijdi , получаем результат: 
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Покажем, что 01 ≥∂∂ δγ j , обозначив ϑ  число измерений, для которых 1δ≥ijd : 
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 далее, учитывая соотношение 
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 при 21 δδ <≤ ijd , 22212221212 )()()())(( ijij dd −≥−∧−≥−+ δδδδδδδδ . 
 Неравенства в приведенной цепочке следуют одно из другого, от простого к 
сложному. Таким образом, учитывая непрерывность функции jγ  и пересечение 
рассматриваемых множеств на разделяющих их границах, можно заключить, что 
максимальные значения jγ  в первых двух случаях не превышают максимального  
значения этой величины в последнем случае. 
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Рассмотрим зависимость этого выражения от параметра 1δ : 
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Покажем, что 01 ≥∂∂ δγ j , с использованием следующей цепочки неравенств: 
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 0)2()( 1212 ≥−+≥+ ijdδδδδ . 
Аналогично предыдущим случаям полученная производная не меньше нуля. Сле-
довательно максимальное значение jγ  достигается при 21 δδ = . ■ 
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 При равенстве параметров исследуемое выражение имеет следующий вид: 
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 На основании изложенного можно заключить, что использование 21 δδ <  
нецелесообразно. Далее, как правило, будет рассматриваться случай 21 δδ = . 
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 следует, что при 
увеличении 2δ  параметр jγ  уменьшается. Значит оптимальное значение парамет-
ра 2δ  для конкретной группы нейронов равно 2|| ),1(),1(12 jjj yxd ϕϕδ −== . Для 
максимизации расстояния Хемминга следует рассмотреть jγϕM , где функция jγ  
определена как 
2
1
21
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d
 при jd12 ≥δ , и 
2
2
21
2
δ
δγ
+
=j  при jd12 ≤δ . Тогда, опти-
мальное значение 2δ  зависит от взаиморасположения точек x  и y , и удовлетворя-
ет следующим условиям: nkyxyx kkkkkk
,1 ,2||max2||min 2 =−≤≤− δ . 
 Теорема 3. Если параметр подпространств 2≥η , то оптимальное значение 
2δ  для максимизации расстояния Хемминга не меньше чем 21  независимо от реа-
лизации индекса подпространств ),( jiϕ  и взаиморасположения точек x  и y . 
 □ При 2≥η  вероятность ))22()2((
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мальное значение jγ  следует искать на множестве значений ),max[2 +∞∈ iji dδ . 
Введем для удобства обозначения 22δρ =  и ]1,0[2 ∈= ijij de , где ),max( +∞∈ iji eρ . 
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 Экстремальное значение jγ  будет определяться из соотношения 0=∂ρ
∂γ j . В 
качестве определяющего удобно использовать следующее выражение: 
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 Случай 1=η  был рассмотрен. При 2≥η  и iji emax→ρ  справа, из двух не-
равенств ije+≥1η  и 0≥−≥ ijeρρ  следует, что определяющее выражение больше 
нуля и jγ  возрастает. При 2≥η  и +∞→ρ , определяющее выражение меньше 
нуля, соответственно jγ  убывает. Оптимальное значение ρ  определяется из урав-
нения 0
1
)(
11
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+
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ij e
e
e , поиск решения которого в общем виде 
довольно затруднителен. Получим его решение для частного случая при 2=η : 
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 Как видно из полученного результата, независимо от конкретной группы 
нейронов, ширину накрывающего отрезка по каждому измерению целесообразно 
выбирать не меньше единицы уже при 2=η . При дальнейшем увеличении η , 
оптимальное значение параметра ρ  должно еще увеличиваться для компенсации 
уменьшающейся вероятности возбуждения нейронов слоя B . 
 Докажем, что оптимальная ширина накрывающего отрезка ρ  не меньше 
единицы для любого 2≥η , т.е. 0≥∂ρ
∂γ j  при ]1,max( iji e∈ρ . Необходимо показать 
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параметр 0,1 ≥+ jeη , то производная левой части по je ,1+η  не меньше нуля 
0)1
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)1(
()()()()1(
1111
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−
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⋅−=−−−⋅+ ∑∏∏∏∑
===≠=
ηηηη
ρ
ρρρ
i ij
ij
i
ij
i
ij
is
sj
i
ij e
e
eeee , следовательно 
неравенство сохраняется и следствие индуктивного предположения доказано. ■ 
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 Если проанализировать данное неравенство при 1=ρ , то можно получить 
результат более абстрагированный от специфики данной нейросетевой модели. 
Докажем отдельно неравенство 0
1
1
)1(
11
≥
−
+
⋅−− ∑∏
==
ηη
η
i ij
ij
i
ij e
e
e , рассмотрев значения 
)1,0[∈ije . Сделаем замену переменных iji e−=1ε , заметив, что ]1,0(∈iε . Преобра-
зованное неравенство имеет вид ∏∑
==
⋅
−
≥
ηη
ε
ε
εη
11
2
i
i
i i
i , или ∑∏∑∏
= == ≠
−≥
η ηη
εεη
1 11
2
i s
s
i is
s . 
Разделим обе части неравенства на положительное число ∏
=
η
εη
1i
i . В результате бу-
дет получено следующее соотношение 1121
11
−≥ ∑∏
==
ηη
εη
ε
i ii
i . Произведем еще одну 
замену переменной: 
i
i ε
θ 1= , ),1[ +∞∈iθ . Таким образом, достаточно привести до-
казательство следующего результата, имеющего более компактную формулировку. 
 Лемма 6. В предположениях 1  :,1 ≥=∀ ii θη  и 2≥η  справедливо следую-
щее неравенство: 12
11
−≥ ∑∏
==
ηη
θ
η
θ
i
i
i
i . 
 □ Докажем полученное неравенство по индукции. При 2=η  соотношение 
12121 −+≥ θθθθ  равносильно соотношению 0)1)(1( 21 ≥−− θθ . Теперь из индук-
тивного предположения 12
11
−≥ ∑∏
==
ηη
θ
η
θ
i
i
i
i  необходимо показать следующее нера-
венство: 1)(
1
2
1
1
1
1 −+
+
≥ ∑∏
=
+
=
+
η
η
η
η θθη
θθ
i
i
i
i . Из свойств среднего арифметического 
выполняется неравенство ∑∑
==
≤+
+
ηη
θ
η
θ
η 11
1)1(
1
1
i
i
i
i , следовательно при 11 =+ηθ  
1)(
1
21)1(
1
212
1
1
1111
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====
+
η
η
ηηηη
η θθη
θ
η
θ
η
θθθ
i
i
i
i
i
i
i
i
i
i . В пред-
положении 11 ≥+ηθ  неравенство сохраняется, так как производная левой части по 
параметру 1+ηθ , равная 1
1
≥∏
=
η
θ
i
i , не меньше производной правой части 11
2 ≤
+η
. 
Таким образом, следствие индуктивного предположения доказано. ■ 
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2.2.5. ОПТИМИЗАЦИЯ ИНТЕГРАЛЬНОГО ПОВЕДЕНИЯ СЕТИ 
 
 До сих пор рассматривались оптимальные условия работы одной группы 
нейронов для разделения некоторых двух точек x  и y . В то же время, большей 
практической ценностью обладают те значения параметров структуры, которые 
дают максимальное значение математического ожидания γ
y,x
M . Совместное рас-
пределение разделяемых векторов x  и y  определяется конкретной прикладной 
задачей, использование специфики которой, конечно же, даст лучшие результаты. 
Тем не менее, рассмотрение случая равномерного и независимого распределения 
компонент векторов x  и y  в отрезке ]1,0[  будет достаточно полезным: 
 ))0|,|max((
)1(
1
1
),(),(∏
=
−−−
+
=
η
ϕϕ
η
η ρρρ
γ
i
jijij yx , 
 ∫ ∫ ∫ ∫==
1
0
1
0
1
0
1
0
11y,xy,x ηη
γγγ dydxdydxjj KKMM . 
 Теорема 4. Для максимизации jγy,xM   в случае 1=η  оптимальное значение 
параметра ρ  является решением уравнения 01232 3 =+− ρρ , и приблизительно 
равно 0.558. В случае 2≥η  оптимальное значение ρ  равно 
)134(3
34
1
1
−
−
−
η
η
. 
 □ Рассмотрим вначале случай 1=η : 
 
ρρ
ρρ
ρρ
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−
+
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0
1111y,x
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11111 )0|,|max( dydxyxJ ρ  
 =−+=−+= ∫ ∫∫ ∫
−
1
0 )0,max(
1
0 0
)(2)0,max(2
y
y
y
dxdyyxdxdyyx
ρ
ρρ  
 ∫ −−−−+−=
1
0
22 ))0,(max)0,max()(22( dyyyyyy ρρρρ . 
 При 1≥ρ  имеем 
3
1)2(
1
0
2
1 −=−= ∫ ρρ dyyyJ . 
 При 1≤ρ  
3
))(2()2(
3
2
1
22
0
2
1
ρρρρρ
ρ
ρ
−=−+−+−= ∫∫ dyyyydyyyJ . 
 54
 Таким образом, необходимо максимизировать разность 
ρ
ρ
ρ
ρ
+
−
+ 1
)(
1
1J . При 
1≥ρ  исследуемое выражение равно 
ρ33
1
+
, следовательно оптимальное значение 
1=ρ . При 1≤ρ  исследуемое выражение равно 
ρ
ρρρ
+
+−
1
332
. Значит при 1=η  
оптимальное значение ρ  определится из уравнения 0
1
332
=⎟⎟⎠
⎞
⎜⎜⎝
⎛
+
+−
ρ
ρρρ
∂ρ
∂  при 
условии 10 ≤< ρ . Уравнение преобразуется следущим образом: 
 3)1)(21( 322 ρρρρρρ +−=++− , 01232 3 =+− ρρ . 
 В приведенном виде уравнение 02333 =+− ρρ  является неполным, что 
удобно для использования формул тригонометрического решения [84]: 
 0167
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 Единственный корень 2ρ  принадлежит рассматриваемому отрезку ]1,0[ . 
 В случае 2≥η  оптимальное значение ρ  все равно не меньше единицы. 
Следовательно, достаточно рассмотреть случай ))((
)1(
1
1
∏
=
−−
+
=
η
η
η ρρρ
γ
i
ijj e . 
Заметим, что для каждого сомножителя интегрирование производится независимо, 
т.е. интеграл произведения будет равен произведению интегралов. Получим требу-
емый интеграл для одного измерения: 
 =+−=−−=− ∫ ∫∫ ∫∫ ∫
1
0 0
1
0
1
0
1
0
1
0
)(2|)|()( dxdyxydxdyxydxdye
y
ρρρ  
 31)3()2(2)2(2 || 1 0 
32
1
0
2
1
0
 
0 
2
−=−=−=+−= ∫∫ ρρρρ yydyyydyxyxx y . 
 Таким образом получено, что ηηη ρρργ )1())31((
y,x
+−−=jM . Оптималь-
ное значение, опять же, определяется уравнением 0)(
y,x
=∂ργ∂ jM : 
 111 )1)()31(()1)()31(( −−− +−−=+−− ηηηηηη ρρρηρρηηρ , 
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 111 )31)(31()1)()31(( −−− −−−=+−− ηηηη ρρρρρρ , 
 3)31()31()31()31( 11111 −−−−− −+−−=−−+−− ηηηηηηη ρρρρρρρρρ , 
 3)31()31( 111 −−− −=−− ηηη ρρρ , 3)31(4 11 −− −= ηη ρρ , 
 )31(341 −= − ρρ η , 
)134(3
34
1
1
−
=
−
−
η
η
ρ . ■ 
 Полученное значение ширины накрывающего отрезка по одному измере-
нию возрастает при увеличении η , кроме того при больших η  зависимость близка 
к линейной. Также следует учесть, что при разделении пространства на области, 
соответствующие классам, основную роль играют те точки обучающей выборки, 
которые находятся вблизи разделяющих поверхностей. При обучении, за исключе-
нием нескольких первых проходов, модификации весов производятся только для 
этих точек. 
 Предположим, что из условий конкретной задачи можно получить макси-
мальное расстояние между точками, принадлежащими разным классам и имеющи-
ми существенный вклад на протяжении всего процесса обучения. Кроме того, эта 
величина характеризует расстояние от разделяющей поверхности до ближайщих 
точек обучающей выборки. Обозначим данный параметр как ν . В этом случае для 
оценки оптимальной ширины усреднение расстояния Хемминга следует произво-
дить по кубу, имеющему размер ν . Для многих прикладных задач, рассматривае-
мая величина ν  будет достаточно мала: 
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 Далее полностью аналогично получается выражение 
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При малых значениях параметра ν  выполняется следующее равенство =+−1 31η ν  
)()33(1 νην o+−+= . Следовательно справедлива оценка: 
 )(1
))()33(1(3
))(1(
))()33((3
))()33(1(
νη
νη
ν
νην
νηννρ O
O
O
o
o
+−=
+−
+
=
+−
+−+
= . 
Отметим, что оба полученных результата имеют небольшое различие. 
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 Для оценки возможности применения полученных формул ниже в табл. 2.2 
приведена зависимость количества ошибок распознавания E  от ширины накрыва-
ющего отрезка ρ . Данные получены при 16384=N , 10=m , 7=n , 5=η , длине 
обучающей и тестовой выборки в 1024 точек. Цикл обучения повторялся до сходи-
мости. Во второй строке таблицы показано количество проходов цикла обучения. 
Обучающая и тестовая выборки были сгенерированы в соответствии с алгоритмом, 
приведенным в [42], сложность алгоритма была выбрана 3, для задания принад-
лежности к тому или иному классу использовалось правило ближайшего соседа. 
 
Табл. 2.2. Зависимость количества ошибок распознавания от параметра ρ . 
ρ  0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0
M 7 11 12 17 18 22 20 20 22 21 22 28 39 39 44 52 
E  351 331 315 305 301 300 303 314 306 319 324 300 325 321 338 324 
 
 Как видно из полученных результатов, несмотря на увеличение расстояния 
Хемминга, в данном случае оно увеличивается приблизительно до значения 4≈ρ , 
количество ошибок распознавания минимально при значениях ρ  близких к едини-
це. Подобная картина наблюдается также и для многих других условий экспери-
мента. Это можно объяснить тем, что при значениях 1>ρ  некоторая часть нейро-
нов слоя A  постоянно возбуждена, что соответствует неявному уменьшению пара-
метра η . Как результат, несмотря на увеличение расстояния Хемминга, значения 
jB  становятся более зависимы и менее информативны, что существенно влияет на 
когнитивные возможности классификатора. Кроме того, при 1=ρ  и заданной 
структуре классификатора вероятность возбуждения нейрона слоя A  равна 21 , 
что соответствует максимальному количеству информации, предоставляемому 
этими нейронами. Для многих применений классификатора выбор 1=ρ  или 
212 =δ  будет достаточно удачным. 
 Для большинства тестов экспериментально подтверждается, что оптималь-
ным является использование 21 δδ = . В то же время, исходя из специфики некото-
рых задач, может оказаться априори известной целесообразность использования 
малых значений 1δ , например для равномерного учета больших и малых окрест-
ностей классифицируемой точки. Случай 01 =δ  важен при адаптации описанной 
архитектуры к задачам интерполяции. 
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 Ниже в табл. 2.3 приведен пример с экспериментальными данными зависи-
мости качества распознавания от параметра η . Как и раньше, данные получены 
при 1=ρ , 16384=N , 10=m , 7=n , длина обучающей и тестовой выборки состав-
ляла 1024 точки. Во второй строке таблицы показано количество проходов цикла 
обучения M , а в третей количество ошибок распознавания E . Использовались те 
же выборки данных, что и для предыдущего эксперимента. 
 
Табл. 2.3. Зависимость количества ошибок распознавания от параметра η . 
η  1 2 3 4 5 6 7 
M  789 58 35 25 22 20 13 
E  600 343 319 330 300 306 317 
 
 В случае фиксированного расстояния между порогами ρ  возможна опти-
мизация размерности подпространств η  для максимизации расстояния Хемминга: 
 ηηη ρνρργ )1())3((
y,x
+−−=jM ,  0)( y,x =η∂γ∂ jM , 
 0))1ln())3(())3ln()3(ln(( =+−−−−−− ρνρρνρνρρρ ηηηη , 
 ))3ln((ln
ln)1ln(
)3ln()1ln(
ln* νρρ
ρρ
νρρη −−⎟⎟⎠
⎞
⎜⎜⎝
⎛
−+
−−+
= . 
 Например, при значениях 1=ρ  и 2≥η , расстояние Хемминга между разде-
ляемыми точками уменьшается с увеличением η . Значит параметр η  следует вы-
бирать как можно меньше, но так, чтобы это значение было достаточным для отра-
жения сложности задачи. Для рассматриваемых выше экспериментов форма разде-
ляющих поверхностей существенно использует все измерения, что обуславливает 
плохие показатели при малых η . 
 
 
 
 
 
 
 
 
Рис. 2.7. Пример разделения классифицируемого пространства. 
 C1 
 C1 C2 
 C2
   C1   C2 
   C2   C1 
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 При 1=η  сходимость обучения крайне низкая, следовательно это значение 
желательно не использовать. Сходимости обучения вообще нельзя достигнуть, на-
пример, для приведенных на рис. 2.7 разделений двухмерного и трехмерного про-
странств на два класса. В тоже время, такое шахматное разделение можно постро-
ить для любого значения n<η , но вероятность того, что прикладная задача ока-
жется столь сложной, невелика. 
 Как можно заключить из табл. 2.3, количество ошибок распознавания дос-
тигает экстремума при 5=η . При увеличении η  от 2 до 5, несмотря на уменьше-
ние расстояния Хемминга, количество ошибок уменьшалось. Это можно объяснить 
увеличением информативности каждого нейрона слоя B , так как при больших η  
он несет информацию по большему количеству измерений. Соответственно вели-
чины jB  становятся более независимыми. Получение аналитических результатов 
для определения оптимального значения параметра η  относительно минимального 
количества ошибок классификации достаточно сложно, так как требует, как мини-
мум, вероятностного рассмотрения всего процесса обучения с учетом необходи-
мой модели обучающей и тестовой выборки. Кроме того, модели входных данных 
могут существенно различаться для разных прикладных задач. 
 Возможно, более точные зависимости для оптимальных параметров класси-
фикатора можно получить с точки зрения теории информации. При этом следует 
рассмотреть количество информации, передаваемое от слоя к слою, либо проана-
лизировать соотношение между расстоянием Хемминга и количеством общих еди-
ниц двух разделяемых двоичных векторов, с учетом степени независимости рас-
сматриваемых случайных величин. 
 Рассмотрим случай 1=ρ , когда вероятность возбуждения нейрона слоя B  
составляет η)21( . Можно предложить эвристическую формулу для размерности 
подпространства ])2)1(log[,min( 2 += Nnη , исходя из предположения, что слой 
B  содержателен, если содержит N  единиц. Данная формула полезна, в частнос-
ти, для использования рассмотренной схемы грубого кодирования, т.е. алгоритма 
преобразования входного вещественного вектора в бинарный образ, в ассоциатив-
но-проективных нейронных структурах. Пусть некоторое понятие или атом пред-
метной области кодируется случайным бинарным вектором с плотностью единиц 
ηλ . Тогда целесообразно потребовать, чтобы NNN ηη λλ =)( , откуда N1=ηλ . 
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 До сих пор в работе рассматривался принцип максимизации расстояния 
Хемминга между бинарными образами некоторых двух вещественных входных 
векторов. Другим критерием качества распознавания для нейронной сети может 
служить минимальное различимое расстояние. Ранее был получен следующий ре-
зультат: если вероятность неразличимости бинарных образов входных векторов x  
и y  равна некоторому значению ]1,)21[( NP ηλ−∈ , то блочное расстояние z  меж-
ду ними приблизительно равно значению gP)ln(− . Таким образом, для миними-
зации минимального различимого расстояния достаточно максимизировать линей-
ную плотность активных пороговых гиперплоскостей 
)(
2
)21(
2
122
1
δδ
ηλ
δ
ηλ ηη
+
=
+
=
−
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n
Ng . 
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определяется следующее оптимальное расстояние между порогами: 
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 Очевидно, данный результат для оптимального расстояния между порогами 
аналогичен результатам, полученным для масимизации расстояния Хемминга. 
 Важным аспектом практического применения классификатора является воз-
можность работы с неполными данными. Другими словами, некоторые компонен-
ты входного вектора могут быть неопределенными. Если все входные значения оп-
ределены, то после генерации структуры сети классификатор со случайными под-
пространствами следует рассматривать как детерминированный автомат. Если на 
вход нейронов ijl  и ijh  с фиксированными пороговыми значениями подается неоп-
ределенная компонента, то выходное значение нейрона ijA  должно быть независи-
мой бинарной случайной величиной с вероятностью активации равной длине пере-
сечения отрезков ],[ ijij hl  и ]1,0[ . Значение )),0max()1,min(,0max( ijij lh −  соответст-
вует вероятности активации нейрона ijA  в предположении равномерного распре-
деления компоненты на отрезке ]1,0[ . Данное правило следует применять как при 
обучении классификатора, так и в режиме экзамена. В этом случае, классификатор 
со случайными подпространствами становится стохастическим автоматом. 
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 2.3.1. ГЕНЕРАЦИЯ ЧУВСТВИТЕЛЬНОЙ СТРУКТУРЫ КЛАССИФИКАТОРА 
 
 Как правило, компоненты точек как обучающей выборки, так и точек, пре-
дъявляемых для классификации, имеют неравномерное распределение на отрезке 
[ , ]0 1 . Рассмотрим некоторую одну компоненту входного вектора, и будем считать, 
что предъявляемая на вход классификатора компонента является случайной вели-
чиной с некоторой плотностью распределения. При равномерной структуре клас-
сификатора получается относительно избыточное кодирование областей, где плот-
ность точек выборки мала, и недостаточно детализированное кодирование, где 
плотность высока. 
 Качество функционирования классификатора можно значительно повысить, 
если плотность порогов структуры классификатора выбирать пропорционально 
плотности распределения компонент точек входной выборки. Обычно единствен-
ной информацией о распределении точек входной выборки является сама входная 
выборка. Обозначим L  длину обучающей выборки, а i -ю компоненту j -го векто-
ра обучающей выборки как ijx . Тогда плотность распределения i -й компоненты 
хорошо приближается, например, следующей формулой: 
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Константа 0>c  определяет степень адаптации к конретному набору компонент. 
Отметим следующие свойства аппроксимирующей функции 
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Данная зависимость стремится к нулю при ±∞→x , производная 0)0(' =π , кроме 
того зависимость является симметричной, т.е. )()( xx ππ =− . В самом деле: 
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Ниже представлена функция вероятности полученного распределения. В частнос-
ти, аппроксимирующая функция )(xπ  подобрана таким образом, чтобы требуемое 
выражение вычислялось аналитически: 
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 Лемма 7. Для того, чтобы пороговые значения нейронов имели плотность 
распределения пропорциональную )(xiψ  на ]1,0[ , их можно генерировать в соот-
ветствии с обычным алгоритмом в одном пространстве X ′ , а затем преобразовы-
вать в исходное пространство X  с использованием обратной функции )'(1 xFi
− . 
 □ Обозначим отображение XX →′  символом φ . Тогда плотность порогов 
i -й компоненты в пространстве X  будет пропорциональна 1)( −′xdd iφ . По пред-
положению )'()'( 1 xFx ii
−
=φ , следовательно )()(1 xFx ii =−φ . Значит, 
 i
iii
dx
dF
dx
d
xd
d ψφφ ===⎟⎠
⎞⎜⎝
⎛
′
−
− )( 11
. ■ 
 Таким образом, обратное преобразование )()(1 xFx ii =
−φ  вычислимо анали-
тически. Пользуясь вычислительными средствами и зная обратное преобразование 
можно построить табличное представление функции iφ , а значения функции в про-
межутках вычислять при помощи линейной или более сложной интерполяции. Ни-
же на рис. 2.8 представлен пример распределения компоненты входного вектора, 
также показаны соответствущие функции вероятности и плотности распределения. 
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Рис. 2.8. Пример распределения компоненты входного вектора (использовано 100 
векторов, диапазон изменения значений [0.24,2.52]), масштабированная функция 
вероятности (монотонная зависимость, левая ось) и плотность распределения 
(правая ось), табличное представление содержало 100 точек, параметр 5.0=c . 
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2.3.2. ПРИМЕРЫ ФОРМИРОВАНИЯ РАЗДЕЛЯЮЩИХ ПОВЕРХНОСТЕЙ 
 
 Одной из классических задач классификации, традиционно трудных для 
многих нейросетевых архитектур прямого распространения, является двойная спи-
раль. Для обеспечения возможности визуализации, а также для удобства анализа, 
в данном разделе приводятся примеры классификации на два класса и для двумер-
ной классифицируемой области. Обучающая выборка, содержащая 192 точки, бы-
ла сгенерирована в соответствии со следующими формулами: 
 )sin()()(1 iiix ⋅⋅+= τσς , )cos()()(2 iiix ⋅⋅+−= τσς , )()( 11 ixiy −= , )()( 22 ixiy −= . 
Каждая точка тестовой выборки была получена как среднее арифметическое двух 
соседних точек на спирали, соответствующих определенному классу. Тестовое 
множество содержало всего 190 точек. Рис. 2.9 показывает полученные разделения 
входного пространства на области, относимые классификатором к тому или иному 
классу, в процессе и после завершения процедуры обучения. 
    
Рис. 2.9. Формирование разделяющих поверхностей для примера “двойная 
спираль”, (а) после 20 эпох обучения, представлена обучающая выборка, (б) после 
полного обучения, 207 эпох, тестовая выборка, 1024=N , 5.021 == δδ . 
 
 Следует отметить, что подбор параметра 2δ  по отношению к расстоянию 
между спиралями позволяет радикально ускорить процесс обучения и улучшить 
качество распознавания. Как видно, нейронная сеть имеет тенденцию формирова-
ния разделяющих поверхностей параллельных осям координат. Последнее обу-
словлено внутренней структурой классификатора. Количество ошибок на тестовой 
выборке составило 45. Полученный результат позволяет сделать дополнительные 
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выводы о возможностях уменьшения количества ошибок классификации. Во-пер-
вых, улучшение обобщающей способности может быть достигнуто при обучении 
сети на зашумленных данных, если уровень шума меньше характерного расстоя-
ния между представителями различных классов. Во-вторых, представляется полез-
ной возможность использования структуры с пороговыми гиперплоскостями непа-
раллельными осям координат. В то же время, эффективность того или иного прие-
ма может рассматриваться только в контексте конкретной задачи классификации. 
 Примеры, показанные на рис. 2.10, представлены в проекте Enhanced Lear-
ning for Evolutive Neural Architecture [2,3]. Первая задача “круг в кольце” построена 
с использованием равномерного распределения представителей классов в соответ-
ствующих множествах. Плотности распределений не пересекаются, в то же время, 
представители различных классов могут быть сколь угодно близки. Для визуали-
зации первого примера была использована сеть с 1024 нейронами в скрытом слое. 
Второй пример представляет собой два центрированных нормальных распределе-
ния с различной дисперсией. Точки принадлежащие к первому облаку относятся 
к первому классу, соответственно, точки второго облака – ко второму. Сложность 
этой задачи состоит в существенном перекрытии плотностей для различных клас-
сов. Изображение пространства получено для 32768 нейронов в скрытом слое, так 
как в данном случае только большое число рецептивных полей может обеспечить 
правильную интерпретацию обучающей выборки. Полученное разделение прост-
ранства является смешанным, и имеет в основном прямоугольную структуру. 
    
Рис. 2.10. Разделение классифицируемого пространства и тестовая выборка 
для задач: (а) “круг в кольце” (Concentric), (б) два центрированных гауссовых 
облака с различной дисперсией (Gaussian 2D), 5.021 == δδ .
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2.3.3. ОЦЕНКА ОБОБЩАЮЩЕЙ СПОСОБНОСТИ КЛАССИФИКАТОРА 
НА БАЗЕ ДАННЫХ ELENA 
 
 Качество функционирования классификатора со случайными подпространс-
твами было проанализировано на базе данных ELENA. В работе [2] каждая задача 
классификации представлена с детальным описанием следующих свойств множес-
тва данных: количество векторов в выборке, принцип формирования обучающей и 
тестовой выборок, фрактальная размерность множества, дисперсия главных ком-
понент (inertia of principal components), матрица ошибок (confusion matrix) и т.д. 
Множество задач делится на две категории: искусственные (Clouds, Concentric, 
Gaussian) и реальные (Iris, Phoneme, Satimage, Texture). 
 
Табл. 2.4. Вероятность ошибки нейронной сети в процентах и среднее количество 
эпох обучения классификатора на примерах базы данных ELENA. 
RSC KNN MLP  Задача n m 
 Мин.   Средн.  Макс. Эпохи Среднее 
Clouds 2 2 13.04 14.25 15.44 1696 11.8 12.2 11.7 
Concentric 2 2 0.64 1.17 1.60 75.8 1.7 2.8 1.5 
Gaussian 2D 2 2 33.56 35.67 37.76 2993 27.4 26.8 27.2 
Gaussian 3D 3 2 28.60 29.42 30.60 468.4 22.2 22.4 22.6 
Gaussian 4D 4 2 23.44 24.34 24.64 248.6 19.4 19.5 18.5 
Gaussian 5D 5 2 19.00 19.79 21.00 171.6 17.7 17.4 15.3 
Gaussian 6D 6 2 17.36 17.74 18.36 116.8 16.8 16.4 13.5 
Gaussian 7D 7 2 14.36 15.30 16.68 102.0 15.9 15.3 11.5 
Gaussian 8D 8 2 12.96 13.60 14.40 80.4 16.1 14.5 9.9 
Iris 4 3 1.33 4.53 8.00 5.4 н/д н/д н/д 
Iris CR 4 3 2.67 4.53 6.67 6.6 4.0 4.3 6.7 
Iris PCA 4 3 4.00 8.27 12.00 4.2 н/д н/д н/д 
Phoneme 5 2 12.47 12.89 13.58 207.2 12.3 н/д н/д 
Phoneme CR 5 2 11.88 12.50 13.40 184.4 12.3 16.3 16.4 
Phoneme PCA 5 2 12.66 13.18 14.43 221.8 н/д н/д н/д 
Satimage 36 6 9.73 10.15 10.60 82.4 н/д н/д н/д 
Satimage CR 36 6 9.42 9.95 11.04 86.0 9.9 12.3 11.4 
Satimage PCA 18 6 11.04 11.77 13.15 42.2 9.6 11.6 11.4 
Satimage DFA 5 6 12.15 13.31 13.86 150.0 н/д 11.8 11.4 
Texture 40 11 1.60 1.82 2.04 19.0 н/д н/д н/д 
Texture CR 40 11 1.24 1.84 2.44 20.4 1.9 2.0 3.1 
Texture PCA 18 11 0.87 1.29 1.64 11.2 2.0 1.2 3.0 
Texture DFA 10 11 0.55 0.88 1.20 10.0 0.4 1.4 0.4 
 IRVQ
 65
 Конфигурация классификатора со случайными подпространствами была 
выбрана следующая: количество нейронных групп 32768=N , параметр подпро-
странств ),3min( n=η , параметры полуширины 5.021 ==δδ . Уровень ошибок для 
каждого набора данных был оценен при помощи пяти независимых эксперимен-
тов. Для того, чтобы уменьшить влияние конкретного распределения представите-
лей классов, для каждого эксперимента первые 20% векторов выборки передвига-
лись в конец. Первая половина результирующего множества использовалась как 
обучающая выборка, а вторая – как тестовая. Использовалась чувствительная 
структура классификатора, которая была сгенерирована с использованием только 
обучающей выборки. Задачи Clouds, Concentric и Gaussian были сгенерированы 
искусственно, что дает априорную информацию о распределении плотностей веро-
ятности. Кроме того, байесовское решение также является известным. Реальные за-
дачи Iris, Phoneme, Satimage и Texture были получены из различных областей при-
ложения и искомые распределения, очевидно, неизвестны. Некоторые двумерные 
распределения представителей классов для задач ELENA представлены в прил. А. 
 Выборки для реальных задач были подвергнуты предобработке. В частнос-
ти, CR обозначает покомпонентное центрирование к нулевому среднему и норма-
лизацию к единичной дисперсии, PCA – применение анализа главных компонент 
к множеству векторов CR, DFA – применение дискриминантного факториального 
анализа к множеству векторов PCA. 
 Доля ошибок распознавания и количество эпох обучения для классификато-
ра со случайными подпространствами представлены в табл. 2.4. Кроме того, приве-
дены приблизительные результаты для классификаторов KNN, MLP и IRVQ в луч-
шей конфигурации [2,3]. При сравнении с моделями классификаторов рассмотрен-
ных в [3], RSC обеспечивает достаточно хорошие результаты на реальных задачах. 
Кроме того, данный классификатор имеет наименьший уровень ошибок на задаче 
Concentric. Результаты для задач Clouds и Gaussian, которые характеризуются 
существенно перекрывающимися плотностями распределения, достаточно слабые. 
Несмотря на то, что байесовское решение является сравнительно простым, ранняя 
остановка обучения в среднем не дает лучших результатов. Тем не менее, сравни-
тельный уровень ошибок для задач Gaussian становится лучше при увеличении 
размерности входного пространства. Только два классификатора превосходят RSC 
на задаче Gaussian 8D. Качество функционирования классификатора может быть 
улучшено при подборе его конфигурационных параметров для конкретной задачи. 
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2.3.4. ЛОКАЛЬНОЕ УСРЕДНЕНИЕ СИНАПТИЧЕСКОЙ МАТРИЦЫ 
 
 Рассмотрим искусственно сгенерированный пример классификации на два 
класса Gaussian 2D [2,3]. Каждая точка первого класса получена как реализация 
двумерной нормальной изотропной случайной величины с единичным среднеквад-
ратичным отклонением. Точки второго класса получены так же как и для первого 
с единственным отличием – среднеквадратичное отклонение равно двум. Так как 
априорное распределение плотностей представителей различных классов известно, 
то оптимальное (байесовское) решение определяется соотношением плотностей 
классов в определенной точке пространства. Таким образом, к первому классу сле-
дует относить точки, расположенные внутри круга, радиус которого определяется 
равенством соответствующих плотностей распределения. Плотность n -мерного 
нормального распределения равна: 
 ( )
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где ii xM  M=  – компоненты центра распределения, jiij xxD ⋅=  M  моменты вто-
рого порядка, )det(D  – детерминант матрицы D . Для рассматриваемого примера 
искомый радиус можно получить из уравнения: 
 ( ) ( )8exp
8
12exp
2
1 22 RR −=−
ππ
, откуда ( ) 92.14ln3/8 ≈=R . 
Теоретическая вероятность ошибки для байесовского решения составляет 26.37%. 
    
Рис. 2.11. Разделение классифицируемого пространства для двух центрированных 
гауссовых облаков с различной дисперсией (Gaussian 2D): (а) после полного 
обучения сети, (б) после локального усреднения синаптической матрицы. 
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 На рис. 2.11 слева приведено разделение, осуществляемое классификатором 
со случайными подпространствами после полного обучения сети. Вероятность 
ошибки для конкретного эксперимента составляет %2.362500/905 = . Очевидно, 
полученное решение не является оптимальным, так как, например, в круге радиуса 
R  сеть может относить входной вектор как к одному, так и к другому классу. 
Более целесообразным является принятие усредненного решения для некоторой 
окрестности классифицируемой точки. Одним из способов реализации такого ре-
шения является процедура локального усреднения синаптической матрицы клас-
сификатора. Справа на рис. 2.11 показано решение, полученное после применения 
алгоритма. Очевидно, оно является более оптимальным, вероятность ошибки клас-
сификации составила %64.272500/691 = . Были использованы следующие пара-
метры процедуры (см. ниже): 035.0=α , 0.1=β , использована метрика максимума 
абсолютного значения разности компонент. 
 Постановка задачи классификации определяет размерность исходного клас-
сифицируемого пространства n . В то же время, каждая группа нейронов работает 
только в n≤η  измерениях. Из определения алгоритма функционирования класси-
фикатора каждая группа нейронов имплементирует следующее условие: 
 ijjiij hxli <<=∀ ),(   : ,1 ϕη , 
где ijl  и ijh  – i -й нижний и верхний пороги j -й группы соответственно, ),( jiϕ  – 
генерируемый случайным образом индекс подпространств. Множество точек, 
удовлетворяющих этому условию, называется рецептивным полем. Соответствую-
щую группу нейронов будем называть рецептивной группой. В предположении, 
что задача классификации приведена в единичный куб при помощи линейного 
преобразования, определим центр рецептивного поля как вектор размерности n , 
который имеет следующие компоненты jkc , nk ,1= : 
 ⎩⎨
⎧
≠=∀
=∃+
=
ki,jiif
ki,jiiflh
c ijijjk )( :,1    ,21
)( :     ,2)(
ϕη
ϕ
. 
Тот факт, что значения ),( jiϕ  уникальны для конкретного j , гарантирует единст-
венность индекса i , для которого вычисляется полусумма. Мерой близости двух 
рецептивных полей целесообразно определить расстояние между их центрами. 
Возможно использование различных метрик для вычисления расстояний. Ниже 
приведены три варианта метрики Минковского 
s
i
s
ii yx
1
||),( ⎟⎟⎠
⎞⎜⎜⎝
⎛
−=Μ ∑yx : 
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 1. Метрика Чебышева: ||max),( iii
yx −=Μ yx , при +∞=s ; 
 2. Евклидова метрика: ∑ −=Μ
i
ii yx
2)(),( yx , при 2=s ; 
 3. Манхеттенская метрика: ∑ −=Μ
i
ii yx ||),( yx , при 1=s . 
Целесообразность применения той или иной метрики определяется распределени-
ем плотностей вероятности для задачи классификации. Как правило, для реальных 
задач выбор метрики является эмпирическим. В то же время, выбор метрики Чебы-
шева является более предпочтительным, так как при малых расстояниях между 
векторами x  и y  количество общих единиц их бинарных образов является функ-
цией величины ∑ −
i
ii yx || . 
 Максимальное возможное расстояние между центрами рецептивных полей 
maxd  для однородной структуры классификатора, когда плотность порогов посто-
янна на отрезке ]1,0[ , определяется следующим образом: 
 1. )21( 2max δ+=d , при +∞=s ; 
 2. nd ⋅+= )21( 2max δ , при 2=s ; 
 3. nd ⋅+= )21( 2max δ , при 1=s . 
 В случае чувствительной структуры классификатора, когда плотность поро-
гов пропоциональна плотности распределения входных данных по каждому изме-
рению в отдельности, вместо выражения )21( 2δ+  следует использовать удвоен-
ную экспериментальную оценку максимального абсолютного значения разности 
компоненты центра рецептивного поля и величины 21 . 
 Для получения усредненного решения касательно принадлежности вход-
ного вектора к какому-либо из классов следует усреднить веса синаптической 
матрицы, для которых центры рецептивных полей лежат в некоторой окрестности. 
Определим размер окрестности вещественным параметром ]1,0[∈α . Два рецептив-
ных поля следует считать соседними, если расстояние между их центрами в терми-
нах выбранной метрики не превышает maxd⋅α . Обозначим α -окрестность некото-
рого центра рецептивного поля jc  как )( jU cα , а количество рецептивных полей, 
центры которых попадают в данную окрестность, как )( jN cα . Степень усреднения 
весов  синаптической матрицы W  следует регулировать параметром ]1,0[∈β . 
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 Алгоритм усреднения состоит в следующем. Для каждой j -й рецептивной 
группы, Nj ,1= , где N  – число нейронов скрытого слоя, и для каждого класса 
mk ,1=  веса синаптической матрицы пересчитываются по формуле: 
 ]21
)(
)1[( +⋅+⋅−=′ ∑
i
ki
j
kjkj WN
WW
cα
ββ , 
где суммирование производится по таким i , для которых выполняется условие 
)( ji U cc α∈ . Если реализация классификатора со случайными подпространствами 
хранит веса kjW  как вещественные значения, то округление следует опустить. 
 Следует отметить, что подбор параметров процедуры α  и β  является дос-
таточно тонким, даже малое изменение этих значений приводит к существенному 
изменению количества ошибок классификации. Оптимальное значение параметра 
усреднения β  обычно принадлежит диапазону ]1,5.0[ . Параметр окрестности α  
следует выбирать таким образом, чтобы величина maxd⋅α  была сравнима с поло-
виной размера кластеров данных, принадлежащих тому или иному классу. Для ре-
альных задач, для которых распределения плотностей классов неизвестны, наибо-
лее удобным является эмпирический выбор параметров. 
 Применение алгоритма усреднения синаптической матрицы должно обеспе-
чивать уменьшение вероятности ошибок классификации для задач, которые обла-
дают следующими характеристиками: плотности распределения классов должны 
иметь существенное пересечение, размерность классифицируемого пространства 
должна быть невелика. Возможны некоторые модификации описанного алгоритма. 
В частности, мера близости двух рецептивных полей может быть определена как 
объем их общего пересечения с единичным кубом, либо как количество точек обу-
чающей выборки, которые попадают в оба рецептивных поля. В то же время, эти 
варианты определения степени близости двух рецептивных полей обладает тем 
недостатком, что для некоторого рецептивного поля существует достаточно боль-
шое число соседей, расстояние до которых в точности одинаково. Выбор соседних 
рецептивных полей может осуществляться также как селекция некоторой доли на-
иболее близких полей. Однако для реализации этого принципа необходимо приме-
нение алгоритма сортировки для каждого значения индекса Nj ,1= , что требует 
значительных вычислительных ресурсов и, как правило, неприемлемо для практи-
ческого использования. 
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2.4.1. АНАЛИЗ РАЗДЕЛИМОСТИ ВЕРШИН ЕДИНИЧНОГО ГИПЕРКУБА 
 
 Как было описано выше, постсинаптические потенциалы или входные нап-
ряжения нейронов слоя C  вычисляются по формуле ∑
=
=
N
j
jkjk BWu
1
. Фактически, 
это скалярное произведение k -й строки матрицы связей на вектор B . Векторы, 
классифицируемые в этом N -мерном пространстве, направлены только в вершины 
единичного гиперкуба. Разделяющие поверхности являются кусочно-линейными, и 
образованы проходящими через начало координат гиперплоскостями: 
 0)(
1
=−∑
=
N
j
jljkj bWW , где mk ,1= , ml ,1= , lk ≠ . 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 2.12. Пример разделяющей гиперплоскости в пространстве признаков. 
 
 Время обучения классификатора непосредственно связано со значениями 
весов kjW  после завершения обучения, так как значения весов увеличиваются за 
один такт только на единицу. Таким образом, при прочих равных, меньшие значе-
ния весов предпочтительнее. В этом случае, также уменьшается вероятность пре-
вышения количества разрядов, используемых, например, для вычисления входного 
напряжения нейронов последнего слоя. Кроме того, при малых значениях весов 
появляется возможность использования для их хранения меньшего количества 
оперативной памяти, что является одним из критических параметров классифика-
тора. Увеличение значений синаптических весов целесообразно только для более 
точного определения направления векторов, составленных из строк матрицы W . 
Как результат, будут достигнуты более предпочтительные положения разделяю-
щих поверхностей. Соответственно при использовании правила обучения с наказа-
нием, при более быстрой сходимости получается худшее качество распознавания, 
чем при использовании правила без наказания, когда время обучения дольше. 
  1b
 2b  
 3b
(1,1,1) 
(1,1,0) (0,1,0) 
(1,0,0) 
(0,1,1) 
(0,0,0) 
(1,0,1) 
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 Рассмотрим, как и ранее, два вектора предпоследнего слоя p  и q , являю-
щиеся образами входных векторов x  и y . Пусть, для определенности, вектор x  
необходимо отнести к классу 1C , а y  – к классу 2C . Определяющими условиями в 
разделении векторов p  и q  будут два неравенства: 
 ∑∑
==
>
N
j
jj
N
j
jj pWpW
1
2
1
1  и ∑∑
==
>
N
j
jj
N
j
jj qWqW
1
1
1
2 . 
 Следовательно, необходимыми являются следующие условия: 
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 Из последнего неравенства можно заключить, что способность разделения 
векторов p  и q  не зависит от их общих единичных компонент. В то же время,  ко-
личество общих единичных компонент играет существенную роль при обучении 
классификатора. Способность классификатора обеспечить последнее условие, оче-
видно, увеличивается при увеличении расстояния Хемминга между распознавае-
мыми векторами p  и q . Строгое обоснование того, что максимизация расстояния 
Хемминга даст наиболее качественное разделение векторов, требует формулирова-
ния критерия качества, а также полного рассмотрения процесса обучения и распо-
знавания одновременно. При этом необходимо учесть совместное распределение 
распознаваемых векторов и векторов из обучающей выборки. Тем не менее, этот 
критерий, очевидно, является полезным. Кроме того, при увеличении количества 
различающихся компонент двоичных векторов обучающей выборки, увеличивает-
ся количество элементов матрицы связей, участвующих в их разделении. Следова-
тельно, если предположить, что количество общих единиц двух разделяемых век-
торов неизменно, то необходимые разности входных напряжений могут быть дос-
тигнуты при меньших значениях синаптических весов. 
 Рассмотрение процесса формирования синаптических весов для всех векто-
ров обучающей выборки достаточно сложно, так как изменение синаптических ве-
сов для одного из векторов влияет на суммы входных напряжений для всех осталь-
ных векторов. Кроме того, последовательность обучения может быть выбрана раз-
личной, что также влияет на конечные значения весов синаптической матрицы. 
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 Последнее неравенство в приведенной выше цепочке позволяет заключить, 
что существенную роль в разделении бинарных образов p  и q  имеют только веса, 
соответствующие индексам 1 : =⊕ jj qpj . Соответственно, возможно использова-
ние модифицированного правила обучения классификатора. Пусть бинарный образ 
p  некоторого вектора обучающей выборки ошибочно относится к классу 2C , а би-
нарный образ q  действительно относится к данному классу. Модификацию весов 
следует производить также по правилу Хебба, но только для компонент j  таких, 
что 1=∧ jj qp . Данное правило обеспечивает два преимущества: изменение весов 
производится для меньшего количества индексов j , синаптичекие веса не искажа-
ются для компонент 1 : =∧ jj qpj . В частности, снижается вероятность изменения 
класса для векторов обучающей выборки, отличных от прообраза p . Алгоритми-
ческая реализация данного подхода может использовать цикл по всем векторам 
обучающей выборки с ошибочной классификацией, второй вложенный цикл дол-
жен перечислять векторы, которые действительно относятся текущему классу ис-
ходного. Приведенное правило обучения полезно для программного решения, так 
как аппаратная реализация такого алгоритма достаточно сложна. 
 Рассмотрим случай стандартного обучения классификатора для разделения 
только двух векторов p  и q , соответствующая схема сети показана на рис. 2.13. 
Пусть данные векторы имеют κ  общих единиц, кроме того, вектор p  имеет pκ , 
а вектор q  соответственно qκ  единиц. В этом случае расстояние Хемминга равно 
qp κκχ += . Очевидно, что все веса jW1  будут равны между собой для тех j , для 
которых 1=jp , для остальных значений j  веса jW1  будут равны нулю. Аналогич-
ное утверждение справедливо для вектора q . Для значений весов после заверше-
ния обучения введем обозначения pW  и qW  для векторов p  и q  соответственно. 
 
 
 
 
 
 
Рис. 2.13. Схема разделения двух двоичных векторов p  и q . 
  1C  
  2C  
 p  q
 κ  
 pκ  
 qκ  
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 Определим условия завершения обучения. Если на вход классификатора по-
дан вектор p , то входное напряжение нейрона 1C  должно быть больше, чем вход-
ное напряжение нейрона 2C . Для реальной имплементации классификатора нера-
венство может быть нестрогим, однако, это не является существенным для анализа 
требуемых значений весов. Аналогичное условие должно соблюдаться для q : 
 
⎩⎨
⎧
>+
>+
pqq
qpp
WW
WW
κκκ
κκκ
)( 
)( 
. 
 В случае, когда 0>pκ  и 0>qκ , разделение векторов произойдет уже при 
значениях 1== qp WW . Когда 0== qp κκ , вектора p  и q , естественно, неразли-
чимы. При условиях 0>pκ  и 0=qκ  из системы неравенств следуют соотношения 
pq WW >  и )( pqpp WWW −> κκ . Следовательно, для значения pW  справедлива 
следующая формула 1])([ +−= ppqp WWW κκ . Из всех целочисленных значений 
разности 0>− pq WW  необходимо выбрать то, которое дает минимум pW . Таким 
образом, 1=− pq WW  и после обучения величина pW  определяется выражением 
1][ += ppW κκ . Заметим, что в данном случае κ  представляет количество единиц 
в конъюнкции векторов, а pκ  – расстояние Хемминга, т.е. разделение векторов p  
и q  тем проще, чем больше хеммингово расстояние между ними и чем меньше они 
имеют общих единиц. Случай 0=pκ  и 0>qκ  имеет аналогичный результат. 
 При выборе параметров классификатора следует стремиться к тому, чтобы 
обе величины pκ  и qκ  были больше нуля, особенно для тех пар векторов, которые 
относятся к разным классам. Тем не менее, если точки, подаваемые на вход клас-
сификатора, достаточно близки, ситуация, когда одна из величин pκ  или qκ  равна 
нулю, может быть типичной. 
 В общем случае, если расстояние Хемминга между двумя бинарными векто-
рами оставлять неизменным, то для скорости обучения более предпочтительными 
окажутся те параметры структуры, при которых количество общих единиц будет 
минимальным. В то же время уменьшение этого показателя будет ухудшать обоб-
щающую способность и возможность классификатора судить о близости подавае-
мых на вход векторов. Априорное распределения вероятностей для конкретной 
задачи классификации может быть средством поиска компромисса между обобща-
ющей способностью классификатора и его скоростью обучения. 
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2.4.2. КЛАССИФИКАЦИЯ ПРОИЗВОЛЬНОЙ ОБУЧАЮЩЕЙ ВЫБОРКИ 
 
 Понятие универсальной аппроксимации обычно используется для нейрон-
ных сетей с регрессионной либо интерполяционной функциональностью. Это 
свойство характиризует способность сети с произвольной точностью аппроксими-
ровать любую вещественнозначную функцию n  переменных, определенную на 
ограниченном множестве. Обычно точность аппроксимации достигается за счет 
увеличения количества вычислительных элементов сети. Если нейронная сеть 
обладает свойством универсальной аппроксимации, то она может быть использо-
вана для моделирования произвольно сложной системы. В частности, универсаль-
ными аппроксиматорами являются многослойный персептрон с одним скрытым 
слоем, а также сеть на основе радиально-базисных функций. Доказательство того, 
что многослойный персептрон с одним скрытым слоем аппроксимирует произ-
вольную непрерывную функцию, определенную на множестве точек единичного 
гиперкуба, приведено, например, в [12]. Подробный обзор данной тематики пред-
ставлен также в [11,17,18]. Очевидно, что с использованием сети, обладающей 
свойством универсальной аппроксимации, можно построить произвольное разбие-
ние входного пространства на области, принадлежащие тому или иному классу. 
 Полезным свойством того или иного классификатора является возможность 
аппроксимации произвольных разделяющих поверхностей. В то же время, для ма-
тематического обоснования подобного утверждения необходима спецификация 
класса исследуемых поверхностей, а также метрики, которая бы определяла сте-
пень их близости. Кроме того, доказательство потребовало бы исследования раз-
личных топологических аспектов. Для реальных задач можно считать, что гранич-
ная поверхность некоторого класса состоит из конечного числа непрерывных час-
тей. Интуитивно понятно, что любая такая разделяющая поверхность может быть 
аппроксимирована множеством точек, принадлежащих к тому или иному классу. 
Например, точки могут располагаться вблизи исследуемой разделяющей поверх-
ности. Далее предполагается, что разделяющая поверхность и точки, которые яв-
ляются представителями классов, рассматриваются внутри единичного гиперкуба. 
 Нетрудно убедиться, что классификатор со случайными подпространствами 
формирует локально-непрерывные, кусочно-линейные разделяющие поверхности, 
причем каждый линейный участок поверхности является частью гиперплоскости 
вида constxi = , где ix  − одна из компонент входного вектора. 
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 Таким образом, целесообразно показать, что классификатор со случайными 
подпространствами является универсальным классификатором [37,13]. Обозначим 
векторы обучающей выборки длины L  как kx . Соответственно, ikx  является i -й 
компонентой k -го вектора обучающей выборки, ni ,1∈ , Lk ,1∈ . Бинарные образы 
векторов kx  в скрытом слое классификатора B  обозначим как kp . Следует отме-
тить, что при +∞→N , вероятность того, что какой-либо из векторов kp  будет ра-
вен нулевому, стремится к нулю. Как показано далее, для успешной классифика-
ции необходимо обеспечить, чтобы бинарные векторы kp , принадлежащие различ-
ным классам, были линейно независимы в пространстве признаков [67]. 
 Определение 1. n -мерная выборка данных называется η -различимой при 
n≤≤ η1 , если существуют такие η  измерений, что векторы выборки отличаются 
по наборам соответствующих η  компонент. 
 Лемма 8. При количестве рецептивных групп +∞→N  вероятность того, 
что бинарные образы )( kk xBp =  векторов η -различимой обучающей выборки 
окажутся линейно независимыми, стремится к единице. 
 □ Без ущерба общности можно считать, что все L  векторов обучающей вы-
борки kx  являются η -различимыми по первым η  компонентам. Рассмотрим пря-
моугольную матрицу P  размерности NL × , строки которой составлены из векто-
ров kp . Линейная независимость строк матрицы эквивалентна тому, что в данной 
матрице найдутся L  линейно независимых столбцов. Докажем, что вероятность 
такого события, что первые L  столбцов матрицы являются линейно назависимы-
ми, больше нуля. Фактически, каждый столбец матрицы P  индуцируется обучаю-
щей выборкой на соответствующей рецептивной группе классификатора. Обозна-
чим квадратную подматрицу, состоящую из первых L  столбцов, как LP . 
 Проведем линейное переупорядочение векторов обучающей выборки сле-
дующим образом. Отсортируем векторы kx  по возрастанию первой компоненты. 
Если некоторые векторы имеют равные значения первой компоненты, то в преде-
лах данного подмножества они должны быть отсортированы по возрастанию вто-
рой компоненты и т.д. Данный алгоритм обеспечивает однозначность упорядоче-
ния, так как kx  различаются как минимум в одной из первых η  компонент. 
 Произведем следущее построение L  рецептивных полей. Пусть первое поле 
накрывает первую точку упорядоченной обучающей выборки и не накрывает все 
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остальные. Пусть второе рецептивное поле накрывает вторую точку и не накрыва-
ет точки начиная с третьей и т.д. Пусть последнее рецептивное поле накрывает по-
следнюю точку. Такое построение возможно, так как каждое рецептивное поле ог-
раничивается η  ортогональными парами параллельных пороговых гиперплоскос-
тей, а каждую точку можно отделить от последующих по первому измерению, если 
необходимо – по второму и т.д. Вероятность реализации такого построения больше 
нуля, так как между текущей и последующими точками упорядоченной выборки 
всегда существует ненулевое расстояние. Кроме того, вероятность требуемой реа-
лизации индекса подпространств также ненулевая. С другой стороны, полученные 
бинарные векторы-столбцы, индуцируемые каждой рецептивной группой на упо-
рядоченной обучающей выборке, являются линейно-независимыми, так как соот-
ветствующая матрица LP  имеет все единичные компоненты на большой диагонали 
и нулевой треугольник ниже нее. Соответственно, для такой матрицы 1)det( =LP . 
 Таким образом, вероятность того, что матрица LP  окажется невырожден-
ной, больше нуля. Следовательно, для матрицы P  вероятность того, что в ней най-
дутся L  линейно независимых столбцов, стремится к единице при +∞→N , так 
как все столбцы матрицы являются статистически независимыми. ■ 
 Теорема 5. Для любой η -различимой обучающей выборки kx : Lk ,1∈ , су-
ществует такая реализация структуры классификатора и такая синаптическая мат-
рица W , что классификатор интерпретирует обучающую выборку без ошибок. 
 □ Выберем значение параметра N  таким образом, чтобы оно удовлетворяло 
условию 1+≥ LN . В соответствии с полученными результатами, при значениях 
LN ≥  существует такая реализация структуры классификатора, что бинарные век-
торы kp  будут линейно независимыми. Кроме того, данное условие может быть 
удовлетворено вероятностно при увеличении количества рецептивных групп N . 
Фактически, точки kp  можно рассматривать как вершины N -мерного единичного 
гиперкуба в пространстве признаков. 
 В случае двух классов очевидно, что однослойный персептрон формирует 
линейную разделяющую поверхность, в данном случае гиперплоскость размернос-
ти 1−N . Такая гиперплоскость имеет N  степеней свободы, в то время как обуча-
ющая выборка накладывает L  ограничений. Классификатор со случайными под-
пространствами при вычислении постсинаптического потенциала не использует 
параметры смещения, следовательно любая разделяющая гиперплоскость в прост-
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ранстве признаков проходит через начало координат (см. ниже). Рассмотрим неко-
торую опорную гиперплоскость, которая проходит через начало координат и через 
все точки kp , Lk ,1∈ . В частности, такая гиперплоскость задается однозначно, ес-
ли выполняется условие 1+= LN . Для построения требуемой дихотомии следует 
исказить опорную гиперплоскость таким образом, чтобы она также проходила че-
рез начало координат, точки первого класса оказались по одну сторону разделяю-
щей гиперплоскости, а точки второго класса − по другую. 
 Рассмотрим случай, когда 1+= LN . По построению векторы kp , направ-
ленные в вершины единичного гиперкуба, являются линейно независимыми. Сле-
довательно, существует линейное преобразование, которое переводит точки kp  в 
единичные орты ke , Lk ,1= , а начало координат − в орт Ne . Компоненты вектора 
ke  равны нулю, за исключением k -й компоненты, которая равна единице. В част-
ности, такое линейное преобразование может быть получено как преобразование 
пространства в базис из векторов kp  и некоторого вектора, ортогонального к их 
линейной оболочке, перенос начала координат в вершину последнего единичного 
вектора, ортогонализация и нормализация полученной системы векторов. 
 Для каждого индекса Lk ,1=  построим опорный вектор ks , который равен 
ke⋅2 , если вектор kx  принадлежит классу 1C , или 2ke , если 2Ck ∈x . Коеффи-
циенты могут быть выбраны произвольно, в данном случае существенно неравен-
ство 2121 << . Проведем опорную гиперплоскость через точки ks , Lk ,1∈  и Ne . 
Очевидно, что такая гиперплоскость существует и является единственной, так как 
общее число векторов равно N  и они являются линейно независимыми. Данная 
гиперплоскость является разделяющей для множества точек ke , Lk ,1∈ . В самом 
деле, все точки первого класса будут находиться в той же области пространства, 
что и начало координат. Все точки второго класса будут находиться по другую 
сторону гиперплоскости. Невырожденное линейное преобразование переводит ги-
перплоскость в гиперплоскость. Кроме того, сохраняется взаимное расположение 
точек и гиперплоскости, так как любое невырожденное линейное преобразование 
является композицией сдвига, сжатия или растяжения, вращения и инверсии. Сле-
довательно, прообраз опорной гиперплоскости для точек ks  и Ne  является разде-
ляющей гиперплоскостью для точек kp  в пространстве признаков, кроме того, эта 
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гиперплоскость будет проходить через начало координат. Если разделяющая ги-
перплоскость существует для количества векторов обучающей выборки 1−= NL , 
то она тем более существует если параметр 1−< NL . 
 Теперь следует показать, что синаптическая матрица W , в данном случае 
размерности N×2 , может реализовывать любую разделяющую гиперплоскость, 
которая проходит через начало координат. Разделяющую гиперплоскость для то-
чек kp  можно представить в виде 0
1
=∑
=
N
j
jj pv , где jv  − j -я компонента вектора, 
ортогонального к гиперплоскости, а jp  − j -я компонента произвольного вещест-
венного вектора p . Разделяющая поверхность, которую имплементирует класси-
фикатор, определяется равенством постсинаптических потенциалов для первого и  
второго класса: ∑∑
==
=
N
j
jj
N
j
jj pWpW
1
2
1
1 . 
 Если веса синаптической матрицы реализованы как вещественные значе-
ния, то достаточно потребовать выполнения условий Nj ,1 =∀ : jjj vWW =− 21 . 
Если синаптические веса являются целочисленными, то решающее правило может 
быть аппроксимировано с произвольной точностью, так как умножение вектора v  
на любое положительное число не изменяет положения гиперплоскости. Таким 
образом, доказано утвеждение о том, что классификатор со случайными подпрост-
ранствами является универсальным классификатором для η -различимых выборок 
в случае классификации на две категории. 
 Проведем обобщение полученного результата в случае количества классов 
2≥m , считая, что обучающая выборка также имеет L  векторов. Используя полу-
ченные результаты можно заключить, что существует такое 1+≥ LN , что в про-
странстве признаков каждый из m  классов является линейно отделимым от сово-
купности представителей всех других классов. Следовательно, существуют векто-
ры iv , которые удовлетворяют следующим условиям пространственной принад-
лежности для каждого из классов: 
 ik CLkmi ∈=∀=∀ x  :,1 ,,1  выполняется 0
1
>∑
=
N
j
kjij pv , 
 ik CLkmi ∉=∀=∀ x  :,1 ,,1  выполняется 0
1
<∑
=
N
j
kjij pv . 
Последнее условие может быть переформулировано: 
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 ik CLkmi ∈=∀=∀ x  :,1 ,,1 , il,ml ≠=∀   :1  выполняется 0
1
<∑
=
N
j
kjlj pv . 
Очевидно, что векторы kp , которые являются образами представителей класса iC , 
принадлежат  пересечению m  полупространств 0
1
>∑
=
N
j
jij pv ,  :il ≠∀   0
1
<∑
=
N
j
jlj pv . 
Следует отметить, что 1+≥ mN , так как выборка из L  векторов не может содер-
жать представителей более чем L  классов. Для корректного разделения обучаю-
щей выборки kp , Lk ,1= , элементы матрицы синаптических весов W  размернос-
ти Nm ×  достаточно выбрать как ijij vW = . Тогда для любых индексов i  и l , для 
которых li ≠ , и векторов kp , для которых ik C∈x , справедливо следующее нера-
венство ∑∑
==
>
N
j
kjlj
N
j
kjij pWpW
11
, так как 0
1
>∑
=
N
j
kjij pW  и 0
1
<∑
=
N
j
kjlj pW . Другими сло-
вами, постсинаптичекий потенциал i -го класса превышает потенциалы других 
классов, если на вход классификатора подаются векторы класса iC . 
 Решающее правило, которое имплементируется классификатором, останет-
ся неизменным, если синаптическую матрицу умножить на произвольное вещест-
венное число, большее нуля. Кроме того, границы принадлежности к тому или 
иному классу не изменяются при добавлении ко всем элементам матрицы произ-
вольного вещественного числа. Следовательно, если классификатор реализован с 
целочисленными значениями весов ijW , то решающее правило может быть аппрок-
симировано с произвольной точностью. ■ 
 Таким образом, доказано, что классификатор со случайными подпростран-
ствами является универсальным классификатором для η -различимых выборок в 
случае произвольного числа классов. В частности, с использованием соответству-
ющих представителей классов можно аппроксимировать произвольные области 
принадлежности к той или иной категории. Следует отметить, что утвеждение тео-
ремы не специфицирует синаптическую матрицу после завершения обычной про-
цедуры обучения и не показывает сходимости алгоритма обучения. В то же время, 
процесс обучения действительно сходится, что доказывается теоремой Новикова 
для случая классификации на две категории [17,59]. В предположении линейной 
разделимости представителей первого и второго классов, что выполняется для то-
чек kp  в пространстве признаков, доказано, что процесс итеративного обучения 
с фиксированным приращением сходится за конечное число итераций. 
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2.5. ОБЩИЕ МЕТОДЫ УЛУЧШЕНИЯ ОБОБЩАЮЩЕЙ СПОСОБНОСТИ 
КЛАССИФИКАТОРА СО СЛУЧАЙНЫМИ ПОДПРОСТРАНСТВАМИ 
 
 Классификатор со случайными подпространствами может рассматриваться 
как ядерная нейронная сеть, так как использует нелинейное ядерное преобразова-
ние для увеличения размерности классифицируемого пространства. Данный под-
ход является популярным как в теории статистического обучения, так и в случае 
применения нейросетевых технологий. В частности, ядерное преобразование поз-
воляет увеличить число степеней свободы нейронной сети. Теория статистическо-
го обучения [59] формулирует следующий тезис: при увеличении размерности 
классифицируемого пространства линейное разделение точек при одной и той же 
длине обучающей выборки становится более вероятным. 
 Индуктивное моделирование или индуктивный вывод (inductive inference) 
обычно предполагает решение трех видов задач: регрессия, аппроксимация плот-
ности распределения и распознавание образов (классификация). В частности, ин-
струментом решения задач распознавания может быть регрессия с использованием 
функций-индикаторов принадлежности к тому или иному классу. Как правило, ис-
комая зависимость аппроксимируется как линейная комбинация некоторого набора 
базисных функций. При увеличении количества используемых базисных функций 
увеличивается так называемая емкость представления или размерность Вапника-
Червоненкиса (VC dimension), которая характеризует способность системы индук-
тивного моделирования строить произвольные разделения множества точек обуча-
ющей выборки. В случае классификатора со случайными подпространствами дан-
ная размерность возрастает при увеличении числа нейронов скрытого слоя N . Для 
решения сложных задач индуктивного моделирования обычно используется коли-
чество базисных функций, существенно превосходящее размерность исходной за-
дачи. В то же время, для решения задач классификации с пересекающимися плот-
ностями распределения, следует отметить принцип минимизации размерности рас-
сматриваемого пространства признаков: при эквивалентном качестве интерпрета-
ции обучающей выборки для максимизации обобщающей способности следует ми-
нимизировать емкость представления данных. Другими словами, наиболее простая 
модель исследуемых данных является наилучшей. 
 Таким образом, при выборе оптимального значения N  для классификатора 
со случайными подпространствами следует руководствоваться следующими тремя 
критериями. Данный параметр должен во много раз превышать размерность вход-
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ного пространства. Кроме того, количество рецептивных групп должно быть боль-
ше, чем длина обучающей выборки, для обеспечения достаточного числа степеней 
свободы по отношению к числу ограничений в пространстве признаков. Параметр 
N  следует выбирать как можно меньше при сравнительно одинаковом количестве 
эпох, требуемых для обучения классификатора. Учитывая, что априорное распре-
деление входных данных обычно не является известным, выбор количества рецеп-
тивных групп наиболее целесообразно проводить эмпирически. 
 Ядро преобразования исходного пространства в пространство признаков 
(feature space) определяется как скалярное произведение векторов-образов в полу-
ченном пространстве: ∑
=
=
N
j
jj qpK
1
),( yx . Фактически, ядро данной нейронной сети 
представляет собой количество общих единиц бинарных образов p  и q . Пусть, 
векторы обучающей выборки kx , Lk ,1∈ , имеют соответствующие бинарные об-
разы в пространстве признаков: kp . Ядерной матрицей обучающей выборки назы-
вается матрица размерности LL ×  с элементами l
T
klkkl KK ppxx == ),( . Оказыва-
ется, что для решения многих задач связанных с распознаванием образов, доста-
точно воспользоваться вычисленными элементами матрицы K . В частности, дан-
ная информация является достаточной для формулирования двойственной задачи 
оптимизации в методе опорных векторов (support vector machine) [59,17], а также 
для осуществления ядерного анализа главных компонент [17,20]. Использование 
ядерного подхода, как правило, позволяет абстрагироваться от анализа формы 
нелинейного преобразования и распределения векторов обучающей выборки в 
исходном пространстве. 
 Метод опорных векторов обеспечивает достаточно хорошую обобщающую 
способность для задач распознавания образов с малым наличием шумов и незначи-
тельным пересечением плотностей распределения представителей соответствую-
щих классов. Для простоты рассмотрим случай классификации на две категории. 
Результатом применения метода является гиперплоскость, которая осуществляет 
дихотомию образов векторов обучающей выборки в пространстве признаков. 
Пусть решение получено для пространства размерности 1−N : 0=+⋅ bSVM
T
SVM pv , 
где SVMv  – вектор, ортогональный к рассматриваемой гиперплоскости. Как пока-
зано ранее, классификатор со случайными подпространствами позволяет постро-
ить произвольную разделяющую гиперплоскость, проходящую через начало коор-
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динат. Решающее правило, реализуемое гиперплоскостью 0=⋅ RSC
T
RSC pv  в прост-
ранстве признаков с размерностью N , будет эквивалентным предыдущему, если 
первые 1−N  компонент вектора RSCv  будут равны вектору SVMv , последняя ком-
понента будет равна b , а также последняя рецептивная группа классификатора 
всегда будет активирована. Таким образом, представленная архитектура классифи-
катора позволяет нейросетевую имплементацию решающего правила, полученного 
с использованием метода опорных векторов. 
 Другой метод повышения обобщающей способности классификатора состо-
ит в ранней остановке процедуры обучения [14,17,47] (early stopping, cross-validati-
on). Дело в том, что при минимизации количества ошибок на обучающей выборке 
нейронная сеть адаптируется в том числе и к случайным флуктуациям в данных. 
Применение ранней остановки обучения обычно эффективно для задач классифи-
кации с пересекающимися плотностями распределения либо с существенными шу-
мовыми составляющими. В данном случае, при увеличении числа эпох обучения 
сети количество ошибок на обучающей выборке в среднем монотонно убывает, в 
то время как средний уровень ошибок на тестовой выборке после некоторого пери-
ода начинает возрастать. Таким образом, процедуру обучения целесообразно оста-
новить при достижении минимума числа ошибок на тестовой выборке. 
 Одним из способов достижения оптимальной обобщающей способности 
сети состоит в использовании метода сохранения наилучшей синаптической мат-
рицы (save best method) [47]. Данный алгоритм использует три подмножества дан-
ных: обучающая выборка (training set), проверочная выборка (validation set) и неза-
висимая тестовая выборка (independent test set). Алгоритм обучения с сохранением 
наилучшей синаптической матрицы состоит в следующем. Производится обычная 
процедура обучения с использованием обучающей выборки, после каждой эпохи 
обобщающая способность сети проверяется на проверочной выборке. Если коли-
чество ошибок на проверочной выборке является минимальным по отношению к 
предыдущим результатам, то соответствующая синаптическая матрица сохраня-
ется как наилучшая. Процедура обучения обычно продолжается пока обучающая 
выборка не станет интерпретироваться нейронной сетью без ошибок. После завер-
шения обучения следует восстановить наилучшую полученную синаптическую 
матрицу, обобщающая способность сети может быть оценена на независимой тес-
товой выборке. Так как дополнительная проверочная выборка используется для 
определения момента остановки обучения, то данный алгоритм обеспечивает, что 
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свобода выбора соответствующего номера эпохи не является способом адаптации 
поведения нейронной сети для лучшей интерпретации независимой тестовой вы-
борки. Следует также отметить, что эффекты специализации сети к случайным 
флуктуациям обучающей выборки (overfitting) достаточно вероятны если число 
степеней свободы нейронной сети существенно превышает длину обучающей вы-
борки, то есть при соблюдении условия LN >>  [17]. 
 В частности, непосредственное применение алгоритма сохранения наилуч-
шей синаптической матрицы для задачи Gaussian 2D [2,3] уменьшает уровень оши-
бок классификации для конкретного эксперимента до 32.76%. Исходная обучаю-
щая выборка была разделена на обучающее подмножество и проверочную выборку 
в соотношении 90% и 10% соответственно, были использованы следующие пара-
метры структуры классификатора: 32768=N , 2=η , 1=ρ . 
 При генерации структуры для базовой модели классификатора индексы 
подпространств выбираются для каждой рецептивной группы независимо. С дру-
гой стороны, существуют более или менее полезные комбинации измерений вход-
ного пространства. Одним из способов выбора наиболее полезных рецептивных 
групп является применении генетического алгоритма [14]. 
 Геном классификатора наиболее удобно представлять в виде массива струк-
тур переменных, соответствующих рецептивным группам сети, таким образом, 
каждая структура данных должна содержать реализации величин ijl , ijh  и ),( jiϕ  
для соответствующего значения индекса j . Так как реализации случайных вели-
чин для различных рецептивных групп генерируются независимо, а линейная упо-
рядоченность рецептивных групп не несет содержательной нагрузки, то структур-
ной единицей генома достаточно рассматривать одну рецептивную группу. Кроме 
того, отсутствует необходимость непосредственного представления генома в виде 
битовых строк или древесно-графовых структур [14]. 
 Генетический алгоритм состоит в следующем. Изначально генерируется 
первое поколение нейронных сетей – некоторое множество классификаторов с 
полностью идентичными конфигурационными параметрами структуры. Как пра-
вило, для обучения и тестирования всех классификаторов используются одни и те 
же выборки данных. Производится обучение каждого классификатора на обучаю-
щей выборке, после чего каждой нейронной сети ставится в соответствие уровень 
ошибок классификации на проверочной выборке. Далее используется одна из сле-
дующих двух операций: скрещивание или мутация. При скрещивании из текущего 
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поколения случайным образом выбираются два родителя, а структура их потомка 
является результатом случайного выбора соответствующих рецептивных групп 
родителей. Другими словами, j -я рецептивная группа потомка с вероятностью 21  
будет совпадать с j -й рецептивной группой первого родителя либо с вероятнос-
тью 21  с j -й группой второго родителя. Мутация состоит в перегенерации незна-
чительной доли рецептивных групп некоторого, случайно выбранного классифи-
катора из текущего поколения. Новый экземпляр классификатора обучается с ис-
пользованием обучающей выборки и тестируется на проверочной. В случае скре-
щивания, если полученный уровень ошибок является меньшим, чем у наихудшего 
классификатора из текущего поколения, то производится замещение наихудшего 
классификатора новым, более удачным экземпляром. Аналогично, в случае мута-
ции, новый классификатор замещает исходный, если он обеспечивает меньшее 
число ошибок на проверочной выборке. После этого генетический алгоритм воз-
вращается к выполнению последующей операции скрещивания или мутации. Ге-
нерация нового экземпляра классификатора и попытка замещения нейронной сети 
текущего поколения повторяется некоторое, предопределенное заранее, число раз. 
Результатом работы генетического алгоритма можно считать классификатор, обес-
печивающий наилучшие показатели на проверочной выборке. 
 Наибольшее время при выполнении генетического алгоритма занимает обу-
чение новых экземпляров классификаторов. В то же время, при выполнении опера-
ции скрещивания возможно значительное ускорение данной процедуры за счет ис-
пользования синаптических коэффициентов классификаторов-родителей. В част-
ности, можно привести следующие три способа формирования синаптической мат-
рицы нового классификатора: инициализация матрицы нулевыми значениями и 
проведение полного обучения сети; использование синаптических коэффициентов 
классификаторов-родителей, которые соответствуют выбранным рецептивным 
группам; использование синаптических весов классификаторов-родителей с после-
дующим дообучением сети для устранения ошибок на обучающей выборке. 
 Генетический алгоритм является средством минимизации числа ошибок 
классификации с использованием самой проверочной выборки. Таким образом, 
оценку реальной обобщающей способности следует производить с использованием 
независимой тестовой выборки. Необходимо также отметить достаточно большую 
вычислительную сложность генетического алгоритма, что уменьшает возможности 
его практического применения. Данный метод является более эффективным, чем 
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случайный поиск и, в то же время, менее эффективным, чем “направленные” алго-
ритмы оптимизации структуры нейронной сети. Генетические алгоритмы полезны 
если поверхность ошибок того или иного алгоритма оптимизации содержит боль-
шое количество локальных минимумов, либо если отсутствует информация о целе-
сообразном изменении тех или иных параметров нейронной сети. 
 Существует способ существенного ускорения процесса обучения классифи-
катора при использовании программной реализации данной нейронной сети. Так 
как процесс обучения затрагивает только веса синаптической матрицы, преобразо-
вание вещественного входного вектора в бинарный образ остается неизменным на 
протяжении всей процедуры обучения. Таким образом, запоминание бинарных об-
разов вещественных векторов для всей обучающей выборки устраняет необходи-
мость соответствующих вычислений. Применение данного метода обычно ускоря-
ет процедуру обучения в несколько раз. 
 Возможно также построение неитеративного алгоритма обучения классифи-
катора с использованием псевдообратных матриц [17,82]. Рассмотрим случай клас-
сификации на две категории. Обобщение для случая нескольких категорий можно 
провести с использованием принципа “один против всех”. Для бинарного образа 
k -го вектора обучающей выборки использовалось обозначение kp : Lk ,1= . Пусть 
P  – матрица бинарных образов размерности NL × , соответственно k -я строка 
данной матрицы представляет собой бинарный вектор )( kk xBp = . Поставим в со-
ответствие каждому вектору обучающей выборки значение-индикатор }1 ,1{−∈kf ,  
в частности 1=kf  если 1Cxk ∈ , 1−=kf  если 2Cxk ∈ . Как известно, выходной 
слой классификатора может имплементировать в пространстве признаков произ-
вольную разделяющую гиперплоскость, проходящую через начало координат. 
Найдем оптимальную гиперплоскость 0=vpT  в соответствии с методом наимень-
ших квадратов. Функционал ошибок определяется следующим образом: 
 vPfvPPvfvPfvp   
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Оптимальное направление вектора v , ортогонального к искомой гиперплоскости, 
определится из условия 0 =−=∂∂ fPvPPv TTE . Если LN ≤ , то вектор v  опреде-
ляется как fPfPPPv +− == TT 1)( , если LN ≥ , то fPfPPPv +− == 1) ( TT . Здесь 
+P  – матрица, псевдообратная к P  [14]. 
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2.6. ИТОГИ ПО РАЗДЕЛУ 2 И ОСНОВНЫЕ ХАРАКТЕРИСТИКИ СЕТИ 
 
 Первые эксперименты по сравнению базовой модели классификатора с та-
кими известными алгоритмами, как метод потенциальных функций, ближайшего 
соседа и обратного распространения ошибки, приведены в [24]. Для большинства 
искусственно сгенерированных задач классификатор со случайными подростран-
ствами превосходит остальные классификаторы по таким критериям, как время 
обучения, время распознавания и количество ошибок. Причем сравнительные ха-
рактеристики классификатора улучшаются при увеличении количества точек обу-
чающего набора и размерности пространства признаков. 
 В данной работе, для классификатора, спроектированного с технических 
позиций, получены аналитические зависимости, которые позволяют сравнивать 
чувствительность классификатора с другими известными моделями. В частности, 
получена функциональная зависимость расстояния Хемминга между двоичными 
образами двух разделяемых вещественных векторов на предпоследнем слое клас-
сификатора. Также дана оценка минимального различимого расстояния. Аналити-
чески получено, что оптимальная ширина области активности нейронов первого 
слоя должна составлять не менее единицы, кроме того, использование переменной 
ширины накрывающего отрезка не дает улучшения качества работы классификато-
ра. Даны рекомендации по выбору размерности подпространства, в которой долж-
на работать каждая группа нейронов. Таким образом, выбор параметров структуры 
классификатора можно произвести без эксперимента. Такая возможность необхо-
дима в случае если распределение выборки входных векторов неизвестно, сложно 
или не принимается к рассмотрению. Зависимость количества ошибок распознава-
ния от параметров структуры классификатора подтверждается экспериментально. 
Кроме того, приведен способ преобразования входного пространства для адапта-
ции классификатора к вероятностному распределению входных данных. 
 Как правило, классификатор со случайными подпространствами интерпре-
тирует обучащую выборку без ошибок. Такие сети обычно рассматриваются как 
специализированные (overfitted). В то же время, именно распределение входных 
данных, а не степень аппроксимации обучающей выборки, определяет полезность 
дальнейшего обучения и возможность получения большей вероятности успеха на 
тестовой выборке. Таким образом, свойство универсальной аппроксимации обес-
печивает, что данный классификатор способен обеспечивать тонкую, сложную и 
многомерную структуру входного пространства. 
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 С одной точки зрения, функционирование классификатора имеет аналогии 
с применением метода опорных векторов [59]. В частности, оба подхода использу-
ют нелинейное отображение входного вектора в многомерное пространство приз-
наков. Если исходная задача классификации не является линейно разделимой в ис-
ходном пространстве, то вероятность того, что задача станет линейно разделимой 
в пространстве признаков увеличивается при увеличении его размерности. В отли-
чие от метода опорных векторов классификатор со случайными подпространства-
ми специфицирует тип нелинейного преобразования, но не использует оптимиза-
ционного подхода для формирования “хорошей” линейной разделяющей поверх-
ности. Такое решение обеспечивает достаточно высокую вычислительную эффек-
тивность. В то же время, классификатор может имплементировать решающее пра-
вило, полученное с использованием метода опорных векторов. 
 С другой стороны, классификатор со случайными подпространствами ана-
логичен нейронной сети на основе радиально-базисных функций [17]. Различие 
состоит в том, что все операции являются дискретными, а форма функции актива-
ции нейронов скрытого слоя не является радиальной. Так как архитектура класси-
фикатора использует элементы наиболее популярных и современных нейросете-
вых решений, эффективность данной модели должна быть достаточно высокой при 
решении реальных прикладных задач. 
 Успешность использования той или иной модели классификатора, как пра-
вило, обусловлена конкретной прикладной задачей. Многие авторы подчеркивают 
что не существует классификационной модели, которая заведомо превосходила бы 
все остальные. Классификатор со случайными подпространствами показывает 
достаточно хорошие результаты для задач, где области принадлежности классов 
имеют четкие границы. В частности, при тестировании классификатора на базе 
данных ELENA [2,3], именно на таких задачах были получены хорошие результа-
ты по сравнению с другими моделями классификаторов [3,14]. Если плостности 
распределения классов пересекаются, классификатор все равно способен интерпре-
тировать обучающую выборку без ошибок, благодаря свойству универсальности. 
Однако в этом случае решение не является оптимальным. Алгоритм усреднения 
значений синаптических весов предоставляет решение, более близкое к оптималь-
ному, так как позволяет варьировать степень соответствия обучающей выборке. 
Данное свойство классификатора является полезным в том числе и для задач фи-
нансового прогнозирования. 
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3. ПРОГНОЗИРОВАНИЕ ДИНАМИКИ ФОНДОВОГО РЫНКА С 
ИСПОЛЬЗОВАНИЕМ НЕЙРОННОЙ СЕТИ 
_____________________________________________________________ 
 
3.1 СИСТЕМА ПОСТРОЕНИЯ МОДЕЛИ ВХОДНЫХ ДАННЫХ НЕЙРОННОЙ 
СЕТИ ДЛЯ ОЦЕНКИ СТОИМОСТИ АКЦИЙ 
 
 Как уже упоминалось, для построения успешной системы прогнозирования 
необходим учет как фундаментальных, так и технических характеристик одновре-
менно. Обзор фундаментальных показателей, которые часто используются инвес-
торами в США можно получить, например, из следующих источников в интернете: 
www.nasdaq.com, раздел Analyst Info, moneycentral.msn.com, раздел Financial Data, 
www.wallstreetcity.com, разделы Company Info и ProSearch, finance.yahoo.com и.т.п. 
Количество показателей и индикаторов достаточно велико, поэтому необходимо 
выделить наиболее существенные показатели, для множества которых минимизи-
рована избыточность. Уменьшение числа показателей, используемых на входе ней-
ронной сети, также увеличивает способность сети к выделению закономерностей, 
присущих моделируемой системе, а не случайных зависимостей, образованных 
флуктуациями в данных. При увеличении количества входных параметров, возник-
новение случайных зависимостей растет факториально, как количество комбина-
ций, которые могут быть составлены из всего множества параметров. В то же вре-
мя, следует учесть все существенные факторы. 
 Ниже приведены 24 фундаментальных финансовых показателя, использова-
ние которых на входе нейронной сети представляется целесообразным. Многие из 
них являются производными данных, публикуемых в ежеквартальных балансовых 
документах компании (10Q report). Существуют также параметры, не предоставля-
ющие полезной информации для нейронной сети, но являющиеся неотъемлемой 
частью математики прикладной области. Например, общее количество акций, вы-
пущенных в оборот (Total Shares Outstanding, TSO), связывает общую прибыль 
компании (Net Income) и прибыль на одну акцию (Earnings Per Share, EPS) следую-
щим образом: TSOIncomeNetEPS  = . Для многих показателей важен временной 
промежуток, которому соответствуют представляемые данные. В частности, при-
няты обозначения для последнего квартала (MRQ, Most Recent Quarter) и послед-
них двенадцати месяцев (TTM, Trailing Twelve Months). 
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1. Analyst Consensus Recommendation или Analytic Mean, средневзвешенная 
аналитическая рекомендация. Крупные финансовые компании публикуют 
рекомендации для некоторых типов акций. Рекомендация может принимать 
одно из пяти значений: Strong Buy, Buy, Hold, Sell и Strong Sell. Категория 
Sell часто именуется как Underperform, что означает, что цена акций данно-
го типа растет медленнее, чем большинство других. Последнее соответству-
ет рекомендации продать данную позицию и приобрести другой тип акций, 
цена на которые растет быстрее, и не означает, что цена акций исходной 
компании будет падать. Несмотря на то, что в краткосрочной перспективе 
тенденция к росту и падению цены на акции приблизительно одинакова, 
аналитические рекомендации, как правило, положительно тенденциозны, 
а такие рекомендации, как Sell и Strong Sell, достаточно редки. Следует от-
метить, что для большинства нейросетевых алгоритмов это не является 
проблемой, так как взаимозависимости формируются на относительных 
отклонениях величин. Количество рекомендаций зависит от величины и 
известности компании. Для крупной компании из Fortune 500 количество 
рекомендаций может составлять 20 или 30, в то время как малоизвестная 
компания может иметь 2-3 рекомендации, или вообще не иметь таковых. В 
этой работе используется следующее соответствие: Strong Buy=5, Buy=4, 
Hold=3, Sell=2 и Strong Sell=1. Если n  это количество рекомендаций, а iA  – 
значение i -й рекомендации, то аналитическое среднее равно ∑
=
n
i
iAn 1
1 . 
2. Price To Earnings Ratio (TTM), обозначение P/E, отношение цены акции к 
прибыли на одну акцию за последний год. Если P/E вычисляется после пуб-
ликации квартального балансового отчета, то прибыль на акцию за послед-
ний год равна сумме параметров EPS за последние четыре квартала. P/E мо-
жет трактоваться для компании как количество кварталов, которые необхо-
димо проработать с такой же прибыльностью, чтобы окупить текущую сто-
имость акций. Например, если при нормальной экономической конъюнкту-
ре P/E составляет около 20, то это означает, что инвесторы рассчитывают 
на успешную работу компании в течение 20 лет, но в то же время не полага-
ются на последующий период, так как финансовое поведение на такой зна-
чительный срок слабо предопределено. Фактор неопределенности можно 
учесть более корректно. На самом деле реальные механизмы государствен-
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ного регулирования экономики обуславливают инфляцию, и покупательная 
способность определенного номинала валюты со временем падает экспо-
ненциально. Соответственно будущие прибыли компании следует рассмат-
ривать с постоянно уменьшающимся инфляционным коэффициентом. Та-
ким образом, параметр P/E является коэффициентом соответствия между 
текущей ценой акции и взвешенной будущей прибылью компании. Как из-
вестно, несобственный интеграл убывающей экспоненциальной зависимос-
ти является конечным, что и объясняет конечность P/E в предположении, 
что определенная компания будет работать бесконечно долго. Соотноше-
ние P/E сильно различается для разных индустрий и секторов экономики. 
3. Price To Cash Flow Ratio (TTM), обозначение P/C, отношение цены акции к 
параметру Cash Flow на одну акцию за год. Параметр P/C часто использует-
ся для оценки целесообразности приобретения данной компании, а также в 
случае, когда компания имеет отрицательную прибыль. Cash Flow пред-
ставляет собой разницу денежных поступлений и расходов компании. Дос-
таточно близкой характеристикой является параметр Net Income. 
4. Price To Sales Ratio (TTM), обозначение P/S, отношение цены акции к про-
дажам компании за год (Revenue) в расчете на одну акцию. Этот параметр 
особенно полезен в случае, когда компания имеет нестабильную либо отри-
цательную прибыль, так как P/S имеет только положительные значения. 
5. Price To Book Ratio (MRQ), обозначение P/B, отношение цены акции к Book 
Value в расчете на одну акцию. Book Value представляет собой разницу ак-
тивов (assets) и пассивов (liabilities) компании. Значение P/B полезно для 
сравнения компаний одного сектора экономики, является стабильным и все-
гда положительным параметром. 
6. Earnings Growth %, рост прибыли (EPS), обычно вычисляется ежекварталь-
но за последний прошедший год. Является хорошим индикатором способ-
ности компании к росту. По умолчанию используется текущее значение 
параметра, хотя различают еще будущий рост прибыли Future Earnings 
Growth, для вычисления которого необходимы прогнозные данные EPS на 
четыре квартала вперед. 
7. Price To Earnings Growth, обозначение PEG, отношение значения P/E к 
показателю Future Earnings Growth. Построение достаточно искусственное, 
так как частное P/E делится на проценты. Тем не менее, подтверждается 
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следующее наблюдение: переоцененные компании обычно имеют значение 
PEG больше единицы, а недооцененные – меньше. Этот параметр показыва-
ет как соотносятся текущая цена акций и будущая прибыль компании. 
8. Return On Assets % (TTM), обозначение ROA, доля прибыли компании (Net 
Income) по отношению ко всему имуществу компании (Total Assets), широко 
используется как мера прибыльности компании. Значение параметра ROA 
должно соотноситься с определенным временным периодом, за который 
вычисляется прибыль компании. Как правило, используется ROA за послед-
ний прошедший год, вычисления производятся ежеквартально. 
9. Return On Invested Capital % (TTM), обозначение ROIC, отношение прибыли 
компании (Net Income) за вычетом дивидендов к параметру Total Capital. 
Значение Total Capital определяется как разница полного акционерного ка-
питала (Stockholders Equity) и задолженности компании (Total Debt). Пара-
метр ROIC используется как мера эффективности управления компанией, 
по сравнению с другими компаниями данной индустрии, и определяет, на-
сколько прибыльным является бизнес по отношению к объему инвестиро-
ванного капитала. Аналогичным является параметр Return On Equity % 
(TTM), обозначение ROE, отношение Net Income к Stockholders Equity. 
10. Return On Sales % (TTM), обозначение ROS, отношение Net Income и продаж 
компании (Revenue). При взвешенной ценовой политике большие значения 
соответствуют более эффективному функционированию компании. 
11. Total Debt To Equity Ratio (MRQ), отношение полной задолженности (Total 
Debt) к акционерному капиталу (Stockholders Equity). Компании с большим 
значением этого показателя тратят больше средств на выплаты, связанные 
с обслуживанием кредитов. 
12. Longterm Debt To Equity Ratio (MRQ), аналогично предыдущему параметру, 
за исключением того, что учитывается только задолженность на срок более 
одного года. 
13. Institutional Net Activity (TTM), изменение за последний год количества ак-
ций, которыми владеют финансовые институты. Значение обычно приво-
дится в миллионах акций. Если этот показатель положителен, то это свиде-
тельствует о том, что финансовые компании в среднем больше приобретают 
данный тип акций, чем продают, а значит, управление финансовых компа-
ний ожидает, что цена акций данного типа будет расти. 
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14. Institutional Holdings %, доля акций, которыми владеют финансовые инсти-
туты. Малое значение показателя означает, что финансовые компании не 
имеют достаточного интереса к инвестициям в данный тип акций, большое 
значение показателя ограничивает возможности индивидуальных инвесто-
ров влиять на принятие решений. 
15. Insider Net Activity (TTM), изменение за последний год количества акций, ко-
торыми владеют сотрудники компании. Значение приводится в миллионах 
акций. Принято считать, что сотрудники компании, как никто другой, знают 
реальное положение дел в компании и перспективы ее бизнеса. Например, 
если значение Insider Net Activity отрицательно, то это означает, что сотруд-
ники компании (insiders) владеют информацией о некоторых негативных 
тенденциях. Параметр Insider Holdings малоинформативен и обычно пред-
ставляет собой малое значение. 
16. Revenue (MRQ), продажи компании за последний квартал, обычно измеряет-
ся в миллионах долларов. Revenue представляет собой верхнюю строчку 
балансового отчета. В развивающейся компании Revenue должно расти как 
основа доходной части бизнеса. 
17. Cash Flow (MRQ), Net Income минус дивиденды и плюс амортизация, изме-
ряется в миллионах долларов. Если Cash Flow компании отрицательный, 
компания обязана брать кредит для поддержания бизнеса. Если Cash Flow 
положительный, то компания имеет возможность проводить исследования и 
разработку новых технологий. 
18. Net Income (MRQ), Revenue компании после вычета таких расходов, как сто-
имость продаж, заработная плата, административные расходы, налоги и т.д., 
измеряется в миллионах долларов. Прибыльность компании обычно связы-
вается с положительностью параметра Net Income, который часто ассоции-
руют с последней строкой балансового отчета. 
19. Net Income (1 Quater Ago), параметр Net Income за предпоследний квартал. 
Динамика прибыли компании, как правило, является более содержательной, 
чем прибыль только за последний квартал. Как следствие сезонных колеба-
ний Net Income может сильно изменяться для циклических акций. 
20. Net Income (2 Quaters Ago), параметр Net Income два квартала назад. 
21. Net Income (3 Quaters Ago), параметр Net Income три квартала назад. Значе-
ния Net Income за более ранние периоды имеют меньшее влияние на буду-
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шие показатели компании. Возможно также использование прогнозных зна-
чений Net Income на четыре квартала вперед. 
22. Short Interest Ratio (Last Month), обозначение SIR, измеряется в днях, отно-
шение объема всех коротких позиций (см. ниже) на конец месяца к средне-
му дневному объему торгов за прошедший месяц. Данное значение не обя-
зано быть целым, и как правило приводится в дробном виде. Short Interest 
Ratio представляет собой количество дней, которые необходимы для покры-
тия всего интереса по коротким позициям, в предположении, что весь объем 
торгов соответствует их закрытию. 
23. Short Interest Ratio (1 Month Ago), значение Short Interest Ratio месяц назад. 
24. Short Interest Ratio (2 Months Ago), Short Interest Ratio два месяца назад. 
 Если инвестор владеет некоторым количеством акций данного типа, то го-
ворят, что он имеет длинную позицию (long position). Соответственно, момент по-
купки акций является открытием длинной позиции, а продажа всех акций данного 
типа является закрытием (длинной) позиции. Длинные позиции открываются если 
участник торгов ожидает роста цен, в этом случае говорят что инвестор играет на 
повышение. Возможна также игра на понижение, которая предусматривает взятие 
акций в долг, их немедленную продажу, покупку требуемого количества акций че-
рез некоторый промежуток времени и возвращение долга (акциями). Взятие акций 
в долг и их продажу не разделяют и называют открытием короткой позиции (short 
position), покупку и возвращение акций называют закрытием короткой позиции. 
Если игрок открывает короткую позицию, то он ожидает, что цена акций данного 
типа упадет. В интерфейсе торговых систем, управление длинными и короткими 
позициями отличается единственной опцией: “купить” или “продать”. 
 Суммарное количество акций по всем коротким позициям называется Short 
Interest. Следует отметить, что динамика изменения цены акций в основном опре-
деляется участниками, которые открывают длинные позиции, так как Short Interest 
обычно не превышает десяти процентов от общего числа акций, находящихся в 
обороте (TSO). Тем не менее, если тренд изменения цены акций меняется с пони-
жения на повышение, а значение Short Interest сравнительно велико, то технически 
следует ожидать более резкого повышения цен, так как владельцы коротких пози-
ций будут покупать акции для уменьшения возможных финансовых потерь. 
 Можно привести еще множество параметров, которые представляют инте-
рес в качестве входных данных системы прогнозирования, в то же время целесооб-
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разность использования того или иного набора параметров является предметом 
отдельного исследования. Кроме того, некоторые показатели могут быть выведены 
из набора других показателей. В приведенный выше список не были включены, 
например, следующие параметры: Gross Income, Quick Ratio, Current Ratio, Profit 
Margin, Insider Holdings, Book Value, Beta Сoefficient, Volatility, Alpha Coefficient, 
Average Daily Volume, Market Capitalization, Debt Service, график и объем выплаты 
дивидендов, статистика и прогноз по прибылям компании. Глоссарий экономичес-
ких терминов представлен, например, на сайтах http://www.quicken.com/glossary/, 
http://www.investopedia.com/dictionary/. Текущую цену акций можно рассматривать 
как технический, так и фундаментальный показатель. Этот параметр будет учтен 
ниже в работе как технический. 
 В качестве примера в табл. 3.1 представлены основные фундаментальные 
показатели для трех компаний IBM, Misrosoft и Intel, соответствующие значения 
TSO равны 1690 млн., 10701 млн., 6544 млн. Квартальные показатели представле-
ны для 4-го квартала 2002 года, Short Interest Ratio на 14/02/2003. 
 
Табл. 3.1. Основные фундаментальные показатели, февраль 2003. 
Symbol Analitic 
Mean 
P/E P/C P/S P/B Earnings 
Growth 
PEG ROA 
IBM 3.5238 25.77 25.94 1.62 6.07 9.37 1.925 19.5
MSFT 4.258 28.2 25.9 8.9 4.8 11.9 1.655 13.2
INTC 3.375 36.53 31.8 4.3 3.2 16.19 1.636 7
 
Symbol ROIC ROS Total 
Debt To 
Equity 
LT 
Debt To 
Equity 
Institut. 
Net 
Activity 
Institut. 
Holdings 
Insider 
Net 
Activity 
Sales 
IBM 19.5 21.12 1.15 0.8 46.598 53.85 -0.119 23684
MSFT 17.1 31.14 0 0 126.233 50.64 -54.672 8541
INTC 8.6 10.95 0.04 0.03 4.912 52.3 -4.989 7160
 
Symbol Cash 
Flow 
Net 
Income 
Net 
Income 
#1 
Net 
Income 
#2 
Net 
Income 
#3 
Short 
Interest 
Ratio 
Short 
Interest 
Ratio #1 
Short 
Interest 
Ratio #2 
IBM 2508 1911 1694 445 1192 2.94 4.1 3.27
MSFT 2847 2552 2726 1525 2738 1.19 1.86 1.82
INTC 2435 1049 686 446 936 1.07 1.13 1
 
 Важным аспектом использования фундаментальных показателей является 
возможность сравнения различных компаний. Взаимозаменяемость входных дан-
ных позволила бы обучение нейронной сети на одном наборе данных, а примене-
ние на другом, в том числе и для другого множества компаний. 
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 За исключением параметров, перечисленных ниже, остальные уже являются 
сравнимыми, так как в основном представляют собой различного рода отношения. 
Institutional Net Activity необходимо соотносить с количеством акций, находящихся 
в обороте (TSO), удобной формой является доля Institutional Net Activity, выражен-
ная в процентах. Insider Net Activity также следует использовать как долю TSO, вы-
раженную в процентах. Вместо значения Revenue следует использовать отношение 
Revenue/TSO, то есть продажи на одну акцию. Вместо значения Cash Flow, следует 
использовать отношение Cash Flow/TSO. Значения Net Income должны быть заме-
нены на отношения Net Income/TSO, которые представляют собой квартальные 
прибыли на одну акцию (EPS). 
 К основным техническим показателям относятся четыре цены Open, High, 
Low и Close, которые являются ценами открытия, максимальной, минимальной и 
закрытия соответственно. Также основной технической характеристикой является 
объем торгов Volume. Эти пять параметров имеют соответствующее значение для 
каждого бизнес дня. Следовательно, система прогнозирования должна учитывать 
историю цен и объема торгов за некоторый период времени. Длина такого интер-
вала должна выбираться в соответствии с возможностями системы обрабатывать 
большое число параметров и адекватно реагировать на случайные флуктуации во 
входных данных. Как показывают экспериментальные данные, приведенные ниже 
в работе, оптимальное количество дней, данные за которые следует учитывать на 
входе системы прогнозирования, для нейросетевых систем изменяется от одного 
до двадцати. Так как в таких системах используется большое количество парамет-
ров, тенденции в изменении цены акций на большие промежутки времени следует 
учитывать при помощи усреднения, либо построения системы технических инди-
каторов. Ниже приведены определения четырех производных технических харак-
теристик, наиболее часто используемых профессиональными инвесторами. 
1. Relative Strength Index, обозначение RSI, характеризует относительное от-
клонение цены данного типа акций. Обозначим )(iP  цену Close за текущий 
торговый день, соответственно )( kiP −  будет обозначать цену закрытия k  
дней назад. Введем обозначение для увеличения (Gain) цены закрытия по 
сравнению со вчерашним днем )0),1()(max()( −−= iPiPiG , а также для па-
дения (Loss) цены закрытия )0),()1(max()( iPiPiL −−= . Средний прирост 
цены (Average Gain) за n  дней обозначим )(iAGn , а среднее падение цены 
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(Average Loss) как )(iALn . Для расчетов и программирования удобны 
следующие итеративные формулы: niGniAGiAG nn ))()1()1(()( +−⋅−= , 
niLniALiAL nn ))()1()1(()( +−⋅−= . Среднее относительное отклонение 
(Smoothed Relative Strength) определяется как )()()( iALiAGiSRS nnn = . 
Данный показатель может принимать значения из множества ),0( +∞ , и 
неудобен в использовании. Нормирование )(iSRSn  дает значение Relative 
Strength Index, которое определяется следующим ниже выражением: 
)()(
)(
)(1
11)(
iALiAG
iAG
iSRS
iRSI
nn
n
n
n
+
=
+
−= . Таким образом, индекс относи-
тельной силы RSI принимает значения в интервале )1,0( , в то же время про-
фессиональные инвесторы пользуются значением, отнормированным в диа-
пазоне от 0 до 100. Сигналом покупки считается падение индекса ниже 25, 
а сигналом продажи – превышение индексом RSI значения 75. 
2. Exponential Moving Average, обозначение EMA, экспоненциальное скользя-
щее среднее, построенное на основе цены Close. Параметр EMA зависит от 
количества дней, которые учитываются существенным образом, например 
Exponential Moving Average за 18 дней обозначается EMA18. Используется 
определение ))1()(()1()( −−⋅+−= iEMAiPKiEMAiEMA nnn , где коэффици-
ент )1(2 += nK , итеративная форма расчета удобна для программирова-
ния. С большой точностью EMA представляет собой взвешенное среднее 
значение цены, причем веса, соответствующие каждому из дней рапределе-
ны экспоненциально для более приоритетного учета более поздних данных. 
В самом деле, если цена Close за сегодня учитывается с коэффициентом K , 
то цена Close k  дней назад учитывается с коэффициентом kKK )1( − . Не-
трудно убедиться, что сумма всех коэффициентов стремится к единице. Для 
этого используем замену KN −=1 : n
n
k
k
n
k
k NNNKK −=−=− ∑∑ −
=
−
=
1)1()1(
1
0
1
0
. 
Изменение убывающего тренда значений EMA на повышающийся является 
сигналом покупки, и наоборот. 
3. Moving Average Convergence Divergence, обозначение MACD, представляет 
собой разницу параметров EMA за различные временные периоды, по опре-
делению )()()( 2 iEMAiEMAiMACD nnn −= . Если временной график MACD 
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изменяет убывающий тренд на возрастающий, то это считается сигналом 
покупки, если наоборот, возрастающий тренд сменяется убывающим, то это 
считается сигналом продажи данного типа акций. На графиках, как прави-
ло, используют триггерную линию, которая представляет собой экспонен-
циальное скользящее среднее уже полученного временного ряда MACD. 
4. Moving Average, обозначение MA, скользящее среднее, построенное на ос-
нове цены Close. Параметр Moving Average за n  дней обозначается )(iMAn  
и определяется итеративно nniPiPiMAiMA nn ))()(()1()( −−+−= . Очевид-
но, скользящее среднее представляет собой среднее ариметическое цен зак-
рытия за n  дней. 
 Вариант алгоритма расчета таких технических показателей как RSI, EMA, 
MA представлен в прил. Б, там же продемонстрирован способ инициализации по-
казателей, вычисляемых итеративно. Графическое представление технических па-
раметров показано, например, в начале работы на рис. 1.1 или в прил. В. 
 Существует достаточно много других технических индикаторов, среди 
которых можно выделить On Balance Volume, Stochastic, Rate Of Change, Williams 
%R, Money Flow, Volume Accumulation, Volatility, Momentum, Ultimate Oscillator. 
Многие из перечесленных индикаторов являются осцилляторами, то есть их интер-
претация аналогична интерпретации поведения индекса RSI. 
 Для технических показателей, как и для фундаментальных, важным свойст-
вом является возможность сравнения динамики курса акций для различных компа-
ний. Это позволило бы, например, использовать ценовую историю нескольких 
компаний для обучения нейронной сети, а затем при помощи сформированной 
нейронной сети прогнозировать цены акций другой компании. Одним из способов 
нормализации ценовых данных и объема торгов является соотнесение с соответст-
вующим скользящим средним за 256 дней (приведенное количество бизнес дней 
достаточно близко к календарному году). Таким образом, для построения системы 
прогнозирования возможно использование следующих восьми нормализованных 
технических показателей: Open/MA256, High/MA256, Low/MA256, Close/MA256, 
Volume/VMA256, RSI, EMA9/MA256, MACD9/MA256. VMA256 представляет собой 
Volume Moving Average за 256 дней. Использование 9 дней для параметров EMA и 
MACD является традиционным, кроме того, данный временной промежуток корре-
лирует с периодом краткосрочных колебаний и часто является оптимальным для 
прогнозирования на один день вперед. 
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 Следует отметить возможность использования данных по объему торгов 
для вычисления ценовых скользящих средних. В частности, общеизвестным пара-
метром является скользящее среднее взвешенное по объему (volume weighted mo-
ving average, WMA). Ниже приведены определение временного ряда и итеративный 
алгоритм вычисления, где )(iV  – объем торгов за i -й день, а )(iPVMAn  – скользя-
щее среднее произведения цены и объема: 
 ∑∑
==
+−⎟⎟⎠
⎞
⎜⎜⎝
⎛
+−⋅+−=
n
k
n
k
n kiVkiVkiPiWMA
11
)1()1()1()( , 
 )()()( iVMAiPVMAiWMA nnn = , 
 nniVniPiViPiPVMAiPVMA nn ))()()()(()1()( −⋅−−⋅+−= , 
 niViViVMAiVMA nn ))1()(()1()( −−+−= . 
 Поведение экспоненциальных скользящих средних обычно рассматривается 
как более гладкое, так как отсутствует непосредственная зависимость среднего от 
значений временного ряда вначале рассматриваемого временного диапазона (пери-
ода вычислений). Значимость некоторого уровня цены во многих случаях подчер-
кивается большими значениями объема, что целесообразно учесть при вычислении 
соответствующего временного ряда. Экспоненциальное скользящее среднее взве-
шенное по объему (volume weighted exponential moving average) определяется сле-
дующей итеративной формулой: 
 
)()1(
))1()(()(2
)1()(
iVEMAn
iWEMAiPiV
iWEMAiWEMA
n
n
nn
⋅+
−−⋅
+−= . 
Здесь )(iVEMAn  обозначает экспоненциальное скользящее среднее объема торгов: 
))1()()()1(2()1()( −−++−= iVEMAiVniVEMAiVEMA nnn . Важным аспектом приме-
нения многих показателей, использующих WEMA , является обеспечение лучших 
корреляционных зависимостей по отношению к приращению цены финансового 
инструмента на следующий день. 
 Следует отметить, что выбор наиболее информативных технических пока-
зателей является сложной задачей, причем проверка той или иной комбинации па-
раметров возможна только эмпирически. Полезность того или иного набора дан-
ных также существенно зависит от предполагаемого инструмента прогнозирова-
ния. Использование большого количества известных технических показателей од-
нозначно является плохим подходом, так как при этом увеличивается размерность 
исходной задачи, избыточность данных и зависимость от случайных флуктуаций. 
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3.2. ИССЛЕДОВАНИЕ СОВМЕСТНОГО РАСПРЕДЕЛЕНИЯ ВХОДНЫХ ДАННЫХ 
 
 Типичным подходом к первичному анализу данных является исследование 
статистических закономерностей. В случае рассмотрения данных фондового рынка 
трудно выявить те или иные зависимости. Тем не менее анализ совместного рас-
пределения данных позволяет выделить полезную информацию, а также оценить 
сложность задачи. Ниже, на рис. 3.1 приведено совместное распределение цены 
закрытия и объема торгов за один и тот же день. 
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Рис. 3.1. Совместное распределение цены закрытия и объема торгов, 
(данные по акциям IBM за 1998-2001 год). 
 
 Коэффициент корреляции для данного распределения оценивается следую-
щим образом: 
vp
vvppvpr
DD
MMM
⋅
−−
=
))((),( , где p  обозначает цену Close, a v  - объ-
ем торгов. Далее, 97.96≈pM , 8380142≈vM , 50017-14787565.))(( ≈−− vvpp MMM , 
548.523977≈pD , 13+1.884243e≈vD , следовательно, -0.145456),( ≈vpr . Таким об-
разом, очевидна зависимость, состоящая в уменьшении объема торгов при увели-
чении котировок акций. Последнее можно объяснить тем, что при увеличении 
цены, количество акций которое можно приобрести за одну и ту же сумму денег 
уменьшается. С другой стороны, коэффициент корреляции цены акций и денежно-
го объема vp⋅  (dollar volume) имеет положительное значение 0.288115),( ≈⋅vppr . 
Приведенный анализ корреляционных зависимостей является линейным, следова-
тельно ограниченным. Следует отметить, что значения коэффициентов существен-
ным образом зависят от распределения диапазона цен на протяжении времени. 
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Рис. 3.2. Взаимное распределение разницы цен закрытия (в долларах) и объема 
торгов (в миллионах акций). Использована история по акциям IBM за 1998-2001 
год, данные приведены для акций, деноминированных на начало 2003 года. 
 
 На рис. 3.2 показано совместное распределение изменения цены закрытия и 
соответствующего значения объема торгов, т.е. разницы )1()( −−=Δ iCloseiClosep  и 
параметра )(iVolumev = . Коэффициент корреляции этого распределения состав-
ляет: -0.062347),( =Δ vpr . Так как это распределение симметрично по отношению к 
нулевому изменению цены, нетрудно заметить, что объем торгов сам по себе пред-
ставляет мало информации для классификации на две категории, либо для построе-
ния линейной регрессии. В то же время нелинейная зависимость существует, она 
может быть полезной, например, для классификации на пять категорий. Законо-
мерность может быть описана следующим правилом: чем больше объем торгов, 
тем больше абсолютное изменение цены. 
 Аналогичные выводы подтверждаются в работах [41,60] для будущего из-
менения цены. Вероятность корректной идентификации направления изменения 
цены на следующий день независима от абсолютной величины изменения. Если 
рассмотреть совместные распределения изменения цены закрытия и объема торгов 
за предыдущий либо за следующий день, то можно выделить следущие аспекты: 
распределение также имеет практически нулевую корреляцию, кроме того, нели-
нейная зависимость существенно меньше, чем в предыдущем случае. 
 101
 Два параметра можно считать независимыми, либо считать, что они предо-
ставляют независимую информацию для решения какой-либо задачи, если их рас-
пределение обладает малой корреляцией. Исходя из распределения, представлен-
ного на рис. 3.2, можно заключить, что некоторая компрессия данных объема тор-
гов, например логарифмирование, приблизит распределение к нормальному. 
0
50
100
150
200
250
300
350
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31
Рис. 3.3. Гистограмма объема торгов акциями компании IBM за десятилетие 
(1993-2002 годы), в акциях деноминированных на начало 2003 года. 
 
 Линейное распределение объема торгов показано на рис. 3.3. По оси абс-
цисс отложен объем торгов в миллионах акций, по оси – ординат количество дней, 
объем торгов за которые попадает в соответствующий одномиллионный диапазон. 
Максимальное значение объема составляло 69’447’300. Следует обратить внима-
ние, что распределение достаточно похоже на график плотности распределения 
2χ . Как известно, 2χ  распределением с m  степенями свободы обладает сумма 
квадратов m  независимых нормальных случайных величин с нулевым математи-
ческим ожиданием и единичной дисперсией. Это наблюдение хорошо согласуется 
с гипотезой случайного блуждания (random walk). Гипотеза предполагает, что бу-
дущее изменение цены не предсказуемо и является независимой случайной вели-
чиной с практически несмещенным нормальным распределением. В самом деле, 
реальные наблюдения за рынком показывают, что изменение цены акций, сопро-
вождаемое тем или иным объемом торгов, обусловлено, как правило, новостями, 
либо какими-то “внешними” факторами. Чем более существенной является новая 
информация, тем больший объем торгов имеет данный тип акций за текущий день. 
В гораздо меньшей степени объем обусловлен собственно динамикой цены акций. 
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 Далее в работе показано, что процесс обучения нейронной сети сходится 
существенно быстрее благодаря значительной относительной дисперсии данных 
объема торгов. Этот вывод был получен как при использовании классификатора со 
случайными подпространствами, так и в других работах, например в [60]. 
 Следует отметить, что анализ корреляционных зависимостей во входных 
данных не дает непосредственной информации касательно прогнозируемых значе-
ний ценовых показателей. Исследование возможностей прогнозирования можно 
провести, например, при рассмотрении плоскостей Пуанкаре временного ряда 
либо при исследовании корреляции с номером класса, к которому должен быть 
отнесен входной вектор. Плоскость Пуанкаре отображает данные временного ряда 
)(tx  как зависимость ))(()1( txftx =+ . Множество точек, нанесенных на данную 
плоскость часто рассматривается как диаграмма в полярных координатах (compass 
rose pattern) для выявления регулярностей распределения. 
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Рис. 3.4. Совместное распределение изменений цен закрытия с разницей в один 
день (в долларах), использована история по акциям IBM за 1998-2001 год. 
 
 На рис. 3.4 показано совместное распределение изменений цен закрытия 
соответственно за текущий и последующий дни, по оси абсцисс отложено значе-
ние )1()( −− iCloseiClose , а по оси ординат – )()1( iCloseiClose −+ . Полученное рас-
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пределение исключительно близко к нормальному. Значит, изменение цены Close 
за текущий день практически не дает никакой информации касательно изменения 
цены на следующий день. Коэффициент корреляции составляет 0.065588- . 
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Рис. 3.5. Совместное распределение объемов торгов с разницей в один 
день, использована история по акциям IBM за 1998-2001 год, значения 
скорректированы с учетом дробления акций на начало 2003 года. 
 
 Автокорреляционное распределение для объема торгов представлено на 
рис. 3.5. Очевидно, данному показателю свойственна некоторая инерционность, 
т.е. значению объема торгов определенной величины будет следовать значение, с 
большей вероятностью близкое к исходному. Коэффициент корреляции рассмат-
риваемых случайных величин составляет 0.511376 . В то же время данная регуляр-
ность не имеет непосредственной импликации на ценовую динамику. 
 Некоторые аспекты динамики можно проследить, рассмотрев следующую 
логическую цепочку. Пусть, например, за текущий день цена акций существенно 
выросла. Как было получено выше, большему изменению цены чаще соответству-
ет большее значение объема торгов. Далее можно заключить, что объем торгов на 
следующий день вероятно также будет выше среднего. Значит, на следующий день 
следует ожидать существенного изменения цены. На данном этапе, знак изменения 
не известен. Принята следующая терминология: Limit ордера, введенные на покуп-
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ку, осуществляют поддержку цены (support), а Limit ордера на продажу оказывают 
сопротивление (resistance). Так как за текущий день цена выросла значительно, то 
ввиду инерционности участников торгов поддержка на следующий день ожидается 
сравнительно слабой. Следовательно, для обеспечения большего объема торгов не-
обходим рост цены. Последнее заключение и обуславливает продолжение тренда. 
Несмотря на то, что вероятность выполнения данной цепочки мала, объем торгов 
играет существенную роль в развитии и ослаблении трендов. Кроме того, большое 
значение объема торгов часто служит усилителем сигнала покупки или продажи, 
полученного с использованием каких-либо других критериев. 
 Совместные распределения с номером класса и соответствующие коэффи-
циенты корреляции представлены ниже, на рис. 3.6. 
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Рис. 3.6. Распределения цены закрытия, изменения цены закрытия, объема торгов 
совместно с номером класса в случае двух и пяти категорий соответственно, 
номер класса определяется изменением цены закрытия на следующий день. 
 -0.037980=r   
 -0.081564=r   
 0.032553=r   
 -0.091788=r   
 -0.088024=r   
 0.046955=r   
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3.3.1. ИСПОЛЬЗОВАНИЕ КЛАССИФИКАТОРА ДЛЯ ОПРЕДЕЛЕНИЯ 
РЕКОМЕНДАЦИЙ ПО БАЗОВЫМ ТЕХНИЧЕСКИМ ПОКАЗАТЕЛЯМ 
 
 Традиционным для прогнозирования поведения фондового рынка является 
использование следующих пяти показателей за каждый бизнес день. Open – цена 
акций данного типа на момент открытия торгов, High – самая высокая цена сделки 
за текущий день, Low – самая низкая цена за день, Close – цена акций на момент 
закрытия торгов, Volume – объем торгов, т.е. количество акций которые изменили 
владельца за текущий день. Несмотря на то, что данная информация, очевидно, не 
является полной касательно финансового состояния компании, рассмотрим воз-
можности прогнозирования с использованием только этих данных. Такой подход 
часто называют техническим прогнозированием. 
 В приведенной ниже табл. 3.2 показана часть истории цен (historical quotes) 
для компании IBM. Для обучения классификатора со случайными подпростран-
ствами использовались данные за 1998, 1999 и 2000 годы, всего 756 бизнес дней. 
Данные за 2001 год использовались в качестве тестовой выборки, всего 248 дней. 
Динамика цен представлена ниже, на рис. 3.7. Временной диапазон используемых 
данных был выбран таким образом, чтобы нормализацию цен вначале можно было 
опустить вследствие того, что диапазон изменения цен не является значительным. 
 
Табл. 3.2. Ежедневные ценовые показатели и данные объема торгов, 
используемые для обучения и тестирования классификатора. 
Date Open High Low Close Volume
02/01/1998 52.25 52.875 52.03 52.81 5275600
05/01/1998 52.78 53.405 52.5 53.22 10041800
06/01/1998 52.685 53.595 52.53 52.625 7117600
07/01/1998 52.5 52.5 51.31 52.125 8625600
08/01/1998 51.75 52.75 51.47 52.095 8129400
... ... ... ... ... ...
27/12/2001 122.75 123.93 122.64 123.5 3826200
28/12/2001 123.5 123.88 122.35 122.9 4213900
31/12/2001 122.75 123.24 120.95 120.96 3512700
 
 На вход классификатора подавались данные как за текущий день, так и за 
несколько предшествующих ему дней, т.е. было использовано окно обратного про-
смотра (looking back window). Например, если использовалась k -дневная история, 
то на вход классификатора подавалось k*5  входных параметров. 
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Рис. 3.7. Динамика цены акций компании IBM, 1998-2001 год, 
скользящее среднее по цене закрытия за 256 дней. 
 
 Далее в работе рассматривается классификация на две и на пять категорий. 
Наиболее удобная задача технического прогнозирования состоит в предсказании 
цены на следующий день. В качестве определяющей целесообразно выбрать цену 
Close, так как она меньше всего подвержена случайным факторам, спекуляциям, 
новостям и т.д. Для классификации на две категории каждому входному вектору 
присваивался класс Buy, если цена закрытия на следующий день была выше, чем 
за текущий, т.е. при )()1( iCloseiClose >+ , и класс Sell, если )()1( iCloseiClose ≤+ . 
Здесь i  обозначает текущий день, а 1+i  − следующий. 
 В случае классификации на пять категорий в качестве выхода классифика-
тора использовались следущие значения: Strong Buy, Buy, Hold, Sell и Strong Sell. 
Такой способ оценки акций, как правило, используется для аналитических реко-
мендаций, выдаваемых крупными финансовыми компаниями. Таким образом, каж-
дому входному вектору присваивался класс в соответствии с условиями: 
 Strong Buy, если 1)(i1.015)( +<⋅ CloseiClose ,  
 Buy, если 1.015)()1(1.005)( ⋅≤+<⋅ iCloseiCloseiClose , 
 Hold, если 1.005)()1(0.995)( ⋅≤+≤⋅ iCloseiCloseiClose , 
 Sell, если .9950)()1(lose0.985)( ⋅<+≤⋅ iCloseiCiClose , 
 Strong Sell, если .9850)()1( ⋅<+ iCloseiClose . 
Коэффициенты были выбраны таким образом, чтобы обеспечить приблизительно 
равное представительство для каждого из классов. 
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 Последнее условие обеспечивает максимизацию количества информации, 
выдаваемого классификатором. В терминах нечеткой логики выход классификато-
ра, в данном случае, эквивалентен лингвистической переменной. Полезность того 
или иного критерия для выдачи рекомендаций зависит от стратегии участника тор-
гов. Известно, что максимальное количество категорий, которыми человек легко 
может оперировать, составляет от пяти до семи. Таким образом, использование 
большего количества классов было бы сложным для восприятия, а также неоправ-
данным с точки зрения возможностей нейронной сети. 
 Для приведенного ниже эксперимента были использованы следующие 
параметры нейронной сети: количество нейронов скрытого слоя классификатора 
со случайными подпространствами (количество рецептивных групп) составляло 
32768, параметр подпространств 3=η , ширина накрывающего отрезка по одному 
измерению 0.1=ρ . Как получено ранее в теоретической части работы, данное рас-
стояние между парами пороговых значений обеспечивает достаточное расстояние 
Хемминга между бинарными образами входных векторов, в то же время, каждое 
одномерное рецептивное поле почти наверное будет иметь нетривиальное пересе-
чение с интервалом изменения соответствующей компоненты входных данных, т.е. 
хотя бы одно пороговое значение попадет в требуемый диапазон. Изменения в кон-
фигурации сети для последующих экспериментов будут специально оговариваться. 
Зависимость числа ошибок прогнозирования от количества дней в истории в слу-
чае классификации на две категории показана ниже на рис. 3.8. 
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Рис. 3.8. Динамика количества ошибок прогнозирования (сплошная линия, 
левая ось) и количества эпох, необходимых для полного обучения, 
(пунктирная линия, правая ось) в зависимости от количества дней 
в истории входных данных (классификация на две категории).  
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Рис. 3.9. Количество ошибок распознавания на обучающей выборке (левая ось) 
и количество ошибок прогнозирования на тестовой выборке (изменчивая 
зависимость, правая ось) в зависимости от номера эпохи, 2=m , 3=η . 
 
 На рис. 3.9 представлена динамика уменьшения количества операций обу-
чения (number of reinforcements) на обучающей выборке и динамика количества 
ошибок прогнозирования на тестовой выборке в зависимости от номера эпохи обу-
чения. Для построения зависимости была использована двухдневная история. 
 Следует отметить, что случай классификации на две категории является 
достаточно важным, так как предоставляет непосредственную информацию для 
принятия решения о покупке или продаже данного типа акций. Кроме того, этот 
критерий позволяет сравнивать полезность прогноза с инструментами которые 
прогнозируют вещественное значение цены. Знак изменения ценового показателя 
эквивалентен спецификации одной из двух категорий. Наименьшее количество 
ошибок получено для двухдневной истории. Для получения более статистически 
устойчивых результатов случаи с использованием истории длиной до 3-х дней рас-
смотрены ниже. Относительно неплохие результаты, полученные для этих усло-
вий, объясняют популярность метода японских свечей (candlesticks) [92]. 
 
Табл. 3.3. Статистика уровня ошибок прогнозирования в зависимости от числа 
дней в истории (однородная структура классификатора, две категории). 
История Количество ошибок Среднее
1 день 117 109 113 112 110 112.2 
2 дня 110 113 112 112 112 111.8 
3 дня 115 116 115 123 114 116.6 
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 Как показано в табл. 3.3, среднее число ошибок при использовании двух-
дневной истории составляет 111.8. Так как тестовая выборка содержит всего 248 
векторов, то средняя вероятность успеха равна 54.9%. Лучший результат для 110 
ошибок соответствует вероятности 56%. 
 Таким образом, число ошибок распознавания увеличивается с увеличением 
длины истории, в то время как время обучения уменьшается. Это можно объяснить 
тем, что классификатор интерпретирует случайные флуктуации как некоторую за-
кономерность или распределение, несмотря на то, что при увеличении количества 
дней в истории классификатор получает больше информации. Принято считать, 
что задача прогнозирования направления изменения цены является одной из самых 
сложных, особенно в случае, когда в качестве входной информации используются 
технические данные только по одному типу акций. Одной из причин является то, 
что этот индикатор непосредственно влияет на инвестиционные решения и, таким 
образом, большинство инвесторов пытаются использовать каждую зависимость, 
которую они находят в динамике цены акций. Достаточно сложно получить веро-
ятность успеха существенно превышающую 50%. Типичные результаты для тради-
ционных сетей прямого распространения представлены в работах [41,60,62]. Клас-
сификация на две категории аналогична выделению линейной зависимости в исто-
рии цен. Как показано в [56] (работа H. White), эти линейные зависимости слиш-
ком слабы для получения любого статистически значимого результата. Более по-
лезным может оказаться выделение нелинейных зависимостей. В частности, более 
подробный нелинейный анализ обеспечивает классификация на пять категорий. 
 Предположим, что существует некоторое распределение вероятности изме-
нения цены закрытия на следующий день )())()1(( iCloseiCloseiCloser −+=  (англ. 
stock return). Даже если вероятность того, что цена вырастет, равна вероятности то-
го, что цена уменьшится, нелинейные регулярности можно использовать. Пример 
распределения плотности вероятности показан ниже на рис. 3.10. 
 Вероятность того, что цена акций возрастет, равна ∫+∞
0
)( drrρ , соответственно 
вероятность уменьшения цены составляет ∫
∞−
0
)( drrρ . Средняя полезность длинной 
позиции пропорциональна выражению ∫+∞
∞−
drrr )(ρ , которое является положитель-
ным для приведенного ниже распределения. В данном случае при классификации 
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на пять категорий классификатор должен выдавать рекомендацию Strong Buy. Не-
смотря на предположение о том, что вероятности увеличения и уменьшения цены 
равны, такой вероятностный паттерн на протяжении нескольких, следующих друг 
за другом, дней обеспечивает тренд на повышение. 
  
 
 
 
 
 
Рис. 3.10. Пример распределения плотности вероятности изменения цены Close. 
 
 Для классификации на пять категорий зависимость числа ошибок прогнози-
рования на тестовой выборке от числа дней в истории показана на рис. 3.11. Следу-
ет отметить, что сравнительно неплохие результаты классификации получены для 
семидневной истории, то есть при увеличении сложности задачи (по сравнению 
с классификацией на две категории) целесообразно использовать более длинную 
историю. Статистические результаты для истории в 1-7 дней представлены в табл. 
3.4. Средняя вероятность успеха для однодневной истории составляет 24.8%. 
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Рис. 3.11. Динамика количества ошибок прогнозирования (сплошная линия, 
левая ось) и количества эпох, необходимых для полного обучения 
(пунктирная линия, правая ось) в зависимости от количества 
дней в истории (классификация на пять категорий, 3=η ). 
)(rρ   
 r  
             -1.5%        -0.5%        0.5%        1.5% 
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 Интересно рассмотреть как соотносится процесс обучения с эффективнос-
тью распознавания тестовой выборки. Зависимость числа ошибок на обучающей и 
тестовой выборках от номера эпохи обучения показана ниже, на рис. 3.12. По вер-
тикали отложено количество ошибок распознавания за соответствующую эпоху. В 
этом эксперименте была использована семидневная история. 
 
Табл. 3.4. Статистика уровня ошибок прогнозирования в зависимости от числа 
дней в истории (однородная структура классификатора, пять категорий). 
История Количество ошибок Среднее
1 день 182 196 194 187 173 186.4 
2 дня 183 189 191 188 190 188.2 
3 дня 186 189 190 188 192 189.0 
4 дня 185 190 186 186 190 187.4 
5 дней 185 186 189 198 190 189.6 
6 дней 188 187 191 189 194 189.8 
7 дней 183 187 189 191 184 186.8 
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Рис. 3.12. Количество ошибок распознавания на обучающей выборке (левая ось) 
и количество ошибок прогнозирования на тестовой выборке (изменчивая 
зависимость, правая ось) в зависимости от номера эпохи, 5=m , 3=η . 
 
 Применение метода ранней остановки обучения (early stopping), очевидно, 
может оказаться полезным, так как, например, для приведенной выше зависимости 
наилучший результат составляет 179 ошибок, в то время, как окончательное число 
ошибок равно 186. Ранняя остановка фактически представляет собой способ мини-
мизации числа ошибок прогнозирования с учетом самой тестовой выборки. Поэто-
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му эффективность такого метода следует оценивать при помощи третьей независи-
мой выборки. Кроме того, при последовательной верификации динамики уровня 
ошибок (cross-validation) уменьшение числа ошибок на одном тестовом множестве 
не гарантирует уменьшения на другом. Программная реализация данного алгорит-
ма предполагает хранение состояния сети для наилучшего результата, достигнуто-
го на тестовой выборке. Исходя из представленной выше зависимости, корреляция 
между минимальными значениями не является очевидной. Кроме того, эмпиричес-
кая проверка метода Save Best для данной задачи не дает улучшения результатов. 
 При проведении данного эксперимента, после завершения обучения, только 
около 45% синаптических весов имели ненулевые значения, причем максимальное 
значение было 360. Количество синаптических весов, имеющих некоторое опреде-
ленное значение, имело распределение, близкое к гиперболическому. Нулевые ве-
са получены в основном благодаря тому, что не все нейроны скрытого слоя быва-
ют активными хотя бы раз при предъявлении всей обучающей выборки. Этот недо-
статок можно устранить, используя, например, селекцию структуры классификато-
ра по дисперсии, рассмотренную в работе далее. Другие методы повышения эф-
фективности работы сети также могут улучшить использование синаптической 
матрицы. Таким образом, для каждого входного вектора достигается более дета-
лизированное представление с использованием тех же вычислительных ресурсов. 
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Рис. 3.13. Динамика количества ошибок прогнозирования (сплошная линия, 
левая ось) и количества эпох, необходимых для полного обучения, 
(пунктирная линия, правая ось) в зависимости от количества 
дней в истории (классификация на пять категорий, 5=η ). 
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 Выше, на рис. 3.13 приведена зависимость числа ошибок классификации в 
случае пяти категорий при другом значении параметра подпространств 5=η . Как 
и в предыдущих экспериментах, число групп нейронов составляло 32768, ширина 
накрывающего отрезка – 1.0. Приведенное далее в работе исследование зависимос-
ти числа ошибок от параметра подпространств показывает, что результаты доста-
точно близки для значений 5,4,3,2=η . Тем не менее, сравнение зависимостей 
представляет собой достаточный интерес. Кроме того, наблюдается общий локаль-
ный минимум для длины истории в семь дней. Как было продемонстрировано ра-
нее, увеличение параметра подпространств позволяет строить более сложные раз-
деляющие поверхности с многомерной структурой. Недостатком этого является 
уменьшение детализации представления данных в скрытом слое классификатора. 
Как и ранее, по оси абсцисс отложено количество дней истории, данные по кото-
рым были использованы на входе классификатора. 
 Данные количества ошибок прогнозирования, и количества эпох обучения 
обладают некоторой дисперсией. Как видно из полученных зависимостей, статис-
тическую устойчивость для одного эксперимента нельзя считать достаточной. Тем 
не менее характер зависимостей выделить можно, причем он подтверждается при 
проведении повторных экспериментов. Динамика процесса обучения при исполь-
зовании семидневной истории и параметре 5=η  представлена на рис. 3.14. Зави-
симости количества ошибок на обучающей и тестовой выборках от номера эпохи 
обучения для многих условий эксперимента достаточно похожи. 
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Рис. 3.14. Количество ошибок распознавания на обучающей выборке (левая ось) 
и количество ошибок прогнозирования на тестовой выборке (изменчивая 
зависимость, правая ось) в зависимости от номера эпохи, 5=m , 5=η . 
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 Как можно заключить из приведенных данных (классификация на пять ка-
тегорий), оптимальные результаты по количеству ошибок, с учетом времени обу-
чения, достигаются при использовании данных за последние 1-7 дней. Если коли-
чество векторов тестовой выборки равно 248, то математическое ожидание числа 
ошибок при случайном ответе составляет 198.4. Таким образом, полученные выше 
результаты показывают, что рассматриваемая задача достаточно сложна. В част-
ности, ценовые колебания имеют значительную случайную составляющую, кото-
рая зачастую на протяжении одного дня больше, чем тренд изменения цены за не-
сколько дней. 
 При количестве дней меньше семи разброс результатов можно объяснить 
различным количеством входной информации и большим статистическим разбро-
сом данных. Соответственно, увеличение количества ошибок при количестве дней 
истории больше семи обуславливается тем, что на большем объеме данных класси-
фикатор находит больше случайных зависимостей, чем закономерных. Это под-
тверждается тем, что обучение классификатора в этом случае занимает меньшее 
количество эпох. Например, связывание цены и объема торгов за достаточно уда-
ленные дни, очевидно, не может выявить какие-либо закономерности. В то же вре-
мя количество таких комбинаций при случайной генерации структуры классифи-
катора комбинаторно возрастает с увеличением количества дней в истории. Выяв-
ление полезных закономерностей во входных данных возможно, например, при 
применении генетических алгоритмов по выбору оптимальной структуры класси-
фикатора, при применении селекции структуры классификатора по какому-либо из 
критериев, либо при удалении некоторых элементов сети (network pruning) [7,17]. 
 В проведенных экспериментах производилось полное обучение классифи-
катора, то есть количество правильных ответов на обучающей выборке составляло 
100%. Как уже подчеркивалось, подобная возможность полного обучения является 
особенностью классификатора со случайными подпространствами и не является 
типичной для нейронных сетей в целом. Таким образом, после завершения обуче-
ния данная сеть является переученной (network is overfitted). Имеется в виду, что 
недостатком классификатора может быть большая чувствительность к случайным 
флуктуациям во входных данных, которая приводит к искажению предполагаемой 
закономерности. Положительным аспектом является то, что данный классифика-
тор может формировать сложные разделяющие поверхности и адаптироваться к 
задачам со сложной и мелкой пространственной структурой. 
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3.3.2. АНАЛИЗ СТРУКТУРЫ РЕЗУЛЬТАТОВ ПРОГНОЗИРОВАНИЯ 
 
 Очевидно, что количество ошибок прогнозирования в случае использова-
ния классификации на два класса существенно ниже. В то же время, большое коли-
чество ошибок при разделении диапазона последующего изменения цены на пять 
интервалов не означает малую полезность данного подхода. Например, рекоменда-
ция Buy будет достаточно полезной, если фактическое изменение цены на следую-
щий день будет соответствовать рекомендации Strong Buy. 
 На рис. 3.15 приведены гистограммы ошибок классификации, по оси абс-
цисс отложена величина ошибки, в частности значению 0 соответствуют правиль-
ные рекомендации, положительным значениям соответствуют завышенные реко-
мендации, а отрицательным - заниженные. Таким образом, количество правильных 
рекомендаций существенно превышает количество ошибочных рекомендаций ка-
кого-либо определенного типа, в то же время общее число неправильных рекомен-
даций достаточно велико. 
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Рис. 3.15. Гистограмма ошибок прогнозирования на тестовой выборке в зависи- 
мости от значения, выдаваемого классификатором, (классификация на две 
и на пять категорий, параметр подпространств 3=η ). 
 
 Распределение ошибок классификации в зависимости от рекомендации, вы-
даваемой классификатором, представлено ниже в табл. 3.5 и 3.6. Альтернативным 
вариантом является рассмотрение числа ошибок в зависимости от класса, опреде-
ляемого реальным изменением цены. Верхняя строка таблиц содержит величину 
ошибки. Следует отметить, что частота встречаемости категорий Buy, Hold и Sell 
существенно меньше, чем для Strong Buy и Strong Sell. Это смещение, в основном, 
определяется представительством соответствующих категорий в обучающем мно-
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жестве. Таким образом, классификатор “увеличивает” области пространства, при-
надлежащие тем категориям, которые имеют большее количество представителей 
в обучающей выборке. Соответственно правильный выбор множителей в правилах 
определения категорий играет существенную роль. 
 
Табл. 3.5. Распределение ошибок прогнозирования по категории классификатора 
(пять категорий, семидневная история, параметр подпространств 3=η ). 
Ошибка -4 -3 -2 -1 0 1 2 3 4  
Всего 16 20 20 21 65 33 27 22 24  
Strong Buy 0 0 0 0 29 22 20 18 24 113 
Buy 0 0 0 5 5 9 6 4 0 29 
Hold 0 0 4 5 5 2 1 0 0 17 
Sell 0 1 0 0 2 0 0 0 0 3 
Strong Sell 16 19 16 11 24 0 0 0 0 86 
 
 При случайном распределении категорий математическое ожидание числа 
ошибок определенной величины равно 2/)( memLT −⋅ , где e - ошибка прогнозиро-
вания, TL – длина тестовой выборки, в частности 
2
1
1
1
1
)(2)( memmem
m
e
m
me
=−+=− ∑∑ −
=
−
−=
. 
Таким образом, операция прогнозирования искажает случайное распределение ка-
тегорий для максимизации среднего столбца гистограммы за счет остальных. Рас-
пределение для пяти категорий на рис. 3.15 показывет, что выделение центрально-
го столбца гистограммы происходит в большей степени за счет соседних столбцов. 
В то же время оптимальным является равномерное уменьшение столбцов, соответ-
ствующих ненулевому значению ошибки. Последнее может быть достигнуто, на-
пример, при использовании модифицированной процедуры обучения. 
 
Табл. 3.6. Распределение ошибок прогнозирования по рекомендации 
классификатора (пять категорий, семидневная история, параметр 5=η ). 
Ошибка -4 -3 -2 -1 0 1 2 3 4  
Всего 16 25 24 24 66 32 22 23 16  
Strong Buy 0 0 0 0 22 17 18 23 16 96 
Buy 0 0 0 1 0 0 0 0 0 1 
Hold 0 0 7 1 12 6 4 0 0 30 
Sell 0 7 3 6 6 9 0 0 0 31 
Strong Sell 16 18 14 16 26 0 0 0 0 90 
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 Для сравнения результатов прогнозирования с исходными данными рас-
пределение категорий для обучающей и тестовой выборок представлено в табл. 
3.7. Как видно, представители классов распределены относительно равномерно. 
 
Табл. 3.7. Количество векторов обучающей выборки (верхние две строки) 
и тестовой выборки (нижние две строки) в зависимости от категории. 
Класс Strong Sell Sell Hold Buy Strong Buy 
Число 178 116 152 120 190 
Процент 23.54% 15.34% 20.11% 15.87% 25.13% 
Число 53 39 50 51 55 
Процент 21.37% 15.72% 20.16% 20.56% 22.18% 
 
 Была также исследована возможность получения двузначной рекомендации 
по результатам классификации на большее число категорий. В проведенных экспе-
риментах при классификации на пять и восемь категорий, полученные результаты 
не давали статистически значимой зависимости для случая классификации на две 
категории, несмотря на то, что некоторая регулярность в случае нескольких кате-
горий действительно была получена. Аналогию можно провести с коэффициента-
ми гармоник при разложении функции в ряд Фурье. Значение коэффициента при 
одной гармонике не дает информации о величине других коэффициентов Фурье. 
 Сравним полезное количество информации, которое выдается классифика-
тором, в экспериментах для двух и пяти категорий соответственно. Определения 
теории информации приведены, например, в работе [100]. Пусть опыт 2α  заключа-
ется в определении двузначной рекомендации классификатора, опыт 2β  состоит в 
определении одной из двух категорий по реальному изменению цены. Таким обра-
зом, опыты 2α  и 2β  могут иметь только два исхода: Buy и Sell. Количество инфор-
мации, которое содержится в опыте 2α , относительно опыта 2β  определяется сле-
дующим выражением: 
 )|()(),( 22222 αβββα HHI −= , 
где )( 2βH  - энтропия (степень неопределенности) опыта 2β , а )|( 22 αβH  – сред-
няя условная энтропия опыта 2β  при условии выполнения опыта 2α . Значение эн-
тропии )( 2βH  вычисляется в соответствии с определением ∑ ⋅−=
i
ii ppH )log( : 
 }){log(}{}){log(}{)( 22222 SellSellBuyBuyH =⋅=−=⋅=−= βββββ PPPP . 
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В теории информации традиционно используются логарифмы по основанию 2. Ис-
пользуя данные проведенного выше эксперимента: 
 544355.0248)7164(}{ 2 ≈+≈= BuyβP , 
 455645.0248)6647(}{ 2 ≈+≈= SellβP . 
Следовательно, для полной энтропии получаем значение 994316.0)( 2 ≈βH  бита. 
Далее, средняя условная энтропия определяется следующим выражением: 
  )|(}{)|(}{)|( 22222222 SellHSellBuyHBuyH =⋅=+=⋅== αβααβααβ PP . 
Для распределения рекомендаций классификатора нетрудно получить: 
 475806.0248)7147(}{ 2 ≈+≈= BuyαP , 
 524194.0248)6664(}{ 2 ≈+≈= SellαP . 
Условные энтропии определяются следующими выражениями: 
 −====−== })|{}log(|{)|( 222222 BuyBuyBuyBuyBuyH αβαβαβ PP  
  })|{log(}|{ 2222 BuySellBuySell ====− αβαβ PP , 
 −====−== })|{}log(|{)|( 222222 SellBuySellBuySellH αβαβαβ PP  
  })|{}log(|{ 2222 SellSellSellSell ====− αβαβ PP . 
Воспользуемся следующими оценками условных вероятностей:  
 601695.0)7147(71}|{ 22 ≈+≈== BuyBuy αβP , 
 398305.0)7147(47}|{ 22 ≈+≈== BuySell αβP , 
 492308.0)6664(64}|{ 22 ≈+≈== SellBuy αβP , 
 507692.0)6664(66}|{ 22 ≈+≈== SellSell αβP . 
Таким образом, 969950.0)|( 22 ≈= BuyH αβ , 999829.0)|( 22 ≈= SellH αβ . Средняя 
условная энтропия 985612.0)|( 22 ≈αβH , следовательно полезное количество ин-
формации составляет 008704.0)|()(),( 22222 ≈−= αβββα HHI  бита. 
 Рассматриваемое количество информации можно получить по другому, вос-
пользовавшись известным соотношением: 
 )|()()|()()( βαβαβααβ HHHHH +=+= , 
где αβ  представляет собой совместный опыт, определенный на декартовом про-
изведении множества исходов опытов α  и β  соответственно. В частности, 
 =====−= ∑∑
i j
jijiH }),{log(},{)( βαβααβ PP   
 ==⋅==⋅=⋅==−= ∑∑
i j
iijiij }){}|{log(}{}|{ ααβααβ PPPP  
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 −==⋅=⋅==−= ∑∑
i j
ijiij })|{log(}{}|{ αβααβ PPP  
 ==⋅=⋅==−∑∑
i j
iiij }){log(}{}|{ αααβ PPP  
 −==⋅===−= ∑ ∑
i j
ijiji })|{log(}|{}{ αβαβα PPP  
 ===⋅=⋅=− ∑∑
ji
ijii }|{}){log(}{ αβαα PPP  
 )()|(}){log(}{)|(}{ ααβαααβα HHiiiHi
ii
+==⋅=−=⋅== ∑∑ PPP . 
 Таким образом, можно воспользоваться следующими соотношениями: 
 ),()|()()()()()|()(),( αββαααββααβββα IHHHHHHHI =−=−+=−= . 
 Далее получим требуемые энтропии )( 2αH  и )( 22 βαH :
 }){log(}{}){log(}{)( 22222 SellSellBuyBuyH =⋅=−=⋅=−= ααααα PPPP , 
 475806.0248)7147(}{ 2 ≈+≈= BuyαP , 
 524194.0248)6664(}{ 2 ≈+≈= SellαP , 
 286290.024871},{ 22 ≈≈== BuyBuy βαP , 
 189516.024847},{ 22 ≈≈== SellBuy βαP , 
 258065.024864},{ 22 ≈≈== BuySell βαP , 
 266129.024866},{ 22 ≈≈== SellSell βαP , 
 0.998310)( 2 ≈αH , 1.983923)( 22 ≈βαH , 
 008703.0)()()(),( 222222 ≈−+= βαβαβ HHHaI  бита. 
 Воспользуемся полученными результатами для определения полезного ко-
личества информации в случае пяти категорий. Ниже использованы данные рас-
пределения ошибок прогнозирования, приведенные в табл. 3.6. Для удобства обоз-
начим выражение )log( pp−  как )( ph , кроме того, определим неопределенность 
невозможного исхода 0)0( =h , в частности 0))log((lim
0
=⋅−
→
pp
p
: 
 +=+== }){(}) {()( 555 BuyhBuyStronghH ααα PP  
 ≈=+=+=+ }) {(}){(}){( 555 SellStronghSellhHoldh ααα PPP  
 729782.1)24890()24831()24830()2481()24896( ≈++++= hhhhh  бита, 
 +=+== }){(}) {()( 555 BuyhBuyStronghH βββ PP  
 ≈=+=+=+ }) {(}){(}){( 555 SellStronghSellhHoldh βββ PPP  
 2.312375)24853()24839()24850()24851()24855( ≈++++= hhhhh  бита. 
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 Энтропия совместного опыта )( 55βαH  выражается следующим образом: 
 K+==+=== }), {(}) {()( 555555 BuyBuyStronghBuyStronghH βαβαβα PP  
 ≈==+==+ }) {(}), {( 5555 SellStronghSellSellStrongh βαβα PPK  
 4.011429)24824()24811()24822()24829( ≈++++≈ hhhh K  бита, 
 0.030728)()()(),( 555555 ≈−+= βαβαβ HHHaI  бита. 
 Сравнивая количества информации, содержащиеся в опыте α  относительно 
опыта β , можно заключить, что классификация на пять категорий является гораз-
до более информативной по сравнению с классификацией на две категории. Кроме 
того, можно максимизировать полезное количество информации в зависимости от 
количества категорий. Тем не менее практическим критерием полезности того или 
иного подхода является стратегия участника торгов. Таким образом, получено до-
полнительное подтверждение того, что использование нелинейного анализа (клас-
сификация на пять категорий) предоставляет больше полезной информации. 
 Альтернативный способ оценки полезности процедуры классификации сос-
тоит в рассмотрении опыта γ , который может иметь два исхода: βα =  или βα ≠ . 
Рассмотрим энтропию данного опыта: 
 =≠⋅≠−=⋅=−= }){log(}{}){log(}{)( βαβαβαβαγ PPPPH  
 −==⋅==−= ∑∑∑∑
==
)},{log(},{
k kli ij
lkji βαβα PP  
 )},{log(},{ ∑∑∑∑
≠≠
==⋅==−
k kli ij
lkji βαβα PP . 
 Оценим значение )(γH  для проведенных выше экспериментов: 
 ≈≠+== }){(}){()( 22222 βαβαγ PP hhH  
 0.992057)248)6447(()248)6671(( ≈+++≈ hh  бита, 
 ≈≠+== }){(}){()( 55555 βαβαγ PP hhH  
 0.829894)248)65248(()24865( ≈−+≈ hh  бита. 
 Так как }{}{ 2222 βαβα ≠≥= PP , то улучшение результатов классификации 
соответствует уменьшению )( 2γH . В случае пяти классов }{}{ 5555 βαβα ≠≤= PP , 
следовательно, целесообразно увеличение )( 5γH . Некоторые оценки )(γH  можно 
получить используя неравенство Йенсена )()( ∑∑ ≤
i
iii
i
i xpfxfp , которое справед-
ливо при условии 1=∑
i
ip  и выпуклости подграфика функции )(xf . 
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3.3.3. ВЫБОРОЧНОЕ УДАЛЕНИЕ СИНАПТИЧЕСКИХ СВЯЗЕЙ 
 
 Единственными параметрами классификатора, которые зависят от данных 
обучающей последовательности, являются веса синаптической матрицы. Учиты-
вая, что входные данные имеют значительную случайную составляющую, можно 
предположить, что полезный вклад синаптических весов в принятие решения не 
является равномерным по отношению к величине весов. Например, большие веса 
могут обуславливать случайные флуктуации вблизи разделяющих поверхностей, 
что может существенным образом искажать полезные закономерности, сформиро-
ванные в синаптической матрице. 
 Ниже, на рис. 3.16 приведена гистограмма значений весов синаптической 
матрицы. Полученная зависимость достаточно близка к гиперболической. После 
завершения процесса обучения матрица имеет 135126 нулевых весов и только 
28714 ненулевых. Последнее можно объяснить тем, что обучающая выборка содер-
жит только некоторое ограниченное множество комбинаций диапазонов входных 
параметров. Для приведенной ниже зависимости максимальное значение веса си-
наптической матрицы составляло 216. Следует упомянуть следующие методы бо-
лее полного использования синаптической матрицы: использование чувствитель-
ной структуры классификатора, использование генетического алгоритма формиро-
вания структуры, нормализация входных данных и т.п. Из средств обработки са-
мой синаптической матрицы наиболее популярными являются удаление связей 
(weight elimination, pruning) и динамическое ослабление связей (weight decay) [17]. 
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Рис. 3.16. Гистограмма значений весов синаптической матрицы после завершения 
обучения классификатора (пять категорий, параметр подпространств 5=η ). 
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 Гиперболическое распределение значений синаптических весов позволяет 
сделать заключение, что полезность группы синаптических связей одной величины 
в среднем одинакова. Кроме того, устранение действия синаптических связей како-
го-либо определенного диапазона не дает улучшения результатов. Это подтверж-
дают приведенные на рис. 3.17 две зависимости количества ошибок распознавания 
при обнулении некоторых синаптических весов в соответствии с их абсолютной 
величиной. 
 Для первой зависимости (темная линия), представленной на рис. 3.17, спе-
циально обнулялись все веса синаптической матрицы, которые меньше значения, 
отложенного по оси абсцисс. Для второй зависимости (светлая линия) обнулялись 
все синаптические веса больше этого значения. В качестве исходной синаптичес-
кой матрицы была использована матрица, полученная для условий последнего экс-
перимента (семидневная история). 
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Рис. 3.17. Количество ошибок распознавания при обнулении малых (1) и больших 
(2) весов синаптической матрицы (5 классов, параметр подпространств 5=η ). 
 
 Таким образом, удаление синаптических связей в соответствии с их величи-
ной не дает гарантированного улучшения результатов. Вполне возможно, что вы-
борочное удаление синаптических связей может оказаться полезным, если мини-
мизация количества ошибок рассматривается для каждого единичного обнуления 
веса. В этом случае эффективность метода следует проверять при помощи третьей 
независимой выборки. 
  1 
  2
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3.3.4. ПРОГНОЗИРОВАНИЕ С ИСПОЛЬЗОВАНИЕМ ПРОИЗВОДНЫХ 
ТЕХНИЧЕСКИХ ПОКАЗАТЕЛЕЙ 
 
 Техническое прогнозирование существенным образом зависит от набора 
входных параметров, используемых на входе нейронной сети. Ниже представлены 
результаты для некоторых комбинаций технических показателей. Для зависимости, 
представленной на рис. 3.18  в качестве набора параметров, используемых за каж-
дый день, рассматривались три цены High, Low и Close. Как видно, полученный 
уровень ошибок уступает полученным ранее результатам. Следует отметить боль-
шое количество эпох, необходимых для полного обучения сети. Последнее объяс-
няется отсутствием во входных данных достаточно изменчивой информации об 
объеме торгов. Кроме того, было проверено, что остальные комбинации из пяти 
базовых параметров дают еще большее количество ошибок прогнозирования. 
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Рис. 3.18. Динамика количества ошибок прогнозирования (сплошная линия, 
левая ось) и количества эпох, необходимых для полного обучения (пунк- 
тирная линия, правая ось), в зависимости от количества дней в истории 
(цены High, Low и Close, классификация на пять категорий, 5=η ). 
 
 Альтернативным подходом к выбору входных параметров является исполь-
зование ежедневных разниц для всех ценовых показателей. Таким образом, в тер-
минологии временных рядов, предлагается рассмотреть разности первого порядка 
(first order differences). В частности, для представленной ниже на рис. 3.19 зависи-
мости, для каждого дня в истории использовались следущие данные: 
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)1()( −− iOpeniOpen , )1()( −− iHighiHigh , )1()( −− iLowiLow , )1()( −− iCloseiClose , 
)(iVolume , где i  соответствует некоторому рассматриваемому дню. 
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Рис. 3.19. Динамика количества ошибок прогнозирования (сплошная линия, 
левая ось) и количества эпох обучения (пунктирная линия, правая ось) 
в зависимости от количества дней в истории (ценовые разности первого 
порядка и объем торгов, классификация на пять категорий, 5=η ). 
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 Рис. 3.20. Динамика количества ошибок прогнозирования (сплошная линия, левая 
ось) и количества эпох обучения (пунктирная линия, правая ось) в зависимости 
от количества дней в истории (ценовые разности с последним днем и объем торгов, 
классификация на пять категорий, 5=η ). 
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 Следует отметить, что более слабые результаты при использовании разнос-
тей первого порядка соответствуют большему содержанию шума во входных дан-
ных. На рис. 3.20 представлены зависимости для другого набора показателей: 
)1()( −− iOpenkOpen , )1()( −− iHighkHigh , )1()( −− iLowkLow , )1()( −− iClosekClose , 
)(iVolume , где i  соответствует рассматриваемому дню, а k  - последнему дню, за 
который доступны данные. Уровень результатов достаточно близок к уровню оши-
бок прогнозирования, полученному для базовых параметров. Фактически данное 
преобразование можно рассматривать как преобразование задачи классификации 
из одного пространства в другое, что не влияет существенным образом на резуль-
таты прогнозирования. Различие может быть получено в основном благодаря тому, 
что классификатор формирует различные разделяющие поверхности, которые не 
переводятся друг в друга прямым или обратным преобразованием. 
 На рис. 3.21 представлен эксперимент с использованием технических пока-
зателей RSI14, EMA9, EMA18, MACD9. Соответствущие временные ряды показаны 
в прил. В. Алгоритмы вычисления этих показателей приведены в начальном разде-
ле работы. Уровень ошибок прогнозирования заметно выше, чем при использова-
нии базового набора. В то же время подбор наиболее полезных параметров являет-
ся достаточно сложной задачей. Например, только при анализе девяти технических 
показателей количество возможных комбинаций составляет порядка 92 . 
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Рис. 3.21. Динамика количества ошибок прогнозирования (сплошная линия, 
левая ось) и количества эпох обучения (пунктирная линия, правая ось) 
в зависимости от количества дней в истории (параметры RSI14, EMA9, 
EMA18, MACD9, классификация на пять категорий, 5=η ).
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3.3.5. ИСПОЛЬЗОВАНИЕ НОРМАЛИЗОВАННЫХ ДАННЫХ 
 
 Диапазон изменения цены акций может существенным образом изменяться 
на протяжении времени. Если обучающая и тестовая выборки содержат данные со 
значительно отличающимися уровнями цены, то обучение сети, как правило, дает 
слабые результаты касательно распознавания тестовой выборки. В то же время, 
динамика цены акций не зависит от соответствующего среднего уровня. 
 Поведение классификатора со случайными подпространствами является ло-
кальным по отношению к векторам обучающей выборки. В частности, конкретный 
обучающий вектор влияет только на область пространства, ограниченную макси-
мальным расстоянием между порогами для пары соответствующих рецептивных 
пороговых элементов. Чем ближе расположены две точки из обучающей и тесто-
вой выборок, тем большее влияние обучающая точка имеет на способ распознава-
ния тестовой. Как было показано ранее, достаточно точным критерием, определя-
ющим пространственное поведение классификатора, является функция аргумента 
∑
=
−
n
i
ii yx
1
|| , где x  и y  – две точки входного пространства, а n  – его размерность. 
 Для нормализации диапазона изменения ценовых показателей, соответству-
ющие значения были поделены на скользящее среднее цены закрытия за 256 дней 
– 256MA . Данная операция (детрендинг) позволяет использовать данные различ-
ных временных диапазонов и различных типов акций. Например, нейронная сеть 
может быть обучена на данных одного типа акций, и использована для прогнози-
рования поведения другого финансового инструмента. 
 Для того, чтобы получить показатель объема торгов, обладающий такими 
свойствами, объем может быть разделен на 256VMA  – скользящее среднее объема 
торгов за 256 дней. Кроме того, существует мотивация использования логарифма 
данной величины. Например, разницу значений объема в 2 млн. и 2.1 млн. следует 
расматривать как эквивалентную разнице значений 20 млн. и 21 млн. Подобное 
преобразование делает полученное вероятностное распределение более близким к 
нормальному. В то же время, решение касательно использования логарифмирова-
ния является эмпирическим и обеспечивает несколько лучшие результаты. 
 Таким образом, следующие пять типов значений использовались в качестве 
входных параметров нейронной сети: 256MAOpen , 256MAHigh , 256MALow , 
256MAClose  и )256ln( VMAVolume . Количество ошибок на тестовой выборке для 
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классификации на два и на пять классов показаны на рис. 3.22-23. Использовались 
следущие параметры структуры классификатора: 3=η , 1=ρ . Следует отметить 
другой локальный минимум около 14-дневной истории. Другими словами, норма-
лизация данных позволяет давать нейронной сети большее количество входных 
параметров. Кроме того, время обучения существенно уменьшилось, несмотря на 
использование равномерной структуры классификатора. 
 Рассматривались также комбинации входных данных со следующими пара-
метрами: логарифмы нормализованных цен, нормализованные данные объема, раз-
личные приращения ценовых показателей, основные технические индикаторы. В 
то же время, лучшей вероятности успешного прогнозирования выявить не удалось. 
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Рис. 3.22. Количество ошибок на тестовой выборке и количество эпох обучения 
в зависимости от числа дней в истории (нормализованные данные, 2 класса). 
191 190
193
191 191
196
199
183
187
183
181
189
183
190
185
187
190
179
175
179
340
263 267
135
177
143
184
130 156 140
105
600
143
106 104
211 149
141
125
102
170
175
180
185
190
195
200
1 3 5 7 9 11 13 15 17 19
0
100
200
300
400
500
600
Рис. 3.23. Количество ошибок на тестовой выборке и количество эпох обучения 
в зависимости от числа дней в истории (нормализованные данные, 5 классов). 
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 В последующих экспериментах рассмотрено использование чувствительной 
структуры классификатора. Результаты классификации на две и на пять категорий 
представлены на рис. 3.24-25. Средний уровень ошибок незначительно увеличился, 
в то же время, процесс обучения классификатора сходится почти в два раза быст-
рее. Статистические результаты для случая пяти категорий и для пяти итераций 
каждого эксперимента представлены в табл. 3.8. Полученный уровень ошибок 
достаточно нерегулярен, средняя наилучшая вероятность успеха 26.7% получена 
для 14-дневной истории. 
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Рис. 3.24. Количество ошибок на тестовой выборке и количество эпох 
обучения в зависимости от числа дней в истории (нормализованные 
данные, чувствительная структура классификатора, 2 класса). 
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Рис. 3.25. Количество ошибок на тестовой выборке и количество эпох 
обучения в зависимости от числа дней в истории (нормализованные 
данные, чувствительная структура классификатора, 5 классов). 
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Табл. 3.8. Статистика ошибок прогнозирования в зависимости от числа дней во 
входных данных (нормализованные данные, чувствительная структура, 5=m ). 
История Количество ошибок Среднее
11 дней 178 191 178 190 172 181.8 
12 дней 186 184 187 183 186 185.2 
13 дней 190 190 188 184 188 188.0 
14 дней 182 185 175 180 187 181.8 
15 дней 189 201 191 193 190 192.8 
16 дней 188 190 196 188 190 190.4 
17 дней 172 188 195 182 185 184.4 
 
 Следует отметить, следующие популярные методы, традиционно применя-
ющиеся для нейросетевых систем: алгоритм обучения “save best”, т.е. метод обуче-
ния с сохранением лучшей синаптичесткой матрицы и генетический алгоритм. Ал-
горитм “save best” предполагает разделение входных данных на три подмножества: 
обучающая выборка (training set), проверочная выборка (validation set) и независи-
мая тестовая выборка (test set). В частности, для рассматриваемой задачи финансо-
вого прогнозирования обучающая выборка содержала нормированные данные по 
акциям IBM за период 1998-2000 годы, проверочная и тестовая выборки использо-
вали данные за 2001 и 2002 годы соответственно. Как известно, данный алгоритм 
при выполнении обычной процедуры итеративного обучения выбирает и сохраня-
ет ту синаптическую матрицу, которая дает наилучшие результаты на проверочной 
выборке. Проведенные исследования показали, что действительно достигается зна-
чительная минимизация ошибки на проверочной выборке. В то же время, проверка 
классификатора с полученной синаптической матрицей на независимой тестовой 
выборке показала худшие результаты по сравнению с обычной процедурой обуче-
ния. Можно сделать вывод, что в данном случае нейронная сеть адаптируется к 
случайным флуктуациям в данных и к случайному соответствию в обучающей и 
проверочной выборках. Этот же вывод относится и к применению генетического 
алгоритма селекции структуры классификатора, несмотря на то, что для большин-
ства других задач классификации, которые не являются столь сложными, примене-
ние этих двух подходов является достаточно эффективным. Исследование генети-
ческого алгоритма проводилось на тех же трех выборках, так как работа алгоритма 
представляет собой минимизацию ошибки с использованием проверочной выбор-
ки. Вычислительная сложность данного алгоритма является достаточно большой. 
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3.3.6. МАКСИМИЗАЦИЯ ИНФОРМАТИВНОСТИ СТРУКТУРЫ СЕТИ И 
ВАРЬИРОВАНИЕ КОНФИГУРАЦИОННЫХ ПАРАМЕТРОВ 
 
 Важными параметрами структуры классификатора, которые следует опти-
мизировать для  увеличения вероятности успешного прогнозирования, являются 
параметр подпространств и расстояние между парами соответствующих порого-
вых значений. Ниже на рис. 3.26 показана зависимость количества ошибок от зна-
чения параметра подпространств. При параметре 11>η  процесс обучения, как пра-
вило, не сходился. Для данного эксперимента использовалась 14-дневная история. 
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Рис. 3.26. Количества ошибок в зависимости от параметра подпространств 
(нормализованные данные, чувствительная структура, пять классов). 
 
 Таким образом, оптимальные значения параметра подпространств принад-
лежат диапазону 2-5. Соответственно, анализ количества ошибок прогнозирования 
для данных значений параметра η  в зависимости от используемого расстояния 
между порогами ρ  приведен на рис. 3.27-30. 
 Следует также отметить, что процесс обучения, как правило, не сходился 
для значений 3.0<ρ . Данное поведение сети обусловлено тем, что при такой кон-
фигурации классификатора вероятность возбуждения нейронов скрытого слоя B  
становится сравнительно малой. Последнее приводит появлению одинаковых би-
нарных образов для точек, принадлежащих различным классам. 
 Фактически, средний уровень ошибок несущественно отличается для значе-
ний 5,4,3=η . При использовании больших значений размерности подпространств 
нейронная сеть, по-видимому, быстрее специализируется на обучающей выборке 
и, соответственно, теряет обобщающую способность. 
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Рис. 3.27. Зависимость числа ошибок и количества эпох, необходимых для полного 
обучения, от ширины накрывающего отрезка ρ , параметр подпространств 2=η . 
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Рис. 3.28. Зависимость числа ошибок и количества эпох, необходимых для полного 
обучения, от ширины накрывающего отрезка ρ , параметр подпространств 3=η . 
 
 В экспериментах, представленных на рис. 3.27-30, использовались 16-днев-
ные входные данные, содержащие пять нормализированных параметров за каждую 
торговую сессию. В частности, при значениях 4,3=η  компромисс между качест-
вом распознавания и скоростью обучения в среднем достигается при значениях ρ  
около 1. Данный вывод находится в соответствии с гипотезой, которая была сфор-
мулирована в теоретической части работы. 
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Рис. 3.29. Зависимость числа ошибок и количества эпох, необходимых для полного 
обучения, от ширины накрывающего отрезка ρ , параметр подпространств 4=η . 
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Рис. 3.30. Зависимость числа ошибок и количества эпох, необходимых для полного 
обучения, от ширины накрывающего отрезка ρ , параметр подпространств 5=η . 
 
 Для нейронных сетей прямого распространения типичным является предпо-
ложение о том, что нейрон с высокой дисперсией выходного сигнала, при предъяв-
лении той или иной выборки данных, предоставляет больше полезной информации 
для последующего слоя нейронов. Следует также отметить, что это существенным 
образом зависит от распределения входных данных. В случае использования клас-
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сификатора со случайными подпространствами данный принцип может быть реа-
лизован как выборка тех рецептивных групп, которые обеспечивают максималь-
ную дисперсию на обучающей выборке. Предположим выбран некоторый коэф-
фициент селекции 1≥r , и классификатор имеет N  рецептивных групп. В этом 
случае, процедура дисперсионной селекции представляет собой генерацию струк-
туры классификатора, имеющую Nr ⋅  рецептивных групп, и выборку N  из них 
с максимальной дисперсией на обучающей множестве векторов. 
 Что касается финансовых временных рядов, исследуемых в данной работе, 
дисперсионная селекция структуры не дает уменьшения количества ошибок. Ана-
логичные результаты получаются при использовании корреляционной селекции. 
Зависимость, показанная на рис. 3.31, может быть проинтерпретирована таким об-
разом, что нейроны с большой дисперсией содержат скорее шум, чем регулярные 
данные. В то же время, процедура селекции рецептивных групп позволяет изба-
виться от тех групп, которые не возбуждаются на протяжении всей обучающей 
выборки, таким образом обуславливая нулевые значения для соответствующих 
синапсов. Для используемых здесь данных последнее обеспечивается при 38.1=r . 
190
193
183
188
199
202
198
190
195
190190
183
187
183
178
63
88
166
124
138
126
127129
118
114109
94
798075
175
180
185
190
195
200
205
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
60
80
100
120
140
160
180
Рис. 3.31. Количество ошибок в зависимости от коэффициента дисперсионной 
селекции (нормализованные данные, чувствительная структура, 5 классов). 
 
 В случае традиционных нейронных сетей, одним из подходов оптимизации 
архитектуры является удаление некоторых элементов сети [5,6,7]. В данном случае 
удаление рецептивных групп в терминах максимизации дисперсии эквивалентно 
дисперсионной селекции. Кроме того, удаление рецептивных групп для минимиза-
ции количества ошибок эквивалентно генетическому алгоритму. 
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 Важным аспектом достижения хороших результатов прогнозирования явля-
ется оптимизация длины обучающей выборки. В случае использования базовых 
данных без нормирования, выделяемые нейронной сетью регулярности существен-
но зависят от конкретных уровней ценовой динамики. В то же время, если данные 
нормализованы, то увеличение размера обучающей выборки должно обеспечивать 
больше полезной информации. Так как способность классификатора “запоминать” 
данные ограничена размерами скрытого слоя, можно предположить, что количест-
во ошибок прогнозирования должно уменьшаться, но до некоторого оптимального 
размера обучающей выборки. 
 Статистические результаты экспериментов показаны в табл. 3.9. Первая ко-
лонка представляет временной период обучающей выборки, а последняя – среднее 
количество эпох необходимых для обучения. Наименьшее среднее количество 
ошибок для классификации на пять категорий 179.4 получено для шестилетних 
обучающих данных. Предположительно, вероятность ошибки можно еще допол-
нительно уменьшить при варьировании периода скользящего среднего, использу-
емого для нормализации. 
 Используемый метод нормализации может рассматриваться как компро-
мисс между использованием ценовых данных без предобработки и использовани-
ем разностей первого порядка. В то же время, существует некоторое искажение, 
связанное с подобным преобразованием. Например, для малых значений периода 
нормализации можно получить соотношение, аналогичное нижеследующему. Рас-
пределение входных данных определяется наиболее изменчивой компонентой: 
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Табл. 3.9. Зависимость количества ошибок от размера обучающей выборки 
(нормализованные данные, чувствительная структура, 5 классов). 
Годы Количество ошибок Среднее Эпохи 
00-00 196 195 197 188 186 192.4 26.2 
99-00 190 190 195 190 200 193.0 50.8 
98-00 180 182 175 185 178 180.0 66.4 
97-00 189 187 194 187 177 186.8 81.8 
96-00 179 177 178 184 180 179.6 97.0 
95-00 182 178 187 175 175 179.4 106.4 
94-00 179 187 175 187 187 183.0 145.4 
93-00 188 186 181 188 182 185.0 165.0 
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 Как обычно, процедура обучения повторялась до тех пор пока вся обучаю-
щая выборка не интерпретировалась без ошибок. Временные периоды обучающей 
выборки имели длину от одного до восьми лет. Во всех случаях тестовая выборка 
содержала данные за 2001 год, а данные обучающей выборки заканчивались 2000 
годом. Наилучшая средняя вероятность успеха для случаев классификации на две 
и на пять категорий составили 58.1% и 27.7%. Данные результаты получены с ис-
пользованием пяти- и шестилетних обучающих данных соответственно. 
 Табл. 3.10 суммирует результаты использования различных методов улуч-
шения вероятности успешного прогнозирования. Последние полученные резуль-
таты являются исключительно высокими и могли бы обеспечить доходность неко-
торой торговой стратегии на уровне 80-100% годовых. В то же время, как проде-
монстрировано далее в работе, нейронная сеть обеспечивает данные вероятности 
успеха только для конкретной пары обучающей и тестовой выборок. 
 
Табл. 3.10. Наилучшая средняя вероятность успеха и среднее количество эпох 
полного обучения для различных условий экспериментов. Подразумевается, 
что все предшествующие методы также применены. 
Примененный 
метод 
Базовые 
данные 
Нормализо-
ванные 
данные 
Чувстви-
тельная 
структура 
Период 
обучения 
Вероятность успеха 
для 2 классов 54.9% 
(a) 52.8% (b) 54.6% (c) 58.1% (d) 
Количество эпох 
для 2 классов 477.0 
(a) 229.4 (b) 112.6 (c) 174.6 (d) 
Вероятность успеха 
для 5 классов 24.8% 
(e) 25.9% (f) 27.4% (g) 27.7% (h) 
Количество эпох 
для 5 классов 1100.4 
(e) 128.6 (f) 66.4 (g) 106.4 (h) 
 
 (а) – 2-дневная история, 3-летняя обучающая выборка, 
 (b) – 5-дневная история, 3-летняя обучающая выборка, 
 (c) – 6-дневная история, 3-летняя обучающая выборка, 
 (d) – 6-дневная история, 5-летняя обучающая выборка, 
 (e) – 1-дневная история, 3-летняя обучающая выборка, 
 (f) – 14-дневная история, 3-летняя обучающая выборка, 
 (g) – 14-дневная история, 3-летняя обучающая выборка, 
 (h) – 14-дневная история, 6-летняя обучающая выборка. 
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3.3.7. ВЕРИФИКАЦИЯ УСПЕШНОСТИ ПРОГНОЗИРОВАНИЯ ДИНАМИКИ 
РЫНКА ДЛЯ РАЗЛИЧНЫХ ВРЕМЕННЫХ ДИАПАЗОНОВ 
 
 С использованием результатов, полученных в предыдущей главе, были про-
ведены эксперименты по прогнозированию рынка уже для пятилетней обучающей 
выборки и четырех различных скользящих средних: 256MA , 256EMA , 256WMA , 
256WEMA . Количество дней в истории варьировалось от 1 до 25. Как и ранее, за 
каждый день использовались пять нормализированных параметров. Всего было 
рассмотрено 200 различных условий эксперимента. Обучающая выборка содержа-
ла данные за период 1996-2000, тестовая выборка соответствовала 2001 году. Наи-
лучшая средняя вероятность успеха была получена для 256MA  при следующих 
условиях эксперимента: 
 две категории, 13-дневная история – 56.61%, 
 пять категорий, 15- дневная история – 28.06%. 
 Была использована следующая конфигурация классификатора: количество 
рецептивных групп 32768=N , ширина накрывающего отрезка 1=ρ , параметр 
подпространств 3=η . Количество векторов обучающей выборки составляло 1263, 
тестовая выборка содержала 248 векторов. 
 Будет ли рассматриваемая система прогнозирования давать столь же высо-
кие результаты при реальном применении? Этот вопрос является типичным и важ-
ным для оценки эффективности той или иной системы прогнозирования. Большин-
ство исследователей динамики рынка используют в данном случае такой же под-
ход как и для решения других, более простых задач классификации или регрессии. 
Рассматриваются фиксированные выборки данных и ищется подход для оптимиза-
ции поведения системы индуктивного моделирования на конкретных обучающей и 
тестовой выборках. 
 Последний представленный метод прогнозирования был протестирован для 
различных временных диапазонов. Полученные зависимости представлены ниже 
на рис. 3.32-33 для случаев классификации на две и на пять категорий соответст-
венно. Обучающая выборка содержала данные за пять лет, которые предшествуют 
году тестовой выборки. Например, первая точка графика соответствует обучаю-
щим данным за период с 1980 по 1984 год, и тестовой выборке, содержащей дан-
ные за 1985 год. Очевидно, полученные результаты не являются достаточно хоро-
шими. Средняя вероятность успеха составляет всего 50.47% и 21.57%. 
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обучения (пунктирная линия, правая ось) в зависимости от года тестовой 
выборки (два класса, нормализация MA256, 13-дневная история). 
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Рис. 3.33. Вероятность успеха (сплошная линия, левая ось) и количество эпох 
обучения (пунктирная линия, правая ось) в зависимости от года тестовой 
выборки (пять классов, нормализация MA256, 15-дневная история). 
 
 Можно перечислить множество факторов, обуславливающих данную проб-
лему. Во-первых, свобода выбора количества дней в истории фактически является 
способом адаптации к конкретному множеству используемых данных. Нормализа-
ция данных и другие способы препроцессинга также могут обеспечивать лучшее 
решение для рассматриваемой пары обучающей и тестовой выборок. Нестабиль-
ность функционирования рассмотренного метода прогнозирования констатируется 
постфактум, поскольку полученные выводы возможны только после проведенных 
эмпирических исследований. Большинство исследователей в области прогнозиро-
вания рынка, как правило, не указывают на данную проблему. 
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 В то же время, необходимость достижения стабильности качества прогнози-
рования во времени подчеркивается, например, в работе [48]. Полученная ситуа-
ция аналогична определению количества нейронов скрытого слоя для многослой-
ного персептрона. Оптимальное количество скрытых элементов может являться 
только наилучшим способом адаптации к используемым выборкам данных, в то 
время, как выделение общей или закономерной регулярности в динамике рынка 
далеко от оптимального. Конфигурация нейронной сети и множество входных па-
раметров действительно должны оптимизироваться, но при этом следует соблю-
дать следующее правило, которое является существенным при прогнозировании 
финансовых рынков: необходимо протестировать эффективность функционирова-
ния рассматриваемой системы для различных временных диапазонов. Данный при-
мер также демонстрирует другой смысл статистической значимости: величина пре-
вышения вероятности успешной классификации на две категории по отношению к 
значению 50% не является столь важной, если аналогичные результаты не могут 
быть получены для других временных периодов. 
 Существует дилемма выбора подходящей нейросетевой модели для задач 
финансового прогнозирования. Если сеть обладает слабыми возможностями адап-
тации к данным, например, если количество скрытых нейронов сети является не-
значительным, то она не будет обладать способностью выделения сложных функ-
циональных зависимостей. В случае, если сеть может адаптироваться к сложным 
данным, то более вероятной становится тенденция обеспечения решения, оптими-
зированного для конкретных выборок векторов. Для получения успешных резуль-
татов прогнозирования также целесообразно выделить входные показатели, наибо-
лее релевантные к динамике требуемых выходных значений. Для описанных выше 
экспериментов наибольший вклад в нестабильность результатов прогнозирования, 
вероятно, достигается за счет использования изменчивых данных объема торгов. 
 Финансовое прогнозирование является сложной и привлекательной задачей, 
к которой обращаются исследователи из различных областей науки. Так как мно-
гие авторы часто предлагают новые методы прогнозирования, справедливо пред-
положить, что надежное решение достаточно трудно найти. Более того, выявлен-
ная регулярность в поведении рынка не должна существовать на протяжении дли-
тельного периода, так как участники рынка будут пытаться ее использовать. Для 
того, чтобы предсказывать будущее с некоторой степенью уверенности, стоит про-
верить исследуемый метод прогнозирования для различных временных периодов. 
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3.3.8. ИСПОЛЬЗОВАНИЕ ПАТТЕРНА ЯПОНСКИХ СВЕЧЕЙ И ИНДИКАТОРОВ 
ОТКЛОНЕНИЯ ОТ СКОЛЬЗЯЩИХ СРЕДНИХ 
 
 Одним из способов достижения большей стабильности результатов прогно-
зирования является поиск более адекватной модели входных данных нейронной 
сети. Предполагается, что исходными являются только данные цены и объема 
торгов за каждый день. Полезность входных параметров может быть оценена при 
помощи коэффициентов корреляции по отношению к последующему изменению 
цены. В то же время, данный метод анализирует одномерные и линейные законо-
мерности, не учитывая взаимозависимости между различными переменными. 
 Корреляционные зависимости будут рассматриваться по отношению к от-
носительному изменению цены (stock return), вычисляемому по формуле: 
 )())()1(()()1()1( iCloseiCloseiCloseiPiPiy −+=+Δ=+ . 
Некоторые коэффициенты корреляции, полученные за пятилетний период приве-
дены в прил. Г. Следует отметить, что все значения существенным образом зави-
сят от конкретного временного периода и анализируемого типа акций. В то же вре-
мя, знак коэффициентов обычно сохраняется. Все представленные ниже техничес-
кие показатели являются нормализоваными, что позволяет использоваль получен-
ные зависимости для различных временных диапазонов и различных типов акций: 
 )(1))()(()( iKWEMAiWEMAiCloseiCWEMA nn −= , 
 )(1)()( iKVEMAiVEMAiNVEMA nn = , 
 )(1))1()(()( iKWEMAiWEMAiWEMAiDNWEMA nnn −−= , 
 )())()(()( iCloseniOpeniCloseiDNOPENn −−= . 
 Сравнительно легко обнаружить регулярность, которая обеспечивается те-
кущей ценой закрытия )(iP . В частности коэффициент корреляции оценивается 
следующим образом: 0767.0))(),1(( −=+Δ iPiPr . Сама цена закрытия непосредст-
венно не предоставляет информации является ли данный тип акций технически 
пере- или недооцененным. Однако данным свойством обладает нормализованное 
отклонение цены закрытия от экспоненциального скользящего среднего, взвешен-
ного по объему: )(iCWEMAn . Данный параметр показывает относительное разли-
чие между текущей ценой закрытия и средним уровнем цены за последний период. 
Поведение этого индикатора аналогично )(iMACDn , но обеспечивает лучшие кор-
реляционные коэффициенты, например: 
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 0419.0))1(,)(1))(16)((( −=+− iyiKWEMAiWEMAiCloser , 
 0383.0))1(,)(1))(16)((( −=+− iyiKEMAiEMAiCloser , 
 0394.0))1(,)())(16)((( −=+− iyiCloseiWEMAiCloser , 
 0041.0))1(),(16)(8( −=+Δ− iPiWEMAiWEMAr , 
 0097.0))1(),(16)(8( −=+Δ− iPiEMAiEMAr . 
Фактически, правило использования значений CWEMA  достаточно прямолинейно: 
“покупай дешево, продавай дорого”. Непосредственное использование значений 
WEMA  является избыточным по отношению к CWEMA . 
 Использование нормализованного экспоненциального среднего объема тор-
гов позволяет избавиться от изменчивости ежедневных данных. Учитывая положи-
тельные коэффициенты корреляции, очевидно, что чем больше эти показатели, тем 
больше вероятность, что цена будет расти. В то же время, использование значений 
NVEMA  не обеспечивают хороших эмпирических результатов. Как альтернатива, 
данная информация может использоваться для поддержки принятия решений. 
 Следующий набор параметров, приведенных в прил. Г, представляет собой 
наклон линий WEMA . Динамика данного скользящего среднего представлена, в 
частности, в прил. Д. Отрицательные значения соответствующих коэффициентов 
корреляции означают, что тренд имеет тенденцию к замедлению и развороту. Дан-
ные временные ряды также достаточно изменчивы и несмотря на хорошие корре-
ляционные показатели использование данных параметров обеспечивает слабые ре-
зультаты прогнозирования. Даже наклон линий EMA  является изменчивым вре-
менным рядом. Одним из способов предоставления трендовой информации может 
является использование значений WEMA  или CWEMA  с запаздыванием. 
 Последняя группа параметров в прил. Г представляет собой паттерн японс-
ких свечей. В частности, корреляционные зависимости для таких показателей как 
0DNHIGH  и 0DNLOW  являются основой нескольких осцилляторов. Например, 
данную зависимость использует индикатор аккумуляции/распределения. 
 Важным аспектом исследования входных параметров является проверка, 
увеличиваются ли корреляционные коэффициенты, когда приращение цены рас-
сматривается за несколько дней. Решения, принятые с использованием таких по-
казателей будут более обоснованными. Например, максимальное абсолютное зна-
чение коэффициента корреляции между относительным приращением цены за k  
дней и параметром 256CWEMA  достигается при 35=k : 
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 4020.0))(256),35(( −=+ iCWEMAiyr . 
Задача прогнозирования приращения цены на несколько дней вперед, скорее всего, 
является более простой в терминах вероятности успеха [51]. В то же время, воз-
можность предсказания цены на один день вперед должна быть более полезной 
для принятия решений. Избыточность входных параметров может быть уменьшена 
при проверке соответствующих взаимных корреляционных коэффициентов. 
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Рис. 3.34. Вероятность успеха (сплошная линия, левая ось) и количество эпох 
обучения (пунктирная линия, правая ось) в зависимости от года тестовой выборки 
(два класса, 3-х дневный паттерн японских свечей и индикаторы отклонения). 
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Рис. 3.35. Вероятность успеха (сплошная линия, левая ось) и количество эпох 
обучения (пунктирная линия, правая ось) в зависимости от года тестовой выборки 
(пять классов, 3-х дневный паттерн японских свечей и индикаторы отклонения). 
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 В качестве входных параметров нейронной сети были использованы следу-
ющие 15 значений: 8CWEMA , 32CWEMA , 128CWEMA , 512CWEMA  и 11 парамет-
ров, которые представляют собой трехдневный паттерн японских свечей. Пример 
графика цены акций с использованием японских свечей приведен в прил. Е. Дан-
ный набор входных параметров является эмпирически оптимальным в рамках про-
веденных экспериментальных исследований. Результаты классификации на две и 
на пять категорий представлены на рис. 3.34-35. Была использована такая же кон-
фигурация классификатора. Обучающая выборка содержала данные за пять лет, 
предшествующих году тестовой выборки. Получены следующие средние вероят-
ности успеха: 51.42% – для двух классов, 23.78% – для пяти. 
 Зависимость скорости обучения и обобщающей способности сети от разме-
ра скрытого слоя показаны ниже на рис. 3.36-37 соответственно. Процесс обучения 
не сходился за умеренное количество эпох в случае 256 и 512 рецептивных групп, 
соответственно обучение останавливалось после 10000 эпох. Это является еще од-
ним подтверждением противоречивости рыночных данных. 
 Принимая во внимание количество эпох, необходимых для полного обуче-
ния сети, можно сказать, что ожидаемое поведение может быть достигнуто при ко-
личестве нейронов скрытого слоя 4096 или более. В то же время, дальнейшее уве-
личение количества рецептивных групп не увеличивает вероятность успеха, хотя и 
уменьшает внутренний шум. 
127
118
127
135
122
127
116
118
124
119
120
119117
114
125122
111110
127
142
107 100
8571
1226
614
100
110
120
130
140
150
256 512 1K 2K 4K 8K 16K 32K 64K 128K 256K
0
100
200
300
400
500
 
Рис. 3.36. Количество ошибок на тестовой выборке (сплошная линия, левая ось) и 
количество эпох обучения (пунктирная линия, правая ось) в зависимости от 
числа нейронов скрытого слоя (два класса, 3-х дневный паттерн японских 
свечей и индикаторя отклонения, год тестовой выборки 2000). 
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Рис. 3.37. Количество ошибок на тестовой выборке (сплошная линия, левая ось) и 
количество эпох обучения (пунктирная линия, правая ось) в зависимости от 
числа нейронов скрытого слоя (пять классов, 3-х дневный паттерн японских 
свечей и индикаторя отклонения, год тестовой выборки 2000). 
 
 Общий вывод состоит в том, что размер скрытого слоя должен быть значи-
тельно больше числа ограничений в пространстве признаков, что соответствует 
длине обучающей выборки. В то же время, в соответствии с принципами изложен-
ными в [59] из двух систем индуктивного моделирования, которые одинаково эф-
фективно описывают обучающую выборку, лучшей скорее всего окажется система 
с меньшей сложностью. Как подтверждают приведенные выше зависимости, при 
одинаковом количестве эпох обучения лучшую обобщающую способность обеспе-
чивают конфигурации классификатора с меньшим числом рецептивных групп. Ис-
пользуемое ранее в работе число нейронов скрытого слоя 32768 вероятно несколь-
ко избыточно, однако вполне приемлемо для проведения экспериментов. В любом 
случае, оптимальное количество нейронов скрытого слоя следует определять эмпи-
рически ввиду сложности природы входных данных нейронной сети. 
 Другим важным аспектом построения системы прогнозирования является 
оценка предсказуемости на протяжении тестовой выборки. Далее анализируется 
средняя степень соответствия в зависимости от номера бизнес дня в тестовой вы-
борке. Этот аргумент может также рассматриваться как временной промежуток 
между обучающей выборкой и днем, для которого необходимо определить прог-
нозные данные. Степень соответствия в каждом случае вычислялась по формулам: 
 M2 = 1 – |PredictedClass2 – ActualClass2|, 
 M5 = 1 – |PredictedClass5 – ActualClass5|/4. 
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Зависимости, представленные ниже на рис. 3.38-39, показывают среднее значение 
этих параметров за 20 лет (1985-2004). Полученное поведение скорее случайно, а 
пики соответствующие вероятности успеха в 70% не являются регулярными во 
времени. Приблизительными показателями успеха в случае классификации на пять 
категорий являются значения большие 0.6, так как для случайного выбора метки 
класса выполняется соотношение 6.0)4||1(
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Рис. 3.38. Средняя степень соответствия (пунктирная линия) и 10-ти дневное 
среднее (4 дня до и 5 после, сплошная линия) в зависимости от номера дня в 
тестовой выборке (два класса, 3-х дневный паттерн японских свечей и 
индикаторы отклонения от скользящих средних CWEMA ). 
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Рис. 3.39. Средняя степень соответствия (пунктирная линия) и 10-ти дневное 
среднее (4 дня до и 5 после, сплошная линия) в зависимости от номера дня в 
тестовой выборке (пять классов, 3-х дневный паттерн японских свечей и 
индикаторы отклонения от скользящих средних CWEMA ). 
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3.4. ИТОГИ ПО РАЗДЕЛУ 3 И СРАВНЕНИЕ РЕЗУЛЬТАТОВ 
С СУЩЕСТВУЮЩИМИ СИСТЕМАМИ ПРОГНОЗИРОВАНИЯ 
 
 Сравнение возможностей применения различных систем индуктивного мо-
делирования для задач финансового прогнозирования является достаточно проти-
воречивой задачей. Если изучение систем проводится на различных выборках дан-
ных, то сопоставление методов прогнозирования не является корректным, так как 
разные данные обуславливают различную сложность решаемых задач. В то же вре-
мя, если исследования проводятся на одних и тех же выборках, достаточно легко 
построить систему прогнозирования с исключительно хорошими результатами. 
Однако, это не означает, что полученные показатели качества будут экстраполиро-
ваться при реальном прогнозировании будущей динамики цены соответствующего 
финансового инструмента. 
 Наиболее корректное сравнение методов прогнозирования достигается при 
проведении соревнований в реальном времени, например, когда все участники со-
ревнования каждый день после завершения торговой сессии высылают организато-
рам прогнозные данные на следующий день для используемого типа финансового 
инструмента. В частности, приближение условий соревнования к реальной ситуа-
ции позволяет минимизировать так называемые эффекты “подсматривания дан-
ных” (data-snooping bias) [28]. 
 Приведенные в диссертационной работе результаты прогнозирования с ис-
пользованием классификатора со случайными подпространствами показывают, что 
данный метод является достаточно успешным. Одни из наилучших вероятностей 
успешного прогнозирования составляют 58.1% и 27.7% соответственно для клас-
сификации на две и на пять категорий. Как уже было отмечено, эти результаты яв-
ляются специализированными для конкретных выборок данных, причем инстру-
ментами специализации оказались подбор множества входных параметров нейрон-
ной сети, подбор длины обучающей выборки и адаптация конфигурации структу-
ры классификатора. Прибыльность алгоритма прогнозирования с такими показате-
лями эффективности соответствовала бы уровню в 90-110% годовых, что не явля-
ется реалистичным. В частности, данная оценка может быть получена с использо-
ванием среднего абсолютного изменения цены 1.63%, которое соответствует рас-
смотренному периоду биржевых данных для акций компании IBM. 
 Более реалистичные результаты прогнозирования получаются при тестиро-
вании фиксированного алгоритма на различных выборках данных. В частности, ис-
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пользование индикаторов отклонения от скользящих средних и трехдневного пат-
терна японских свечей позволяет получить средние вероятности успеха 51.42% – 
для двух классов, 23.78% – для пяти. Данные результаты подразумевают тестиро-
вание на 20-ти различных парах обучающей и тестовой выборок, что обеспечивает 
диверсификацию по различным временным периодам. Доходность такого алгорит-
ма составляет около 10-20% годовых, что представляет коммерческую ценность, 
но уступает показателям наиболее успешных финансовых институтов. Пример ал-
горитма оценки прибыльности рассматриваемого метода прогнозирования пред-
ставлен в прил. З. Очевидно, инвестиционные компании пользуются гораздо боль-
шим спектром доступной информации: фундаментальными показателями, прогно-
зами аналитиков, обычно нелегальной инсайдерской информацией и т.п. 
 При выборе конфигурации классификатора со случайными подпростран-
ствами были использованы следующие результаты теоретической части исследо-
вания. В большинстве экспериментов генерировалась чувствительная структура 
классификатора, что позволяет существенно сократить время обучения нейронной 
сети. Значение параметра полуширины рецептивного поля 1δ  всегда выбиралось 
равным 2δ . Данное решение максимизирует расстояние Хемминга между бинар-
ными образами входных векторов, причем для данной задачи улучшение обобща-
ющей способности сети при 21 δδ =  подтверждается эмпирически. Кроме того, в 
большинстве экспериментов использовалось значение 5.02 =δ . Уменьшение дан-
ного параметра приводит к уменьшению расстояния Хемминга между бинарными 
образами входных векторов, а его увеличение – к неявному уменьшению размер-
ности подпространств. Как продемонстрировано в работе ранее, в обоих случаях 
обобщающая способность сети ухудшается. Зависимости, которые приведены на 
рис. 3.27-30, также аргументируют выбор параметра подпространств 3=η . 
 Следует перечислить следующие методы, которые могут оказаться перспек-
тивными для решения задач прогнозирования динамики финансовых рынков с ис-
пользованием классификатора со случайными подпространствами: 
• поиск более адекватного набора входных параметров нейронной сети, как 
было продемонстрировано в диссертационной работе это достаточно слож-
ная задача, требующая трудоемкого эмпирического исследования; 
• понижение размерности исходного классифицируемого пространства с при-
менением, например, метода главных компонент; 
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• использование других алгоритмов обучения классификатора, например, ме-
тода локального усреднения синаптической матрицы, поиск методов луч-
шей аппроксимации гипотетического байесовского решения; 
• поиск условий для применения метода обучения с сохранением наилучшей 
синаптической матрицы, также целесообразно рассмотреть возможность 
использования обратной перекрестной проверки (anti-cross-validation) [14]; 
• поиск условий успешности применения генетического алгоритма для фор-
мирования структуры классификатора, так как стандартное использование 
генетического алгоритма характеризуется плохой сходимостью результатов 
на независимой тестовой выборке; 
• использование корреляционной селекции структуры классификатора, т.е. 
выбор тех рецептивных групп, выходной сигнал которых на протяжении 
обучающей выборки имеет максимальную корреляцию с соответствующи-
ми значениями меток классов; 
• дообучение нейронной сети с использованием последних данных, оптими-
зация длины обучающей выборки для конкретной конфигурации классифи-
катора, оптимизация временного интервала между обучающей выборкой и 
дискретным моментом времени прогнозирования; 
• построение модульных нейронных сетей, в частности, комитетных машин 
[17], которые могут состоять из модулей рассматриваемого классификатора 
в различных локально-оптимальных конфигурациях, а также из нейронных 
сетей с другой архитектурной организацией и, возможно, другим набором 
входных параметров; 
• большая адаптация базового нейросетевого решения к области приложения, 
например, использование фундаментальных характеристик, использование 
цены открытия торгов последующей торговой сессии для принятия внутри-
дневных инвестиционных решений [27], использование макроэкономичес-
ких или композитных биржевых индексов и т.п. 
 Ниже в табл. 3.11 представлены результаты прогнозирования, которые 
получены другими исследователями с использованием различных нейросетевых 
архитектур. Как уже упоминалось, достаточно трудно обеспечить корректность 
сравнения эффективности различных методов прогнозирования. Кроме того, 
результаты исследований обычно представлены в различной форме, во многих 
работах используются системы с регрессионной функциональностью и т.п. 
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Табл. 3.11. Вероятность успешного прогнозирования направления изменения цены 
финансового инструмента в различных исследованиях. 
Работа Используемый тип нейронной сети Диапазон 
результатов 
[8] Персептрон с одним скрытым слоем 50.3% – 54.0% 
[16] 
Самоорганизующаяся карта и рекуррентная нейрон-
ная сеть 
51.1% – 54.0% 
[20] 
Ядерный анализ главных компонент, регрессия на 
опорных векторах и многослойный персептрон 
н/д 
[27] 
Линейная регрессия, персептрон с одним скрытым 
слоем 
н/д 
[28] 
Анализ главных компонент, криволинейный анализ 
главных компонент 
н/д 
[29] Радиально-базисные функции н/д 
[30] 
Взвешенная квантизация векторов, радиально-базис-
ные функции 
н/д 
[31] Модель KIII (хаотическая нейронная сеть) 56.1% – 60.8% 
[32] 
Персептрон с одним скрытым слоем и адаптивная 
критика 
44.8% – 61.2% 
[41] 
Персептрон с одним скрытым слоем и с доверитель-
ными интервалами 
52.5% – 74.0% 
[60] 
Персептрон с одним скрытым слоем и с временной 
задержкой 
45.7% – 54.3% 
[62] 
Многосвязная нейронная сеть (нейро-фаззи сеть Кол-
могорова) 
48.1% – 66.0% 
[63] Персептрон с одним скрытым слоем н/д 
 
 Следует отметить, что рынок акций IBM, исследуемый в диссертационной 
работе, является достаточно эффективным и, соответственно, трудно прогнозируе-
мым. В данном случае имеется ввиду степень соответствия гипотезе эффективного 
рынка. Рационально предположить, что при прогнозировании динамики других 
финансовых инструментов можно получить лучшие результаты. Кроме того, по-
лезность некоторого метода прогнозирования определяется прибылью, полученной 
на определенном интервале времени. Соответственно, одной из дальнейших задач 
является формулирование той или иной торговой стратегии. 
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 Ниже приведены наиболее известные программные продукты использую-
щие нейросетевые технологии для прогнозирования динамики финансовых рын-
ков. Интересно то, что большинство из них реализовано как классификаторы либо 
как системы, выдающие сигналы покупки или продажи. В частности, разработчики 
продукта TradingSolutions утверждают, что построение комитетной машины [17] 
из классификаторов обеспечивает большую прибыльность и лучшие результаты в 
определении направления изменения цены, чем усреднение результатов несколь-
ких регрессионных моделей. 
• BrainMaker, California Scientific, http://www.calsci.com/ 
• DeepInsight, Landing Electronic Corp., http://www.deepinsight.com/ 
• e-MasterTrade, Finflow Holdings Limited, http://www.e-mastertrade.com/ 
• NeuroShell Trader, Ward Systems Group Inc., http://www.neuroshell.com/ 
• Stock NeuroMaster, StockNeuroMaster, http://www.stockneuromaster.com/ 
• ThinksPro, Sigma Research Associates, http://www.sigma-research.com/ 
• Tradecision, Alyuda Research Inc., http://www.tradecision.com/ 
• TraderXL Pro, AnalyzerXL LLC., http://www.analyzerxl.com/ 
• TradingSolutions, NeuroDimension Inc., http://www.nd.com/ 
• TradingPro, Trading Pro, http://tradingpro.com/ 
• VantagePoint, Market Technologies LLC., http://www.tradertech.com/ 
 К сожалению, объективные критерии качества систем обычно не демонст-
рируются, так как ожидания потенциальных клиентов обычно гораздо выше, чем 
реальные возможности используемой торговой стратегии. Как правило, приводят-
ся выборочные, либо очевидно завышенные показатели. 
 В то же время, объективным является тот результат, что нейронные сети 
обеспечивают лучшие результаты прогнозирования, чем линейные авторегресси-
онные модели [56]. Кроме того, нейросетевые архитектуры допускают достаточно 
эффективное распараллеливание, что позволяет существенно повысить производи-
тельнось и удобство использования таких систем поддержки принятия решений. 
 Как уже упоминалось, массовое использование систем финансового прогно-
зирования существенно влияет на динамику самого рынка – улучшает его эффек-
тивность и уменьшает изменчивость (volatility). Таким образом, обеспечивается 
более эффективное управление экономикой. С другой стороны, существует необ-
ходимость постоянного поиска новых регулярностей в динамике цен. Следователь-
но, вопрос предсказуемости рынка в будущем всегда остается открытым. 
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4. ПЕРСПЕКТИВЫ И ПРИМЕНЕНИЕ СИСТЕМ 
ПРОГНОЗИРОВАНИЯ 
_____________________________________________________________ 
 
4.1. РАСПАРАЛЛЕЛИВАНИЕ БАЗОВЫХ АЛГОРИТМОВ КЛАССИФИКАТОРА 
СО СЛУЧАЙНЫМИ ПОДПРОСТРАНСТВАМИ 
 
 Большинство современных компьютерных систем используют принципы 
последовательной обработки информации и имплементируют парадигму машины 
Тьюринга, которая была разработана в начале 20-го века. Данная парадигма допус-
кает наличие только одного процессора, таким образом, обработка большого коли-
чества информации осуществляется последовательно такт за тактом. Распределе-
ние вычислительной нагрузки во времени приводит к тому, что даже на современ-
ных быстродействующих вычислительных устройствах решения серьезных задач 
требует существенных временных ресурсов. 
 Значительная часть усилий специалистов в области информационных тех-
нологий сейчас сосредоточена на распределении вычислительной нагрузки между 
несколькими вычислительными устройствами. Самый высокий уровень распарал-
леливания алгоритмов обработки информации предполагает разделение исходной 
вычислительной задачи на подзадачи и распределение полученных подзадач меж-
ду различными компьютерами (узлами), объединенными между собой в вычисли-
тельную сеть. Преимущество данного подхода заключается в использовании вы-
числительных ресурсов компьютеров, которые в обычной ситуации простаивают. 
Основным недостатком является отсутствие общей физической памяти и необхо-
димость синхронизации большинства процессов распределенной программы. 
 Промежуточный вариант использования принципа распараллеливания вы-
числений заключается в создании многопроцессорных компьютерных систем. К 
преимуществам данного подхода следует отнести возможность использования 
всего набора операций, которые предусмотрены архитектурой современных про-
цессорных устройств, возможность использования общей памяти и упрощение 
коммуникаций между процессами. Одним из недостатков данной архитектуры 
является необходимость корректной синхронизации действий разных процессов и 
потоков вычислений. Как уже упоминалось, данный недостаток присущ и распре-
деленным системам. Для решения вопросов синхронизации современная теория 
предлагает следующие механизмы: использование координационных моделей и 
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языков, разделение исходной задачи на непересекающиеся подзадачи, применение 
различных инструментов синхронизации, таких как очереди, стеки, события, кри-
тические сессии, мьютексы, семафоры и т.д. 
 Нижний уровень распараллеливания вычислительных систем представлен 
архитектурными решениями, где разделение операций производится на уровне 
элементарных логических и математических операций. Обычно такие системы 
имеют исключительно параллельную организацию, причем параллельность архи-
тектуры постулируется априори. Полный цикл функционирования системы, или 
решение некоторой прикладной задачи обычно проводится всего за несколько так-
тов. Одним из классов таких систем являются нейронные сети. 
 В 80-х годах прошлого века достаточно популярной была аппаратная реали-
зация нейросетевых архитектур. В то же время, развитие полупроводниковых тех-
нологий было столь стремительным, что со временем, даже сторонники данного 
подхода стремились использовать программные реализации для исследователь-
ских целей и большинства прикладных задач. В современной ситуации экономи-
чески гораздо более целесообразно использовать параллельную программную реа-
лизацию для многопроцессорной компьютерной системы, так как некоторая фик-
сированная аппаратная реализация требует специальной разработки и быстро мо-
рально устаревает. В частности, высокое быстродействие может понадобиться для 
следующих задач: краткосрочное внутридневное прогнозирование финансовых 
рынков, распознавание образов в реальном времени. 
 По аналогии с биологическими системами нейросетевые архитектуры име-
ют, как правило, параллельную организацию. Этот факт существенно упрощает 
создание параллельных алгоритмов функционирования нейронных сетей для ис-
пользования на многопроцессорных компьютерах. Ниже на рис. 4.1 приведены 
наиболее популярные и используемые архитектурные решения. Условно, данные 
схемы соединения нейронов можно разделить на легко- и трудно-параллелизиру-
емые. Соответственно первые два типа сетей относятся к первой категории, а пос-
ледние два – ко второй. В частности, классификатор со случайными подпростран-
ствами можно отнести к многослойным сетям прямого распространения. Большин-
ство нейросетевых архитектур использует схемы соединения “каждый с каждым”, 
таким образом, возможность использования общей памяти является существенной 
для обеспечения оперативного доступа к требуемой информации. Данному усло-
вию вполне удовлетворяют многопроцессорные компьютерные системы. Для клас-
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сификатора со случайными подпространствами существенный объем памяти зани-
мает следующая информация: пороговые значения, индексы подпространств и си-
наптическая матрица. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 4.1. Наиболее используемые нейросетевые архитектуры, 
стрелками показаны входные и выходные сигналы сети. 
 
 Для классификатора со случайными подпространствами следующие “мак-
ро”-операции являются основными: генерация структуры классификатора, обуче-
ние сети, распознавание или использование сети в режиме экзамена. Следует выде-
лить следующие базовые операции классификатора, имплементация которых обес-
печит вычислительно сложную работу сети: генерация структуры классификато-
ра, вычисление выходных сигналов рецептивных групп, вычисление постсинапти-
ческих потенциалов нейронов последнего слоя, модификация синаптической мат-
рицы. Именно для этих задач целесообразно построить методы распараллеливания. 
 При последовательной обработке информации основная вычислительная 
сложность состоит в необходимости пересчета выходных сигналов для достаточно 
большого количества нейронов. Как уже упоминалось, для многих практических 
приложений количество рецептивных групп классификатора N  составляет десят-
ки тысяч. С другой стороны, при малом значении параметра N  распараллеливание 
многослойные сети прямого 
распространения 
автоассоциативные 
полносвязные сети 
каскадно-корреляционные
полносвязные сети 
многослойные 
реккурентные сети 
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может не являться целесообразным, так как вычислительная сложность обработки 
малого подмножества рецептивных групп будет сравнима с затратами, необходи-
мыми для создания нового рабочего потока. Пусть используемая многопроцессор-
ная вычислительная система содержит P  процессоров. Основная идея распаралле-
ливания базовых алгоритмов последовательной программной реализации класси-
фикатора со случайными подпространствами состоит в разделении множества всех 
рецептивных групп jG  на P  непересекающихся подмножеств или блоков. Для 
удобства будем считать, что N  кратно P . В частности, последнее предположение 
выполняется, если PN ≥  и оба параметра являются степенью числа 2. 
 Программирование параллельного алгоритма достаточно описать, напри-
мер, в терминах многопоточной программы, так как задача распределения вычис-
лительных потоков по процессорам выполняется операционной системой. Необ-
ходимость непосредственного доступа к общим массивам памяти обуславливает, 
что параллельная программа должна быть реализована как один многопоточный 
процесс. В прил. Ж приведены шаблоны кода на языке C++ для распараллеливания 
следующих базовых операций классификатора: генерация структуры классифика-
тора, вычисление постсинаптических потенциалов нейронов последнего слоя. Дан-
ный пример использует инструменты среды программирования Visual C++ 6.0. Из-
ложение основных принципов разработки многопоточных приложений и исполь-
зование функций Win32 API приведено, например, в работе [23]. Наиболее автори-
тетным описанием языка программирования C++ является книга [54]. 
 Использование нескольких процессов не является эффективным, в частнос-
ти, по следующим причинам: в современных процессорах компании Intel в защи-
щенном режиме аппаратно запрещен доступ одного процесса в область памяти 
другого, средства коммуникации между процессами сложны в использовании и 
ресурсоемки для больших массивов памяти. В терминах операционной системы, 
например, Windows 2000, адресное пространство процесса вообще является вирту-
альным и может быть представлено несколькими фрагментами физического адрес-
ного пространства с нарушением принципа линейной адресации. Аналогично, ма-
ло целесообразным является использование распределенных систем вычислений, 
таких как MPI, PVM или GRID-платформ. Необходимость передачи значительного 
объема данных между узлами кластера обуславливает временные задержки и зна-
чительно усложняет исходный алгоритм функционирования нейронной сети. В то 
же время, возможно успешное применение кластеров для моделирования, напри-
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мер, модульных нейронных сетей [96], либо для задач, которые допускают разде-
ление на подзадачи на более высоком концептуальном уровне. 
 Сравнительная простота распараллеливания алгоритма генерации структу-
ры классификатора достигается благодаря полной независимости вычислений, 
производимых для каждой j -й рецептивной группы нейронов. Пусть P,1=α  – 
индекс блока структуры сети, PNNP =  – количество групп внутри одного блока. 
Для каждого блока, который соответствует индексам групп j , изменяющимся от 
1)1( +⋅− PNα  до PN⋅α , запускается отдельный рабочий поток. Функция создания 
потока CreateThread принимает в том числе следующие аргументы: указатель на 
функцию, с которой должно начинаться исполнение потока, указатель на структу-
ру данных, которая содержит информацию для конкретного экземпляра рабочего 
потока. В частности, данная структура содержит начальный и конечный индексы 
рецептивных групп соответствующего блока структуры классификатора. После 
того, как все требуемые потоки запущены, для продолжения дальнейших вычисле-
ний вызывающий поток исходной программы обязан ждать завершения каждого из 
них. Это достигается с использованием функции WaitForMultipleObjects, кото-
рая ожидает пока все синхронизационные объекты полученного массива не ока-
жутся в сигнальном состоянии. В частности, рабочий поток переходит в сигналь-
ное состояние после его завершения. 
 Следует отметить, что в приведенном примере отсутствует использование 
инструментов синхронизации доступа к объектам данных. Это достигается благо-
даря логической организации алгоритма. В частности, каждый рабочий поток опе-
рирует с непересекающимися подмножествами массивов памяти. 
 Полностью аналогично производится распараллеливание следующих ба-
зовых операций классификатора: вычисление выходных сигналов рецептивных 
групп, модификация синаптической матрицы. В самом деле, данные операции вы-
полняются независимо для каждого значения индекса рецептивной группы j . 
 Несколько более сложным является алгоритм распараллеливания вычисле-
ний постсинаптических потенциалов для нейронов последнего слоя C . Поскольку 
два последних слоя классификатора соединены друг с другом по принципу “каж-
дый с каждым”, критерием распараллеливания может является как множество ней-
ронов слоя B , так и множество нейронов слоя C . С другой стороны, для большин-
ства задач классификации количество используемых классов m  будет сравнимо с 
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количеством процессоров P . Таким образом, если Pm ≠  и критерием распаралле-
ливания является множество нейронов слоя C , то распределение вычислительной 
нагрузки по процессорам будет неравномерным. Более целесообразно, как и ранее, 
распараллеливать алгоритм по отношению к множеству значений индекса j . В 
этом случае, следует вычислять постсинаптический потенциал нейронов слоя C , 
создаваемый соответствующим подмножеством нейронов слоя B , т.е. блоком ре-
цептивных групп. Данный подход аналогичен модифицированной каскадной схеме 
для вычисления частных сумм некоторого массива числовых данных [67,69]. 
 Все операции расчета классификатора со случайными подпространствами 
являются либо бинарными, либо дискретными. Таким образом, алгоритм прямого 
распространения информации в сети является достаточно вычислительно эффек-
тивным. Следует также отметить, что по сравнению с другими моделями нейрон-
ных сетей, в данном случае отсутствует необходимость расчета различных вещест-
веннозначных функций, градиентов функции ошибок и т.д. 
 Существует немного работ, где анализируются экспериментальные резуль-
таты распараллеливания нейронных сетей. В частности, в [58] на двухъядерном 
процессоре достигается повышение производительности до 60%. В [50] проводит-
ся сравнение скорости вычислений для многопроцессорного компьютера, гомоген-
ного кластера Beowulf и гетерогенного кластера. Наибольшее ускорение в данном 
случае получается для многопроцессорной вычислительной системы, причем для 
каждого подхода существует оптимальное количество процессоров или узлов клас-
тера, между которыми распределяется вычислительная нагрузка. 
 В современном мире требования по быстродействию вычислительных сис-
тем постоянно растут. С другой стороны, многие ведущие разработчики аппарат-
ных средств сталкиваются с проблемой дальнейшего повышения тактовой частоты 
процессорных устройств. Например, процессоры компании Intel с частотой в 3 ги-
гагерца были разработаны еще в 2001 году. Промышленный выпуск таких процес-
соров был освоен только в 2005 году, а ресурсы архитектурного совершенствова-
ния отдельно взятого процессора оказались в основном исчерпанными. Также в 
2005 году компании Intel и AMD одновременно приступили к продаже двухъядер-
ных процессоров для персональных компьютеров. Фактически это означает, что 
дальнейшее повышение быстродействия приложений становится возможным 
только благодаря разработке эффективных параллельных алгоритмов для много-
процессорных компьютерных систем [80]. 
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4.2. ПРИНЦИПЫ ПОСТРОЕНИЯ ПРОГРАММНОГО АГЕНТА 
ПО ТОРГОВЛЕ ЦЕННЫМИ БУМАГАМИ 
 
 Возможность успешной торговли на фондовом рынке предполагает некото-
рую информацию о будущей динамике рынка, так как только в этом случае возмо-
жно построение прибыльной стратегии. Таким образом, неотъемлемой компонен-
той программного агента по торговле ценными бумагами должен быть модуль про-
гнозирования. Внутренняя структура такого модуля может быть достаточно произ-
вольной, единственным предъявляемым требованием является выдача прогнозиру-
емых ценовых данных на некоторый будущий промежуток времени. Особо следует 
выделить такие инструменты, как нейронная сеть на основе радиально-базисных 
функций, многослойная нейронная сеть типа персептрон с одной из модификаций 
алгоритма обучения Back Propagation, метод группового учета аргументов. 
 На самом деле, в отношении конкретного типа акций в данный момент вре-
мени можно принять только три решения: купить, продать либо оставить данную 
позицию неизменной. В краткосрочной перспективе сентименты на покупку акций 
приблизительно такие же, как и предрасположенность к продаже акций. Если гово-
рить о прибыльности длинной либо короткой позиции в конкретный момент вре-
мени, то следует также оценить конъюнктуру рынка в целом, то есть определить 
тренд в изменении рыночных индексов, например таких, как Nasdaq Composite или 
Dow Jones Industrial Average. В долгосрочной перспективе длинные позиции более 
предпочтительны, так как рынок в номинальных денежных единицах растет благо-
даря инфляции. Инфляция является неотъемлемой частью современной экономи-
ки, обусловленной механизмами кредитования и вмешательством государства. В 
частности, график индекса DJIA за 100 лет представляет собой зависимость, очень 
близкую к экспоненциальной. 
 В качестве одного такта функционирования программного агента целесооб-
разно выбрать один день. В частности ежедневные данные являются легко доступ-
ными в сети интернет, например на сайте http://finance.yahoo.com/q/hp?s=ibm. При 
необходимости период итерации алгоритма легко изменить. Если задача прогнози-
рования на один день вперед решена для одного показателя, то все остальные не-
обходимые данные могут быть получены аналогичным образом. Кроме того, если 
набор выходных показателей совпадает с набором входных параметров модуля 
прогнозирования, то задача прогнозирования на несколько дней вперед сводится к 
повторению нескольких операций прогнозирования на один день. Для описанного 
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ниже алгоритма достаточно получения ценовых показателей High, Low и Close на 
один день вперед, так как только эти значения влияют на функционирование алго-
ритма, который рассматривается ниже. 
 Существует несколько типов ордеров, при помощи которых могут осущест-
вляться операции покупки или продажи акций: Market Order, Limit Order, Stop 
Market Order, Stop Limit Order, Trailing Stop Order. Market Order на покупку пред-
полагает, что определенное количество акций будет куплено по цене спроса (Ask), 
в случае продажи акции будут проданы по цене предложения (Bid), цена Bid всегда 
меньше, чем Ask. Limit Order предполагает, что сделка производится по определен-
ной цене. Во время торгов Market Order выполняется мгновенно, Limit Order будет 
открыт, пока динамика цены акций не достигнет требуемого уровня, то есть веро-
ятность исполнения Limit Order зависит от введенной цены. Большинство профес-
сиональных инвесторов используют Limit Orders для уменьшения финансовых по-
терь при открытии либо закрытии позиции. Кроме того, за проведение каждой 
транзакции (покупки или продажи) брокер взимает некоторую плату. Цены спроса 
и предложения определяются активными Limit Orders. 
 Для автоматического управления инвестиционным портфелем представля-
ется целесообразным использование Limit Orders. Все операции управления следу-
ет проводить между торговыми сессиями, например ночью, так как внутридневные 
(intraday) данные не принимаются к рассмотрению. Будем считать, что цена акций 
некоторого типа имеет тенденцию к повышению, если прогнозируемая цена Close 
больше, чем цена Close торговой сессии за сегодня. Кроме того, чем больше прог-
нозируемое увеличение этого параметра, тем более привлекательным является от-
крытие длинной позиции по данному типу акций. Приобрести требуемые акции 
можно путем введения Limit Order по прогнозируемой цене Low на завтра. Это вы-
годнее, например, чем приобретение по рыночной цене на момент открытия тор-
гов. Как правило, системы прогнозирования усредняют случайные флуктуации, 
причем это является достоверным для нейросетевых систем, следовательно, веро-
ятность того, что реальная цена Low окажется больше прогнозируемой, равна веро-
ятности того, что она окажется меньше прогнозируемой. Значит, вероятность вы-
полнения такого ордера на покупку равна 21 , что вполне приемлемо. Открытие 
короткой позиции полностью аналогично, следует продавать по прогнозируемой 
цене High, если предполагается, что цена акций данного типа понизится. Закрытие 
позиций также следует производить при помощи Limit Orders. 
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 Следует отметить, что Limit Order может выполниться частично, если по 
требуемой цене было предложено только ограниченное количество акций. 
 Распределение рисков, связанное с инвестициями в некоторое множество 
финансовых позиций, называется диверсификацией. Так как конкретные позиции, 
которые должны выбираться автоматически, априори неизвестны, то для проекти-
руемой системы следует принять решение о распределении рисков, к тому же зада-
ча оценки рисков является достаточно сложной. Чем больше количество позиций, 
на которые распределяется покупательная способность, тем лучше диверсифика-
ция. В то же время существует ограничение на полезность увеличения количества 
позиций, обусловленное выплатой комиссионных, так как в случае малого объема 
позиции прибыль капитала (Capital Gain) может быть меньше, чем сумма комисси-
онных на открытие и закрытие позиции. Можно привести следующую рекоменда-
цию, основанную на принципе равенства взимаемых комиссионных и средней при-
были капитала по одной позиции, обусловленной дневным разбросом цен между 
High и Low. Средний денежный объем одной позиции должен быть равен выраже-
нию )/(2 LowHighClosesCommission −⋅⋅ , где Commissions представляет собой пла-
ту за одну транзакцию. Если алгоритм прогнозирования является достаточно ус-
пешным, то приведенное значение среднего денежного объема может быть умень-
шено. Другим ориентиром может являться средний объем сделок, используемый 
профессиональными инвесторами. 
 Для обеспечения автономности функционирования система должна автома-
тически выбирать акции того или иного типа для формирования инвестиционного 
портфеля (множества открытых позиций). Анализ свойств и динамики изменения 
курса того или иного типа акций, оценку перспективности использования данного 
типа акций в качестве финансового инструмента вполне можно отнести к задачам 
искусственного интеллекта. Кроме того, используемые для анализа данные долж-
ны автоматически извлекаться из сети. Например, к нежелательным аспектам ди-
намики курса акций следует отнести большую разницу между значениями Bid и 
Ask (spread), которая наблюдается в среднем за период торговой сессии. К другим 
существенным факторам можно отнести предоставление различного кредитного 
плеча (leverage) для акций малой и большей стоимости. Например, в США для ак-
ций стоимостью более $5 предоставляется кредитное плечо равное двум, для более 
дешевых акций кредитное плечо равно единице. Кроме того, акции той или иной 
компании подвержены множеству рисков: курс акций может резко упасть при пуб-
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ликации плохого квартального отчета, компания может обанкротиться, компания 
может быть куплена или участвовать в слиянии, торговля данным типом акций мо-
жет быть приостановлена в связи с нарушениями законодательства и т.д. 
 Таким образом, компромиссным решением является предварительное сос-
тавление списка типов акций, которые должны использоваться программным аген-
том. Список, содержащий несколько сотен позиций, будет вполне достаточным. 
Выбор компаний из различных индустрий и секторов экономики улучшит дивер-
сификацию и возможность выгодно играть при различной конъюнктуре рынка. 
Предлагается использовать только те акции, для которых предоставляется кредит-
ное плечо равное двум. Данный список также следует соотносить с уровнем риска, 
на который согласен инвестор. 
 Важным параметром при формировании инвестиционного портфеля являет-
ся покупательная способность (Buying Power). Изначально покупательная способ-
ность счета равна удвоенному значению суммы предоставленных средств. При от-
крытии позиции покупательная способность уменьшается на денежный объем дан-
ной позиции, а при закрытии, соответственно, увеличивается. Текущее значение 
покупательной способности всегда предоставляется торговой системой. Кроме то-
го, торговая система предоставляет информацию по инвестиционному портфелю, 
активным ордерам и т.д. 
 Для реальной имплементации автоматической системы по торговле ценны-
ми бумагами необходимо обеспечить выполнение двух существенных задач. Пер-
вой является импортирование фундаментальных и технических данных в систему, 
вторая задача предусматривает реальное проведение торговых операций. Решение 
этих технических вопросов является непростой бизнес задачей и выходит за рамки 
данной работы. 
 Очевидно, что для оперативного доступа к требуемой информации система 
должна иметь базу данных для хранения фундаментальных и технических показа-
телей. Реляционная структура базы данных будет вполне достаточной. Все техни-
ческие показатели, включая данные по ценам и объему торгов, должны храниться 
для каждого дня в истории, фундаментальные показатели могут храниться поквар-
тально. Как правило, крупные финансовые институты уже имеют подобную базу 
данных, и будет достаточно сформировать таблицы в соответствии с набором па-
раметров, представленных ранее. Если данная задача стоит перед небольшой ком-
панией, то доступ к необходимым данным возможен через интернет. Одним из пу-
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тей решения данной проблемы является создание программного агента, который 
будет извлекать требуемые показатели из сети и структурировать извлеченную ин-
формацию в базе данных. 
 Пусть в качестве системы прогнозирования выбрана нейронная сеть, и при-
нято решение использовать историю технических показателей за n  дней. Тогда, 
если используется набор 24 фундаментальных и 8 технических показателей, кото-
рые описаны ранее, нейронная сеть должна иметь n⋅+ 824  входов, причем фунда-
ментальные показатели должны изменяться в момент анонсирования квартального 
балансового отчета 10Q. 
 Для проведения торговых операций необходим доступ к реальной торговой 
системе. Для этого необходимо иметь договоренность c компанией, предоставляю-
щей брокерские услуги. С конца девяностых годов наиболее популярным спосо-
бом доступа к рынкам стал Web интерфейс. Компания, предоставляющая такой ин-
терфейс, называется Online Broker. В случае автоматического управления инвести-
ционным портфелем необходимо построение специального программного реше-
ния как на стороне клиента, так и на стороне сервера. Это решение должно удов-
летворять основным требованиям информационной безопасности. В то же время 
функциональность такого решения будет очень близка к обычному решению на ос-
нове Web интерфейса. 
 Ниже приведен концептуальный алгоритм управления инвестиционным 
портфелем, который не специфицирует используемый метод прогнозирования. 
Предварительные оценки средней эффективности алгоритма для одного типа ак-
ций составляют около 20–40% прибыли за год, что не должно уступать стратегии 
Buy and Hold. Эффективность может быть увеличена за счет предлагаемой дивер-
сификации позиций, при использовании комбинированных правил для открытия и 
закрытия позиций с учетом различных технических индикаторов, при имплемен-
тации принятия внутридневных инвестиционных решений и т.п. 
1. Провести полное обучение модуля прогнозирования на всех доступных 
данных, вплоть до последнего дня. 
2. Извлечь технические и фундаментальные характеристики за последний тор-
говый день для каждого типа акций. Дообучить модуль прогнозирования. 
3. Отменить все активные Limit Orders, которые не сработали ранее. 
4. Провести вычисление прогнозных данных на следующий день, в которые 
должны включаться в том числе цены High, Low и Close. 
 161
5. Отсортировать все типы акций по степени изменения цены Close. 
6. Определить те длинные позиции, цена Close по которым должна понизить-
ся, по каждой такой позиции ввести Limit Order на продажу для закрытия 
текущей позиции по прогнозируемой цене High. Определить те короткие 
позиции, цена Close по которым должна повыситься. По каждой такой пози-
ции ввести Limit Order на покупку для закрытия позиции по прогнозируе-
мой цене Low. 
7. Оценить текущую покупательную способность счета (Buying Power). 
8. Разделить покупательную способность счета на средний денежный объем 
одной позиции, и определить количество позиций, которое следует открыть 
в течение следующей торговой сессии. 
9. Выбрать требуемое количество типов акций по максимуму абсолютного 
значения изменения цены Close. Определить количество акций каждого ти-
па отношением среднего денежного объема позиции к текущей цене акций. 
Для удобства количество акций каждой позиции можно округлить, при этом 
необходимо обеспечить, чтобы суммарный денежный объем открываемых 
позиций не превышал покупательную способность. 
10. Для выбранных типов акций ввести Limit Orders для открытия соответству-
ющих позиций. Если цена Close повышается, то ордер должен быть на по-
купку по прогнозируемой цене Low (открытие длинной позиции), если цена 
Close понижается, то ордер должен быть на продажу по прогнозируемой це-
не High (открытие короткой позиции). 
11. Для продолжения работы агента вернуться к пункту 2 по окончании пред-
стоящей торговой сессии. 
 Таким образом, приведенный алгоритм обеспечивает принятие решений по 
открытию и закрытию позиций. В качестве дополнения, ниже на рис. 4.2 представ-
лена архитектура и схема информационных потоков программного агента. Упро-
щенная процедура оценки эффективности данного алгоритма приведена в прил. З. 
 Все представленные на схеме модули обеспечивают логические выводы и 
решения, специфичные данной проблемной области. Подобная специализация яв-
ляется типичной для программных агентов. Кроме того, описанная схема обеспе-
чивает абстрагирование от деталей области приложения для пользователя агента 
или другого программного агента, являющегося клиентом данного. В частности, 
конечного пользователя могут интересовать только аспекты прибыли капитала. 
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Рис. 4.2. Схема информационных потоков программного 
агента по управлению инвестиционным портфелем. 
 
 Основными характеристиками программных агентов, которые выделяют их 
среди другого программного обеспечения, являются автономность и наличие ин-
теллектуальной подсистемы. Если данный алгоритм имплементирован персистен-
тно, то функционирование системы не предполагает участия человека или какого-
либо управления, то есть является автономным. В частности, резидентными прило-
жениями являются сервисы в операционных системах семейства Windows или де-
моны в системах Linux и Unix. К интеллектуальной подсистеме в первую очередь 
следует отнести модуль прогнозирования. Часто программный агент рассматрива-
ется как система, помещенная в некоторую среду. На приведенной схеме объекты 
внешней среды представлены овальными элементами. 
 Представим классификационные свойства данного программного агента: 
• реактивность – возможность оперативной реакции на изменение окружаю-
щей среды, как в аспектах восприятия, так и воздействия; 
• автономность – осуществление контроля над своими действиями; 
• целенаправленность (активность) – реакция на изменения среды только в 
интересах поставленной цели; 
• коммуникативность (способность общения) – возможность взаимодействия 
с другими агентами или людьми; 
• адаптивность – изменение поведения на основе прошлого опыта; 
• гибкость – свойство поведения, когда действия агента не являются предо-
пределенными заранее. 
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 В рамках текущего описания данный программный агент не обладает свойс-
твом мобильности, то есть способностью передавать свой код с одного компьюте-
ра на другой. Если предположить, что такая возможность может оказаться полез-
ной, то она может быть имплементирована. 
 Для дальнейшей детализации алгоритма управления инвестиционным порт-
фелем, а также для уточнения аспектов поведения программного агента необходи-
мо специфицировать платформу, среду разработки, язык программирования и т.п. 
 Одной из наиболее существенных характеристик предложенного решения 
является абстрагирование от конкретной системы прогнозирования. В частности, 
может быть использована наилучшая на текущий момент система с интерполяци-
онной функциональностью. В то же время полезность использования данного ал-
горитма всецело зависит от качества используемого модуля прогнозирования. Су-
ществует достаточно много работ, посвященных оценкам эффективности той или 
иной системы прогнозирования, тем не менее, оценки эффективности функциони-
рования торговых агентов достаточно редки. 
 Тематика разработки программного агента для торговли ценными бумагами 
является достаточно интересным и перспективным направлением. В то же время 
количество работ в данной области незначительно. Одна из причин заключается в 
том, что возможность имплементации того или иного алгоритма появилась относи-
тельно недавно. Другим фактором является необходимость освещения материала 
по различным научным направлениям (в частности, по агентно-ориентированному 
программированию [19,53,70,98], нейронным сетям или какой-либо иной парадиг-
ме искусственного интеллекта, современной организации фондового рынка и ис-
пользуемым телекоммуникационным технологиям). Многие работы представляют 
собой эмпирические разработки, так как вариативность имплементации и подходов 
достаточно велика, а мотивированное принятие того или иного архитектурного 
решения требует отдельного исследования. Большинство алгоритмов используют 
различные правила технического анализа и имитируют поведение человека, как 
участника рыночной игры. В некоторых работах приводятся результаты соревно-
ваний программных агентов, представленных различными командами разработчи-
ков. Если алгоритм агента может быть закодирован в некоторую структуру памяти, 
то представляется возможным построение генетического алгоритма по селекции 
наиболее успешных агентов, тестирование которых может проводиться в том чис-
ле и на реальных биржевых данных [44]. 
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 В [38] рассматривается архитектура мультиагентной финансовой торговой 
системы, где в качестве платформы взаимодействия агентов выбрана CORBA. Вы-
делены следующие компоненты системы: агент для извлечения финансовых дан-
ных; агент, осуществляющий анализ рынка; агент для выдачи финансовых реко-
мендаций и агент-брокер. В [61] рассматривается реверсивная стратегия торгового 
агента, которая заключается в покупке акций, когда их цена понижается, и прода-
же, если цена повышается. Приведены результаты виртуальных внутридневных 
торгов по одному типу акций (MSFT) на реальных биржевых данных, извлекаемых 
на сайте http://www.island.com/. Альтернативным провайдером данных (Electronic 
Communication Network, ECN) может быть http://www.tradearca.com/. Оба провай-
дера представляют книгу ордеров как в формате HTML, так и в виде Java-апплета. 
Использование апплета, в отличие от страницы HTML, позволяет автоматически 
получать данные с течением времени. Книга ордеров разделена на две колонки: 
слева представлены ордера на покупку, справа − на продажу. Ордера на покупку 
отсортированы в порядке убывания цены спроса, а ордера на продажу в порядке 
возрастания цены предложения. Ордера добавляются и удаляются в соответствии 
с биржевой активностью участников торгов. В работе [49] рассматривается такой 
широкий спектр инструментов прогнозирования, как нейронные сети, нечеткая 
логика, генетические алгоритмы, теория хаоса и индуктивное моделирование. 
 Существуют разработки, рассматривающие искусственный рынок агентов, 
т.e. когда участниками виртуального рынка являются только программные агенты. 
Кроме того, предполагается, что поведение агентов является адаптивным. Рассмат-
риваются аспекты равновесия по Нешу, различные режимы в ценовой динамике, 
такие, как изменчивый режим (когда поведение агентов только формируется), и ре-
жим рационального ожидания (когда стратегия агентов полностью сформирована, 
а активность проявляется только при появлении новой информации). 
 Перечисленные выше методы искусственного интеллекта относятся к кате-
гории мягкой обработки данных или “soft computing”. Некоторые из них являются 
интерпретациями некоторого обобщенного подхода. Например, нейронные сети 
традиционно используют в качестве базиса сигмоидные или радиальные функции; 
нечеткая логика, как правило, использует кусочно-линейные функции принадлеж-
ности к множеству; индуктивное моделирование использует базис, состоящий из 
многочленов либо из тригонометрических функций. Современные работы часто 
комбинируют эти парадигмы в одной и той же программной системе. 
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ВЫВОДЫ 
 
 Основным содержанием диссертационного исследования является матема-
тический анализ функционирования нейросетевого классификатора со случайными 
подпространствами, усовершенствование алгоритмов обучения и генерации струк-
туры классификатора. Исследования показали, что рассматриваемая модель ней-
ронной сети является достаточно конкурентоспособной по сравнению с другими 
классификационными алгоритмами. В частности, возможности классификатора 
позволяют его успешное использование для решения задач финансового прогнози-
рования. В работе получены следующие основные результаты. 
1. Проведен вероятностный анализ преобразования вещественного входного 
вектора в бинарный вектор большой размерности, который представлен 
предпоследним скрытым слоем нейронной сети. Получена вероятность 
одновременной активации нейронов скрытого слоя для двух произвольных 
входных вещественнозначных векторов. Аналитически получена плотность 
активных пороговых гиперплоскостей, пересечение которых во входном 
пространстве приводит к изменению соответствующего бинарного пред-
ставления. Оценена вероятность генерации такой структуры классификато-
ра, когда два близких, но различных входных вектора будут иметь различ-
ные бинарные образы. Благодаря использованию вероятностных зависи-
мостей оценено минимальное различимое расстояние, проанализированы 
параметры, которые влияют на его уменьшение. Получены условия опти-
мальности выбора параметров структуры классификатора для максимиза-
ции расстояния Хемминга между бинарными образами двух произвольных 
входных векторов. Приведенные в работе теоретические результаты позво-
ляют адаптировать конфигурацию классификатора для решения приклад-
ных задач без проведения трудоемкого эмпирического исследования. 
2. Предложен алгоритм генерации чувствительной структуры классификато-
ра, который обеспечивает плотность пороговых значений по конкретному 
измерению пропорциональной плотности распределения соответствующей 
компоненты входных данных. При этом значительно ускоряется процесс 
обучения и улучшается обобщающая способность сети. Предложен алго-
ритм локального усреднения значений синаптической матрицы, который 
улучшает вероятность успешной классификации для задач с существенно 
пересекающимися плотностями распределения. 
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3. Функционирование нейронной сети оценено на известной классификацион-
ной базе данных ELENA. В частности, полученные результаты позволяют 
утверждать, что классификатор со случайными подпространствами имеет 
одни из лучших показателей качества распознавания и скорости обучения 
для задач, где области принадлежности к тому или иному классу имеют 
четкие границы. Получен следующий вывод: методы линейной предобра-
ботки данных могут как улучшать, так и ухудшать качество распознавания. 
4. Доказано, что классификатор со случайными подпространствами является 
универсальным классификатором. То есть, для произвольной обучающей 
выборки, которая не содержит одинаковых векторов принадлежащих раз-
личным классам, существует такая конфигурация классификатора, что дан-
ная обучающая выборка может быть интерпретирована нейронной сетью 
без ошибок. В частности, это позволяет использовать классификатор для 
решения задач произвольной сложности, которая может определяться как 
длиной рассматриваемой выборки, так и пространственной конфигурацией 
представителей различных классов. 
5. Предложена модель входных данных нейронной сети для проведения фун-
даментального и технического анализа рынка того или иного типа акций. 
Проведены эксперименты по краткосрочному техническому прогнозирова-
нию на реальных биржевых данных. В частности, были использованы сле-
дующие входные параметры: ежедневные данные цен и объема торгов без 
предобработки, нормализованные данные цен и объема торгов, индикаторы 
отклонения от взвешенных по объему экспоненциальных скользящих сред-
них, паттерны японских свечей, различные технические индикаторы. Пред-
ложен метод оценки эффективности прогнозирования с использованием та-
ких понятий теории информации как энтропия и количество информации. 
В частности, такой подход позволяет оценить полезность системы прогно-
зирования без спецификации некоторой торговой стратегии и соответству-
ющего тестирования на исторических данных. Анализ полученных резуль-
татов прогнозирования обуславливает следующий вывод: поиск наиболее 
адекватного множества входных параметров и оптимальной конфигурации 
нейронной сети следует производить с учетом проверки рассматриваемого 
алгоритма для различных временных диапазонов. Предложена архитектура 
программного агента по управлению инвестиционным портфелем. 
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ПРИЛОЖЕНИЕ А 
Двумерное представление некоторых задач классификации базы данных ELENA. 
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Рис. 5.1. Задача Clouds (два класса, исходное пространство имеет два измерения). 
Каждый класс имеет по 2500 представителей. Первый класс является равноверо-
ятной суммой трех нормальных распределений с центрами (0,0), (0,2), (2,1) и 
среднеквадратичными отклонениями соответственно (0.2,0.2), (0.2,0.2), (0.2,1), 
при этом компоненты для каждого из распределений являются независимыми. 
Представители второго класса имеют нормальное изотропное распределение 
с центром (0,0) и единичным среднеквадратичным отклонением. 
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Рис. 5.2. Задача Gaussian 2D (два класса, классифицируемое пространство имеет 
два измерения). Точки первого класса являются реализациями изотропной дву-
мерной нормальной случайной величины со среднеквадратичным отклонением 
равным 1, и математическим ожиданием (0,0). Точки второго класса имеют такое 
же распределение, с тем отличием, что среднеквадратичное отклонение равно 2. 
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Рис. 5.3. Задача Concentric (два класса, исходное пространство имеет 2 измерения). 
Векторы имеют равномерное распределение в квадрате 2]1,0[ . Если расстояние до 
центра )5.0 ,5.0(  меньше чем 0.3, точка относится к первому классу (всего 922 
представителя), если точка попадает в кольцо с радиусами 0.3 и 0.5 и центром 
)5.0 ,5.0( , то она относится ко второму классу (1578 представителей). 
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Рис. 5.4. Задача Iris (три класса, размерность пространства 4). Определение типа 
растения ирис по соотношениям линейных размеров листа, представлены первые 
две принципиальные компоненты. Каждый из классов имеет по 50 представителей. 
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Рис. 5.5. Задача Phoneme (два класса, исходное пространство имеет 5 измерений). 
Определение согласного либо гласного звука по нормализованным амплитудам 
первых пяти гармоник преобразования Фурье. Представлены первые две принци-
пиальные компоненты. Количество векторов для согласных фонем равно 3818, 
гласным фонемам соответствует 1586 векторов. 
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Рис. 5.6. Задача Satimage (6 классов, размерность исходного пространства равна 
36). Определение типа земной поверхности по данным спутникового сканирования 
в двух инфракрасных частотах и двух частотах видимого диапазона. Представлены 
первые две принципиальные компоненты. Количество векторов для каждого из 
классов составляет соответственно 1533, 703, 1358, 626, 707 и 1508.
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Рис. 5.7. Задача Texture (11 классов, исходное пространство имеет 40 измерений). 
Определение типа текстуры по различным моментам четвертого порядка, вычис-
ленных по изображению в направлениях 0°, 45°, 90°, 135°. Представлены первые 
две принципиальные компоненты. Каждый класс имеет по 500 векторов. 
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ПРИЛОЖЕНИЕ Б 
Процедура вычисления производных технических характеристик 
на основе цен закрытия (Visual Basic for Applications). 
 
Option Compare Database 
Sub Smoothing() 
    Dim TailCount As Integer 
    Dim Volume, TailVolume As Double 
    Dim Price, PrevPrice, TailPrice As Double 
    Dim Gain, AvGain, Loss, AvLoss As Double 
    Dim EMA9, EMA18, MA256, VMA256 As Double 
    Dim HeadRecordset As ADODB.Recordset 
    Set HeadRecordset = New ADODB.Recordset 
    Dim TailRecordset As ADODB.Recordset 
    Set TailRecordset = New ADODB.Recordset 
    HeadRecordset.Open "IbmHist", CurrentProject.Connection, _ 
        adOpenKeyset, adLockPessimistic 
    TailRecordset.Open "IbmHist", CurrentProject.Connection, _ 
        adOpenKeyset, adLockPessimistic 
    PrevPrice = 0: AvGain = 0: AvLoss = 0 
    TailPrice = 0: Volume = 0: TailVolume = 0 
    EMA9 = 0: EMA18 = 0: MA256 = 0: VMA256 = 0: TailCount = 0 
    While Not HeadRecordset.EOF 
        Price = HeadRecordset.Fields("Close") 
        Volume = HeadRecordset.Fields("Volume") 
        If PrevPrice = 0 Then 
            PrevPrice = Price 
        End If 
        If TailPrice = 0 Then 
            TailPrice = Price 
        End If 
        If TailVolume = 0 Then 
            TailVolume = Volume 
        End If 
        TailCount = TailCount + 1 
        If TailCount > 255 Then 
            TailPrice = TailRecordset.Fields("Close") 
            TailVolume = TailRecordset.Fields("Volume") 
            TailRecordset.MoveNext 
        End If 
        If Price > PrevPrice Then 
            Gain = Price - PrevPrice: Loss = 0 
        Else 
            Gain = 0: Loss = PrevPrice - Price 
        End If 
 183
        If AvGain = 0 Then 
            AvGain = Gain 
        Else 
            AvGain = (AvGain * 13 + Gain) / 14 
        End If 
        If AvLoss = 0 Then 
            AvLoss = Loss 
        Else 
            AvLoss = (AvLoss * 13 + Loss) / 14 
        End If 
        If AvGain + AvLoss > 0 Then 
            HeadRecordset.Fields("RSI14") = _ 
                Round(AvGain / (AvGain + AvLoss), 7) 
        End If 
        If EMA9 = 0 Then 
            EMA9 = Price 
        Else 
            EMA9 = EMA9 + (2 / 10) * (Price - EMA9) 
        End If 
        If EMA18 = 0 Then 
            EMA18 = Price 
        Else 
            EMA18 = EMA18 + (2 / 19) * (Price - EMA18) 
        End If 
        If MA256 = 0 Then 
            MA256 = Price 
        Else 
            MA256 = MA256 + (1 / 256) * (Price - TailPrice) 
        End If 
        If VMA256 = 0 Then 
            VMA256 = Volume 
        Else 
            VMA256 = VMA256 + (1 / 256) * (Volume - TailVolume) 
        End If 
        HeadRecordset.Fields("EMA9") = Round(EMA9, 5) 
        HeadRecordset.Fields("EMA18") = Round(EMA18, 5) 
        HeadRecordset.Fields("MA256") = Round(MA256, 5) 
        HeadRecordset.Fields("VMA256") = Round(VMA256, 5) 
        HeadRecordset.Update 
        HeadRecordset.MoveNext 
        PrevPrice = Price 
    Wend 
    HeadRecordset.Close 
    TailRecordset.Close 
End Sub 
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ПРИЛОЖЕНИЕ В 
Производные технические показатели EMA9, EMA18, MACD9, RSI14 
для временного ряда цены закрытия (ежедневные данные). 
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Рис. 5.8. Ежедневная динамика цены акций компании IBM, экспоненциальные 
скользящие средние для 9 и 18 дней за 2001 год. 
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 Рис. 5.9. Ежедневная динамика индекса относительной силы за 14 дней 
(изменчивая зависимость, левая ось), разница экспоненциальных 
скользящих средних (правая ось) за 2001 год. 
EMA9, EMA18 
RSI14, MACD9 
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ПРИЛОЖЕНИЕ Г 
Коэффициенты корреляции с относительным приращением цены за 1-5 дней, 
вычисленные для акций IBM за период с 01/03/2000 по 12/31/2004. 
Параметр* 1 день 2 дня 3 дня 4 дня 5 дней 
CWEMA2 -0.0882 -0.0926 -0.0838 -0.0393 -0.0442 
CWEMA4 -0.0767 -0.0748 -0.0604 -0.0224 -0.0264 
CWEMA8 -0.0562 -0.0485 -0.0316 -0.0011 -0.0044 
CWEMA16 -0.0419 -0.0345 -0.0217 -0.0020 -0.0080 
CWEMA32 -0.0474 -0.0486 -0.0456 -0.0385 -0.0495 
CWEMA64 -0.0610 -0.0725 -0.0787 -0.0812 -0.0966 
CWEMA128 -0.0719 -0.0910 -0.1035 -0.1124 -0.1303 
CWEMA256 -0.0761 -0.0990 -0.1157 -0.1284 -0.1469 
CWEMA512 -0.0654 -0.0861 -0.1029 -0.1156 -0.1313 
CWEMA1K -0.0519 -0.0689 -0.0836 -0.0948 -0.1070 
NVEMA2 0.0568 0.0623 0.0588 0.0847 0.1012 
NVEMA4 0.0565 0.0686 0.0789 0.1063 0.1254 
NVEMA8 0.0655 0.0878 0.1089 0.1379 0.1591 
NVEMA16 0.0759 0.1063 0.1330 0.1620 0.1829 
NVEMA32 0.0717 0.1017 0.1264 0.1505 0.1674 
NVEMA64 0.0523 0.0748 0.0924 0.1090 0.1202 
NVEMA128 0.0325 0.0470 0.0582 0.0685 0.0754 
NVEMA256 0.0202 0.0297 0.0371 0.0438 0.0484 
NVEMA512 0.0161 0.0240 0.0303 0.0361 0.0400 
DNWEMA2 -0.0725 -0.0679 -0.0545 -0.0075 -0.0060 
DNWEMA4 -0.0688 -0.0588 -0.0341 0.0072 0.0077 
DNWEMA8 -0.0571 -0.0421 -0.0101 0.0243 0.0214 
DNWEMA16 -0.0486 -0.0341 -0.0028 0.0228 0.0152 
DNWEMA32 -0.0558 -0.0475 -0.0228 -0.0056 -0.0188 
DNWEMA64 -0.0697 -0.0691 -0.0499 -0.0414 -0.0612 
DNWEMA128 -0.0810 -0.0858 -0.0704 -0.0704 -0.0952 
DNWEMA256 -0.0857 -0.0939 -0.0814 -0.0885 -0.1155 
DNWEMA512 -0.0855 -0.0980 -0.0872 -0.1014 -0.1298 
DNOPEN0 -0.0717 -0.0851 -0.0922 -0.0262 -0.0446 
DNHIGH0 -0.1472 -0.1414 -0.1391 -0.0788 -0.0934 
DNLOW0 -0.0536 -0.0587 -0.0412 -0.0021 0.0052 
DNOPEN1 -0.0794 -0.0880 -0.0415 -0.0153 -0.0204 
DNHIGH1 -0.0844 -0.0902 -0.0608 -0.0228 -0.0303 
DNLOW1 -0.0684 -0.0590 -0.0387 0.0110 -0.0028 
DNCLOSE1 -0.0637 -0.0619 -0.0624 -0.0073 -0.0157 
DNOPEN2 -0.0756 -0.0345 -0.0159 0.0122 0.0066 
DNHIGH2 -0.0769 -0.0543 -0.0262 0.0029 -0.0029 
DNLOW2 -0.0533 -0.0399 -0.0011 -0.0937 -0.1057 
DNCLOSE2 -0.0616 -0.0660 -0.0810 0.0217 0.0218 
  * )(1))()(()( iKWEMAiWEMAiCloseiCWEMA nn −= , 
 )(1)()( iKVEMAiVEMAiNVEMA nn = , 
 )(1))1()(()( iKWEMAiWEMAiWEMAiDNWEMA nnn −−= , 
 )())()(()( iCloseniOpeniCloseiDNOPENn −−= . 
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ПРИЛОЖЕНИЕ Д 
Взвешенное по объему экспоненциальное скользящее среднее и 
динамика нормализованной цены закрытия после детрендинга. 
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Рис. 5.10. Динамика цены закрытия акций IBM, период с 01/04/1980 по 12/31/2004, 
взвешенное по объему экспоненциальное скользящее среднее за 256 дней. 
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Рис. 5.11. Нормализованная цена акций IBM с использованием взвешенного по 
объему экспоненциального скользящего среднего за 256 дней. 
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ПРИЛОЖЕНИЕ Е 
Трехмесячный ежедневный график динамики цены акций 
с использованием японских свечей. 
 
 
 
Рис. 5.12. Ежедневный график динамики цены акций IBM за период 
05/11/2005-05/02/2006, источник www.bigcharts.com. 
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ПРИЛОЖЕНИЕ Ж 
Пример многопоточной реализации параллельного алгоритма выполнения базовых 
операций классификатора со случайными подпространствами (C++). 
 а) генерация структуры классификатора 
 struct StructureOptions { 
     /* ... */ 
 }; 
 struct StructureInfo { 
     int m_iStart; // starting index of the structure block 
     int m_iFinish; // starting index of the next block 
     StructureOptions m_options; // structure parameters 
 }; 
 /* ... */ 
 int iNumberOfGroups,iNumberOfProcessors; 
 // function that generates structure 
 // for one particular receptive group 
 void StructureForGroup(int,StructureOptions&); 
 // function declaration in order to use 
 // the thread entry function pointer 
 DWORD WINAPI StructureBlockThread(LPVOID); 
 /* ... */ 
 // assume the variables iNumberOfGroups and 
 // iNumberOfProcessors are initialized 
 int iBlockSize=iNumberOfGroups/iNumberOfProcessors; 
 void GenerateStructure(StructureOptions& options) { 
     /* ... */ 
     StructureInfo* pInfo=new StructureInfo[iNumberOfProcessors]; 
     HANDLE* pThreadHandle=new HANDLE[iNumberOfProcessors]; 
     for (int i=0;i<iNumberOfProcessors;i++) { 
         /* copy required option attributes */ 
         pInfo[i].m_iStart=i*iBlockSize; 
         pInfo[i].m_iFinish=(i+1)*iBlockSize; 
         /* ... */ 
         DWORD dwThreadID; 
         // start worker thread for each structure block 
         pThreadHandle[i]=::CreateThread(NULL,0, 
             StructureBlockThread,&(pInfo[i]),0,&dwThreadID); 
         ASSERT(pThreadHandle[i]!=NULL); 
     } 
     // before current thread can continue it’s 
     // needed to wait for each worker thread to exit 
     ::WaitForMultipleObjects(iNumberOfProcessors, 
         pThreadHandle,TRUE,INFINITE); 
     for (i=0;i<iNumberOfProcessors;i++) { 
         // close thread handle so that operating 
         // system can destroy the object 
         VERIFY(::CloseHandle(pThreadHandle[i])); 
     } 
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     delete[iNumberOfProcessors] pThreadHandle; 
     delete[iNumberOfProcessors] pInfo; 
     /* ... */ 
 } 
 DWORD WINAPI StructureBlockThread(LPVOID pInfo) { 
     StructureInfo& info=*((StructureInfo*) pInfo); 
     for (int j=info.m_iStart;j<info.m_iFinish;j++) { 
         StructureForGroup(j,info.m_options); 
     } 
     return 0; 
 } 
 void StructureForGroup(int iGroupIndex, 
     StructureOptions& options) { 
     /* generate subspace index values, */ 
     /* low and high threshold values */ 
     /* for particular receptive group */ 
 } 
 б) вычисление постсинаптических потенциалов нейронов выходного слоя 
 struct SynapticOptions { 
     int* m_pPotentials; // array of postsynaptic potentials 
     /* ... */ 
 }; 
 struct SynapticInfo { 
     int m_iStart; // starting index of the structure block 
     int m_iFinish; // starting index of the next block 
     SynapticOptions m_options; // required parameters 
 }; 
 /* ... */ 
 int iNumberOfGroups,iNumberOfClasses,iNumberOfProcessors; 
 // function that calculates partial postsynaptic potentials 
 // provided by one particular receptive group 
 void SynapticForGroup(int,SynapticOptions&); 
 // function declaration in order to use 
 // the thread entry function pointer 
 DWORD WINAPI SynapticBlockThread(LPVOID); 
 /* ... */ 
 // assume the variables iNumberOfGroups, iNumberOfClasses 
 // and iNumberOfProcessors are initialized 
 int iBlockSize=iNumberOfGroups/iNumberOfProcessors; 
 void SynapticPotentials(SynapticOptions& options) { 
     /* ... */ 
     SynapticInfo* pInfo=new SynapticInfo[iNumberOfProcessors]; 
     HANDLE* pThreadHandle=new HANDLE[iNumberOfProcessors]; 
     for (int i=0;i<iNumberOfProcessors;i++) { 
         /* copy required option attributes */ 
         // allocate partial postsynaptic potentials 
         pInfo[i].m_options.m_pPotentials=new 
             int[iNumberOfClasses]; 
         pInfo[i].m_iStart=i*iBlockSize; 
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         pInfo[i].m_iFinish=(i+1)*iBlockSize; 
         /* ... */ 
         DWORD dwThreadID; 
         // start worker thread for each structure block 
         pThreadHandle[i]=::CreateThread(NULL,0, 
             SynapticBlockThread,&(pInfo[i]),0,&dwThreadID); 
         ASSERT(pThreadHandle[i]!=NULL); 
     } 
     // before current thread can continue it’s 
     // needed to wait for each worker thread to exit 
     ::WaitForMultipleObjects(iNumberOfProcessors, 
         pThreadHandle,TRUE,INFINITE); 
     // calculating total postsynaptic potentials 
     // as soon as all worker threads finished execution 
     for (int k=0;k<iNumberOfClasses;k++) { 
         options.m_pPotentials[k]=0; 
         for (i=0;i<iNumberOfProcessors;i++) { 
             options.m_pPotentials[k]+= 
                 pInfo[i].m_options.m_pPotentials[k]; 
         } 
     } 
     for (i=0;i<iNumberOfProcessors;i++) { 
         // close thread handle so that operating 
         // system can destroy the object 
         VERIFY(::CloseHandle(pThreadHandle[i])); 
         // deallocate partial postsynaptic potentials 
         delete[iNumberOfClasses] 
             (pInfo[i].m_options.m_pPotentials); 
     } 
     delete[iNumberOfProcessors] pThreadHandle; 
     delete[iNumberOfProcessors] pInfo; 
     /* ... */ 
 } 
 DWORD WINAPI SynapticBlockThread(LPVOID pInfo) { 
     SynapticInfo& info=*((SynapticInfo*) pInfo); 
     for (int k=0;k<iNumberOfClasses;k++) { 
         info.m_options.m_pPotentials[k]=0; 
     } 
     for (int j=info.m_iStart;j<info.m_iFinish;j++) { 
         SynapticForGroup(j,info.m_options); 
     } 
     return 0; 
 } 
 void SynapticForGroup(int iGroupIndex, 
     SynapticOptions& options) { 
     /* increment corresponding partial synaptic */ 
     /* potentials by the value that corresponds */ 
     /* to particular receptive group */ 
 } 
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ПРИЛОЖЕНИЕ З 
Процедура оценки эффективности программного агента на основе данных 
прогнозирования, полученных с использованием RTC/RSC классификатора. 
 
Option Compare Database 
 
Sub Strategies() 
    Dim OrderType As Integer 
    Dim AccountValue As Double 
    Dim PositionType As Integer 
    Dim HeadRecordset As ADODB.Recordset 
    Set HeadRecordset = New ADODB.Recordset 
    Dim OrderPrice, PositionPrice As Double 
    Dim Volume, RSI14, PreviousRSI14 As Double 
    Dim VMA256, MACD9, EMA9, PreviousEMA9 As Double 
    Dim OpenPrice, HighPrice, LowPrice, ClosePrice As Double 
    HeadRecordset.Open "IbmTest", CurrentProject.Connection, _ 
        adOpenKeyset, adLockPessimistic 
    PositionType = 0: AccountValue = 100: OrderType = 0 
    OrderPrice = HeadRecordset.Fields("Open") 
    EMA9 = HeadRecordset.Fields("EMA9") 
    RSI14 = HeadRecordset.Fields("RSI14") 
    While Not HeadRecordset.EOF 
        PreviousEMA9 = EMA9 
        PreviousRSI14 = RSI14 
        EMA9 = HeadRecordset.Fields("EMA9") 
        RSI14 = HeadRecordset.Fields("RSI14") 
        MACD9 = HeadRecordset.Fields("MACD9") 
        Volume = HeadRecordset.Fields("Volume") 
        VMA256 = HeadRecordset.Fields("VMA256") 
        OpenPrice = HeadRecordset.Fields("Open") 
        HighPrice = HeadRecordset.Fields("High") 
        LowPrice = HeadRecordset.Fields("Low") 
        ClosePrice = HeadRecordset.Fields("Close") 
        'Order processing and position verification 
        If PositionType = 0 Then 
            If OrderType = 1 Then 
                If LowPrice <= OrderPrice Then 
                    PositionType = 1 
                    PositionPrice = OrderPrice 
                End If 
            ElseIf OrderType = -1 Then 
                If HighPrice >= OrderPrice Then 
                    PositionType = -1 
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                    PositionPrice = OrderPrice 
                End If 
            End If 
        ElseIf PositionType = 1 Then 
            If OrderType = -1 Then 
                If HighPrice >= OrderPrice Then 
                    PositionType = 0 
                    AccountValue = AccountValue * (1 + _ 
                        (OrderPrice - PositionPrice) / PositionPrice) 
                End If 
            End If 
        ElseIf PositionType = -1 Then 
            If OrderType = 1 Then 
                If LowPrice <= OrderPrice Then 
                    PositionType = 0 
                    AccountValue = AccountValue * (1 + _ 
                        (PositionPrice - OrderPrice) / PositionPrice) 
                End If 
            End If 
        End If 
        'Order type selection criteria 
        Dim BuyCondition As Boolean 
        Dim SellCondition As Boolean 
        BuyCondition = (HeadRecordset.Fields("ForecastedTwo1") = 1) 
        SellCondition = (HeadRecordset.Fields("ForecastedTwo1") = 0) 
        If BuyCondition And SellCondition Then 
            OrderType = 0 
        ElseIf BuyCondition Then 
            'Buy order for tomorrow 
            OrderType = 1 
            OrderPrice = LowPrice 
        ElseIf SellCondition Then 
            'Sell order for tomorrow 
            OrderType = -1 
            OrderPrice = HighPrice 
        Else 
            OrderType = 0 
        End If 
        HeadRecordset.MoveNext 
    Wend 
    HeadRecordset.Close 
End Sub 
 
