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BRANCHES ON DIVISION ALGEBRAS
MANUEL ARENAS AND LUIS ARENAS-CARMONA
Abstract. We describe the set of maximal orders in a 2-by-2 matrix algebra
over a non-commutative local division algebra B containing a given suborder,
for certain important families of such suborders, including rings of integers of
division subalgebras of B or most maximal semisimple commutative subalge-
bras.
1. Introduction
Let B be a local division algebra, i.e., an n2-dimensional central division algebra
over a local field K. By an order H ⊆ M2(B) we mean an OK-order, where OK
is the ring of integers in K. For any such order H, let S(H) be the set of maximal
orders containing H. Let T = T(B) be the Bruhat-Tits tree [18] for PSL2(B),
with its vertices identified with the maximal orders in M2(B). We call it the BT-
tree in all that follows. Let S(H) be the maximal subgraph whose vertex set is
V
(
S(H)
)
= S(H). The subgraph S(H) is called the branch of H.
The branch S(H) is well understood when B = K [5]. This knowledge is critical
in solving the selectivity problem [11], [21], determining whether every maximal
order, in a given global central simple algebra, contains an isomorphic copy of
a given suborder Ω. This is a problem of interest in differential geometry, since
spectral properties of some hyperbolic varieties are reduced to selectivity problems.
More specifically, this theory was applied in some early construction of isospectral,
non-isometric Riemanian varieties, an hyperbolic analog to the famous question Can
we hear the shape of a drum? [22], [15], [16]. There are also numerous questions
on the algebraic or arithmethic structure of maximal orders, or commutative order,
that reduce to selectivity problems [4]. Explicit descriptions of the branch S(H)
can also be aplied to the study of quotient graphs in the quaternionic case [7], [6].
A precise description of the branch S(H), or its generalization in terms of build-
ings, for an arbitrary order H, in an arbitrary local central simple algebra A, would
be equally useful. Unfortunately, a full description along the lines of the three types
of branches listed in [5] (or Prop. 2.1 below) seems extremely unlikely in the light
of some results presented in this work. A full description for some natural families
of suborders seems, however, within reach. In fact, the techniques developed in
this work allow us to compute the branch of the ring of integers H = OE for most
maximal semisimple commutative subalgebras E of A = M2(B). In fact, when A
is a matrix algebra over K, of arbitrary dimension, the corresponding subcomplex
was described in [8]. Unfortunately, the technique use therein cannot be applied to
more general central simple algebras. B. Linowitz and T. Shemanske computed, in
a recent article, the higher dimensional analog of the branch, for the ring of integers
of an unramified maximal semisimple commutatative subalgebra of top dimension,
without any restriction on A [17, Theorem 2.1]. We will not go into details of the
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general definition of Bruhat-Tits buildings (or BTBs) for Mn(B), since the present
article deals exclusively with trees. The interested reader can find the details in
[1] or [2]. Let us just recall that the BTB is a simplicial complex containning
some subcomplexes called appartments whose underlying topological space is the
(n− 1)-dimensional affine space. In this language, their result can be rephrased as
follows:
Let B be an m2-dimensional central division algebra over a local
field K. Let H = OL ∼=
∏r
i=1OLi be an order in Mn(B), where
each factor OLi is the ring of integers of a field Li that is unrami-
fied over K, and
∑r
i=1[Li : K] = mn. Then S(H) is contained in
an appartment and its underlying topological space corresponds,with
the appropiate identifications, to an (r− 1)-dimensional linear sub-
space.
In particular, if H is the ring of integers in a maximal unramified subfield, then it
is contained in a unique maximal order. The techniques developped in this work
yield the following partial generalization:
Theorem 1.1. Let B be an n2-dimensional central division algebra over a local
field K. Let H = OL be the ring of integers of a 2n-dimensional commutative
semisimple subalgebra L ⊆M2(B). Then:
(1) If L is a field and the ramification index e(L/K) is odd, then OL is con-
tained in a unique maximal order.
(2) If L is a field, containing a degree n extension F of K, and if e(L/F ) = 2,
then S(H) is a path of length 2ne(L/K) .
(3) If L is not a field then S(H) is a maximal path.
If L is a field and e(L/K) is even, the technical condition in the second case is sat-
isfied, for example, whenever L is Galois over the largest unramified subfield Lunr,
as we can choose F as the invariant field L〈σ〉 for any involution σ ∈ Gal(L/Lunr).
On the other hand, if L/K is a quartic extension whose associated Galois group
is A4, there is no intermediate quadratic extension, and the shape of the branch
S(H) cannot be determined by the methods presented here. For the existence of
such extensions, see [24].
The branch S(H) has been described only for a limited number of order families
in the higher dimensional case. Aside from the results for commutative orders cited
above, we can only mention Shemanske’s description of the set of split orders in
[19], which we used in [8] to compute spinor class fields for intersections of two
maximal orders in higher dimensional central simple algebras. Our main result in
this paper is a description of the graph S = S(H) whenever H = OL is the ring of
integers of an arbitrary subalgebra L of B, identified with a subalgebra of M2(B)
via the map λ 7→
(
λ 0
0 λ
)
. The precise result, namely Theorem 2.2, is given in
next section by its technicality. Here we present two consequences of it. Both are
counterexamples to natural extension to higher dimensions of know results in the
theory of quaternion algebras.
The first one is a result due to F.-T. Tu [20]:
An order in M2(K) is the intersection of a finite family of maximal
orders if and only if it is the intersection of three maximal orders.
This result fails to generalize to M2(B) for a non-commutative algebra B.
BRANCHES ON DIVISION ALGEBRAS 3
Theorem 1.2. Let B be a non-commutative n2-dimensional division algebra over
a local field K. Let H ⊆M2(B) be an order contained in
D[2] = {x ∈ D|x¯ ∈ Z(D/M2D)},
where MD is the unique maximal bilateral ideal of the maximal order D, x¯ denotes
the image on the quotient, while Z(R) denotes the center of the ring R. Then H
cannot be the intersection of three maximal orders in M2(B). However, the order
D[2] is the intersection of a finite family of maximal orders.
This application requires only the case L = B in Theorem 2.2. Unfortunately,
our method gives no hint on how to compute the minimal integer t, such that every
finite intersection of maximal orders is the intersection of t maximal orders, nor to
determine whether this number exists.
Our second result is an application of Theorem 2.2 to selectivity of commutative
orders into genera of non-maximal orders of maximal rank (full orders). This theory
has been studied by several authors in the quaternionic case [12], [10], [13], specially
because of the importance of the particular case of Eichler orders in the spectral
theory of hyperbolic varieties. For higher dimensional central simple algebras, se-
lectivity of maximal integral domains into maximal orders has been studied by
Linowitz and Shemanske in [14] and [16]. However, little is known about selectivity
of commutative orders into non-maximal full orders in the higher dimensional case.
For intersection of two maximal orders, this has been done by the second author in
some cases [8].
In order to make next result precise, we recall a few basic facts from the theory
of genera of orders:
• A genus is a maximal set of full orders in a global central simple algebra
whose completions at any archimedean place are conjugates. A commuta-
tive order is called selective if it embeds into some, but not all, the orders
in a particular genus.
• In an algebra whose dimension exceeds 4, or in an indefinite quaternion
algebra, the proportion of conjugacy classes of orders containing a copy of
a commutative order H, in any given genus gen(D), is often of the form
[F : E]−1, where E in the base field and F = F (D|H) is a class field called
the representation field.
• In principle, the representation field above can be undefined. Although
some examples are known if we remove the commutativity condition above,
it might as well be the case that the representation field is defined for any
commutative order H, and any full orderD. This has only been proved with
some restriction, for instance, it is known when D is maximal [3, Th. 1.1],
or when D is strongly unramified in an algebra without partial ramification
[8, Prop. 5.1].
In particular, when the representation field is defined, the order H is selective if and
only if the representation field contains E properly. We recall the precise definitions
and part of the general theory in §4 below. See [3] or [4] for details. In a quaternion
algebra, we have next result [5, Theorem 1.2 and Theorem 1.3]:
If D is a finite intersection of maximal orders in a quaternion alge-
bra, the representation field F (D|H) splits completely at any place
where H is contained in infinite many local maximal orders.
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For algebras of the form M2(B), where B is a division algebra, we provide
the following counter-example to the straightforward generalization of the previous
result:
Theorem 1.3. Let E be a number field, and let H be its Hilbert class field. Let M
be a quadratic extension of E contained in H. Let ℘ and ℘′ be two finite places of
E that are inert for M/E and let B˜ be a quaternion division E-algebra ramifying
only at ℘ and ℘′. Then there exists a quadratic extension N of M , an embedding
φ : N →M2(B˜), a rank-4 OE-order H ⊆ N , and a rank-16 OE-order D ⊆M2(B˜),
satisfying the following conditions:
(1) M ⊆ F (D|φ(H)), in particular, neither ℘ nor ℘′ split completely in the
representation field,
(2) D is a finite intersection of maximal orders, and
(3) there exist infinitely many local maximal orders in M2(B˜℘) containing φ(H℘),
and the same holds at ℘′.
This is a new phenomenon that needs to be taken into account when studying
selectivity in higher dimensions. Note that the order H provided by the theorem
is selective for the genus gen(D). We construct this counterexample by taking
advantage of the periodicity of the branches described in Theorem 2.2. We require
only the case where L =M℘ is an unramified quadratic extension of the local field
K℘.
The subgraphs of the form S = S(H) in the BT-tree, which we call admisible
branches in the sequel, are in correspondence with the intersections of maximal
orders. In fact, the maps H 7→ S(H), and S 7→ HS =
⋂
D∈V (S)D are inverse
bijections on these two restricted sets. In [5], we gave a description of all admisible
branches (and therefore of all intersections of maximal orders) when B is a field.
The finite intersections, or equivalently the intersections of three maximal orders,
had already been determined by F.-T. Tu in [20]. The set of admissible branches is
extremely simple in the field case. The full description of it is recalled in Proposition
2.1 bellow. The examples presented in this work show that the situation is far more
complex for non-commutative division algebras.
2. Graphs, subdivisions and gluing
Throughout, by a graph we mean a 5-tuple Γ = (V,A, s, t, r) where:
• V = V (Γ) and A = A(Γ) are disjoint sets, called the vertex set and the
edge set of Γ,
• s, t : A→ V are two maps call source and target,
• r : A→ A is called the reverse,
and they are assumed to satisfy the following conditions, for any a ∈ A:
(1) s(a) = t
(
r(a)
)
, r
(
r(a)
)
= a, r(a) 6= a.
The valency of a vertex v is the number of edges a satisfying s(a) = v or equivalently,
the number of edges a satisfying t(a) = v. A node is a vertex of valency 3 or larger.
A simplicial map γ : Γ → Γ′, where Γ′ = (V ′, A′, s′, t′, r′) is a second graph, is a
pair of maps γV : V → V ′ and γA : A→ A′ satisfying the identities:
r′ ◦ γA = γA ◦ r, s′ ◦ γA = γV ◦ s, t′ ◦ γA = γV ◦ t.
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This defines a category Graphs whose objects are graphs and whose morphisms are
simplicial maps.
For any positive integer n, we set Cn = {0, 1, . . . , n− 1} and C′n = {1, . . . , n− 1}.
If Γ = (V,A, s, t, r) is a graph, we denote by Γ/n the n−th subdivision of Γ, i.e.,
the 5-tuple (Vn, An, sn, tn, rn), where each set or function is defined as follows:
(1) Vn = V ∪A′n where A′n is the quotient of the cartesian product A×C′n×{V }
by the equivalence relation ∼ whose only nontrivial instance is (a, k, V ) ∼(
r(a), n − k, V ) for any edge a and any k ∈ C′n. Note the last V in each
element of A′n is simply a reminder that the elements of A
′
n are vertices,
not edges. The class of (a, k, V ) is denoted (a, k)V .
(2) An = A × Cn × {A}, and we write (a, k)A instead of (a, k, A) for the sake
of uniformity.
(3) The new reverse rn : An −→ An is defined by the formula rn ((e, k)A) =(
r(e), n − 1− k)
A
.
(4) The new source and target are defined by the following formulas:
sn
(
(e, k)A
)
=
{
s(e) if k = 0
(e, k)V otherwise
, tn
(
(e, k)A
)
=
{
t(e) if k = n− 1
(e, k + 1)V otherwise
.
To prove that Γ/n thus defined is a graph, we just need to check, case by case,
that the maps rn, sn, and tn satisfy all conditions in (1). As an example, we assume
k 6= 0 and observe that
tn ◦ rn
(
(e, k)A
)
= tn
((
r(e), n− 1− k
)
A
)
=
(
r(e), n− k
)
V
= (e, k)V = sn
(
(e, k)A
)
.
All other cases are analogous. In current literature, a graph Γ is said to be subdue
to a graph ∆ if there is a natural number n such that the n-th subdivision Γ/n of
Γ is isomorphic, as an element of Graphs, to a subgraph of ∆. The particular case
Γ/2 is usually called the barycentric subdivision of Γ. Note that for any graph Γ,
the nodes of Γ/n can be identified with the nodes in Γ, while the vertices in A′n
have always valency 2.
Let R be the graph whose vertex set is V (R) = Z and there is an edge ai,j such
that s(ai,j) = i and t(ai,j) = j for every pair (i, j) ∈ Z2 satisfying |i− j| = 1. This
graph is called the real line graph. An integral interval is a connected subgraph
I ⊆ R. For any subgraph G ⊆ T, a path in G is an injective simplicial map
γ : I → G, where I is an integral interval. If I = R, we call it a maximal path.
Two path γ : I → T and γ′ : I′ → T are equivalent if there exists an lnteger n
such that γ = γ′ ◦ σ[n] where σ[n] is the shift by n, i.e., the simplicial map defined
on vertices by σ[n]V (i) = i + n. If, up to equivalence, I = N is the interval whose
vertex set is V (N) = {0, 1, 2, . . .}, then γ is called a ray. A line is the image of a
path. The length of an interval with n+1 vertices is defined as n. This defines the
length of a path or line in an obvious way. For any vertex D in T, and for every
natural number r, the ball of radius r, denoted B(D; r), is the largest subgraph
containing no vertex at a distance larger than r from D. It can also be defined as
the union of all lines of length r containing D. In this notations, next result follows
from the proof of Theorem 1.4 in [5]:
Proposition 2.1. Assume B = K is a field. Then all admisible branches S =
S(H) are described in the following list:
(1) The r-thick line S =
⋃
i∈V (I)B(γ(i); r), where γ : I→ T is a path.
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Figure 1. A (6, 14)-rose. The white circle denotes the center.
(2) The infinite foliage S =
⋃
i∈V (N)B(ν(i); i), where ν : N→ T is a ray. This
type of brach is attained only by the order generated by a nilpotent element.
(3) S = T, attained by the trivial order H = OK .
By a (t, r)-rose, as in Fig. 1, we mean a tree Z with one distinguished vertex c of
valency t, called the center, such that every path in Z starting from c has length r
or less. Attaching a rose to a vertex v of a graph G means identifying c with v in the
disjoint union of the graph and the rose. If we let P = ({p}, ∅, ∅, ∅, ∅) be the graph
with one vertex and no edges, this attachment can be seen as an amalgamated
sum in Graphs corresponding to the maps α : P → Z and β : P → G satisfying
αV (p) = c and βV (p) = v. The corresponding definition for families is analogous.
Two (t, r)-roses are isomorphic if there is an isomorphism in Graphs between them
preserving the center. We call r the radius of the rose.
Theorem 2.2. Let B be a n2-dimensional central division algebra over a local field
K. Assume that the residue field of K is the field Fq with q elements. Let L ⊆ B
be a simple subalgebra. Let C ⊆ B be the centralizer of L. Let e = e(L/K) be the
ramification index, and let e′ = e(B/L) = n/e. Let f = f(L/K) be the residual
degree. Then S(H) is isomorphic to the graph obtained by attaching an isomorphic
(qn − qe′ , e′)-rose to every node of T(C)/f .
If e′ = 1, there is a unique possible rose, so the shape of the graph is completely
determined by Theorem 1.1. This is the case when L is a maximal, totally ramified
subfield, or when L = B. On the other hand, when e′ = n, no roses need to be
attached, and the graph is determined by Theorem 1.1 also. This holds for an
unramified subfield. Intermediate cases are more involved, but we can still give a
full description of the branch S(H) in this case. We pospone this until §5, since
this general case is not used in the aplications. See Figure 2 for some examples.
In all that follows, by an end e of a graph G we mean an equivalence class of
rays, where two rays γ, γ′ : N → G are equivalent if there is a fix integer t such
that γ′(n) = γ(n + t) for every sufficiently large positive integer n. Ends of sub-
graphs are naturally identified with ends of the larger graph, and notations like
e ∈ G should be understand in this sense, if e is an end and G is a subgraph of
the Bruhat-Tits tree. We also use S(a) instead of S
(OK [a]) for the branch of the
order generated by a single element a ∈ B.
3. Local geometry of branches
Let B, K, and OK be as in §1, and let OB be the ring of integers of B. Let
mB = πBOB be the unique maximal bilateral ideal of OB, and let mK = πKOK =
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Figure 2. Bullets and double lines denote part of the branch
S(OB) ⊆ T(B) when B is the quaternion division algebra over
Q2. Here C = Z(B) ∼= Q2, while e = f = n. We show S(OB)
as the intersection of S(OL), where L/K is an unramified qua-
dratic extension (denoted by white circles and single lines), and
the branch S(πB), of a uniformizing parameter (denoted by clubs
and wiggly lines). The clubs A, . . . , F have valency one in the
latter branch (c.f. §3).
mB ∩ OK be the maximal ideal of OK . Let B = OB/mB ∼= Fqn be the residue
field of B, while K = OK/mK ∼= Fq is the residue field of K. Note that q is a
prime power. If ρ denotes the absolute value in B, then OB = {x ∈ B|ρ(x) ≤ 1}
and mB = {x ∈ B|ρ(x) < 1}. Recall that the column space B2 =
(
B
B
)
has a
natural bi-module structure with matrices acting on it by left multiplication while
scalars act on the right. This is the module structure considered throughout this
paper. In particular, by an OB-lattice in the space B2 we mean a lattice that is
closed under right-multiplication by scalars in OB but not necessarily under left
multiplication by scalar matrices. LetD0 ⊆M2(B) be a maximal order. Recall that
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∗
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•
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Figure 3. Types of vertices in a branch.
D0 = EndOB (Λ0) for some OB-lattice Λ0. By a change of basis, we can assume that
Λ0 =
(
OB
OB
)
= O2B, so that D0 = M2(OB) =
(
OB OB
OB OB
)
. Then any neighbor of
D0 is a maximal order of the form
D→
v
= EndOB [Λ0πB+
→
v OB], →v∈ Λ0\Λ0πB.
Note that OBπB = πBOB, whence Λ0πB is indeed an OB-lattice. Furthermore D→v
depends only on the one dimensional vector space spanned by the image of
→
v on
the B-vector space Λ0/Λ0πB ∼= B2. This space determines a unique element a in
the projective line P1(B). For an arbitrary order H, the vertex D0 belongs to S(H),
by definition, if and only if H ⊆ D0. If we assume D0 is as above, the neighbors
of D0 in the branch S(H) correspond to the one dimensional H-submodules of B
2,
where
H = (H+ πBD0)/πBD0 ⊆ D0/πBD0 = M2(B),
and therefore its number is 0, 1, 2, or qn + 1. We classify the vertices in S(H) in
isolated points, leaves, bridges, and nodes, according to their respective number of
neighbors, as in Fig. 3. Note that the valency of a node is always qn + 1.
We know that the branch S(H) is connected since, for any two maximal orders,
D1 and D2, there is a choice of basis in which they have the form
(2) D1 =
( OB OB
OB OB
)
, D2 =
( OB πdBOB
π−dB OB OB
)
,
for a unique possitive integer d, the distance between the orders, and therefore
their intersection is contained in every maximal order in the path joining them.
We conclude that isolated points can only be present if H is contained in a unique
maximal order. This is the case if and only if the natural inclusion H →֒ M2(B) is
an irreducible representation.
The BT-tree is canonically isomorphic to the ball-tree of B, i.e., the tree whose
vertices corresponds to the closed balls on B, and where two balls are neighbors
if and only if one is a maximal proper sub-ball of the other. The maximal order
corresponding to the ball U with center a and radius ρ(c), for a, c ∈ B, is the
endomorphism ring DU of the lattice generated by the column vectors
(
c
0
)
and(
a
1
)
. Note That if U = U0 is the radius 1 ball centered at 0, then DU = M2(OB).
Under this correspondence, we have
(3) DU ′ =
(
x y
0 z
)
DU
(
x y
0 z
)−1
, where U ′ = (xU + y)z−1.
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In what follows we denote by ρ(U) = ρ(c) the radius of any ball U = cU0+a. We also
recall that the set of ends in the BT-tree is in correspondence with the projective
line P1(B) = B ∪ {∞}. This identification is compatible with the identification
bwtween the Bruhat-Tits tree and the ball tree, in the sense that one representative
of the end corresponding to an element b ∈ B is a ray whose vertices are balls of
decreasing radii having intersection {b}, while ∞ is the end corresponding to any
ray whose vertices are balls of increasing radii. The proof of all these facts is entirely
analogous to the one given in [9] for the field case.
As usual, for any division algebra L ⊆ B we define the residual degree f(B/L) as
the degree [B : L] of the corresponding extension of residual fields, and the ramifi-
cation degree by e(B/L) = logρ(πB) ρ(πL), where πB and πL are the corresponding
uniformizing parameters. Next result is fundamental in our proof of Theorem 2.2:
Lemma 3.1. Let B be a central division algebra over the local field K. If L is a
K-subalgebra of B and C is the centralizer of L in B, then the following identities
hold:
e(L/K) = f(B/C), f(L/K) = e(B/C).
Proof. Recall that the residual Galois group Gal(B/K) is generated by an element
σ satisfying σ(b¯) = πBbπ
−1
B for any b ∈ OB. For every element λ ∈ OL, its image λ¯
in the residue field L = OL/πLOL satisfies σe(B/C)(λ¯) = πCλπ−1C . Since πC and λ
commute, we conclude that f(L/K) divides e(B/C). Since L is the centralizer of C,
we conclude that f(C/K) divides e(B/L), and therefore e(L/K) divides f(B/C).
Equality follows since
f(L/K)e(L/K) = dimK L =
dimK B
dimK C
= e(B/C)f(B/C).

In what follows, by a unit in M2(B) we mean an element λ ∈ M2(B) satisfying
an equation of the form xn + an−1x
n−1 + · · ·+ a1x + a0 = 0 where each ai ∈ OK
is integral, while a0 ∈ O∗K is a unit. Note that a unit is invertible in any OK-order
containing it. An element λ ∈ B is a unit if and only if ρ(λ) = 1. If λ ∈ OB is
not a unit, then ρ(λ) < 1, so that 1 + λ is a unit. The same applies to any other
division algebra. Certainly, for any order D, λ ∈ D if and only if 1 + λ ∈ D, so by
replacing λ by 1 + λ, many computations can be reduced to units.
Lemma 3.2. Let B be a central division algebra over the local field K. Let D be a
maximal order in M2(B). Then any unit in M2(B) normalizing D belongs to D
∗.
In particular, if λ is a unit, then λ ∈ D is equivalent to λDλ−1 = D.
Proof. Replacing by conjugates if needed, we can assume that D = M2(OB). Then
any element λ ∈ M2(B) satisfying λDλ−1 = D must also satisfy λ
( OB
OB
)
=( OB
OB
)
u for some scalar u ∈ B. Now let µ be the Haar measure on k × k,
and let n : M2(B) → K be the reduced norm. It is well known1 that µ(λA) =
ρ
(
n(λ)
)t
µ(A), for a fixed normalizing power t, and any measurable set A. By
1See for example Corollary 3 to Theorem 3 in [23, §1.2].
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applying the same result to u ∈ B, we must conclude that, if λ is a unit, then u is
a unit, and it can be assumed to be 1. The result follows. 
Next result follows easily from the identity f(L/K) = e(B/C), and the structure
of the ball tree:
Lemma 3.3. Set D0 = M2(OB), where B is a division K-algebra, and let C be the
centralizer of a sub-algebra L ⊆ B as before. Let Tˆ(C) be the minimal connected
subgraph of T(B) containing every end in P1(C) ⊆ P1(B). then Tˆ(C) is isomorphic
to T(C)/f , where f = f(L/K).
Proof of Theorem 2.2. Set D0 = M2(OB), as above, and identify B with the set
of scalar matrices
(
b 0
0 b
)
. Note that such matrices act by conjugation on the
ball tree as in (3). Since the elements of O∗L act trivially on P1(C) by conjugation,
the branch S(OL) contains the vertex DU for every ball U with a center c ∈ C.
We conclude that Tˆ(C), as defined above, is contained in S(OL). Now let D be
a bridge in Tˆ(C). We claim that D is also a bridge in S(OL). Note that M2(C)
is the centralizer of OL, and it acts transitively on pairs of neighboring vertices of
T(C), i.e., pairs of nodes of Tˆ(C) at distance f . We conclude that, conjugating by
an element of M2(C) if needed, we can assume D = DUr for some ball Ur centered
at 0 and radius ρ(πB)
r, where 1 > ρ(πB)
r > ρ(πC). This can happen only if
πC is not a uniformizer in B, which is precisely the condition for f > 1, so we
actually have bridges. It suffices to prove that OL contains an element λ whose
image λ¯ ∈ D/πBD ∼= M2(B) has different eigenvalues. Note that, if U0 is the ball
of radius 1 centered at 0, we have D = DUr = aDU0a
−1, where a =
(
πrB 0
0 1
)
,
whence the eigenvalues of the image λ¯ ∈ D/πBD of an element λ ∈ OL are l and
σr(l), where l is the image of λ in the residue field L of L, and therefore they
can be different as soon as r is not divisible by f(L/K) = e(B/C), but this is a
consequence of the inequalities 1 > ρ(πB)
r > ρ(πC).
Now we prove that S(OL) is obtained by attaching a finite rose to each node of
Tˆ(C). In fact, since S(OL) is a tree, for every vertex D ∈ S(OL) there must exist
a minimal path joining D to a vertex v in Tˆ(C), which is necessarily a node from
the preceding argument. We can assume it to be v = DU0 by the transitivity of
the action of M2(C) on the nodes of Tˆ(C). It suffices to prove that the number of
vertices in S(OL), for which this ”closest Tˆ(C)-node” is DU0 , is finite. If this were
not the case, there would be an infinite sequence of balls U1, U2, . . . of decreasing
radii, corresponding to such vertices, and a sequence of elements bi ∈ Ui converging
to an element b ∈ OB . Enlarging the balls, if needed, we can assume they all
contain b. To fix ideas, set Ui = b+ ciU . This implies that the lattice generated by
each pair of column vectors
{(
ci
0
)
,
(
b
1
)}
, for arbitrarily small values of ρ(ci),
is invariant by any scalar matrix in OL. In particular, the lattice generated by the
column vector
(
b
1
)
is invariant, but this can only be the case for b ∈ C as shown
by the computation (
a 0
0 a
)(
b
1
)
=
(
aba−1
1
)
a.
It remains to prove the bound e′ = e(B/L) on the radius of the rose. As before,
we take D ∈ S(OL), and assume that D is in the rose attached to DU0 , whence
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D = DU for a ball U ⊆ U0 not contained in c+U1 for any c ∈ C. Let ǫ be a center
of this ball. Then we have
(1 + πL)ǫ(1 + πL)
−1 ≡ ǫ+ πL
(
ǫ− σe(B/L)(ǫ)) (modπ2L),
where σ is as in the proof of Lemma 3.1. By Lemma 3.3, we have e(B/L) =
f(C/K) = [C : K], where C is the residue field of C. Hence, the condition that the
residue ǫ¯ is not in C implies
ρ
(
(1 + πL)ǫ(1 + πL)
−1 − ǫ) = ρ(πL).
It follows that the radius of the ball U cannot be smaller than ρ(πL). 
4. Proof of Theorem 1.2 and Theorem 1.3.
Lemma 4.1. If B is the ball of radius t in T(B) centered at a maximal order D,
then B is admissible and the corresponding intersection of maximal orders is
HB = D
[t] := {x ∈ D|x¯ ∈ Z(D/MtD)},
where MD is the maximal bilateral ideal of D, and x¯ denotes the image of x in the
quotient D/MtD.
Proof. We can assume D = M2(OB). It is apparent from (2) that every maximal
order whose distance to D does not exceed t contains D[t], so HB ⊇ D[t]. On the
other hand, if h belongs to every maximal order whose distance to D does not
exceed t, then h =
(
a b
πtBc d
)
with a, b, c, d ∈ OB, and its conjugate uhu−1 has
the same form for every unit u ∈ D∗. Setting u =
(
0 1
1 0
)
we prove that πtB
divides b, while setting u =
(
1 0
r 1
)
we prove that πtB divides ra − dr, for every
element r ∈ OB . Setting r = 1 we obtain that a¯ = d¯, while other values of r show
that this element is central. We conclude the contention HB ⊆ D[t], and hence the
equality. In particular, this implies S(D[t]) = S(HB) ⊇ B. On the other hand, if
D2 lies at a distance d > t from D1 = D, we can assume that D2 is as in (2), which
fails to contain the element h =
(
1 0
πtB 1
)
∈ D[t]. It follows that B ⊇ S(D[t]),
whence we obtain the equality, and therefore B is admisible as claimed. 
Note that the tree S(OB) contain no ball of radius 2 (c.f. Figure 2), so given
the preceeding lemma, Theorem 1.2 is a consequence of the following result:
Lemma 4.2. The intersection of any three maximal orders in M2(B) contains a
conjugate of OB .
Proof. Given any three maximal orders, we can choose any three ends of the tree
beyond them, as in Figure 4. We claim that PGL2(B) acts transitively on triples
of diferent ends. We can, therefore, assume that the ends beyond our three orders
correspond to 1, 0, and ∞, whence OB is contained in the three given maximal
orders by Theorem 1. It remains to prove the claim. The result follows if we prove
that every triple is in the orbit of (∞, 0, 1). The group of translations x 7→ x+ b, a
particular case of the transformation in (3), acts transitively on B = P1(B)−{∞}.
On the other hand(
0 1
1 0
)
DUn
(
0 1
1 0
)−1
= DU−n , DUk =
(
OK π
k
BOK
π
−k
B OK OK
)
,
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•B •C•
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✤
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•A
•
U=C
•B•
b
•
c
✤
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Figure 4. The disposition of maximal orders and ends in the
proof of Lemma 4.2. Some continuous lines might be reduced to
points, e.g., C = U is possible, as on the left.
where Uk denotes the ball of radius ρ(π
k
B) centered at 0, whence conjugation by(
0 1
1 0
)
allows us to replace ∞, i.e., the end corresponding to the ascending ray
γ : N → T satisfying γV (n) = DU−n , with 0, the end corresponding to the ray γ′
satisfying γ′V (n) = DUn . We conclude that PGL2(B) acts transitively on P
1(B).
Then a map of the form x 7→ x + b allows us to replace any finite end by 0 while
stabilizing ∞. Finally, a map of the form x 7→ ax is transitive in P1(B) − {0,∞},
but leaves 0 and ∞ invariant. The result follows. 
In order to prove Theorem 1.3, we need to recall a few facts from the theory of
representation by spinor genera. See [3] or [4] for details. Let D be a full-rank order
in a central simple algebra A over a number field E. We define the adelizations as
follows:
(1) DA =
∏
℘D℘ with the product topology, where the product is taken over
all completions of E, setting D℘ = A℘ when ℘ is archimedean.
(2) AA =
{
a ∈ ∏℘A℘∣∣∣a℘ ∈ D℘ for all but a finite number of places ℘} with
the only topology making each translation x 7→ a + x an open embedding
of DA, deffined above, into AA.
The group of units A∗
A
acts on the set of full orders in A. In fact, for any order D
and every invertible adelic element a ∈ A∗
A
, there is a unique full order D′ satisfying
D′℘ = a℘D℘a
−1
℘ at every place ℘. We write D
′ = aDa−1. With this definition, a
genus is an A∗
A
-orbit, while a class is an orbit under A∗, diagonally identified with
a subset of A∗
A
.
For any genus O = gen(D) of full-rank orders, the spinor class field is, by def-
inition, the class field Σ corresponding to the class group E∗H(D), where H(D)
is the group of reduced norms of adelic elements in A∗
A
stabilizing D by conjuga-
tion. If dimEA > 4 or A is an indefinite quaternion algebra, this fields classify
conjugacy classes in the genus O in the sense that there exists an explicit map
ρ : O×O→ Gal(Σ/E) which is trivial precisely on pairs of isomorphic orders. For
any suborder H ⊆ D we define Φ = Φ(D|H) = {ρ(D,D′)|H ⊆ D′}. We let ∆ be
the group generated by Φ, and we define Γ = {γ ∈ Gal(Σ/E)|γΦ = Φ}. The fixed
fields Σ∆ and ΣΓ are called the lower representation field and upper representation
field, respectively. When Φ is a group, both fields coincide, and this common field
is called the representation field. This is the case if H is commutative and D is
maximal [3, Theorem 1.1].
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To prove that a field M ⊇ E is contained in Σ∆ one simply proves that the local
spinor image
H℘(D|H) = {N(a)|a ∈ A℘,H℘ ⊆ a℘Da−1℘ }
is contained in the adelic class groupHM = F
∗NM/F (JM ) for every finite or infinite
place ℘. At infinite places, this just mean that the algebra ramifies at every place
where the extension M/F does. To prove that M ⊇ ΣΓ, it suffices to prove that
the local norm NM/F (M ⊗E E℘) is contained in E∗
∏
qHq(H|H), defined as above,
for every local place ℘, since clearly Hq(H|H)Hq(D|H) = Hq(D|H) at every local
place q.
Proof of Theorem 1.3: Let N = N˜M , where N˜ is a ramified quadratic extension
of E that splits at both ℘ and ℘′. By the condition that M/E is inert at ℘
and ℘′, we conclude that M embeds into B, and therefore there is an embedding
φ : N → M2(B) for which M ′ = φ(M) is contained in the ring B1 of diagonal
matrices with equal diagonal entries, which we identify with B as before. We can
also assume φ(N˜) ⊆M2(E), so φ(N) ⊆M2(M ′). Note that φ|N˜ can be diagonalized
at either place ℘ or ℘′, i.e., we can choose coordinates locally in a way that the
embedding is diagonal. Choose such diagonalization for each place q ∈ {℘, ℘′}.
Note that this change of variables can be seen as a conjugation in M2(Eq), so we
still have M ′q = φ(Mq) ⊆ Bq. We let H ⊆ φ(N) be maximal outside {℘, ℘′}, while
we set
Hq =
{(
l1 0
0 l2
)
∈ φ(N)
∣∣∣l1 − l2 ∈ mM ′
q
}
, q ∈ {℘, ℘′}.
The latter condition implies that the residual algebra of H with respect to the
maximal order M2
(OBq) is
H =
[
H+M2
(
mBq
)]
/M2
(
mBq
) ⊆ [OBq +M2 (mBq)] /M2 (mBq) = B,
where B is the residual field of Bq, and therefore the vertex M2
(OBq) is a node in
S(H). Note that for q ∈ {℘, ℘′}, the local order Hq is contained in infinitely many
maximal orders, since it is invariant under conjugation by the diagonal matrix
diag(πEq , 1), which act on the ball tree as multiplication by the uniformizer πEq .
On the other hand OMq ⊆ Hq, whence S(Hq) ⊆ S(OMq).
Let D0 be a maximal order in M2(B) containing H, so that D0q corresponds to
a node of S(Hq) for q ∈ {℘, ℘′}. Now let D be the full-rank order defined locally
by Dq = D0q at all finite places q /∈ {℘, ℘′}, while Dq = D[1]0q for q ∈ {℘, ℘′}. By
Lemma 4.1, this order is the intersection of all neighbors of D0q at either place. We
conclude that D is the intersection of a finite family of maximal orders.
Assume we replace A by a matrix algebra A′ and D0 by a maximal order D
′
0
in A′ containing a copy H˜ of ON . It follows from [3, Corollary 2] that M is the
representation field for the pair (D′0|H˜), and therefore Hq(D′0|H˜) ⊆ E∗NM/E(JM )
at every place q. Now we make three important remarks:
(1) The computation of Φq = Hq(D
′
0|H˜) is local.
(2) The generated group 〈Φq〉 is independent of the maximal order D′0 ⊇ H˜.
(3) 〈Φq〉 is independent of the chosen copy H˜ of ON .
The second statement holds since replacing D′0 by a conjugate would replace Φq by
a set of the form fΦq with f ∈ Φq, which generates the same group as Φq, since
the lattter contains the identity. We conclude that
(4) 〈Hq(D|H)〉 = 〈Hq(D0|H)〉 = 〈Hq(D′0|H˜)〉 ⊆ E∗NM/E(JM )
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at all places q, except maybe ℘ and ℘′. Next we prove that the same holds at
these two places. Theorem 1 implies that the local maximal orders D1 for which
OM ′
q
⊆ D[1]1 are the nodes of Tˆ(M ′q), as M ′q is its own centralizer in the quaternion
algebraBq. On the other hand, the distance between every pair of nodes in Tˆ(M
′
q)
∼=
T(M ′q)/2 is always even. This implies that Hq(D|H) ⊆ O∗qE∗2q at q ∈ {℘, ℘′}, and
the contention M ⊆ Σ∆ follows since M/E is unramified.
For the opposite contention, for q ∈ {℘, ℘′}, we observe that Hq is invariant
under conjugation by diag(πEq , 1), and every unit of the form diag(u1, u2), with
u1, u2 ∈ O∗Mq . This impplies the contention Hq(H|H) ⊇ O∗qE∗2q . Note that O∗qE∗2q
is the local norm group for the extension M/E at both places, as they are inert by
hypotheses. The corresponding contention at all other places follows from equation
(4) and [3, Corollary 2], as before. 
5. On roses
Let L ⊆ B be a subalgebra, and let C ⊆ B be its centralizer as in §1. We
define the r-residual rings Br = OB/mrB, Lr = (OL +mrB)/mrB, and the centralizer
Cr = CBr(Lr). We define the full rose FR(L) of L as a rose with a level function
defined on its vertices as follows:
• There is one vertex v, namely the center, of level 0.
• The vertices of level r, for 0 < r ≤ e′, are all elements of Cr.
• A vertex c of level r is joint by an edge to its reduction modulo mr−1B .
• All vertices of level 1 are joined to v.
• There are no other edges or vertices in FR(L).
It is apparent from the proof of Theorem 2.2 that this is, up to isomorphism,
the largest subgraph of S(OL) whose vertices corresponds to balls U satisfying
ρ(πB)
e′ ≤ ρ(U) ≤ 1. This motivates us to define the restricted rose RR(L) as the
connected component of v in the graph obtained by removing from the full rose
all edges joining v to a vertex of level 1 corresponding to the class of an element
in C. All vertices of level r in RR(L), for 0 < r ≤ e′, are the elements in the
centralizer Cr that are not congruent, modulo mB to an element of OC . This is the
rose referred to in Theorem 2.2, as follows easily from the proof of that theorem
and Lemma 3.3. The purpose on this section is to provide a precise description of
the full rose, which determines the restricted rose as described above.
Lemma 5.1. Each element of the residue field B can be lifted to an element of Ce′ .
Proof. Set L = K[F, πL], where F/K is an unramified field extension, and ρ(πL) =
ρ(πB)
e′ . Note that the image of OL in Be′ coincide with the image of OF , whence
the full rose FR(L) coincide with the part of the graph S(OF ) corresponding to
balls whose radii r satisfy ρ(πB)
e′ ≤ r ≤ 1. It suffices to prove that S(OF ) has
a vertex corresponding to a ball of radius ρ(πe
′
B ) = ρ(πL) with a center in each
residual class in B. This is immediate from Lemma 3.3 and the proof of Theorem
2.2, since the centralizer of F contains a maximal unramified subfield of B. 
Theorem 5.2. Let B be a n2-dimensional central division algebra over a local field
K. Let L ⊆ B be simple subalgebra. Let f = f(L/K) be the residual degree, let
e = e(L/K) be the ramification index, and let e′ = ne . The full rose FR(L) of L is
the largest possible (qn − qe′ , e′)-rose having nodes only at vertices whose distance
to the center is divisible by f .
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Figure 5. The two simetries of the full rose. Here V
[t]
a is the ball
of radius ρ(π)t around a ∈ B.
Proof. Let C ⊆ B and Cr ⊆ Br be as before. The full rose has two symmetries that
can be exploited to compute it. The first one comes from the translational symmetry
of the ring Cr. If a particular element ǫ¯ of C1 can be lifted to an element ǫ ∈ Cr, the
set of all its possible liftings has the form ǫ + Ur where Ur = ker(Cr → C1) is the
set of liftings of 0¯ ∈ C1 to Cr. This means that the corresponding branches in the
rose look similar up to the level r. By Lemma 5.2 we can take r = e′ (See Figure
5(ii)). On the other hand, we know from the proof of Theorem 1.1 that the group
GL2(C), the centralizer of L
∗ in GL2(B), acts transitively on the nodes of Tˆ(C).
As GL2(C) commutes with OL, these conjugations are symmetries of S(OL). This
gives us a vertical symmetry in the branch below the ball V
[0]
0 = OB in Figure 5(i)
that can be use to determine its shape at lower levels in terms of the higher ones.
Note that V
[f ]
0 is the first node of Tˆ(C) after V
[0]
0 in the ray joining V
[0]
0 with the
end 0, as we saw in the proof Theorem 2.2 that every vertex between V
[0]
0 and V
[f ]
0
is a bridge. This impplies, by the simmetry in Figure 5(ii), that the full rose cannot
have a node whose level is smaller than f , while all vertices at level f are nodes.
Now we apply the simmetry in Figure 5(i) to prove that there are no nodes between
the levels f and 2f , while each vertex of level 2f is a node. Iterating this process,
the result follows. 
Example 5.3. If e′ ≤ f , then the only node of the full rose is its center.
Example 5.4. Let B = K[F, πB ] be a central division algebra of dimension 8
2,
where conjugation by the uniformizer πB induces a generator of the Galois group of
the unramified degree-8 extension F/K. Let L = K[E, π4B] with E ⊆ F a quadratic
extension of K. Then L is a partially ramified quartic extension of K. In this case
f = 2, while e′ = 4. We conclude that every point at level 2 in the full rose is a
node.
6. Further applications and examples
Proof of Theorem 1.1. For the first statement, assume that the maximal power of 2
dividing f(L/K) fails to divide n =
√
dimK B. We conclude that the residue field
L of L does not embed into B. This impplies that the representation of L defined
by the natural inclusion φ : L →֒ M2(B) is irreducible, whence S(OL) contains an
isolated point, and therefore consists exactly of one point.
For the second statement, we observe that F embeds into B, so it can be assumed
to be a subfield of B. As such, it is its own centralizer, so Theorem 2.2 gives us a
description of the branch S(OF ) which contains S(OL). Furthermore, note that
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✤
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Figure 6. The disposition of maximal orders and ends in the
proof of Theorem 1.1. The same symbol denotes a vertex, or end,
in Figure 6A, and its corresponding image under conjugation by
φ(πL) in Figure 6B. The precise position of the end ǫ
−1 depends
on ǫ ∈ OF , if ǫ = 0 we have ǫ−1 = ∞, but this is irrelevant to
determine the position of the image path.
L = F [πL] where πL satisfies an equation over F of the form x
2 + ǫπFx+ πF = 0,
for some ǫ ∈ OF , whence its image in M2(B) belongs to the centralizer M2(F )
of F , and by an appropiate choice of basis it can be assumed to be of the form
φ(πL) =
(
0 −πF
1 −ǫπF
)
∈ M2(F ). Therefore, the branch S(OL) must be invariant
under conjugation by this matrix.
In order to describe how this matrix acts by conjugation on maximal orders of
the form DU , where U is a ball, we observe that
φ(πL)
(
z
1
)
OB =
(
w
1
)
OBu, where u = z − ǫπF , w = −πFu−1.
This implies that the corresponding action on balls takes the triplet of ends (∞, 1, 0)
of the ball-tree onto (0, u′πF , ǫ
−1), where u′ = −(1− ǫπF )−1 is a unit. These ends,
and their respective images, are located as shown in Figure 6. Since every vextex
between V
[0]
0 and V
[e(B/F )]
0 is a bridge in S(OF ), it suffices to show that V [0]0 and
V
[e(B/F )]
0 have valency one in S(OL). As conjugation by φ(πL) defines a symmetry
interchanging them, it suffices to prove it for V
[0]
0 , but this follows easily from
the fact that the image H of H = OL in M2(B) contains the non-trivial nilpotent
element φ(πL) =
(
0 0
1 0
)
.
For the final statement, we note that if L is not a field then it contains a non-
trivial idempotent, which can be assumed to be
(
1 0
0 0
)
. This element is contained
precisely in the maximal orders of the form Dt =
(
OB π
t
BOB
π−tB OB OB
)
. On the other
hand, L is contained in the centralizer C =
(
B 0
0 B
)
of
(
1 0
0 0
)
, and the set of
integers in C is contained in each order Dt. The result follows. 
Example 6.1. We end this work by giving a few examples of small admisible
branches. First observe that the family of admissible branches is closed under non-
empty intersections, since an order contains a particular suborder H if and only if
it contains each element in a generating set of H, while a set generates an order if
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and only if it is contained in at least one maximal order. In the pictures we assume
that B is the unique quaternion division algebra over Q2:
(1) Figure 7A-B show two intersections of the branch S(OB) and a ball cen-
tered at the white circle, which is a bridge (Fig. 7A) or a node (Fig. 7B).
(2) the flower in Figure 7C is obtained by intersecting the branch S(OB) with
two balls of radius 2 centered at the two white circles.
(3) Figure 7D can be obtained intersecting the branch in Figure 7B with a
conjugate (c.f. Figure 7B’) replacing the neighbor of valency 2 at the left
of the center with a neighbor on valency 1 (a leaf), using the 3-transitivity
on ends.
On the other hand, we claim that the branch S in Figure 7E is not admissible.
In order to prove this we choose ends beyond them as in the figure. Note that by
the transitivity on triples of ends we can always assume that three of the ends are
∞, 0, and 1. Furthermore, it is immediate that the end a is a unit in OB that
is not congruent to 1 modulo πB, while 1 + a lies as shown in the picture since is
not congruent to either 1, 0, or a. Note also that the white circle is the vertex D0
corresponding to the ball V
[0]
0 of radius 1 centered at 0. Now, let V
[2]
t = t+π
2
BOB for
t ∈ OB as before, while V [2]∞ = π[−2]B OB. Write D∗,t = DV [2]t , for the corresponding
maximal order, for each t ∈ {a, 1+a, 1, 0,∞}. Since S = S(HS) by the hypotheses
that S is admissible, there is a matrix η ∈ HS such that η /∈ D∗,1+a. However, the
condition η ∈ HS implies η ∈ D∗,t , for each t ∈ {a, 1, 0,∞}. We claim this cannot
be the case.
Note that η has integral coefficients since η ∈ D0. The condition η ∈ D∗,∞∩D∗,0
implies that η ≡
(
x 0
0 y
)
modulo π2B for some x, y ∈ OB. The condition η ∈ D∗,a
implies xa ≡ ay (mod π2B), since η satisfies ηΛ∗,a ⊆ Λ∗,a, where
Λ∗,a =
(
a
1
)
OB +
(
π2B
0
)
OB.
Similarly, the condition η ∈ D∗,1 implies x ≡ y (mod π2B). The last two conditions
imply x(1+a) = (1+a)y (mod π2B) and the contradiction follows since this implies
η ∈ D∗,1+a by the same reasoning.
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