Abstract-Smart manufacturing systems have a highly heterogeneous structure that leads to complexity in satisfying the requirements of various underlying application domains. To achieve smart control and intelligent automation, one core issue is the realization of horizontal and vertical integration of heterogeneous industrial automation components. In this paper, a system architecture for a smart manufacturing process is proposed, in which the open platform communications unified architecture (OPC UA) technology is utilized to integrate various industrial field networks into the top-level factory energy management system (FEMS). The proposed architecture is verified to be reasonable and feasible through the implementation of the integrated system in a lab-level experiment.
INTRODUCTION
In recent years, modern smart manufacturing systems have become increasingly important worldwide. The fourth industrial revolution-also referred to as Industry 4.0-is focused on the manufacturing industry and aims to bring together information from across distributed production facilities and levels to provide decision-making support throughout the entire process chain in a holistic and continuous way [1] . By aggregating and analyzing data collected from sensors and devices, factories can maximize benefits by improving the efficiency of machines and the throughput of manufacturing processes.
Smart manufacturing systems are a form of complex hybrid system with different production infrastructures from various underlying application domains. Interoperability is, hence, the key challenge in adopting this type of highly heterogeneous system. According to a study commissioned by the World Economic Forum [2] , almost two-thirds of manufacturers who participated in a survey agreed that one crucial barrier to smart manufacturing is the problem of interoperability. One method for achieving the interoperability is to use engineering data from heterogeneous field networks in a technologically independent way. In other words, it must be possible to represent and access engineering data in a generic way [3] .
The OPC Foundation has expanded the original OPC technology, developing OPC UA that is not restricted to the Windows operating system. In terms of application areas, OPC UA has been widely implemented in industrial manufacturing to provide communication interfaces for manufacturing execution systems (MES), enterprise resource planning (ERP) systems and so on [4] . It has also been applied in various domains such as building automation and smart grids [5] . Based on an object-oriented approach, OPC UA provides an information model for representing information data without being restricted to any specific communication protocols. Real objects in manufacturing processes such as sensors, actuators, and even the production process, can be described within OPC UA-defined types. OPC UA offers good scalability in data modeling, and can be used to define large-scale heterogeneous communication infrastructures [6] . In terms of communication implementation, OPC UA is a typical client-server model and is not limited to any specific data encoding [7] . In some specific applications, combination of the OPC UA client/server component can also be permitted at any level of the automation hierarchy [8] .
Based on these features, OPC UA is envisioned as an effective method for achieving interoperability in manufacturing systems. However, most studies related to OPC UA have focused on a specific application without considering the general concept [6, 9] . Several studies only proposed a solution with a proof-of-concept, without the implementation of a practical system to test the performance of the OPC UA technology [3, 6] ; in particular, the project discussed in [9] is based on a simulation process. In terms of OPC UA related applications, there are currently few commercial MES and process control systems (PCS) providing OPC UA capabilities. Among those studies, there have been very few related to the actual implementation of a smart manufacturing system based on OPC UA technology and what benefits can be obtained.
The purpose of this paper was to propose an architecture for smart manufacturing, in which the OPC UA technology is used to integrate heterogeneous industrial field networks into a toplevel management system. This paper considers factory energy management system (FEMS) services that satisfy the requirements of manufacturing process energy management. The software implementation of the OPC UA client/server enables combination of the lower and upper layers of the industrial manufacturing system. Finally, implementation of this integrated system is achieved to verify the rationality and feasibility of this architecture. The remainder of the paper is organized as follows. Section II briefly introduces the OPC UA technology. Section III describes an overview architecture for smart manufacturing. Section IV discusses the implementation of the proposed architecture in detail, and provides a system execution to evaluate system functionalities. Conclusions and future prospects are discussed in Section V.
II. OPC UA TECHNOLOGY
As an open industrial automation standard for data exchange, the OPC UA technology has several advantages:
1) Platform-independent: It can be implemented on any operating system or even on an embedded system or at the chip level.
2) Service-oriented architecture (SOA): By providing abstract services, OPC UA can create the SOA of a manufacturing system [5] .
3) Flexible information expression: OPC UA defines a configurable "Address Space" in which the node metadata are used to express various data from different networks [10] . Also, different vendors can define their own information models [11] .
4) Communication security: By realizing appropriate encryption and authentication methods, OPC UA-based communication is secure, even across public networks [9] .
The key issues for integration of heterogeneous networks utilizing OPC UA are information modeling and data transportation. A detailed explanation is provided in Fig. 1 .
As shown on the right side of Fig. 1 , real objects include real sensors, actuators and process applications in industrial manufacturing. In terms of establishing a standardized information model, these real objects should be modeled and integrated into the address space of OPC UA servers using the object-oriented technique [12] . The "Address Space" is composed of nodes that represent objects, variables, methods and types, respectively. Meanwhile, the object node can contain other objects, variables with readable data values and methods [10] . In terms of data transportation, as shown on the left side of Fig. 1 , OPC UA is a typical client-server model. All communication in OPC UA is performed by implementing the "Communication Stack" either on the server-side or the clientside. Use-case applications can be developed to realize specific functions in the top layer of the OPC UA client/server. To isolate the application code from the OPC-UA communication stack, an internal application programming interface (API) needs to be developed. The OPC UA specification only specifies the information format, while the communication API is not specified, hence, the developer can use or implement the API based on individual preference. The APIs of the communication stacks on both the server and the client side can be developed in any programming language as long as the implementation is consistent with the OPC UA specification [1] . Using the corresponding services, the OPC UA client can access the object information in the address space of the OPC UA server. In this study, APIs related to FEMS services and field networks have been developed based on our specific applications. 
III. THE SYSTEM ARCHITECTURE FOR SMART

MANUFACTURING
Based on the three-tier Industrial Internet System (IIS) architecture mentioned in the Industrial Internet Reference Architecture (IIRA) [13] as shown in Fig. 2 , a deployment architecture for smart manufacturing is proposed as shown in Fig. 3 , which includes an enterprise tier, a platform tier, and an edge tier. In addition to the three-tier architecture, field devices corresponding to each industrial communication network including IPv6 over Low power Wireless Personal Area Networks (6LoWPAN), WirelessHART and Ethernet Powerlink are included in the proposed system.
A. Enterprise tier
In this study, domain-specific applications and decisionmaking systems focused on factory energy management are implemented in the enterprise tier, which provides operational strategy for end-users through the communication interface. In the proposed architecture, the enterprise tier implements three main functionalities: 
1) Web application with smart FEMS services:
In this part, a visualization graphical user interface (GUI) is implemented to monitor and control the heterogeneous industrial field devices. It also provides a web service through which other human machine interface (HMI) applications can connect to the FEMS through the Internet. The FEMS services aim to manage production operation activities by providing related functions including production energy management, production execution management, and energy-related data collection.
2) OPC UA client: This is regarded as a communication interface to connect to the OPC UA server in the platform tier. The communication channel between enterprises and field assets is established by implementing this interface.
3) Database services: The enterprise tier also provides database services, so data produced during manufacturing processes can be stored and provided to other applications. Meanwhile, as more and more data are archived, big data analysis can be applied to excavate more features for further development.
B. Platform tier
As a middleware, the platform tier plays an important role as a bridge to connect the enterprise and edge tiers. By developing the services interface and implementing the OPC UA server, the platform tier provides services to receive, process and forward control commands from the enterprise tier to the edge tier, and also provides functions to collect data from field assets and transfer data to the upper tier.
1) Services interface:
In addition to the connection functions between the platform tier and the enterprise tier, it also can offer non-domain specific services such as data querying.
2) OPC UA server: Based on the different characteristics of heterogeneous field networks, the OPC UA server establishes the address space in which the information model is developed, consisting of the data structure of every node in various industrial field networks.
C. Edge tier
The edge tier has different architectural characteristics depending on specific applications in different field networks. In this study, the edge tier is composed of three kinds of typical industrial automation networks, each of which is made up of several corresponding industrial devices in the field floor. The main functionalities are: control of the field devices based on the control strategy from the upper tier, and collection of related data from the edge nodes. The field networks include: 1) 6LoWPAN [14] : Standardized by the IETF working group, and aims to transmit IPv6 packets over an IEEE802.15.4 based wireless network. By implementing 6LoWPAN technology, the wireless sensor network (WSN) can be integrated with the Internet seamlessly and can communicate with global Internet hosts.
2) WirelessHART [15] : An international IEC standard (IEC 62591) that specifies an interoperable self-organizing and selfhealing mesh technology in which each device can act as a router to increase the robustness and flexibility of the whole wireless network.
3) Ethernet Powerlink [16] : An IEC international standard for an industrial Ethernet aimed at real-time monitoring and control applications. It has several advantages including increased speed, increased distance, and better functionality than the traditional Ethernet network.
By developing the OPC UA interface for each field network, interconnection between the platform tier and field devices can be achieved. Furthermore, other industrial networks also can be integrated into the system by implementing the corresponding OPC UA interface.
IV. SYSTEM IMPLEMENTATION AND EXECUTION
The detailed implementation of the integrated system is introduced in this section. Meanwhile, the system execution is represented to show the operational flow of the whole system.
A. System implementation
Based on the architecture proposed in section III, a lab-level implementation of the integrated system was developed as shown in Fig. 4 , containing all significant counterparts within a practical project in industrial manufacturing.
In terms of the enterprise tier, the web application with FEMS services in this approach was installed on a PC with a Linux operating system, as represented by Label 1-1. The OPC UA client and database services were also implemented on this PC. The FEMS services provide operational strategy for field networks to change the states of end devices. A price-based DR algorithm that has already been published in our previous study [17] was applied to the FEMS. The OPC UA client is regarded as a communication interface to connect to the OPC UA server. In addition to the basic communication functions, the specific functions related to this study have been developed in the OPC UA client, including a "Read" function to get data from the server and a "Write" function to insert and/or change data values on the OPC UA server. The database used in this study was MariaDB [18] , which is a community-developed fork of the MySQL relational database management system. In the database, the structured data format was established with considering the individual characteristics of field devices. Label 1-2 represents a tablet that provides another HMI for monitoring and controlling the end devices through the Internet. • 2: Embedded system with OPC UA server Edge Tier:
• 3-1: 6LoWPAN sub-system with three field devices • 3-2: WirelessHART sub-system with WirelessHART Gateway In terms of the platform tier, Label 2 represents an embedded system in which the OPC UA server is implemented. From the perspective of software implementation, the OPC UA server is composed of the communication stack and use-case specific functions. In this study, the API program was developed based on open source code for the communication stack available from the website [19] . In the upper layer of the communication stack, the use-case specific functions were developed based on the energy of the manufacturing processes [17] .
In terms of the edge tier, there are three field networks with several sensors and actuators. As represented by Label 3-1, the 6LoWPAN system has three end devices compliant with the 6LoWPAN specification. Label 3-2 represents the WirelessHART network with a WirelessHART gateway to connect to end devices. Label 3-3 represents the Ethernet Powerlink network with two field programmable gate arrays (FPGA) boards, of which one is the "Control Node" and the other is the "Manage Node". In each field network, the OPC UA interface is integrated into the corresponding process control system to connect to the OPC UA server through the Ethernet.
B. System execution
Based on the actual system implementation, experiments were conducted to evaluate the functionalities of the proposed approach. The result of this implementation system is a dynamic display process, and a sequence diagram of system activities is represented to indicate the concrete execution process as shown in Fig. 5 , which also shows the mapping of the functionalities of each device to the legends given in Fig. 4 .
After the OPC UA server is initiated, the OPC UA client searches the server through the server's IP address to establish a connection session. Meanwhile, each field network activates a connection session through the OPC UA interface. The FEMS assigns a control strategy to the OPC UA client through which the strategy is transferred to the OPC UA server using the "Write" function to insert/change the related data value on the server. Meanwhile, the control strategy is stored in the database.
Based on the connection session, each field network gets the corresponding control messages from the OPC UA server, while field devices change states based on the control signal. After collecting the energy data, the field networks transfer the related data to the OPC UA server through the OPC UA interfaces. Meanwhile, the OPC UA client in the enterprise tier gets the energy data and then inserts the data values into the database, through which the FEMS can get the data and display the monitoring information in the GUI.
V. CONCLUSIONS AND FUTURE WORK
In this study, a three-tier architecture for smart manufacturing is proposed. By introducing OPC UA technology, an open and flexible communication model has been developed, as a substitute for complex and traditional producer-dependent systems. In the system implementation, horizontal and vertical interconnections between the enterprise tier and field devices are achieved. Meanwhile, three typical industrial field networks (6LoWPAN, WirelessHART, and Ethernet Powerlink) are included in one system, which confirms the interoperability of the heterogeneous field networks at the management level. System execution attests to the reasonability and validation of the proposed architecture.
In future research, by integrating smart manufacturing and smart grids, the performance of the demand response (DR) algorithm in the enterprise tier will be evaluated for optimization of energy usage in the production processes. Big data analysis can also be applied to the practical system to predict more features and obtain further benefits. In addition, more industrial field networks will be integrated into this system. 
