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Abstract
In a recent paper by the authors, Lie bialgebras structures of generalized Virasoro-like type were consid-
ered. In this paper, the explicit formula of the quantization of generalized Virasoro-like algebras is presented.
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1. Introduction
In Hopf algebras or quantum groups theory, there are two standard methods to yield new
bialgebras from old ones, one is by twisting the product by a 2-cocycle but keeping the coproduct
unchanged, another is by twisting the coproduct by a Drinfel’d twist element but keeping the
product unchanged. It is known that the construction of quantizations of Lie bialgebras is an
important method to produce new quantum groups (cf. [1,5], etc). The quantizations of Lie
algebras have close relations with their bialgebra structures. In the papers [2,3] the author proved
that there is a 1–1 correspondence between the unitary solutions in g ⊗ g of the classical Yang-
Baxter equation (where g is a Lie algebra) and the equivalence classes of Drinfel’d elements
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based onU(g)[[t]] (ifF is a Drinfel’d element and f = 1 + tf1 + · · · + tnfn + · · · ∈ U(g)[[t]]
thenF′ = ((f ))(F)(f −1 ⊗ f −1) is also a Drinfel’d element; in this caseF andF′ are called
equivalent). However, it is difficult to compute the Drinfel’d element from the unitary solutions
in g ⊗ g of the classical Yang-Baxter equation. This is probably the reason why we know so
few constructions of quantizations of Lie bialgebras. In the paper [10] (cf. [11,12,17]), a class of
infinite dimensional Lie bialgebras containing Virasoro algebras were presented. This type Lie
bialgebras were classified in [14], and the quantizations of this type Lie algebras were determined
in [7]. In the paper [15], the structures of Lie bialgebras of generalized Witt type were considered.
The quantizations of this type Lie bialgebras were investigated in [8].
Recently the Virasoro-like algebra has beeen a subject of intensive study (see, e.g., [9,13,22]
and references therein). This is probably because the Virasoro-like algebra is not only closely
related to the Virasoro algebra, but also it is a special case of Lie algebras of Block type (cf.
[4,20]) and a special case of Cartan type S (cf. [16,19,21]), meanwhile it can also be regarded
as a special case of its q-analog when q tends to 1 (cf. [22]). In the previous paper [18], we
considered the structures of Lie bialgebras of generalized Virasoro-like algebras. In the present
paper, we shall consider the quantizations of this type of Lie bialgebras over an arbitrary field of
characteristic zero. From Theorem 2.2 we shall see that all of the quantized constructions related
to the Virasoro-like bialgebra which are quantized by Drinfel’d elements can be determined by
Theorem 2.6.
2. Preliminaries
2.1. Generalized Virasoro-like Lie bialgebras
Throughout this paper, F denotes an arbitrary field of characteristic zero. Let  be any nonde-
generate additive subgroup of F2 (namely  contains an F-basis of F2).
Definition 2.1. The Lie algebraL() with basis {Lα, ∂1, ∂2|α = (α1, α2) ∈ \{0}} and bracket:
[Lα,Lβ ] = (α1β2 − α2β1)Lα+β, [∂i, Lα] = αiLα for α, β ∈ \{0}, i = 1, 2,
is called a generalized Virasoro-like algebra. In particular, when  = Z2, the derived subalgebras
[L(Z2),L(Z2)] = span{Lα|α ∈ Z2\{0}} is the Virasoro-like algebra (cf. [9,13]).
Below we shall use the convention that if an undefined notation appears in an expression, we
always treat it as zero; for instance, Lα = 0 if α = 0.
The following theorem is the main result in [18].
Theorem 2.2. Every Lie bialgebra structure on the Lie algebrasL() is a coboundary triangular
Lie bialgebra.
2.2. Drinfel’d twisting
Let A be a unital R-algebra (where R is a ring). For any element x ∈ A, a ∈ R, we set
x〈n〉a = (x + a)(x + a + 1) · · · (x + a + n − 1), (2.1)
x[n]a = (x + a)(x + a − 1) · · · (x + a − n + 1), (2.2)
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where n ∈ Z, x[0]a = x<0>a = 1, and x[n]a = x〈n〉a = 0 if n < 0. We also denote x〈n〉 = x〈n〉0 , x[n] =
x
[n]
0 .
The following lemma belongs to [7,6].
Lemma 2.3. Let x be any element of a unital F-algebras A. For a, d ∈ F and m, n, r ∈ Z+, one
has
x〈m+n〉a = x〈m〉a x〈n〉m+a, (2.3)
x[m+n]a = x[m]a x[n]a−m, (2.4)
x[m]a = x〈m〉a−m+1, (2.5)∑
m+n=r
(−1)n
m!n! x
[m]
a x
〈n〉
d =
(
a − d
r
)
= (a − d)(a − d + 1) · · · (a − d − r + 1)
r! , (2.6)
∑
m+n=r
(−1)m
m!n! x
[m]
a x
[n]
d−m =
(
a − d + r − 1
r
)
= (a − d)(a − d + 1) · · · (a − d + r − 1)
r! . (2.7)
The following definition belongs to [2,3].
Definition 2.4. Let (H, μ, τ,0, S0, 0) be a Hopf algebra over a commutative ring. An element
F ∈ H ⊗ H is called a Drinfel’d twisting element ofH if it is invertible such that
(F⊗ 1)(0 ⊗ Id)(F) = (1 ⊗F)(1 ⊗ 0)(F), (2.8)
(0 ⊗ Id)(F) = 1 ⊗ 1 = (Id ⊗ 0)(F). (2.9)
The following well-known theorem can be found in [2,3,5].
Theorem 2.5. Let (H, μ, τ,0, 0, S0) be a Hopf algebra over commutative ring,F a Drinfel’d
element ofH. Then
(1) u = μ(Id ⊗ S0)(F) is an invertible element ofH⊗H with u−1 = μ(S0 ⊗ Id)(F).
(2) The algebras (H, μ, τ,, , S) is a new Hopf algebra if we keep the counit undeformed
(i.e.,  = 0) and define  :H→H⊗H, S :H→H by
(h) =F0(h)F−1, S(h) = uS0(h)u−1.
Let (U(L()), μ, τ,0, 0, S0) be the standard Hopf algebra, i.e.
0(Lα) = Lα ⊗ 1 + 1 ⊗ Lα, 0(∂j ) = ∂j ⊗ 1 + 1 ⊗ ∂j ,
S0(Lα) = −Lα, S0(∂j ) = −∂j , 0(Lα) = 0, 0(∂j ) = 0,
for α ∈ \{0}, j = 1, 2. The main result of this paper is the following theorem.
Theorem 2.6. LetL() be the generalized Virasoro-like algebra. For α ∈ \{0}, Lα ∈L(),
choose T = a1∂1 + a2∂2 ∈ span{∂1, ∂2} such that [T ,Lα] = Lα. Then there exists a noncommu-
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tative and noncocommuative Hopf algebra structure (U(L())[[t]], μ, τ,, S, ) on
U(L())[[t]] over F[[t]] such thatU(L())[[t]]/tU(L())[[t]] ∼= U(L()), which preserves
the product and the counit of U(L())[[t]], but the coproduct and antipode are defined by
(Lβ) = Lβ ⊗ (1 − Lαt)b +
∞∑
i=0
(−1)iT 〈i〉 ⊗ (1 − Lαt)−iLβ+iαci t i , (2.10)
(∂j ) = ∂j ⊗ 1 + 1 ⊗ ∂j + αjT ⊗ (1 − Lαt)−1Lαt, j = 1, 2, (2.11)
S(Lβ) = −(1 − Lαt)−b
∞∑
i=0
Lβ+iαciT 〈i〉1 t
i , (2.12)
S(∂j ) = αjT (1 − Lαt)−1(Lαt − L2αt2) − ∂j , (2.13)
where for anyβ = (β1, β2) ∈ \{0},we denoteb = a1β1 + a2β2, ci = (α1β2−α2β1)ii! , c0 = 1, j =
1, 2.
3. Proof of the main result
We shall divide the proof of Theorem 2.6 into several lemmas.
Lemma 3.1. For any Lα ∈L() with α /= 0, we choose T = a1∂1 + a2∂2 with a1, a2 ∈ F such
that
[T ,Lα] = [a1∂1 + a2∂2, Lα] = Lα.
For any β = (β1, β2) ∈ \{0}, we denote b = a1β1 + a2β2. Then the following equations
hold in U(L()) for a ∈ F,m, k ∈ Z+,
LβT
[m]
a = T [m]a−bLβ, (3.1)
LβT
〈m〉
a = T 〈m〉a−bLβ, (3.2)
LkαT
[m]
a = T [m]a−kLkα, (3.3)
LkαT
〈m〉
a = T 〈m〉a−kLkα, (3.4)
∂kj T
[m]
a = T [m]a ∂kj , j = 1, 2, (3.5)
∂kj T
〈m〉
a = T 〈m〉a ∂kj , j = 1, 2, (3.6)
LβL
m
γ =
m∑
i=0
(−1)i
(
m
i
)
(γ1β2 − γ2β1)iLm−iγ Lβ+iγ , (3.7)
∂jL
m
γ = mγjLmγ, + Lmγ ∂j , j = 1, 2. (3.8)
Proof. Since
[T ,Lβ ] = [a1∂1 + a2∂2, Lβ ] = (a1β1 + a2β2)Lβ = bLβ = T Lβ − LβT ,
we have LβT = (T − b)Lβ. It easy to see that (3.1) is true for m = 1. Suppose that (3.1) is true
for m. Then for m + 1, we have
LβT
[m+1]
a = LβT [m]a (T + a − m) = T [m]a−bLβ(T + a − m)
= T [m]a−b(T + a − b − m)Lβ = T [m+1]a−b .
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By induction on m, (3.1) holds. Similarly, we can obtain (3.2)–(3.4). Since [∂j , T ] = 0, the
equations (3.5), (3.6) are obviously. For (3.7), we have
LβL
m
γ =
m∑
i=0
(−1)i
(
m
i
)
Lm−iγ (adLγ )i(Lβ)
=
m∑
i=0
(−1)i
(
m
i
)
Lm−iγ Lβ+iγ (γ1β2 − γ2β1)i .
The proof of formula (3.8) is similar to that of (3.7), using the following fact:
(adLγ )i(∂j ) =
{−γjLγ , if i = 1,
0, if i > 1. 
We remark that in caseT = a1∂1 + a2∂2 ∈ span{∂1, ∂2} in the above lemma such that [T ,Lα] =
(a1α1 + a2α2)Lα, for α = (α1, α2) ∈  with c := α1α1 + a2α2 /= 0, 1, then we can replace T
by c−1T .
Now for any a ∈ F, we denote
Fa =
∞∑
i=0
(−1)i
i! T
[i]
a ⊗ Liαt i ,
Fa =
∞∑
i=0
1
i!T
〈i〉
a ⊗ Liαt i ,
ua = μ · (S0 ⊗ Id)(Fa), va = μ · (Id ⊗ S0)(Fa).
Write F =F0, F = F0, u = u0, v = v0. Since S0(T 〈i〉a ) = (−1)iT [i]−a, S0(Liα) = (−1)iLiα,
we have
ua = μ(S0 ⊗ Id)
( ∞∑
i=0
1
i!T
〈i〉
a ⊗ Liαt i
)
=
∞∑
i=0
(−1)i
i! T
[i]
−aLiαt i ,
va = μ(Id ⊗ S0)
( ∞∑
i=0
(−1)i
i! T
[i]
a ⊗ Liαt i
)
=
∞∑
i=0
1
i!T
[i]
a L
i
αt
i .
Lemma 3.2. For a, d ∈ F, one has
FaFd = 1 ⊗ (1 − Lαt)(a−d), vaud = (1 − Lαt)−(a+d).
Therefore the elementsFa, Fa, ua, va are invertible withF−1a = Fa, u−1a = v−a.
Proof. Using the formula (2.6), we have
FaFd =
( ∞∑
i=0
(−1)i
i! T
[i]
a ⊗ Liαt i
)
·
⎛
⎝ ∞∑
j=0
1
j !T
〈j〉
d ⊗ Ljαtj
⎞
⎠
=
∞∑
i,j=0
(−1)i
i!j ! T
[i]
a T
〈j〉
d ⊗ LiαLjαt i+j
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=
∞∑
m=0
(−1)m
⎛
⎝ ∑
i+j=m
(−1)j
i!j ! T
[i]
a T
〈j〉
d
⎞
⎠⊗ Lmα tm
=
∞∑
m=0
(−1)m
(
a − d
m
)
⊗ Lmα tm = 1 ⊗ (1 − Lαt)a−d ,
vaud =
( ∞∑
i=0
1
i!T
[i]
a L
i
αt
i
) ∞∑
j=0
(−1)j
j ! T
[j ]
−d L
j
αt
j =
∞∑
i,j=0
1
i!T
[i]
a L
i
αt
i (−1)j
j ! T
[j ]
−d L
j
αt
j
=
∞∑
m=0
∑
i+j=m
(−1)j
i!j ! T
[i]
a T
[j ]
−d−iL
i+j
α t
i+j (from (3.3))
=
∞∑
m=0
(
a + d + m − 1
m
)
Lmα t
m (from (2.7))
= (1 − Lαt)−(a+d). 
Lemma 3.3. For any nonnegative integer m and any a ∈ F, we have
0T
[m] =
m∑
i=0
(
m
i
)
T
[i]
−a ⊗ T [m−i]a .
In particular, we have 0T [m] =∑mi=0
(
m
i
)
T [i] ⊗ T [m−i].
Proof. Since 0(T ) = T ⊗ 1 + 1 ⊗ T , it is easy to see that the result is true for m = 1. Suppose
it is true for m. Then for m + 1, we have
0(T
[m+1]) = 0(T [m])0(T − m))
=
(
m∑
i=0
(
m
i
)
T
[i]
−a ⊗ T [m−i]a
)
×((T − a − m) ⊗ 1 + 1 ⊗ (T + a − m) + m(1 ⊗ 1))
=
(
m−1∑
i=1
(
m
i
)
T
[i]
−a ⊗ T [m−i]a
)
((T − a − m) ⊗ 1 + 1 ⊗ (T + a − m))
+ m
(
m∑
i=0
(
m
i
)
T
[i]
−a ⊗ T [m−i]a
)
+ (1 ⊗ T [m+1]a + T [m+1]−a ⊗ 1)
+ (T − a − m) ⊗ T [m]a + T [m]−a ⊗ (T + a − m)
= 1 ⊗ T [m+1]a + T [m+1]−a ⊗ 1 + m
(
m−1∑
i=1
(
m
i
)
T
[i]
−a ⊗ T [m−i]a
)
+ (T − a) ⊗ T [m]a + T [m]−a ⊗ (T + a) +
m−1∑
i=1
(
m
i
)
T
[i+1]
−a ⊗ T [m−i]a
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+
m−1∑
i=1
(i − m)
(
m
i
)
T
[i]
−a ⊗ T [m−i]a +
m−1∑
i=1
(
m
i
)
T
[i]
−a ⊗ T [m−i+1]a
+
m−1∑
i=1
(−i)
(
m
i
)
T
[i]
−a ⊗ T [m−i]a
= 1 ⊗ T [m+1]a + T [m+1]−a ⊗ 1 +
m∑
i=1
((
m
i − 1
)
+
(
m
i
))
T
[i]
−a ⊗ T [m+1−i]a
=
m+1∑
i=0
(
m + 1
i
)
T
[i]
−a ⊗ T [m+1−i]a .
By induction on m, the result holds. 
Let (U(L()), μ, τ,0, 0, S0) be the standard Hopf algebra. Then U(L())[[t]] has a
natural Hopf algebra structure which is induced from (U(L()), μ, τ,0, 0, S0) by t-linear
expansion, and we denote it by (U(L())[[t]], μ, τ,0, 0, S0). Then
Lemma 3.4. F =∑∞i=0 (−1)ii! T [i] ⊗ Liαt i is a Drinfel’d twist element of U(L())[[t]], i.e.
(F⊗ 1)(0 ⊗ Id)(F) = (1 ⊗F)(1 ⊗ 0)(F),
(0 ⊗ Id)(F) = 1 ⊗ 1 = (Id ⊗ 0)(F).
Proof. The second equation holds obviously, thus we just need to prove the first one. Since
(F⊗ 1)(0 ⊗ Id)(F) =
( ∞∑
i=0
(−1)i
i! T
[i] ⊗ Liαt i ⊗ 1
)
×(0 ⊗ Id)
⎛
⎝ ∞∑
j=0
(−1)j
j ! T
[j ] ⊗ Ljαtj
⎞
⎠
=
( ∞∑
i=0
(−1)i
i! T
[i] ⊗ Liαt i ⊗ 1
)
×
⎛
⎝ ∞∑
j=0
(−1)j
j !
j∑
k=0
(
j
k
)
T
[k]
−i ⊗ T [j−k]i ⊗ Ljαtj
⎞
⎠
=
∞∑
i,j=0
(−1)i+j
i!j ! t
i+j
j∑
k=0
(
j
k
)
T [i]T [k]−i ⊗ LiαT [j−k]i ⊗ Ljα
=
∞∑
i,j=0
(−1)i+j
i!j ! t
i+j
j∑
k=0
(
j
k
)
T [i+k] ⊗ T [j−k]Liα ⊗ Ljα,
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on the other hand,
(1 ⊗F)(Id ⊗ 0)(F) =
( ∞∑
r=0
(−1)r
r! t
r1 ⊗ T [r] ⊗ Lrα
)
×
⎛
⎝ ∞∑
s=0
(−1)s
s! t
sT [s] ⊗
s∑
q=0
(
s
q
)
Lqα ⊗ Ls−qα
⎞
⎠
=
∞∑
r,s=0
(−1)r+s
r!s! t
r+s
s∑
q=0
(
s
q
)
T [s] ⊗ T [r]Lqα ⊗ Lr+s−qα ,
it sufficient to show for a fixed m that
∑
i+j=m
1
i!j ! t
i+j
j∑
k=0
(
j
k
)
T [i+k] ⊗ T [j−k]Liα ⊗ Ljα
=
∑
r+s=m
1
r!s! t
r+s
s∑
q=0
(
s
q
)
T [s] ⊗ T [r]Lqα ⊗ Lr+s−qα .
Now fix r, 0  i  s, and set i = q, i + k = s. Then we have
j − k = j − (s − i) = i + j − s = m − s = r.
We see that the coefficients of T [s] ⊗ T [r]Lqα ⊗ Lm−qα in both sides are equal. So the result
holds. 
Lemma 3.5. For a ∈ F, β ∈ \{0}, we have
(Lβ ⊗ 1)Fa = Fa−b(Lβ ⊗ 1), (3.9)
(1 ⊗ Lβ)Fa =
∞∑
l=0
(−1)lFa+l (T 〈l〉a ⊗ clLβ+lαt l), (3.10)
Lβua = ua+b
∞∑
l=0
Lβ+lαclT 〈l〉1−at
l, (3.11)
(∂j ⊗ 1)Fa = Fa(∂j ⊗ 1), (3.12)
(1 ⊗ ∂j )Fa = Fa+1(T 〈1〉a ⊗ αjLαt) + Fa(1 ⊗ ∂j ), (3.13)
∂jua = −αjT [1]−a ua+1Lαt + ua∂j , (3.14)
Lαua = ua+1Lα, (3.15)
vT
[1]
−a = T [1]−a va − T [1]a va−1Lαt, (3.16)
where j = 1, 2, and cl = 1l! (α1β2 − α2β1)l, b = a1β1 + a2β2 for α = (α1, α2), β = (β1, β2).
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Proof. From (3.2), we have
(Lβ ⊗ 1)Fa = (Lβ ⊗ 1)
∞∑
i=0
1
i!T
〈i〉
a ⊗ Liαt i
=
∞∑
i=0
1
i!LβT
〈i〉
a ⊗ Liαt i
=
∞∑
i=0
1
i!T
〈i〉
a−bLβ ⊗ Liαt i = Fa−b(Lβ ⊗ 1).
This proves (3.9). For (3.10), using (3.7), we have
(1 ⊗ Lβ)Fa = (1 ⊗ Lβ)
∞∑
i=0
1
i!T
〈i〉
a ⊗ Liαt i =
∞∑
i=0
1
i!T
〈i〉
a ⊗ LβLiαt i
=
∞∑
i=0
1
i!T
〈i〉
a ⊗
i∑
l=0
(−1)l
(
i
l
)
Li−lα Lβ+lα(α1β2 − α2β1)l t i
=
∞∑
i=0
(
i∑
l=0
(−1)l 1
(i − l)!l!T
〈i〉
a ⊗ Li−lα Lβ+lα(α1β2 − α2β1)l
)
t i
=
∞∑
i=0
∞∑
l=0
(−1)l 1
i!l!T
〈i+l〉
a ⊗ LiαLβ+lα(α1β2 − α2β1)l t i+l
=
∞∑
l=0
(−1)l
∞∑
i=0
(
1
i!T
〈i〉
a+l ⊗ Liαt i
)
1
l!T
〈l〉
a ⊗ Lβ+lαt l(α1β2 − α2β1)l
=
∞∑
l=0
(−1)lFa+l (T 〈l〉a ⊗ Lβ+lαcl t l).
So we have (3.10). And since
Lβua = Lβ
∞∑
r=0
(−1)r
r! T
[r]
−aLrαtr =
∞∑
r=0
(−1)r
r! LβT
[r]
−aLrαtr =
∞∑
r=0
(−1)r
r! T
[r]
−a−bLβL
r
αt
r
=
∞∑
r=0
(−1)r
r! T
[r]
−a−b
r∑
l=0
(−1)l
(
r
l
)
Lr−lα (α1β2 − α2β1)lLβ+lαt r
=
∞∑
r=0
(−1)r
r! T
[r]
−a−b
r∑
l=0
(−1)l r!
(r − l)! l!L
r−l
α (α1β2 − α2β1)lLβ+lαt r
=
∞∑
r,l=0
(−1)r
r!l! T
[r+l]
−a−bL
r
α(α1β2 − α2β1)lLβ+lαt r+l
=
∞∑
r,l=0
(−1)r
r! l! T
[r]
−a−bT
[l]
−a−b−rL
r
α(α1β2 − α2β1)lLβ+lαt r+l
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=
∞∑
l=0
∞∑
r=0
(
(−1)r
r! T
[r]
−a−bL
r
αt
r
)
T
[l]
−a−bLβ+lα
(α1β2 − α2β1)l
l! t
l
= ua+b
∞∑
l=0
T
[l]
−a−bLβ+lαcl t
l = ua+b
∞∑
l=0
Lβ+lαT [l]−a+lcl t
l
= ua+b
∞∑
l=0
Lβ+lαT 〈l〉1−aclt
l ,
the formula (3.11) is obtained. For (3.12), we have
(∂j ⊗ 1)Fa = (∂j ⊗ 1)
∞∑
i=0
1
i!T
〈i〉
a ⊗ Liαt i =
∞∑
i=0
1
i!∂jT
〈i〉
a ⊗ Liαt i
=
∞∑
i=0
1
i!T
〈i〉
a ∂j ⊗ Liαt i =
( ∞∑
i=0
1
i!T
〈i〉
a ⊗ Liαt i
)
(∂j ⊗ 1) = Fa(∂j ⊗ 1).
Using (2.3) and (3.8), we have
(1 ⊗ ∂j )Fa = (1 ⊗ ∂j )
∞∑
i=0
1
i!T
〈i〉
a ⊗ Liαt i =
∞∑
i=0
1
i!T
〈i〉
a ⊗ ∂jLiαt i
=
∞∑
i=0
1
i!T
〈i〉
a ⊗ (iαjLiα + Liα∂j )t i
=
∞∑
i=1
1
(i − 1)!T
〈i〉
a ⊗ αjLiαt i +
∞∑
i=0
1
i!T
〈i〉
a ⊗ Liα∂j t i
=
∞∑
i=1
1
(i − 1)!T
〈1〉
a T
〈i−1〉
a+1 ⊗ αjLiαt i + Fa(1 ⊗ ∂j )
= Fa+1(T 〈1〉a ⊗ αjLαt) + Fa(1 ⊗ ∂j ).
So (3.13) holds. For (3.14), we have
∂jua = ∂j
∞∑
r=0
(−1)r
r! T
[r]
−aLrαtr =
∞∑
r=0
(−1)r
r! T
[r]
−a ∂jLrαtr
=
∞∑
r=0
(−1)r
r! T
[r]
−a (rαjLrα + Lrα∂j )tr
=
∞∑
r=1
αjT
[1]
−a
(−1)r
(r − 1)!T
[r−1]
−a−1L
r
αt
r +
∞∑
r=0
(−1)r
r! T
[r]
−aLrαtr∂j
= −αjT [1]−a ua+1Lαt + ua∂j .
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The formula (3.15) holds also, since
Lαua = Lα
∞∑
i=0
(−1)i
i! T
[i]
−aLiαt i =
∞∑
i=0
(−1)i
i! T
[i]
−a−1L
i+1
α t
i = ua+1Lα.
For the last equation, we have
vT
[1]
−a =
∞∑
i=0
1
i!T
[i]
a L
i
αt
iT
[1]
−a =
∞∑
i=0
1
i!T
[i]
a (T − a − i)Liαt i
= T [1]−a va −
∞∑
i=1
1
(i − 1)! (T + a)T
[i−1]
a−1 L
i
αt
i
= T [1]−a va − T [1]a va−1Lαt.
This completes the proof of the lemma. 
Proof of Theorem 2.6. For arbitrary elements Lβ with β ∈ \{0}, and ∂j ∈L(), j = 1, 2, we
have
(Lβ) =F0(Lβ)F−1 =F(Lβ ⊗ 1)F−1 +F(1 ⊗ Lβ)F−1
=F(Lβ ⊗ 1)F +F(1 ⊗ Lβ)F
=FF−b(Lβ ⊗ 1) +F
∞∑
l=0
(−1)lFl(T 〈l〉 ⊗ Lβ+lαcl t l)
= (1 ⊗ (1 − Lαt)b)(Lβ ⊗ 1)
+
∞∑
l=0
(−1)l(1 ⊗ (1 − Lαt)−l )(T 〈l〉 ⊗ Lβ+lαcl t l)
= Lβ ⊗ (1 − Lαt)b +
∞∑
l=0
(−1)lT 〈l〉 ⊗ (1 − Lαt)−lLβ+lαcl t l ,
where b = a1β1 + a2β2, and
(∂j ) =F0(∂j )F−1 =F(∂j ⊗ 1 + 1 ⊗ ∂j )F
=F(∂j ⊗ 1)F +F(1 ⊗ ∂j )F
=FF(∂j ⊗ 1) +F(F1(T 〈1〉 ⊗ αjLαt) + F(1 ⊗ ∂j ))
= ∂j ⊗ 1 + 1 ⊗ ∂j + 1 ⊗ (1 − Lαt)−1(T 〈1〉 ⊗ αjLαt)
= ∂j ⊗ 1 + 1 ⊗ ∂j + αjT 〈1〉 ⊗ (1 − Lαt)−1Lαt, j = 1, 2,
S(Lβ) = u−1S0(Lβ)u = −vLβu = −vub
( ∞∑
l=0
clLβ+lαT 〈l〉1 t
l
)
= −(1 − Lαt)−b
( ∞∑
l=0
clLβ+lαT 〈l〉1 t
l
)
,
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S(∂j ) = u−1S0(∂)u = −v∂ju = −v(−αjT [1]u1Lαt + u∂j )
= αj (T v − T v−1Lαt)u1Lαt − ∂j
= αjT vu1Lαt − ∂jT v−1u2L2αt2 − ∂j
= αjT (1 − Lαt)−1Lαt − αjT (1 − Lαt)−1L2αt2 − ∂j
= αjT (1 − Lαt)−1(Lαt − L2αt2) − ∂j . 
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