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標準正規乱数生成の方法について
On a Method for Generating Standard Normal Random Numbers
1. はじめに
種々の確率分布に従う疑似乱数は区間(0,1)
での一様分布に従う疑似乱数ulに適当な変換を
ほどこすことにより得られる｡すなわち､ある分
布の疑似乱数を生成するときその分布の確率密度
関数をg(Ⅹ)とすると疑似乱数ylはその分布の累
積分布関数
F(y)-/_L:Lg(Ⅹ)dx
の逆の関数 F~l(u)を用いて
yl-F-1(ui)
と表することができる｡平均が0､分散が1の正
規分布 (標準正規分布)に従う疑似乱数を生成す
るには
g(Ⅹ)- (27r)-1/2exp (-Ⅹ2/2)
としてF｣(u)を求めることになるがF~1(u)は解
析的に表すことができないので近似的に求める必
要がある｡本研究では､標準正規分布関数の逆関
数を種々の方法で近似的に求め､正規型疑似乱数
を近似逆関数を用いて生成させ実行時間の比較検
討を行う.さらに頻度テストとしてx2検定を行
う｡
2.-棟乱数
一様乱数の生成には乗算合同法を用いた｡パラ
メータは､
m-231-1, a-16807,
b-123 とした｡
([1],[2],[3])
Ⅹ｡+.-aX｡(mod m)n-1,2,-
Ⅹ1 -b
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3. 標準正規分布関数の逆関数
0<u<1を満たす任意の実数uに対して
1-u- (27T)~1′2 /_ym exp (- t2/2)dt
を満たすy(u)を計算することを考える｡この関数
の逆関数の主要部はu-0のとき
(一log(cu))1/2 Cは正の定数
という形のため良い近似式がつくりにくいが､今
まで次の様な近似式が提案されている｡([4],
[5])
[3.1]1.13510- 5≦u≦0.5に対して
y(u)- 〈Z(a｡-al/ (Z+a2)))1/2
ただし
Z--1n4u(1-u),
a｡-2.0611786, al=5.7262204,
a2-ll.640595
で最大相対誤差は0.48910-3となる｡
[3.2]1.1351｡一5≦u≦0.5に対して
y(u)- 〈Z(a｡+alZ+a2/ (a｡+alZ))1/2ただL
z --1n4u(1-u),
a｡ -0.3702993410+1,
a1 - -0.2948990110-1,
a2 -0.1956129410+1,
a3 --0.91722758
で最大相対誤差は0.14610-3である
[3.3]0.1110-4≦u≦0.5に対して
y(u)- (Z(a｡+a.Z+a2Z2+a3Z3+a｡Z4+a5Z5+
a6Z6+a7Z7+a8Z8+a9Z9+al｡ZIO〉 1/2
ただL
z--1n4u (1-u),
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a｡- 0.157079628810+1,
a1- 0.370698790610- 1,
a2--0.836435358910- 3,
a3- -0.225094717610- 3,
a4- 0.684121829910- 5,
a5- 0.582423851510- 5,
a6--0.10452749701｡一6,
a7= 0.836093701710-7,
a8=-0.323108127710-8,
a9- 0.36577630361｡一10,
ax)- 0.693623398210-12
で最大相対誤差は0.12310-7となる｡
[3.1],[3.2],[3.3]の場合は誤差の範囲があ
らかじめ決まっているので多くの乱数を生成する
場ノ釧こ困ることがある｡そこでNewton法を用い
て任意の精度で逆関数を求めてみる｡
Q(y)- (2方)-112 /TyO eXp(-t2/2)dt
-1-F (y)
と置くとき､u-Q(y)の逆関数をNewton法で
求める方法はかならずLも能率はよくないが十分
な精度を得ることができる｡このとき次の二種類
の方法を用いてQ(y)およびQ(y)/Q'(y)を
計算した｡
([4])
[3.4]
Q(y)ニーQ'(y)h(y)
Q'(y)- (27r)ll/2exp(-y2/2)
h(y)-
[3.5]
Q (y)-0.5-0.5(1.0-F2(y))1/2 y>O
Q (y)-0.5+0.5(1.0-F2 (-y)) 1/2 y<o
ただし
F2(y)
-exp(-2y2/7r)(1+y4(a+b/ (y2+C)))
a-0.0055,b-0.0551,C-14.4である｡
[3.1],-･,[3.5]までの近似式を用いて標準正
規分布関数の逆関数F~1(u)近似的に求め
y.I-F-I(u,･)
として正規型疑似乱数 (平均 0,分散 1)を生成
させた｡
4. 計算結果
表 1,表2,表3は正規型疑似乱数 (平均0,
分散 1)を生成するために要した時間の結果とx2
検定の結果である｡表1において､[3.4],[3.5]
のNewton法を用いた場合は[3.1],[3.2],[3.3]
に対 して5倍から7倍 くらい計算時間が長くなっ
ている｡これはNewton法の繰り返し回数がおよ
そ5回ぐらいであることに対応している｡
10000個 100000
3.1 0:04 1:59
3.2 0:06 2:10
3.3 0:19 3:14
3.4 2:40 26:41
3.5 1:35 15:55
表 1 (単位 分 二秒)
表2は正規型疑似乱数を1000個生成したときの
頻度テストの結果である｡1-10の列の数値は区
間 [一5,5]を10等分しそのときの実現度数と
理論度数の差の2乗を理論度数で割った値の和で
ある.この値は近似的に自由度9のx2分布に従う
ことがわかっている｡51-80の列は区間 [-5,
5]を100等分しヒストグラムの51番目から80番目
までに対して同様の計算をしたものである｡ここ
で､x2 (9,0.05)-16.9,x 2 (29,0.05)-42.6
だからこの場合は両者とも頻度テス トに合格して
いる｡
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1-10 51-80
3.1 4.94 30.8
3.2 4.72 32.8
3.3 4.72 32.4
3.4 4.65 37.6
3.5 3.72 37.6
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した｡そして､他の逆関数法による場合と実行時
間の比較をし､さらに､正規型疑似乱数の一様性
の検定をx2検定で行ったoNewton法を用いた方
法によって実行時間を気にしなければ高い精度の
乱数を得ることができる｡
今後の課題としては､独立性の検定がある｡乗
算合同法においてパラメータの値を変えるだけで
は互いに独立な一様乱数列を生成させることは難
しいので正規型疑似乱数列の独立性の検定はさら
に工夫をする必要がある｡
(おくむら ひろぞう 講師)
(1991.3.27受理)
表2
表3は正規型疑似乱数を100000個生成したとき
の頻度テストの結果である｡51-80と31-80の列
の数値は表2と同様の計算をしている｡11-190の
列は区間 [一5,5]を200等分したあとヒストグ
ラムの11番目から190番目までに対して先と同様
の計算をしたものである｡x 2 (29,0.05)-42.6,
x2 (49,0.05)-66.3,x2(179,0.05)-210.2で
あるから最後の列に対 してはNewton法を用い
た場合のみ頻度テス トに合格したことがわかる｡
51-80 31-80 ll-190
3.1 36.1 59.7 213.5
3.2 35.5 59.9 211.4
3.3 35.3 59.3 212.5
3.4 34.8 59.0 209.3
3.5 30.0 55.4 192.9
表3
5.結論
正規分布関数の逆関数をNewton法を用いて
近似して正規型疑似乱数を発生させる方法を改良
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