A second-order linear differential equation (P) : y + f (x)y = 0 , x ∈ I , where I = (0,1) and f ∈ C(I) , is said to be two-point oscillatory on I , if all its nontrivial solutions y ∈ C( I ) ∩ C 2 (I) , oscillate both at x = 0 and x = 1 , i.e. having sequences of infinite zeros converging to x = 0 and x = 1 . It necessarily implies that all solutions y(x) of (P) must satisfy the Dirichlet boundary conditions and that f (x) must be singular at both end points of I . We first describe a class of two-point oscillatory equations of (P) . Secondly, we prove that (P) is two-point oscillatory if f (x) satisfies certain Hartman-Wintner type asymptotic conditions. Furthermore, we study the arclength of the graph G(y) of solutions curve y(x) on I . Two-point oscillatory equation (P) is said to be two-point rectifiable (unrectifiable) oscillatory if the arclengths of all solutions are finite (infinite). We give conditions on f (x) which imply (P) is two-point rectifiable (unrectifiable) oscillatory. When (P) is two-point unrectifiable oscillatory, we determine the fractal dimension of its solution curves for a special class of f (x) similar to the Euler type equations when f (x) is only singular at one end point of I . Finally, the preceding results motivate a study on two-sided oscillations of (P) at an interior point of I . (2000): 26A27, 26A45, 28A75, 28A80, 34B05, 34C10.
Introduction
Let I = (0, 1) be the unit interval in R and let f ∈ C(I). Let y = y(x) be a real function defined on the interval I = [0, 1] and smooth enough on I , that is, y ∈ C( I )∩C 2 (I). Let G(y) denote the graph of y(x) defined as usual by G(y) = {(x, y(x)) : 0 x 1} ⊆ R 2 . A function y(x) is said to be oscillatory (respectively nonoscillatory) on an interval J ⊆ R if it has an infinite (respectively a finite) number of zeros on J . A linear differential equation y + f (x)y = 0 is said to be oscillatory (respectively nonoscillatory) on J if all its nontrivial solutions are oscillatory (respectively nonoscillatory) on J . If an interval J ⊆ R is infinite or if J is finite and 0 ∈ J , then the famous Euler linear differential equation y + λ x −2 y = 0 is oscillatory (respectively nonoscillatory) on J provided λ > 1/4 (respectively λ 1/4 ), see for instance [22] . This kind of results was generalized to several class of linear and nonlinear ordinary differential equations on infinite intervals, with the help of several methods like the Sturm comparison principle, the transformation to Ricati equation, etc.. See for instance [7] , [22] , and references therein.
In the paper, we study the so-called 2 -point oscillations of real functions and linear differential equations on the finite interval I , introduced in the following way. 86 MERVAN PAŠIĆ AND JAMES S. W. WONG DEFINITION 1.1. A function y(x) is said to be 2 -point oscillatory on the interval I if: (i) for any closed interval J ⊆ I , 0 / ∈ J and 1 / ∈ J , y(x) is nonoscillatory on J , (ii) there is a decreasing sequence a k ∈ I and an increasing sequence b k ∈ I of consecutive zeros of y(x) such that a k 0 and b k 1.
Let T > 0 and let W = W (t) be a T -periodic and smooth real function with W (t 0 ) = 0 for some t 0 ∈ R. As a basic class of 2 -point oscillatory functions on I can be taken y(x) = p(x)W (q(x)), where p, q ∈ C 2 (I), |p(x)| > 0 in I , p(0+) = p(1−) = 0, and |q(0+)| = |q(1−)| = ∞. For instance, for α > 0, β > 0, ρ > 0, and W (t) = sint or W (t) = cost , the functions y(x) = (x − x 2 ) α W ((x − x 2 ) −β ) and y(x) = [x ln(1/x)] α W (ρ ln ln(1/x)) are 2 -point oscillatory on I .
Using the proto-type of 2 -point oscillatory functions introduced above, we can consider 2 -point oscillations in second-order linear differential equations on the finite interval I . 
where λ > 1/4 . This equation plays an important role in the theory of nonlinear oscillations of Euler type equations: see for instance Sugie and Hara [20] , Sugie and Kita [21] , and Wong [24] . The general solution of (1) is explicitly given by y(x) = c 1 y 1 (x) + c 2 y 2 (x), where y 1 (x) = [x ln(1/x)] 1/2 cos(ρ ln ln(1/x)), y 2 (x) = [x ln(1/x)] 1/2 sin(ρ ln ln(1/x)), and ρ = (λ − 1/4) 1/2 . Obviously, the functions y 1 (x) and y 2 (x) are 2 -point oscillatory on I , and hence, the equation (1) is 2 -point oscillatory on I . Moreover, in Section 2 below, we will present a more systematic way to establish 2 -point oscillations of (1) . We shall also discuss other model-equations for 2 -point oscillations with f (x) involving polynomial or exponential functions which are singular at both end points of I . In the sequel, some essential results on 2-point oscillations on I will be proved by using the following 2-point version of well known Sturm comparison principle. 
Then equation y + f (x)y = 0 is not 2 -point oscillatory on I .
The proof of Theorem 1.5 follows also from Sturm comparison theorem and the fact that equation (1) is nonoscillatory for λ = 1/4 . It is because the general solution y(x) = c 1 y 1 (x) + c 2 y 2 (x) of equation (1) for λ = 1/4 is determined by the functions y 1 (x) = x −1/2 ln(1/x) and y 2 (x) = x −1/2 ln(1/x) ln ln(1/x) which are nonoscillatory at x = 0 and x = 1, even y 1 (0) = y 2 (0) = y 1 (1) = y 2 (1) = 0.
There are many classes of linear differential equations which are not 2 -point oscillatory on the interval I. Therefore, it is helpful to have a necessary condition for 2 -point oscillations of a linear differential equation on I , which again follows from the Sturm's comparison principle. Consequently, the Euler linear differential equation y + λ x −2 y = 0, λ > 1/4, as well as its generalization, y + λ x −α y = 0, x ∈ I , where λ > 0 and α > 2 , are not 2 -point oscillatory on I . Also, the so called chirp-equation y + x −2 δ 2 x −2δ + (1 − δ 2 )/4 y = 0 as well as the equation y + x −4 e 2/x − 1/4 y = 0 with exponential term in its coefficient, are also not 2 -point oscillatory on I . These kinds of equations have been recently studied in [12] , [13] , [14] , and [25] .
In Section 2, we present a method by which the functions y 1 (x) = p(x) cos q(x) and y 2 (x) = p(x) sin q(x) via general solution formula y(x) = c 1 y 1 (x) + c 2 y 2 (x) produce an important class of 2 -point oscillatory equations y + f (x)y = 0 on I , where f (x) is explicitly expressed in terms of given functions p(x) and q(x). In Section 3, in a more general setting, we explore some asymptotic conditions of Hartman-Wintner type on the coefficient f (x) such that a second-order linear differential equation y + f (x)y = 0 is 2 -point oscillatory on I . As a consequence of these results, we prove that equation
is 2 -point oscillatory on I if σ > 2, where c(x) is a smooth and positive function on I . Hence, besides equation (1), the equation (4) is also a model-equation for 2 -point oscillations on the interval I . The geometric structure of all solutions of equation (4) is rather rich. More precisely, since the arc-length of the graph G(y) = {(x, y(x)) : 0 x 1} of a 2 -point oscillatory function y(x) on I may be finite, infinite or of fractal type, the so-called 2 -point rectifiable, unrectifiable, and fractal oscillations of y(x) on I are introduced and studied respectively in Section 4, Section 5, and Section 6. As a consequence of these results, we observe that such three kinds of 2 -point oscillations of equation (4) depend only on parameter σ in this way: equation (4) When equation (4) is fractal oscillatory, we determine the box dimension of its solution curves to be 3/2 − 2/σ , similar to the simpler case of equation (P) of Euler type, see [13] . By box dimension, we refer to Minkowski-Bouligand dimension see [6] and [11] . Fractal oscillations have been recently studied in nonlinear equations: in half-linear equation -see [15] , in Liénard equation -see [16] , and Emden-Fowler equation -see [26] , [27] . Geometric measure theory has been successfully applied to prove smoothness of weak solutions of Navier-Stokes equations see [3] , [9] , and [19] .
Existence of a class of 2-point oscillatory equations on I
In this section, we give the existence of a large class of second-order linear differential equations which are 2 -point oscillatory on the interval I and which contain, as a particular case, our pre-model-equation (1) . That class of equations will be determined by a given real function q = q(x) which satisfies the following structural conditions:
q (x) < 0 for all x ∈ I and S(q ) ∈ C(I).
Here S(q )(x) denotes as usual the Schwarzian derivative of q(x) defined by
We mention that in the theory of chaos, the Schwarzian derivative S(q )(x) plays an important role to determine the chaotic behaviour of a discrete iteration equation x n+1 = q(x n ) when n → ∞, see for instance [2] and [18] .
With the help of the general solution y(x) = c 1 y 1 (x) + c 2 y 2 (x) which is explicitly given in terms of the function q(x) by the formula:
one can form the following class of second-order linear differential equations on I :
In the first main result of this section, the structural conditions (5), (6) , and (7) ensure the existence of 2 -point oscillations of equation (9). THEOREM 2.1. Let q(x) satisfy the conditions (5), (6) , and (7) . Then equation (9) is 2 -point oscillatory on I .
In order to prove this theorem, it is enough to show that (8) is the general solution of (9) and that the conditions (5), (6) , and (7) imply 2 -point oscillations of general solution (8) . It is an elementary procedure and we leave it to the reader.
We are able now to verify 2 -point oscillations in equation (1) in a different way than in Section 1, by showing that (1) is a particular case of equation (9) where the corresponding function q(x) satisfies the conditions (5), (6) , and (7) .
which implies that q(x) satisfies the conditions (5) and (6) . Also,
It shows that q(x) satisfies the condition (7) and that equation (1) is a particular case of (9). Hence by Theorem 2.1, the equation (1) is 2 -point oscillatory on I .
The condition (7) implies the existence and continuity of f (x) = 1 2 S(q )(x) + (q (x)) 2 . In the following example we give a very simple function q(x) which satisfies the conditions (5) and (6) but does not satisfy the condition (7) , and so f / ∈ C(I).
it is clear that q(x) satisfies the conditions (5) and (6) . Also, since q (1/2) = 0 and S(q )(x) = −6/(1 − 2x) 2 , we have obviously that S(q ) is singular at x = 1/2 and thus the condition (7) is not satisfied.
An example for the function q(x) which satisfies the conditions (5), (6) , and (7), is the following.
Then q ∈ C 3 (I) and:
where Q(x) = 2(2β − 1)x 2 − 2(2β − 1)x + β and P 6 (x, β ) is a polynomial function in variables x and β of the 6 th degree. Therefore, the function q(x) satisfies the conditions (5), (6) , and (7) , and for such a choice of q(x), equation (9) is 2 -point oscillatory on I by Theorem 2.1. For all β > 0, we have
and Q(x) is decreasing near x = 0 and increasing near x = 1 when β > 1/2. We therefore have the following estimates for |q (x)| −1 which will be frequently used in Section 5 and Section 6 below:
where c 1 , c 2 are positive constants. Next, we obviously have
Since for all β > 0 the functions P 6 (x, β ) and Q(x) are bounded on I from below and above, from previous equality easily follows
Next, by using the Sturm's comparison principle, Theorem 2.1 can be extended to a general class of linear differential equations. for all x ∈ I , and so, since σ > 2 there is a β 1 > 0 such that 2β 1 + 2 < σ and
Next, for q(x) = (1 − 2x)/(x − x 2 ) β , x ∈ I , and for any β > 0 such that β < β 1 , let f (x) be a function defined by f (x) = 1 2 S(q )(x) + (q ) 2 (x) , x ∈ I . From Example 2.4 we know that f (x) is a continuous function on I and that equation y + f (x)y = 0 is 2 -point oscillatory on I . By (13) and (14), near x = 0 and x = 1, we have:
Hence, by using Lemma 1.3 we conclude that equation (4) is 2 -point oscillatory on I . Now, we present a particular case of equation (9), where the singular term is of exponential type. EXAMPLE 2.7. Let c(x) be a continuous function on I such that c(x) 1 for all x ∈ I . We consider the equation
This equation is a particular case of (9) when q(x) = (1 − 2x)e 1/(x−x 2 ) , x ∈ I . Also, it can be shown that for such a choice of q(x), all conditions of Theorem 2.5 are satisfied and hence, the equation (15) is 2 -point oscillatory on I . Indeed, q ∈ C 3 (I) and
where Q(x) is a continuous function on I such that
and P 16 (x) and Q 16 (x) are two suitable polynomial functions. Also,
x−x 2 < 0.
Hartman-Wintner type asymptotic conditions
The equations (1), (4), and (9) have been proposed in the previous sections as the model-equations for 2 -point oscillations on the interval I . It has been based on Theorem 2.1 and Theorem 2.5. In this section, we study 2 -point oscillations on I in the case of second-order linear differential equations in a general form y + f (x)y = 0, where the coefficient f (x) satisfies the Hartman-Wintner asymptotic condition on I :
The main properties for such a class of functions f (x) satisfying (16) are the nonintegrability of f 1/2 (x) on I and the regular asymptotic behaviour of f −3/2 (x) f (x) near x = 0 and x = 1 as follows.
, and let f (x) satisfy the Hartman-Wintner condition (16) . Then we have:
and lim
Proof. In order to prove (17), it is enough to use the following technical result, which will be proved in Appendix of the paper. 
where "dot" denotes differentiation with respect to s and
Applying Hartman-Wintner theorem (see Hartman [7, Corollary 8.1, p. 371]) to equation (19) , we obtain
x (17), (20) , and (22), we deduce that y + f (x)y = 0 is 2 -point oscillatory on I , which proves the theorem.
With the help of Theorem 3.3, one can establish 2 -point oscillations of equation (4) in a different way than the one presented in Corollary 2.6. 
where Q(x) is a smooth and bounded function on I , that is,
Now, by the use of Theorem 3.3, we can conclude once again that equation (4) is 2 -point oscillatory on I . Now, we are able to derive some important consequences of the asymptotic formulas (20), (21) , (22) , and (23), which will be frequently used in the following sections. The first one is about the a priori estimates of y(x) near x = 0 and x = 1 and the second one is about the stationary points of y(x), where y(x) is a solution of equation
, and let f (x) satisfy the Hartman-Wintner condition (16) . Then for all solutions y(x) of equation y + f (x)y = 0 we have:
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and s k s k+1
Proof. It is clear that the desired statement (24) immediately follows from (20), (21), (22) , and (23). Next, we can rewrite (20) , (21) as follows (see Hartman [7, p. 371] ):
and
near x = 0. So, for x = s k where y (s k ) = 0 and lim k→∞ s k = 0 , we obtain from (28)
where n(k) is an integer which increases by 1 as k is increased by 1 . Using (29) in
where c 0 is any positive constant less than |A| for sufficiently large k 0 . A similar argument applies to the sequence t k ∈ I , where y (t k ) = 0 and lim k→∞ t k = 1 . This proves (25) . Next, from (29), we deduce that
so for k k 0 , k 0 sufficiently large, we have (26) , where c 1 is any real number greater than 1. Likewise, a similar argument applies to the sequence t k ∈ I in (26) .
In equation (9), let f (x) = q 2 (x) where q(x) satisfies (5), (6) , and (7) . Note that f ∈ C 2 (I), f (x) > 0, and
Using Liouville transformation u(s) = y(x) f 
shows that equation (9) is 2 -point oscillatory on I .
On the other hand, we can write equation y + f (x)y = 0 as a perturbation of equation (9) as below:
Observe that Liouville transformation now transforms
.
This provides an alternative proof of Theorem 3.3.
Two-point rectifiable oscillations
The problem of oscillations of any real continuous function y(x) mostly considered on an infinite interval (x 0 , ∞), and so the graph G(y) as a curve in R 2 posses the infinite length. However, in some recent papers [8] , [12] , [14] , [13] , and [25] , the oscillations of all solutions y(x) of the second order differential equations y + f (x)y = 0 is studied on a finite interval, where the problem of finiteness or infiniteness of the graph G(y) was naturally arises. The length of the graph G(y) is determined as usually by,
where the supremum is taken over all partitions 0 = t 0 < t 1 < ... < t m = 1 of the interval I and || || 2 denotes the norm in R 2 . It is known that the graph G(y) is said to be rectifiable curve in (5), (6) , and (7) . If
then equation (9) Now, let y(x) be a solution of equation (9) . By (8), we have that (1) is 2 -point oscillatory on I and that the function q(x) = ρ ln ln(1/x), ρ = (λ − 1/4) 1/2 , satisfies the conditions (5), (6) , and (7). Also,
Now, by Theorem 4.2 we observe that (1) is 2 -point rectifiable oscillatory on I .
Next, we give a simple example for the function q(x) which satisfies the conditions (5), (6) , and (7), but does not satisfy the condition (32).
. By Example 2.4 we know that such defined q(x) satisfies (5), (6) , and (7) . However, the function q(x) does not satisfy the condition (32) since
This gives a sub-class of equation (9) which are not 2 -point rectifiable oscillatory on I . In Section 5, we shall give a condition to q(x) which ensures that equation (9) is 2 -point unrectifiable oscillatory on I (see Theorem 5.2).
The most simple case for the function q(x) satisfying the conditions (5), (6), (7) , and (32) is the following.
we know that such a class of functions q(x) satisfies (5), (6) , and (7) .
which shows that q(x) satisfies the condition (32). As the main consequence of Theorem 4.7, we establish 2 -point rectifiable oscillations on I of our principal model-equation (4). 
Two-point unrectifiable oscillations
In this section, we study 2 -point unrectifiable oscillations of second-order linear differential equations on the interval I . In Example 4.5, we show that such a kind of 2 -point oscillations is very possible. (6) , and (7) . We suppose that |q (x)| −1 is increasing near x = 0 and decreasing near x = 1 . If the series,
are divergent, then the equation (9) is 2 -point unrectifiable oscillatory on I .
In order to prove Theorem 5.2, we need the following elementary fact. LEMMA 5.3. Let s k ∈ I and t k ∈ I be two sequences of consecutive zeros of y (x) such that s k 0 and t k 1 . If ∑ k |y(s k )| or ∑ k |y(t k )| is divergent, then the graph G(y) is an unrectifiable curve in R 2 .
For the proofs of this lemma, we refer reader to [12, Proposition 4.2] .
Proof of Theorem 5.2. Let y(x) be a solution of equation (9) . According to (5), (6), (7) , and Theorem 2.1, we know that y(x) is 2 -point oscillatory on I . By means of general solution (8), we derive two cases: either y(x) = c 2 y 2 (x) or y(x) and y 2 (x) are linearly independent, where y 2 
This together with (34) imply that ∑ k |y(s k )| or ∑ k |y(t k )| is divergent. Hence by Lemma 5.3, y(x) = c 2 y 2 (x) is 2 -point unrectifiable oscillatory on I . In the second case when y(x) and y 2 (x) are two linearly independent solutions of equation (9), by Theorem 2.1, there are a k and b k ∈ I , two sequences of consecutive zeros of y(x) such that a k is decreasing and a k 0, and b k is increasing and b k 1. Let s k = q −1 (kπ) and t k = q −1 (−kπ) be two sequences of consecutive zeros of y 2 (x). By Sturm comparison principle and since y(x) and y 2 (x) are linearly independent, we know that there is k 0 ∈ N such that s k ∈ (a k−k 0 +1 , a k−k 0 ) and t k ∈ (b k−k 0 , b k−k 0 +1 ) for all k k 0 . Obviously, y 2 (q −1 (±kπ)) = 0 and |y 2 (q −1 (±kπ))| = |q (q −1 (±kπ))| 1 2 . Since the Wronskian |W (y 2 , y)(x)| = c > 0 for each x ∈ I , it implies that
Now, the assumption (34) implies that either one of the sequences ∑ k |y(s k )| and ∑ k |y(t k )| is divergent. Hence from Lemma 5.3 follows that y(x) is 2 -point unrectifiable oscillatory on I .
By Example 2.4, we know that q(x) satisfies (5), (6) , and (7) . Also, from (12) we have that
for all x ∈ I .
Since s k = q −1 (π/2 + kπ) tends to 0 and t k = q −1 (−π/2 − kπ) tends to 1 , from equalities q(s k ) = π/2 ± kπ , q(t k ) = ±kπ , and (36) with x = d k , where d k = s k or d k = t k and k is sufficiently large, together yield: It is clear that ϕ(x) is decreasing on (0, 1 2 ] and ψ(x) is increasing on [ 1 2 , 1). Also, from (17) follows that lim x→0+ ϕ(x) = lim x→1− ψ(x) = ∞. Therefore, there exist the inverse functions ϕ −1 (t) and ψ −1 (t), and two sequences S k and T k such that s k = ϕ −1 (S k ) and t k = ψ −1 (T k ) respectively. Let k 0 be a sufficiently large natural number. In order to show that G(y) is an unrectifiable curve in R 2 , by Lemma 5.3 it is enough to show that at least one of ∑ |y(ϕ −1 (S k ))| and ∑ |y(
] be two sequences of real numbers defined by
We claim that
Indeed, for k k 0 , by Lagrange mean-value theorem we obviously have:
Hence, with the help of (26) we have |S k − S k+1 | c 1 π and |T k − T k+1 | c 1 π , and so,
(39)
Putting the above inequality into (39) we obtain the desired statement (38). Next, since F(x) = f −1/4 (x), the statement (25) can be rewritten in the form:
Now, from (38) and (40), we observe that:
where c 3 = 3c 0 /(4c 1 π). Analogously, we obtain for the sequence t k that
Since by (37) we have that f 1/4 / ∈ L 1 (I) and so, from (41) and (42), we have that at least one of ∑ k |y(s k )| and ∑ k |y(t k )| is divergent. Hence by Lemma 5. Proof. Let f (x) = c(x)/(x − x 2 ) σ , x ∈ I . Since σ 4, we have
which together by Example 3.4 implies that the function f (x) satisfies all assumptions of Theorem 5.5. Hence, equation (4) is 2 -point unrectifiable oscillatory on I .
Two-point fractal oscillations of equation (4)
In the next two sections, we discuss 2 -point oscillations of a function y(x) on I , where the graph G(y) is a fractal curve in R 2 . The fractality of a graph G(y) will be expressed in terms of its upper Minkowski-Bouligand dimension, also known as box-counting dimension,
Here, the ε− neighbourhood G ε (y) of the graph G(y) is given by G ε (y) = {(t 1 ,t 2 ) ∈ R 2 : d((t 1 ,t 2 ), G(y)) ε} , where ε > 0 and d((t 1 ,t 2 ), G(y)) denotes the distance from (t 1 ,t 2 ) to G(y), and |G ε (y)| denotes the Lebesgue measure of G ε (y). In order to find a number d ∈ (1, 2) such that dim M G(y) = d and 0 < M d (G(y)) < ∞, we will use two geometric lemmas: the first one deals with dim M G(y) d and (16) . Let σ > 4 and let f (x) ∼ (x − x 2 ) −σ near x = 0 and x = 1 , that is, there exist constants λ 0 > 0 , λ 1 > 0 , and δ ∈ I such that λ 0
Then equation y + f (x)y = 0 is 2 -point fractal oscillatory on I with the dimensional number d = 3/2 − 2/σ .
Proof. We first need the following result concerning the zeros of solution y(x) of the second-order linear differential equation y + f (x)y = 0, where f (x) satisfies (43). It will be proved in Appendix of the paper. 
Next, for m > 0 small enough and M > 0 large enough there is a k 0 ∈ N such that:
Furthermore, y(x) is convex-concave function on (a k+1 , a k ) and (b k , b k+1 ), and there are a constant c > 0 and two sequences s k ∈ (a k , a k+1 ) and t k ∈ (b k , b k+1 ) such that for all k k 0 :
Next, we need the following 2 -point version of a result in [13, Lemma 4.1], which is valid for any arbitrarily given continuous function y(x) on I . LEMMA 6.5. Let y = y(x) be a real function, y ∈ C( I ), and y(0) = y(1) = 0 . Let a k ∈ I and b k ∈ I be two sequences of consecutive zeros of y(x) such that a k is decreasing, a k 0 , and b k is increasing, b k 1 . For any ε ∈ (0, min{ε 0 , ε 1 }), where ε 0 and ε 1 are two positive constants, we suppose that there are two natural numbers
If there are four sequences of real numbers, δ k , γ k > 0 , and s k ∈ (a k+1 , a k ), t k ∈ (b k , b k+1 ) such that |y(s k )| δ k and |y(t k )| γ k , for each k max{k 0 (ε), k 1 (ε)} ,
then for all ε ∈ (0, min{ε 0 , ε 1 }), the function y(x) satisfies:
In order to prove Lemma 6.5, it is enough to follow the same argument from the proof of [11, Lemma 2.1], see also [8, Appendix] . Now, we proceed with the proof of Theorem 6.3. We will show that any solution y(x) of equation y + f (x)y = 0 satisfies assumptions of Lemma 6.5. Let k(ε) be a natural number determined for all ε ∈ (0, ε 0 ) by
where the constants c 0 and ε 0 satisfy
Here the constants M , λ 0 , and k 0 are from (44) − (47). From (44), (45), (46), and (47), for all k k 0 we derive:
Putting (52) into (53), for d k = a k , d k = b k , and k k i (ε), we obtain that |d k −
satisfies all assumptions of Lemma 6.5. Hence by (51) we derive that
Since s k a k+1 and t k b k+1 , from (44), (45), and (54) follows
Therefore, from (46) and (47) follows In addition to Lemma 6.4 and Lemma 6.5, we need the following geometric lemma, which is the 2 -point version of [13, Lemma 5.1]. LEMMA 6.6. Let y = y(x) be a real function, y ∈ C 2 (I) ∪ C( I ). Let a k , b k ∈ I , s k ∈ (a k+1 , a k ), and t k ∈ (b k , b k+1 ) be four sequences of consecutive zeros of y(x) and y (x) respectively such that:
Let k 0 , k 1 ∈ N be large enough, and let k 0 (ε) and k 1 (ε) be two natural numbers depending on ε such that k i (ε) k i + 1 . There is a positive constant c > 0 such that
In order to prove this lemma we suggest to use the partitions of I in the following way:
Obviously, there is a constant c 3 > 0 such that |G ε (y| I 3 )| c 3 ε . By an easy geometric argument (for an exact calculation see [11, Lemma 2.2] ), the desired inequality (57) follows from (56) and (58).
Next, we now return to the proof of Theorem 6.3 and let s k ∈ (a k+1 , a k ) and t k ∈ (b k , b k+1 ) such that y (s k ) = y (t k ) = 0. From (24) and (43) follows that |y(x)| λ −1/4 1 (x − x 2 ) σ /4 near x = 0 and x = 1. Since s k a k and t k b k , from previous inequality we conclude:
where k 0 is sufficiently large. Furthermore, since f (x) > 0 on I , we have that y(x) is convex-concave function on (a k+1 , a k ) and (b k , b k+1 ), and so, the statement (56) is satisfied. Now, with the help of (44), (46), (52), and (59) we obtain: 
Also, from (45), (47), (52), (59), and by similar reasoning as in the previous inequalities, we derive:
Using all the above inequalities into (57) we observe that 
Two-point fractal oscillations of equation (9)
In this section, we will show that the function
where x ∈ I and 0 < α < β , are 2 -point fractal oscillatory on I , where the dimensional number d = 2 − (α + 1)/(β + 1). Here, the function sin(t) can be repleaced by cos (t) or by any T -periodic and smooth function W (t) such that W (t * ) = 0 for some t * ∈ R. We then enlarge our discussion on 2 -point fractal oscillations to include equation (9) where its fundamental solution (8) is of the form just described. Therefore, we firstly derive the lower bounds for dim M G(y) and M d (G(y)), where the function y(x) is given in the form y(x) = p(x) sin q(x). Here p(x) is the amplitude and q(x) is the frequence of y(x). The crucial role in our procedure to bound dim M G(y) and M d (G(y)) from below will be played by the inverse function q −1 (t) of q(x) satisfying conditions (5), (6) , and (7) . In many examples of the function q(x), where the corresponding y(x) is 2 -point oscillatory on I , it is not easy to determine explicitly q −1 (t), for instance q(x) = (1 − 2x)/(x − x 2 ) β . Since the calculation of the lower bounds of dim M G(y) and M d (G(y)) involves explicitly determination of q −1 (t), the function q(x) need to be repleaced by its asymptotic approximations q 0 (x) and q 1 (x) near x = 0 and x = 1 respectively, where q −1 0 (t) and q −1 1 (t) exist. It is also useful to consider asymptotic approximations p 0 (x) and p 1 (x) of the function p(x) near x = 0 and x = 1 respectively. We use the notation f (x) ∼ g(x) near x = x 0 to represent lim x→x 0 f (x)/g(x) = 1. 
where μ 1 and ν are two positive constants, and J 0 = (t 0 , ∞) and J 1 = (−∞, −t 0 ), t 0 > 0 . Let ε 0 , ε 1 > 0 and let k 0 (ε) and k 1 (ε) be two natural numbers such that
where ± = + for i = 0 and ± = − for i = 1 . We suppose that |p(x)| ∼ p 0 (x) and |q(x)| ∼ q 0 (x) near x = 0,
where the functions p i ∈ C( I ) and q i ∈ C(I) satisfy: p 0 (x) is increasing and q 0 (x) is decreasing near x = 0, p 1 (x) is decreasing and q 1 (x) is increasing near x = 1.
If there are σ 0 , σ 1 ∈ (0, 1) and c 0 , c 1 > 0 such that
then dim M G(y) d * = 2 − min{σ 0 , σ 1 } > 1 and M d * (G(y)) > 0 .
Proof. Let y(x) = p(x) sin q(x), x ∈ I . We will show that such defined y(x) satisfies all assumptions of Lemma 6.5. Since p ∈ C( I ), p(0) = p(1) = 0, and q ∈ C(I), we have that y ∈ C( I ), and y(0) = y(1) = 0. Next, since q(x) is supposed to be decreasing on I , its inverse function q −1 (t) exists. Therefore, the zeros and stationary points of y(x) can be given by a k = q −1 (kπ), b k = q −1 (−kπ), s k = q −1 ( π 2 + kπ), and t k = q −1 (− π 2 − kπ). Since |q(0+)| = |q(1−)| = ∞ and since q −1 (t) is decreasing in t , it is clear that a k 0, b k 1, s k ∈ (a k+1 , a k ), and t k ∈ (b k , b k+1 ). From (60) and (61), since h 0 (x) is increasing near x = 0 and h 1 (x) is decreasing near x = 1 , for each k max{k 0 (ε), k 1 (ε)} we obtain:
Hence, the statement (49) is satisfied for such choice of a k , b k , and k i (ε). Next, since
Therefore, from (62), (63), and (66) follows:
Hence, the statement (50) is satisfied for δ k = 1 2 |p 0 (a k+1 )| and γ k = 1 2 |p 1 (b k+1 )|. Thus, all hypotheses of Lemma 6.5 are fulfiled, and so we may use the statement (51) to observe that
Next, with the help of the left inequality from (60), we get:
Putting these inequalities into (67), we obtain:
108 MERVAN PAŠIĆ AND JAMES S. W. WONG Next, from (62) and (66) follows that 1 2 q i (x) |q(x)| 2q i (x) near x = 0 when i = 0 and near x = 1 when i = 1 . In particular for x = a k and x = b k , since |q(a k )| = |q(b k )| = kπ , we get 1 2 q 0 (a k ) kπ 2q 0 (a k ) and 1 2 q 1 (b k ) kπ 2q 1 (b k ). Using these estimates, we can bound a k 's and b k 's in terms of q −1 0 (t) and q −1 1 (t) as follows:
Since p 0 (x) and h 0 (x) are increasing near x = 0, and p 1 (x) and h 1 (x) are decreasing near x = 1 , by putting (69) into (68), we obtain that for i = 1, 2,
Now, by combining the hypothesis (64) with the conclusion (70), we finally observe that |G ε (y)| max{c 0 ε σ 0 , c 1 ε σ 1 } , which by using the corresponding definitions for d = dim M G(y) and M d (G(y)) proves the desired statement (65).
In many examples of the function q(x), the inverse function q −1 (t) is not explicitly determined and hence, the verification of (60) is not a simple procedure. However, if q ∈ C 1 (I) and q (x) = 0 on I , then (60) can be easy verified by using Lagrange mean-value theorem. In that case, the functions h i (x) which appear in (60) can be explicitly given in the dependence of q (x) as in the following variant of Lemma 7.1. 
Let p(x) and q(x) satisfy the asymptotic conditions (62) and (63). Let the natural numbers k 0 (ε) and k 1 (ε) be determined by (61), where h −1 0 (t) and h −1 1 (t) are the inverse functions respectively of h 0 (x) = |q (x)| −1 near x = 0 and h 1 (x) = |q (x)| −1 near x = 1 . If there are σ 0 , σ 1 ∈ (0, 1) and c 0 , c 1 > 0 such that
Proof. Since q (x) = 0 on I , by the use of Lagrange mean-value theorem, for any s < t there is ξ ∈ (s,t) such that q −1 (t) − q −1 (s) = [q (q −1 (ξ ))] −1 (t − s). Since |q (x)| −1 is increasing near x = 0 and decreasing near x = 1, and q −1 (t) is decreasing in all t , for all s < t we have that |q (q −1 (t))| −1 |q (q −1 (ξ ))| −1 |q (q −1 (s))| −1 , (s,t) ⊆ J 0 , and |q (q −1 (s))| −1 |q (q −1 (ξ ))| −1 |q (q −1 (t))| −1 , (s,t) ⊆ J 1 , where J 0 = (t 0 , ∞) and J 1 = (−∞, −t 0 ), t 0 > 0 . Thus, the condition (60) is satisfied, where h 0 (x) = |q (x)| −1 near x = 0 and h 1 (x) = |q (x)| −1 near x = 1 . Also, for such choice of h i (x), the hypotheses (64) and (72) are equivalent. Hence, the function q(x) satisfies all assumptions of Lemma 7.1 and the desired statement (73) immediately follows from (65).
The most interesting example for the function y(x) which satisfies all hypotheses of previous Corollary 7.2 is the following. Hence, all assumptions of Corollary 7.2 are fulfiled. Next, with the help of (61) we derive the natural numbers k 0 (ε) and k 1 (ε) determined by
We claim that y(x) satisfies the condition (72) in particular for σ 0 = σ 1 = α+1 β +1 . Indeed, one can easily check that q −1 
which together with (74) implies:
Hence, the statement (72) is fulfiled, where σ 0 = σ 1 = α+1 β +1 . Now by Corollary 7.2 follows (73). Thus, we derive that dim M G(y) d * = 2 − α+1 β +1 and M d * (G(y)) > 0.
Using the same argument as in Example 7.3, one can show that the following class of functions:
also satisfies the statements dim M G(y) d * and M d * (G(y)) > 0 , like the function y(x) from Example 7.3, but with different dimensional number d * .
In the sequel, we study the upper bounds for dim M G(y) and M d (G(y)) of the functions y(x) = p(x) sin q(x). We begin with the following geometric lemma. LEMMA 7.4. Let y(x) = p(x) sin q(x), x ∈ I , where p ∈ C( I ), p(0) = p(1) = 0 , q ∈ C 2 (I), q(0+) = −q(1−) = ∞, q(x) is decreasing on I , and satisfies (60). We suppose that y(x) is either convex or concave function between its zeros.
(76)
Let p(x) and q(x) satisfy the conditions (62) and (63). Let ε 0 , ε 1 > 0 , let k 0 , k 1 ∈ N, and let k 0 (ε) and k 1 (ε) be two natural numbers which satisfy
Let q i,ε = q −1 i (k i (ε)π/2) and let h i (x) be from (60). If there are constants σ 0 , σ 1 ∈ (0, 1) and c 0 , c 1 > 0 such that for all ε ∈ (0, ε i ),
Proof. Let y(x) = p(x) sin q(x), x ∈ I , and let a k = q −1 (kπ), b k = q −1 (−kπ), s k = q −1 ( π 2 + kπ), and t k = q −1 (− π 2 − kπ). With the help of (76), we get that y(x) satisfies all assumptions of Lemma 6.6. Next, from (62), (63), and (66) follows: |y(s k )| = |p(s k )|| sin q(s k )| = |p(s k )| 2p 0 (s k ) 2p 0 (a k ) and |y(t k )| = |p(t k )|| sin q(t k )| = |p(t k )| 2p 1 (t k ) 2p 1 (b k ). Since p 0 (x) is increasing near x = 0 and p 1 (x) is decreasing near x = 1 , from previous inequalities and (69) we observe that: |y(s k )| 2p 0 (q −1 0 (kπ/2)) and |y(t k )| 2p 1 (q −1 1 (kπ/2)).
Also, from (60) follows
which together with (69) imply
Since q i,ε = q −1 i (k i (ε)π/2), from (69) and (80) we obtain: a k 0 (ε) |y(s k 0 (ε) )| 2q −1 0 (k 0 (ε)π/2)p 0 (q −1 0 (k 0 (ε)π/2)) = 2q 0,ε p 0 (q 0,ε ),
Also, from (69), (80), and (81) we obtain:
Involving (82), (83), (84), and (85) into (57), and using the hypothesis (78) we observe that |G ε (y| I )| c i ε σ i . By the definitions of dim M G(y) and M d * (G(y)), it gives the desired statement (79).
In the case when y(x) is a solution of (9), the hypothesis (76) is satisfied if we assume that S(q )(x) > 0 on I . Also, in the case when y(x) = p(x) sin q(x), we can ensure that the hypothesis (76) holds if d j p/dx j and d j q/dx j do not change the sign near x = 0 and x = 1, where j = 0, 1, 2 . Next, we present an example for the functions q(x) which satisfies all assumptions of Lemma 7.4. EXAMPLE 7.5. Let 0 < α < β and let y(
Let us remark that we do not explicitly expresed the inverse function q −1 (t) of q(x). By (12) and by Lagrange mean-value theorem, we obtain (E 1 ) satisfy the asymptotic formula given by Hartman-Wintner theorem near x = 1/2, namely,
Clearly y(x) given in (97) is oscillatory on [0, 1 2 ) and ( 1 2 , 1] and has two sequences of zeros converging from the left and the right to x = 1/2. Similar to equation (4), we consider the model equation for 2 -sided oscillations:
where c(x) is a positive and continuous function on I . Following Theorem 3.3, Theorem 4.7, and Theorem 5.5, we can also prove similar results for 2 -sided oscillations of y + f (x)y = 0. (16) . Then equation (P): y + f (x)y = 0 is 2 -sided oscillatory at x 0 . Furthermore:
In the case when f (x) ∼ (x − x 0 ) σ near x = x 0 , σ > 4 , we can also prove a similar result as Theorem 6.3. Using the concept of 2 -sided oscillations which deals with the case when f (x) has interior singularities, we consider the equation
where P(x) = x n + a n−1 x n−1 + .... + a 1 x + a 0 is a n th degree polynomial and R(x) is a positive rational function. Assume that P(x) has real roots x 1 , x 2 , ..., x k all lie in I (note that complex roots can be grouped into the rational function R(x)), with multiplicity m 1 , m 2 , ..., m k such that ∑ k j=1 m j = n and m j 2 . We can then claim that equation (99) is 2 -sided oscillatory at all multiple zeros of P(x) and when the multiplicity 4 the solutions are unrectifiable 2 -sided oscillatory with fractal dimension 3/2 − 2/m j , m j 4. 
Here the denominator has a multiple root at x = 1/2 with multiplicity 5 and (1 − x 2 )(x + 1) −1 is a positive rational function on I . So by Theorem 8.3, we conclude that equation (100) is fractal oscillatory at x = 1/2 with fractal dimension 11/10 .
A result due to Laguerre (see [1] and also [17] ) states that if all roots of the polynomial P(x) = x n + a n−1 x n−1 + ..... + a 1 x + a 0 are real then they must lie between an interval [A, B], where A, B are given by A, B = − a n−1 n ± n − 1 n a 2 n−1 − 2n n − 1 a n−2 1/2 .
We 
We can use Laguerre formula to determine an optimal interval, i. e. ], in which the singular points x = 1, 2 lie. However, it is simpler to make a scale change ξ = x/3 to transforms (101) to
where y(ξ ) = y(x) and ξ ∈ I = [0, 1]. We can now appply Theorem 8.2 and Theorem 8.3 to conclude that equation (101) is:
(a) 2 -sided oscillatory at x = 1 and x = 2;
(b) 2 -sided rectifiable oscillatory at x = 1;
(c) 2 -sided unrectifiable oscillatory at x = 2.
Appendix
In this section we give the proof of Proposition 3.2 and Lemma 6.4.
Proof of Proposition 3.2. The main idea is taken from the proof of [15, Proposition 2.9]. Since F A−1 F ∈ L 1 (I), there are two constants K 0 , K 1 > 0 such that K 0 = 1/2 0 F A−1 (x)|F (x)|dx and K 1 = Integrating these two inequalities respectively over (0, x) where x ∈ (0, 1/2) and (x, 1) where x ∈ (1/2, 1), and using that F(0) = F(1) = 0 we obtain F −A (x) c 0
x , x ∈ (0, 1 2 ) and F −A (x) c 1 1−x , x ∈ ( 1 2 , 1), which show that F −A / ∈ L 1 (0, 1 2 ) and F −A / ∈ L 1 ( 1 2 , 1). Next, from (103) we also obtain, (A − 1) 1/2 s F A−2 (x)(F (x)) 2 dx K 0 + F A−1 (1/2)|F (1/2)| − F A−1 (s)F (s).
Since F(0) = 0 and F(x) > 0 for all x ∈ I , from the mean value theorem we get a sequence s n ∈ I such that s n → 0 and F (s n ) > 0 . Putting for s = s n in the previous inequality and passing to the limit, we obtain that 
For the function q(x) = (1 − 2x)/(x − x 2 ) β , x ∈ I , since S(λ q) = S(q), λ = 0, by (10) and (11) we derive a γ 0 ∈ I only depending on λ 0 , m, σ and a γ 1 ∈ I only depending on λ 1 , M , σ such that 
for all x ∈ (0, ε) ∪ (1 − ε, 1) and ε = min{δ , γ 0 , γ 1 } , where δ is from (43). Next, by (8) and (9), the function y λ (x) = λ −1/2 |q (x)| −1/2 sin(λ q(x)) satisfies the equation
Since q(x) is decreasing on I with q(0+) = ∞ and q(1−) = −∞, there is a k 1 ∈ N and there are two sequences u λ ,k 0 and v λ ,k 1 of consecutive zeros of y λ (x) which satisfy λ q(u λ ,k ) = kπ and λ q(v λ ,k ) = −kπ for all k k 1 . We claim that there is a k 2 k 1 such that: 
