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Italian Abstract
Negli ultimi decenni, numerosi sforzi sono stati dedicati alla pro-
tezione dell’ambiente. Tuttavia, solo recentemente questo bisogno
e´ diventato ancora piu´ urgente come conseguenza del nostro stile
di vita sempre piu´ consumistico, causa primaria di inquinamento
e sfruttamento di risorse ormai limitate. Siamo stati testimoni di
alcune importanti iniziative ecologiche quali il reciclaggio, il rim-
boschimento, blocchi del traffico e svariate misure per la conser-
vazione dell’energia ma nessuna di queste puo´ essere considerata
decisiva. Per questa ragione, ultimamente, molti ricercatori si sono
concentrati nello studio di un progetto che potrebbe effettivamente
fare la differenza: le Smart Grid.
Il termine Smart Griddelinea un concetto futuristico per una qual-
siasi infrastruttura di gestione risorse che, opportunamente accop-
piata con le funzionalita´ fornite dalle ICT, sara´ in grado di acquisire
le potenzialita´ per gestire i processi di produzione e consumo, evi-
tando in questo modo sprechi e discontinuita´ di servizio. Questo
argomento ha acquisito nel corso degli anni sempre piu´ visibilita´ gra-
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zie alle numerose conferenze dedicate organizzate in tutto il mondo.
Svariate organizzazioni, tra cui Enel in italia, hanno avviato gia´ da di-
versi anni il loro personale progetto per lo sviluppo delle smart grid,
mostrando interesse sopratutto per quanto riguarda la possibilita´ di
migliorare l’integrazione delle energie rinnovabili. Dopo un peri-
odo iniziale di documentazione, ho deciso di incentrare il mio dot-
torato sull’analisi della rete elettrica sarda. Abbiamo dedicato i primi
mesi all’acquisizione di dati su produzione e consumi a partire dalle
aziende Enel e Terna (leader in Italia nel settore della produzione e
della distribuzione), in modo da poter realizzare un modello come
base futura di test successivi. Usando un tool per l’analisi delle reti
complesse, e´ stato possibile inquadrare le principali caratteristiche
del sistema e, attraverso l’uso di un indice di centralita´, individuare
le aree della rete maggiromente suscettibili ai guasti. Questo ap-
proccio potrebbe risultare azzardato ad alcuni, dal momento che il
termine rete complessa solitamente si riferisce a reti di tipo sociale,
biologico o generalmente composte da un numero enorme di nodi e
archi. In questo tipo di architetture, i legami tra nodi e archi sono piu´
importanti rispetto alle loro struttura topologica che, al contrario,
risulta invece fondamentale all’interno di una Smart Grid. Tuttavia,
lo studio ha infine dimostrato che anche le smart grid possono trarre
benefici da questo tipo di approccio. Infatti, secondo le leggi di Ohm
e Kirchoff, che regolano le modalita´ di distribuzione dell’energia tra
le varie aree della rete, possiamo riscontrare delle analogie del loro
funzionamento attraverso lo studio dei pattern e dei cluster che si
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formano all’interno del modello. I risutati ottenuti da questo primo
step di analisi, sono stati poi usati come punto di partenza per dei
stress test necessari a valutare il livello di tolleranza ai guasti. Una
volta individuati i punti deboli, siamo stati in grado di creare degli
scenari ad hoc dove vengono analizzati gli effetti e le conseguenze
dei guasti simulati in tali aree. Attraverso un algoritmo di ottimiz-
zazione abbiamo studiato il calo di performance durante condizioni
avverse e le contromisure adottate per riorganizzare i flussi al fine
di ripristinare il corretto funzionamento della rete. I cambiamenti
di performance sono registrati come la differenza dei costi, calcolati
come risultato della funzione obiettivo di ciascun scenario. Inoltre,
ci siamo serviti di altri paramtri quali redundancy e Arcs usage per
valutare lo stato della rete dopo ogni guasto.
Per rendere ancora piu´ realistici gli esperimenti, abbiamo dovuto
affrontare la scelta di una metrica adeguata per misurare i costi di
trasmissione dell’energia. Analizzate le proposte trovate in letter-
atura, abbiamo infine optato per l’utilizzo di una metrica inedita che
abbiamo chiamato power loss definita a partire dai dati tecnici ot-
tenuti da Terna. Utilizzando i dati relativi alle caratteristiche fisiche
del cavo, tra cui densita´ del materiale e larghezza della sezione circo-
lare, possiamo affermare di aver proposto una metrica nuova rispetto
a quelle tradizionalmente basate solo su voltaggio e corrente.
La tesi e´ organizzata in 5 capitoli:
• Il capitolo 1 introduce i concetti necessari per spiegare cosa sono
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le smart grid e come si applicano al settore elettrico. Verranno
mostrati i vantaggi e gli svantaggi del loro utilizzo e, alcuni
risultati gia´ ottenuti in questo campo saranno elencati e dis-
cussi. Infine, per completezza, abbiamo inserito alcune delle
sfide e dei problemi ancora aperti e attuali su tale argomento.
• Il capitolo 2 mostra la situazione della rete elettrica Sarda. Dati
relativi a consumi e produzione verranno mostrati, eviden-
ziando la situazione di sovraproduzione e le difficolta´ nel rag-
giungere un buon livello di integrazione con le rinnovabili. In
seguito, descriveremo le scelte e gli strumenti adoperati per
costruire il modello usato nelle successive sperimentazioni.
• Il capitolo 3 e´ dedicato alla spiegazione delle analisi di tipo com-
plesso effettuate sul modello. Verra´ introdotto il software Cy-
toscape, che ci ha assistito durante gli esperimenti, e verranno
descritti i risultati ottenuti. Un paragrafo a parte e´ dedicato
quindi al calcolo della betweenness centrality e in particolare
a mostrare come, il numero e la posizione dei nodi hub indi-
viduati, puo´ cambiare sulla base dell’utilizzo o meno dei pesi
sugli archi della rete.
• Il capitolo 4 si occupa della parte relativa all’otimizzazione,
mostrando il modello matematico utilizzato per studiare le
performance della rete. Verranno quindi discussi alcuni tra gli
scenari piu´ rappresentativi tra quelli appositamente creati.
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• Il capitolo 5 infine dara´ un riepilogo dei risultati ottenuti durante
questi tre anni di dottorato presentando tutte le conclusioni
raggiunte. A questo punto, verranno analizzate alcune tra le
possibilita´ per eventuali sviluppi futuri di questo lavoro.
xiv Italian Abstract
Introduction
In the last decades, a lot of efforts and studies were committed to envi-
ronment protection. However, it is only during the last few years that
this need has become even more compelling due to our consumerist
lifestyle, which produces pollution and is based on the exploitation
of limited natural resources. Our society has been witnessed to some
important green initiatives such as recycling, reafforestation, traffic
blocks and energy saving measures but none of these can be consid-
ered decisive. For this reason, lately, most of researches are focused
on a topic that could actually make the difference: Smart Grids.
The term Smart Grid indicates a futuristic concept for an utility
grid where the conventional services are coupled with ICT resources
in order to manage production and consumption process in detail,
avoiding waste and service interruption. This topic has gained more
and more visibility thanks to the numerous dedicate conferences or-
ganized all around the world. Various organizations, including Enel
in Italy, began their own smart grid project, showing great interest
especially for the expectation to achieve a better integration with
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renewable. Since a smart grid can be considered as the result of
a combination between engineering and computer science compe-
tences, a lot of different research lines and opened challenges can
be listed. After an initial period of documentation, I decided to fo-
cus my PhD on the analysis of the regional power grid in Sardinia.
Initially, some months have been used collecting data about energy
production and consumption from Enel and Terna which, at a later
stage, allow to build a model that became the test bench for future
tests. Using a specific tool for complex analysis, it has been possi-
ble to depict the main characteristics of the system and, through a
centrality index, to spot the zones considered more susceptible to
failures. This approach may results peculiar to some, since the term
complex networks usually refers to social, biological or, in general, net-
works characterized by a huge number of nodes and arcs. In these
architectures, the bounds between nodes are more important rather
than their topological structure that, instead, is considered funda-
mental in power grids. However, when coupled with optimization,
Complex Network approach results an adequate first step in leading
the set-up of optimization algorithms. Moreover, it is possible to
notice some important analogies between kirchhoff’s / Ohm’s laws
and the constraints used to set the mathematical model for the Min
Cost Flow algorithm. Indeed, both regulate the physical limits that
exist among patterns and clusters that can naturally be found in the
model. Results obtained by this first step of analysis, have been used
as starting point for some stress tests on the grid, in order to evalu-
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ate its level of tolerance to failures. Once spotted the weak nodes,
they have been used to create several scenarios where some failures
and their consequences are represented. Using an optimization al-
gorithm, it was studied how the performances change under harsh
conditions and how the distribution flows must be reorganized to
heal grid connections, making them operational. Changes in perfor-
mance are registered as the difference between costs calculated as the
objective functions of scenarios. Moreover, other parameters such as
redundancy and arcs usage have been used to evaluate the state of the
grid after each failure.
In order to make the experiments more realistic as possible, one
of the main problem was to choose the best metric, among ones pro-
posed in literature, to represent the transmission costs. Eventually,
a novel metric, called power loss and defined from technical data re-
trieved by Terna, has been created to perform the analysis. It can be
considered original, since it was created using physical parameters
as resistivity, length and the cross-sectional area of the cable (beyond
the classic voltages and current) which can’t be found in any other
metrics in literature.
The main contributions of this thesis are:
• The proposal of a method to deeply study the features and the
weaknesses of a power grid using the combination of Complex
Network and Operational Research. The union of these two
approaches can be seen in other works (e.g. [1]) but it has been
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never applied to power grid at the transmission level. Apart
the technical information which result from these studies, the
method also finds its utility as preliminary step to define a
proper plan for smart grid transformation process and to spot
the areas which mostly require maintenance over the years.
• Concerning the Complex Network aspect, the Cytoscape tool,
used during the analysis, has been properly upgraded with
the integration of Pau’s algorithm [2], which allows the com-
putation of Betweenness centrality indexes also in weighted
networks. The advantages of this upgrade can be observed
in the amount and position of high-betweenness nodes spotted.
Indeed, these two values slightly change respect to ones ob-
tained using the original approach and this lead to different
results during the Operational Research. The thesis, through
some experiments, underlines the importance to use weighted
networks which instead is often underestimated in literature.
• Concerning the Operational Research aspect, has been defined
a novel metric using a combination of cable physical proprieties
which has never been used in literature. In fact, it is decided to
express cable resistance, not by Ohm’s law, but using instead
a combination of resistivity, length and the cross-sectional area
of the cable.
• This research line has inspired me to publish three different
xix
works [3][4][5].
The thesis is organized in 5 chapters:
• Chapter 1 introduces the necessary background to explain how
the smart grids are organized and the way they should operate
if applied on the electric field. Pros and cons from smart grid
utilization are shown and some results already achieved in this
field are listed and discussed. Open challenges and issues,
faced today in several fields, are briefly exposed.
• Chapter 2 shows the situation of the Sardinian power grid. Data
about generic consumes and supplies are presented, enhancing
the situation of overproduction and the difficulties in achieving
a good level of renewable penetration. Then, the choices and
the instruments opted to build the model are discussed.
• Chapter 3 covers all the complex network analysis performed on
the model. Cytoscape, the tool used for this purpose, has been
introduced and the results obtained have been explained. A
paragraph is dedicated to describe the betweenness centrality
and to show how, number and position of nodes with high
betweenness, might change depending on whether or not the
grid connections are weighted.
• Chapter 4 takes care of the optimization part of the thesis, show-
ing the mathematical model used to study the grid perfor-
mance. All the scenarios specifically created for the analysis
xx Introduction
are discussed.
• Chapter 5 finally gives a recap of the results obtained during
my PhD studies and exposes some conclusions. Then, several
ways to expand this work are discussed.
Chapter 1
Introduction to smart grids
for electric system
1.1 Definitions and motivations
Energy demand has increased exponentially in the last 50 years, and
several countries are now forced to face energy deficiency. The Elec-
tric Transmission and Distribution (TD) systems have continued to
operate in the same way since last many decades. This happens as
a direct consequence of the lack of investment for new installation.
Moreover, the natural ageing process of the mechanical network
components have left us an inefficient and increasingly unstable
electric system [6]. For this reason, worldwide, energy saving has
become a crucial issue of the time. Also the environment is threat-
ened by this situation, if we consider that electric power production
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causes approximately 25% of global greenhouse gas (GHG). All these
reasons have driven the researchers to think out of the box, and to
imagine an electric grid that benefits from modern communication
techniques to deliver real-time information, and enable a respon-
sive mechanism for supply/demand trade-off. From these consider-
ations, arises the idea to create the term Smart Grid, referring to the
next generation power grids which come with an advanced two-way
communications and pervasive computing capabilities for improved
control, efficiency, reliability and safety [7]. Generally speaking, a
smart grid is composed by three major components:
• Distributed Intelligence mostly concerns smart meters develop-
ment as fundamental aspect of grid operation. An Advanced
Metering Infrastructure (AMI) is the access point which con-
nect the utility companies to the consumers. In fact, smart
meters are designed to measure consumption and send the
related data to the company. Therefore, consumers will be in-
formed about how much energy they are using and how much
they are paying for it. In this way, they’ll have the chance to
reduce their energy load postponing unessential activities to
periods with inferior prices.
• Automated Control Systems are a series of mechanisms to locally
manage consumption. An example is the Demand Side Man-
agement (DSM) which consists in support decision policies to
prevent heavy fluctuation in energy demand. In fact, when
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energy demand changes too fast, the grid should adapt its pro-
duction in order to satisfy the customers or avoid wastes. How-
ever, energy production can’t be delayed, stopped or resumed
at will because these processes require time (during which the
situation can change further) and losses to be achieved. In ad-
dition, during peak hours, the plants regularly used may not
be able to satisfy the increased demand and this situation force
the system to provide energy also from less efficient plants,
whose operation increases pollution and rise production costs.
Thus, to avoid production fluctuation has became a crucial is-
sue, whose solution can be found in the consumption domain.
The basic idea is to modify consumer behaviour, changing the
price during the day in order to discourage energy use during
peak hour, and encourage it when the request is low. If the
consumption is smooth and constant, also the production can
be adapted to this trend. Following this guideline, several ap-
proaches have been proposed in DSM field as peak clipping,
valley filling, load shifting and strategic conservation (see fig.
1.1).
• Communication Technologies represent all the equipments and
infrastructures necessary to exchange data and information
within the grid.
In literature, all the proposals for grid development necessarily need
to follow some common guidelines in order to be presented.
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Figure 1.1: DSM techniques [8]
Usually, an efficient power grid should be able to heal itself if
failure happens [9], restoring the grid components in order to avoid
blackout or other consequences. Another crucial aspect is the privacy
protection of the customers, which could become unaware victims
of cyber attacks. Data exchanged between consumers and suppli-
ers should be private and appropriately verified to avoid that fake
information could trigger counteractions, potentially dangerous for
the grid. Finally, power quality should be guaranteed according to
the 21st century needs [10].
However, even if is possible to identify some common guide-
lines for smart grid definition, its realization surely depends on local
conditions; several countries will begin their transformation process
from very different starting points. Evolution of smart grid tech-
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nologies will be slow and require a lot of time and resources; layers
and layers of functionalities will be progressively added onto ex-
isting equipments and systems. Sardinia, for example, has its own
particular features that must be taken into account before expressing
any plan for future grid evolution. So, even if the basic concepts are
the same, a solution proposed for one grid may not work as well
as in another one, and often studies and experiments produces very
different results which must be interpreted according to the grid na-
ture. This is one of the main reason that drives me to perform a
complex network study; the desire to deeply understand our power
grid operation is, in my opinion, the best starting point for a correct
smart grid development. The opportunity to abstract the features
of a grid, makes the Complex Network approach promising to prop-
erly recognize which type of power system is studied and also to
program future decisions according to it.
1.2 Grid Architecture
Up to now, the requirements that a grid needs to be considered smart
have been briefly shown. Principles and ideas for future operation
have been exposed, but nothing has been said about the way how
grid components are going to interact and work. So now, according
to the National Institute of Standards and Technology (NIST)[11],
one of the most used model in literature is showed with the descrip-
tion of the domains and actors that actually compose this futuristic
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architecture. The term actor, in this context, also refers to devices, sys-
tems, or programs which take decisions and exchange information
inside the grid. Smart meters, solar generators, and control systems
are all examples of possible devices. The model is composed by
seven domains as we can see in fig. 1.2. Actors that operate in the
same domain, usually have also the same goal. In order to achieve
it, components of a particular domain cooperate together and ex-
change information with actors in other domains. It is important to
notice that, sometimes, devices can be part of two or more domains
at the same time, since their functionalities are required in different
context. For example, the Distribution domain needs smart meters
to work properly, even if they actually belong to the Customers do-
main. Finally, it’s important to say that this model is only descriptive
but not prescriptive, so it is not to be intended as a final design for
smart grid but only a set of cues for future development.
1.2.1 Customers
The customers are the end users of electricity. They can be divided in
three main categories also called sub-domains: residential, commer-
cial and industrial. Each category has a typical energy need which
can be calculated as less then 20 kW for Domestic, between 20 and
200 kW for Commercial and over 200 kW for Industrial. Customers
will surely be among the stakeholders which receive several benefits
from smart grid. In fact, respect to the traditional power system,
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Figure 1.2: NIST Conceptual Model [12]
they will be actively committed in smart grid operation. The smart
customer will interact with the utilities thanks to the Energy Service
Interface (ESI), user-friendly control devices necessary to customize
the services desired. They actually act as bridges to connect the cus-
tomer with other systems as Building Automation System (BAS) or
Energy Management System (EMS) which instead are designed to
save energy and money through customizable smart policies. The
AMIs or Smart Meters, fig. 1.3, are instead the devices placed in all
sub-domains, which work as borderline gateways to communicate
with actors in other domains. Moreover, the customer may have
more than one EMS, so consequently there could be more than a
communication channel.
Concerning the domestic users, in order to fully understand their
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role, it’s helpful to imagine them in the right context. First of all, in
a near future, houses will be more advanced, equipped with all
kind of automations. Each electric appliance will be connected to
the home network and can be programmed in order to be turned
on and off at will. Future buildings will be equipped with their
own solar panel and wind turbines which will produce green energy
that can be stored using proper storage devices. EMS will be then
programmed to use this clean energy whenever is possible, overall
when the energy from the grid is too expansive. Surplus energy, on
the other hand, can be sold to the grid or given to the neighbour-
hood if needed. This mechanism should reduce the whole amount
of required energy and promote instead renewable penetration. The
term renewable penetration has to be intended as the level of inte-
gration reached by the energy produced by renewable sources with
the energy already produced by traditional plants. Then, also the
influence of Plug-in Hybrid Electric Vehicle (PHEV) must be consid-
ered. In fact, these vehicles can be considered as mobile batteries
which can be recharged during the night (to be operative the next
day) and return the energy in the afternoon if required. Recharges
and discharges will be possible plugging the vehicle to an external
electric power source (usually a normal electric wall socket). The
main advantage is that the customer can manage to use the energy
stored in its vehicle when the grid energy price is too high and, vice
versa, to recharge it when the energy is cheap. A large number of
researches in literature propose solutions to manage all the aspects
1.2. Grid Architecture 9
Figure 1.3: AMI example
that these new devices will bring in modern society. So, customers
cooperation is not only useful, but it is fundamental to trigger all
smart grid mechanisms. This situation brings all the stakeholders to
create incentives to involve citizens in this initiative and guide them
towards the transformation process.
1.2.2 Electricity Market System
The Market domain is composed by a series of actors whose pri-
mary tasks are to buy and sell grid assets. The basic information
exchanged within the domain is the energy price, used as motivator
to balance customers demand. In order to dynamically calculate the
price, the Market is deeply connected with the Operation domain
(where the energy flows are managed through optimization meth-
ods), with customer domain and with the domains supplying assets.
Among the suppliers, the Market distinguishes between Bulk Gener-
ations (which usually produce more than 300 MW) and Distributed
Energy Resources (DER). With DERs is intended the devices that
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produces electricity, and are connected to the electrical system in the
customer’s premise (e.g. Solar panels or domestic wind turbines).
Individually they don’t produce a great amount of energy but to-
gether they should become a valuable resource. The influence of
DERs generations couldn’t seem very important right now but, in
the future, as soon as the grid becomes more interactive and respon-
sive, it will cover an important role in the whole system. When this
happens, the latency in communication must be reduced. In fact,
one of the most important aspects in the whole grid is how fast the
information is propagated. When a customer purchases energy in a
certain time interval, the system has to ensure that the price indicated
during the transaction is updated and reliable. Generally all market
rules, for whole selling and retailing of energy, should be simplified
as much as possible to be accessible even to non-experts.
1.2.3 Service System
One of the most important innovation in smart grid paradigm com-
pared to the actual electric system is the presence of a complex busi-
ness model which deeply influences the actions of producers, con-
sumers and distributors. These business processes will be possible
due to a set of services offered by the Service domain. Here, you can
see some examples:
• Billing system
• Customer/account management
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• Home energy generation/management
• Smart energy saving
Some of these services will be purchased by third parties which
share interfaces with Market, Operation and Customers domains.
Communication with Operation is critical for system control and sit-
uation awareness while communication with Customer and Market
is necessary to purchase smart services and enable economic growth.
Increased competition among service providers will benefit not only
the final consumer, which will pay less to have more, but also the
entire economic system that will become dynamic and adaptable to
face several conditions.
1.2.4 Operation System
If the market and the service domains aim to satisfy the requests and
the needs of each single customer, the Operation domain aims to
balance and stabilise the whole grid architecture. We can say that it
represents the brain of a smart grid. It supplies the basic functions
needed for monitoring and planning resources deliveries. Basically
the Operation System has two main actors:
1. EMS already seen in the customers domain which is used to
manage the transmission power system without wastes.
2. DMS (Distribution Management System) used to analyse and
operate energy deliveries at distribution level.
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Connectivity status between two or more devices in the grid is con-
stantly monitored and each failure that could compromise the grid
proper functioning is rapidly isolated to restore the regular service.
Moreover, the huge amount of data that each day will be received
and processed by this domain, will be archived for future analysis
and statistics. This domain is the one which actually gets closer to
the computer science field, considering that the major activities of
management and optimization are conducted here.
1.2.5 Bulk generation
The first step necessary for energy delivery is energy production
which is achieved in the Bulk Generation Domain. There are several
processes to produce energy, which vary depending on the resource
used. Generation can be obtained from chemical combustion, nu-
clear fission, flowing water, wind, solar radiation and geothermal
heat. There are also other less orthodox way to produce energy how-
ever they are generally divided between clean production (method
which use renewable resources) and regular production. This do-
main is electrically bound with the Transmission domain but has
also communication interfaces with Market and Operation domains.
Data exchanged mainly regards key performance, QoS issues and
failures. According to the situation, the Operation or even the Mar-
ket domain, will be able to use such information to spot any possible
problem and solve it. Since this domain is the one responsible of
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environmental pollution, the smart grid paradigm imposes to con-
stantly produce reports about green house gas emissions (to monitor
situation) and strategies to reach an acceptable level of renewable
penetration. Such integration is quite hard to achieve, due to the
stochastic nature of clean production, and for this reason Bulk Gen-
eration also includes some advanced storage systems to manage
this variability. One of the most reliable storage solutions is the ex-
ploitation of water’s potential energy. Indeed, water can be stock in
overhead container using energy produced by renewable and then
released (when needed) to achieve a smooth production without
energy fluctuation.
1.2.6 Transmission and Distribution Systems
Transmission and Distribution domains are both responsible for en-
ergy transportation, but they operate on different distances. Trans-
mission delivers energy from bulk generation to local substation
where, using proper transformers, the voltage is converted in order
to switch between Transmission and Distribution and vice versa. On
one hand, increasing voltage is very important in transmission since,
according to Ohm’s law, it allows to reduce losses during transporta-
tion. Decreasing voltage, on the other hand, is essential for safety
reasons during Distribution. In fact, Distribution covers the last few
miles that connect substations to final consumers where the cable are
not designed to manage extremely high voltages. The two systems
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are both interfaced with Operation and Market domains in order to
provide updated information about grid status for the whole time.
Supervisory Control And Data Acquisition (SCADA) systems are an
example of actors used to monitor the grid status. Even if these two
domains can seem quite similar they have some substantial differ-
ences. Communications between Distribution and Market are more
dynamic and frequent if compared to ones between Transmission
and Market, considering that price information results more vari-
able at an high detailed level. In addition, Distribution should also
manage information about each consumer storage system, making
DERs integration a reality.
1.3 Challenges and opportunities
In the previous paragraph, the main characteristics of a smart grid
have been described, explaining also the possible applications and
benefits that this new paradigm will brought to all stakeholders.
In order to reach such an ambitious goal, research in smart grid is
developing in several directions and starts form different fields.
One of the first concerns has been, and still is, the realization of
proper communication-intensive IT applications and the integration
of reliable Transmission and Distribution System Operators (TDSO)s
[13]. These devices cover an important role in power transmission
security, coordinating supply and demand in order to avoid fluctu-
ation or interruptions which, as known, afflict power quality. An
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example is given by Hydro Quebec company which, as explained by
authors in [14], is performing some analysis to demonstrate the effi-
ciency of two Advanced Distribution Automation (ADA) systems;
Volt e Var control (WC) and Fault Location (FL). Febler, in [15],
investigates about studies carried on by Electric Power Research In-
stitute (EPRI) on the Electromagnetic Compatibility. His goal is to
evaluate the influence of the electromagnetic environment on the
end-user equipment in terms of quality power.
Other authors, like Brendillet in [16], directly works at higher
levels, proposing an idea to realise an entire communication system.
The architecture described should come with real-time features and
be optimized to transport electric data. In their work, they also intro-
duce a way to use a Common Information Model (CIM), designed
to be available for all the participating systems and applications via
direct interface.
Beyond the difficulty in creating a standardised model, a crucial
aspect remains the choice of a proper suite of protocols. Among the
various proposals, the Internet Architecture and the IP protocol suite
are still the most accredited. According to previsions made by several
companies, included CISCO, IP configuration should similarly serve
as the foundation for the smart grid, due to its ability to ensure high
quality of service, even with the requirements of the most stringent
applications [17] [18].
The third biggest research line concerns security. Although it is
limited, the daily average electric systems can be considered suffi-
16 Chapter 1. Introduction to smart grids for electric system
ciently secure. Of course frauds exist, and it is estimated that over $6
billion are lost by providers (in the US alone), however such threats
hardly become viral. Situation is going to change when IT technology
will be coupled with power grid, introducing several entry points
for scalable network-borne attacks. According to the security survey
realized by Mc Daniel and Smith in [19], once the communication
system is properly integrated, each new vulnerability discovered,
would represent a billion dollar bug. The damage and the cost of each
bug is calculated, not only in terms of customer fraud, but also in
terms of resources needed to patch hundred of millions of individual
meters. Once compromised, a meter can immediately produce fake
energy reading or manipulate their energy costs. Such actions pro-
duce an immediate reward for the hackers with significantly lower
risks respect to other type of attacks.
Another pressing concern is the privacy since a meter can eas-
ily expose customer habits and behaviours. Many appliances have
detectable power consumption signatures which can be exploited to
spy people activities. Google, for instance, with its PowerMeter ser-
vice stated its intention to collect and use a huge amount of data for
commercial purposes in its early version. However, they eventually
decided to retire the service on September 16, 2011 [20]. Contrary
to technical security issues, challenges which involve privacy will
require the governments effort to been properly solved. Questions
as ”how customer data is collected?”, ”who is authorized to consult
such data?” and ” what consequences there will be for information
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abuse?” must be answered. Only after this important step, proper
solutions can be proposed.
Other branches of research, less technical but not less relevant,
evaluate which will be the impact of smart grid in our lives and study
the best approaches to face such important transition. Generally, a
smart grid can be designed from scratch or from an existing system,
upgrading it [21]. Both solutions are manageable but, while the first
one is too complex, the second is slower. Considered the hetero-
geneity of the current power system, a more plausible approach is
to make short term decisions that incrementally transform the exist-
ing configuration into this smart future vision. An example of this
strategy is the Ontario Smart Home Roadmap, fig. 1.4. The transfor-
mation has to take into account the weaknesses in the original grid,
that must be fixed or, at least, kept under control during the process.
For this reason, topics as network design, complex networks, opti-
mization, vulnerability analysis, and networks data mining are often
associated to smart grid.
Conscious of these prerequisites it’s been decided to study the
Sardinian electric system as first step of smart grid transition. In
[23], Wei and Liu show that electric systems can benefit from complex
network theory to:
1. Depict statistics features not visible with common methods.
Due to the analysis of complex network parameters, such as
inhomogeneity, robustness, vulnerability, centralization etc, is
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Figure 1.4: Ontario Smart Home Roadmap [22]
possible to associate the grid to famous distribution model like
small world, random or scale-free.
2. Discover important objects of the power grid. Using backbone
network mining, community network mining or centrality in-
dexes, the nodes that give the main contribution or produce an
unexpected behaviour can be identified.
3. Analyse the position and the characteristics of networks to spot
the nodes with high probabilities to generate cascading failure
in transmissions.
In order to perform such analysis, the first step is to create a model
which actually represent a real power grid. However, modelling an
electric system presents significant obstacles. Huang and Wang in
[24] created their own model, showing the interdependencies that ex-
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ist between electric network and communication network explaining
that each electric node refers to multiple communication nodes but
each communication node belong only to one electric node. Since a
failure in a communication node can cause trouble also to the electric
environment and vice versa, they decided to study cascading fail-
ures using precolation theory. However, this and other researches
assume somehow to have an already functioning smart grid. In our
case instead, is preferable to make less assumption as possible and
study the actual power grid without considering any additional in-
formation system. It’s useful also to avoid other aspects that often
are encountered in literature such as:
• The use of random network. Even if these type of networks can be
created in no time, giving the desired characteristics in terms of
complexity and nodes connectivity, it’s impossible to be sure
that the final result actually represents at best a true electric
grid.
• Focus only on topological proprieties. Many approaches study cas-
cade reaction that may arise from random failures, but without
considering flows, transmission costs and the laws that manage
the voltage balance in the whole grid.
Some researches investigate on interesting aspects of smart grid op-
eration and vulnerabilities, but often the model used for the tests isn’t
realistic enough to produce affordable results. Aware of this situa-
tion, it’s been decided to create a realistic model of Sardinian power
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grid and, starting from an existing complex network algorithm (up-
graded according to our needs), extract its features. Then, results
obtained by this first step are used as input data for further analysis
which exploit typical mathematical model of the optimization field.
Chapter 2
Model Generation
2.1 The Sardinian Grid
As soon as I collected the data necessary to build the model, it was
clear that Sardinia is the perfect ground to perform experimentation
on Power Grid. As an island placed in the Mediterranean Sea, Sar-
dinia represents an independent power system, connected to rest
of Italy only through SACOI (SArdinia-COrsica-Italy) and SAPEI
(Latina-Fiume Santo), two submarine cable which transport energy
to/from to rest of mainland. Moreover, as we can see in fig 2.1,
starting from 2002 Sardinia has demonstrated to be completely self-
sufficient, producing more energy respect to the amount required,
even considering that the demand has continued to rise year after
year. This situation allow us to analyse our electric system as a sepa-
rate entity, and to consider overproduction as the amount of energy
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Figure 2.1: Demand and production in Sardinia
exported in the rest of Italy. Moreover, position of Sardinia makes it
an interesting target to study renewable. In fact, this country is sunny
most of the year and the absence of high promontories favours the
exposure to wind. Only in 2012 wind farms produced 1.513,9 GWh
(net production) which represents almost the 11.65% of the whole
production. Thanks to green certificate and to public funds, which
have facilitated the liberalization and production of electric power,
Sardinia can count now on 31 wind farms. However, the lack of a
regional law to define the contracts details, has favoured the biggest
company respect to the small local business. Also, issues related to
the modification of the landscape, have created unrest and delays in
plants construction.
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Regarding the photovoltaic production, unfortunately it’s im-
possible to identify big centres but only a huge numbers of small
producers scattered among the territory. So, eventually this aspect
of the power grid hasn’t been modelled. it is just reported that pho-
tovoltaic production is about 646.3 GWh which is the 4.97 % of the
whole production1.
During 2012, in Sardinia it has been produced 12991.1 GWh of
energy of which 12780.1 intended for consumption. The energy
actually required was 10507.7 GWh and there has been 473 GWh of
losses due to high fluctuations and cable resistance.
2.2 Model settings
Model generation is, perhaps, the most delicate step of the entire
work. Initially our idea was to perform the analysis, working on a
restricted area as a city or a district. In literature, a lot of works focus
just on the optimization of the energy system of an individual house,
but our aim is to work in the Distribution domain where, through
a simulator, the true benefits of a smart grid can be shown. How-
ever, during our initial meetings with Terna and Enel officials, I soon
realised how many obstacles there were to retrieve the data. The
first problem was definitely the privacy: an accurate investigation
about individual customer consumption, could reveal their habits,
violating the confidentiality that the energetic company has instead
1For further information, please consult the documents on Terna official site [25]
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guaranteed with the service. The second problem was the amount
of required information. However, even the idea to use average
buildings consumption to protect the single user, has been put aside
considering the excessive time and work necessary to collect all data
for an entire district. The lack of cooperation between academia and
Energy leader companies is a problem often encountered in litera-
ture. It usually depends on the fear that the data might fall into
competitor’s hands or, in the worst case, on the lack of an adequate
information system by the company which results in the incapacity
to save and archive historical data on energy use. So, eventually, I
achieve an agreement with Terna to work using data of the Trans-
mission Domains. Firstly, I received some records about average
amount of current used by domestic user in different area of Sar-
dinia and, using a map of the electric system, I spotted the position
of all plants, wind farms and main substation in the territory. Due to
ISTAT statistical data on the population of countries and cities, the
energy required by each Urban area 2 has been calculated. Plants
average energy production and Industrial Area consumption have
been obtained from Enel and from other miscellaneous sources. Fi-
nally, Terna also decides to share with us technical data about cable
proprieties and backbone transmission which help us in defining the
final measure for arc costs. With these data available, a model has
been created in order to represent the Sardinia Transmission Domain
2The data were then made proportional to one hour of activities in order to
perform the experiment.
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reaching a tread-off between precision and ease of use. The best data
structure to model all this information is obviously a graph and next
paragraphs explain how it has been adapted to our electrical system.
2.2.1 Nodes
Each power grid is composed by high-voltage transmission lines, de-
signed to transport electrical power from bulk generators at power
plants, to substations3, and ultimately to consumers. A graph, in-
tended as a couple composed by a set of vertices and a set of links
defined between two vertices, is the best structure to represent the
electric system. Since the work is modelled at the Transmission do-
main, nodes depict communities of consumers while arcs represent
connection between such communities. In particular three categories
of nodes have been defined:
• PP or Power Plants. They are source nodes which produce en-
ergy which travels through high voltage power lines. For the
experiment it’s been used the average energy produced during
an hour of activity, and then scenarios are created according
to changes which likely could occur in these productions. Sar-
dinia has about 26 source nodes of which 9 are thermal power
station, 5 are hydroelectric and 11 are wind farms. These lasts
3Using the term substation it is intended main substation. A power grid also have
secondary substation at distribution level, which further decrease voltage to reach
the customers in safety.
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are, actually, the most unstable; however, for simplicity, in our
scenarios it is assumed that they keep their average production
regular for at least an hour, which is possible, considering their
historical behaviour.
• UA or Urban Areas. They represent sink nodes which con-
sume energy produced by PP. Their geographical position can
be found as combination of coordinates between substations
and populated centres. Usually a town is served by one or
more substations, which mark the boundary between Trans-
mission and Distribution domains. Cagliari for example is
served by a minimum of 4 substations displaced in the biggest
districts of the city. However, sometimes substations are joined
together when they are too close, in order to reduce the num-
ber of edges in that area. UA consumption, as said before,
is given combining domestic population and the average user
consumption. Also data about average consumption in tertiary
sector are available, in particular referred to single provinces.
In order to make the model as more realistic as possible, it’s
been decided to proportionally distribute these tertiary con-
sumptions among all substations that serve the corresponding
provinces. Unfortunately peak demand can only be simulated
during the Operational Research, since no data about this as-
pect has been procured by our partner. The final model has 82
UAs.
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• IA or Industrial Area. Like UAs, IAs are sink nodes that de-
mand energy to satisfy the requests of an aggregation of in-
dustrial activities displaced in that area. Even in this case, for
simplicity, several activities are joined together. Unfortunately,
consumption values are available only at provincial level but
not for each single industrial park. Without any clue about how
this values are effectively distribute, I was forced to split them
equally among the factories which belong to that province.
Eventually, 25 industrial activities have been created.
Main substations, as we can see in fig 2.2, cover an important role
in power grid architectures (and in our model) since, using step-up
and step-down generators, they are able to respectively increase and
reduce voltage in order to improve distribution performance.
In particular, each substation which defines an UA in our model
can be also considered as intermediary nodes in the paths which
carry energy from PP to consumer. Part of energy delivered to a
UA is actually given to consumers which live there, while the rest is
forwarded in order to reach further destinations.
2.2.2 Arcs
Connections between the nodes presented in the previous paragraph,
are the infrastructures which transport energy from Bulk generation
domain to main substation. Links also exist from one central station
to another for load sharing. Several type of high voltage transmission
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Figure 2.2: Step-up and step-down transformer
lines exist in a power grid, and they can be divided according on the
material they are made of (usually copper or aluminium) and on the
voltages they can support (between 138 and 765 Kilovolts). Cable
can be divided also according to the support on which they are built
or according to their position (underground or overhead). Since the
study concerns the Transmission domain, only the lines which carry
high voltage three-phase alternative current and High Voltage Direct
Current (HVDC)4 are actually modelled. Obviously these lines are
not usable commercially or residentially due to their high voltage,
but they help us to understand the major energy flows between
countries, parts of Sardinian territory.
In the model is possible to find three different types of power line,
considering only the most frequently used. They can be classified as
150 kV, 220 kV or 380 kV cables. Then, according to their physical
4I refer to SACOI which connect Sardinia, Corsica and Italy together and to
SAPEI. These arcs actually are used just to express the amount of energy exported to
other generic destinations but they haven’t a particular influence in our experiment.
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structure, it can be recognized several categories as Simple Terna
Single-Circuit (500 A), Double Terna Single-Circuit (1000 A), Sim-
ple Terna Bi-Circuit (1000 A) and finally Simple Terna Triple-Circuit
(2000 A)5. Using the structure and voltage of the cable, it is possible
to calculate the maximum amount of energy that can be sent over the
wire as the product V · A. Using an optimization term, these values
can be considered like upper bounds for energy transportation and
represent the capacity constraints of our model.
2.3 Transmission costs metrics
An important parameter that must be considered when modelling
a graph is the arc weight. Models are often designed as random
graphs that only maintain the degree distribution and node connec-
tions of the original network. When considering models for power
grids, it must be noted that attempts to establish unweighted models
as realistic models for this kind of network have been unsuccessful.
The electrical power grid of the western United States was originally
mentioned as an example of a small-world network by Watts and
Strogatz, bringing measurements of topological unweighted path
lengths and cluster coefficients as evidence [26]. However, no con-
sensus could be created among researchers as to whether power
grids in general tend to be organized like small-world networks.
For instance, it has been suggested that the presence of a number
5where A stands for Ampere
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of high-degree transmission substations can be an indication that
the network behaves like a scale-free network, even though it does
not fit the Baraba´si-Albert model perfectly [27]. Recent attempts at
synthesizing networks using known unweighted models, trying to
find a fit based on a wide range of network parameters, have been
likewise unsuccessful. Authors in [28] conclude that simple graphs
based on pure topological information neglect the comprehensive
connections between components that usually result from Ohm’s
and Kirchhoff’s laws, and hence assert the importance of using ap-
propriate parameters to design power grid models. Especially for
the optimization part, a good metric is fundamental in order to realis-
tically manage the energy flows, while in complex network analysis,
it is advantageous to compute a better betweenness.
In other researches I’ve found several approaches to assign weight
to arcs, from the simple distance to more complex solutions. For in-
stance, following the physical proprieties that govern voltages and
currents, authors in [29] proposed a distance metric based on voltage
magnitude sensitivities able to divide a network into voltage control
zones. On the other hand, reference [30] introduce the concept of
Resistance Distance, used to define transmission costs between two
points through the impedance of the path. Authors in [31] proposed
to measure the level of stress in power networks by using the voltage
phase angle differences computed between different areas. Although
these attempts have been taken into account, I eventually decided to
propose a new metric to properly exploit the data in our possess.
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2.4 Power loss
According to information available, I decided to define a novel metric
using the concept of Power loss. Power loss represents the amount of
energy lost during the transmission process due to the resistance of
the cable. The formula used to define this metric in a generic arc (i, j)
is as follows:
P(i, j)loss = I2R (2.1)
where the current is expressed as I = PsentV and the resistance asR =
ρL
A .
The electrical resistance of a wire would be expected to be greater for
a longer wire, less for a wire of larger cross sectional area, and would
be expected to depend upon the material out of which the wire is
made.
Ohm’s law is usually opted to express resistance in electric cable
but, since parameters as resistivity (ρ), length (L) and cross sectional
area (A) are never found in literature, I preferred to experiment how
they could fit together as new metric. Substituting I and R in (2.1)
we obtain:
P(i, j)loss =
(
P(i, j)sent
V
)2 ρL
A
(2.2)
Since P(i, j)sent is fixed by community demand (in node j), and R is as
small as you can make it using appropriate material and thick cable,
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line loss strongly depends on voltage and distance. Fig. 2.3 shows
the model of our power grid.
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Figure 2.3: Regional grid model
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Chapter 3
Complex Network analysis
in Smart Grid
3.1 Introducing Cytoscape
In literature, several tools exists to process complex network analysis
but only a few have met our needs. Among the open source soft-
ware, I have analysed a few and divide them in two types: Console
and Visual. In the first category, the most promising are the Complex
Network Package for MatLab [32], tnet [33] to develop in R environ-
ment1 and some classes provided with complex analysis methods as
JGraphT for JAVA and igraph available for C, Python and R. Unfor-
tunately all these frameworks lack a visual feedback of the analysis
1R is a free software programming language/environment for statistical comput-
ing and graphics.
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performed and moreover, even if together they provide almost all
the functionalities needed for the analysis 2, none of them, alone,
meet the expectations desired. Among the open source visual tools,
on the other hand, Pajek [34], Gephi [35] and Cytoscape [36] need to
be mentioned. Pajek and Gephi are good and comes with a lot of fea-
tures but, while the first one doesn’t give any support from developer
community, the second manifests the results only in graphical form,
without giving the specific values I excepted to receive for further
analysis3. So, eventually Cytoscape was my final choice, since it has
all the features required except the support for weighted network.
Cytoscape was born as an open source software platform for
biological studies and it is licensed under the GNU LGPL v3. In
its early versions it allows to analyse and visualize interaction net-
works and biological pathways, but then has been extended with
general purpose algorithms becoming a valid platform also for other
field of application. The core of the platform provides typical fea-
tures and algorithms which can be expanded using proper Plugins
(or Apps). In particular I focus on the NetworkAnalyser plugin [37]
which was created to depict network topology parameters and cen-
trality indexes. Originally developed by Yassen Assenove [38], the
2Import and export of graphs, huge amount of nodes and arcs manageable, most
famous algorithms integrated, multi-platform, expandability, weight analysis and
simulation of dynamic processes.
3Gephi works in this way in its early versions. Currently I don’t know if the
developer have improved their tool in the meanwhile.
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plugin was later maintained at Max Plank Institute for Informatics,
Saarbru¨cken, Germany. When the usefulness of NetworkAnalyser
was officially recognized, it became part of the core distribution of
Cytoscape and is now maintained by the official Cytoscape devel-
opment team. Despite the amazing features, Cytoscape still lacks to
consider an important aspect for our analysis. As said before, the
graph should be weighted to realistically represent a power grid;
however, the NetworkAnalyzer doesn’t come with algorithms able
to include arcs weight as parameters in the analysis. In Betweenness
paragraph, I’m going to explain how this inconvenience has been
solved.
3.2 Simple parameters
Power grids are often associated to complex networks, due to their
complexity, heterogeneity and predisposition to assume particular
behaviours. Thus, before to apply any optimization algorithm, a
preliminary phase is needed to depict the features of our model
due to well known algorithms to extract useful features [3][4]. It is
possible to distinguish between Simple parameters performed on
the whole network and Distributions parameters which, instead,
show measures aggregated on subsets opportunely extracted from
network features. In table 3.1 it’s possible to find some of the most
important results obtained by Cytoscape which are often used to
depict the characteristic of the grid.
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Parameter Name Value
Clustering coefficient 0.103
Network diameter 14
Network radius 7
Network centralization 0.065
Characteristic path length 5.480
Average number of neighbours 2.511
Network heterogeneity 0.764
Table 3.1: Complex network parameters for undirected network model
The first listed is the clustering coefficient, a measure of degree to
which nodes in a graph tend to cluster together. In directed networks,
like ours, the clustering coefficient for a generic node n is expressed
as a ratio NM , where N is the number of edges between the neighbours
of n, and M is the maximum number of edges that could possibly
exist between the neighbours of n. In other words, considering the
whole network, the coefficient can be calculated as the ratio between
the number of triangles actually existing in the grid and the number
of all possible triangles. The value 0.103 represents the average
clustering coefficient distribution, calculated for all nodes n with k
neighbours. The Network Analyser Tool in Cytoscape computes the
network clustering coefficient for each values of k > 2 (fig. 3.1).
Although few, some clusters can be identified within our model.
They contextually represent energy communities, able to satisfy their
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Figure 3.1: Network Average Local Cluster Coefficient. Left: 0, Right:0.375
own consumption. Thus, any flow from one cluster to another can
be considered as a sign of trade-off attempts in the network. Relation
described above is represented by the following equation:
Cn =
en
kn(kn − 1) (3.1)
where en is the number of connected pairs between all neighbours of
n. The second parameter analysed is the network diameter D(G) also
known as the largest distance between two nodes.
D(G) = max
i, j∈V
dG(i, j) (3.2)
Distance d(G) is defined as the shortest path length between two
nodes n and m. The network radius r(G), on the other hand, is the
minimum among the non-zero eccentricities of the nodes where,
eccentricity ε of a vertex v is the greatest geodesic distance between
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v and any other vertex.
ε(i) = max
j∈V
dG(i, j) (3.3)
r(G) = min
i∈V,ε(i)>0
ε(i) (3.4)
Diameter and radius are essential in categorizing a network. The
general rule says that the higher the diameter is, the less a network
tends to be interconnected. In our case, since the diameter has an
high average value considering the number of nodes, this situation
may reduces the opportunity to forward energy through alternative
paths in case of failures.
The other parameter analysed is density, defined as:
Density =
∑
i
∑
j,iweighti j
n · (n − 1) =
S1(k)
n(n − 1) =
mean(k)
n − 1 (3.5)
where the function Sp(·) is defined for a vector v as Sp(v) = ∑i vpi =
(vp)T1. Depending on the context, density can express the relation-
ship between efficiency in decision-making and resource sharing.
The parameters seen above allow to study specific features but,
in order to evaluate the graph structure as a whole, the centralization
parameter is often used. It refers to the overall cohesion or integra-
tion of the graph, without considering the relevance of single nodes.
Graphs may, for example, be more or less centralized around par-
ticular points or sets of points. According to Freeman’s definition it
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can be calculated as follow:
C =
n
n − 2 ·
(
max(k)
n − 1 −Density
)
≈ max(k)
n
−Density (3.6)
The characteristic path length L(G), also known as the average path
length, is calculated taking into account all the shortest path length
using this formula:
L(G) =
1
n(n − 1)
∑
i, j∈V
dG(i, j) (3.7)
Network heterogeneity is another interesting parameter that reflects the
tendency of a network to contain different patterns in its structure.
Our model tends to be rather heterogeneous: while some hub nodes
are highly connected, the majority of nodes tend to have very few
connections. Among the techniques used in literature to compute
heterogeneity, Cytoscape tool uses the coefficient of variation of the
connectivity distribution:
Heterogeneity =
√
variance(k)
mean(k)
=
√
n · S2(k)
S1(k)2
− 1 (3.8)
In the next paragraph, the knowledge acquired by Cytoscape is used
to decide to which category our grid belongs (among the ones stan-
dardised in Complex Network).
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3.3 Grid categorization
As the reader already knows, complex network approach allows to
find specific features inside any type of graph structure. Some of
these features often appear to be tied and are often found together.
So, it has become useful to categorize them in standard models to
recognize when this happens. Now, there is a brief description of
the typical three model categories often cited in literature and then,
according to results obtained before, the power grid is assigned to
one of these categories.
3.3.1 Random Network model
A Random Network is the most basic model to describe Complex
Network. It can also be found named after Paul Erdo˝s and Alfre´d
Re´nyi which, in their work [39], explain the procedure to build it
starting from a set of node n and a set of edges m. The n disconnected
nodes are randomly joined using the m edges, avoiding loop and
multiple edges. A variation of this method could be to not define the
number of edges in advance, but choose instead a probability4 p and
use it to decide if an edge exists or not among all pairs of nodes. This
type of network has features that usually depend by the value of p
used during construction. Generally speaking, a random network
has the tendency to come with low path lengths and low clustering
coefficients. The two approaches described above are often used to
4p goes from 0 to 1.
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create networks quickly and with no effort. The resulting graphs
are optimal to perform probabilistic study and to analyse network
behaviour, especially when the numbers of nodes tends to infinity.
3.3.2 Small-world model
This model comes from the social network environment, where it
has been observed the tendency of nodes to join together in highly
connected groups. In this scenario, a common friend between two
strangers, can be sufficient to connect very different/distant groups
making it possible to virtually reach any other person of the net-
work in a small number of steps. From this concept the term small-
world, identifies all networks with high clustering coefficient and
medium/low average path length. Considering that a regular net-
work has the tendency towards high clustering coefficient and path
length, and taking into account what was said before about random
network, the small-world model can be placed somewhere in be-
tween the two categories. It is also known as the Watts-Strogatz
model from the researchers who formalized it. To create a small-
world graph, it is needed a number of nodes n, an average node
degree k and a parameter 0 6 p 6 1 paying attention to respect
n  k  lnn  1. In the process each node is connected to the k
nearest neighbours creating this way a regular ring. Then some edge
are casually rewired (using probability p) avoiding loops and dupli-
cate edges. Fig. 3.2 shows better this concept. As suggested, when
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Figure 3.2: Example of how networks with the same amount of nodes
and edges can be classified differently according to connections [2]. (a) A
regular network. (b) A small-world network obtained with p = 0.05. (c) A
random network obtained with increasing values of p.
p = 0 the resulting grid is a regular network, while, using p = 1, the
number of arcs rewired is so high to generate the maximum disorder
reaching a level similar to random network model. it’s possible to
state that p value is inversely proportional to clustering coefficient
and characteristic path length. Consequently, with a proper man-
agement of p, the desired level of randomness can be reached in our
model. Even if, generating a Watts-Strogatz model is not properly
easy, due to the fact that degree distribution usually deviate from
real network, recognizing one of them, on the other hand, is quite
common and fast.
3.3.3 Scale-free model
Created by Baraba´si-Albert, this model was intended to include all
networks which, rather then showing evident pattern connections
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or particular node degrees, presents a number of hubs. A hub is a
highly connected node, which comes with high degree respect to the
network average. The degree distribution in these networks follows
the classic power lawP(k) which asymptotically decrease with higher
values of k as shown in fig. 3.3.
P(k) ∼ k−γ (3.9)
P(k) is the fraction of nodes in the network having k connections to
other nodes and behave accordingly to the value 2 < γ < 3. This
feature is defined as scale-free propriety of a network. In order to
create this type of network, it is required to work with probabilities
using the concept of preferential attachment. Every time a new node
is inserted in the grid, its probability to connect to an existing node
j is proportional to the degree of j. This approach always tends to
favour nodes that are already popular in the network, behaviour
which can be already observed in internet environment. In fact site
or contents which are already known as reliable usually get more
and more visibility respect to new entries, creating this way a lot of
new connection everyday.
This small introduction about the models usually found in com-
plex networks and the parameters obtained by Cytoscape lead to a
final deduction. Considering the small Clustering coefficient and the
average value of the Characteristic path length, the grid should be
placed in the scale-free category. The centrality index is calculated to
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Figure 3.3: Power law distribution (see eq. 3.9)
validate our choice and also to spot the hub nodes which naturally
exist in the network.
3.4 Betweenness
The last and most important parameter analysed is the betweenness
centrality. As all centrality indexes, it is used to spot the hub nodes
within the graph. In particular, Betweenness centrality quantifies
the number of times a node acts as a bridge along the shortest path
between two other nodes. However, this parameter is often calcu-
lated in unweighted networks, where the entity of the path between
two nodes is given only by the number of hops that separate them.
To surpass this limitation, Cytoscape has been properly upgraded
by Pau Pierluigi which has developed a method to extend the Net-
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workAnalyzer plugin mentioned earlier.
3.4.1 Betweenness algorithm and possible optimization
I’ll give now some background information to understand the work
done in this context. For any further information please consult
[40][2]. The process to compute betweenness is divided in two steps:
1. In the first one all the shortest paths between each pair of nodes
are calculated.
2. In the second step, it is calculated the ratio between all the
shortest paths that lies on v and the total number of short-
est paths (considering all possible pair of nodes) in the whole
network for each node v ∈ V.
As you can probably guess, these two operations are quite laborious,
especially if not supported by appropriate data structures. Indeed,
several tactics should be used to reduce the complexity of this ap-
proach. In literature one of the first optimization has been achieved
due to the Bellman criterion which state:
Lemma 3.1 A vertex v ∈ V lies on a shortest path between vertices s, t ∈ V
if and only if dG(s, t) = dG(s, v) + dG(v, t).
According to this lemma, the algorithm to compute betweenness
doesn’t need to save all possible shortest paths but just the pairwise
distances and the generic shortest path counts (σs,t). This value allow
us to calculate the pair-dependency as δs,t =
σs,t(v)
σs,t
of a pair s, t ∈ Vwhere
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σs,t(v) is the number of shortest paths between s and t that v ∈ V lies
on. It can be calculated according to:
σs,t(v) =

0 if dG(s, t) < dG(s, v) · dG(v, t)
σs,v · σv,t otherwise
(3.10)
Finally, it is possible to give a definition of the Betweenness Centrality
for each node v as the summation of all pair-dependences computed
on all pairs of that vertex:
CB(v) =
∑
s,v,t
δst(v) (3.11)
This summation requires O(n3) time and O(n2) space where n is
the number of nodes. Clearly, the computational complexity, at
this level, is still too high to optimally use the algorithm, so it was
necessary to further assume the statements of the Combinatorial
shortest-path counting lemma.
Lemma 3.2 For s , v ∈ V
σsv =
∑
u∈Ps(v)
σsu
where Ps(v) = {u ∈ V : (u, v) ∈ E, dG(s, v) = dG(s,u) + l(u, v)}
which is valid only for graphs with strictly positive edge lengths
l(u, v) > 0,∀u, v ∈ V, (u, v) ∈ E. In [40] can be noted how, starting
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from this basic concept, is possible to derive an efficient method to
compute Betweenness Centrality for each node using a system to
accumulate dependencies every time a shortest path is calculated.
Such dependencies can simplify the further shortest path searches
showing, this way, an improvement respect to the traditional algo-
rithm.
3.4.2 Data structures and complexity
Among all the data structures available to implement the algorithm
described above, Pau has decided to use the Fibonacci heap (or F-
Heap) which is completely described in [41]. This particular struc-
ture can be defined as a set of minimum-heaps and a pointer to the
heap that actually contain the global minimum. Each root of the
minimum-heap set is saved in a circular doubly linked list and for
each node, a flag is setted in order to register when the node ismarked
or not. The degree of each minimum heap is setted according to the
number of children of its root node.
One of the best features of this structure is the possibility to
merge two Fibonacci heaps in constant time, just comparing two
global minimums and keeping the pointer to the lower key. It is
obvious that also the search for the lowest key can be completed
in O(1) thanks to the pointer which remains always referred to the
smallest key.
On the other hand deleting the minimum from the heap is
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achieved due to these steps:
• Find the minimum and delete it.
• If the minimum has any children, turn them into new minimum-
heap roots and link them together.
• If two roots have the same number of children, join them to-
gether, linking the root with higher key to the one with lower
key.
• Update the global minimum by comparing all roots.
This operation can be completed in O(logn+m) time where m is the
number of roots. Considering that for each execution the number of
roots decreases the complexity can be amortized to O(logn).
A different approach is needed to decrease the key of a node
since it is necessary to check if the node is a root or not. If the node
isn’t a root and its new value is smaller respect the parent’s one, it
is separated from its heap and linked as a new root. Finally, due to
an operation called cascading cut, the algorithm makes sure that each
minimum-heap size doesn’t overcome the limit Fd+2, where d is the
degree of its root and Fk is the kth Fibonacci number. This control
is implemented recursively using the marked flag mentioned above.
Furthermore, after this operation, the update of the global minimum
should be necessary. To the contrary, if the node is a root, its key
can be freely decreased paying attention to check about the global
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minimum. In both cases, the algorithm shows a constant complexity
which can be amortized to O(1).
Delete a generic node (not the minimum) from the minimum
heap can be achieved in two steps. The first one consists in decreasing
the node key to delete until it become lower than the actual global
minimum. The second step recalls the delete-minimum to remove the
node.
Pau finally concludes its digression showing how Dijkstra’s algo-
rithm, properly modified to use a Fibonacci heap as a priority queue,
has an amortized time complexity of O(m + n logn). This improve-
ment is also more effective in graphs where m n2. A resume of the
time complexity can be found in table 3.2.
Operation Complexity
Merge O(1)
Insert O(1)
Find Minimum O(1)
Delete Minimum O(logn) amortized
Delete generic O(logn) amortized
Decrease key O(1) amortized
Table 3.2: Time complexities of basic Fibonacci heap operations
52 Chapter 3. Complex Network analysis in Smart Grid
3.4.3 Hub nodes in weighted and unweighted model
This paragraph is meant to show how betweenness centrality indexes
assume different values according to the type of model used in the
analysis. The model created provides a weight for each arc, assigned
accordingly to the approximation of geographical distance between
two nodes, and due to the concept of power loss explained in the
previous chapter. Some weights have been adjusted in order to avoid
penalization of certain power plants placed too far from the closest
substation. According to the definition of Betweenness Centrality for
unweighted network, the nodes with higher grade are more likely to
be part of shortest path as considered essential stages to reach multiple
destinations. Since only the number of hops are considered during
the shortest path computation, indeed the grade of the node is highly
tied to betweenness centrality index.
Our analysis have shown that the same behaviour can be also
observed in the weighted version of the network, however there
are some specific cases in which even low-degree nodes acquire
high betweenness index if compared to their dual in the unweighted
interpretation of the network. These cases can be found whenever a
path, composed by several edges, have a combined weight inferior to
other paths which, even lying on hub node, are composed by few but
expansive arcs which increase the power lost during transmissions.
Indeed, even the physical characteristic of the cable (considered in the
power loss formula) strongly influence the arc weights, the shortest
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path computation and consequently the final values of betweenness.
A first comparison is showed in fig. 3.4 where the betweenness
distribution of the two models is shown. As the reader may notice,
in the graph above (the weighted model), the red points represent
the nodes that, even with a low number of neighbours, can reach an
high level of betweenness. The value of other nodes also changes
respect to unweighted model, however in the figure only the most
evident ones are coloured in red. The same comparison, but this
time made using energy paths, can be observed in fig. 3.5. Here
the edge thickness is proportional to edge betweenness centrality
while for the nodes vary from green, which corresponds to the min-
imum value, to the red, which instead represents the maximum.
In the weighted model on the left, the reader may notice the back-
bone which cross Sardinia from the bottom to the top and which
results more defined respect to the confusing paths resulting from
unweighted model. So, even if it is obvious, it is mathematically
proved how physical characteristics of the cables strongly influences
the distribution process and, aware of this fact, some scenarios were
created to actually measure the impacts that single node or arc have
on the grid operation.
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Figure 3.4: Comparison of betweenness distribution among the weighted
(above) and the unweighted (below) models of Sardinian grid.
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Figure 3.5: Betweenness (a) unweighted (b) weighted
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Chapter 4
Network Optimization
The second step of my thesis consists in creating a mathematical
model to represent the electrical grid. Then, using information re-
trieved by complex network analysis, create plausible scenarios in
order to test the system under harsh conditions [5].
First, I introduce some notions about optimization which are also
useful to define the mathematical model. Then, a description of the
parameters I decided to use to evaluate and compare the experiments
outcomes is presented. Finally each scenario is discussed, explaining
how the system react to fix serious failures.
4.1 Min Cost flow algorithm
In literature several optimization algorithms exist and each one
shows a different predisposition to solving various problems. In
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my case, the problem is defined as the management of a flow net-
work with costs, where the flow is represented by the energy that
travels across the high tension cable, while the costs are modelled as
the power lost during these transitions. Such system can be math-
ematically depicted by a direct graph G = (V,E, c, b, k), where V is a
set of vertices, E is a set of direct edges (arcs). Each arc (u, v) ∈ E
has an associated capacity c(u, v) that denotes the maximum energy
amount that can flow on the arc and a lower bound l(u, v) that instead
denotes the minimum (0 in this particular case). A value k(u, v) is
also associated with each arc thus to express the cost per unit flow
on that arc. Each node v ∈ V has a parameter b(v) ∈ R representing
its supply/demand. If b(v) > 0 then v is called a sink while if b(v) < 0
is called a source. By convention, c(u, v) = 0 for all (u, v) < E and it
is also assumed that
∑
v∈V b(v) = 0 (the network is balanced). The
decision variables, whose values together represent the solution of
the optimization process, define the arcs’ flows and for a generic
arc (u, v) ∈ E they are named as f(u,v). The model described so far,
is particularly suitable to be treated with the min cost flow algo-
rithms which permits to find the cheapest configuration to supply
the sinks from the sources, observing several constraints. Formally
the algorithm minimize the function
r = min
∑
(u,v)∈E
k(u, v) · f (u, v) (4.1)
respecting, at the same time the following constraints:
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• Flow bound constraint
l(u, v) ≤ f (u, v) ≤ c(u, v)
• Mass balance constraint
∑
u:(v,u)∈E
f (v,u) −
∑
u:(u,v)∈E
f (u, v) = b(v) ∀v ∈ V
• Balance network constraint
∑
v∈V
b(v) = 0
Since the real power grid in Sardinia is unbalanced (source nodes
produce more energy respect to that consumed by sink nodes) a
balance node t, also called sink node, is necessary to equalize flows
by receiving/giving the surplus/missing energy. Obviously, t doesn’t
exist in reality, but can be a very useful analysis tool to understand
grid dynamics. It can be imagined as a fake plant, which produce
energy if the grid isn’t able to sustain itself or as a fake district,
which consume energy if a surplus occur (it depends on how the
starting data are set in the scenario). More formally, it is assumed
that, if b(t) < 0, |b(t)| represents the amount of energy not absorbed
by the system which can be exported or sold to other countries, while
if b(t) > 0, then |b(t)| represents the amount of missing energy not
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obtainable by standard power lines which must be taken from other
sources (by constructing new power lines or by importing). Usually
all oriented arcs (t, v) ∀v ∈ V, are set with very high costs in order to
allow their use only if there aren’t other solutions left. For example,
even starting from a surplus condition (b(t) < 0), it might happen
that some nodes, poorly connected to the grid and limited by cables
capacity, can’t receive enough energy and the algorithm is forced
to satisfy their requests, drawing resources from t. This situation
is indicative of a bad network design, and can be usually solved
adding new arcs (new power lines) or upgrading the existing ones.
Another reason that led us to use min cost flow, is that the balance
node constraint represents implicitly Kirchhoff’s laws which, as said
before, are essential to properly depict the foundations that rule the
operation of any power grid.
Each test performed represents the operation of the grid during an
hour. Therefore, all data related to production, consumption, and
energy sent or received are proportionate to one hour of activity.
It is implicitly assumed that production and consumption remain
stable for this amount of time. Actually, in the real grid, while the
production remain stable during the time slots in which a day is
divided, the consumption might be very uncertain. The methods
necessary to fix such inconsistencies are beyond our thesis.
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4.2 Evaluation parameters
As said before, optimization allows us to find the best configuration
(among the existing ones) and consequently to minimize the costs
during the energy distribution process. The main result obtained
by this process is the value of the objective function which represents
the summation of all the products between each arc flow and its
corresponding cost unit (see eq. 4.1). This value, alone and without
any kind of post-processing, may be not very representative for a
structured environment as a power grid. Fortunately, the single flow
values are also available to make comparisons among scenarios, to
study how the distribution may vary in each zone and to spot the
small changes which occur any time a failure happens. Finally, it was
decided to introduce two novel parameters to evaluate how well the
grid is used in accordance to its capability and I call them redundancy
and arcs usage.
4.2.1 Post-processed objective function value
In most cases, the value of the objective function is good enough to
be compared as it come out from the optimization tool. However,
sometimes, the value obtained need to be post-processed in order
to make it suitable for future comparison. In particular, I refer to
the cases in which the grid is forced to drain additional power from
the sink node. As explained in the previous paragraph, the oriented
arcs which connect the sink node to the consumer nodes are setted
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with a cost ten times higher respect a standard connection. In this
way, the optimization tool, avoid to use them unless it isn’t strictly
necessary (i.e. no other power plant can satisfy the consumption of
a particular node). During the process, the value b(t), where t is the
sink node, is automatically and precisely calculated according to the
energy balance of the other nodes in order to become a consumer
or a producer. This shrewdness allow us to make the tool1 working
every single time, since the network need to be balanced in order to be
properly analysed. However, the final outcome in these experiments
is often over the range of results considered as comparable. So, a
post-process phase is needed to make the result fit in the right scale,
but maintaining at the same time the information that the network
had failed in supplying the consumers with its own resources. The
post process consists in removing from the final results all the costs
related to arcs which start from sink nodes, and then reinstate them
but this time with a more reasonable cost. More formally:
rnew = r −
n∑
i=1
(kh(t, i) − kp(t, i)) ∗ f (t, i)
where:
• rnew is the result of the post-processed objective function
• r is the original result of the objective function (see ex. 4.1)
• n is the number of nodes in the grid
1For the analysis I used the IBM CPLEX Optimization studio.
4.2. Evaluation parameters 63
• t is the sink node
• kh(t, i) is the cost for the generic arc (t, i)2 intentionally setted
extremely higher to avoid their accidental use during optimiza-
tion.
• kp(t, i) is the post-processed cost for the generic arc (t, i), setted
higher enough to register a malfunction in the grid respect to
normal scenario but without overcome the range of result fixed
for comparison.
The post-processed objective function, even if not sufficient, is the
main term of comparison to examine how much damage the grid
passing from a scenario to another.
4.2.2 Redundancy
The redundancy is a parameter to measure how many connections
are left unused in the management of a particular scenario. With un-
used connection is intended a couple of opposite arcs with no flow
in any direction. As you can see from fig. 4.1, these arcs can be found
whenever two nodes i and j, connected by a couple of arc (i, j) and
( j, i), receive the energy they need from other paths without actually
use the mentioned arcs. Indeed, considering the experiments per-
formed, the number and the position of these arcs vary. According
to my opinion if two or more scenarios show similar values of the
2oriented from the sink node to consumer node.
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Figure 4.1: Node i receives energy from nodes a and b while j from k and l
(green arcs). In this situation arcs (i, j) and ( j, i) remain unused
objective function, the one that presents a greater number of unused
arcs, is also considered more robust. When a grid is forced to use
all its power connections at the same time, the chances to redirect
an energy flow after a failure, without overcome the capacity of the
cable itself, are lower. Just imagine what happen if a connection
is shutted down after a failure, and a big district remain only with
few high transmission cables to supply energy. Power which usu-
ally come from the failed connection must be distributed among the
others with the risk to saturate the cables and with the consequence
to increase the losses (see eq. 2.2). As said in chapter 1, one of the
main characteristic of a smart grid is the ability to heal itself when-
ever a failure happen, so I decided to consider the redundancy as a
tie-breaker for scenarios which show too similar objective function
values. Formally, redundancy is calculated as follow:
redundancy =
#arcun
#arc/2
(4.2)
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where #arcun is the number of couple of arcs not used and #arc/2
represent all the couple of arcs in the grid. A couple of unused arcs
(i, j) is found every time f (i, j) = 0 and f ( j, i) = 0.
4.2.3 Arcs usage
As third and final parameter I decided to measure, in each scenario,
the rate of arcs whose use overcome a threshold previously setted.
This was meant to detect how much stress the grid has to face dur-
ing the distribution process. In an ideal scenario, the arc used to
transport energy, are not exploited at the maximum of their capacity
and the electricity is equally distributed among the various paths.
This situation guarantees several benefits, first of all lower energy
losses and, secondly, the opportunity to rely on half-used connec-
tions whenever a failure happen and the grid needs to temporary
redirect some energy flows on other paths. If instead a grid has few
connections and use them near to the maximum of their capacity, a
failure to a node or an arc could fast become a cascading blackout,
generating more serious problems. When a substation stop working,
the grid try to isolate the damage creating alternative paths to supply
the districts which usually depend from that substation. However,
if the alternative paths are already at their capacity limit, the chances
to propagate the damage become higher. Each new failure is au-
tomatically isolated by the grid, which starts a chain of events that
eventually bring the entire system to its complete shut-down. For
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this reason, the rate of arcs intensively used are studied and they are
formally measured due to this equation:
ArcsUsage =
#(arci, j > threshold)
#arc
(4.3)
where #(arci, j > threshold) is the number of arcs (i, j) : f (i, j) >
threshold. The threshold is setted as half of the capacity. #arc in-
stead represents all the arcs in the grid.
As someone may have already noticed, redundancy and arcs usage
are two complementary parameters. Indeed, an high redundancy
value leads to have a lot of unused arcs, which is good, but it is also
necessary to assume that, to achieve this situation, the remaining
arcs may be overly used, incrementing the arc usage value. So, even
analysing the evaluation parameters, a balance needs to be achieved
in order to find a flow distribution which leave some arcs free as
backup for hypothetical failures and equally divide the energy in the
remaining ones.
4.3 Scenarios Description
The grid was tested in several scenarios, but eventually I opted to
report here only the most representative ones. In particular four dif-
ferent scenarios are showed in this chapter. Each one, except the first,
is obtained simulating a failure of a node/arc or a set of nodes/arcs.
The changes applied to the code, from a scenario to another, are
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minimum thanks to the modularity of the approach used. The tool
chosen for this step is IBM CPLEX Optimization Studio which comes
with some of the most famous algorithms used in decision making
field, and is able to support optimization with millions of constraints
and variables. Moreover, the possibility to separate the data (file.dat)
from the execution model (file.mod), makes the tool extremely flexi-
ble to add or delete variables or constraints. This feature has helped
me a lot in setting the scenarios, leaving as the longest part of the
process the analysis of the results obtained.
All the scenarios have been tested using three different costs in
order to evaluate which one could be considered closer to reality. I
decided to use the simple distance (in kilometres), the resistance of
the conductors and, of course, the power loss described in chapter 2.
4.3.1 Working grid
The first scenario represents the power grid in its default state during
an hour of activity. With default state, it is meant that all the power
plants work at their average standard capacity and the Urban Areas
consume according to statistics retrieved by Terna. This scenario
is helpful as reference point to see how much the costs rise after a
failure.
Some of the starting data have been preprocessed, in particular,
the costs of some backbone connections have been lowered, in order
to make their use more probable. Indeed, according to data retrieved
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by complex network analysis, it can be stated that these arcs need to
be used to connect different clusters of the grid, and so there is no
reason to make them impact too much on the final cost computation.
Moreover, considering the experiment where the distance is used as
metric, the backbone connection, which usually are the longest ones,
become the less likely to be used creating unusual distribution pat-
terns. So, especially in these cases, the preprocessing is fundamental
to overcome the representative lacks of weaker metrics.
Default Distance Resistance Power Loss
Obj Fun Value 19.495.633 240.748.850 37.940.280.560
Sink node surplus 2.569.149 2.569.149 2.569.149
# unused arcs 59 55 41
Redundancy 0,353 0,329 0,245
# overused arcs 7 6 19
Arcs usage 0,0257 0,0221 0,0699
Table 4.1: First scenario parameters. For the three metric used, values
of Objective function, energy surplus in the sink node, number of un-
used/overused arcs, redundancy and arcs usage are showed.
Table 4.1 shows a resume of the results obtained performing the
algorithm in the first scenario using the three metrics mentioned
above. Anyhow, it’s still not possible to make a comparison between
objective function values since the results in the table refer just to
different metrics and represent costs according to different interpre-
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tation of the grid’s physical proprieties. In order to see how much
the costs rise after a failure, it’s necessary to wait until at least two
scenarios are showed, thus to observe results generated by the same
metric. Concerning the sink node surplus, it represents the amount
of energy not used by the grid which can be exported and sold to
other countries. The value is not influenced by the metric used since
it is calculated only according to the raw flows and not using the
costs. If the grid produces at the best of its capacity the surplus is
estimated as 2.5 GWh.
The number of unused arcs and the redundancy are obviously
connected (see eq. 4.2) and, it can be noted how, using the power
loss, such value is inferior respect to other two metrics. Contrary,
the Arcs usage, which instead is tied to overused arcs (see eq. 4.3), is
three times bigger using power loss settings respect to distance and
resistance cases. The reason of these gaps will be explained later in
this chapter.
4.3.2 Power plant failure
In second scenario, a power plant was shutted down in order to
see how the grid react without an important source of energy. The
starting data are almost the same of the default scenario except for
the power plant designed to fail whose offer has been put to zero.
Usually, when a source node stops working, if the network is well de-
signed, the grid should resist without generating cascading blackout
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and three things may happen:
1. Some arcs that aren’t used in the first place, are activated to
supply (from other sources) all the destinations which firstly
used to receive energy from the broken node. Formally, in this
case, Redundancy decreases.
2. Arcs, which already deliver energy to substations, increase
their flows to forward additional power in order to reach far-
ther substation which are facing the deficit after the failure.
Formally, in this, case Arcs usage increases.
3. A combination of the previous two. This can be considered
as the most probable option, which sometimes comes with no
significant changes in Redundancy and Arcs usage since the
failure is so well absorbed that the variations to distribution
are minimum. This happens especially when the grid has an
homogeneous surplus in all grid clusters which allows to send
the missing energy from several sources without overload only
a set of edges.
The scenario is created shutting down the Sulcis Power Plant. Placed
in the south-west Sardinia, it is one of the most important energetic
source with its production of 720 Mwh. As in the first scenario, the
table 4.2 shows the results obtained for the three cost settings.
The changes that arise observing the results obtained by chang-
ing the metric, are almost proportional to ones analysed in the first
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PP Failure Distance Resistance Power Loss
Obj Fun Value 22.658.999 372.196.120 37.940.825.960
Sink node surplus 1.161.259 1.849.149 1.849.149
# unused arcs 54 54 41
Redundancy 0,323 0,323 0,245
# overused arcs 11 8 19
Arcs usage 0,0404 0,0294 0,0699
Table 4.2: Second scenario parameters
scenario. However, fixed a metric, It is now possible to make some
comparisons between the two scenarios introduced. As expected
after a failure, the objective function values increase, to state a worst
energy distribution. In the distance case, the performance deterio-
rates of the 14% while using the resistance of the 35%.
In min-cost flow algorithm, when the best source to supply en-
ergy in an area is no more available, it is substituted by the one which
is closest, in terms of costs, and which doesn’t affect too much the
energy balance of other areas. Resistance, which is obtained as a
combination of kilometres and cable voltage, is almost always pro-
portional to distance3 and this explain why, with both metrics, the
fall of performance is similar. Contrary, using power loss, the fail of a
PP is less harmful and the grid is able to come out from this situation
with slightly deterioration. Since the power loss is proportional to
3except when backbone cables are involved.
72 Chapter 4. Network Optimization
the amount of power sent trough the cable toward destination, if the
grid has enough arcs on which redistribute the missing energy, the
loss registered doesn’t rise too much. So, if an area lose an energy
source but still remains well connected to other areas with surplus,
the energy transfer among the areas can be obtained with almost no
additional costs. The greatest feature of the power loss metric is, in
fact, the ability to recognize the cases in which the damage could be
absorbed by the structure of the grid, which instead is impossible
using the other two metrics.
Another proof of this statement can be found analysing the values
of Redundancy and Arcs usage. Concerning power loss metric, they
are exactly the same of the other scenario so the grid behaves exactly
like expressed by the third point of the list above. On the other hand,
concerning distance and resistance metrics, is possible to notice that
some arcs have been activated to find alternative path for energy
transmission, while the flow of others have been increased. This
strategy results in slightly lower redundancy and higher arcs usage
respect to default scenario.
4.3.3 High betweenness node failure
Previously, the grid reaction to the lack of an important source has
been showed; now instead, it’s interesting to analyse the conse-
quences of the fall of an high betweenness node. As stated in chapter
3, an high betweenness node is a fundamental point in the grid which
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can be defined as the hub of multiple paths or, as proved by Pau [2],
as a node crossed by high amount of energy flows that results essen-
tial to reach and supply even far destinations. Among the node with
high value of betweenness, the Urban Area of Assemini was chosen .
It is connected to the rest of the grid by 15 arcs and is one of the main
reference points of all south Sardinia. It is also part of the backbone
path which crosses Sardinia vertically.
Unlike the second scenario, to obtain this kind of failure, the sub-
station associated to the node is not completely shut down, but all
the arcs starting from it are inhibited and removed from the equation
neglecting, in this way, their chance to forward energy. According
to these changes, all the flows which used to cross Assemini substa-
tion before failure, must be redirected creating new paths to deliver
energy to destination. Since Assemini is the energetic centre of the
south-est Sardinia, all the new routes created need to circumvent
the damage increasing the distribution costs. Moreover, in this par-
ticular case, the Capoterra node (006 in fig. 2.3) remains isolated
from the rest of the grid, causing the famous cascading blackout
which directly affect the connection which links Capoterra node to
the Industrial Area of Macchiareddu (node 086). The grid is redun-
dant enough to supply the energy needed by Macchiareddu using
other UAs (002 and 004) as forwarder, however Capoterra has no
other source on which rely so its demand can’t be satisfied. The
optimization tool manage this situation draining energy from the
sink node maintaining the grid balanced. However, this stratagem,
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has the effect to dramatically increase the objective function costs
as you can see in table 4.3. This time, besides the metric used, the
gap between the default scenario and this one is huge, even after
the post-processing. The damage is so extended that, with all the
three settings, the costs exceed the 100% increase respect to default
scenario.
HBN Failure Distance Resistance Power Loss
Obj Fun Value 57.552.621 38.682.861.780 564.137.150
Sink node surplus 2.569.149 2.574.980 2.574.980
# unused arcs 55 54 40
Redundancy 0,329 0,323 0,239
# overused arcs 11 11 30
Arcs usage 0,0404 0,1103 0,0404
Table 4.3: Third scenario parameters
4.3.4 Wind absence scenario
With the last scenario, our aim is to analyse the influence of renewable
in a smart grid. Since solar production is too scattered among the
territory and there isn’t an entity which manage their trades and
monitor their operation, it hasn’t been feasible to include them in the
computation.
Now, assuming to analyse a smart grid version of Sardinian
power grid, where high level of renewable penetration allows to
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use the energy produced by wind farms before the one obtained by
ordinary methods, the algorithm results useful to study the impact
of the weather on distribution. This scenario is nothing more than an
extension of the PP failure case since each wind farm is considered
as a source node and the only modification to original data consist
in putting at zero each production related to wind. As it is showed
Wind Failure Distance Resistance Power Loss
Obj Fun Value 22.039.184 38.473.205.460 292.929.580
Sink node surplus 1.881.259 1.881.259 1.881.259
# unused arcs 54 53 50
Redundancy 0,323 0,317 0,299
# overused arcs 7 7 14
Arcs usage 0,0257 0,0257 0,0515
Table 4.4: Fourth scenario parameters
in table 4.4, the objective function value rise respect to the default
scenario but not with the same intensity in the three cost settings.
Distance and resistance, in fact, produce costs which respectively
remain inferior respect to the Sulcis failure case. Summing the en-
ergy produced by all wind farms together in the grid, it is obtained
an amount close to 688 Mwh, which is anyway smaller respect to
Sulcis production alone (720 Mwh). Since distance and resistance
are strongly tied to the length of the paths in which energy flows,
the fall of a single sources that reach even far destinations has a big-
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ger impact respect to the fall of multiple sources which instead are
scattered but, at least, closer to their targets. Concerning the power
loss metric is the opposite. Considering that the loss is proportional
to the energy amount sent through the cable, a better distribution is
preferred respect to drain all the resource from a single node.
The sink node surplus is obviously inferior since, having less
energy to distribute, the amount of energy to balance the grid is also
inferior.
4.3.5 Considerations about power loss
In previous experiments, the scenarios are tested using different met-
rics in order to find differences between the ways the grid manages
failures. The results have confirmed that power loss is more represen-
tative respect to other metrics, as able to manage parameters deeply
tied to the electric field and related to grid operation. Distance and
Resistance work fine for preliminary analysis but in some scenarios
can’t register important behaviours. Moreover, as visible from figs.
4.2, they return almost proportional results. The biggest differences
occur only when a solution allows the use of different type of cables
respect to the compared one. Considering that the 90% of the cables
belongs to the 150 kV category, small changes in grid management
don’t produce significant modification to final results.
So, accordingly to our experience, Power Loss is preferable to
other metrics, however it isn’t exempt from approximations. In-
4.3. Scenarios Description 77
Figure 4.2: Objective function values calculated using Distance and Resis-
tance
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deed, someone may have already noticed that Power Loss definition
(eq. 2.2) is based on the values that optimization aims to discover.
According to the formula, power loss is obtained starting from the
amount of energy sent through the cable which is P(i, j)sent. So, the
flow on the cable needs to be known to calculate how much en-
ergy is lost, but, at the same time, such data are not available before
the execution of the optimization algorithm. For this reason, to use
Power loss as cost can be tricky unless historical data are available to
estimate the arc flow and consequently power loss. Unfortunately,
Terna still isn’t equipped to store historical data on its database. For
this reason, it was preferred to estimate the Energy flows according
to the following formula 4.4.
P(i, j)∗sent =
b( j)
in − degree( j) (4.4)
with
∣∣∣b( j)∣∣∣ > 0 and in − degree( j) > 0. In this formula, in − degree( j)
represent the number of incoming edges of the node j and P(i, j)∗sent
is the amount of power that it is estimated will be sent through each
single arc directed toward j. Basically, it is assumed that a node try
(when possible) to satisfy its demand dividing equally the amount
of energy received by each incoming arc.
Our idea is to gradually improve these estimations after a series
of iterations on the optimization algorithms. I noticed that, after 3 or
4 iterations, the costs tends to stabilize their values and can be used in
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final experiments. The idea to equally distribute the energy amount
in each arcs is supported by the aim to keep the network balanced,
avoiding lines overuse which, especially during hot seasons, favours
dissipation losses. For completeness, in fig. 4.3 it is possible to see
the histogram for scenarios measured with power loss.
4.4 Tolerance level experiments
The previous paragraph has shown us the effect of several type of fail-
ure in a smart grid and the explanation of how and, at what price, the
system can heal itself. Beside the high betweenness scenario, where
Capoterra node has experienced a blackout, other experiments have
shown that the Sardinian grid is able to rearrange its distribution
maintaining continuity of service. So, I decided to investigate how
many random failure are necessary to make the grid collapse with-
out the possibility to heal itself. With random failures, it is meant to
generate a chain of events, not necessarily connected together, which
can damage the grid in three ways: in a production node (PP), in a
generic substation or directly in a connection. Each damage is regis-
tered and applied to the model using the same procedures described
in the previous paragraph, and the grid is considered collapsed when
the objective function value overcome a threshold previously setted.
Even if random failure like those are very unlike to happen4, it is
4Usually the damages interest only a particular area since the chain is created
from a single failure which propagates.
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anyway interesting to calculate the average number of failures be-
fore collapse. I decided to name this parameter Tolerance level. Tenth
experiments have been performed, each one composed by ten ran-
dom failures. In fig. 4.4 and fig. 4.5 (results are divided according
to the gravity of performance fall) to show the evolution of the ob-
jective function after each failure. The horizontal red line represents
the threshold chosen to mark the grid collapse5. According to the ten
experiments the grid has a Tolerance level of 4,2 failures. The standard
deviation for the values used to calculate the average is equal to 2, 77,
so the failures number is not always near to the one expected. Gen-
erally, the heavier damages are registered when the failure regards
an urban area rather then a connection. Indeed, even if the fall of an
UA doesn’t cause an immediate performance worsening, usually the
grid starts to show some difficulties in managing distribution which
eventually end up to generate a sudden costs increment within the
next two or three failures. The fall of a single connection instead, is
always well tolerated and, in case like the one in chain 5 (fig. 4.4), ten
arc failures haven’t been able to significantly rise the objective func-
tion. Fall of performance related to arcs occur only when a consumer
node lose its only connection to the rest of the grid (and is forced to
use the sink node to satisfy its demand) or when the damaged links
are all concentrated in the same area.
5The collapse is registered when objective function value overcome the
38.540.000.000
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Figure 4.3: Objective function values calculated using Distance and Resis-
tance
Figure 4.4: Evolution of objective function after 10 random failures (small
range)
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Figure 4.5: Evolution of objective function after 10 random failures (high
range)
Chapter 5
Conclusions
This PhD thesis has touched several topics which somehow are all
connected to smart grid environment, in particular to the electric field
where the I.T. integration will brought the major benefits. As always
happens to the most complex and ambitious projects, ideas and con-
tributions come from a large number of different fields. During these
three years, almost six months have been spent investigating on the
researches published and collecting data about the Sardinian grid.
The first thing I noticed is the existence of a deep gap between the
researchers and the energy producers due to the lack of cooperation
and data sharing. While the producers are busy to develop their own
smart grid project in secret, the researches spent their time propos-
ing ideas, protocols, grid architectures and simulations which are
not based on realistic data (or accurate models) and whose results
are hard to validate. On the other hand, the whole process requires
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a period of adjustment by the governments, which are now busy
to define and refine the rules which will govern smart grid oper-
ation under their jurisdiction. The authorizations and the efforts
necessary to operate significant improvements on any utility grids
(not only the electric one), without causing any disruption in service
continuity and without affecting the consumer experience, are the
main reasons for this actual state of uncertainty and slowness. I’ve
also experienced the same kind of low participation from Terna and
Enel, which reveal themselves reluctant to share their information,
but eventually agreed to give us data which doesn’t affect consumers
privacy and are fitted for high level analysis.
The aim of the thesis was to present a method that, joining the
fields of complex network and optimization, allows us to classify
a grid according to its characteristics, functionalities and level of
tolerance. This goal can be considered even more challenging given
that our intent is to adapt the method to any generic utility grid (gas,
water and even social networks). The necessity to classify a grid
rises from the lack of a unique generic smart grid solution. Each
grid has its own peculiarities that may depend by the topography of
the territory where they are built or simply by the way demand and
supply are spread. Necessarily, multiple architectures are needed
to manage such a variety of configurations and each one comes
from a proper analysis of the grid. Complex network approach has
already been validate as able to extrapolate useful information from a
generic network, but not enough to give an exhaustive classification.
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However, coupling the use of Optimization algorithms on results
obtained by complex analysis, is possible to add new details and
better define the whole picture.
Both Complex analysis and Optimization approaches need to be
setted accordingly to the field of application; in a power grid, for
example, it’s necessary to define a cost function to express a metric
to weight the connection which transport energy. As shown in chap-
ter 2, power loss is proposed as an alternative to other conventional
metrics and calculated using the equation 2.2 which is based on the
estimation of energy distribution. This metric respects the laws that
rule the operation of any power grid in terms of energy/demand
trade off and exploit data related to the physical proprieties of the
cables.
The simpler parameters of Complex network analysis, like het-
erogeneity, diameter, radius and cluster coefficient have stated that
the Sardinian power grid has the same features of a scale free net-
work. Usually this network have some nodes, called hub, which
appear to be more important respect others as aggregation of multi-
ple paths or as connection points between distinct clusters. Starting
from this assumption, the betweenness centrality index was used to
spot the nodes crossed by an high rate of minimum paths. During
this step, the importance to assign the weight to arcs has been em-
pirically demonstrated, showing how some hub nodes, even with a
small number of edges, may be part of minimum paths due to advan-
tageous connections or strategic position. Hub nodes found in the
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grid, become the input for the next step of our analysis. Once cho-
sen the min-cost flow as optimization algorithm, in order to study
grid behaviour in different situations, several scenarios have been
created. Among all the experiments, I selected only the most rep-
resentative ones, in particular related to different type of failure.
Detailed results have been presented describing how the grid reacts
to the absence of an important power plant, to the lack of wind and
especially to the fall of high betweenness nodes. The performance
are measured and compared using three parameters: objective func-
tion value (post-processed), redundancy and arcs usage. Sardinian
power grid has demonstrated to be robust enough to easily reorga-
nize distribution when minor damage (PP and connection failures)
happens, amortizing the fall of performance. However, through
some tolerance tests, it is stated how the fall of high betweenness
nodes cause an immediate worsening of performance which eventu-
ally degenerate in cascading blackout with heavy consequences on
grid operation. Some of this blackout should be reduced increasing
the level of redundancy (the number of connections) in specific ar-
eas. Others, instead, can’t be avoided unless with a proper campaign
of prevention or with solution at distribution level which, however,
don’t concern this thesis.
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5.1 Other projects and future development
As said above, the method developed in this thesis can be freely
applied to any utility grid after a proper phase of adaptation. Fol-
lowing the same steps exposed in previous chapters, I followed a
student in the preparation of his graduation thesis, aimed to study
and evaluate the operation of Sardinian water grid. Due to a col-
laboration with Abbanoa (leader company of water distribution in
Sardinia), the student creates a model to represent the Adduction
and the Transmission systems. Since water grid has different fea-
tures respect to a power grid, several adaptations was required to
make our method works. First of all, a water grid has an architecture
strongly dependant from the topography of territory. Indeed, all the
connections are built in order to favour, when possible, to transport
water using gravity. The connections, that exist among two nodes,
can be extremely heterogeneous as composed by different material
(according to the trait) which make impossible for us to use a unique
cost function. In second place, the water grid has completely dif-
ferent needs respect to a power grid. For example, since water can
be freely stored, is easy to avoid waste, but when the sources are
placed in an underlying position respect to the urban area to serve,
then it is necessary to use lifting stations which, with its energy con-
sumption, represent the 90% of the costs faced by the company. So,
the goal of the thesis became to create a software which not only
optimizes the costs of the company, but also helps the users to adapt
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Figure 5.1: WaterFlow software interface
the model according to the schema1 needs. The software has been
called WaterFlow (Fig. 5.1).
For the future, my aim is to experiment some variation to the
analysis method proposed. Currently the method, uses the min-
cost flow algorithm to minimize the costs to heal the grid after a
failure. With this approach, the idea is to see which failures are
worst respect to others. However, another possible approach can be
the use of max-cost flow to maximize the amount of energy used by
1The whole grid is divided for simplicity in hundred of different schemes. Some
of them are isolated but other are joined usually by one or two connections. Now
the software works only with one schema at a time but it can be upgraded to manage
bigger areas.
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the system with the intention to avoid wastes. Even if the methods
are complementary, the implication behind are completely different.
In one case the key factor is the performance level while, in the other
one, the algorithm focuses on the consumers capacity to use and
exploit energy. In this fresh context, new series of parameters and
techniques (as, for example, DSM) need to be evaluated.
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Acronym Reference
ADA Advanced Distribution Automation
AMI Advanced Metering Infrastructure
BAS Building Automation System
CIM Common Information Model
DER Distributed Energy Resources
DMS Distribution Management System
DSM Demand Side Management
EMS Energy Management System
EPRI Electric Power Research Institute
ESI Energy Service Interface
FL Fault Location
GHG global greenhouse gas
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HVDC High Voltage Direct Current
NIST National Institute of Standards and Technology
PHEV Plug-in Hybrid Electric Vehicle
SCADA Supervisory Control And Data Acquisition
TD Transmission and Distribution
TDSO Transmission and Distribution System Operators
WC Volt e Var control
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