This paper approaches the problem of designing a two-level network protected against single-edge failures. The problem simultaneously decides on the partition of the set of nodes into terminals and hubs, the connection of the hubs through a backbone network (first network level), and the assignment of terminals to hubs and their connection through access networks (second network level). We consider two survivable structures in both network levels. One structure is a two-edge connected network, and the other structure is a ring. There is a limit on the number of nodes in each access network, and there are fixed costs associated with the hubs and the access and backbone links. The aim of the problem is to minimize the total cost. We give integer programming formulations and valid inequalities for the different versions of the problem, solve them using a branch-and-cut algorithm, and discuss computational results. Some of the new inequalities can be used also to solve other problems in the literature, like the plant cycle location problem and the hub location routing problem.
Introduction
In this paper, we study several two-level network design problems with survivability requirements in both levels. Telecommunication networks are usually multilayer hierarchical networks where the traffic from different origins are collected and sent to upper levels to be routed towards their destinations. In a typical two-level network, the upper level is called the backbone network, and connects the hubs (concentrators, switches, multiplexers) among themselves. The lower level networks are called access networks and they connect the users to hubs. Klincewicz [18] uses the notation "backbone structure/access structure" to specify the structure of a two-level network. For instance in a "fully connected/ring network", the backbone network is a complete graph between the hubs, and the access networks are rings, each visiting a subset of users and one hub.
Network survivability, which is the ability of a network to continue functioning in the case of failures, is one of the most critical issues in the design of telecommunications networks. A common assumption is that at most one edge can fail at a time in a network. To ensure survivability in case of single edge failures, the most common topology used is a ring. A ring is a special case of a 2-edge connected subgraph where each node has degree two. A 2-edge connected subgraph (2EC) provides the same level of survivability as a ring in case of edge failures, and may result in less redundant capacity reservation (see, e.g., Karaşan et al. [15] and Shi and Fonseka [29] ). We consider these two topologies in the design of a two-level network with protection against a single edge failure. As a result, we study the design problems associated with four different networks: 2EC/2EC, 2EC/ring, ring/2EC and ring/ring networks. We will denote all these problems with the general term of 2-level survivable network design problem (2-LSNDP).
In a 2-LSNDP we are given a set of nodes. The cost of connecting a pair of nodes by a link in the backbone or in an access network is known. There is also a cost associated to select a node as hub. The number of nodes in each access network is limited by the capacity of the hubs, which is a priori given. The problem consists of choosing the nodes to act as hubs and connecting them through a backbone network, and of assigning the non-hub nodesoptimal solution for the same instance when the required network structure is 2EC/2EC.
Even though survivability is critical for service providers, there are few studies on designing hierarchical survivable networks. Most studies on survivable network design problems consider a single layer of the network. For reviews of these studies, one can refer to Grötschel et al. [13] and Kerivin and Mahjoub [16] . Polynomially solvable special cases of the survivable network design problem are studied in Kerivin and Mahjoub [17] . The most common network structure in this field is a 2EC subgraph (see, e.g., [23, 24, 31, 33] ). Problems related with designing rings of bounded size are studied by Fortz and Labbé [7] and Fortz et al. [8] [9] [10] . Generalizations of 2EC networks are studied by Magnanti and Raghavan [22] and Balakrishnan et al. [2] .
There are also studies on two-level networks with survivability requirements on the backbone network. For example, Labbé et al. [20] propose a branch-and-cut algorithm for designing a ring as backbone network, while the access networks are direct connections from users to a hub (i.e., star structure). Baldacci et al. [6] address a more general problem where the backbone network allows m rings instead of a single one. Fouilhoux et al. [11] study the variant where the ring structure is replaced by a 2EC network. In all these studies the access networks are forced to be star structures.
The studies that consider survivability at both layers of the network are few. Lee and Koh [21] study the ring/chain network design problem with dual homing where the ring topology in the backbone network is given. They study the design of the access networks. They show that the problem is NP-hard, propose an integer programming formulation and describe a tabu search heuristic. Thomadsen and Stidsen [32] study the ring/ring network design problem. They suggest to solve the design problems associated with different levels sequentially. They propose a branchand-price algorithm for this purpose. Carroll and McGarraghy [3] also propose to decompose the problems of designing the rings in different levels. Shi and Fonseka [28] study the design of hierarchical self healing rings and propose a heuristic. Proestki and Sinclair [26] and Shi and Fonseka [29] propose heuristic algorithms for the problem with dual homing. Balakrishnan et al. [1] study a generalization of the two-level survivable network design problem to that of multitiers. They analyze worst-case performances of some heuristics for some special cases. Park et al. [25] study a node clustering problem with survivability requirements. Karasan et al. [15] propose a branch-and-cut algorithm for the problem where the backbone network is 2EC and each user node is connected directly to two distinct hub nodes. More recently, Hill and Voß [14] introduce the capacitated ring tree problem where nodes are connected with rings and trees, and rings intersect at a distributor node.
For further related studies, we refer the readers to the following surveys. Klincewicz [18] reviews design problems that involve location of hubs. Gourdin et al. [12] survey location problems encountered in telecommunications network design. Soriano et al. [30] provide an overview of design and dimensioning problems in survivable SDH/SONET networks. Studies on combined location and network design problems are reviewed by Contreras and Fernández [4] .
In summary, there are few studies that consider the design of two-level networks with survivability requirements in both levels. Most of such studies are on designing ring/ring networks and most of the proposed approaches are of heuristic nature. The contribution of this paper is to propose strong formulations and exact solution methods for the two-level survivable network design problem where both rings and 2-edge connected networks are used to ensure survivability.
The remainder of the paper is organized as follows. The mathematical model for the different variants of the problem is given in Section 2. Section 3 presents several families of valid inequalities to strengthen the linear-programming relaxations. Section 4 details a branch-and-cut approach based on the formulation and inequalities presented in the previous sections. The performance of this approach is analyzed in Section 5 on a large collection of instances. Finally, the paper ends with conclusions in Section 6.
MIP models
We first introduce the notations. Let V ¼ f0; 1; …; n À 1g be the set of nodes, where node 0 stands for the root and is considered to be a hub. Note that this is not a restrictive assumption as one can solve the problem for different root nodes if one has not been a priori fixed. Let E ¼ ffi; jg : i; jA V; i ojg be the set of potential links. We assume G ¼ ðV ; EÞ to be an undirected graph and we do not allow multiple edges. Installing a hub at node j A V has a cost f j . For each edge e A E, the cost of installing a backbone link or an access link on e is denoted by b e and a e , respectively. For S D V, let δðSÞ be the set of edges with one endpoint in S, and let E(S) be the set of edges with both endpoints in set S. When S is a singleton, i.e., S ¼ fig, we use δðiÞ for δðfigÞ.
The aim of the 2-LSNDP is to partition the set of nodes V into disjoint subsets, each with at most q nodes, choose one node from each subset to locate a hub, and connect the hubs and the subsets with survivable networks at minimum cost. The survivable network may be either a 2EC structure or a ring, depending on the problem variant. For simplicity in notation, rings or 2EC structures are assumed to involve at least three nodes. The four variants of the problem can be described with the same mathematical variables as follows. Let us define z ij to be 1 if node iA V is assigned to hub jA V, and to be 0 otherwise. Node j is a hub when z jj is 1. In addition, we define x e to be 1 if edge eA E is used in an access network and 0 otherwise, and y e to be 1 if edge e is used in the backbone network, and 0 otherwise. For brevity in notation, we write xðE 0 Þ ¼ P e A E 0 x e and yðE 0 Þ ¼ P e A E 0 y e for all E 0 DE, and zðS : TÞ instead of P i A S;j A T z ij for all S; T D V. The 2EC/2EC design problem, where the backbone and access networks are required to be 2-edge connected, can be modeled as follows:
s:t: zði :
z ij þ y fi;jg r z jj 8fi; jg A E; ð5Þ z ji þ y fi;jg r z ii 8 fi;jg A E; ð6Þ
The objective function (1) is the sum of the cost of locating hubs and the cost of installing access and backbone links. Constraints (2) ensure that each node is either a hub or it is assigned to another node. Constraints (3) are capacity constraints that limit to q the number of nodes assigned to a hub. They also ensure that no node is assigned to a non-hub node. Constraint (4) forces the root node to be a hub. If an edge is used in the backbone network then, due to constraints (5) and (6), both endpoints should be hubs. Otherwise, one endpoint can be assigned to the other only if the latter is a hub. Constraints (7) impose 2-edge connectedness of the backbone network. If node i is a hub or if it is assigned to a hub node in set S, then there exists at least one hub in set S and the constraint asks for at least two backbone edges on the cut δðSÞ since the root is in V⧹S. Similarly, constraints (8) ensure 2-edge connectedness of the access networks. If node i A S is allocated to a hub node in V⧹S then there should be at least two access links between S and V⧹S. Constraints (9) make sure that if the access link fi; jg is used then i and j are allocated to the same hub. Finally, constraints (10) and (11) are variable restrictions.
The above formulation needs minor modifications to model the other 2-LSNDP variants. In particular, to model the 2EC/ring and ring/ring design problems we add the degree constraints xðδðiÞÞ r 2 8 iA V: ð12Þ
These constraints limit to at most two the degree of a node in an access network and, together with the connectivity constraints (8) , force those networks to be rings. Note that we cannot use an equation in (12) because not all nodes must be necessarily on an access network. Similarly, to model the ring/2EC and ring/ring design problems we add the degree equations
to ensure that each hub node i has two backbone edges adjacent to it.
Valid inequalities
This section presents several families of valid inequalities for the four variants of the 2-LSNDP. We first give valid inequalities that are adopted from the literature. Validity proofs are omitted as they are very similar to the ones that appear in the cited references. Later the section presents theorems with new inequalities, some of which generalize other inequalities for different problems in the literature.
Rodríguez-Martín et al. [27] study the hub location routing problem. Several families of valid inequalities for that problem are also valid for our problems. In particular, let ½i; j A E and S & V such that i A S and j A V⧹S. The inequality x fi;jg r zði : V⧹SÞþzðj : SÞ ð 14Þ
is valid for 2-LSNDP. The inequality says that if node i is assigned to a hub in S and j to a hub in V⧹S, i.e., if zði : V ⧹SÞ ¼ 0 and zðj : SÞ ¼ 0, then as they are in separate access networks, edge fi; jg cannot be used as an access edge. Note that these inequalities are stronger than constraints (9). Fouilhoux et al. [11] derive F-partition inequalities for the network design problem where the backbone is 2EC and the access networks are stars. The feasible set of this problem is a relaxation of the 2EC/2EC network design problem obtained by dropping the constraints related with x e variables. Hence the valid inequalities proposed by Fouilhoux et al. [11] are also valid for our problems. Let V 0 ; …; V p be a partition of V such that V l a ∅, for l ¼0,…,p and 0 A V 0 . Let i l A V l for l¼ 1,…,p and F D δðV 0 Þ such that j F j ¼ 2k þ 1 for some integer k Z 0. Let δðV 0 ; …; V p Þ be the set of edges whose endpoints are in different sets of the partition. The inequality
is called F-partition and it is valid for 2-LSNDP. Baïou and Mahjoub [5] use the following constraints to avoid the occurrence of bridges, i.e., of cuts of cardinality one:
yðδðSÞÞ Z 2y e 8 S & V; e A δðSÞ; ð16Þ which are valid for 2-LSNDP. Clearly a network is protected against the failure of an edge when no edge is a bridge.
We now present three new families of inequalities. The first family extends the classical subtour elimination constraints. 
is valid for 2-LSNDP.
Proof. If zði k : T k Þ ¼ 0 and zðj l : S l Þ ¼ 0 for all k and l then the constraint vanishes. Otherwise, each i k assigned to a hub in T k and each j l assigned to a hub in S l involves a different access network, which implies that at least two access edges cross the cut δðSÞ for each.□
Inequalities (17) generalize the following inequalities introduced by Labbé et al. [19] for the plant cycle location problem:
Note that inequalities (18) dominate constraints (8) .
The second family of inequalities exploits the capacity limitation, as in the classical vehicle routing problem.
Theorem 2. Consider S & V, a partition ðS 1 ; …; S m Þ of S and distinct nodes j 1 ; …; j m be in V⧹S. Let r(S) be a lower bound on the number of access networks serving nodes in S. Then the inequality
Proof. There are at least rðSÞÀ P i A S z ii distinct hubs in set V⧹S that serve nodes in S. There are also at least
access edges cross the cut δðSÞ.□ , though the latter is valid only when the access networks are required to be rings and not for the general 2-LSND. Rodríguez-Martín et al. [27] use the inequalities
to solve the hub location routing problem. Note that inequalities (19) dominate these inequalities. A particular case of inequalities (19) are
Finally, the next result proposes a third family of inequalities. These inequalities are different from previous inequalities as they involve variables associated with both access and backbone edges.
Theorem 3. Let S D V⧹f0g be such that S a ∅, let ðS 1 ; …; S m Þ be a partition of S, and consider j 1 ; …; j m be distinct nodes in V⧹S. Let r(S) be a lower bound on the number of access networks serving nodes in S. The inequality
Proof. Given a feasible solution, let S 0 1 ; …; S 0 p be the partition of the set S into access networks. We know that p Z rðSÞ since each access network can have at most q nodes. Let i k be the hub serving the 
we have yðEðSÞÞ þ yðδðSÞÞ þxðδðSÞÞ Z 2p. Both j K 0 j þ1 þ 2ðj K⧹K 0 j Þ and 2p are greater than or equal to p þ 1, and p þ 1 Z rðSÞþ1. So inequality yð EðSÞÞ þyðδðSÞÞ þ xðδðSÞÞ Z rðSÞþ1 is satisfied. Now there are at least P m k ¼ 1 zðj k : S k Þ distinct nodes in V ⧹S that are assigned to distinct hub nodes in S. Hence there are also 2 P m k ¼ 1 zðj k : S k Þ access edges crossing the cut.□
A particular case of inequality (23) where j A V ⧹S. When S a is singleton, inequality (24) becomes
where i; j A V and i aj.
Branch-and-cut algorithm
We propose an exact branch-and-cut algorithm to solve the 2-LSNDP based on the MIP model strengthened with the valid inequalities presented in the previous section. The branch-and-cut approach consists of a cutting plane technique embedded into a branch-and-bound framework. We describe next the main features of the algorithm.
Initialization
To start the optimization we solve the linear program (LP) given by the constraints (2)-(6) and variable bounds. To these inequalities, we add the degree inequalities (12) when the access networks are required to be rings, i.e., when the variant to solve is the 2EC/ring or the ring/ring. Similarly, to solve the design problems with required ring structure in the backbone network (i.e., ring/ 2EC and ring/ring) we add constraints (13) . When the backbone network does not need to be a ring, we replace (13) by (7) 
Cutting plane phase
If the optimal solution of the LP relaxation is integer, we check whether it is a feasible solution for the 2-LSNDP by applying the separation routines for constraints (14) , (7) and (8) . Otherwise, we apply the separation procedures for constraints (14) , (25), (7), (8), (24) , (22), (16), (15) , and (18) , in this sequence. The separation procedure for the last family of constraints is applied only if no other violated cuts have been found, due to its computational cost. The cutting plane phase is performed only each 10 branch-and-cut nodes. Moreover, the number of violated cuts of each family added to the model is limited to 15, and the total number of cuts added in each cut generation step is limited to 75.
Constraints (25) are separated in Oðn 2 Þ by complete enumeration. To separate constraints (7), (8), (14) , and (18), we follow approaches presented in [20] and [27] . We devised separation methods for constraints (16) , (22) , and (24) . To separate the Fpartition inequalities (15) we use a heuristic algorithm given in [11] .
Finally, constraints (17) are not directly separated, but their violation is checked each time a violated inequality (8) or (18) is found. The left hand side of all these inequalities is the same and they do not involve variables related to the backbone network. The violation test for (17) is done heuristically by checking whether
We next outline the separation procedures we have implemented. We refer to the variable values of the current fractional solution by ðx n ; y n ; z n Þ.
Separation of inequalities (7)
To separate constraints (7) we use an exact and polynomial procedure presented in [20] , and inspired by the known separation algorithm for the subtour elimination constraints for the travelling salesman problem. The procedure consists of solving max-fow/min-cut problems on an appropriately defined support graph. Note that inequalities (7) (7) for that set.
Separation of inequalities (8)
Constraints (8) can be separated in polynomial time with a procedure similar to the previous one. Just note that inequalities (8) can be written as
Since constraints (8) are dominated by constraints (18) , each time we find a violated inequality (8) we replace it by the constraint (18) defined as
where j is a node in V ⧹S that maximizes z n ðj : SÞ.
Separation of inequalities (14)
Inequalities ( 
Separation of inequalities (15)
Constraints (15) are heuristically separated using a procedure presented in [11] that works as follows.
formed by taking an odd number of edges from δðV 0 Þ with fractional values y n e 4 1=2. Then, the corresponding inequality is checked for violation.
Separation of inequalities (16)
The bridge inequalities (16) can be separated exactly in polynomial time with the following algorithm. For each edge e A E with y Although this algorithm is polynomial it might produce a large number of similar violated inequalities, with the consequent loss of time. Therefore we use the following strategy to reduce the number of min-cut computations. We consider only edges e ¼ fi; j g A E with y n e 4 0:5 and such that i and j have not been extremes of an edge producing a violated inequality previously. Moreover, we associate to each set S in a violated inequality a given label, and we check for duplicates before adding the new cut to the LP. Note that, with these changes, the separation procedure for inequalities (16) becomes heuristic.
Separation of inequalities (18)
Constraints (18) (18) for i and j. Therefore, again the separation problem can be solved exactly by performing a min-cut computation for each pair of nodes.
Separation of inequalities (22)
To separate constraints (22) we use a heuristic procedure based on the separation algorithm for (20) described in [27] . It starts by separating exactly and in polynomial-time the inequalities without the rounding up operator, i.e.
with S & V⧹f0g and j A V⧹S. These inequalities are equivalent to
Then, for each j A V , finding a set S defining the most violated inequality (if any) by a given solution ðx n ; y n ; z n Þ aims at performing a s-t min-cut computation on a capacitated network G 0 ¼ ðV 0 ; E 0 Þ with V 0 ¼ V [ fsg [ ftg, being s and t two dummy nodes. The edges in E 0 are the edges in E, with capacity x n e ; the edges connecting s with each i A V, with capacity 2ðz n ji þ 1=qÞ; and the edges connecting each iA V with t, with capacity 2z n ii . To guarantee that j = 2 S we must increase the capacity of the edge fj; tg by adding a large amount. We finally check the potential violation of the inequality (22) defined by the set S in the side of s generated by the s-t mincut computation.
Separation of inequalities (24)
This section describes a heuristic separation for (24) based on an exact and polynomial-time separation for a closely related family of inequalities. These inequalities are the ones obtained by not considering the rounding up operator in (24), i.e. yðEðSÞÞ þ yðδðSÞÞ þ xðδðSÞÞ Z j Sj q þ 1 þ 2zðj : SÞ;
with S & V⧹f0g and j A V⧹S. These inequalities are equivalent to yðEðSÞÞ þ yðδðSÞÞ 2 À j Sj q þxðδðSÞÞ þ yðδðSÞÞ 2 þ 2zðj : V⧹SÞ Z 3;
and the first three terms in the left-hand side can be written as
Then, for each jA V, finding a set S defining the most violated inequality (if any) by a given solution ðx n ; y n ; z n Þ aims at performing a s-t min-cut computation on a capacitated network G 0 with V 0 ¼ V [ fsg [ ftg and where each edge eA E has capacity x n e þ y n e =2; each edge connecting s with iA V has capacity 2z n ji , plus 1=q À y n ð δðiÞÞ=2 if this value is positive; and each edge connecting t with i A V has capacity y n ðδðiÞÞ=2 À 1=q if this value is positive. In addition, to guarantee that j= 2 S and 0 = 2 S, we must increase the capacity of the edges fj; tg and f0; tg by adding a large amount. We check the potential violation of the inequality (24) defined by the set S in the side of s generated by this min-cut computation.
This separation algorithm can be adapted to deal with other inequalities (23) with m¼ 1, like for example when r(S) is defined as in (21).
Branching strategy
The branching strategy we devised prioritizes the set of variables z jj . This is done because fixing the set of hubs contributes to determine other features of the solution. Branching on the other variables is done only when all variables z jj are integral. In any case, we choose to branch on the fractional variable whose value in the linear relaxation solution is closer to 0.5.
Computational results
The branch-and-cut algorithm described in the previous section was coded in C þ þ and ran on a personal computer with a processor Intel Core i7 CPU at 3.4 GHz and 16 GB of RAM. We used CPLEX 12.5 as mixed integer linear programming solver. Default settings for CPLEX were used, except for the variable selection strategy that we set to "strong branching".
The performance of the algorithm was tested on two different classes of instances. They consist of networks with a number of nodes n in f15; 20; 30; 40g. In the instances of the Class I, edge costs c ij are randomly generated in ½1; 100, while in the instances of the Class II the nodes are placed in a plane with the coordinates uniformly distributed in ½0; 100 and the edge costs c ij are computed as the Euclidean distance between the points i and j. In all cases, the access and backbone link costs are defined as a e ¼ c e and b e ¼ 4c e respectively. Thus, on our benchmarks, the construction costs of the links are symmetric and the cost of installing a backbone link between two nodes is four times higher than the cost of installing an access link. The hub capacity q takes values in f⌈3n=4⌉; ⌈n=2⌉; ⌈n=4⌉g. For each combination of number of nodes and capacity, we tried three different hub fix cost settings, randomly generating f j in ½1; 500, ½500; 1000 or ½1200; 1700. So there are 36 different instances in each class.
For each instance we solved the four 2-LSNDP variants given by the different possible combinations of backbone and access Tables 1-4 . Column headings stand for:
f j : Hub fix cost. n: Number of nodes. q: Hub capacity. opt: Optimal objective function value. %-gap: Percentage gap between the optimal value (opt) and the lower bound (lb) at the end of the root node, that is, 100ðopt ÀlbÞ=opt. cpu: Total computing time, in seconds. nodes: Number of nodes in the search tree. nCuts: Total number of generated cuts.
We imposed a time limit of two hours for each run. When this time limit is exceeded, we report "t.l." in column cpu, use the best solution at the end of the computation instead of the optimal to compute the figure in %-gap, and report in brackets the final gap (i.e., the percentage gap between the best solution found and the lower bound at the end of the computation).
For the instances with random distances (Class I) we observe that as the hub fix costs increase, the LP gaps tend to decrease. Note that the maximum gap for the solved instances with f j A ½1; 500 is 8.33%, and it is 1.94% (though it is usually below 1%) for the instances with f j A ½1200; 1700. All the problems but one were solved within the time limit. Regarding the computing times, the hardest instances are those with 40 nodes and the most restrictive capacity ðq ¼ ⌈n=4⌉Þ. Note as well that, when the optimal values of the four problems over the same instance are different (see, for example, the case of instance with n¼ 30 and q ¼ ⌈n=2⌉), the minimum optimal value is attained at problem 2EC/2EC, as expected when the edge costs do not satisfy the triangular inequality.
For the instances with Euclidean distances (Class II), the four 2-LSND problems have an optimal solution with rings at the two levels, even if we do not explicitly ask for it, because of the edge cost characteristics. In other words, the optimal solutions of the four variants coincide in all cases. These instances are more difficult to tackle, though only the problems dealing with the one with n¼ 40, q ¼ ⌈n=4⌉ and f j A ½500; 1000 were unsolved within the time limit. The gaps are higher in general than for Class I, but it also holds that they decrease when costs f j increase. For a given number of nodes n and fix hub cost setting f j , the hardest instances are those with tighter capacity.
To assess the influence of the different sets of valid inequalities proposed in this work, we compare four versions of the branchand-cut algorithm that differ by the sets of valid inequalities considered. Tables 5 and 6 show the result obtained for a subset of instances, concretely the instances of Class I and Class II with 15 nodes and f j A ½1; 500. We also conducted the experiment on larger instances, but we omit the results here because the findings are analogous to those derived from these small instances. The four branch-and-cut versions compared are: basic1 B and C: It just solves model (1)- (11) . Constraints (9) are incorporated to the initial LP, and inequalities (7) and (8) are separated. In the separation procedure for (8) , the replacement of these constraints by (18) is deactivated.
basic2 B and C: Like the previous one, but constraints (9) are removed from the initial LP, and instead constraints (14) are separated.
basic3 B and C: Includes also inequalities (18) , that replace the violated constraints (8) , and that are as well separated but only if no other violated cuts have been found.
complete B and C: Complete branch-and-cut algorithm described in Section 4.
For each branch-and-cut version we report the gap of the linear programming relaxation at the end of the root node and the total computing time. Note that the gaps and the computing times are large for the first and most basic algorithm, and that they decrease as we add new families of valid inequalities. The incorporation of the separation procedure for constraints (14) substantially reduces the computing times, though does not have a great impact in the gaps. In fact, in a few cases, the gaps slightly worsen. This is because the separation procedure adds to the model only those cuts whose violation exceeds a given threshold. The addition of constraints (18) reduces the gaps and the running times, this being more evident for Class II instances. The inclusion of the remaining families of valid inequalities in the complete branch-and-cut serves to further improve the results, as shown in the last two columns. Finally, Table 7 shows the average percentage of cuts generated. The column with heading (18)' shows the number of violated constraints (18) found by applying the separation procedure for constraints (8), as described in Section 4.2.2. For each hub fix cost setting, we report in a single line the data corresponding to the 12 instances with that setting. The number of violated cuts of each family found during the branch-and-cut algorithm is highly dependant on the sequence in which the different separation procedures are applied. Taking this in mind, we observe that the most numerous cuts are, by far, (14) . This may be due to the own statement of constraints (14) together with the fact that they replace constraints (9) , which are necessary to define the problem, and they are separated at the beginning of the cutting plane phase. The second position corresponds to constraints (18) and (17), whose number approximately coincides. This happens because the violation of constraints (17) is checked inside the separation routines for (8) and (18), and we are certain to find a violated constraint of the first type when any of the two latter is violated. On the other extreme, only very few cuts (15) and (16) are generated. We separate them, nevertheless, because they contribute to reduce the gaps in some particular cases. 
Conclusions
This paper addresses a two-level survivable network design problem in which location, assignment, and network design tasks are jointly tackled. Moreover, survivability is required in the two levels of the network, and not only in one of them as in most other works in the literature.
We present an integer programming formulation and valid inequalities for the problem. This formulation models, with minor modifications, the four possible combinations of the two singleedge protected topologies considered (rings and two-edge connected networks). Several valid inequalities generalize inequalities given in the literature for related problems, and therefore they can also be used to solve them. We have designed an exact branch- and-cut algorithm and we have tested its performance on two sets of instances with different degree of difficulty. The results are satisfactory since they show that instances with up to 40 nodes, which is already a large size for this kind of problems, are solved to optimality in a reasonable amount of time. Table 7 Average percentages of cuts added during de branch-and-cut algorithm. 
