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ABSTRACT
We introduce a new problem, the Online Selective Anomaly
Detection (OSAD), to model a specific scenario emerging
from research in sleep science. Scientists have segmented
sleep into several stages and stage two is characterized by
two patterns (or anomalies) in the EEG time series recorded
on sleep subjects. These two patterns are sleep spindle (SS)
and K-complex. The OSAD problem was introduced to de-
sign a residual system, where all anomalies (known and un-
known) are detected but the system only triggers an alarm
when non-SS anomalies appear. The solution of the OSAD
problem required us to combine techniques from both ma-
chine learning and control theory. Experiments on data from
real subjects attest to the effectiveness of our approach.
General Terms
Anomaly/novelty detection, Mining rich data types
Keywords
Sleep EEG Anomalies, Dynamic Residue Model
1. INTRODUCTION
Research in human sleep condition has emerged as a rapidly
growing area within medicine, biology and physics. A defin-
ing aspect of sleep research is the large amount of data that
is generated in a typical sleep experiment.
A sleep experiment consists of a human subject, in a state
of sleep, whose neural activity is being recorded with Elec-
troencephalography (EEG) [19, 4]. A typical full night EEG
time-series, recorded between 4-64 locations on the scalp, at
200 Hz, for eight hours, will generate approximately 300MB
of data. A typical clinical study will have between ten
and fifty subjects. Surprisingly vast majority of sleep clin-
ics still use a manual process to analyze the recorded EEG
time-series. Hence there is considerable interest in automat-
ing the analysis of EEG generated from sleep experiments.
Scientists have segmented sleep into several stages based on
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Figure 1: Sleep spindles (SS) along with K-Complexes (KC)
are defining characteristics of stage 2 sleep. Both SS and
KC will show up as residuals in an LDS system. The OSAD
problem will lead to a new residual time-series where SS will
be automatically supressed but KC will remain unaffected.
Due to relatively high frequency of SS, there are certain sit-
uations where sleep scientists only want to be alerted when
a non-SS anomaly occurs
the responsiveness of the subject and other physiological fea-
tures. Of particular important is what is termed as stage
2 (moderately deep sleep). This stage is characterized by
two phenomenon that occur in the EEG time series. These
are sleep spindles, which are transient bursts of neural ac-
tivity with a characteristic frequency of 12–14 Hz, and K-
Complexes, which are short, large-amplitude voltage spikes.
Both phenomena are implicated in memory consolidation
and learning, but the physiology and mechanisms by which
they occur are not yet fully understood, see [4, 9, 19, 8].
In order to study these phenomena, they anomalies must
be first located and identified in the EEG data. This can
be challenging because they occur for an extremely short
duration and irregularly. For example, sleep spindles and
K-Complexes typically last less than 1 s, and there are only
on the order of 100 of these events over the course of an
entire night. Identification of these events is further compli-
cated by the presence of artifacts in the data, often caused
by movement of the subject, but which can also occur due
to electrical noise or loose electrodes connections. These ar-
tifacts must be ignored when attempting to identify sleep
spindles and K-Complexes. Because the electric fields pro-
duced by the brain are quite weak (the induced electrical
potential is on the order of 50µV), the signals also contain
a significant noise component.
In this paper we introduce the Online Selective Anomaly
Detection (OSAD) problem which captures a particular sce-
nario in sleep research. As noted above, around 100 sleep
spindles will occur during the course of a night. The number
of K-Complexes is much fewer. For some experiments scien-
tists are interested in identifying both sleep spindles and K-
Complexes but only want to be notified with an alert when
a non-spindle anomaly occurs (for example K-Complexes).
The solution of the OSAD problem combines techniques
form both data mining and control theory. Data Mining is
used to model and infer the normal EEG pattern per sub-
ject. Experiments have shown that model parameters do
not transfer accurately across to other subjects. In our case
we will use a Linear Dynamical System (LDS) to model the
EEG time series. Then based on frequency analysis, we infer
the sleep spindle (SS) pattern and integrate the pattern as a
disturbance into the LDS. The control theory part is used to
design a new residual which supresses SS signals but faith-
fully represents other errors generated by the LDS model.
Thus by selectively supressing SS pattern, the objectives of
the OSAD problem are achieved.
For example, consider Figure 1. The top frame shows a
typical EEG time series with both the SS and KC high-
lighted. The middle frame shows a typical residual time
series based on an LDS model. The bottom frame shows a
new residual designed to solve the OSAD problem. Notice
that the error due to the presence of SS is suppressed but the
residual due to the appearance of KC remains unaffected.
The main contributions of the paper are:
• We introduce the Online Selective Anomaly Detec-
tion(OSAD) to address the requirement of selectively
reporting sleep anomalies based on specifications by
domain experts.
• In order to solve OSAD, we combine techniques from
data mining and control theory. In particular we will
use a Linear Dynamic System (LDS) to model the un-
derlying data generating process and use control the-
ory techniques to design an appropriate residual sys-
tem.
The rest of the paper is as follows. In Section 2, we rig-
orously define the OSAD problem. In Section 3 we present
our methodology to infer the parameters of the LDS and use
control theory to design a new residual system. In Section
4, we apply our approach to real sleep data and evaluate our
results. We overiew related work in Section 5 and conclude
in Section 6 with a summary and potential ideas for future
research.
2. PROBLEM DEFINITION
In this section we present our problem statement for se-
lective anomaly detection.
The starting point is an observed time series of N points
y = {yi}
N
i=1 where each yi ∈ R
m. Furthemore, we assume
that the y measures the output of a system which is gen-
erated from a latent variable x ∈ Rn. The relationship be-
tween x and y is governed by a standard Linear Dynamic
system (LDS) model [25] which is specified as
x(t+ 1) = Ax(t)
y(t) = Cx(t)
Here A is an n× n state matrix which governs the dynam-
ics of the LDS while C is an m × n observation matrix.
The modern convention is to represent the LDS as graphi-
cal model as shown in Figure 2. The state of the system,
x, evolves according to LDS beginning at time t = 0, with
value x0. The standard learning problem is as follows.
Problem 1 (Learning Problem). Given an observ-
able time series {yi}
N
i=1 and assuming that the observed y
and the latent x are governed by an LDS, infer A and C.
The standard LDS inference problem has been extensively
studied in both the machine learning and control theory lit-
erature. Several algorithms have been proposed including
those based on gradient descent, Expectation Maximization,
subspace identification and spectral approaches [26, 28, 16,
3]. Several extensions of LDS to include non-linear relation-
ships as well as to include stochastic disturbances have been
proposed. However, for sleep analysis, the above LDS will
suffice. For the sake of completeness, in the Appendix we
will describe a simple but effective approach for inferring A
and C based on a spectral method [3].
The standard approach to detect outliers using an LDS is
to use the inferred A and C matrices to compute the latent
and observed error variables as:
ε(t) := x(t)− xˆ(t)
e(t) := y(t)− yˆ(t)
where xˆ and yˆ are estimated using LDS. Then given a thresh-
old parameter δ, an anomaly is reported whenever, e(t) > δ.
However, our objective is not to report all anomalies but
suppress some known user-defined patterns or even known
anomalous pattern. We now formalize the notion of pattern.
Definition 1. A pattern P is a user-defined matrix which
operates in the latent space.
In our context, we will design a specific matrix P for a
sleep spindle. The matrix P is integrated into the LDS as
x(t+ 1) = Ax(t) +Pζ(t)
y(t) = Cx(t)
We are now ready to define the design part of the OSAD
problem.
Problem 2 (Design Problem). Given an LDS, a pat-
tern P in the latent space, design a residual r(t) such that
r(t) =
{
0 if ǫ(t) = Pζ(t)
Se(t) otherwise
Here S is suitably defined linear transformation on e(t).
Notice that the residual r(t) depends both on the latent
error ǫ(t) and the observed error e(t). In practice, r(t) will
never be exactly zero when the pattern P is active but will
have small absolute values.
3. THE OSAD METHOD
In this section we propose a method based on statistical
inference and control theory to provide a solution of the
x0 x1 x2 xT
y0 y1 y2 yT
Latent variable
Observations
y(t)=Cx(t)
x(t+1)=Ax(t) 
LDS parameters θ =(A,C)
ε0 ε1 ε2 εT
e0 e1 e2 eT
Latent error
Observed  error
e(t)=Cε(t)
ε(t+1)=Aε(t) 
LDS error model parameters: θ =(A,C)
Figure 2: A linear dynamic system is a model which defines a linear relationship between the latent (or hidden) state of the
model and observed outputs. The LDS parameters A and C need to be estimated from data. The LDS can also be used to
model the relationship between the latent and the observed residuals (right figure).
OSAD problem. Using the LDS, we first develop a Dynamic
Residue Model (DRM). Then we will show how to adjust
the DRM parameters in order to design a residual r(t) which
will satisfy the constraints of the problem, i.e. the selected
anomalous pattern will be canceled (or projected out) in the
generated residual space.
3.1 DRM Formulation
Assume data is generated by an LDS. Any deviation of
the state from its expected value can be captured by a struc-
tured error model. Intuitively, the discrepancy between the
observed error e(t) and latent error ε(t) is modeled by the
same LDS (because of linearity):
ε(t+ 1) = Aε(t) +Pξ(t)
e(t) = Cε(t)
The above error model can be used to detect changes oc-
curring in the latent space.
We design a feedback loop (as shown in Figure 3) to effect
the output of the error model. In particular a function of the
residual will be used to manipulate the changes in the error.
The design objective will be to map the anomalies generated
by the P pattern into the null space of the new residual. The
DRM based on this feedback design is developed as follows:
To design the feedback we define two transformation ma-
trices W and F for error values to be weighted as:
r(t) := We(t)
u(t) := Fe(t)
F will be used as the feedback gain matrix and maps the
error to the feedback vector u(t), and W is the residual
weighting matrix that generates the new residual r(t). Now
feeding back u(t) into the LDS (as shown in Figure 2), with
u(t), the residual dynamic model will be:
xˆ(t+ 1) = Axˆ(t) + u(t)
= Axˆ(t) +Fe(t)
= Axˆ(t) +F(y(t)− yˆ(t))
= Axˆ(t) +F(Cx(t)−Cxˆ(t))
= Axˆ(t) +FCx(t)− FCxˆ(t)
= (A−FC)xˆ(t) + FCx(t)
= (A−FC)xˆ(t) + Fy(t)
Notice that since the residual is a linear transformation
of the error, its rank (suppose r(t) ∈ Rp) can not be larger
than the observation dimension, i.e., p ≤ m.
We are now able to define the dynamic of the latent error
as:
ε(t+ 1) = x(t+ 1)− xˆ(t+ 1)
= Ax(t)− (A− FC)xˆ(t)− Fy(t)
= Ax(t)−Axˆ(t)− FC)xˆ(t) +FCx(t)
= (A− FC)(x(t)− xˆ(t))
= (A− FC)ε(t)
and the residue r(t) is obtained as:
r(t) = W(y(t)− yˆ(t))
= W(Cx(t)−Cxˆ(t))
= WC(x(t)− xˆ(t))
= WCε(t)
We therefore have the following dynamic model for the latent
error:
ε(t+ 1) = (A− FC)ε(t)
r(t) = WCε(t)
Notice that the observed residue r(t) is governed by state er-
ror ε(t) through matrix WC while it evolves in time through
A− FC.
To simplify the notation, denote Cf = WC and Af =
A− FC. The DRM is then defined as:
ε(t+ 1) = Afε(t)
r(t) = Cfε(t)
The graphical diagram for this error model is shown in Fig-
ure 3.
3.2 OSAD Parameter Design
In this section we address the problem of designing the F
andWmatrix with objective of making the DRM insensitive
to anomalies generated by P. The overarching design is
shown in Figure 4 and is related to the use of control theory
for fault diagnosis [22, 23, 5]. A typical LDS model will
output the observed error e(t). However, the OSAD model
has a feedback loop which takes W and F matrices as input
and return a variable u(t) which is fed back into the model.
The observed error is also transformed by a W matrix. The
F and the W matrices satisfy the constraints which involve
the A, C and the P matrices.
Observed error
εt
et
Latent error
rtut
{F}
{W}
New residual
Feedback
ε0 ε1 εT
r0 r1 rT
Latent error
New residual
r(t)=WC ε(t)
ε(t+1)=(A-FC) ε(t) 
DRM design parameters: θ2 = (F, W)
u(t)=Fe(t)
r(t)=We(t)
Figure 3: Using parameter F a virtual input u(t) is generated to feed the error back to the latent space. The error e(t) is is
then calibrated by W to generate a new residual space r(t).
Since the model is time-dependent, we follow a standard
approach and map the model into the frequency domain
using a Z-transform to design the W and F matrices. In
the frequency domain, it will be easier to design matrices
W and F such that WC(A− FC) = 0 and WCP = 0.
Definition 2. The Z-transform of a discrete-time sequence
x(k) is the series X(z) defined as
X(z) = Z{x(k)} =
∞∑
0
x(k)z−k.
Observation 1. Two important (and well known) prop-
erties of the Z-transform are linearity and time shifting:
ax(k) + by(t)
Z
←→ aX(z) + bY (Z)
x(k + b)
Z
←→ zbX(z)
Applying Z-transform Z() to the DRM yields:
zE(z) = AfE(z) +Pξ(z)
E(z) = (zI−Af )
−1Pξ(z)
and:
R(z) = CfE(z)
= [Cf (zI−Af )
−1P]ξ(z)
in which ξ(z) = Z(ξ(t)), ϑ = Z(ϑ(t)), R(z) = Z(r(t)). The
transfer gain between ξ and R:
Gξ(z) := Cf (zI−Af )
−1P
Thus if Gξ would be zero, the residual R(z) is independent
of the ξ(z). In the other word, to make R(z) independent of
ξ(z), one must null the space of Gξ(z). Then whenever P
occurs it is transferred by a zero gain to the residual space.
To find the null space Gξ(z) = 0, we expand it as:
Gξ(z) = z
−1Cf (I+Afz
−1 +A2fz
−2 + ...)P
= 0
The sufficient conditions forGξ(z) to be nulled areCfP =
0 and either CfAf = 0 or AfP = 0. Thus we have the fol-
lowing result.
Theorem 1. For a DRM, a sufficient condition forGξ(z) =
0 is
CfP = 0 and {CfAf = 0 or AfP = 0}
Now as Cf = WC, for CfP = 0 it is sufficient that
WC be orthogonal to P. Furthermore for CfAf = 0, it is
sufficient to design a matrix Af such that its left eigevectors
corresponding to the zero eigenvalue are orthogonal to P.
Similarly, for AfP = 0, it is sufficient to design a matrix
Af , such that the right eigenvectors corresponding to the
zero eigenvalues are orthogonal to P. See Appendix A.
Now, it design a system which operates in an online fash-
ion we proceed as follows. From the definition of residue:
r(t) = W[y(t)− yˆ(t)]
Using the Z-transform, the computational form of the resid-
ual will be:
R(z) = [W −Cf (zI−Af )
−1F]Y (z)
Since CfAf = 0:
Cf (zI−Af )
−1F = z−1Cf
Replacing this result to the above R(z) equation:
R(z) = (W − z−1CfF)Y (z)
Applying the inverse Z-transform, the equation will be:
r(t) =
[
W −CfF
] [ y(t)
y(t− 1)
]
This clearly says that the residual can be represented di-
rectly in terms of the observations. This property is crucial
to make the anomaly detection system operate in near real-
time.
3.3 Eigenpair Assignment and the F Matrix
In this section we explain the eigenpair assignment prob-
lem and its solution which is used for designing the matrix
F. Recall from Theorem 1, that we require either CfAf = 0
or AfP = 0.
Problem 3. Given a set of scalars {λi} and a set of n-
vectors {vi} (for i = 1, 2, ..., n), find a real matrixAo (m×n)
such that the eigenvalues of Ao are precisely those of the set
of scalars {λi} with corresponding eigenvectors the set {vi}.
Given the residue model transition matrix Af = A − FC,
the problem is to find a matrix F such that this matrix has
the eigenvalues {λi} corresponding to eigenvectors {vi},i.e.,:
(A− FC)vi = λivi
θ2 = (F, W)
ε0 ε1 ε2 εT
e0 e1 e2 eT
r0 r1 r2 rT
{F|WC(A-FC)=0}
u0 u1 u2 uT
{W|WCP=0}
X(t+1)=Ax(t)
Y(t)=Cx(t)
P
unknown 
perturbation
OSAD
θ1 = (A, C)
ξ(t)
LDS
Figure 4: The complete diagram of OSAD. Using parameters
W and F the residue space r(t) is calibrated to cancel the
impact of Pξ(t).
Algorithm 1 Find F such that the set {λi, vi} be the eigen-
pairs of A−FC
1: Input A,C, λi = 0 ∀i and vi = P (:, i).
2: Output F such that (A− FC)P = 0.
3: for i = 1 : n do
4: φi = null
[
A− λiI C
′
]
5: Find an element [vi qi]
′ ∈ φi
6: end for
7: F = −
(
q1 q2 ... qn
) (
v1 v2 ... vn
)+
or:
[
A− λiI C
′
] [ vi
−Fvi
]
= 0
Define qi := −Fvi, then:
[
A− λiI C
′
] [vi
qi
]
= 0
The implication of the above statement is of great impor-
tance: The vectors
[
vi qi
]′
must be in the kernel space of[
A− λiI C
′
]
, meaning, for i = 1, 2, ..., n:
[
q1 q2 ... qn
]
=
[
−Fv1 −Fv2 ... −Fvn
]
The matrix F now can be obtained as:
F = −
[
q1 q2 ... qn
] [
v1 v2 ... vn
]+
where ’+’ stands for pseudoinverse. The whole procedure
is summarized in Algorithm 1.
3.4 Degrees of Freedom of P
There is an an important constraint that the matrix P
must satisfy for the DRM approach to be valid solution of
the OSAD problem. As the WCP = 0, a necessary condi-
tion is that
rank(P) ≤ rank(C)
In the other word, the effective number of independent per-
turbations generated by the matrix P is bounded by the
effective number of independent measurements governed by
the observation matrix C, see [23]. For example, if C is the
independent matrix on an LDS where the state vector has
dimensionality n, then the rank of the P matrix must be
less than (n− 1).
3.5 Inferring the Matrix P
The OSAD model is predicated on the existence of a P
matrix. This matrix can be provided by a domain expert or
can sometimes be inferred from data. For example, in the
case of sleep spindle, frequency analysis shows that sleep
spindles occur in the interval twelve to fourteen Hz. The
exact frequency can change from one subject to another.
The signature for K-Complexes is more a function of the
amplitude of the signal rather than the frequency.
We now show how to construct a P matrix from data. For
example, suppose there exists a frequency/peridicity T =
f−1 in the EEG time series or:
x(t+ T ) = x(t)
Replace this in linear dynamics:
x(t+ 1) = Ax(t)
= Ax(t+ T )
Applying z-transform:
zX(z) = AzTX(z)
Using Tailor expansion we expand zT around z = 1:
z
T ≈ 1 + α+ βz + γz2
where α = 0.5T (T −3), β = 0.5T (T −1) and γ = −T (T −2).
An approximation by this expansion will be:
zX(z) ≈ AX(z) + αAX(z) + βzAX(z) + γz2X(z)
Returning to the time-domain, we obtain
x(t+ 1) ≈ Ax(t) + αAx(t) + βAx(t+ 1) + γAx(t+ 2)
≈ Ax(t) + [αA βA γA][x(t) x(t+ 1) x(t+ 2)]′
3.6 Summary Example
To summarize, the solution of the OSAD problem requires
the availability of the following matrices:
Table 1: Parameters for learning and design
Matrix Description Source
A The State Matrix Inferred from data
C The Observation Matrix Inferred from data
P The Pattern Matrix Given by domain-expert
F Feedback Gain Matrix Designed using Theorem 1
W Error Weighting Matrix Designed using Theorem 1
We will now give a concrete example. Assume we have an
LDS system given as
ε(t+ 1) = Aε(t) +Pξ(t)
e(t) = Cε(t)
Assume have identified the A and C matrices as
A =
(
0.5 0.3
0.3 0.2
)
and C =
(
1 0
0 1
)
and P =
(
1 1
2 2
)
Now, to form the OSAD model, we have to identify W and
F such that:
1. W is in the null space of CP and
2. A− FC has its left eigenvectors (corresponding to the
0 eigenvalue ), the rows of WC.
Since C is the identity matrix, an example of W is
W =
(
2 −1
2 −1
)
Similarly, an example of F matrix is
F =
(
0.0 0.2
−0.7 0
)
As mentioned, the residual matrix is given by
r(t) =
(
1.3 −1.4
1.3 −1.4
)(
y(t)
y(t− 1)
)
4. EXPERIMENTAL RESULT
We now report on the experiments that have been car-
ried out to test the effective of the proposed OSAD solution
on sleep data. Our particular focus will be determining if
OSAD can recognize sleep spindle and K-Complex anoma-
lies and selectively raise an alert for non-Spindle anomalies.
4.1 Sleep Data Set
Our data set consists of EEG time series from four health
controls (age 25-36) as described in [10]. Recordings were
made with an Alice-4 system (Respironics, Murraysville PA,
USA) at theWoolcock Institute of Medical Research, at Syd-
ney University, using 6 EEG channels with a sampling rate
of 200Hz, and electrodes positioned according to the Inter-
national 10-20 system [19, 4], see Figure 5. In this study we
only examine the Cz electrode. A notch filter at 50Hz (as
provided by the Alice-4 system) was used to remove mains
voltage interference. No other hardware filters were used.
Spindles and K-Complexes were labeled using another au-
tomation program and then manually evaluated. As previ-
ously noted, while data from only four subjects were used,
a typical EEG session generates a large amount of personal
data.
4.2 Inference of A and C Matrices
Our first task is to learn the A and C matrices from the
LDS for each subject. Others have reported, and our exper-
iments confirm, that EEG of each subject tends to different
and separate models need to learnt per subject. For each
subject we took a sample of size 2000 (10 seconds) of EEG
time series which did not contain either sleep spindle or K-
Complex. We then formed a 2000 × 6 data matrix, O. The
columns of the O matrix are time series associated with the
C3 C4cz
Fz
Pz
Oz
Figure 5: The position of scalp electrodes for EEG experi-
ment follows the International 10-20 system [19, 4].
n=6 n=5 n=4 n=3 n=2
10−0.9
10−0.7
10−0.5
10−0.3
RMSE
 
 
subject 1
subject 2
subject 3
subject 4
(a) Subspace method
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Figure 6: The RMSE error obtained from both methods are
comparable. Notice the RMSE increases as the rank of LDS
is reduced.
six channels of EEG. We used both subspace and spectral
methods to infer the matricesA and C. Both these methods
are based on SVD decomposition of the O matrix and re-
quire as input the rank required of the inferred matrices. We
evaluated the inferred matrices using RMSE and the results
are shown in Figure 6a and Figure 6b. Both the subspace
and spectral methods have similar performance and RMSE
goes up significantly when the rank falls below five. We se-
lected a rank six matrix (maximum possible rank) for both
A and C. In terms of running time, the two methods are
comparable as we have to carry out an SVD of a relatively
small 6× 6 matrix.
4.3 Detection of SS and K-Complex
For each of the four subjects, statistics of the labeled sleep
spindles and K-Complexes and those detected by the LDS
are shown in Table 2. For LDS detection, we used a thresh-
old derived from CUSUM which automatically adjusts for
mean and standard deviation of the observed residual time
series e(t). To specify a CUSUM threshold we applied the
alpha and beta approach in [17] and we set the probabili-
ties of a false positive and a false negative to 10−4 and the
change detection parameter to 1 sigma, in all subjects.
In all four subjects, the LDS residual slightly under pre-
dicts the number of spindles and K-Complexes. Since each
labeled and predicted SS and K-Complex spans a time-interval,
we have modified the definitions of precision and recall to
Table 2: Summary statistics of results. LDS is quite accu-
rate but tends to over-predict the number of anomalies.
No. of Labeled Anomalies No. of Detected Anomalies
Spindle K-Complex Spindle K-Complex
subject 1 170 277 164 251
subject 2 6 13 6 11
subject 3 23 38 21 37
subject 4 141 205 132 186
Table 3: Summary statistics for spindles. LDS has higher
precision than recall and total length of predicted interval is
higher than the length of labeled intervals.
Total time of spindles Performance
Labeled in min Detected in min Recall Precision
subject 1 129.8 168.74 71.24% 95.53%
subject 2 3.45 3.55 97.18% 97.38%
subject 3 15.15 16.23 83.88% 95.66%
subject 4 93.5 103.2 79.15% 95.42%
Table 4: Summary statistics for K-Complex. Both precision
and recall are high. Total length of predicted interval is
higher than labeled intervals.
Total time of K-Complex Performance
Labeled in min Detected in min Recall Precision
subject 1 198.23 216.35 90.45% 93.43%
subject 2 11.48 11.25 92.76% 94.12%
subject 3 21.39 24.56 91.01% 92.06%
subject 4 147.68 160.49 91.28% 93.73%
account for the intervals. For a given subject, let {[ai, bi]}
n
i=1
be the intervals of the labeled anomalies (spindles or K-
Complex). Let {[a
′
j , b
′
j ]}
m
j=1 be the predicted spindles. Then
precision =
∑n
i=1
∑m
j=1
|[ai, bi] ∩ [a
′
j , b
′
j ]|∑m
j=1
|[a
′
j , b
′
j ]|
and
recall =
∑n
i=1
∑m
j=1
|[ai, bi] ∩ [a
′
j , b
′
j ]|∑m
j=1
|[aj , bj ]|
Here, |[ai, bi]|, is the number of points in the time interval
[ai, bi]. With these definitions in place, Table 3 and Table 4
show the precision and recall SS and K-Complex across alls
the subjects. In general both precision and recall are high
across subjects, but precision is significantly more higher
than recall. For SS, the recall varies more than precision
ranging for 71.24% to 97.18%. Also notice that the length
of detection of both SS and K-Complex is higher compared
to their labeled lengths.
4.4 Evaluation across Subjects
We now investigate the transfer properties of the inferred
LDS across subjects. That is, we learn the A an C matrices
on one subject and evaluate it against an another. We just
Table 5: Recall across subjects. A substantial reduction in
accuracy when model of one subject is evaluated against the
EEG of another.
A1, C1,W1, F1 A2, C2,W2, F2 A3, C3,W3, F3 A4, C4,W4, F4
subject 1 71.24% 38.13% 44.13% 41.29%
subject 2 41.32% 97.18% 35.26% 37.85%
subject 3 48.74% 43.21% 83.88% 44.43%
subject 4 51.26% 43.81% 35.36% 79.15%
Table 6: Precision across the subjects. Again, a substan-
tial reduction in accuracy when model of one subjected is
evaluated against another.
A1, C1,W1, F1 A2, C2,W2, F2 A3, C3,W3, F3 A4, C4,W4, F4
subject 1 95.53% 41.11% 47.19% 43.67%
subject 2 39.54% 97.38% 37.82% 39.21%
subject 3 48.21% 41.29% 95.77% 41.83%
subject 4 51.77% 53.34% 33.49% 95.42%
Table 7: Recall and Precision on each subject evaluated
against an averaged model. Again, a substantial reduction
in accuracy compared to individual models.
Recall P recision
subject 1 69.35% 51.39%
subject 2 65.43% 57.22%
subject 3 61.77% 61.47%
subject 4 68.12% 53.92%
focus on the anomaly. The recall and precision results
are shown in Table 5 and Table 6 respectively. The diag-
onal of the table corresponds to the results in Table 3 and
Table 4. It is clear that there is a substantial reduction in
accuracy and that indeed the EEG of subjects varies sub-
stantially. We have also computed the ”average” A and C
matrix and evaluated against all the four subjects. The re-
sults are shown in Table 7. While there is an improvement
compared to results in Table 5 and Table 6, the absolute per-
formance is still quite low compared to the situation where
the learning was customized per individual subject.
4.5 Performance of Designed Residual
In this section we evaluate whether the new residual r(t)
satisfies the design criterion. Recall, r(t) was designed to
suppress the signal whenever a sleep spindle (SS) appears
and behave like the observed error e(t) in otherwise. Fig-
ure 7 shows the distribution for |r(t)− e(t)|2 for values of t
when t is in (and not in) the predicted SS interval [a
′
j , b
′
j ] for
some j. It is clear that the distribution when t is in a pre-
dicted SS interval is towards the right compared to when it
is not in the interval. This is because in an SS interval, r(t)
will have a small absolute value (by design). In a non-SS in-
terval, r(t) will be a linear function of e(t), as r(t) = We(t).
This behavior is observed across subjects suggesting that in
all cases that r(t) is behaving as designed. Furthermore in
Figure 8, we plot the |r(t)| against |e(t)| when t is not in a
0 10 20 30
0
0.1
0.2
0.3
0.4
0.5
 
 
r(t)−e(t) for t in SS
r(t)−e(t) for t not in SS
(a) subject 1
0 10 20 30 40 50
0
0.1
0.2
0.3
0.4
 
 
r(t)−e(t) t in SS
r(t)−e(t) for t not in SS
(b) subject 2
0 10 20 30 40
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
 
 
r(t)−e(t) for t not in SS
r(t)−e(t) for t in SS
(c) subject 3
0 10 20 30 40 50
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
 
 
r(t)−e(t) for t in SS
r(t)−e(t) for t not in SS
(d) subject 4
Figure 7: Comparison of the distribution of the norm of
r(t) − e(t) for SS and non-SS intervals. In all four subjects
the designed residual suppresses spindles as designed as the
norm is higher for SS intervals.
spindle interval. Again we observe a straight line behavior,
providing further confirmation that r(t) is behaving accord-
ing to specifications.
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Figure 8: the |r(t)| against |e(t)| when t is not in a spindle
interval as r(t) = We(t)
4.6 Delay in Detection of Anomalies
OSAD detects anomalies in near real time. We now dis-
cuss the lag between the appearance of a SS and before it
is reported by the LDS. Figure 9 presents the delay distri-
butions for subject 1 and subject 4 who experienced 164
and 132 labeled sleep spindles, respectively. In general, the
predicted SS interval are longer and contain the actual in-
tervals. This is confirmed in Figure 10 which shows one
specific example of the location of the labeled sleep spindle
and the predicted interval. In this case (which is typical),
the prediction of SS begins before and ends later than the
labeled spindle. Table 8 shows the results of the mean delay
between matched intervals. Thus a mean of (ai, a
′
i) equal to
-0.0678 implies that on average, there was a delay of 1/200
Table 8: Delay statistics. The lag between appearance and
prediction of SS is, on average, a fraction of a second.
Mean(ai − a
′
i) Mean(bi − b
′
i) Std(ai − a
′
i) Std(bi − b
′
i)
subject 1 - 0.0678 - 0.0961 0.0589 0.0995
subject 2 0.0041 0.0016 0.0113 0.0089
subject 3 -0.0426 0.0663 0.0550 0.0478
subject 4 -0.0340 -0.0480 0.0474 0.0407
second before LDS reported an anomaly. On the other hand
for subject 2 there the SS was, on average, reported before
it showed up in the labeled sequence. As noted in [10], this
is consistent with the observation (and confirmed by double-
blind scoring) that the labeling of SS is more conservative
i.e., SS are labeled for a shorter duration than what they
should be.
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Figure 9: OSAD provides near real time detection. The
delay between the actual appearance of a spindle and the
predicted appearance is a fraction of a second. Similarly
the lag between when the actual spindle disappears and it
is reported to disappear is very small too. The x-axis is in
seconds.
5. RELATED WORK
Automatic detection of sleep spindles is now an important
topic in biomedical research. Different techniques including
FFTs, wavelet analysis and autoregressive time series mod-
eling have been applied for sleep spindle detection [24, 11,
13]. Attempts to integrate SVM to detect sleep spindles have
also been explored [1]. There seems to be a large variability
between sleep EEG across subjects. In our experiments we
have also observed this phenomenon. This combined with
the large amount of EEG noise has resulted in low level of
agreement on the exact profile of sleep spindle [20].
The use of Linear Dyamical Systems (LDS) to model time
series is ubiquitous both in computer science [25] and control
theory [28, 16, 18, 7, 15]. Expressing LDS in the language
of graphical models and connections with HMM have been
extensively examined in machine learning. The use of LDS
for anomaly detection has also been investigated in network
anomaly detection, among other areas [27]. The use of sub-
space identification methods for inferring the parameters of
LDS have been discussed by Overschee [28]. Subspace meth-
ods estimate LDS parameters through a spectral decompo-
sition of a matrix of observations to yield an estimate of the
underlying state space. Subspace methods have low compu-
tational cost, are robust to perturbations and are relatively
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Figure 10: Top: Cz data and a typical sleep spindle labeled.
Bottom: Residual and detected sleep spindle. In general the
predicted spindle interval is longer than the labeled interval.
The predicted interval tends to include the labeled interval,
i.e., it begins earlier and finishes later. The EEG shows that
the labeled intervals are actually quite conservative.
easy to implement. The recently introduced spectral learn-
ing methods are variations of the subspace method [3, 12]
The use of eigenstructure assignment to alter the resid-
ual of an LDS has been investigated in the control theory
literature especially in the context of fault diagnosis [2].Our
approach closely follows the work Patton et. al. [21] who
have used eigenstructure assignment for altering the LDS
model using feedback. Other variations of LDS and fault
diagnosis are discussed in [6, 22, 5, 23].
6. CONCLUSION
In this paper we have introduced a new problem, the On-
line Selective Anomaly Detection (OSAD) to capture a spe-
cific scenario in sleep research. Scientists working on sleep
EEG data required an alert system, which trigger alerts on
selected anomalies. For example, sleep stage two is char-
acterized by two known anomalies: sleep spindle and K-
complex. The requirement was to design a system which
detected both anomalies but only generated an alert when a
non sleep spindle anomaly appeared. We combined methods
from data mining, machine learning and control theory to
design such a system. Experiments on real data set demon-
strate that our approach is accurate and produces the re-
quired results and is potentially applicable to many other
situations. We also note that data from sleep EEG provides
a fertile ground to apply existing data mining methodologies
and potentially design new computational problems and al-
gorithms.
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APPENDIX
A. PROOF OF THEOREM 1
Theorem 1. For a DRM, a sufficient condition for Gξ(z)
to be zero, is
CfP = 0 and {CfAf = 0 or AfP = 0}
Proof: Let the set {λi = 0, vi}, for i = 1 : n, be the left
eigenvectors and corresponding eigenvalues of Af , i.e.
viAf = λivi
= 0
If one chooses v1 as the rows of matrix [WC], then:[
v1 ... vn
]′
Af = 0 ⇒ WCAf = 0
The matrix Af = A − FC, so it is sufficient to chose F
so that the set {λi = 0, vi = [CW]
′} to be assigned as left
eigenpairs of (A−FC).
In the other side, suppose If the columns of P are the
right eigenvectors of Af corresponding to zero-values eigen-
vectors, then
Afvi = 0 ⇒ AfP = 0
So it is sufficient to chose F so that the set {λi = 0, vi =
P} to be assigned as right eigenpairs of (A− FC).
