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ABSTRACT
Quantum systems of many interacting parti-
cles at low temperatures generally organize them-
selves into ordered phases of matter, whose na-
ture and symmetries are captured by an order
parameter. In the simplest cases, this order pa-
rameter is spatially uniform. For example, a
system of localized spins with ferromagnetic in-
teractions align themselves to a common direc-
tion and build up a macroscopic magnetization
on large distances. However, non-uniform sit-
uations also exist in nature, for instance in an-
tiferromagnetism where the magnetization alter-
nates in space. The situation becomes even richer
when the spin-carrying particles are mobile, for
instance in the so-called stripe phases emerging
for itinerant electrons in strongly-correlated ma-
terials. Understanding such inhomogeneously or-
dered states is of central importance in many-
body physics. In this work, we study experi-
mentally the magnetic ordering of itinerant spin-1
bosons in inhomegeneous spin domains at nano-
Kelvin temperatures. We demonstrate that spin
domains form spontaneously after a phase sepa-
ration transition, i.e. in the absence of external
magnetic force, purely because of the antiferro-
magnetic interactions between the atoms. Fur-
thermore, we explore how the equilibrium domain
configuration emerges from an initial state pre-
pared far-from-equilibrium.
INTRODUCTION
Quantum gases of ultracold atoms offer an unprece-
dented platform to study complex, multi-component
quantum fluids in- and out-of-equilibrium [1–3]. An ex-
ample is provided by bosonic quantum gases with sev-
eral Zeeman components simultaneously confined in an
optical dipole trap, where Van der Waals [4–10] or dipole-
dipole [11, 12] interactions drives internal conversion be-
tween the Zeeman components. For bosonic atoms, this
leads at very low temperatures to Bose-Einstein conden-
sation in a superposition of the internal states (a so-
called spinor condensate) where long-range phase coher-
ence, superfluidity and magnetic ordering can all take
place. For instance, Josephson-like spin oscillations due
to spin-changing interactions have been observed exper-
imentally [7–9], and spin superfluidity demonstrated in
recent experiments with sodium atoms [13, 14].
A major question that arises for multi-component flu-
ids –quantum or classical– is the stability of spatially
homogeneous phases towards phase separation [1]. In
cold atom experiments, phase separation has been ob-
served in numerous multicomponent systems, either in
dual species Bose-Bose or Bose-Fermi mixtures [15–23]
or for single species quantum gases with several hyper-
fine components, e.g. two-component imbalanced Fermi
gases with strong interactions [24] or bosonic mixtures of
hyperfine states [25–28]. Reaching equilibrium in dual
species mixture can be difficult if inelastic losses are
strong, e.g. near a Feshbach resonance. In that con-
text, metastable phase-separated configurations were re-
ported in [20]. Furthermore, in many cases the different
components experience different trapping potentials due
to different magnetic moments or masses. A species- or
spin-dependent trapping potential can strongly influence
phase separation in a trapped system, to the point where
it becomes the main factor deciding its occurrence in-
stead of interatomic interactions [1, 29].
In this work, we study the formation of spin domains
in a quasi-one-dimensional (1d) spinor Bose-Einstein con-
densate (BEC) in an external, spatially uniform magnetic
field without any external magnetic force. The conden-
sate is made from sodium atoms carrying an hyperfine
spin F = 1. The spin-dependent interactions have an
antiferromagnetic character that leads to phase separa-
tion [30–34]. Early experiments observed spin domains
in a F = 1 sodium BEC immersed in a magnetic field
gradients around 10mG/cm [30, 32, 33]. The magnetic
force produced by the gradient make the mF = ±1 Zee-
man components migrate to opposite sides of the trap,
with the mF = 0 component in-between. Without ap-
plied gradient, only the miscible mF = ±1 phase was
observed in [30].
Refs. [35–37] pointed out theoretically that mF = 0
spin domains should also form without any applied gradi-
ent. For a gas in a box, the domain should preferentially
move to one side of the box to have only one interface,
with mF = 0 on one side of the box and mF = ±1 on
the other. For a trapped gas, the energetic cost of the
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FIG. 1. Spin domain formation in a quasi-1d spinor gas without applied magnetic force. a. Sketch of the experiment.
A quasi-one-dimensional Bose-Einstein condensate of spin-1 Sodium atoms is immersed in a spatially uniform magnetic field
B. We use the compensation coils to cancel stray magnetic field gradients along the long axis of the cloud, thereby suppressing
external magnetic forces. b. Linear density profiles for increasing magnetic field. The top row shows the experimental profiles,
obtained by averaging over about 100, 40 and 30 individual profiles, respectively. For low applied magnetic fields, we find that
the Zeeman components mF = ±1 coexist, with mF = 0 atoms forming a broad, presumably thermal background. When the
magnetic field increases, we observe the formation and growth of a mF = 0 domain at the center of the trap. The bottom row
shows theoretical profiles at T = 0, calculated by solving numerically the one-dimensional spin-1 Gross Pitaevskii equation (see
Methods), in good agreement with the observed profiles. The average profiles are symmetric under reflection, as expected in the
absence of magnetic gradients along x. The trap frequencies are (ωx, ω⊥) = 2pi × (3.1, 270)Hz, the longitudinal magnetization
is M‖ ≈ 0.5N and the atom number is N ≈ 104.
“additional” interface is compensated by the gain in the
interaction energy when the mF = 0 domain is located
in the center of the trap (see [37] and below).
The spin-1 quantum gas in our experiments is con-
fined in a spin-independent and highly elongated trap,
realizing an effectively 1d spinor gas where phase sepa-
ration occurs only along the weak axis. We take special
care to compensate magnetic field gradients along that
axis (cancelling them below the mG/cm level) to ensure
the domains form in a negligible magnetic force. We
measure the equilibrium spatial distributions, which re-
flect (up to interface effects that we quantify) the phase
boundaries for systems with homogeneous particle den-
sity. We find qualitative agreement but quantitative dif-
ferences between the measured equilibrium distributions
and T = 0 mean-field theory. We attribute these differ-
ences to thermal fluctuations, which play an important
role due to the low-energy scales associated with spin
ordering, and the low dimensionality.
Another important question besides the nature of the
equilibrium state is whether this state can be reached on
a timescale compatible with the lifetime of the atomic
sample. Refs. [32, 33] studied relaxation in a strong ap-
plied magnetic field gradient, observing that metastable
configurations can persist for seconds. Several experi-
ments, mostly using F = 1 87Rb atoms with ferromag-
netic interactions [27, 28, 34, 38–42], studied the dy-
namical formation of non-equilibrium spin domains after
a quench. Reaching an equilibrium state appears diffi-
cult for 87Rb atoms due to the weakness of spin interac-
tions [43]. Other experiments with F = 1 sodium atoms
observed the formation of short-lived domains across a
quantum phase transition and studied their equilibration
dynamics [44, 45]. However, heating due to the exper-
imental arrangement prevented to study the long-time
regime and the approach to the expected equilibrium
state. The relation between the formation of spin do-
mains after a quench and the Kibble-Zurek mechanism
has also been discussed [46]. In the second part of the ar-
ticle, we adress the issue of relaxation to equilibrium in a
gradient-free situation. We prepare a spin configuration
far from equilibrium and monitor how it relaxes to equi-
librium. We observe a slow relaxation on a time scale
of several seconds, and a spin dynamics that points to
spin-mixing collisions as the underlying relaxation mech-
anism.
RESULTS
Experimental System
Our experiments are performed with a gas of 23Na
atoms trapped in a spin-independent optical trap with
frequencies ωx, ω⊥ along the weak and strong axes, re-
spectively (Fig. 1a). With a total atom number around
N ≈ 104, the chemical potential of a single component
gas at low temperatures is µ ∼ 0.5~ω⊥. This implies a
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FIG. 2. Magnetic phase transition and phase boundaries. a. Linear densities of each Zeeman component mF as a
function of position for increasing quadratic Zeeman energies q. Each line in the false color plots corresponds to an individual
profile as shown in Fig. 1b. The arrows mark the locations of the observed q1,exp and predicted qGP1 , qGP2 critical quadratic
Zeeman energies. b. Evolution with q of the normalized densities at the center of the trap. The gray lines show a piece-wise
function constant below q1,exp and growing as 1 − e−|q−q1,exp|/∆q above. We obtain the quoted experimental values of q1,exp
fitting this function to the experimental data for mF = 0. The quoted uncertainty correspond to a 90% confidence interval
assuming Gaussian noise and independent errors. The trap frequencies, longitudinal magnetization and atom number are as in
Fig. 1.
quasi-one dimensional (1d) regime where transverse mo-
tion is almost frozen to the ground state of the harmonic
potential. The measured 1/e lifetime of the cloud is
around 50 s, presumably limited by residual evaporation
and three-body recombination.
We measure the linear integrated densities
ρ1d,mF (x) =
∫
dydz ρmF (r) along the weak axis of
the trap after a short expansion in a magnetic field
gradient that separates all three components mF = 0,±1
by the Stern-Gerlach effect. Here and in the following,
ρmF denotes the partial density of the Zeeman com-
ponent with magnetic quantum number mF = 0,±1,
ρ =
∑
mF
ρmF the total density, and the subscript “1d”
always indicates linear quantities integrated over the
transverse coordinates y, z.
The quasi-1d character of the trapped gas results in
spatial fluctuations of the phase of the order parameter
along the weak axis of the trap [47]. Such fluctuations
do not affect significantly the thermodynamic properties
of the mixture, but they show up as density stripes in
time-of-flight images [48]. The density profiles reported
in this article are averaged profiles over many (typically
several tens) repetitions of the experiment to suppress
the signature of phase fluctuations. Because of the very
weak expansion along x, the observed average distribu-
tions reflect the linear in-trap density distributions to a
good approximation. We also take special care to cancel
residual magnetic forces that could affect the spatial dis-
tributions (see Methods). This is reflected in the nearly
symmetric linear distributions of the spin components
(Fig. 1b).
Brief Review of Ultracold Spin-1 Gases
Before discussing our results, we first review the salient
features of F = 1 spinor condensates [3]. At very
low temperatures, Bose-Einstein condensation leads to
a macroscopic occupation of a single-particle state Ψ,
a superposition of all three Zeeman states behaving as
a three-dimensional vector. The equilibrium many-body
state is determined by the competition between the inter-
atomic interactions and the Zeeman energy in an applied
magnetic field. The total mean-field energy at T = 0
takes the form [3]
E =
∫
dr
(
Ψ∗hˆΨ + g2ρ
2 + gs2 m
2
)
. (1)
Here hˆ = − ~22mNa ∆ · +V + EZeeman is the single-particle
Hamiltonian, mNa is the atomic mass, EZeeman is the
Zeeman energy discussed below, and V = 12mNa[ω2xx2 +
ω2⊥(y2 + z2)] the trapping potential. The partial den-
sities are given by ρmF = |ΨmF |2. The magnetiza-
tion density m is defined by its Cartesian components
mα =
∑
i,j Ψ∗i (Sˆα)i,jΨj , with Sˆα (α = x, y, z) the stan-
dard spin-1 matrices [3].
The two coupling constants g and gs characterize
spin-independent and spin-dependent interactions, re-
spectively. For sodium atoms in the F = 1 hyper-
fine manifold the spin-dependent interactions are anti-
ferromagnetic (gs > 0), a key feature to observe phase
separation [30]. Furthermore, the spin-dependent term
∝ gs, although much weaker than the dominant spin-
independent term (gs/g ≈ 0.036), is essential to under-
4stand spinor gases : This term lifts spin degeneracies left
by g and determine the magnetic properties at very low
temperatures.
Spinor gases are typically immersed in a uniform mag-
netic field B that shifts the internal energy levels by the
Zeeman effect. The interaction Hamiltonian conserves
the total longitudinal magnetization M‖ =
∫
drm‖ with
m‖ the component of m along the axis of the applied
magnetic field B. As a result, the constant of motion
M‖ should be viewed as an experimental control param-
eter and not as a dynamical variable. The conservation
of M‖ makes the first-order Zeeman shift linear in B ir-
relevant to the equilibrium properties. The relevant shift
comes from the second-order or quadratic Zeeman energy,
EZeeman = −q
∫
dr ρ0 (up to a constant), with q = αqB2
and αq ≈ h× 277Hz/G2 for sodium atoms.
Magnetic Phase Diagram and Spontaneous Phase
Separation
We explore in Fig. 2 the equilibrium spatial structure
of a quasi-1d antiferromagnetic spin-1 Bose gas in a spa-
tially uniform applied field B. We set the total lon-
gitudinal magnetization to M‖ ≈ 0.5N and vary the
quadratic Zeeman energy (QZE) q. We find that the
spatial structure of the spinor gas undergoes a marked
change as q increases. For low q, we observe a mixed
phase where mF = ±1 coexist in the same region of
space in the center of the trap, surrounded by magne-
tized mF = +1 regions near the edges of the cloud.
Above a critical QZE q1,exp ≈ h × 0.72(14) Hz (corre-
sponding to a magnetic field B1,exp ≈ 51(5) mG), the
mF = 0 component appears and develops into a domain
expelling mF = ±1 from the central region. The quoted
experimental value of q1,exp is found by fitting an em-
pirical function —constant below q1,exp and growing as
1− e−|q−q1,exp|/∆q above— to the mF = 0 density in the
trap center (Fig. 2b). Error bars denote the 90% uncer-
tainty level of the fit obtained by standard error analysis
assuming Gaussian noise. Furthermore, for q & h× 2 Hz
(B & 85mG), the mixed mF = ±1 region essentially dis-
appears and the spin-1 gas reduces to a binary mixture
of mF = 0,+1. Our data are summarized in Fig. 2a,
where we plot the linear partial densities ρ1d,mF versus
q. A similar behavior is observed for other values of the
longitudinal magnetization M‖.
Besides the stripes due to phase fluctuations discussed
earlier, we also observe substantial position fluctuations
of the spin domains. For instance, in the examples shown
in Fig. 1b, we find that the center-of-mass of the mF = 0
component fluctuates by ∼ 16µm for B = 45mG and
by ∼ 6µm for B = 150mG. We believe this behavior is
due to thermal fluctuations of the domain, and not to a
technical artifact such as a magnetic gradient fluctuating
around the compensated value. The fluctuations of the
position of the spin domains and their possible use for
low-temperature thermometry will be explored in more
detail in a future publication.
Phase Coexistence in Homogeneous Systems
The observed characteristics of the phase diagram can
be qualitatively understood by considering first a uniform
system in the thermodynamic limit enclosed in a box of
volume V. Three homogeneous phases can be realized
depending on the magnetization M‖ = m‖V [30, 31, 35,
37],
Phase I or Unmagnetized phase – All atoms
occupy the mF = 0 Zeeman state, with m‖ = 0
and ρ0 = ρ,
Phase II or Partially magnetized phase – The
components mF = ±1 coexist, with magnetization
density 0 < m‖ < ρ and ρ0 = 0,
Phase III or Fully magnetized phase – All
atoms occupy the mF = +1 Zeeman state, with
m‖ = ρ and ρ0 = 0. Note that phase II evolves
continuously into phase III when the magnetization
increases.
The properties of the various phases are summarized in
Figure 3a. A completely homogeneous phase where the
three Zeeman components coexist is always unstable to-
wards phase separation [35]. For a partially magnetized
system with 0 < M‖ < N , phase II is the only possible
homogeneous phase compatible with the conservation of
the total magnetization M‖. However, it competes with
inhomogeneous (phase-separated) configurations, either
I− II or I− III, depending on the value of q [35].
A common choice in the literature (made, e.g. in
Refs. [30, 35]) is to describe the evolution of the system
for fixed ρ, m‖ and with varying QZE q. For low QZE,
phase II minimizes the interaction energy and is the sta-
ble equilibrium phase. As the QZE increases, a mixed
configuration where part of the system is in phase II and
part in phase I becomes energetically competitive. The
preferred equilibrium configuration can be determined by
comparing the energies of the competing possibilities (ne-
glecting the energy cost of the I− II interface),
δE = EI−II − EII = Vf0 ×
[
gsm
2
‖
2(1− f0) − qρ
]
, (2)
with f0 the fraction of the available volume occupied by
phase I in the mixed configuration. When q ≥ q1 =
gsm
2
‖/(2ρ), δE becomes negative for f0 = 0 and the ho-
mogeneous phase II becomes thermodynamically unsta-
ble. Above q1, a phase I domain forms. The equilib-
rium fraction of mF = 0 atoms grows as f0(q ≥ q1) =
5a. Thermodynamic properties
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FIG. 3. Phase diagram of homogeneous spin-1 systems for a fixed q. a. Summary of the thermodynamic properties
of the posssible homogeneous phases of a spin-1 antiferromagnetic BEC. b. Phase diagram for fixed density ρ and longitudinal
magnetization m‖ as a function of the quadratic Zeeman energy q. c. Phase diagram for fixed q as a function of ρ,m‖. The
density scale is ρ∗ = 2q/gs. The black line shows a typical “trajectory” from the trap center to the cloud edge for a trapped
system treated in the local density approximation. d. Density profiles of the Zeeman components in a trap in the local density
approximation, corresponding to the trajectory shown in c. The dotted line shows the total density.
1 − (q1/q)1/2. The conservation of the total magnetiza-
tion M‖ then requires that the magnetization density in
sub-region II decreases as m‖ = M‖/[V(1 − f0)]. When
m‖ = ρ (f0 = 1−M‖/N), one obtains a phase-separated
I− III mixture which remains the same when ρ increases
further. The sequence of transitions is illustrated in
Fig. 3b.
Anticipating the discussion of the trapped case within
the framework of the local density approximation, we
now adopt a slightly different point of view and con-
sider the properties of the system for fixed q and varying
ρ, m‖ (Fig. 3c). It is convenient to chose a thermody-
namic ensemble characterized by a chemical potential µ
and a “thermomagnetic” potential η conjugate to N and
M‖, respectively. The equation of state of the various
phases are given in terms of µ and η in Figure 3a. Phase
II (respectively phase I) is the stable equilibrium phase
for densities below (resp. above) a critical value defined
by
(ρq)1 =
η2
2gs
=
gsm
2
‖
2 (3)
where η = gsm‖ in phase II. A second, continuous II-
III transition occurs at m‖ = ρ∗, with the characteristic
density
ρ∗ = 2q
gs
, (4)
with the fully magnetized phase III realized for densities
lower than ρ∗.
Spatial Structure of a Trapped System
The preceding discussion is directly relevant to deter-
mine the spatial structure of a quasi-1d gas in a har-
monic trap where ρ, m‖ and ρ0 vary with position. We
consider in this Section the purely 1d limit µ  ~ω⊥
where the transverse motion is frozen in the transverse
ground state of the trap. We first perform our analy-
sis within the local density approximation (LDA), and
discuss effects beyond the LDA at the end of this sec-
tion. The equalities established in the previous section
remain valid substituting linear densities ρ → ρ1d and
(g, gs) → (g1d, g1ds ), with effective 1d coupling constants
(g1d, g1ds ) = (g, gs)×1/(2pia2⊥). Here a⊥ =
√
~/(mNaω⊥)
is the transverse harmonic oscillator size. Because the
magnetization density m‖ depends only on x, we keep
the same notation m‖ for its integrated version with a
slight abuse of notation. The pure 1d limit is not strictly
realized in our experiment, as noted earlier. However, we
have evaluated corrections to this limit and found that
they only change marginally the conclusions (see Supple-
mentary Material). As a result we stick to the 1d de-
scription in the core of the article to keep the discussion
as simple as possible.
For given N,M‖ the condition for the appearance of
phase I in the center of the trap given in Eq. (3) can only
be fulfilled for sufficiently high QZE q. Similarly to the
homogeneous case, this leads to a first critical value q1
that corresponds to our measured q1,exp. The magnetiza-
tion density m‖ in region II is uniform, but not directly
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proportional to M‖ as it was in the homogeneous case.
For a purely 1d system, we find following Ref. [46] that
m‖ ≈ ρ1d(0)[1 − (1 − (M‖/N)2/3]2 for q ≤ q1. Using
Eq. (3), this gives the LDA prediction for the first criti-
cal QZE [46],
q1,LDA =
gsµ
2g
[
1−
(
1− M‖
N
)2/3]2
. (5)
Using our experimental parameters (µ/h ≈ 120Hz), we
obtain q1,LDA ≈ h × 0.3Hz, substantially below the ob-
served q1,exp ≈ h × 0.72 Hz. The same conclusion holds
when taking the deviations from the purely 1d case into
account (see Supplementary Material).
The quantitative difference between the observations
and the LDA prediction can be expected, as the lat-
ter completely neglects the energy cost of the domain
wall between two immmiscible phases. This cost comes
from the balance between the kinetic energy, increas-
ing when the domain wall becomes steep, and the in-
teraction energy, increasing when the wall spreads out
due to the increased overlap between the two compo-
nents. The energy of the domain wall is proportional to
its width (typically several times the spin healing length
ζs =
√
~2g/(2mNagsµ) ∼ 7µm), and therefore not ex-
tensive and negligible for infinitely large systems. How-
ever it can be significant in a gas of finite extent as
in our experiment where a typical cloud half-length is
L =
√
2µ/(mω2x) ∼ 100µm.
These effects beyond the LDA can be explored at zero
temperature using the mean-field theory of spin-1 gases,
which takes the form of three coupled Gross-Pitaevskii
equations. We have solved these equations numerically
to find the lowest energy solution (see Methods). Ex-
amples of the density profiles that we obtain numerically
are shown in Fig. 1b. Using the same fitting procedure
as for the experimental data in Fig. 2b, we find that
the first critical QZE predicted by the GP approach is
qGP1 ≈ h × 0.36 Hz. Therefore the discrepancy between
the measured and predicted first critical QZE is not re-
solved by upgrading the theory from LDA to GP.
A second critical QZE qGP2 ≈ h×2 Hz where mF = −1
disappears can also be identified in the GP calculation.
This is consistent with the experimental results, although
we find experimentally that the population of the mF =
−1 component decreases smoothly with q and does not
completely vanishes at high q. This prevents us to clearly
identify a critical value q2,exp analogous to qGP2 .
Role of the Thermal Components
The discrepancy between the measured q1 and the
T = 0 prediction, as well as the difficulty in identifying q2
in experiments, can be understood qualitatively by con-
sidering the role of a finite temperature of the sample. To
compare the experimental results with the prediction of
7the spin-1 GP theory in more detail and discuss the role
of a thermal component, we define an effective size for
each Zeeman component as the root-mean-square (rms)
radius restricted to the condensate region [−L,L],
RmF =
1
NmF
∫ L
−L
x2ρ1d,mF (x)dx, (6)
where the half-length L of the condensate is found by a
parabolic fit to ρ1d(x), and with a normalization factor
NmF =
∫ L
−L ρmF ,1d(x)dx. We show in Fig. 4a the size
RmF computed from the measured profiles and from the
calculated ones. The size of mF = +1 increases only
slightly with q, and stays close to the T = 0 GP pre-
diction for all values of q. In contrast, both RmF=0 and
RmF=−1 differ substantially from the T = 0 predictions.
Focusing on mF = 0, the rms radius starts from a large
value at low q, then decreases above q1,exp before settling
to an asymptotic value above q & h× 2Hz. The agreee-
ment between experiments and T = 0 theory improves
with increasing q.
The differences between experiment and theory can
be explained qualitatively by thermal excitations. Low-
energy excitations of homogeneous spin-1 BECs have
been studied using the Bogoliubov approach [2, 3, 49]. In
general, one expects for q 6= 0 that the Bogoliubov spec-
trum consists of three modes. For low values of q  q1,
where the (quasi-)condensate occupies the mF = ±1
states, one spin mode essentially reduces to excitations
of atoms in the mF = 0 state with a gap Eg ≥ q [2]. In a
Hartree-Fock picture appropriate for kBT  gsρ, the ef-
fective potential seen by the uncondensed mF = 0 atoms
is almost flat (up to small terms ∝ gs): The mean-field
from the condensate in mF = ±1 cancels almost exactly
the trapping potential [50, 51]. Uncondensed excitations
in mF = ±1 experience a different mean-field potential
that expels them from the trap center. As a result one
expects that below q1 the thermal component occupies
mostly the mF = 0 Zeeman state. In Fig. 4b, we show a
magnified view of the linear density profiles for q < q1,exp.
A subtantial population is present inmF = 0 (in contrast
to the T = 0 prediction) and shows a “flat-top” profile
within the volume where the mF = ±1 condensate is
present, in agreement with the Hartree-Fock description.
For a flat density confined within the condensate region
[−L,L], the rms radius is ≈ √1/3L ≈ 62µm, in good
agreement with the measured RmF=0 ≈ 58µm for low q.
This discussion, although qualitative, explains the in-
crease of the observed critical field from the T = 0 value.
For q & q1, the small domain expected at T = 0 does
not actually form but rather dissolve inside the exist-
ing mF = 0 thermal component. The suppression of
phase separation at finite temperatures has been noted
in a theoretical study of a two-component gas [52], and
is also consistent with our previous experimental work
on three-dimensional spin-1 gases [53]. We are not aware
of theoretical studies of antiferromagnetic spin-1 gases
in 1d that can explain our observations quantitatively.
Our experiments could be modelled using, e.g., classi-
cal field methods (reviewed e.g. in [54]) and perhaps
used to benchmark such methods. To ease such compar-
ison, we have measured the temperature of the thermal
component by fitting the equation of state obtained from
the “wings” of the linear profiles [55] to a Hartree-Fock
model of our quasi-1d gas [56]. Here the “wings” corre-
spond to the non-degenerate region of the cloud where
the one-dimensional phase space density ρ1dλT ≤ 1,
with λT =
√
2pi~2/(mNakBT ) the thermal De Broglie
wavelength and kB the Boltzmann constant. We find
T ≈ 30 − 40nK without any obvious dependence on
q. Note that the measured temperature is substantially
higher than the spin-dependent energies η, q explored in
this work.
Long time relaxation of out-of-equilibrium spin
textures
Having characterized the equilibrium properties of
a spin-1 antiferromagnetic gas, we now turn to non-
equilibrium behavior. We investigate how an initial,
highly non-equilibribrium configuration relaxes to a final
equilibrium configuration. The experiment is performed
at a uniform bias field B = 600mG (q/h ≈ 100Hz),
well above qGP2 . We prepare the system at a magne-
tization M‖ ≈ 0.66(2)N using the same procedure as
before, except for an applied magnetic potential Vmag =
gFmFµBb
′x along x controlled by an applied magnetic
gradient b′ (µB is the Bohr magneton and gF = −1/2
the Landé g− factor). Using b′ = 24mG/cm, the net
effect of the combined action of the magnetic force and
of spin-dependent interactions is to pull the mF = +1
Zeeman component to the right side of the cloud while
pushing the mF = 0 component to the left one. Atoms
in mF = −1 are purely thermal and barely discernible in
this regime.
We remove the applied magnetic force at t = 0, leaving
the spin-1 gas in a purely optical potential independent
of the Zeeman state but also in a highly non-equilibrium
configuration. The first consequence is an excitation of
the center-of-mass (c.o.m.) motion of the cloud that per-
sists up to 20 s, the longest time we explored (see Fig. 5a).
This motion is common-mode to the mF = 0 and +1
components and occurs at the expected dipole mode fre-
quency ωx. In contrast, the relative positions of the two
Zeeman components do not display any detectable oscil-
lation and evolve on a much longer time scale than the
axial period, as pictured in Fig. 5b. To quantify the re-
laxation we introduce the c.o.m. displacements
∆x¯mF =
1
NmF
∫
(x− x¯)ρ1d,mF (x)dx, (7)
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9of the mF = +1 and mF = 0 components from the cen-
ter of mass x¯ = (1/N)
∫
xρ1d(x)dx of the whole cloud.
Here NmF =
∫
ρ1d,mF (x)dx is the total population of
the mF component. We report in Fig. 5c the relative
displacement of mF = 0, which remains mostly constant
for several periods of the c.o.m. oscillations before de-
caying to zero within a timescale of ∼ 4 s.
The profiles shown in Fig. 5b indicate that this relax-
ation occurs progressively, with the mF = 0 component
penetrating slowly into the mF = +1 majority com-
ponent. This behavior could be surprising for a truly
immiscible binary mixture, where the repulsion between
the species acts as an effective barrier preventing relax-
ation. Fig. 5d shows that the mF = −1 component, al-
tough weakly populated, still plays a role in the relax-
ation process. The relative populations of the Zeeman
states evolve in time on the same scale as the relax-
ation takes place, with a decrease in the population of
mF = 0 and a roughly equal increase in the populations
of mF = ±1. This indicates that spin-changing collisions
of the form 2× (mF = 0) −→ (mF = +1) + (mF = −1)
are involved in the mechanism enablingmF = 0 atoms to
cross the effective energy barrier due to spin-dependent
interactions. The process is most likely dominated by
excitations (presumably thermal) residing initially in the
inferface between the mF = 0 and mF = +1 regions, and
seeding the long-time dynamics [33].
Fig. 5e displays histograms of the c.o.m. of the mF =
0,+1 components as a function of the relaxation time.
We observe a gradual change over time from a distribu-
tions peaked near the cloud edges to distributions peaked
near the cloud center. The distribution of x0 appears
smooth and single-peaked at all times. These observa-
tions rule out a scenario where relaxation is explained by
a macroscopic quantum tunneling of the mF = 0 com-
ponent. In that case, we expect at intermediate times
that the mF = 0 component is in a superposition of two
domains, one localized on the left side of the mF = +1
cloud and one localized near its center. This would lead
to a bimodal spatial distribution for which we find no
evidence.
DISCUSSION
In summary we have investigated a spin F = 1 Bose
gas with antiferromagnetic interactions in a quasi-1D
configuration. We measured the magnetic phase diagram
in a uniform bias magnetic field. The applied bias field
favors the appearance of mF = 0 atoms through the
associated QZE and competes with spin-dependent in-
teractions in a partially magnetized sample, where the
low-field configuration is a mixed phase of the mF = ±1
components. We experimentally found the critical value
q1,exp where the mF = 0 domain appears.
We found that the T = 0 mean-field theory of spin-1
Bose gases describes qualitatively well our observations.
However there exist discrepancies between the predicted
and measured values of the critical fields. The finite tem-
perature of our samples, although very low, could explain
these discrepancies. Indeed, energy scales in spinor gases
are naturally low in comparison to the “natural” scale
set by the chemical potential of the BEC. Therefore we
expect that thermal fluctuations are able to suppress the
formation of spin domains near the transition where dif-
ferent spin configurations are close in energy. The quasi-
1D nature of our experimental system may further en-
hance thermal effects.
Finally, we studied the non-equilibrium dynamics and
relaxation of spin domains in the phase-separated, high-
q regime. In contrast to the miscible regime [14, 57], we
observe no spin-dipole oscillations in the phase-separated
regime. Instead we find that spin dynamics is frozen
on short time scales on the order of the trap period,
and undergoes slow relaxation towards an equilibrium
configuration on long times scales of several tens of ax-
ial trap periods (about 10 s). We found evidence that
relaxation takes place through spin-changing collisions,
enabling atoms from immiscible Zeeman components to
“pass through” the effective barrier created by mean-
field interactions with the other component. Our results
could be explained by a thermally-assisted process where
a scarcely populated, but not empty thermal component
in mF = −1 seeds the relaxation dynamics. We found
no clear evidence of macroscopic quantum tunneling.
METHODS
Optical dipole trap. Our experiments start with a
spinor gas of ultracold 23Na atoms with a fixed total mag-
netization M‖ and immersed in a uniform magnetic field
B. The spinor gas is held in a crossed dipole trap created
at the intersection of two Gaussian beams propagating
along the x and z axes. After achieving a degenerate
Bose gas using standard evaporative cooling, we transfer
the cloud in the 1d trap by adiabatically turning off one
of the dipole beams in 5 s (see Supplementary Material
–SM– for more details).
Stern-Gerlach imaging. We measure the density pro-
files of each Zeeman component by removing suddenly
the trapping potential and letting the cloud expand for
a time-of-flight (t.o.f.) of t = 8ms in a magnetic field
gradient (applied only during the t.o.f.). Owing to the
large trap anisotropy, the expansion is essentially in the
radial direction (At T = 0, the condensate expands along
its weak axis by a factor ≈ 10−4 [58]). The domain walls
of width ζ associated with spin domains carry kinetic en-
ergy, and are therefore expected to expand at a speed
∼ ~/(mNaζ) during the short t.o.f. [33]. However, in our
experiments we have ~t/(mNaζ) ≈ 1− 2µm ζ, so that
we can safely neglect this expansion.
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Magnetic field generation. We generate uniform
magnetic fields using three pairs of bias coils aligned
along the x± y and z−directions. We calibrate the mag-
netic fields using radio-frequency spectroscopy, with a
typical resolution of ∼ 1mG. We observe magnetic field
fluctuations with δB ∼ 3mG root-mean-square (r.m.s.)
amplitude and with a typical time scale of several tens of
seconds. These fluctuations, coming from a nearby sub-
way line, are along the vertical z axis, orthogonal to the
applied bias field B that lies in the x− y plane. The im-
pact of magnetic field fluctuations is minimized by work-
ing with applied fields B ≥ 30mG. The resulting r.m.s.
uncertainty on q is then below δq ∼ (δB/B)2 ∼ 1%.
Longitudinal magnetic force cancellation. Our ex-
periments are performed after carefully cancelling stray
magnetic field gradients (thereby cancelling magnetic
forces) along the weak axis of the trap. Stray gradients
have at least two origins: (i) the residual ambient gradi-
ents (arising from inhomogeneously magnetized elements
around the experiment, power supplies, etc ...) and (ii)
the imperfections of the bias coils that produce slightly
inhomogeneous fields. We cancel the residual magnetic
force along x by two methods, either by applying a com-
pensation gradient along the weak axis of the trap (more
appropriate at low bias fields where effect (i) dominates),
or by choosing the direction of the applied field (more ap-
propriate at large bias fields where effect (ii) dominates)
[see SM for more details]. We are able to cancel longitu-
dinal magnetic gradients to better than a few 100µG/cm
along the weak trapping direction x. Residual magnetic
forces along the y− and z−directions are negligible due
to the larger confinement
Spin-1 Gross-Pitaevskii equations. In the 1d limit,
the complete BEC wavefunction can be written as Ψ =
φ⊥(y, z)ζ(x) where φ⊥(y, z) denotes the transverse har-
monic oscillator ground state. The one-dimensional spin-
1 Gross-Pitaevskii equation can be written as a set of
three equations for each Zeeman component, of the form
i~
∂ζ+1
∂t
=
[L+ g1ds (ρ1d,0 +m‖)] ζ+1 + g1ds ζ20ζ∗−1, (8)
i~
∂ζ0
∂t
=
[L+ g1ds (ρ1d − ρ1d,0)] ζ0 + 2g1ds ζ∗0 ζ−1ζ+1,
i~
∂ζ−1
∂t
=
[L+ g1ds (ρ1d,0 −m‖)] ζ−1 + g1ds ζ20ζ∗+1,
with L = hˆ + g1dρ1d the spin-independent GP operator
and m‖ = ρ1d,+1 − ρ1d,−1 the density of longitudinal
magnetization.
We propagate Eqs. (8) in imaginary time to obtain the
lowest energy state using a split-step method. The evo-
lution due to the kinetic energy, local spin-independent
and local spin-dependent terms are calculated separately
by exponentiating the corresponding operator. This can
be done analytically, either in the momentum or posi-
tion basis. Then the total evolution at each time step is
approximated by multiplying all three evolution opera-
tors neglecting their commutation properties (first-order
Trotter expansion). We have studied the influence of the
time step carefully to make sure the higher-order terms
are indeed negligible.
We use harmonic oscillator units where time is
rescaled by ω−1x , energy by ~ωx, and lengths by ax =√
~/(mNaωx). For the data shown in this paper, we typ-
ically use a grid containing N = 64 points with grid spac-
ing ∆x = 15/32, an imaginary time step δt = 2 · 10−5
and we compute the imaginary time evolution up to T =
103. We use dimensionless coupling constants Ng1d =
Ng/(2pi~ωxa2⊥ax) ≈ 378.9 and g1ds /g1d = 0.0357.
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