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Abstract. In this paper, we consider three types of polynomial equations in quantum com-
puter: linear divisibility equation, which belongs to a special type of binary-quadratic Dio-
phantine equation; quadratic congruence equation with restriction in the solution and expo-
nential congruence equation in finite field. Quantum algorithms based on Grover’s algorithm
and Shor’s algorithm to these problems are given. As for the exponential congruence equation,
which has been considered by Dam and Shparlinski [17] at 2008, a relatively simple quantum
algorithm is given here. And some other results and generalizations are discovered.
1 Introduction
Quantum computer provide us more advantages to solve some problems efficiently than the classical
Turing machine. Many efficient quantum algorithms towards some problems which are difficult to
solve in the classical computer were discovered in the past decades (for example see the review [6]).
The polynomial equation solving problem is a typical hard but important problem with a lot
of applications. Different from numbers, polynomial is a little complicate to deal with in quantum
computer now. By Shor’s work [16], congruence equation can be solved efficiently in quantum
computer. The HHL algorithm [12] seems to be another breakthrough related to this problem,
although it can only give a state about the solution of linear system. A work about diagonal equation
with three terms in finite field was studied in [17]. And recently, two works about polynomial
interpolation in finite field were given in [5], [7].
In this paper, we consider three types of polynomial equation solving problem, which seems
cannot solved efficiently by the already existed quantum algorithms, especially Shor’s algorithms.
The first equation is linear divisibility equation. It is a problem aims at finding a nontrivial
factor of a positive integer b with the form ax+1. This problem is a candidate of NPI problem [2].
It is a special type of binary-quadratic Diophantine equations, and was considered in [2] to study P
and NP problem. It is proved to be γ-complete, but not known to be NP-complete. A result in [10]
shows that if the linear divisibility equation can be solved in polynomial time, then NP = co-NP.
Besides this, this problem has its own importance to study. Since it is a factoring problem, however,
Shor’s algorithm can only provide some partial helps.
The second equation studied in this paper is quadratic congruence equation with restriction in
the solution. The general quadratic congruence equation x2 ≡ a mod b can be solved efficiently
be Shor’s algorithms. However, it is a NP-complete problem [14] if we want to find a solution
satisfies 0 ≤ x ≤ c. Some people believes that quantum computer cannot solve NP-complete prob-
lem efficiently (for example see [1]). This might be a problem to study the potential of quantum
computer.
The third equation considered in the paper is about exponential congruence equation in finite
field, i.e., diagonal equation studied in [17]. The importance of this equation was discussed in paper
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[17]. However, here we care about this equation is because of its relations to polynomial equation
in finite filed.
As for these three types of polynomial equations, Grover’s algorithm and Shor’s algorithm can
only provide partial helps. We cannot rely on these two algorithms to solve these equations efficiently
in quantum computer. As for the first two equations, we can achieve a cubic speedup in quantum
computer based on the two algorithms. As for the third equation, we present a relatively simple
quantum algorithm to it compared with [17]. But the worst complexity is not improved here. And
some generalizations of this equation and the relation to general polynomial equation in finite field
of this equation were also discussed in this paper.
2 Linear divisibility problem
The linear divisibility problem [10] states that for any two positive integers a, b, does there exists
a positive integer x, such that ax + 1 divides b? This is equivalent to decide whether or not the
following Diophantine equation
(ax+ 1)y = b (2.1)
contains positive solutions for x, y? In the following, we try to find quantum algorithm towards this
problem. We first consider in the case when a is prime.
By Shor’s quantum factoring algorithm [16], we can completely factor b = pd11 p
d2
2 · · · pdnn in time
O(poly(log b)). Then (2.1) is equivalent to: Does there exist 0 ≤ ti ≤ di (i = 1, 2, . . . , n), not all
equal to zero, such that
pt11 p
t2
2 · · · ptnn ≡ 1 mod a. (2.2)
Since a is prime, so Z∗a has a generator g, which can be computed in time O(poly(log a)) [9].
By Shor’s quantum discrete logarithm algorithm, we can computer λi (i = 1, 2, . . . , n) in time
O(poly(log a)), such that
pi ≡ gλi mod a.
Thus (2.1) is equivalent to the following linear equation with restrictions:
λ1t1 + λ2t2 + · · ·+ λntn ≡ 0 mod (a− 1),
0 ≤ ti ≤ di, i = 1, 2, . . . , n,
t1 + t2 + · · ·+ tn > 0.
(2.3)
The total costs of the reduction from (2.1) to (2.3) is O(poly(log b)).
In order to test whether (2.3) contains a solution or not, a naive method is searching all possible
cases of ti. It contains D = (d1+1)(d2+1) · · · (dn+1) cases. A classical result in number theory [13]
states that for any ǫ, we haveD = O(bǫ), the omitted constant Aǫ = (
2
ǫ ln(2) )
21/ǫ in O(bǫ) depends on
ǫ. And when ǫ is small, Aǫ can be very large. For example if ǫ = 1/5, then Aǫ ≈ 1.2×1037. Although
Aǫ is a constant, not good to be vary large in algorithm. Another classical result in number theory
[13] states that for almost b, we have D = O(log b). So the average complexity of linear divisibility
problem in quantum computer is O(poly(log b)).
Direct searching by Grover’s algorithm [11] only provides a quadratic speedup. However, based
on the linear properties of (2.3), we can actually achieve a cubic speedup, i.e., O(bǫ/3poly(log b)) in
quantum computer, by the method introduced in [4]. The basic idea is dividing {1, 2, . . . , n} into
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two parts {1, 2, . . . , j}∪{j+1, j+2, . . . , n}, such that (d1+1)(d2+1) · · · (dj +1) = O(D1/3). Then
denote
S1 = {λ1t1 + λ2t2 + · · ·+ λjtj mod (a− 1) : 0 ≤ ti ≤ di, 1 ≤ i ≤ j},
and S2 is the set by sorting S1. The total complexity to get the set S2 is O(D
1/3 logD). Then define
a map f as
f : Z1+dj+1 × · · · × Z1+dn → Z2
f(tj+1, . . . , tn) =
{
0, if ∃ v ∈ S2, such that λj+1tj+1 + · · ·+ λjtj ≡ −v mod (a− 1);
1, otherwise
The value of the map f can be computed by binary searching in the set S2, which costs O(logD).
And the way to find a solution of f can be achieved by Grover’s searching with complexity O(D1/3).
Therefore, the total complexity to solve (2.3) is O(bǫ/3poly(log b)).
In the above searching procedure, equation (2.3) actually does not provide too much help to
solve (2.1). Since the above searching procedure can be done directly in (2.2) and this does not
depends on whether a is prime or not. And most importantly, when a is not prime, (2.3) will be
changed into a linear system, which will be difficult to solve. At least, the above searching algorithm
does not works anymore. Anyway, we have
Proposition 1. The linear divisibility equation (2.1) can be solved in quantum computer in time
O(bǫ/3poly(log b)) for some ǫ such that Aǫ = (
2
ǫ ln(2) )
21/ǫ is not too large.
Remark 1. The linear divisibility problem provides us a new problem about factoring. Given a, b,N ,
does N contains a factor in the form ax + b. The direct generalization of Shor’s algorithm seems
impossible to solve this problem efficiently. Also, as we can see in (2.3), if a is prime, then the
equation (ax+ b)y = N is equivalent to{
λ1t1 + λ2t2 + · · ·+ λntn ≡ s mod (a− 1),
0 ≤ ti ≤ di, 1 ≤ i ≤ n.
(2.4)
for some λ1, . . . , λn, s. If di = 1 for all i, then this is the subset sum problem, which brings new
evidence to the difficulty of linear divisibility problem.
3 Quadratic congruence
With the finding of efficient factoring and discrete logarithm quantum algorithm, quadratic congru-
ence equation can be solved efficiently in quantum computer. But quadratic congruence equation
with restrictions on the solution cannot solved easily by Shor’s work. In [10], it introduces the
following problem: For any three positive integers a, b, c, does there exists 0 < x < c, such that
x2 ≡ a mod b? This problem is proved to be NP-complete [14]. A basic idea to solve this problem
in quantum computer is as follows:
We first factor b = pd11 p
d2
2 · · · pdnn by Shor’s algorithm. Then all the solutions of x2 ≡ a mod b
can be computed from x2 ≡ a mod pdii for 1 ≤ i ≤ n. Let ±zi be two solutions of x2 ≡ a mod pdii ,
then by Chinese Reminder Theorem, the solution of x2 ≡ a mod b can be written as
x =
n∑
i=1
µiziαiBi mod b, (3.1)
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where µi = ±1, Bi = b/pdii and αi satisfies αiBi ≡ 1 mod pdii . Therefore, the problem reduces to
find suitable µi ∈ {1,−1} such that
0 <
n∑
i=1
µiziαiBi mod b < c. (3.2)
The method analyzed above to linear divisibly problem still works here and achieves a cubic speedup.
Since n < log b, so
Proposition 2. There is a quantum algorithm that solves the problem whether or not there exists
0 < x < c, such that x2 ≡ a mod b in time O(b1/3poly(log b)).
Remark 2. This special type of quadratic congruence induces a more general problem as follows:
Let a1, a2, . . . , an, b, c be some positive integers, does there exists x1, x2, . . . , xn ∈ {1,−1}, such that
0 < a1x1 + a2x2 + · · ·+ anxn mod b < c.
4 Exponential congruence equation
Let Fq be a finite field, g be the generator of F
∗
q . Given a, b, c, d ∈ F∗q and a, c are factors of q − 1,
then does there exists x, y ∈ Fq satisfies the following equation in Fq:
gax+b + gcy+d = 1. (4.1)
A direct method is combining Grover’s searching and Shor’s discrete logarithm algorithm, just
like the algorithm given in [17]. The method provided in [17] contains some hard estimations about
the number of solutions of the equation (4.1). In the following, we give a much simpler quantum
algorithm to this problem compared with [17]. The worst complexity given in [17] does not improved
here, but we get some different results from [17]. And some generalizations and observations about
polynomial equation in finite field are discovered.
Assume that a ≤ c. A result [15] about the number N of solutions of equation (4.1) states that
|N − q| ≤ (a− 1)(c− 1)q1/2 < c2q1/2. (4.2)
Hence, N ≥ q − c2√q.
Case 1, if c ≤ 1
2
q1/4, then N ≥ q − 1
4
q =
3
4
q. Note that if (x0, y0) is a solution of (4.1), then
there will exist x1, . . . , xa−1, such that (xi, y0) (1 ≤ i ≤ a − 1) are solutions of (4.1). So in the
searching space Fq of y, we have a probability at least
3
4
q/aq = 3/4a to get the right y, such that
by putting y into (4.1), we will get a x such that (x, y) is a solution of (4.1). So direct searching
will cost O˜(
√
a) = O˜(q1/8).
Case 2, if q−c2√q ≤ 0, i.e., c ≥ q1/4. Since a, c are factors of q−1, so we can set q−1 = as = ct.
Then we know that we only need to search x and y in space {0, 1, . . . , s− 1} and {0, 1, . . . , t − 1}
respectively. Moreover, given any y0 ∈ Zt, if there is a x0 ∈ Zs such that (x0, y0) is a solution
of (4.1), then x0 can be computed efficiently by Shor’s algorithm. So we only need to search y in
space Zt and then check whether or not the (4.1) has a solution for x by Shor’s algorithm. At
this time, the complexity to find one solution of (4.1) or decide whether (4.1) has a solution is
O˜(
√
q/c) = O˜(q3/8). This result also holds for c ≥ 1
2
q1/4 + 1.
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Proposition 3. Assume a, b, c, d ∈ F∗q and a ≤ c are factors of q − 1, then there is a quantum
algorithm can decide whether or not the equation gax+b + gcy+d = 1 contains a solution in time
O˜(
√
q/c) if c ≥ 1
2
q1/4 + 1, and in time O˜(
√
a) if c <
1
2
q1/4 + 1. Moreover, if it has solutions, then
with in the same complexity, the quantum algorithm will return one solution.
Besides the efficiency of this problem, we can do more generalizations about polynomial equation
in finite field based on the above problem. Note that (4.1) is equivalent to diagonal equation λ1u
a+
λ2v
c = 1, here λ1 = g
b, λ2 = g
d and u = gx, v = gy. The general diagonal equation with n terms in
finite field Fq has the form
a1x
k1
1 + a2x
k2
2 + · · ·+ anxknn = b, (4.3)
where a1, . . . , an, b ∈ F∗q and k1, . . . , kn ∈ Zq−1. This equation can also written in the form (4.1).
If there is a 1 ≤ i ≤ n such that gcd(ki, q − 1) = 1, then (4.3) is trivial to solve by Shor’s discrete
logarithm algorithm. So we can assume k1, . . . , kn are factors of q − 1 in (4.3).
In the general case, the result in [15] states that the number N of solution of equation (4.3)
satisfies
|N − qn−1| ≤ (k1 − 1)(k2 − 1) · · · (kn − 1)q(n−1)/2 < k1k2 · · · knq(n−1)/2.
We can also assume k1 ≤ k2 ≤ · · · ≤ kn, then N ≥ qn−1−k1k2 · · · knq(n−1)/2. The following analysis
is similar to the equation (4.1).
Case 1, if k1k2 · · · kn < 1
2
q(n−1)/2, then N >
1
2
qn−1. Since if (x10, x20, . . . , xn0) is a solution
of equation (4.3), then there exist x11, . . . , x1(k1−1), such that (x1i, x20, . . . , xn0) is a solution of
equation (4.3) for any 1 ≤ i ≤ k1 − 1. The searching space of (x2, . . . , xn) is Fn−1q . So in Fn−1q ,
we have a probability larger than
1
2
qn−1/k1q
n−1 = 1/2k1 to get the right x2, . . . , xn, such that by
putting them into (4.3), we will find a x1 such that (x1, x2, . . . , xn) is a solution of equation (4.3).
Since kn1 ≤ k1k2 · · · kn <
1
2
q(n−1)/2, so the complexity is O˜(
√
k1) = O˜(q
(n−1)/4n).
Case 2, if k1k2 · · · kn ≥ q(n−1)/2, then N ≥ 0, which means equation (4.3) may not contains
a solution, so the above analysis does not works anymore. For any i, set kili = q − 1. Different
from the above case, we only need to search each xi in the space Zli . And we only need to search
(x2, . . . , xn) ∈ Zl2 × · · · × Zln , then check whether or not the equation (4.3) has a solution for x1.
Therefore, at this time, the size of the searching space is
k1q
n−1
k1k2 . . . kn
≤ k1q
n−1
q(n−1)/2
= k1q
(n−1)/2.
As we know, the quantum searching and discrete logarithm algorithm will provide a quadratic
speedup to this case, so the complexity is O˜(
√
qn−1/k2 . . . kn) = O˜(
√
k1q
(n−1)/4). This also holds
for k1k2 · · · kn ≥ 1
2
q(n−1)/2.
Proposition 4. Assume a1, . . . , an, b ∈ F∗q and k1 ≤ k2 ≤ · · · ≤ kn are factors of q− 1. Then there
is a quantum algorithm can decides whether or not the equation a1x
k1
1 + a2x
k2
2 + · · · + anxknn = b
contains a solution in time O˜(
√
qn−1/k2 . . . kn) if k1k2 · · · kn ≥ 1
2
q(n−1)/2, and in time O˜(
√
k1) if
k1k2 · · · kn < 1
2
q(n−1)/2. Moreover, if it has solution, then with in the same complexity, the quantum
algorithm will return one solution.
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Remark 3. Equation (4.1) can be written in the form gcy = g−d−gax+b−d. From the point of discrete
logarithm, this problem is equivalent to find x such that the discrete logarithm l of g−d − gax+b−d
in finite field Fq must divisible by c. So we can consider a general discrete logarithm problem, i.e.,
try to solve the equation
gcy = f(x1, . . . , xn) (4.4)
in finite filed Fq, here c | (q − 1) and f is any polynomial belongs to Fq[x1, . . . , xn]. This problem
aims at finding suitable x10, . . . , xn0 ∈ Fq, such that the discrete logarithm of f(x10, . . . , xn0) in
finite field F∗q is divisible by c. Direct generalization of Shor’s discrete logarithm seems impossible
to this problem. This is because the following problem cannot be solved efficiently in quantum
computer due to the optimality of Grover’s algorithm: Let F (t1, . . . , tn) be any function over a set,
such as ZnM , and given a number d ∈ ZM , then does there exists s1, . . . , sn ∈ ZM , such that d is a
factor of F (s1, . . . , sn)?
In finite field Fq, a single polynomial equation in n variables can always be changed into the
form
λ1g
a11x1+···+a1nxn + λ2g
a21x1+···+a2nxn + · · ·+ λkgak1x1+···+aknxn = c. (4.5)
We can introduce new variables to equation (4.5), for any 1 ≤ j ≤ k, define
dj := gcd(aj1, . . . , ajn),
djyj := aj1x1 + · · ·+ ajnxn.
(4.6)
Then equation (4.5) is changed into
λ1g
d1y1 + λ2g
d2y2 + · · ·+ λkgdkyk = c. (4.7)
Note that, if there is a 1 ≤ i ≤ k, such that di = 1, then (4.7) always has a solution in Fq.
Let y1, y2, . . . , yk be a solution of (4.7), then in order to recover one solution of (4.5), we need
to solve the following linear Diophantine system
a11 a12 . . . ajn
a21 a22 . . . a2n
...
...
. . .
...
ak1 ak2 . . . akn


x1
x2
...
xn
 =

y1
y2
...
yk
 mod (q − 1). (4.8)
Denote the coefficient matrix of above linear system as A. Then by a result in [8] there exist
L ∈ SL(k,Z), R ∈ SL(n,Z), D = diag{s1, s2, . . . , sr} and si | si+1 for 1 ≤ i ≤ r − 1, such that
LAR =
(
D 0r×(n−r)
0(k−r)×r 0(k−r)×(n−r)
)
=: J. (4.9)
Denote x = (x1, . . . , xn)
T ,y = (y1, . . . , yk)
T and x˜ = R−1x = (x˜1, . . . , x˜n)
T , y˜ = Ly = (y˜1, . . . , y˜k)
T ,
then (4.8) is equivalent to
J x˜ = y˜ mod (q − 1). (4.10)
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Equation (4.10) has a solution if and only if
gcd(si, q − 1) | y˜i, for i = 1, 2, . . . , r; and y˜j = 0 for j = r + 1, . . . , k. (4.11)
In (4.9), J is called the Smith normal from of A. As we can see s1, . . . , sr are totaly determined
by A. They form the invariant factors of A. If gcd(sr, q − 1) = 1 and r = k, then any solution of
(4.7) will give a solution of (4.5). Combining the above analysis, we have
Proposition 5. Let Fq be a finite field, A = (aij) be a matrix of size k × n and its rank equals k.
Suppose s1, s2, . . . , sk are the invariant factors of A and gcd(sk, q − 1) = 1. Let di be the greatest
common divisor of elements in the i-th row of A for 1 ≤ i ≤ k.
(1). Any solution y of (4.7) will recover a solution x of equation (4.5). And the costs from y to
x is O(poly(k, n)).
(2). If there is a 1 ≤ i ≤ k, such that di = 1, then there is a quantum algorithm find the solution
of polynomial equation (4.5) in time O(poly(k, n, log q)).
So the study of equation (4.3) has its own importance. It might be a starting point to study the
general polynomial equation in finite field.
5 Conclusion
In this article, we have considered three different types of equations. Each equation has its own
character, and provides more interesting problems which deserve to study in the future.
References
1. Aaronson, S., The limits of quantum computers, Science American, 62-69, 2008.
2. Adleman, L. and Manders, K., Reducibility, randomness, and intractability (Abstract), Proc. 9th Ann.
ACM Symp. on Theory of Computing, Association for Computing Machinery, New York, 151-163. 1977.
3. Berlekamp E.R., McEliece R.J. and van Tilborg H.C., On the inherent intractability of certain coding
problems. IEEE Trans Inf Theory 24(3): 384-386, 1978.
4. Brassard, G., Høyer, P. and Alain Tapp, A., Quantum cryptanalysis of hash and claw-free functions,
ACM SIGACT News 28(2): 14-19, 1997.
5. Chen, J.X., Childs, A.M. and Hung, S.H., Quantum algorithm for multivariate polynomial interpolation,
arXiv:1701.03990.
6. Childs, A.M. and van Dam, W., Quantum algorithms for algebraic problems, Reviews of Modern Physics
82, 1-52, 2010.
7. Childs, A.M., van Dam, Hung, S.H. and Shparlinski, I.E., Optimal quantum algorithm for polynomial
interpolation, Proceedings of the 43rd International Colloquium on Automata, Languages, and Program-
ming (ICALP 2016), pp. 16:1-16:13, 2016.
8. Dickson L.E., History of the Theory of Numbers, Volume 2, G.E. Stechert & Co., New York, 1934.
9. Dubrois, J. and Dumas, J.G., Efficient polynomial time algorithms computing industrial-strength primi-
tive roots, Information Processing Letters 97(2): 41-45, 2006.
10. Garey, M.R. and Johnson, D.S., Computers and Intractability - A Guide to the Theory of NP-
Completeness, W. H. Freeman; 1st Edition edition, 1979.
11. Grover L.K., A fast quantum mechanical algorithm for database search, Proceedings, 28th Annual ACM
Symposium on the Theory of Computing, pp. 212-219, 1996.
8 Changpeng Shao
12. Harrow, A.W., Hassidim, A. and Lloyd, S., Quantum algorithm for solving linear systems of equations,
Phys. Rev. Lett. 15(103), pp. 150502, 2009.
13. Hua, L-K., Introduction to Number Theory, Springer, 1982.
14. Manders, K. and Adleman, L., NP-complete decision problems for binary quadratics, Comput. System
Sci. 16, 168-184, 1978.
15. Mullen, G.L. and Panario, D., Handbook of finite field, Chapman and Hall/CRC; 1 edition, 2013.
16. Shor, P.W., Polynomial-Time Algorithms for Prime Factorization and Discrete Logarithms on a Quan-
tum Computer, SIAM J. Comput., 26(5): 1484-1509, 1997.
17. van Dam, W. and Shparlinski, I., Classical and quantum algorithms for exponential congruences. Pro-
ceedings of TQC 2008, pg. 1-10, 2008.
