Let X = G/K be a noncompact complex Grassmann manifold of rank r. Let τ l be a character of K, G × P C and G × K C the homogeneous line bundles associated with the representations σ λ,l = τ l ⊗ a ρ−iλ ⊗ 1 of P = M AN and τ l of K. We give an image characterization for the Poisson transform P λ,l of L 2sections of principal series of G. More precisely for real and regular parameter λ in a * we prove that P λ,l is an isomorphism from L 2 (G × P C) onto the space of joint eigensections F of the algebra of G-invariant differential operators on G × K C that satisfy the following growth condition
Introduction and main result
Let X = G/K be a Riemannian symmetric space of the noncompact type. We fix an Iwasawa decomposition G = KAN . Let D(G/K) be the algebra of G-invariant differential operators on X. Its character are parametrized by a * c the complex dual space of a (a the Lie algebra of A ). For λ ∈ a * c , we denote by E λ (X) the corresponding space of joint eigenfunctions. Let F ∈ L 2 (X), then a spectral decomposition of F into joint eigenfunctions may be obtained via the Helgason's Fourier inversion formula. More precisely we have
with P λ F ∈ E λ (X).
Here a * + is a positive Weyl chamber, c(λ) the Harish-Chandra c-function and P λ (x, b) the Poisson kernel. In his seminal paper [19] Strichartz raised the question: how do properties of F in L 2 (X) relate to properties of the joint eigenfunctions P λ F in (1.1) or more precisely characterize those functions F λ on a * + × X for which there exists F ∈ L 2 (X) with P λ F = F λ . So we have to study properties of P λ F (x) for fixed λ ∈ a * and relate them to F (λ, b). This leads us to characterize the L 2 -range of the Poisson transform P λ on the Furstenberg boundary B = K/M defined by
In the case X is the real hyperbolic space, Strichartz gave an image characterization of the Poisson transform P λ of L 2 (B) (λ ∈ R \ {0}) in terms of a weighted L 2 norm and he addressed the following conjecture in the general case. | F (x) | 2 dx < +∞, Furthermore, we have
and there exists a positive constant C such that
(ii) Let F λ = P λ F with F ∈ L 2 (X). Then
2)
and F 2 L 2 (X) = 2 r π r/2 Γ(r/2 + 1) lim t→+∞ a *
Conversely if F λ is any family of joint eigenfunctions lying in E λ (X) for a.e. λ ∈ a * + for which the right hand side of (1.2) or (1.3) is finite, then there exists F ∈ L 2 (X) such that F λ = P λ F .
Before describing the main results of this paper, we recall some basic facts on the Poisson transform on homogeneous line bundles for general Hermitian symmetric spaces, referring to [18] for more details. Let X = G/k be an irreducible Hermitian symmetric space. Fix an Iwasawa decomposition G = KAN and let P = M AN be the associated minimal parabolic. For l ∈ Z let G × K C denote the homogeneous line bundle over G/K associated with a character τ l of K. The space of C ∞ -sections of G × K C will be identified with the space C ∞ (G, τ l ) of C ∞ -functions on G which satisfy f (gk) = τ l (k) −1 f (g) for all g ∈ G and k ∈ K. Let D l (G) be the algebra of differential operators acting on C ∞ (G, τ l ). Then it is well known that D l (G) is a commutative algebra and its character can be parameterized by λ ∈ a * c /W , see [17] . We let E λ,l (G) denote the space of all F in C ∞ (G, τ l ) satisfying the system of differential equations DF = χ λ,l (D)F, ∀D ∈ D l (G)
Let σ λ,l be the one dimensional representation of P parameterized by (l, λ) ∈ Z × a * c and given by σ λ,l (man) = τ l (m) ⊗ a ρ−iλ ⊗ 1. Let G × P C be the associated homogeneous line bundle over G/P . We identify the space of hyperfunctions-valued
if g = κ(g)e H(g) n accordingly to the Iwasawa decomposition.
In [17] Shimeno proved that P λ,l maps the space B(K, τ l ) bijectively onto E λ,l (G) for most of λ.
More precisely
Theorem [17] . Let λ ∈ a * c , l ∈ R satisfy
...} for any positive restricted roots α, e l (λ) = 0
Then P λ,l is an isomorphism from B(K, τ l ) onto E λ,l (G).
In above e l (λ) −1 denote the denominator of the Harish-Chandra c-function c(λ, l).
Now to state the main result of this paper, we suppose that G = SU (r, r + b) and K = S(U (r) × U (r + b)).
For l ∈ Z let τ l be the character of K defined by τ l A 0 0 D = (det D) l and let K × M C be the homogeneous line bundle over K/M associated with τ l . As usual, we identify the space of
dk being the normalized Haar measure of K. Let
be the set of real regular parameter in a * . Our aim in this paper is to characterize those F ∈ E λ,l (G) which are Poisson transforms of some f ∈ L 2 (K, τ l ) for real spectral parameter λ ∈ a * reg . To do so we introduce the following weighted L 2 -eigenspace
Here B(R) = {g ∈ G; d(0, g.0) < R} and d is the distance function on G/K. Then the main result of this paper can be stated as follows.
Theorem 1.1. Let l ∈ Z and λ ∈ a * reg . i) There exists a constant C l > 0 depending only on l such that for every f ∈ L 2 (K, τ l ) we have following estimates
(1.6)
where γ 2
This extends the result of Kaizuka [13] , to homogeneous line bundles over the bounded symmetric domains SU (r, r + b)/S(U (r) × U (r + b)). Remark 1.1. (i) For l = 0 and r = 1 the problem of characterizing the L 2 -range of the Poisson transform with real and regular spectral parameter λ ∈ a * has been considered by many authors (see e.g. [2] , [4] , [12] , [14] , [15] ).
(ii) For r = 1 the first author and A. Intissar gave an image characterization for the Poisson transform for line bundles over the complex hyperbolic spaces [3] .
Our method of proving Theorem1.1 follows the one used by Kaizuka [13] in the trivial case. For the necessary condition a natural technique is to take a K-type expansion of f and so we are led to establish a uniform estimates for all generalized spherical functions. This might be not obvious since even in the rank one case such estimates are closely related to the Strichartz conjecture on Jacobi functions [ [19] , Conjecture 5.4 ], see also [3] where a partial answer to Conjecture 5.4 was given. We overcome this difficulty by proving a Fourier restriction estimate for the Helgason-Fourier transform on homogeneous line bundles(see Proposition 3.1). On the other hand for the sufficiency condition we prove an asymptotic formula for the Poisson transform. To this end, we first show (Proposition 4.2) that the elementary τ −l -spherical function ϕ λ,l is given in an explicit form in terms of φ (α,β) λ the Jacobi functions. Namely,
Then we establish (Lemma 5.1) a uniform estimate for ϕ λ,l (e H T ) on the closed Weyl chamber a + ≃ {(t 1 , · · · , t r ) ∈ R r : t 1 ≥ t 2 ≥ · · · ≥ t r ≥ 0}. To be precise, we prove that there exists a positive constant c l and a nonnegative integer d such that for λ ∈ a * , H T ∈ a + we have
The formula (1.8) generalizes a result of Harish-Chandra [10] on a uniform estimate for the spherical function which corresponds to l = 0. Moreover the estimate (1.8) allows us to establish the asymptotic behavior for the elementary τ l -spherical function ϕ λ,l near Weyl walls. Now we give the outline of this paper. In the next we recall some needed results on harmonic analysis on SU (r, r + b)/S(U (r) × U (r + b)). In section 3 we prove a uniform continuity estimate for the Helgason-Fourier transform on line bundles. We compute the elementary τ −l -spherical function ϕ λ,l and we establish the Key lemma of this paper given a uniform estimate for ϕ λ,l in section 4. Using the Key Lemma we prove an asymptotic formula for the Poisson transform in section 5. The last section is devoted to the proof of our main result.
Notation and Preliminary results

Notation
In this subsection we recall some basic facts on the complex noncompact Grassmann manifold of rank r. We let M (n × m, C) denote the space of all n × m complex matrices.
The complex Grassmann manifold is the Hermitian
is a maximal compact subgroup of G. Let g = su(r, r+b) be the Lie algebra of G; under the Cartan involution θ(X) = JXJ we have g = k + p where
Let T = diag(t 1 , ..., t r ) be the diagonal matrix corresponding to (t 1 · · · , t r ) ∈ R r . Let a be the subspace of p consisting of the matrices
then a is a maximal Abelian subalgebra in p. The rank of G is r. Correspondingly the group A consists of the matrices
with cosh(T ) = diag(cosh(t 1 ), · · · , cosh(t r )), sinh(T ) = diag(sinh(t 1 ), · · · , sinh(t r )).
The restricted root system
Then Σ consists of the roots ±2α j (1 ≤ j ≤ r) each with multiplicity 1, the roots ±α i ± α j , (1 ≤ i = j ≤ r) each with multiplicity 2 and the roots ±α j , (1 ≤ j ≤ r) each with multiplicity 2b (b may equals 0, in this case X is said to be of tube type). The corresponding Weyl group W is given by
with S r the symmetric group of r symbols. We order the roots so that the positive Weyl chamber a + is given by
Then the set of positive roots Σ + is given by
and β r = 2α r for the tube case, α r for the non tube case.
Then the set of simple roots Ψ in Σ + is given by Ψ = {β 1 , . . . , β r }. Denoting by ρ as usual the half-sum of positive roots with multiplicities counted, we have
For any λ ∈ a * c , let A λ in a c such that λ(H) = B(H, A λ ) for any H ∈ a. Let a reg = {H ∈ a; α(H) = 0 for all α ∈ Σ} be the set of regular elements in a. Put a * reg = {λ ∈ a * : A λ ∈ a reg }. Let n = α∈Σ + g α and let N be the analytic subgroup of G corresponding to the subalgebra n. Then G = KAN is an Iwasawa decomposition of G and each g ∈ G can be uniquely written g = κ(g)e H(g) n(g), with κ(g) ∈ K, H(g) ∈ a and n(g) ∈ N . Denote by A + = exp a + . Then we have the polar decomposition G = KA + K and for each g ∈ G there exists a unique element
The Killing form Bof g induces a norm | | on p and a distance function d on X. More precisely B(X, Y ) = 2(2r + b)T r(XY * ). We denote by da, dH and dλ the Euclidean measures on A, a and a * which we respectively, induced by the Killing form . We normalize the Haar measure on K such that the total measure is 1. Then we have the Weyl integration formula which holds for any integrable function:
ω(a T ) being the Weyl denominator given by
Finally we shall use the letter C to denote any positive constant independent of the parameter λ. Occasionally C may be suffixed to show it dependency on some parameters.
The Helgason-Fourier transform
Though we will deal only the case of SU (r, r + b)/S(U (r) × U (r + b)) we first recall some known results on the Fourier and the Radon transforms on line bundles in the general case of hermitian symmetric spaces referring to [18] and [6] for more details.
We denote by C ∞ 0 (G, τ l ) the space of compactly supported smooth functions on G which satisfy the K-covariant identity of type τ l :
where c θ j (λ, l) is the Harish-Chandra c-function associated to θ j a subset of the set of the simple roots, see Shimeno [18] .
Set RF (k, H) = RF (ke H ). Then a simple calculation yields to the following formula:
where F a is the Euclidean Fourier transform on a defined for a nice function φ by
Because RF (gmn) = τ l (m) −1 RF (g) for g ∈ G, m ∈ M and n ∈ N , RF may be viewed as a section of the homogeneous line bundle G× M N C over G/M N associated with the representation τ l ⊗ 1 of M N . Below we recall a support theorem type for the Radon transform established by Branson et al, see [6] .
and let R > 0. Then the following conditions are equivalent
Fourier restriction estimate
In this section we apply the general theory of the previous subsections to our Hermitian symmetric space X = SU (r, r + b)/S(U (r) × U (r + b)). We will first establish a uniform estimate for the Harish-Chandra c-function. Then we prove a uniform continuity estimate for the Helgason-Fourier restriction operator from which we deduce a uniform estimate for the Poisson transform on homogeneous line bundles.
Then in our identification
The Harish-Chandra c-function is the meromorphic function on C r given explicitly by
Let π(λ) be the product of the short positive roots, i.e.,
where the polynomial π l (iλ) is given by
Then there exists a positive constant C l such that for λ ∈ a * , we have
Using the duplication formula for the gamma function
and from the well known asymptotic behavior of the gamma function
.
For λ large we may use once again (3.2) as well as (3.3) to show as in i) that b(λ j , l) and its inverse satisfy the following estimates, for λ large
. For λ near the walls the Weyl chamber:
,
, and use the identity lim z→0 zΓ(z − p) = (−1) p p! , to see that b(λ j , l) and its inverse reminds bounded near the walls of the Weyl chamber Now, in order to prove a uniform continuity estimate for the Helgason-Fourier restriction operator we will need the following result established by Anker in [1] . Let η be a positive Schwartz function on R whose Fourier transform has a compact support. For m ∈ R, set
4)
for some positive constant C.
ii) The Fourier transform of η m has a compact support.
Proof. From the estimate (3.1) we deduce that b(λ, l) −1 satisfies the estimate
by (3.4).
Next, define the function c(λ, l) on a * reg by
Then we have
and since F l (λ, k) = F a (RF (., k))(λ) it follows that
where T is the tempered distribution on a with Fourier transform F a (T ) = c(λ, l) −1 .
Moreover T has a compact support. Let R 0 > 0 such that supp T ⊂ {H ∈ a :| H |≤ R 0 }. According to Lemma 2.1, we have supp RF ⊂ {H ∈ a, | H |≤ R}. Therefore
, by the Plancherel formula for the Euclidean-Fourier transform F a . It is clear that the estimate (3.8) implies
Noting that the right hand side of the above inequality is nothing but
we deduce from the (3.7) and the Plancherel formula (2.2) that
from which we get the estimate(3.5) and the proof of Proposition 3.1 is finished.
As an immediate consequence of Proposition 3.1 we obtain the uniform continuity estimate for the Poisson transform P λ,l . Corollary 3.1. Let l ∈ Z. There exists a positive constant C l such that for λ ∈ a * reg we have
10)
for every f ∈ L 2 (K, τ l ).
Proof. Let F ∈ L 2 (G, τ l ) with suppF ⊂ B(R), then we have
Now the estimate (3.5) implies the result by standard duality argument.
The τ l -elementary spherical functions
In this section, we compute the elementary spherical function of type τ −l and we prove the Key Lemma of this paper giving a uniform estimate for the elementary spherical of type τ −l . The elementary spherical function ϕ λ,l of type τ −l is given by
Moreover we have the following formula for the translated elementary τ −l -spherical function ϕ λ,l (g −1 h). 
For a proof of the above Proposition, see [7] . Let Λ be the abelian subgroup of a * generated by the simple roots. Let λ ∈ a * c be a regular element satisfying < µ, µ > = 2 < µ, iλ > for all µ ∈ Λ \ {0}. Then according to Shimeno result [Theorem 3.6, [18] ], the elementary τ −l -spherical function ϕ λ,l is given by the Harish-Chandra series expansion
where the function Φ λ,l is solution of the differential equation
having the series expansion
where L is the positive semigroup generated by the simple roots , Γ µ,l (λ) ∈ C and Γ 0 = 1.
In above the operator L l is given by
Now we start by looking for solutions of the differential equation (4.2) following the same method as in [11] . A straightforward computation shows that
Next, consider the differential equation Then the Jacobi function
is the unique solution of the above differential equation which is smooth, even on R and taken the value 1 at t = 0. For µ / ∈ Z + another solution ψ µ,l of (4.4) on ]0, +∞[ is given by
The function λ → ψ µ,l (s) is meromorphic in C \ iZ + and satisfies
Moreover, for iµ / ∈ Z the functions ψ µ,l and ψ −µ,l are linearly independent solutions of (4.4) and we have
. Now it is obvious that the function
is a solution of (4.2). Next we may follow the same method as in [10] , to see that Φ λ,l (a T ) has the desired series expansion (4.3). From now on we put
Proposition 4.2. Let l ∈ Z and suppose λ ∈ a * c is a regular element satisfying the conditions < µ, µ > = 2 < µ, iλ > for all µ ∈ Λ \ {0}. Then
, with c = (−1) r(r−1)/2 2 2r(r−1) 2 rl r j=1 (b + j) r−j j! . Remark 4.1. For r = 2 and b = 0, the above Proposition was proved by Peetre and Zhang [16] .
Proof. Set
Starting from the Harish-Chandra series expansion of ϕ λ,l , we easily obtain Key Lemma. Let l ∈ Z. There exist a positive constant C l and a non-negative integer d such that for λ ∈ a * and H T ∈ a + we have
Proof. For r = 1 the left-hand side of (4.6) is equal to λφ (b,−l) λ and by the classical estimate on the Jacobi functions, there exist positive constants C l , d such that
for all µ ∈ R, so the proposition is true for r = 1. We proceed by induction. Assume the proposition is true for r − 1.
We first notice that if t 1 < 1, the estimate (4.6) is obvious, because φ λ,l is continuous. So we may assume t 1 > 1. Let p be the smallest integer j ∈ {2, .., r} such that t 1 > t j + 1. We write ω(a T ) as
It is clear that there exists C > 0 such that
Using the above estimate and noting that sinh(t 1 +t k ) ≥ Ce −(t 1 +t k ) for 2 ≤ k ≤ p−1, we obtain
We multiply each column C j of det(ψ λ i (t j )) by L j (t 1 ) and substract the first row from p−1 j=2 L j (t 1 )C j . After these transformations the determinant becomes
Since h
, we may use the elementary Lemma 7.1 (see the appendix) as well as the estimate (4.7) on Jacobi functions to see that for each i ∈ {2, .., p − 1} there exist a positive constant C i,l and an integer d i such that for any λ i we have
from which we deduce that
By the induction hypothesis we have
Substituting into the right hand of (4.8) we get (4.6), as to be shown. Proof. As e −ρ(l)(H) (u(e H )) −l ≤ 2 −l e −ρ(H) , the estimate (4.6) implies (4.9)
We introduce now a function τ on a given by
For g ∈ G let π 0 (g) ∈ K denote the element uniquely determined by g ∈ π 0 (g) exp p according to the Cartan decomposition G = K exp p.
Lemma 4.1. Let l ∈ Z and λ ∈ a * reg . Then there exists a positive constant C λ,l such that for all g ∈ G we have |ϕ λ,l (g) − τ −1 l (π 0 (g))u(e A + (g) ) −l s∈W c(sλ, l)e (isλ−ρ(l))(A + (g)) | ≤ C λ,l e −ρ(A + (g)) e −τ (A + (g)) .
(4.10)
Proof. Writing g = ke H k 1 in the polar decomposition G = KA + K and noting that π 0 (g) = kk 1 by the unicity of the Cartan decomposition, we easily see that the left hand-side of (4.10) equals
by (4.9). For H with τ (H) > 1, the estimate follows in the same manner as in the proof of the case l = 0, see [9] .
Asymptotic formula for the Poisson transform
In this section we give an asymptotic expansion for the Poisson transform. We introduce the function space B * r,l (G) on G, consisting of functions F in L 2
We have the following equivalence of norms
. Define an equivalent relation on B * r,l (G) as follows:
We start by establishing the following result given an asymptotic formula for the elementary spherical function of type τ −l .
Lemma 5.1. Let l ∈ Z, λ ∈ a * reg . Then we have the asymptotic expansion in B * r,τ l (G) for ϕ λ,l . ϕ λ,l (g) ≃ τ −1 l (π 0 (g)) s∈W c(sλ, l)e (isλ−ρ)(A + (g)) .
(5.1)
Proof. Let us first show that the right hand side of (5.1) lies in B * r,l (G). We have
and since ∆(e H ) ≤ e 2ρ(H) , we deduce that
as to be shown. By the Weyl integral formula we have The uniform estimate (4.10) implies
from which we deduce that lim R→+∞ I 1 (R) = 0.
For I 2 (R), we have
By the Lebesgue 's dominated convergence theorem, we easily see that
This finishes the proof of Lemma 5.1.
Proof. Noting that if λ ∈ a * reg , then λ is simple. The density is just a reformulation of the definition of the simplicity.
For g ∈ G, put f λ g (k) = e (iλ−ρ)H(g −1 k) τ −1 l (κ(g −1 k)), k ∈ K. Then using the symmetric formula (4.1) for the τ −l -spherical function and the simplicity of sλ (s ∈ W and λ ∈ a * reg ) we can prove the following result in a similar manner to [Lemma 6.7 [13] ]. Lemma 5.3. Let s ∈ W, l ∈ Z and λ ∈ a * reg . Then there exists a unitary operator U l s,λ on
We have the following result
Then for any f ∈ L 2 (K, τ l ) we have
Proof. Using the Weyl integral formula we see that
To finish the proof, it suffices to show that lim R→+∞ J(R) = 0. We write J(R) = J 1 (R) + J 2 (R), with Theorem 5.1. Let l ∈ Z and λ ∈ a * reg . For f ∈ L 2 (K, τ l ) we have the following asymptotic expansion for the Poisson transform in B * r,l (G).
3)
where g = k 1 (g)e A + (g) k 2 (g).
The following result established by Kaizuka [13] will be needed. Proof. (i) We first prove (5. 3) for f = f λ g 0 . By the formula (4.1) for the translated τ −l -spherical function we easily see that P λ,l f (g) = φ λ,l (g −1 0 g). Next, Lemma 5.1 implies
We have
Now the estimate (5.5) implies
Therefore from above we conclude that lim
To handle J 2 (R) we will need the following lemma which will be proved in the last section.
Lemma A. Let g ∈ SU (r, r + b) and H T ∈ a + . Then lim R→+∞ τ l (π 0 (ge RH T )) = τ l (κ(g)).
(5.7)
Now Lemma A yields to lim
Collecting the above results we conclude that
as to be shown.
(ii) Now we prove that (5.3) holds for f ∈ L 2 (K, τ l ).
For any ǫ > 0 there exists φ ∈ H λ,l such that f − φ 2 ≤ ǫ. We have
The first term of the right hand side of the above inequality is less than
by (3.10). The (i) part implies lim R→+∞ 1 R r B(R) | (P λ,l φ − S λ,l φ)(g) | 2 dg = 0, we also have
by Proposition 5.1.
and since ε is arbitrary we get the desired result and the proof of Theorem 5.1 is completed.
We now prove the following result Proof. Let f ∈ L 2 (K, τ l ). We have The first term in the right hand side of the above identity goes to 0 as R → +∞, by Theorem 5.1. From Proposition (5.1) it follows that lim R→+∞ 1 R r B(R) |S λ f (g)| 2 dg = 2 −r/2 Γ(r/2 + 1) −1 | c(λ, l) | 2 f 2 2 .
By using the Schwartz inequality we easily see that the third term goes to 0 as R goes to +∞. Thus as to be shown.
Proof of the main results
The purpose of this section is to give the proof of the main result of this paper. Let K be the set of equivalence classes of irreducible unitary representations of K. For each δ ∈ K let V δ be a representation space for δ. Set Thus f ∈ L 2 (K, τ l ) and γ r | c(λ, l) | f 2 ≤ P λ,l f * . (iii) Let F ∈ E 2 λ,l (G). Then there exists a unique f in L 2 (K, τ l ) such that F = P λ,l f . For R > 1, put f R (k) = 1 R r B(R) e (iλ−ρ)H(g −1 k) τ −l (κ(g −1 k))F (g)dg.
Then ( Since F (g) = δ∈ K l d(δ)tr(Φ l λ,δ (g) * A δ ) it follows that
by the Schur orthogonality identities. By using (6.2) we easily obtain lim R→+∞ A δ,R = γ 2 r |c(λ, l)| 2 A δ . = γ 4 r |c(λ, l)| 4 f 2 2 , as to be shown and the the proof of our main result is finished.
Now since
APPENDIX
In this section we prove the technical lemmas used in the proof of our results. Lemma 7.1. Let f be a C-valued function on R whose nth-order derivative is continuous. Assume f (t 1 ) = f (t 2 ) = .... = f (t n ) = 0, t 1 , .., t n being real numbers such that t 1 > t 2 > . . . > t n . Then for any t ∈ R we have
s∈[min(t,tn),max(t,t 1 )] |f (n) (s)|.
Noting that
a straightforward calculation shows that τ l (π 0 (e H(g)+RH T e −RH T n(g)e RH T )) =
and from lim R→+∞ e −RH T n(g)e RH T = I 2r+b we easily obtain that lim R→+∞ τ l (π 0 (e H(g)+RH T e −RH T n(g)e RH T )) = 1, as to be shown.
