Abstract. We consider adaptive tests and estimates which are asymptotically efficient in the presence of unknown, nonparametric, distributional form in pure spatial models. A novel adaptive Lagrange Multiplier testing procedure for lack of spatial dependence is proposed and extended to linear regression with spatially correlated errors. Feasibility of adaptive estimation is verified and its efficiency improvement over Gaussian pseudo maximum likelihood is shown to be either less than, or more than, for models with explanatory variables. The paper covers a general class of semiparametric spatial models allowing nonlinearity in the parameters and/or the weight matrix, in addition to unknown distribution.
Introduction
Spatial autoregressive models were introduced by Cliff and Ord (1968) , and have since been extensively developed in the econometric literature. In particular, they often model spatially observed explanatory variables in terms of explanatory variables as well as a weight matrix structure that introduces spatial correlation. But as originally introduced they were designed to model spatial correlation, without the presence of explanatory variables, echoing the earlier work of Moran (1950) on testing for spatial correlation. Pure spatial models, in which observations are spatially dependent but not influenced by explanatory variables, are known to lead to rather different statistical properties from models that do include explanatory variables. In particular least squares estimates (LSE) of pure spatial models are inconsistent, and, with instrumental variables being unavailable, the leading alternative, Gaussian pseudo maximum likelihood estimate (PMLE), may converge more slowly than at the parametric rate. Here we consider a quite general class of pure spatial models which involves a known but possibly nonlinear transformation of the spatial dependence parameter and of a user-specified weight matrix, but a disturbance distribution of unknown, and thus possibly non-Gaussian, form. The latter aspect motivates us to develop adaptive estimates and tests, which are asymptotically as efficient as those based on correctly specified parametric distributions. Adaptive estimation was considered for spatial autoregressions with explanatory variables by Robinson (2010) .
While Wald statistics based on our adaptive estimate have greater efficiency compared to those based on less efficient estimates, we also provide adaptive Lagrange Multiplier (LM) tests which have the advantage of being based on the restricted model only. Many authors including Cliff and Ord (1972) , Burridge(1980) , Kelejian and Prucha (2001) , Robinson (2008) and Robinson and Rossi (2014) have considered Gaussian LM tests for lack of spatial dependence in SAR model, extending Moran (1950) . Although Gaussian LM tests enjoy the same robustness property as Gaussian PMLE, there is a scope for further efficiency improvement which our adaptive LM tests set to achieve. To enhance the relevance of our methods, we also extend our results to cover testing spatial correlation in error terms of a linear regression model.
A class of spatial models for a vector y = (y 1 , ..., y n ) T of observations with the same (unknown) mean, E (y i ) = µ 0 , and T denoting transposition is given by
where 1 n is a n × 1 vector of 1's, ε = (ε 1 , ..., ε n ) T is a vector of independent identically distributed random variables with zero mean and unit variance, and σ 0 and λ 0 are unknown scalar parameters. The n × n matrix Q(λ 0 ) is described as follows.
Introduce the n × n weight matrix, W = W n with known real-valued (i, j)-th element w ij such that w ii ≡ 0. The paper develops asymptotic statistical theory with n diverging and the individual w ij , 1 ≤ i, j ≤ n may change as n increases but as with y, ε, Q and other quantities we suppress reference to n in our notation.
The following are three special cases of the general model (1.1). Let eig(W ) denote the minimum eigenvalue of the matrix W .
(1) SAR(1) (spatial autoregression of degree 1, see e.g. Arbia(2006) )
where I is the n × n identity matrix and λ 0 ∈ (eig(W ) −1 , 1). (2) SMA(1) (spatial moving average of degree 1, see e.g. Anselin(2003) ) (1.4)
The models (1.2)-(1.4) are sometimes referred to as "pure"models, to reflect the absence of regressors. When ε, and thus y, is Gaussian, the model (1.1) can be thought of as primarily describing the covariance matrix of y, since this, and µ 0 , describe the distribution of y completely. The parameter vector θ 0 = λ 0 , µ 0 , σ 0 T can be asymptotically efficiently estimated by the maximum likelihood estimate (MLE)θ = λ ,μ,σ T . Lee (2004) showed that for pure SAR model under some regularity conditions, the estimateθ is consistent and asymptotically normal. In fact, these latter properties hold over a much wider class of distributions of the ε i , for which the estimateθ is termed a (Gaussian) PMLE. Such robustness is also shared by the LM test for H 0 : λ = 0 based on the Gaussian likelihood. However, Gaussian PMLE and LM test are asymptotically inefficient under non-Gaussianity. Given a (non-Gaussian) parametric specification of the distribution of ε 1 , we can construct (non-Gaussian) MLE and LM statistics as follows. Let f (x; ζ 0 ) = R 1+q → R 1 be the probability density function of ε 1 , a given function of all its arguments, with ζ 0 being an unknown q × 1 parameter vector. Set θ 0 = λ 0 , µ 0 , σ 0 , ζ T 0 T , and denote by θ = λ, µ, σ, ζ T T any admissible value of θ 0 . Write the corresponding log likelihood as
where Q T i (λ) denotes the ith row of Q(λ). The MLEθ = λ ,μ,σ,ζ T T of θ 0 maximizes (1.5) over a suitable compact set, and can be expected to be asymptotically efficient. The LM statistic can be constructed from the first and second derivatives of L(θ) with respect to λ evaluated at λ = 0. Unfortunately there are rarely strong prior grounds for specifying f , and misspecification of a nonGaussian probability density f in general leads to inconsistent estimation and tests. † AND PETER M. ROBINSON ‡ In practice, λ 0 is often the main feature of interest, with µ 0 and σ 0 being nuisance parameters (and our results on inference on λ 0 are unaffected if the fact that µ 0 = 0 is known a priori). In this paper we establish an estimateλ of λ 0 that achieves the same asymptotic distribution as the MLEλ, in the presence of only nonparametric assumptions on the distribution of ε 1 . Specifically, the adaptive estimateλ takes a Newton step from the Gaussian PMLEλ, using nonparametric (series) estimation of the score function. In a similar vein, a LM statistic based on the nonparametrically estimated score function is shown to achieve the same efficiency as that based on the (unknown) true score function.
This kind of "adaptive"property was previously established for estimation in a spatial context by Robinson (2010) , for the mixed regressive SAR model of order 1:
(I − λ 0 W ) y = µ 0 + Xβ 0 + σ 0 ε, (1.6) where X is a n × k matrix of observed regressors and β 0 is a vector of unknown parameters. Although it may seem that (1.2) is a special case of (1.6) with β 0 = 0, the asymptotic behaviours of estimates of λ 0 under the two models can differ, even their convergence rates. Consequently, the feasibility and implementation of such adaptive estimation in the pure spatial models, including pure SAR model, need to be established separately.
The method of estimation we employ is very similar to that of Robinson (2010) , but the asymptotic variance matrix of his estimate of (λ 0 , β T
)
T corresponds to that found in the classical adaptive estimation literature, whereas that of ours differs from the classical one. In particular, the efficiency gain of the improved λ over the preliminaryλ can be either less or more (typically less) than in the classical outcome. Somewhat unusually in the spatial econometric literature, we cover several possible functional forms by treating (1.1) with Q(λ) being a parametric function that can take several forms, such as (1.2)-(1.4).
Section 2 presents the information matrix corresponding to the MLE based on (1.5), its form suggesting both potential for adapting to unknown distributional form of ε 1 in the estimation of λ 0 , and the scope for efficiency gains described in the previous paragraph. Sections 3 and 4 describe, respectively, our estimateλ and its asymptotic distribution. The nonparametric estimation of the score function for ε 1 introduced in Section 3 is used in Section 5 to construct an adaptive LM testing procedure for lack of spatial dependence in the model (1.1), and also when (1.1) is used for the unobserved error terms in a linear regression model. Section 6 presents results of a small Monte Carlo study of finite sample performance of our adaptive estimate and LM testing procedure. Both estimation and testing led to substantial efficiency gains compared those based on Gaussian likelihood, while it is notable that LM testing improves significantly in the size performance compared to Wald test statics that accompany substantial undersizing, which was also reported in panel data setting in Robinson and Rossi (2015) . Section 7 contains application of our methods to an economic dataset on crime rates across Italian provinces.
Block-diagonality of the information matrix
The feasibility of adaptive estimation of λ 0 is shown via establishing the blockdiagonality of the information matrix. Denote M (λ) :
Assumption 1. (i) For all sufficiently large n, M = (m ij ) i,j=1,··· ,n is uniformly bounded in both row and column sums, i.e. as n → ∞,
(ii) For a sequence h = h n such that
For all sufficiently large n, Q := Q(λ 0 ) is non-singular and Q −1 is uniformly bounded in both row and column sums.
The sequence h is important in the asymptotic analysis, defining the rate of convergence of estimates of λ 0 . For SAR model, Assumption 1 is typically assumed with M = W and Q = (I − λ 0 W ) (see e.g. Assumptions 2-5 of Lee (2004) , with λ 0 ∈ (−1, 1)). These are in fact sufficient conditions for Assumption 1 to also hold for SMA and MESS models, based on some basic matrix results given in e.g. Lee (2004 Lee ( , p.1918 .
Assumption 2. The limits
exist and are finite, and ω 1 = 0, ω 2 = 0, ω 3 = 0. Similar assumptions on ω 1 and ω 2 are imposed in Kyriacou, Phillips and Rossi (2017, Assumption 5) and Robinson and Rossi (2015, Assumption 5) for SAR model where they are discussed. For SAR model with row-normalized weight matrix i.e. n j=1 w ij ≡ 1 for all i = 1, ..., n, ω 3 = (1 − λ 0 ) 2 and ω 4 = 1 − λ 0 . To show the feasibility of adaptive estimation of λ 0 , we establish block-diagonality of the information matrix between λ 0 and the other parameters. Introduce:
exists and
Noting the zero non-diagonal elements of the first column, the feasibility of adaptive estimation of λ 0 is established. The proof of Proposition 1 is given in the Appendix and the supplementary appendix.
Adaptive Estimation
With f , f respectively denoting the nonparametric density and derivativeof-density of ε 1 , the score function of ε 1 is given by ψ(s) = −f (s)/f (s), when f (s) = 0. The nonparametric estimate of ψ we use in adaptive estimation is a series one, whose advantages over kernel estimation are discussed in Robinson (2010) . To formulate the adaptive estimate, denote first by φ (s), = 1, 2, ... a sequence of smooth functions, to be used in series estimation of ψ(·). For an integer L ≥ 1, where L = L n will be regarded as increasing with n, define the
L is the number of approximating functions that are used in series estimation of ψ(·). Allowing L → ∞ as n → ∞ enables nonparametric estimation of ψ(·). See Robinson (2010) for discussion on the choice of φ and L. We regard ψ(s) as being approximated by Robinson (2010) . Given a vector of observable proxiesε = (ε 1 , ...,ε n )
, a sample analogue constructed as follows. For a generic
where
and
for a given vectorε, will be used to construct the adaptive estimate in (3.5).
The above discussion is based on a given proxyε for ε. The specific one we use is constructed as follows. Define e(λ) = (e 1 (λ), · · · , e n (λ))
T := Q(λ)y. For given λ, sample mean-adjusted residuals are i (λ) := e i (λ) − n −1 n j=1 e j (λ). Using the n × n matrix H := I − n −1 1 n 1 T n , we can write
Given an estimateλ of λ 0 , we estimate σ
We are now ready to define our adaptive estimate of λ 0 , based on a preliminary estimateλ, as follows:
The second term of (3.5) represents a Newton step, based on nonparametric estimate of the score function ψ(·).
Asymptotic Normality and Efficiency
The following assumptions are introduced for our asymptotic theory.
Assumption 3. {ε i } is a sequence of i.i.d. random variables with zero mean, unit variance and twice differentiable probability density function f (·) such that sf (s) → 0 and s 2 f (s) → 0 as |s| → ∞ and
Assumption 4. In (3.1) and (3.2), φ (s) = φ(s) , l = 1, ..., L, where φ(s) is a strictly increasing and thrice differentiable function such that for some κ ≥ 0,
Assumption 4 is the same as in Robinson (2010) , where it is discussed. † AND PETER M. ROBINSON ‡ Define η := 1 + √ 2 and ϕ := (1 + |φ(s 1 )|)/{φ(s 2 ) − φ(s 1 )}, with [s 1 , s 2 ] being an interval on which f (s) is bounded away from zero.
Assumption 5. The sequences h and L of (3.1) satisfy one of the following conditions with κ as in (4.1).
(i) κ = 0, E(ε 4 i ) < ∞, and for some A > η max(ϕ, 1), L ≤ log h/8 log A, n → ∞.
(ii) κ > 0, for some ω > 0 and t > 0, E e t|ε i | ω < ∞, and for some B > 8κ max(1,
(iii) κ > 0, the random variables ε i 's are almost surely bounded, and for some
Assumption 5 is an amended version of Assumption 5 of Robinson (2010) . It captures the trade-offs in the choice of series functions and restrictions imposed on the ε i 's, L and h. If bounded φ is used and Eε 4 i < ∞, then Assumption 5 (i) entails a relatively modest upper bound on the rate of growth of L.
Assumption 6 requires the choice of series functions to provide an approximation error of ψ(·) (c.f. (3.2)) that decreases at a suitably fast rate as n increases, a typical condition imposed in the series estimation literature. Assumption 6 is stronger than Assumption 7 of Robinson (2010) , necessitated by the slower rate of convergence of estimates of λ 0 in pure spatial models.
Assumption 7. As n → ∞,
The Gaussian PMLE satisfies Assumption 7.
The following theorem states asymptotic normality of the adaptive estimateλ of (3.5).
Theorem 1. Let y follow the model (1.1) with λ 0 ∈ (eig(W ) −1 , 1) and Assumptions 1 -7 be satisfied. Then, as n → ∞,
4.1. Efficiency comparison of adaptive estimate and PMLE. In Lee (2004) it was shown that for the pure SAR model
It is of interest to compare the asymptotic variance ofλ, to that ofλ given in Theorem 1 and see how the efficiency improvement attained via adaptive estimation in our spatial setting contrasts to that in other settings. For our SAR model, P = G := W (I − λ 0 W ) −1 , with
For some W , it follows that tr(G 2 ) < 0, ω 2 < 0. However, if all elements of G are non-negative, which is implied if w ij ≥ 0 and λ 0 ≥ 0, or if W is symmetric, then ω 2 > 0. In any case, it is possible to show that tr G(G + G T ) > 0, so since tr(GG T ) ≥ 0 also, we have ω 1 > 0 and ω 1 + ω 2 > 0, implying
This shows thatλ is better thanλ. The relative efficiency ofλ toλ is given by
In the autoregressive time series setting, where W is a lower triangular matrix, ω 2 = 0, and therefore the relative efficiency is 1/J . Thus when ω 2 > 0 in our setting the efficiency improvement achieved by our adaptive estimate is less than in the time series case. For example if W is symmetric, the relative efficiency is 2/(J + 1). On the contrary, ω 2 < 0 yields greater efficiency improvement than under time series setting. For example, for the circulant matrix given below with one negative and one positive element in each row, we have
When the matrix W above is used in MESS model, ω 2 = −0.5, while in SMA model ω 2 is the same as in SAR model as given above.
Testing for lack of spatial dependence
One can construct an "adaptive" LM test statistic based on the series estimation of the score function given in Section 3 in order to test H 0 : λ 0 = 0 against H 1 : λ 0 = 0 in (1.1). The LM test has the advantage of estimating only the restricted model and the statistic is based on the following standardized residuals from the restricted model denotedε Whilst the Gaussian LM test shares the robustness of the Gaussian PMLE, one expects power to improve when using instead a correctly specified error distribution to derive the LM statistic. To build a LM statistic which adapts to an unknown error distribution of nonparametric form, note that under H 0 :
To build a LM statistic, one needs estimates of J and ψ((y i − µ 0 )/σ 0 ). We use the series estimation of score function given in Section 3, with the restricted standardized residualε
iL ) 2 /n. Our adaptive LM statistic is given by
.
For SAR and SMA we have M (0) = W = P (0), while for MESS M (0) = −W = P (0). Hence in SAR (and SMA):
The adaptive LM test statistic specified for the SAR (and SMA) is
SAR is in fact identical to what would have been derived under MESS also. One could extend our LM testing to a linear regression model with spatially dependent errors
with n × 1 vector of dependent variables z, n × k matrix of regressors X = (X 1 , ..., X n ) T , and the error terms y following (1.1). The model (5.4) along with (1.1) is called the Spatial Error model (SEM), see e.g. Anselin (1988) . Under Assumption 1, the dependence in the error terms y is weak and usual estimates of β such as ordinary LSE are √ n-consistent. Denoting such estimatesβ and corresponding fitted residualsỹ := Z − Xβ, we replace y withỹ in getting the proxy to be used in the LM statistic in (5.1):˜ (r) = Hỹ, with H being redundant if X contains an intercept. and Assumptions 1-8 be satisfied. Then, as n → ∞ under H 0 :
Monte Carlo Study of Finite Sample Performance
In this section, we report results from a small Monte Carlo study of the finite sample performance of our adaptive estimate and test. We first study the efficiency improvement achieved by the adaptiveλ relative to the preliminary estimateλ under differing error distributions, sample sizes, and magnitudes of spatial dependence, and then compare size and power performance of our adaptive tests and the existing ones. We use the following block-diagonal weight matrix introduced in Case (1992), where 1 m denotes a m × 1 vector of 1's and I m is the m × m identity matrix:
The sample size is n = mr and we have h = r − 1. We take values of (m, r) as in the Monte Carlo study of Robinson (2010) : (m, r) = (12, 8), (18, 11) and (28, 14) with the corresponding sample sizes n = 96, 198 and 392. To investigate effects of differing strength of spatial dependence, we consider three different values of λ 0 = 0.2, 0.4, 0.8 for SAR and SMA and λ 0 = 1, 2, 3 for MESS. As in the Monte Carlo study of Robinson (2010) , the following four distributions of ε i are used with asymptotic relative efficiency (ARE) (= 2/(J + 1)) ofλ toλ as reported below. The ARE was calculated based on the reported values of 1/J from Robinson (2010) . † AND PETER M. ROBINSON ‡ (a) Unimodal mixture normal, ε i = u/ √ 2.2 where
, where the pdf of ε is
We report results with L = 1, 3, 5 for n = 96, L = 3, 5, 7 for n = 198 and L = 4, 6, 8 for n = 392. It was set that φ (s) = φ (s), = 1, ..., L and two choices of φ(s) were used:
6.1. Efficiency improvement in estimation. Based on 1000 replications, the Monte Carlo variance of the two estimates of λ 0 were computed in each setting, and their ratios are presented in Tables 1-3 for SAR, SMA and MESS, respectively. A ratio less than 1 indicates efficiency improvement. Substantial improvements are reported in the cases (a) and (b) for all three models, as also observed in Robinson (2010) . For error distributions (c) and (d) in SAR and SMA, relative variance is greater than 1 for λ = 0.2 (except for SMA with n = 392), and for λ = 0.4, 0.8 the ratio is less than 1 for some L but not dramatically so. In MESS the ratios are mostly less than 1 for all λ for (c) and (d) but not by much. In most settings, efficiency improvement increases with n, and with the choice (ii) of φ over (i). The best choice of L differs across models, error distributions and φ and λ. Apart from case (a), there is little discernible pattern in the best L apart from that it increases with n in almost all settings. With (a), across all three models, the best L is 5, 7, 7/8 for n = 96, 198, 392, respectively. Table 4 reports the relative MSE to ascertain whether the bias has been adversely affected by the adaptive estimation for the choice (ii) of φ. In fact, the relative MSE often exhibited greater improvement than the relative variance, suggesting bias has been also reduced.
In Tables 1 and 4 , a distinctive contrast to those results obtained in the mixed SAR case of Robinson (2010) is that the efficiency improvement is greater under larger values of λ 0 . For SMA (MESS), the efficiency improvement is greater for λ = 0.4(2) than λ = 0.2(1) but the pattern is less clear between λ = 0.4(2) and λ = 0.8(3).
[ Tables 1-4 about here] 6.2. Test of H 0 : λ 0 = 0. We now compare the finite sample size and power properties of tests of lack of spatial dependence based on 4 different test statistics: the Gaussian LM test LM G SAR of (5.2), the adaptive LM test LM A SAR of (5.3), and Wald tests based on Gaussian PMLEλ and our adaptive estimateλ :
For n = 96, 198, 392 we report results with three choices of L:, L 1 = 1, 3, 4, L 2 = 3, 5, 6 and L 3 = 5, 7, 8. All results are based on 1000 iterations and the data generating process (DGP) stays unchanged from the previous subsection.
In Table 5 , we report Monte Carlo size, for nominal size s = 0.1, 0.05, 0.01. For the Wald statistic W G , undersizing is severe and does not improve with increasing n, frequently getting worse with larger n across all four distributions. This is in line with what Robinson and Rossi (2015) observed in a panel data setting, notably for normal data. Their Table 2 [ Table 5 about here]
In Tables 6 and 7 , we report Monte Carlo power for nominal sizes s = 01, 0.05, 0.01 when there is mild spatial correlation λ 0 = 0.1, 0.2, respectively. In Table 6 , W G has worst power, which improves only slightly with increasing n. Our adaptive estimate improves the power, dramatically in (a) and (b) and mildly in (c) and (d) and in all cases larger L and n improve power further. In Table 7 , † AND PETER M. ROBINSON ‡ naturally the reported Monte Carlo power is greater than in Table 6 . Patterns similar to Table 6 are observed, except that W A often has slightly better power than LM A SAR . It is remarkable that the power improvements from using adaptive statistics LM A SAR and W A are so great that even for modest λ = 0.2, powers are close to 1 in (a) for n = 198, 392.
[ Tables 6-7 about here] Results for the SEM (5.4) are reported in Tables 8-10 , with one dimensional regressor X i generated from uniform distribution on [0, 1] and β = 1. β was estimated by LSE. Table 8 reports Monte Carlo size. For (a) and (c) with n = 198, 392, sizes for all four statistics are better than in the pure case of Table  5 , with the LM statistics in particular having sizes much closer to the nominal ones. In (b) and (d) there is no such clear pattern. Relative performance of the four statistics remain unchanged from Table 5 . In terms of best choices of L, there are changes in that L 1 performs best in (b), n = 198, and in (c) larger L 2 and L 3 now produce better size results than L 1 , and in (d), n = 198, L 3 led to better results than L 1 . In Tables 9 and 10 , powers are reported, the powers of all statistics under (a) being somewhat smaller than under pure SAR, while in other distributions they are similar to Tables 6 and 7. Relative power performance of the four statistics reported from Tables 6-7 continue to hold in the SEM case.
[ Tables 8-10 about here]
Empirical Application
In this section, we apply our adaptive estimation and testing procedure to a cross-sectional data of property crime rates in 103 Italian provinces. The data are from Buonanno, Montolio and Vanin (2009) which studies effects of social capital on crime rates. Their data contains (report-rate-adjusted) crime rates (Y ) for three crimes, robbery, thefts and car thefts, four different measures of social capital (SC), and a set of demographic, socioeconomics and geographical controls (DSG), so that X = (SC, DSG). In order to account for possible spatial spillovers of crime across the provinces, Buonanno et al. (2009) had fitted the mixed regressive SAR model of (1.6) with three different choices of weight matrix W, one based on the inverse of road travel distance between the capital cities in each province, one based on the inverse of Euclidean distance between their geographic coordinates, and one based on simple contiguity among provinces. Buonanno et al. (2009) obtained bootstrapped regionally clustered standard errors for the coefficient estimates and finds ρ to be insignificant in all but one of of 12 regressions (just at the 10 percent level).
In this paper, we focus on the number of blood donations per 100,000 inhabitants (Blood) as the measure of social capital, since it is the least likely to suffer from endogeneity out of the four social capital measures of Buonanno et al. (2009) as pointed out by the authors, other measures being the number of recreational and voluntary associations per 100,000 inhabitants and referenda turnout. As estimates of ρ are insignificant for all three choices of W , we drop the spatial lag and fit the spatial error model below
and test H 0 : λ = 0. Table 11 reports the Gaussian and adaptive LM and Wald test statistics (L=3,4,5) when using the road-traveling distance weight matrix, for which Buonanno et al. reported estimation results in their Tables 3-5 . In adaptive tests, we have used for φ, the choice (ii) given in the previous section.
For the other two choices of weight matrix, the test results are unchanged and not reported here. We reject H 0 : λ = 0 for robbery and car thefts, while for theft, LM statistics fail to reject H 0 and Wald statistics reject at 10% significance level.
[ Table 11 about here] To account for possible spatial correlation in the error term, Buonanno et al. (2009) obtained bootstrapped regionally clustered standard errors for the coefficient estimates in the mixed SAR model. The controls DSG include income (GDP), unemployment rate (Unemployment), education (High School), urbanization rate (Urbanization), share of youth (Youth), length of judicial proceedings (Length), crime-specific clear-up rates (Clear Up), a measure of criminal association (Criminal Networks) and geographic dummies, details of which can be found in the appendix of Buonanno et al. (2009) .
In Table 12 we report estimation results for the coefficients and standard errors based on (7.1) with the road-traveling distance weight matrix, and corresponding estimates and standard errors reported in Tables 3-5 of Buonanno et al. (2009) for mixed regressive SAR when using the same weight matrix. Standard errors that are obtained for (7.1) with the other two weight matrices are very similar to the ones obtained with the road-traveling distance weight matrix and do not affect significance of any coefficient estimates. For Theft, we have also tried working out the standard errors under H 0 : λ = 0, and again the standard error remain much the same.
[ Table 12 about here] Across the two models, the signs of coefficients which are significant are the same, although magnitude or significance vary somewhat for Length, Urbanization and Clear Up. For the coefficient of the social capital measure, Blood, which was the main interest of Buonanno et al. (2009) , the estimates and significance are remarkably stable across the two models. Urbanization and Clear Up are the two variables that are most significant controls across all three crime types. The SEM (7.1) tends to find more controls significant. For Theft, Youth and High School are additionally identified as significant, while for Robbery, Unemployment is the additionally significant control. This is natural as the presence the spatial lag term W Y in the mixed SAR model would have taken on some explanatory power of these controls. † AND PETER M. ROBINSON ‡ .829*** 3.859*** 3.965*** 3.967*** Robbery 3.917** 4.217** 4.346** 3.078* 3.197*** 3.158*** 3.27*** 3.54*** *Significant at 10%, **Significant at 5%, ***Significant at 1%. Y is logarithm crime rates per 1,000 inhabitants. Results for mixed SAR model are taken from Tables 3-5 of Buonanno et al. (2009) . Standard errors in parenthesis. *Significant at 10%, **Significant at 5%, ***Significant at 1%. † AND PETER M. ROBINSON ‡
Appendix: Proofs
The sequence h introduced in Assumption 1 plays important role in asymptotic analysis. Combining (ii) and (iii) of Assumption 1 leads to (cf. Lee (2004 Lee ( , p. 1918 ):
Assumption 1 also implies that for all sufficiently large n, P is uniformly bounded in both row and column sums:
Proof of Proposition 1.
We derive the elements of the first row of Ξ which suffices for block-diagonality. Other terms' derivations can be found in the supplementary appendix. For brevity, we will denote
where Q T i (λ) denotes the i-th row of Q(λ). Firstly, notice from (1.1),
The following facts are used below:
, where P T i denotes the ith row of P . Next, we derive the elements in the first row of Ξ. For brevity, we denote ψ i = ψ(ε i ). Introduce notations N (λ) := dM (λ)/dλ and R(λ) := N (λ)Q −1 (λ) with N = N (λ 0 ) and R = R(λ 0 ). (1, 1) th element of Ξ. We observe first that
Then, in the last line of (8.4), the expectation of the first term is
) uniformly in i, see (8.1). Next, taking the expectation of the second product of (8.4) and noting E f (ε i )/f (ε i ) = 0,
since under Assumption 3, E(ε 2 1 f (ε 1 )/f (ε 1 )) = 2. Now, noting that E(ε i ψ i ) = 1, the expectation of the third term of (8.4) is n i=1 R ii E(ε i ψ i ) = tr(R), which cancels out the same term in (8.3) .
Therefore, the (1, 1) th element of Ξ is given by
Taking expectations, and noting (8.1),
Therefore, the (1, 2) th element of Ξ is of order
Taking expectations yields
(1, 4) th element. In deriving the (1, 4) th element of Ξ, the following result is used repeatedly.
The second order cross derivative of L(θ 0 ) with respect to λ and ζ is
Taking expectations yields
Therefore, the (1,4)th element of Ξ is of order
Proof of Theorem 1. Define˜ := −M (λ)Hy. The estimateλ can be written alternatively as follows. Denote
Then,λ of (3.5) can be written aŝ
By the mean value theorem applied to r L (λ,σ) in (8.5),
Let N = λ, σ : |λ − λ 0 | ≤ h/n, |σ − σ 0 | ≤ 1/n be a neighborhood of (λ 0 , σ 0 ), which takes into account the different rates of convergence for the two parameters λ and σ. As in Robinson (2010) , the proof of consistency and asymptotic normality of the adaptive estimates (λ,σ) consist of showing
Proof of (8.8). We verify (8.8), by establishing
To prove (8.13), write
as the sum of martingale differences
. Therefore, we establish (8.13) by verifying the following sufficient conditions of central limit theorem for martingale differences, see Hall and Heyde (1980) :
Proof of (8.16). Firstly, noting E(ε i ψ i ) = 1, E(ε 2 i ) = 1 and E(ψ 2 i ) = J and using i.i.d. property of {ε i }, it follows that
Therefore, by Assumption 2,
In view of (8.17), to prove (8.16), it suffices to show that
which is verified once we establish
We first verify (8.18) for d=1.
Thus from (8.2),
Verification of (8.18) for d = 3, 6 follows similar steps as in the proof for d = 1. To establish (8.18) for d = 2, recall that ψ
Verifications of (8.18) for d = 4, 5, 7 follows similar steps. Proof of (8.16).
To prove (8.16), we need to verify that c dn = o (n/h) 2+δ for d = 1, 2, 3. Firstly,
where for any i = 1, · · · , n, by Assumption 3, (8.1) and (8.2)
Proof of (8.14). Let, for the brevity, r L andψ iL0 denote quantities evaluated at the true parameter values θ 0 . Noting M Hy = M H(Q −1 σ 0 ε+µ 0 1 n ) = σ 0 M HQ −1 ε since H1 n = 0, we can write
It remains to show q n,i = o p ( n/h), i = 1, 2, 3, 4. First consider i = 2. Denote P = (p ij ). Then,
In the following quantities introduced below, the triangular array structure is present but the n-subscript is suppressed. Let
where i stands for the i th column of I and the equality n i=1 χ i = 0 holds, arising from n i=1 t ij = 0 for j = 1, ..., n. As pointed out in Robinson (2010, p. 18) , Assumption 1 implies |t ij | = O(1/h) uniformly over i and j, following from max 1≤i,j≤n
We can rewrite (8.20) To prove q n,1 = o p ( n/h), we show that
Proof of (8.21) for i = 2. It requires the projection error, arising from projecting the score function onto the space spanned by the functionals of our series estimation, to be of small enough order, as required in Assumption 6. Write down a 2 as in (A.27) of Robinson (2010):
by Assumptions 1 and 6. The second term of (8.22) has zero mean and
The first expectation can be bounded by
using independence of ε j 's, the bound Ec 2 i2 = o p (h/n) from Assumption 6 and
The same bound holds for the second term in (8.23) which yields a 2 = o p ( n/h).
To prove (8.21) for i = 3, 4, we shall use the following notation. Let 
To prove (8.21) for i = 3, it remains to show
Notice that for any p > 0 and ε > 0,
Combining (8.27) and (8.28), we obtain
which is valid for small ε ≥ 0 by Assumption 5 (i). Case 2. Let Assumption 5 (ii) hold. Then, ρ aL = (CL) aL ω and
Hence by (8.24),
which is valid for small ε > 0 by Assumption 5 (ii).
which is valid for sufficiently small ε > 0 by Assumption 5 (ii). Now, we prove (8.21) for i = 4. Following (A.45)-(A.56) of Robinson (2010), we obtain the following upper bound
It remains to show that
Case 1. Under Assumption 5 (i), ρ 2κL = CL, and By (8.27 ) and (8.28), 
By (8.30) and (8.31),
Hence by the same arguments as in proving (8.29), we obtain that 
By (8.30) and (8.31
where the first inequality holds because h ≤ n. For that we shall verify that for
which follows from Assumption 5 (iii) when δ and ε are small enough. Now we show q n,3 = o p ( n/h). Note
and we will verify
from Lemma 9 and 10 of Robinson (2005) . Similarly, Lemma 10 and 19 of Robinson (2005) together with
where = HQy. To see (8.37), note that using mean value theorem with * i denoting some point that lies between i /σ 0 and ε i and recalling i /σ 0 = ε i −ε, we have that for each
Hence due to Lemma 9 of Robinson (2005) ,
Finally, we verify
First, we have
, and V ar 1
and we have from above 1
. Therefore, we need to establish
which follows from (8.36) shown above.
This completes the proof of (8.8), which is by far the most difficult and distinctive part of the Theorem's proof. We omit the proofs of (8.9)-(8.12), which follow standard arguments.
Proof of Theorem 2. Theorem 2 (i) follows rather straightforwardly from the Proof of Theorem 1, applying (8.8)-(8.12) to the case λ = 0. Here we prove Theorem 2 (ii), focusing on additional considerations arising from the use of fitted residualsỹ in place of y.
In the Spatial Error model considered in Theorem 2 (ii), denote˜ (r) = −M (0)Hỹ andψ = q n,1 − q n,2 − q n,3 + q n,4 + q n,5 + q n,6 .
We need to show q n,i = o p ( n/h), i = 1, ..., 6. We closely follow the proof of (8.14) given in the proof of Theorem 1. For i = 2, the proof given in that of (8.14) applies without any change. For i = 1, the term c 4i in (8.19) is affected by the presence of HX(β −β) in the argument ofψ (r) iL0 , which is in the term a 4 of (8.20). a 4 can be decomposed as
(8.40) Analysing the first term is unaffected and follows the same steps as in the proof of Theorem 1 since Lemma 19 of Robinson (2005) continues to apply. For the second term in (8.40), we need to show that For d = 1, ..., k:
noting E((X 1d −X d )(X 2d −X d )) = −V ar(X 1d )/n. By Assumption 8,
t ij t i j + E 2 (ε 1 φ (ε 1 )) n i,i =1 (t ii t i i + t ii t i i ) + E(ε (8.44) In the second term of (8.42), the dominant term is given by
using Cauchy-Schwarz inequality. From Assumption 8
and steps similar to (A.48) of Robinson (2010) Applying Lemma 9 of Robinson (2005) , we get
To verify (8.41), it remains to show Compared to the proof of (8.36) given earlier, the only term that is different here is c 4i of (8.19) while Lemma 10, 19 of Robinson (2005) continue to hold.
Noting |σ 0ε +(X i −X) T (β −β)| = O p (n −1/2 ) from Assumption 8, and following same steps as in the proof of (8.37), we can show |m ij m ij | = O(n) = o(n 2 /h).
