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るようになった [1], [2]．例えば，産業の分野では，エレクトロニクス製品や自動車などの 3 次
元情報による製品検査に，医療の分野では，外科や歯科における人体の形状の解析・診断に，
芸術・考古学の分野では，文化遺産の保護を目的とした美術品や遺跡といった文化財のデジタ




3 次元復元は，物体の 3 次元形状や構造を計算機上で復元する技術である．一般に，3 次元
復元は，能動型と受動型の 2 つに分類することができる [1], [3], [4]．能動型の 3 次元復元は，
対象物体にレーザやパターン光を投影し，その挙動をカメラにより観察することで物体の 3 次
元形状を取得する [1], [3]．能動型の 3 次元復元の代表的なものとして，プロジェクタ・カメラ
によりステレオ計測を行う能動型ステレオや，光の発信から受信までの時間から距離計測を行
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数枚の画像を撮影し，撮影されたカメラ画像の違いから物体の 3 次元形状を計算する [3], [4]．
受動型の 3 次元復元の代表的なものとして，カメラの位置を変えながら画像を撮影する多視点
3 次元復元と，カメラの焦点距離を変えながら画像を撮影する Shape from Focus（もしくは，
Shape from Defocus）が挙げられる [3]–[9]．中でも，多視点 3 次元復元は，撮影の自由度，







実用化に対する課題は多い．もし，多視点 3 次元復元の精度・ロバスト性が向上すれば，3 次
元復元技術のより広範囲な実用化が期待できる．そこで，本論文では，多視点 3 次元復元の精
度・ロバスト性を向上させ，より広範囲の用途に利用可能な 3 次元復元の実現を目標とする．





がある．多視点 3 次元復元におけるカメラパラメータ推定は，原理的に能動型 3 次元復元の
校正手法と同様であり，十分な精度でカメラパラメータ推定が行える手法が確立されている．
そのため，多視点 3 次元復元の精度・ロバスト性の向上には，3 次元復元のステップを改善す
る必要がある．多視点 3 次元復元における 3 次元復元のステップは，多視点画像とカメラパ
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ラメータから物体の 3 次元形状を復元するステップであり，Structure from Motion (SfM)，
視体積交差法（もしくは，Visual-hull，Shape from Silhouette と呼ばれる），多視点ステレオ












選択，3 次元点群生成，誤対応点除去，3 次元メッシュ生成，3 次元メッシュの最適化などで
ある．Seitz らは，多視点ステレオアルゴリズムを，(i) 3 次元ボリュームの最適化に基づくア
ルゴリズム [10]–[12]，(ii) 3 次元メッシュの最適化に基づくアルゴリズム [13]–[16]，(iii) 特徴
領域拡張に基づくアルゴリズム [17]–[19]，(iv) デプスマップ統合に基づくアルゴリズム [20]–
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て，Sum of Absolute Differences (SAD)，Sum of Squared Differences (SSD)，正規化相互
相関 (Normalized Cross-Correlation: NCC) [28]，DAISY に基づくマッチング [29]などが
用いられている．多視点ステレオアルゴリズムにおいて，これらのマッチング手法は，3 次元
形状のパラメータ（例えば，3 次元座標や法線ベクトルなど）の尤度を算出するために利用さ





















tion: POC) に基づくウィンドウマッチングを提案する [31]–[33]．位相限定相関法は，画像の
位相成分のみに着目した画像マッチング手法である [34]–[37]．この位相限定相関法では，理想



































第 2 章では，本研究の中心である多視点 3 次元復元について概説する．はじめに，多視点
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する．そして，公開データセットを用いた実験により，従来の多視点ステレオアルゴリズムと
比較し，提案手法を用いて高精度な 3 次元復元が行えることを示す．また，提案手法の応用と



















本章では，多視点 3 次元復元に関する基礎的考察を行う．まず，多視点 3 次元復元の全体
の処理について，(i) 多視点画像の取得，(ii) カメラパラメータ推定，(iii) 3 次元復元のそれぞ
れの観点から説明する．次に，本論文で着目する多視点ステレオ (Multi-View Stereo: MVS)
について，多視点ステレオの分類とそれぞれの特徴，および，従来の多視点ステレオにおける
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ウィンドウマッチングについて述べる．
2.2 多視点 3 次元復元
多視点 3 次元復元の流れは，(i) 多視点画像の取得，(ii) カメラパラメータ推定，(iii) 3 次元
復元の 3 つのステップに分けられる [9]．多視点画像の取得は，多眼カメラによる撮影と，単
眼カメラによる撮影がある．カメラパラメータの推定は，既知パターンによる事前校正と，撮
影された多視点画像から直接推定する手法がある．3 次元復元は，カメラパラメータ推定と同








































なデータセットであるMiddlebury のデータセット [5], [42]，および，Jensen らのデータセッ
ト [41], [43] は，この手法により撮影されたものである．















評価用の代表的なデータセットである Strecha らのデータセット [6], [49] はこの手法により撮
影されたものである．
現在，多視点 3 次元復元において，その撮影の自由度から，単眼カメラによる自由な移動撮
影が特に注目されている．この背景として，Scale-Invariant Feature Transform (SIFT) [50]
や Speeded-Up Robust Features (SURF) [51] などの特徴ベースの対応付け手法により安定
して多視点画像間の対応付けが可能になったこと，および，バンドル調整 [3], [52]–[55] により
多視点画像間の対応付け結果のみから高精度なカメラパラメータ推定が可能になったことが挙
げられる．
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(I) 既知パターンによる事前校正
既知パターンによる事前校正では，3次元形状が既知の物体を複数回撮影し，既知パターンの
3 次元座標と画像上の 2 次元座標との対応関係からカメラパラメータを推定する（図 2.2(a)）
[3], [4], [55], [64]．このとき，既知パターンとして平板や直方体を用い，表面のテクスチャとし
て格子パターンやチェッカーパターン，整列された円などを用いることで，コーナー検出や円
検出などにより平板や直方体上の 3 次元座標と画像上の 2 次元座標の対応関係を得ることが
できる．中でも，図 2.2(b) に示されるような，チェッカーパターンの印刷された平板を用い
る Zhang らの手法が広く利用されている [64], [65]．このように得られた 3 次元座標と 2 次
元座標の関係から，想定するカメラモデルにおいて最も整合するパラメータを推定する．つま
り，カメラパラメータが正確であれば，すべての特徴点について，既知の 3 次元座標を画像上
に投影した点と，対応する 2 次元座標との誤差が小さくなるはずである（図 2.2(a)）．平板の









く，作成が困難である．例えば，5, 000× 4, 000 ピクセルのカメラで 100 mm 四方の既知パ
ターンを視角 45 度で撮影する場合，1 ピクセル以下の精度でカメラパラメータを推定するた
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(a) (b)








メラパラメータを推定する [3], [7], [9], [55], [56], [58]．この処理は，後述する Structure from
Motion (SfM) と同一の処理として扱われる場合もあるが，本論文では，SfM におけるカメラ
パラメータ推定と 3 次元復元の処理を分けて説明する．多視点画像からのカメラパラメータ
推定では，まず，多視点画像間の対応関係を得る．多視点画像間の対応付けには，ステレオ画
像間の画像変形にロバストな対応付け手法が必要なため，SIFT や SURF などの特徴ベース
の対応付け手法 [50], [51] が用いられる．このように得られた多視点画像間の対応関係から，
第 2 章 多視点 3 次元復元に関する基礎的考察 15
(a) (b)
図 2.3 多視点画像からのカメラパラメータ推定: (a) カメラパラメータが正確であ
れば，すべての対応点ペアの視線が 1 点で交わる，(b) 不正確なカメラパラ
メータでは，対応点ペアの視線が 1 点で交わらない
想定するカメラモデルにおいて最も整合するカメラパラメータを推定する．つまり，カメラパ
ラメータが正確であれば，すべての対応点ペアについて，その視線が 3 次元座標上の 1 点で
交わるはずである（図 2.3）．この問題の代表的な解法として，8 点アルゴリズム [55]，5 点ア
ルゴリズム [66]，P3P 問題の解法 [67]，バンドル調整 [52]–[54] などが挙げられる．2 視点の
対応関係からエピポーラ方程式の F 行列を求める場合，8 点アルゴリズムが用いられる．内
部パラメータが既知の 2 視点の対応関係から E 行列を求める場合，5 点アルゴリズムが用い





















3 次元復元のステップでは，前述の 2 つのステップで取得した多視点画像とカメラパラメー
タを入力として，対象物体の 3 次元形状（3 次元点群，3 次元メッシュモデル，3 次元ボリュー
ムなど）を復元する．3 次元復元には，SfM，視体積交差法，MVS の 3 つのアルゴリズムが
ある [3]．以下では，それぞれの 3 次元復元アルゴリズムについて概説する．
(I) Structure from Motion (SfM)
SfM は，2.2.2 節で述べた多視点画像からのカメラパラメータ推定の際に利用した特徴点の
みを 3 次元復元する [7], [9]．通常，多視点画像からのカメラパラメータ推定では，カメラパ
ラメータと同時に特徴点の 3 次元座標を推定するため，カメラパラメータ推定の処理と 3 次
元復元の処理を分けることはできない．SfM を 3 次元復元の処理に含めるかどうかは文献に
より異なる．また，特徴ベースの対応付け手法が画像上の局所的なテクスチャに基づくことか
ら，広義では，SfM は MVS の一種であるといえる．SfM は，カメラパラメータ推定に利用
した特徴点のみを復元するため，対象物体のおおまかな形状しか復元できない．また，復元し
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た特徴点をもとに，3 次元メッシュモデルを生成する場合についても， MVS と比べて粗い 3






















MVS は，多視点画像間の物体表面テクスチャに基づく手法である [3], [8], [9]．詳しい原理
については後述し，本節ではその特性について記述する．多視点画像において，対象の物体表
面テクスチャは，物体の 3 次元形状と各視点のカメラパラメータによって，画像上の写り方が


















MVS は，多視点画像間のテクスチャに基づく 3 次元復元であり，多視点 3 次元復元に用い
られる 3 次元復元アルゴリズムの中でも，精度・ロバスト性が高く，多くの物体に適用可能で
ある．現在までに，数多くの MVS アルゴリズムが提案されているが [3], [5], [9]，いずれのア
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2.3.1 多視点ステレオアルゴリズムの分類
Seitz らは，MVS アルゴリズムを，(i) 3 次元ボリュームの最適化に基づくアルゴリズム，
(ii) 3 次元メッシュの最適化に基づくアルゴリズム，(iii) 特徴領域拡張に基づくアルゴリズム，
(iv) デプスマップ統合に基づくアルゴリズムの 4 つに分類した [5]．本小節では，それぞれの
アルゴリズムについてまとめる．
(I) 3 次元ボリュームの最適化に基づくアルゴリズム
3 次元ボリュームの最適化に基づくアルゴリズムは，多視点画像と 3 次元ボリュームからエ
ネルギー関数を定義し，そのエネルギー関数が最小になるような 3 次元ボリュームを推定する
ことで，3 次元復元を行う [10]–[12]．一般に，自由な 3 次元ボリュームの表現を定義するこ
とは難しく，また，複雑な 3 次元ボリュームの表現はエネルギー関数を複雑にする．そこで，














3 次元メッシュの最適化に基づくアルゴリズムは，多視点画像と 3 次元メッシュモデルから
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エネルギー関数を定義し，そのエネルギー関数が最小になるような 3 次元メッシュモデルを推













や，他の MVS アルゴリズムにより得られた 3 次元復元結果を初期値として用いることが多
く，3 次元復元結果の高精度化に適している．
(III) 特徴領域拡張に基づくアルゴリズム
特徴領域拡張に基づくアルゴリズムは，(i) コーナー点などの特徴点について 3 次元復元を
行い，(ii) 復元結果を周囲の点に繰り返し伝搬することで，物体全体の 3 次元復元を行う [17]–
[19]．特徴点の 3 次元復元には，SIFT または SURF のような特徴ベースの対応付け手法や，
正規化相互相関 (Normalized Cross-Correlation: NCC) などの領域ベースのウィンドウマッ
チングを用いたパッチベースの対応付け手法が用いられる．中でも，Furukawa らの MVS ア
ルゴリズム [19]は，さまざまな環境下で適用でき，現在，最も広く利用されるMVS アルゴ
リズムのひとつである．Furukawa らのアルゴリズムでは，Difference-of-Gaussian (DoG) と
Harris のコーナー検出により特徴点を検出し，特徴点の 3 次元復元を行う．その後，誤対応
点除去と 3 次元復元結果の伝搬を繰り返し行うことで，物体全体の 3 次元メッシュモデルを
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多くなっても，1 つの参照視点ごとの計算コストは変化しない．そのため，大規模な 3 次元復
元にも適用しやすい．さらに，特徴領域拡張に基づくアルゴリズムと比べて，対象物体のテク
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スチャによって 3 次元復元結果が特徴点周辺に限定されるといった問題もない．このように，
デプスマップ統合に基づくアルゴリズムは，復元対象が限定されにくく，さまざまな環境下で








視点画像間のウィンドウマッチング手法として，Sum of Absolute Differences (SAD)，Sum
of Squared Differences (SSD)，NCC [3], [28]，DAISY に基づくマッチング [29] が用いら
れる．これらのウィンドウマッチング手法により算出されたマッチングスコア（MVS では
photo-consistency とも呼ばれる）は，3 次元点や 3 次元メッシュモデルのパラメータ（3 次
元座標や法線方向）の尤度として利用される．例えば，特徴領域拡張やデプスマップ統合に基
づく手法でよく用いられる 3 次元点の奥行き推定の様子を図 2.4 に示す．図 2.4 では，参照
視点 VR 上のディジタル画像座標 m について，その視線上の 3 次元点 M の奥行き Z を変
化させながら，参照視点 VR と近傍視点 C0, C1, C2 間でマッチングスコアを算出する．この
とき，正しい奥行きが仮定されると，その投影点周辺の画像上のテクスチャが等しくなるた
め，マッチングスコアが高くなる．そのため，3 次元点M の奥行き Z を推定する問題は，最
もマッチングスコアが高くなる Z を探索する問題となる．このマッチングスコアが最高にな
る奥行きを探索する問題について，もっとも単純な解法として，総当たりによる探索が挙げら
れ，プレーンスイーピングと呼ばれる [3], [5], [20]．プレーンスイーピングでは，奥行き Z を
刻み幅 ΔZ で変化させながらウィンドウマッチングを繰り返し，最もマッチングスコアが高
くなる Z を真の奥行きとして選択する．このとき，高精度な 3 次元復元を行うためには，3
次元点の奥行き変化が，ステレオ画像上でサブピクセル（1 ピクセル以下）の変動になるため，











Depth with the highest score










点の発生を抑制した [24]．また，Zabulis ら，Bradley ら，Furukawa らは，3 次元点の奥行
きだけでなく，3 次元点の法線ベクトルも考慮することで，カメラに正対した平面以外にも対
処し，精度・ロバスト性を向上させている [19], [23], [72]．
一方，SAD, SSD に基づくウィンドウマッチングは，精度よりも処理時間に重点を置いた
アルゴリズムで利用されている [22], [73], [74]．Cornells らは，マッチングスコアに SSD を
用い，アルゴリズムを GPU に実装することでリアルタイムの多視点 3 次元復元を実現した





















一方，Li ら，および，Tola らは，DAISY に基づくマッチングを用いた MVS アルゴリズ





先することで，3 次元復元精度を向上させている [26]．ただし，SAD，SSD，NCC に基づく







本章では，多視点 3 次元復元に関する基礎的考察を行った．まず，多視点 3 次元復元の全
体の処理について，(i) 多視点画像の取得，(ii) カメラパラメータ推定，(iii) 3 次元復元のそれ
ぞれの観点から説明した．次に，本論文で着目する MVS について，MVS アルゴリズムの分
類とそれぞれの特徴，および，従来の MVS におけるウィンドウマッチングについて述べた．
MVS におけるウィンドウマッチングは，主に，3 次元形状を計算する処理に適用され，MVS








多視点ステレオ (Multi-View Stereo: MVS) におけるウィンドウマッチングは，アルゴリ
ズム全体の精度・ロバスト性を決定する重要な構成要素である．ウィンドウマッチングを精度




位相限定相関法 (Phase-Only Correlation: POC) に基づくウィンドウマッチングを提案する
[31]–[33]．POC は，画像の位相情報のみに着目した画像マッチング手法である [34]–[37]．こ
の POC では，理想的な平行移動モデルを仮定した際に，入力画像に依存しないピークモデル
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以下では，MVS のための POC に基づくウィンドウマッチングについて述べる．まず，提
案手法で重要となる基礎技術である POC について述べる．次に，MVS のための POC に基





本節では，提案手法で重要となる基礎技術である POC について述べる．POC は，画像の位
相情報のみに着目した画像マッチング手法である [34], [77]–[80]．2 つの画像信号から 1 つの
相関値，もしくは，相違度を算出する Sum of Absolute Differences (SAD)，Sum of Squared
Differences (SSD)，正規化相互相関 (Normalized Cross-Correlation: NCC) のような画像






できる [79], [80]．提案手法では，ステレオ画像間の局所的な平行移動量推定に POC を利用す
る．ステレオ画像では，ある点の奥行き変化に対するステレオ画像上の平行移動がエピポーラ
線上の 1 次元の移動に限定されるため [3], [4]，本論文では 1 次元 POC を用いる．以下では，

































図 3.1 1次元位相限定相関法 (1 次元 POC)
2 つの 1 次元画像信号間の平行移動量を 1 次元 POC を用いて推定する手法について述べる．
はじめに，2 つの 1 次元画像信号を f(n) および g(n) とする．ここで，定式化の便宜上，1
次元画像信号の離散空間インデックスを n = −M, · · · ,M とする．ここで，M は正の整数で
あり，1 次元画像信号の長さ N は N = 2M + 1 で与えられる．なお，本節では，離散空間
インデックスを正負対称にとり，1 次元画像信号の長さを奇数にしているが，これは POC に
おいて必須ではない．すなわち，通常よく用いられるように非負の離散空間インデックスを用
い，1 次元画像信号の長さを任意の正の整数になるように一般化することができる．
1 次元画像信号 f(n) および g(n) から，1 次元 POC 関数 r(n) を計算する際の処理の流
れを図 3.1 に示す．1 次元画像信号 f(n) および g(n) の 1 次元離散フーリエ変換 (Discrete
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N は回転因子を，AF (k) および AG(k) はそれぞれ 1 次元画像信号 f(n)
および g(n) の振幅成分を，θF (k) および θG(k) はそれぞれ f(n) および g(n) の位相成分を
表す．また，離散空間インデックスと同様に，離散周波数インデックスを k = −M, · · · ,M
とする．このとき，f(n) と g(n) の正規化相互パワースペクトル R(k) を次式で与える．
R(k) =
F (k)G(k)∣∣∣F (k)G(k)∣∣∣ = ej(θF (k)−θG(k)) = ejθ(k) (3.3)
ここで，G(k) は G(k) の複素共役を表す．また，位相差スペクトル θ(k) は，f(n) の位相成
分と g(n) の位相成分の差であり，θ(k) = θF (k)− θG(k) である．1 次元 POC 関数 r(n) は，
正規化相互パワースペクトル R(k) の 1 次元逆離散フーリエ変換 (Inverse Discrete Fourier







以下では，1 次元画像信号 f(n) と，f(n) が微小量 δ だけ平行移動した信号 g(n) における
POC について考える．まず，f(n) を，連続空間で定義された 1 次元信号 fc(x) を標本化間
隔 T で標本化した信号として，次式で定義する．
f(n) = fc(x)|x=nT (3.5)
ここで，x は実数である．また，f(n) を微小量 δ だけ平行移動した信号 g(n) を，fc(x) を δ
だけ平行移動した信号 fc(x− δ) を標本化間隔 T で標本化した信号として，次式で定義する．
g(n) = fc(x− δ)|x=nT (3.6)
ここで，δ は信号長 N と比べ十分に小さい (δ << N) 実数であり，ディジタル画像座標にお
けるサブピクセルレベルの平行移動量に相当するものと考える．このとき，f(n) および g(n)
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の 1 次元 DFT F (k) と G(k) の間には，次式の近似が成り立つ*1．





j(θF (k)− 2πN kδ) (3.7)
ここで，上式を本論文における理想的な平行移動モデルとする．式 (3.7) の近似を考慮する
と，f(n) と g(n) の正規化相互パワースペクトル R(k) は，
R(k) = ej(θF (k)−θG(k))












































上式は，1 次元画像信号 f(n) と g(n) が理想的に微小量 δ だけ平行移動した場合における 1
次元 POC 関数の一般形である．式 (3.9) における −δ は，POC 関数のピーク座標に相当す
る．そのため，POC を用いた平行移動量推定では，1 次元画像信号 f(n) と g(n) から計算さ
れた POC 関数 r(n) のピーク座標 −δ を求めることで，f(n) と g(n) の間の平行移動量を推
定することができる．平行移動量 δ が整数の場合，POC 関数 r(n) は Kronecker のデルタ関
*1 式 (3.7) が近似であることは，連続空間信号と離散空間信号に対するフーリエ変換の性質の違いに起因する．
連続空間のフーリエ変換では，式 (3.7)が等式として成立する．
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数になり，POC 関数 r(n) が最大となる離散空間インデックス n から平行移動量 δ が計算で
きる．
δ = − argmax
n
r(n) (3.10)
一方，平行移動量 δ が非整数の場合，POC 関数 r(n) のピーク座標は標本化間隔の間に存在
するため，平行移動量 δ を式 (3.10)で推定できない．そこで，計算された POC 関数の離散
値に対し，ピーク座標 −δ をパラメータとして式 (3.9)をフィッティングすることで，平行移
動量 δ を推定する．図 3.2 は，POC を用いた平行移動量推定の例として，理想的に δ = 2.2
だけ平行移動した 1 次元信号 f(n) および g(n) による計算結果である．図 3.2(d) に示すよ
うに，フィッティングされた式 (3.9)のピークモデルでは，標本化間隔の間にあるピーク座標
が計算された r(n) の離散値から推定されている．
式 (3.9) は，1 次元画像信号 g(n) が 1 次元画像信号 f(n) に対して理想的に δ だけ平行移
動した場合の POC 関数である．しかしながら，実用上 f(n) と g(n) 間の変形が理想的な平
行移動のみであることは少なく，f(n) と g(n) の間にはさまざまな画像変形やノイズが加わ
る．g(n) にノイズを加えた場合のシミュレーション結果を図 3.3 に示す．図 3.3 に示す通り，
1 次元画像信号 f(n) と g(n) の間の画像変形が平行移動のみの場合，その位相差スペクトル
θ(k) は線形の関数で表される*2．一方で，g(n) にノイズが加わると，位相差スペクトル θ(k)
にもノイズが加わり，POC 関数 r(n) のピーク値（ピークの高さ）が低くなる．このように，
POC 関数のピーク値は，1 次元画像信号 f(n) と g(n) 間の変形が理想的な平行移動のみに近
似できるかの指標として利用できる．f(n) と g(n) 間の変形が平行移動により近似できる場
合，つまり，f(n) と g(n) の位相差スペクトル θ(k) の線形関数との誤差が小さいほど，POC
関数 r(n) のピーク値は高くなる．そこで，実際のカメラ画像に適用する場合を考慮し，1 次
元画像信号 f(n) と g(n) 間の変形が理想的な平行移動でない場合にも対処するため，式 (3.9)
*2 図 3.3において，線形関数である θ(k) が，θ(k) = −π および θ(k) = π となるインデックスで 2π だけ折り
返しているのは，位相差スペクトル θ(k) が [−π,π] の区間で循環しているためである．つまり，位相差スペ
クトルでは，π と −π の区別がないことに注意されたい．
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図 3.2 1 次元 POC を用いた平行移動量推定: (a) 1 次元信号 f(n), (b) f(n) に対
して微小量 δ だけ平行移動した 1 次元信号 g(n), (c) f(n) と g(n) の 1 次
元 POC 関数 r(n), (d) r(n) の最大値付近での関数フィッティング結果











この式 (3.11) を 1 次元 POC 関数のピークモデルとする [34], [36]．また，サブピクセルの
（非整数の）平行移動量を推定する際の関数フィッティングにおけるパラメータはピーク値 α
とピーク座標 −δ とする．本論文では，関数フィッティング手法として，非線形最小 2 乗法
の 1 つである Levenberg-Marquardt 法（LM法）[71] を用いる．LM 法により，計算された
POC 関数の離散値 r(n) と POC 関数のピークモデルとの誤差が最小になるように α と δ を
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から 7 点のみを利用する．図 3.3 における POC 関数 r(n) のグラフ上に描画した赤の実線
は，式 (3.11) のフィッティング結果の一例である．
3.2.2 位相限定相関法の高精度化
以下では，実際のカメラ画像に適用する際に重要となる，1 次元 POC を用いた平行移動量
推定の高精度化手法 [34]–[37] について述べる．
(I) 窓関数の適用
POC 関数を計算する際に利用する DFT では，取り扱う画像信号が周期的に循環すること
を仮定している．一方，実際にカメラ画像の平行移動量推定では，画像端で信号が循環してい
ないため，マッチングを行う 1 次元画像信号 f(n) と g(n) 間に平行移動が存在すると，f(n)
と g(n) で画像端の不連続な信号の現れ方が異なるという問題がある．この不連続性の影響を
低減するために，マッチングを行う 1 次元画像信号 f(n) および g(n) に対して窓関数 w(n)
を適用する．本論文では，次式で定義される 1 次元ハニング窓を乗じる．
w(n) =
1 + cos(πnM )
2
(3.12)
このとき，ハニング窓を乗じる前に，1 次元画像信号 f(n) および g(n) からそれぞれの平均値






N に対して，原理的に ±N/2 の範囲の平行移動量しか推定できない．ハニング窓を適用する
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図 3.3 ノイズに対する POC 関数のふるまい（1 段目: 1 次元信号 f(n), 2 段目:
f(n)を理想的に平行移動した 1次元信号 g(n)とその位相差スペクトル θ(k)
および POC 関数 r(n), 3 段目: g(n) に微小な乱数を加えた場合の POC 関
数 r(n), 4 段目: g(n) により大きな乱数を加えた場合の POC 関数 r(n), 5
段目: g(n) を乱数で生成した場合の POC 関数 r(n)）






加わると，低周波数成分に比べ，高周波数成分の SN 比が低下する．一方で，POC における



























ここで，α は，POC 関数のピーク値を表す変数である*4．式 (3.14) は，式 (3.13) を乗算し
た正規化相互パワースペクトルの正確な IDFT ではない．ガウス型スペクトル重み付け関数
*3 一般的に，ガウス関数の数式において，分散を決定するための変数 σ は，指数関数の指数部の分母に記述され
る．式 (3.13) を σ が指数部の分子に乗算されるように定義した理由は，式 (3.14) のピークモデルを一般的
なガウス関数の形にするためである．




第 3 章 多視点ステレオのための高精度ウィンドウマッチング 36
の信号端が十分に小さい場合（H(M) << 1 の場合），式 (3.14) の近似が成り立つ．本論文で
使用する σ =
√
0.5 の場合，式 (3.14) が十分に近似として使用できることを実験的に確認し
ている．また，スペクトル重み付けを用いる場合，平行移動量推定のための関数フィッティン
グに用いるピークモデルは，式 (3.14) となる．フィッティングパラメータは，ピーク値 α と
ピーク座標 −δ である．
(III) 複数の 1 次元画像信号の利用
1 次元 POC をステレオ画像間のウィンドウマッチングに適用する場合，注目点の座標を中
心にマッチングウィンドウを設定し，設定されたウィンドウ間で 1 次元 POC 関数を計算す
る．3.2.1 節では，1 組の 1 次元画像信号のみを用いて平行移動量を推定する手法について説
明した．しかしながら，ウィンドウマッチングのように信号長 N が比較的小さい場合，実際
のカメラ画像において 1 組の 1 次元画像信号のみを用いると，ノイズなどの外乱の影響によ
り誤差が増加することを実験的に確認している．そこで，マッチングウィンドウを設定する際
に，注目点の近傍から複数の 1 次元画像信号の組を抽出し，それらの 1 次元画像信号の POC
関数を平均化して使用する [36], [37]．図 3.4 は，実際のステレオ画像における，1 組の 1 次
元画像信号における POC 関数と，注目点近傍の 15 組の 1 次元信号から計算された POC 関
数の平均の一例である．ここで，信号長は N = 32 である．図 3.4 において，1 組の 1 次元
画像信号のみを用いて求めた 1 次元 POC 関数の Peak-to-Noise Ratio (PNR) は低いが，15
個の 1 次元 POC 関数を平均化することで PNR が向上している．この 1 次元 POC 関数の




本節では，MVS のための POC に基づくウィンドウマッチングを提案する [31]–[33]．従来
の MVS のためのウィンドウマッチングでは，2 つの画像信号から 1 つのマッチングスコア
を算出するため，ある仮定した 3 次元点の奥行きが尤もらしいかどうかの判断にしか利用で
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Average 1D POC function
Original 1D POC function
図 3.4 1 次元 POC 関数の平均化による Peak-to-Noise Ratio (PNR) の向上




来の POC に基づくステレオビジョンでは，2 眼ステレオのみを対象にしていたため，複数の
ステレオペアから計算される POC 関数を同一の座標系で扱うことができず，3 視点以上の多
視点画像間のウィンドウマッチングに対して POC を適用することができなかった [36], [37]．
これに対し，本論文で提案するMVS のための POC に基づくウィンドウマッチングでは，正
規化視差の概念に基づき，異なるステレオペアから計算される POC 関数を同一の座標系で扱
い，統合することで，多視点画像間のウィンドウマッチングに POC を適用する．複数のステ




差の概念について説明し，正規化視差による POC の統合について述べる．そして，MVS の
ための POC に基づくウィンドウマッチングを提案し，提案手法を用いた奥行き推定について
述べる．




像を参照視点 VR と近傍視点 C とし，ステレオペア VR-C を平行ステレオペアとする．この
とき，平行ステレオペア VR-C について，参照視点 VR 上のある 2 次元座標 m = [u, v]T に
対応する視線上の 3 次元点M = [X, Y, Z]T を求める問題を考える．ここで，3 次元点M の
座標系は参照視点 VR のカメラ座標系とする．平行ステレオペア VR-C はエピポーラ線が水
平座標軸と平行であり，その基線長を B とする．また，参照視点 VR と近傍視点 C それぞれ
の内部パラメータ A および A′ を以下のように設定する．








ここで，β はカメラの焦点距離を，(u0, v0) は画像中心を表す*5．このとき，M の参照視点
VR 上の投影点 m および，近傍視点 C 上の投影点 m′ = [u′, v′]T は以下の式で表される．
sm̃ = AM (3.16)
sm̃′ = A(M − [B, 0, 0]T ) (3.17)
















上式で，d = u− u′ = βBZ は一般に視差と呼ばれる [4]．それぞれの幾何関係を図 3.5 に示す．
このとき，対称物体の形状が 3 次元点 M において，平行ステレオペアの画像平面と平行な
平面であると仮定する．画像化の際にノイズなどが生じない理想的な撮影では，参照視点 VR
上で m を中心に設定されたマッチングウィンドウ（エピポーラ線上の局所的な 1 次元画像信
*5 一般的に，焦点距離は f で表されるが [4]，本論文では，マッチングを行う 1 次元画像信号 f との混同を避け
るため，β を用いる．
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図 3.5 平行ステレオにおける 1 次元 POC に基づくウィンドウマッチング
号）の f(n) と，近傍視点 C 上で m′ を中心に設定されたマッチングウィンドウ g(n) は，3
次元点 M における対象物体表面のテクスチャを連続空間で定義した信号 fc(x) を同一の標
本化間隔 T = Z/β で標本化した同一の信号として表される．
f(n) = g(n) = fc(x)|x=nT (3.19)
次に，参照視点 VR 上の視線上で，真の 3 次元点 M から ΔM = [ΔX ′,ΔY ′,ΔZ ′]T
だけ平行移動した 3 次元候補点 M ′ = [X ′, Y ′, Z ′]T が与えられた場合を考える．ここで，











上式において， M ′ に対応する視差 d′ を d′ = d+ δ = βBZ′ とする．このとき，参照視点 VR
上で m を中心に設定されたマッチングウィンドウ f(n) は式 (3.19) と変わらないが，近傍視
点 C 上で m′ を中心に設定されたマッチングウィンドウ g(n) は，δ だけ平行移動して標本
化される．
g(n) = fc(x− δ)|x=nT (3.21)
上式のように，3 次元候補点M ′ が真の 3 次元点M からずれている場合，その投影点m お
よび m′ を中心に設定されたマッチングウィンドウ f(n) と g(n) 間には平行移動が生じる．
第 3 章 多視点ステレオのための高精度ウィンドウマッチング 40
このマッチングウィンドウ間の平行移動量 δ は，3 次元候補点 M ′ と真の 3 次元点 M との
位置ずれ量 ΔM と大きく関係する．よって，ある 3 次元候補点 M ′ が与えられた場合，そ
の投影点を中心にマッチングウィンドウを設定し，ウィンドウ間の平行移動量を求めること




(u− u0)B/(d′ − δ)





POC を利用する．3 次元候補点 M ′ が真の 3 次元点 M に十分近い場合，つまり，M が
マッチングウィンドウ内に投影される場合には，POC を用いて平行移動量を推定することが
できる．3.2.2 節の窓関数の適用を行う場合，有効な情報をもつ信号幅が信号長よりも短くな
るため，実用上は，M が ±N/4 の範囲に投影される必要がある．3 次元候補点 M ′ と真の
3 次元点M のずれ量が大きい場合，つまり，M がマッチングウィンドウ内に投影されない
場合には，物体表面テクスチャが繰り返しパターンでない限り，f(n) と g(n) 間の変形が平
行移動のみ近似できなくなるため，POC 関数のピーク値 α が著しく低下する．このように，
POC 関数のピーク値を用いることで，初めに仮定した 3 次元候補点M ′ が，真の 3 次元点
M の座標を計算するのに妥当か判断することができる．つまり，3 次元候補点M ′ を参照視
点 VR における視線上で変化させながら POC に基づくウィンドウマッチングを繰り返し，最
も POC 関数のピーク値 α が高くなるときに算出された 3 次元点M を真の 3 次元点として
選択することで，視線上の 3 次元座標を推定できる．また，実際のステレオ画像に適用する場
合，高精度な 3 次元復元のためには，3.2.2 節で述べたように複数の 1 次元画像信号を利用す
ることが重要である．利用する 1 次元画像信号のライン数を L とすると，マッチングウィン
ドウが投影点を中心に N × L ピクセルの領域に設定され，そのマッチングウィンドウについ
て L 個の POC 関数が平均化され，3 次元座標の算出に利用される．












案する MVS のための POC に基づくウィンドウマッチングにおいても，複数のステレオペア
で計算されたマッチング結果を統合することで，その精度・ロバスト性の向上が期待される．
しかしながら，異なるステレオペアで計算された 1 次元 POC 関数では，ステレオペアにお
ける視差の違いから，そのピーク座標が異なるという問題がある．このような，ピーク座標の
異なる POC 関数を統合することは困難である．そこで，本論文では，複数のステレオペアで
計算された POC 関数を統合するために，正規化視差の概念を導入する [31]–[33]．従来の多





カメラパラメータが既知の多視点画像 V = {V0, · · · , VKall−1} のうち，参照視点 VR ∈ V
とその近傍視点 C = {C0, · · · , CK−1} ⊆ V − {VR} を入力として考える．ここで，Kall およ
び K は，それぞれ多視点画像の数と近傍視点の数である．VR および C から K 組のステレ
オペア VR-Ci (i = 0, · · · , K − 1) を得る．それぞれのステレオペアについて，ステレオ平行
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化を行い，平行ステレオペア V rectR,i -C
rect
i を生成する．この K 組の平行ステレオペアについ
て，各ステレオペアで計算された 1 次元 POC 関数を正規化視差に基づき統合し，3 次元点の
奥行き推定を行う．
まず，平行ステレオペア V rectR,i -C
rect
i における 3 次元点 M = [X, Y, Z]
T のステレオ画像
上の視差を考える．ここで，Ci ∈ C である．また，3 次元点の世界座標は参照視点 VR のカ










このとき，世界座標における 3 次元点 M と平行化後のカメラ座標における 3 次元点


























ここで，(ui, vi) は平行化後の参照視点 V rectR,i における 3 次元点 M
rect
i の対応点のディジタ
ル画像座標を，(u0i, v0i) は平行化後の参照視点 V rectR,i における画像中心を，βi は平行化後の
焦点距離を，Bi は平行ステレオペア V rectR,i -C
rect
i の基線長を表す．式 (3.24) と式 (3.25) よ
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(Rj31(uj − u0j) +Rj32(vj − v0j) +Rj33βj) (3.30)
となり，3 次元点M に対する，平行ステレオペア V rectR,i -C
rect
i における視差 di と，平行ステ
レオペア V rectR,j -C
rect
j における視差 dj との間には次の関係が成り立つ．
di =
Ri11(ui − u0i) +Ri12(vi − v0i) +Ri13βi





Ri21(ui − u0i) +Ri22(vi − v0i) +Ri23βi





Ri31(ui − u0i) +Ri32(vi − v0i) +Ri33βi




式 (3.31) で示したように，異なる平行ステレオペアにおける視差 di と dj はある倍率に
よって関係付けられ，その倍率はカメラパラメータと参照視点における 3 次元点の対応点の
ディジタル画像座標に依存する．以上より，各ステレオペアにおける視差の倍率を考慮するこ
とで，正規化視差 d を定義する．平行ステレオペア V rectR,i -C
rect
i (i = 0, · · · , K − 1) が与え
られたとき，各平行ステレオペアにおける視差 di と正規化視差 d の間には以下の関係が成り
立つ．
di = sid (3.32)
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図 3.6 3次元点の変移と視差の変移の関係
ここで，si は視差の倍率である．平行化前の参照視点における注目点 (u, v) について，平行
化後の各平行ステレオペアにおける視差倍率 si を式 (3.31) から次式のように定義する [32]．
si =




l=0 (Rl31(ul − u0l) +Rl32(vl − v0l) +Rl33βl)Bl
(3.33)
このとき，平行ステレオペア V rectR,i -C
rect
i における 3 次元点M
rect










次に，図 3.6 のように，3 次元点 M に対して，参照視点 VR の視線上を微小量 ΔM =
(ΔX,ΔY,ΔZ) だけ平行移動させた点M ′ = M −ΔM について，平行ステレオペア V rectR,i -
Crecti (i ∈ {0, · · · , K − 1}) における視差の変動について考える．式 (3.26) より，3 次元点
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と表される．ここで，M を真の 3 次元点とすると，平行ステレオペア V rectR,i -C
rect
i における
視差に変移 δi が生じるので，M に対する視差 di とM
′ に対する視差 d′i の関係は
d′i = di + δi (3.36)
となる．このとき，3.3.1 節で述べたように，局所的な画像変形を平行移動のみと仮定すると，
M ′ の対応点を中心に V rectR,i から切り出したウィンドウ fi と C
rect
i から切り出したウィンド
ウ gi の間には δi の平行移動が生じていると考えられる．この平行移動量 δi は，fi と gi の
1 次元 POC 関数 ri を計算し，そのピーク座標を推定することで求められる．しかしながら，






j (j ∈ {0, · · · , K − 1} − {i}) におい
て，平行移動量 δi と δj は必ずしも一致せず，それぞれの平行ステレオペアから切り出された
ウィンドウで計算される 1 次元 POC 関数 ri と rj のピーク座標は異なる．例えば，図 3.6
では，ステレオペア VR - C0 の基線長 B0 よりも VR - C1 の基線長 B1 の方が長く，同じ奥
行きの変化 ΔZ に対して VR - C1 上の対応点の変動 δ1 の方が VR - C0 上の対応点の変動 δ0
よりも大きくなる．そのため，VR - C0 から計算される POC 関数のピーク座標 −δ0 と VR -
C1 から計算される POC 関数のピーク座標 −δ1 は異なっており，このようなピーク座標が異
なる POC 関数を統合することは困難である．
そこで，MVS のための POC に基づくウィンドウマッチングでは，正規化視差における視
差倍率 si に基づき各平行ステレオペアで切り出すウィンドウを拡大縮小することで，異なる
平行ステレオペアで計算される 1 次元 POC 関数のピーク座標を一致させる．M における正




(ui − u0i)Bi/(si(d+ δ))




と表される．よって，平行ステレオペア V rectR,i -C
rect
i において対応点を中心に切り出したウィ
ンドウ fi と gi 間の平行移動量は siδ となる．ここで，基準となるウィンドウサイズ N に対
して，fi，gi を切り出す際のウィンドウサイズを siN とする．この siN の大きさの 1 次元画
像信号 fi，gi を N の大きさにそろえるため，1/si 倍に拡大縮小した信号をそれぞれ f̂i，ĝi
とする．このとき，f̂i，ĝi 間の平行移動量は δ となり，f̂i，ĝi から計算される 1 次元 POC 関
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数 r̂i のピーク座標は −δ となる．平行ステレオペア V rectR,j -Crectj (j ∈ {0, · · · , K − 1} − {i})
について同様に考えると，切り出すウィンドウのサイズ sjN は siN と異なるが，1 次元
POC 関数 r̂j のピーク座標は −δ となり，平行ステレオペア V rectR,i -Crecti で計算される 1 次
元 POC 関数 r̂i のピーク座標と一致する．実際に計算される POC 関数の例を図 3.7 に示す．
図 3.7(a) は，視差の倍率を考慮せず，すべての平行ステレオペアにおいて同じウィンドウサ
イズ N でウィンドウを切り出した場合の POC 関数である．この場合，ウィンドウ間の平行
移動量 δi はそれぞれのステレオペアごとに異なり，計算される POC 関数のピーク座標は一
致しない．これに対して，図 3.7(b) は，各ステレオペアにおいて，正規化視差における視差倍
率 si 基づき，切り出すウィンドウサイズを siN とした場合の POC 関数である．図 3.7(b)
より，視差の倍率を考慮することで，それぞれのステレオペアにおける POC 関数のピーク座
標 −δ が一致すること確認できる．以上より，異なる平行ステレオペアで計算される 1 次元
POC 関数を統合することが可能となる．本論文では，複数の 1 次元 POC 関数の統合とし
て，各平行ステレオペアで計算された 1 次元 POC 関数 r̂i (i = 0, · · · , K − 1) を平均化し，
平均 POC 関数 r̂ave とする．この平均 POC 関数 r̂ave を 3 次元点の奥行き推定に用いる．
ここで，オクルージョンにより 3 次元点 M が近傍視点 Ci ∈ C の画像に写っていない場
合や，物体境界において複数の視差を持つ領域でウィンドウを抽出した場合は，そのウィンド
ウから計算される 1 次元 POC 関数 r̂i に非常に大きい誤差が生じることが予想される．一方
で，マッチングウィンドウ間の画像変形が平行移動のみに近似できない場合は，そのウィンド
ウから計算される 1 次元 POC 関数のピーク値 αi が低下する．そこで，複数のステレオペア




本小節では，3.3.1 節，および，3.3.2 節に基づき，MVS のための POC に基づくウィ
ンドウマッチングを提案する [32]．以下では，参照視点 VR ∈ V とその近傍視点 C =
{C0, · · · , CK−1} ⊆ V − {VR} における，参照視点 VR 上の任意の点 m = [u, v]T について，
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図 3.7 正規化視差に基づく POC 関数の統合: (a) ウィンドウサイズ N のマッチン
グウィンドウから計算された 4 組の 1 次元 POC 関数 ri, (b) ウィンドウサ
イズ siN のマッチングウィンドウから計算された 4 組の 1 次元 POC 関数
r̂i
その点の奥行きの初期値 Zinit が与えられたときに，提案手法を用いて，m に対応する視線
上の 3 次元点 M と真の奥行き Z を求める方法について説明する．処理の流れを図 3.8 に
示す．
Step1: 参照視点 VR の内部パラメータ AVR と，ディジタル画像座標 m，奥行きの初期値
Zinit から，3 次元候補点M
′ を決定する．
M ′ = ZinitA−1VRm̃ (3.38)
Step2: 参照視点 VR と近傍視点 C から平行ステレオペア V rectR,i -C
rect
i (i = 0, · · · , K − 1)




′ の V rectR,i 上の対応点をmi = [ui, vi]
T，Crecti 上の対応点を

































′ − tcam,i) (3.40)
ここで，Ai は平行化後の参照視点 V rectR,i の内部パラメータを，A
′
i は平行化後の近傍
*6 参照視点 VR では，ステレオペアとなる近傍視点 Ci ∈ C のカメラパラメータに応じて，平行化後の参照視点
V rectR,i の座標系が異なる．そのため，本来 1 枚の画像である参照視点 VR についても，平行化後の M
′ の対
応点座標 mi は，ステレオペアごとに異なることに注意されたい．
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視点 Crecti の内部パラメータを，Ri は平行化におけるカメラ座標系の回転を，tcam,i
は平行化後のカメラの並進ベクトルを表す．tcam,i は，平行ステレオペア V rectR,i -C
rect
i
の基線長 Bi について，V rectR,i -C
rect
i をエピポーラ線が水平座標軸と平行になるように
平行化した場合 tcam,i = [Bi, 0, 0]T，V rectR,i -C
rect
i をエピポーラ線が垂直座標軸と平行









d′i = (ui−u0i)−(u′i−u′0i)，V rectR,i -Crecti が垂直ステレオの場合 d′i = (vi−v0i)−(v′i−v′0i)






Step3: i = 0, · · · , K − 1 について，m における視差倍率 si を式 (3.33) から決定する．こ
のとき，各ステレオペアにおける視差 di と正規化視差 d の関係は，視差倍率 si を用
いて di = sid と表される．平行化後の参照視点 V rectR,i から座標 mi を中心に siN × L
ピクセルで切りだされたマッチングウィンドウを fi，近傍視点 Crecti から座標 m
′
i を
中心に siN × L ピクセルで切りだされたマッチングウィンドウを gi とする．ここで，
N は基準となるマッチングウィンドウの信号長を，L はライン数を示す．fi および gi
を N × L の大きさにそろえるため，エピポーラ線方向に 1/si 倍に拡大縮小し，f̂i，ĝi
とする．f̂i および ĝi から 1 次元 POC 関数 r̂i を計算し，そのピーク値を αi とする．
Step4: r̂i のうち POC 関数のピーク値 αi が thcorr 以上のものを平均化し，r̂ave とする．
r̂ave に対し，関数フィッティングを行い，POC 関数のピーク値 α とピーク座標 −δ を




(ui − u0i)Bi/(si(d′ − δ))





以上の Step1 から Step4 により，m に対応する視線上の 3 次元点 M と真の奥行き Z
を得る．また，奥行きの初期値 Zinit （もしくは，3 次元候補点M
′）の奥行き推定における
妥当性を示す値として， POC 関数のピーク値 α を 3 次元点M の信頼度をとする．
















本節では，MVS のための POC に基づくウィンドウマッチングにおける，マッチングウィ
ンドウの幾何補正による高精度化について述べる．まず，3 次元平面によるステレオ画像間の
画像変形について説明する．次に，3 次元平面を仮定した際の，マッチングウィンドウ間の幾
何補正手法を提案し，MVS のための POC に基づくウィンドウマッチングの高精度化を行う．
3.4.1 3次元平面によるステレオ画像間の変形
ある 3 次元平面を平行ステレオペア V rectR -C
rect で撮影した場合の，参照視点 V rectR と近傍
視点 Crect 間の画像変形について説明する．ここで，3 次元平面を表すパラメータを，平面上
の 3 次元点M ′ = [X ′, Y ′, Z ′]T および法線ベクトル n = [nX , nY , nZ ]T とする．また，参照
視点 V rectR の内部パラメータ A，および，近傍視点 C
rect の内部パラメータ A′ をそれぞれ


















はじめに，平行ステレオペア V rectR -C
rect において，エピポーラ線が水平座標軸に平行であ
る場合について考える．このとき， V rectR -C























′ および n で表される 3 次元平面を，各視点に投影する
と，参照視点 V rectR 上の点 m と近傍視点 C
rect 上の点 m′ の間に次式の関係が成り立つ．























−u0BnX − v0BnY + βBnZ
M ′ · n + u
′
0 − u0 (3.49)
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である．式 (3.48) が示すように，3 次元平面の平行ステレオペア間における画像変形はアフィ
ン変換行列で表される．厳密には，ステレオ画像間の変形を表す行列 H は，水平座標方向の
拡大縮小とスキュー，および，平行移動の組み合わせで構成される．
次に，平行ステレオペア V rectR -C
rect において，エピポーラ線が垂直座標軸に平行である場
合について考える．このとき， V rectR -C




























−u0BnX − v0BnY + βBnZ
M ′ · n + v
′
0 − v0 (3.52)




3.4.1 節で述べたように，復元対象の局所的な 3 次元平面を仮定すると，ステレオペア間の
画像変形は，エピポーラ線方向の拡大縮小とスキュー，平行移動で表される．本節では，こ
れらの画像変形を軽減するようなマッチングウィンドウを設定することで，MVS のための
POC に基づくウィンドウマッチングによる奥行き推定の高精度化を行う [38], [39]．このと
き，平行移動量 du （もしくは dv） はマッチングウィンドウの中心座標のずれであり，MVS
のための POC に基づくウィンドウマッチングでは 3 次元候補点 M ′ によってマッチング
ウィンドウの中心座標が決定されるため，du を考慮する必要はない．そのため，マッチング













図 3.9 対称物体の局所的な 3 次元形状を考慮したマッチングウィンドウの幾何補正
ウィンドウ間の拡大縮小とスキューのみを軽減するように，マッチングウィンドウを設定すれ
ば良い．以下では，参照視点 VR ∈ V とその近傍視点 C = {C0, · · · , CK−1} ⊆ V −{VR} に
ついて，3 次元候補点M ′，および，法線ベクトル n が与えられたときに，マッチングウィン
ドウ間の幾何補正による画像変形の軽減を行いながら，MVS のための POC に基づくウィン
ドウマッチングを用いて真の 3 次元点 M を求める方法について説明する．また，ある平行








まず，3.3 節で述べたように，MVS のための POC に基づくウィンドウマッチングでは，参
照視点 VR と近傍視点 C から平行ステレオペア V rectR,i -C
rect
i (i = 0, · · · , K − 1) を生成する．
このとき，平行化後の参照視点 V rectR,i における，3 次元候補点M
′
i と法線ベクトル ni は次式
で与えられる．








次に，3 次元候補点 M ′i と法線ベクトル ni により表現される 3 次元平面によるステレオ
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画像間の画像変形を軽減するようにマッチングウィンドウを設定する．提案手法では，図 3.9





ドウ fi を ξi で拡大縮小し，近傍視点 Crecti におけるマッチングウィンドウ gi を κi でス
キューすることで，マッチングウィンドウ間の画像変形を軽減する．ここで，図 3.9 におい
て，mi = [ui, vi]T は M





T はM ′ の Crecti 上の対応
点を，N は基準となるウィンドウサイズ を，si は視差の正規化のための拡大縮小率を，L は
マッチングウィンドウのライン数を表す．式 (3.48) より，水平ステレオの場合の拡大縮小率










M ′i · ni
(3.56)










M ′i · ni
(3.58)
V rectR,i におけるウィンドウサイズを ξisiN × L ピクセル，Crecti におけるウィンドウサイズ
を siN × L ピクセルとすることで，ステレオ画像間の局所的な拡大縮小を軽減する．ここ
で，参照視点のウィンドウを ξi 倍するのではなく，近傍視点のウィンドウを 1/ξi 倍した
場合，POC 関数 r̂i のピーク座標が 1/ξi 倍されるため，異なるステレオペア V rectR,j -C
rect
j




ウ fi および gi を，N × L ピクセルの長方形に補正したマッチングウィンドウを f̂i，ĝi とす
る．このとき，f̂i および ĝi 間では，式 (3.48)（もしくは式 (3.51)）で表される 3 次元平面に
基づく拡大縮小とスキューが軽減され，3 次元候補点 M ′ と真の 3 次元点M の奥行きの変
移に起因する平行移動 δ のみが残る．
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最後に，f̂i および ĝi から 1 次元 POC 関数 r̂i を計算し，平均化された POC 関数 r̂ave か
ら真の 3 次元点 M を計算する．3 次元点 M の計算方法は，3.3.3 節で述べた通りである．
また，このとき，POC 関数のピーク値 α は，はじめに仮定した 3 次元候補点M ′ および法




べる．MVS 評価用のデータセットとして，Middlebury のデータセット [5], [42]，Strecha ら
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の高さを 3 パターン，回転テーブルの角度を 20 パターンで変えながら 60 枚の画像を撮
影する．カメラは， PointGrey 社製のデジタルカメラ Flea3 (FL3-U3-13Y3M-C) を，レ
ンズは，ミュートロン社製のメガピクセル低ディストーションレンズ（焦点距離 10 mm，
FV1022）を用いる．撮影される画像は，1, 280× 1, 024 ピクセルの白黒画像である．対象物
第 3 章 多視点ステレオのための高精度ウィンドウマッチング 57
体とカメラとの距離は，およそ 700 mm である．多視点画像 V について，カメラの高さ方
向を表すインデックス i と，カメラの角度方向を表すインデックス j を用いて，各視点を
Vi,j (i ∈ {0, 1, 2}, j ∈ {0, 1, · · · , 19}) と表す．カメラの高さを表すインデックス i が小さい
ほど，低い位置から対象を撮影した視点であるとする．また，回転テーブルは j = 0 から
j = 19 で約 1 周するため，視点 Vi,0 と Vi,19 は隣接する視点となる．真値のメッシュモデ
ルは，Steinbichler 社製の 3 次元デジタイザ COMET5 を使用して計測した．COMET5 は，





Feature Transform (SIFT) に基づく対応付けと Structure from Motion (SfM) を組み合わ
せ，各視点のカメラパラメータを得る．このとき，真値のメッシュモデルを用いて再投影誤差
を計算することで，カメラ画像とメッシュモデルの整合性を図る．視点 Vi,j の内部パラメー
タを Ai,j，外部パラメータを Ri,j，ti,j （回転行列と並進ベクトル）としたとき，各視点のカ
メラパラメータを推定する手順を以下に記す．




Ai,j = A (i ∈ {0, 1, 2}, j ∈ {0, 1, · · · , 19}) (3.59)
Step2: SIFT に基づく対応付け手法 [50] により，すべての視点ペアにおける対応点ペアを
得る．
Step3: まず，SIFT に基づく対応付け結果のみを用いて，5 点アルゴリズム [66]，および，
Kneip らの手法 [67] により，各視点の外部パラメータ Ri,j，ti,j を求める．求めた
Ri,j，ti,j を初期値として，バンドル調整により，各視点の外部パラメータの最適化を




























図 3.11 再投影誤差: (a) 対応点から計算した 3 次元復元点の再投影誤差，(b) 真値
の 3 次元メッシュモデルから計算した再投影誤差
行う [52]–[54]．バンドル調整では，各視点の外部パラメータ Ri,j，ti,j を最適化のパ
ラメータとして，全対応点ペアの再投影誤差（図 3.11(a)）の 2乗和を最小化する．ま
た，同時に，疎な 3 次元復元結果を得る．
Step4: ICP アルゴリズム [53], [85] を用いて，疎な 3 次元復元結果と真値のメッシュモデ
ルを位置合わせする．Step3 で得た 3 次元点では，スケールの不定性があるため，物























 Image in the dataset Depth map
図 3.12 データセット中の画像とその視点に対応するデプスマップ（上段: データ
セット dog，下段: データセット cat）
以上の Step1 から Step5 により，データセット dog および cat のカメラパラメータを






誤差の Root Mean Square (RMS) は，dog および cat どちらのデータセットについても 0.4
ピクセル以下であり，画像上でサブピクセルの精度で位置合わせができていることが確認で
きる．
第 3 章 多視点ステレオのための高精度ウィンドウマッチング 60
Image no. 0 Image no. 1 Image no. 2 Image no. 3
Image no. 4 Image no. 5 Image no. 6 Image no. 7
Image no. 8 Image no. 9 Image no. 10 3D mesh model
図 3.13 データセット Fountain-P11 における多視点画像と真値のメッシュモデル
また，本章では，データセット dog および cat と同様に，真値の 3 次元データを伴うデー
タセットとして，Strecha らによる公開データセット Fountain-P11 [6], [49] も実験に用いる．
Fountain-P11 には，11 枚の多視点画像とそのカメラパラメータ，および，真値のメッシュモ
デルが提供されている*7．多視点画像 V について，視点番号を表すインデックス i を用いて，




れる原画像は，3, 072×2, 048ピクセル (full)のカラー画像であるが，その他に，1, 536×1, 024
ピクセル (half)，および，768× 512 ピクセル (quarter) に縮小した画像について比較を行う．
*7 [49] で提供されているカメラパラメータについて，その外部パラメータに誤差が含まれていることを実験的に
確認した．そこで，本論文では，データセット Fountain-P11 についても，データセット dog および cat と
同様の方法で外部パラメータを最適化し，実験に利用する．






手法 (BF)，関数フィッティングで行う手法 (FF)，非線形最適化で行う手法 (LM) がある．こ







多視点画像間のウィンドウマッチングに NCC を用いる．参照視点 VR の視線上のあ
る 3 次元点の奥行きについて，参照視点 VR 上の投影点を中心に設定されたマッチン
グウィンドウと，近傍視点 C 上の投影点を中心に設定されたマッチングウィンドウで
NCC を計算し，その奥行きの尤度とする．このとき，複数のステレオペアで計算され
た NCC の値を平均化することで，精度を向上させる [20]．NCC の平均化の際には，
計算された NCC の値が閾値 thcorr を超えたもののみを平均化することで，オクルー
ジョンなどに対処する．BF では，3 次元点の奥行き Z を刻み幅 ΔZ で変化させなが
らマッチングスコアを計算し，最もマッチングスコアが高くなる奥行きを真の奥行きと
して選択する．このとき，サブピクセル位置におけるマッチングウィンドウは画像補間
*8 NCC に基づく手法と POC に基づく手法の幾何補正における，射影変換とアフィン変換の違いは，ステレオ
平行化の有無に起因する．NCC に基づく手法においてもステレオ平行化を行う場合，そのマッチングウィン
ドウの幾何補正は，アフィン変換に従う．
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表 3.1 多視点ステレオにおけるウィンドウマッチングの分類
Matching Sub-pixel estimation Geometric correction Reference
Brute force — [20], [24]












チングウィンドウサイズは 17 × 17 ピクセルとする．このウィンドウサイズは，マッ
チングウィンドウ内の有効な信号長が提案手法と同等になるように設定した．奥行き変
化の刻み幅 ΔZ は，近傍視点群の中で最も基線長が長いステレオ画像上において 1/10









することで求める．ピクセルレベルのマッチング結果は，NCC+BF において ΔZ = 1










Z は，マッチングスコアが最大となる奥行き付近で，奥行き Z を最適化パラメータと
して非線形最適化によりマッチングスコアの最大化を行うことで推定する．本実験で
は，非線形最適化手法として LM 法 [71] を用いる．また，最適化の際の奥行き Z の初
期値は，NCC+BF における ΔZ = 1 ピクセルのときの結果について，マッチングス




影変換に従う．本実験では，NCC+BF (ΔZ = 1) においてマッチングスコアが最大と
なる法線を使用し，射影変換行列を求める．
POC (+Affine):
多視点画像間のウィンドウマッチングに POC に基づく手法を用いる．ある 3 次元候
補点 M ′ の奥行き Zinit を与えたとき，奥行き Zinit から真の 3 次元点 M の奥行き
Z を推定する手順は，3.3.3 節で述べた通りである．本節の実験では，3 次元候補点の
奥行き Zinit を刻み幅 ΔZ で変化させながら POC に基づくウィンドウマッチングを
繰り返し，POC 関数のピーク値 α が最も高くなるときに推定された Z を真の奥行き
として選択する．3.2.2 節で述べた通り，POC では，信号長 N に対して ±N/4 の平
行移動量を推定することが可能である．そこで，本実験では，奥行き変化の刻み幅 ΔZ
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を，近傍視点群の中で最も基線長が長いステレオ画像上で N/4 ピクセルの刻み幅にな
るように設定する．POC に基づくウィンドウマッチングのパラメータは以下の通りで
ある．ウィンドウサイズは N × L = 32× 17 ピクセルとする．ハニング窓の影響を考
慮すると，このウィンドウサイズにおける有効な信号長は，NCC に基づくマッチング
の有効なウィンドウサイズと同等である．複数のステレオペアから計算された POC 関
数を平均化する際の閾値 thcorr は 0.5 とする．
マッチングウィンドウの幾何補正を行う場合，マッチングウィンドウ間の画像変形はア
フィン変換に従う．3 次元候補点の奥行き Zinit の他に，法線ベクトル n を仮定し，真
の 3 次元点の奥行き Z を推定する手順は，3.4.2 節で述べた通りである．Zinit と n を
変化させながら POC に基づくウィンドウマッチングを繰り返し，POC 関数のピーク
値 α が最も高くなるときの n，および，推定された Z を選択する．法線ベクトル n
について，本実験では，参照視点 VR の画像平面に正対する法線と，X 軸と Y 軸方向
に 45 度ずつ傾けた合計 9 つの法線について試行する．
3.5.3 奥行き推定精度の評価
本小節では，MVS におけるウィンドウマッチング手法による 3 次元点の奥行き推定精度を
比較する．データセット dog および cat では，60 枚の多視点画像の中から 21 枚の画像を選
択し参照視点 VR とする．
VR ∈ {Vi,j |{i, j} ∈ {{0, 0}, {0, 3}, {0, 6}, {0, 9}, {0, 12}, {0, 15}, {0, 18},
{1, 1}, {1, 4}, {1, 7}, {1, 10}, {1, 13}, {1, 16}, {1, 19},
{2, 2}, {2, 5}, {2, 8}, {2, 11}, {2, 14}, {2, 17}, {2, 19}}} (3.60)
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{Vh,l|{h, l}∈{{i+1, j}, {i,mod(j+1, 20)}, {i,mod(j−1, 20)}}}
(if i = 0)
{Vh,l|{h, l}∈{{i+1, j}, {i−1, j}, {i,mod(j+1, 20)}, {i,mod(j−1, 20)}}}
(if i = 1)
{Vh,l|{h, l}∈{{i−1, j}, {i,mod(j+1, 20)}, {i,mod(j−1, 20)}}}
(if i = 2)
(3.61)
ここで， mod (A,B) は，B を法とする A の最小非負剰余を表す．一方，データセット
Fountain-P11 では，11 枚の多視点画像の中から 9 枚の画像を選択し参照視点 VR とする．
VR ∈ {Vi|i ∈ {1, 2, · · · , 9}} (3.62)
近傍視点群 C = V − {VR} は，VR = Vi について 2 枚の隣接視点を選択する．




C の例を図 3.14 に示す．
それぞれのデータセットについて，すべての VR におけるすべてのディジタル画像座標につ
いて 3 次元点の奥行きを求め，真値のメッシュモデルから計算される奥行きと比較する．各手







行う点数を同じにするため，full の場合は 4 ピクセル間隔の格子状に配置した座標について，
half の場合は 2 ピクセル間隔の格子状に配置した座標について，quarter の場合はすべてのピ
クセルについて奥行き探索を行う．また，背景のように，VR において真値のメッシュモデル
が存在しない領域については，奥行き推定の結果を無視し，誤差の評価を行わない．
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Reference view Neighboring views
図 3.14 参照視点 VR と近傍視点群 C の例（1 段目: データセット dog，2 段目:
データセット cat，3 段目: データセット Fountain-P11）
(I) データセット dog，cat の実験結果
図 3.15 に，それぞれのデータセットにおける誤差ヒストグラムを示す．ここで，ヒストグ
ラムは 0.01% のビンで作成した．図 3.15 上段は，誤差とその誤差を持つ点の数を表すヒスト








び，図 3.17に，データセット dog の 3 次元復元結果として，画素値で色をつけた 3次元点
群と，誤差の絶対値で色をつけた 3次元点群を示す．同様に，図 3.18，および，図 3.19に，
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図 3.15 データセット dog，cat における誤差ヒストグラム（上段: 点数のヒストグ
ラム，下段: 点の割合のヒストグラム）
データセット cat の 3 次元復元結果として，画素値で色をつけた 3次元点群と，誤差の絶対
値で色をつけた 3次元点群を示す．ここで，各 3 次元点群は，図の視認性のため，誤差の絶対
値が非常に大きい誤対応点を手動で除去して表示した．




LM の中では LM の精度が高いが，その差は小さい．以下では，サブピクセル推定手法 (BF,
FF, LM) についての区別はせず，NCC に基づくウィンドウマッチングとして扱う．図 3.15
の誤差ヒストグラムより，幾何補正の有無のそれぞれについて，POC に基づく手法が，NCC















図 3.16 データセット dog における，幾何補正を行わない場合の 3 次元復元点群と
誤差（それぞれの手法について，上段: 3 次元復元点群，下段: 3 次元復元
誤差の絶対値）















図 3.17 データセット dog における，幾何補正を行う場合の 3 次元復元点群と誤差
（それぞれの手法について，上段: 3 次元復元点群，下段: 3 次元復元誤差の
絶対値）















図 3.18 データセット cat における，幾何補正を行わない場合の 3 次元復元点群と
誤差（それぞれの手法について，上段: 3 次元復元点群，下段: 3 次元復元
誤差の絶対値）















図 3.19 データセット cat における，幾何補正を行う場合の 3 次元復元点群と誤差
（それぞれの手法について，上段: 3 次元復元点群，下段: 3 次元復元誤差の
絶対値）
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表 3.2 データセット dog，cat における 3 次元復元点数と誤差の絶対値の中央値
# of points [106] median of absolute values of error [%]
dog cat dog cat
NCC+BF 7.51 9.30 0.0688 0.0699
NCC+FF 7.46 9.25 0.0684 0.0673
NCC+LM 7.46 9.25 0.0626 0.0629
POC 6.15 7.48 0.0351 0.0310
NCC+BF+H 7.91 10.44 0.0564 0.0496
NCC+FF+H 7.88 10.43 0.0569 0.0478
NCC+LM+H 7.88 10.43 0.0519 0.0454
POC+A 7.21 9.06 0.0348 0.0307
に基づく手法と比べ，誤差の絶対値が小さい点数が多く，誤差の絶対値が大きい点数が少ない
ことから，奥行き推定精度が高い．表 3.2 の誤差の絶対値の中央値についても，同様の結果が
現れており，NCC に基づく手法に比べ，POC に基づく手法の誤差は約 2/3 から 1/2 となっ
ている．また，図 3.16 から図 3.19 の 3 次元復元点群についても，NCC に基づく手法の点群
に比べ，POC に基づく手法の点群の方が，誤差の絶対値が大きい赤い点が少なく，誤差の絶
対値が小さい青い点が多いことが確認できる．これらの誤差の差は，ステレオ画像上において
サブピクセル相当の誤差の差である．つまり，NCC に基づく手法と POC に基づく手法の奥
行き推定精度の差は，主に，サブピクセルレベルのマッチングをどのように実現するかに起因
する．NCC+BF (+H) および NCC+LM (+H) では，サブピクセルの画素値を線形関数で
近似する．NCC+FF (+H) では，サブピクセルのマッチングスコアをパラボラ関数で表現す
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精度に奥行きを推定できる．
次に，マッチングウィンドウ間の幾何補正の有無について比較する．図 3.15 の点数のヒス
トグラム，および，表 3.2 の 3 次元復元点数より，NCC，POC のどちらについても，マッチ
ングウィンドウの幾何補正を行うことで，3 次元復元点数が増加している．NCC に基づく手









図 3.16 と図 3.17 の POC に基づく手法の結果を比較すると，幾何補正を行うことで，犬の







較する．ここで，各近傍視点は，参照視点 1 枚につき，基線長の短い順に選択する．表 3.3
に，近傍視点数を変化させた場合の，POC+Affine の 3 次元復元点数と誤差の絶対値の中央
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表 3.3 POC+Affine における，近傍視点数に対する 3 次元復元点数と誤差の絶対
値の中央値
# of # of points [106] median of absolute values of error [%]
neighboring views dog cat dog cat
1 6.43 8.70 0.0447 0.0377
2 7.01 9.51 0.0386 0.0330
3 7.47 9.76 0.0336 0.0322
したためである．このように，提案手法では，多視点画像間のマッチングを行うことで，従来
の POC のような 2 視点のみを用いた 3 次元復元に比べ，3 次元点の奥行きを高精度に推定
することが可能である．
(II) データセット Fountain-P11 の実験結果
図 3.20 に，full（3, 072 × 2, 048 ピクセル），half（1, 536 × 1, 024 ピクセル），quarter
（768× 512 ピクセル）のそれぞれの画像サイズにおける誤差ヒストグラムを示す．ここで，ヒ
ストグラムは 0.01% のビンで作成した．図 3.20 上段は，点数のヒストグラムであり，図 3.20
下段は，割合のヒストグラムである．各画像サイズにおける，総復元点数と誤差の絶対値の中
央値を表 3.4 にまとめる．また，図 3.21，および，図 3.22に，画像サイズ half のときの，画
素値で色をつけた 3次元点群と，誤差の絶対値で色をつけた 3次元点群を示す．ここで，各 3
次元点群は，図の視認性のため，誤差の絶対値が非常に大きい誤対応点を手動で除去して表示
した．
図 3.20 より，画像サイズ quarter および half の結果については，データセット dog，cat
と同様の傾向の結果が得られている．NCC に基づく手法に比べ POC に基づく手法が，点数
および割合のどちらについても奥行き推定精度が高いことが確認できる．また，NCC，POC
に基づく手法のどちらについても，幾何補正を行うことで 3 次元復元点数，および，奥行き推
定精度が向上している．これらの傾向は，表 3.4，および，図 3.21，図 3.22 の 3 次元点群か
らも確認できる．一方で，画像サイズ full の結果については，点数のヒストグラムについて，























































































































































図 3.20 データセット Fountain-P11 における誤差ヒストグラム（上段: 点数のヒス
トグラム，下段: 点の割合のヒストグラム）





下する．その結果，3 次元点が復元されなかったと考えられる．一方，図 3.20 の割合のヒス




像上の 1 ピクセル当りのマッチング誤差に対して，3 次元点の奥行きの誤差が小さくなるため















図 3.21 データセット Fountain-P11 (half) における，幾何補正を行わない場合の 3
次元復元点群と誤差（それぞれの手法について，上段: 3 次元復元点群，下
段: 3 次元復元誤差の絶対値）















図 3.22 データセット Fountain-P11 (half) における，幾何補正を行う場合の 3 次
元復元点群と誤差（それぞれの手法について，上段: 3 次元復元点群，下段:
3 次元復元誤差の絶対値）
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表 3.4 データセット Fountain-P11 における 3 次元復元点数と誤差の絶対値の中
央値
# of points [106] median of absolute values of error [%]
quarter half full quarter half full
NCC+BF 2.29 2.55 2.53 0.1700 0.1122 0.0804
NCC+FF 2.30 2.55 2.52 0.1702 0.1115 0.0795
NCC+LM 2.30 2.56 2.53 0.1694 0.1117 0.0799
POC 2.44 2.53 2.40 0.1209 0.0817 0.0636
NCC+BF+H 2.50 2.68 2.61 0.1301 0.0859 0.0671
NCC+FF+H 2.50 2.68 2.60 0.1301 0.0859 0.0671
NCC+LM+H 2.50 2.68 2.60 0.1290 0.0856 0.0669
POC+A 2.49 2.57 2.45 0.1065 0.0715 0.0604
である．画像サイズに依らずステレオ画像上で同等の精度でマッチングできれば，画像サイズ
を大きくすることで 3 次元点の奥行き推定精度は向上する．一方で，3 次元復元点数は，画像





点 VR 上のある 1 点のディジタル画像座標について，一定の探索範囲内の奥行きを求めるの
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表 3.5 1 点の 3 次元点の奥行きを決定するのに必要な計算コスト
Additions Multiplications Divisions Square roots Total cost
NCC+BF 751,400 312,460 5,780 5,780 3,885,860
NCC+FF 75,143 31,250 579 578 388,621
NCC+LM 145,860 60,654 1,122 1,122 754,314
POC 40,000 34,496 2,176 1,088 312,064
NCC+BF+H 6,762,600 2,812,140 52,020 52,020 34,972,740
NCC+FF+H 676,263 281,218 5,203 5,202 3,497,309
NCC+LM+H 740,350 307,865 5,695 5,695 3,828,715
POC+A 360,000 310,464 19,584 9,792 2,808,576
演算の数で計算コストを評価する．表 3.5 に，それぞれの手法における，1 点の奥行き探索に
必要な演算の回数と計算コストを示す．ここで，計算コストは，加算・乗算・除算・平方根の
演算回数の重み付き和であり，重みをそれぞれ 3 : 5 : 6 : 6 とした．なお，この重みは，一般
に広く利用されるプロセッサのアーキテクチャである Intel R©CoreTMMicroarchitecture にお
ける各演算の該当命令のレイテンシに基づいて決定した [86]．ここで，NCC+LM (+H) の計
算コストは，入力画像に依存するため，データセット Fountain-P11 (full) における平均計算
コストとする．
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次に，幾何補正の有無について比較する．本実験では，NCC に基づく手法と POC に基づ
く手法のどちらについても，マッチングウィンドウの幾何補正を行う場合，単純に 9 つの法線
ベクトルについて試行した．そのため，計算コストは，NCC+LM を除いて，NCC に基づく
手法と POC に基づく手法のどちらでも，幾何補正を行わない場合に比べ 9 倍に増加してい
る．幾何補正を伴う NCC に基づくウィンドウマッチングを用いた従来の MVS アルゴリズ






















多視点ステレオ (Multi-View Stereo: MVS) アルゴリズムは，カメラ選択，3 次元点群生
成，誤対応点除去，3 次元メッシュ生成，3 次元メッシュの最適化など，様々な技術の複合と
して構成される [3]．第 3 章では，MVS のための位相限定相関法 (Phase-Only Correlation:
POC) に基づくウィンドウマッチングを提案し，従来のウィンドウマッチング手法と比べ，高
精度に 3 次元点の奥行きを推定できることを示した．本章では，第 3 章で提案したMVS の
ための POC に基づくウィンドウマッチングをもとに，POC に基づく MVS アルゴリズムを
提案する．MVS のための POC に基づくウィンドウマッチングにより高精度に 3 次元座標を



















し，POC に基づく MVS アルゴリズムを提案する．次に，公開データセットを用いた実験に




本章では，第 3 章で提案した MVS のための POC に基づくウィンドウマッチングをもと
に，POC に基づく MVS アルゴリズムを提案する．提案手法は，Seitz らの 4 つ分類 [5] に
おける，デプスマップ統合に基づくアルゴリズムに従う．まず，各視点におけるデプスマップ
を生成し，次に，それらのデプスマップを統合することで 3 次元復元を行う．デプスマップの
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生成する．以下では，(I) MVS のための POC に基づくウィンドウマッチングと階層的探索
を用いたデプスマップ生成，(II) 重み付きメディアンフィルタを用いたデプスマップの高精度
化，(III) グラフカットに基づく誤対応点除去，(IV) 閾値処理に基づくアーチファクト除去，
(V) デプスマップからの 3 次元点群生成の各処理について説明する．
4.2.1 位相限定相関法と階層的探索を用いたデプスマップ生成
本章で提案する POC に基づく MVS アルゴリズムは，デプスマップ統合に基づく MVS ア
ルゴリズムであり，本小節では，そのデプスマップ生成について説明する．提案手法における
デプスマップ生成は，プレーンスイーピング [3], [9] と階層的探索 [31], [34] を組み合わせて使
用する．プレーンスイーピングは，総当たり探索によるデプスマップ生成手法であり，参照視
点の各ピクセルについて，奥行き Z や法線ベクトル n を変化させながらウィンドウマッチン
グを繰り返し，最もマッチングスコアの高くなる奥行き Z を，デプスマップ上のそのピクセ
ルの値とする [20]．ウィンドウマッチングに MVS のための POC に基づくウィンドウマッチ
ングを使用する場合，奥行きの初期値 Zinit と法線ベクトル n を変化させながら奥行き推定
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以下では，カメラパラメータが既知の多視点画像 V = {V0, · · · , VKall−1} について，1 枚の
参照視点 VR ∈ V におけるデプスマップ IZ(u, v) を求める問題を考える．入力は，参照視点
VR とその近傍視点 C = {C0, · · · , CK−1} ⊆ V − {VR} とする．ここで，Kall および K は，
それぞれ多視点画像の数と近傍視点の数である．出力は，参照視点 VR におけるデプスマップ
IZ(u, v) および相関値マップ Iα(u, v) とする．提案手法におけるデプスマップ生成は，(i) 階
層画像の作成，(ii) 最上位層の処理，(iii) 中間層の処理，(iv) 最下位層の処理で構成される．
処理の流れを図 4.1 に示す．(i) から (iv) の各処理について詳しく説明する．
(i) 階層画像の作成 　
画像を 1/2ずつ縮小しながら階層画像を作成する．階層数H，階層番号 h = 0, · · · , H−




R の画像サイズの 1/2 となる．同様に，階層ごとのデプス









ベクトルの X 成分を，Ihφ(u, v) は法線ベクトルの Y 成分を表す．各階層のデプスマッ






φ (u, v) のサイズ
は，その階層の参照視点 V hR の画像サイズと同じであり，h が大きくなるにつれ 1/2
ずつ小さくなる．
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Estimate depth and normal by
the brute force strategy
The highest layer
The lowest layer
Middle layers Propagate the depth and the normal from higher layer, 
and estimate depth again
Propagate the depth and the 
normal from higher layer, 
and estimate depth again




最上位層では，MVS のための POC に基づくウィンドウマッチングを用いたプレーン
スイーピングにより各ピクセルの奥行きと法線ベクトルを推定する．階層 H − 1 の各
ピクセル (u, v) について，参照視点 V H−1R の 3 次元候補点の奥行き Zinit と法線ベク
トル n = [nX , nY , nZ ]T を変化させながら，MVS のための POC に基づくウィンドウ
マッチングにより真の奥行き Z を繰り返し推定する．MVS のための POC に基づく
ウィンドウマッチングのウィンドウサイズは，N × L ピクセルとする．このとき，奥
行きの初期値 Zinit は，近傍視点群の中で最も基線長が長いステレオ画像上で N/4 ピ
クセルに相当する刻み幅で変化させる．また，法線ベクトル n は，参照視点 VR の画
像平面に正対する法線と，X 軸と Y 軸方向に 45 度ずつ傾けた合計 9 つの法線につ
いて試行する．参照視点 V H−1R および近傍視点群 C
H−1 について，奥行きの初期値
Zinit と法線ベクトル n を仮定したとき，真の 3 次元点の奥行き Z を推定する手順
は，3.4.2 節で述べた通りである．奥行きの初期値 Zinit と法線ベクトル n の変化に対
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して，最も POC 関数のピーク値 α が高くなるときに推定された奥行き Z，POC 関
数のピーク値 α，および，仮定した法線ベクトル n から，ピクセル (u, v) におけるデ
プスマップ IH−1Z (u, v)，相関値マップ I
H−1
α (u, v)，法線ベクトルマップ I
H−1
ψ (u, v)，
IH−1φ (u, v) の値を決定する．
IH−1Z (u, v)← Z (4.1)
IH−1α (u, v)← α (4.2)
IH−1ψ (u, v)← nX (4.3)
IH−1φ (u, v)← nY (4.4)
ここで，← は代入を表す．階層 H − 1 のすべてのピクセルについて，上記手順により，
デプスマップ IH−1Z (u, v)，相関値マップ I
H−1
α (u, v)，法線ベクトルマップ I
H−1
ψ (u, v)，
IH−1φ (u, v) の値を決定する．ただし，MVS のための POC に基づくウィンドウマッチ
ングにおいて，すべてのステレオペアの POC 関数のピーク値が閾値を下回った場合，
3 次元点の奥行きが算出されないため，そのピクセルのそれぞれのマップの値を 0 とす
る．また，階層番号 h について，h← H − 1 とする．
(iii) 中間層の処理 　
階層番号を 1 つ減らし，h← h− 1 とする．中間層の処理では，1 つ上位の階層の結果
を初期値として，MVS のための POC に基づくウィンドウマッチングにより奥行き推
定を行う．階層 h の各ピクセル (u, v) について，奥行きの初期値 Zinit および法線ベ
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である．以上のように決定した奥行きの初期値 Zinit および法線ベクトル n について,
参照視点 V hR および近傍視点群 C
h に対して MVS のための POC に基づくウィンド
ウマッチングを行い，真の 3 次元点の奥行き Z を推定する．推定された奥行き Z，
POC 関数のピーク値 α，および，仮定した法線ベクトル n から，ピクセル (u, v) に






IhZ(u, v)← Z (4.9)
Ihα(u, v)← α (4.10)
Ihψ(u, v)← nX (4.11)
Ihφ(u, v)← nY (4.12)
階層 h のすべてのピクセルについて，上記手順により，デプスマップ IhZ(u, v)，相関





MVS のための POC に基づくウィンドウマッチングにおいて，すべてのステレオペア
の POC 関数のピーク値が閾値を下回った場合，そのピクセルのそれぞれのマップの値
は 0 とする．h > 0 である限り，この処理を繰り返す．
(iv) 最下位層の処理 　
最下位層の処理では，第 1 階層の結果を初期として，MVS のための POC に基づく
ウィンドウマッチングにより奥行き推定を行う．さらに，ウィンドウサイズを小さくし
ながら，マッチングを繰り返し，より詳細なデプスマップを生成する．
まず，第 1 階層の結果から，最下位層の各ピクセル (u, v) について，奥行きの初期値







































である．以上のように決定した奥行きの初期値 Zinit および法線ベクトル n について,
参照視点 V 0R および近傍視点群 C
0 に対してMVS のための POC に基づくウィンド
ウマッチングを行い，真の 3 次元点の奥行き Z を推定する．ここで，ウィンドウサイ
ズは N × L ピクセルとする．推定された奥行き Z，POC 関数のピーク値 α，および，
仮定した法線ベクトル n から，ピクセル (u, v) におけるデプスマップ I0Z(u, v)，相関





I0Z(u, v)← Z (4.17)
I0α(u, v)← α (4.18)
I0ψ(u, v)← nX (4.19)
I0φ(u, v)← nY (4.20)
次に，ウィンドウサイズを小さくしながら，マッチングを繰り返し，より詳細なデプス
マップを生成する．ウィンドウサイズ N × L を 1/2 ずつ小さくする．
N ← N/2 (4.21)
L← L/2 (4.22)
奥行きの初期値 Zinit および法線ベクトル n = [nX , nY , nZ ]T を，
Zinit ← I0Z (u, v) (4.23)
n← 0√









ψ = I0ψ (u, v) (4.25)
φ = I0φ (u, v) (4.26)
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である．奥行きの初期値 Zinit および法線ベクトル n について，参照視点 V 0R および
近傍視点群 C0 に対してMVS のための POC に基づくウィンドウマッチングを行い，








I0Z(u, v)← Z (4.27)
I0α(u, v)← α (4.28)
I0ψ(u, v)← nX (4.29)
I0φ(u, v)← nY (4.30)
ただし，MVS のための POC に基づくウィンドウマッチングにおいて，すべてのステ
レオペアの POC 関数のピーク値が閾値を下回った場合，そのピクセルのそれぞれの
マップの値は 0 とする．N ≥ Nmin である限り，この処理を繰り返す．ここで，Nmin
は，最小のウィンドウサイズを表すパラメータである．
最下位層のすべてのピクセルについて，上記手順により，デプスマップ I0Z(u, v)，相関





デプスマップ IZ(u, v) および相関値マップ Iα(u, v) を，最下位層におけるデプスマッ
プ I0Z(u, v)，および，相関値マップ I
0
α(u, v) とする．
IZ(u, v)← I0Z(u, v) (4.31)
Iα(u, v)← I0α(u, v) (4.32)
提案手法では，すべての参照視点 VR ∈ V について，上記処理によりデプスマップ IZ(u, v)，
および，相関値マップ Iα(u, v) を生成する．
4.2.2 重み付きメディアンフィルタを用いたデプスマップの高精度化
4.2.1 節で述べた階層的探索では，上位層の 1 つのピクセルのマッチング結果が，下位層の
複数のピクセルに影響を与えるため，上位層における誤対応が最終的なデプスマップの多くの
ピクセルの誤対応につながる．また，上位の階層ほど，相対的に画像サイズに対するウィンド
























以下では，階層 h におけるデプスマップ IhZ(u, v) を例に，提案手法で使用する重み付きメ
ディアンフィルタについて説明する．重み付きメディアンフィルタは，フィルタリング後の注
目ピクセルの値を，注目ピクセル周辺のピクセルの値の重み付き中央値で決定するフィルタで
ある．ソートされた数列 (ak)k=0,1,··· ,N−1 と各要素の重み (wk)k=0,1,··· ,N が与えられた際に，
数列 (ak) の重み付き中央値 amed は，次式で与えられる．












値（ウィンドウ）Imed(i, j) とその重み wmed(i, j) をソートし，数列 (ak) および (wk) と
して，重み付き中央値を求める．ここで，(i, j) は，フィルタのウィンドウ内の座標であり，
i = −Mw, · · · ,Mw，j = −Mw, · · · ,Mw である．また，フィルタのウィンドウサイズは，
Nw ×Nw (Nw = 2Mw + 1) ピクセルである．デプスマップ IhZ(u, v) における座標系とウィ
ンドウ Imed(i, j) における座標系の関係を図 4.2 に示す．このとき，注目ピクセル (u′, v′) と，
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階層 h におけるデプスマップ IhZ(u, v) について，ウィンドウ内のマップ値 Imed(i, j) は，
Imed(i, j)← IhZ(u′+i, v′+j) (4.35)
となる．また，重み wmed(i, j) は，















となる．ここで，(u′, v′) はデプスマップ IhZ(u, v) の座標系におけるフィルタのウィンドウ中





また，式 (4.35) および式 (4.36) について，IhZ(u, v) および I
h
V (u, v) の画像外の値は 0 とす
る．このように決定されたウィンドウ内のマップ値 Imed(i, j) とその重み wmed(i, j) につい
て，Imed(i, j) をソートした数列 (ak) と，Imed(i, j) と同様の並び替えを wmed(i, j) に対して




′, v′)← amed (4.37)
デプスマップ IhZ(u, v) 上のすべてのピクセルについて注目ピクセル (u
′, v′) を変えながら，重
み付き中央値を計算し，代入することで，デプスマップ IhZ(u, v) を更新する．






き，フィルタのウィンドウ内のマップ値 Imed(i, j) は，式 (4.35) と異なり，それぞれのマッ
プ値を代入する必要があるが，重み wmed(i, j) の計算には式 (4.36) を用いる．
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Depth map
Window














カットは，S ノードと T ノードを含む重み付き有向グラフについて，S-T カット（カット上
を S から T に向かうエッジの重みが最小になるカット）を求めることで 2 値のラベリングを
行う手法である [90]．有向グラフの重みに，エネルギー関数の各項を割り当てることで，エネ











以下では，ある参照視点 VR ∈ V について，デプスマップ IZ(u, v) 上の各ピクセル
m = (u, v) が正対応点（正しい 3 次元復元点）か誤対応点かの 2 値のラベリング問題をグラ
フカットで解く．まず，カットするグラフは図 4.3 のように定義する．各ピクセル m をノー
ドとし，S ノードからすべてのピクセルのノードに向かうエッジ，すべてのピクセルのノード
から T ノードへ向かうエッジを追加する．また，隣接する 4 近傍のピクセル（ピクセル (u, v)
に対して，(u− 1, v)，(u, v − 1)，(u+ 1, v)，(u, v + 1) の 4 つのピクセル）間について対応
するノード間に双方向のエッジを追加する．このとき，S ノードを正対応 (Inlier) のラベル，
T ノードを誤対応 (Outlier) のラベルとする．また，すべてのピクセルのノードを表す集合を
N，すべてのピクセル間のエッジを表す集合を E とする．次に，各ノードに重みを追加する．
S ノードから各ピクセルのノードに向かうエッジの重みを Edata1(m)，各ピクセルのノードか
ら T ノードに向かうエッジの重みを Edata2(m)，隣接ピクセル m1-m2 の関係を表すエッジ



















λE1Iα(m) if m is inlier
0 otherwise
(4.39)
Edata2(m) は，そのピクセルの誤対応点らしさを表し，ピクセル m が誤対応の時に















if m is outlier
0 otherwise
(4.40)
ここで，C は VR のデプスマップ作成時の近傍視点群である．また，Z ′ は，参照視点 VR の
3次元点を近傍視点 Ck の座標系に変換した際の 3 次元点の奥行きを，IZ,Ck(m
′) は，近傍視








⎥⎥⎦ = IZ(m)RCkA−1m̃+ tCk
sm̃′ = ACkM
′ (4.41)
ここで，RCk は参照視点 VR のカメラ座標から近傍視点 Ck のカメラ座標への回転を，tCk
は参照視点 VR のカメラ座標から近傍視点 Ck のカメラ座標への平行移動量を表す．また，A
および ACk は，それぞれ参照視点 VR および近傍視点 Ck の内部パラメータを表す．この
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Edata2(m) は，デプスマップ IZ(u, v) の近傍視点におけるデプスマップとの整合性をとるた
めの項である．
Esmooth(m1,m2) は，隣接ピクセルとのラベルの一致しやすさを表し，Esmooth(m1,m2)
が大きいほど，m1-m2 間のエッジが S-T カットに含まれにくくなる．提案手法では，隣接ピ
クセルと奥行きの差が大きくなるところで正対応・誤対応のラベルが変化しやすいと仮定し，
Esmooth(m1,m2) を次式で定義する．







式 (4.39)，式 (4.40) および式 (4.42) において λE1, λE2, λE3 は各コストの優先度を表し，
σE1, σE2 はパラメータである．以上により定義されたグラフについて，グラフカットにより
S-T カットを求め，S ノードと同じラベルのピクセルを正対応点，T ノードと同じラベルの
ピクセルを誤対応点とする．このように決定された誤対応点について，デプスマップ IZ(u, v)
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Object
Object
















図 4.4 デプスマップの整合性: (a) 各視点から 3 次元復元される物体表面とアーチ






図 4.4 にアーチファクトが発生した場合の複数のデプスマップの関係の例を示す．図 4.4(a)




復元される．図 4.4(b) は，デプスマップ間の整合性と 3 次元点の関係を表す．A から D の
各位置について，デプスマップ間の整合性と 3 次元点の関係を以下にまとめる．
• A の位置では，視点 1 と 視点 2 のデプスマップで整合性が取れないが，どちらの視点
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から復元される 3 次元点も正対応点である．これは，カメラ位置が大きく異なる視点か
ら，対象物体の異なる領域を復元した状態である．このとき，視点 1 と視点 2 のデプ
スマップの差は比較的大きくなる．
• B, C の位置では，視点 1 と視点 3 のデプスマップ間で整合性が取れず，B の位置では
視点 3 から復元される 3 次元点が，C の位置では視点 1 から復元される 3 次元点が
アーチファクトとなる．このとき，視点 1 と視点 3 のデプスマップの差は比較的小さ
く，常にアーチファクトが正対応点よりもカメラ側に復元される．
• D の位置では，視点 2 と視点 3 のデプスマップの差が少なく，整合性が取れている．
このことより，D の位置では，視点 2 と視点 3 で対象物体の同一の領域を復元したと
判断できる．









deg(VR, Ck) > th3 (4.44)
また，Z ′ は，参照視点 VR の 3 次元点を近傍視点 Ck の座標系に変換した際の 3 次元点の
奥行きを，IZ,Ck(m
′) は，近傍視点 Ck のデプスマップにおける m′ ピクセルの奥行きを，
deg(VR, Ck) は，視点 VR と Ck の視差角を表し，Z ′, m′ は式 (4.41) を満たす．th1, th2,
th3 はパラメータである．図 4.4 の A, B の位置における，各変数の関係を図 4.5 に示す．Ck
の候補が複数存在する場合，すべての候補について式 (4.43) を評価し，1 つ以上の候補で条
件を満たす場合はアーチファクトとする．式 (4.43) および式 (4.44) の条件式の意味は以下の
通りである．














図 4.5 閾値処理によるアーチファクト除去における各変数の関係: (a) A の位置に
おいて視点 2 のデプスマップから復元された点は正対応点として判断され，
(b) B の位置において視点 3 のデプスマップから復元された点はアーチファ
クトとして判断される．
• 奥行きの差が th1 以下の点は，同一の領域を復元した点であるとして除去しない．
• 奥行きの差が th2 以上の点は，対象の別の部分を復元した点として除去しない，
• 視野角が th3 以下の視点のデプスマップは，アーチファクトの判定に適さないため，使
用しない．
デプスマップ IZ(u, v) 上のすべてのピクセルについて，式 (4.43) および式 (4.44) を評価し，
条件を満たすピクセルについてデプスマップ IZ(u, v) および相関値マップ Iα(u, v) を 0 とす
ることで，アーチファクトを除去する．上記の処理を，多視点画像 V におけるすべての視点
V のデプスマップに対して行う．
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4.2.5 デプスマップからの 3 次元点群生成
4.2.3 節の誤対応点除去，および，4.2.4 節のアーチファクト除去を適用した後のデプスマッ
プ群とカメラパラメータから，対象物体の 3 次元点群を生成する．多視点画像 V について，
視点 VR ∈ V のデプスマップを IZ(u, v)，内部パラメータを A，外部パラメータを R，t と
する．このとき，デプスマップ上のピクセル m の 3 次元点 M の世界座標は次式で計算さ
れる．
M = R−1(IZ(m)A−1m̃− t) (4.45)
ただし，IZ(u, v) および Iα(u, v) の値が 0 のピクセルについては，3 次元点の奥行きが推定さ
れていない，もしくは，誤対応点・アーチファクトとして除去されたとして，3 次元点を復元
しない．視点 VR のデプスマップ IZ(u, v) におけるすべてのピクセルm について，式 (4.45)
により 3 次元点を生成する．この処理を，多視点画像 V に含まれるすべての視点について行
うことで，対象物体全体の 3 次元点群を生成する．各視点から生成された 3 次元点群の座標
系は世界座標系に統一されているため，後処理としての点群の位置合わせを必要としない．
4.3 精度評価実験
本章では，Jensen らの公開データセットを用いた実験により，従来の MVS アルゴリズム
と 3 次元復元精度を比較し，提案手法の有効性を確認する．まず，実験環境として，Jensen ら
の公開データセット，および，比較する従来手法について説明する．次に，提案手法と従来手
法のそれぞれで生成した 3 次元点群について，その誤差を求め，3 次元復元精度を評価する．
4.3.1 実験環境
本実験では，MVS 評価用のデータセットとして，Jensen らのデータセット [41], [43] 用い
る．Jensen らのデータセットは，3 次元点群の評価を行うデータセットであり，MVS 評価用
のデータセットの中でも，データセットの規模が大きく，128 個の対象物体に対して，それぞ
れの多視点画像と真値の 3 次元点群が利用できる．また，各対象物体について，いくつかの
第 4 章 高精度ウィンドウマッチングに基づく多視点ステレオアルゴリズム 100




されたものである．各視点の画像は，1, 600× 1, 200 ピクセルのカラー画像である．ロボット
アームの動きを記録し，対象物体を変えながら，同一の 49 視点，もしくは，64 視点の多視
点画像を撮影する．49 視点の多視点画像は，対象物体を設置する撮影ステージに対して，半
径約 500 mm の球状の視点位置から撮影されたものである．64 視点の多視点画像は，49 視
点の視点位置に加え，半径約 650 mm の球状の視点位置から撮影された画像を含む．さらに，
各視点について，8 種類の光源設定の画像が選択できる．これら 8 種類の光源設定は，撮影ス





験に使用する対象物体と，Jensen らのデータセットにおける物体番号を図 4.6，図 4.7 に示
す．これらの 40 個の対象物体は，すべての従来手法の結果が提供されている物体の中から，
Jensen らの 5 つの分類で偏りが生じないように選択した．
比較する従来手法として，Campbell らの手法 [24]，Furukawa らの手法 [19]，Tola らの
手法 [26] を用いる．いずれの手法も，Middleburry のランキングサイト [42] や，Strecha の
ランキングサイト [49] にて高い性能を示す MVS アルゴリズムである．従来手法の精度評価
には，Jensen らのデータセット内に含まれる 3 次元復元点群を利用する．Campbell らの手
法は，アルゴリズム内のウィンドウマッチングに 3.5.2 節の分類における NCC+BF を用い
る．Furukawa らの手法は，アルゴリズム内のウィンドウマッチングに 3.5.2 節の分類におけ
る NCC+LM+Homography を用いる．Tola らの手法は，DAISY に基づくアルゴリズムで
*1 ロボットアームが視点ごとに変動しているため，ロボットアームの影により，視点ごとの光源の状態は，完全
に統一されていない．
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Scan 1 Scan 2 Scan 4 Scan 5
Scan 9 Scan 10 Scan 11 Scan 12
Scan 14 Scan 17 Scan 21 Scan 24
Scan 25 Scan 30 Scan 31 Scan 34
Scan 35 Scan 37 Scan 39 Scan 42
図 4.6 実験に使用する対象物体（1 から 20 個目）
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Scan 44 Scan 49 Scan 51 Scan 55
Scan 62 Scan 63 Scan 69 Scan 74
Scan 76 Scan 84 Scan 94 Scan 98
Scan 102 Scan 105 Scan 106 Scan 110
Scan 114 Scan 118 Scan 122 Scan 128
図 4.7 実験に使用する対象物体（21 から 40 個目）
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ある．




















スマップ生成の際に，参照視点 VR ごとに，最も基線長の短いものから 4 つの視点を近傍視
点群 C とする．実際に，デプスマップ生成に用いた参照視点 VR および近傍視点群 C の例
を図 4.8 に示す．階層数は，H = 3 である．ウィンドウサイズは，階層番号 h > 0 のときに
N × L = 32 × 17 ピクセル，最下位層（h = 0）のときに最小で Nmin × Lmin = 8 × 5 ピク
セルとする．複数のステレオペアの POC 関数を平均化する際の閾値は th = 0.5 とする．重
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み付きメディアンフィルタについて，フィルタのウィンドウサイズは 11× 11 ピクセルとし，
パラメータは σw1 = 2 ピクセル，σw2 = 15 とする．ただし，σw2 は，カメラ画像の輝度値が
0 から 255 の場合の値である．次に，Sakai2，Sakai3 について，グラフカットに基づく誤対
応点除去のパラメータは，σE1 = σE2 = 15 mm，λE1 : λE2 : λE3 = 1: 1: 10 とする．最後
に，Sakai3 について，閾値処理に基づくアーチファクト除去のパラメータは，th1 = 0.3%，




た 3 次元点群 P data と真値の 3 次元点群 P truth を入力とし，2 つの距離集合 Daccuracy と
Dcomplete を出力する．Daccuracy は，3 次元復元点群 P data の各 3次元点から最近傍の真値
の 3 次元点までの距離集合であり，文献 [41] における “accuracy” に相当する．Dcomplete
は，真値の 3 次元点群 P truth の各 3 次元点から最近傍の 3 次元復元点までの距離集合で
あり，文献 [41] における “complete” に相当する．Daccuracy および Dcomplete の関係を
図 4.9 に示す．本実験では，これら 2 つの距離集合の中央値 median(Daccuracy)，および，





くなる傾向にある．図 4.9(d) では，復元された 3 次元点が正確であるが，対象物体の詳細な
形状を復元できていない．一方で，図 4.9(e) では，復元された 3 次元点に不正確な点が含ま
れるが，対象物体の詳細な形状を復元できている．このように，median(Daccuracy)，および，
median(Dcomplete) のどちらの指標も復元された 3 次元点群の精度を表すものであり，両方
の指標を考慮する必要がある．そこで，本論文では，“accuracy” と “complete” の複合的な
指標として，median(Daccuracy ∪Dcomplete) も併せて使用する．
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(a) Scan14 
Reference view Neighboring views
(b) Scan14 
Reference view Neighboring views
(d) Scan31 





Reference view Neighboring views
図 4.8 Jensen らのデータセットによる実験で使用する参照視点 VR と近傍視点群
C の例
















図 4.9 3 次元点復元精度の評価指標: (a) 3 次元復元点から真値までの
距離 Daccuracy，(b) 真値から 3 次元復元点までの距離 Dcomplete，
(c) median(Daccuracy) と median(Dcomplete) の両方が小さい場合，(d)
median(Daccuracy) は小さいが median(Dcomplete) が大きい場合，(e)
median(Dcomplete) は小さいが median(Daccuracy) が大きい場合，(f)
median(Daccuracy) と median(Dcomplete) の両方が大きい場合
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それぞれの対象物体について，図 4.10 に median(Daccuracy) の結果を，図 4.11 に
median(Dcomplete) の結果を，図 4.12 に median(Daccuracy ∪ Dcomplete) の結果を示す．





従来手法よりも median(Dcomplete) が小さい結果となった．一方，median(Daccuracy) につ
いては，Tola らの手法より誤差が大きいものの，すべての物体で Campbell らの手法より
も，いくつかの物体で Furukawa らの手法よりも誤差が小さい．また，median(Daccuracy) と
median(Dcomplete) の両方を考慮した指標である median(Daccuracy ∪Dcomplete) について
は，すべての物体において，Sakai3 の結果が，どの従来手法の結果よりも誤差が小さい．
実験に用いた対象物体の中で，いくつかの特徴的な復元結果を図 4.13，図 4.14，図 4.15，
図 4.16，図 4.17，図 4.18 に示す．ただし，Tola らの 3 次元復元結果について，Jensen らの
提供する 3 次元復元点群に色情報が含まれておらず，本節では，図示のために，カメラ画像
と 3 次元点群の関係から適当に色情報を与えた．Scan 34 は，すべての手法について，3 次元
復元誤差が最も小さい対象物体である．物体表面のテクスチャが多く，形状も単純な構造であ
る．Scan 11，Scan 31 は，物体表面のテクスチャが少なく，一般に 3 次元復元が難しいとさ
れる物体を含む．特に，Scan 11 は，物体全体でテクスチャが少なく，すべての手法で誤差が
大きい．Scan 24，Scan 49，Scan 63 は，提案手法と従来手法の特徴的な差が見られる対象で
ある．3 次元復元結果から確認できる各手法の特徴とその比較は以下の通りである．
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図 4.10 それぞれの対象物体における median(Daccuracy)




























Campbell Furukawa Tola Sakai1 Sakai2 Sakai3
1 2 4 5 9 10 11 12 14 17 21 24 25 30
Scan number
31 34 35 37 39 42 44 49 51 55 62 63 69
Scan number











図 4.11 それぞれの対象物体における median(Dcomplete)
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図 4.12 それぞれの対象物体における median(Daccuracy ∪Dcomplete)
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• Furukawa らの手法は，テクスチャが多い物体において，Daccuracy，Dcomplete の誤
差が小さく，3 次元復元点の精度が高い．一方で，テクスチャが少ない Scan 11 や
Scan 31 において，復元されていない領域が多く，Dcomplete の誤差が大きい．これは，
Furukawa らの手法が，画像上の特徴点を起点として復元を行うため，テクスチャが少
ない領域で特徴点が検出されず，3 次元点の伝搬による復元もできなかったためであ
る．また，単純な背景においてアーチファクトを復元しやすく，Scan 49，Scan 63 で
は物体表面に，本来対象物体に存在しない色の 3 次元点を復元している．




平滑化されたような 3 次元点群が復元される傾向にある．このような場合，図 4.9(d)





• Sakai3 は，3 つの従来手法よりも多くの領域を復元しており，Daccuracy，Dcomplete の
誤差が小さいことを確認できる．図 4.10 において，Sakai3 は，Furukawa らの手法，
Tola らの手法に比べて誤差が大きく，Campbell らの手法と同様の傾向を示している．
しかし，3 次元復元結果から，Sakai3 において Daccuracy の誤差が大きい点は，真値の
3 次元点が存在しない領域に多く存在していることが確認できる．例えば，Scan 24 の
屋根の部分や，Scan 49 の靴やくちばし，Scan 63 の果物と床の間などである．その他
の領域に関しては，Furukawa らの手法，Tola らの手法と同様に誤差の小さい青い点が
多く，Campbell らの手法と比べて Daccuracy の誤差が小さいことが確認できる．一方
で，どの対象物体においても，物体の多くの領域を復元できており，Furukawa らの手
法，Tola らの手法と比べ，Dcomplete の誤差が小さい．特に，Scan 11 や Scan 31 で
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は，テクスチャの少ない領域においても高精度な 3 次元点を復元できている．
次に，Sakai1，Sakai2，Sakai3 について，3 次元復元精度を比較する．図 4.10，図 4.11，





く，正しく復元できていた 3 次元点も除去している．ただし，median(Daccuracy ∪Dcomplete)
については，多くの物体で Sakai2 よりも Sakai3 の方が誤差が小さくなっており，3 次元復元
点群の精度向上につながっている．
Sakai1，Sakai2，Sakai3 の 3 次元復元結果について，実験に用いた対象物体の中で，いく








れない．一方で，Sakai2 の 3 次元復元結果においても，物体表面付近に小さい誤差を持った
アーチファクトが残っていることが確認できる．例えば，図 4.19 に示した Scan 4 の結果に
おける鳥のとさかや，図 4.21 に示した Scan 63 の結果におけるりんごの表面では，対象物体
に存在しない色の点が復元されている．また，図 4.20 に示した Scan 25 の結果では，アー
チファクトにより物体表面の輪郭が不正確になり，3 次元復元点群をレンダリングした画像
の輪郭にノイズがみられる．これに対して，Sakai3 の 3 次元復元結果では，物体表面のアー
チファクトが除去され，3 次元復元点群の見た目が真値に近づいている．Daccuracy について
























0 3 [mm] 0 3 [mm]
図 4.13 Scan 11 の 3 次元復元結果（1 列目: 画素値で色をつけた 3 次元点群，2 列
目: Daccuracy で色をつけた 3 次元復元点群，2 列目: Dcomplete で色をつ
けた真値の 3 次元点群）
























0 3 [mm] 0 3 [mm]
図 4.14 Scan 24 の 3 次元復元結果（1 列目: 画素値で色をつけた 3 次元点群，2 列
目: Daccuracy で色をつけた 3 次元復元点群，2 列目: Dcomplete で色をつ
けた真値の 3 次元点群）
























0 3 [mm] 0 3 [mm]
図 4.15 Scan 31 の 3 次元復元結果（1 列目: 画素値で色をつけた 3 次元点群，2 列
目: Daccuracy で色をつけた 3 次元復元点群，2 列目: Dcomplete で色をつ
けた真値の 3 次元点群）
























0 3 [mm] 0 3 [mm]
図 4.16 Scan 34 の 3 次元復元結果（1 列目: 画素値で色をつけた 3 次元点群，2 列
目: Daccuracy で色をつけた 3 次元復元点群，2 列目: Dcomplete で色をつ
けた真値の 3 次元点群）
























0 3 [mm] 0 3 [mm]
図 4.17 Scan 49 の 3 次元復元結果（1 列目: 画素値で色をつけた 3 次元点群，2 列
目: Daccuracy で色をつけた 3 次元復元点群，2 列目: Dcomplete で色をつ
けた真値の 3 次元点群）
























0 3 [mm] 0 3 [mm]
図 4.18 Scan 63 の 3 次元復元結果（1 列目: 画素値で色をつけた 3 次元点群，2 列
目: Daccuracy で色をつけた 3 次元復元点群，2 列目: Dcomplete で色をつ
けた真値の 3 次元点群）
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も，誤差の大きい赤い点が減少し，青い点の割合が高くなっていることが確認できる．また，
図 4.11 では median(Dcomplete) が Sakai2 に比べ Sakai3 の方が誤差が大きいが，図 4.19，
図 4.20，図 4.21 の 3 次元復元結果では，Dcomplete の変化は局所的である．つまり，物体全
体の Dcomplete の誤差が増加したのではなく，物体の一部分で Dcomplete の誤差が増加したた
め，median(Dcomplete) が大きくなっている．例えば，Scan 25 におけるバルコニーの柵や，
Scan 63 における左のりんごの表面では，アーチファクト除去により正しく復元されていた 3
次元点まで除去され，Dcomplete の誤差が大きくなっているが，物体全体の Dcomplete の色は
大きく変化していない．
以上，本節では，実験を通して提案手法を評価した．Jensen らの公開データセットを用い




4.4 文化財の 3 次元復元への応用
本節では，本論文で提案する POC に基づく MVS アルゴリズムの応用として，デジタル
アーカイブを目的とした文化財の 3 次元復元 [91] について述べる．文化財のデジタルアーカ
イブは，文化財の記録・修復・研究のため，文化財の画像や 3 次元形状などを計算機上に保存
することを目的とする [2]．現在，文化財の 3 次元形状を保存するためには，能動型の 3 次元
復元技術が適用され，3 次元スキャナ・3 次元デジタイザと呼ばれる 3 次元計測器が利用され





そこで，本論文で提案する POC に基づく MVS アルゴリズムにより，カメラ画像のみから




















0 3 [mm] 0 3 [mm]
図 4.19 Scan 4 の 3 次元復元結果（1 列目: 画素値で色をつけた 3 次元点群，2 列
目: Daccuracy で色をつけた 3 次元復元点群，2 列目: Dcomplete で色をつ
けた真値の 3 次元点群）




















0 3 [mm] 0 3 [mm]
図 4.20 Scan 25 の 3 次元復元結果（1 列目: 画素値で色をつけた 3 次元点群，2 列
目: Daccuracy で色をつけた 3 次元復元点群，2 列目: Dcomplete で色をつ
けた真値の 3 次元点群）




















0 3 [mm] 0 3 [mm]
図 4.21 Scan 63 の 3 次元復元結果（1 列目: 画素値で色をつけた 3 次元点群，2 列
目: Daccuracy で色をつけた 3 次元復元点群，2 列目: Dcomplete で色をつ
けた真値の 3 次元点群）
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の文化財の 3 次元復元を行う．3 次元復元に必要な入力データがカメラ画像のみであるため，
従来の 3 次元計測器に比べ，撮影装置が小型・軽量であり，撮影の負担も少ない．3.5 節，お
よび，4.3 節で示したように，POC に基づく MVS アルゴリズムは，カメラ画像のみから 1
mm 以下の精度で対象物体を復元可能である．そのため，適切なカメラ画像を撮影すれば，十
分な精度で文化財のデジタルアーカイブのための 3 次元復元に利用できる．以下では，実際の
文化財である瑞巌寺の欄間の 3 次元復元を行い，提案手法により高精度かつ簡便に文化財の 3
次元形状を取得できることを示す．
4.4.1 3 次元復元処理の流れ
POC に基づく MVS アルゴリズムを文化財の 3 次元復元に適用する場合，一般的な多視点
3 次元復元の流れに従い，(i) 多視点画像の取得，(ii) カメラパラメータ推定，(iii) 3 次元復元













メータ推定に，Bundler [56], [58], [92] を利用する．Bundler では，Scale-Invariant Feature
Transform (SIFT) [50] に基づく対応付け結果に対して，5 点アルゴリズム [66]，P3P 問題の
解法 [67]，バンドル調整 [52]–[54] を用いてカメラパラメータを推定する．
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(a)
(b)
図 4.22 瑞巌寺の欄間の撮影 [91]: (a) 復元対象の欄間，(b) 撮影の様子
最後に，多視点画像とカメラパラメータから，4.2 節で提案した POC に基づく MVS ア
ルゴリズムを用いて 3 次元復元を行う．さらに，POC に基づく MVS アルゴリズムの出力
した 3 次元点群に対して，Bradley らの手法 [23]，および，Poisson Surface Reconstruction
(PSR) [93] を用いて 3 次元メッシュモデルを生成する．
4.4.2 瑞巌寺欄間の撮影条件
図 4.22 に，復元対象の欄間のカメラ画像と撮影の様子を示す．欄間の大きさは，幅 × 高さ
× 厚さが約 2, 400× 815× 80 mm である．この欄間を，1,500 mm から 2,000 mm 離れた
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距離から，欄間の中央にカメラを向けて撮影し，多視点画像を取得する．撮影に使用したカメ
ラは，ニコン社製のデジタルカメラ D3 である．画像サイズは，4, 000× 3, 000 ピクセルであ
る．また，撮影の際にスタンド式の蛍光灯を設置し，700 ルクス程度の明るさを確保した．多
視点画像は，欄間の表面の 131 枚，裏面の 83 枚を撮影した．撮影に要した時間は，合計 31
分である [91]．
4.4.3 瑞巌寺欄間の 3 次元復元結果
撮影した 214 枚の画像のうち，表面で 25 枚，裏面で 54 枚の画像を手動で選択し，3 次元
復元を行った．3 次元復元の計算機処理に要した時間は，約 7 時間である．図 4.23 に，欄間
の 3 次元復元結果を示す．3 次元復元結果より，欄間の大部分については，対象の細かい形状
まで復元できていることが確認できる．ただし，鳳凰の尾の部分は，オクルージョンが発生し
やすく，復元結果が不正確になっている．
本実験では，3 次元復元精度を比較するため，GOM 社製の 3 次元デジタイザ ATOS（カ
タログ上の 3 次元復元誤差: 0.05 mm）にて，同一の物体を復元した．提案手法による 3 次
元復元結果について，ATOS の復元結果との差は 0.3 mm 以下であった [91]．一方で，手持
ち式の小型 3 次元スキャナの 3 次元復元精度は，カタログ上のスペックで 0.5 mm 前後であ
る．以上より，提案手法は，手持ち式の 3 次元スキャナと同等以上の精度で 3 次元復元が可
能であり，文化財のデジタルアーカイブにおいて，十分に利用できるものである．
4.5 むすび
本章では，高精度ウィンドウマッチングに基づく MVS アルゴリズムとして，POC に基づ
く MVS アルゴリズムについて述べた．まず，MVS のための POC に基づくウィンドウマッ
チングを用いたプレーンスイーピングに対して，(i) 階層的探索を用いたデプスマップ生成，
(ii) 重み付きメディアンフィルタを用いたデプスマップの高精度化，(iii) グラフカットに基づ
く誤対応点除去，(iv) 閾値処理に基づくアーチファクト除去を適用し，POC に基づく MVS
アルゴリズムを提案した．次に，公開データセットを用いた実験により，従来の MVS アルゴ
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(a)
(b)
図 4.23 瑞巌寺の欄間の 3 次元復元結果 [91]: (a) テクスチャなし，(b) テクスチャ
あり







以上，第 2 章から第 4 章まで，高精度ウィンドウマッチングに基づく多視点 3 次元復元に
ついて述べた．







































で，高精度な 3 次元点群生成が可能である．提案手法を多視点 3 次元復元の枠組みで利用す
ることで，カメラ画像のみから，能動型の 3 次元復元技術に匹敵する高精度な 3 次元形状を
復元できる．文化財のデジタルアーカイブでは，小型・軽量な装置による 3 次元形状の取得が
望まれており，カメラ画像のみを用いた高精度 3 次元復元が特に有効である．本論文では，実
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