Introduction.
In this paper we consider the weighted norm inequalities with matrix weight. Namely, let W be a d d matrix weight, i.e. a L 1 function whose values are selfadjoint nonnegative d d matrices. We suppose that the weight W is de ned on a set R where R is either the unit circle T = fz 2 C : jzj = 1g or the real line R. (W ) with matrix weight. This was conjectured by the rst author in 4], and the conjecture turns out to be true.
As a byproduct of our techniques we obtain some results on unconditional basis of wavelets in the weighted space L 2 (W ). We believe that results in such generality are new even in scalar-valued case, as for matrix-valued case we have not seen anything about it in the literature.
In this introduction we shall try to answer the following 3 questions the reader could have already asked him(her)self.
1. Why is this problem interesting ? 2. Why is this problem di cult? Why cannot it be easily reduced to the scalar-valued case? 3. What are connections with other areas?
1.1. Origin of the problem.
We think nobody needs to be convinced of the importance of the scalar case (Hunt | Muckenhoupt { Wheeden theorem). One can probably think of many ways to generalize their result to vector case, and we want to convince the reader that our generalization is a \right" one. And we think the simplest way to do that is to explain the origin of the problem.
The problem has two origins (at least for us). The rst one is the theory of stationary processes.
Let us consider a multivariate random stationary process. For the simplicity we consider the case of discrete time. Let W be the spectral measure of the process; in our case it is a measure whose values are d d nonnegative selfadjoint matrices. The reader can think of it as of a matrix whose entries are complex measures i;j such that for any Borel set E the matrix f i;j (E)g d i;j=1 is nonnegative.
The geometry of the process is described by the geometry of the sequence of subspaces (dW(t)f(t); f(t)) < 1 :
In this representation the past of the process is span fz n C d : n < 0g and the future is span fz n C d : n 0g; the angle between past and future is nonzero means simply that the Riesz projection P + is bounded in the weighted space L 2 (W). This property for stationary Gaussian processes (the angle between past and future is nonzero) is called in probability literature uniform mixing of past and future.
If the angle between past and future is nonzero, then for any vector e 2 C d the angle between subspaces span fz n e : n < 0g and span fz n e : n 0g in L 2 (W) is nonzero. If a measure is de ned on Borel sets E by (E) = (W(E)e; e) the last condition means that the angle between antianalytic polynomials span fz n : n < 0g and analytic polynomials span fz n : n 0g in the (scalar) weighted space L 2 ( ) is positive. Equivalently, we can say that the Riesz Projection P + (or Hilbert Transform T) is bounded in the weighted space L 2 ( ). It is well known that this is possible if and only if the measure is absolutely continuous and its density w satis es the (scalar) Muckenhoupt condition (A 2 ).
Therefore if the angle between past and future is positive, the spectral measure W of the process is necessarily absolutely continuous, and the question about the angle gives rise to our problem.
Similarly, if we consider stationary processes with continuous time, we arrive at the problem about Hilbert Transform on R. 
It is trivial and well known that given an invertible Toeplitz operator T F , its symbol F has to be invertible in L 1 . Therefore the weights V and W are equivalent in a sense that there exists a constant C such that for all e 2 C d and for almost all t 2 R 1 C (V (t)e; e) (W (t)e; e) C(V (t)e; e):
That means that we can replace in (1.2) V by W or vice versa, so we again arrive at our problem.
Specifics of the matrix-valued case.
We would like to mention that the problem can not be reduced to the scalar case. The proof for the scalar case can not be reproduced to matrix valued weights. The main reason is that the original proof by Hunt | Muckenhoupt | Wheeden 1], and all its modi cations (see 2, 3] ) heavily use maximal functions. And it is very di cult for us to imagine how can one introduce working maximal functions for matrix-valued weights. Indeed, for scalar weighted spaces we have a very simple but wonderful fact that a function f belongs L p ( ) if and only if jfj 2 L p ( ). And we do not have an analogue of this for matrix-valued weights, even for p = 2.
As an illustration what kind of di culties one can encounter in the matrix-valued case let us present a very simple example. It is trivial in the scalar case that if we have an integral operator in L 2 ( ) with positive (scalar) kernel, and we know that an operator with a bigger kernel is bounded, then the original operator is bounded too. This statement (even for scalar kernels) does not hold for weighted L 2 -spaces with matrix weights (at least we do not know a proof of this fact).
Main idea.
The main idea of the proof is very simple. We choose an appropriate basis and show that the matrix of the operator generates a bounded operator in`2. This idea itself is nothing new | it is a standard idea in the wavelet technique.
We would like to point out to two details that distinguish our approach. The rst is that the basis system we use is just usual (normalized) Haar system. We believe that for our problem the Haar system is the most appropriate one. Let us mention that at rst glance the weighted Haar system like the one used in the solution of Calderon problem 9], or smooth wavelets would be more appropriate. However it is not the case, and the reader can easily see this after he works some time with systems and matrices. In particular, it was shown in 9] that the weighted Haar system forms a Riesz basis in the non-weighted L 2 , but this is not true for our weights (even in scalar case). In our case the weighted Haar system is not even minimal.
The other distinction is that we do not use the Schur test to prove the boundedness of the operator in the sequence space`2. We certainly would prefer to use this test (because it is well known, simple and actually gives necessary and su cient condition to positive kernels) but we encounter very serious di culties here. The Schur test multipliers that cancel out in scalar case do not cancel in the matrix case, because of a certain matrix between them. So we have to use another and less known test, the so called Senichkin | Vinogradov test 1 and some of its modi cations, see 7] (see also Theorems 6.3, 7.3, 7.4 in the text). 1 After the paper was submitted it was pointed to us by E. Stein that such \dohbling kernel" trick was used long before by di erent authors. The paper by A. N. Kolmogorov and G. Silvestrov 11] is the earliest known to us reference The basic idea of the proof lies entirely in the vein of wavelets theory, but the essential technicalities seem to be new in this context, and we never met them in the literature.
We present the proof only for the real line R, but one can easily see that (almost) the same proof works just ne for the circle T.
Note that we consider only matrix-valued case. We do not know whether the results are true for operator-valued weights (d = 1). for all n (C does not depend on n and I). The latter is exactly the conclusion of the lemma.
5. Construction of a vector Haar system. 5.1. Preliminaries about bases of subspaces. Consider a system of subspaces E n in a Hilbert H space. For simplicity let us suppose that the system is complete, i.e. the only vector orthogonal to all E n is 0.
Let us recall that the system is called minimal if there exists a family of bounded (not necessary orthogonal) projections E n E n f = 8 < : f;
f 2 E n 0;
f 2 E k ; k 6 = n : and is called uniformly minimal if projections E n are uniformly bounded.
For a minimal system of subspaces E n one can de ne the so-called biorthogonal or dual system E 0 n def = (E n ) H. Clearly E 0 n = span fE k : k 6 = ng ? .
A complete system of subspaces E n is called a Riesz basis or unconditional basis if there exists an isomorphism from H onto another Hilbert space H 0 that maps the system E n into an orthogonal system. Such an isomorphism is called the orthogonalizer of the system. Another equivalent de nition: a system of subspaces E n is a Riesz basis if there exists a constant C such that for any ( nite) collection of vectors f n 2 E n 1 C
A system of vectors f n is said to be an unconditional basis if the corresponding system of one-dimensional spaces is an unconditional basis, and we call the system of vectors a Riesz basis if, in addition, it is almost normalized, i.e. 0 < inf n kf n k sup n kf n k < 1 :
In this case the norm k P c k f k k is equivalent to`2-norm of the sequence fc n g n .
We need the following well known fact about Riesz bases, see 7].
Theorem 5.1 A complete system of subspaces E n is a Riesz basis if and only if it is uniformly minimal and the following two \imbedding theorems" hold: Note that if the weight W satis es the Muckenhoupt condition (A 2 ), the the system E I is uniformly minimal. Indeed, the subspaces E I are orthogonal in the non-weighted space (W )) basis in E I , and hence we know that to prove the theorem it is su cient to show that the system of subspaces E I forms a Riesz basis. Since we already now that the system of subspaces is uniformly minimal, it is su cient to show that two imbedding theorems hold.
The system of functions E I in the weighted space L In this section we are going to prove the following theorem. The number (T h J ; h I ) is also easy to estimate. This is a standard and explicit computation and we omit the proof.
7.1. Some auxiliary matrices.
We are going to estimate our matrix by the sum of two matrices: one deals with the singularity at 1, another one with the singularity that occurs when I is close to s(J).
We need the following two tests of the boundedness of an integral operator. Proof. Take a vector e 2 C d . The scalar weight w, w(t) = (W (t)e; e) is clearly a Muckenhoupt weight with the same or better constant as W. So by Lemma 7.5 (W ( (I))e; e) C(W I e;e). 8. Unconditional bases of wavelets. (the interval I itself an the two neighbors of the same size), s(I) stands for the three point set formed of the center point and endpoints of I, and J;I be the distance from (J) to s(I). ; if J Z(I) (8.4) Then the matrix (8.1) is bounded above by a sum of matrices from Lemmas 7.7, 7.8 (modulo changing I to J and W to W ?1 in some places), so the corresponding operator is bounded.
To complete the proof of the theorem we need to explain the estimates (8. 
