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Abstract
In this paper we deal with the following mixed Dirichlet–Neumann elliptic problems
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−div(|x|−pγ |∇u|p−2∇u)= λ up−1|x|p(γ+1) +
ur
|x|(r+1)γ , u > 0 in Ω,
u = 0 on Σ1,
|x|−pγ |∇u|p−2 ∂u
∂ν
= 0 on Σ2
(1)
where Ω ⊂ RN (N  3) is a bounded domain such that 0 ∈ Ω and with different choices of the parameters
1 <p <N , p − 1 < r  p∗ − 1, −∞ < γ < N−pp and 0 λΛ which is a critical value to the existence
of solutions to problem (1).
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Along this paper we consider the general problem⎧⎪⎪⎨
⎪⎪⎩
−div(|x|−pγ |∇u|p−2∇u)= λ up−1|x|p(γ+1) +
ur
|x|(r+1)γ in Ω,
u > 0 in Ω,
Bα(u) = 0 on ∂Ω,
(2)
where we assume that Ω ⊂ RN (N  3) is a smooth bounded domain containing the origin,
1 <p <N , p−1 < r  p∗ −1 (p∗ = pN
N−p ), −∞ < γ < N−pp and 0 λΛ, the critical value
of the existence of positive solutions, namely for λ > Λ problem (2) has not positive solution.
We denote by ν the outwards unitary normal to the boundary ∂Ω . The boundary conditions are
defined as follows:
Bα(u) = uχΣ1(α) + |x|−pγ |∇u|p−2
∂u
∂ν
χΣ2(α) and
HN−1
(
Σ1(α)
)= α ∈ (0,HN−1(∂Ω)),
where HN−1(·) means the (N − 1)-dimensional Hausdorff measure. Also, we assume next hy-
potheses on the boundary conditions⎧⎨
⎩
Σi(α) ⊂ ∂Ω , i = 1,2, are smooth (N − 1)-dimensional submanifolds,
Σ1(α)∩Σ2(α) = ∅, Σ1(α)∪Σ2(α) = ∂Ω and the interfase Γ = Σ1(α)∩Σ2(α)
is a smooth (N − 2)-dimensional submanifold.
(3)
The next hypothesis on the moving of the boundary conditions will be used in the next sections,
namely
(H1) Σ1(α1) ⊂ Σ1(α2) for α1 < α2 and limα→0 Σ1(α) = C1 ⊂ ∂Ω with capp,μ(C1) = 0
where capp,μ(E) means the (p,μ)-capacity of the set E, which is the p-capacity of E with
respect to the measure dμ = |x|−pγ dx (see [10]).
The results of this paper are a natural extension of some obtained recently in [4] (linear case).
The main difficulty is the nonlinear nature of the operator that makes new difficulties and surest
the use of new techniques. To overcome the use of the isoperimetric type inequalities and the
spherical symmetrization as in [4] we will use the same kind of estimate used recently in [1].
The paper is organized as follows. In the next subsection we include some functional analysis
preliminaries that we will use in all the paper.
In Section 2 we deal with the behavior of the Sobolev constant under boundary condition. In
Section 2.1 we study the case γ = 0, namely we give a sufficient condition to achieve the Sobolev
constant in relation with the classical one. A direct example is related with the convergence of
the first eigenvalue when we move the boundary conditions under hypothesis (H1) (see [8,9]).
The case γ = 0 is studied in Section 2.2 where the behavior of the Sobolev constant Sp,γ (Ω,Σ1)
is obtained in comparison with the Sobolev constant in the case γ = 0, studied in [13]. Sufficient
conditions that ensure the attainability of Sp,γ (Ω,Σ1) are obtained.
Section 3 deals with the behavior of the Hardy–Sobolev constant ΛN,p,γ (Ω,Σ1) defined
in (17). By using the fact that ΛN,p,γ (Ω,Σ1) is achieved if and only if it is strictly smaller than
the one in RN , ΛN,γ , we are able to give geometrical condition to ensure that ΛN,p,γ (Ω,Σ1) is
achieved.
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problem:
⎧⎪⎪⎨
⎪⎪⎩
−div(|x|−pγ |∇u|p−2∇u)= λ up−1|x|p(γ+1) + |x|−p
∗γ up
∗−1 in Ω,
u > 0 in Ω,
B(u) = 0 on ∂Ω.
(4)
The first result deals with the case where Ω = RN , namely by setting
Tλ,p,γ = inf
{u∈D1,pγ (RN),u =0}
∫
RN
|x|−pγ |∇u|p dx − λ ∫
RN
|u|p
|x|p(γ+1) dx(∫
RN
|x|−p∗γ |u|p∗ dx)p/p∗
we will prove that (4) has a positive solution. In the case γ  0, by a suitable adaptation of the
argument used in [11] we will prove that Tλ,p,γ is achieved by radial functions and then give a
direct relation between Tλ,p,γ and Tkλ,p,0 for some positive constant k.
To finish in Section 5 we give some Liouville type theorems.
1.1. Preliminaries
Given ϕ ∈ C∞(Ω) we set
‖ϕ‖p,γ =
(∫
Ω
(|ϕ|p + |∇ϕ|p)|x|−pγ dx
)1/p
.
The Sobolev space D1,pγ (Ω) is defined as the completion of C∞(Ω) with respect to the
norm ‖ · ‖p,γ . In a natural way, we define D1,p0,γ (Ω) as the completion of C∞0 (Ω) under the
norm ‖ · ‖p,γ . Also, we define the space
Lpγ (Ω) =
{
f :Ω → R
∣∣∣ ‖f ‖p
L
p
γ (Ω)
=
∫
Ω
|x|−pγ |f |p dx < ∞
}
that we will use in the sequel. Using Poincaré type inequality we conclude that in the
space D1,p0,γ (Ω), the norm ‖ · ‖p,γ is equivalent to the norm of the gradient in Lpγ (Ω).
The natural space where we look for solutions to (Pα,λ) is
E
p,γ
Σ1
(Ω) = {v ∈D1,pγ (Ω): v = 0 on Σ1}, (5)
which may also be defined as the closure of C1c (Ω ∪Σ2) endowed with the norm ‖ · ‖p,γ . Since
HN−1(Σ1) = 0, as before, the norm ‖ · ‖p,γ in Ep,γΣ1 (Ω) is equivalent to the norm of the gradient
in Lpγ (Ω). As a consequence, from now on we shall use the notation
‖ϕ‖p
E
p,γ
Σ1
(Ω)
= ‖ϕ‖pp,γ =
∫
Ω
|x|−pγ |∇ϕ|p dx, for all ϕ ∈ Ep,γΣ1 (Ω).
In the case γ = 0, we will denote Ep,0Σ1 (Ω) := E
p
Σ1
(Ω).
The following result is an extension of the Picone Identity (see [14]) and will be used hereafter.
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Radon measure, v  0. Then for all u ∈ E2,γΣ1 (Ω) we have∫
Ω
|∇u|p|x|−pγ dx 
∫
Ω
|u|p
vp−1
(−div(|x|−pγ |∇v|p−2∇v))dx. (6)
See [6] for a proof.
We will use the following particular case of the Caffarelli–Kohn–Nirenberg inequalities
(see [7]).
Proposition 1.1 (Caffarelli–Kohn–Nirenberg). Let r , γ and β be real constants such that
p  1 and r, 1
p
− γ
N
,
1
r
− β
N
> 0. (7)
Then there exists a positive constant C such that for all u ∈ C∞0 (RN) we have∥∥|x|−βu∥∥
Lr
 C
∥∥|x|−γ |∇u|∥∥
Lp
(8)
if and only if
1
r
− β
N
= 1
p
− γ + 1
N
and 0 β − γ  1. (9)
Furthermore, on any compact set in parameter space in which (7) and (9) hold, the constant C
is bounded.
Notice that in the limit case where β = γ , r = p∗ we get the corresponding Sobolev inequal-
ity; moreover by setting β = (γ + 1), r = p the corresponding Hardy–Sobolev inequality.
2. Some remarks on Sobolev constant
In this section we recall some known results about Sobolev constant with mixed boundary
conditions and we extend and improve some results related with the attainability of Sobolev
constants.
2.1. The case γ = 0
Along this subsection we assume that γ = 0. In the paper [13] by Lions, Pacella and Tricarico,
the authors study some questions related to the best Sobolev constant in spaces like EpΣ1(Ω),
and they give sufficient conditions on the geometry of the domain Ω and Σ2 such that the best
constant given by
S
p
p (Ω,Σ1) = inf
u∈EpΣ1 (Ω),u ≡0
∫
Ω
|∇u|p dx(∫
Ω
|u|p∗ dx)p/p∗ (10)
is achieved. We recall that the classical Sobolev constant, Sp , is defined by
S
p
p = inf
u∈W 1,p(Ω),u ≡0
∫
Ω
|∇u|p dx(∫ |u|p∗ dx)p/p∗ ,0 Ω
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boundary conditions. The main result in [13] is the following
Theorem 2.1. For any Ω ⊂ RN with Q(Σ2,Ω) = (Nα1/NN )−1, αN ∈ (0, ωN2 ] we have
Sp(Ω) Sp
(
Σ(π,R)
)≡ Sp
(
ωN
2
)
,
where Sp(αN) = minSp(Ω) = ( αNωN )1/NSp , and the minimum is taken over all sets with the same
isoperimetric constant Q(Σ2,Ω) = (Nω1/NN )−1.
Moreover, consider Ω ⊂ RN , a bounded domain.
• If Σ2 is smooth and Sp(Ω,Σ1) < Sp(ωN2 ), then Sp(Ω,Σ1) is achieved.
• If Q(Σ2,Ω) = (Nα1/NN )−1 and Sp(Ω,Σ1) = Sp(αN), then Sp(Ω,Σ1) is not attained.
We give another sufficient condition in Lemma 2.1, to ensure that Spp (Ω,Σ1) is achieved,
by using the convergence of the first eigenvalue given in [9]. More precisely, we prove that
S
p
p (Ω,Σ1) is achieved if we move the boundary conditions in a suitable way.
Taking into account the above results and the convergence of the first eigenvalue, given in
Proposition 3.1 of [9] we prove the following result.
Proposition 2.1. Let Ω ⊂ RN be a smooth bounded domain. Given a family {Σ1(α): 0 < α <
HN−1(∂Ω)} verifying hypothesis (H1), then there exists a positive constant α0 such that for all
α =HN−1(Σ1(α)) < α0, Spp (Ω,Σ1(α)) is attained.
Proof. By definition of Spp (Ω,Σ1) and the Hölder inequality we have
S
p
p (Ω,Σ1) = inf
u∈Ep
Σ1(α)
(Ω),u ≡0
∫
Ω
|∇u|p dx(∫
Ω
|u|p∗ dx)p/p∗  |Ω|
p
N inf
u∈Ep
Σ1(α)
(Ω),u ≡0
∫
Ω
|∇u|p dx∫
Ω
|u|p dx
= |Ω| pN λ1(α).
By Proposition 3.1 in [9], λ1(α) → 0 as α → 0. Moreover following the proof of Proposition 3.1
in [9] we have that λ1(α) is strictly decreasing as α decreases, then there exists α0 > 0 such that
|Ω|p/Nλ1(α0)  S
p
p
2p/N , therefore for all 0 α < α0 we have |Ω|p/Nλ1(α) <
S
p
p
2p/N . As a conse-
quence, we verify the hypotheses of Theorem 2.1, hence we conclude. 
Taking into account Proposition 2.1 and the last observation, it is possible that Sp(Ω,Σ1) will
be achieved or not. This is one more fact that makes different the study of Dirichlet Problem and
Mixed Problems, because Sp is independent of Ω and is never achieved in bounded domains.
Remark 1. Notice that in the case γ ≡ 0, the results are strongly related with the classical Isoperi-
metric Inequality where the isoperimetric constant CN ≡ (Nω1/NN )−1 is achieved in balls. In the
case where γ = 0 a general Isoperimetric Inequality is unknown and then we need to use other
technics to get geometric condition that ensures existence results.
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Assume that −∞ < γ < N−p
p
and define the best Sobolev constant
S
p
p,γ (Ω,Σ1) = inf
u∈EpΣ1 (Ω),u ≡0
∫
Ω
|x|−pγ |∇u|p dx(∫
Ω
|x|−p∗γ |u|p∗ dx)p/p∗ . (11)
We recall that under Dirichlet boundary conditions the constant
S
p
p,γ = inf
u∈D1,p0,γ (Ω),u ≡0
∫
Ω
|x|−pγ |∇u|p dx(∫
Ω
|x|−p∗γ |u|p∗ dx)p/p∗
does not depend on Ω , is not achieved in bounded domains and it is achieved in whole of RN
for γ  0, namely in this last case
Sp,γ = Sp
(
1 − pγ
N − p
)N−1
N
. (12)
We refer to [11] for more details in this direction. However, the constant Sp,γ (Ω,Σ1) depends
on the domain and the boundary conditions and it can be achieved in some cases as we will prove
later. We begin by proving the next result.
Lemma 2.1. Assume that γ < 0, then Sp,γ (Ω,Σ1)min{2−1/NSp,Sp,γ }.
Proof. The fact that Sp,γ (Ω,Σ1)  Sp,γ is clear. Let prove the second estimate. Since
Sp,γ (Ω,Σ1) is invariant by dilation, we can assume the existence of R  1 such that
BR(0) ⊂ Ω . Let x0 ∈ Σ2, Ωε = Bε(x0) ∩ Ω and consider {un} ⊂ Ep,γΣ1 (Ω), a minimizing se-
quence of Sp,0(Ωε,Σ1,ε), where Σ1,ε = ∂Bε(x0)∩Ω and Σ2,ε = ∂Ω ∩Bε(x0). Then we obtain
that
Sp,γ (Ω,Σ1)
∫
Ω
|x|−pγ |∇un|p dx(∫
Ω
|x|−p∗γ |un|p∗ dx
)p/p∗

(|x0|−pγ + ε)
∫
Ωε
|∇un|p dx
(|x0|−pγ − ε)
(∫
Ωε
|un|p∗ dx
)p/p∗ = (|x0|
−pγ + ε)
(|x0|−pγ − ε)Sp,0(Ωε,Σ1,ε)+ o(1)
 (|x0|
−pγ + ε)
(|x0|−pγ − ε)2
−1/NSp + o(1).
Since ε > 0 is arbitrarily small, we obtain that Sp,γ (Ω,Σ1)  2−1/NSp and hence we con-
clude. 
We now give sufficient conditions to achieve the constant Sp,γ (Ω,Σ1). More precisely we
have the following result.
Theorem 2.2. Assume Ω ⊂ RN is a bounded regular domain with 0 ∈ Ω , γ  0. If
Sp,γ (Ω,Σ1) < min{2−1/NSp,Sp,γ }, then Sp,γ (Ω,Σ1) is attained.
Proof. We argue by contradiction. Assume that Sp,γ (Ω,Σ1) is not achieved. Let {un} ⊂
E
p,γ
Σ (Ω) be a positive minimizing sequence verifying
∫ |un|p∗ |x|−p∗γ dx = 1. Then using1 Ωε
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such that⎧⎪⎪⎨
⎪⎪⎩
−div(|x|−pγ |∇u|p−2∇u)= Sp,γ (Ω,Σ1)|x|−p∗γ up∗−1 + o(1), u > 0 in Ω,
u = 0 on Σ1,
|x|−pγ |∇u|p−2 ∂u
∂ν
= 0 on Σ2.
(13)
Since {un} is bounded, then we get the existence of u ∈ Ep,γΣ1 (Ω) such that un ⇀ u  0. If
u ≡ 0, then it is not difficult to prove that u is a minimizer and hence we reach a contradiction.
So we assume that u ≡ 0. Using the concentration compactness principle argument, we get the
existence of bounded measures μ, ν on Ω such that |x|−pγ |∇un|p , |x|−pγ |un|p∗ converge in the
sense of measures to μ, ν respectively. Moreover there exist a countable set J , distinct points
{xj }j∈J ⊂ Ω with x0 = 0 and real positive numbers μj , νj , η0 verifying
1. μ |x|−pγ |∇u|p +∑j∈J μj δxj ,
2. ν = |x|−pγ |u|p∗ +∑j∈J νj δxj ,
3. μj  Spp,γ (Ω,Σ1)νp/p
∗
j for all j ∈ J .
By taking a suitable cut-off function we can prove that the set J consists of a single point {x0}.
If x0 ∈ Ω and x0 = 0, then we will reach a contradiction with the fact that Sp,γ (Ω,Σ1) < Sp .
If x0 = 0, then we reach a contradiction with the fact that Sp,γ (Ω,Σ1) < Sp,γ . Hence we can
assume that x0 ∈ Σ2. Let φ be a cut-off function supported in Ωε = Bε(x0)∩Ω . Then by taking
unφ as a test function in (13) and letting ε → 0 we obtain that μj0 = Spp,γ (Ω,Σ1)νj0 . Since
νj0 ≡ 1 (by normalization), then we conclude that μj0 = Spp,γ (Ω,Σ1). We take Σi,ε, i = 1,2, as
in the proof of Lemma 2.1. Using that Sp,γ (Ωε,Σ1,ε) = 2−1/NSp , we obtain
S
p
p,γ (Ω,Σ1)+ o(1) =
∫
Ω
|x|−pγ |∇(φun)|p dx(∫
Ω
|x|−p∗γ |φun|p∗ dx
)p/p∗

(|x0|−pγ − ε)
∫
Ωε
|∇(φun)|p dx
(|x0|−pγ + ε)
(∫
Ωε
|φun|p∗ dx
)p/p∗
 (|x0|
−pγ − ε)
(|x0|−pγ + ε)2
−p/NSpp .
Hence we reach a contradiction with the hypothesis on Sp,γ (Ω,Σ1). Then the result follows. 
Remark 2. Theorem 2.2 gives sufficient conditions for the infimum Sp(Ω,Σ1) to be achieved.
This implies the existence of positive solutions to the associated critical problem⎧⎪⎪⎨
⎪⎪⎩
−div(|x|−pγ |∇u|p−2∇u)= |x|−pγ up∗−1 in Ω,
u = 0 on Σ1,
|x|−pγ |∇u|p−2 ∂u
∂n
= 0 on Σ2.
(14)
On the other hand it is clear that if (14) has no solution then Sp(Ω,Σ1) is not achieved. The
next result gives geometric conditions in this way.
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a.e. on Σ2 and 〈x,n〉 > 0 a.e. on Σ1. Then (14) has nonpositive solution u ∈ Ep,γΣ1 (Ω).
Proof. We will use a Pohozaev type identity. Moreover, if u is a positive solution to (14) then
1
p∗
∫
Σ2
〈x,n〉|x|−p∗γ up∗ dσ = 1
p
∫
Σ2
〈x,n〉|x|−pγ |∇u|p dσ
− p − 1
p
∫
Σ1
〈x,n〉|x|−pγ |∇u|p dσ. (15)
Taking into account that 〈x,n〉 = 0 a.e. on Σ2 and 〈x,n〉 > 0 a.e. on Σ1, we get a contradiction
with (15). 
An example of domain verifying the geometric conditions of Lemma 2.2 is the following:
Remark 3. Under the hypotheses that Σ1(α) is connected, HN−1(Σ1(α)) = α, Σ1(α1) ⊂
Σ1(α2) for α1 < α2, the diameter diam(Σ1(α)) → 0 as α → 0, we can prove that if |α| is small
then the corresponding Sobolev constant is attained.
In the case where γ > 0, we have the next result.
Theorem 2.3. Assume Ω ⊂ RN is a bounded regular domain with 0 ∈ Ω , γ > 0, then
Sp,γ (Ω,Σ1)  min{2−1/NSp,Sp,γ }. If we have the strict inequality, then Sp,γ (Ω,Σ1) is at-
tained.
Proof. The proof use the same computation as in the proofs of Lemma 2.1 and Theorem 2.2 and
then it can be omitted. 
Remark 4. Since γ > 0, then Sp,γ is given by (12) and then
min
{
2−1/NSp,Sp,γ
}= Sp min
{
2−1/N ,
(
1 − pγ
N − p
)N−1
N
}
.
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Proposition 2.1 we will assume that (H1) holds. Then we consider uα , the solution to the eigen-
value problem⎧⎪⎪⎨
⎪⎪⎩
−div(|x|−pγ |∇uα|p−2∇uα)= λ|x|−pγ up−1α , uα > 0 in Ω,
uα = 0 on Σ1(α),
|x|−pγ |∇uα|p−2 ∂uα
∂ν
= 0 on Σ2(α),
(16)
where λ = λ1(α) is the associated first eigenvalue and ‖uα‖Lpγ = 1. By Proposition 3.1 in [9],
we know that under hypothesis (H1), λ1(α) ↘ 0 as α ↘ 0, and moreover, the sequence {uα}
converges strongly in D1,pγ (Ω) to a positive eigenfunction u0 (≡ cte) of the Neumann problem.
Therefore we are able to prove
Proposition 2.2. Assume that Ω ⊂ RN is a smooth bounded domain such that 0 ∈ Ω . Consider a
family {Σ1(α): 0 < α <HN−1(∂Ω)} satisfying the hypothesis (H1), then there exists a positive
constant α0 such that for all α =HN−1(Σ1(α)) < α0, Sp,γ (Ω,Σ1(α)) is attained.
Proof. Using the definition of S(Ω,Σ1) and Hölder inequality we get
Sp,γ
(
Ω,Σ1(α)
)= inf
u∈Ep,γ
Σ1(α)
(Ω),u ≡0
∫
Ω
|x|−pγ |∇u|p dx(∫
Ω
|x|−p∗γ |u|p∗ dx)p/p∗
 C(Ω,N,γ ) inf
u∈Ep,γ
Σ1(α)
(Ω),u ≡0
∫
Ω
|x|−pγ |∇u|p dx∫
Ω
|x|−pγ |u|p dx = C(Ω,N,γ )λ1(α).
Since λ1(α) ↘ 0 as α ↘ 0, then we can make Sp,γ (Ω,Σ1(α)) smaller than the critical levels
obtained in Theorems 2.2 and 2.3. Hence we get the desired result. 
3. On Hardy–Sobolev constant
In this subsection we prove some results related to the best Hardy–Sobolev constant
ΛN,p,γ (Ω,Σ1), defined by
ΛN,p,γ (Ω,Σ1) = inf
u∈Ep,γΣ1 (Ω),u ≡0
∫
Ω
|x|−pγ |∇u|p dx∫
Ω
|u|p
|x|p(γ+1) dx
. (17)
In the Neumann problem, Σ1 = ∅, it is clear that ΛN,p,γ (Ω,Σ1) = 0, because the infimum is
attained by constant functions. If we have a mixed boundary condition, we prove the next result.
Proposition 3.1. The Hardy constant ΛN,p,γ (Ω,Σ1) verifies the following inequalities:
0 <ΛN,p,γ (Ω,Σ1)ΛN,p,γ ≡
(
N − p(γ + 1)
p
)p
.
Proof. The upper bound follows directly by the spaces inclusionD1,p0,γ (Ω) ⊂ Ep,γΣ1 (Ω). To prove
the positivity, we use the Picone identity as follows. Consider the quotient
Q(u) =
∫
Ω
|x|−pγ |∇u|p dx∫ |u|p
p(γ+1) dxΩ |x|
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with |η| small enough such that |η|(p − 1) < N − p(γ + 1). Given a minimizing sequence {un}
to ΛN,p,γ (Ω,Σ1), by Picone identity (6),
∫
Ω
|∇un|p|x|−pγ dx 
∫
Ω
−div(|x|−pγ |∇w|p−2∇w) u
p
n
wp−1
dx
 c(η)
∫
Ω
u
p
n
|x|p(γ+1) dx −
∫
Σ2
|x|−pγ u
p
n
ωp−1
∣∣∣∣∂ω∂ν
∣∣∣∣dσ(x)
 c(η)
∫
Ω
u
p
n
|x|p(γ+1) dx − c(Σ2, η)
∫
Ω
|∇un|p|x|−pγ dx,
where we have used the classical trace theorem in the last inequality. Then we conclude that
Q(vn) C > 0 where C depends only on Σ2 and η. 
Lemma 3.1. Assume that {un} ⊂ Ep,γΣ1 (Ω) is a bounded minimizing sequence for ΛN,p,γ (Ω,Σ1)
defined by (17). Assume that up to a subsequence the weak limit of {un} in Ep,γΣ1 (Ω) is u0 ≡ 0,
|x|−pγ |∇un|p ⇀ μ = μ0δ0 and |un|p|x|p(γ+1) ⇀ η = η0δ0 weakly in measures sense, then we obtain
that ΛN,p,γ (Ω,Σ1) = ΛN,p,γ .
Proof. We consider a smooth cut-off function, ϕε(x) = 1 for |x| < ε/2, ϕε = 0 for |x|  ε.
We define a new sequence vn(x) = ϕε(x)un(x), which is also a minimizing sequence to
ΛN,p,γ (Ω,Σ1), because the limit is the same and, moreover, vn ∈D1,p0,γ (RN), hence we obtain
that
Q(vn)ΛN,p,γ and Q(vn) → ΛN,p,γ (Ω,Σ1) as n → ∞, (18)
so we conclude. 
In a recent paper by Wang and Zhu, [16], the authors proved that if ΛN,2,0(Ω,Σ1) < ΛN,2,0
then ΛN,2,0(Ω,Σ1) is achieved. Their proof uses strongly that E2Σ1(Ω) is a Hilbert space. There-
fore, we need to use different tools to generalize this result to all 1 < p < N . In [4] a different
proof using nonlinear technics is given for the linear case p = 2 with potentials −∞ < γ < N−22 ,
this last arguments can be extend to prove next result.
Theorem 3.1. Assume that Ω ⊂ RN is a smooth bounded domain with 0 ∈ Ω . Then the infimum
ΛN,p,γ (Ω,Σ1) is attained if and only if
ΛN,p,γ (Ω,Σ1) < ΛN,p,γ .
Proof. STEP 1. If the constant ΛN,p,γ (Ω,Σ1) is attained then ΛN,p,γ (Ω,Σ1) < ΛN,p,γ . As-
sume by contradiction that u ∈ Ep,γΣ1 (Ω) is a positive solution to problem⎧⎨
⎩−div
(|x|−pγ |∇u|p−2∇u)= ΛN,p,γ u
p−1
|x|p(γ+1) in Ω, (19)
B(u) = 0 on ∂Ω.
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if γ + 1 > 0 and T (x) = max{1, |x|−p(γ+1)} if γ + 1 < 0. Let w ∈D1,p0,γ (Ω) be the solution to
problem
{−div(|x|−pγ |∇w|p−2∇w)= ΛN,p,γ T (x)wp−1 in Ω,
w = 0 on ∂Ω.
(20)
If γ + 1 > 0, then w is a subsolution (respectively supersolution if γ + 1 < 0) and u is a super-
solution (respectively subsolution if γ + 1 < 0) to problem⎧⎨
⎩−div
(|x|−pγ |∇v|p−2∇v)= ΛN,p,γ v
p−1
|x|p(γ+1) in Ω,
v = 0 on ∂Ω.
(21)
In this way, if γ + 1 > 0, then u ≡ w and u ≡ u are subsolution and supersolution respectively
to problem (21). As a consequence, by the iteration method starting with u1 = u, we obtain an
energy solution uˆ ∈ D1,p0,γ (Ω) to problem (21), which is a contradiction (the same conclusion
holds if γ + 1 < 0, reasoning with u = u and u = w). We refer to [2] and [1] for more details.
STEP 2. If ΛN,p,γ (Ω,Σ1) < ΛN,p,γ then ΛN,p,γ (Ω,Σ1) is attained. Assume that
{un} ⊂ Ep,γΣ1 (Ω) is a minimizing sequence for ΛN,p,γ (Ω,Σ1). Then the sequence is bounded
in Ep,γΣ1 (Ω), and by the concentration compactness argument, there exists a subsequence ver-
ifying un ⇀ u0 in Ep,γΣ1 (Ω) and |x|−pγ |∇un|p , |un|
p
|x|p(γ+1) converge in the sense of measures to
μ |x|−pγ |∇u0|p + μ0δ0, η = |u0|p|x|p(γ+1) + η0δ0 respectively, where μ0, η0 > 0, i.e., the unique
possibility of concentration is at the origin, and μ0  η0ΛN,p,γ (Ω,Σ1).
By Lemma 3.1, u0 ≡ 0, then we have that
ΛN,p,γ (Ω,Σ1)
∫
Ω
|x|−pγ |∇u0|p dx +ΛN,p,γ (Ω,Σ1)η0∫
Ω
|u0|p
|x|p(γ+1) dx + η0
⇒ ΛN,p,γ (Ω,Σ1)
∫
Ω
|x|−pγ |∇u0|p dx∫
Ω
|u0|p
|x|p(γ+1) dx
,
hence, ΛN,p,γ (Ω,Σ1) is achieved. 
Next lemma shows sufficient condition to ensure that the Hardy constant, ΛN,p,γ (Ω,Σ1), is
attained.
Proposition 3.2. Let Ω ⊂ RN be a smooth bounded domain. Given a family {Σ1(α): 0 < α <
HN−1(∂Ω)} verifying hypothesis (H1), then there exists a positive constant α0 such that for all
α =HN−1(Σ1(α)) < α0, ΛN,p,γ (Ω,Σ1(α)) is attained.
The proof is similar to the one of Proposition 2.1.
Theorem 3.2. Assume that Ω ⊂ RN is a regular bounded domain. If 〈x, ν〉 = 0 for all x ∈ Σ2
and 〈x, ν〉 > 0 for all x ∈ Σ1, then ΛN,p,γ (Ω,Σ1) = ΛN,p,γ .
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is achieved and therefore we get the existence of a positive function u1 ∈ E2,γΣ1 (Ω) such that⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−div(|x|−pγ |∇u1|p−2∇u1)= ΛN,p,γ (Ω,Σ1) u
p−1
1
|x|p(γ+1) in Ω,
u1 = 0 on Σ1,
|x|−pγ |∇u1|p−2 ∂u1
∂ν
= 0 on Σ2.
(22)
Using Pohozaev type equality we obtain that
1 − p
p
∫
Σ2
〈x, ν〉|x|−pγ |∇u|p dσ + 1
p
∫
Σ1
〈x, ν〉|x|−pγ |∇u|p dσ
= ΛN,p,γ (Ω,Σ1)
p
∫
Σ2
〈x, ν〉 u
p
|x|p(γ+1) dσ.
Therefore using the geometric hypothesis we reach a contradiction. 
When the (N − 1)-dimensional Hausdorff measure of the Neumann part is small, we prove
the following nonexistence result.
Theorem 3.3. There exists a positive constant ε such that if HN−1(Σ2)  ε, then
ΛN,p,γ (Ω,Σ1) = ΛN,p,γ .
To prove this theorem we use the following two lemmas.
Lemma 3.2. Consider 1 <m<N and let θ < N−m
m
, define
I (n) = inf
φ∈EΣ1(n)(Ω)
∫
Ω
|∇φ|m|x|−mθ dx(∫
∂Ω
|φ|s dσ )m/s where 1 <m s <
m(N − 1)
N −m (23)
and assume that HN−1(Σ2(n)) → 0 as n → ∞. Then I (n) → ∞ as n → ∞.
Proof. We give here a different argument and more general proof than the one given in [4] in the
case m = 2 and without using symmetrization arguments.
We argue by contradiction. Assume that HN−1(Σ2(n)) → 0 as n → ∞ and that I (n) c for
all n. Let wn be a minimizer of I (n), namely wn is a positive solution to problem⎧⎪⎪⎨
⎪⎪⎩
−div(|x|−mθ |∇wn|m−2∇wn)= 0 in Ω,
wn = 0 on Σ1(n),
|x|−mθ |∇wn|m−2 ∂wn
∂ν
= I (n)ws−1n on Σ2(n).
(24)
By normalization, we can assume that
∫
∂Ω
wsn dσ = 1. Hence
∫
Ω
|x|−mθ |∇wn|m dx = I (n) c.
We claim that {wn} is bounded in D1,mθ (Ω). To prove this fact we consider ψ , the solution to
problem{−div(|x|−mθ |∇ψ |m−2∇ψ)= λ1|x|−mθψm−1 in Ω1, (25)
ψ = 0 on ∂Ω1,
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inequality given in Theorem 1.1 we obtain that∫
Ω
|x|−mθ |∇wn|m dx 
∫
Ω
|x|−mθ
〈
∇
(
wmn
ψs−1
)
|∇ψ |m−2,∇ψ
〉
dx
 λ1
∫
Ω
|x|−mθwmn dx −
∫
Σ2(n)
|x|−mθ w
m
n
ψm−1
|∇ψ |m−1 dσ.
By the fact that ψ  c > 0 in Ω , we get the existence of a positive constant c1 independent of
wn and Σ2(n) such that∫
Ω
|x|−mθ |∇wn|m dx + c1
∫
∂Ω
wsn dσ  λ1
∫
Ω
|x|−mθwmn dx.
Using the normalization hypothesis on wn and that
∫
Ω
|x|−mθ |∇wn|m dx = I (n)  c, we con-
clude easily that
∫
Ω
|x|−mθwmn dx  C2 for all n. Hence
∫
Ω
|x|−mθ |∇wn|m dx +∫
Ω
|x|−mθwmn dx  C for all n and then the claim follows. Therefore we get the existence of
0  w ∈ D1,mθ (Ω) such that wn ⇀ w weakly in D1,mθ (Ω), wn → w strongly in Laθ (Ω) for
all a < mN
N−m and wn → w strongly in Lb(∂Ω) for all b ∈ [1, m(N−1)N−m ). Using the fact that
m s < m(N−1)
N−m we obtain that
1 =
∫
∂Ω
wsn dσ =
∫
Σ2(n)
wsn dσ 
( ∫
Σ2(n)
w
m(N−1)
N−m
n dσ
) s(N−m)
m(N−1) (HN−1(Σ2(n)))m(N−1)−s(N−m)m(N−1)
 C‖wn‖sD1,mθ (Ω)
(HN−1(Σ2(n)))m(N−1)−s(N−m)m(N−1)
 C
(HN−1(Σ2(n)))m(N−1)−s(N−m)m(N−1) → 0 as n → ∞.
Hence we reach a contradiction and the proof is complete. 
Lemma 3.3. Assume that HN−1(Σ2(n)) → 0 as n → ∞, then there exists a positive constant c
such that ΛN,p,γ (Ω,Σ1(n)) > c for all n n0.
Proof. We argue by contradiction. Assume the existence of a sequence {Σ2(n)} with measure
HN−1(Σ2(n)) = 1n and ΛN,p,γ (Ω,Σ1(n)) → 0 as n → ∞. Hence there exits un solution to
problem⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−div(|x|−pγ |∇un|p−2∇un)= ΛN,p,γ (Ω,Σ1(n)) u
p−1
n
|x|p(γ+1) in Ω,
un = 0 on Σ1(n),
|x|−pγ |∇un|p−2 ∂un
∂ν
= 0 on Σ2(n).
(26)
By normalization, we can assume that
∫
Ω
u
p
n
|x|p(γ+1) dx = 1, hence we conclude that∫
|∇un|p|x|−pγ dx = ΛN,p,γ
(
Ω,Σ1(n)
)→ 0, as n → ∞.
Ω
1178 B. Abdellaoui et al. / J. Math. Anal. Appl. 332 (2007) 1165–1188Using Lemma 3.2 with m = p, θ = γ and s = p we obtain that ∫
∂Ω
u
p
n dσ =
∫
Σ2(n)
u
p
n dσ → 0
as n → ∞. Let φ(x) = |x|−N−p(γ+1)p , using Picone inequality given in Theorem 1.1 with un and
φ we obtain that
∫
Ω
|x|−pγ |∇un|p dx 
∫
Ω
|x|−pγ∇
(
u
p
n
φp−1
)
|∇φ|p−2∇φ dx
ΛN,p,γ
∫
Ω
u
p
n
|x|p(γ+1) dx −
∫
Σ2(n)
|x|−pγ u
p
n
φp−1
|∇φ|p−1 dσ.
Since ∣∣∣∣
∫
Σ2(n)
|x|−pγ u
p
n
φp−1
|∇φ|p−1 dσ
∣∣∣∣ C
∫
Σ2(n)
u
p
n dσ → 0 as n → ∞,
we conclude that
ΛN,p,γ
∫
Ω
u
p
n
|x|p(γ+1) dx 
∫
Ω
|x|−pγ |∇un|m dx +C
∫
Σ2(n)
u
p
n → 0 as n → ∞,
a contradiction with the fact that
∫
Ω
u
p
n
|x|p(γ+1) dx = 1. Hence the result follows. 
Proof of Theorem 3.3. We argue by contradiction. Assume there exists a sequence Σ2(n) such
that HN−1(Σ2(n)) = 1n with ΛN,γ (Ω,Σ1(n)) < ΛN,γ , hence we get the existence of un, solu-
tion to problem⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−div(|x|−pγ |∇un|p−2∇un)= ΛN,p,γ (Ω,Σ1(n)) u
p−1
n
|x|p(γ+1) in Ω,
un = 0 on Σ1(n),
|x|−pγ |∇un|p−2 ∂un
∂ν
= 0 on Σ2(n).
(27)
Define vn = |x|
N−p(γ+1)
p un(x), then
|x|−(N−p)|∇vn|p = |x|−pγ
∣∣∣∣∇un − N − p(γ + 1)p
un
|x|2 x
∣∣∣∣
p
.
We divide the proof into two steps.
First step: The case p 2.
Assume that p  2, then for all ξ1, ξ2 ∈ RN it is known that
C|ξ2 − ξ1|p  |ξ2|p − |ξ1|p − p|ξ1|p−2〈ξ1, ξ2 − ξ1〉.
By setting ξ2 = ∇un and ξ1 = N−p(γ+1)p un|x|2 x, integrating by parts and using the fact that
ΛN,p,γ (Ω,Σ1(n)) < ΛN,p,γ , we get∫
|x|−(N−p)|∇vn|p dx  C
∫ |un|p
|x|p(γ+1) 〈x, ν〉dσ = C
∫ |vn|p
|x|N 〈x, ν〉dσ.
Ω Σ2(n) Σ2(n)
B. Abdellaoui et al. / J. Math. Anal. Appl. 332 (2007) 1165–1188 1179Therefore, we get the existence of a positive constant c ≡ c(Ω,N,γ ) such that∫
Ω
|∇vn|p dx  c
∫
Σ2(n)
|vn|p dσ. (28)
Using Lemma 3.2 with m = p, s = p and θ = 0 there is a result∫
Ω
|∇vn|p dx  c
∫
Σ2(n)
v
p
n dσ 
c
I (n)
∫
Ω
|∇vn|p dx.
Choosing n large enough in a such way that 1 − c
I (n)
 1
p
, we conclude that
∫
Ω
|∇vn|p dx = 0.
A contradiction with the strict positivity of vn.
Second step: The case 1 < p < 2.
In this case we follow closely the argument used in [1]. Assume that 1 < q < p < q(N−1)
N−q ,
then using the following elementary inequality
|ξ1 + ξ2|p − |ξ1|p − p|ξ1|p−2〈ξ1, ξ2〉 C(p)|ξ2|p, ∀ξ1, ξ2 ∈ RN, (29)
with ξ2 = |x|−γ (∇un + N−p(γ+1)p un|x|2 x) and ξ1 = −N−p(γ+1)p |x|−γ un|x|2 x we obtain that
c(q)
∣∣∣∣∇un + N − p(γ + 1)p
un
|x|2 x
∣∣∣∣|x|−qγ
 |∇un|q |x|−qγ + (q − 1)
(
N − p(γ + 1)
p
)q ∣∣∣∣ un|x|
∣∣∣∣
q
|x|−qγ
+ q
(
N − p(γ + 1)
p
)q−1∣∣∣∣ un|x|
∣∣∣∣
q−1
|x|−qγ 〈x,∇un〉.
Using Young’s inequality we get
c(q)
∣∣∣∣∇un + N − p(γ + 1)p
un
|x|2 x
∣∣∣∣|x|−qγ
 (1 − )|x|−qγ |∇un|q − cε|x|−qγ
(
N − p(γ + 1)
p
)q ∣∣∣∣ un|x|
∣∣∣∣
q
.
Hence by integration we conclude that
c(q)
∫
Ω
∣∣∣∣∇un + N − p(γ + 1)p
un
|x|2 x
∣∣∣∣|x|−qγ dx
+C1()
(
N − p(γ + 1)
p
)q ∫
Ω
|un|q
|x|q(γ+1) dx
C2()
∫
Ω
|∇un|q |x|−qγ dx.
Remember that vn(x) = |x|
N−p(γ+1)
p un(x), hence we conclude
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∫
Ω
|x|−q N−pp |∇vn|q dx +C1()
(
N − p(γ + 1)
p
)q ∫
Ω
|vn|q
|x| qNp
dx
 C2()
∫
Ω
|∇un|q |x|−qγ dx.
Since N−p
p
<
N−q
q
, then using Hardy–Sobolev inequality we have
Λ
N,q,
N−p
p
(
Ω,Σ1(n)
) ∫
Ω
|vn|q
|x| qNp
dx 
∫
Ω
|x|−q N−pp |∇vn|q dx.
Since HN−1(Σ2(n)) = 1n , then by Lemma 3.3 we get the existence of a positive constant c0 such
that Λ
N,q,
N−q
q
(Ω,Σ1(n)) c0, for all n n0. Hence there is a result that
∫
Ω
|x|−q N−pp |∇vn|q dx C
∫
Ω
|∇un|q |x|−qγ dx (30)
where the constant C is independent of un and Σ2(n).
Since p < 2, then for all ξ1, ξ2 ∈ RN we have
C
|ξ2 − ξ1|2
(|ξ1| + |ξ2|)2−p  |ξ2|
p − |ξ1|p − p|ξ1|p−2〈ξ1, ξ2 − ξ1〉.
By setting ξ2 = ∇un, ξ1 = −N−p(γ+1)p un|x|2 x and integrating by parts, we obtain
∫
Ω
C
|∇vn|2|x|−2
N−p(γ+1)
p
−pγ
(|∇un| + N−p(γ+1)p |un||x| )2−p
dx =
∫
Ω
|∇un + N−p(γ+1)p un|x|2 x|2
(|∇un| + N−p(γ+1)p |un||x| )(2−p)
|x|−pγ dx
 C
∫
Σ2(n)
|vn|p
|x|N
∣∣〈x, ν〉∣∣C
∫
Σ2(n)
v
p
n dσ. (31)
Using Hölder’s inequality we get
∫
Ω
∣∣∣∣∇un + N − p(γ + 1)p
un
|x|2 x
∣∣∣∣
q
|x|−qγ dx
=
∫
Ω
|∇un + N−p(γ+1)p un|x|2 x|2
(|∇un| + N−p(γ+1)p |un||x| )
q(2−p)
2
(
|∇un| + N − p(γ + 1)
p
|un|
|x|
)(2−p) q2 |x|−qγ dx

(∫
Ω
|∇un + N−p(γ+1)p un|x|2 x|2|x|−pγ
(|∇un| + N−p(γ+1)p |un||x| )(2−p)
dx
) q
2
×
(∫
Ω
(|∇un| + N−p(γ+1)p |un||x| )
q(2−p)
2−q
|x| qγ (2−p)2−q
dx
) 2−q
2
.
Notice that
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Ω
(
|∇un| + N − p(γ + 1)
p
|un|
|x|
)q 2−p2−q |x|−qγ 2−p2−q dx
) 2−q
2
C
(∫
Ω
|∇un|q |x|−qγ dx
) 2−q
2
where C is independent of un and Σ2(n). Hence we conclude that
∫
Ω
|∇vn|q dx  C
( ∫
Σ2(n)
v
p
n dσ
) q
p
.
As in the first step, using Lemma 3.2 with m = q , s = p and θ = 0 and using the fact that
p <
q(N−1)
N−q , we get
∫
Ω
|∇vn|q dx  C
( ∫
Σ2(n)
v
p
n dσ
) q
p
 C
I (n)
∫
Ω
|∇vn|q dx.
Choosing n large enough in such a way that 1 − c
I (n)
 1
p
, we conclude that
∫
Ω
|∇vn|q dx = 0.
A contradiction with the strict positivity of vn. 
4. Double critical problems and their relation with the Sobolev constant
In this section we start studying the existence of solutions to the following double critical
problem
⎧⎪⎪⎨
⎪⎪⎩
−div(|x|−pγ |∇u|p−2∇u)= λ up−1|x|p(γ+1) + |x|−p
∗γ up
∗−1 in Ω,
u > 0 in Ω,
Bα(u) = 0 on ∂Ω.
(32)
Notice that in problem (32) two critical terms appear, namely the Sobolev term and the Hardy
one which make the problem more difficult. See [4] for the linear problem (p = 2).
The presence of the mixed boundary conditions makes the problem to be different from the
one in the whole Ω = RN or Ω a bounded domain with Dirichlet boundary conditions. We begin
by the following result about the problem in RN .
Lemma 4.1. Assume that 0 λ <ΛN,p,γ and define
Tλ,p,γ = inf
{u∈D1,pγ (RN),u =0}
∫
RN
|x|−pγ |∇u|p dx − λ ∫
RN
|u|p
|x|p(γ+1) dx(∫
RN
|x|−p∗γ |u|p∗ dx)p/p∗ .
If Tλ,p,γ < Spp,γ , then Tλ,p,γ is achieved.
Proof. The proof follows closely the arguments used in [15] and [5], for the completeness of the
paper we include here the proof.
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∫
RN
|un|p∗ |x|−p∗γ dx = 1.
It is clear that {un} is a Palais–Smale sequence of the functional
J (w) = 1
p
∫
RN
|∇w|p|x|−pγ dx − λ
p
∫
RN
|w|p
|x|p(γ+1) dx −
1
p∗
∫
RN
|w|p∗ |x|−p∗γ dx
with J (un) → 1N Tλ,p,γ as n → ∞. Using the Ekeland variational principle we get the existence
of a subsequence {un} (still denoted equal) such that⎧⎪⎨
⎪⎩
−div(|x|−pγ |∇u|p−2∇u)− λ u
p−1
n
|x|p(γ+1) = Tλ,p,γ |x|
−p∗γ up
∗−1
n + o(1) in RN,
un  0 in RN.
(33)
Since {un} is bounded in D1,pγ (RN), then we get the existence of u0 ∈ D1,pγ (RN) such that
un ⇀ u0  0 weakly in D1,pγ (RN). If {un} converge strongly to u0, then u0 is a minimizer
and the result is proved. Assume that the convergence is not strong, then by the Concentration
Compactness Principle by P.L. Lions (see [12]), there exists a subsequence still denoted by {un}n
and at most countable set J such that
1. |∇un|p|x|−pγ ⇀ dμ |∇u0|p|x|−pγ +∑j∈J μjδxj +μ0δ0,
2. |un|p∗ |x|p∗γ ⇀ dν = |u0|p∗ |x|p∗γ +∑j∈J νj δxj + ν0δ0,
3. Spp,γ νp/p
∗
j  μj for all j ∈ J ∪ {0},
4. u
p
n
|x|p(γ+1) ⇀ dγ =
u
p
0
|x|p(γ+1) + γ0δ0,
5. ΛN,p,γ γ0  μ0.
To study the concentration at infinity of the sequence, we need to introduce the following quan-
tities
ν∞ = lim
R→∞ lim supn→∞
∫
|x|>R
|un|p∗ |x|−p∗γ dx,
μ∞ = lim
R→∞ lim supn→∞
∫
|x|>R
|∇un|p|x|−pγ dx
and
γ∞ = lim
R→∞ lim supn→∞
∫
|x|>R
|un|p
|x|p(γ+1) dx.
If u0 ≡ 0, then it is not difficult to prove that u is a minimizer and then the result follows.
Assume that u0 ≡ 0, then taking a suitable cut-off function we can see that J is finite and for
any j ∈ J such that j = 0 we have μj = νj = 0 (this follows using the fact that Tλ,p,γ < Spp,γ ).
To deal with the possibility of concentration at x0 = 0 or at ∞ we observe that
μ0 − λγ0  Tλ,p,γ νp/p
∗
0 and μ∞ − λγ∞  Tλ,p,γ νp/p
∗
∞ .
In the same way, using the fact that J ′(un) → 0 we obtain that μ0 − λγ0  Tλ,p,γ ν0 and μ∞ −
λγ∞  Tλ,p,γ ν∞. Hence the concentration can occur at most in one point that can be x0 = 0 or
at ∞. Consider rn > 0 such that
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Brn (0)
|∇un|p|x|−pγ dx −
∫
Brn (0)
|un|p
|x|p(γ+1) dx
=
∫
RN\Brn (0)
|∇un|p|x|−pγ dx −
∫
RN\Brn (0)
|un|p
|x|p(γ+1) dx =
1
2
Tλ,p,γ .
Define vn(x) ≡ r−
N−p(γ+1)
p
n un(
x
rn
), then {vn} is a minimizing sequence of Tλ,p,γ with∫
RN
|vn|p∗ |x|−p∗γ dx = 1
and ∫
B1(0)
|∇vn|p|x|−pγ dx −
∫
B1(0)
|vn|p
|x|p(γ+1) dx
=
∫
RN\B1(0)
|∇vn|p|x|−pγ dx −
∫
RN\B1(0)
|vn|p
|x|p(γ+1) dx =
1
2
Tλ,p,γ . (34)
If the weak limit of {vn}, v0 = 0, then we reach a minimizer and we have done. It v0 ≡ 0, then by
repeating the same discussion as above for the sequence {vn} we obtain that there exists at most
one possibility of concentration that will be x0 = 0 or at ∞, which is a contradiction with (34).
Hence the weak limit v0 = 0 and the result follows. 
Consider now
Tλ,p,γ,R = inf
{u∈D1,pγ (RN),u =0, u radial}
∫
RN
|x|−pγ |∇u|p dx − λ ∫
RN
|u|p
|x|p(γ+1) dx(∫
RN
|x|−p∗γ |u|p∗ dx)p/p∗ ,
then we have the next result.
Lemma 4.2. Assume that 0 λ <ΛN,p,γ , then Tλ,p,γ,R is achieved, moreover
Tλ,p,γ,R = k1−p−
p
p∗ Tkpλ,p,0, k = N − p
N − p(γ + 1) . (35)
If γ  0, then Tλ,p,γ = Tλ,p,γ,R and then Tλ,p,γ is achieved in radial function.
Proof. We follow closely the argument used in [11]. Let start by proving (35). Consider
φ ∈ C∞0 (RN) such that φ is radial, then
∫
RN
|x|−pγ |∇φ|p dx − λ ∫
RN
|φ|p
|x|p(γ+1) dx(∫
RN
|x|−p∗γ |φ|p∗ dx)p/p∗ =
∫∞
0 |φ′|prN−1−pγ dr − λ
∫∞
0
|φ|p
rp(γ+1) r
N−1 dr(∫∞
0 |φ|p∗rN−1−p∗γ dr
)p/p∗ .
(36)
We set ρ = r 1k and we define ψ(ρ) = φ(r), then
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0 |φ′|prN−1−pγ dr − λ
∫∞
0
|φ|p
rp(γ+1) r
N−1 dr(∫∞
0 |φ|p∗rN−1−p∗γ dr
)p/p∗
= k1−p− pp∗
∫∞
0 |ψ ′|pρN−1 dρ − kpλ
∫∞
0
|ψ |p
ρp
ρN−1 dρ(∫∞
0 |ψ |p∗ρN−1 dρ
)p/p∗ . (37)
Since λkp < (N−p
p
)p , then using the result of [5] we know that
inf
{ψ∈D1,p(RN),ψ =0}
∫
RN
|∇ψ |p dx − kpλ ∫
RN
|ψ |p
|x|p dx(∫
RN
|ψ |p∗ dx)p/p∗
= inf
{ψ∈D1,p(RN),ψ =0,ψ radial}
∫
RN
|∇ψ |p dx − kpλ ∫
RN
|ψ |p
|x|p dx(∫
RN
|ψ |p∗ dx)p/p∗ = Tkpλ,p,0
and that Tkpλ,p,0 is achieved in radial function. Hence taking the infimum in (36) we get (35).
Assume now that γ > 0, it is clear that Tλ,p,γ  Tλ,p,γ,R . Let u ∈ D1,pγ (RN) be such that
u = 0, then using polar coordinates we obtain that
∫
RN
|x|−pγ |∇u|p dx − λ ∫
RN
|u|p
|x|p(γ+1) dx(∫
RN
|x|−p∗γ |u|p∗ dx)p/p∗
=
∫
SN−1
∫∞
0 (|∂ru|2 + |Lu|
2
r2
)
p
2 rN−1−pγ dr dσ − λ ∫
SN−1
∫∞
0
|u|p
rp(γ+1) r
N−1 dr dσ(∫
SN−1
∫∞
0 |u|p∗rN−1−p∗γ dr dσ
)p/p∗ (38)
where L is the Laplace–Beltrami operator defined in the unit sphere SN−1. Let ρ = r 1k and
consider v(ρ,σ ) = k 1p∗ u(r, σ ), then we obtain that
∫
SN−1
∫∞
0 (|∂ru|2 + |Lu|
2
r2
)
p
2 rN−1−pγ dr dσ − λ ∫
SN−1
∫∞
0
|u|p
rp(γ+1) r
N−1 dr dσ(∫
SN−1
∫∞
0 |u|p∗rN−1−p∗γ dr dσ
)p/p∗
= k1−p− pp∗
∫
SN−1
∫∞
0 (|∂rv|2 + k2 |Lv|
2
r2
)
p
2 ρN−1 dr dσ − kpλ ∫
SN−1
∫∞
0
|v|p
ρp
ρN−1 dρ dσ(∫
SN−1
∫∞
0 |v|p∗ρN−1 dρ dσ
)p/p∗ .
(39)
Since γ > 0, then k > 1, hence we conclude that
∫
SN−1
∫∞
0 (|∂rv|2 + k2 |Lv|
2
r2
)
p
2 ρN−1 dr dσ − kpλ ∫
SN−1
∫∞
0
|v|p
ρp
ρN−1 dρ dσ(∫
SN−1
∫∞
0 |v|p∗ρN−1 dρ dσ
)p/p∗

∫
SN−1
∫∞
0 (|∂rv|2 + |Lv|
2
r2
)
p
2 ρN−1 dr dσ − kpλ ∫
SN−1
∫∞
0
|v|p
ρp
ρN−1 dρ dσ(∫
SN−1
∫∞
0 |v|p∗ρN−1 dρ dσ
)p/p∗  Tkpλ,p,0.
Taking the infimum in (39) we obtain that Tλ,p,γ  k1−p−
p
p∗ Tkpλ,p,0 = Tλ,p,γ,R . 
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Dirichlet boundary condition, then using Pohozaev type identity we obtain easily that problem⎧⎪⎨
⎪⎩
−div(|x|−pγ |∇u|p−2∇u)= λ up−1|x|p(γ+1) + |x|−p
∗γ up
∗−1, u 0 in Ω,
u ∈D1,20 (Ω)
(40)
has not positive solution in D1,pγ,0(Ω). We consider now the case of mixed boundary condition.
In the sequel we will denote
Qλ,p,γ (u) =
∫
Ω
|x|−pγ |∇u|p dx − λ
∫
Ω
|u|p
|x|p(γ+1) dx (41)
and
Iλ,p,γ (Ω,Σ1) = inf
u∈Ep,γΣ1 (Ω),‖u‖Lp∗γ =1
Qλ,p,γ (u). (42)
As in the case of the Sobolev and Hardy–Sobolev constants we have the following Pohozaev
type identity.
Lemma 4.3. Assume that u is a positive solution to problem (32), then we have
1
p
∫
Σ2
|x|−pγ
∣∣∣∣∂u∂η
∣∣∣∣
p
〈x,η〉dx − 1
p
∫
Σ1
|x|−pγ
∣∣∣∣∂u∂η
∣∣∣∣
p
〈x,η〉dx
= λ
p
∫
Σ2
up
|x|p(γ+1) 〈x,η〉dx +
1
p∗
∫
Σ2
|x|−p∗γ up∗〈x,η〉dx.
Moreover, if 〈x,η〉 = 0 for x ∈ Σ2 and 〈x,η〉 > 0 for x ∈ Σ1, problem (32) has not positive
solution and then Iλ,p,γ (Ω,Σ1) is not achieved.
The first existence result in this section is the following.
Theorem 4.1. Assume that Ω ⊂ RN is a bounded domain with 0 ∈ Ω and λ ∈ (0,ΛN,p(Ω,Σ1)),
then we have
(a) If Iλ,p,γ (Ω,Σ1) < min{Tλ,p,γ ,2−1/NSp}, then Iλ,p is achieved.
(b) Given a family {Σ1(α): 0 < α <HN−1(∂Ω)} verifying hypothesis (H1), there exists a pos-
itive constant α0 such that for all α =HN−1(Σ1(α)) < α0 and all 0 < λ < ΛN,0(Ω,Σ1),
Iλ,p,γ (Ω,Σ1) is achieved and then problem (32) has a positive solution.
Proof. The proof is based on the same kind of computation as in the proof of Theorem 2.2.
Moreover using a suitable test function, then to overcame the concentration in any point in Ω , we
need that Iλ,p,γ (Ω,Σ1) < min{Tλ,p,γ ,2−1/NSp,Sp,γ }. Therefore by the fact that Tλ,p,γ  Sp,γ
we get the desired result. 
In the case where ΛN,p(Ω,Σ1) is achieved and λ ∈ (ΛN,p(Ω,Σ1),ΛN,p), we have the fol-
lowing existence result which proof can be found in [3].
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N−p − 1 and consider
Cλ,s,θ = inf
ϕ∈Ep,γΣ1 (Ω)\{0}
∫
Ω
|x|−pγ |∇ϕ|p dx − λ ∫
Ω
|ϕ|p
|x|p(γ+1) dx(∫
Ω
|ϕ|s |x|−sθ ) ps ≡ infϕ∈EpΣ1 (Ω)\{0}
Qλ,s(ϕ),
(43)
where θ < (γ + 1)+ N(p−s)
ps
. Then Cλ,s,θ is achieved.
5. Liouville type theorems
We prove now some Liouville type results that extend a well known result to the Caffarelli–
Kohn–Nirenberg like operators.
Theorem 5.1. Let v ∈ C1(RN \{0})∩C0,ν0(RN) (for some 0 < ν0 < 1) be a nonnegative bounded
solution to
−div(|x|−pγ |∇v|p−2∇v)= vr|x|(r+1)γ , x ∈ RN, N > 2, (44)
with 0 γ < N−p
p
and r < (p−1)(N−(p−1)(γ+1))+1
N+γ−p(γ+1) , then v ≡ 0.
Proof. By contradiction, assume that v is a positive solution to (44). Since
−div(|x|−pγ ∣∣∇|x|−(N−p(γ+1))∣∣p−2∇|x|−(N−p(γ+1)))= 0 for |x| c > 0
we get the existence of a positive constant c1 such that v(x) c1|x|−(N−p(γ+1)) for |x| 1. In
particular, for |x| μ and μ large enough we obtain that
v(x) cμ−(N−p(γ+1)), |x| μ. (45)
Let z0 the radial solution to problem
−div(|x|−pγ |∇z|p−2∇z)= zp
∗−1
|x|p∗γ , x ∈ R
N, (46)
such that z0(0) = 1. We set zμ(x) = μ−
N−p(γ+1)
p z0(
x
μ
) where μ> 0, then zμ is a solution to (46)
and ∫
RN
|∇zμ|p|x|−pγ dx =
∫
RN
|∇z0|p|x|−pγ dx for all μ.
Using Picone inequality we get∫
RN
|∇zμ|p|x|−pγ dx 
∫
RN
−div(|x|−pγ |∇v|p−2∇z)
vp−1
zpμ dx
=
∫
RN
|x|−(r+1)γ vr−(p−1)zpμ dx.
Hence there is a result that∫
N
|x|−(r+1)γ vr−(p−1)zpμ dx  C for all μ> 0. (47)
R
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μ−(r−(p−1))(N−p(γ+1))μ−(N−p(γ+1))
∫
|x|μ
|x|−(r+1)γ zp0
(
x
μ
)
dx  C.
We set y = x
μ
, then we get
μ(p−1)(N−(p−1)(γ+1))+1−γ−r(N+γ−p(γ+1))
∫
|x|1
|x|−(r+1)γ zp0 (x) dx C.
Since r < (p−1)(N−(p−1)(γ+1))+1
N+γ−p(γ+1) , we obtain that the first term of the above inequality goes to
infinity as μ → ∞, a contradiction with the uniform boundedness in (47). Hence the result fol-
lows. 
Using the same argument as in the proof of Theorem 5.1 we obtain the next result.
Theorem 5.2. Let v ∈ C1(RN \ {0})∩ C0,ν0(RN) be a nonnegative bounded solution to problem
−div(|x|−pγ |∇v|p−2∇v)= vr|x|p∗γ , x ∈ RN, N > 2, (48)
with γ < N−p
p
and r < (p−1)(N−p)+p
N−p , then v ≡ 0.
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