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Abstract We study the friction coefficient of a macroscopic sphere in a viscous fluid at low Reynolds
number. First, Kirkwood’s formula for the friction coefficient is reviewed on the basis of the Hamiltonian
description of particle systems. According to this formula, the friction coefficient is expressed in terms
of the stress correlation on the surface of the macroscopic sphere. Then, with the aid of large deviation
theory, we relate the surface stress correlation to the stress correlation in the bulk of the fluid, where
the latter is characterized by the viscosity in the Green–Kubo formula. By combining Kirkwood’s
formula and the Green–Kubo formula in large deviation theory, we derive Stokes’ law without explicitly
employing the hydrodynamic equations.
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1 Introduction
In equilibrium systems, macroscopic behavior is systematically described by a universal framework—
thermodynamics [1]. On the basis of a microscopic description of equilibrium systems, the principle
of equal a priori probabilities and Boltzmann’s principle reproduce the framework of thermodynam-
ics, which is established as equilibrium statistical mechanics [2]. In contrast, there is still no theory
describing the general behavior of non-equilibrium systems beyond the linear response regime. Thus,
much effort has been devoted to the investigation of steady-state thermodynamics and non-equilibrium
statistical mechanics [3,4,5,6].
When liquids and gases are out of equilibrium but still remain in local equilibrium, their macro-
scopic dynamical behavior is precisely described by the hydrodynamic equations [7]. A microscopic
understanding of the hydrodynamic equations for the case of dilute gases was established through
the Boltzmann equation [8], whereas it remains unclear for a general fluid. Non-trivial relations that
are generally valid far from equilibrium, including the fluctuation theorems [9,10,11,12,13,14,15,16]
and the Jarzynski equality [17], have been developed over the past two decades as a result of the
time-reversal symmetry of microscopic mechanics. Thanks to such universal relations, we can easily re-
derive certain well-known relations, such as the McLennan ensembles, the Green–Kubo formula, and
the Kawasaki nonlinear response relation [18,19]. Furthermore, by using a non-equilibrium identity
similar to the fluctuation theorems and assuming a local Gibbs distribution at the initial time, the
Navier–Stokes equation was derived for an isolated Hamiltonian system [20]. Based on these achieve-
ments, we believe this is an opportune moment to reconsider fluid dynamics from the viewpoint of
statistical mechanics.
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In this paper, we study the friction coefficient of a macroscopic sphere in a fluid. Starting from
microscopic mechanics, Kirkwood first derived the linear response formula for the friction coefficient,
γK, in the form [21]
γK =
1
3kBT
∫ τ
0
dt 〈Ft · F0〉eq , (1)
where kB is the Boltzmann constant, T is the temperature of the fluid, 〈 · 〉eq denotes a canonical
ensemble average at temperature T , and Ft is the total force exerted on the sphere by the fluid at time
t. The upper limit of the integral τ should be much larger than the correlation time of the force Ft
and much smaller than the relaxation time of the momentum of the sphere. This will be discussed in
detail in Sect. 3. Note that τ could go to infinity if we take the heavy mass limit for the sphere [22,23,
24]. The theoretical results were confirmed by numerical experiments [25,26,27,28,29].
By focusing on a special class of fluids, we can obtain a more explicit expression for the friction
coefficient. For instance, the friction coefficient for a dilute gas, γdg, has the form [30,31]
γdg =
8
3
ρR2
√
2πmkBT , (2)
where ρ is the number density of gas particles, R is the radius of the sphere, and m is the mass of
a gas particle. As another typical example, the friction coefficient for a viscous fluid at low Reynolds
number, γS, is given by [7]
γS = CηR, (3)
where η is the viscosity of the fluid. The numerical coefficient C is equal to 4π for the slip boundary
condition where the velocity of the fluid normal to the sphere at the boundary is equal to that of the
sphere in this direction and the shear stresses on the sphere are equal to zero, and 6π for the stick
boundary condition where the velocity of the fluid at the boundary is equal to that of the sphere. The
expression (3) is known as Stokes’ law.
Kirkwood’s formula can be derived on the basis of a mechanical system, meaning that the validity
of the formula is generally independent of the nature of the fluid within the linear response regime.
Thus, Kirkwood’s formula (1) corresponds to (2) for a dilute gas, which was confirmed by Green [31].
Furthermore, (1) corresponds to (3) for a viscous incompressible fluid at low Reynolds number, as
confirmed by Zwanzig [32] on the basis of fluctuating hydrodynamics [7,33] and Faxe´n’s law [34] in the
case of the stick boundary condition. Note that the linear response formula (1) is effective because the
Reynolds number is low.
We now consider the derivation of Stokes’ law (3) from Kirkwood’s formula (1) without explicitly
employing the hydrodynamic equations. According to the Green–Kubo formula [35], the viscosity of
the fluid, η, can be expressed in terms of the stress correlation in the bulk of the fluid as
η =
1
kBT
∫ τ
0
dt
∫
d3r 〈σxy(r0, 0)σxy(r, t)〉eq , (4)
where σxy(r, t) is the x-component of the force on the unit area perpendicular to the y-axis at position
r and time t (this is the xy component of the stress tensor ←→σ ), and r0 is an arbitrary position in the
bulk of the fluid. Note that τ is much larger than the correlation time of σxy, and much smaller than
the relaxation time of the momentum density field of the fluid. Precisely speaking, the condition of
this τ is different from that of τ in Kirkwood’s formula, but we assume that there exists some τ that
satisfies both conditions. Because the right-hand side of (1) can be expressed in terms of the stress
correlation on the surface of the sphere, we can obtain Stokes’ law (3) from Kirkwood’s formula (1) and
the Green–Kubo formula (4) if the surface stress correlation is related to the bulk stress correlation.
The main contribution of this paper is to establish the connection between the bulk and surface
stress fluctuations. The basic concept is simple. The probability density of surface stress fluctuations
is obtained from the probability density of bulk stress fluctuations by integrating out the other degrees
of freedom. This procedure can be conducted in an elegant manner with the aid of large deviation
theory.
The remainder of this paper is organized as follows. In Sect. 2, we explain the setup of our model,
and we review Kirkwood’s formula from the Hamiltonian description of particle systems in Sect. 3.
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We derive the probability density of bulk stress fluctuations under two phenomenological assumptions
in Sect. 4. We then express the probability density of surface stress fluctuations by integrating the
probability density of bulk stress fluctuations. We apply a saddle-point method to this expression,
and obtain the exact form of the probability density of surface stress fluctuations. By combining the
obtained expression with Kirkwood’s formula, we derive Stokes’ law. These highlights are presented in
Sect. 5. The final section is devoted to a brief summary and some concluding remarks.
Throughout this paper, the superscripts a, b and α, β represent the indices in Cartesian coordinates
(x, y, z) and spherical coordinates (r, θ, ϕ), respectively, where (x, y, z) = (r sin θ cosϕ, r sin θ sinϕ, r cos θ)
with r ≥ 0, 0 ≤ θ ≤ π, 0 ≤ ϕ ≤ 2π. In addition, we employ Einstein’s summation convention for re-
peated indices appearing in one term.
2 Model
We provide a three-dimensional mechanical description of our setup. The system consists of N bath
particles of mass m and radius rbp, and one macroscopic sphere of mass M and radius R in a cube of
side length L. We assume that M and R are much larger than m and rbp, respectively. For simplicity,
periodic boundary conditions are assumed. Let (ri,pi) (1 ≤ i ≤ N) be the position and momentum of
the ith bath particle, and (R,P ) be those of the sphere. A collection of the positions and momenta
of all particles is denoted by Γ = (r1,p1, . . . , rN ,pN ,R,P ), which represents the microscopic state of
the system.
The Hamiltonian of the system is given by
H(Γ ) =
N∑
i=1

 |pi|2
2m
+
∑
j>i
Φint(|ri − rj |) + Φsp(|ri −R|)

 + |P |2
2M
, (5)
where Φint is a short-range interaction potential between two bath particles, and Φsp is that between
a bath particle and the sphere. We assume
Φsp(χ)→∞, as χ→R+ rbp, (6)
Φsp(χ) = 0, for χ ≥ R+ rbp + ξ0, (7)
where ξ0 ≃ rbp. Γt denotes the solution of the Hamiltonian equations at time t for any state Γ at
t = 0. In this setup, the energy is conserved, i.e.,
H(Γt) = H(Γ ), (8)
and Liouville’s theorem ∣∣∣∣∂Γt∂Γ
∣∣∣∣ = 1 (9)
holds. The total force acting on the sphere is given by
F (Γ ) = −∂H(Γ )
∂R
= −
N∑
i=1
∂Φsp(|ri −R|)
∂R
. (10)
For convenience, we abbreviate F (Γt) as Ft. The equation of motion for the sphere is written as
∂tPt = Ft.
We assume that the system is initially in equilibrium at temperature T . Then, the initial probability
density of Γ is given by
feq(Γ ) = exp
[
−H(Γ )− Ψeq
kBT
]
, (11)
where Ψeq is the normalization constant.
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3 Kirkwood’s formula
3.1 Derivation
To consider the relaxation of the momentum of the sphere, we apply an impulsive forceMV δ(t) to the
sphere when the system is in equilibrium at temperature T . Then, the probability density just after
t = 0 is represented by
f0(Γ ;V ) = exp
[
−H(Γ )− P · V − Ψ(V )
kBT
]
, (12)
where Ψ(V ) is the normalization constant and f0(Γ ;0) = feq(Γ ). Using (8) and (9), the probability
density at time t is obtained as
ft(Γ ) = f0(Γ−t;V )
= exp
[
−H(Γ )− P−t · V − Ψ(V )
kBT
]
. (13)
In the following, the expectation values with respect to f0(Γ ;V ) and ft(Γ ) are denoted by 〈 · 〉V0 and
〈 · 〉t, respectively. In particular, 〈 · 〉00 corresponds to 〈 · 〉eq.
We derive the exact formula for the friction coefficient for any V . Using (13) and ∂tP−t = −F−t,
we obtain
ft(Γ ) = f0(Γ ;V ) +
∫ t
0
ds ∂sfs(Γ )
= f0(Γ ;V )−
∫ t
0
ds fs(Γ )
F−s · V
kBT
. (14)
In addition, because F is independent of the momenta, we obtain
〈F 〉V0 = 〈F 〉eq = 0. (15)
Then, (14) and (15) lead to
〈F a〉t = −
1
kBT
∫
dΓ
∫ t
0
ds fs(Γ )F
aF b−sV
b
= − 1
kBT
∫ t
0
ds
∫
dΓ−s f0(Γ−s;V )F
aF b−sV
b
= −γabt (V )V b (16)
with
γabt (V ) ≡
1
kBT
∫ t
0
ds
〈
F as F
b
〉V
0
, (17)
which is valid for any V . Note that V b is not equal to P bt /M in (16), and thus the time dependence of
〈F a〉t is described by that of γabt (V ). Furthermore, in general, 〈F a〉t is a nonlinear function of V .
Next, we focus on the linear response regime. The dependence of γabt on V is neglected. Within
this regime, we can rewrite (17) as
γabt (0) = γtδ
ab (18)
with
γt =
1
kBT
∫ t
0
ds 〈F zs F z〉eq
=
1
3kBT
∫ t
0
ds 〈F as F a〉eq , (19)
where we have employed the isotropic property of the system in equilibrium. The expression (19) is
the linear response formula for the friction coefficient, first derived by Kirkwood [21].
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3.2 Time dependence of γabt (V )
We denote the correlation time of Ft and the relaxation time of P by τmicro and τmacro, respectively.
We assume the separation of time scales represented by τmicro ≪ τmacro. Here, (15) and 〈P 〉V0 =MV
lead to 〈
P aF b
〉V
0
=
∫
dΓ f0(Γ ;V ) (P
a −MV a)F b
= 0. (20)
Using ∂tPt = Ft and (20), we can rewrite (17) as
γabt (V ) =
1
kBT
[〈
P at F
b
〉V
0
− 〈P aF b〉V
0
]
=
1
kBT
〈
P at F
b
〉V
0
. (21)
Thus, we find γabt (V ) = 0 for any V when t ≫ τmacro, because the correlation between P a and F b
is considered to take about τmacro. Furthermore, by considering (17), we obtain γ
ab
0 (V ) = 0 for any
V . Keeping these two limiting cases in mind, we conjecture the following time dependence of γabt (V ).
γabt (V ) increases when 0 < t ≃ τmicro. After that, γabt (V ) remains constant when τmicro ≪ t≪ τmacro.
Eventually, γabt (V ) gradually tends to zero when t ≃ τmacro. By recalling (17), we can express this
behavior as
〈
F at F
b
〉V
0


> 0, for 0 < t ≃ τmicro,
= 0, for τmicro ≪ t≪ τmacro,
< 0, for τ ≃ τmacro.
(22)
In the linear response regime, we denote the constant value of γt during the time interval τmicro ≪
t≪ τmacro as γ. Using this particular value of γ, τmacro can be expressed as M/γ. This γ is the linear
friction coefficient.
3.3 Other expressions
We hereafter focus on the equilibrium case in which Γ is chosen according to the canonical ensemble
feq(Γ ), and consider a finite time interval [0, τ ] that satisfies τmicro ≪ τ ≪ τmacro. Because the motion
of the sphere can be ignored up to τ , we assume that the center of the sphere is fixed at the origin.
Throughout this paper, for any physical quantity A(Γ ), we define the time-averaged quantity by
A¯(Γ ) ≡ 1
τ
∫ τ
0
dt A(Γt). (23)
Then, we can rewrite (19) as
γ =
τ
2kBT
〈(
F¯ z
)2〉
eq
. (24)
In this derivation, it should be noted that 〈F zt F zs 〉eq is a function of |t − s|, and that 〈F zt F z〉eq = 0
when τmicro ≪ t≪ τmacro.
We can also express the force F at by the surface integration of a stress σ
ab
sp :
F a(Γ ) = R2
∫
dΩ nbσabsp (R, Ω;Γ ), (25)
where Ω is a solid angle and n ≡ (sin θ cosϕ, sin θ sinϕ, cos θ). By direct calculation, we find
σabsp (r;Γ ) = −
N∑
i=1
[
−∂Φsp(|ri −R|)
∂Ra
] (
Rb − rbi
)
D(r; ri,R) (26)
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with
D(r; ri,R) =
∫ 1
0
dξ δ (r − ri − (R − ri)ξ) . (27)
Indeed, by substituting (26) into (25), we obtain (10), where we have used the divergence theorem and
(Rb − rbi )∂bD(r; ri,R) = δ(r − ri)− δ(r −R). (28)
Furthermore, the stress tensor can be defined in spherical coordinates by

σxxsp σ
xy
sp σ
xz
sp
σyxsp σ
yy
sp σ
yz
sp
σzxsp σ
zy
sp σ
zz
sp

 = Q


σrrsp σ
rθ
sp σ
rϕ
sp
σθrsp σ
θθ
sp σ
θϕ
sp
σϕrsp σ
ϕθ
sp σ
ϕϕ
sp

QT (29)
with
Q =

 sin θ cosϕ cos θ cosϕ − sinϕsin θ sinϕ cos θ sinϕ cosϕ
cos θ − sin θ 0

 , (30)
where QT denotes the transpose of Q. We then obtain
F z(Γ ) = R2
∫
dΩ
[
cos θ σrrsp (R, Ω;Γ )− sin θ σθrsp (R, Ω;Γ )
]
. (31)
Here, it is convenient to define the stress σ∗(Γ ) that represents the z-component of the force per
unit area on the surface of the sphere. From (31) and F z(Γ ) = 4πR2σ∗(Γ ), we have
σ∗(Γ ) =
1
4π
∫
dΩ
[
cos θ σrrsp (R, Ω;Γ )− sin θ σθrsp (R, Ω;Γ )
]
. (32)
The formula (24) is rewritten as
γ =
(4πR2)2τ
2kBT
〈
(σ¯∗)
2
〉
eq
. (33)
The linear friction coefficient is expressed in terms of the correlation of the time-averaged stress at the
surface, σ¯∗.
4 Stress fluctuations in equilibrium viscous fluids
Our goal is to derive Stokes’ law (3) from Kirkwood’s formula (33) without explicitly employing the
Stokes equations that are a linearized form of the Navier–Stokes equations in the low Reynolds number
limit. Stokes’ law (3) contains the viscosity of the fluid η. Instead of introducing η as a parameter of the
Stokes equations, we define η from the stress fluctuations in the bulk of the fluid by the Green–Kubo
formula (4). Thus, to derive Stokes’ law, we must relate the bulk stress correlation to the surface stress
correlation. In this section, we derive the probability density of coarse-grained time-averaged stress
fluctuations in equilibrium viscous fluids.
4.1 The Green–Kubo formula
We first consider the microscopic expression of the stress σab(r;Γ ) in the bulk of the equilibrium fluid.
For the momentum density of the bath particles
Πa(r;Γ ) ≡
N∑
i=1
pai δ(r − ri), (34)
σab(r;Γ ) is defined to satisfy the following continuity equation:
∂tΠ
a(r;Γt) = ∂
b
[
σab(r;Γt) + σ
ab
sp (r;Γt)
]
. (35)
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Note that the stress σab(r;Γ ) corresponds to the force per unit area σab(r;Γ )nb exerted on a virtual
surface described by the unit vector nb from the outer side, where the unit vector is perpendicular to
the surface and directed toward the outer region. σabsp was given in (26). Here, σ
ab(r;Γ ) is calculated
as
σab(r;Γ ) = −
N∑
i=1
pai p
b
i
m
δ (r − ri)−
∑
i<j
[
−∂Φint(|ri − rj |)
∂|ri − rj |
] (
rai − raj
) (
rbi − rbj
)
|ri − rj | D(r; ri, rj). (36)
It can be directly confirmed that
σab(r;Γ ) = σba(r;Γ ). (37)
Note that, when there are interactions between bath particles across the periodic boundary, the right-
hand side of (36) must be modified to take a non-zero value on the shortest line connecting two
interacting bath particles.
By employing the microscopic expression of the stress, the Green–Kubo formula (4) is precisely
expressed as
η =
1
kBT
∫ τ
0
dt
∫
d3r 〈σxy(r0;Γ )σxy(r;Γt)〉eq , (38)
where τ is chosen such that τfluidmicro ≪ τ ≪ τfluidmacro. τfluidmicro is the correlation time of σxy, and τfluidmacro is
the relaxation time of Π . In general, this τ is different from that in Kirkwood’s formula (33). Here,
we assume that the same value of τ can be chosen in the two formulas, and use the same notation.
One may notice the long-time tail of the stress correlation, which apparently breaks the separation of
time scales. We assume that this long-time tail only appears in the regime t & τ , because it originates
from long wavelength fluctuations of locally conserved quantities. Therefore, we continue the argument
without considering the long-time tail problem.
4.2 Macroscopic fluctuation theory
Let ξmicro be the largest length scale appearing in the molecular description, and ξmacro be the minimum
length characterizing macroscopic behavior. In the case of viscous liquids, ξmicro may be estimated as
rbp, and ξmacro is given by R. Because ξmicro ≪ ξmacro, we can choose Λ to satisfy ξmicro ≪ Λ≪ ξmacro.
We then define the coarse-grained time-averaged stresses by
σˆab(r) =
1
Λ3
∫
V(r)
d3r′ σ¯ab(r′) (39)
with V(r) ≡ ∏a [ra − Λ/2, ra + Λ/2]. In terms of σˆab(r), the Green–Kubo formula (38) is expressed
as
η =
τΛ3
2kBT
〈
(σˆxy(r))2
〉
eq
. (40)
We also note that
τΛ3
2kBT
〈σˆxy(r)σˆxy(r′)〉eq ≃ 0 (41)
for |r−r′| ≥ Λ, because the correlation length of the stress field is on the order of ξmicro. The relations
(40) and (41) can be summarized as
〈σˆxy(r)σˆxy(r′)〉eq =
2kBTη
τΛ3
S(|r − r′|), (42)
where S(d) = 1 for d≪ Λ and S(d) ≃ 0 for d ≥ Λ.
We now formulate a macroscopic fluctuation theory for the coarse-grained time-averaged stresses
σˆab. Because σˆab(r) are obtained by integrating the microscopic stress over the region V(r), it is
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reasonable, by considering the central limit theorem, to expect these σˆab(r) to obey a Gaussian distri-
bution. Here, we adapt the continuum description with the space mesh (ultraviolet cutoff) Λ. In this
description, S(|r − r′|)/Λ3 → δ(r − r′), and thus (42) is rewritten as
〈σˆxy(r)σˆxy(r′)〉eq =
2kBTη
τ
δ(r − r′). (43)
Next, we consider the statistical properties of the stresses.We start with the following decomposition
of σˆab into traceless and trace parts:
σˆab(r) = −pˆ(r)δab + sˆab(r) (44)
with
pˆ(r) ≡ − σˆ
xx(r) + σˆyy(r) + σˆzz(r)
3
, (45)
where pˆ and sˆab are called the mean pressure and the stress deviator tensor, respectively. Because sˆab
is traceless, we have
sˆxx(r) + sˆyy(r) + sˆzz(r) = 0. (46)
Using the isotropic property and the assumption that the correlation length of the stress fluctuations
is much less than Λ, we can express〈
sˆab(r)sˆa
′b′(r′)
〉
eq
=
[
B1δ
aa′δbb
′
+B2δ
ab′δba
′
+B3δ
abδa
′b′
]
δ(r − r′), (47)
where the constants B1, B2, and B3 are determined below. By recalling (37), we obtain σˆ
ab(r) = σˆba(r),
and then we find that
〈sˆxy(r)sˆxy(r′)〉eq = 〈sˆyx(r)sˆxy(r′)〉eq , (48)
which leads to B1 = B2. Using (46), we also have
〈(sˆxx(r) + sˆyy(r) + sˆzz(r)) (sˆxx(r′) + sˆyy(r′) + sˆzz(r′))〉eq = 0, (49)
which gives B3 = −2B1/3. Finally, the Green–Kubo formula (43) leads to
B1 =
2kBTη
τ
. (50)
We summarize these relations as〈
sˆab(r)sˆa
′b′(r′)
〉
eq
=
2kBTη
τ
∆aba
′b′δ(r − r′) (51)
with
∆aba
′b′ = δaa
′
δbb
′
+ δab
′
δba
′ − 2
3
δabδa
′b′ . (52)
Condition (51) is necessary, but the statistical distribution of σˆab is not completely determined.
The problem is to derive the statistical property of pˆ. Because we are studying incompressible fluids,
the pressure fluctuation arising from the density fluctuations need not be taken into account. Rather,
we assume that pˆ is determined from the balance of time-averaged forces in each region, which is
expressed as ∂bσˆab(r) = 0. We express this in coordinate-free form as
∇ ·←→ˆσ (r) = 0. (53)
It is obvious that the expectation values of the stresses satisfy the balance condition in the equilib-
rium cases. However, assumption (53) means that fluctuating stresses are already balanced in the
macroscopic fluctuation theory.
Derivation of Stokes’ Law 9
4.3 Probability density of stresses
For later convenience, we express ∆aba
′b′ = ∆ij with g(ab) = i and g(a′b′) = j, where g(xx) = 1,
g(yy) = 2, g(zz) = 3, g(xy) = g(yx) = 4, g(yz) = g(zy) = 5, and g(zx) = g(xz) = 6. That is, ∆ is
interpreted as a 6× 6 matrix. (We use the same symbol ∆ without confusion.) Explicitly, the matrix
∆ is expressed as
∆ =


4/3 −2/3 −2/3 0 0 0
−2/3 4/3 −2/3 0 0 0
−2/3 −2/3 4/3 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


. (54)
As the probability density of sˆab is expressed using the inverse of ∆, we calculate the kth eigenvalue
ǫk and corresponding eigenvector φ
j
k defined by
6∑
j=1
∆ijφjk = ǫkφ
i
k. (55)
We find that
ǫk =


0 for k = 1
2 for k = 2, 3
1 for k = 4, 5, 6
. (56)
The zero-eigenvector is calculated as φj1 = 1/
√
3 for j = 1, 2, 3 and φj1 = 0 for j = 4, 5, 6. Although the
matrix ∆ is singular, we can define the pseudo-inverse of ∆ as
6∑
j=1
(∆−1)ijφj1 = 0, (57)
and
6∑
j=1
(∆−1)ijφjk = ǫ
−1
k φ
i
k (58)
for k ≥ 2. A straightforward calculation yields
∆−1 =


1/3 −1/6 −1/6 0 0 0
−1/6 1/3 −1/6 0 0 0
−1/6 −1/6 1/3 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


. (59)
We identify (∆−1)aba
′b′ with (∆−1)ij by i = g(ab) and j = g(a′b′).
Now, we write the probability density of {pˆ(r), sˆab(r)} such that the statistical properties of the
macroscopic stress fields {pˆ(r), sˆab(r)} are reproduced. Because the macroscopic stress fields obey the
Gaussian distribution on the restricted configuration space given by (46) and (53), the expression is
P ({pˆ(r), sˆab(r)}) = C exp [− τ
4kBTη
∫
d3r sˆab(r)(∆−1)aba
′b′ sˆa
′b′(r)
]
×
∏
r
δ
(
sˆxx(r) + sˆyy(r) + sˆzz(r)
)
×
∏
r
∏
a
δ
(
∂bsˆab(r)− ∂apˆ(r)
)
. (60)
where C is the normalization constant.
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Because the traceless condition (46) can be written as
φ
g(ab)
1 sˆ
ab(r) = 0, (61)
we find that sˆab(∆−1)aba
′b′ sˆa
′b′ in (60) can be replaced by sˆab(∆˜−1)aba
′b′ sˆa
′b′ with
(∆˜−1)ij = (∆−1)ij + ψiφj1 + ψ
jφi1, (62)
where ψi is an arbitrary vector. Explicitly, this is written as
∆˜−1 = ∆−1 +


2q1 q1 + q2 q1 + q3 q4 q5 q6
q1 + q2 2q2 q2 + q3 q4 q5 q6
q1 + q3 q2 + q3 2q3 q4 q5 q6
q4 q4 q4 0 0 0
q5 q5 q5 0 0 0
q6 q6 q6 0 0 0


. (63)
With the particular choices q1 = q2 = 1/3, q3 = −1/6, and q4 = q5 = q6 = 0, ∆˜−1 takes the simpler
form:
∆˜−1 =


1 1/2 0 0 0 0
1/2 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


. (64)
Note that ∆˜−1 is the pseudo-inverse of ∆˜ given by
∆˜ =


4/3 −2/3 0 0 0 0
−2/3 4/3 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


, (65)
where ∆˜ is obtained by setting the (zz) column and the (zz) row to zero in the matrix ∆ .
The transformation of variables from sˆab to σˆab yields
P ({pˆ(r), σˆab(r)}) = C′ exp [−τI ({pˆ(r), σˆab(r)})]
×
∏
r
δ
(
σˆxx(r) + σˆyy(r) + σˆzz(r) + 3pˆ(r)
)
δ
(
∇ ·←→ˆσ (r)
)
(66)
with
I ({pˆ(r), σˆab(r)}) = 1
4kBTη
∫
d3r
(
σˆab(r) + pˆ(r)δab
)
(∆˜−1)aba
′b′
(
σˆa
′b′(r) + pˆ(r)δa
′b′
)
, (67)
where C′ is the normalization constant. Because τ ≫ τmicro, I({pˆ(r), σˆab(r)}) corresponds to a large
deviation function in probability theory [36,37].
Finally, we consider the stress tensor in spherical coordinates. This is denoted by σˆαβ , where α and
β represent r, θ, or ϕ. With a similar method, we obtain
P ({pˆ(r), σˆαβ(r)}) = C′′ exp [−τI ({pˆ(r), σˆαβ(r)})]
×
∏
r
δ
(
σˆrr(r) + σˆθθ(r) + σˆϕϕ(r) + 3pˆ(r)
)
δ
(
∇ ·←→ˆσ (r)
)
(68)
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with
I ({pˆ(r), σˆαβ(r)) = 1
4kBTη
∫ ∞
R
dr
∫ pi
0
dθ
∫ 2pi
0
dϕ r2 sin θ
× (σˆαβ(r) + pˆ(r)δαβ) (∆˜−1)αβα′β′ (σˆα′β′(r) + pˆ(r)δα′β′) , (69)
where C′′ is the normalization constant and we have taken the limit L→∞. ∆˜ is obtained by setting
the (ϕϕ) column and the (ϕϕ) row to zero in ∆ . Note that the fourth-order isotropic tensor ∆aba
′b′
takes the same form as in Cartesian coordinates.
Because R ≫ rbp and the interaction potential between the sphere and a bath particle depends
only on the distance between them, the momentum of the tangential direction at the surface of the
sphere is conserved. This yields the boundary condition
σˆθr(R, Ω) = σˆϕr(R, Ω) = 0. (70)
5 Stress fluctuation at surface
Let us return to Kirkwood’s formula (33). We want to calculate the friction constant γ from the
fluctuation intensity of σ¯∗. We first connect σ¯∗ with σˆ
αβ . By recalling that R≫ rbp and using (6) and
(36), we obtain
σab(R, Ω;Γ ) = 0 (71)
at the surface of the sphere. From (7) and (26), we obtain
σabsp (R+ rbp + ξ0, Ω;Γ ) = 0. (72)
The continuity of the total coarse-grained time-averaged stresses leads to
σˆab(R, Ω) = 1
Λ2
∫
S(R,Ω)
dΩ′ σ¯absp (R, Ω′), (73)
where S(R, Ω) is the region on the surface of the sphere represented by
[
θ − Λ
2R , θ +
Λ
2R
]
×
[
ϕ− Λ
2R sin θ , ϕ+
Λ
2R sin θ
]
. (74)
Therefore, from (32) and (73), we find that σ¯∗ in (33) is connected to σˆ
αβ by the relation
σ¯∗ =
1
4π
∫
dΩ
[
cos θ σˆrr(R, Ω) − sin θ σˆrθ(R, Ω)] . (75)
The probability density of σ¯∗ is determined from the statistical properties of σˆ
αβ in the bulk under
conditions (70) and (75). This relation is formally written as
P (σ¯∗) =
∫
σ¯∗:fix
DpˆDσˆαβ P ({pˆ(r), σˆαβ(r)}) , (76)
where “σ¯∗:fix” in the integral represents the condition given in (75).
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5.1 Saddle-point method
We now evaluate the right-hand side of (76). In the asymptotic regime τ ≫ τmicro, the functional inte-
gral may be accurately evaluated by the saddle-point method. By introducing the Lagrange multiplier
field λ(r) = (λr(r), λθ(r), λϕ(r)) to take constraint (53) into account, we obtain
P (σ¯∗) = C
′′′ exp [−τI(σ¯∗)] (77)
with
I(σ¯∗) = min
{σˆαβ(r)}
σ¯∗:fix
1
4kBTη
∫ ∞
R
dr
∫ pi
0
dθ
∫ 2pi
0
dϕ L ({σˆαβ(r)}) , (78)
and
L ({σˆαβ(r)}) = r2 sin θ [sˆαβ(r)(∆˜−1)αβα′β′ sˆα′β′(r) + λ(r) · (∇ ·←→ˆσ (r)) ], (79)
where C′′′ is the normalization constant, and sˆαβ(r) = σˆαβ(r) + pˆ(r)δαβ with pˆ(r) = −(σˆrr(r) +
σˆθθ(r) + σˆϕϕ(r))/3. Note that the saddle-point method for the large deviation function has been
rigorously verified under certain conditions. This is called the contraction principle [37] in probability
theory. In Appendix A, we present a derivation of the probability density of σ¯∗ within the framework
of fluctuating hydrodynamics.
As a reference for the argument below, we explicitly write ∇ ·←→ˆσ and sˆαβ(∆˜−1)αβα′β′ sˆα′β′ as
∇ ·←→ˆσ =


∂σˆrr
∂r
+ 1
r
∂σˆrθ
∂θ
+ 1
r sin θ
∂σˆϕr
∂ϕ
+ 2σˆ
rr−σˆθθ−σˆϕϕ
r
+ σˆ
rθ
r tan θ
∂σˆrθ
∂r
+ 1
r
∂σˆθθ
∂θ
+ 1
r sin θ
∂σˆθϕ
∂ϕ
+ σˆ
θθ−σˆϕϕ
r tan θ +
3σˆrθ
r
∂σˆϕr
∂r
+ 1
r
∂σˆθϕ
∂θ
+ 1
r sin θ
∂σˆϕϕ
∂ϕ
+ 2σˆ
θϕ
r tan θ +
3σˆϕr
r

 , (80)
and
sˆαβ(∆˜−1)αβα
′β′ sˆα
′β′ = (σˆrr + pˆ)2 + (σˆrr + pˆ)
(
σˆθθ + pˆ
)
+
(
σˆθθ + p¯
)2
+ (σˆrθ)2 + (σˆθϕ)2 + (σˆϕr)2
=
(σˆrr)2 + (σˆθθ)2 + (σˆϕϕ)2 − σˆrrσˆθθ − σˆθθσˆϕϕ − σˆϕϕσˆrr
3
+ (σˆrθ)2 + (σˆθϕ)2 + (σˆϕr)2, (81)
respectively, where we have used (44), (45), and (64).
Next, we calculate the right-hand side of (78). We start with the variation
δ
∫ ∞
R
dr
∫ pi
0
dθ
∫ 2pi
0
dϕ L ({σˆαβ(r)}) = ∫ ∞
R
dr
∫ pi
0
dθ
∫ 2pi
0
dϕ
{
∂α
′
[
∂L
∂ (∂α′ σˆαβ)
δσˆαβ
]
+
[
∂L
∂σˆαβ
− ∂α′
(
∂L
∂ (∂α′ σˆαβ)
)]
δσˆαβ +
∂L
∂λα
δλα
}
. (82)
The first term of the right-hand side corresponds to the surface contribution. We find that∫ 2pi
0
dϕ ∂ϕ
[
∂L
∂ (∂ϕσˆαβ)
δσˆαβ
]
= 0 (83)
because of the periodic boundary of ϕ, and∫ pi
0
dθ ∂θ
[
∂L
∂ (∂θσˆαβ)
δσˆαβ
]
= 0, (84)
because
∂L
∂ (∂θσˆαβ)
= 0 (85)
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at θ = 0 and π. Furthermore, as a result of (70), σˆrθ and σˆϕr are fixed to zero at the surface. Then,
δσˆrθ = δσˆϕr = 0 (86)
at r = R. Thus, the first term of the right-hand side of (82) becomes∫ ∞
R
dr
∫ pi
0
dθ
∫ 2pi
0
dϕ ∂r
[
∂L
∂ (∂rσˆrr)
δσˆrr
]
. (87)
Here, we impose
∂L
∂ (∂rσˆrr)
∣∣∣∣
r=R
= 0 (88)
as the boundary condition of the variational problem. This is called a natural boundary condition, and
explicitly gives
λr(R, Ω) = 0. (89)
With this setup, the surface contribution of the variation vanishes, and we obtain the Euler–Lagrange
equations
∂L
∂σˆαβ
− ∂α′
(
∂L
∂ (∂α′ σˆαβ)
)
= 0. (90)
Using (79), (80), and (81), we can write (90) as

σˆrr = −pˆ+ ∂λ
r
∂r
,
σˆθθ = −pˆ+
(
1
r
∂λθ
∂θ
+
λr
r
)
,
σˆϕϕ = −pˆ+
(
1
r sin θ
∂λϕ
∂ϕ
+
λr
r
+
λθ
r tan θ
)
,
σˆrθ =
1
2
(
1
r
∂λr
∂θ
+
∂λθ
∂r
− λ
θ
r
)
,
σˆθϕ =
1
2
(
1
r sin θ
∂λθ
∂ϕ
+
1
r
∂λϕ
∂θ
− λ
ϕ
r tan θ
)
,
σˆϕr =
1
2
(
1
r sin θ
∂λr
∂ϕ
+
∂λϕ
∂r
− λ
ϕ
r
)
.
(91)
Note that (45) is equivalent to
∇ · λ = 0 (92)
in the expression of (91). By solving (53), (91), and (92) with boundary conditions (70), (75), and
(89), we obtain the probability density of σ¯∗. The set of equations (53), (91), and (92) coincide with
the Stokes equations
η∇2u = ∇pˆ, (93)
∇ · u = 0, (94)
when we set λ(r) = 2ηu(r). We may interpret u(r) as the macroscopic fluctuating velocity of the fluid
generated by σ¯∗.
By referring to the solution of the Stokes equations, we obtain
λr(r) =
(
1− R
r
)
2Rσ¯∗ cos θ, (95)
λθ(r) = −
(
1− R
2r
)
2Rσ¯∗ sin θ, (96)
λϕ(r) = 0, (97)
pˆ(r) = p∞ − R
2
r2
σ¯∗ cos θ, (98)
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where p∞ is a constant. Then, (91) leads to
σˆrr(r) = −p∞ + 3R
2σ¯∗ cos θ
r2
, (99)
σˆθθ(r) = σˆϕϕ(r) = −p∞, (100)
σˆrθ(r) = σˆθϕ(r) = σˆϕr(r) = 0. (101)
Substituting these relations into (78), we obtain
I(σ¯∗) =
1
4kBTη
∫ ∞
R
dr r2
∫
dΩ 3
(R2σ¯∗ cos θ
r2
)2
=
(σ¯∗)
2
2
2πR3
kBTη
. (102)
This immediately yields 〈
(σ¯∗)
2
〉
eq
=
kBTη
2πR3τ . (103)
Combining this with Kirkwood’s formula (33), we arrive at Stokes’ law
γ =
(4πR2)2τ
2kBT
〈
(σ¯∗)
2
〉
eq
= 4πηR. (104)
5.2 Stokes’ law for a macroscopic sphere with a rough surface
Because we have studied a macroscopic sphere with a smooth surface represented by a spherical
symmetric interaction potential, the version of Stokes’ law we have obtained corresponds to that with
the slip boundary condition in hydrodynamics. Indeed, we used the boundary condition (70). In reality,
the surface of a sphere is assumed to be rough. Although the precise microscopic description of such a
surface is not simple, it should be claimed that the boundary conditions (70) are not imposed in the
macroscopic fluctuation theory. In this case, the natural boundary conditions
λ(R, Ω) = 0 (105)
are imposed, so that the Euler–Lagrange equation can be obtained.
By referring to the solution of the Stokes equations with these modified boundary conditions, we
obtain
λr(r) =
(
1− 3R
2r
+
R3
2r3
)
4Rσ¯∗ cos θ
3
, (106)
λθ(r) = −
(
1− 3R
4r
− R
3
4r3
)
4Rσ¯∗ sin θ
3
, (107)
λϕ(r) = 0, (108)
pˆ(r) = p′∞ −
R2
r2
σ¯∗ cos θ, (109)
where p′∞ is a constant. Then, (91) leads to
σˆrr(r) = −p′∞ +
(
3R2
r2
− 2R
4
r4
)
σ¯∗ cos θ, (110)
σˆθθ(r) = σˆϕϕ(r) = −p′∞ +
R4
r4
σ¯∗ cos θ, (111)
σˆrθ(r) = −R
4
r4
σ¯∗ sin θ, (112)
σˆθϕ(r) = σˆϕr(r) = 0. (113)
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Thus, we have that
I(σ¯∗) =
∫ ∞
R
dr
∫
dΩ
r2
4kBTη
{
3
[(R2
r2
− R
4
r4
)
σ¯∗ cos θ
]2
+
[R4
r4
σ¯∗ sin θ
]2}
= (σ¯∗)
2 2π
4kBTη
∫ ∞
R
dr r2
(
2R4
r4
− 4R
6
r6
+
10R8
3r8
)
=
(σ¯∗)
2
2
4πR3
3kBTη
, (114)
which leads to 〈
(σ¯∗)
2
〉
eq
=
3kBTη
4πR3τ . (115)
The substitution of (115) into Kirkwood’s formula (33) yields
γ =
(4πR2)2τ
2kBT
〈
(σ¯∗)
2
〉
eq
= 6πηR. (116)
This is Stokes’ law for cases with the stick boundary condition in hydrodynamics.
6 Concluding Remarks
In this paper, we have derived Stokes’ law from Kirkwood’s formula and the Green–Kubo formula in
the linear-response regime where the Stokes equations are valid. In this derivation, we did not assume
the Stokes equations to describe Stokes flow, but rather formulated the relation between the stress
fluctuations in the bulk and the stress fluctuation at the surface with the aid of large deviation theory.
The heart of this derivation is the contraction principle, which is a standard technique in large
deviation theory [37]. In the present case, we first used a phenomenological basis to apply the large
deviation function to stress fluctuations in the bulk, and then applied the contraction principle. See [38]
for another application of the contraction principle to the calculation of a large deviation function for
time-averaged quantities. A similar argument has been employed to derive a generating function for the
current fluctuation in stochastic non-equilibrium lattice gases [39]. Such a phenomenological argument
is called the additivity principle, and the condition of its validity can be discussed within the framework
of fluctuating hydrodynamics [40]. Similarly, our derivation can also be formulated within fluctuating
hydrodynamics, as briefly explained in Appendix A. Although there is no one-to-one correspondence
between our argument and that in the additivity principle, there may be a universal concept behind
these two arguments. Determining a theoretical framework that provides a microscopic understanding
of the phenomenological arguments would be an interesting problem.
In this paper, we studied the force from a viscous fluid. More complex cases can be discussed
using a similar formulation. For example, a cross-over from the dilute case (2) to the viscous case (3),
which has been observed in numerical experiments [29], may be one of our next targets. A simple
but less trivial example may be a Brownian particle under a temperature gradient [41,42,43,44]. To
elucidate the mechanism of the driving force and the friction force in this system, we must consider
macroscopic fluctuation theory from microscopic mechanics, where the fluctuation of the energy flux
should be taken into account [45]. Furthermore, the study of the force to a small system from an
active environment is a hot topic in recent non-equilibrium statistical mechanics [46]. Examples of
active environments include cytoskeleton networks (under chemical reaction) [47,48,49,50], granular
materials [51,52,53,54], and the assembly of small biological elements [55,56,57,58]. The law of the
force from an active environment may be given by a phenomenological description in accordance with
experimental observations. However, the nature of the force is highly non-trivial. Thus, we believe that
developing the theory by which the nature of the force from an active environment can be described
would be a significant achievement.
Finally, let us return to the formula described in (78). This claims that the large deviation function
on the surface is determined from the variational principle associated with the large deviation function
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in the bulk. Note that the large deviation function is called entropy, because the large deviation of
the fluctuations of thermodynamic variables is equal to the thermodynamic entropy. Here, one may
recall the so-called bulk-boundary correspondence in quantum many-body systems [59,60,61,62,63].
For the moment, we do not have any evidence for a direct connection with such theories, but it may
be interesting to imagine such a possibility.
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Appendix A: Fluctuating hydrodynamics
We describe a viscous incompressible fluid at low Reynolds number by the fluctuating hydrodynamic
equations in spherical coordinates. We denote by u(r, t), p(r, t), ←→σ (r, t), and ←→s (r, t) the velocity,
pressure, stress tensor, and random stress tensor at position r and time t, respectively. In this case,
each component of the stress tensor is written as
σrr = −p+ 2η ∂u
r
∂r
+ srr, (A.1)
σθθ = −p+ 2η
(
1
r
∂uθ
∂θ
+
ur
r
)
+ sθθ, (A.2)
σϕϕ = −p+ 2η
(
1
r sin θ
∂uϕ
∂ϕ
+
ur
r
+
uθ
r tan θ
)
+ sϕϕ, (A.3)
σrθ = η
(
1
r
∂ur
∂θ
+
∂uθ
∂r
− u
θ
r
)
+ srθ, (A.4)
σθϕ = η
(
1
r sin θ
∂uθ
∂ϕ
+
1
r
∂uϕ
∂θ
− u
ϕ
r tan θ
)
+ sθϕ, (A.5)
σϕr = η
(
1
r sin θ
∂ur
∂ϕ
+
∂uϕ
∂r
− u
ϕ
r
)
+ sϕr. (A.6)
We assume that the temperature T and density ρ of the fluid are constant and homogeneous. Because
we are focusing on incompressible fluid, we assume that the bulk viscosity ζ is equal to zero and that
∇ · u = 0. This is written as
∂ur
∂r
+
2ur
r
+
1
r
∂uθ
∂θ
+
uθ
r tan θ
+
1
r sin θ
∂uϕ
∂ϕ
= 0. (A.7)
Furthermore, the time evolution equation of u(r, t) is assumed to be given by
ρ
∂u
∂t
= ∇ ·←→σ , (A.8)
because the Reynolds number is sufficiently low. Finally, the random stresses are assumed to be zero-
mean Gaussian white noises with covariance〈
sαβ(r,Ω, t)sα
′β′(r′, Ω′, t′)
〉
= 2kBTη∆
αβα′β′ δ(r − r′)δ(Ω −Ω′)
r2
δ(t− t′), (A.9)
∆αβα
′β′ = δαα
′
δββ
′
+ δαβ
′
δβα
′ − 2
3
δαβδα
′β′ . (A.10)
where we have used ζ = 0. Note that (A.9) leads to
srr + sθθ + sϕϕ = 0. (A.11)
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By recalling (A.1), (A.2), (A.3), and (A.7), we also have
σrr + σθθ + σϕϕ + 3p = 0. (A.12)
For any time-dependent quantity A(t), we denote its path during the time interval [0, τ ] by [A].
Then, using (A.9) and the Gaussian property of sαβ , we obtain the probability density of {[p], [σαβ], [uα]}
in the form
P ({[p], [σαβ], [uα]}) = C0 exp [−τI ({[p], [σαβ], [uα]})]
×
∏
t
∏
r
δ
(
ρ∂tu−∇ ·←→σ
)
×
∏
t
∏
r
δ (∇ · u) δ (σrr + σθθ + σϕϕ + 3p) (A.13)
with
I ({[p], [σαβ ], [uα]}) = 1
4kBTητ
∫ τ
0
dt
∫ ∞
R
dr r2
∫
dΩ sαβ(∆˜−1)αβα
′β′sα
′β′ , (A.14)
where C0 is the normalization constant and s
αβ in the right-hand side is related to (p, σαβ , uα) through
(A.1)–(A.6). By applying the contraction principle to (A.13), we obtain the probability density of the
surface stress fluctuations as
P (σ¯∗) =
∫
σ¯∗:fix
DpDσαβDuα P ({[p], [σαβ ], [uα]})
= C′0 exp [−τI(σ¯∗)] (A.15)
with
I(σ¯∗) = min
{[σαβ ],[uα]}
σ¯∗:fix
1
4kBTητ
∫ τ
0
dt
∫ ∞
R
dr
∫ pi
0
dθ
∫ 2pi
0
dϕ L ({[σαβ ], [uα]}) , (A.16)
and
L ({[σαβ ], [uα]}) = r2 sin θ [sαβ(∆˜−1)αβα′β′sα′β′ + λ1 · (ρ∂tu−∇ ·←→σ )+ λ2 (∇ · u) ], (A.17)
where C′0 is the normalization constant, λ1(r, t) and λ2(r, t) are the Lagrange multiplier fields, p =
−(σrr + σθθ + σϕϕ)/3, and “σ¯∗:fix” represents the condition given in
σ¯∗ =
1
4πτ
∫ τ
0
dt
∫
dΩ
[
cos θ σrr(R, Ω, t)− sin θ σrθ(R, Ω, t)] . (A.18)
If a time-independent configuration with u = 0 is the minimizer of (A.16), we obtain the same result
as in (77)–(79).
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