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A simple cell complex C in Euclidean d-space E d is a covering of E d by finitely many convex 
j-dimensional polyhedra (the j-faces of C), each of which is in the closure of exactly d- j+ 1 
d-faces of C. An algorithm that recognises when C is the projection ofthe set of faces bounding 
some convex polyhedron P(C) in E 't+l and that constructs P(C) provided its existence is 
outlined. The method is optimal at least for d= 2. No complexity results were previously 
known for both problems. The results have applications in statics, to the recognition of
Voronoi diagrams, and to planar point-location. 
i. Introduction 
A j-polyhedron is the intersection of dimension j of a finite number of closed halfspaces of 
Euclidean d-space E d (0 ~<j ~< d). A cell complex C in E d is a covering of E d by finitely 
many j-polyhedra, called j-faces of C, whose (relative) interiors are disjoint and whose 
non-empty intersections are faces of C. C is called simple if each of its j-faces is in the 
closure of exactly d- j  + 1 d-faces (cells). Let C be contained in a hyperplane of E a+ 1. C is 
termed polytopical if there exists some (d+ 1)-polyhedron P(C) such that P(C) and C are 
aflinely equivalent, i.e. there is a central or parallel projection which maps the polyhedra 
in the boundary of P(C) onto the faces of C. 
The existence of non-polytopical cell complexes (see, e.g. Connelly & Henderson, 1980; 
Aurenhammer, 1985) as well as the relevance of recognising polytopical cell complexes to 
seemingly unrelated questions timulated the search for appropriate criteria. We refer to 
Shephard (1971) (who treats the equivalent problem for spherical complexes) and to 
Davis (1959) (who shows that every simple cell complex in E e, for d >~ 3, is polytopical) 
for conditions necessary and sufficient for the existence of an affinely equivalent 
(d + 1)-polyhedron. 
This paper applies a different criterion that is conceptually and computationally easier 
to the subclass of simple cell complexes in E d. We efficiently solve the recognition 
problem, for d = 2 (which is thus settled for any d >i 1 by virtue of the result in Davis 
(1959)), as well as the problem of constructing an affinely equivalent polyhedron for d ~> 1. 
The criterion (that per se is not restricted to simple complexes) is based on the concept of 
the orthogonal dual D(C) of a cell complex C. For C containing n ceils Za . . . . .  Z,,, D(C) 
is a point-set satisfying the three properties below. 
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(1) Duality: D(C) contains exactly one point Pi for each Z~, such that p~¢pj, for 
l <~i<j<<,n. 
(2) Orthogonality." For Zl ~a Zj, the line L that contains p~ and pj (and is directed from p~ 
to pj) is orthogonal to each face common to Z~ and Zj. 
(3) Orientation: Any directed line that can be obtained by translating L and that 
intersects Z~ and Zj first meets Zi. 
D(C) necessarily is not unique if it exists: (2) and (3) only concern the relative, rather 
than the absolute, position of the points in D(C), so any translate of some fixed D(C) 
again is an orthogonal dual of C. However, the theorem below, which our strategy for 
solving the problems mentioned relies on, holds for any possible D(C). 
THEOREM 1. A (simple or non-simple) cell complex C in E d is polytopical if and only if D(C) 
exists. 
A proof is given in Aurenhammer (1985). It is based on the fact that the class of so- 
called power diagrams (a particular generalisation f Voronoi diagrams) coincides with 
the class of polytopical cell complexes. For the case d = 2, a structure similar to D(C), 
turned out to be known since Maxwell (1864), and has been rediscovered and used by 
several authors (see, e.g. Crapo & Whiteley, 1978). 
The organisation of this paper is as follows. Section 2 specifies the data structure we use 
to store a cell complex C and outlines an algorithm for constructing D(C) for simple C. 
Among its applications discussed in Section 3 are the construction of a polyhedron 
affinely equivalent to C, and the recognition of Voronoi diagrams. Section 4 gives a 
review of our contributions and states ome open problems. 
2. Constructing the Orthogonal Dual 
Throughout, let C denote a simple cell complex in E a, and let d >i 2, since the existence 
and construction of D(C) is trivial otherwise. We will regard d as a constant in the 
analysis of the following algorithms. Further, we may assume that C contains at least one 
0-face (vertex). All (d-1)-faces (facets) of C are parallel to some j-dimensional sub- 
space of E d (1 <<.j<~d-1, j minimal), otherwise such that D(C) is contained in a 
(d-j)-dimensional subspace h. It then suffices to treat the cell complex C' = C ~ h in E d-J 
(which must have vertices) since D(C')= D(C). 
2.1. STORING CELL COMPLEXES 
We start with fhe description of a data structure that stores C in a way appropriate for 
our issues. A j-face f and a (j-1)-face g of C are called incident if 0 ~f  (1 ~<j ~< d). Two 
j-faces incident with the same (j--1)-face are said to be adjacent. The storing scheme we 
refer to (and which is also used, e.g. in Edelsbrunner tal., 1986), is called the incidence 
lattice I(C) of C. I(C) contains a node for each face of C and realises incidences between 
the faces by pointers, thus reflecting the combinatorial structure of C. To fix C in E a, e.g. 
the coordinates of its vertices or the positions of the hyperplanes supporting its facets 
have to be stored. 
The assumption that C is stored in I(C) is justified since this representation f cell 
complexes i frequently used in computational geometry, and I(C) can be derived from 
many other explicit descriptions that define C uniquely in time proportional to the 
number of faces of C. In fact, I(C) contains much more information on C than it is 
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necessary to compute D(C). Applications of the following algorithm may require this 
additional information, however. 
2.2. THE ALGORITHM 
We now concentrate on the construction of an orthogonal dual D(C) of C. The 
following algorithm successively constructs the points p~ of D(C) corresponding to the n 
cells Z~ of C. Since C is simple, D(C) always exists for d >i 3 since C is polytopical (consult 
Davis, 1959 or Aurenhammer, 1985). Moreover, if d = 2, only orthogonality of the points 
may be violated since reversed orientation would contradict he convexity of the polygons 
of C. So, if d = 2, the algorithm must check orthogonality for p~ before proceeding to the 
construction of p~+ 1. 
For 1 <<.i<j <. n, let f~,; be the facet incident upon the adjacent cells Z~ and Zj. Assume 
that f~d is associated with the normal vector q~,.j of the hyperplane supporting f~,;, and 
define Lt. j = {pj+2q~,jl2 real}. Z~ is termed a completed cell if p, has been constructed so 
far. The number of actually completed cells that are adjacent o Z i is denoted by a(Zi). In 
order to visit the cells of C in an appropriate order, a stack ST is used which initially 
contains two arbitrary adjacent cells. 
ALGORITHM ORTHOGONAL DUAL: 
While ST is non-empty, remove the first cell Z~ from ST. 
STEt' I: Compute p~: 
CASh 1.1:a(Z3 = o. Choose p~ = 0, the origin. 
CASE 1.2:a(Z3 = 1. Find the completed cell Zj adjacent o Zi. p~ is chosen on L~,2 
with distance 1 from pj and such that p~ and p/are properly oriented. 
CASE 1.3:a(Z3 1> 2. Determine two completed cells Zj and Zk which are adjacent o 
Z~. p~ is obtained by intersecting L~.j and L~. k. 
STEP 2: For all Zj adjacent o Z~ do: 
CASE 2.1: Zj is not completed, a(Zj) is increased by 1. If a(Zj) = 2, then push Zj onto 
ST, else continue. 
CASE 2.2: Zj is completed. If d = 2, then check if L~.j does contain p~. If not, D(C) 
does not exist and the algorithm terminates. 
Some comments on the correctness of Algorithm ORTHOGONAL DUAL are in order. We 
first verify that it actually constructs D(C) in case of its existence. The proper choice of Pl 
and P2 is evident. Moreover, p, for i>~ 3 is constructed correctly provided Z~ has been 
pushed onto ST since a(Z 3 >/2 is guaranteed then. But each Zt is pushed onto ST exactly 
once. Since C has vertices, each cell is adjacent o at least two other cells. Simplicity of C 
now implies that, for any two adjacent cells, there exists a cell adjacent o both of them. 
Thus, after the completion of Z~ and Z2, there always is a non-completed Z~ with 
a(Z~) >~ 2, unless the construction of D(C) has finished. (Here is the striking point why the 
algorithm is not guaranteed to work for non-simple complexes.) The control mechanism 
of the algorithm ensures that Z~ is pushed onto ST if it has not been there (that is, if a(Z~) 
achieves 2), and that no action is taken if Z~ currently is in ST (that is, if a(Z3 exceeds 2). 
If D(C) does not exist, then there must be a facet f~,j that violates orthogonality, f~,~ is 
encountered and thus detected by the algorithm as either Z~ or Zj has to be completed 
first. 
Steps 1 and 2 require time proportional to the number m~ of facets of Z~. As C is stored 
in 1(C), all facetsfi.j incident upon Zi, together with Zj adjacent o Z~ inf,,j, are found in 
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O(m~) time, and constant ime obviously suffices to carry out the above actions for each 
Zj.Thus, the runtime of Algorithm ORTHOGONAL DUAL is bounded by O(m), for m the 
number of C's facets, m=O(n) holds for d=2,  and m=O(n 2) holds for any d/>3 
(consult, e.g. Gruenbaum, 1967). We conclude: 
THEOREM 2. Let C denote a simple cell complex in E d with m facets that is stored in the 
incidence lattice. O(m) time suffices to compute an orthogonal dual D(C). 
The result is optimal at least for d = 2 since n is a natural lower time bound for the 
construction of D(C). Note that the time requirement does not depend on d if d 1> 3. 
3. Applications 
The construction of D(C) has applications to seemingly unrelated problems. Three of 
them are addressed in the sequel. 
3. I. EXAMINING PLANE FRAMEWORKS 
The apparently earliest motivation for asking whether a cell complex C in E ~ is 
polytopical stems from the statics of plane frameworks. If the unbounded 1-faces (edges) of 
C are held fixed at infinity, is it possible to assign a positive scalar tension to each edge of 
C so that each vertex v of C is in equilibrium? (Intuitively speaking, can the edges and 
vertices of C be realised as an equilibrium state of a spider web?) As observed by Maxwell 
(1864) (see also Crapo & Whiteley, 1978) such tensions exist if D(C) does. This can be 
easily verified. 
Let Z1 . . . . .  Z,,  r f> 3, be the (cyclically ordered) cells of C that contain v. We denote by 
e~ the edge incident upon Z I and Zt+ t and assign %=P~+~-Pt, for i=1  . . . . .  r and 
Z,+I = Z1. Clearly, }-" ~= 0 holds. Hence, we have ~ el= 0, for ei being the vector of 
length t~ = (z~, %)~ that emanates from v and is collinear to ei, because ~ and z~ are 
orthogonal. ((¢, ~/) denotes the inner product of vectors ~ and r/.) It remains to be 
observed that the positive scalars t t are just the tensions of the edges e~ that realise an 
equilibrium ~tate at each vertex v of C. 
By Theorem 2, the above question is decidable for simple C in time proportional to the 
number m of edges of C which obviously is optimal. Note that tensions t t . . . . .  t,n actually 
can be computed in O(m) time, and that ).t~ . . . . .  2tm, for 2 > 0, are suitable tensions, too. 
3.2. RECOGNISING VORONOI DIAGRAMS 
The Voronoi diagram V(S) of a point-set S = {ql, • -., q~} in E d is the cell complex that 
contains for each q~ in S the cell Z~ of all points at least as close to qg as to any point in 
S--{q~}. Theorem 2 implies a time bound for the task of recognising when a simple cell 
complex C in E a is a Voronoi diagram, and for reconstructing S if C = V(S). In the 
affirmative case, the facets f~,j of C are supported by the symmetry hyperplanes h~.j of q~ 
and qi, for 1 ~< i < j  ~< n, such that S is the particular orthogonal dual of C where q~ is the 
mirror image of qj through h~,j. Furthermore, simplicity of C implies that S is a homothet 
of D(C), i.e. there is a vector • and a positive number b with 
S = {qt = bPl+z[Pi~V(C)} • 
Both properties (the latter results from the lemma below) are exploited to solve the above 
questions. 
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LEMMA 1. Let D and D' be two orthogonal duals of a simple cell complex C. Then D' is a 
homothet of D. 
PROOF. Let g be a (d-2)-face of C. As C is simple, exactly three cells Z1, Z2, Z3 meet in g. 
Denote with p, (p'~) the point of D (D'), for Z, (i = 1 . . . . .  n). From orthogonality and 
orientation of the points in D and D' it is evident hat p'~ = bp~ + z, for i = 1, 2, 3 and some 
fixed b > 0 and z. Hence, for each (d-2)-face g,  common to Z1, Z2, and Z ,  (Z,  different 
from Z3), p* '= bp, + z holds, too. Applying this argument i eratively to all (d-2)-faces of 
C proves the assertion. [] 
b and z can be calculated in the following way, provided C = V(S). Without loss of 
generality, let one vertex v of C coincide with the origin. For Z 1 . . . . .  Ze+ 1 being the cells 
that have v as a vertex, Pl, • •., Pe+I in D(C) define a unique sphere, centred at re(v), say, 
that contains them. Since qi . . . . .  qe+l are equidistant from v (C is a Voronoi diagram), 
Lemma 1 implies that q, lies on line L~(v) through v and pi-m(v),  for i= 1 . . . . .  d+ 1. If v 
is the only vertex of C, then b = 1 and z = -re(v) may be chosen, since S is not unique. 
Otherwise, let Z 1 be the cell that has a vertex w incident upon a common edge with v. 
Due to the above discussion, ql lies on Li(w), such that ql = Li(v)riLl(W). But this yields 
b = ((qi,  ql>/(Pl -re(v), Pl -re(v)>) ~ 
and z = - bin(v). 
Storing C in the incidence lattice I(C) implies the following complexity, b and z can be 
computed in O(d) time if D(C) is available. To decide whether C is a Voronoi diagram, 
qt = bp~+ z is constructed (i = 1 . . . . .  n) and, for each facet f~.s of C, it is tested whether q~ is 
the reflection of qj through hid. This requires time proportional to the number of facets of 
C. By Theorem 2 we have: 
THEOREM 3. For a simple cell complex C in E e with m facets that is represented by its 
incidence lattice, O(m) time suffices for recognising when C is the Voronoi diagram of  some 
point-set S, as well as.for reconstructing S !['it exists. 
This obviously is optimal for d = 2. An alternative, though purely geometrical method 
for reconstructing S if C = V(S) is simple, is suggested in Ash & Bolker (1985). It works in 
time proportional to the number of vertices of C, and thus is outperformed by our 
method in dimensions d~>4. We also mention that approximation methods (but 
unfortunately without concrete complexity analysis) exist (see Suzuki & Iri, 1986). 
As applications of Theorem 3 for d --- 2 we mention urban planning and the recognition 
of biological growth models (as reported in Suzuki & Iri, 1986) and, in particular, the so- 
called gerrymander p oblem described by Ash & Bolker (1985). When the points in S are 
regarded as polling places and election law requires that each person votes at the 
respectively nearest polling place, the election districts form a Voronoi diagram. So if the 
legislature draws the district lines first, our strategy can be used to examine whether there 
is a set of polling places which satisfies election law. 
3.3. CONSTRUCTING PROJECTION POLYHEDRA 
We now proceed to the construction of a (d+ 1)-polyhedron P(C) affinely equivalent to 
C (provided D(C) exists and C is simple). A feature of D(C) additional to the property 
expressed in Theorem 1 is that its points p~ can be mapped into halfspaees hsp~, such that 
P(C) = c~ hspl, for i = 1 . . . . .  n. 
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LEMMA 2. Let hspi be expressed by the inequality 
xd+l >1 2(pi, X>--<pt, pt )+ai  
for  i = 1 . . . . .  n. Assume that 
ai = a~+ (pt, P i ) - (P~,  Pj) + 2bt.~ 
holds i f  the facet f i , j=-ZtnZ j  of  C exists and is supported by the hyperplane hi,j: 
(P j -Pt ,  x )  = bi, j, for 1 <. i < j  <. n. 
(i) hspl . . . . .  hsp. exist. 
(ii) P(C) = c~ hspi, for i = 1 . . . . .  n. 
PROOF. ad (i). We have to show the existence of numbers al . . . . .  a,, such that 
aj -at  = (pj, pj>-<pi,  pi>-b~,~ 
holds for all facets f~,j of C, From the identity aj - -a i - - (ak- -at)=aj - -a  k we deduce 
bt, l-bt,  k =b j, k. This is equivalent to h~,ic~ht,k*hj, k, which is clearly true, sincefi,j, fl.k, 
and fj, k are incident upon a common (d-2)-face of C if they exist. 
ad (ii): Let pl~ denote the hyperplane of E d+l bounding hspi, for i=  1 . . . . .  n. By 
standard analytic arguments, ht, j is the projection parallel to the xd + a-axis of pl~ n plj. The 
assertion follows straightforwardly. [] 
By virtue of Lemma 2, the boundary of P(C) can be built up facet by facet if the 
following instructions are incorporated into Algorithm ORTHOGONAL DUAL immediately 
after Pt for Z~ has been constructed in Step 1. 
If Pt = o, then set at = 0. At least one cell Zj adjacent o Z~ is completed, otherwise, 
such that aj has been already computed. Determine b~,j in the above equation of ht, j and 
assign 
ai = aj + (Pt, Pt) -- <Pj, Pj> q- bt,j, 
which specifies pit. 
Project Zt parallel to the Xd+~-axis onto pit. This yields the facet of P(C) that 
corresponds to Z t. 
Observe that for projecting Zt it suffices to determine the position of pl~ in E d+ 1. In 
particular, the incidence lattice I (C) remains unaffected. (It is necessary but not sufficient 
for the affine equivalence of C and P(C) that they have the same combinatorial structure.) 
The properties of I (C) make obvious that the above task can be performed in time 
proportional to the number of facets of C. In conjunction with Theorem 2, we obtain: 
THEOREM 4. Assume that a simple cell complex C in E d with m facets is given by its incidence 
lattice. A (d+ 1)-polyhedron affinely equivalent o C can be found in O(m) time (in case it 
exists) which is optimal for d = 2. 
Theorem 4 applies to point-location problems. Given a cell complex C and a query 
point q in E d, determine a cell of C which contains q. If a (d+ 1)-polyhedron P(C) exists 
whose set of boundary faces maps onto the faces of C by parallel projection, q is 
contained in cell Z of C if and only if the line through q and parallel to the projecting 
direction intersects the facet of P(C) corresponding to Z. Edelsbrunner & Maurer (1985) 
describe a data structure that stores a 3-polyhedron P, such that the facet of P penetrated 
by a given line can be determined in O(log n) time, and that is constructable in O(n) time 
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from P, for n the number of facets of P. The fact that P(C) can be computed in O(n) time 
from a simple and polytopical polygonal partition C of E 2 now implies an optimal 
solution of the point-location problem for C. 
4. Discussion 
The main contributions of this paper are the development of: 
(i) an optimal algorithm for recognising when a simple cell complex in E 2 is the 
projection of the faces bounding a 3-polyhedron; and 
(ii) a strategy (which is optimal at least for d = 2 and works for any d>~ 2) for 
constructing a (d+ 1)-polyhedron (if existent) whose facets map onto the cells of a 
given simple complex C in E a by parallel projection. 
Both algorithms rely on an easy criterion characterising polytopical cell complexes that 
is of interest in its own right (see Aurenhammer, 1985). We point out that our methods 
for solving (i) and (ii) are conceptually and computationally simpler than the methods 
suggested in Supnik (1953), Davis (1959), or Shephard (1971), and believe that they have 
further practical applications beside the one mentioned in Section 3.t 
As open questions we state: Find an algorithm for checking the existence and 
constructing D(C), respectively, that also works for non-simple C. Unlike the simple case, 
D(C) may not exist for d >i 3, and it can be shown that the number of facets of C is a 
lower time bound for the above problem. 
If it is known in advance that C is polytopical, is there a method for computing D(C) in 
O(ID(C)I) time, for d ~> 3? 
Finally, can the data structure in Edelsbrunner & Maurer (1985) be extended to 
4-polyhedra in an efficient way? By virtue of our solution to (ii), such a data structure 
would support efficient point-location in a polytopical (and thus, e.g. any simple) complex 
in E 3. 
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