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Abstract: Theoretical error estimates for quadrature rules involve quantities that are usually difficult if not impossible 
to obtain in practice. Various heuristics to obtain computable error estimates are compared by calculating their 
performance profiles on the Lyness family of integrands. Two sets of tests are used, corresponding to adaptive and 
single-rule quadrature. In the single rule case, Gaussian quadrature with error estimate provided by dropping one point 
from the formula performs best. In the adaptive case, the best heuristic is non-linear extrapolation based on Gaussian 
quadrature. 
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1. Introduction 
Let f: [a, b] * R be a given function, of which nothing more is known except a black box for 
computing it and the fact that some real-life user wishes to compute the integral 
If: =jbf(x) dx. (1) 
0 
This user is willing to perform m function evaluations, and requires not only an approximate 
value Af for the integral If, but also an estimate of the error /If - Af (. It is of no use to him to 
have a very accurate integral if the error estimate does not reflect that fact. It is even more 
disastrous to be told that the integral is accurate when it is not. 
One might advise the user to employ an adaptive integrator such as those given in [l] and [lo]. 
However, such advice merely shifts the responsibility, because the above problem is one which 
confronts the designer of automatic integrators at every step. The main difference in the case of 
adaptive integration is that information inherited from previous levels of subdivision can be 
stored and used. 
Three techniques are compared: numerical approximation of theoretical error bounds (Section 
2) nested quadrature rules (Section 3), and extrapolation (Section 4). In some cases, heuristics 
have been suggested to improve the practical behaviour of the technique. The comparison is 
based on the performance profiles of the methods when applied to the Lyness family of 
integrands. These profiles are evaluated according to the criteria of accuracy and reliabiliry, 
concepts which are made precise in Section 5. 
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2. Error estimates based on theoretical error bounds 
If fE C”[a, b], and the quadrature rule A is exact for all polynomials of degree n - 1, then 
the Peano kernel theorem (see eg. [2, p. 2191 can be used to obtain an error bound of the form 
]1f-Af)( C,(A) maxIf’“‘(x)I, (2) 
where the constant C,,(A) depends only on the rule A and can be explicitly computed. This 
estimate is normally considered to be of theoretical interest only, because it is unlikely that the 
required higher derivative of f will be available. 
One possible practical approach is to approximate f cn) by a numerical derivative, that is to 
say, by the divided difference of order n, which requires n + 1 points. If one is to use only points 
already included in the computation of the quadrature rule, the highest possible value that n may 
have is m - 1, in which case only one numerical approximation to a value of fen) can be 
computed. 
The experienced numerical analyst naturally recoils from this approach. Numerical differentia- 
tion is notoriously unstable, and the higher the order of the derivative, the more unstable it 
becomes. It certainly seems unjustifiably risky to base one’s assessment of the accuracy of a 
computation on just a single divided difference approximation to a high order derivative. 
An engineer’s answer might be to reduce the risk of an underestimate by multiplying the 
difference approximation by a suitably large constant. This suggestion may seem naive, but in the 
following section, I shall show that a commonly used method of error estimation does precisely 
that. 
3. Error estimation by nested formulas 
A very popular method of obtaining a practical error estimate is to use two quadrature 
formulas A and B, where the points used by formula B form a proper subset of those used by 
formula A, and where rule A is also of higher degree. Examples are: the Kronrod rules [3], the 
Patterson rules [8], and the Romberg method [ll]. For such formulas, the difference Af - Bf, 
which is of course usually a rather good estimate of the error in the less accurute integral Bf, is 
popularly used as an estimate of the error in the more accurate integral Af (presumably on the 
grounds that the error in Af is likely to be less than that in Bf). Not much attention seems to 
have been given to the properties of A - B considered as a linear functional applied to f. 
In the case of the Kronrod rules, however, it is possible to identify A - B precisely. These rules 
are constructed by adding n + 1 points to an n-point Gaussian rule in such a way that the new 
rule has degree 3n + 1 (if n is even) or 3n + 2 (if n is odd). The original Gaussian rule has degree 
2n - 1, and therefore the two rules give identical results when applied to polynomials of degree 
2n - 1. The difference A - B is thus seen to be a linear combination of 2n + 1 function values 
that vanishes identically for all polynomials of degree 2n - 1. Up to a constant multiplier, the 
linear functional that achieves this effect is unique, namely the 2n th divided difference operator 
on the given set of points. 
The Kronrod rules are therefore simply an instance of the naive approach mentioned in 
Section 1. 
The above argument may be extended to any pair of nested rules in which the more accurate 
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rule A uses n + 1 points, the less accurate rule B uses some subset of those points, and both rules 
are of degree at least n - 1. In such a case, the linear functional A - B must be a constant 
multiple of the n th divided difference operator on the points used by A. The existence of such a 
rule B is not a mystical property of Kronrod rules alone; given any rule A, one can drop any 
point from A and construct an interpolatory rule of degree n - 1 on the remaining n points. In 
the Kronrod case, many of the weights in the rule formed in this way just happen to be zero, 
which creates the impression that more than one point has been dropped from the rule. (Note, 
however, that the Patterson rules, unlike the Kronrod rules, cannot be obtained as a special case 
of this construction. In their case, more than one point must be explicitly dropped.) 
This argument suggests that one should stop thinking of the (2n + 1)point Kronrod rule as an 
extension of the n-point Gaussian rule, and instead regard the Gaussian rule as a subset of the 
Kronrod rule. Viewed from this angle, it becomes somewhat mystifying why the Kronrod rule 
should have been singled out as a candidate for the parenthood of subset rules. Could the 
(2n + 1)point Gaussian rule not equally well (or even better) have been used? 
Subsets of Gaussian rules have in fact been considered by Patterson [9], who constructs a 
nested family of rules obtained by dropping m points from a Gaussian rule with 2m - 1 points 
and repeating the process until a three-point rule is obtained. He reports that this approach is 
inferior to his extension [8] of the Kronrod scheme. The present suggestion is not the same. I am 
suggesting that the true analogue of the Kronrod rule is obtained by dropping only one point, not 
m points, to form the subset rule. 
4. Extrapolation 
The most famous extrapolation method in numerical integration is of course Romberg 
quadrature [ll], which relies on the existence of the Euler-Maclaurin expansion for the error in 
the compound trapezoidal rule, but not on knowledge of the coefficients in the expansion. It has 
been found [7] that other asymptotic expansions in terms of the step size may exist when the 
Euler-Maclaurin expansion does not. To free the user of the burden of deciding which 
asymptotic expansion to apply, the use of non-linear extrapolation algorithms, notably the 
e-algorithm, has been suggested [lo]. This algorithm has also been successful in obtaining 
improved values for the integral when applied to other compound integration rules. 
The error estimate normally used is simply the difference between two successive extrapolates, 
although the pitfalls of this approach have been noted [5]. In the case of a linear extrapolation 
method such as the Romberg method, this estimate merely becomes a special case of the use of 
nested rules. It is less easy to characterize the extrapolates obtained by a non-linear extrapolation 
method. 
A recent method [4] combines the use of nested rules with one step of non-linear extrapolation. 
In this method, a quadrature rule A is used uncompounded to yield an approximate integral AJ, 
and also compounded once to yield A2f. In each case, a subset of rule A is used to obtain 
corresponding crude error estimates Elf and E, f. The improved error estimate is given by 
E=J%(~ --4)/b? -Ed, (3) 
where the suffix f has been dropped for the sake of readability. Of course, the argument of 
428 D. P. L.aurie/ Numerical integration 
Section 3 shows that a suitably scaled multiple of the divided difference of f on the quadrature 
nodes may be used in place of E. As is clear from (3) the extrapolation uses the assumption that 
Ekf converges to 0 exactly as fast as Akf converges to If. Although this is seldom true, it is 
proved in [4] that under mild assumptions, ]E] is an error bound. 
5. Accuracy, efficiency, and reliability 
Numerical methods can be assessed according to three criteria: 
- accuracy (how close is the computed answer to the true answer?), 
- efficiency (how much computer time was required to produce the answer), and 
- reliability (how often is the method successful?). 
In quadrature, it is easy to give a precise meaning to accuracy (in terms of absolute or relative 
error) and to efficiency (in terms of the required number of function evaluations). To define 
reliability, one requires (a) a definition of success and (b) a measurable set of test problems. 
Since the purpose of this paper is to compare ways of obtaining error estimates in actual 
practice, I shall define a method as successful if the actual error does not exceed the computed 
error estimate. A ‘not unreasonable’ set of test problems is that of Lyness [6], namely to compute 
If+, X):=/20.1/(0.01+(x-~)2) dx, 1 <X<2. 
1 
(4 
Reliability can now precisely be defined as the probability of success when computing If ( * , A), 
for X uniformly distributed over the interval [1,2]. 
Obviously, reliability can be increased by simply using a larger error estimate, and one must 
take this fact into account when defining accuracy. It would be unreasonable to call a method in 
which the actual error is 10-‘“‘ very accurate’ if the error estimate is 10-l. I shall therefore define 
the practical error of a method applied to a particular problem as the larger of the actual and 
estimated errors for that problem. The accuracy of a method for the test problem set is then 
defined as -log,,q, where TJ is the mean practical error over the set. Roughly speaking, the 
accuracy of a method is the typical number of significant digits in the answer that it calculates. 
The use of the mean before the logarithm favours a method that consistently produces rather 
small practical errors over one that has a more erratic behaviour (when it is good, it is very good, 
but when it is bad, it is horrid). 
Efficiency in quadrature is usually measured in terms of the number of function evaluations 
required. In the present set of experiments, the need to assess efficiency is avoided by considering 
only methods that use the same number of function evaluations, or as nearly so as possible 
(30, 31 or 33, as the case may be). 
6. Numerical experiments 
The following combinations of quadrature rule with associated error estimate were used: 
(1) K31GZ.5. Approximate integral obtained by 31-point Kronrod rule, error estimate obtained 
by nested U-point Gaussian rule. 
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Table 1 
Reliability and accuracy of single-rule quadrature methods 
Method Reliability 
(a) 
Accuracy 
(digits) 
GlONLE 84.0 1.96 
G31PKT 1.0 5.30 
G31S30 100.0 2.47 
K31G15 100.0 2.42 
K31PKT 0.0 5.22 
KG31QP 100.0 0.23 
ROMB33 0.0 3.09 
TRAPEX 93.0 0.97 
(2) KG31QP. As K31G15, but uses the heuristic given by Piessens et al. [lo, section 3.4.11 to 
modify the error estimate. 
(3) ROMB33. Approximate integral obtained by 33-point Romberg formula, error estimate 
obtained by nested 17-point Romberg formula. 
(4) TRAPEX. Approximate integral obtained by extrapolating the trapezoidal rule with 
2, 3, 5, 9, 17 and 33 points using the e-algorithm, error estimate obtained by comparing the two 
values in the last column. 
(5) G3ZS30. Approximate integral obtained by 31-point Gaussian rule, error estimate ob- 
tained by 30-point nested rule in which the central point is dropped. 
(6) G3ZPKT. Approximate integral obtained by 31-point Gaussian rule, error estimate ob- 
tained by 30th divided difference multiplied by the Peano kernel constant c3,,(G31). 
(7) K3ZPKT. Approximate integral obtained by 31-point Kronrod rule, error estimate ob- 
tained by 30th divided difference multiplied by the Peano kernel constant cj0(K31). 
(8) GZONLE. Approximate integral obtained by lo-point Gaussian rule compounded over two 
subintervals, error estimate obtained by (4). This procedure uses 30 function evaluations. 
Table 1 summarizes the performance of each method on the Lyness family of integrands (3), 
giving accuracy and reliability as defined in Section 5. The continuous profile was approximated 
by the discrete profile for X = 1, (O.OOS), 2, with the values at 1 and 2 each taken with weight 0.5 
when calculating reliability and mean error. Before calculating these quantities, the actual and 
estimated errors were adjusted upwards to 2- 46 if necessary, to avoid spurious effects caused by 
roundoff errors. 
Table 2 
Reliability and accuracy of methods useful in adaptive quadrature 
Method 
G31NLE 
G31S30 
K31G15 
K31NLE 
KG31QP 
Reliability Accuracy 
(S) (digits) 
99.5 8.03 
100.0 5.46 
100.0 5.38 
100.0 7.98 
100.0 4.35 
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Similar tests were also made for the situation typical of adaptive quadrature, where informa- 
tion from the previous level of subdivision can be made available at the cost of a small increase in 
storage. In this case, methods were considered that use 31 function evaluations over the original 
interval and also over each subinterval. Accuracy and reliability were measured over each 
subinterval. The following methods were used: 
(1) K31G15. 
(2) KG31QP. 
(3) G31S30. 
(4) G31NLE. Similar to GlONLE, but based on a 31-point Gaussian rule. 
(5) K31NLE. Similar to GlONLE, but based on a 31-point Kronrod rule. 
These results are summarized in Table 2. 
7. Discussion of results 
The methods K31G15, K31PKT, K31NLE, and KG31QP all deliver the same value for the 
approximate integral, and differ only in the accompanying error estimate. In both sets of tests, 
the unmodified Kronrod/Gaussian pair of rules achieves 100% reliability by claiming accuracy of 
about 2.5 digits less than actual accuracy attained. However, the use of the Peano kernel constant 
is clearly much too optimistic on this family of integrands (though ‘not unreasonable’, the 
integrands are certainly difficult because of the singularity in the complex plane close to the 
integration interval). The Quadpack heuristic, intended to give more pessimistic results when low 
accuracy is reported and more optimistic results in the case of high accuracy, works in the wrong 
direction on this family. The nonlinear extrapolation heuristic performs very well in the adaptive 
case, where it is clearly superior to methods that do not utilize all the available information. In 
the single-rule case, this heuristic is less effective, because a rule of much lower degree must be 
used in order to retain the same number of function evaluations. 
The Romberg method performs poorly. It is quite successful in producing reasonable values 
for the integral, but its error estimates are much too small. The e-algorithm produces much more 
reliable error estimates, but with only two stages of extrapolation possible, it cannot produce 
good values for the integral. 
The remarks about the Kronrod/Gaussian rule pair are equally true for the 31/30 point rule 
pair based on the 31 point Gaussian formula. It performs slightly better than the Kronrod rule in 
all cases (G31S30 vs K31G15, G31NLE vs K31NLE), and leads to the most accurate results for 
methods of adequate reliability: 
G31 S30 for single-rule integration, and G31 NLE for adaptive quadrature. 
More important than the slightly better accuracy, however, is the ease of construction of a 
2n-point rule from a given (2n + 1)-point Gaussian rule, as compared to the construction of a 
(2n + I)-point Kronrod rule from an n-point Gaussian rule. 
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