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Abstract. We focus on the convergence analysis of averaged relaxations of cutters, specifically for vari-
ants that—depending upon how parameters are chosen—resemble alternating projections, the Douglas–
Rachford method, relaxed reflect-reflect, or the Peaceman–Rachford method. Such methods are fre-
quently used to solve convex feasibility problems. The standard convergence analyses of projection
algorithms are based on the firm nonexpansivity property of the relevant operators. However if the pro-
jections onto the constraint sets are replaced by cutters (projections onto separating hyperplanes), the
firm nonexpansivity is lost. We provide a proof of convergence for a family of related averaged relaxed
cutter methods under reasonable assumptions, relying on a simple geometric argument. This allows
us to clarify fine details related to the allowable choice of the relaxation parameters, highlighting the
distinction between the exact (firmly nonexpansive) and approximate (strongly quasi-nonexpansive)
settings. We provide illustrative examples and discuss practical implementations of the method.
1 Introduction
Projection and reflection methods are used for solving the feasibility problem of finding a point in the
intersection of a finite collection of closed, convex sets in a Hilbert space. Such problems have a wide range
of application in variational analysis, optimisation, physics and mathematics in general. One of the most
successful methods from this class is the Douglas–Rachford method that uses a combination of reflections
and averaging on each iteration. The idea first appeared in [33] as a numerical scheme for solving differential
equations, and the convergence of a more general scheme for finding a zero of the sum of two maximally
monotone operators was framed in [43] (also see [12, Chapter 26] for a modern treatment). Arago´n Artacho
and Campoy have recently introduced a modification of the Douglas–Rachford method for finding closest
feasible points [7].
Convergence rates for such methods are the subject of extensive research; we provide a brief sampling. Un-
der appropriate conditions, the Douglas–Rachford method converges in finitely many steps [12]. Convergence
rates may frequently be obtained through analysis of regularity conditions [38]. Additionally, semialgebraic
structure admits further bounds on convergence rates for projection methods more generally [20,21,34] and
for the Douglas–Rachford method in particular [40]. For a recent survey on the Douglas–Rachford method,
see [41].
The idea of replacing projections with their approximations, and specifically with the approximations
constructed from the subdifferentials of the convex functions that describe the sets, was introduced by
Fukushima [36]. It has been used in various contexts recently, including the numerical solution of variational
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inequalities; see, for example, [16,17]. In particular, Combettes has used relaxation parameters together with
subgradient projections in the construction of his extrapolation method of parallel subgradient projections
(EMOPSP) algorithm for image recovery [28]. Of particular relevance are works of Arkady, Cegielski, Reich,
and Zalas [1,24,25]. Books which contain useful information about general cutters are those of Cegielski [24],
Censor and Zenios [27], and Polyak [46].
The subgradient projector in particular is quite well studied; early contributions include the foundational
work of Polyak [46] on subgradient projections and the analysis of the cyclic version by Censor [26]. Bauschke,
C. Wang, X. Wang, and J. Xu provided characterizations of finite convergence in [14] and a systematic study
of the subgradient projector in [13,15]. This sampling of the literature on subgradient projections is far from
exhaustive; the interested reader is referred to literature referenced in the latter works of Bauschke et al.
We consider the 2 set feasibility problem of finding
u ∈ A ∩B (1)
for closed, convex subsets A and B of a Hilbert space H. In particular, we consider the behaviour of the
dynamical systems which arise from iterated application of an operator T that is a weighted average of
the identity map and the composition of two relaxed cutters for the two sets in question. The Douglas–
Rachford method (reflect-reflect-average), the Peaceman–Rachford method, alternating projections, and
relaxed-reflect-reflect (RRR) are all special cases.
The goal of the present work is threefold:
(i). We compare and contrast what is true of such operators in the special case where the cutters are
projections (onto the constraint sets) with the more general case of cutters.
(ii). In particular, we discuss nonexpansivity in the former setting and quasinonexpansivity in the latter,
analysing what may be shown through each.
(iii). We illustrate with examples, and we provide simple geometric arguments throughout the exposition.
We would also like to highlight the recent work of Jonathan Borwein and his collaborators, who success-
fully applied the Douglas–Rachford method to a range of large-scale nonconvex problems and studied its
convergence [3–5,22, 23]. In Borwein’s chapter of Tools and Mathematics: Instruments for Learning [19], he
included, along with his own commentary, a quote he particularly liked:
Long before current graphic, visualisation and geometric tools were available, John E. Littlewood,
1885-1977, wrote in his delightful Miscellany:
A heavy warning used to be given [by lecturers] that pictures are not rigorous; this has never
had its bluff called and has permanently frightened its victims into playing for safety. Some
pictures, of course, are not rigorous, but I should say most are (and I use them whenever
possible myself). [44, p.53]
In this spirit, we present our results in a tutorial form, complete with many pictures and examples that
highlight the geometric intuition underpinning them.
Outline We introduce the main concepts in Section 2. In Section 3 we provide a simple proof of convergence
to a feasible point for a method which averages the composition of two relaxed cutters with the identity.
The parameterized method recovers alternating projections as one special case and the Douglas–Rachford
method as a limiting, but not allowable, case. This comes as no surprise since projections onto constraint sets
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are a special case of cutters, and examples where the Douglas–Rachford method converges to fixed points
which are not also feasible points are well known.
With projections onto the constraint sets, the fixed points of the Douglas–Rachford operator have the
handy property that they may be used to find feasible points in a single step. In Examples 4 and 5, we show
this may fail when projections onto the constraint sets are replaced with more general cutters. The elegance
of this pairing is that the geometry illustrates why the proof fails if the limiting parameters are allowed, and
the examples showcase what can then go wrong.
In Section 4 we provide several examples of implementations of the Douglas–Rachford method with cutters.
2 Background and preliminaries
Let A and B be two closed convex sets in a Hilbert space H. Given a starting point x0 ∈ H, the classic
method of alternating projections generates the sequence of points {xn}n∈N, where
xn := (PB ◦ PA)nx0 ∀n ∈ N, (2)
and by PS we denote the Euclidean projection operator onto a closed convex set S ⊂ H,
PS(x) = argmin
s∈S
‖s− x‖,
which is well-defined (and single valued) for S closed, convex, and nonempty. We assume these properties for
all of our sets throughout. Observe (see Figure 1 (a)) that each iteration of the method is the composition of
projections onto the hyperplanes HA and HB that support the sets A and B at PA(x) and PB(x) respectively.
A
B
HA
x
PAx PBPAx
HB
(a) One step of alternating projections
A
B
HA
x
PAx
Rγ=0A x
Rγ=0B R
γ=0
A x
PBR
γ=0
A x
HB
TA,Bx
(b) One step of Douglas–Rachford method
Fig. 1: The operator TλAγ ,Bγ for different values of γ, λ.
On each step of the classic Douglas–Rachford algorithm the previous iterate is first reflected through
HA, then reflected through HB , and finally the resulting point is averaged with the previous iterate; see
Figure 1 (b). In this case our iterative sequence {xn}n∈N is defined as
xn :=
(
1
2
((2PB − Id) ◦ (2PA − Id)) + 1
2
Id
)n
x0 ∀n ∈ N. (3)
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The reflection can be replaced by a relaxed projection which we denote by RγS . For a fixed reflection
parameter γ ∈ [0, 2) we let
RγS := (2− γ)(PS − Id) + Id . (4)
Observe that when γ = 0, the operator Rγ=0S = 2PS − Id is the standard reflection that we saw earlier, for
γ = 1 we obtain the projection, Rγ=1S = PS . For γ ∈ (1, 2) the operator RγS can be called an under-relaxed
projection following [32]. For γ ∈ (0, 1) it may be called an over-relaxed projection.
In addition to using relaxed projections as in (4), the averaging step of the Douglas–Rachford iteration
(3) can also be relaxed by choosing an arbitrary point on the interval between the second reflection and
the initial iterate. This can be parametrised by some λ ∈ (0, 1]. We can hence define a λ-averaged relaxed
sequence {xn}n∈N by
xn :=
(
TλAγ ,Bµ
)n
x0,
where TλAγ ,Bµ := λ(R
µ
B ◦RγA) + (1− λ) Id . (5)
When λ = 1 and γ = µ = 1, this is the sequence generated by alternating projections (2). For γ = µ = 0,
this is the Douglas–Rachford method (3), and for λ = 1 the Peaceman–Rachford method. The case where
γ = µ = 0 and λ is flexible is often referred to as relaxed-reflect-reflect or RRR [35]. If γ = 2(η+1)2η+1 , then
RγS =
(
1
2η + 1
Id +
2η
2η + 1
PS
)
may be recognized as the form in which the relaxation was presented by Borwein, Li, and Tam for their
damped Douglas–Rachford variant [20].
We note that the framework introduced here does not cover all possible projection methods. For example,
one may want to vary the parameters γ, µ and λ on every step, or consider other variations of Douglas–
Rachford-like operators (e.g. see [7]).
We recall the definition of a cutter (see [24, Definition 2.1.30]).
Definition 1. Where x, y ∈ H, we say that y separates S from H if 〈x− y, z− y〉 ≤ 0 for all z ∈ S. We call
T : H → H a cutter if y := Tx separates FixT 6= ∅ from x for all x ∈ H. In other words,
(∀x ∈ H) (∀z ∈ FixT ) 〈x− Tx, z − Tx〉 ≤ 0. (6)
A cutter may be thought of as a map which assigns x to its projection onto a chosen separating hyperplane,
as illustrated in Figure 2b. The Euclidean projection operator PS for a closed, convex set S is an example
of a cutter where the separating hyperplane is a supporting hyperplane to S, as illustrated in Figure 1 for
alternating projections at left and the Douglas–Rachford method at right.
We note that (6) is essential for cutter based projection methods. We have the following elementary
example that illustrates this.
Example 1. In the one-dimensional real setting assume that S = (−∞, 0] and
T (x) =

x, x ∈ (−∞, 0],
0, x ∈ (0, 1),
1, x ∈ [1,+∞).
Observe that y = T (x) is a separator, however, it is not a cutter: the point x = 1 /∈ S is a fixed point of T ,
and for x ∈ (0, 1) the point T (x) = 0 does not separate the fixed points of T from x.
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A useful implementation of a cutter is the subgradient projection operator for a convex function f , which
we recall in the following definition from [15, Definition 2.2], where ∂f denotes the usual Moreau-Rockafellar
subdifferential of f .
Definition 2. Let f : H → R be lower semicontinuous and subdifferentiable. Let s : H → R be a selection
for ∂f . Then the subgradient projector of f is
P∂f : H → H : x 7→
x−
f(x)
‖s(x)‖2 s(x) if f(x) > 0;
x otherwise.
(7)
The subgradient projection operator is a cutter with FixP∂f = lev≤0f . We illustrate in Figure 2. In Fig-
ure 2c we show the case where the selection operator s is uniquely determined since ∂f is single-valued
everywhere. In Figure 2a we show two possible values for the subgradient projection of x; we emphasize that
the subgradient projector a is single-valued operator, and that the output depends on the chosen selection
operator s in Definition 2.
x
(a) Subgradient projection
S
H
x
PSx
Rγ=0S x
(b) Cutter reflection
x
(c) Subgradient projection
Fig. 2: Subgradient projections are cutters.
In the case where projections onto the sets cannot be computed (or computing them exactly is undesirable),
it makes sense to consider operators of the form (5) where the projections are replaced with subgradient
projections or other kinds of cutters.
We will refer to all such discussed methods and their combination as cutter methods and use the notation
T λAγ ,Bµ := λ(RµB ◦ RγA) + (1− λ) Id,
where
RγA := (2− γ)(PA − Id) + Id, RµB := (2− µ)(PB − Id) + Id
are the relaxed versions of the cutters PA and PB , which may be projections onto the constraint sets or
more general cutters, depending on the context.
In the case of subgradient projections we will slightly abuse the notation and let
T λfγ ,gµ := T λ(lev≤0f)γ ,(lev≤0g)µ ,
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with cutters implemented via the subgradient projections (7).
Notice that if for some closed convex set S we let f := d(·, S) be the distance function for the set S given
by
d(x, S) = min
y∈S
‖x− y‖,
then PS and Pf coincide. We will mainly focus on averaged cutter relaxations T λAγ ,Bµ , for which an example
is shown in Figure 3, and will elaborate on the functional implementation in Section 4.
A
B
HA
x
PAx
RAx
RBRAx
PBRAx
HB
TA,Bx
x2P∂fx2 x1P∂fx1
Fig. 3: An averaged relaxed cutter T λAγ ,Bµ may not be nonexpansive.
Let A = NA and B = NB be the normal cone operators for closed convex sets A and B. Then the
resolvents JλA, J
λ
B (defined as J
λ
F = (Id +λF )
−1 for some set-valued mapping F ) are the projection operators
PA, PB respectively, TA,B = 12R
γ=0
B R
γ=0
A +
1
2 Id is what we recognize as the Douglas–Rachford method, and
JλAv = PA v ∈ A ∩B is a solution for the feasibility problem.
We quote the following key result from [43] that applies to a more general setting of maximal monotone
operators.
Theorem 1 (Lions & Mercier). Assume that A,B are maximal monotone operators and A+B is maximal
monotone. Then for
TA,B : H → H by x 7→ JλB(2JλA − Id)x+ (Id−JλA)x (8)
the sequence given by xn+1 = TA,Bxn converges weakly to some v ∈ H as n→∞ such that JλAv is a zero of
A+ B.
Bauschke, Combettes, and Luke [11] showed that in the case of the feasibility problem (1) the requirement
A+B maximal monotone may be relaxed, a relaxation later made more general by Svaiter [49]. See also [11,
Theorem 26.11]. Both results rely on the firm nonexpansivity of TA,B, an immediate consequence of the fact
that Rγ=0B R
γ=0
A is nonexpansive and so TA,B is 1/2-averaged. We define this term and several others which
we summarise in the following definition (see [10, Def 4.1], [25, Def 2.2], and [24, Def 2.1.19] for more details).
Definition 3 (Properties of operators). Let D ⊂ H be nonempty and let T : D → H. Assume that
FixT := {x ∈ H |Tx = x} 6= ∅. Then T is
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firmly nonexpansive if
‖T (x)− T (y)‖2 + ‖(Id−T )(x)− (Id−T )(y)‖2 ≤ ‖x− y‖2 ∀x ∈ D, ∀y ∈ D;
nonexpansive if it is Lipschitz continuous with constant 1,
‖T (x)− T (y)‖ ≤ ‖x− y‖ ∀x ∈ D, ∀y ∈ D;
quasinonexpansive if ‖T (x)− y‖ ≤ ‖x− y‖ ∀x ∈ D, ∀y ∈ FixT
(an operator that is both quasinonexpansive and continuous is called paracontracting);
strictly quasinonexpansive if
‖T (x)− y‖ < ‖x− y‖ ∀x ∈ D \ FixT, ∀y ∈ FixT ;
ρ-strongly quasinonexpansive for ρ > 0 if
‖Tx− y‖2 ≤ ‖x− y‖2 − ρ‖Tx− x‖2 ∀x ∈ D \ FixT, ∀y ∈ FixT.
We are focussed on the feasible setting, so we can safely assume that for all operators T considered in
the paper FixT 6= ∅. As soon as one moves from the setting of projections into the setting of more general
cutters, the (firmly) nonexpansive property of T λAγ ,Bµ may be lost, as illustrated in the following simple
example.
Example 2 (Loss of nonexpansivity when using cutters). Define f : R→ R by
f : x 7→
|x| x ≤ 1,
2x− 1 otherwise.
(9)
Then the subgradient cutter P∂f : R→ R for the level set lev≤0f is
P∂f : x 7→

0 x < 1,
1
2 x > 1,
some u ∈ [0, 1/2] x = 1.
(10)
Observe that P∂f is not nonexpansive for any choice of x ∈ (0, 1), y ∈ (1, 2) satisfying |x− y| < 12 . A similar
polyhedral example is shown at right in Figure 3.
Strong quasinonexpansivity is a less restrictive property that yields the desired convergence, though under
a slightly more restrictive parameter scheme.
Definition 4 (Feje´r monotonicity). A sequence (xn)n∈N is Feje´r monotone with respect to closed convex
set C if
‖xn+1 − x‖ ≤ ‖xn − x‖ ∀x ∈ C, ∀n ∈ N.
A Feje´r monotone sequence with respect to a closed convex set C may be thought of as a sequence defined by
xn := T
nx0 where T is QNE with respect to C = FixT . Note that a Feje´r monotone sequence with respect
to a non-empty set is always bounded.
We have the following well-known convergence result (see [10, Theorem 5.11]).
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Theorem 2. Let (xn)n∈N be a sequence in H and let C be a nonempty closed convex subset of H. Suppose
that (xn)n∈N is Feje´r monotone with respect to C. Then the following are equivalent:
(i). the sequence (xn)n∈N converges strongly (i.e. in norm) to a point in C;
(ii). (xn)n∈N possesses a strong sequential cluster point in C;
(iii). lim inf
n→∞ d(xn, C) = 0.
3 Convergence of Projection Methods
In the following theorem, (i) is a known consequence of [24, Corollary 3.7.1(i)]. However, we provide a new
proof which relies on simple geometry. We will then go on to analyse convergence for T λAγ ,Bµ , and the details
of our proof will illustrate why for averaged cutter relaxation methods we may lose convergence in the case
of γ = 0.
Theorem 3. Let A be a closed convex set in a Hilbert space H, and let PA be a cutter. Then the following
hold:
(i) ‖RγA(x)− y‖2 ≤ γ(γ − 2)‖x− PA(x)‖2 + ‖x− y‖2 ∀y ∈ A ∀x ∈ H;
(ii) RγA is γ/(2− γ)-strongly quasinonexpansive;
(iii) RγA is strictly quasinonexpansive for γ ∈ (0, 2) if (∀x /∈ A) PA(x) 6= x.
Proof. If x ∈ A, then RγA(x) = PA(x) = x and the proof of (i) is trivial. Consider the case when x /∈ A.
Without loss of generality we can assume that x = 0. Indeed, it is evident that for the affine change of
variable u′ = u − x the induced mapping PA′(u′) = PA−x(u − x) is again a cutter for A′ = A − x, and
the relation (i) can be restated in terms of A′ and PA′ ; this is also clear from the geometry illustrated in
Figure 4.
Fix y ∈ A. We have y := v + u where v ∈ span{PA(x)}, u ∈ span{PA(x)}⊥. We will first show that
‖RγA(x)− v‖ ≤ ‖v‖ −min{γ, 2− γ}‖PA(x)‖. (11)
Here Figure 4 is most instructive, both for understanding this inequality and motivating its proof.
Since PA is a cutter, we have
〈y,PA(x)〉 ≥ ‖PA(x)‖2 ∀ y ∈ A.
Furthermore, we have v = βPA(x), hence
β‖PA(x)‖2 = 〈v,PA(x)〉 = 〈y − u,PA(x)〉 = 〈y,PA(x)〉 ≥ ‖PA(x)‖2,
which yields β ≥ 1 (observe that ‖PA(x)‖2 > 0 since x = 0 /∈ A). Now
‖RγA(x)− v‖ = ‖(2− γ)PA(x)− βPA(x)‖ = |2− γ − β|‖PA(x)‖. (12)
Observe that
|2− γ − β| = max{2− γ − β, β + γ − 2}
= β + max{2 (1− β)︸ ︷︷ ︸
≤0
−γ, γ − 2}
≤ β + max{−γ, γ − 2}
= β −min{γ, 2− γ},
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hence we have (11). For convenience, let
ψ : [0, 2)→ [0, 1] defined by γ 7→ min{γ, 2− γ} =
γ if γ ∈ [0, 1],
2− γ if γ ∈ (1, 2).
(13)
Having shown that (11) is true, the Pythagorean theorem yields
H
x
PA(x) RγA(x) v
u
y
(a) Case 1
H
x
PA(x) RγA(x)v
u
y
(b) Case 2
H
x
PA(x)RγA(x) v
u
y
(c) Case 3
Fig. 4: Illustrations of the inequality (11) in the proof of Theorem 3
‖RγA(x)− v‖2 = ‖y −RγA(x)‖2 − ‖u‖2. (14)
Together (14) and (11) yield
‖y −RγA(x)‖2 ≤ (‖v‖ − ψ(γ)‖PA(x)‖)2 + ‖u‖2. (15)
Now the Pythagorean theorem also yields
‖u‖2 = ‖y‖2 − ‖v‖2. (16)
Equations (15) and (16) together yield
‖y −RγA(x)‖2 ≤ (‖v‖ − ψ(γ)‖PA(x)‖)2 + ‖y‖2 − ‖v‖2
= −2ψ(γ)‖PA(x)‖ · ‖v‖+ ψ(γ)2‖PA(x)‖2 + ‖y‖2. (17)
Now since ‖PA(x)‖ ≤ ‖v‖,
− 2ψ(γ)‖PA(x)‖2 ≥ −2ψ(γ)‖PA(x)‖ · ‖v‖. (18)
Now (17) and (18) together yield
‖y −RγA(x)‖2 ≤ −2ψ(γ)‖PA(x)‖2 + ψ(γ)2‖PA(x)‖2 + ‖y‖2
= ψ(γ)(ψ(γ)− 2)‖PA(x)‖2 + ‖y‖2
= γ(γ − 2)‖PA(x)‖2 + ‖y‖2, (19)
where the final equality comes from the fact that ψ(γ)(ψ(γ) − 2) = γ(γ − 2). This shows (i). Now since
γ ∈ (0, 2] we have that γ(γ − 2) ≤ 0. Combining with the fact that ‖RγA(x)‖ = (2 − γ)‖PA(x)‖, we have
from (19) that
‖y −RγA(x)‖2 ≤ γ(γ − 2)
(‖RγA(x)‖
2− γ
)2
+ ‖y‖2
= − γ
2− γ ‖R
γ
A(x)‖2 + ‖y‖2,
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which shows (ii).
If we have γ ∈ (0, 2), x /∈ A, and (∀ x /∈ A) PA(x) 6= x, then γ(γ − 2)‖PA(x)‖2 < 0 strictly and so
‖y −RγA(x)‖2 ≤ γ(γ − 2)‖PA(x)‖2 + ‖y‖2 < ‖y‖2.
This shows (iii). 
Theorem 4. The following hold:
(i) T λAγ ,Bµ is quasinonexpansive;
(ii) if µ, γ ∈ (0, 2) then T λAγ ,Bµ is strictly quasinonexpansive and
lim
n→∞‖xn − PA(xn)‖ = limn→∞‖xn − PBR
γ
A(xn)‖ = 0.
Proof. Fix y ∈ A ∩B. For any x ∈ H, we have from Theorem 3:
‖RγA(x)− y‖2 ≤ γ(γ − 2)‖x− PA(x)‖2 + ‖x− y‖2
and ‖RµBRγA(x)− y‖2 ≤ µ(µ− 2)‖PBRγA(x)−RγA(x)‖2 + ‖RγA(x)− y‖2.
Combining these two inequalities yields
‖RµBRγA(x)− y‖2 ≤ θ(x) + ‖x− y‖2
where θ(x) = µ(µ− 2)‖PBRγA(x)−RγA(x)‖2 + γ(γ − 2)‖x− PA(x)‖2. (20)
By convexity of ‖ · −y‖2,
‖T λAγ ,Bµ(x)− y‖2 = ‖ (λRµBRγA(x) + (1− λ)x)− y‖2
≤ λ‖RµBRγA(x)− y‖2 + (1− λ)‖x− y‖2. (21)
Combining (21) with (20) yields
‖TAγ ,Bµ(x)− y‖2 ≤ λ
(
θ(x) + ‖x− y‖2)+ (1− λ)‖x− y‖2 = λθ(x) + ‖x− y‖2. (22)
Now notice that (22) implies the quasinonexpansiveness of T λAγ ,Bµ , since θ(x) ≤ 0 if x /∈ Fix T λAγ ,B]µ ⊃ A∩B.
If we additionally have λ ∈ (0, 1] and µ, γ ∈ (0, 2), then (x /∈ Fix T λAγ ,Bµ) =⇒ θ(x) < 0, which shows the
strict quasinonexpansivity.
Now we have that
0 ≤ ‖xn+1 − y‖2 ≤ ‖x0 − y‖2 + λ
n∑
j=0
θ(xj).
Since γ(2 − γ) ≤ 0 and µ(2 − µ) ≤ 0, we have θ(xj) ≤ 0 ∀j. Since
∑∞
j=0 θ(xj) is a sum of nonpositive
terms and is bounded from below, θ(xj) → 0. In particular, let γ, µ ∈ (0, 2) and we have γ(2 − γ) < 0 and
µ(2− µ) < 0; combining this with the fact that θ(xj)→ 0, we obtain
lim
n→∞‖xn − PA(xn)‖ = 0, (23)
and lim
n→∞‖R
γ
A(xn)− PBRγA(xn)‖ = 0. (24)
Now since ‖xn −RγA(xn)‖ = (2− γ)‖xn − PA(xn)‖, (23) implies that
lim
n→∞‖xn −R
γ
A(xn)‖ = 0. (25)
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Now the triangle inequality yields
‖xn − PBRγA(xn)‖ ≤ ‖xn −RγA(xn)‖+ ‖RγA(xn)− PBRγA(xn)‖, (26)
and so (25) and (26) together imply
lim
n→∞‖xn − PBR
γ
A(xn)‖ = 0.
This completes the proof. 
From Theorem 4 we obtain a number of convergence results.
Theorem 5. Let γ, µ ∈ (0, 2) and λ ∈ (0, 1]. Suppose that the following hold:
(I) lim
n→∞ ‖xn − PA(xn)‖ = 0 implies limn→∞d(xn, A) = 0;
(II) lim
n→∞ ‖xn − PBR
γ
A(xn)‖ = 0 implies limn→∞d(xn, B) = 0.
Then (xn)n∈N converges weakly to a point in A∩B. Moreover, any one of the three conditions below guarantee
that (xn)n∈N converges strongly to a point in A ∩B:
(i) H is finite dimensional
(ii) One of A or B is compact.
(iii) {A,B} is κ-linearly regular on B(x,R) (the ball of radius R about x) for some x ∈ A ∩ B, where R
is big enough to ensure that x0 ∈ B(x,R) and κ > 0. That is, for all x ∈ B(x,R), d(x,A ∩ B) ≤
κmax {d(x,A),d(x,B)}.
Proof. First we prove that the sequence is weakly convergent to A ∩ B. Since Theorem 4 implies that
lim
n→∞‖xn−PA(xn)‖ = limn→∞‖xn−PBR
γ
A(xn)‖ = 0, by assumptions (I) and (II), we have that ‖xn−PA(xn)‖ →
0 and ‖xn − PB(xn)‖ → 0. Thus all weak cluster points of the sequence (xn)n∈N belong to A and B, and
so all weak cluster points of the sequence belong to A ∩ B. By Theorem 4, T λAγ ,Bµ is a quasinonexpansive
operator, and A ∩ B ⊆ Fix T λAγ ,Bµ , and so the sequence generated by (5) is Feje´r monotone with respect
to A ∩ B. Since all weak cluster points belong to A ∩ B the whole sequence converges weakly to a point in
A ∩B; see, for example [12, Theorem 5.5].
(i) This is obvious, since weak convergence implies strong in finite dimensional spaces.
(ii) Suppose, without loss of generality, that A is compact. Then, there exist a subsequence (xkn)kn∈N ⊆
(xn)n∈N such that
(
PA(xkn)
)
kn∈N is strongly convergent to a point in A. Now, let x¯ be the weak limit
of the sequence (xn)n∈N. Since x¯ ∈ A ∩B, we must have PA(xkn)→ x¯. Now,
‖xkn − x¯‖ ≤ ‖xkn − PA(xkn)‖+ ‖PA(xkn)− x¯‖ → 0,
which proves that the sequence (xn)n∈N has a strong cluster point. By Theorem 2 we conclude the strong
convergence.
(iii) Since d(xn, A∩B) ≤ κmax {d(xn, A),d(xn, B)} → 0, using Theorem 2, we obtain the strong convergence.

Theorem 3 raises several natural questions. Firstly, it is evident that the conditions (I) and (II) are
satisfied in the case of projections onto the constraint sets. We will give examples of other cutter methods
which satisfy them in Section 4.
Next we show that even for a very simple setting of a singleton set A it is possible to construct the
constraint function in such a way that condition (I) does not hold, hence highlighting that this condition is
essential for the result.
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Example 3. Let H = l2, and A = {0l2}. Note that A is the zero level set of the function
f(x) = sup
k∈N
ϕk(x
(k)),
where x = (x(1), x(2), . . . , x(k), . . . ) and
ϕk(t) = max
{
−1
k
t,
1
k
t, kt+ 1− k,−kt+ 1− k
}
.
These functions are shown in Figure 5 for k ∈ {1, . . . , 7}. Indeed, for any nozero x ∈ l2 we have x(k) 6= 0 for
ϕ1
ϕ2
ϕ1
ϕ2
Fig. 5: The functions ϕk from Example 3.
at least one k, then ϕk(x
(k)) > 0, and hence f(x) > 0. At the same time, for x = 0 we have ϕk(x
(k)) = 0 for
all k ∈ N, so f(0) = 0.
Consider the sequence {xn}, where xn has all entries zero except for x(n)n = 1, so we have
x1 = (1, 0, 0, 0, . . . ), x2 = (0, 1, 0, 0, . . . ), x3 = (0, 0, 1, 0, . . . ), . . . .
For |t| ≤ 1/2 we have
|t|(k2 − 1)− k2 + k ≤ k
2 − 1
2
− k2 + k = −k
2 − 2k + 1
2
= − (k − 1)
2
2
≤ 0,
hence
max
{
1
k
|t|, k|t|+ 1− k
}
=
|t|
k
+ max
{
0,
|t|(k2 − 1)− k2 + k
k
}
=
|t|
k
,
and
ϕk(t) =
1
k
|t| ∀t, |t| ≤ 1/2.
At the same time, for |t| ≥ kk+1 we have
k|t|+ 1− k = |t|
k
+
k2 − 1
k
|t|+ 1− k ≥ |t|
k
,
hence,
max
{
1
k
t, kt+ 1− k
}
= kt+ 1− k ∀t, |t| ≥ k
k + 1
,
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so we have for ‖u‖l2 ≤ 12n that
ϕk(u
(k)) =
1
k
|u(k)| ≤ 1
2
∀k 6= n, ϕn(x(n) + u(n)) = ϕn(1 + u(n)) = nu(n) + 1 ≥ 1
2
,
hence
f(xn + u) = max{ϕn(x(n)n + u(n)), sup
k 6=n
ϕk(u
(k))} = ϕn(x(n)n + u(n)),
and so in a small neighbourhood of x(n) we have
f(x) = ϕn(x
(n)) = nx(n) + 1− n.
The subgradient cutter then gives
‖xn − P∂f (xn)‖ = 1
n
→ 0,
however
d(xn, A) = ‖xn‖ = 1,
so the condition (I) is violated.
Due to an important example by Hundal [37], we know that in infinite dimensions our algorithms may fail
if we don’t have subtransversality or compactness. The above theorem also begs the question of what may
go wrong in the case where we allow reflections γ = 0 or µ = 0.
Example 4. Letting f, g : R → [0,∞) by f(x) := |x| =: g(x). Then every point in R is a fixed point of
Tfγ=0,gµ=0 . This example is illustrated at left in Figure 6.
For this example, all of the fixed points satisfy the property that Pf (x) ∈ A∩B, which is analogous to the
classical Douglas–Rachford fixed point result in Theorem 1. This property does not always hold, however,
as illustrated in the next example.
Example 5. Let f, g : R2 → [0,∞) by f, g : (x, y) 7→ max{|x|, |y|}. This example is illustrated at right in
Figure 6. Any point (x, y) satisfying |x| 6= |y| is a fixed point of the operator Tfγ=0,gµ=0 ; indeed, it is possible
that every point is a fixed point, depending upon how the cutter is chosen when |x| = |y|. If additionally,
x 6= 0 and y 6= 0, then (x, y) does not satisfy the property that Pf (x) ∈ A ∩B.
Example 6. One might also ask of the regularity conditions of Theorem 5(iii) can be used to guarantee linear
convergence rates, as is often the case with projection operators (see the many convergence results listed
in [41]). However, Theorem 3 is for very general cutters, and so we can construct a counterexample.
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x0PAx0 = PBRγ=0A x0Rγ=0A x0 x0
Fig. 6: It is possible for every point to be a fixed point.
Let A := B := {0} ⊂ R. It is straightforward to verify that {A,B} is 1-linearly regular on B(0, R) for any
radius R. Let C := {1/n | n ∈ Z \ {0}}. Now define
P : x 7→

0 if x = 0
1 if x > 1
−1 if x < 1
1/(n+ 1) if 0 < x = 1/n ∈ C
1/(n− 1) if 0 > x = 1/n ∈ C
1/(n− 1) for the unique n ∈ Z satisfying 1/n < x < 1/(n− 1) if − 1 < x < 0 and x /∈ C
1/(n+ 1) for the unique n ∈ Z satisfying 1/(n+ 1) < x < 1/n if 1 > x > 0 and x /∈ C
Clearly P is a cutter with respect to A and B. Set PA := PB := P, γ = µ = 1, and λ = 1. Then for x0 := 1,
we have xn := 1/(2n+ 1), so xn → 0 with a sublinear convergence rate.
4 Implementations
For the classic implementation of the projection method with projections onto the constraint sets, the
assumptions of Theorem 5 are satisfied automatically, and hence we have the following result.
Corollary 1. If PA := PA and PB := PB are projections onto the constraint sets, then assumptions (I) and
(II) in Theorem 5 are satisfied, and we have the same weak convergence results.
Proof. Since in this case PA = PA, we have
‖xn − PA(xn)‖ = ‖xn − PA(xn)‖ = d(xn, A) −−−−→
n→∞ 0, (27)
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hence (I) holds. Additionally, since PBR
γ
A(xn) ∈ B,
d(xn, B) ≤ ‖xn − PBRγA(xn)‖ −−−−→n→∞ 0. (28)

Suppose that instead of two sets A and B we are given a finite collection of closed convex sets Ωi ⊆ H,
where i ∈ {1, . . . , N}. The feasibility problem in this case consists of finding a point x such that
x ∈ Ω :=
N⋂
i=1
Ωi.
Our two set formulation can be applied to this setting by working in the product space HN , and letting
A := Ω1 × · · · ×ΩN , B := {x = (u1, . . . , uN ) |u1 = u2 = · · · = uN},
in which case the product space projections for x = (u1, . . . , uN ) ∈ HN are
PA(x) = PΩ1,×···×ΩN (x) = (PΩ1(u1), . . . , PΩN (uN )).
PB(x) =
(
1
N
N∑
k=1
uk, . . . ,
1
N
N∑
k=1
uk
)
. (29)
This well-known technique is used extensively in practical applications; see the important works of Pierra
and Spingarn [45, 48]. We note that even in the elementary case of alternating or cyclic projection method
the convergence is much easier to study and understand in the case of two sets, and in fact there are some
negative results in terms of the shape of limit sets for the infeasible case of the problem on more than two
sets [9, 29].
We may use cutter methods together with the product space method to solve the system of inequalities
expressed in feasibility form as
x ∈
N⋂
i=1
lev≤0fi
For example, one may employ subgradient projections with the cutter operators P∂fi defined by (7). From
now on, we work in the Euclidean setting, letting E represent a finite dimensional Hilbert space. We first
prove the convergence for the special case of two convex functions.
Corollary 2. Let A := lev≤0f and B := lev≤0g where f : E → R and g : E → R are convex functions
with full domain. Suppose that A∩B 6= ∅. Then the sequence (xn)n∈N generated by xn+1 := Tλfγ ,gµ(xn) with
γ, µ ∈ (0, 2) converges strongly to a point x¯ ∈ A ∩B.
Proof. By Theorem 4(i), we have that (xn)n∈N is Feje´r monotone with respect to A ∩ B. Thus (xn)n∈N is
bounded.
First we will prove that the conditions (I) and (II) in Theorem 5 are satisfied. That is, ‖xn−P∂f (xn)‖ → 0
implies that d(xn, A)→ 0, and ‖xn − P∂gRγ∂f (xn)‖ → 0 implies that d(xn, B)→ 0. Note that
‖xn − P∂f (xn)‖ =
∥∥∥xn − (xn − f(xn)‖s(xn)‖2 s(xn)
)∥∥∥ = |f(xn)|‖s(xn)‖ ,
where s(xn) ∈ ∂f(xn). Since the sequence (xn)n∈N is bounded, and f has full domain, we have that the
sequence ‖s(xn)‖n∈N is bounded (see, for example, [47, Theorem 24.7]). Since f(xn)‖s(xn)‖ → 0, we have that
f(xn)→ 0.
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We will show that f(xn)→ 0 =⇒ d(xn, A)→ 0. Let
D := B(PA∩B(x0), ‖x0 − PA∩B(x0)‖).
If ‖x0−PA∩B(x0)‖ = 0 then we are done. Suppose then that ‖x0−PA∩B(x0)‖ > 0. Let ‖x0−PA∩B(x0)‖ >
 > 0.
Since xn is Feje´r monotone with respect to A∩B, we have that xn ∈ D for all n. Thus we may work with
a restriction of f :
f |D : x 7→
f(x) if x ∈ D;∞ otherwise,
which is convex and coercive and satisfies f |D(xn) = f(xn) for all n, as well as A′ := A ∩D = lev≤0f |D.
Without loss of generality let 0 ∈ A′. Let S := A′+B(0, ). As A′ is bounded, S is bounded. The condition
‖x0 − PA∩B(x0)‖ >  ensures that bdS ∩ D 6= ∅. As f |D is proper, continuous, and bdS is closed and
bounded with bdS ∩ D 6= ∅, f |D attains a minimum on bdS. Let ζ := minx∈bdSf |D(x). We will show
lev≤ζf |D ⊂ S. Suppose by way of contradiction that there exists y ∈ lev≤ζf |D \ S. Then since B(0, ) ⊂ S,
we have that y = 1λu for some u ∈ bdS and λ ∈ [0, 1]. Thus we have u = λy + (1− λ)0. This yields
ζ ≤ f |D(u) = f |D(λy + (1− λ)0) ≤ λf |D(y) + (1− λ)f |D(0) ≤ λf |D(y) ≤ λζ (30)
where the first inequality is how we have defined ζ, the first equality is from how we have defined u, the
second inequality is from convexity of f |D, the third is because 0 ∈ A′ = lev≤0f |D, and the final inequality
is because 0 < f |D(y) ≤ ζ. From (30), we have ζ ≤ λζ, which is true only if λ = 1 or ζ = 0. If ζ = 0, then
y ∈ lev≤0f |D ⊂ S, a contradiction. If λ = 1 then y = u ∈ S, a contradiction. Thus lev≤ζf |D ⊂ S. Since
f |D(xn) → 0, there exists N ∈ N such that for all n ≥ N , f |D(xn) < ζ and so xn ∈ lev≤ζf |D ⊂ S and so
d(A, xn) ≤ d(A′, xn) ≤ . Thus d(A, xn)→ 0.
Turning to the function g, with the same argument that is in Corollary 1 we have
‖xn − P∂g(xn)‖ ≤ ‖xn − P∂gRγ∂f (xn)‖+ (2− γ)‖P∂f (xn)− xn‖ → 0.
Thus, by the same arguments we used to show f(xn)→ 0, we have that g(xn)→ 0 and that d(xn, B)→ 0.
Together with the fact that xn is Feje´r monotone with respect to A ∩ B and the fact that E satisfies
condition (i) from Theorem 5, we conclude by Theorem 2 the convergence of the sequence for a point in
A ∩B. 
Now we present a result for the case of more than two functions.
Corollary 3. Let the (fi)i∈I where I = {1, 2, · · · , N}, N ∈ N, are convex functions from E to R. Consider
for all i ∈ I, the sets Ai := {x ∈ E : fi(x) ≤ 0}, and suppose that C := ∩i∈IAi 6= ∅. Consider the functions
F : EN → R defined by: (x1, x2, · · · , xN )→
∑
i∈I
max{fi(xi), 0},
G : EN → R defined by: (x1, x2, · · · , xN )→
∑
i∈I
∥∥∥xi − 1
N
∑
j∈I
xj
∥∥∥2.
Let the sequence (xn)n∈N be as follows:
x0 = (x
0
1, x
0
2, · · · , x0N ) ∈ EN ,
xn+1 = (x
n+1
1 , x
n+1
2 , · · · , xn+1N ) = T λFγ ,Gµ(xn) = T λFγ ,Gµ(xn1 , xn2 , · · · , xnN ).
Then xn → x¯ = (x¯, x¯, · · · , x¯) ∈ D := Πi∈IAi with x¯ ∈ E, which means that x¯ ∈ C.
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Proof. The convexity of each fi guarantees the convexity of F . Notice that B := lev≤0G = {(x1, x2, · · · , xN ) ∈
EN : x1 = x2 = · · · = xN} is the linear subspace of agreement which we recognize from (29), and G = d(B, ·)2
is actually the square of the distance function for B. As G is the square of the distance function for a convex
set, G is convex. In fact, if one chooses to replace subgradient projection with respect to G by Euclidean
projection directly onto its zero level set, the Euclidean projection just as given in (29).
The algorithm is well defined because the domain of each fi is the space E. Finally notice that D = lev≤0F .
Applying Corollary 2 we have that xn → x¯ := (x¯, x¯, · · · , x¯) ∈ D ∩ B where B = {(x1, x2, · · · , xN ) ∈ EN :
x1 = x2 = · · · = xN}. 
As an immediate consequence, we also have strong convergence in the case where we work with projections
onto the constraint sets and a finite number of sets A1, . . . , AN ; just let the N functions be given by
fi := dAi(·). See, for example, [15, Ex. 2.7].
Remark 1 (Sequences γn, µn). One may take sequences (γn)n∈N, (µn)n∈N and, provided that lim inf γn(2 −
γn) > 0 and lim inf µn(2 − µn) > 0, all of the above convergence results will hold for sequence given by
xn := T λAγn ,Bµnxn−1. Indeed, this is the usual framework of [24], although we have avoided the use of these
sequences for the simplicity of exposition.
T λ=1fγ=1,gµ=1
lev≤0g
lev≤0f
T λ=
1
2
fγ=1/10,gµ=1/10
Fig. 7: Convergence for T λ= 12
fγ=1/10,gµ=1/10
(parameters similar to Douglas–Rachford method) vs. T λ=1fγ=1,gµ=1
(parameters similar to alternating projections)
5 Discussion
In the convex setting, when projections onto the constraint sets are replaced with cutters, the operator
T λAγ ,Bµ loses firm nonexpansivity and yet retains many of its desirable convergence properties because of
Feje´r monotonicity. Subgradient projections are one useful context in which the firm nonexpansivity is lost
while the Feje´r monotonicity is retained. The similarities suggest several avenues of further research: one in
the convex setting and one outside of it.
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5.1 Further Investigation
In the convex setting, the algorithmic differences corresponding to different choices of µ, γ, λ are a highly
active area of investigation. See, for example, [8], [30], and [31]. Figure 7 compares two variants of λ-
averaged relaxed projection methods in the case of subgradient projections, and the behaviour differences
are reminiscent of those known in the setting of projections onto the constraint sets. Further comparison of
behaviour for choices of averaging and relaxation parameters invites experimental investigation.
Even when the formulation of a problem allows for computations of projections onto the constraint sets,
it may be undesirable (computationally expensive) to do so. Consider, for example, the projection onto
an ellipse: E := {(x, y) ∈ R2 | (x− a)2 + (y − b)2 = 1} for given constants a, b. Computation of the exact
projection for a point not in E requires solving a Lagrangian problem (see, for example [22] and [42]), while
computation of the subgradient projection for the function f : (x, y)→ ((x− a)2 + (y − b)2 − 1)2 does not.
It is very natural to investigate the differences in behaviour induced by the choice of projection method.
Both the method of alternating projections and the Douglas–Rachford method have also been used to
solve a variety of nonconvex feasibility problems, with the latter generally the more robust. See, for example,
[2–6,18,22,39], and [42]. It is reasonable to consider the behaviour of λ-averaged relaxed projection methods
in the nonconvex setting, and a very natural problem would be that of finding x ∈ lev≤0f ∩ lev≤0g—using
subgradient projections—where one or both of f, g are not convex. Indeed, any nonconvex feasibility problem
in RN is an example of such a nonconvex variational inequality problem where f = dA(·), g = dB(·), and so
much investigation has already been done.
5.2 Conclusion
We learn much by comparing and contrasting what may be shown about λ-averaged relaxed generalized pro-
jection methods through the differing frameworks of firm nonexpansivity and quasi-nonexpansivity. That so
many of the desirable properties carry over—from the more specific setting of projections onto the constraint
sets to the more general setting of cutters—is especially useful. Splitting methods employing projections onto
the constraint sets are an area of significant experimental research. We conclude by noting that those meth-
ods which employ other implementations of cutters merit further experimental investigation, and that the
theory is elegant in its own regard.
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