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Identifikacija dinamicˇnih sistemov z globokimi Gaussovimi pro-
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Kljucˇne besede: identifikacija dinamicˇnih sistemov
globoki Gaussovi procesi
autoregresivni model
enokoracˇna napoved
neparametricˇen model
nelinearni sistem
Zaradi narasˇcˇajocˇe kompleksnosti obravnavanih sistemov in posledicˇno zahtevnega ma-
tematicˇnega modeliranja, v praksi pogosto uporabimo empiricˇne modele ali modele
cˇrne sˇkatle, s katerimi modeliramo le povezave med vhodno-izhodnimi vrednostmi, ne
pa tudi fizikalnih zakonitosti, ki se jim sistem podreja. Za modeliranje oziroma iden-
tifikacijo zveze med vhodnimi in izhodnimi vrednostmi sistema se uporabljajo tudi
globoki Gaussovi procesi. Ti za opis kompleksnejˇsih procesov uporabljajo gnezdenje in
hierarhicˇno strukturo. Z identificirano zvezo med vhodno-izhodnimi vrednostmi z upo-
rabo Gaussovih procesov lahko za dane vhodne vrednosti napovemo vrednost izhoda
in pripadajocˇo negotovost, kar lahko s pridom uporabimo. V okviru magistrskega dela
predstavimo teoreticˇne osnove modeliranja z globokimi Gaussovimi procesi in njihove
prednosti. V ta namen v ilustrativnem primeru uspesˇno identificiramo dinamicˇni sis-
tem nelinearnega nihanja mase, v bolj prakticˇnem primeru pa obravnavamo bistveno
kompleksnejˇsi sistem napovedovanja temperature v prizemni plasti atmosfere.
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Abstract
UDC 517.938:519.218.7(043.2)
No.: MAG II/450
Identification of dynamic systems using deep Gaussian Proces-
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Mitja Jancˇicˇ
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Mathemathical and physical modelling only provide approximate description of the
true nature of a dynamic system. The higher the precision of the model the more
likely it becomes analytically intractable and, therefore, empirical models or black box
models are used. When dynamic systems are considered as black box models, almost
no prior knowledge about the system is considered. Deep Gaussian Processes, which
use hierarchical structure to provide adequate identification of very complex systems,
can be used to identify the mapping between the system input and output values.
With the given mapping function we can then provide a one-step ahead prediction of
the system output values, together with its uncertainty, which can be advantageously
used. In this paper we use deep Gaussian Processes to identify a dynamic system
and present its advantages by studying two cases. In the first illustrative case we
successfully identify the dynamic properties of a nonlinear oscillating mass, while in
the second, more realistic and complex case, we study one-step ahead prediction of air
temperature in the atmospheric surface layer.
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1 Uvod
Modeliranje dinamicˇnega sistema je pogosto naloga raziskovalca. Cˇlovek je radoveden
in rad postavlja matematicˇne in fizikalne modele naravnih pojavov in sistemov. S
tem dobimo bistveno globlji vpogled v razumevanje sistema, predvsem pa omogocˇimo
napoved njegovega obnasˇanja.
V dejanskem svetu se pogosto srecˇamo s sistemi, katerih fizikalno in matematicˇno
ozadje ni enolicˇno dolocˇeno ali iz razlicˇnih razlogov ni dosegljivo. Tedaj postavimo
eksperimentalni model in sistem ali proces obravnavamo kot model cˇrne sˇkatle. Ti
pa zahtevajo nekoliko drugacˇen pristop. V praksi se pogosto uporabijo linearne apro-
ksimacije procesov, nelinearne popravke pa bodisi zanemarimo bodisi jih poiˇscˇemo z
drugimi metodami, npr. z nevronskimi mrezˇami, kot v delih [1] in [2], kjer avtorji
napovejo porabo zemeljskega plina za en dan vnaprej. Podobno v cˇlanku [3] opiˇsejo
enodnevno napoved obremenitve ogrevalnega sistema.
V sklopu tega magistrskega dela bomo model cˇrne sˇkatle resˇevali z modelom globokih
Gaussovih procesov (globokih GP) [4, 5]. GP-model je neparametricˇen model, zato je
sˇtevilo parametrov potrebnih optimizacije precej manjˇse v primerjavi z nevronskimi
mrezˇami.
Namen magistrskega dela je seznanitev in vrednotenje metode identifikacije dinamicˇnih
sistemov z globokimi GP. Globoki GP so zaradi podobnosti s principom umetne in-
teligence in globokim ucˇenjem primernejˇsi za identifikacijo kompleksnejˇsih sistemov,
predvsem pa so zaradi svoje strukture in majhnega sˇtevila parametrov primernejˇsi za
obdelavo ogromne kolicˇine podatkov. Model globokih GP bomo uporabili in ovrednotili
na dveh prakticˇnih primerih.
1.1 Struktura dela
Magistrsko delo se zacˇne s splosˇno predstavitvijo GP-modela. V poglavju 2 pojasnimo
kaj GP sploh je. Predstavimo le glavne znacˇilnosti GP-modela in poudarimo pomen
kovariancˇne funkcije ter matematicˇni proces ucˇenja modela.
S splosˇnim znanjem o GP-modelih nato v poglavju 3 predstavimo poseben GP-model,
prvotno predstavljen v namen nenadzorovanega ucˇenja z latentnimi spremenljivkami,
to je GP-model latentnih spremenljivk (GP-LVM) [4,6]. V uvodnih podpoglavjih poja-
snimo pomen latentnih vhodov in njihove posledice na ucˇenje matematicˇnega modela.
1
Uvod
Izkazˇe se, da postane robna verjetnost napovedi z vpeljavo latentnih spremenljivk ana-
liticˇno neizracˇunljiva. S tem razlogom v poglavju 3.3 dodatno vpeljemo sˇe inducirane
spremenljivke in vecˇ variacijskih verjetnostnih porazdelitev kot aproksimacije pravim
verjetnostnim porazdelitvam. Racˇunska kompleksnost modela je opisana v podpoglavju
3.3.3, v naslednjih dveh pa tudi princip enokoracˇnega napovedovanja vrednosti.
Variacijski model GP-LVM lahko gnezdimo in s tem tvorimo hierarhicˇno strukturo
globokih GP v poglavju 4. Izpeljava je narejena za primer nenadzorovanega ucˇenja.
Razsˇiritev na problem nadzorovanega ucˇenja je preprosta in zahteva le razmeroma
preprost dodatek k modelu.
Predstavljena modela globokih GP in model latentnih spremenljivk uporabimo na kon-
kretnem ilustrativnem primeru v poglavju 5, kjer identificiramo sistem z nelinearnim
nihanjem mase. Sistem najprej matematicˇno opiˇsemo, a ga v nadaljevanju obravna-
vamo kot model cˇrne sˇkatle. Vecˇ pozornosti namenimo premiˇsljeni inicializaciji hiper-
parametrov, latentnih in induciranih spremenljivk v poglavju 5.3.2.
V poglavju 6 modela (globoki GP in GP-LVM) uporabimo tudi na kompleksnejˇsem
realnem problemu napovedi temperature v okolici jedrske elektrarne Krsˇko (JEK). V
podpoglavju 6.2 najprej poskrbimo za predobdelavo meritev in jih hkrati razdelimo
na ucˇno in testno mnozˇico. Sledi podpoglavje 6.3 kjer poiˇscˇemo optimalno obliko
regresorskega vektorja ter opravimo vrsto eksperimentov z nakljucˇno in premiˇsljeno
inicializacijo globokega GP-modela.
1.2 Pregled literature
V uvodni predstavitvi GP se v veliki meri opiramo na knjigo Rasmussena in Willi-
amsa [7], diplomski deli [8, 9] ter uvodna poglavja knjige [10], kjer so povzete glavne
znacˇilnosti standardnih GP-modelov.
Posebna izpeljanka Gaussovih procesov, model latentnih spremenljivk, je dobro opisana
v delih Lawrenca [6, 11]. A model GP-LVM ni analiticˇno izracˇunljiv in posledicˇno
tvorjenje globokih mrezˇ ni mogocˇe. Zato je v doktorski disertaciji [4] predstavljen
variacijski model GP-LVM z izracˇunljivo spodnjo mejo verjetnosti. Poleg doktorske
disertacije se pri izpeljavi variacijskega GP-LVM opiramo tudi na dela [12–14].
Z vpeljanim variacijskim GP-LVM-modelom lahko koncˇno tvorimo tudi model globokih
GP, kjer se opiramo na doktorsko disertacijo [4] in cˇlanek [5].
Modela globokih GP in GP-LVM preizkusimo na sinteticˇnih podatkih iz [15, 16] kjer
za definicijo regresorskega vektorja privzamemo rezultate cˇlanka [17].
Nazadnje se v sklopu magistrskega dela posvetimo realnemu problemu napovedi tempe-
rature v okolici JEK. Za opis sistema in razumevanje meteorolosˇkih pojavov v prizemni
plasti atmosfere se zanasˇamo na deli [18] in [19].
2
2 Gaussovi procesi
Modeliranje z GP uvrsˇcˇamo na podrocˇje empiricˇnega modeliranja. V grobem locˇimo
nadzorovano in nenadzorovano ucˇenje modela, kjer v prvem primeru poznamo vredno-
sti izhodov in vhodov obravnavanega sistema, medtem ko v drugem primeru poznamo
le njegove izhodne vrednosti [7]. Modeliranje z GP je empiricˇno modeliranje. To
pomeni, da zˇelimo za vhodne vrednosti xi in izhodne vrednosti yi iz mnozˇice ucˇnih po-
datkov D = {(xi, yi)}ni=1 dolocˇiti matematicˇno strukturo, ki bo kar najbolje opisovala
obravnavani sistem - da bo izhod modela pri vhodnih podatkih xi cˇim bolj podoben
izhodu sistema yi [8]. Model na podlagi GP lahko opredelimo kot model cˇrne sˇkatle
(angl. black-box model) [7], kjer podrobne informacije o fizikalni in matematicˇni naravi
sistema niso poznane ali iz nekih razlogov celo niso dosegljive in so nam na voljo zgolj
vhodno-izhodne vrednosti {(xi, yi)}ni=1 sistema.
Sˇtevilni problemi regresije, klasifikacije in zmanjˇsanje dimenzionalnosti problema ob-
segajo ucˇenje neznane preslikave f med vhodnimi in izhodnimi vrednostmi sistema.
Znani postopki identifikacije preslikave f obicˇajno omogocˇajo, da dobimo dobre infor-
macije o preslikavi sˇele kadar uposˇtevamo nekaj splosˇnih predpostavk o njeni naravi,
njenem obnasˇanju [4,12]. Predpostavke (npr. gladkost preslikave, periodicˇnost sistema,
idr.) matematicˇno vpeljemo v sistem z ustrezno definicijo apriornega verjetja Gaus-
sovih procesov. Ti pa skupaj z optimizacijskim postopkom in uposˇtevanjem meritev
vodijo do neparametricˇne oblike preslikave f , ki se kar najbolje prilega ucˇnim podatkom
iz mnozˇice D.
2.1 Od Gaussovih procesov do regresijskega modela
Komponente nakljucˇnega vektorja so nakljucˇne spremenljivke. Nakljucˇni proces (angl.
stohastic process) je vecˇkratna realizacija nakljucˇne spremenljivke v odvisnosti od nekih
neodvisnih spremenljivk, npr. cˇasa [9]. Fizikalno gledano so nakljucˇni procesi tisti
procesi, ki niso ponovljivi in pri katerih se opazovane velicˇine obnasˇajo nakljucˇno.
Kadar so vrednosti nakljucˇne spremenljivke normalno porazdeljene, pravimo takemu
procesu GP. GP torej razumemo kot porazdelitev funkcijskega prostora. Kar je Gaus-
sova porazdelitev za spremenljivko, predstavlja GP za celotno funkcijo [8]. Sˇe drugacˇe
razumemo GP kot posplosˇitev vecˇdimenzionalne Gaussove porazdelitve na neskoncˇno
sˇtevilo dimenzij [4], t.j. nakljucˇnih spremenljivk. Vzorec iz GP je funkcija f .
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Podobno kot je Gaussova porazdelitev popolnoma dolocˇena s koncˇnim vektorjem pov-
precˇja µ in kovariancˇno matriko K, je tudi GP popolnoma definiran s povprecˇno funk-
cijo µ(x) in kovariancˇno funkcijo ky(x, x
′), obe definirani za katerikoli x, x′ ∈ R. Tu sta
x in x′ dve vhodni vrednosti. Izbrana kovariancˇna funkcija definira lastnosti kot sta re-
cimo gladkost in stacionarnost preslikave f , ne pa tudi njene parametricˇne oblike [4,7].
Vzemimo vektor meritev y = (y1, . . . , yn) ∼ N (µ,K) izhodnih vrednosti opravljenih na
mestih xi. Nakljucˇna spremenljivka yi lahko predstavlja temperaturo zraka v odvisnosti
od nadmorske viˇsine xi. Koreliranje meritev pomeni, da mora biti temperatura na
podobni viˇsini xi−1 in xi+1 podobna, kar se mora odrazˇati tudi v kovariancˇni matriki
na mestih Ki,i−1 in Ki,i+1. Kovariancˇna funkcija tako omogocˇa interpolacijo meritev
glede na njihovo blizˇino [4]. Toda v dejanskem svetu bi namesto vnaprej izbranih
diskretnih tocˇk x raje uposˇtevali celotno domeno vhodov, za kar pa uporabimo GP.
Pomembna lastnost Gaussove porazdelitve omogocˇa, da obravnavamo le koncˇen set
meritev y = (f(x1), . . . , f(xn)). Privzemimo, da smo meritev temperature yA in yB
opravili na dveh mestih XA,XB ⊆ X . Tedaj je verjetnost
p(X ) = p(XA,XB) = N (µ,K) (2.1)
za dana
µ =
[
µA
µB
]
in
K =
[
KAA KAB
KBA KBB
]
.
Lastnost Gaussove porazdelitve pravi, da lahko z meritvami temperature iz mnozˇice XA
sklepamo na temperaturo na lokaciji XB saj sta robni verjetnosti neodvisni od meritev
iz druge mnozˇice
p(yA) =
∫
yB
p(yA,yB)dyB = N (yA|µA,KAA), (2.2)
p(yB) =
∫
yA
p(yA,yB)dyA = N (yB|µB,KBB). (2.3)
Definicija direktno implicira, da prek neznanih vrednosti funkcije na neopazovanih me-
stih (takih je lahko neskoncˇno mnogo) integriramo, kar pa pogosto ni mogocˇe [4]. Toda
v primeru vecˇdimenzionalne Gaussove porazdelitve vemo, da je podmnozˇica Gaussove
mnozˇice normalno porazdeljena s povprecˇjem in kovariancˇno matriko podmnozˇice.
Pri uporabi GP pogosto uporabljamo matematicˇni zapis iz [4]
f ∼ GP(µ(x), ky(x,x′)),
µ(x) = E [f(x)] ,
ky(x,x
′) = E [(f(x)− µ(x))(f(x′)− µ(x′))] ,
pri cˇemer s standardizacijo vhodno-izhodnih vrednosti sistema poskrbimo, da je pov-
precˇje µ(x) = 0 in standardna deviacija σf = 1. Taksˇna izbira je znacˇilna za staticˇno
modeliranje, kjer je proces popolnoma opisljiv s statisticˇnim momentom drugega reda,
t.j. kovariancˇno funkcijo [4, 9].
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V praksi torej zadostuje, da ovrednotimo kovariancˇno matriko na koncˇnem vzorcu
podatkov, s cˇimer dolocˇimo Gaussovo porazdelitev ucˇne mnozˇice. Verjetnostno poraz-
delitev izhodov tedaj zapiˇsemo
p(y|x) = N (y|0,Kyy) = (2π)− 12 exp
(
− 1
2
y⊤K−1yyy
)
, (2.4)
kjer matriko Kyy = ky(x,x
′) izracˇunamo na vseh n ucˇnih podatkih. V splosˇnem imajo
kovariancˇne funkcije parametre Θf , ki smo jih v zapisu p(y|x,Θf ) izpustili. Vecˇ o
kovariancˇnih funkcijah bomo napisali v poglavju 2.3.
Zavedajmo se, da natancˇne vrednosti f(x) z meritvijo enostavno ni mocˇ dolocˇiti, prav-
zaprav niti teoreticˇno ni dostopna. V matematicˇnem modelu zato za bolj realisticˇen
model pogosto dodamo sˇum
y = f(x) + ϵ, ϵ ∼ N (0, β−1I), (2.5)
zaradi cˇesar vrednosti funkcije f(x) oznacˇimo za latentne ali skrite spremenljivke f [4].
Najvecˇja prednost GP v praksi se pokazˇe v analiticˇno izracˇunljivi robni verjetnosti
izhodnih vrednosti glede na opazovane vhodne vrednosti
p(y|x) =
∫
p(y|f)p(f |x)df = N (y|0,Kyy + β−1I). (2.6)
Zgornji izracˇuni vodijo do GP-modela, ki hkrati uposˇteva celo druzˇino funkcij.
2.2 Bayesovo sklepanje
Matematicˇna oblika Bayesovega izreka je [8]:
p(f(x)|y,X) = p(y|f(x),X)p(f(x))
p(y|X) , (2.7)
pri cˇemer so
– p(f(x)|y,X) verjetnost ucˇnih izhodov glede na funkcijo f(x),
– p(f(x)) predstavlja apriorno verjetnostno porazdelitev v prostoru funkcij,
– p(y|X) robna verjetnost podatkov.
GP vidimo tudi kot neparametricˇno varianto bayesovske parametricˇne regresije [8].
Standardni parametricˇni model definira:
y = φ(x)⊤w + ϵ, (2.8)
kjer je φ(x) vektor baznih funkcij, ki vhodni podatek x nelinearno preslikajo v prostor
stanj, npr. φ(x) = (1, x, x2, . . . , xk)⊤ preslika vhodne podatke v krivuljo k-tega reda,
medtem ko φ(x) = x predstavlja linearno regresijo. Vektor w je set utezˇi, ki jih v
postopku optimizacije dolocˇimo tako, da je prileganje meritvam kar se da dobro. V
bayesovski metodologiji namesto iskanja maksimalne vrednosti posteriorne verjetnosti
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(angl. Maximum Aposteriori Probability, MAP) rajˇsi uposˇtevamo predhodno znanje o
sistemu in ga uporabimo na utezˇeh w. Efektivno s tem utezˇimo vse mozˇne kombinacije
parametrov [4, 8].
Po podrobnejˇsi analizi, npr. v [7], ugotovimo, da je tak pristop povsem ekvivalenten GP-
modelu. Razlika je le, da bayesovski pristop uposˇteva parametricˇno oblikoφ(x)⊤w in z
apriornim znanjem direktno vplivamo na parametre w, medtem ko pri GP z apriornim
znanjem o sistemu vplivamo direktno na preslikavo f . Rezultat je bogatejˇsi in bolj
fleksibilen sistem, saj z apriornim znanjem omejimo le dolocˇene lastnosti modeliranih
funkcij, medtem ko se njihova oblika formulira samodejno na osnovi vhodnih podatkov
in predpostavk, ki so vgrajene v kovariancˇni funkciji.
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Slika 2.1: Slika (a) prikazuje sˇtiri nakljucˇno izbrane funkcije iz apriorne verjetnosti.
Slika (b) prikazuje primer, ko v obravnavo dodamo sˇe dve ucˇni tocˇki. Srednja
vrednost napovedi je prikazana s polno cˇrto, osencˇeno obmocˇje prikazuje standardni
odklon od povprecˇja.
Obravnavajmo preprost enodimenzionalni regresijski problem, s preslikavo vhodnega
podatka x v izhod f(x). Na Sliki 2.1(a) so prikazane sˇtiri nakljucˇno izbrane funkcije iz
funkcijskega prostora. Funkcije so gladke in se podrejajo apriornemu verjetju, s kate-
rim izrazˇamo nasˇa pricˇakovanja kako naj bi funkcija f izgledala, sˇe preden v obravnavo
dodamo dejanske meritve. Sivo obarvano obmocˇje oznacˇuje podrocˇje standardnega od-
klona od povprecˇne vrednosti, ki ga interpretiramo kot mero zaupanja. V konkretnem
primeru je uporabljen GP, pri katerem apriorna varianca ni odvisna od vrednosti x.
V naslednjem koraku dodamo tocˇki iz ucˇne mnozˇice D = {(x1, y1), (x2, y2)}. Radi
bi obravnavali le sˇe tiste funkcije, ki gredo skozenj (v obravnavo bi lahko vzeli tudi
funkcije, ki se tocˇkama zgolj dovolj priblizˇajo). Primer je prikazan na Sliki 2.1(b). Polna
cˇrta prikazuje srednjo vrednost funkcijskega prostora. Opazimo, da se z dodajanjem
meritev negotovost modela v njihovi okolici mocˇno zmanjˇsa. Zveza med apriornim
verjetjem in merjenimi podatki vodi do posteriornega verjetja nad prostorom funkcij.
Cˇe bi dodali sˇe vecˇ tocˇk, bi slej ali prej dosegli, da bi povprecˇje funkcij precˇkalo vse
dane tocˇke in da bi se negotovost mocˇno zmanjˇsala. Poudarimo, da GP-model ni
parametricˇen model in da je skrb, ali lahko model podatke dobro popiˇse (kot bi bilo
v primeru kadar bi skusˇali z linearnim modelom opisati mocˇno nelinearne podatke),
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odvecˇ [7]. Cˇetudi dodamo ogromno sˇtevilo tocˇk, po navadi sˇe vedno ostane nekaj
fleksibilnosti za funkcije iz funkcijskega prostora. Za sˇe lazˇji prikaz kako se z vecˇanjem
sˇtevila podatkov manjˇsa fleksibilnost funkcij si zamislimo, da iz apriorne verjetnosti
na Sliki 2.1(a) nakljucˇno izbiramo funkcije in zavracˇamo vse tiste, ki se ne ujemajo z
meritvami iz mnozˇice D na Sliki 2.1(b).
2.3 Kovariancˇna funkcija
Vrednost kovariancˇne funkcije k(xi,xj) izrazˇa korelacijo med izhodoma f(xi) in f(xj)
modela [9]. Blizˇje kot je vrednost kovariancˇne funkcije −1 ali 1, bolj sta njena ar-
gumenta korelirana. Kadar je vrednost kovariancˇne funkcije 0, med argumentoma ni
korelacije.
V splosˇnem je lahko kovarinacˇna funkcija poljubna funkcija, ki tvori pozitivno definitno
kovariancˇno matrikoK za poljuben nabor vhodnih vektorjev [9]. Najpreprostejˇsa oblika
kovariancˇne funkcije ima konstantno vrednost
k(xi,xj) = σ
2
f . (2.9)
S fizikalnega vidika je primernejˇsa izbira kovariancˇne funkcije, ki bolj korelira izhodne
tocˇke, ki so si v vhodnem prostoru blizu [8, 9]. Eksponentna kovariancˇna funkcija
k(xi,xj) = σ
2
f exp
(
− (r
l
)d
)
za 0 < d ≤ 2, (2.10)
je zˇe blizˇje fizikalni naravi sistema. Z razdaljo r = |xi − xj| uposˇtevamo razdaljo v
vhodnem prostoru, σ2f , l in d pa so parametri kovariancˇne funkcije.
Najbolj obicˇajno je, da v primeru ko o sistemu ne vemo veliko, npr. model cˇrne sˇkatle,
izberemo Gaussovo kovariancˇno funkcijo,
k(xi,xj) = σ
2
f exp
(
− 1
2
D∑
d=1
wd(x
d
i − xdj )2
)
, (2.11)
kjer z D oznacˇujemo dimenzijo vhodnih vektorjev xi in xj, σf in w = (w1, . . . , wD) pa
so parametri kovariancˇne funkcije. Parametre kovariancˇne funkcije imenujemo hiper-
parametri (Θ). S tem poudarimo, da so to parametri sicer neparametricˇnega modela,
ki dolocˇajo verjetnostno porazdelitev nad funkcijskim prostorom [9].
S kovariancˇno funkcijo v matematicˇni model vgradimo svoje znanje o sistemu. Konkre-
tno v primeru (2.11) predpostavimo, da funkcije, ki jih imamo za bolj verjetne, izrazˇajo
gladkost (t.j. cˇe se vhod malo spremeni, se tudi izhod malo spremeni) in stacionarnost
(kovarianca je odvisna le od medsebojne razdalje med vhodnima vektorjema, ne pa
tudi od njune medsebojne lege v prostoru) [9].
Poleg Gaussove kovariancˇne funkcije uporabljamo tudi eksponentno, ki je prav tako
neskoncˇnokrat odvedljiva, a manj prilagodljiva in vodi do izhoda GP-modela, ki ni
tako gladek. Omenimo sˇe linearno, polinomsko, periodicˇno in Mate´rnovo kovariancˇno
funkcijo. K temu dodajmo, da lahko kovariancˇne funkcije med seboj sesˇtevamo in s
tem popiˇsemo bistveno bolj kompleksno strukturo [9, 10]. Opis oscilirajocˇega sistema
cˇigar odziv se priblizˇno linearno vecˇa s cˇasom bi zelo dobro povzeli z vsoto linearne in
periodicˇne kovariancˇne funkcije.
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2.3.1 Ucˇenje
Ucˇenje GP-modela v matematicˇnem smislu pomeni iskanje numericˇnih vrednosti hiper-
parametrov modela. Pogosto v ta namen uporabimo optimizacijo po metodi najvecˇjega
verjetja, po kateri za hiperparametre privzamemo tiste numericˇne vrednosti, ki so naj-
bolj verjetne [8]. Dolocˇimo jih prek posteriorne verjetnostne porazdelitve:
p(Θ|y,X) = p(y|Θ,X)p(Θ)
p(y,X)
. (2.12)
Optimalne vrednosti poiˇscˇemo z iskanjem najvecˇje vrednosti logaritma porazdelitve
p(Θ|y,X), torej
log(p(Θ|y,X)) = 1
2
log(|K|)− 1
2
y⊤nK
−1yn − n
2
log(2π). (2.13)
Za dolocˇitev hiperparametrov modela torej z neko optimizacijsko metodo poiˇscˇemo
maksimum logaritma (2.13). Obicˇajno se uporabi negativno predznacˇena vrednost in
poiˇscˇe minimalna vrednost [8]. V praksi se zelo pogosto uporabljajo gradientne metode,
ki pa zahtevajo tudi izracˇun odvoda po hiperparametrih
∂
∂Θi
log(p(Θ|y,X)) = −1
2
Tr(K−1
∂K
∂Θi
) +
1
2
y⊤K−1
∂K
∂Θi
K−1y⊤. (2.14)
Pri tem omenimo, da je rang kovariancˇne matrike K enak sˇtevilu podatkov ucˇne
mnozˇice. Vecˇ je ucˇnih podatkov, vecˇja je matrika K, bolj zapleten in dolgotrajen
je izracˇun njenega inverza. Racˇunska kompleksnost takega modela narasˇcˇa s tretjo
potenco sˇtevila ucˇnih podatkov n [4, 7].
8
3 GP-model latentnih spremenljivk
Kadar govorimo o GP imamo na voljo vecˇ razlicˇnih modelov [11]. V naslednjih po-
glavjih bomo predstavili znacˇilnosti GP-modela latentnih spremenljivk (angl. Gaussian
Process Latent Variable Model, GP-LVM ), ki velja za zelo mocˇno in robustno orodje
za zmanjˇsanje dimenzij regresijskega problema. Zgodovinsko gledano je bil GP-LVM-
model razvit za potrebe nenadzorovanega ucˇenja [4], a je za prehod na nadzorovano
ucˇenje potreben le en dodaten razmislek.
Za identifikacijo dinamicˇnih sistemov je pogosto potrebna predobdelava opravljenih
meritev. Bogatejˇsa kot je dinamika in kompleksnejˇsi kot je sistem, vecˇ meritev po-
trebujemo za izbrano natancˇnost identifikacije [6]. K srecˇi se v praksi pogosto izkazˇe,
da lahko zˇe z bistveno manjˇso mnozˇico podatkov povsem zadovoljivo popiˇsemo la-
stnosti opazovanega sistema. Mozˇen razlog je, da imajo podatki, cˇeprav navidezno
vecˇdimenzionalni, nizkodimenzionalno ovojnico s katero opiˇsemo vso poglavitno dina-
miko sistema [7]. Ali drugacˇe povedano, da lahko vecˇdimenzionalne probleme iz narave
zadovoljivo opiˇsemo s podatki manjˇse dimenzije, kar je v resnici pogosta praksa apro-
ksimiranja kompleksnih sistemov in struktur.
3.1 Latentni vhodi
Primarna naloga modela GP-LVM je, da poleg zmanjˇsanja dimenzionalnosti problema
poiˇscˇe tudi zvezo med matriko vhodnih vrednosti X ∈ Rn×q in latentnimi vrednostmi
preslikave Y ∈ Rn×p, oziroma F ∈ Rn×p s priˇstetim sˇumom po enacˇbi (2.5).
Glavni izziv pri tem predstavlja matrika neznanih vhodnih vrednosti X. Najbolj ele-
gantna resˇitev iz [4,14] pravi, da matriko X obravnavamo kot latentne spremenljivke in
hkrati uporabimo p neodvisnih GP kot apriorno verjetje latentnih vrednosti preslikave
f(X) = (f1(X), . . . , fp(X)) tako, da velja
fi(X) = GP(0, kf (X,X′)), i = 1, . . . , p. (3.1)
Z izbiro nelinearne kovariancˇne funkcije omogocˇimo nelinearno redukcijo dimenzije re-
gresijskega problema.
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Porazdelitev izhodne vrednosti pri danih vhodnih vrednostih modela zapiˇsemo
p(Y|X) =
∫
p(Y|F)p(F|X)dF
=
∫ p∏
j=1
n∏
i=1
p(yi,j|fi,j)
p∏
j=1
p(fj|X)dF
=
p∏
j=1
N (yj|0,Kff + β−1I), (3.2)
za neodvisne izhode
yi,j = fj(xi) + ϵi,j, ϵi,j ∼ N (0, β−1). (3.3)
Kovariancˇno matriko v enacˇbi (3.2) dobimo z izracˇunom kovariancˇne funkcije kf (X,X)
na vseh n ucˇnih podatkih, toda njeni argumenti so v primeru modela GP-LVM neznane
latentne spremenljivke. Opomnimo, da so podrejene apriornemu verjetju latentnega
prostora p(X) , p(X|Θx) s hiperparametri Θx. Struktura apriornega verjetja zavisi
od dane uporabe modela, npr. ali so meritve neodvisne in enakomerno porazdeljene.
Zaradi reciprocˇne povezanosti F in X sta sklepanje na vrednosti izhodov Y in ana-
liticˇna definicija modela zelo zahtevna [12]. Kljub temu lahko za trenutek matriko X
obravnavamo kot matriko konstant in integriramo po prostoru latentnih vrednosti pre-
slikave F. Tako dobimo robno verjetnost p(Y|X)p(X), ki pa je analiticˇno izracˇunljiva.
Slednji izraz odpira mozˇnosti ucˇenja modela s postopkom MAP kjer so latentni vhodi
X izbrani tako, da velja
XMAP = argmax
X
p(Y|X)p(X). (3.4)
Za normalno porazdeljeno nakljucˇno spremenljivko s povprecˇjem µ in varianco σ2 in-
terpretiramo obmocˇje µ ± 2σ kot interval 95 % zaupanja. S tem izrazˇamo negotovost
nakljucˇne spremenljivke. Sˇirjenje negotovosti povezanih z latentnimi spremenljivkami
skozi nelinearno preslikavo pri ucˇenju nelinearnega modela z ucˇnim postopkom MAP
je brez aproksimacij nemogocˇe [4]. Preslikava vhodne verjetnostne porazdelitve z ne-
linearnim sistemom namrecˇ rezultira v zelo splosˇno obliko, ki jo je po navadi tezˇko
normalizirati. Na Sliki 3.1 je prikazan primer, ko Gaussovo porazdelitev za vrednost x
sˇirimo skozi nelinearno preslikavo f . Na desni je kot rezultat preslikave skiciran le en
mozˇen primer iz bogatega funkcijskega prostora.
Verjetnostna porazdelitev latentnih spremenljivk X se v postopku MAP ucˇenja sesede
v Diracovo delta - δ funkcijo v trenutku, ko nanj deluje nelinearna preslikava f . Sle-
dnje dejstvo mocˇno utezˇi nadgradnjo ali v splosˇnem uporabo modela v kompleksnejˇsih
modelih [4, 6]. Vecˇ o slabostih ucˇenja MAP bomo napisali v poglavju 3.2.
Alternativo MAP ucˇnemu postopku predstavlja integracija po latentnih spremenljivkah
X. Postopek je podrobneje opisan v poglavju 3.3.
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Slika 3.1: Razsˇirjanje Gaussove porazdelitve skozi nelinearno preslikavo. Slika po
viru [4].
3.2 Slabosti MAP ucˇenja modelov
V literaturi pogosto zasledimo, da optimizacija vrednosti vhodnih latentnih spremen-
ljivk in hiperparametrov modela GP-LVM temelji na ucˇnem postopku MAP, a ima
tak pristop vrsto pomanjkljivosti. Kot prvo, je rezultat odvisen od vrednosti latentnih
spremenljivk. Posledicˇno je model zelo obcˇutljiv na prekomerno prilagajanje podatkom
(angl. overfitting). In kot drugo, postopek MAP ne omogocˇa dolocˇevanja optimalne
dimenzije latentnega prostora [6, 14]. Kar je tudi razlog, zakaj vecˇina algoritmov in
literature navaja zahtevo, da dimenzijo latentnega prostora dolocˇi uporabnik.
V definiranem modelu GP-LVM iz poglavja 3.1 uporabljamo le preprostejˇse oblike
kovariancˇnih funkcij - funkcije s konstantno vrednostjo nekaterih hiperparametrov, ne
glede na dimenzijo latentnih vhodov. Gaussova kovariancˇna funkcija iz poglavja 2.3,
z vecˇjim sˇtevilom hiperparametrov, omogocˇa avtomatsko dolocˇanje ustreznosti (angl.
Automatic Relevance Determination, ARD), kjer so dimenzijam dodeljene utezˇi wk,
npr. vsaki nepomembni dimenziji je dodeljena utezˇ z vrednostjo blizu 0. Cˇe bi taksˇno
kovariancˇno funkcijo uporabili v fazi ucˇenja s postopkom MAP, bi model pri majhnem
sˇtevilu podatkov lahko rezultiral v prekomernem prilagajanju. Zato so standardni
modeli GP-LVM s postopkom ucˇenja MAP zelo obcˇutljivi na dimenzijo latentnega
prostora q in se izogibajo kovariancˇnim funkcijam z lastnostjo ARD.
Po drugi strani bayesovski pristop omogocˇa implementacijo mehkega modela [4], kjer
dimenzijo latentnega prostora q razumemo kot neko ≫zacˇetno konzervativno oceno≪.
Dodatna optimizacijska stopnja v modelu nato poiˇscˇe dimenzije, ki jih lahko zanema-
rimo in jim pripiˇse utezˇ blizu nicˇle. Za napoved izhoda model sicer sˇe vedno uposˇteva
vse dimenzije, a pri tem ustrezno utezˇi prispevek vsake posebej. V tem primeru zacˇetna
vrednost q torej niti ne igra tako pomembne vloge, le da je dovolj velika, da z njo za-
jamemo vso poglavitno dinamiko opazovanega sistema.
Zgoraj opisani problemi so v najvecˇji meri posledice latentnih spremenljivk, ki jih v
standardnem GP-modelu ni. Zato tudi ucˇenje MAP standardnega GP-modela iz po-
glavja 2 v splosˇnem ni problematicˇno. Pomembna posledica tezˇav povezanih s postop-
kom MAP ucˇenja modela GP-LVM je, da tak algoritem mocˇno omejuje in upocˇasnjuje
razvoj kompleksnejˇsih modelov, npr. globokih GP [4], ki jih bomo opisali v naslednjem
poglavju.
Na tem mestu je jasno, da je izpeljava bayesovskega pristopa k resˇevanju in ucˇenju mo-
dela GP-LVM nujna. S tem postane model zanesljivejˇsi in odpira mozˇnosti hierarhicˇnih
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struktur [4,6]. Ucˇenje modela GP-LVM z variacijsko metodo, pojasnjeno v naslednjem
podpoglavju, se je izkazalo za zelo dobro alternativo ucˇnemu postopku MAP. Variacij-
ska metoda v splosˇnem ni izpostavljena problemu prekomernega prilagajanja in hkrati
omogocˇa samodejno identifikacijo dimenzije latentnega prostora.
3.3 Variacijski GP-LVM
V ucˇnem postopku MAP iˇscˇemo maksimalne vrednosti p(Y,Θ) glede na hiperparame-
tre Θ, medtem ko bayesovske metode temeljijo na izracˇunu logaritma robne verjetnosti
log p(Y) = log
∫
p(Y,Θ)dΘ = log
∫
p(Y|Θ)p(Θ)dΘ. (3.5)
Slednji pristop je z matematicˇnega vidika ugodnejˇsi, saj gre v resnici za povprecˇenje
prek vseh mozˇnih kombinacij parametrov Θ. Izkazˇe pa se, da za vecˇino prakticˇnih
primerov zgornji integral ni izracˇunljiv, zato uporabimo enega izmed aproksimacijskih
pristopov [4,12]. Le-ti po navadi temeljijo na iskanju spodnje meje funkcionala F(q(Θ))
v odvisnosti od variacijske porazdelitve q(Θ). Spodnjo mejo poiˇscˇemo z uporabo Jen-
senove neenacˇbe [13]
log
∫
f(x)dx ≥
∫
log f(x)dx, (3.6)
za poljubno pozitivno funkcijo f(x). Tedaj je
log p(Y) = log
∫
p(Y,Θ)dΘ
= log
∫
q(Θ)
p(Y,Θ)
q(Θ)
dΘ
≥
∫
q(Θ) log
p(Y,Θ)
q(Θ)
dΘ
= F(q(Θ)). (3.7)
Neenacˇaj spremenimo v enacˇaj za q(Θ) = p(Y|Θ). V primeru, da je posteriorna
verjetnost kompleksna (glej Sliko 3.1 desno), vpeljemo dodatne omejitve variacijske
porazdelitve q(Θ) in posledicˇno zgolj aproksimiramo posteriorno verjetnostno poraz-
delitev. Cilj optimizacijske metode je dolocˇiti taksˇen q(Θ), da bo ujemanje s pravo
posteriorno verjetnostjo p(Θ|Y) cˇim boljˇse, t.j. F(q(Θ))→ log p(Y). Kako kvaliteten
priblizˇek za spodnjo mejo robne verjetnostni predstavlja q(Θ) objektivno ovrednotimo
s Kullback-Leiblerjevo divergenco [4]. Dodatna pojasnila o Kullback-Leiblerjevi diver-
genci in njeno izpeljavo najdemo v prilogi A.
Standardni bayesovski pristop k izracˇunu logaritmirane robne verjetnosti (3.5) je tezˇaven
[4]. Morali bi namrecˇ integrirati po obeh mnozˇicah spremenljivk: vrednostih preslikave
F in latentnih spremenljivkah X
log p(Y) = log
∫
p(Y,F,X)dXdF = log
∫
p(Y|F)
(
p(F|X)p(X)dX
)
dF, (3.8)
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kar pa ni izracˇunljivo. Poglavitni problem bayesovske metodologije predstavlja sˇirjenje
apriorne verjetnostne porazdelitve p(X) skozi nelinearno preslikavo f . Vsak cˇlen ver-
jetnosti p(F|X) iz integrala (3.8) je namrecˇ proporcionalen
|Kff |− 12 exp
(
− 1
2
f⊤i K
−1
ff fi
)
(3.9)
kjer se X v matriki Kff pojavi nelinearno. Od tod je jasno, da so latentni vhodi X v
integralu (3.8) vkljucˇeni na zelo kompleksen nacˇin in da integracija po celotni domeni
X skoraj zagotovo ne bo mogocˇa [12].
V ta namen uporabimo standardni variacijski pristop in z njim aproksimiramo robno
verjetnost p(Y) [12]. Kar v konkretnem primeru pomeni, da vpeljemo variacijsko
porazdelitev nakljucˇnih spremenljivk:
q(F,X) = q(F)q(X), (3.10)
s cˇimer zˇelimo aproksimirati pravo posteriorno verjetje p(F|Y,X)p(X|Y). Z Jensenovo
neenacˇbo izracˇunamo oceno za logaritem robne verjetnosti
log p(Y) ≥
∫
q(F)q(X) log
p(Y|F)p(F|X)p(X)
q(F)q(X)
dXdF, (3.11)
a je integral sˇe vedno analiticˇno neizracˇunljiv kot je vidno iz
log p(Y) ≥
∫
q(F)q(X) log p(F|X)dXdF+
+
∫
q(F)q(X) log
p(Y|F)p(X)
q(F)q(X)
dXdF, (3.12)
kjer v prvem integralu integracija po X sˇe vedno poteka po zapletenih nelinearnih
oblikah X v K−1ff in log |Kff |.
3.3.1 Izracˇunljiva spodnja meja robne verjetnosti
Da bo spodnja meja log p(Y) analiticˇno izracˇunljiva vpeljemo poljubne inducirane spre-
menljivke [4]. Z njimi razsˇirimo verjetnosti prostor in jih v modelu intepretiramo kot
dodatne parametre [20,21]. Obicˇajno se inducirane spremenljivke uporabijo za dimen-
zijsko aproksimacijo kovariancˇne matrike in posledicˇno racˇunsko pohitritev, mi pa jih
bomo uporabili za izracˇun integrala (3.11) [4].
Natancˇneje, skupno verjetnost napovedi razsˇirimo z m induciranimi spremenljivkami
ui ∈ Rp latentne preslikave f(x). Inducirane tocˇke zberemo v matriki U ∈ Rm×p, nji-
hove neodvisne vrednosti pa v matriki psevdovhodov Xu ∈ Rm×q. Slika 3.2(b) graficˇno
prikazuje vpliv induciranih tocˇk. Navidezna verjetnostna gostota tedaj privzame obliko
p(Y,F,U,X) = p(Y|F)p(F|U,X)p(U)p(X). (3.13)
Za izracˇun variacijske spodnje meje v navideznem prostoru induciranih spremenljivk,
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Slika 3.2: Graficˇni prikaz modela GP-LVM. Slika (a) prikazuje standardni
GP-LVM-model (b) njegovo nadgradnjo v variacijski GP-LVM-model. Slika po
viru [4].
vpeljemo sˇe variacijsko porazdelitev q(U). Ker zˇelimo integrirati tudi po latentnem
prostoru dodatno vpeljemo sˇe variacijsko porazdelitev q(X). Zaenkrat privzemimo,
da je q(X) Gaussova porazdelitev. Za oceno logaritma robne verjetnosti lahko tedaj
piˇsemo
log p(Y) = log
∫
p(Y|U,X)p(U)p(X)dXdU
≥
∫
q(X)q(U) log
p(Y|U,X)p(U)p(X)
q(X)q(U)
dXdU
=
∫
q(X)q(U) log p(Y|U,X)dXdU−KL(q(U)||p(U))−KL(q(X)||p(X))
≥ ⟨L⟩q(X)q(U) −KL(q(U)||p(U))−KL(q(X)||p(X))
= Fˆ(q(X), q(U))−KL(q(X)||p(X))
= F(q(X), q(U)), (3.14)
kjer z ⟨·⟩q(X)q(U) oznacˇujemo povprecˇenje po q(X)q(U).
Definiramo variacijsko porazdelitev
q(F,U,X) = q(X)
p∏
i=1
p(fi|ui,X)q(uj), (3.15)
ki po uporabi Jensenove neenacˇbe vodi do
log p(Y) ≥
∫
q(F,U,X) log
p(Y,F,U,X)
q(F,U,X)
dFdUdX, (3.16)
pri cˇemer se z uporabo (3.15) cˇleni p(fi|ui,X) v enacˇbi pokrajˇsajo. Jasno je, da v
matematicˇni model vgrajujemo predpostavke o variacijski distribuciji katere namen je
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aproksimacija pravega posteriornega verjetja
p(F,U,X|Y) = p(F|U,Y,X)p(U|Y,X)p(X|Y). (3.17)
Izracˇun logaritma ⟨L⟩q(X)q(U) iz funkcionala F(q(X), q(U)) v (3.14) je sedaj analiticˇen,
a sˇe vedno odvisen od izbrane kovariancˇne funkcije [4].
Pricˇakovana vrednost logaritma glede na porazdelitev q(X) je
⟨L⟩q(X) =
n∑
i=1
p∑
j=1
⟨Li,j⟩q(X) (3.18)
pri cˇemer
⟨Li,j⟩q(X) =−
1
2
log(2πβ−1)− β
2
y2i,j + βTr(yi,jΨiK
−1
uuuj)−
− β
2
Tr(K−1uuuju
⊤
j K
−1
uu Φˆi)−
β
2
(ξˆi − Tr(ΦˆiK−1uu )), (3.19)
kjer smo vpeljali statistike
ξ = ⟨Tr(Kff )⟩q(X) =
n∑
i=1
ξˆi, (3.20)
Ψ = ⟨Kfu⟩q(X) = {Ψi}ni=1 in (3.21)
Φ = ⟨KufKfu⟩q(X) =
n∑
i=1
Φˆi. (3.22)
Njihovo povprecˇje po q(X) je mozˇno izracˇunati neodvisno in locˇeno za vsako robno
porazdelitev q(xi) = N (xi|µi,Si) iz q(X) [4]. Potemtakem velja
ξˆi =
∫
kf (xi,xi)N (xi|µi,Si)dxi, (3.23)
Ψi,k =
∫
kf (xi, (Xu)k)N (xi|µi,Si)dxi in (3.24)
(Φˆi)k,k′ =
∫
kf (xi, (Xu)k)kf ((Xu)k′ ,xi)N (xi|µi,Si)dxi. (3.25)
Opazimo, da so statistike {Φ,Ψ, ξ} v resnici konvolucije kovariancˇne funkcije kf z
Gaussovo porazdelitvijo in so analiticˇno izracˇunljive za vecˇino standardnih kovariancˇnih
funkcij, npr. eksponentna kvadraticˇna ali linearna kovariancˇna funkcija. Z uporabo
zgornjih integralskih definicij lahko vrednost logaritma (3.19) prepiˇsemo v
⟨Li,j⟩q(X) = N (yi,j|Ψi,K−1uuuj, β−1)−
− β
2
Tr
(
K−1uuuju
⊤
j K
−1
uu (Φˆi −Ψ⊤i Ψi)
)
− β
2
(
ξˆi − Tr
(
ΦˆiK
−1
uu
))
. (3.26)
K temu dodamo sˇe pricˇakovano vrednost glede na porazdelitev q(U)⟨
⟨Li,j⟩q(X)
⟩
q(U)
=− 1
2
log(2πβ−1)− β
2
y2i,j + βTr(yi,jΨiK
−1
uu (µ)j)−
− β
2
Tr
(
K−1uu
(
(µ)j(µ)
⊤
j + (Σu)j
)
K−1uu Φˆi
)
−
− β
2
(
ξˆi − Tr
(
ΦˆiK
−1
uu
))
. (3.27)
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S tem lahko koncˇno izracˇunamo funkcional F(q(X), q(U)) iz enacˇbe (3.14) tako, da
zgornji izraz sesˇtejmo po indeksih i in j.
Optimizacija formulacije (3.27) vkljucˇuje tako parametre modela Θ, inducirane tocˇke
Xu, kot tudi parametre porazdelitev q(X) in q(U). Veliko sˇtevilo parametrov in njihova
medsebojna povezanost se za gradientne metode mnogokrat izkazˇe za zahtevno nalogo
[4].
Efektivno z variacijskim pristopom v modelu GP-LVM dosezˇemo, da je spodnja meja
robne verjetnosti p(Y), oziroma njen logaritem log p(Y), izracˇunljiv. S tem je mozˇna
tudi propagacija vseh negotovosti povezanih z vhodnimi vrednostmi. Integriranje po
X ni vecˇ problematicˇno [4], saj smo namesto Kff , Kfu in KfuKuf vpeljali povprecˇja
{Φ,Ψ, ξ}. Poudarimo, da je variacijski GP-LVM-model omejen na uporabo kova-
riancˇnih funkcij, za katere so {Φ,Ψ, ξ} statistike izracˇunljive.
3.3.2 Razlicˇna apriorna verjetja variacijskega GP-LVM-modela
S spreminjanjem strukture apriornega verjetja q(X) nad latentnim prostorom obrav-
navamo sˇtevilne razlicˇice variacijskega GP-LVM-modela. Pri tem je pomembno, da se
p(X) v variacijski spodnji meji iz enacˇbe (3.14) pojavi le v KL cˇlenu
log p(Y) = Fˆ(q(X), q(U))−KL(q(X)||p(X)), (3.28)
ki je analiticˇno izracˇunljiv kadar je p(X) Gaussova porazdelitev.
Popolnoma neodvisni podatki
V najpreprostejˇsem primeru privzamemo, da so spremenljivke latentnega prostora med
seboj popolnoma neodvisne. Taksˇna izbira sˇe zdalecˇ ni optimalna, saj lahko z apriornim
verjetjem v matematicˇni model vnesemo bistveno kompleksnejˇse informacije o naravi
sistema, je pa z racˇunskega staliˇscˇa preprosta in v vecˇini fizikalnih sistemov smiselna.
Variacijska porazdelitev q(X) za popolnoma neodvisne tocˇke je
q(X) =
n∏
i=1
N (xi|µ,Si), (3.29)
za polno matriko Si. Kullback-Leiblerjeva divergenca je tedaj
KL(q(X)||p(X)) = 1
2
n∑
i=1
Tr(µiµ
⊤
i + Si − logSi)−
nq
2
, (3.30)
kjer oznaka logSi pomeni matriko Si z logaritmiranimi elementi.
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Variacijski GP-LVM-model za nadzorovano ucˇenje
V primeru funkcijskega sistema za nadzorovano ucˇenje obravnavamo mnozˇico ucˇnih
vrednosti D = {zi, yi}ni=1. Spremenljivke zi naj v tem primeru predstavljajo poljubne
vhodne vrednosti, odvisno od obravnavanega sistema.
Splosˇen model GP-LVM vpeljemo preko definicije zacˇasnih latentnih funkcij x(z) =
(x1(z), . . . , xq(z)), kjer vsaka komponenta predstavlja neodvisen GP
xj(z) ∼ GP(0, kx(z, z′)), k = 1, . . . , q, (3.31)
za kovariancˇno funkcijo kx(z, z
′). Tocˇko yi dobimo s preslikavo latentnega vektorja xi,
kot je na Sliki 3.3(c) tudi graficˇno prikazano.
Slika 3.3: Graficˇni prikaz modela GP-LVM za nadzorovano ucˇenje. Slika (a) prikazuje
standardni GP-LVM-model (b) njegovo nadgradnjo v variacijski GP-LVM-model in
(c) izpeljanko modela z nadzorovanim ucˇenjem. Zgornji nivo na primeru (c) je v
splosˇnem poljuben, odvisno od obravnavanega sistema. Slika po viru [4].
Vektorje latentnih vrednosti xi shranimo v matriko X in lahko zapiˇsemo
p(X|z) =
q∏
i=1
p(xi|z) =
q∏
i=1
N (xi|0,Kx), (3.32)
pri cˇemer kovariancˇno matriko izracˇunamo z vrednotenjem kovariancˇne funkcije na
poljubnih vrednostih vhodov z. Kovariancˇna funkcija kx ima parametre Θx. Le-ti
dolocˇajo lastnosti vsake zacˇasne funkcije xk(z), npr. eksponentna kvadraticˇna funkcija
vodi v zelo gladek izhod modela [9, 12].
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Za vpeljavo variacijskega GP-LVM-modela znova privzamemo neodvisne meritve sis-
tema
q(X) =
q∏
j=1
N (xj|µj,Sj), (3.33)
za polno n × n matriko Sj. Spomnimo se oblike pogojne verjetnosti p(X|z) v enacˇbi
(3.32) in izracˇunajmo pripadajocˇ KL cˇlen iz enacˇbe (3.14)
KL(q(X)||p(X|z)) = 1
2
q∑
j=1
[
Tr(K−1x Sj+K
−1
x µjµ
⊤
j )+log |Kx|−log |Sj|
]
− nq
2
. (3.34)
3.3.3 Cˇasovna kompleksnost
Velika omejitev standardnih GP-modelov je, da je za koncˇni model potreben izracˇun
inverza kovariancˇne matrikeKff [10]. Racˇunska zahtevnost za izracˇun inverza poljubne
n × n matrike narasˇcˇa sorazmerno s tretjo potenco sˇtevila podatkov n [21]. S tem je
uporaba standardnih GP-modelov omejena za modeliranje najvecˇ nekaj tisocˇ podatkov.
Z vpeljavo m induciranih tocˇk efektivno aproksimiramo kovariancˇno matriko Kff z
matriko manjˇsih dimenzij. Kar za standardne modele GP-LVM pomeni, da zmanjˇsamo
racˇunsko kompleksnost iz n3 na nm2 v primeru variacijskega GP-LVM-modela. Po
navadi je m ≪ n kar po logicˇnem sosledju pomeni, da lahko z modelom GP-LVM
obdelujemo tudi relativno velike mnozˇice ucˇnih tocˇk [6].
Dinamicˇni GP-LVM-model pa v enacˇbi (3.34) sˇe vedno zahteva inverz matrike Kx
velikosti n× n za izracˇun robne verjetnosti. Racˇunska kompleksnost n3 torej ostaja, s
cˇimer je uporaba na ogromnem sˇtevilu podatkov sˇe vedno otezˇena.
3.3.4 Napovedovanje
Z variacijskim GP-LVM-modelom bi radi napovedali vrednosti izhoda modela. Z zvez-
dico oznacˇujemo testne kolicˇine, npr. matrika testnih podatkov Y∗ ∈ Rn∗×p. Da napo-
vemo izhod iz GP-modela moramo dolocˇiti funkcijo srednje srednje vrednosti in pripa-
dajocˇo varianco za dolocˇitev negotovosti [8]. Vhod v GP-model so posamezne vrednosti
neodvisnih spremenljivk, medtem ko je izhod iz GP-modela verjetnostna porazdelitev
izhodne vrednosti.
Za uspesˇno eno koracˇno napoved najprej pojasnimo kako aproksimirati robno verje-
tnost p(Y∗|Y). Z vpeljavo latentnih spremenljivk X, pripadajocˇimi ucˇnimi vrednostmi
izhodov Y ter testnimi latentnimi spremenljivkami X∗ ∈ Rn∗×q piˇsemo [4]
p(Y∗|Y) = p(Y∗,Y)
p(Y)
=
∫
p(Y∗,Y|X,X∗)p(X,X∗)dXdX∗∫
p(Y|X)p(X)dX . (3.35)
Integral v imenovalcu aproksimiramo s spodnjo mejo eF(q(X)), pri cˇemer je F(q(X))
izracˇunljiva variacijska spodnja meja kot smo jo izpeljali v poglavju 3.3.1. Maksimiza-
cija spodnje meje dolocˇa variacijsko porazdelitev q(X) glede na latentne spremenljivke
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ucˇnih tocˇk X. Nato z eF(q(X,X∗)) aproksimiramo sˇe spodnjo mejo sˇtevca iz enacˇbe
(3.35).
Uporabimo torej aproksimacijo
p(Y∗|Y) ≈ eF(q(X,X∗))−F(q(X)). (3.36)
Obravnavajmo primer, ko imamo delno opazovane testne podakte Y∗ = (Yu∗ ,Y
o
∗) in
bi radi rekonstruirali manjkajocˇi del Yu∗ . Verjetnostna porazdelitev napovedi je tedaj
p(Yu∗ |Yo∗,Y). Da jo izracˇunamo, najprej vpeljemo vrednosti latentnih funkcij Fu∗ (torej
vrednosti Yu∗ brez dodanega sˇuma) in latentne spremenljivke X∗, ter zapiˇsemo
p(Yu∗ |Yo∗,Y) =
∫
p(Yu∗ |Fu∗)p(Fu∗ |X∗,Yo∗,Y)p(X∗|Yo∗,Y)dFu∗dX∗. (3.37)
Uporabimo aproksimacijo variacijske porazdelitve
p(Yu∗ |Yo∗,Y) ≈ q(Yu∗ |Yo∗,Y) =
∫
p(Yu∗ |Fu∗)q(Fu∗ ,X∗)q(X∗)dFu∗dX∗, (3.38)
na osnovi cˇesar zˇelimo napovedati Yu∗ tako, da ocenimo povprecˇno vrednost E(Yu∗ )
in pripadajocˇo kovarianco. Prvi cˇlen zgornjega integrala prihaja iz Gaussove verje-
tnostne porazdelitve, ostala dva cˇlena dolocˇimo z uporabo variacijske metodologije in
optimiziramo variacijsko spodnjo mejo za log p(Yo∗,Y)
log p(Yo∗,Y) = log
∫
p(Yo∗,Y|X∗,X)p(X∗,X)dX∗dX
= log
∫
p(Yu|X)p(Yo∗,Yo|X∗,X)p(X∗,X)dX∗dX, (3.39)
kar z znanjem iz poglavja 3.3 brez tezˇav izracˇunamo prek funkcionala F(q(X,X∗)).
Z integracijo po latentnih spremenljivkah dobimo kot rezultat vecˇdimenzionalno poraz-
delitev. K srecˇi, lahko kljub temu statisticˇne momente {Φ,Ψ, ξ} izracˇunamo analiticˇno,
cˇe je le kovariancˇna funkcija primerno izbrana [4]. Tako je
E(fui,∗) = B⊤ψ∗ in (3.40)
Cov(fui,∗) = B
⊤(Φ∗ −ψ∗ψ⊤∗ )B+ ξ∗I− Tr
(
(K−1uu − (Kuu + βΦ)−1)Φ∗
)
I, (3.41)
kjer smo definirali statistike
ξ∗ = ⟨kf (x∗,x∗)⟩ ,
ψ∗ = ⟨Ku∗⟩ in
Φ∗ =
⟨
Ku∗K⊤u∗
⟩
in matriko B = β(Kuu + βΦ)
−1ψyj.
Navedimo sˇe, da po vzoru enacˇbe (2.5) velja
E(yui,∗) = E(fui,∗) in (3.42)
Cov(yui,∗) = Cov(f
u
i,∗) + β
−1I (3.43)
saj je F le Y brez uposˇtevanega sˇuma.
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Napoved dinamicˇnih sistemov
Variacijska aproksimacija dinamicˇnih sistemov prav tako temelji na izracˇunu funkcio-
nala F(q(X,X∗)). Toda v dinamicˇnih sistemih kjer so vhodi (X,X∗) apriori koreli-
rani, faktorizacija variacijske porazdelitve q(X,X∗) ni mogocˇa. S tem je optimizacija
dinamicˇnih sistemov racˇunsko bistveno bolj zapletena saj moramo optimizirati kar
2(n + n∗)q parametrov [4]. Problem je sicer podoben kot v primeru (3.37), le da je
mnozˇica opazovanih meritev prazna. Sledi torej
p(Y∗|Y) ≈
∫
p(Y∗|F∗)q(F∗|X∗)q(X∗)dX∗dF∗. (3.44)
Postopek dalje je enak, le da za izracˇun q(X∗)
q(X∗) =
∫
p(X∗|X)q(X)dX, (3.45)
ni potrebna optimizacija, saj so cˇleni p(x∗,i|Xj) dolocˇeni iz apriornega verjetja [12].
Ker je q(X) gaussovsko porazdeljen, je tudi zgornji izraz gaussovsko porazdeljen s
povprecˇjem in varianco
µx∗,i = K∗f µ¯j in (3.46)
σ2x∗,i = K∗∗ −K∗f (Kx + λ−1j )−1Kf∗, (3.47)
za K∗f = kx(t∗, t), K∗f = K⊤∗f in K∗∗ = kx(t∗, t∗).
3.3.5 Nadzorovano ucˇenje
Za nadzorovano ucˇenje modela potrebujemo dve orodji: variacijski pristop iz poglavja
3.3.1 in variacijsko omejitev, ki delno omeji porazdelitev vhodnega prostora glede na
dane izhodne vrednosti.
V vecˇini fizikalnih uporabah GP-modelov imamo na voljo vhodno-izhodne vrednosti
Z in Y. Isˇcˇemo vrednosti izhodov Y∗ za neke nove vhodne vrednosti iz matrike Z∗.
Uposˇtevamo sˇe negotovost vhodnih vrednosti in dodamo sˇum
yi,j = fj(xi) + (ϵf )i,j, (ϵf )i,j ∼ N (0, β−1) (3.48)
xi = zi + (ϵx)i, (ϵx)i ∼ N (0,Σx), (3.49)
kjer so vektorji {zi}ni=1 vhodi iz matrike Z ∈ Rn×q, medtem ko so {xi}ni=1 latentne
spremenljivke. Negotovost vhodnih podatkov lahko uposˇtevamo na vsaj dva nacˇina [4].
Lahko direktno definiramo apriorno porazdelitev latentnih vhodov
p(X|Z) =
n∏
i=1
N (xi|zi,Σx), (3.50)
ki jo uposˇtevamo tako, da v enacˇbi (3.14) popravimo funkcional
F = ⟨log p(Y|X)⟩q(X) −KL(q(X)||p(X|Z)), (3.51)
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pri cˇemer KL-cˇlen ostaja analiticˇno izracˇunljiv. Problem pa je, da je potrebno s takim
pristopom oceniti kovariancˇno matriko sˇuma Σx. V model torej vpeljemo sˇe dodane
parametre in kompleksnost, zato se raje odlocˇimo za alternativen pristop.
Namesto vgraditve negotovosti v model preko latentnega prostora, definiramo variacij-
sko omejitev. Z njo negotovosti uposˇtevamo direktno na aproksimaciji posteriornega
verjetja q(X|Z). Tako v model ne vpeljemo dodatnih parametrov. Tipicˇno je
q(X|Z) =
n∏
i=1
N (xi|zi,Si), (3.52)
funkcional F , ki omogocˇa uporabo modela variacijskega GP-LVM pa
F = ⟨log p(Y|X)⟩q(X|Z) −KL(q(X|Z)||p(X)). (3.53)
Od tod dalje je optimizacija modela enaka kot v primeru nenadzorovanega ucˇenja.
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4 Globoko ucˇenje
Izumitelji so vrsto let sanjali o napravi, ki bi posnemala in nadgrajevala cˇlovesˇko
miˇsljenje, inteligenco. S prvim racˇunalnikom smo naredili tudi prvi resen korak k
umetni inteligenci [22]. Razvoj umetne inteligence je bil od samega zacˇetka zelo hiter.
Njena uporaba na prakticˇnih primerih v industriji je hitro pokazala svoje prednosti
pred tehnologijo tistega cˇasa. Za cˇloveka navidezno zapleteni problemi so z razvojem
umetne inteligence postajali vse lazˇje resˇljivi.
Uporaba umetne inteligence je poskrbela za velik napredek na podrocˇju resˇevanja pro-
blemov, ki jih cˇlovek zlahka resˇi, ne zna pa jih pojasniti, npr. intuicija, prepoznavanje
besed, obrazov, slik, itd. Z umetno inteligenco smo racˇunalnikom omogocˇili, da se ucˇijo
iz lastnih izkusˇenj in razumejo svet kot hierarhicˇno strukturo preprostejˇsih, osnovnih,
konceptov. Z ucˇenjem iz lastnih izkusˇenj se izognemo mnogim tezˇavam, kot na pri-
mer vprasˇanju kako formalno definirati cˇlovesˇko intuicijo ali inteligenco in ju prenesti
na racˇunalniˇski cˇip. Koncept hierarhije racˇunalniku poenostavi ucˇenje in sestavljanje
kompleksnih modelov iz preprostejˇsih, osnovnih, struktur. Graficˇno si hierarhicˇni kon-
cept predstavljamo kot sˇtevilne skrite sloje nalozˇene drug nad drugim, kot prikazuje
Slika 4.1. Pravimo, da je tak graf globok. Od tod tudi posebna veja umetne inteligence
globoko ucˇenje [22].
Globoki GP so relativno nov koncept pristopa k umetni inteligenci. Prvo formulacijo iz
leta 2013 najdemo v [5] in dve leti kasneje rigorozno formulacijo v doktorski disertaciji
[4]. Pristop se osredotocˇa na variacijski izracˇun spodnje meje robnega verjetja. S
tem postane model sicer aproksimativen, a analiticˇno izracˇunljiv. Do danes so se
razvile zˇe druge izpeljanke variacijske aproksimacije. Na primer v doktorski disertaciji
[23] je namesto variacijskega pristopa uporabljen algoritem vzorcˇenja. Spet v cˇlanku
[24] za nadzorovano ucˇenje uporabljajo drugacˇen tip aproksimacije spodnje vrednosti
verjetja, ki naj bi bil za primer regresivskega modela nekoliko robustnejˇsi. V delu [25]
so uporabili tudi racˇunsko zahtevnejˇsi model globokih GP v kombinaciji z MAP ucˇnim
postopkom modela. V nadaljevanju se bomo dotaknili le variacijske izpeljave globokih
GP pri cˇemer se v veliki meri opiramo na disertacijo [4] in cˇlanek [25].
Oznake
Ker zˇelimo v nadaljevanju magistrskega dela vse spremenljivke med seboj locˇiti glede
na pripadajocˇi sloj v hierarhicˇni strukturi, uvedemo nov matematicˇni zapis. Privze-
mimo matematicˇni zapis iz [4] in uvedimo pravilo, da spodnji indeksi identificirajo
sloj hierarhicˇne strukture, npr. hl je vektor skritih spremenljivk l-tega sloja. Ostale
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elemente znotraj istega nivoja oznacˇujemo enako kot prej, le da so njihovi indeksi v
oklepaju zgoraj, npr. h
(i)
l oznacˇuje i-ti element vektorja hl ∈ Rnl .
Slika 4.1: Struktura globokega ucˇenja na primeru razpoznavanja vsebine slike. Slika
po viru [22].
4.1 Globoki Gaussovi procesi
V naslednji poglavjih obravnavamo gnezdenje GP-modelov in s tem zaradi podobnosti
z globokim ucˇenjem uvedemo pojem globokih GP (angl. Deep Gaussian Processes).
V globokih GP opazujemo izhodne vrednosti GP-modela, ki za vhodne vrednosti
prejme izhode drugega GP-modela. Celotnega procesa v splosˇnem ne interpretiramo
vecˇ kot model GP. Z rekurzijo take strukture tvorimo poljubno sˇtevilo nivojev globo-
kega modela.
Cˇeprav je bayesovsko sklepanje standardnih GP-modelov iz poglavja 2 analiticˇno izracˇunljivo,
pa to v primeru globokih GP v splosˇnem vecˇ ne velja [25]. Razen v primeru, ko vho-
dne vrednosti vsakega nivoja hierarhicˇne strukture interpretiramo kot latentne spre-
menljivke. Tedaj lahko uporabimo znanje prejˇsnjih poglavij (glej poglavje 3.3) in v
poljubno globokih strukturah preprosto integriramo prek latentnih spremenljivk. Na
tak nacˇin formuliramo globok neparametricˇen GP-model za nenadzorovano ucˇenje. Za
prehod na nadzorovano ucˇenje le dodatno omejimo hierarhicˇno strukturo v skladu z
opazovanimi vrednostmi vhodov. Te v matematicˇni model vgradimo na enak nacˇin kot
v poglavju 3.3.
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4.1.1 Definicija
Za izpeljavo modela globokih GP izhajamo iz splosˇne oblike gnezdenja nevronskih mrezˇ
[4,22]. Vsaka preslikava modela je neodvisen GP kjer funkcije obravnavamo z ustreznim
verjetnostnim modelom, t.j. po funkcijskem prostoru integriramo in ne poskusˇamo
optimizirati dolocˇene oblike preslikave f . Posledica integracije po funkcijskem prostoru
je, da je kljub vecˇjemu sˇtevilu nivojev, sˇtevilo parametrov sˇe vedno bistveno manjˇse
kot na primer v modelih nevronskih mrezˇ [4].
Posplosˇitev GP-modela na domeno globokih modelov dosezˇemo s kompozitumom po-
ljubnega sˇtevila funkcij
y = f1:L + ϵ
= fL(fL−1(. . . f1(x))) + ϵ. (4.1)
V enacˇbi je ϵGaussov sˇum, ki ga priˇstejemo v vsakem sloju hierarhije. Tedaj zasˇumljene
vrednosti funkcije zberemo v vektor spremenljivk nivoja hl in zapiˇsemo rekurzivno
zvezo
hl = fl(hl−1) + ϵl. (4.2)
Z dodatno vpeljavo y , hL+1 in x , h0 je rekurzivna definicija globokih GP popolna.
Na Sliki 4.2 je graficˇen prikaz modela globokih GP z dvema skritima nivojema.
Slika 4.2: Globoki GP z dvema skritima nivojema. Slika po viru [4].
Sklepanje v modelu globokih GP z L prostori vhodnih spremenljivk {hl}Ll=1 je v
splosˇnem tezˇavno. Vrednosti spremenljivk vhodnega prostora obravnavamo kot laten-
tne spremenljivke in bi po njih radi integrirali. Zˇal integracija ni analiticˇno izracˇunljiva.
V ta namen je bil predstavljen hierarhicˇni GP-LVM-model [26].
Vecˇina globokih algoritmov potrebuje ogromno kolicˇino podatkov za ucˇenje [22]. Prila-
gajanje zapletenih, globokih modelov na malem sˇtevilu podatkov se zdi povsem odvecˇna
komplikacija, cˇe v zakup vzamemo racˇunsko kompleksnost in vrsto potrebnih aproksi-
macij, da je model analiticˇno sploh izracˇunljiv.
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Kadar uporabljamo vecˇslojno strukturo se pojavi vprasˇanje, ali v splosˇnem vecˇje sˇtevilo
slojev vedno vodi do boljˇsega modela. Cˇe za trenutek pozabimo problem prekomernega
prilagajanja in eksplozijo parametrov se izkazˇe, da kljub temu zelo globokih modelov
v praksi ne uporabljamo, saj obicˇajno vodijo do iskanja izjem v procesu in ne splosˇne
preslikave procesa [4]. Ali drugacˇe povedano, izkazˇe se, da zelo globoki modeli svojo
reprezentacijsko mocˇ osredotocˇijo na zelo majhnem vzorcu vhodnih podatkov. K srecˇi
nam bayesovski pristop na nek nacˇin tudi onemogocˇa, da bi model iskal prezapletene
strukture [25].
Racˇunska kompleksnost nLm2 globokih GP narasˇcˇa linearno s sˇtevilom nivojev in
skritih dimenzij in je skoraj neodvisna od dimenzije izhodnih vrednosti p [24]. S tem
postane model globokih GP zelo privlacˇen za obdelavo ogromnega sˇtevila podatkov [25].
Odvisnost od sˇtevila vhodnih podatkov je enaka kot v primeru modela GP-LVM. To
pomeni n3 v primeru nadzorovanega ucˇenja in nm2 za nenadzorovano ucˇenje (glej
poglavje 3.3.3).
4.1.1.1 Nenadzorovano ucˇenje
Obravnavajmo primer modela globokih GP. Model naj ima L skritih slojev z laten-
tnimi spremenljivkami {hl}Ll=1 in opazovanimi izhodi Y. Vmesno vozliˇscˇe l-tega ni-
voja, hl ∈ Rn, je sestavljeno iz izhodov tega nivoja in deluje kot vhod naslednjemu
skritemu nivoju, l + 1. Sloji so medsebojno povezani s preslikavami kot prikazuje
Slika 4.3. Vsaka preslikava predstavlja neodvisen GP, s kovariancˇno funkcijo kl in hi-
perparametri Θl. Vsak set latentnih spremenljivk hl dobimo kot izhod predhodnega
nivoja z dodatkom Gaussovega sˇuma ϵj ∼ N (0, β−1l I) po enacˇbi (4.2). Posamezen
nivo hierarhicˇne zgradbe modela globokih Gaussovih procesov torej predstavlja model
GP-LVM.
Slika 4.3: Graficˇni prikaz globokih GP za primer nenadzorovanega ucˇenja. Model ima
L = 2 skrita nivoja. Vodoravno poravnana vozliˇscˇa so del istega nivoja. Slika povzeta
po viru [4]
Skupno verjetnostno porazdelitev modela globokih GP z L skritimi nivoji zapiˇsemo [4]
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p(y, {hl}Ll=1) = p(y|hL)p(hL|hL−1) · · · p(h2|h1)p(h1), (4.3)
za p(h1) = N (h1|0, I) in pogojne verjetnosti
p(hl|hl−1) =
∫
p(hl|fl)p(fl|hl−1)dfl. (4.4)
Opazovane vrednosti izhodov uposˇtevamo z rekurzivno zvezo hL+1 , y. Velja torej [25]
p(h1|x) ∼ N (0,Kh1h1 + σ21I),
p(hi|hi−1) ∼ N (0,Khihi + σ2i I) in
p(y|hl−1) ∼ N (0,Kflfl + σ2l I).
Pravi izziv predstavlja ucˇenje modela globokih GP, sˇe posebej cˇe za to uporabljamo
postopek ucˇenja MAP [26]. Zˇe intuitivno se zdi, da bo postopek ucˇenja MAP proble-
maticˇen saj bo vsa skrita vozliˇscˇa {hl}Ll=1 interpretiral kot dodatne parametre modela.
V nadaljevanju se zato raje posluzˇujemo bayesovskega pristopa in integriramo po vseh
latentnih spremenljivkah. S tem se drasticˇno zmanjˇsa sˇtevilo parametrov saj vsak nov
sloj doprinese le variacijske parametre in ne tudi parametrov modela [4]. Dodatno
lahko z uporabo ARD lastnosti kovariancˇne funkcije avtomatsko sklepamo na dimen-
zionalnost strukture dinamicˇnega sistema.
Kljub bayesovskem pristopu so nelinearne kovariancˇne funkcije sˇe vedno problematicˇne.
Za vecˇjo nazornost tezˇave vzemimo model globokih GP z dvema skritima nivojema.
Robna verjetnost taksˇnega modela je
p(y) =
∫
p(y|h2)
(∫
p(h2|h1)p(h1)dh1
)
dh2. (4.5)
Integral po prostoru spremenljivk h1 lahko z definicijo pogojnih verjetnosti (4.4) zapiˇsemo
v obliki
p(h2) =
∫
p(h2|f2)p(f2|h1)p(h1)dh1f2 = ⟨p(h2|h1)⟩p(h1), (4.6)
kar ni izracˇunljivo, saj zaradi nelinearne kovariancˇne funkcije k1(h1,h1), verjetnostne
gostote p(h1) ne moremo razsˇiriti skozi funkcijo p(f2|h1). Do podobne situacije pridemo
na vsakem nivoju globokih GP [4]. Problem zapiˇsemo z rekurzivno zvezo
p˜(hl) = ⟨p(hl|hl−1)⟩p˜(hl−1). (4.7)
Z zgornjo tezˇavo analiticˇne neizracˇunljivosti se, podobno kot v poglavju 3.3, spopademo
z variacijskim pristopom.
4.1.2 Variacijsko sklepanje znotraj nivoja globokih GP
Obravnavajmo neizracˇunljiv integral (4.6). Podobno kot v modelu variacijskega GP-
LVM iz poglavja 3.3 vpeljemo navidezen verjetnostni prostor za vsak nivo. To po-
meni, da v model dodamo poljubne spremenljivke (xu)l in pripadajocˇe vrednosti ul.
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Vpeljava novih spremenljivk modela razsˇiri vsak cˇlen p(hl|hl−1) iz robne verjetnosti
(4.3) v p(hl|hl−1,ul). Le-ti so sedaj dodatno odvisni od vrednosti spremenljivk ul =
(u
(1)
l , . . . , u
(ml)
l ) in njihovih neodvisnih psevdo-vhodov (xu)l−1 = ((xu)
(1)
l−1, . . . , (xu)
(m1)
l−1 ),
za l = 2, . . . , L+1. Slika 4.3 graficˇno prikazuje zgradbo takega modela. V nadaljevanju
obravnave poenostavimo, da je sˇtevilo induciranih tocˇk ml na vseh nivojih enako.
Pogojno verjetnost (4.4) sedaj zapiˇsemo
p(hl|ul,hl−1) =
∫
p(hl|fl)p(fl|ul,hl−1)dfl, (4.8)
kjer je p(hl|fl) = N (hl|fl, β−1l I). Od tod
p(hl|ul,hl−1) = N (fl|al, K˜l), (4.9)
za definirana
al = Kfl−1ul−1K
−1
ul−1ul−1ul in (4.10)
K˜l = Kfl−1fl−1 −Kfl−1ul−1K−1ul−1ul−1Kul−1fl−1 . (4.11)
Toda verjetnost iz enacˇbe (4.9) je sˇe vedno problematicˇna: sˇirjenje verjetnostne gostote
hl−1 iz nivoja prej je sˇe vedno nemogocˇe [4]. Na tem mestu uporabimo enak trik kot
pri izpeljavi variacijskega GP-LVM-modela: Robno verjetnost (4.3) logaritmiramo in
uporabimo Jensenovo neenacˇbo
log p(y, {hl}Ll=1 | {ul}L+1l=2 ) = log p(y|hL,uL+1) +
L∑
l=2
log p(hl|hl−1,ul) + log p(h1)
≥
(
log p(h1) +
L+1∑
l=2
Ll
)
= L, (4.12)
pri cˇemer LL+1 navzdol omejuje log p(y|hL,uL+1), medtem ko za ostale cˇlene velja
Ll ≤ log p(hl|ul,hl−1). Tu je
Ll = logN (hl|al, β−1l I)−
βl
2
Tr(K˜l). (4.13)
Zgornja formulacija omogocˇa, da v nadaljevanju enacˇbo (4.12) integriramo po latentnih
prostorih {hl}Ll=1 in induciranih izhodnih vrednostih {ul}L+1l=2 ter se s tem znebimo
ogromnega sˇtevila spremenljivk [4].
4.1.3 Variacijsko sklepanje med nivoji globokega GP
V prejˇsnjem poglavju smo ocenili vrednost logaritma robne verjetnosti (4.12). V tem
poglavju se bomo z integracijo izraza znebili sˇe vseh latentnih spremenljivk {hl}Ll=1 in
induciranih vrednosti {ul}L+1l=2 . Zopet uporabimo variacijski pristop iz poglavja 3.3 in
uposˇtevamo, da so globoki GP le v slojih zlozˇeni variacijski GP-LVM-modeli.
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V matematicˇnem smislu bi radi aproksimirali logaritem robne verjetnosti
log p(y) = log
∫
p(y, {hl} | {ul})
L+1∏
l=2
p(ul)d {hl} d {ul} , (4.14)
kjer s krajˇsim zapisom oznacˇujemo {hl} = {hl}Ll=1 in podobno {ul} = {ul}L+1l=2 . Za
izracˇun zgornjega integrala vpeljemo variacijsko porazdelitev [4]
Q =
L∏
l=1
q(ul+1)q(hl) (4.15)
in uporabimo Jensenovo neenakost, da dobimo spodnjo oceno F ≤ log p(y) (izpeljava
v [4])
F =
∫
Q log p(y, {hl} | {ul})
∏L+1
l=2 p(ul)
Q d {hl} d {ul}
= ⟨log p(y, {hl} | {ul})⟩Q  
⟨L⟩Q
−
L+1∑
l=2
KL(q(ul)||p(ul)) +
L∑
l=1
H(q(hl)). (4.16)
Tu smo z H(·) oznacˇili Shannonovo informacijsko entropijo [27], ki meri kolicˇino in-
formacije. Bistvo nakljucˇnega procesa je njegova negotovost. Izidi so nepredvidljivi,
a vsaka nova meritev zmanjˇsa negotovost - nosi nekaj informacije o izidu. Negotovost
gotovega dogodka je nicˇ, H(p = 1) = 0. Tudi negotovost nemogocˇega dogodka je nicˇ,
saj v takem dogodku ni nicˇ nejasnega. Vrednost entropije je odvisna izkljucˇno od ver-
jetnostne porazdelitve q(hl) in je maksimalna, ko smo maksimalno negotovi, t.j. ko so
vsi izidi enako verjetni. Vecˇ o informacijski entropiji najdemo v delu [27].
Ker so vse verjetnostne porazdelitve p(·) v zgornjem funkcionalu (4.16) normalno po-
razdeljene, se tudi v primeru variacijskih porazdelitev q(hl) in q(ul) omejimo na druzˇino
Gaussovih funkcij. S tem postanejo vsi cˇleni v zgornji enacˇbi izracˇunljivi [4, 25].
Za Gaussovo porazdeljena q(hl) in q(ul) se variacijska porazdelitev Q iz enacˇbe (4.15)
prepiˇse v
Q = q({hl})q({ul})
=
L∏
l=1
[
N (hl|ml,Sl)N (ul+1|µl+1,Σl+1)
]
=
L∏
l=1
[
N (ul+1|µl+1,Σl+1)
n∏
i=1
N (h(i)l |m(i)l , s(i)l )
]
.
za posamezni nivo. Za serijo L nivojev [4] pa je
Q = q({Hl})q({Ul}) =
L∏
l=1
[ ql+1∏
j=1
N (u(j)l+1|µ(j)l+1,Σ(j)l+1)
n∏
i=1
N (h(i)l |m(i)l ,S(i)l )
]
, (4.17)
pri cˇemer je S
(i)
l diagonalna ql × ql matrika in Σ(j)l polna ml ×ml matrika.
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Koncˇno izpeljemo oceno prvega cˇlena iz spodnje meje verjetnosti funkcionala (4.16)
⟨L⟩Q = ⟨log p(h1)⟩q(h1) +
L+1∑
l=2
⟨Ll⟩q(hl−1)q(hl)q(ul). (4.18)
Koncˇno oblika funkcionala (4.16) za aproksimacijo spodnje meje strnemo v zapisu [4]
F =
L+1∑
l=2
(
⟨logN (hl|al, β−1l I)⟩q(hl−1)q(hl)q(ul) −
βl
2
⟨Tr(K˜l)⟩q(hl−1)
)
−
−KL(q(h1)||p(h1))−
L+1∑
l=2
KL(q(ul)||p(ul)) +
L∑
l=2
H(q(hl)), (4.19)
kjer opomnimo, da je hL+1 , y. Vsi cˇleni v zgornji aproksimaciji so izracˇunljivi. Sˇe
posebej Kullback-Leiblerjeve divergence in entropija predstavljajo zaradi Gaussovih
porazdelitev sila preprost preracˇun [4]. Konkretno
H(q(hl)) = 1
2
n∑
i=1
gl∑
j=1
(
log(2π) + 1 + log(S
(i)
l )
(j,j)
)
, (4.20)
cˇe z (S
(i)
l )
(j,j) oznacˇimo j-ti element diagonalne matrike S
(i)
l . Sˇe najbolj zahteven je prvi
cˇlen, ki pa ga razsˇirimo z uposˇtevanjem vseh Gaussovih porazdelitev. Tedaj opazimo,
da lahko vse pricˇakovane vrednosti glede na variacijsko porazdelitev q(hl) namesto
kovariancˇnih matrik zapiˇsemo s statistikami {Φ,Ψ, ξ} za vsak nivo posebej.
ξl = ⟨Tr(Kflfl)⟩q(Hl),
Ψl = ⟨Kflul⟩q(Hl) in
Φl = ⟨KflulKulfl⟩q(Hl).
Brez izpeljave (narejena v [4]) navedimo koncˇno obliko funkcionala (4.19), ki uposˇteva
vse nivoje in vpeljane statistike
F =
n∑
i=1
[ p∑
j=1
⟨L(i,j)L+1⟩Q +
L∑
l=2
gl∑
j=1
⟨L(i,j)l ⟩Q −KL(q(h(i)1 )||p(h(i)1 ))+
+
1
2
L∑
l=1
ql∑
j=1
(
log(2π) + 1 + log(S
(i)
l )
(j,j)
)]
−
L+1∑
l=1
ql∑
j=1
KL(q(u
(j)
l )||p(u(j)l )), (4.21)
kjer je
⟨L(i,j)l+1 ⟩Q =−
1
2
log(2πβ−1l+1) +
βl+1
2
Tr
(
(m
(i,j)
l+1 )
2 + (S
(i)
l+1)
(j,j)
)
− βl+1Tr
(
m
(i,j)
l+1Ψ
(i)
l K
−1
ulul
µ
(j)
l+1
)
− βl+1
2
(
ξˆ
(i)
l − Tr(Φ(i)l K−1ulul)
)
− βl+1
2
Tr
(
K−1ulul
(
µ
(j)
l+1(µ
(j)
l+1)
⊤ +Σl+1
)
K−1ululΦ
(i)
l
)
. (4.22)
Analiticˇna izracˇunljivost spodnje meje (4.21) temelji na enakih pogojih kot izracˇunljivost
variacijskega GP-LVM-modela. Kovariancˇna funkcija mora biti taka, da je konvolucija
z Gaussovo porazdelitvijo q(h) izracˇunljiva. Za optimizacijo se po navadi uporabljajo
gradientne metode [4]. Pri tem dolocˇimo
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– hiperparametre modela: {βl,Θf,l}L+1l=2 in
– variacijske parametre
{
(xu)l,ml,
{
diag(S
(i)
l ),µl+1,Σl+1
}n
i=1
}L
l=1
.
4.1.4 Nadzorovano ucˇenje
Mozˇnost, da lahko zapiˇsemo skupno verjetnostno porazdelitev za globoke GP ima veliko
prednost. S tem je prehod iz nenadzorovanega ucˇenja v nadzorovano zelo preprost.
Graficˇno je primer nadzorovanega ucˇenja prikazan na Sliki 4.4(b).
Slika 4.4: Graficˇni prikaz globokih GP. (a) primer nenadzorovanega in (b) primer
nadzorovanega ucˇenja z induciranimi spremenljivkami in L = 2 skritima nivojema.
Vodoravno poravnana vozliˇscˇa so del istega nivoja. Slika povzeta po viru [4]
Za primer nadzorovanega ucˇenja le dodamo pogoj na vrhu modela [4, 24]. Odvisnost
od izmerjenih vrednosti se nato pojavi v vseh pogojnih verjetnostih, ki vkljucˇujejo
prvi nivo h1, npr. p(h1) piˇsemo kot p(h1|x). K srecˇi so vrednosti x deterministicˇne
in njihova propagacija z nelinearno preslikavo f ni problematicˇna. Potemtakem tudi
izracˇun Gaussove porazdelitve p(h1|x) ne predstavlja vecˇ tezˇave. Cˇe pa je temu tako,
so vsi triki navideznega prostora odvecˇ, kot tudi inducirane tocˇke najviˇsjega sloja.
Cˇeprav nadzorovan model ucˇenja vpelje dodaten nivo v hierarhicˇni strukturi, pa tega
nivoja ne sˇtejemo med skrite sloje, saj je njegova vloga in tudi pomen povsem drugacˇen.
Od tod sledi, da imata oba modela na Sliki 4.4 enako sˇtevilo skritih slojev.
Pri razvoju nadzorovanega ucˇenja je potrebno posebno pozornost nameniti le pravilni
definiciji odvisnosti verjetnosti od x tam, kjer je to potrebno. Ali drugacˇe povedano,
za nadzorovano ucˇenje je variacijska distribucija Q povsem enaka kot v enacˇbi (4.17),
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spremeni se faktorizacija latentnega prostora
q({Hl}) =
q1∏
j=1
N (h(j)1 |m(j)1 ,S(j)1 )
L∏
l=2
n∏
i=1
N (h(i)l |m(i)l ,S(i)l ). (4.23)
Ostali postopek izracˇune spodnje meje robnega verjetja in napovedi modela iz prejˇsnjih
poglavij ostaja nespremenjen.
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5 Ilustrativni primer identifikacije
nelinearnega dinamicˇnega sistema
Teoreticˇno znanje iz prejˇsnjih poglavij bomo prikazali na primeru identifikacije di-
namicˇnega sistema. Na sinteticˇnih podatkih bomo preizkusili delovanje modela globo-
kih GP. Rezultate bomo primerjali z modelom GP-LVM iz poglavja 3.
Cilj sinteticˇnega eksperimenta je na prakticˇnem primeru prikazati uporabnost regre-
sijskega modela globokih GP. Radi bi identificirali zvezo med vhodnimi in izhodnimi
vrednostmi podatkov. Pri tem zˇelimo pravilno napovedati vrednost izhoda en korak
vzorcˇenja podatkov vnaprej, t.j. da je razlika med meritvijo in napovedjo modela pri
novih vhodnih podatkih cˇim manjˇsa. Manjˇsa kot je negotovost povezana z napovedjo
modela, bolj smo z rezultati zadovoljni.
Rezultate ovrednotimo na dva nacˇina. Cˇe ni drugacˇe navedeno, graficˇno prikazujemo
ujemanje napovedi modela z meritvami iz testne mnozˇice. V ta namen na grafih iz-
risujemo vrednosti napovedi µ(k) ter napako e(k) definirano kot absolutno vrednost
razlike med napovedanimi in testnimi vrednostmi, npr. Slika 5.4. Pri obeh grafih s sivo
pobarvanim obmocˇjem oznacˇujemo interval 95 % zaupanja, t.j. ±2σ.
Naj poudarimo, da v splosˇnem opazujemo vecˇdimenzionalni regresijski problem. V ve-
liki meri se za primerjavo rezultatov obeh modelov oziramo na dvodimenzionalne grafe,
npr. Slika 5.4. Za objektivno merilo kakovosti prilagajanja napovedanih in testnih vre-
dnosti pa bomo uporabili normalizirano vrednost korena srednje vrednosti kvadraticˇne
napake (angl. Normalized Root Mean Square Error - NRMSE ). Njena definicija je [28]:
eNRMSE = 1− ||yref − µ||
2
||yref − ⟨yref⟩||2 , (5.1)
kjer je yref vektor testnih vrednosti, µ vektor napovedanih vrednosti izhoda in z ⟨·⟩
oznacˇujemo povprecˇno vrednost komponent vektorja. Odstopek eNRMSE je definiran
za vrednosti na intervalu [1,−∞) pri cˇemer 1 oznacˇuje popolno ujemanje in −∞ zelo
slabo ujemanje napovedi z referencˇnimi vrednostmi. Kadar je eNRMSE = 0, ni prileganje
nicˇ boljˇse od konstantne srednje vrednosti vektorja yref . Zavedajmo se, da z NRMSE
napako vecˇdimenzionalni problem prikazujemo v eni dimenziji.
Cˇe ni drugacˇe navedeno, uporabljamo sledecˇo konfiguracijo:
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– v obeh modelih (GP-LVM in globokih GP) uporabljamo Gaussovo kovariancˇno funk-
cijo iz poglavja 2.3 s cˇimer omogocˇimo ARD in
– 100 induciranih tocˇk za model GP-LVM in 10 induciranih tocˇk za model globokih
GP. S takim sˇtevilom induciranih tocˇk smo dosegli optimalen kompromis med napako
eNRMSE in cˇasom izracˇuna modela.
V sklopu magistrskega dela uporabljamo zˇe napisano programsko opremo. Avtor pro-
gramske opreme, Andreas C. Damianou, omogocˇa prost dostop do programske imple-
mentacije globokih GP na spletni strani [29] za programsko okolje Python. Na voljo je
tudi programski paket v okolju MATLAB [30]. V konkretnem primeru smo v prvi fazi
laboratorijskega dela uporabljali okolje MATLAB, a kasneje uposˇtevali avtorjev nasvet
in vso analizo opravili v programskem okolju Python. Dolocˇene datoteke programskega
paketa smo prilagodili zahtevam konkretnega primera, sicer pa v matematicˇno jedro
programa nismo posegali. V veliko pomocˇ pri razumevanju programskega paketa je
doktorska disertacija [4] in kratka predstavitev dostopna na spletnem naslovu [31].
Pri vrednotenju ilustrativnega primera uporabljamo prenosni racˇunalnik z 64-bitnim
operacijskim sistemom Windows 10, i7-6500U 2,5 GHz dvojedrnim procesorjem in 8
GB delovnega spomina.
5.1 Opis sistema
Kot del sinteticˇnega eksperimenta zˇelimo modelirati dinamiko nelinearnega nihanja.
Sistem mase m, dusˇilke z viskoznim faktorjem dusˇenja d in nelinearno vzmetjo k(y(t))
je simulirano z elektronskim vezjem [15,16]. Mehanski ekvivalent dinamicˇnega sistema
je skiciran na Sliki 5.1.
Slika 5.1: Skica mehanskega sistema, ki ga simuliramo z elektricˇnim vezjem.
Odmik mase y(t) (izhodna vrednost) iz ravnovesne lege je povezana s silo vzbujanja
u(t) (vhodna vrednost) sistema. Gibalna enacˇba sistema je nelinearna
m
d2y(t)
dt2
+ d
dy(t)
dt
+ k(y(t))y(t) = u(t), (5.2)
saj je koeficient vzmeti odvisen od odmika iz ravnovesne lege
k(y(t)) = a+ by(t)2. (5.3)
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Za majhne odmike y(t) po navadi zanemarimo nelinearni del koeficienta vzmeti. To-
krat se osredotocˇamo prav na nelinearni del, saj naj bi tako model GP-LVM kot tudi
model globokih GP uspesˇno identificirala dinamiko nelinearnih sistemov. Celoten mo-
del odmika bomo identificirali kot cˇrno sˇkatlo in ne bomo uposˇtevali strukture iz enacˇb
(5.2) in (5.3).
5.2 Podatki
Izmerjene vrednosti {u(t), y(t)} elektricˇnega vezja locˇimo v ucˇno in testno mnozˇico. Z
ucˇno mnozˇico model naucˇimo zveze med vhodnimi in izhodnimi vrednostmi, s testnimi
podatki pa preverjamo kako uspesˇno je bilo ucˇenje modela. Pravimo jima tudi mnozˇici
podatkov za identifikacijo in vrednotenje. Po navadi v ucˇno mnozˇico pospravimo vse
podatke, ki so dobri, t.j. vsebujejo nove informacije o sistemu, so popolni, nimajo
prevecˇ sˇuma, itd. V testno mnozˇico pa shranimo vse ostalo, kar pacˇ ostane.
V konkretnem primeru imamo podatke (glej [15]) zˇe locˇene. Na voljo imamo 10 000
ucˇnih in 4000 testnih vrednosti vhodov u(t) in izhodov y(t) zajetih s frekvenco 610.35
Hz. Preden jih prepustimo optimizacijskim algoritmom programske opreme, je po-
trebno sˇe nekaj predobdelave.
Na Sliki 5.2 je izrisanih prvih 300 vhodno-izhodnih vrednosti.
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Slika 5.2: Prvih 300 vrednosti vhodnih in izhodnih vrednosti sinteticˇnih podatkov.
Na absciso nanasˇamo zaporedno sˇtevilo meritve k.
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5.2.1 Predobdelava podatkov
Izkazˇe se, da sta oba modela v fazi ucˇenja bolj ucˇinkovita, kadar je povprecˇje podatkov
enako 0 in njihova varianca enaka 1 [4]. V praksi to pomeni, da meritve sistema
u(t) in y(t) iz testne in ucˇne mnozˇice standardiziramo. V nadaljevanju prikazujemo
postopek za normalizacijo vhodnih vrednosti u(t). Povsem enaki koraki so potrebni za
standardizacijo ucˇnih in testnih vrednosti izhodov y(t).
Ker so meritve opravljene ob ekvidistantnih diskretnih cˇasih, se hkrati znebimo zapisa
u(t) → u(k), pri cˇemer je k ∈ Z+ zaporedno sˇtevilo meritve. Proces standardizacije
zahteva operaciji
1. odsˇtevanja povprecˇne vrednosti u˜(k) = u(k)− ⟨u⟩ in nato sˇe
2. normalizacijo standardne deviacije uˆ(k) = u˜(k)
σu˜
,
pri cˇemer je u(k) k-ta komponenta vektorja u v katerem so zbrane vrednosti iz ucˇne
in testne mnozˇice. S simbolom ⟨·⟩ oznacˇujemo povprecˇenje po komponentah in z σu˜
standardno deviacijo komponent. Proces ponovimo za vsako komponento u iz vektorja
u. Vektor uˆ(k) ima tedaj dve lastnosti:
⟨uˆ⟩ = 0 in (5.4)
Var(uˆ) = 1. (5.5)
V nadaljevanju pozabimo na oznako s stresˇico in privzamemo, da imajo vsi numericˇni
podatki od tod dalje zgornji dve lastnosti (5.4) in (5.5).
5.2.2 Regresorski vektor
Dinamicˇni sistem je vsak sistem, katerega trenutno stanje je odvisno od prejˇsnjih
stanj [21]. Dinamicˇni sistem v zveznem prostoru opiˇsemo z diferencialnimi enacˇbami.
Diskretiziran sistem pa je predstavljen z diferencˇnimi enacˇbami. V zveznem prostoru
odvisnost od prejˇsnjih stanj prepoznamo kot odvode po cˇasu, v diskretnem prostoru
pa kot zakasnitve vrednosti razlicˇnih fizikalnih spremenljivk. Obravnavani sistem iz
poglavja 5.1 je tako dinamicˇni sistem.
Isˇcˇemo preslikavo iz vecˇdimenzionalnega prostora vhodnih vrednosti Z ∈ Rn×q v vektor
izhodnih vrednosti sistema y ∈ Rn.
yi(k) = f(zi) + ϵi, ϵi ∼ N (0, β−1I), (5.6)
kjer je ϵi Gaussov sˇum in zi regresorski vektor, v katerem so zbrane vse vhodne vrednosti
modela.
Regresorski vektor zi predstavlja vrstico matrike Z in je v dinamicˇnih sistemih sesta-
vljen iz zakasnjenih vrednosti vhodov in izhodov
zi = (y(k − 1), y(k − 2), . . . , y(k − l), u(k − 1), u(k − 2), . . . , u(k −m)), (5.7)
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Slika 5.3: Graficˇni prikaz modela NARX. Slika po viru [10].
pri cˇemer z l oznacˇujemo najvecˇjo zakasnitev izhodnih vrednosti in z m najvecˇjo zaka-
snitev vhodnih vrednosti. Taksˇna sestava regresorja je znana tudi pod imenom NARX
(angl. nonlinear autoregressive model with exogenous input) [7, 10], ki je graficˇno pri-
kazan na Sliki 5.3. Red dinamicˇnega sistema dolocˇa sˇtevilo zakasnitev izhoda l.
V splosˇnem je potrebno za uspesˇno identifikacijo sistema ugotoviti strukturo regresor-
skega vektorja. Slednje je lahko precej tezˇavno in zamudno delo, sˇe posebej v primeru
modelov cˇrne sˇkatle, kjer ne poznamo fizikalne narave sistema in njegovih zakonitosti.
Ker ne poznamo reda dinamicˇnega sistema, lahko v regresorskem vektorju uposˇtevamo
neoptimalno sˇtevilo cˇasovnih zakasnitev. Prevecˇ zakasnitev in s tem regresorjev je z
racˇunskega staliˇscˇa prevecˇ obremenjujocˇe ter posledicˇno model prezapleten. S premalo
zakasnitvami pa poglavitno dinamiko sistema praviloma preslabo opiˇsemo. Nekatere
metode za dolocˇitev regresorjev na podlagi identifikacije dinamicˇnega reda sistema z
Gaussovimi procesi najdemo v [10] in [8]. Lahko pa uberemo tudi bolj empiricˇen pri-
stop in z ARD lastnostjo kovariancˇnih funkcij ter poskusˇanjem razlicˇnih zakasnitev
poiˇscˇemo optimalno obliko regresorskega vektorja, kar pa je lahko zelo zamudno.
V konkretnem primeru iz poglavja 5.1 z iskanjem oblike regresorskega vektorja nimamo
tezˇav, saj so avtorji cˇlanka [17] zˇe ugotovili, da regresor oblike
zi = (y(k − 4), y(k − 2), y(k − 1), u(k − 3), u(k − 2), u(k − 1)), (5.8)
dobro opiˇse dinamiko sistema.
5.3 Identifikacija in ugotovitve
S podatki in programsko opremo smo opravili vecˇ serij eksperimentov. V nadaljevanju
prikazujemo le najpomembnejˇse ugotovitve in rezultate. Najvecˇjo pozornost smo na-
menili razlicˇnim inicializacijam hiperparametrov, latentnega prostora ter induciranih
spremenljivk. Preverili smo tudi kako na rezultate modela globokih GP vpliva vecˇje
sˇtevila skritih slojev, uporaba apriornega verjetja in razlicˇno sˇtevilo induciranih tocˇk.
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5.3.1 Nakljucˇna inicializacija
Analizo sinteticˇnih podatkov opravimo z regresorskim vektorjem kot ga definirajo av-
torji dela [17]. Le-ti trdijo, da je obravnavani sistem cˇetrtega reda in da vso poglavitno
dinamiko opiˇsemo z regresorskim vektorjem v enacˇbi (5.8).
Inicializacija vseh hiperparametrov, latentnih in induciranih spremenljivk naj bo za-
enkrat nakljucˇna. Zaenkrat se omejimo na le en skriti sloj v modelu globokih GP.
Rezultati obeh modelov so na Sliki 5.4, kjer prikazujemo le majhen del iz domene te-
stnih podatkov, t.j. le 50 testnih meritev na intervalu k ∈ [2000, 2050]. V nasprotnem
primeru so namrecˇ grafi povsem neberljivi in bi jih le stezˇka komentirali. Cˇrtkana
cˇrta na grafu prikazuje izmerjen odziv sistema, polna cˇrta napoved modela in s sivo je
obarvan interval 95 % zaupanja.
S primerjavo modelov na Sliki 5.4 in rezultatov v Preglednici 5.1 ugotovimo, da se
z nakljucˇno inicializacijo pri danih sinteticˇnih podatkih oba modela priblizˇno enako
dobro naucˇita preslikave med vhodnimi in izhodnimi vrednostmi. Napovedi modela
globokih GP se kljub manjˇsemu sˇtevilu induciranih tocˇk ujemajo z realnimi meritvami
enako dobro kot napovedi modela GP-LVM. Rezultati analize so v splosˇnem boljˇsi v
korist modela globokih GP.
Model Sˇt. induciranih tocˇk Cˇas racˇunanja [s] eNRMSE ⟨2σ⟩
GP-LVM 100 135 0.972 0.354
Globoki GP 10 8 0.970 0.148
Legenda: ⟨2σ⟩ povprecˇna negotovost napovedi modela
Preglednica 5.1: Glavne karakteristike obeh regresijskih modelov z nakljucˇno iniciali-
zacijo.
Najpomembneje je, da smo z modelom globokih GP nasˇli boljˇsi lokalni minimum. Sle-
dnjo informacijo iz Slike 5.4 razberemo kot bistveno vecˇjo negotovost napovedi modela
GP-LVM. Povprecˇna vrednost negotovosti je podana v Preglednici 5.1. Oba modela se
zelo dobro naucˇita preslikave f (za objektivno merilo glej eNRMSE v Preglednici 5.1).
Razliko dveh tisocˇink NRMSE napake lahko zanemarimo. Opazimo tudi, da je model
globokih GP s cˇasovnega staliˇscˇa bistveno manj zahteven.
Izracˇun modela GP-LVM smo tisocˇkrat ponovili, a pri tem z nakljucˇno inicializacijo
nismo nasˇli boljˇsega ali vsaj ekvivalentno dobrega lokalnega minimuma, kot ga najde
model globokih GP. Izkazˇe pa se, da brez tezˇav najdemo sˇe boljˇsi lokalni minimum
modela globokih GP (glej naslednje poglavje 5.3.2).
Na Sliki 5.5 so izrisane vrednosti hiperparametrov kovariancˇne funkcije. Posamezno
vrednost hiperparametra interpretiramo kot utezˇ pripadajocˇe prostostne stopnje re-
gresorskega vektorja - obcˇutljivost modela na prostostno stopnjo. Opazimo, da ima
najvecˇjo utezˇ komponenta y(k − 4), medtem ko so utezˇi ostalih zakasnitev priblizˇno
enake.
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Slika 5.4: Rezultati nakljucˇne inicializacije obeh modelov za osnovno obliko regresorja
in k ∈ [2000, 2050].
5.3.2 Premiˇsljena inicializacija modela globokih GP
Hiperparametre modela ter latentne in inducirane spremenljivke lahko inicializiramo
nakljucˇno ali premiˇsljeno. Premiˇsljena inicializacija pomeni, da nekatere spremenljivke
inicializiramo z dolocˇenimi vrednostmi in preverimo, kako se s tem spremenijo rezul-
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Slika 5.5: Utezˇi posameznih prostostnih stopenj regresorskega vektorja.
tati modela. Premiˇsljena zato, ker po navadi najprej poiˇscˇemo tiste hiperparametre ali
spremenljivke, ki mocˇno vplivajo na numericˇno stabilnost modela. Tem dolocˇimo vre-
dnosti in sˇele potem spreminjamo vrednosti ostalih hiperparametrov in spremenljivk.
S premiˇsljeno inicializacijo hiperparametrov ter induciranega in latentnega prostora, bi
morali v principu poiskati boljˇsi lokalni minimum ali sˇe boljˇse, globalnega. S tem se
mocˇno zmanjˇsa negotovost napovedanih vrednosti modela.
V predhodnem poglavju smo ugotovili, da oba modela v primeru nakljucˇne iniciali-
zacije hiperparametrov, latentnega in induciranega prostora kljub vecˇkratnim pono-
vitvam vztrajno zaideta v relativno slab lokalni minimum. Drugacˇna inicializacija
modela GP-LVM ni vodila do boljˇsih rezultatov. Po tisocˇ ponovitvah so na Sliki 5.4
prikazani najboljˇsega lokalnega minimuma, kot ga najdemo z nakljucˇno inicializacijo.
S premiˇsljeno inicializacijo nismo uspeli dobiti boljˇsih rezultatov. V nadaljevanju zato
obravnavamo le razlicˇne inicializacije modela globokih GP, medtem ko inicializacijo
modela GP-LVM ohranimo nakljucˇno.
V splosˇnem ni pravila kako inicializirati parametre, da bo program zasˇel v najboljˇsi
lokalni minimum. Izkazalo se je, da je konvergenca optimizacijskega postopka zelo po-
gojena z inicializacijo latentnega prostora. Z nepravilno izbiro smo kaj kmalu podvojili
cˇas izracˇuna in pri tem docˇakali silno slabe rezultate - do 10-krat vecˇjo negotovost
napovedi in NRMSE napako priblizˇno 0.1-0.4. Na Sliki 5.6 so rezultati modela globo-
kih GP, pri katerem smo za inicializacijo latentnega prostora vzeli 9996 (sˇtevilo ucˇnih
podatkov) enakomerno porazdeljenih sˇtevil na intervalu [0, 1]. To je zˇe zadostovalo za
precej boljˇse rezultate v primerjavi z nakljucˇno inicializacijo modela.
Odvisnost modela od ostalih parametrov, npr. hiperparametri kovariancˇne funkcije,
varianca latentnih spremenljivk, inducirane spremenljivke ipd., smo pustili nakljucˇno,
saj smo s spreminjanjem njihovih vrednosti rezultate le poslabsˇali. Eksperiment smo
s privzeto inicializacijo latentnega prostora ponovili tisocˇkrat, a pri tem nismo nasˇli
boljˇsega lokalnega minimuma.
S primerjavo rezultatov nakljucˇne inicializacije na Sliki 5.4 in rezultatov premiˇsljene
inicializacije na Sliki 5.6 opazimo, da smo s staliˇscˇa negotovosti sˇe dodatno izboljˇsali
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Slika 5.6: Rezultati modela globokih GP s premiˇsljeno inicializacijo parametrov.
model globokih GP. S tem je bil dosezˇen primarni cilj premiˇsljene inicializacije. Z
njo smo sicer nekoliko podaljˇsali cˇas izracˇuna, a dosegli vecˇ kot pol manjˇso negotovost
meritev (glej Preglednici 5.2 in 5.1). Obenem se izboljˇsa NRMSE napaka, ki sedaj znasˇa
0.976 v primeru s prejˇsnjih 0.970 iz nakljucˇne inicializacije. Izboljˇsanje NRMSE napake
je sicer dobrodosˇlo, a sprememba 6 tisocˇink ni kljucˇnega pomena. Pomembneje je to,
da smo s premiˇsljeno inicializacijo dosegli skoraj trikrat manjˇso negotovost napovedi
modela.
Model Cˇas racˇunanja [s] eNRMSE ⟨2σ⟩ Premiˇsljena inicializacija
Globoki GP
8 0.970 0.148 ×
31 0.976 0.054
Legenda: ⟨2σ⟩ povprecˇna negotovost napovedi modela
Preglednica 5.2: Primerjava modela globokih GP z nakljucˇno in premiˇsljeno inicializa-
cijo.
5.3.3 Dodatni eksperimenti
Rezultati modela globokih GP z vecˇ kot enim skritim slojem so bili venomer slabsˇi in
cˇasovno zahtevnejˇsi. V Preglednici 5.3 so zbrani podatki eksperimentov z vecˇ skritimi
sloji. V vseh poskusih z vecˇjim sˇtevilom skritih slojev je bila negotovost napovedi vecˇja,
cˇas izracˇuna daljˇsi, vrednost NRSME napake pa manj ugodna. Zakljucˇimo lahko, da
vecˇje sˇtevilo slojev v konkretnem primeru ne vodi do boljˇsega regresijskega modela.
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Sˇt. skritih slojev Cˇas racˇunanja [s] eNRMSE ⟨2σ⟩
1 8 0.974 0.142
2 49 0.971 0.155
3 73 0.965 0.229
4 90 0.963 0.273
Legenda: ⟨2σ⟩ povprecˇna negotovost napovedi modela
Preglednica 5.3: Vpliv sˇtevila slojev na model globokih GP.
V serijah eksperimentov smo skusˇali boljˇsi rezultat dosecˇi tudi z definicijo apriornega
verjetja nad parametri. Rezultati sicer niso bili slabi, a se nam kljub temu ni uspelo
priblizˇati rezultatom na Sliki 5.6.
Sˇe manjˇso negotovost napovedi modela globokih GP dosezˇemo na racˇun vecˇjega sˇtevila
induciranih tocˇk (glej Sliko 5.7 in Preglednico 5.4). Cˇe sˇtevilo induciranih tocˇk z 10
povecˇamo na 100, se negotovost in tudi NRMSE napaka mocˇno izboljˇsata. Se pa v
zakup temu za faktor 60 podaljˇsa cˇas izracˇuna. Vecˇje sˇtevilo induciranih tocˇk modela
GP-LVM ni vodilo do boljˇsih rezultatov.
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Slika 5.7: Rezultati modela globokih GP s premiˇsljeno inicializacijo parametrov in
100 induciranimi tocˇkami.
Medtem ko je model z 10 induciranimi tocˇkami najbolj obcˇutljiv na inicializacijo la-
tentnega prostora, je obcˇutljivost modela globokih GP s 100 induciranimi tocˇkami na
Sliki 5.7 mocˇno odvisna od vecˇjega sˇtevila incializiranih parametrov. Inicializacije, ki
smo jih uporabili so:
– varianca kovariancˇne matrike je 20,
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Model Sˇt. induciranih tocˇk Cˇas racˇunanja [s] eNRMSE ⟨2σ⟩
Globoki GP
10 31 0.976 0.054
100 1902 0.984 0.031
Legenda: ⟨2σ⟩ povprecˇna negotovost napovedi modela
Preglednica 5.4: Odvisnost modela globokih GP od sˇtevila induciranih tocˇk.
– horizontalni skalirni faktor kovariancˇne matrike je 10,
– latentni prostor inicializiramo z 9996 vrednostmi med -1 in 1,
– inducirane tocˇke skritega sloja inicializiramo enako kot latentni prostor,
– varianca kovariancˇne matrike skritega sloja je 80 in
– horizontalni skalirni faktor kovariancˇne matrike skritega sloja je 15.
5.3.4 Zakljucˇki
Oba modela se dobro naucˇita zveze med vhodnim prostorom Z in izhodnimi vrednostmi
y. Rezultati nakljucˇne inicializacije modela globokih GP sicer niso slabi, a lahko z ne-
koliko vecˇ truda dobimo bistveno boljˇse. Boljˇsega lokalnega minimuma nam z modelom
GP-LVM in nakljucˇno inicializacijo po 1000 ponovitvah ni uspelo najti. S sˇe vecˇjim
sˇtevilom ponovitev eksperimenta bi to morda uspelo. Z nekoliko vecˇ truda smo uspesˇno
izboljˇsali rezultate modela globokih GP. S premiˇsljeno inicializacijo modela globokih
GP smo poiskali boljˇsi lokalni minimum, kot ga najde nakljucˇno inicializiran model.
V splosˇnem lahko ocenimo, da je v konkretnem primeru sinteticˇnih podatkov model
globokih GP boljˇsi in hitrejˇsi v primerjavi z GP-LVM modelom. Izkazˇe se, da je
obravnavani sistem ravno dovolj kompleksen, da se pokazˇejo prednosti modela globokih
GP.
V sklopu ilustrativnega eksperimenta smo dosegli zadani cilj - z modelom globokih
GP smo identificirali nelinearni dinamicˇni sistem in pokazali lastnosti modela globokih
GP. Vsa teoreticˇna dognanja iz predhodnih poglavij smo pokazali na prakticˇnem pri-
meru. V Preglednici 5.4 in na Sliki 5.7 prikazujemo uspesˇnost modela globokih GP pri
identifikaciji nelinearnega dinamicˇnega sistema. Model se je uspesˇno naucˇil preslikave
med vhodnimi in izhodnimi vrednostmi. Z negotovostjo napovedanih vrednosti modela
globokih GP na Sliki 5.8 smo zadovoljni, saj vidimo, da smo s premiˇsljeno inicializacijo
napako precej zmanjˇsali negotovost napovedanih vrednosti.
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Slika 5.8: Napaka in negotovost napovedi obeh modelov za vse testne podatke.
44
6 Napoved temperature
V prejˇsnjem primeru smo pokazali, da lahko z globokimi GP uspesˇno modeliramo
nelinearne dinamicˇne sisteme. V nadaljevanju metodo modeliranja z globokimi GP
uporabimo tudi na realnem problemu: napoved temperature v okolici JEK za pol ure
vnaprej.
Cilj tega poglavja je dolocˇiti zvezo med vhodno-izhodnimi vrednostmi izmerjenih me-
teorolosˇkih spremenljivk. Model zˇelimo naucˇiti tako dobro, da bodo napovedane vre-
dnosti cˇim blizˇje dejanski meritvi in negotovost povezana z napovedjo cˇim manjˇsa.
Napovedane vrednosti modela globokih GP tudi tokrat primerjamo s preprostejˇsim
modelom GP-LVM, ki je v predhodnem poglavju vselej uspesˇno poiskal dokaj dober
lokalni minimum. Podobno kot v prejˇsnjem poglavju, rezultate obeh modelov primer-
jamo na osnovi dvodimenzionalnih grafov. Na posamezni sliki prikazujemo napovedane
vrednosti modela µ(k) in testne podatke ter napako e(k) definirano kot absolutno vre-
dnost razlike med njima, npr. Slika 6.6. Pri obeh grafih s sivo pobarvanim obmocˇjem
oznacˇujemo interval 95 % zaupanja. Za objektivno vrednotenje ujemanja napovedanih
in testnih vrednosti se zanasˇamo na NRMSE-napako iz enacˇbe (5.1).
Cˇe v poglavju ni drugacˇe navedeno, uporabljamo sledecˇo konfiguracijo:
– v obeh modelih (GP-LVM in globokih GP) uporabljamo Gaussovo kovariancˇno funk-
cijo iz poglavja 2.3 s cˇimer omogocˇimo ARD in
– 100 induciranih tocˇk za model GP-LVM in 10 induciranih tocˇk za model globokih
GP. S takim sˇtevilom induciranih tocˇk dosezˇemo optimalen kompromis med eNRMSE
napako in cˇasom izracˇuna modela.
Pri analizi vecˇjega sˇtevila podatkov z modelom GP-LVM se izkazˇe, da prenosni racˇunalnik
z 8 GB delovnega spomina vecˇ ne zadostuje. V namen raziskovalnega dela smo na tem
mestu uporabljali strezˇnik z i5-6400 2,7 GHz sˇtirijedrnim procesorjem in kar 24 GB
delovnega spomina. Slednja konfiguracija je zadosˇcˇala za vso nadaljnjo analizo.
6.1 Opis sistema
Osrednji problem obsega napoved mikroskopske klime v okolici JEK, t.j. v radiju dveh
kilometrov in manj. V primeru nesrecˇe in odpovedi varnostnih sistemov v JEK se od
pristojnih organov namrecˇ pricˇakuje, da bodo ustrezno ukrepali. Primerna reakcija,
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poleg vseh predpisanih varnostnih protokolov, obsega tudi morebitno evakuacijo pre-
bivalcev iz okoliˇskih vasi. Pri tem je v veliko pomocˇ, cˇe lahko z uporabo meteorolosˇkih
modelov zanesljivo predvidimo vsaj nekatere meteorolosˇke parametre. Dolgorocˇni cilj
je cˇim bolj natancˇna napoved gibanja zracˇne mase in s tem morebitnega sˇirjenja oblaka
radioaktivnih delcev.
V sklopu tega poglavja skusˇamo iz meritev razlicˇnih meteorolosˇkih spremenljivk in
uporabo modela globokih GP napovedati temperaturo zraka 2 m nad tlemi.
Temperatura zraka ima zelo bogate dinamicˇne lastnosti (glej Sliko 6.2) [19]. Poleg
dnevnih nihanj imamo letne cˇase, ohladitve po padavinah, vrocˇinske vale, obdobja
polarne zime in druge vremenske pojave pri katerih obcˇutimo tudi spremembo tem-
perature. Naravna sprememba temperature je pocˇasen proces, po navadi povezan s
spremembo drugih parametrov, npr. tik pred fronto ali nevihto, ki zrak ohladi, se
zracˇni tlak zmanjˇsa. Podobna opazˇanja danes uposˇtevajo sˇtevilne kratkorocˇne mete-
orolosˇke napovedi [18]. Tudi pooblacˇitev, zaradi katere kratkovalovno soncˇno sevanje
vecˇ ne greje tal, zaustavi oddajanje toplote v okoliˇsko zracˇno maso. Podobno oblacˇna
nocˇ preprecˇuje uhajanje dolgovalovnega sevanja segretih tal iz atmosfere - takrat se
zbudimo v toplo jutro.
Razumeti moramo, da lahko informacije o trendu temperature zraka dobimo iz zelo
sˇirokega nabora meteorolosˇkih spremenljivk. Glavni cilj vsake identifikacije dinamicˇnega
sistema je, da iz meteorolosˇkih meritev, ki so nam na voljo, zaobjamemo vse nasˇtete
in tudi nenasˇtete pojave.
Atmosfera je zelo kompleksen sistem [19]. Radi bi napovedali temperaturo 2 m nad
tlemi, t.j. temperaturo v prizemni plasti atmosfere kjer je ogromno vplivnih velicˇin -
merljivih in tudi nemerljivih. Jasno je, da so v prizemni plasti prisotne mocˇne tur-
bulence zracˇnih mas in vertikalno mesˇanje zraka [18]. Poleg geografskih znacˇilnosti
okoliˇskega terena (glej Sliko 6.1) imajo velik vpliv na gibanje zracˇnih mas v prizemni
plasti tudi gozdovi, reke in objekti postavljeni v okolici. Znano je, da rjavo psˇenicˇno
polje bistveno bolje zadrzˇuje toploto kot nizka zelena trava. Zaradi rjave barve je ab-
sorpcijski koeficient psˇenice precej vecˇji kot absorpcijski koeficient zelene trave. Topel
zrak se nato ujame v visoki psˇenici in pocˇasi ohlaja. Podobno so gozdovi obicˇajno
hladnejˇsi od okolice: absorpcijski koeficient zelenih listov je majhen, poleg tega soncˇni
zˇarki le redko sezˇejo do tal, da bi se lahko okoliˇski zrak segrel.
JEK se sicer ne nahaja sredi psˇenicˇnega polja ali gostega zelenega gozdu, je pa locirana
na relativno razgibanem geografskem podrocˇju. S splosˇnim sˇibkim vetrom se toplota iz
psˇenicˇnega polja z vetrom pomakne proti JEK, ki lahko deluje kot sprozˇilec termicˇnega
stebra in radioaktivni oblak ponese visoko od tal.
Kompleksnost obravnavnega sistema je torej velika in med drugim obsega tudi opa-
zovane kolicˇine, ki jih tezˇko izmerimo ali objektivno predstavimo. Mnoge aktualne
napovedi sˇe vedno temeljijo na meritvah, ki jih meteorologi opravljajo rocˇno ali po
obcˇutku [19], npr. vidljivost ter tip in viˇsina oblakov. Oba opazovana parametra brez
dvoma vplivata na stabilnost atmosfere, ki je pomembna meteorolosˇka spremenljivka
kadar govorimo o napovedi temperature.
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Slika 6.1: Geografske znacˇilnosti okoliˇskega terena in merilne postaje.
6.2 Podatki
V skladu s fizikalnim razumevanjem sistema iz prejˇsnjega poglavja si zˇelimo opazovati
zelo sˇirok spekter meteorolosˇkih spremenljivk. V nadaljevanju se omejimo le na tiste
spremenljivke, ki so merljive, predvsem pa na tiste, katerih meritve so na voljo. Cˇetudi
se nabor opazovanih spremenljivk morda ne zdi idealen, skusˇamo iz njih dobiti cˇim vecˇ
informacij o dinamicˇnih lastnostih sistema.
Podjetje MEIS d.o.o. zˇe vrsto let opravlja meteorolosˇke meritve v JEK in njeni okolici.
Njim gre zahvala za meritve iz stolpa na Sliki 6.1:
– temperature (T ) 2 m nad tlemi,
– relativne vlazˇnosti zraka (ϕ) 2 m nad tlemi,
– stabilnosti atmosfere (PG),
– zracˇnega tlaka pri tleh (p),
– globalnega soncˇnega sevanja (P ) in
– hitrosti vetra (v) 10 m nad tlemi
za obdobje sˇtirih let (2013-2016). Tu je stabilnost atmosfere definirana po Pasquill-
Girardovih stabilnostnih razredih A-G, kjer A pomeni zelo nestabilno in G zelo stabilno
ozracˇje [32]. Stabilnostni razredi so zelo opisno definirani, npr. na soncˇen dan brez
oblacˇka in z manj kot 2 m/s splosˇnega vetra ocenimo stabilnost atmosfere s cˇrko A.
Vse spremenljivke so izmerjene v 30 minutnih intervalih, kar znese priblizˇno 17 500 me-
ritev na leto. Skupno torej priblizˇno 70 000 meritev vsake opazovane velicˇine - bistveno
vecˇ v primerjavi s 14 000 sinteticˇnih podatkov v prejˇsnjem poglavju ilustrativnega ek-
sperimenta.
Na Sliki 6.2 je prikazan le del meritev temperature iz leta 2016.
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Slika 6.2: Izmerjena temperatura v letu 2016. Prikazanih je le zaporedje 1000 meritev
≈ 21 dni z nakljucˇno izbranim zacˇetkom. S k oznacˇimo zaporedno sˇtevilo meritve.
6.2.1 Predobdelava podatkov
Preden podatke prepustimo optimizacijskemu postopku programa jih sˇe ustrezno nor-
maliziramo. Postopek normalizacije je povsem enak kot pri normalizaciji sinteticˇnih
podatkov v poglavju 5.2.1. Edina razlika je, da tokrat obravnavamo 6 spremenljivk,
prej pa le 2. Postopek torej ponovimo za vsako opazovano spremenljivko. Glavno je,
da ima na koncu matrika izmerjenih vrednosti po stolpcih povprecˇje nicˇ in standardno
deviacijo enako 1.
Delitev na testno in ucˇno mnozˇico
Na voljo imamo meritve iz leta 2013 do vkljucˇno leta 2016. Podatke moramo smiselno
razdeliti na ucˇno in testno mnozˇico. Zˇelimo, da se model iz testne mnozˇice cˇim bolje
naucˇi zveze med vhodom zi in izhodom T sistema. V ucˇno mnozˇico zato zberemo
cˇim vecˇ podatkov, ki nosijo nove informacije o sistemu, v testno po shranimo vse kar
ostane.
Z ozirom na fizikalno vsebino opazovanega sistema in tudi napoved modelov, se zdi
smiselno, da meritve iz leta 2013, 2014 in 2015 uporabimo kot ucˇne podatke. Na
podatkih iz leta 2016 pa preverimo, kako dobro smo model naucˇili. Kar v grobem
pomeni priblizˇno 52 500 ucˇnih podatkov in 17 500 testnih vrednosti, s katerimi model
ovrednotimo.
Definicija regresorskega vektorja
Medtem ko z iskanjem pravih komponent regresorskega vektorja v sinteticˇnem eks-
perimentu iz poglavja 5.2.2 nismo imeli tezˇav, v tem primeru to ne drzˇi. Sestavo
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regresorskega vektorja moramo dolocˇiti sami. Na voljo imamo meritve sˇestih razlicˇnih
meteorolosˇkih spremenljivk. Uporabili bomo NARX-model s Slike 5.3 pri cˇemer se
moramo odlocˇiti koliko in katere zakasnitve bomo v regresorskem vektorju uposˇtevali.
Za definicijo regresorskega vektorja se opiramo na fizikalno intuicijo iz poglavja 6.1
in razumevanje termodinamicˇnih procesov nasploh [18]. Pri tem izpostavimo glo-
balno soncˇno sevanje, cˇigar vpliv na temperaturo zagotovo ni zanemarljiv. Ne po-
zabimo, da je najnizˇja dnevna temperatura po navadi izmerjena sˇele eno ali dve uri po
soncˇnem vzhodu. Sodecˇ po taksˇnih opazˇanjih, bi bilo v regresorskem vektorju smiselno
uposˇtevati vecˇ zakasnitev globalnega soncˇnega sevanja. Od ostalih meteorolosˇkih para-
metrov pricˇakujemo, da bosta dve zakasnitvi zadostovali za identifikacijo sistema. Zdi
se tudi, da so vsi parametri pomembni in vsi vplivajo na napoved temperature. Tezˇko
bi vnaprej z zagotovostjo trdili, da je kaksˇna spremenljivka povsem odvecˇ. Analizo
torej zacˇnemo z regresorjem oblike
zi = (T (k − 2), T (k − 1),
ϕ(k − 2), ϕ(k − 1),
PG(k − 2),PG(k − 1),
P (k − 4), P (k − 3), P (k − 2), P (k − 1),
p(k − 2), p(k − 1),
v(k − 2), v(k − 1)), (6.1)
kjer je k zaporedno sˇtevilo meritve. Zaenkrat predpostavimo, da bo sledecˇa definicija
regresorskega vektorja zadostovala. Po potrebi bomo v nadaljevanju regresorski vektor
razsˇirili ali z ARD lastnostjo kovariancˇnih funkcij odstranili nepomembne prostostne
stopnje. Poudarimo, da v regresorju iz enacˇbe (6.1) uposˇtevamo le dve zakasnitvi
izhoda, t.j. temperature. Vse ostale dimenzije predstavljajo zakasnjene vrednosti vho-
dov.
Manjkajocˇi podatki
Merilna tehnika je mocˇno napredovala. Tehnologija je v zadnjih letih poskrbela za av-
tomatizacijo razlicˇnih procesov, med drugim tudi meritev. Zˇal popolni merilni sistemi
ne obstajajo. Vsak realni sistem je tudi pokvarljiv.
Njihova nepopolnost se kazˇe v vecˇih pogledih. Med njimi se dotaknimo nezanesljivega
delovanja oziroma manjkajocˇih meritev. Spomnimo se, da opazujemo 6 meteorolosˇkih
spremenljivk. Kar v praksi pomeni, da lahko na primer zaradi okvare anemometra
manjkajo meritve o skalarni hitrosti vetra. Zaradi izpada elektricˇne energije lahko
manjkajo meritve vseh spremenljivk. Tu so sˇe mehanske napake ali splosˇne okvare
zaradi dotrajanosti opreme. V takem primeru so podatki nepopolni.
Manjkajocˇe vrednosti v regresorskem vektorju zi iz matrike Z je potrebno ustrezno
obravnavati. Postopamo lahko na vecˇ nacˇinov. Morda pomislimo na interpolacijo
med zadnjo znano meritvijo ter prvo vrednostjo po vnovicˇni vzpostavitvi merilnega
sistema. Ideja se zdi smiselna, a se pri tem zavedajmo, da z interpolacijo umetno
vnasˇamo informacije v sistem, ki morda sploh niso pravilne. V konkretnem primeru
zato k tezˇavi pristopimo drugacˇe.
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Na voljo imamo ogromno sˇtevilo merilnih podatkov. Cˇe kaksˇno vrstico, recimo tisto
z manjkajocˇo vrednostjo, izmed 70 000 izbriˇsemo, pri tem najverjetneje ne izgubimo
ogromno informacij o sistemu. Hkrati ne model globokih GP ne GP-LVM-model ne
potrebuje in nima informacije o tem ali so meritve opravljene vsakih 30 minut ali pa
enkrat na teden. Modela se naucˇita preslikave na osnovi vhodno-izhodne karakteristike
sistema. Pri tem oba uposˇtevata, da bosta imela dva regresorja, ki sta si v vhodnem
prostoru blizu, zelo verjetno podobno tudi izhodno vrednost. Zato iz matrike Z in iz
vektorja izhodov y v enacˇbi
y = f(Z) + ϵ, ϵ ∼ N (0, β−1, I) (6.2)
pobriˇsemo vse vrstice z manjkajocˇimi vrednostmi. Pri tem je nujno skrbno uposˇtevati
tudi zakasnitve iz regresorja v enacˇbi (6.1). Cˇe namrecˇ manjka i-ti element poljubne
prostostne stopnje regresorskega vektorja je potrebno iz matrike izbrisati tudi vse tiste
vrstice kjer i-ta dimenzija nastopa kot zakasnitev.
Primer: Za vecˇjo nazornost vzemimo matriko vhodnih regresorjev A in vektor izho-
dnih vrednosti b. Vrednosti c in d naj predstavljata poljubno velicˇino.
A =
⎡⎢⎢⎢⎢⎢⎢⎣
b(k − 2) b(k − 1) c(k − 1) c(k) d(k)
b(k − 1) b(k) c(k) c(k + 1) d(k + 1)
b(k) b(k + 1) c(k + 1) c(k + 2) d(k + 2)
b(k + 1) b(k+ 2) c(k + 2) c(k + 3) d(k + 3)
b(k+ 2) b(k + 3) c(k + 3) c(k + 4) d(k + 4)
b(k + 3) b(k + 4) c(k + 4) c(k + 5) d(k + 5)
⎤⎥⎥⎥⎥⎥⎥⎦ in b =
⎡⎢⎢⎢⎢⎢⎢⎣
b(k)
b(k + 1)
b(k+ 2)
b(k + 3)
b(k + 4)
b(k + 5)
⎤⎥⎥⎥⎥⎥⎥⎦
Predpostavimo, da meritev izhoda b(k+2) iz nekih razlogov manjka. Vrednosti b(k+2)
so zgoraj oznacˇene s krepko pisavo. V takem primeru zavrzˇemo 3., 4. in 5. vrstico iz
matrike A in vektorja b, saj vse vsebujejo vsaj eno neznano vrednost. Tedaj piˇsemo
A =
⎡⎣b(k − 2) b(k − 1) c(k − 1) c(k) d(k)b(k − 1) b(k) c(k) c(k + 1) d(k + 1)
b(k + 3) b(k + 4) c(k + 4) c(k + 5) d(k + 5)
⎤⎦ in b =
⎡⎣ b(k)b(k + 1)
b(k + 5)
⎤⎦
6.3 Identifikacija in ugotovitve
S podatki in programsko opremo smo opravili vecˇ serij eksperimentov. V nadaljeva-
nju prikazujemo le najpomembnejˇse ugotovitve in rezultate. Najvecˇjo pozornost smo
namenili dolocˇitvi komponent regresorskega vektorja in razlicˇnim inicializacijam hiper-
parametrov, latentnega prostora ter induciranih spremenljivk. Preverili smo tudi kako
na rezultate modela globokih GP vpliva vecˇje sˇtevila skritih slojev, uporaba apriornega
verjetja in razlicˇno sˇtevilo induciranih tocˇk.
6.3.1 Regresorski vektor
Iskanje optimalne strukture regresorskega vektorja zacˇnemo z enacˇbo (6.1). V na-
slednjem koraku regresorju dodamo ali odvzamemo prostostne stopnje in rezultate
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lastnosti ARD primerjamo. Postopek ponavljamo dokler nismo zadovoljni z napako
NRMSE, cˇasom izracˇuna, predvsem pa z negotovostjo napovedi. Na koncu izberemo
≫optimalno≪ obliko regresorskega vektorja. V tej fazi laboratorijskega dela upora-
bljamo le model GP-LVM in lastnost ARD kovariancˇne funkcije. Na prejˇsnjem ilustra-
tivnem primeru smo namrecˇ ugotovili, da numericˇna stabilnost modela GP-LVM ni
mocˇno odvisna od inicializacije modela. Kadar najdemo optimalen regresorski vektor,
je dober za oba modela.
Poudarimo, da ni nujno, da model z rezultati odrazˇa tudi naravne fizikalne lastnosti.
Cˇe na podlagi fizikalnega znanja, osebnih izkusˇenj ali intuicije pricˇakujemo, da bo
napoved temperature odvisna od vseh izmerjenih meteorolosˇkih parametrov, sˇe ne
pomeni, da je to nujno res. Oba modela sta namrecˇ numericˇna in niti ne poznata
niti ne razumeta naravnih zakonitosti. Modela pacˇ iˇscˇeta preslikavo med vhodnimi in
izhodnimi vrednostmi sistema. V nadaljevanju nas zato ne bo motilo, cˇe se izkazˇe, da
je regresorski vektor neodvisen od hitrosti vetra na viˇsini 10 m ipd.
Osnovna oblika regresorja
Prvi korak v optimizaciji regresorskega vektorja je analiza obcˇutljivosti modela GP-
LVM na komponente iz enacˇbe (6.1). Obcˇutljivost modela je dana z vrednostjo hi-
perparametrov kovariancˇne funkcije. Rezultati ARD lastnosti kovariancˇne funkcije so
prikazani na Sliki 6.3. Pomembnejˇse racˇunske lastnosti modela najdemo v Preglednici
6.1.
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Slika 6.3: Obcˇutljivost modela GP-LVM na komponente regresorskega vektorja za
dim(zi) = 14.
Opazimo, da imata obe zakasnitvi hitrosti vetra v regresorskem vektorju najmanjˇsi
utezˇi. Opazimo tudi, da je prva zakasnitev globalnega soncˇnega sevanja P (k − 1)
nekoliko slabsˇe utezˇena v primerjavi z ostalimi zakasnitvami iste spremenljivke. To
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delno potrjuje razmiˇsljanje iz poglavja 6.2.1, kjer govorimo, da naj bi na temperaturo
najbolj vplivala jakost globalnega soncˇnega sevanja eno ali dve uri nazaj [18]. Iz slike
je jasno tudi, da imata zakasnitvi izhodne vrednosti T (k−2) in T (k−1) najvecˇji utezˇi.
Relativno velika obcˇutljivost modela se pokazˇe tudi na edini meteorolosˇki parameter, ki
ni povsem objektivno definiran, t.j. stabilnost atmosfere po Pasquill-Girardovi lestvici.
Z analizo Slike 6.3 se zdi, da bi bilo smiselno uposˇtevati sˇe vecˇ zakasnitev. V sklopu
eksperimentalnega dela smo zato v regresorskem vektorju uposˇtevali kar 5 zakasnitev
vsake spremenljivke (dim(zi) = 30). Ugotovimo, da so vse dodatne zakasnitve slabsˇe
utezˇene in posledicˇno ne prispevajo k boljˇsemu modelu. Zato za izhodiˇscˇe privzamemo
obliko regresorskega vektorja iz enacˇbe (6.1).
Optimizacija regresorja
Iz Slike 6.3 je jasno, da smo bili zˇe v prvo kar uspesˇni z dolocˇevanjem prostostnih stopenj
regresorskega vektorja. Nobena komponenta namrecˇ nima utezˇi bistveno manjˇse v pri-
merjavi z ostalimi. Model se s taksˇnim regresorskim vektorjem dobro naucˇi preslikave
kar potrjuje napaka NRMSE v Preglednici 6.1. Kljub temu preverimo ali lahko brez
velikega poslabsˇanja napake NRSME in cˇasa izracˇuna kaksˇno komponento regresorja
(6.1) zanemarimo.
Omenili smo, da imata obe zakasnitvi hitrosti vetra majhno utezˇ v primerjavi z ostalimi
prostostnimi stopnjami v enacˇbi (6.1). Regresorski vektor zato skrajˇsamo tako, da
v celoti zanemarimo meritev hitrosti. Nov vektor vhodnih podatkov ima tedaj 12
komponent
zi = (T (k − 2), T (k − 1),
ϕ(k − 2), ϕ(k − 1),
PG(k − 2),PG(k − 1),
P (k − 4), P (k − 3), P (k − 2), P (k − 1),
p(k − 2), p(k − 1)). (6.3)
Vrednosti hiperparametrov z novim regresorskim vektorjem so prikazani na Sliki 6.4,
pomembnejˇse karakteristike modela najdemo v Preglednici 6.1.
Opazimo, da obcˇutljivost modela na obe zakasniti izhodne vrednosti T (k−2) in T (k−1)
sˇe vedno nekoliko izstopa. Obcˇutljivost modela na ostale komponente je priblizˇno
enaka za vse. Tudi z novim regresorskim vektorjem, cˇeprav za dve prostostni stopnji
krajˇsi, se model dobro naucˇi preslikave iz vhodnih v izhodne vrednosti sistema (glej
Preglednico 6.1). Napaka NRMSE se pri krajˇsem regresorskem vektorju spremeni zgolj
za 2 tisocˇinki, kar lahko zanemarimo, medtem ko skoraj 100 sekund krajˇsi cˇas izracˇuna
ni zanemarljiv.
Pomembno je, da v primerjavi s Sliko 6.3 opazimo ponavljajocˇe se trende. S tem
mislimo na nezanemarljive obcˇutljivosti modela od relativne vlazˇnosti, tlaka ipd. Cˇe
bi se pri spremembi regresorja iz enacˇbe (6.1) v (6.3) bistveno spremenila obcˇutljivost
modela na kaksˇno izmed komponent regresorskega vektorja, potem je to pomembno
opozorilo. V konkretnem primeru k srecˇi ne opazimo izstopajocˇih sprememb, razen
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Slika 6.4: Obcˇutljivost modela GP-LVM na komponente regresorskega vektorja za
dim(zi) = 12.
morda enkratne zakasnitve globalnega soncˇnega sevanja P (k − 1), ki ima po novem
najmanjˇso utezˇ. Ista komponenta je bila v primerjavi z zakasnitvami P (k−2),P (k−3)
in P (k− 4) zˇe na Sliki 6.3 najmanj utezˇena. To sicer sˇe ne pomeni, da je zanemarljiva,
lahko pa trditev preprosto preverimo.
V naslednjem koraku zato z novim regresorskim vektorjem
zi = (T (k − 2), T (k − 1),
ϕ(k − 2), ϕ(k − 1),
PG(k − 2),PG(k − 1),
P (k − 4), P (k − 3), P (k − 2),
p(k − 2), p(k − 1)), (6.4)
preverimo, ali lahko zanemarimo P (k − 1). Rezultati ARD-lastnosti so prikazani na
Sliki 6.5 in v Preglednici 6.1.
Cˇeprav smo iz regresorja (6.3) odstranili le komponento P (k − 1) se GP-LVM mo-
del precej slabsˇe naucˇi preslikave (glej NRMSE napako v Preglednici 6.1). Vrednost
NRMSE napake se za stotinko poslabsˇa in pri tem cˇas izracˇuna kar precej povecˇa. Cˇas
izracˇuna je celo daljˇsi kot cˇas izracˇuna v primeru zacˇetnega regresorja iz enacˇbe (6.1)
s tremi prostostnimi stopnjami vecˇ.
Za optimalno obliko regresorskega vektorja tako privzamemo strukturo v enacˇbi (6.3).
S takim regresorjem je cˇas izracˇuna relativno kratek in vse komponente na Sliki 6.4
se zdijo pomembne. Tudi napaka NRMSE iz Preglednice 6.1 je ugodna. Opazimo, da
smo pri tem iz prvotnega regresorja v enacˇbi (6.1) ohranili predpostavko, da je obrav-
navani dinamicˇni sistem drugega reda. Vsi rezultati v nadaljevanju so torej osnovani
na regresorskem vektorju iz enacˇbe (6.3) z 12 prostostnimi stopnjami.
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Slika 6.5: Obcˇutljivost modela GP-LVM na komponente regresorskega vektorja za
dim(zi) = 11.
dim(zi) Cˇas racˇunanja [s] eNRMSE
14 546 0.925
12 447 0.923
11 593 0.911
Preglednica 6.1: Glavne karakteristike modela GP-LVM za razlicˇne definicije regresor-
skih vektorjev.
6.3.2 Sˇtevilo skritih slojev
Podobno kot v sinteticˇnem eksperimentu v poglavju 5.3.3 se izkazˇe, da tudi na podat-
kih realnega eksperimenta z vecˇjim sˇtevilom slojev ne dobimo boljˇsega regresijskega
modela. Rezultati nakljucˇno inicializiranega modela globokih GP z 10 induciranimi
tocˇkami in razlicˇnim sˇtevilom skritih slojev so zbrani v Preglednici 6.2.
Sˇt. skritih slojev Cˇas racˇunanja [s] eNRMSE ⟨2σ⟩
1 37 0.941 0.138
2 151 0.937 0.218
3 223 0.930 0.472
4 99 0.917 0.350
Legenda: ⟨2σ⟩ povprecˇna negotovost napovedi modela
Preglednica 6.2: Vpliv sˇtevila slojev na model globokih GP.
Opazimo trend, kako se z vecˇanjem sˇtevila slojev vecˇa napaka NRMSE, cˇas izracˇuna in
negotovost napovedi. Izjema je model s sˇtirimi skritimi sloji. Izracˇun je v tem primeru
sicer nepricˇakovano hiter, a vrednost napake NRMSE v primerjavi z ostalimi slabsˇa.
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Ugotavljamo, da vecˇje sˇtevilo skritih slojev v konkretnem primeru ne vodi do boljˇsega
regresijskega modela. Dinamicˇni sistem je najbrzˇ dovolj enostaven, da ga zˇe z enim
skritim slojem povsem zadovoljivo identificiramo. Vsi rezultati modela globokih GP v
nadaljevanju so zato rezultati modela z enim skritim slojem.
6.3.3 Nakljucˇna inicializacija modela globokih GP
Analizo izmerjenih meteorolosˇkih spremenljivk opravimo z regresorskim vektorjem v
enacˇbi (6.4). Inicializacija vseh hiperparametrov, latentnih in induciranih spremenljivk
naj bo zaenkrat nakljucˇna. Omejimo se na le en skriti sloj v modelu globokih GP.
Rezultati obeh modelov (model globokih GP in model GP-LVM) so na Sliki 6.6, kjer
prikazujemo le majhen del iz domene testnih podatkov, t.j. le 200 testnih meritev na
intervalu k ∈ [8000, 8200]. V nasprotnem primeru so namrecˇ grafi povsem neberljivi
in bi jih le stezˇka komentirali. Cˇrtkana cˇrta na grafu prikazuje izmerjen odziv sistema,
polna cˇrta napoved modela in s sivo je obarvan interval 95 % zaupanja.
S primerjavo modelov na Sliki 6.6 in rezultatov v Preglednici 6.3, ugotovimo, da se z
nakljucˇno inicializacijo model globokih GP precej bolje naucˇi preslikave med vhodnimi
in izhodnimi vrednostmi. Napaka NRMSE se razlikuje za kar dve desetinki. Tudi s
cˇasovnega staliˇscˇa je ugodnejˇsi model globokih GP, kar je razumljivo, saj uporabljamo
manj induciranih tocˇk kot v modelu GP-LVM. A najpomembneje je, da je negoto-
vost napovedi modela globokih GP za skoraj tretjino manjˇsa. Rezultati analize so v
splosˇnem bolj v korist modela globokih GP.
Model Sˇt. induciranih tocˇk Cˇas racˇunanja [s] eNRMSE ⟨2σ⟩
GP-LVM 100 400 0.923 0.326
Globoki GP 10 172 0.947 0.113
Legenda: ⟨2σ⟩ povprecˇna negotovost napovedi modela
Preglednica 6.3: Glavne karakteristike obeh regresijskih modelov z nakljucˇno iniciali-
zacijo.
Izracˇun modela GP-LVM z nakljucˇno inicializacijo smo 100 krat ponovili. Da bi nasˇli
boljˇsi lokalni minimum smo uporabili tudi premiˇsljeno inicializacij. Identificirali smo
le vrsto ekvivalentnih lokalnih minimumov, ne pa bistveno boljˇsih. Model globokih GP
z nakljucˇno inicializacijo smo ponovili tisocˇkrat in prikazujemo najboljˇse rezultate.
Vecˇ pozornosti v nadaljevanju namenimo premiˇsljeni inicializaciji modela globokih GP.
Spomnimo, da v sinteticˇnem eksperimentu iz poglavja 5.3 nismo uspeli poiskati boljˇsega
minimuma modela GP-LVM, medtem ko smo bili z modelom globokih GP pri tem
uspesˇni. Sˇe pred tem opozorimo, da smo sodecˇ po napaki e globokega GP-modela s
Slike 6.6 poiskali zadovoljivo dober minimum. Negotovost napovedi je relativno majhna
zato ne pricˇakujemo bistveno boljˇsega regresijskega modela.
6.3.4 Premiˇsljena inicializacija modela globokih GP
S Slike 6.6 lahko sklepamo, da numericˇen model globokih GP ni zasˇel v globalni mini-
mum. Sodecˇ po izrisu iz intervala za k =∈ [8000, 8200] dobimo obcˇutek, da bi lahko z
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Slika 6.6: Rezultati nakljucˇne inicializacije obeh modelov za k ∈ [8000, 8200].
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boljˇso inicializacijo sˇe vsaj malo zmanjˇsali negotovost napovedi modela globokih GP.
V sklopu premiˇsljene inicializacije smo preizkusili inicializacijo vseh mozˇnih parame-
trov. To pomeni razlicˇne vrednosti inicializacije horizontalnih skalirnih faktorjev in
variance kovariancˇne matrike na vsakem nivoju. Tudi razlicˇne inicializacije inducira-
nih in latentnih spremenljivk. S tem mislimo na enakomerne porazdelitve v razlicˇnih
intervalih, npr. [−1, 1], [0, 2], ipd.
Neodvisno od parametra, ki smo ga inicializirali, nismo uspeli najti boljˇsega minimuma,
kot ga najdemo zˇe z nakljucˇno optimizacijo na Sliki 6.6. Identificirali smo vecˇ kombi-
nacij inicializacij parametrov s katerimi se priblizˇamo tem rezultatom, a nobena izmed
njih ni opazno boljˇsa.
6.3.5 Dodatni eksperimenti
V serijah dodatnih eksperimentov smo skusˇali boljˇsi rezultat dosecˇi tudi z definicijo
apriornega verjetja nad hiperparametri modela globokih GP. Rezultati so bili znova
zgolj primerljivo dobri rezultatom na Sliki 6.6.
Tudi vecˇje sˇtevilo induciranih tocˇk ni imelo opaznega vpliva na kvaliteto regresijskega
modela. V Preglednici 6.4 so zbrani rezultati modela globokih GP z 10 in 100 induci-
ranimi tocˇkami. Pri tem se cˇas izracˇuna podaljˇsa za faktor 15, a je sprememba napake
NRMSE in negotovosti napovedi zanemarljiva.
Model Sˇt. induciranih tocˇk Cˇas racˇunanja [s] eNRMSE ⟨2σ⟩
Globoki GP
10 172 0.947 0.113
100 2596 0.949 0.109
Legenda: ⟨2σ⟩ povprecˇna negotovost napovedi modela
Preglednica 6.4: Odvisnost modela globokih GP od sˇtevila induciranih tocˇk.
Cˇeprav smo v poglavju 6.3.2 ugotovili, da vecˇje sˇtevilo skritih slojev ne pomeni nujno
boljˇsega regresijskega modela, pa smo preverili, cˇe vecˇje sˇtevilo parametrov vecˇslojnega
modela morda vodi do boljˇsega lokalnega minimuma. Premiˇsljeno smo inicializirali
model globokih GP z dvema skritima slojema, a prav tako nismo uspeli dobiti boljˇsega
lokalnega minimuma.
6.4 Zakljucˇki
Oba modela, model globokih GP in model GP-LVM, se dobro naucˇita zveze med vho-
dnim prostorom Z in izhodnimi vrednostmi y. Rezultati nakljucˇne inicializacije modela
globokih GP so dobri, a smo po zakljucˇkih sinteticˇnega eksperimenta iz poglavja 5.3.4
napacˇno predvidevali, da bomo s premiˇsljeno inicializacijo dosegli sˇe bolˇsje. Boljˇsega
lokalnega minimuma z modelom GP-LVM in nakljucˇno inicializacijo tudi po 100 po-
novitvah nismo nasˇli.
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Nekoliko vecˇ truda smo vlozˇili v inicializacijo modela globokih GP. Efektivno smo s
premiˇsljeno inicializacijo globokega GP skusˇali poiskati boljˇsi lokalni minimum, kot ga
najde nakljucˇno inicializiran model. Kljub razlicˇnim kombinacijam premiˇsljene inicia-
lizacije nismo uspeli zmanjˇsati negotovosti napovedi.
V splosˇnem je v konkretnem primeru model globokih GP boljˇsi in hitrejˇsi v primerjavi
z modelom GP-LVM. V obeh primerih se izkazˇe, da zˇe nakljucˇno inicializirana modela
poiˇscˇeta zelo dober lokalni minimum, cˇe ne globalnega. Tudi vecˇje sˇtevilo induciranih
tocˇk ni vodilo do boljˇsega regresijskega modela.
V sklopu eksperimenta smo dosegli zadani cilj - z modelom globokih GP smo iden-
tificirali nelinearni dinamicˇni sistem in uspesˇno napovedali temperaturo za en korak
vnaprej. Vsa teoreticˇna dognanja iz predhodnih poglavij smo pokazali na prakticˇnem
primeru. Na Sliki 6.6 prikazujemo uspesˇnost modela globokih GP pri identifikaciji ne-
linearnega dinamicˇnega sistema. Model se je uspesˇno naucˇil preslikave med vhodnimi
in izhodnimi vrednostmi. Z negotovostjo napovedanih vrednosti modela globokih GP
na Sliki 6.7 smo zadovoljni, saj vidimo, da je napaka napovedi e znotraj intervala 95
% zaupanja. Vidimo tudi precej manjˇso negotovost napovedanih vrednosti modela
globokih GP kot modela GP-LVM.
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Slika 6.7: Napaka in negotovost napovedi obeh modelov za vse testne podatke.
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7 Zakljucˇki
Predstavili smo modele na podlagi GP in nato sˇe posebno izpeljanko modela laten-
tnih spremenljivk. Ugotovili smo, da GP-model latentnih spremenljivk ni analiticˇno
izracˇunljiv v okviru ucˇnega postopka MAP, zato smo dodatno k temu vpeljali model
variacijskega GP-LVM. S tem smo dobili ne le analiticˇno izracˇunljiv model, ampak
tudi zmanjˇsali racˇunsko kompleksnost modela. Nazadnje smo z gnezdenjem modelov
GP-LVM tvorili sˇe model globokih GP.
Uporabnost modela globokih GP smo preverili na ilustrativnem primeru ter rezultate
primerjali z modelom GP-LVM. Ugotovili smo, da se oba modela dobro naucˇita zveze
med vhodnimi in izhodnimi vrednosti opazovanega sistema. Model globokih GP je v
splosˇnem hitrejˇsi in negotovost napovedi manjˇsa v primerjavi z rezultati modela GP-
LVM. V zameno je potrebnega nekoliko vecˇ truda pri premiˇsljeni inicializaciji hiper-
parametrov, induciranih in latentnih spremenljivk. Ugotovili smo tudi, da v splosˇnem
vecˇje sˇtevilo skritih slojev modela globokih GP ne pomeni nujno boljˇsega lokalnega
minimuma numericˇnega modela. Z vecˇjim sˇtevilom induciranih tocˇk smo sˇe dodatno
izboljˇsali model globokih GP, a pri tem mocˇno povecˇali racˇunsko kompleksnost modela
in posledicˇno cˇas izracˇuna.
Tudi rezultati analize meteorolosˇkih spremenljivk na primeru napovedi temperature v
okolici JEK so v splosˇnem bolj v korist modelu globokih GP. Z vecˇjim sˇtevilom podat-
kov in vecˇimi prostostnimi stopnjami regresorskega vektorja smo to tudi pricˇakovali.
Cˇeprav je sistem bolj kompleksen od ilustrativnega primera, se izkazˇe, da vecˇje sˇtevilo
skritih slojev tudi tokrat ne vodi do boljˇsih rezultatov. Ugotovili smo, da premiˇsljena
inicializacija in vecˇje sˇtevilo induciranih tocˇk ne vodita nujno do boljˇsega lokalnega
minimuma optimizacijskega postopka numericˇnega modela. Z rezultati globokega GP
modela smo povsem zadovoljni zˇe z nakljucˇno inicializacijo.
Z uspesˇno uporabo modela globokih GP na ilustrativnem in dejanskem primeru smo
dosegli cilj magistrskega dela. Demonstrirali smo uporabo modela globokih GP in pri
tem pokazali, da se model globokih GP hitreje in bolje naucˇi preslikave med vhodnimi
in izhodnimi vrednostmi sistema. Napovedane vrednosti imajo manjˇso negotovost.
V sklopu magistrskega dela se osredotocˇamo le na napoved vrednosti za en korak vna-
prej. V nadaljevanju dela bi radi model globokih GP uporabili tudi za dolgorocˇne
napovedi. Poleg temperature pri tleh, bi radi napovedali tudi temperaturo na razlicˇnih
viˇsinah in s tem napovedali temperature za celoten profil v obmocˇju interesa. Seveda
samo temperatura ne zadostuje za dobro napoved gibanja radioaktivnega oblaka okoli
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JEK. Za detajlno poznavanje mikroklime potrebujemo tudi vrednosti drugih meteo-
rolosˇkih parametrov. Dolgorocˇno bomo model globokih GP uporabili tudi za napoved
drugih meteorolosˇkih spremenljivk.
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9 Priloga
A Izpeljava KL divergence
Kako dober priblizˇek spodnje meje v variacijskem modelu GP-LVM zagotavlja funkcija
q(Θ) pove Kullback-Leibler divergenca [13].
Pravilo produkta dveh verjetnosti pravi
p(Y,Θ) = p(Y|Θ)p(Θ),
p(Y,Θ) = p(Θ|Y)p(Y)
od koder ocˇitno velja
p(Θ|Y)p(Y) = p(Y|Θ)p(Θ). (A.1)
Spodnja meja robne verjetnosti je z uporabo Jensenove neenacˇbe
log p(Y) = log
∫
p(Y,Θ)dΘ
= log
∫
q(Θ)
p(Y,Θ)
q(Θ)
dΘ
≥
∫
q(Θ) log
p(Y,Θ)
q(Θ)
dΘ
=
∫
q(Θ) log
p(Y|Θ)p(Θ)
q(Θ)
dΘ. (A.2)
V enacˇbi (A.2) uporabimo identito (A.1) in dobimo
log p(Y) ≥
∫
q(Θ) log p(Y)dΘ+
∫
q(Θ) log p(Θ|Y)dΘ−
∫
q(Θ) log q(Θ)dΘ.
(A.3)
V prvem cˇlenu prepoznamo pricˇakovano vrednost log p(Y) pri porazdelitvi q(Θ) in je
torej kar enak log p(Y)
log p(Y) ≥ log p(Y) +
∫
q(Θ) log p(Θ|Y)dΘ−
∫
q(Θ) log q(Θ)dΘ. (A.4)
65
Priloga
Od tod je razlika med pravo vrednostjo spodnje meje verjetnosti in njeno aproksimacijo
dobljeno aproksimacijo q(Θ) ter uporabo Jensenove neenacˇbe
KL(q(Θ)||p(Θ|Y)) =
∫
q(Θ) log q(Θ)dΘ−
∫
q(Θ) log p(Θ|Y)dΘ, (A.5)
Kullback-Leiblerjeva divergenca dveh porazdelitev. Cˇlen KL je vedno pozitiven, razen
kadar je q(Θ) = p(Θ|Y), tedaj je njegova vrednost 0 in se neenakost spremeni v
enakost [13].
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