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Abstract— Predictive control methods have become widespread in industrial practice, but their applications
have generally focused strictly stable systems with slow dynamics. In this paper, a state-space predictive control
law is implemented for a three-degree-of-freedom helicopter with two input variables. The system has nonlinear,
6th order dynamics with very small damping. By linearizing a nominal physical model around an equilibrium
point, a marginally stable prediction model was obtained. The real-time implementation involves the solution
of a Quadratic Programming problem at each 50ms sampling period. Experimental results are employed to
investigate the effect of changes on the prediction and control horizons, as well as to illustrate the ability of the
controller to enforce output constraints.
Keywords— predictive control, control with constraints, quadratic programming, real-time control, multivari-
able systems.
Resumo— Me´todos de controle preditivo teˆm encontrado grande aceitac¸a˜o industrial, mas suas aplicac¸o˜es em
geral teˆm sido voltadas a sistemas estritamente esta´veis e de dinaˆmica lenta. Neste artigo, e´ implementada uma
lei de controle preditivo no espac¸o de estados para um helico´ptero de treˆs graus de liberdade com duas varia´veis de
entrada. A dinaˆmica do sistema e´ na˜o-linear, de 6a ordem, com amortecimento muito pequeno. Linearizando-se
um modelo f´ısico nominal em torno de um ponto de equil´ıbrio, obteve-se um modelo de predic¸a˜o marginalmente
esta´vel. A implementac¸a˜o em tempo real envolve a soluc¸a˜o de um problema de Programac¸a˜o Quadra´tica a cada
per´ıodo de amostragem de 50ms. Resultados experimentais sa˜o empregados para estudar o efeito de alterac¸o˜es
nos horizontes de predic¸a˜o e controle, bem como para ilustrar a capacidade do controlador em fazer respeitar
restric¸o˜es de sa´ıda.
Palavras-chave— controle preditivo, controle com restric¸o˜es, programac¸a˜o quadra´tica, controle em tempo
real, sistemas multivaria´veis.
1 Introduction
The strategy known as Model Predictive Control
(MPC) consists basically of finding the solution to
an optimal control problem in real time and imple-
menting the control in a receding horizon manner
(Camacho and Bordons, 1999). The basic MPC
formulation was developed in the 70s by research
groups associated to the petrochemical industry,
but the use of this technique has also been dissem-
inated in other sectors. The main features that
have contributed towards the popularity of predic-
tive controllers, according to (Maciejowski, 2002),
are the ability to cope with transport delays and
large numbers of controlled and manipulated vari-
ables, as well as the enforcement of operational
constraints, which is of value to reduce the num-
ber of emergency stops and system downtime.
Because of the computational effort de-
manded by predictive controllers, the early appli-
cations of MPC were restricted to plants with long
time constants. However, the continuing improve-
ment in real-time computational resources and
the development of efficient numerical algorithms
for MPC problems (Cannon, 2004), (Maciejowski,
2002) is extending the use of MPC to systems
with fast dynamics. In this context, MPC may
be of interest for the aeronautical sector, as re-
ported in (Wan and Bogdanov, 2001), (Singh and
Fuller, 2001), (Mehra et al., 1998), (Manikonda
et al., 1999), (Jadbabaie and Hauser, 2001). In
particular, in order to expand the flight enve-
lope for high-performance aircraft, actuators such
as engines, aerodynamic surfaces, lateral thrust
and vortex separation devices (Maciejowski, 2002)
may have to be employed close to their saturation
limits. Therefore, the constraint-handling features
of predictive controllers would be of value to en-
sure a safe operation. In particular, MPC could
be employed with models that consider struc-
tural modes and aeroelastic phenomena (Smith
et al., 2004), (Merkel et al., 2004), in order to im-
pose stress restrictions in sections of the aircraft
that are prone to structural failure.
In this paper, a state-space MPC formulation
is employed for the real-time control of a heli-
copter with three degrees of freedom (3DOF). The
prediction model is obtained by linearizing a phys-
ical model of the system. The effect of changes in
the prediction and control horizons is investigated,
as well as the enforcement of output constraints.
1.1 Notation
Iq and 0q×q are a q × q identity matrix and a
q × q matrix of zeros, respectively. The column
vectors of controlled (plant outputs), manipulated
(plant inputs), reference and state variables at the
kth sampling instant are denoted by y(k) ∈ Rq,
u(k) ∈ Rp, r(k) ∈ Rq, x(k) ∈ Rn, respectively.
Increments are denoted by ∆y(k) = y(k)− y(k −
1). The hatˆdenotes a predicted value. The ith
component of vector y is denoted by yi. Reference
and predicted values are stacked in column vectors
as
R =


r(k + 1)
...
r(k + N)

 , Yˆ =


yˆ(k + 1|k)
...
yˆ(k + N |k)


∆Uˆ =


∆uˆ(k + 1|k)
...
∆uˆ(k + M |k)


where N and M are the prediction and control
horizons, respectively.
2 System Description and Modelling
In this work, a 3DOF helicopter manufactured by
Quanser Consulting c© was employed for experi-
mental validation of the controller (Fig. 1).
Figure 1 : 3DOF Helicopter employed in this work.
The dynamics of the helicopter can be de-
scribed by a nonlinear 6th order model with states
corresponding to the angles of travel (T ), pitch
(P ), elevation (E), and their respective rates
(T˙ , P˙ , E˙). The travel movement consists of the
rotation of the entire system around the verti-
cal axis. The pitch movement corresponds to the
change of attitude of the helicopter body. The
elevation is defined as the vertical movement of
the helicopter body, which corresponds to the ro-
tation of the main sustentation arm around the
horizontal axis. The manipulated variables used
for control are the armature voltages of the two
DC motors connected to the propellers of the he-
licopter.
Figures 2, 3, and 4, depict the helicopter rep-
resentation employed for modelling purposes. For
simplicity, the inertia of the system was supposed
to be associated to point masses associated to the
two motors, to the counterweight and to the grav-
ity center of the sustentation arm (Fig. 2). In ad-
dition, friction and aerodynamic drag effects were
neglected. The angle orientations are such that
an increase in the front motor voltage causes an
increase in the pitch angle (P ) and, therefore, a
reduction in the travel rate (T˙ ). The values mea-
sured for the physical constants involved in the
model are presented in Table 1 (with reference to
Figures 2, 3, 4). The gravity acceleration is as-
sumed to be g = 9.8m/s2.
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Figure 2 : Lateral view of the helicopter. The dashed line
at 27◦ from the horizontal corresponds to the position of
the sustentation arm when the helicopter is resting at the
table. PM , PCP , and PB are the weights of the main
helicopter body, the counterweight, and the sustentation
arm, respectively.
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Figure 3 : View of the helicopter body in the plane orthog-
onal to the sustentation arm. F and B denote the front
and back motors, respectively.
The force Fm generated by each motor-
propeller set was supposed to be normal to the
propeller plane, as shown in Fig. 3. The rela-
tion between the force magnitude and the motor
voltage was experimentally determined by plac-
ing the helicopter on a digital balance (Coleman c©
BN12-1200) with the sustentation arm in a hori-
zontal level. Fig. 5 presents the values obtained
for Fm as a function of the motor voltage. The
experimental points were interpolated by using a
second-order polynomial.
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Figure 4 : Top view of the helicopter.
Table 1 : Physical parameters of the 3DOF helicopter.
Parameter Value
rcp 0.508 m
rh 0.647 m
rb 0.169 m
rm 0.178 m
mcp 1.884 kg
m 1.343 kg
mb 1.476 kg
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Figure 5 : Experimental curve of the relation between mo-
tor voltage and thrust generated by the propeller.
The Lagrange formalism (Shabana, 1989) was
employed to obtain a nonlinear state-space model.
Owing to the extension of the resulting equations,
they will be omitted. The model was linearized
around an elevation angle E = 20o with all other
angles and rates equal to zero. The adopted
sampling period was 50ms, because larger val-
ues did not lead to an appropriate control of the
pitch movement, which is the fastest mode of
the system. A zero-order-hold (Hemerly, 2000)
is included at the controller output. After lin-
earization and discretization, a model of the form
x(k + 1) = Ax(k) + Bu(k), y(k) = Cx(k) is ob-
tained. By defining the state and output vetors
as x = [T, T˙ , P, P˙ , E, E˙] and y = [T, P, E], re-
spectively, the model matrices are the following:
A=


1 0.05 −0.0016 0 0 0
0 1 −0.0629 −0.0016 0 0
0 0 1 0.05 0 0
0 0 0 1 0 0
0 0 0 0 0.9985 0.05
0 0 0 0 −0.0596 0.9985


B =


0 0
−0.0001 0.0001
0.0035 −0.0035
0.1403 −0.1403
0.0005 0.0005
0.0197 0.0197


C =


1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0


The eigenvalues of A are 1.0 (with multiplicity
four) and 0.9985± 0.0546j, which shows that the
model is marginally stable.
3 Predictive control formulation
Figure 6 presents the main elements of the
discrete-time predictive control formulation
adopted in this work. The plant model is
employed to calculate output predictions up
to N steps in the future, where N is termed
“Prediction Horizon”. Such predictions are
determined on the basis of the state measured
at the present time (kth sampling instant), and
are also dependent on the control sequence that
will be applied. The optimization algorithm is
aimed at determining the sequence of future
control increments ∆uˆ(k − 1 + i|k), i = 1, ...,M ,
that minimizes the cost function specified for
the problem, subject to constraints on the plant
inputs and outputs. The value of M (“Control
Horizon”) is typically smaller than N , and the
optimization assumes that ∆uˆ(k − 1 + i|k) = 0
for M < i ≤ N . The control is implemented
in a receding horizon manner, that is, only the
first element of the optimized control sequence
is applied to the plant and the optimization is
repeated at the next sampling instant, on the
basis of fresh measurements.
The following cost function, which penalizes
tracking errors at the q plant outputs and control
variations at the p plant inputs, was adopted:
J(∆Uˆ) =
q∑
j=1
N∑
i=1
µj [yˆj(k + i|k)− rj(k + i)]
2 +
p∑
l=1
M∑
i=1
ρl[∆uˆl(k − 1 + i|k)]
2 (1)
where ρl > 0; l = 1, . . . , p and µj ≥ 0; j =
1, . . . , q. By defining an output weight matrix Wy
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Figure 6 : Predictive control loop employing state feed-
back. The optimal control at instant k is denoted by u∗(k).
as
Wy =


Σ(µ) 0q×q · · · 0q×q
0q×q Σ(µ) · · · 0q×q
...
...
. . .
...
0q×q 0q×q · · · Σ(µ)

 (2)
where
Σ(µ) =


µ1 0 · · · 0
0 µ2 · · · 0
...
...
. . .
...
0 0 · · · µq

 (3)
and an input weight matrix Wu in a similar man-
ner (using weights ρl), the cost function can be
rewritten in the form
J(∆Uˆ) = (Yˆ −R)Wy(Yˆ −R)
T +∆UˆWu∆Uˆ
T (4)
The relation between Yˆ and ∆Uˆ can be ex-
pressed by a prediction equation based on an in-
cremental state-space model. By assuming a lin-
earized model of the form x(k + 1) = Ax(k) +
Bu(k), y(k) = Cx(k), the incremental model can
be written as ∆x(k + 1) = A∆x(k) + B∆u(k),
∆y(k) = C∆x(k). Therefore, a prediction equa-
tion for ∆y can be written as (Maciejowski, 2002)
∆Yˆ=


CB 0 · · · 0
CAB CB · · · 0
...
...
. . .
...
CAN−1B CAN−2B · · · CAN−MB

∆Uˆ
+


CA
CA2
...
CAN

∆x(k) = P∆Uˆ + Q∆x(k) (5)
It can be easily seen that ∆Yˆ and Yˆ can be
related as
Yˆ =


Iq 0 · · · 0
Iq Iq · · · 0
...
...
. . .
...
Iq Iq Iq Iq

∆Yˆ +


Iq
Iq
...
Iq

 y(k) (6)
or Yˆ = T
Iq
N ∆Yˆ +Γ
Iq
N y(k). By using the identity in
(5), it follows that Yˆ = T
Iq
N P∆Uˆ + T
Iq
N Q∆x(k) +
Γ
Iq
N y(k) = G∆Uˆ +F . Therefore, the cost function
(4) can be rewritten as
J(∆Uˆ) = (G∆Uˆ + F −R)T Wy(G∆Uˆ + F −R)
+∆UˆT Wu∆Uˆ =
1
2
∆UˆTG∆Uˆ + fT ∆Uˆ + c (7)
which is quadratic in ∆Uˆ .
If restrictions on the manipulated and con-
trolled variables of the form umin ≤ uˆ(k − 1 +
i|k) ≤ umax, i = 1, . . . ,M and ymin ≤ yˆ(k +
i|k) ≤ ymax, i = 1, . . . , N , are to be satisfied,
the minimization of the cost is subject to the fol-
lowing linear constraints on ∆Uˆ (Camacho and
Bordons, 1999):


T
Ip
M
−T
Ip
M
G
−G

∆Uˆ ≤


BlM [umax − u(k − 1)]
BlM [u(k − 1)− umin]
BlN [ymax]− F
F −BlN [ymin]


(8)
where T
Ip
M is a lower block-triangular matrix of
identities and BlN [•] is an operator that stacks
N copies of a column vector. The set of con-
straints (8) can be rewritten as S∆Uˆ ≤ b. There-
fore, the optimization problem to be solved at
each sampling period is one of Quadratic Pro-
gramming (quadratic cost, linear constraints), for
which efficient numerical algorithms are available
(Maciejowski, 2002).
4 Methodology
The real-time controller was implemented in Mat-
Lab/Simulink version 7.0 using Quanser Wincon
version 5.0/Build 21 under Windows XP. A Pen-
tium IV 3.0 GHz computer with 1.0 GB of RAM
was employed. The predictive control law was
implemented in a Simulink S-function written in
C, which used a public domain algorithm for
quadratic programming developed by K. Schit-
tkowski (Schittkowski, 1992).
The experiment consisted of carrying out
travel manoeuvres by keeping the elevation at a
fixed operating level (E = 20◦). The travel ref-
erence was a square wave ranging from 0 to 30◦
filtered by a 0.5/(s + 0.5) filter. At each time in-
stant, the reference vector R was formed by stack-
ing the present reference values for elevation and
travel N times.
The control weights for the front and back mo-
tors were set to ρ = [1, 1]. The output weights for
travel, pitch and elevation were set to µ = [1, 0, 1].
The pitch weight was fixed at zero because no ex-
ternal setpoint is imposed for this variable.
The effect of changes in the prediction (N)
and control (M) horizons was initially investi-
gated. Thereafter, the constraint-handling ability
of the predictive controller was illustrated by im-
posing restrictions on the amplitude of the pitch
angle. Throughout the experiments, the control
values were constrained between 0 and 5V.
The angular rates T˙ , P˙ , and E˙ were estimated
by using derivative filters with transfer functions
(20s/s + 20), (50s/s + 50), and (50s/s + 50), re-
spectively, as suggested by the helicopter manu-
facturer.
5 Experimental results
5.1 Adjustment of prediction and control hori-
zons
In order to investigate the effect of changes on
the prediction horizon, M was set to 5 and five
values of N were tested (N = 20, 30, 40, 50, 60).
Setting N = 20 (or smaller) caused the control
loop to be unstable. It can be argued that, with
a small prediction horizon, the controller cannot
“see” the future effect of its actions and as a re-
sult the control decisions are not adequate. On the
other hand, setting N = 60 (or larger) also caused
instability. In general, large prediction horizons
tend to improve the stability margins of the con-
trol loop (Rossiter, 2003). However, for unstable
or marginally stable models (which is the present
case), the predictions may become unreliable for
large N because of plant-model mismatch.
Figure 7 presents the travel response for N =
30, 40, 50. As can be seen, a small prediction hori-
zon (N = 30) tends to produce a closed-loop re-
sponse with low damping, which is in agreement
with the previous discussion. Since the differences
between N = 40 and N = 50 are minor, the value
N = 40 was chosen in order to keep a safe margin
from the values in which instability was obtained.
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Figure 7 : Effect of changes in the prediction horizon N
for a control horizon set to M = 5.
After fixing the prediction horizon at N = 40,
three additional tests were carried out by varying
the control horizon M (M = 5, 10, 20). Figure
8 shows that the results are similar in the three
cases. Computational requirements would favour
the selection of M = 5, which is associated to
fewer decision variables. However, in the posterior
constraint-handling study, more degrees of free-
dom were required to obtain feasible solutions to
the quadratic programming problem. Therefore,
M = 10 was adopted.
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Figure 8 : Effect of changes in the control horizon M for a
prediction horizon set to N = 40.
With the prediction and control horizons es-
tablished as above (N = 40,M = 10), the ele-
vation angle during the travel manoeuvre is pre-
sented in Fig. 9. As can be seen, the predictive
controller promoted a satisfactory decoupling be-
tween the elevation and travel dynamics.
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Figure 9 : Regulation of the elevation angle during the
travel manoeuvre.
5.2 Constraint handling
To carry out a travel manoeuvre, the controller
needs to pitch the helicopter towards the de-
sired direction. As can be seen in Fig. 10,
when no constraints are placed on the pitch angle
(which is equivalent to using relaxed constraints
in the quadratic programming algorithm), its val-
ues range from −7.5o to 19.7o. It is worth noting
that the pitch is not zero at steady-state because
the two propellers rotate in the same direction
and create a net torque about the travel axis that
needs to be compensated.
In order to illustrate the constraint-handling
ability of the predictive controller, a lower and
an upper bound for the pitch were set to −4.5o
and 12.5o, respectively, and the manoeuvre was
repeated. As shown in Fig. 10, the controller
successfully kept the pitch angle within the desired
bounds.
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Figure 10 : Pitch angle obtained during the travel ma-
noeuvre with and without constraints. The lower and up-
per bounds set for the pitch angle (−4.5o and 12.5o) are
shown as horizontal lines.
It is interesting to note that, even in the
scenario with pitch constraints, the controller
was able to find feasible solutions within the
50ms sampling period. In fact, in the output-
unconstrained case, the maximum time required
for the MPC calculations was 1.04ms, whereas in
the constrained case it raised to 1.54ms.
6 Conclusions
The study presented in this paper demonstrates
the possibility of using a constrained predictive
controller for a marginally stable, multivariable
plant with relatively fast dynamics (in compari-
son with processes in which MPC is usually em-
ployed). It is worth noting that the controller was
able to enforce output constraints even in the pres-
ence of a mismatch between the nonlinear dynam-
ics of the plant and the linear prediction model.
In a future work, the control law will be modi-
fied to incorporate a Kalman filter to estimate the
angle rates. In fact, an optimal filtering scheme
should lead to improvements with respect to the
use of derivative filters. Moreover, robust MPC
formulations will be investigated in order to cope
with external disturbances that would affect real
aircraft.
Acknowledgements
The financial support of CNPq and FAPESP
(Grant 03/09433-5) is gratefully acknowledged.
The authors are also indebted to Prof. Francisco
B. C. Machado (ITA, Depto. Qu´ımica) for pro-
viding the digital balance employed in this work.
References
Camacho, E. F. and Bordons, C. (1999). Model
Predictive Control, Springer-Verlag, London.
Cannon, M. (2004). Efficient nonlinear model pre-
dictive control algorithms., Annual Reviews
in Control 28(2): 229 – 237.
Hemerly, E. M. (2000). Controle por Computa-
dor de Sistemas Dinaˆmicos, 2a edn, Edgard
Blucher, Sa˜o Paulo.
Jadbabaie, A. and Hauser, J. (2001). Control of
the caltech ducted fan in forward flight: A re-
ceding horizon-LPV approach, Proc. Ameri-
can Control Conf., Vol. 2, pp. 1333–1338.
Maciejowski, J. M. (2002). Predictive Control with
Constraints, Prentice Hall, Harlow, England.
Manikonda, V., Arambel, P. O., Gopinathan, M.,
Mehra, R. K. and Hadaegh, F. Y. (1999).
A model predictive control-based approach
for spacecraft formation keeping and atti-
tude control, Proc. American Control Conf.,
Vol. 6, pp. 4258–4262.
Mehra, R. K., Prasanth, R. K. and Gopalaswamy
(1998). XV - 15 tiltrotor flight control system
design using model predictive control., Proc.
IEEE Aerospace Conf., Vol. 2, pp. 139–148.
Merkel, M., Gojny, M. H. and Carl, U. B.
(2004). Enhanced eigenstructure assignment
for aeroelastic control application, Aerospace
Science and Technology 8(6): 533–543.
Rossiter, J. A. (2003). Model-Based Predictive
Control: A Practical Approach, CRC Press,
Boca Raton.
Schittkowski, K. (1992). Quadratic program-
ming implementation - C version translated
from Fortran V.1.4 (March 1987) - C trans-
lation, modified by M.J.D. Powel (Univ.
Cambridge), A.L. Tits, J.L. Zhou and C.
Lawrence (Univ. Maryland). Mathematisches
Institut, Universitaet Bayreuth, Germany.
Shabana, A. A. (1989). Dynamics of Multibody
Systems, John Wiley, New York.
Singh, L. and Fuller, J. (2001). Trajectory gener-
ation for a UAV in urban terrain, using non-
linear MPC, Proc. American Control Conf.,
Vol. 3, pp. 2301–2308.
Smith, T. A., Hakanson, J. W., Nair, S. S. and
Yurkovich, R. N. (2004). State-space model
generation for flexible aircraft, Journal of
Aircraft 41(6): 1473–1481.
Wan, E. A. and Bogdanov, A. A. (2001). Model
predictive neural control with applications to
a 6 DOF helicopter model, Proc. American
Control Conf., Vol. 1, pp. 488–493.
