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Abstract
In this paper, we study the problem of homoclinic orbits to Aubry sets for time-periodic
positive deﬁnite Lagrangian systems. We show that there are inﬁnitely many homoclinic orbits
to some Aubry set under the conditions that the associated Mather set is uniquely ergodic and
the ﬁrst relative homology group of the projection of this Aubry set is nonzero.
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1. Introduction and main result
Let M be a compact and connected C∞ Riemannian manifold. We assume that a C2-
Lagrangian L: TM × R→ R, satisﬁes the following conditions introduced by Mather
[Ma2]:
(1) Periodicity: The Lagrangian L is 1-periodic in time: L(z, t) = L(z, t + 1) for all
z ∈ TM and all t ∈ R.
(2) Positive deﬁniteness: For every (x, t) ∈ M×R, the Lagrangian function is strictly
convex in velocity: the Hessian Lx˙x˙ is positive deﬁnite.
(3) Superlinear growth: We suppose that L has ﬁber-wise superlinear growth: for
every (x, t) ∈ M ×R, we have L/‖x˙‖ → ∞ as ‖x˙‖ → ∞.
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(4) Completeness: All solutions of the Lagrange equations are well deﬁned for all
t ∈ R.
Let I = [a, b] be a compact interval of time. A curve  ∈ C1(I,M) is called a
minimizer or a minimal curve if it minimizes the action among absolutely continuous
curves  ∈ Cac(I,M) which satisfy the same boundary conditions:
A() = min
(a)=(a),(b)=(b)
∫ b
a
L((t), ˙(t), t) dt.
As the condition of completeness is assumed, the minimizer must be a C1-curve by
Tonelli’s theorem [Ma1]. If J is a non-compact interval, the curve  ∈ C1(J,M) is
said a minimizer if |I is minimal for any compact interval I ⊂ J . An orbit X(t) of
Lagrangian ﬂow t is called minimizing if the curve  ◦ X is minimizing, where the
operator  is the standard projection from tangent bundle TM to the underling manifold
M along the ﬁbers. Throughout this paper, we will denote the projection from TM to
M, the projection from TM × T to M, and the projection from TM × T to M × T
by the same symbol , here T = R/Z. We use G˜ ⊂ TM × T to denote the set of
minimal orbits of L. Clearly, G˜ is a nonempty compact subset of TM × T, invariant
for the Euler–Lagrange ﬂow t .
Let  be a Borel probability measure on TM × T, the action of  is deﬁned by
A() =
∫
Ld.
Mather has proved [Ma1] that there is a probability measure  which minimizes the
action in all Borel probability measures. This  is invariant to the Euler–Lagrange
ﬂow. We use Mather set M˜ to denote the closure of the union of the supports of these
action-minimizing measures.
The Lagrangian L is called critical if the inﬁmum of the actions of all closed curves is
0. It is equivalent to require that the minimum of the actions of all invariant probability
measures is 0. Any Lagrangian can be made critical by addition of a real number. So
we assume that L is critical throughout this paper.
To deﬁne the Aubry set and the Man˜e´ set, let us deﬁne
h((x, t), (x
′
, t
′
)) = min
∈C1([t,t ′ ],M)
(t)=x,(t ′ )=x′
∫ t ′
t
L((u), ˙(u), u) du,
F ((x, s), (x
′
, s
′
)) = inf
s=t mod 1,s′ =t ′ mod 1
t
′  t+1
h((x, t), (x
′
, t
′
)),
((x, s), (x
′
, s
′
)) = lim inf
s=t mod 1,s′ =t ′ mod 1
t
′ −t→∞
h((x, t), (x
′
, t
′
)).
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Clearly,  is a Lipschitz function. Let I1 be an interval of time. A curve  ∈ C1(I1,M)
is called semi-static if
A(|[a,b]) = F(((a), amod 1), ((b), bmod 1))
for all [a, b] ⊂ I1. A curve  ∈ C1(I1,M) is called static if
A(|[a,b]) = −F(((b), bmod 1), ((a), amod 1))
for all [a, b] ⊂ I1. An orbit X(t) = ((t), ˙(t), t) is called static (semi-static) if  is
static (semi-static). We call the Man˜e´ set N˜ the union of global semi-static orbits, the
Aubry set A˜ the union of global static orbits.
In fact, all these sets correspond to the zero cohomology class, they can also be
deﬁned for nonzero cohomology class c if L is replaced by L− c + 	(c), where c is
a closed 1-form with [c] = c, −	(c) is the averaged c-minimal action [Be2].
We use M, A, N and G to denote the standard projection of M˜, A˜, N˜ and G˜ from
TM ×T to M × T respectively. We have the following inclusions [Be2]:
M˜ ⊆ A˜ ⊆ N˜ ⊆ G˜.
Throughout this paper, we will assume that M˜ is uniquely ergodic. This is a generic
(in the sense of Man˜e´) condition as Man˜e´ showed in [M1]. Under this condition,
N˜ = A˜. Now we can state our main result:
Theorem 1. If Mather set M˜ is uniquely ergodic and the ˇCech homology group
H1(M × T,A,R) = 0, then there are inﬁnitely many homoclinic orbits to A˜.
We will prove the existence of one M˜-semi-static homoclinic orbit ((t), ˙(t), t)
to A˜ with [] ∈ G/{0} (here G is a free Abel group deﬁned in Section 2, it is
nontrivial since H1(M ×T,A,R) = 0) in Section 2. We will construct inﬁnitely many
multi-bump homoclinic orbits in Section 3 under the condition that this M˜-semi-static
homoclinic orbit is isolated. The multi-bump homoclinic orbits to A˜ we constructed
in this paper are constrained minima in M˜ . The isolated property of the M˜-semi-static
orbit guarantees the constrained minima do not bump against the constraints, it implies
that the constrained minima are orbits of the Lagrangian ﬂow.
Let us mention the previous results in this direction. Bolotin [Bo2] has proved the
existence of inﬁnitely many homoclinic orbits to lower-dimensional tori for autonomous
system, but the method he used depends strongly on the manifold property of lower
dimensional tori. On the other hand, Bernard [Be1] has proved the existence of k + 1
homoclinic orbits to A˜ for the case of quasi-integrable exact maps; Bolotin [Bo1]
has proved the existence 2k homoclinic orbits to M˜ by assuming that L|M˜ = 0
and L|
TM×T/M˜ > 0; Contreas and Paternain [CP] have proved the existence of k
homoclinic orbits to A˜ for autonomous system, where k is the dimension of H1(M ×
T,A,R) or H1(M,A,R) for autonomous case.
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2. Existence of M˜-semi-static homoclinic orbit
First we will show that:
Lemma 2.1. If M˜ is uniquely ergodic, then A˜ is connected.
In fact, Contreas and Paternain [CP] have proved that every static class (for the
deﬁnition, see [Be2,CP]) is connected for autonomous system. We give a simple proof
here under the assumption that M˜ is uniquely ergodic.
Proof of Lemma 2.1. If it is not true, there would exist two open subsets U1 and U2
in TM×T with U1∩U2 = ø such that A˜∩U1 = ø, A˜∩U2 = ø and A˜ ⊂ U1∪U2. Let
(xi, vi, si) ∈ A˜ ∩ Ui, i = 1, 2, then we have t (xi, vi, si) ⊂ Ui . As we have assumed
that M˜ is uniquely ergodic, so M˜ ⊂ t (xi, vi, si) ⊂ Ui . Note that U1 ∩ U2 = ø and
U2 ∩U1 = ø, so M˜ ⊂ Ui . Since we have assumed that U1 ∩U2 = ø, it is absurd. 
If A˜ is topological complicated, then the group H1(M × T,A,R) is the ˇCech ho-
mology group [S], deﬁned as the inverse limit limA⊂U H1(M × T, U,R), where U
is an open neighborhood of A in M × T. As we have proved that A˜ is connected,
the open 
-neighborhood U
(:= U) of A is also connected if 
 is small enough. Let
i : U → M ×T, then the vector space H1(M ×T, U,R) is isomorphic to the quotient
of H1(M ×T,R) by i∗(H1(U,R)). We let M˜ be the covering space of M deﬁned by
1(M˜) = Ker(H : 1(M)→ H1(M,R)),
where H denotes the Hurewicz map [S]. Let ′ : M˜ → M be the projection and the
Deck transformation group is
Hˆ1(M,Z) = Im(H : 1(M)→ H1(M,R)).
Denote by ′′ : M˜×R→ M×T the corresponding covering with transformation group
H = Hˆ1(M × T,Z) = Hˆ1(M,Z)× Z.
Let K = i∗(Hˆ1(U,Z)) ⊂ H and H/K = G(U). So G is a nontrivial free Abel group
and if we choose U small enough, we have rankG = k, where k is the dimension of
H1(M × T,A,R).
By the theory of coverings (see, for example, [S]), we know that ′′−1(U) ⊂ M˜×R
is not connected. Moreover, the connected components of ′′−1(U) are in one-to-one
correspondence with the elements of the group G.
Let us show how to associate a homoclinic orbit to an element in G. If ((t), ˙(t), t)
is a homoclinic orbit, then there exists t0 > 0 such that ((t), t) ⊂ U when |t | > t0.
So ((t), ˙(t), t)|[−t0,t0] deﬁne an element in G. We also call this element be deﬁned
by the curve  and denoted by [].
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Consider the curve : [t ′ ,∞) → M with ((t ′), t ′) ∈ U and the -limit set of
((t), t) is in U, then there exists t0 > t
′
such that ((t), t) ⊂ U when t > t0. Then
((t), ˙(t), t)|[t ′ ,t0] deﬁne an element in G and we denote this element by [|[t ′ ,∞)].
For the curve  : (−∞, t ′ ] → M with ((t ′), t ′) ∈ U and the 	-limit set of ((t), t) is
in U, we can deﬁne [|
(−∞,t ′ ]] in the same way.
Now we will state a result announced by Man˜e´ [M2] and proved in [CDI] with slight
modiﬁcations. Although their result is for the autonomous case, time-periodic case can
be proved in the same way. Let
ˆ
+ = {(z, s)|t (z, s)|[0,+∞) is semi-static},
ˆ
− = {(z, s)|t (z, s)|(−∞,0] is semi-static}.
We call t (z, s)|[0,∞) is a forward semi-static orbit from (z, s) and its projection
is a forward semi-static curve from ((z), s) if (z, s) ∈ ˆ+. Analogously, we call
t (z, s)|(−∞,0] is a backward semi-static orbit from (z, s) and its projection is a back-
ward semi-static curve from ((z), s) if (z, s) ∈ ˆ−. Both the -limit set of the forward
semi-static orbit from (z, s) ∈ ˆ+ and the 	-limit set of the backward semi-static orbit
from (z, s) ∈ ˆ− are in A˜ [Be2]. For (x, s) ∈ M × T, we denote the forward semi-
static curve from (x, s) by +(x, s) and the backward semi-static curve from (x, s) by
−(x, s).
Lemma 2.2. If M˜ is uniquely ergodic, then
(a).  ◦ ˆ± = M × T;
(b). If (x, ) ∈ A, then there exists a unique v ∈ TxM such that (x, v, ) ∈ ˆ+ (ˆ−).
Moreover, (x, v, ) ∈ A˜.
Proof. The ﬁrst part of the lemma follows from the lower semi-continuity property
of the action [Ma1] and we omit the proof. Now we prove the second part. Let us
suppose the contrary. Then there exist (x, v, ) ∈ A˜ and a forward semi-static curve
+(x, ) with ˙+(x, ) = v. In this case, for any point (x1, 1) ∈M, there exist two
sequences ti , t
′
i →∞ such that
 ◦ ti (x, v, )→ (x1, 1),  ◦ t ′i (x, ˙+(x, ), )→ (x1, 1)
and
lim
ti→∞
A( ◦ [0,ti ](x, v, )) = lim
t
′
i→∞
A( ◦ [0,t ′i ](x, ˙+(x, ), )) = ((x, ), (x1, 1)).
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So we have
( ◦ −1(x, v, ), (x1, 1))
= F( ◦ −1(x, v, ), (x, ))+ ((x, ), (x1, 1))
= F( ◦ −1(x, v, ), (x, ))+ lim
t
′
i→∞
A( ◦ [0,t ′i ](x, ˙+(x, ), ))
> ( ◦ −1(x, v, ), (x1, 1)).
The last inequality is true because ˙+(x, ) = v and the minimizer must be a C1 curve.
This contradiction proves the second part of the lemma. 
We have the following:
Lemma 2.3. If we choose the neighborhood U ′ small enough, we have [±(x, s)] = 0
for all (x, s) ∈ U ′ .
Proof. We ﬁx a neighborhood U of A such that rankG(U) = k. If the lemma is
false, then there exist a sequence (xi, i ) → A and a sequence of positive real num-
bers ti such that t (xi, ˙+(xi, i ), i ) ∈ U if t < ti and t (xi, ˙+(xi, i ), i ) ∈ U
if t = ti . Clearly, there exists a constant K such that ‖˙+(xi, i )‖K , so we ob-
tain (xi, ˙+(xi, i ), i ) → (x, v, ) by passing to a subsequence and  ◦ t0(x, v, )
is a forward semi-static curve. It follows from Lemma 2.2 that (x, v, ) ∈ A˜. There
exist two cases: lim inf ti < ∞ and lim inf ti = ∞. If lim inf ti < ∞ is true, then
t (x, v, ) ∩ U = ø by the compactness of U and continuity property of the La-
grangian ﬂow. This contradicts to the fact A∩ U = ø, so the ﬁrst case is absurd. The
second case is also absurd because the limit set of A˜ is disjoint from U . 
In the following, we will choose a ﬁxed connected open neighborhood U of A such
that rankG(U) = k and [±(x, s)] = 0 for all (x, s) ∈ U .
A curve ˜ : [a, b] → M˜ is called a minimizer or a minimal curve if ˜ minimize the
action
A(˜) =
∫ b
a
L(˜(t), ˙˜(t), t) dt
over the class of absolutely continuous curves having the same endpoints in M˜ .
Throughout this paper, we will denote the pull-back to M˜ of L by the same sym-
bol. A curve ˜ : R → M˜ is minimal if for any compact interval I, we have ˜|I is
minimal. A curve  : R→ M is an M˜-minimal curve if the lift of it to M˜ is a minimal
curve.
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The main result of this section is:
Theorem 2. If Mather set M˜ is uniquely ergodic and the ˇCech homology group
H1(M × T,A,R) = 0, then there exists at least one homoclinic orbit to A˜.
Proof. For any ﬁxed 0 = g ∈ G, x ∈M|t=0, deﬁne
hng(x) = min
∈C1([0,n],M)
(0)=x,(n)=x,[]=g
∫ n
0
L((t), ˙(t), t) dt, (2.1)
h$g = h∞g (x) = lim infn→∞ h
n
g(x). (2.2)
Note that h$g is a positive real number depending only on g (not on x). Then there
exists a sequence M˜-minimal curves i : [−Ti, T ′i ] → M,Ti, T
′
i ∈ Z+, T
′
i + Ti →
∞, i (−Ti) ∈M|t=0, i (T ′i ) ∈M|t=0, [i] = g such that A(i )→ h$g . We can assume
that
i = sup{t | [(i (−Ti), 0), (i (t), t)] ⊂ U} ∈ [0, 1).
Now we claim:
Lemma 2.4. lim Ti = ∞, lim T ′i = ∞.
Proof. It is sufﬁciently to show that lim Ti = ∞, the proof of lim T ′i = ∞ is
similar. We claim that for any M˜-minimal curve  : [−N1, N2] with (−N1) ∈M|t=0,
(N2) ∈M|t=0 and [] = 0, there exists a N ∈ Z+ such that there exists a piecewise
C1 curve  : [−N − N1, N2] with (−N − N1) = (−N1), (N2) = (N2) and
[] = [], we have A() < A(). Note that (−N1) ∈ M|t=0, there exists a unique
v such that ((−N1), v, 0) ∈ M˜ guaranteed by the Lipschitz graph property of M˜.
Clearly, ˙(−N1) = v. So there exists a C1 curve  : [−ε, ε] → M × T with (−ε) =
 ◦ −ε((−N1), v, 0) and (ε) = (−N1 + ε) such that
A() < A( ◦ [−ε,0]((−N1), v, 0))+ A(|[−N1,−N1+ε]),
here 0 < ε < 1,  is homotopic to  ◦ [−ε,0]((−N1), v, 0) + |[−N1,−N1+ε]. We
can choose a C1 curve  : [−N ′ , N ′′ ] → M with (−N ′) = (−N1), (N ′′) =
 ◦ −1((−N1), v, 0) and [] = 0 such that
A() < (((−N1), 0), ( ◦ −1((−N1), v, 0), 0))
+ 12
(
A( ◦ [−ε,0]((−N1), v, 0))+ A(|[−N1,−N1+ε])− A()
)
,
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here N ′′ +N ′1, N ′ , N ′′ ∈ Z. Now we set N = N ′ +N ′′ + 1 and
 =  ◦ ( ◦ [−1,−ε]((−N1), v, 0)) ◦  ◦ |[−N1+ε,N2],
then  is the required piecewise C1 curve. Then lim Ti = ∞ follows immediately. 
Since L is superlinear, there exists a constant K such that ‖˙i (t)‖K . Clearly,
(i (i ), i ) ∈ U , here U is the boundary of U. By the compactness of U , we have
(i (i ), ˙i (i ), i ) → (x, v′ , ), ‖v′ ‖K,  ∈ [0, 1]. Up to a time translation again if
necessary, we may suppose that  ∈ [0, 1).
Let  :=  ◦ t (x, v′ , ), then we have i converges C1 uniformly on any compact
sets to . Clearly,  is an M˜-minimal curve and A() is bounded.
Lemma 2.5. If  is an M˜-minimal curve and A() is bounded, then ((t), ˙(t), t) is a
homoclinic orbit to A˜.
Proof. It is sufﬁciently to prove that the -limit set and the 	-limit set of ((t), ˙(t), t)
are contained in A˜. Assume that there exists a sequence tk → ∞ of times with tk ≡
s (mod 1) such that (tk) → , and in addition assume that tk+1 − tk → ∞. Let us
set k(t) = (t + [tk]). Taking a subsequence if necessary, we can suppose that the
curves k(t) converge C1 uniformly on any compact sets to a C1 curve (t). In order
to prove that (t) is a static curve, we write for t ′ t + 1,
A(|[t,t ′ ])+ F(((t
′
), t
′
mod 1), ((t), tmod 1))
 lim inf A(|[t+[tk],t ′+[tk]])+ F(((t
′
), t
′
mod 1), ((t), tmod 1))
= lim inf
(
A(|[tk−1,tk+1])− A(|[tk−1,t+[tk]])− A(|[t ′+[tk],tk+1])
)
+F(((t ′), t ′mod 1), ((t), tmod 1))
 lim inf(A(|[tk−1,tk+1]))−
(
F((, s), ((t), tmod 1))
+F(((t ′), t ′mod 1), (, s))− F(((t ′), t ′mod 1), ((t), tmod 1))
)
 lim inf(A(|[tk−1,tk+1]))0.
The ﬁrst inequality follows from the lower semi-continuity property of the action [Ma1];
the last inequality follows from the fact that the sum
n∑
k=1
A(|[t2k−1,t2k+1]) = A(|[t1,t2n+1])
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is bounded, which implies the lim inf is not positive. The fact that the 	-limit set of
((t), ˙(t), t) is contained in A˜ can be proved in the same way. 
Now we continue the proof of Theorem 2. We have proved that t (x, v
′
, ) is indeed
a homoclinic orbit to A˜. Assume [] = g′ . If g′ = 0, then  would be a static curve.
It is impossible since ((t), t) ∩ U = ø. So g′ = 0 and there exist Ti, T ′i ∈ Z+ with
Ti → ∞, T ′i → ∞, such that A(|[−Ti ,T ′i ]) → h
$
g
′ . It should be pointed out that g
may not be equivalent to g′ , but for simplicity of notation, we still denote it by g. We
complete the proof of Theorem 2. 
Deﬁne a curve  : R→ M is an M˜-semi-static curve if the lift of  to M˜ , denoted
by ˜, satisﬁes the following condition:
A(˜|[a,b]) = inf
t
′ =amod 1,t ′′ =bmod 1
t
′′  t ′ +1
min
˜∈Cac([t ′ ,t ′′ ],M˜)
˜(t
′
)=˜(a),˜(t ′′ )=˜(b)
∫ t ′′
t
′ L(˜(t),
˙˜(t), t) dt
for any [a, b] ⊂ R. Clearly,  is an M˜-semi-static curve. We call ((t), ˙(t), t) is an
M˜-semi-static homoclinic orbit to A˜.
It is clear that |(−∞,] and |[,∞) are semi-static, where
 = sup{t ′ |((t), t)|
(−∞,t ′ ] ⊂ U for all t < t
′ },
 = inf{t ′ |((t), t)|[t ′ ,∞) ⊂ U for all t
′
> t}.
Note that  >  is ﬁxed once  is ﬁxed in [0, 1).
We choose a small neighborhood V0 of ((), 0) in M×{0} such that V0∩A|t=0 =
ø and a small neighborhood V0 of ((), 0) in M × {0} such that V0 ∩ A|t=0 = ø
where  = 0 and 0 = mod 1. If we choose U, V0 and V0 small enough, we can
assume that [±(x, s)] = 0 for all (x, s) ∈ V0 ∪ V0 .
Let us ﬁx a lift of ((t), tmod 1) in M˜×R, denoted by (˜(t), t), such that (˜(t), t)|(−∞,)
⊂ U˜0, (˜(t), t)|(,∞) ⊂ g ◦ U˜0, where U˜0 is a ﬁxed lift of U. Clearly, U˜0 ∩ g ◦ U˜0 = ø.
There exist a neighborhood V˜ of (˜(), ) in M˜×{} and a neighborhood V˜ of (˜(), )
in M˜ × {} such that ′′ |
V˜
= V0 and ′′ |V˜ = V0 are two homeomorphisms.
Assume that  is an isolated M˜-semi-static homoclinic orbit, i.e. there exist a small
open neighborhood Vo of ((), 0) in M × 0 with Vo ⊂ V0 and a small open
neighborhood V
 of ((), 0) in M × 0 with V
 ⊂ V0 such that for any (x, 0) ∈
Vo/{((), 0)} or (y, 0) ∈ V
/{(), 0)}, we have
((x
′
, 0), (x, 0))+ Ag((x, 0), (y, 0))+ ((y, 0), (x ′ , 0))− h$g > 0, (2.3)
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where x ′ ∈M|t=0,
Ag((x, 0), (y, 0)) = A(((x, 0), (y, 0))),
((x, 0), (y, 0)) is an M˜-minimal curve with a lift, denoted by ˜, satisﬁes (˜(), ) =

′′−1
(x, 0) ∩ V˜ , (˜(), ) = ′′−1(y, 0) ∩ V˜. Note that the left-hand side of (2.3)
does not depend on the choice of x ′ in M|t=0. Here, and subsequently, x ′ ∈M|t=0.
If  is not isolated, there must be inﬁnitely many homoclinic orbits to A˜. Clearly, Ag
is continuous on Vo × V
.
Consequently, we can assume that there exists a constant  > 0 such that (x, 0) ∈
Vo or (y, 0) ∈ V
 implies
((x
′
, 0), (x, 0))+ Ag((x, 0), (y, 0))+ ((y, 0), (x ′ , 0))− h$g. (2.4)
3. Construction of multi-bump homoclinic orbits
In this section, we will construct multi-bump homoclinic orbits under the condition
that there is an isolated M˜-semi-static homoclinic orbit ((t), ˙(t), t) to A˜.
Lemma 3.1. If ((t), ˙(t), t) is an isolated M˜-semi-static homoclinic orbit to A˜, [] =
g, then for all 2n ∈ Z+, there exists a homoclinic orbit (∗(t), ˙∗(t), t) to A˜ such
that [∗] = ng.
Proof. For any 2n ∈ Z+, deﬁne n = {(Vo, V
)}ni=1. We denote an element
(
((x1, 0), (y1, 0)), · · · , ((xn, 0), (yn, 0))
)
of n by {((xi, 0), (yi, 0))}ni=1. We say that {((xi, 0), (yi, 0))}ni=1 is on the boundary
of n if there exists at least one (xi, 0) ∈ Vo or (yi, 0) ∈ V
. If {((xi, 0), (yi, 0))}ni=1
is not on the boundary of n, we call it in the interior of n.
Let us deﬁne a function JT on the set n by
JT
(
{((xi, 0), (yi, 0))}ni=1
)
= ni=1Ag((xi, 0), (yi, 0))+ ((x
′
, 0), (x1, 0))
+n−1i=1 h((yi, 0), (xi+1, 0 + T ))+ ((yn, 0), (x
′
, 0)).
Clearly, JT is independent of the choice of x
′ in M|t=0.
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Let
hT ((yi, 0), (xi+1, 0)) = h((yi, 0), (xi+1, 0 + T )),
h∞((yi, 0), (xi+1, 0)) = lim inf
T→∞ h((yi, 0), (xi+1, 0 + T ))
= ((yi, 0), (xi+1, 0)).
Obviously, hT ((yi, 0), (xi+1, 0)) is Lipschitz and bounded on M×M when T 2 and
Ag((xi, 0), (yi, 0)) is a uniformly continuous function on (Vo, V
). Consequently, JT
can reach its minimum on n for all Z+  T 2.
For the construction of multi-bump homoclinic orbit, we need the following lemma:
Lemma 3.2. For any yi, xi+1 ∈ M , x ∈ A|t=0.
((yi, 0), (xi+1, 0)) = ((yi, 0), (x, 0))+ ((x, 0), (xi+1, 0)).
Proof. Choose a sequence of integers Tk →∞ such that A(k)→ ((yi, 0), (xi+1, 0)),
where k : [0, 0+Tk] → M is the minimal curve associated to hTk ((yi, 0), (xi+1, 0)).
We can choose T ′kTk such that k(T
′
k)→M|t=0 when Tk →∞. Since M˜ is uniquely
ergodic,
((y, 0), (x, 0))+ ((x, 0), (y, 0)) = 0
whenever y ∈ A|t=0. Then,
((yi, 0), (xi+1, 0))
((yi, 0), (x, 0))+ ((x, 0), (xi+1, 0)))
A(k|[0,T ′k ])+ ((k(T
′
k), 0), (x, 0))
+((x, 0), (k(T
′
k), 0))+ A(k|[T ′k ,0+Tk])
→ ((yi, 0), (xi+1, 0)).
This yields the lemma. 
We claim:
Lemma 3.3. There exists a sufﬁciently large T ∈ Z+ such that JT can reach its
minimum in the interior of n.
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Proof. As discussed above, there exists a sequence {Tk} ∈ Z+ such that
JTk
(
{(((), 0), ((), 0))}ni=1
)
→ nh$g.
Consequently, there exists a N1, such that when {Tk}  T N1, we have
∣∣∣JT
(
{(((), 0), ((), 0))}ni=1
)
− nh$g
∣∣∣ < /2. (3.1)
By the compactness of Vo and V
, together with the Lipschitz property of hT and h∞
(the Lipschitz constant of hT does not depend on T), there exists a N2 such that for
all {Tk}  TN2 and for any (xi, 0) ∈ Vo, (yi, 0) ∈ V

hT ((xi, 0), (yi, 0))− h∞((xi, 0), (yi, 0)) > −/3(n− 1). (3.2)
Now we will complete the proof of this lemma. We will prove that for {Tk} 
T  max{N1, N2} and for any {((xi, 0), (yi, 0))}ni=1 on the boundary of n,
JT
(
{((xi, 0), (yi, 0))}ni=1
)
> JT
(
{(((), 0), ((), 0))}ni=1
)
.
In fact,
JT
(
{((xi, 0), (yi, 0))}ni=1
)
= ni=1Ag((xi, 0), (yi, 0))+ n−1i=1 hT ((yi, 0), (xi+1, 0))
+((x ′ , 0), (x1, 0))+ ((yn, 0), (x ′ , 0))
> ni=1Ag((xi, 0), (yi, 0))+ n−1i=1 h∞((yi, 0), (xi+1, 0))
+((x ′ , 0), (x1, 0))+ ((yn, 0), (x ′ , 0))− /3
= ni=1Ag((xi, 0), (yi, 0))+ ni=1((x
′
, 0), (xi, 0))
+ni=1((yi, 0), (x
′
, 0))− /3
nh$g + 2/3
> JT
(
{((), 0), ((), 0)}ni=1
)
+ /6.
The second inequality follows from (2.3) and (2.4). This proves Lemma 3.3. 
We continue the proof of Lemma 3.1. As we have known that the minimum of JT is
in the interior of n. Assume that {((xi, 0), (yi, 0))}ni=1 is a minimal point of JT in the
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interior of n. Assume that −(x1, 0) is the backward semi-static curve from (x1, 0),
+(yn, 0) is the forward semi-static curve from (yn, 0), i is the minimal curve with
i (0) = yi, i (0 + T ) = xi+1, ˜i is the minimal curve in M˜ with (˜i (), ) =

′′−1
(xi, 0)∩ V˜ and (˜i (), ) = ′′−1(xi, 0)∩ V˜. Denote the project of ˜i into M by
i . By the standard variation argument, we know that
∗ := −(x1, 0) ◦ 1 ◦ 1 ◦ · · · ◦ n ◦ +(yn, 0)
is indeed a C1 curve. Clearly, [∗] = ng. So (∗(t), ˙∗(t), t) is the required n-bump
homoclinic orbit and Lemma 3.1 is proved. 
Theorem 1 follows immediately.
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