Schmid and Schmidt (2007) proposed copula-based nonparametric estimators for some multivariate extensions of Spearman's rho. In this paper, we show that two of those estimators are inappropriate since they can take values out of the parameter space and we discuss alternative proposals.
Introduction
There has been several multivariate copula-based measures proposed in the literature to generalize the population bivariate association Spearman's rho; see, for instance, Wolff (1980) , Nelsen (1996 Nelsen ( , 2002 , Dolati and Úbeda-Flores (2006) , Schmid and Schmidt (2007) , Nelsen and Úbeda-Flores (2012) and García et al. (2013) . See also Joe (1990) for a non-copula-based approach. The problem of estimating such measures has been addressed in Joe (1990) and Schmid and Schmidt (2007) . The first author proposes estimators based on ranks and compare their asymptotic efficiency when they are used as test statistics for independence. The second authors suggest plug-in estimators based on empirical copulas and establish their asymptotic normality under rather weak assumptions concerning the copula. García et al. (2013) address the estimation problem in the trivariate case.
If we move to a multivariate framework with more than two variables involved, there is not a unique multivariate version of Spearman's   coefficient. In this section, we focus on two multivariate copula-based versions of   that were proposed in Wolff (1980) and Nelsen (1996) and were further considered by SS07. Alternative expressions of these two coefficients were introduced in Joe (1990) and will be discussed in Section 4. Other multivariate versions of Spearman's rho, not considered in this paper, have also been proposed; see, for instance, Nelsen (2002) , Nelsen and Úbeda-Flores (2012) and García et al. (2013) .
Let X = ( 1     ) be a -dimensional continuous random variable with joint distribution function  , marginals  1     and copula  : I  → I such that  ( 1     ) = ( 1 ( 1 )    (  )) for all ( 1     ) ∈    Let   =   (  ) for  = 1 2  . Then each   is uniform on [0 1] and  is the joint distribution function of U = ( 1     ); see Sklar (1959) for the main results on copulas as the link between joint d -dimensional distribution functions to their one-dimensional margins. If the  variables  1     were independent, the copula of X would be the independent copula Π, defined as
  , for u =( 1     ) ∈ I  . Moreover, the copula  is upper-bounded by the Fréchet-Hoeffding upper bound  , defined as  (u) = min( 1     ).  is a copula that represents maximal dependence, i.e. the case when each of the random variables  1     is almost surely a strictly increasing function of any of the others
The first multivariate version of   that we consider, due to Wolff (1980) and Nelsen (1996) , is a generalization of the left-hand side expression in (1) defined as:
The denominator of the expression above represents the maximum value of its own numerator, i.e. its value at the maximal copula  =  . Moreover, since (2) can be written as:
Following Nelsen (1996) ,  −  can be regarded as a multivariate measure of average lower orthant dependence.
The second multivariate version of   considered in this paper was originally proposed by Nelsen (1996) as a multivariate measure of average upper orthant dependence. This coefficient is a generalization of the right-hand side expression in (1) defined as:
Again, the denominator of this expression resembles its own numerator evaluated at the maximal copula, i.e. when  =  . Moreover, since R I  Π(u)M() = 1( + 1) − see Nelsen (1996) − expression (4) can be alternatively written as:
When the copula of X is the upper bound  , both  −  and  +  attain their maximum value, 1, and they become zero when the components of X are independent, i.e. when  = Π A lower bound for both  Nelsen (1996) . For  = 2, both  3 Some drawbacks of two nonparametric estimators based on empirical copulas
Let {( 1     )} =1 be a sample of  serially independent random vectors from the -dimensional continuous variable X = ( 1     ) with associated copula  introduced in Section 2. Let   be the  of   among { 1     }, with  = 1   and  = 1  . SS07 estimates the copula  by the empirical copula defined as:
where 1  denotes the indicator function on a set  and e   =   . Then, they propose estimating the coefficients  −  and  +  defined in Section 2 by replacing the copula  in (3) and (5) with the empirical copula in (6), i.e.:
where
. However, as we will next show, these estimators are inappropriate since they can take values out of the parameter space. For instance, the maximum value of e  +  , that is achieved in the case of perfect dependence, i.e. when e  1 = e  2 =  = e   for each  almost surely, is given by
Therefore, when  = 2, the maximum value of e  + 2 becomes 1 + 2(3 + 1) 2 , which is greater than 1 Moreover, it can also be shown that the following relationship holds: 
Applying formulae (7) and (8) to these data, it turns out that e  Example 2. The following matrices display a simulated sample of size  = 5 from a standard trivariate Normal variable ( 1   2   3 ) where the correlation matrix is the identity matrix, together with its empirical marginal distribution functions:
Applying formulae (7) and (8) to these data, we obtain e  − 3 = −0859 and e  + 3 = 0331, the former being less than the theoretical parametric lower bound −23
In higher dimensions, the upper bound for e  +  in (9) can be evaluated using the formula 0.121 in Gradshteyn and Ryzhik (1994) and similar results would come up. As expected, this bound converges to 1 as  → ∞
To reinforce the arguments above, we next estimate, via Monte Carlo simulations, the probability that a sample yields a Spearman's rho exceeding the theoretical parameter range for a given copula model. In order to do that we generate samples from the -dimensional Clayton copula:
with   0; see Nelsen (2006, p. 152 ). This copula is tail asymmetric, exhibiting greater dependence in the lower orthant than in the upper orthant. Following Blumentritt and Schmid (2014), we also consider an elliptical equicorrelated -dimensional Gaussian copula with correlation matrix
 is a unit column vector and I  denotes the identity matrix. In both cases, four dimensions are analyzed:  = {2 3 4 5}.
For the Clayton copula we take parameter values  = {02 05 1 2 5}. These yield the following values of bivariate Spearman's rho (computed by numerical integration):   = {0135 0295 0479 0682 0885}. For the Gaussian copula, we use the identity  = 2 sin(  6) to choose positive values of  that provide in the bivariate case the same values of   above; see Joe (1997, p. 54). We also allow for negative values of  that fulfill the restriction   −1( − 1) for all dimensions. Hence, we take  = {−02 −01 0141 0308 0496 0699 0894}. With these models and parameter values we cover a wide spectrum of possible bivariate and multivariate relationships.
To analyze the influence of the sample size we take  = {20 40 50 100 500} These sample sizes are frequently encountered in applications of copulas to fields like energy, hydrology or macroeconomics; see for instance, Favre et al. For each copula model, parameter value and dimension, we simulate 1000 replicates of size  using the Copula Package in R. Then, for each replicate, we compute both e  −  and e  +  and we estimate the probability that these exceed the theoretical parameter range as the proportion of replicates where this happens. As expected, the estimated probabilities converge to zero as the sample size increases. Therefore, we focus our discussion on sample sizes  = {20 40 50}. Figure 1 displays a curve of the estimated probabilities of e  +  to be outside the theoretical parameter range as a function of the parameter value arranged by copula model (columns) and dimension (rows). In each panel the curves for  = {20 40 50} are displayed. Several conclusions emerge from this figure. First, the problem of getting a value of e  +  outside the theoretical parameter range is remarkable in small samples and small dimension settings. Second, the larger the parameter value, i.e., the larger the dependence in the data, the larger the probability that this occurs. For instance, in both copula models, even with samples of size  = 50, there is a probability around 50% of getting a value of e  + 2 exceeding the parameter space if the parameters take the highest values considered. This probability is still around 25% in the 3−dimensional Gaussian copula. Third, for a given sample size , the estimated probability that e  +  exceeds the parameter range decreases as the dimension  increases. Finally, as expected, such probability also decreases as the sample size increases.
Regarding e  −  , the probability of this estimator to be outside the theoretical range is zero in all cases considered. However, we have checked that in the bidimensional case, e  − 2 could exceed the parameter range in models with stronger negative values of parameter  and small samples. The results are available upon request.
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4 Alternative nonparametric estimators of multivariate dependence Joe (1990) already proposed an estimator of  +  based on ranks. In this section, we work out an alternative expression of this estimator and propose an estimator of  −   We also discuss modified-SS07 alternatives based on using the so-called pseudo-observations,  *  =   ( + 1), rather than e   =   , and we compare them both analytically and by simulations.
Definition of the estimators
The multivariate coefficient of concordance  +  introduced in section 2 was already proposed by Joe (1990) as a scaled expected value of
and  2 stands for the value of the numerator in (10) when the joint distribution of ( 1     ) is the upper Fréchet-Hoeffding bound, i.e. when  1 ( 1 ) =  =   (  ) with probability one. Hence,  2 = 1( + 1) − 12   The sample version of (10) in Joe (1990) is:
The motivation behind this estimator is based on estimating in (10) the three parameters involved, namely the expectation, say
The parameter  1 in (10) is itself a product of expectations. Hence, when each of these expectations is estimated by its corresponding sample average, the following estimator of  1 turns out:
Finally, the parameter  2 in (10) will be estimated by the corresponding sample version of the numerator of (10) evaluated in the case of perfect dependence, i.e., when the ranks in each dimension coincide. In particular, if we take e   =   , as in SS07, the following estimation of  1 and  2 will come up:
Now, putting (12) and (14) back together, the estimator of  +  is obtained as:
Note that (15) collapses to (11) by just multiplying both the numerator and the denominator of the former by   . By construction, the maximum value of b  +  is 1. Joe (1990) suggests another multivariate generalization of Spearman's   that consists of replacing  1  · · ·    in (10) by  1  · · ·    , where the latter are the corresponding survival functions, namely
In doing so, the coefficient  −  in (3) will come up as the scaled expected value of
where the parameter  1 is now regarded as the product of the expectations of the survival functions, rather than the cumulative distribution functions, that is:
and  2 stands for the value of the numerator in (16) 
Finally, the parameter  2 is estimated with the corresponding sample version of the numerator of (16) evaluated in the case of perfect dependence, and we end up with the following estimator of  −  :
Again, multiplying both the numerator and the denominator of (18) by   , an alternative expression of b  −  in terms of ranks is obtained, namely:
By construction, this estimator is bounded not to exceed its maximum value 1. 
These estimators appear in García et al. (2013) as particular cases of an estimator for the directional −coefficients developed by Nelsen and Úbeda-Flores (2012) in trivariate distributions. Its asymptotic distribution can also be found in García et al. (2013) . As a final comment, it should be pointed out that, using the following result:
(see formula 0.121 in Gradshteyn and Ryzhik (1994)), it can be shown that expressions (15) and (18) are asymptotically equivalent to expressions (8) and (7), respectively. Hence, in large samples, the Schmid and Schmidt's statistics e  To complete this subsection, we recall that some authors have proposed modified-SS07 estimators based on using the so-called pseudo-observations,  *  =   ( + 1), instead of e   =   , to avoid the problems on the boundary. In particular, if the SS07 statistics e  −  and e  +  defined in (7) and (8) were constructed using  *  instead of e   , the estimators used in Blumentritt and Schmid (2014) 
Therefore, it seems that these estimators fail to achieve the maximum value 1 for maximal dependence and take a narrower range of values that they should be. Furthermore, the following relationship holds between the estimators e  
Thus, their bias and mean squared error (mse) fulfill the following identities:
Obviously, the same relationships hold between bias and mse of e  (19) and (11) keep the same regardless of whether we use  *  or e   . For instance, if we proceed as we did before to work out expression (11), but we put  *  instead of e   in (12) and (13), we get the following: (17) and (18) , since the final estimator will become the same.
Finite sample performance: a comparative study
To assess the finite sample performance of the estimators introduced in the previous subsection, we conduct Monte Carlo simulations for the same -dimensional copulas described in section 3. We consider four dimensions,  = {2 3 4 5} and six sample sizes,  = {20 40 50 100 500 1000}. For each copula, each parameter value and each dimension , we generate 1000 Monte Carlo replicates of size  and for each replicate, we compute the two estimators of the coefficient  Blumentritt and Schmid (2014) . Table 1 displays the results on the estimation of  +  for the Clayton copula with dimension  = 3, parameter values  = {02 05 1 2 5} and four selected sample sizes  = {20 50 100 500} 3 . This table also displays, for each simulated model, an aproximated value of the true Spearman's multivariate rho. These values were obtained by numerical integration or by Monte Carlo simulation as the average of its corresponding sample version in (11) across 300 samples of size 500000. Note that for the Clayton copula, not even the bivariate Spearman's rho has an analytical expression as a function of the parameter  Table 2 INSERT TABLE 1 AROUND HERE  INSERT TABLE 2 AROUND HERE  INSERT TABLE 3 for lower values of  (low dependence), the behaviour turns the other way round when the value of  is large (high dependence). As expected, both the bias and rmse tend to reduce as the sample size increases and the differences between both estimators become negligible in large samples. Additionally, we note that both estimators reproduce properly one of the main features of the Clayton copula, namely its asymmetry. Accordingly, for fixed  and fix , it always happens that b  with more precision negative parameters than positive ones. Again, both the bias and rmse tend to reduce as the sample size increases and the differences between both estimators become negligible in large samples, as expected.
Noticeably, we have checked that the results for higher dimensions hardly change.
Conclusions
This paper shows that two of the multivariate sample versions of the Spearman's rho coefficient proposed in SS07 can not be used as estimators of their population counterparts, since they could take values out of the parameter space. In turn, we propose alternative nonparametric estimators based on the results in Joe (1990) and we compare them, both analytically and by simulations, with some modified-SS07 estimators based on pseudo-observations. We check that, in general, the former outperforms the latter, especially in small samples and in models with higher dependence. Moreover, the latter do not reach the maximum value 1 when there is maximal dependence and take a narrower range of values than they should. 
