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Abstract
Sharp Besov regularities in time and space variables are investi-
gated for (u(t, x) 0 ≤ t ≤ T , x ∈ R), the mild solution to the stochas-
tic heat equation driven by space-time white noise. Existence, Ho¨lder
continuity and Besov regularity of local times are established for u(t, x)
viewed either as a process in space and time variables. And Hausdorff
dimensions of their corresponding levels sets are obtained.
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Introduction
In this paper we are concerned by the solution to the following linear stochas-
tic heat equation;
∂tu(t, x) = uxx(t, x) +
∂2
∂t∂x
W (t, x), t > 0, x ∈ R
u(0, x) = 0,
(0.1)
where ∂
2
∂t∂x
W (t, x) is a space-time white noise.
General stochastic heat equations driven by white noise were first studied by
1
Walsh [30], and extended for some general noises by Dalang [13]. Since then
several types of stochastic partial differential equations are considered and
widely studied from several points of view (see e.g. [3] , [4] and references
therein).
The purpose of this paper is twofold. Firstly, it attempts to study the
Besov regularity of the process (u(t, x), t ∈ [0, T ], x ∈ R) in time as well as in
space variable. Secondly, it aims to investigate the existence and Ho¨lder regu-
larity of local times of the processes (u(t, x))t∈[0,T ], for any fixed space variable
x, and also (u(t, x))x∈[a,b], for any fixed time variable t, with [a, b] ⊂ R.
Besov spaces Bαp,q, for α > 0, 1 ≤ p, q ≤ +∞, cover some classical function
spaces as special cases. Namely, Bαp,p is referred to as fractional Sobolev space
and Bα∞,∞ is the classical α−Ho¨lder space Cα, (see [27] for an introduction to
Besov spaces). A regularity result in the space Bαp,∞, when p is large enough,
can be considered as a sharp result for a trajectory which is not Ho¨lderian of
order α. That’s one of the main reasons why Besov regularity of trajectories
was extensively studied for some special classes of stochastic processes (we
refer to the non-exhaustive list [24], [11], [20], [21], [10], [9]).
In this paper we will prove that, for any fixed space variable x, the process
(u(t, x), t ∈ [0, T ]) belongs a.s. (resp. does not belong a.s.) to the Besov
space B
1
4
p;∞ (resp. B
1
4
,0
p;∞). And for any fixed t ∈ (0, T ], the spatial trajectories
(u(t, x), x ∈ [0, 1]) belong a.s. (resp. do not belong a.s.) to B
1
2
p;∞ (resp.
B
1
2
,0
p;∞). As far as we know the question of spatial Besov regularity was partially
addressed for the first time in Deaconus thesis [16], where temporal regularity
is raised as a conjecture which was never verified and published. Note also
that our results are sharper than the classical ones; namely, the process u(t, x)
satisfies a.s. Ho¨lder conditions of order α < 1
4
in the time variable and β < 1
2
with respect to the space variable. For Ho¨lder regularities of solutions to
general stochastic partial differential equations we can refer for example to
[15], [25] and references therein.
Our second aims is to investigate existence, Ho¨lder continuity and Besov
regularity of local times of the processes (u(t, x))t∈[0,T ], for any fixed space
variable x, and also for (u(t, x))x∈[a,b], for any fixed time variable t. The the-
ory of local times of stochastic processes dates back to 1939 in the works of
P. Le´vy and after him H. Trotter (1958) for linear Brownian motion. Since
then, there has been considerable interest in studying local times of various
stochastic processes, due to an important connection between the regularity
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of the local time and the irregularity of the underlying process. By using
Fourier analysis approach, the notion of the local time L(x, t) for a given
general process was initiated by Berman in [5]. It measures, with respect
to the Lebesgue measure, the amount of time spends by the process at x
during the time interval [0, t]. Berman [6] investigated a general condition,
called local nondeterminism (LND), under which a Gaussian process has a
smooth local time. He showed in particular that a process is LND implies
a local irregularity of the sample functions of the process. This notion was
extended by Cuzick and Duprezz [12] to the strong local nondeterminism
concept (SLND) and used by several authors to study sample paths proper-
ties for Gaussian processes, such as modulus of continuity, law of the iterated
logarithm, Chung’s law of the iterated logarithm. The joint continuity and
Ho¨lder conditions in space and time variables of local times for locally non-
deterministic processes were studied by many authors for several types of
Gaussian processes and random fields. We can refer, just to mention a few,
to Berman [6], Geman and Horowitz [18], Pitt [23], Xiao [31], Ayache et al.
[2] and Boufoussi et al. [7].
There is only few works in the literature investigating local times of solu-
tions to stochastic partial differential equations. It is worth to mention that
Ouahhabi and Tudor in [22] considered the local time of (u(t, x) , t ∈ [0, T ])
for fixed x, in the case of the stochastic heat equation driven by a fractional
noise in time and white in space variable, with Hurst parameter H > 1
2
.
We also should mention an unpublished preprint by Boufoussi and Dozzi
where it was discussed the existence and Ho¨lder regularity of the local time
of (u(t, x), t ∈ [0, T ]) for any fixed x. On the other hand, we know that,
up to a multiplicative constant, the process (u(t, x), t ∈ [0, T ]) is a bifrac-
tional Brownian motion (see [26]). Then many sample path properties of
(u(t, x), t ∈ [0, T ]) including the Ho¨lder continuity of its local time may be
deduced from results of Tudor and al. [29]. In this last paper, the authors
have used the Lamperti transformation (providing a connection between self-
similar processes and stationary processes) to prove that (u(t, x), t ∈ [0, T ])
satisfies SLND property. In our paper, we use direct calculations and fine
estimates on Green kernel G to prove existence of local times for u(t, x) by
considering separately temporal and spatial properties of G. In addition we
show new regularity results of the sample paths of local times in terms of
some modular Besov spaces.
This paper is organized as follows: in the first paragraph we will give a
brief introduction to the Besov spaces and local times. The second paragraph
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is devoted to study Besov regularity for the sample paths of t 7→ u(t, x) and
x 7→ u(t, x). In the third paragraph we study existence and regularity of local
times of the process u(t, x) in time and space variables. As a consequence,
Hausdorff dimensions of the level sets {t ∈ [0, T ]; u(t, x) = u(t0, x)} and
{x ∈ [a, b]; u(t, x) = u(t, x0)} are obtained.
1 Preliminaries
In this paragraph we briefly recall some known results on Besov spaces
and Local times in Berman’s sense.
1.1 The local times
Let us now recall briefly the notion of local time in the Fourier analytic
sense of a real separable random process (Xt, t ≥ 0) with Borel sample
paths, as it has been initiated by S. Berman. For any B ∈ B(R+) let the
occupation measure µB be defined by
µB(A) = λ{t ∈ B, Xt ∈ A}, A ∈ B(R).
If µB is absolutely continuous with respect to the Lebesgue measure on R,
we say that X has a local time on B, and define its local time L(., B) as
the Radon Nikodym derivative of µB. If B = [0, t] we write L(., t) instead of
L(., [0, t]). This definition can be extended to any measurable and bounded
(or positive) function f to get the so called occupation density formula :∫ t
0
f(Xs)ds =
∫
R
f(ξ)L(ξ, t)dξ.
By applying this to f = eiu., we can get the local time of X by the Fourier
inversion formula
L(ξ, t) =
1
2π
∫
R
∫ t
0
exp(iu(Xs − ξ))dsdu (1.1)
if the integral on the right side exists. This is the case if
E
∫
R
∣∣∣∣∫ t
0
exp(iuXs)ds
∣∣∣∣2 du <∞.
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A sufficient condition for the existence of L(ξ, t) on t ∈ [0, T ] and its square
integrability with respect to ξ for Gaussian processes is therefore∫ T
0
∫ T
0
[
E(Xs −Xt)2
]−1/2
dsdt <∞.
S. Berman [5] (see also D. Geman and J. Horowitz [18]) has strengthened
this fact by the following useful result
Theorem 1.1. Suppose that for some p ≥ 0∫ T
0
∫ T
0
[E(Xs −Xt)2]−(p+1)/2dsdt <∞ (1.2)
Then
1. For almost all ω, X(., ω) admits a local time L(ξ, t) which belongs, as
well as all its k − th derivatives (with respect to ξ) up to k = [p/2], to
L2(R, dx)
In addition if [p] is even ([p] is the integer part of p), the sample functions
of X satisfy
1. For almost all ω ∈ Ω, X(., ω) nowhere satisfies a Ho¨lder condition of
order 2/p+ 1.
2. If p = 0, then the sample functions of X return infinitely often to every
neighborhood of almost all the points they visit.
Having in mind the fractional Brownian motion case, a particular situation is
obtained if E(Xt−Xs)2 ≥ c|t− s|β, 0 < β < 2, with c is a positive constant.
(Note that β = 2H in the fractional Brownian motion situation of Hurst
parameter 0 < H < 1. Then we deduce from the first assertion above that
a.s. its trajectories nowhere satisfy a Ho¨lder condition of order strictly larger
than H).
In order to find the order of the Ho¨lder continuity in t and ξ of the sample
paths of the local time, one usually look for upper bounds of the moments
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of its increments:
E[L(ξ + k, t+ h)− L(ξ, t+ h)− L(ξ + k, t) + L(ξ, t)]n
=(2π)−n
∫
[t,t+h]n
∫
Rn
n∏
j=1
(e−i(ξ+k)uj − e−iξuj )E[exp(i
n∑
j=1
ujXtj )]dudt
≤ξnθπ−n
∫
[t,t+h]n
∫
Rn
n∏
j=1
|uj|θE[exp(i
n∑
j=1
ujXtj )]dudt
E[L(ξ, B)]n =(2π)−n
∫
[t,t+h]n
∫
Rn
exp(−iξ
n∑
j=1
uj)E[exp(i
n∑
j=1
ujXtj )]dudt
where u = (u1, ..., un), t = (t1, ..., tn), 0 < θ < 1, ξ, ξ + k ∈ I and
B ∈ B([0, T ]). The Ho¨lder continuity follows by an application of Kol-
mogorov’s continuity theorem.
In order to find suitable upper bounds for these increments for a given Gaus-
sian process X , the expression Var[
∑n
j=1 vj(Xtj − Xtj−1)] appearing by an
appropriate change of variables in the characteristic function above, is lower
bounded by Cm
∑n
j=1 v
2
j Var(Xtj−Xtj−1), where Cm is a strictly positive con-
stant. A sufficient condition to have a suitable lower bound is the so called
LND (local nondeterminism) property which reads as follows :
lim
c→0
inf
0≤t−r≤c, r<s<t
Var(Xt −Xs|Xτ , r ≤ τ ≤ s)
Var(Xt −Xs) > 0. (1.3)
In order to analyse the local time of the solution to the stochastic heat
equation, the LND property will be verified in the next for u(t, x) viewed
either as a process in time variable for any fixed x ∈ R or a process in space
variable for any fixed t.
1.2 Modular Besov spaces
In this paragraph we recall some notions on modular Besov spaces and
their characterizations in term of some sequences spaces. Let I ⊂ R be a
compact interval , 1 ≤ p < ∞ and f ∈ Lp(I ; R). We can measure the
smoothness of f by its modulus of continuity computed in the Lp-norm. For
this let us define for any t > 0
∆(p)(f, I)(t) = sup
|s|≤t
{∫
Is
|f(x+ s)− f(x)|pdx
} 1
p
,
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where Is = {x ∈ I; x+ s ∈ I}.
We can find in the literature various ways to define Besov norms. They
are generally defined with respect to some modulus functions, that are a
non-decreasing and continuous positive functions ω defined on [0,+∞[, s.t.
ω(0) = 0.
The most classical example of modulus is:
ωα,λ(t) = t
α(log(1/t))λ, (1.4)
with 0 < α < 1 and λ ∈ R. We refer to [11] for a more details on this subject.
Let ω be any modulus, we consider the norm
N ωp (f) := ||f ||Lp(I) + sup
0<t≤1
∆p(f, I)(t)
ω(t)
.
The modular Besov space is given by
Bωp (I) = {f ∈ Lp(I); N ωp (f) <∞}.
The space (Bωp (I),N ωp ) is a non separable Banach space. We also define
Bω,0p (I) = {f ∈ Lp(I); ∆p(f, I)(t) = o(ω(t)) as t→ 0+}.
Bω,0p (I) is a separable subspace of Bωp (I). For p = ∞, the space Bω∞(I) is
defined in the same way by using the usual L∞-norm.
In the case of unit interval I = [0, 1] modular Besov spaces are described in
terms of sequences of the coefficients of the expansion of continuous functions
with respect to the Schauder basis. The following isomorphism theorem
(Theorem 1.2) has been established for general modulus functions ω (cf.
[11]). We will restrict ourselves to the class of modulus ω = ωα,λ given by
(1.4).
Theorem 1.2. Let p > 1, 1
p
< α < 1 and λ ≥ 0, we have
1. Bωp ([0, 1]) is linearly isomorphic to a sequences space and we have the
following equivalence of norms:
N ωp (f) ∼ sup
|f0|, |f1|, supj
2
−j
(
1
2
+
1
p
)
ω(2−j)
 2j∑
k=1
|fjk|p

1
p
 ,
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where the coefficients {f0, f1, fjk , j ≥ 0 , 1 ≤ k ≤ 2j} are given by
f0 = f(0), f1 = f(1)− f(0),
fjk = 2.2
j/2
{
f
(
2k − 1
2j+1
)
− 1
2
f
(
2k
2j+1
)
− 1
2
f
(
2k − 2
2j+1
)}
.
2. f is in Bω,0p ([0, 1]) if and only if
lim
j→0
2
−j
(
1
2
+
1
p
)
ω(2−j)
 2j∑
k=1
|fjk|p

1
p
= 0.
When ω(t) = tα and I = [0, 1], we will use the notations
||f ||αp := N ωp (f), Bαp = Bωp (I) and Bα,0p := Bω,0p (I).
Remark 1.3. We can easily show in the following important results
1. Let 1 ≤ p <∞ and ω1, ω2 two modulus, such that
lim
t→0
ω1(t)
ω2(t)
= 0.
Then we have Bω1p ([0, 1]) →֒ Bω2,0p ([0, 1]).
2. We denote by Hω(I) the ω-Ho¨lder space defined by
Hω(I) :=
f : I −→ R | supx,y∈I
x 6=y
|f(x)− f(y)|
ω(|x− y|) <∞
 , (1.5)
endowed with the norm
||f ||ω = sup
x∈I
|f(x)|+ sup
x,y∈I
x 6=y
|f(x)− f(y)|
ω(|x− y|) .
• Bω∞([0, 1]) = Hω([0, 1]).
• For 1 ≤ p <∞, we have Hω([0, 1]) →֒ Bωp ([0, 1]).
• For 1
p
< α < 1, we get Bαp ([0, 1]) →֒ Hα−
1
p ([0, 1]), Hα− 1p (I) is the
Ho¨lder space define in (1.5), with ω(t) = tα−
1
p .
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2 Besov regularity of solution of stochastic
heat equation
2.1 Linear stochastic heat equation
Consider the linear stochastic heat equation
∂
∂t
u(t, x) = ∆u(t, x) +
∂2
∂t∂x
W (t, x), t > 0, x ∈ R
u(0, x) = 0,
(2.1)
where ∂
2
∂t∂x
W (t, x) is a space-time white noise, i.e. (W (t, x), t ≥ 0, x ∈ R)
is a centered Gaussian process with covariance function given by
E[W (t, A)W (t′, A′)] = (t ∧ t′) λ(A ∩A′), A, A′ ∈ Bb(R), t, t′ ≥ 0 ,
where λ is the Lebesgue measure, Bb(R) is the σ−algebra of bounded Borelian
sets and W (t, x) = W (t, [0, x]). It is well known that the (mild) solution of
this equation is given by
u(t, x) =
∫ t
0
∫
R
G(t− s, x− y)dW (s, y), (2.2)
and G is the Green kernel of the heat equation given by
G(t, x) =
{
(2πt)−1/2 exp(− |x|2
2t
) if t > 0, x ∈ R
0 if t ≤ 0, x ∈ R. (2.3)
2.2 Besov regularity of t→ u(t, x)
Our main result in this paragraph, is the following theorem
Theorem 2.1. For all x ∈ R and 4 < p <∞, we have
P(u(., x) ∈ B1/4p,∞) = 1 and P(u(., x) ∈ B1/4,0p,∞ ) = 0,
where u(., x) is the sample path t ∈ [0, 1] −→ u(t, x).
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To prove this theorem, we are going to adapt the method used in [11].
For any x ∈ R, let
ujk = 2.2
j/2
{
u
(
2k − 1
2j+1
, x
)
− 1
2
u
(
2k
2j+1
, x
)
− 1
2
u
(
2k − 2
2j+1
, x
)}
.
We can rewrite ujk as
ujk
= 2.2j/2
{∫ 2k−2
2j+1
0
[
G
(
2k − 1
2j+1
− τ, x− y
)
− 1
2
G
(
2k
2j+1
− τ, x− y
)
−1
2
G
(
2k − 2
2j+1
− τ, x− y
)]
W (dτ, dy)+
+
∫ 2k−1
2j+1
2k−2
2j+1
[
G
(
2k − 1
2j+1
− τ, x− y
)
− 1
2
G
(
2k
2j+1
− τ, x− y
)]
W (dτ, dy)
+
∫ 2k
2j+1
2k−1
2j+1
[
−1
2
G
(
2k
2j+1
− τ, x− y
)]
W (dτ, dy)
}
= 2.2j/2 {I1(j, k) + I2(j, k) + I3(j, k)} .
(2.4)
It’s important to note that I1(k), I2(k) and I3(k) are independent terms. We
also put
vjk =
ujk
σjk
with σjk =
{
E[|ujk|2]
}1/2
. (2.5)
We first state some preliminary results.
Lemma 2.2. For all x ∈ R, t, s ∈ [0, 1] and 0 ≤ r1 < r2 ≤ t ∧ s, we have∫ r2
r1
∫
R
G(t−τ, x−y)G(s−τ, x−y)dτdy = 1√
2π
(√
t + s− 2r1 −
√
t + s− 2r2
)
.
Proof. The proof is a consequence of elementary successive changes of vari-
ables.
The following lemma is a useful tool to get precise estimations in our
calculations. For the proof we refer to [11].
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Lemma 2.3. Let (X, Y ) be a mean zero Gaussian vector such that E(X2) =
E(Y 2) = 1 and ρ = |EXY |. So for any measurable functions f and g such
that E(f(X))2 <∞,E(f(Y ))2 <∞ and f(X), f(Y ) are centred, we have
|Ef(X)g(Y )| ≤ ρ{E(f(X))2}1/2 {E(f(Y ))2}1/2 ,
when f (or g) is even we can replace ρ by ρ2 in the previous inequality.
By using the equality (2.4) and Lemma 2.2, we have for all j ≥ 1 and
k, k′ ∈ {1, ..., 2j} such that k 6= k′
E[ujkujk′] =
2.2j/2√
π
(∆4Φk,k′(0)−∆4Ψk,k′(0)), (2.6)
where ∆4Φk,k′,∆
4Ψk,k′ are the one step progressive differences of order 4 of
the functions
Φk,k′(x) = (2(k + k
′)− x)1/2 and Ψk,k′(x) = (2|k − k′| − 2 + x)1/2.
We also have, for all j ≥ 1 and k ∈ {1, ..., 2j}
E[|ujk|2] = 2.2
j/2
√
π
(∆4Φk,k(0) + 2− 1√
2
). (2.7)
Lemma 2.4. For all j ≥ 1 and k, k′ ∈ {1, ..., 2j} with k 6= k′, there exists a
constant ck,k′ ∈ (0, 1) such that
|E[ujkujk′]| ≤ 15
8
√
π
2j/2
(2|k − k′| − 2 + ck,k′)7/2 . (2.8)
And there exists a constant m > 0 such that, for all j ≥ 1 and k ∈ {1, ..., 2j}
m2j/2 ≤ E[|ujk|2] ≤ 4−
√
2√
π
2j/2. (2.9)
Proof. Denote by Φ
(4)
k,k′,Ψ
(4)
k,k′ the derivatives of order 4 of respectively Φk,k′
and Ψk,k′. By successive mean value theorem and (2.6), there exist two
constants 0 < βk,k′ < 4 and 0 < γk,k′ < 4 such that
E[ujkujk′] =
2.2j/2√
π
(Φ
(4)
k,k′(βk,k′)−Ψ(4)k,k′(γk,k′))
=
15.2j/2
8
√
π
(
1
(2|k − k′| − 2 + γk,k′)7/2 −
1
(2(k + k′)− βk,k′)7/2
)
≤ 15
8
√
π
2j/2
(2|k − k′| − 2 + γk,k′ ∧ 1)7/2 .
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Then we get (2.8) with ck,k′ = γk,k′ ∧ 1.
To show the upper bound in (2.9), we use the mean value theorem and
(2.7). So, there exists a constant 0 < βk,k < 4 such that
E[u2jk] =
2.2j/2√
π
(Φ
(4)
k,k(βk,k) + 2−
1√
2
) (2.10)
=
2.2j/2√
π
(−15
16
1
(4k − βk,k)7/2 + 2−
1√
2
) (2.11)
≤ 2√
π
(2− 1√
2
)2j/2.
On the other hand to prove the lower bound, first we remark that for k = 1,
we have by (2.7)
E[|uj1|2] = 2√
π
(
7
√
2
4
−
√
3 +
3
2
)2j/2,
and for k ∈ {2, ..., 2j}, we get by (2.11)
2√
π
(−15
16
1
47/2
+ 2− 1√
2
)2j/2 ≤ E[|ujk|2].
So the lower bound in (2.9) is obtained with
m =
2√
π
(−15
16
1
47/2
+ 2− 1√
2
) ∧ 2√
π
(
7
√
2
4
−
√
3 +
3
2
).
And this finishes the proof of Lemma 2.4.
Lemma 2.5. There exists a constant M > 0 such that, for all j ≥ 1 and
k, k′ ∈ {1, ..., 2j}, we have
2j∑
k,k′=1
|Evjkvjk′|2 ≤M2j . (2.12)
12
Proof. Equality (2.5) gives
2j∑
k,k′=1
|Evjkvjk′|2 = 2
2j∑
k′<k
k−k′=1
|Evjkvjk′|2 + 2
2j∑
k′<k
k−k′≥2
|Evjkvjk′|2 +
2j∑
k=1
{E[|vjk|2]}2
= 2
2j∑
k′<k
k−k′=1
∣∣∣∣Eujkujk′σjkσjk′
∣∣∣∣2 + 2 2j∑
k′<k
k−k′≥2
∣∣∣∣Eujkujk′σjkσjk′
∣∣∣∣2 + 2j (2.13)
= 2I1 + 2I2 + 2
j.
First we are going to estimate I1. Since k
′ = k − 1, we have by (2.6)
E[ujkujk′] =
2.2j/2√
π
(∆4Φk,k′(0) + 2(1 + 2
√
3− 3
√
2)), (2.14)
and
∆4Φk,k′(0) = Φ
(4)
k,k′(βk,k′) = −
15
16
1
(4k − 2− βk,k′)7/2 , (2.15)
where βk,k′ ∈ (0, 4). Combining (2.14) and (2.15), we obtain
E[ujkujk′] =
2.2j/2√
π
(
−15
16
1
(4k − 2− βk,k′)7/2 + 2(1 + 2
√
3− 3
√
2)
)
. (2.16)
So, we get
E[ujkujk′] ≤ 4.2
j/2
√
π
(1 + 2
√
3− 3
√
2), (2.17)
and
−E[ujkujk′] ≤ 15.2
j/2
8
√
π
1
(4k − 2− βk,k′)7/2
≤ 15.2
j/2
8
√
π
1
27/2
.
(2.18)
Combining (2.17) and (2.18), we obtain that
|E[ujkujk′]| ≤ K2j/2, (2.19)
where K = 4(1+2
√
3−3√2)√
π
∨ 15
213/2
√
π
. So by (2.9) and (2.19), we have
I1 ≤
(
K
m
)2
(2j − 1).
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Now we are going to estimate I2. If we note C =
(
15
m8
√
π
)2
, we have by (2.8)
and(2.9),
I2 ≤ C
2j∑
k′<k
k−k′≥2
1
(2(k − k′)− 2 + ck,k′)7
= C
2j∑
k=3
k−2∑
k′=1
1
(2(k − k′)− 2 + ck,k′)7
≤ C
2j∑
k=3
k−2∑
k′=1
1
(2(k − k′)− 2)7
≤ C
2j∑
k=3
(
k−2∑
k′=1
∫ 2(k−k′)−2
2(k−k′)−3
1
x7
dx
)
≤ C
2j∑
k=3
(∫ 2k−4
1
1
x7
dx
)
≤ C
6
(2j − 2).
This finishes the proof of the lemma 2.5.
Lemma 2.6. For all j ≥ 1 and k ∈ {1, ..., 2j}, we have
E
 2j∑
k=1
(|vjk|p − cp)
2 ≤ (c2p − c2p)M2j , (2.20)
where cp =
1√
2π
∫
R
|x|pe−x
2
2 dx.
Proof. First we have
E
 2j∑
k=1
(|vjk|p − cp)
2 = 2j∑
k,k′=1
E [(|vjk|p − cp)(|vjk′|p − cp)] .
And by applying Lemma 2.3, with f(x) = g(x) = |x|p − cp, we get
E
 2j∑
k=1
(|vjk|p − cp)
2 ≤ (c2p − c2p) 2j∑
k,k′=1
|E[vjkvjk′]|2.
Inequality (2.20) of Lemma 2.5 ends the proof of the lemma 2.6.
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Now, we are ready to finish the proof of Theorem 2.1
Proof of Theorem 2.1. We are going to show that, almost surly
2−j
2j∑
k=1
|vjk|p −→
j→∞
cp. (2.21)
For this end we will prove that for all ε > 0 we have
∑
j≥1
P
2−j
2j∑
k=1
|vjk|p /∈ [cp − ε, cp + ε]
 <∞. (2.22)
Markov’s inequality ensures
P
2−j
2j∑
k=1
|vjk|p /∈ [cp − ε, cp + ε]
 ≤ 1ε222jE
 2j∑
k=1
(|vjk|p − cp)
2 . (2.23)
Combining the inequality (2.23) and Lemma 2.6, we get that (2.22) holds
and (2.21) is then a consequence of Borel-Cantelli Lemma. Finally our main
result, Theorem 2.1, is a simple consequence of Theorem 1.2.
Remark 2.7. Lemma 2.2 shows clearly that the process (u(t, x), t ≥ 0) is,
up to a constant, a bifractional Brownian motion with parameters H =
K = 1
2
. We believe that, with the same arguments, we can prove that
P[WH,K ∈ BHKp ] = 1 and P[WH,K ∈ BHK,0p ] = 0, where (WH,Kt , t ∈ [0, 1]) is
a bifractional Brownian motion with parameters H ∈ (0, 1) and K ∈ (0, 1].
We investigate this result in an upcoming paper.
2.3 Besov regularity of x→ u(t, x)
In this paragraph we will study the Besov regularity of {u(t, x), x ∈ [0, 1]}
for any fixed t ∈ (0, T ].
Theorem 2.8. For all t ∈ (0, T ] and 2 < p <∞, we have
P[u(t, .) ∈ B1/2p ] = 1 and P[u(t, .) ∈ B1/2,0p ] = 0,
where u(t, .) = (u(t, x), x ∈ [0, 1]).
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As before we first state some preliminary lemmas
Lemma 2.9. For all t ∈ (0, T ], x, y ∈ [0, 1], we have∫ t
0
∫
R
G(t− τ, x− ξ)G(t− τ, y − ξ)dτdξ = F (x− y),
where
F (u) =
∫ t
0
1
2
√
πr
e−
u2
4r dr. (2.24)
Proof. Straightforward calculations.
Define for any t ∈ (0, T ]
zjk = 2.2
j/2
{
u
(
t,
2k − 1
2j+1
)
− 1
2
u
(
t,
2k
2j+1
)
− 1
2
u
(
t,
2k − 2
2j+1
)}
, (2.25)
and set
ωjk =
zjk
̺jk
with ̺jk = {E[|zjk|2]}1/2. (2.26)
By using the equality (2.25) and Lemma 2.9 we obtain, for all j ≥ 1 and
k, k′ ∈ {1, ..., 2j}
E[zjk zjk′] = 2
j∆4Λj,k,k′(0), (2.27)
where ∆4Λj,k,k′ is the one step progressive difference of order 4 of the function
Λj,k,k′(x) = F
(
2(k − k′)− 2 + x
2j+1
)
,
where F is given by (2.24).
Lemma 2.10. For all j ≥ 1 and k, k′ ∈ {1, ..., 2j} such that k 6= k′, there
exists a constant κj,k,k′ ∈ (0, 4), such that
|E[zjk zjk′]| ≤ 3θ
16
√
π
1
|2(k − k′)− 2 + κj,k,k′|3 , (2.28)
where θ =
∫∞
0
e−
1
4s
s5/2
[
1 + 1
s
+ 1
12
1
s2
]
ds. And there exist m1, m2 > 0 such that,
for all j ≥ 1 and k ∈ {1, ..., 2j}
m1 ≤ E[|zjk|2] ≤ m2. (2.29)
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Proof. First recall that by (2.27), we have
E[zjk zjk′] = 2
j∆4Λj,k,k′(0). (2.30)
Denote by Λ
(4)
j,k,k′ the derivative of order 4 of Λj,k,k′. By the mean value the-
orem and (2.30), for all j ≥ 1 and k, k′ ∈ {1, ..., 2j} such that k 6= k′, there
exists a constant κj,k,k′ ∈ (0, 4) such that
E[zjk zjk′] = 2
jΛ
(4)
j,k,k′(κj,k,k′). (2.31)
Taking into account the fact that k 6= k′, elementary calculation of Λ(4)j,k,k′
entails
E[zjk zjk′] =
3
16
√
π
1
|2(k − k′)− 2 + κj,k,k′|3×∫ t( 2j+1
2(k−k′)−2+κ
j,k,k′
)2
0
e−
1
4s
s5/2
[
1− 1
s
+
1
12
1
s2
]
ds.
(2.32)
Then we get (2.28) by taking θ =
∫∞
0
e−
1
4s
s5/2
[
1 + 1
s
+ 1
12
1
s2
]
ds.
Now we are going to show (2.29). First we start by proving the upper
bound. (2.27) together with (2.31) give that for all j ≥ 1 and k ∈ {1, ..., 2j}
E[|zjk|2] = 2j∆4Λj,k,k(0) = 2j
∫ t
0
1
2
√
πr
∆4ψj,r(0)dr,
where
ψj,r(x) = exp
(
− 1
4r
(
x− 2
2j+1
)2)
.
By the change of variable s = 22(j+1)r, we have that
E[|zjk|2] =
∫ t22(j+1)
0
1
2
√
πs
∆4ϕs(0)ds, (2.33)
where ϕs(x) =
e−
1
4s (x−2)
2
2
. Remark that ϕs depends neither on j nor on k.
Again by mean value theorem there exists a constant λs ∈ (0, 4) depending
only on s, such that
∆4ϕs(0) = ϕ
(4)
s (λs) =
3
8
e−
1
4s
(λs−2)2
s2
{
1− (λs − 2)
2
s
+
1
12
(λs − 2)4
s2
}
. (2.34)
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We use the formula (2.34) away from the origin together with (2.33), to get
E[|zjk|2] ≤
∫ 4t
0
1
2
√
πs
∆4ϕs(0)ds
+
∫ ∞
4t
3
8
e−
1
4s
(λs−2)2
s2
{
1− (λs − 2)
2
s
+
1
12
(λs − 2)4
s2
}
ds.
(2.35)
Then (2.35) entails
E[|zjk|2] ≤
∫ 4t
0
2√
πs
ds+
∫ ∞
4t
3
8
1
s2
{
1 +
4
s
+
4
3
1
s2
}
ds := m2 . (2.36)
For the lower bound of (2.29), we have by (2.33)
E[|zjk|2]
=
1
2
√
π
{∫ t22(j+1)
0
1√
s
e−
1
sds− 4
∫ t22(j+1)
0
1√
s
e−
1
4sds+ 3
∫ t22(j+1)
0
1√
s
ds
}
≥ 1
2
√
π
∫ 4t
0
1√
s
(
e−
1
s − 4e− 14s + 3
)
ds := m1.
(2.37)
The last inequality holds because the function x ∈ (0,∞) → ∫ x
0
1√
s
e−
1
sds −
4
∫ x
0
1√
s
e−
1
4sds+3
∫ x
0
1√
s
ds is nondecreasing. So we obtain a lower bound m1,
which finishes the proof of Lemma 2.10.
Lemma 2.11. There exists a constant K > 0 such that, for all j ≥ 1 and
k, k′ ∈ {1, ..., 2j}, we have
2j∑
k,k′=1
|Eωjk ωjk′|2 ≤ K2j. (2.38)
Proof. The proof uses the same calculations as those used in Lemma 2.5.
We use the same arguments as in the proof of Lemma 2.6 to obtain
Lemma 2.12. For all j ≥ 1 and k ∈ {1, ..., 2j}, we have
E
 2j∑
k=1
(|ωjk|p − cp)
2 ≤ (c2p − c2p)Kt2j, (2.39)
where cp =
1√
2π
∫
R
|x|pe−x
2
2 dx.
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Proof of Theorem 2.8. We deduce the proof by the same arguments as those
used in Theorem 2.1.
3 Existence and regularity of local times:
3.1 Local time of the process t→ u(t, x):
In this section we will consider the process (u(t, x), 0 ≤ t ≤ T ), for some
fixed T > 0 and x ∈ R.
3.1.1 Existence of the local time
We will need the following technical estimates, which can be verified easily
by standard methods (change of variables, Parseval’s equality):
Lemma 3.1. For any x ∈ R and s < t with s, t ∈ [0, T ]
1.
∫ s
0
∫
R
|G(t− r, x− y)−G(s− r, x− y)|2drdy ≤ C|t− s|1/2
2.
∫ t
s
∫
R
G2(t− r, x− y)drdy = C1|t− s|1/2
Proposition 3.2. For any x ∈ R and 0 ≤ p < 3, we have∫ T
0
∫ T
0
[E(u(t, x)− u(s, x))2]−(p+1)/2dsdt <∞ .
Proof. We have for s < t
E(u(t, x)− u(s, x))2
= E
∣∣∣∣∫ s
0
∫
R
(G(t− τ, x− y)−G(s− τ, x− y))dW (τ, y) +
∫ t
s
∫
R
G(t− τ, x− y)dW (τ, y)
∣∣∣∣2 .
Independence argument together with the point 2) of Lemma 3.1 give
E(u(t, x)− u(s, x))2
=
∫ s
0
∫
R
(G(t− τ, x− y)−G(s− τ, x− y))2dτdy +
∫ t
s
∫
R
G2(t− τ, x− y)dτdy
≥
∫ t
s
∫
R
G2(t− τ, x− y)dτdy ≥ C1
√
(t− s) ,
where C1 is a positive constant. This ends the proof of Proposition 3.2.
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Theorem 3.3. Let x ∈ R be fixed, then
1. There exists a square integrable version of the local time of (u(t, x))t∈[0,T ]
2. The process (u(t, x))t∈[0,T ] satisfies the LND property (1.3).
Proof. The existence of a square integrable version of the local time of u(t, x)
is a consequence of Berman’s theory (cf. Theorem 1.1) and Proposition 3.2.
We will denote this version by (L(ξ, t), t ≥ 0, ξ ∈ R).
Let us now prove that (u(t, x))t∈[0,T ] satisfies the LND condition. So we have
to prove
lim
c→0
inf
0≤t−r≤c, r<s<t
Var(u(t, x)− u(s, x)|u(τ, x), r ≤ τ ≤ s)
Var(u(t, x)− u(s, x)) > 0. (3.1)
First, remark that we have the following inclusion of σ-algebras
σ(u(τ, x), r ≤ τ ≤ s) ⊂ FWs ,
where we have noted FWs = σ((W (r, y), 0 ≤ r ≤ s, y ∈ R) ∨ N ). We then
get
Var(u(t, x)− u(s, x)|u(τ, x), r ≤ τ ≤ s)
Var(u(t, x)− u(s, x)) ≥
Var(u(t, x)− u(s, x)|FWs )
Var(u(t, x)− u(s, x)) (3.2)
Now
Var(u(t, x)− u(s, x)|W (τ, y), 0 ≤ τ ≤ s, y ∈ R)
= Var(
∫ s
0
∫
R
(G(t− τ, x− y)−G(s− τ, x− y))dW (τ, y)
+
∫ t
s
∫
R
G(t− τ, x− y)dW (τ, y)|FWs )
(3.3)
But since
∫ s
0
∫
R
(G(t−τ, x−y)−G(s−τ, x−y))dW (τ, y) is FWs −measurable
and
∫ t
s
∫
R
G(t− τ, x− y)dW (τ, y) is independent of FWs , we have
Var(u(t, x)−u(s, x)|W (τ, y), 0 ≤ τ ≤ s, y ∈ R) =
∫ t
s
∫
R
G2(t−τ, x−y)dτdy.
(3.4)
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On the other hand
Var(u(t, x)− u(s, x)) =
∫ s
0
∫
R
(G(t− τ, x− y)−G(s− τ, x− y))2dτdy
+
∫ t
s
∫
R
G2(t− τ, x− y)dτdy
:= A(s, t)
(3.5)
Combining (3.2), (3.3), (3.4) and (3.5) we obtain
lim
c→0
inf
0≤t−r≤c, r<s<t
Var(u(t, x)− u(s, x)|u(τ, x), r ≤ τ ≤ s)
Var(u(t, x)− u(s, x))
≥ lim
c→0
inf
0≤t−r≤c, r<s<t
∫ t
s
∫
R
G2(t− τ, x− y)dτdy
A(s, t)
Remark that
lim
c→0
inf
0≤t−r≤c, r<s<t
∫ t
s
∫
R
G2(t− τ, x− y)dτdy
A(s, t)
> 0
⇔ lim
c→0
inf
0≤t−r≤c, r<s<t
∫ t
s
∫
R
G2(t− τ, x− y)dτdy∫ s
0
∫
R
(G(t− τ, x− y)−G(s− τ, x− y))2dτdy > 0.
The last property of G is assured by Lemma 3.1, which ends the proof of
Theorem 3.3.
Proposition 3.4. For all x, y ∈ R, t, h ∈ (0, T ] such that t+ h ≤ T and for
all n ∈ N⋆, there exists Cn > 0 such that
E[L(y, t+ h)− L(x, t + h)− L(y, t) + L(x, t)]n ≤ Cn|x− y|ζnhn(3/4−ζ/4),
E[L(x, t + h)− L(x, t)]n ≤ Cnh3n/4,
where 0 < ζ < 1.
Proof. We prove just the first inequality, the second one follows the same
lines. For simplicity of notations we useXt to denote the process (u(t, x) , t ∈
[0, T ]). Following [18] or [17] we have
E[L(y, t+ h)− L(x, t+ h)− L(y, t) + L(x, t)]n
= (2π)−n
∫
[t,t+h]n
∫
Rn
n∏
j=1
[e−iyuj − e−ixuj ]E[ei
∑n
j=1 ujXtj ]dudt.
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The elementary inequality |1 − eiθ| ≤ 21−ζ|θ|ζ for any 0 < ζ < 1 and θ ∈ R,
leads to
E[L(y, t+h)−L(x, t+h)−L(y, t)+L(x, t)]n ≤ 2−nζπ−n|y−x|nζ T (n, ζ), (3.6)
where
T (n, ζ) =
∫
[t,t+h]n
∫
Rn
n∏
j=1
|uj|ζE[ei
∑n
j=1 ujXtj ]dudt.
In order to apply the LND property for the gaussian process Xt, we do two
transformations:
• We replace the integration over the domain [t, t+h]n by the integration
over the subset t < t1 < t2... < tn < t + h.
• In the integral over the u’s, we change the variable of integration by
means of the transformation
un = vn, uj = vj − vj+1, j = 1, ..., n− 1.
We obtain
T (n, ζ) = n!
∫
t<t1<t2...<tn<t+h
∫
Rn
n−1∏
j=1
|vj − vj+1|ζ|vn|ζE[ei
∑n
j=1 vj(Xtj−Xtj−1)]dvdt
= n!
∫
t<t1<t2...<tn<t+h
∫
Rn
n−1∏
j=1
|vj − vj+1|ζ |vn|ζ e−
1
2
var(
∑n
j=1 vj(Xtj−Xtj−1 )) dvdt,
(3.7)
where t0 = 0. Now, since |a− b|ζ ≤ |a|ζ+ |b|ζ for all 0 < ζ < 1, it follows that
n−1∏
j=1
|vj − vj+1|ζ|vn|ζ ≤
n−1∏
j=1
(|vj|ζ + |vj+1|ζ)|vn|ζ. (3.8)
Note that the last term in the right is at most equal to a finite sum of terms
each of the form
∏n
j=1 |vj|ǫjζ , where ǫj = 0, 1, or 2 and
∑n
j=1 ǫj = n. Let us
write for simplicity σ2(j) = E(Xtj −Xtj−1)2. Using the LND property of Xt
in Theorem 3.3 and (3.8), the term T (n, ζ) in (3.7) is dominated by the sum
over all possible choice of (ǫ1, ..., ǫn) ∈ {0, 1, 2}n of the following terms∫
t<t1<t2...<tm<t+h
∫
Rn
n∏
j=1
|vj |ǫjζ exp
(
−Cn
2
n∑
j=1
v2jσ
2(j)
)
dvdt, (3.9)
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where Cn is a positive constant and h is small enough such that 0 < h < δn,
(δn and Cn are given by the LND property). Now, by the change of variable
xj = σ(j)vj, the term (3.9) becomes∫
t<t1<t2...<tm<t+h
n∏
j=1
σ(j)−1−ζǫj
∫
Rn
n∏
j=1
|xj |ǫjζ exp
(
−Cn
2
n∑
j=1
x2j
)
dxdt.
(3.10)
Using the estimation in Lemma 3.1, we have σ2(j) = E(Xtj − Xtj−1)2 ≥
C(tj− tj−1)1/2, where C is a positive constant. This implies that the integral
in (3.10) is dominated by∫
t<t1<t2...<tm<t+h
n∏
j=1
|tj − tj−1|
−1−ζǫj
4
∫
Rn
n∏
j=1
|xj |ǫjζ exp
(
−Cn
2
n∑
j=1
x2j
)
dxdt
= C(n, ζ)
∫
t<t1<t2...<tm<t+h
n∏
j=1
|tj − tj−1|
−1−ζǫj
4 dt.
(3.11)
Now, return to Equation (3.6). Combining (3.7), (3.9) and (3.11) we obtain
E[L(y, t+ h)− L(x, t + h)− L(y, t) + L(x, t)]n
≤ C(n, ζ)|y − x|nζ
∫
t<t1<t2...<tm<t+h
n∏
j=1
|tj − tj−1|
−1−ζǫj
4 dt.
(3.12)
Remark that the integral in the right hand side of (3.12) is finite. Moreover,
by using an elementary calculations, we have for any n ≥ 1, h > 0 and bj < 1∫
t<t1<t2...<tm<t+h
n∏
j=1
|tj − tj−1|−bjdt = hn−
∑n
j=1 bj
∏n
j=1 Γ(1− bj)
Γ(1 + n−∑nj=1 bj) .
Finally, taking bj =
1+ζǫj
4
, we get
E[L(y, t+h)−L(x, t+h)−L(y, t)+L(x, t)]n ≤ C(n, ζ)|y−x|nζhn( 34− ζ4 ). (3.13)
We can deduce by classical arguments (cf. D. Geman-J. Horowitz [18]
Theorem 26.1 or Berman [6] Theorem 8.1.) the following regularity result
for the local time of the solution (u(t, x), 0 ≤ t ≤ T )
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Theorem 3.5. For any x ∈ R, the solution (u(t, x))t∈[0,T ] has, almost surely,
a jointly continuous local time (L(ξ, t), t ∈ [0, T ], ξ ∈ R). It satisfies For all
α < 3/4
sup
ξ
|L(ξ, t+ h)− L(ξ, t)| ≤ η′hα, (3.14)
for all t, h, t+h ∈ [0, T ] and h < η, where η and η′ are random variables a.s.
positive and finite.
We may also deduce by a version of Kolmogorov’s continuity theorem in
Besov norms (see Boufoussi et al. [8, Lemma 2.1.]), that
Theorem 3.6. For all λ > 0 and p > 1
λ
,
P
(
L(ξ, .) ∈ Bωλp
)
= 1,
where ωλ(t) = t
3/4(log(1/t))λ and L(ξ, .) is the sample paths t → L(ξ, t),
t ∈ [0, 1] .
Remark 3.7. 1. Theorem 3.6 can be seen as a sharp regularity result since,
more λ is small more the corresponding Besov space Bωλp closer to the
3
4
-Ho¨lder H 34 .
2. The process u(., x) satisfies (1.2) of Theorem 1.1 with 0 < p < 3. Then
there is a version of the local time L(ξ, t) which is differentiable with
respect to the space variable, and a.s. L(1)(ξ, t) = ∂ξL(ξ, t) ∈ L2(R, dξ).
It’s easy to verify that L(1) satisfies (3.6) with T (n, ζ + 1) instead of
T (n, ζ). Following the same arguments as in Proposition 3.4, the finite-
ness of the integral in (3.12) (with ζ + 1 in place of ζ) requires that
ζ < 1/2. Furthermore, we obtain that ∀x, y ∈ R, ∀t, h ∈ (0, T ], s.t.
t+ h ≤ T and ∀n ∈ N, there exists Cn > 0 such that
E[L(1)(y, t+h)−L(1)(x, t+h)−L(1)(y, t)+L(1)(x, t)]n ≤ Cn|x−y|ζnhn(1/2−ζ/4),
where 0 < ζ < 1/2.
Consequently we have the following regularity result
Theorem 3.8. There is a jointly continuous version of (L(1)(ξ, t), t ∈ [0, T ], ξ ∈
R) satisfying: For all compact U ⊂ R and for any α < 1/2
sup
x,y∈U,x 6=y
|L(1)(x, t)− L(1)(y, t)|
|x− y|α <∞, a.s.
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3.1.2 Hausdorff dimension of level sets
Let x ∈ R be fixed. We define, for any ξ ∈ R, the ξ−level set of (u(t, x) , t ∈
[0, T ]) by
Mx(ξ) = {t ∈ [0, T ] : u(t, x) = ξ}.
Our goal is to determine the Hausdorff dimension dimH(M
x(u(t0, x))) of
Mx(u(t0, x)). We can refer to the [19, p. 27] for an introduction to Hausdorff
meausre and dimension.
One of the most important application of the joint continuity of the local time
is to extend L(ξ, .) as a finite measure supported on the level set Mx(ξ), see
[1, Theorem 8.6.1.]. To find a lower bound of the Hausdorff dimension of
the level sets we need first the following Frostman’s Lemma cf. [14, Lemma
6.10.]
Lemma 3.9. Let E be a Borel set of R, Hs(E) > 0 if and only if there exists
a finite Borel measure µ supported on E such that µ(E) > 0 and a positive
constant c such that
µ((y − r, y + r)) ≤ crs,
for all y ∈ R and r > 0.
Lemma 3.10. For all x ∈ R, we have almost surely and for almost every t0
dimH(M
x(u(t0, x))) ≥ 3
4
.
Proof. Let x ∈ R be fixed, we have by [5, Lemma 1.1.] that for almost every
t0
L(u(t0, x), T ) > 0.
We know that L(u(t0, x), .) is a measure supported on M
x(u(t0, x)), and
(3.14) entails that L(u(t0, x), .) satisfies a.s. a Ho¨lder condition of any order
smaller than 3
4
. So by Lemma 3.9 we have almost surely and for almost every
t0
dimH(M
x(u(t0, x))) ≥ 3
4
.
Lemma 3.11. For all x ∈ R, we have almost surely and for all t0 ∈ [0, T ]
dimH(M
x(u(t0, x))) ≤ 3
4
.
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Proof. We know that u(., x) satisfies a.s. a Ho¨lder condition of any order
smaller than 1
4
. By Theorem 3.5 its local time is joint continuous. The result
then follows by [1, Theorem 8.7.3.].
Combining Lemma 3.10 and Lemma 3.11 we obtain
Corollary 3.12. For all x ∈ R, we have almost surely and for almost every
t0
dimH(M
x(u(t0, x))) =
3
4
.
3.2 Local time of the process x→ u(t, x):
3.2.1 Existence of the local time
Let [a, b] ⊂ R, we will prove the existence of the local time of the process
(u(t, x) , x ∈ [a, b]) where t > 0 is fixed. We first need the following result
Lemma 3.13. For fixed t > 0, and for any x, y ∈ [a, b], there exists a
constant ct > 0 such that
ct|x− y| ≤ E(u(t, x)− u(t, y))2 ≤ |x− y|
2π
.
Proof. Let x, y ∈ [a, b] such that x > y, the change r = t − s together with
Parseval give
E(u(t, x)− u(t, y))2 =
∫ t
0
∫
R
(G(r, x− z)−G(r, y − z))2drdz
=
1
2π
∫ t
0
∫
R
∣∣∣∣eixu exp(−ru22 )− eiyu exp(−ru22 )
∣∣∣∣2 drdu
=
1
2π
∫ t
0
∫
R
exp(−ru2) ∣∣ei(x−y)u − 1∣∣2 drdu.
Again by the changes of variables v = u(x− y) and τ = r
(x−y)2 , we get
E(u(t, x)− u(t, y))2 = x− y
2π
∫ t
(x−y)2
0
∫
R
exp(−τv2) ∣∣eiv − 1∣∣2 dτdv.
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Using Fubini, we obtain
E(u(t, x)− u(t, y))2 = x− y
2π
∫
R
∫ t
(x−y)2
0
exp(−τv2) ∣∣eiv − 1∣∣2 dvdτ
=
x− y
2π
∫
R
(1− exp(− t
(x− y)2v
2))
|eiv − 1|2
v2
dv
=
x− y
2π
{∫
R
|eiv − 1|2
v2
dv −
∫
R
exp(− t
(x− y)2v
2)
|eiv − 1|2
v2
dv
}
=
x− y
2π
{
1−
∫
R
exp(− t
(x− y)2v
2)
|eiv − 1|2
v2
dv
}
,
where in the last line, Parseval’s identity gives
∫
R
|eiv−1|2
v2
dv =
∫
R
χ[0,1](v)dv =
1. So, on one hand, it’s clear that
E(u(t, x)− u(t, y))2 ≤ |x− y|
2π
.
On the other hand, to find a lower bound for E(u(t, x) − u(t, y))2, we need
to get a constant 0 ≤ Ct < 1 such that
Ct ≥
∫
R
exp(−λv2) |e
iv − 1|2
v2
dv := A ,
where we have used the notation λ = t
(x−y)2 .
Now, denote by f(v) = 1√
2πλ
e−v
2/2λ and g(v) = χ[0,1](v). It follows by Parse-
val’s identity
A =
∫
R
∣∣∣∣exp(−λv22 )eiv − 1iv
∣∣∣∣2 dv = ∫
R
|f̂ ∗ g(v)|2dv
=
∫
R
|f ∗ g(v)|2dv.
Then
A =
∫
R
{∫
[0,1]2
1
2πλ
e−(v−z1)
2/2λe−(v−z2)
2/2λdz1dz2
}
dv.
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By Fubini we have
A =
∫
[0,1]2
1√
2πλ
{∫
R
1√
2πλ
e−(v−z1)
2/2λe−(v−z2)
2/2λdv
}
dz1dz2
=
∫
[0,1]2
e−(z1−z2)
2/4λ
√
2πλ
{∫
R
1√
2πλ
exp(−1
λ
(v − z1+z2
2
)2)dv
}
dz1dz2
=
∫
[0,1]2
1√
4πλ
exp(−(z1 − z2)
2
4λ
)dz1dz2
=
∫
[0,1]
{∫
[0,1]
1√
2π(2λ)
exp(−(z1 − z2)
2
2(2λ)
)dz2
}
dz1
=
∫
[0,1]
P[0 ≤
√
2λN + z1 ≤ 1]dz1,
where N is a standard Normal random variable. Then
A = E
[∫
[0,1]
χ[−√2λN,1−√2λN ](z1)dz1
]
= E
[
(1−
√
2λN)χ[0,1](
√
2λN) + (1 +
√
2λN)χ[−1,0](
√
2λN)
]
= 2E
[
(1−
√
2λN)χ[0,1](
√
2λN)
]
.
The last equality follows by the symmetry of the distribution N . Now replace
λ by its value, since x, y ∈ [a, b] we obtain
A = 2E
[
(1−
√
2t
x− yN)χ[0,x−y√2t ](N)
]
≤ 2E
[
(1−
√
2t
b− aN)χ[0, b−a√2t ](N)
]
≤ 2P[0 ≤ N ≤
√
2t
b− a ] < 1.
We then get 0 ≤ A < 1, and this finishes the proof of the lemma 3.13.
Consequently we have
Proposition 3.14. For all t > 0 and 0 ≤ p < 1, we have∫ b
a
∫ b
a
[E(u(t, x)− u(t, y))2]−(p+1)/2dxdy <∞,
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Proposition 3.15. For all t > 0, there exists a square integrable version
of the local time of (u(t, x))x∈[a,b]. We denote this version by (L(ξ, y), y ≥
0, ξ ∈ R).
Proof. A consequence of Proposition 3.14 together with Theorem 1.1 .
3.2.2 Regularity of the local time
In this section we are going to study the regularity of the local time, but first
we introduce the most important tool for that, the strong local nondetermin-
ism (SLND). This notion was introduced by Cuzick and Du Preez in [12] (see
also [32]). The concept of SLND is crucial in the study of the law of iterated
logarithm, Chung’s law of the iterated logarithm, modulus of continuity.
Definition 3.16. Let {Xt, t ∈ I} be a gaussian stochastic process with
0 < E(X2t ) < ∞ for any t ∈ J where J is a subinterval of I. Let φ be a
function such that φ(0) = 0 and φ(r) > 0 for all r > 0. Then X is SLND on
J if there exist constants K > 0 and r0 > 0 such that for all t ∈ J and all
0 < r ≤ min{|t|, r0},
Var(Xt|Xs : s ∈ J, r ≤ |s− t| ≤ r0) ≥ Kφ(r).
Theorem 3.17. For all t > 0, the process (u(t, x))x∈[a,b] is SLND on [a, b]
i.e. there exists a constant K > 0, such that for all 0 < r ≤ 1, we have
Var (u(t, y)|u(t, x) : x ∈ [a, b], r ≤ |y − x| ≤ 1) ≥ Kr. (3.15)
Proof. It’s enough to show that there exists a constant K > 0, s.t.,
E
(
u(t, y)−
n∑
k=1
aku(t, xk)
)2
≥ Kr (3.16)
for all integers n ≥ 1, (ak)n1 ∈ R and (xk)n1 ∈ [a, b] : r ≤ |y−xk| ≤ 1, ∀k ≤ n.
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Parseval’s identity implies
E
(
u(t, y)−
n∑
k=1
aku(t, xk)
)2
=
∫ t
0
∫
R
(
G(t− s, y − z)−
n∑
k=1
akG(t− s, xk − z)
)2
dsdz
=
1
2π
∫ t
0
∫
R
∣∣∣∣∣exp(iyu)−
n∑
k=1
ak exp(ixku)
∣∣∣∣∣
2
exp(−su2)duds
=
1
2π
∫
R
∣∣∣∣∣exp(iyu)−
n∑
k=1
ak exp(ixku)
∣∣∣∣∣
2
1− exp(−tu2)
u2
du := Q(r).
(3.17)
So we just need to prove that Q(r) ≥ Kr.
Let ϕ : R→ [0, 1] be a function in C∞(R) such that ϕ(0) = 1 and supp(ϕ) ⊂
]0, 1[. Denote by ϕˆ the Fourier transform of ϕ. Then ϕˆ ∈ C∞(R) and ϕˆ(u)
decays rapidly as |u| → ∞. Set
ϕr(θ) = r
−1ϕ(r−1θ).
By the inversion theorem we have
ϕr(θ) =
1
2π
∫
R
e−iuθϕ̂(ru)du. (3.18)
Since r ≤ |y − xi| and supp(ϕ) ⊂]0, 1[, we have ϕr(y − xi) = 0 for any
k = 1, ..., n. This and (3.18) imply that
B :=
∫
R
(exp(iyu)−
n∑
k=1
ak exp(ixku)) exp(−iyu)ϕ̂(ru)du
= 2π(ϕr(0)−
n∑
k=1
akϕr(y − xk)) = 2πr−1.
(3.19)
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On the other hand, by (3.17) and Ho¨lder inequality, we obtain
B2 ≤
∫
R
∣∣∣∣∣exp(iyu)−
n∑
k=1
ak exp(ixku)
∣∣∣∣∣
2
1− exp(−tu2)
u2
du
×
∫
R
u2
1− exp(−tu2) |ϕ̂(ru)|
2du
= E
(
u(t, y)−
n∑
k=1
aku(t, xk)
)2
×
∫
R
u2
1− exp(−tu2) |ϕ̂(ru)|
2du
≤ E
(
u(t, y)−
n∑
k=1
aku(t, xk)
)2
1
r3
∫
R
u2
1− exp(−tu2) |ϕ̂(u)|
2du,
where last inequality is justified by 0 < r ≤ 1. So by (3.19) we get
4π2
1
r2
≤ E
(
u(t, y)−
n∑
k=1
aku(t, xk)
)2
1
r3
K,
where
K =
∫
R
v2
1− exp(−tv2) |ϕ̂(u)|
2du.
Finally, (3.16) holds. This finishes the proof of Theorem 3.17.
Lemma 3.18. Let I = [y, y + h] ⊂ [a, b]. For any n ∈ N⋆, we have
E[L(ξ, I)n] ≤ Cnhn/2, (3.20)
where Cn is a positive constant.
Proof. For simplicity we will deal with the interval [0, 1] instead of [a, b]. The
general case uses the same calculation. Following [18] or [17], we have
E[L(ξ, I)n] = (2π)−n
∫
In
∫
Rn
e−i<u,ξ>E
[
ei
∑n
k=1 uku(t,xk)
]
dudx
= (2π)−n
∫
In
∫
Rn
e−i<u,ξ>e−
1
2
Var(
∑n
k=1 uku(t,xk))dudx,
where ξ = (ξ, ..., ξ) and u = (u1, ..., un), then
E[L(ξ, I)n] ≤ (2π)−n
∫
In
∫
Rn
e−
1
2
Var(
∑n
k=1 uku(t,xk))dudx. (3.21)
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On the other hand, for distinct x1, x2, ..., xn, the matrix Cov(u(t, x1), u(t, x2), ..., u(t, xn))
is invertible. Then the following function is a gaussian density
[det Cov(u(t, x1), u(t, x2), ..., u(t, xn))]
1/2
(2π)n/2
e−
1
2
uCov(u(t,x1),u(t,x2),...,u(t,xn))u′,
(3.22)
where u′ denotes the transpose of u. Therefore∫
Rn
e−
1
2
Var(
∑n
k=1 uku(t,xk))du =
(2π)n/2
[det Cov(u(t, x1), u(t, x2), ..., u(t, xn))]1/2
.
(3.23)
Combining (3.21) and (3.23), we get
E[L(ξ, I)n] ≤ (2π)−n/2
∫
In
1
[det Cov(u(t, x1), u(t, x2), ..., u(t, xn))]1/2
dx.
(3.24)
It follows from (2.8) in [6] that
det Cov(u(t, x1), u(t, x2), ..., u(t, xn))
= Var(u(t, x1))
n∏
j=2
Var(u(t, xj)|u(t, x1), ..., u(t, xj−1)). (3.25)
(3.25) together with (3.15) imply
det Cov(u(t, x1), u(t, x2), ..., u(t, xn)) ≥ Kn|x1|
n∏
j=2
min
1≤i<j
|xj − xi|. (3.26)
By using (3.26) in (3.24) we get
E[L(ξ, I)n] ≤ Cn
∫
In
1
|x1|1/2
n∏
j=2
1
min
1≤i<j
|xj − xi|1/2
dx
≤ Cnhn/2, (3.27)
where the last inequality is obtained by integrating in the order dxn, dxn−1, ..., dx1
and with the help of some elementary arguments. This finishes the proof of
the lemma 3.18.
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Lemma 3.19. For all ξ, ξ + k ∈ R, y, y+ h ∈ [a, b] and for all n ∈ N, there
exists a constant Cn > 0 such that
E[L(ξ+ k, y+ h)−L(ξ, y+ h)−L(ξ+ k, y) +L(ξ, y)]n ≤ Cn|k|nδ|h|n(1/2−δ/2),
where 0 < δ < 1
2
.
Proof. The proof uses the same techniques as those of Proposition 3.4.
We can deduce by classical arguments (cf. Berman [6] Theorem 8.1. or
Geman-J. Horowitz [18] Theorem 26.1) the following regularity result on the
local time of the process (u(t, x))x∈[a,b]
Theorem 3.20. For any t > 0, the process (u(t, x))x∈[a,b] has almost surely,
a jointly continuous local time (L(ξ, y), y ∈ [a, b]). It satisfies a γ− Ho¨lder
condition in y, uniformly in ξ, for every γ < 1
2
: there exist random variables
η and η′ which are almost surely positive and finite such that
sup
ξ
|L(ξ, y + h)− L(ξ, y)| ≤ η′|h|γ, (3.28)
for all y, y + h ∈ [a, b] and all |h| < η.
We also have, by [8, Lemma 2.1.], the following Besov regularity of the
local time L(ξ, y) in the space variable y
Theorem 3.21. For all λ > 0 and p > 1
λ
,
P
(
L(ξ, .) ∈ Bωλp
)
= 1,
where ωλ(t) = t
1/2(log(1/t))λ and L(ξ, .) is the sample paths y → L(ξ, y).
For fixed t > 0, let Mt(ξ) = {x ∈ [a, b] : u(t, x) = ξ} be the ξ− level
set of the process (u(t, x) , x ∈ [a, b]). Proceeding in the same way as for
(u(t, x) , t ∈ [0, T ]), we have
Corollary 3.22. For all t > 0, we have for almost every x0
dimH(Mt(u(t, x0))) =
1
2
a.s..
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