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Abstract. We develop a possibility of generating tensor non-Gaussianity in a kind of
anisotropic inflation, where a U(1) gauge field is kinetically coupled to a spectator scalar
field. Owing to this coupling, the coherent mode of the electric field appears and softly
breaks the isotropy of the Universe. We compute the bispectrum of linearly-polarized ten-
sor perturbations sourced by the gauge field and find that it is strongly red-tilted and has
distinctive statistical anisotropies including higher-order multipole moments. Interestingly,
the tensor bispectra with the specific combinations of linear polarization modes are domi-
nant, and their amplitudes depend on the different sets of multipole moments. This new
type of statistically-anisotropic tensor non-Gaussianity can be potentially testable with the
upcoming cosmic microwave background B-mode polarization experiments.
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1 Introduction
Over the next decades, the measurement of B-mode polarization in cosmic microwave back-
ground (CMB) will probe the gravitational waves from an inflationary universe with more
substantial improvement in accuracy. According to the standard lore, primordial tensor per-
turbations are provided by the quantum fluctuations of quasi-de-Sitter space-time with a
nearly flat inflaton’s potential. The resultant power spectrum of the gravitational waves is
then nearly scale-invariant (but slightly red-tilted), statistically isotropic, parity symmet-
ric, and almost Gaussian. However, these predictions are not necessarily true if the tensor
perturbations were provided by the matter sector in the early universe.
The particle production of a gauge field coupled to a scalar field during inflation is a
possible mechanism generating primordial gravitational waves, which has been widely inves-
tigated. For instance, the gauge field axially coupled to a rolling axionic field experiences a
tachyonic instability in one of two helicity modes when it leaves the horizon, and such an
amplified gauge field predicts a scale-dependent helical gravitational wave power spectrum,
in both of Abelian (U(1)) model [1–8] and non-Abelian (SU(2)) model [9–20] (or more ref-
erences therein). These sourced primordial gravitational waves are typically non-Gaussian
and yield a non-zero bispectrum (three-point correlation function) of the tensor perturba-
tions [21–26]. The resultant bispectrum is enhanced at the equilateral configuration since
the production of tensor perturbations is efficient at around the horizon scale. Moreover,
the nonzero parity-odd signals are produced in CMB bispectrum, which never appear in the
standard parity-invariant scenario [27–30]. Such information would be a useful tool for high
energy physics in the early universe and open a new window to discriminate between different
inflationary models.
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On the other hand, the gauge field coupled to a dilatonic field can also induce the
particle production in the inflationary period. The rolling dilatonic field generically violates
the conformal invariance of gauge field via the time variation of gauge kinetic function,
and an instability occurs in both helicity modes of gauge field on the super-horizon scales.
Since the longer wavelength modes are more enhanced while the instability persists, the
coherent vector field naturally appears and it breaks the rotational invariance in space [31–
36]. Then, the scalar and tensor perturbations acquire the directional dependence, which
induces a quadrupole anisotropy in their power spectra [37–39]. This inflationary model is
called anisotropic inflation and the above phenomenological consequence was firstly motivated
to explain the quadrupolar anomaly in WMAP data [40, 41]. However, the anomaly was
later found to be due to the WMAP’s asymmetric beam effect [42, 43], and unfortunately
no evidence for the violation of rotational symmetry has been found by the latest Planck
observations [44, 45]. Therefore the original anisotropic inflation model, where a U(1) gauge
field is directly coupled to an inflaton, is severely constrained, or a strong fine-tuning in the
target space of the model parameters is needed [46, 47].
The above difficulty can be evaded if the gauge field couples to a spectator field instead
of the inflaton [48]. In this case, the generation of quadrupole anisotropy in the curvature
perturbation is suppressed due to the gravitational coupling between the gauge field and the
inflaton. In addition, interestingly, a sizable amount of statistically anisotropic gravitational
waves are produced by the growth of background gauge field on large scales. Ref. [48] has
evaluated the power spectrum (two-point function) of tensor perturbations and Ref. [49]
has shown that its amplitude and the statistical anisotropies are potentially testable with
the upcoming CMB observations. Inspired by these results, in this work, we develop the
generation of tensor non-Gaussianity possessing the statistical anisotropies from this scenario,
and consider the possibility to test them in future CMB measurements.
The outline of this paper is as follows. In section 2, we give a short review of the
U(1)-spectator model following Ref. [48], and present the statistically anisotropic tensor
perturbations in section 3. In section 4, we calculate 3-point function of tensor perturbations
and discuss its detectability in upcoming CMB observations. Finally, we summarize our work
and discuss the outlook in section 5. In this paper, we use the natural unit ~ = c = 1.
2 Model Setup
In this section, we review our model setup in which a U(1) gauge field couples to a spectator
field. This model was originally proposed in Ref. [48]. The total action is
S =
∫
dtdx
√−g
[
M2Pl
2
R+ Linflaton + LU(1)-spectator
]
, (2.1)
Linflaton = −1
2
(∂µφ)
2 − U(φ) , (2.2)
LU(1)-spectator = −
1
2
(∂µσ)
2 − V (σ)− 1
4
I2(σ)FµνF
µν , (2.3)
where MPl is the reduced Planck mass, R is the Ricci scalar, and we do not specify the
inflaton’s potential U(φ). In LU(1)-spectator, σ is a spectator field with a potential V (σ), and
Fµν = ∂µAν − ∂νAµ is a field strength of U(1) field, Aµ, which couples to the spectator field
through a kinetic coupling function, I(σ).
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2.1 background dynamics
For the metric, we assume the usual flat Friedmann-Lemaˆıtre-Robertson-Walker metric as
ds2 = −dt2 + a(t)2dx2 . (2.4)
Strictly speaking, the spatial isotropy is slightly broken due to the presence of spatially
homogeneous U(1) vector field. However, as we will briefly see later, its degree is at most the
order of slow-roll parameters, and hence we neglect the spatial anisotropy in the background
metric.
Regarding the kinetic function, I(σ), we adopt a simple monotonic function
I(σ) = exp(σ/Λ) , H  ΛMPl . (2.5)
As for the U(1) gauge field, we choose the Coulomb gauge ∂iAi = 0 and get the Hamiltonian
constraint as A¯0(t) = 0. Hereinafter, we denote the spatially homogeneous background value
by using a bar. We introduce the homogeneous electric field, E¯ ≡ −I¯ ˙¯A/a = E¯z(t)ez, which
is assumed to be oriented along the z-axis. For σ and A¯z, the equations read
¨¯σ + 3H ˙¯σ + V¯σ =
2ρ¯E
Λ
,
d
dt
(
aI¯2 ˙¯Az
)
= 0 . (2.6)
The latter equation indicates E¯z ∝ I−1a−2. Hence its evolution is determined by the back-
ground motion of I(σ). We define the time variation of the kinetic function as
n(t) ≡ − I˙
HI
= − ˙¯σ
HΛ
. (2.7)
For the initial condition, we assume that the energy density of background electric field
ρ¯E ≡ E¯2z/2 is negligibly small, and then V¯σ ' −3H ˙¯σ = 3nH2Λ is satisfied. However, since
ρ¯E ∝ a2(n−2), the electric field grows up in time if n > 2 holds. We assume that this condition
is realized in the early inflationary stage, and denote the value of n at this stage by nini. For
simplicity, here we consider the case where nini & 2 is constant in time (see Ref. [48] for a
concrete model realizing such a case). Then, at a certain time, the enhanced electric field
backreacts on the motion of σ(t), and ρ¯E gets balanced to the kinetic energy of the spectator
field. In this phase, ρ¯E becomes constant in time and this means n(t) is fixed to be 2. That
is, the slow-roll solutions are given by
˙¯σatt ' −2HΛ , ρ¯E,att ' 3
2
∆nH2Λ2 (∆n ≡ nini − 2) . (2.8)
This is an attractor solution of anisotropic inflation in the case of the spectator field coupled
with the U(1) gauge field. Eventually, the spectator field settles into a potential minimum
and stops enhancing the gauge field. This is the end of the attractor phase.
As we have mentioned, the existence of the background electric field, in general, breaks
the spatial isotropy, but the rotational symmetry in the xy-plane remains. In such a case,
the background metric can be expressed as
ds2 = −dt2 + e2α(t)+2β(t)(dx2 + dy2) + e2α(t)−4β(t)dz2 , (2.9)
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with the isotropic scale factor, a(t) = eα(t), and the spatial shear, β(t), respectively. The
isotropic Hubble parameter is introduced as H ≡ α˙ and the equations of motions for β is
given by
β¨ = −3Hβ˙ + e4β 2
3M2Pl
ρ¯E . (2.10)
During the attractor phase in our setup, β¨ becomes negligible and β˙ converges to a (nearly)
constant value
β˙
H
' 2ρ¯E
9M2PlH
2
= O((Λ/MPl)2) . (2.11)
Therefore, for Λ/MPl  1, the spatial anisotropy can be neglected on the background.
2.2 perturbation dynamics
Let us discuss the perturbation dynamics of δAi and δσ in the presence of background electric
field. The mode decomposition of δσ and δAi in the Fourier space is given by
δσ(t,x) =
∫
dk
(2pi)3
δσˆk(t) e
ik·x , (2.12)
δAi(t,x) =
∫
dk
(2pi)3
[
ieXi (kˆ)δAˆ
X
k (t) + e
Y
i (kˆ)δAˆ
Y
k (t)
]
eik·x . (2.13)
Since E¯ is assumed to be oriented along the z-axis, we can use the rotational symmetry and re-
strict the wave vector of the fluctuations to lying on the zx-plane k = k(sin θkˆ, 0, cos θkˆ) (0 ≤
θkˆ ≤ 2pi). Thus, the linear polarization vectors, eXi (kˆ) and eYi (kˆ), are respectively taken to
be
eXi (kˆ) =
 cos θkˆ0
− sin θkˆ
 , eYi (kˆ) =
 01
0
 , (2.14)
with an angle cos θkˆ = k · E¯/(|k||E¯|), obeying the transverse and orthonormal conditions1.
The point is that one polarization vector lies on the zx-plane, while the other is always
orthogonal to it. Therefore, the inner products between the background electric field and the
polarization vectors are given by∑
i
˙¯Aie
X
i (kˆ) = − sin θkˆ
a
I¯
√
2ρ¯E ,
∑
i
˙¯Aie
Y
i (kˆ) = 0 , (2.15)
where we choose ˙¯Az > 0 without loss of generality. Since δAi is linearly coupled to δσ
through the term such as δσ ˙¯Ai ˙δAi, the above property implies that only the X mode, δA
X ,
can linearly couple to δσ. Note that, as the fluctuation of temporal component δA0(t,x)(≡
A0(t,x))−A¯0(t)) is provided by the scalar field, we eliminate it by solving the gauge constraint
equation.
We firstly solve the coupled system of δAX and δσ. By introducing a vector notation,
∆ = (a3/2δσˆk, a
1/2I¯δAˆXk )
T , we obtain a relevant quadratic action of δAX and δσ with a
matrix form
S
(2)
∆ =
1
2
∫
dt
dk
(2pi)3
[
∆˙†∆˙ + ∆˙†K∆−∆†K∆˙−∆†Ω2∆
]
, (2.16)
1 We have changed the choice of polar coordinates in our previous work [48], where we used 3-dimensional
polar coordinates.
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where
K =
√
2ρ¯E
Λ
sin θkˆ
(
0 i
i 0
)
,
Ω2 =

k2
a2
−
(
9
4
− H
2
)
H2 + µ2σ −i
√
2ρ¯E
Λ
sin θkˆ
d
dt
(
ln
(
I¯/a
))
i
√
2ρ¯E
Λ
sin θkˆ
d
dt
(
ln
(
I¯/a
)) k2
a2
−
(
1
4
− H
2
)
H2 −
(
¨¯I
I¯
+H
˙¯I
I¯
)
 , (2.17)
with µ2σ ≡ V¯σσ + (4I¯2σ cos2 θ − I¯2σ − I¯ I¯σσ) ˙¯A2/a2. This action yields the equations of motion
for δσ and δA as
∆¨ + 2K∆˙ + (Ω2 + K˙)∆ = 0 . (2.18)
The non-diagonal terms represent the mixing effect between δAX and δσ via the background
vector field2. As is mentioned in the previous section, the energy densities of the specta-
tor field and gauge field are balanced in the attractor phase due to the mutual backreac-
tion, which means that the non-diagonal terms in Eq. (2.17) are not negligible. Hence, we
need to quantize δAˆX and δσˆ as a coupled system where the mixing effect is treated non-
perturbatively [50, 51]. In order to do so, we introduce two sets of “intrinsic” and “sourced”
modes originating from the vacuum fluctuations of each field as
∆ =
(
a3/2δσint,k a
3/2δσsrc,k
a1/2I¯δAXsrc,k a
1/2I¯δAXint,k
)(
aˆk
bˆXk
)
+ h.c. , (2.19)
where {aˆk, aˆ†−k} and {bˆXk , bˆX†−k} are creation/annihilation operators obeying the standard
commutation relations. We find that δσsrc (δA
X
src) is a mode function sourced by δA
X
int (δσint)
via the non-diagonal interactions. We assume that the mode functions satisfy the usual
Bunch-Davies initial condition which is expressed as
lim
k/(aH)→∞
∆ =
e−i
∫
ωdt
√
2ω
(
1 0
0 1
)
, ω = k/a . (2.20)
Then, the equations of motion Eq. (2.18) are reduced to the coupled equations of motion for
{δσint, δAXsrc} and {δσsrc, δAXint}.
Let us show the solutions for δσk and δA
X
k on the super-horizon scale in the anisotropic
attractor phase. As has been shown in [48], the contributions of {δσsrc, δAXint} are dominant
in the generation of tensor power spectrum, while {δσint, δAXsrc} are sub-leading. Hence,
we neglect the latter contributions to the spectrum. With this treatment, the equations of
motion Eq. (2.18) on super-horizon scales (k  aH) are reduced to
δ¨σk + 3H ˙δσk +
(
4
ρ¯E
Λ2
cos 2θkˆ
)
δσk ' −2i
√
2ρ¯E
Λ
sin θkˆ
I¯δA˙Xk
a
, (2.21)
∂t
(
I¯δA˙Xk
a
)
+ a−3∂t
(
a2I¯
)
δA˙Xk ' −2i
√
2ρ¯E
Λ
sin θkˆ δσ˙k , (2.22)
where we have omitted the index “int/src” since both systems {δσint, δAXsrc} and {δσsrc, δAXint}
obey the same equation. During the attractor phase, as we have mentioned, ρ¯E = const. is
2We notice that the interactions of hij are Planck-suppressed in comparison with them, so that the back-
reaction of hij to δAi and δσ are negligible.
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realized and this means ∂t
(
a2I¯
)
= 0. Then, the second term in the left hand side of the
equation of motion for δAX (2.22) vanishes, and hence we can easily obtain a solution for
δAX on super-horizon scales as
I¯δA˙Xk
a
= −2i
√
2ρ¯E
Λ
sin θkˆ δσk + C(k) , (2.23)
where C(k) is an integration constant. Substituting it into Eq. (2.21), we have
δ¨σk + 3H ˙δσk +
4ρ¯E
Λ2
δσk = −2i
√
2ρ¯E
Λ
sin θkˆ C(k) . (2.24)
As has been shown in [48], δσk and I¯δA˙
X
k /a have a constant solution while the others are
decaying solutions during the attractor phase. Therefore, we focus on the constant solution.
Assuming δσk ' const., the solution for the sourced mode on super-horizon scales is given
by
δσk =− i H√
2kk
D(k) sin θkˆ , (2.25)
where we have redefined a normalization constant D(k) as D(k) ≡ C(k)Λk3/2/(H√ρ¯E).
Accordingly, we also obtain the solution for the gauge field perturbation as
I¯δA˙Xk
a
=
H√
2kk
√
2ρ¯E
Λ
D(k) cos 2θkˆ . (2.26)
On the other hand, δAY does not couple to δσ at linear level implied by Eq. (2.15). That
is, it only possesses an intrinsic operator δAˆY = δAˆYint. Hence, we can get the solution of
δAY = δAYint in the attractor phase by taking the limit, θk → 0,
I¯δA˙Yk
a
=
H√
2kk
√
2ρ¯E
Λ
D(k) . (2.27)
The absolute value of D(k) in {δσsrc, δAXint} is determined by the Bunch-Davies initial
condition and is found to be3
|D(k)| = γ(nini)
(
kA
k
)∆n
, γ(nini) ≡ 2
nini−1Γ(nini + 1/2)√
3pi∆n3/2
, (2.28)
where kA is the comoving wavenumber which exits the horizon when the attractor phase
starts. The scale-dependence of D(k) comes from the fact that the system {δσsrc, δAXint}
grows even on super-horizon scales in the phase where the electric field grows up in time before
the attractor phase, as shown in [48]. Here, we take kA to be larger than kCMB corresponding
to the typical comoving wavenumber that we can observe in CMB experiments. Thus, as we
will see later, the sourced tensor perturbations have also red-tilted spectrum. In addition, we
note that an angular factor cos 2θkˆ in Eq. (2.26) provides the higher multipoles in the tensor
spectrum.
3We have corrected a typo in [48] and changed the notation of γ(n).
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3 Generation of statistically-anisotropic tensor power spectrum
In this section, we show the amplification of gravitational waves, hij , sourced by U(1)-
spectator dynamics, which has been also discussed in Ref. [48]. While in Ref. [48] the cal-
culation is based on the Green’s function method, we employ the so-called in-in formalism
[52].
The leading second-order interaction between hij , δAi, and δσ comes from the I
2FF
term, which is given by
√−gL2(t,x) = −ahij
(
I¯2 ˙¯AiδA˙j + I¯ I¯σ
˙¯Ai
˙¯Ajδσ
)
. (3.1)
The gravitational waves, hij , can be decomposed into Fourier modes as
hij(t,x) =
∫
d3k
(2pi)3
eik·x
[
e+ij(kˆ)hˆ
+
k (t) + ie
×
ij(kˆ)hˆ
×
k (t)
]
, (3.2)
hˆsk(t) = h
s
k(t)cˆ
s
k + h
s∗
−k(t)cˆ
s†
−k (s = +, ×) . (3.3)
Polarization tensors, e+ij(kˆ) and e
×
ij(kˆ), are defined as the combination of linear polarization
vectors given by Eq. (2.14), as
e+ij(kˆ) ≡
1√
2
(
eXi (kˆ)e
X
j (kˆ)− eYi (kˆ)eYj (kˆ)
)
=
1√
2
 cos2 θkˆ 0 − sin θkˆ cos θkˆ0 −1 0
− sin θkˆ cos θkˆ 0 sin2 θkˆ
 , (3.4)
e×ij(kˆ) ≡
1√
2
(
eXi (kˆ)e
Y
j (kˆ) + e
Y
i (kˆ)e
X
j (kˆ)
)
=
1√
2
 0 cos θkˆ 0cos θkˆ 0 − sin θkˆ
0 − sin θkˆ 0
 , (3.5)
which obey the transverse-traceless and orthonormal conditions. Due to the identities (2.15),
the plus mode, h+, linearly couples to δAX and δσ, while the cross mode h× couples only
to δAY via the background vector field. Contrary to the perturbations δAi and δσ, which
are strongly coupled to each other, the interactions of hij are Planck-suppressed. Therefore,
we can quantize the gravitational waves by introducing the intrinsic creation/annihilation
operators {csk, c†s−k} and calculate their correlation functions with the perturbative method.
Let us compute the power spectrum of tensor mode:
(2pi)3δ(3)(k + k′)P s1s2h (k) = limτ→0
〈hˆs1k (τ)hˆs2k′(τ)〉 (3.6)
= lim
τ→0
(
2
a(τ)MPl
)2
〈ψˆs1k (τ)ψˆs2k′ (τ)〉 (si = +, ×) , (3.7)
where τ is a conformal time and we have taken the canonical variable, ψij ≡ aMPlhij/2. The
vacuum expectation value of an operator O(t) in the “in” state is given by
〈O(t)〉 =
〈[
T ∗ exp
(
i
∫ t
−∞
HI(t
′)dt′
)]
OI(t)
[
T exp
(
−i
∫ t
−∞
HI(t
′′)dt′′
)]〉
(3.8)
=
∞∑
N=0
iN
∫ t
−∞
dtN
∫ tN
−∞
dtN−1 · · ·
∫ t2
−∞
dt1 〈[HI(t1), [HI(t2), · · · [HI(tN ),OI(t)] · ··]]〉 ,
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where T and T ∗ are the time-ordering and anti-time-ordering operators, respectively, and
the subscript I denotes operators in the interaction picture. In order to compute them, we
have to find the interaction Hamiltonian, HI = −
∫
dxLI , of tensor perturbations. From
Eq. (3.1), the leading quadratic interaction Hamiltonian, H2, is given by
H2(t) = H2+(t) +H2×(t) , (3.9)
H2+(t) = a
2 Λ
MPl
∫
dpdq
(2pi)3
ψˆ+p Fˆ+q (δAˆXint, δσˆsrc, t)δ(3)(p+ q) , (3.10)
H2×(t) = a2
Λ
MPl
∫
dpdq
(2pi)3
ψˆ×p Fˆ×q (δAˆYint, t)δ(3)(p+ q) , (3.11)
where
Fˆ+q (δAˆXint, δσˆsrc, t) ≡ −
√
2
√
2ρ¯E
Λ
sin θqˆ
i I¯δ ˙ˆAXint,q
a
−
√
2ρ¯E
Λ
sin θqˆδσˆsrc,q
 , (3.12)
Fˆ×q (δAˆYint, t) ≡ i
√
2
√
2ρ¯E
Λ
sin θqˆ
I¯δ
˙ˆ
AYint,q
a
. (3.13)
Then, up to the leading order the two-point function of tensor perturbations generated from
δAi and δσ is given by
〈ψˆs1k (t)ψˆs2k′ (t)〉 = −
∫ t
−∞
dt2
∫ t2
−∞
dt1
〈[
H2(t1),
[
H2(t2), ψˆ
s1
k (t)ψˆ
s2
k′ (t)
]]〉
, (3.14)
where〈[
H2(t1),
[
H2(t2), ψˆ
s1
k (t)ψˆ
s2
k′ (t)
]]〉
= − 4Λ
2
M2Pl
a(t1)
2a(t2)
2〈Fˆs1k (t1)Fˆs2k′ (t2)〉Im[ψk′(t2)ψ∗k′(t)]Im[ψk(t1)ψ∗k(t)] + (t1 ↔ t2)
+ i
2Λ2
M2Pl
a(t1)
2a(t2)
2
[
Fˆs1k (t1), Fˆs2k′ (t2)
]
Im[ψk′(t2)ψ
∗
k′(t)]〈ψˆk(t1)ψˆk(t)〉+ (t1 ↔ t2) . (3.15)
We can ignore the contribution from the second term since the commutators of Fˆ+/× vanish
on the super-horizon scale (see the discussion in Appendix A). In order to perform the
time integral, we rewrite the cosmic time into the conformal time dτ = dt/a and use a
dimensionless time variable xi ≡ −kτi. On the super-horizon regime, we have
Im[ψk(xi)ψ
∗
k(x)] =
1
2k
x3i − x3
3xix
. (3.16)
The expectation value of F reads
〈Fˆs1k (t1)Fˆs2k′ (t2)〉 = δs1s2(2pi)3δ(3)(k + k′)Fs1k (t1)Fs2∗k (t2) . (3.17)
We illustrate the diagrams of sourced tensor power spectrum in Figure 1. As has been
shown in the previous section, not only the intrinsic mode of gauge field, but the sourced
spectator field also provides the tensor perturbations. The dominant contribution of time
– 8 –
h+ h+
δAXint
h+ h+
δσsrc
h+ h+
δAXint δσsrc
h× h×
δAY
Figure 1. Tree-level contributions to the tensor power spectrum sourced by gauge field. The black
dots represent the vertices of quadratic interactions H2 in Eq. (3.9). The external solid lines and the
internal wavy lines represent h+/× and δAX/Yint , δσsrc, respectively. As to the propagator of δσsrc, we
use the common notation as that of δAint since δσsrc is originated from the gauge boson. The crossed
circle represents the mixing effect between δAint and δσsrc.
integration comes from the mode functions F settling in a constant value on the attractor
phase. Substituting from Eq. (2.25) to Eq. (2.28) into the expressions of F+/×, we obtain
|F+k | '
H3
k3/2
γ(nini)
(
kA
k
)∆n(√2ρ¯E
HΛ
)2
sin θkˆ cos
2 θkˆ , (3.18)
|F×k | '
H3
k3/2
γ(nini)
(
kA
k
)∆n(√2ρ¯E
HΛ
)2
sin θkˆ . (3.19)
We notice that the additional complex phases, Fsi = |Fsi |eiδsi , are cancelled out in Eq. (3.17).
Finally, the obtained dimensionless power spectrum of the sourced tensor mode for k . kA
is
Ph(k) = P++h (k) + P××h (k)
' P(vac)h
(
1− cos2 θkˆ + cos4 θkˆ − cos6 θkˆ
) [
∆nγ(nini)NA
Λ
MPl
(
kA
k
)∆n]2
, (3.20)
where we have used Eq. (2.8) and P(vac)h = 2H2/(pi2M2Pl), and NA is the number of e-
foldings of the attractor phase. It is interesting to note that the statistical anisotropy of Ph
characterized by (1− cos2 θkˆ + cos4 θkˆ − cos6 θkˆ) does not depend on any model parameters
and thus it is a unique and robust prediction of this model. It should be also noted that the
tensor power spectra of the two linear polarizations have different angular dependencies,
P++h ∝ cos4 θkˆ(1− cos2 θkˆ), P××h ∝ 1− cos2 θkˆ, (3.21)
and therefore the spectrum is linearly polarized at the same order
P linearh ≡
1
2
(P++h − P××h ) ∝ sin4 θkˆ (1 + cos2 θkˆ) . (3.22)
This is another fascinating observational signature of this scenario. We notice that, since
P+×h = P×+h = 0, this scenario would not predict the parity-violating signals.
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4 Statistically anisotropic tensor bispectrum
In a similar manner to the power spectrum, by making use of the in-in formalism, we calculate
the tensor bispectrum Bs1s2s3h (s1,2,3 = {+, ×}) and investigate the statistical anisotropy
due to the existence of the homogeneous U(1) gauge field. The bispectrum of tensor mode
is defined as
(2pi)3δ(3)(k1 + k2 + k3)B
s1s2s3
h (k1,k2,k3) = limτ→0
〈hˆs1k1(τ)hˆ
s2
k2
(τ)hˆs3k3(τ)〉
= lim
τ→0
(
2
a(τ)MPl
)3
〈ψˆs1k1(τ)ψˆ
s2
k2
(τ)ψˆs3k3(τ)〉 .
(4.1)
4.1 Cubic interaction Hamiltonian
The considerable main three-point vertices come from the gauge kinetic term I2FF as well as
in the case of the power spectrum, which leads to the following cubic interaction Hamiltonian
H3 = HhAA +HhAσ +Hhσσ . (4.2)
Firstly, the interaction hδAδA is given by
δ
(
−1
4
I(σ)2FµνF
µν
)
hδAδA
= − I¯
2
2a2
hij
(
δA˙iδA˙j − 1
a2
δFkiδFkj
)
. (4.3)
As we have mentioned, we can eliminate the fluctuation of the temporal component δA0 by
solving the gauge constraint equation and, up to the leading order in slow-roll parameters,
it is provided by δσ as
I¯∂2i δA0 =
2I¯σ
I¯
I¯ ˙¯Ai∂iδσ +O(H)(δAi, δϕ, δσ, hij) . (4.4)
Thus, in the above expression, the contribution from δA0 is slow-roll suppressed and can be
neglected. On the other hand, however, we have to take into account this contribution to δσ.
Then, the interaction hδAδσ is given by
δ
(
−1
4
I(σ)2FµνF
µν
)
hδAδσ
= − I¯
2
a2
hij
(
2
I¯σ
I¯
δσ ˙¯AiδA˙j − δA˙i∂jδA0
)
' 0 . (4.5)
Remarkably, this contribution vanishes at leading order in the slow-roll approximation. Fi-
nally, we obtain the interaction hδσδσ as
δ
(
−1
4
I(σ)2FµνF
µν
)
hδσδσ
= − 1
2a2
hij
(
˙¯Ai
˙¯Aj
(
I¯2σ + I¯ I¯σσ
)
δσ2 − 4I¯ I¯σδσ ˙¯Ai∂jδA0 + I¯2∂iδA0∂jδA0
)
, (4.6)
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with Eq. (4.4). Therefore, the relevant cubic interaction Hamiltonians are as follows:
HhAA(t) =
1
MPl
a2
∫
dk dp dq
(2pi)6
δ(3)(k + p+ q)
(
ψˆ+k e
+
ij(kˆ) + iψˆ
×
k e
×
ij(kˆ)
)
×
[
− I¯
2
a2
δ
˙ˆ
AXp δ
˙ˆ
AXq e
X
i (pˆ)e
X
j (qˆ) +
I¯2
a2
δ
˙ˆ
AYp δ
˙ˆ
AYq e
Y
i (pˆ)e
Y
j (qˆ) + 2i
I¯2
a2
δ
˙ˆ
AXp δ
˙ˆ
AYq e
X
i (pˆ)e
Y
j (qˆ)
]
,
(4.7)
Hhσσ(t) = − 2
MPl
a2
∫
dk dp dq
(2pi)6
δ(3)(k + p+ q)
(
ψˆ+k e
+
ij(kˆ) + iψˆ
×
k e
×
ij(kˆ)
) I¯2
a2Λ2
˙¯Ai
˙¯Ajδσˆpδσˆq
= −2
√
2
MPl
ρ¯E
Λ2
a2
∫
dk dp dq
(2pi)6
δ(3)(k + p+ q)ψˆ+k sin
2 θkˆδσˆpδσˆq . (4.8)
Note that the contribution of the gradient energy in Eq. (4.7) was ignored.
4.2 Computation of bispectrum based on in-in formalism
Let us compute the bispectrum of tensor perturbations. By using the in-in formalism, it is
given by
〈ψˆs1k1(t)ψˆ
s2
k2
(t)ψˆs3k3(t)〉
= i3
∫ t
−∞
dt3
∫ t3
−∞
dt2
∫ t2
−∞
dt1
〈[
HI(t1),
[
HI(t2),
[
HI(t3), ψˆ
s1
k1
ψˆs2k2ψˆ
s3
k3
(t)
]]]〉
= i3
∫ t
−∞
dt3
∫ t3
−∞
dt2
∫ t2
−∞
dt1
〈[
H3(t1),
[
H2(t2),
[
H2(t3), ψˆ
s1
k1
ψˆs2k2ψˆ
s3
k3
(t)
]]]〉
+ ... , (4.9)
where ... denotes additional two terms obtained by the permutation of the position of H3.
For our interest, we consider the case where k1,k2, and k3 all lie in the zx-plane since the
statistical anisotropy is expected to appear along the direction of background electric field
E¯ ∝ zˆ. Then, we can use
eXi (kˆm)e
X
i (kˆn) = cos θkˆm·kˆn , e
Y
i (kˆm)e
Y
i (kˆn) = 1 , e
X
i (kˆm)e
Y
i (kˆn) = 0 , (4.10)
where cos θkˆm·kˆn ≡ kˆm · kˆn. Then, we can rewrite Eq. (4.7) as
HhAA(t) =
1√
2MPl
a2
∫
dk dp dq
(2pi)6
δ(3)(k + p+ q) (4.11)
×
[
−ψˆ+k
(
I¯2
a2
δ
˙ˆ
AXp δ
˙ˆ
AXq cos θkˆ·pˆ cos θkˆ·qˆ +
I¯2
a2
δ
˙ˆ
AYp δ
˙ˆ
AYq
)
− 2ψˆ×k
I¯2
a2
δ
˙ˆ
AXp δ
˙ˆ
AYq cos θkˆ·pˆ
]
,
where we have used the fact that {k,p, q} corresponds to a permutation of {k1,k2,k3} and
then lies in the zx-plane.
We illustrate the tree-level contributions from the cubic interactions (4.8) and (4.11)
to the bispectrum of sourced tensor perturbations in Figure 2. One can find that there are
only two combinations: B+++h and B
+××
h . This would be a natural consequence from the
parity-conserving scenario. Regarding the other possible diagrams, such as the diagram with
self-interactions between δAXint and δσsrc or loop diagrams, we have discussed in Appendix B
and shown that these contributions can be neglected for our parameter space.
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h+ h+
h+
δAXint δA
X
int
h+ h+
h+
δAXint
δAXint
δσsrc
h+ h+
h+
δAXint
δσsrc
δAXint
δσsrc
h+ h+
h+
δσsrc δσsrc
h+ h+
h+
δσsrc
δσsrc
δAXint
h+ h+
h+
δσsrc
δAXint
δσsrc
δAXint
h× h×
h+
δAY δAY
h× h+
h×
δAY δA
X
int
h× h+
h×
δAY
δAXint
δσsrc
Figure 2. Main diagrams which create tensor bispectra in our model. The black dots represent the
quadratic/cubic interactions H2/H3.
(i) B+++h
First of all, let us compute B+++h . As to the cubic interaction Hamiltonian contributing to
B+++h , we denote it as
H3++ =
a2
MPl
∫
dkdpdq
(2pi)6
δ(3)(k + p+ q)ψ+k Fˆ++k p q(δAˆXint, δσˆsrc, t) , (4.12)
Fˆ++k p q ≡ −
1√
2
I¯2
a2
δ
˙ˆ
AXint,pδ
˙ˆ
AXint,q cos θkˆ·pˆ cos θkˆ·qˆ −
√
2
2ρ¯E
Λ2
sin2 θkˆδσˆsrc,pδσˆsrc,q . (4.13)
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Note that the vertex from δAˆY in HhAA does not provide the diagram of h
+h+h+. As to the
commutation form in the bispectrum, disregarding the disconnected pieces, we get〈[
H3++(t1),
[
H2+(t2),
[
H2+(t3), ψˆ
+
k1
(t)ψˆ+k2(t)ψˆ
+
k3
(t)
]]]〉
= −Λ2M−3Pl a(t1)2a(t2)2a(t3)2
∫
dpdq
(2pi)6
(2pi)3δ(3)(−k3 + p+ q) (2i)3
× 〈Fˆ++−k3 p q(t1)Fˆ+k2(t2)Fˆ+k1(t3)〉Im[ψ+k1(t3)ψ+∗k1 (t)]Im[ψ+k2(t2)ψ+∗k2 (t)]Im[ψ+k3(t1)ψ+∗k3 (t)] + ...
= −Λ2M−3Pl a(t1)2a(t2)2a(t3)2(2pi)3δ(3)(k1 + k2 + k3) (2i)3F+∗k1 (t3)F+∗k2 (t2) (4.14)
×
(
F++k3 k1 k2(t1) + F++k3 k2 k1(t1)
)
Im[ψ+k1(t3)ψ
+∗
k1
(t)]Im[ψ+k2(t2)ψ
+∗
k2
(t)]Im[ψ+k3(t1)ψ
+∗
k3
(t)] + ... ,
where the dots indicate additional terms obtained by the permutation of momenta {k1, k2, k3}.
Note that we have neglected the contributions from the commutators of Fˆ+/++ due to the
same reason as in Eq. (3.15). In terms of a dimensionless time variable xi ≡ −k3τi, we get
B+++h =−
23Λ2
H6M6Pl
∫ x
1
dx3
x3
∫ x3
1
dx2
x2
∫ x2
1
dx1
x1
3∏
i=1
x3i − x3
3x3i
×
[
2F+∗k1 (x3)F+∗k2 (x2)F++k3 k1 k2(x1) + (k1 ↔ k2 ↔ k3)
]
+ (permutation of H3) ,
(4.15)
where we cut off the UV effect in the time integration (xi > 1). Hereafter we assume
that all momenta are in the following window: kCMB ≤ ki ≤ kA, where kCMB represents a
typical scale observed in CMB experiments. Then, the dominant contribution of the time
integration comes from the mode functions F settling in a constant value on the attractor
phase. Substituting Eqs. (2.25) - (2.28) into Eq. (4.13), we obtain
F++k p q ' −
√
2
H2√
2pp
H2√
2qq
(
kA
p
)∆n(kA
q
)∆n
γ(nini)
2
(√
2ρ¯E
HΛ
)2
×
[
1
2
cos 2θpˆ cos 2θqˆ cos θkˆ·pˆ cos θkˆ·qˆ − sin2 θkˆ sin θpˆ sin θqˆ
]
. (4.16)
Here we have dropped the complex phase of F++ since it is finally cancelled out from the
contribution of F+∗ in Eq. (4.15). Since the dominant integrand becomes constant, we can
find ∫ x
1
dx3
x3
∫ x3
1
dx2
x2
∫ x2
1
dx1
x1
[...] ' 1
3!
∫ x
1
dx3
x3
∫ x
1
dx2
x2
∫ x
1
dx1
x1
[...] . (4.17)
At this time, the additional two terms coming from the permutation in terms of H3 in
Eq. (4.9) become the same as the first term. Then B+++h is simply approximated by
B+++h '−
23Λ2
3!33H6M6Pl
∫ x
1
dx3
x3
∫ x
1
dx2
x2
∫ x
1
dx1
x1
3∏
i=1
x3i − x3
x3i
×
[
2F+∗k1 (x3)F+∗k2 (x2)F++k3 k1 k2(x1) + (k1 ↔ k2 ↔ k3)
]
× 3 . (4.18)
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Finally, we obtain
B+++h ' 27/2
H4
M4Pl
Λ2
M2Pl
γ(nini)
4∆n3N3A G+++(k1,k2,k3) ,
G+++(k1,k2,k3) ≡ 1
k31k
3
2
(
kA
k1
)2∆n(kA
k2
)2∆n
sin θkˆ1 cos
2 θkˆ1 sin θkˆ2 cos
2 θkˆ2
×
(
1
2
cos 2θkˆ1 cos 2θkˆ2 cos θkˆ3·kˆ1 cos θkˆ3·kˆ2 − sin
2 θkˆ3 sin θkˆ1 sin θkˆ2
)
+ (k3 ↔ k1,k2) . (4.19)
We can see that Eq. (4.19) exhibits a rich dependence on angles between the background
vector field and the wave vectors caused by the presence of polarization tensor, which does
not appear in the anisotropic scalar bispectrum from primordial vector field [46, 53–56]
(see e.g., (A1) in Ref. [56]). Also, as discussed in Ref. [48], both the amplitude and the
scale-dependence of the tensor power spectrum are dependent on the parameter ∆n and,
observationally, an interesting parameter region is ∆n = O(1).
First, let us evaluate Eq. (4.19) in the squeezed momentum configuration. Following
Refs. [30, 45], we introduce a non-linearity parameter for tensor perturbations in the squeezed
limit as the relative size of bispectrum to the usual scalar local bispectrum template:
fs1s2s3NL,sq ≡
Bs1s2s3h
Slock1k2k3
, Slock1k2k3 ≡
6(2pi2Pζ)2
5
∑
i k
3
i∏
i k
3
i
. (4.20)
Since f+++NL is symmetric between the three momenta k1,2,3, we consider the following limit
k1 ' k2  k3. One can find that this squeezed triangle is characterized by θ(−kˆ1)·kˆ2 ' 0 and
θkˆ2·kˆ3 ' θkˆ1·kˆ3 + pi. Then, Eq. (4.20) is given by
f+++NL,k1'k2k3 ' A+++sq (k1, k3)G+++sq (kˆ1, kˆ3) , (4.21)
where
A+++sq (k1, k3) = −
5
23/23
r2vac
Λ2
M2Pl
γ(nini)
4∆n3N3A
(
kA
k1
)2∆n(kA
k3
)2∆n
, (4.22)
G+++sq (kˆ1, kˆ3) = sin θkˆ1 sin θkˆ3 cos
2 θkˆ1 cos
2 θkˆ3
(
sin3 θkˆ1 sin θkˆ3 −
1
2
cos 2θkˆ1 cos 2θkˆ3 cos θkˆ1·kˆ3
)
.
(4.23)
We also evaluate the non-linearity parameter in the equilateral limit k1 = k2 = k3 = k
[30, 45]
fs1s2s3NL,eq ≡
Bs1s2s3h (k)
Seqk
, Seqk ≡
18
5
(2pi2Pζ)2
k6
, (4.24)
where Seq(k) is a usual scalar bispectrum template. Using θkˆ1·kˆ2 = θkˆ2·kˆ3 = θkˆ3·kˆ1 = 2pi/3,
we obtain
f+++NL,eq = A+++eq (k)G+++eq (kˆ1) , (4.25)
where
A+++eq (k) = −
35
225/2
r2vac
Λ2
M2Pl
γ(nini)
4∆n3N3A
(
kA
k
)4∆n
, (4.26)
G+++eq (kˆ1) = 1−
60
7
cos2 θkˆ1 +
160
7
cos4 θkˆ1 −
320
21
cos6 θkˆ1 (4.27)
– 14 –
and find that it also possesses the angular dependence including higher order multipole
moments.
(ii) B+××h
Next, the cubic interaction Hamiltonian, which contributes to the bispectrum B+××h , can be
given by
H3×× =
a2
MPl
∫
dkdpdq
(2pi)6
δ(3)(k + p+ q)ψ+k Fˆ××k p q(δAˆYint, t) , (4.28)
H3+× =
a2
MPl
∫
dkdpdq
(2pi)6
δ(3)(k + p+ q)ψ×k Fˆ+×k p q(δAˆXint, δAˆYint, t) , (4.29)
where
Fˆ××k p q ≡ −
1√
2
I¯2
a2
δ
˙ˆ
AYint,pδ
˙ˆ
AYint,q , Fˆ+×k p q ≡ −
√
2
I¯2
a2
δ
˙ˆ
AXint,pδ
˙ˆ
AYint,q cos θkˆ·pˆ . (4.30)
We calculate〈[
H3(t1),
[
H2(t2),
[
H2(t3), ψˆ
+
k1
(t)ψˆ×k2(t)ψˆ
×
k3
(t)
]]]〉
=
〈[
H3××(t1),
[
H2×(t2),
[
H2×(t3), ψˆ+k1(t)ψˆ
×
k2
(t)ψˆ×k3(t)
]]]
+
[
H3+×(t1),
[
H2+(t2),
[
H2×(t3), ψˆ+k1(t)ψˆ
×
k2
(t)ψˆ×k3(t)
]]]
+
[
H3+×(t1),
[
H2×(t2),
[
H2+(t3), ψˆ
+
k1
(t)ψˆ×k2(t)ψˆ
×
k3
(t)
]]]〉
= − Λ2M−3Pl a(t1)2a(t2)2a(t3)2(2pi)3δ(3)(k1 + k2 + k3) (2i)3 (4.31)
×
[
2F××∗k1 k2 k3(t1)F×k2(t2)F×k3(t3)Im[ψ+k1(t1)ψ+∗k1 (t)]Im[ψ×k2(t2)ψ×∗k2 (t)]Im[ψ×k3(t3)ψ×∗k3 (t)]
+F+×∗k2 k1 k3(t1)F+k1(t2)F×k3(t3)Im[ψ+k1(t2)ψ+∗k1 (t)]Im[ψ×k2(t1)ψ×∗k2 (t)]Im[ψ×k3(t3)ψ×∗k3 (t)]
+F+×∗k3 k1 k2(t1)F×k2(t2)F+k1(t3)Im[ψ+k1(t3)ψ+∗k1 (t)]Im[ψ×k2(t2)ψ×∗k2 (t)]Im[ψ×k3(t1)ψ×∗k3 (t)]
]
+ (k2 ↔ k3) .
As in the same analysis before, we assume that the commutators including δ
˙ˆ
A or δσˆ are
negligible from the discussion in Appendix A and that all momenta are smaller than kA. F
on the attractor phase can be approximated as
F××k p q ' −
1√
2
H2√
2pp
H2√
2qq
(
kA
p
)∆n(kA
q
)∆n
γ(nini)
2
(√
2ρ¯E
HΛ
)2
, (4.32)
F+×k p q ' −
√
2
H2√
2pp
H2√
2qq
(
kA
p
)∆n(kA
q
)∆n
γ(nini)
2
(√
2ρ¯E
HΛ
)2
cos 2θpˆ cos θkˆ·pˆ , (4.33)
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where we have dropped their complex phase factors for the same reason as in F++. Then,
we finally obtain
B+××h ∼ 25/2
H4
M4Pl
Λ2
M2Pl
γ(nini)
4∆n3N3A
3∑
i=1
G+××i (kj) ,
G+××1 (kj) ≡
1
k32k
3
3
(
kA
k2
)2∆n(kA
k3
)2∆n
sin θkˆ2 sin θkˆ3 ,
G+××2 (kj) ≡ −
1
k31k
3
3
(
kA
k1
)2∆n(kA
k3
)2∆n
cos 2θkˆ1 sin θkˆ1 cos
2 θkˆ1 sin θkˆ3 cos θkˆ1·kˆ2 ,
G+××3 (kj) ≡ −
1
k31k
3
2
(
kA
k1
)2∆n(kA
k2
)2∆n
cos 2θkˆ1 sin θkˆ1 cos
2 θkˆ1 sin θkˆ2 cos θkˆ1·kˆ3 . (4.34)
As in the previous case with B+++h , we consider the squeezed limit also here. There exist
two cases in taking limit: k2 ' k3  k1 and k1 ' k2  k3 (or equivalently k1 ' k3  k2
under the symmetry between k2 ↔ k3), respectively. Each amplitude of fNL in Eq. (4.20) is
given by
f+××NL,k2'k3k1 ' A+××sq (k2, k1)G+××sq,1 (kˆ2, kˆ1) , f+××NL,k1'k2k3 ' A+××sq (k1, k3)G+××sq,3 (kˆ1, kˆ3) ,
(4.35)
where
A+××sq (ki, kj) = −
5
27/23
r2vac
Λ2
M2Pl
γ(nini)
4∆n3N3A
(
kA
ki
)2∆n(kA
kj
)2∆n
, (4.36)
G+××sq,1 (kˆ2, kˆ1) = 2 cos2 θkˆ1 cos 2θkˆ1 sin θkˆ1 sin θkˆ2 cos θkˆ2·kˆ1 , (4.37)
G+××sq,3 (kˆ1, kˆ3) = sin3 θkˆ1 sin θkˆ3(2 + cos 2θkˆ1) . (4.38)
Also, regarding the non-Gaussianity in the equilateral limit (4.24), we obtain
f+××NL,eq = A+××eq (k)G+××eq (kˆ1) , (4.39)
A+××eq (k) =
5
29/29
r2vac
Λ2
M2Pl
γ(nini)
4∆n3N3A
(
kA
k
)4∆n
, (4.40)
G+××eq (kˆ1) = 1− 2 cos2 θkˆ1 − 6 cos
4 θkˆ1 + cos
6 θkˆ1 . (4.41)
4.3 Detectability
Here we investigate the detectability of the above tensor bispectra in the squeezed limit
((4.21), (4.35)) and the equilateral limit ((4.25), (4.39)). To begin with, we discuss sev-
eral constraints in this scenario. First, the amplified gauge field also affects the curvature
perturbations on the uniform energy density slice, ζ. In the flat slicing, it is given by
ζ =
∑
i δρi
3
∑
i(ρ¯i + P¯i)
' Ωφδρφ/ρ¯φ + Ωσδρσ/ρ¯σ + ΩAδρA/ρ¯A
2H
, (4.42)
where Ωi ≡ ρ¯i/(3M2PlH2) and we have ignored the contribution of the spectator and gauge
field in the denominator. The contributions of the second term and third term are negligible
since they have sub-dominant energy and finally become massive during inflation. Therefore,
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ζ is provided by the first term, where δAint and δσsrc can source δφ via the gravitational
interactions. In our previous work, we have already estimated the sourced curvature power
spectrum, and the ratio of power spectrum of the sourced mode to the vacuum mode Rζ ≡
P(s)ζ /P(vac)ζ is given by [48]
Rζ =
[
niniγ(nini)
√
2H
Λ
MPl
(
kA
k
)∆n
(NA − 1/3)
]2
×
(
1− 3nini − 4
nini
cos2 θkˆ +
∆n(3nini − 2)
n2ini
cos4 θkˆ −
∆n2
n2ini
cos6 θkˆ
)
. (4.43)
Then, the strongly red-tilted scale-dependence of the sourced curvature perturbation may
affect the scalar spectral index ns ≡ 1 + d lnPζ/d ln k or its running dns/d ln k. Assuming
that Rζ is much smaller than unity, they are approximately estimated as
ns = n
(vac)
s +
dRζ/d ln k
1 +Rζ ' n
(vac)
s − 2∆nRζ ,
dns
d ln k
' dn
(vac)
s
d ln k
+ (2∆n)2Rζ , (4.44)
where the superscript “(vac)” means the contribution from the vacuum mode. We require
that these corrections should be smaller than the 1σ uncertainty of measured values
2∆nRζ . 4× 10−3 , (2∆n)2Rζ . 7× 10−3 , (4.45)
at the pivot scale k = 0.05Mpc−1 [45].
Next, for the validity of perturbative approach of the gauge field, |A¯i|  |δAi| should
be required and this means that the background electric field ρ¯E should be much larger than
O(H4). Requiring the condition ρ¯E > 102H4, we get an upper bound on the duration of the
early growing phase of the gauge field NG ≡ ln(kA/k) [48]:
NG < N
max
G ≡
1
2∆n
ln
[
3∆n
102pi2rvacPobsζ
Λ2
M2Pl
]
. (4.46)
Taking the above constraints into account, we plot the amplitudes of non-linear param-
eters A+++/+××sq and A+++/+××eq in Figure 3 with the following model parameters and the
pivot scales in each limit
Λ = 10−2MPl, NA = 15 , (4.47)
(squeezed) : klong = 0.0002 Mpc
−1 (l ∼ 3) = e−7kA  kshort = 0.05 Mpc−1 (l ∼ 690) ,
(equilateral) : k = 0.0002 Mpc−1 = e−7kA , (4.48)
where l represents the angular multipole moment for the CMB angular power spectrum.
Owing to the strongly red-tilted scale dependence, the non-Gaussianity rapidly increases as
nini goes up, and the equilateral limit can be greater than the squeezed limit since we can
take the largest CMB scale for all momenta in the former limit. In Figure 3, we also depict
the allowed parameter regions for three different choices of rvac. We note that we have taken
the average of θkˆ in the estimation of sourced curvature power spectrum (4.43) and tensor
power spectrum (3.20). As rvac increases, generations of sourced perturbations controlled by
∆n become unable to be large due to the CMB constraints, and consequently the allowed
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Figure 3. The amplitude of tensor non-Gaussianity in the squeezed limit (left column) and equilaterallimit (right column) with respect to nini and rvac = 5 × 10−4 (top panels), 10−3 (middle panels),5×10−3 (bottom panels). In each panel, the blue (orange) line representsA+++sq/eq (A+××sq/eq). At the greendotted line, the total tensor-to-scalar ratio becomes r0.002(nini) = 10−3 evaluated at k = 0.002 Mpc−1,while the green shaded region represents r0.002(nini) & 0.06, which are excluded by the current Planckobservation. The red shaded region represents either severer constraint in Eq. (4.45), where thegeneration of scalar spectral tilt is non-negligible. The blue shaded region represents NG & NmaxG ,where the perturbative treatment A¯i  δAi comes to be suspicious. We also show the line |Asq/eq| = 1which could be a target parameter space of the upcoming CMB B-mode measurements [30]. In theseplots, we use the set of model parameters (4.47) and pivot scales (4.48).– 18 –
parameter space shrinks. Among these constraints, we can see that the generation of spectral
tilt in curvature perturbation is most sensitive to the increase of rvac. Even so, there remains
the allowed regions where A can take large values A & O(1).
In addition to A, the angular structures Gsq/eq in each limit also contribute the overall
amplitude of bispectrum. For the isotropic CMB measurement, we will actually need to take
an average of the angular function in CMB analysis, namely, averaging G over all directions
of background vector field ˆ¯E. This procedure makes the total amplitude of non-Gaussianity
smaller by an order of magnitude (in particular, crucial to the squeezed configuration). How-
ever, the averaged squeezed bispectrum still leaves a statistical anisotropy characterized by
the multipole moments with respect to angles between long-wavelength and short-wavelength
modes [57, 58]. In order to find such an expression, the angle average should be taken in
two-dimensional 4pi sky surface. Our result is, however, valid only for the special case that
ˆ¯E lies on the momentum triangle, which means that the domain of isotropic average is re-
stricted to only one-dimensional 2pi circle in the sky. Therefore, we will need to find the
general functional form of tensor bispectrum regardless of whether ˆ¯E is in parallel with the
triangle plane or not. We leave a construction of such a template as a future issue.
5 Summary and Outlook
Primordial gravitational waves are the smoking gun of inflationary universe. Although no sig-
nificant signal has been detected from the CMB temperature and E-mode polarization data,
the upcoming B-mode polarization surveys are expected to give us substantial information
about the origin of primordial tensor perturbations. Especially, testing the non-Gaussianity of
primordial gravitational waves is a powerful way to clarify the underlying high-energy physics
in the early universe. In this study, we explored the generation of tensor non-Gaussianity in
a kind of anisotropic inflation [48], where a classical U(1) electric field is provided by a rolling
spectator field via the kinetic coupling. There are three stages in the background evolution.
(i) Initially, the background electric field is negligibly small but increases due to the energy
transfer from the spectator field. (ii) At the intermediate stage called attractor phase, the
enhanced electric energy backreacts to the kinetic energy of the spectator field and settles in
a constant value. (iii) The spectator field becomes stabilized and accordingly the gauge field
decays on the last stage of inflation. In perturbations, due to the presence of background
vector field, the fluctuations of gauge field and spectator field are coupled to the tensor per-
turbations at linear level and the amplified gauge modes source the statistically anisotropic
tensor perturbations on the super-horizon scale. The key point is that the spectator mode
is also sourced by the one polarization mode of the gauge field and the enhanced spectator
mode contributes to the generation of tensor mode. We employed the in-in formalism and
computed the bispectrum of tensor mode, and found that 〈h+h+h+〉 and 〈h+h×h×〉 are the
dominant contribution in the tensor bispectrum. This seems to reflect the fact that the sce-
nario is parity-conserving. The resultant bispectrum is enhanced at small momentum scales
due to the highly red-tilted scale dependence of tensor perturbations. For the comparison
of spectral shapes, we evaluated the non-linear parameters in the squeezed limit f
+++/+××
NL,sq
and the equilateral limit f
+++/+××
NL,eq . We found that both limits exhibit a rich dependence on
angles between the preferred direction and the wave vectors respected by the production of
polarization tensors, including higher multipole moments. We showed that the amplitudes
in each limit are potentially testable with the future B-mode observations such as LiteBIRD
[59] or CMB-S4 [60] missions.
– 19 –
For obtaining more precise forecast constraints, we should develop the CMB angular
bispectrum derived from this model and examine the preferable estimator to limit the statis-
tical anisotropies in the primordial bispectrum templates. In the case of scalar bispectrum,
the nonzero signals appear in the outside of trianglar condition |l1 − l2| ≤ l3 ≤ l1 + l2, where
the statistically isotropic bispectra are exactly zero [56, 61]. We expect that a similar result
is obtained in CMB tensor bispectrum and becomes a novel information about the primordial
gravitational waves. And, it is also interesting to study the tensor non-Gaussianity in the
model of anisotropic inflation with two-form field [62]. We leave these issues in our future
work.
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A Commutations of δ
˙ˆ
AXint and δσˆsrc
In this appendix, we describe the evolution of the perturbations δ
˙ˆ
A
X/Y
int and δσˆsrc and show
that their commutators become negligible on the super-horizon scale. During the growing
phase of the gauge field, the equation of motion for the mode function δAint is approximately
given by [
∂2x + 1−
n(n− 1)
x2
] (
I¯δAint,k
) ' 0 , (A.1)
where we have used the dimensionless time variable x = −kτ and I¯(x) ∝ xn. With the
Bunch-Davies boundary condition, the solution of δAint,k is
I¯δAint,k(x) =
1
2
√
pi
k
ei
n
2 pi
√
xH
(1)
n−1/2(x), (A.2)
where H
(1)
n−1/2 is the Hankel function of the first kind with the order n − 1/2. Since we
consider the case n > 2, in the limit of x 1,
lim
x→0
I¯δAint,k =
√
pi
2k
ei
n
2 pi
[
1
Γ(n+ 1/2)
(x
2
)n − iΓ (n− 1/2)
pi
(x
2
)1−n]
. (A.3)
Hence, the fluctuation of the electric field I¯δA˙Xint/a in the super-horizon limit is given by
lim
x→0
i
I¯δA˙
X/Y
int,k
a
= ei
n
2 pi
4H2Γ (n+ 1/2)√
2pik3
(x
2
)2−n
, (A.4)
where the first term in the bracket of Eq. (A.3) makes no contribution. On the other hand,
δσsrc in the growing phase obeys[
∂2x + 1−
2
x2
]
(aδσsrc,k) = 2i sin θkˆ
√
2ρ¯E
HΛx
I¯∂xδA
X
int,k , (A.5)
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which is solved as
aδσsrc,k(x) = 2i sin θkˆ
∫ ∞
0
dy GR(x, y)
√
2ρ¯E(y)
HΛy
I¯∂yδA
X
int,k(y) , (A.6)
where the retarded Green’s function GR(x, y) = −Θ(y−x)(x3− y3)/(3xy) satisfies [∂2x + 1−
2/x2]GR(x, y) = δ(x − y). Since ρ¯E(x) ' ρ¯E,attx−2∆n and I¯(x) ∝ xn in the growing phase,
the time integral on the super-horizon regime is performed as
aδσsrc,k ' −ei
npi
2 sin θkˆ
1√
2kx
√
3
pi∆n
2nΓ(n+ 1/2)
2n− 1
x4−2n
x2−nA
. (A.7)
Therefore, dropping the irrelevant phase factor einpi/2, Eqs. (A.4) and (A.7) are real num-
bers on the super-horizon scale in the growing phase. This condition also persists even on
the attractor phase since their complex phases do not rotate due to their equational forms.
Therefore, Fˆ+(δAˆXint, δσˆsrc) and Fˆ×(δAˆYint) in Eqs. (3.12) and (3.13) become classical val-
ues on the super-horizon scale and we can reasonably assume that their commutators are
negligible in the computation of correlation functions.
B Contributions from other diagrams
Here, we discuss the possibility of changing our result from other diagrams. Especially, we
compute other tree-level contributions and the one-loop effect to the correlation functions in
Fig. 4, and show that these contributions are negligible in our result.
First, we compute the tree-level contribution (the left diagram in Fig. 4). The main
interaction Hamiltonian of this diagram is as follows:
H3m = HAAσ +HAσσ +Hσσσ , (B.1)
HAAσ = a
3 1
2Λ
∫
dk dp dq
(2pi)6
δ(3)(k + p+ q)δσk
[
− I¯
2
a2
δA˙Xp δA˙
X
q e
X
i (pˆ)e
X
i (qˆ)
+
I¯2
a2
δA˙Yp δA˙
Y
q e
Y
i (pˆ)e
Y
i (qˆ) + 2i
I¯2
a2
δA˙Xp δA˙
Y
q e
X
i (pˆ)e
Y
i (qˆ)
]
, (B.2)
HAσσ = a
3 2
√
2ρ¯E
Λ2
∫
dk dp dq
(2pi)6
δ(3)(k + p+ q)i sin θkˆ
I¯δ
˙ˆ
AXk
a
δσˆpδσˆq , (B.3)
Hσσσ = −a3 4
3
ρ¯E
Λ3
∫
dk dp dq
(2pi)6
δ(3)(k + p+ q) δσˆkδσˆpδσˆq . (B.4)
Using Eq. (4.10), we obtain
H3m =
a3
Λ
∫
dkdpdq
(2pi)6
δ(3)(k + p+ q)Fˆmk p q(δAˆint, δσˆosc, t) , (B.5)
Fˆmk p q ≡ −
I¯2
2a2
δσˆsrc,kδ
˙ˆ
AXint,pδ
˙ˆ
AXint,q cos θpˆ·qˆ +
I¯2
2a2
δσˆsrc,kδ
˙ˆ
AYint,pδ
˙ˆ
AYint,q
+
2
√
2ρ¯E
Λ
i sin θkˆ
I¯δ
˙ˆ
AXint,k
a
δσˆsrc,pδσˆsrc,q − 4
3
ρ¯E
Λ2
δσˆsrc,kδσˆsrc,pδσˆsrc,q . (B.6)
Then, the three-point function includes the following expectation value
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h h
h
h h
h h
h
Figure 4. Other diagrams which contribute to the tensor bispectrum in our model. The wavy line
represents δA
X/Y
int or δσsrc including their mixing effects (the crossed cycle is omitted).
〈[
H3m(t1),
[
H2+(t2),
[
H2+(t3),
[
H2+(t4), ψˆ
+
k1
(t)ψˆ+k2(t)ψˆ
+
k3
(t)
]]]]〉
+ (permutation of H3m)
= Λ2M−3Pl a(t1)
3a(t2)
2a(t3)
2a(t4)
2
∫
dkdpdq
(2pi)6
δ(3)(k + p+ q) (2i)3×〈[
Fˆmk p q(t1), Fˆ+k3(t2)Fˆ+k2(t3)Fˆ+k1(t4)
]〉
Im[ψ+k1(t4)ψ
+∗
k1
(t)]Im[ψ+k2(t3)ψ
+∗
k2
(t)]Im[ψ+k3(t2)ψ
+∗
k3
(t)]
+ ... . (B.7)
We find that the commutator of δ
˙ˆ
Aint or δσˆsrc is always included, which is negligible from
the discussion in Appendix A. Therefore, these contributions are irrelevant in the generation
of tensor-non-Gaussianity.
Next, we evaluate the contribution of one-loop diagrams in Fig. 4. In addition to the
enhancement of tensor perturbations on the super-horizon regime, these diagrams include
another enhancement coming from the momentum integral in the IR limit of one of the two
gauge modes. These contributions might be serious since the amplified gauge mode is highly
red-tilted in our scenario. In order to evaluate the magnitude of loop effects, we only compute
the tensor power spectrum of cross mode 〈h×k h×k′〉 for our analytical convenience. Regarding
the two-point function, we calculate
〈ψˆ×k (t)ψˆ×k′(t)〉(loop) = −
∫ t
−∞
dt2
∫ t2
−∞
dt1
〈[
HhAA(t1),
[
HhAA(t2), ψˆ
×
k (t)ψˆ
×
k′(t)
]]〉
= (2pi)3δ(3)(k + k′)
2k2
9x2M2PlH
6
∫
dp
(2pi)3
cos2 θkˆ·(−pˆ)
∫ x2
xmin
dx1
x1
∫ x
xmin
dx2
x2
2∏
i=1
x3i − x3
x3i
× I¯δA˙
X
p (x1)
a
I¯δA˙X∗p (x2)
a
I¯δA˙Yk−p(x1)
a
I¯δA˙Y ∗k−p(x2)
a
+ (x1 ↔ x2) , (B.8)
where the time integration is restricted to times between x and xmin ≡ min [k/p, k/|k − p|],
when both sourcing modes δAp and δAk−p have exited the horizon. Then, defining the
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dimensionless momentum variables p∗ ≡ p/k , |k − p|∗ = |k − p|/k, we obtain
〈hˆ×k (t)hˆ×k′(t)〉(loop) = (2pi)3δ(3)(k + k′)
2H4
9k3M4Pl
∫
dp∗
(2pi)3
cos2 θkˆ·(−pˆ) cos
2 2θpˆ
p3∗|k − p|3∗
(
kA
p
)2∆n( kA
|k − p|
)2∆n
×
∫ x
xmin
dx1
x1
∫ x
xmin
dx2
x2
2∏
i=1
x3i − x3
x3i
γ(n)4
2ρ¯E(x1)
H2Λ2
2ρ¯E(x2)
H2Λ2
∼ (2pi)3δ(3)(k + k′)2pi
2
k3
H4
23pi4M4Pl
N2Aγ(n)
4∆n
(
kA
kmin
)2∆n(kA
k
)2∆n
,
(B.9)
where we have introduced the lowest momentum scale kmin corresponding to the horizon
size when the growing phase starts. Therefore, the ratio of 1-loop spectrum to the tree-level
spectrum is evaluated as
P(loop)h
P(tree)h
∼ 2H
2
pi2Λ2
γ(n)2
∆n
(
kA
kmin
)2∆n
, (B.10)
which is the order of (k
3/2
minδA˙kmin/
˙¯A)2. As well, the ratio of one-loop diagram to tree-diagram
of bispectrum B
(loop)
h /B
(tree)
h is found to be roughly the same as in Eq. (B.10). We find that
our used model parameters (4.47) with kmin = e
−7kA (Eq. (4.48)) satisfy the condition that
the above ratio is sufficiently smaller than unity.
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