K=(l + uϊ + u\Y\u xx u yy -uly) .
We have to show that formula (2) provides us with a kind of general solution of equation (1), i.e., formula (2) produces a solution to equation (1) whenever it is a harmonic function.
Indeed, our harmonic function can be represented (at least locally) as the real part where primes denote differentiation with respect to z. The right-hand side of (4) involves a holomorphic function (namely /') and the first derivative of it. We want to eliminate this holomorphic function from (4) and equations involving deriva-478 GIORGIO TALENTI tives of K. In other words, we seek a partial differential equation which is satisfied by any expression of the form (5) K= -(l + \h\Y 2 
\h'\ 2 ,
where h is an arbitrary holomorphic function. Such a differential equation is very close to one considered by Liouville [16] [17] and is easily found with the help of the complex derivatives dz 2\dx dyJ dz 2\dx dy
Bearing in mind the usual rules (e.g., dh/dz = h', dh/dz=0, dh/dz = 0, dh/dz = h f where h is any holomorphic function of z = x + iy), in few steps one arrives at the following conclusion an equivalent form of (1) . The lemma is proved.
Observe that formula (4) implies the following property: K is nonpositίve and may have only isolated zeros. In a sense, this property is related to the maximum principle for harmonic functions: indeed, it tells us that the graph of u cannot lie on one side of any of its tangent planes.
• One aim of the present paper is to point out that equation (1) is a tool for deriving properties of K. In fact our results on the curvature of harmonic and minimal surfaces are inferred from the quality of such a curvature of being a nonpositive solution to a special second order partial differential equation, and are obtained by partially decoding the information comprised in that equation in an appropriate way. Thus our point of view coincides with a usual one in classical differential geometry, where differential equations often play the role of devices for storing information on geometric objects. Also, our investigations are similar in spirit to those on partial differential equations, made when the existence of solutions is obvious or taken for granted and a priori bounds for, or qualitative properties of solutions, are considered of primary interest.
By way of an example, let us prove the following property. The negative of K cannot achieve a minimum at an interior point, unless the minimum is zero. In fact, suppose that K is free from zeros. Then we can put -K= 4w" showing that w = 2/i/-K is subharmonic.
• As is well known, some a priori bounds for harmonic functions, and for combinations of their derivatives, automatically hold in the whole of the domain when the same bounds are available on the boundary. In fact, the maximum principle comes in whenever quantities, suitably related to those under estimation, are subharmonic functions. For instance, the above remark applies if the maximum of expressions such as
is to be estimated. Indeed, the expressions (8) obviously are subharmonic. The last assertion can be strengthened. For one may check that each of the expressions (8) is a solution to the following equation (9) ?>(9>..+ ?>")-9* -?>J = 0 .
Of course, other more sophisticated objects might enrich the list (8) , that share with the previous ones the property of significantly involving derivatives of u and being solutions to equation (9) . For the sake of completeness, let us quote (10) H+ih , a complex-valued function having
the mean curvature of the graph of u f and
the mean curvature of the conjugate harmonic surface, as real and imaginary parts. From the representation (3) of u we get
hence we see that H+ih satisfies the equation
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dzdz dz dz
The last equation is nothing but (9) , because of (6). A simple calculation shows that the modulus of any complex-valued solution of (9) is a solution too. Observe, in fact, that the left-hand side of (9) formally agrees with φ 2 ((ln φ) xx + (In φ) yy ). We conclude that is a further example of a subharmonic function associated with u. The above considerations, together with related strategies, seem to fail if the Gauss curvature K is taken under examination. Although our basic equation (1) is reminiscent of (9), the (negative) term on the right-hand side makes the situation worse. Note that K is not subharmonic (nor superharmonic) in any domain. For instance the (negative of the) Gauss curvature of the harmonic surface
has the value
and achieves its maximum value on the line ax + by + c = 0. Another pair is
here r 2 = x 2 + y 2 , -K achieves its minimum at r = 0 and its maximum on the circle r -3~3 /4 .
•
The main concern of the present paper is to relate
the global maximum of \K\, with
the maximum of | JBL| on the boundary. Here G is any domain of the euclidean (cc, i/)-plane such that K is smooth on the closure G of G.
The following alternative holds. Either for every (16) measurable EaGϊ .
Equality holds in (14) if G is the whole of the plane and
ίfcβ Gauss curvature of the hyperbolic paraboloid
Theorem 1 is a corollary of the following. 
namely inequality (14) . Observe that the left-hand side of (25) is exactly the maximum value of the left-hand side of (23). The assertion about the equality sign in (14) follows, thanks to (22). Finally, (15) follows from (14) and the converse of (13) .
• Let us conclude this section with the following corollary of Theorem 2. Suppose that G is the entire plane R 2 and
and equality holds in the case (17).
2* A proof of Theorem 2* We can suppose A > α, otherwise there is nothing to prove.
Fix any number t such that a < t < A and consider the level set
Clearly, (26) is an open nonempty subset of G, having a positive distance from the boundary of G. The boundary of (26) coincides with
provided that the latter is a regular curve, i.e., no critical point of K lies on (27). Sard's theorem tells us that the last-mentioned circumstance occurs for almost every t, hence we shall neglect those values of t for which (27) is not the boundary of (26).
• Integrating both sides of equation (1) 
is a consequence of (28). In fact Federer's coarea formula [6] tells us that the function of t, defined for a < t < A by and K*, the decreasing rearrangement of K in the sense of Hardy and Littlewood. As is well known (see [9] , [14] , [19] 
since I (-μ'(t))dt ^ \ "(-dμ(t)).
As if* is absolutely continuous (see [25] for instance), inequality (40) follows.
• A convenient device for discussing inequality (40a) is to use (19) . One may already know or easily check (see e.g., [14] , [19] , [20] ) that K is the maximal function associated with if*, namely
S J S Jo
In terms of K, (40a) reads as follows and / decreases as r increases. Here r is the distance from some fixed point, r = i/# 2 + y 2 say. Let us lock for those solutions of equation (1), that have the form (46) (circular weaves). We find the following equation Our theorem is fully proved.
3* Minimal surfaces* Estimates for the Gauss curvature of minimal surfaces have been given by several authors. Heinz [10] proved that, if u is a solution to the minimal surfaces equation (50) (1 + u\)u xx -2u y u x u xy + (1 + ul)u yy = 0 in a disk x 2 + y 2 < R 2 , then the Gauss curvature of K of the graph of u (cfr. formula (2)) satisfies
where c is an absolute constant. Finn and Osserman [8] proved that the best constant in (51) satisfies (ττ 2 /2) ^ c < 6, and (51) holds with c = π 2 /2 if the gradient of u vanishes at the origin. Other improvements on Heinz' result have been proposed by E. Hopf [11] and J. C. C. Nitsche [18] . For instance, Nitsche proved that (51) can be replaced by
Further generalizations are in Osserman [21] . See [22], § 11, for a discussion on this matter. Let us mention that estimates for the Gauss curvature of surfaces, having a constant mean curvature, are in Spruck [24] . Π
In this section we briefly discuss the following theorem. {\K(x)\:xedM} 9 and H 2 denotes the two-dimensional Hausdorff measure.
REMARKS.
(i) Theorem 3 yields a number of estimates for the Gauss curvature of minimal surfaces. Such estimates are the exact analogs of those presented in Theorem 1 (but are omitted here for the sake of brevity). Note that Theorem 3 involves rearrangements of the curvature on the surface itself This is the main difference between Theorems 2 and 3. Note that in the present context formulas (33) (34) (41) still match (55), while formula (32) for the distribution function must be replaced by (ii) Whether equality in (53) may actually be achieved by some minimal surface is not discussed here. However, a minimal surface can easily be shown such that the power series expansion of 1/K(β) near s = 0 begins with the right-hand side of (53). A surface having this property is Enneper. As is well known (see e.g., [5] , § § 3-5), the surface of Enneper has the following parametric representation 
