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Readout and control of fermionic spins in solid-state systems are key primitives of quantum
information processing1–3 and microscopic magnetic sensing4. The highly localized nature of most
fermionic spins decouples them from parasitic degrees of freedom, but makes long-range interoper-
ability difficult to achieve. In light of this challenge, an active effort is underway to integrate fermionic
spins with circuit quantum electrodynamics (cQED)5–16, which was originally developed in the field
of superconducting qubits to achieve single-shot, quantum-non-demolition (QND) measurements17
and long-range couplings18. However, single-shot readout of an individual spin with cQED has re-
mained elusive due to the difficulty of coupling a resonator to a particle trapped by a charge-confining
potential. Here we demonstrate the first single-shot, cQED readout of a single spin. In our novel im-
plementation, the spin is that of an individual superconducting quasiparticle trapped in the Andreev
levels of a semiconductor nanowire Josephson element19,20. Due to a spin-orbit interaction inside
the nanowire, this “superconducting spin” directly determines the flow of supercurrent through the
element21–24. We harnessed this spin-dependent supercurrent to achieve both a zero-field spin split-
ting as well as a long-range interaction between the quasiparticle and a superconducting microwave
resonator25. Owing to the strength of this interaction in our device, measuring the resultant spin-
dependent resonator frequency yielded QND spin readout with 92% fidelity in 1.9 µs and allowed us
to monitor the quasiparticle’s spin in real time. These results pave the way for new “fermionic cQED”
devices: superconducting spin qubits operating at zero magnetic field21,22,24, devices in which the spin
∗Corresponding authors: max.hays@yale.edu, valla.fatemi@yale.edu, michel.devoret@yale.edu
1
ar
X
iv
:1
90
8.
02
80
0v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
7 A
ug
 20
19
has enhanced governance over the circuit, and time-domain measurements of Majorana modes26,27.
Superconducting circuits provide an important set of tools for the creation, manipulation, and measurement of
quantum systems. In cQED5,6, a quantum system of interest is coupled to a superconducting resonator such that
the resonator frequency depends on the system state. Therefore, by combining superconducting quantum-limited
amplifiers28 with standard microwave technology, the system state can be non-destructively detected with near-unity
single-shot fidelity. However, integration of this hardware with single quantum spins is made difficult by the inherently
weak interaction between the electron magnetic dipole moment and magnetic fields. It is therefore necessary to couple
the spin to the resonator electromagnetic field through an intermediary degree of freedom that interacts with both
systems. A natural candidate for the mediator is the relativistic coupling between spin and translational degrees of
freedom known as spin-orbit interaction. This has been used in semiconductor quantum dots to couple the electron
spin to a resonator electric field via the electric-dipole moment of the dot charge states7, but such schemes are
constrained by limited dot sizes. Here we demonstrate a fundamentally different approach by inductively coupling to
the spin-dependent supercurrent of a semiconductor nanowire Josephson element (or Josephson nanowire for short),
which has no such limitation.
Similar to conventional quantum dots, a Josephson element composed of a semiconductor nanowire connecting
two superconducting reservoirs hosts discrete fermionic modes29,30. These modes are known as Andreev levels and are
occupied by the electronic spin-1/2 quasiparticles of superconductors. While a quasi-electron completely confined to a
dot cannot participate in charge transport, the quasiparticle occupation of the Andreev levels directly determines the
flow of supercurrent through the Josephson nanowire. Even though the Andreev levels are localized at the junction,
the supercurrent can extend over macroscopic distances limited only by the circuit geometry, and thus the Andreev
levels can be strongly coupled to a superconducting resonator31,32. Recently, it has been shown both theoretically21–24
and experimentally25 that a Josephson nanowire with an appropriate spin-orbit interaction hosts spin-split Andreev
levels and therefore spin-dependent supercurrent. In this Letter, we combine the fields of confined spins and cQED
by detecting the spin state of a quasiparticle trapped in the Andreev levels of a Josephson nanowire. By inductively
coupling the quasiparticle to a superconducting microwave resonator via the spin-dependent supercurrent, we achieve
single-shot, QND readout of the quasiparticle spin.
We first present a qualitative picture of the Andreev levels hosted by Josephson nanowires20,25,32, which have
recently been developed by proximitizing semiconductor nanowires with superconducting contacts. Andreev levels
can be understood as the bound states of a finite square well, with the barriers provided by the superconducting
pair potential ∆ of the two superconducting reservoirs [Fig. 1(a)]. Quasi-electrons (quasi-holes) propagating in the
nanowire between the reservoirs are Andreev reflected into quasi-holes (quasi-electrons) upon reaching these barriers,
a process that conserves the total spin, energy, and approximately momentum but injects a charge of -2e (+2e) into
the reservoir [Fig. 1(b)]. Localized, spectrally-sharp levels form when the quantum mechanical phases accumulated
during a round-trip of propagation and Andreev reflections constructively interfere. These levels are usually paired
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into spin-degenerate doublets, and the number of doublets increases with the both the number of conduction channels
and the length of the weak link `.
In this work, the device was fabricated from an InAs nanowire partially covered in epitaxial Al, with the weak
link formed by an ` = 500 nm uncovered section [Fig. 1(e)]. For this `, the chemical potential in the nanowire
can be tuned such that two doublets are present. In the excitation picture of superconductivity, both doublets are
unoccupied in the ground state |g〉 of the Josephson nanowire. However, superconducting circuits usually exhibit an
excess population of quasiparticles that inhabit the continuum of states above the superconducting gap33. If one such
quasiparticle becomes trapped in the sub-gap Andreev levels, its Hilbert space is spanned by the four eigenstates
|s, n〉 of the Hamiltonian H. Here s =↑, ↓ denotes the quasiparticle spin with the choice of spin label arbitrary, and
n = 1 or 2 labels the lower or higher energy doublet [Fig. 1(a)]. At low temperatures (∼ 20 mK), the quasiparticle
will reside with high probability in the two spin states of the lower energy doublet.
Detection of this spin with conventional cQED techniques necessitates lifting the spin degeneracy. While Kramers
theorem does not hold in the presence of a nonzero weak-link phase bias ϕ, an additional ingredient is required to
split the spin states. Here this is provided by the spin-orbit interaction present in the multi-subband InAs nanowire.
This interaction causes the quasiparticle spin to hybridize with its translational degrees of freedom and results in
an energy-dependent spin texture34, though we continue to label these states as s =↑, ↓ for simplicity. Critically,
this interaction produces a spin-dependent Fermi velocity vsF, and therefore a spin-dependent propagation phase, as
depicted in Fig. 1(b) for positive momentum. The constructive interference condition required for localized levels to
form is thereby modified and spin degeneracy is broken, as can be seen from the ϕ-dispersion for bound states deep
in the gap:
(ϕ, s) ∼= ± ∆~v
s
F/`
2(∆ + ~vsF/`)
(ϕ− pi(2k + 1)) (1)
where +/− corresponds to positive/negative current-carrying states and k ∈ Z. This relation can be viewed as a
competition between two energy scales: the pair potential ∆ and the spin-dependent dwell energy ~vsF/`. Such a
spin-split spectrum is plotted in Fig. 1(c) before (gray lines, Eq. (1)) and after (colored curves) elastic scattering
within the weak link is introduced24,25.
While the broken degeneracy is integral to our spin-detection scheme, the higher energy doublet also plays a
critical role. State readout with cQED relies on the existence of microwave transitions between the states |m〉 to
create a state-dependent dispersive shift χm of the superconducting resonator’s frequency. The extent to which each
microwave transition participates in χm is determined by the coupling operator between the system of interest and
the resonator. Below, we demonstrate that the quasiparticle and the resonator are coupled via an approximately
spin-conserving junction current operator J . As such, neither the direct spin-flipping intra-doublet transition nor
the spin-flipping inter-doublet transitions [thin arrows in Fig. 1(c), curves in Fig. 1(d)] contribute appreciably to
the dispersive shift. The dispersive shifts of the lower doublet states χs,1 are thus dominated by the two remaining
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inter-doublet transitions (frequencies fs), which are depicted by the thick arrows in Fig. 1(c) and curves in Fig.
1(d). Although these transitions are spin-conserving, the shift they induce is nonetheless spin-dependent, which we
describe using second-order perturbation theory (see Supplementary Information for details):
χs,1 ∼= − Φ
2
r
2pi~2
2fs
f2s − f2r
|〈s, 2|J |s, 1〉|2 (2)
Here fr = 9.188 GHz is the bare resonator frequency and Φr is the zero-point fluctuation of the resonator flux
drop across the shared inductance [Fig. 1(e)]. To detect such frequency shifts, we monitored the complex reflection
amplitude Γs,1 = Is,1 + iQs,1 using a microwave readout tone with frequency fr. Upon routing the reflected readout
tone through a quantum-limited parametric amplifier and integrating for 1.9 µs, we found that Γ clustered into three
distributions [Fig. 2(b)]. As we now demonstrate, these distributions can be mapped to |g〉, | ↓, 1〉, and | ↑, 1〉 based
on their dispersive shifts.
The dispersive shifts χs,1 and therefore the distribution centers Γs,1 can be estimated from the ϕ-dependence of
the nanowire transition spectrum. To probe the spectrum, we used an external flux Φ to set ϕ ≈ 2pi ΦΦ0 mod(2pi)
and applied a variable frequency drive tone fd to the nanowire. When the tone was resonant with a transition,
population was transferred between the Andreev levels, which we detected by measuring shifts in the averaged
reflection coefficient Γ¯ [Fig. 2(c)]. We observed four transitions that we attribute to the inter-doublet transitions
based on the qualitative agreement of their Φ-dependence with Fig. 1(d). As indicated by the stark contrast in
brightness, the drive amplitude required to observe the spin-flipping transitions was at least an order of magnitude
larger than was required for the spin-conserving transitions (see Extended Data Fig. 5). We attribute this to the
drive coupling predominantly via the spin-conserving J . We fit the spectrum with a simple model in which linearly-
dispersing Andreev levels of like spin undergo avoided crossings, e.g. due to elastic scattering (see Supplementary
Information for details). Around Φ = 0, we extracted the slope of the |↓, 1〉/|↑, 1〉 energy splitting d∆/dΦ = 1.8 nA.
Together with the device loop area of 2250 µm2, this yields a synthetic g-factor of the quasiparticle of ∼ 4× 105 at
low fields.
Our model of the nanowire spectrum clearly yields fs(Φ), but it also allows us to better understand the matrix
elements 〈s, 2|J |s, 1〉 needed to calculate χs,1, which we outline here and detail in the Supplementary Information.
From the fit, we infer a Hamiltonian H(Φ), and therefore a current operator J(Φ) = dH(Φ)dΦ over the measured flux
and frequency range. We then fit the Φ-dependent χs,1 via Eq. (2), yielding the Qs,1(Φ) plotted in Fig. 2(d). The
only free parameter is Φr, which we find to be within ∼ 10% of a calculation based on the circuit parameters. The
qualitative agreement of the model with the measurement indicates that two of the distributions are associated with
the states |s, 1〉. Moreover, this agreement demonstrates that our crude model of a spin-conserving J describes the
quasiparticle/resonator coupling in this regime, although a more sophisticated model will be necessary to understand
the complete flux dependence of χs,1. The third distribution corresponds to |g〉; all three states are simultaneously
visible due to the finite trapping lifetime of a quasiparticle in the nanowire ?junction?, as discussed below. While
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the coupling gc ∝ |〈s, 2|J |s, 1〉| is spin- and Φ-dependent (see Extended Data Fig. 2), we found a maximum value of
gc ≈ 2pi× 35 MHz at Φ = ±0.08Φ0.
We confirmed our interpretation of the state distributions and transition spectrum by directly measuring the
population transfer induced by the microwave drive. As an example, we present the effect of driving with Gaussian
pulses the two transitions available to a quasiparticle initially in |↑, 1〉 [pink dashed arrows in Fig. 3(a, e)]. Two new
distributions were revealed, which we attribute to | ↑, 2〉 and | ↓, 2〉 [Fig. 3(b, f)]. Because χs,2 was approximately
described by Eq. (2) but with fs → −fs, these distributions were located at positive Q. By varying the amplitude
A of the |↑, 1〉 ↔ |↑, 2〉 pulse, we induced Rabi oscillations of the quasiparticle population between the two doublets
[Fig. 3(c)]. To the best of our knowledge, this is the first example of quantum control of an individual quasiparticle
excitation of a superconductor.
We next inspected the relaxation dynamics of the trapped quasiparticle. We found that after the quasiparticle
was transferred from | ↑, 1〉 to | ↑, 2〉 (| ↓, 2〉) it decayed preferentially to | ↑, 1〉 (| ↓, 1〉) [Fig. 3(d), short-time behavior
in Fig. 3(g)] within a few microseconds, indicating that the dominant spontaneous relaxation was spin-conserving.
We do not currently understand the mechanisms contributing to this relaxation, and we note that the relaxation
timescale of Purcell decay through the resonator mode should be three orders of magnitude longer (see Supplementary
Information). Following the | ↑, 1〉 ↔ | ↓, 2〉 pulse, the initial spin-conserving relaxation resulted in an average spin
polarization of the quasiparticle in the lower doublet, which then decayed on a timescale τS = 42± 2 µs [Fig. 3(g)].
Such inter-doublet spin-flipping pulses followed by spin-conserving decay could thus be used to initialize the spin
state of a trapped quasiparticle.
The above results demonstrate that a trapped quasiparticle is a coherent object and that it resides with near-
unity probability in the two low-energy spin states | ↓, 1〉 and | ↑, 1〉. We now proceed to an analysis of the undriven
dynamics of the nanowire and our spin-detection fidelity. We first tuned the flux bias to Φ = 0.10Φ0 to maximize
the separation of the |g〉, | ↓, 1〉, and | ↑, 1〉 distributions. For a given 1.9 µs measurement shot, we determined the
system state based on the thresholds indicated by the black dashed lines in Fig. 4(a). We observed quantum jumps
between these states by applying a continuous readout tone and partitioning the reflected signal into consecutive
shots [Fig. 4(b)]. Similarly to previous reports31,32, we found that a quasiparticle remained trapped in the nanowire
weak link for 31 ± 1 µs on average. In addition, we were able to measure the spin lifetime, which we found to be
τS = 51 ± 4 µs at this particular phase bias. Both types of transitions limited the fidelity of our spin readout. For
perfectly QND measurement, consecutive shots should always yield the same result, which means that transitions
should never be observed. To compare to this ideal, we histogrammed Q conditioned on the state assignment of
the previous shot [Fig. 4(c)]. We observed that consecutive shots found the same state with high probability. We
quantify these effects via the spin detection quantum non-demolition metric35 F = (p↓1,↓1 + p↑1,↑1)/2, where pm,m
is the probability that two consecutive shots yield the same state |m〉. Here we report F = 92.2 ± 0.1%, which, to
the best of our knowledge, is the highest published value for a single electronic spin.
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Although a Zeeman effect was not necessary for our detection scheme, interaction with magnetic fields is a
fundamental property of spins. We determined the spin lifetime τS as a function of both ϕ ∼= 2pi ΦΦ0 mod(2pi) and
a magnetic field B⊥ applied perpendicular to the chip substrate [Fig. 4(d)]. At B⊥ = 0 µT, we observed that
τS increased with |ϕ| symmetrically about ϕ = 0. In particular, τS = 42 ± 2 µs at ϕ/ 2pi = 0.085 in agreement
with the free decay measurement shown in Fig. 3(g). This dependence of τS on ϕ is correlated with the energy
splitting between | ↓, 1〉 and | ↑, 1〉, which goes to 0 at ϕ = 0 [Fig. 1(d)]. Applying a positive (negative) B⊥ resulted
in a positive (negative) shift of the ϕ-dependence, which can be explained by a Zeeman-like shift of the Andreev
levels23,25 consistent with the observed spectrum at B⊥ = 380 µT (see Extended Data Fig. 7). This correlation of
τS with the |↓, 1〉/|↑, 1〉 energy splitting could be explained by a splitting-dependent nuclei-induced flip rate36 or an
energy-dependent bath spectral density, though surprisingly increasing the cryostat temperature did not affect τS
until the temperature reached ∼ 150 mK (see Extended Data Fig. 8).
In summary, we have demonstrated that the spin of an individual quasiparticle trapped in a Josephson nanowire
can be detected by coupling the delocalized spin-dependent supercurrent to a superconducting resonator, and that
such a quasiparticle can be coherently manipulated. Looking forward, the realization of cQED-integrated supercon-
ducting spin qubits21,22,24 requires full coherent control over the quasiparticle spin. This could be achieved through
Raman transitions via the higher energy doublet or by applying a magnetic field (∼ 10− 100 mT) to enable direct,
J-induced intra-doublet microwave driving24,25. Furthermore, for larger fields (∼ 1 T) the nanowire could be tuned
to a topological phase26,27, where the techniques presented here would reveal the quasiparticle dynamics of the weak
link Majorana mode. As quasiparticle trapping lifetimes will limit both Majorana-based topological qubits and su-
perconducting spin qubits, our measurement scheme applied to such semiconductor-superconductor heterostructures
could provide the detailed understanding of quasiparticle dynamics that is essential for future progress.
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Figure 1: Schematic of spin-orbit split Andreev levels coupled to a microwave resonator. (a) One quasiparticle is
trapped in a Josephson nanowire, where its Hilbert space is restricted to two doublets of Andreev levels. (b) Due to
spin-orbit coupling, charge carriers traverse the weak link with a spin-dependent Fermi velocity vsF. Upon reaching
a superconducting reservoir, quasi-electrons (black) are Andreev reflected into quasi-holes (white), and vice versa.
Levels form when these processes constructively interfere. Note that the y-axis is purely diagrammatic and does not
represent a physical quantity. (c) For a perfectly ballistic channel, the level energies have a linear ϕ-dispersion that
scales with vsF (gray dotted lines). Crossings at ϕ = 0,pi are protected by time-reversal symmetry, but other crossings
are avoided due to elastic scattering in the weak link. Transitions out of | ↓, 1〉 (| ↑, 1〉) are indicated by the purple
(pink) dashed arrows, with thin/thick lines denoting whether the spin is flipped/maintained. (d) Purple and pink
curves correspond to dashed arrows in (c) and the maroon line denotes the resonator transition. (e) Color-enhanced
scanning electron micrograph of a Josephson nanowire similar to the measured device (see Methods). The InAs
nanowire was partially coated by epitaxial Al (blue), with an uncovered region forming the weak link. A flux Φ
applied through a small-inductance loop set the weak-link phase bias ϕ ∼= 2pi ΦΦ0 mod(2pi). The gate voltage Vg was
used to tune the nanowire such that only two doublets were observed, and was fixed at -1.36 V for all data presented
in the main text. The Josephson nanowire was inductively coupled to a superconducting resonator (red, frequency
fr = 9.188 GHz), which was capacitively coupled to a transmission line to probe the reflection amplitude Γ.
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Figure 2: Dispersive readout and spectroscopy of a trapped quasiparticle. (a) Level structure and transitions out of
the lower doublet for Φ < 0. (b) Measured histogram of Γ/σ, where σ is the standard deviation of one distribution.
The data cluster into three distributions, corresponding to |g〉, | ↓, 1〉, and | ↑, 1〉. (c) Drive-probe spectroscopy of
the nanowire reveals the four transitions depicted in (a), with fits to a simple model (see Supplementary Materials)
plotted for Φ < 0. (d) The distributions shown in (b) shift with Φ as the detuning between the quasiparticle
transitions and the resonator varies, from which the absolute dispersive shift (right axis) can be determined. Dashed
line indicates Φ for data in (b), and colored curves are predictions based on the extracted model parameters in (c)
with only one additional free parameter (see main text), which captures the scale and shape of the behavior.
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Figure 3: Driven dynamics of a quasiparticle initially in | ↑, 1〉 (Φ = 0.085Φ0). The quasiparticle was excited into
either |↑, 2〉 ((a) through (d)) or |↓, 2〉 ((e) through (g)) using Gaussian pulses on the transitions depicted by the pink
arrows in (a)/(e). Following each pulse, the distributions corresponding to |↑, 2〉/|↓, 2〉 were visible in the Γ histogram
((b)/(f)). In (c), (d) and (g), we plot occupation probabilities for the states of interest as pulse sequence parameters
are varied. Probabilities are computed as the number of counts within 2σ of the distribution centers, normalized
by the steady-state counts. Fits to theory are denoted by dotted black curves (see supplement). (c) Varying the
normalized amplitude A of the | ↑, 1〉 ↔ | ↑, 2〉 pulse resulted in coherent oscillations of the quasiparticle within the
↑ manifold. (d) Varying the delay τ between the | ↑, 1〉 ↔ | ↑, 2〉 pulse and the readout pulse revealed exponential
decay of the quasiparticle back to | ↑, 1〉 with timescale τ21,↑ (black arrow in (a)). (g) Following a | ↑, 1〉 ↔ | ↓, 2〉
pulse, an initial exponential decay to | ↓, 1〉 with timescale τ21,↓ (single-headed black arrow in (e)) resulted in equal
and opposite deviation of the | ↓, 1〉 and | ↑, 1〉 populations from their equilibrium value (magenta dotted line). This
spin polarization then exponentially decayed with timescale τS (double-headed black arrow in (e)).
Figure 4: Quantum non-demolition readout of the quasiparticle spin. (a) The system state was assigned to be |g〉,
|↓, 1〉, or |↑, 1〉 based on thresholds indicated by the black dashed lines. (b) Q(t) reveals quantum jumps between the
three states. Colored bars indicate state assignments, with isolated points indicated by crosses and colored by the
most likely state. (c) Histogram of Q conditioned on the state assignment of the previous measurement (indicated
by color). Solid lines are gaussian fits. (d) By analyzing Γ(t) using a hidden Markov model (see Supplementary
Materials), the spin lifetime τS was determined as a function of both ϕ and a magnetic field B⊥ applied perpendicular
to the chip substrate. The star indicates the bias for data in (a), (b), and (c).
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Methods
Experiment device and setup. At the time of writing, the device was still inaccessible due to ongoing measure-
ments, so the micrograph displayed in Fig. 1(c) is of a similar ` = 500 nm device. Further device images are provided
in Extended Data Fig. 1., along with a full schematic of the cryogenic setup. Our device was fabricated on a sapphire
substrate. After performing microwave simulations of the circuit using Sonnet SuitesTM, we patterned the readout
resonator and control structures by electron-beam lithography and reactive ion etching of sputtered NbTiN. The
NbTiN film had a thickness of 150 nm and a sheet kinetic inductance of 0.6 pH/square, which we took into account
when calculating the shared inductance between the nanowire and the resonator. An MBE-grown [001] wurtzite
InAs nanowire with epitaxial Al coating two of six facets was then deposited using a micromanipulator. The weak
link was defined by selectively wet-etching a 500 nm long section of the Al shell, and contacted to the rest of the
circuit using NbTiN. After connecting the device to external circuitry [Extended Data Fig. 1.], we cooled it down
in a dilution refrigerator with a base temperature of ∼ 20 mK. We used a coil external to the device to apply a
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magnetic field approximately perpendicular to the device substrate, which generated the flux Φ. The data displayed
in Figs. 2, 3 and 4(a-c) were taken at |Φ/Φ0| < 1, and as such we interpreted the flux as a phase bias ϕ ≈ 2piΦ/Φ0.
The data displayed in Fig. 4(d) was taken using the same coil, but Φ was swept over approximately 1000 Φ0. For this
measurement, we thus interpreted Φ as both a phase bias ϕ ≈ 2pi ΦΦ0 mod(2pi) and a magnetic field B⊥ = Φ/Aloop.
Measurement. We performed microwave reflectometry of the resonator using a readout tone at the bare resonator
frequency of 9.188 GHz, which produced an average of ∼ 10 photons in the resonator during measurement. After
interacting with the device [Fig. 1(c)], the readout tone was routed through an amplification chain consisting of
a SNAIL parametric amplifier37 at base temperature, a HEMT amplifier at 4 K, and finally room temperature
amplifiers [Extended Data Fig. 1]. The signal was then down-converted to 50 MHz before being fed into a data
acquisition card. The reflection amplitude Γ was computed by comparing this 50 MHz signal to a 50 MHz reference
and integrating for 1.9 µs.
At low gate voltages (Vg < −2 V), we observed no dependence of Γ on the current through our Φ-bias coil. As we
increased Vg, we observed ranges of Vg in which Γ depended strongly on Φ. We attribute this to the transparency of
the nanowire conductance channels fluctuating close to one20,32,38. To locate the transitions causing these shifts, we
performed pulsed drive-probe spectroscopy (2.5 µs drive pulse, 1.9 µs readout pulse). In the vicinity of Vg = −1.36 V,
we observed the transitions discussed in the main text [Fig. 2(c)]. To minimize electric-field-induced decoherence,
we made fine adjustments to Vg such that at Φ = 0 the transitions were at a local maximum in Vg [Extended Data
Fig. 4]. In addition to Vg, we used two additional gates on the proximitized
39 sections of the nanowire to gain
additional electrostatic control [Extended Data Fig. 1]. Both gates were biased to the same voltage Vnw = 0.9 V for
all presented data.
Definition of synthetic g-factor. Here we define the g-factor via the slope of the linear energy splitting between
the two spin states under the application of magnetic field: g = 1µB
d∆
dB⊥
∣∣∣
B⊥=0
=
Aloop
µB
d∆
dΦ
∣∣∣
Φ=0
. Because this g-factor
depends on the circuit geometry, we dub it “synthetic”.
Analysis of driven dynamics. The Gaussian pulses used in the experiments depicted in Fig. 3(b-d) had standard
deviations of 20 ns, while the pulses used in the experiments depicted in Fig. 3(f,g) had 250 ns standard deviations
due to the larger total energy required to induce spin-flipping transitions. To compute the probabilities plotted in
Fig. 3(c,d,g), we first counted the number of shots within 2σ of the distribution centers. Shots outside of these
regions were left unassigned. Extended Data Fig. 6 illustrates this for the measurement depicted in Fig. 3(c),
additionally including counts assigned to the |g〉 population as well as the unassigned counts. For Fig. 3(c,d,g), we
then normalized by the steady-state (undriven) counts for the primary states of interest (| ↓, 1〉, | ↑, 1〉 and | ↑, 2〉 for
the Fig. 3(c) measurement). Due to decay from | ↑, 2〉 to | ↑, 1〉 during measurement, some shots were mistakenly
assigned to |g〉 and | ↓, 1〉 or were unassigned because their mid-flight capture resulted in a value of Γ that was not
associated with any one state distribution. This resulted in small oscillations in the apparent populations of these
states, large oscillations of the number of shots not assigned to any state (Extended Data Fig. 6), and also what
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appears to be an unequal probability change between states | ↑, 2〉 and | ↑, 1〉 in Fig. 3(c). The magnitude of these
unintended oscillations decreased with shorter integration time, which is consistent with our interpretation; however,
the discrimination power also suffered. Such decay during measurement also explains the observed |↓, 2〉 population
in Fig. 3(f), as well as the unequal population deviations at τ = 0 observed in Fig. 3(d,g).
Quantum jump analysis. The spin lifetime τS and quasiparticle trapping lifetime were extracted from Γ(t) using a
hidden Markov model algorithm31,32,40. This analysis assumes that the system possesses three states (|g〉, |↓, 1〉, and
|↑, 1〉), and that each state |m〉 emits values of Γ with different (but potentially overlapping) probability distributions
p(Γ|m). Importantly, p(Γ|m) does not need to be known a priori. By analyzing Γ(t), the algorithm yields the most
probable p(Γ|m), state assignments at each t, and transition rates γn,m from |m〉 to |n〉. We measured all six
γn,m as a function of ϕ, B⊥, and the temperature of the mixing chamber [Extended Data Fig. 6, 8, discussion in
Supplementary Information]. The spin lifetime was computed as τS = 1/(γ↑1,↓1 + γ↓1,↑1), and the trapping lifetime
was computed as 1/(γ0,↑1 + γ0,↓1). Note that here we distinguish between the trapping lifetime and the parity
lifetime 1/(γ↑1,0 + γ↓1,0 + γ0,↑1 + γ0,↑1) = 21 ± 1 µs, since it is the trapping lifetime which limits the fidelity of the
spin detection.
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Extended Data Figure 1: Cryogenic wiring diagram and device micrographs. Optical micrograph (e) is of the device
on which the presented measurements were performed. Optical micrographs (b), (c), (d) and scanning electron
micrograph (f) are of an extremely similar (unmeasured) device, the main difference being that the length of the
weak length is 750 nm instead of 500 nm. The microwave readout and drive tones pass through the depicted circuitry
(a) before being routed through the ∆ port of a 180◦ hybrid resulting in differential microwave voltages at the device
input. After reaching two coupling capacitors (c), the readout tone was reflected off the differential ∼ λ/4 mode
of the coplanar strip resonator (red, frequency fr = 9.18843 GHz, coupling κc = 2pi × 1.23 MHz, internal loss
κi = 2pi×1.00 MHz) and then routed through the depicted amplification chain (a), which was comprised of a SNAIL
parametric amplifier (SPA), HEMT, and room-temperature amplifiers. In this circuit, the drive tone creates an ac
phase drop across the nanowire (f), which is embedded in the superconducting Φ-bias loop (green) at the end of
the resonator (d,e). One edge of the loop connects the two strips of the resonator and thereby forms the shared
inductance with the nanowire. We controlled the electrostatic potential in the nanowire weak link (f) with a dc gate
(pink, voltage Vg). Gates on the nanowire leads (orange) were used to gain additional electrostatic control, which
were biased to the same voltage Vnw = 0.9 V for all presented data. To reference the resonator/nanowire island to
ground, an additional strip runs between the resonator strips, and connects to a large finger capacitor (purple). This
strip does not significantly perturb the resonator’s microwave properties because it resides at the zero voltage point
with respect to the resonator’s differential mode.
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Extended Data Figure 2: (a) Extracted coupling strengths gc,s for the two inter-doublet spin conserving transitions.
The peaks coincide with the minimum frequency of the transitions (Φ = ±Φcross) because this is where the mixing
between current and energy eigenstates is strongest (see Supplementary Information). (b) Same data as shown in
Fig. 2(d). Solid lines are the predicted χs,1 as in the main text, and dashed lines are the χs,1 if gc,s is assumed to
be constant at its maximum value.
17
Extended Data Figure 3: (a) Φ-dependence of Q over a full half flux quantum. The | ↓, 1〉 and | ↑, 1〉 distributions
(traced with purple and pink splines respectively) remain below the bare resonator Q (black dotted line) over the
full Φ range, indicating negative dispersive shifts which are inconsistent with χ resulting from coupling to the inverse
inductance operator. The dispersive shift of |g〉 (traced with the gray spline) is likely due to a pair transition with
frequency above our measurement bandwidth. We also observe a small number of counts around Φ = 0 at positive
Q, indicating a residual quasiparticle population in |↑, 2〉 and |↓, 2〉. Assuming the observed dispersive shift of |g〉 is
due only to the properties of the lower doublet, the dispersive shift of a quasiparticle in the upper doublet should be
given by χs,2 = −χs,1 + χ0. Based on this formula and the plotted splines, we estimated the Φ-dependence of the
|↓, 2〉 and |↑, 2〉 distributions (dashed, teal, and yellow). The predictions track roughly with the residual counts in the
vicinity of Φ = 0 before crossing the bare resonator Q. (b) Spectroscopy over the same flux range. The inter-doublet
transitions have maximum frequency at Φ = −0.5Φ0, consistent with Fig. 1(e). We attribute the sign change in the
measured ∆Q¯ to the crossings of χs,1 with χs2 indicated in (a).
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Extended Data Figure 4: Spectroscopy of the inter-doublet transitions at the Φ = 0 degeneracy point while Vg is
varied. The transition frequency changes due to mesoscopic conductance fluctuations20,32,38, and a local maximum
is observed around Vg = −1.3592 V. The linewidth is visibly narrower at this local maximum, indicating that
electric field noise is the dominant source of dephasing. To minimize this dephasing, we performed the measurements
presented in the main text at Vg = −1.3592 V.
Extended Data Figure 5: Brightness of the four inter-doublet transitions as a function of estimated drive power
at the device. At low powers, only the spin-conserving transitions are visible, but as the power is increased the
spin-flipping transitions also appear. Note that the spin-flipping transitions at the maximum power (-115 dBm) are
still substantially dimmer than the spin-preserving transitions at the lowest power (-140 dBm).
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Extended Data Figure 6: Further detail for the analysis of the Rabi experiment depicted in Fig. 3(d). (a) Histogram
of all measurement shots taken during the experiment. Shots inside the dashed circles (radius 2σ) were assigned to
the corresponding state. Shots outside these regions were left unassigned. Note that here we also include |g〉 for
illustration. (b) At each value of the normalized pulse amplitude A, we count the number of points inside each of
the four depicted circles in (a). The number of unassigned counts is also plotted. See Methods for further details
and comments.
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Extended Data Figure 7: The six extracted transition rates γn,m between |g〉, | ↓, 1〉, and | ↑, 1〉 as a function of
ϕ and B⊥ at the base temperature of the fridge T = 20 mK. White data points on the splin-flipping rate plots
indicate the | ↓, 1〉/| ↑, 1〉 degeneracy point at B⊥ = 0 µT, 380 µT (see Main Text Fig. 2(c), Extended Data Fig. 7,
Supplementary Information). The dashed lines connect these points and are guides for the eye.
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Extended Data Figure 8: Spectroscopy at B⊥ = 380 µT. Note that here there was a slight overall frequency shift
due to a change in the electrostatic environment of the nanowire. Here we plot both I (a) and Q (b) to present
information in both quadratures. The observed instabilities varied with time, and occurred when operating our flux
coil at high current. The same data is plotted in (c)/(d), but with overlaid fits. We describe the data by the model
used in Fig. 2(c), but we include an additional Zeeman-like term (see Supplementary Information for details).
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Extended Data Figure 9: The six extracted transition rates γn,m between |g〉, | ↓, 1〉, and | ↑, 1〉 as a function of ϕ
and mixing chamber temperature T at B = 0 µT.
Supplementary Information
Model of the Andreev levels
Consider charge carriers of energy   ∆ moving in a weak link at velocity vsF, where ∆ is the pair potential
of the superconducting reservoirs. As they propagate across the weak link, the charge carriers pick up a phase
φprop = L/v
s
F~, where ` is the length of the weak link. When the charge carriers reach the superconducting
reservoirs, they undergo Andreev reflection and acquire a phase41 φA,± = /∆∓ (ϕ+ pi)/2. Here +(−) corresponds
to positive (negative) current-carrying charge carriers. If the total phase acquired after traveling in the closed loops
of Fig. 1(b) is an integer multiple of 2pi, an Andreev level forms. Mathematically, this constructive interference
condition is expressed as 2pim = 2φprop +2φA,±, where m ∈ Z. Solving for  yields Eq. (1) of the main text, repeated
here:
(ϕ, s) = ± ∆~v
s
F/`
2(∆ + ~vsF/`)
(ϕ− pi(2m+ 1)) (3)
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From this, we see that the slope of this dispersion decreases as ` is increased. Therefore, the spacing between
Andreev levels of different m decreases, much like a Fabry-Perot cavity, quantum dot, or other confined system.
Spin-orbit interactions can result in a spin-dependent vF,s and the spin-degeneracy of the Andreev levels is broken.
Importantly, whether vF,↑ > vF,↓ or vF,↑ < vF,↓ depends on the sign of the momentum. Any physical weak link will
have some amount of disorder, which one may model by including point-like spin-conserving scatterers via delta-
function potentials25. In practice, however, the Andreev spectrum will depend on the exact structure of the weak
link disorder. Nonetheless, a qualitative picture of the nanowire spectrum amounts to linearly-dispersing levels with
avoided crossings between levels of like spin [Fig. 1(c)].
In this work, we tuned the chemical potential such that a trapped quasiparticle had access to two doublets that
we could observe. Based on the above discussion, and restricting ourselves to a single quasiparticle excitation, we
modeled these doublets beginning with the four linearly-dispersing states | ↑,+〉, | ↑,−〉, | ↓,+〉, and | ↓,−〉. To
describe these states around Φ = 0, we constructed the phenomenological Hamiltonian
HA(Φ) =
1
Φ0

+m1(Φ + Φcross) r 0 0
r −m2(Φ + Φcross) 0 0
0 0 +m2(Φ− Φcross) r
0 0 r −m1(Φ− Φcross)

(4)
Here m1 > m2 are the slopes of the linearly dispersing Andreev levels, Φcross is the flux at which the levels cross,
and r is a phenomenological parameter that quantifies the strength of the avoided crossing between states of like
spin. We have ignored an overall offset of the levels within the gap such that the levels cross at zero energy. The
states |s, n〉 discussed in the main text correspond to the eigenstates of HA with eigenvalues s,n. The choice of
spin labels was arbitrary. As discussed in the main text, we attribute the four transitions observed in Fig. 2(c)
to the inter-doublet transitions of frequency ωss′,nn′/2pi = (s′
n′
− s,n)/h. Note that these transition frequencies
over-constrain the model; i.e. the fourth ωss′,12 follows when the other three are known. The measured values ωss′,12
thus completely determine the phenomenological parameters that define the Hamiltonian Eq. (2). By fitting the
spectrum [Fig. 2(c)], we find m1 = h× 22.6 GHz, m2 = h× 21.4 GHz, Φcross = 0.055Φ0, and r = h× 7.6 GHz. Note
that ±Φcross is also the flux point where the frequencies of the spin-conserving transitions ωss′,nn′ are minimum.
Model of the nanowire/resonator coupling
The nanowire and the resonator are coupled because a fraction p of the resonator flux Φzpf(a + a
†) drops over the
nanowire weak link (in the main text, we refer to this flux drop as Φr = pΦzpf). This introduces a perturbation to
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the nanowire Hamiltonian such that the full system Hamiltonian can be written as31,42,43
H = ~ωra†a+HA(Φ + pΦzpf(a+ a†))
≈ ~ωra†a+HA(Φ) + dHA
dΦ
pΦzpf(a+ a
†) +
1
2
d2HA
dΦ2
(pΦzpf)
2(a+ a†)2 + ...
≈ ~ωra†a+HA(Φ) + JpΦzpf(a+ a†) + L−1(pΦzpf)2a†a+ ...
(5)
where a Taylor expansion is performed in the first step and a rotating-wave approximation in the second44. We
thus find that the resonator flux couples to the current operator J = dHAdΦ at first order in pΦzpf and to the inverse
inductance operator L−1 = d
2HA
dΦ2 at second order. We now consider only the first-order coupling, and compute J
from our model HA:
J =
dHA
dΦ
=
1
Φ0

+m1 0 0 0
0 −m2 0 0
0 0 +m2 0
0 0 0 −m1

(6)
The dispersive shift χs,n of |s, n〉 can then be computed at second order in perturbation theory45
χsn = −
(p Φzpf)
2
~2
∑
s′,n′
2ωss′,nn′ |〈s′, n′|J |s, n〉|2
ω2ss′,nn′ − ω2r
(7)
where the sum excludes {s′, n′} = {s, n}. In the bases of Eqns. (2) and (3), J is diagonal while HA is not. However,
the only off-diagonal elements in HA are between states of the same spin. As such, J remains block-diagonal in spin
when written in the energy eigenbasis (which we do not do explicitly here). The matrix elements connecting different
spins 〈s¯, n′|J |s, n〉 are thus zero and only the inter-doublet spin-conserving transitions contribute to the dispersive
shift:
χs,n = − (p Φzpf)
2
~2
2ωss,nn¯ |〈s, n¯|J |s, n〉|2
ω2ss,nn¯ − ω2r
(8)
This is Eq. (2) of the main text with fs = ωss,nn¯/2pi. As discussed in the previous section, the parameters
defining HA (and therefore J) were inferred from the measured spectrum [Fig. 1(c)]. This allowed us to calculate
the Φ-dependent matrix elements 〈s, n¯|J |s, n〉, and therefore the Φ-dependence of χs,n. We found that a value of
pΦzpf/Φ0 = 1.70 × 10−3, which is within 10% of an independent calculation (see below), matched the data well in
the vicinity of Φcross. The coupling strength gc,s =
pΦzpf
~ |〈s, n¯|J |s, n〉| is plotted in Extended Data Fig. 2(a). As
expected, the coupling is peaked around Φcross where the mixing between the levels is strongest.
Finally, to translate the predicted χs,n to the resonator response, we used the scattering formula for a resonator
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measured in reflection46:
Ssn =
ωro − (ωr + χs,n) + i(κc − κi)/2
ωro − (ωr + χs,n)− i(κc + κi)/2 (9)
where ωro = 2pi × 9.18847 GHz is the readout frequency. After multiplying by a constant complex scale factor to
account for the amplitude and phase of our signal Γs1 = Ae
iφSs,1, taking the imaginary part gave Qs,1 as plotted in
Fig. 2(d), and again in Extended Data Fig. 2(b). Additionally in Extended Data Fig. 2(b), we plot the expected
Φ-dependence of the distributions assuming gc,s remains constant at the maximum value of 2pi × 37.4 MHz (dotted
lines). In this case, the dispersive shift has much less Φ-dependence than what is measured. This illustrates the
necessity of using the Φ-dependent gc,s as calculated from our model of J .
We now return to the inverse inductance L−1. In the original expansion of Eq. (3), we saw that the resonator
and nanowire were coupled at first order in J and second order in L−1. However, because the current coupling is via
the off-diagonal elements 〈s, n¯|J |s, n〉, the dispersive shift [Eq. (6)] is second order in pΦzpf . On the other hand, the
inverse inductance may induce frequency shifts through its diagonal elements:
(pΦzpf )
2
~ 〈s, n|L−1|s, n〉. Thus, both
coupling terms contribute frequency shifts at second order in pΦzpf . Although within our simple model L
−1 = 0, in
reality the full nanowire Hamiltonian is needed to calculate both J and L−1. Such calculations have been performed
in the “short junction” regime (~vsF/L ∆) for pair transitions42,43, and for intra-doublet transitions in longer weak
links24, but it is an unsolved theoretical problem for the inter-doublet transitions explored in the current work. It
is worth noting that in the short junction case, the value of the inverse inductance computed from 〈s, n|L−1|s, n〉
can be much smaller than what one might expect from the Φ-dispersion of the energies
d2s,n
dΦ2 . Moreover, while we
anticipate that the dispersive shift due to L−1 around Φ = 0 should be negative, the shift around Φ = −0.5Φ0 should
be positive and of similar magnitude. In contrast, the shifts due to the current coupling should always be negative
so along as ωss,nn¯ > ωr (see Eq. (6)). We only observe negative frequency shifts over the entire Φ range [Extended
Data Fig. (3)], which we interpret as the current coupling being dominant. The remaining discrepancies between our
simplified model and the data for the dispersive shift are beyond the scope of this work and may involve additional
subtleties in the Andreev Hamiltonian not captured here (see Ref. [42] and Appendix B of Ref. [43]).
We now outline the calculation of pΦzpf that was performed during the construction of the experiment. We
modeled the resonator as a ∼ λ/4 length of transmission line with impedance Z0 = 70 Ω. This impedance was larger
than its purely geometrical value due to the sheet inductance 0.6 pH/square of the NbTiN. The coupling capacitance
[Extended Data Fig. 1(c)] to the readout transmission was approximated as an open boundary condition. The other
boundary condition was set by the nanowire loop [Extended Data Fig. 1(d)], which was modeled as an inductance
L. Because the nanowire inductance was larger than the shared inductance, we neglected the nanowire inductance
and calculated L = 68 pH based on both the geometric and kinetic inductance of the shared trace. Using standard
microwave formulas (see ref. [47], Eq. 2.44), we calculated the fraction of the mode voltage (which is the same as
the fraction of the mode flux) that dropped over the shared inductance to be p = 0.057. The zero-point fluctuations
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of the resonator were calculated as Φzpf =
√
~Zres/2, where the resonator impedance is related to the transmission
line impedance by Zres = 4Z0/pi (see ref. [47], Eq. 6.30b/c).
Purcell limit of the inter-doublet decay rate
Due to the coupling between the Andreev levels and the resonator, a quasiparticle occupying an Andreev level can
lose energy through the resonator (Purcell effect48). At the bias point for the data displayed in Fig. 3, the Purcell-
induced energy decay rate for a quasiparticle in the higher doublet is γP ≈ (κc + κi) g
2
c
(ω↑↑,12−2pifr)2 =
1
4.3 ms . This is
roughly three orders of magnitude higher than the observed decay rate.
Dependence of transition rates on temperature and magnetic field
As summarized in the Methods section, we used a hidden Markov model to extract the transition rates γn,m between
|g〉, |↓, 1〉, and |↑, 1〉, where m labels the initial state and n the final state. We investigated these rates as a function
of the phase across the nanowire weak link ϕ, a magnetic field applied approximately perpendicular to the device
substrate B⊥ [Extended Data Fig. 6], and the temperature of the mixing chamber T [Extended Data Fig. 8].
As discussed in the main text, we found strong dependence of the spin-flip rates on ϕ correlated with the energy
splitting between | ↓, 1〉 and | ↑, 1〉. Additionally, we note that the B⊥-dependence is consistent with a Zeeman-like
shift of the Andreev levels. We checked this interpretation by measuring the ϕ-dependence of the nanowire transition
spectrum at B⊥ = 380 µT [Extended Data Fig. 7]. We modeled the spectrum using the same approach as for Fig.
2(c), but with an additional Zeeman-like term ↓,n → ↓,n − EZ, ↑,n → ↑,n + EZ. Note that within this model,
only the spin-flipping transitions are affected by EZ. We found that EZ ≈ h × 35 MHz qualitatively described the
data, which corresponds to a shift in the |↓, 1〉/|↑, 1〉 degeneracy point to ϕ = 2pi × 0.013, consistent with the B⊥/ϕ
slope observed in the spin-flipping rates (white dashed lines in the γs,s¯ plots of Extended Data Fig. 6). However, a
systematic study of EZ versus B⊥ was made difficult by instabilities induced by the large coil current necessary to
generate B⊥ [Extended Data Fig. 7].
The two rates corresponding to quasiparticles entering the nanowire weak link were almost entirely unaffected by
both ϕ and B⊥. Curiously, the rates corresponding to the inverse process (quasiparticles leaving the nanowire weak
link) were generally higher and exhibited some weak features. In particular, the ϕ-dependence of γ0,s1 at B⊥ = 0 µT
exhibits a peak for the higher energy spin state [Extended Data Fig. 6]. Applying a positive (negative) B⊥ resulted
in a negative (positive) shift of the ϕ-dependence, opposite that of the spin-flip rates. This is consistent with the
higher-energy |s, 1〉 coming into resonance with a cold mode through which the quasiparticle can be evacuated.
We also investigated the dependence of the rates on the temperature of the mixing chamber T [Extended Data
Fig. 8]. Surprisingly, we observed the spin-flipping rates were unaffected by increasing T until ∼ 150 mK. Moreover,
the temperature dependence of the spin-flip rates was purely additive to the low-temperature behavior and did
not itself depend on ϕ. This suggests that the mechanism resulting in the low-temperature ϕ-dependence is not
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the same as the mechanism that kicks in at higher temperatures. Similarly, the quasiparticle-switching rates were
unaffected by increasing T until ∼ 150 mK. These rates should be related to the fraction of broken Cooper pairs
in the circuit, which has been shown in other contexts to be temperature independent below a similar temperature
scale due to non-equilibrium quasiparticles present at low temperatures49–52. Thus, this data is consistent with the
known phenomenology of non-equilibrium quasiparticles in superconducting circuits.
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