Data-driven anomaly detection methods typically build a model for the normal behavior of the target system, and score each data instance with respect to this model. A threshold is invariably needed to identify data instances with high (or low) scores as anomalies. This presents a practical limitation on the applicability of such methods, since most methods are sensitive to the choice of the threshold, and it is challenging to set optimal thresholds. We present a probabilistic framework to explicitly model the normal and anomalous behaviors and probabilistically reason about the data. An extreme value theory based formulation is proposed to model the anomalous behavior as the extremes of the normal behavior. As a specific instantiation, a joint non-parametric clustering and anomaly detection algorithm (IN-CAD) is proposed that models the normal behavior as a Dirichlet Process Mixture Model. A pseudo-Gibbs sampling based strategy is used for inference. Results on a variety of data sets show that the proposed method provides effective clustering and anomaly detection without requiring strong initialization and thresholding parameters.
Introduction
Anomalies are unusual, unexpected and surprising phenomena that need to be detected and explained. Effective detection of anomalies from data can reveal critical information needed to stop malicious intruders, detect and repair faults in complex systems, and, ultimately, understand the behavior of a complex system.
Most anomaly detection methods [Chandola et al., 2009 ] operate in two phases: i). learn a model, N , for the normal behavior of the underlying system, and ii). score a data instance, x, with respect to N using a scoring function, s N (). Typically, the score is uncalibrated, * Contact Author though some methods produce a calibrated score (probability). However, to identify anomalies, every method requires a notion of a threshold, δ, such that the data instances whose score is above (or below) δ is anomalous. While unthresholded scores are sufficient for evaluation purposes, e.g., generating an ROC curve or comparing different methods on a validation data set, an optimal threshold is necessary in an operational setting. A very high threshold could result in missing many anomalies while a low threshold would have a high false positive rate.
One possible solution would be to explicitly learn a model, A, for the anomalous behavior, and then compare the scores, s N (x) and s A (x), to declare if a data instance is normal or anomalous. However, given the lack of sufficient (or any) anomalous data, learning A is not possible. We advocate the use of Extreme value theory [Charras- Garrido and Lezaud, 2013] (EVT) to learn a surrogate for A. Using a key result in EVT, which states that the extreme values can be modeled as a parameterized distribution (referred to as an Extreme value distribution or EVD), one can learn A for a given N .
In principle, this is a fundamental breakthrough in anomaly detection, and some initial work has been recently published in this direction [Siffer et al., 2017] . However, current EVT supports a limited class of base distributions (N ); in fact, while dealing with extremes of a univariate and unimodal distribution is well understood in EVT, handling multivariate and/or richer distributions, e.g., mixture models, is a challenge. In this paper, we propose an EVT driven strategy that can admit a richer class of normal (and anomalous) distributions. A generalization of EVT to multivariate and multimodal distributions [Clifton et al., 2014] is employed, which uses EVT on the likelihood of the observations, thus reducing the problem to univariate setting.
As an instantiation of the EVT driven strategy, we propose an anomaly detection method in which the normal behavior, N , is modeled as a non-parametric mixture model (Dirichlet Process Mixture Model [Frigyik et al., 2010] or DPMM) which allows clustering the data without specifying the number of clusters to be learnt. This is an invaluable feature for anomaly detection, where the normal clustering pattern can evolve with incremental data addition. The anomalous distribution, A, is also a DPMM with a coupling with N which forces the parameters of A to be generated from the extremes of the prior distribution that generates the parameters for N . The resulting method can perform joint clustering and anomaly detection without the need of a single threshold for identifying anomalies. Experimental results on synthetic and publicly available data sets are provided to demonstrate the effectiveness of the proposed method over state of art methods.
Related Work
A large body of research exists in the area of anomaly detection [Chandola et al., 2009] .There have been limited applications of extreme value theory (EVT) for detecting anomalies [Siffer et al., 2017; French et al., 2019; Smith et al., 2012] . However, these solutions are limited to onedimensional data and typically assume that the normal data follows a unimodal distribution (e.g., Gaussian), though limited extensions to multivariate case [Clifton et al., 2014] have been proposed.
For the most fundamental problem of identifying anomalies within a set of observations, also referred to as unsupervised anomaly detection, existing methods employ different strategies to model the normal and/or anomalous behavior in the data. In particular, clustering based techniques rely on the assumption that normal observations cluster together into significant clusters, while anomalies either exist as singletons or very small clusters or are far away from the center of the cluster that they are assigned to. While earlier methods operate in two phases, i.e., clustering followed by anomaly detection, methods that simultaneously identify clusters and anomalies have been recently proposed [Chawla and Gionis, 2013b; Ott et al., 2014; Gan and Ng, 2017] . However, these methods require the user to pre-specify the number of clusters to be learnt, which makes them unsuitable for scenarios where that information is not available or could evolve.
While there has been limited work that has explored DPMM for the task of anomaly detection [Shotwell and Slate, 2011] , these identify anomalies as a post-processing step. The proposed method integrates anomaly detection and clustering the same probabilistic framework.
Background -Extreme Value Theory
Extreme value theory (EVT) [Charras-Garrido and Lezaud, 2013] is the study of extremes of data distributions. A key result in EVT states that for a given random distribution, X, the random variable M n = max{X 1 , X 2 , . . . , X n } (each X i is a sample from G 0 ), follows an Extreme Value Distribution (EVD), whose cumulative distribution function (CDF) is:
(1) µ and σ are the location and shape parameters, and γ denotes the extreme value index, which depends on the shape of the tail of the original distribution, G 0 . We will denote the EVD for G 0 as G EVD 0 . By fitting an EVD to the tail of a given distribution, we can compute the probability of an extreme to occur. The estimation of γ can be done directly from data, however, reliable estimates can only be made for a limited tail behaviors [Pickands, 1975] . Instead, a more robust strategy is to use the Peaks-Over-Threshold (POT) approach, based on another result from EVT [Pickands, 1975] , that states that for a given random variable, X, if the tail distribution is parameterized by the extreme value index, γ, then the excesses over a threshold, t, i.e., Z = X − t can be modeled as a Generalized Pareto Distribution (GPD), given by the following CDF:
with µ, σ, and γ as the location, scale, and shape parameters, respectively.
Extension of Generalized Pareto Distribution to Higher Dimensions
Estimation of parameters for extreme value distributions for multivariate random variables, especially when the distribution is not compact (multiple modes), is not feasible. To counter this challenge, a recent result [Clifton et al., 2014] shows that it is possible to construct, and examine, an equivalent univariate distribution from the multivariate data by considering the probability image space. For the probability distribution function, f X : X → Y, where Y ∈ R + is the probability image space, let random variable Y be defined as a distribution G Y , with following CDF:
where
denotes all the values of the random variable X, whose probability density is between 0 and y. Using the POT result [Pickands, 1975] , it can be shown that for a small u, the tail of G Y (y) can be modeled as a GPD for y ∈ [0, u], as u → 0, such that if an observation x is extreme with respect to the original distribution, G 0 , and if f X (x) < u, then y = f X (x) will be extreme with respect to G Y , and the corresponding GPD for (u − y), denoted as G e Y , can be used to calculate the probability of x to be extreme. 
The model is a mixture of two components, N and A, parameterized by θ and θ a , respectively, with a i as indicator latent variable denoting if x i is normal or anomalous, and γ as the mixture weight with a Beta distribution prior. The mixture of models representation allows us to sketch a Gibbs sampling based inference scheme, similar to a mixture model [Franzen, 2006] , using the following conditional posteriors:
where x denotes the vector of n observed data instances, a is a binary indicator vector, i.e., a i = 1 ⇒ x i is anomalous, and n a is the number of anomalous instances. The posteriors for the indicators can be computed as:
Finally, the posteriors for the mixture parameters, θ and θ a , can be computed as:
Starting from an initial estimate of the latent variables, γ, a, θ, and θ a , the inference can be done via Gibbs update, in which new estimates for the latent variables are sampled from the conditional posteriors given in (5), (6), (7), and (8), respectively. Challenges If G 0 is the conjugate prior of F , one can get an analytical form for the posterior in (7). The posterior for θ a is the main challenge here, for two reasons: a). G , it is unlikely that the posterior in (8) will have an analytical form.
To resolve the issue, we note that the quantity F(x i |θ a ) is proportional to the probability of the observation x i to be generated by the distribution F(), parameterized by θ a , which is, in turn, sampled from the EVD for G 0 . By making an assumption that this is equivalent to x i to be sampled from the extremes of F(x|θ), we can modify the expressions for the posteriors of a i in (6), as outlined below.
Let y i denote the pdf of an observation x i according the to the normal distribution, i.e., y i = F(x i |θ). Using a threshold u 1 , we define the "tail" of the distribution G Y using samples {y i } i:yi≤u . A GPD, G e Y , is fitted on the samples {u − y i } i:yi≤u . The conditional posteriors for a i for tail instances can be written as:
where P e Y (u − y i ) is the probability of observing y i in the tail of G Y . Since GP D is a uni-modal distribution, we use the survival function value, 1 − F e Y (y − u i ), instead of the exact probability. For non-tail instances, i.e., y i > u, the conditional probability p(a i = 1| . . .) is set to 0. Under this modified model, computing the posterior for θ a in (8) is not needed anymore.
If the form of the normal model is known, e.g., a unimodal Gaussian or a mixture of Gaussians (See Figure 2) , the anomalies and the model parameters can be inferred via Gibbs sampling, using the above mentioned conditional distributions. However, in the next section we show how the Bayesian formulation can be extended to a richer class of the base distribution, G 0 , i.e., nonparametric mixture models.
Integrated Non-parametric Anomaly Detection and Clustering
Finite mixture models (FMM) are a useful clustering tool to identify and study sub-populations within data. However, they require pre-specifying the number of clusters, which is not always known. This is especially important for anomalous data for which accurate knowledge is not available, and can lead to some significantly inaccurate interpretations of the data. Non-parametric mixture models, e.g., Dirichlet Process Mixture Models [Frigyik et al., 2010] (DPMM), can be used in such settings.
Dirichlet Process Mixture Models
A DPMM can be thought of as an infinite extension of a finite mixture model (FMM), which is equivalent to the following distributions:
Each observation x i is generated by first sampling a cluster index, z i from a Multinomial distribution, parameterized by a K length vector, π. A symmetric Dirichlet prior is used to generate π. The observations are sampled from a cluster specific distribution, F, parameterized by θ k . The cluster specific distribution parameters are also generated from a prior (or base) distribution, G 0 , parameterized by ψ. A DPMM is an extension of FMM to the case where K → ∞. While several equivalent representations of DPMM exist, we will use the Stick Breaking representation, which shows DPMM as a natural extension of FMM. The stick breaking representation allows sampling the mixture weights, with possibly infinite components, as follows:
• Start with a unit-length stick and break it according to β 1 , where β 1 ∼ Beta(1, α 0 ), and assign β 1 to π 1 ; • Break remaining stick according to the proportion β k ∼ Beta(1, α 0 ) and assign β k portion of the remaining stick to π k . The sequence π = {π k } ∞ k=1 satisfies ∞ k=1 π k = 1 and is typically written as π ∼ GEM(α) 2 .
Integrated Non-parametric Clustering and Anomaly Detection (INCAD)
We propose an instance of the general Bayesian anomaly detection algorithm described in Section 4 which uses a DPMM as its base distribution, G 0 . The generative 2 named after Griffiths, Engen, and McCloskey model (See Figure 3) consists of two coupled DPMM models, each corresponding to the normal and anomalous behaviors, respectively, and is equivalent to the following distributions: The key difference from the generalized model in Section 4 is the additional variable, z i , that denotes the cluster indicator for an instance. z i depends on the anomaly indicator a i , which means that the model performs clustering for both normal and anomalous instances. For this reason, we call this model, INCAD (or Integrated Nonparametric Clustering and Anomaly Detection). Based on a i , z i is sampled from a Multinomial distribution that is either parameterized by π (if a i = 0) or π a (if a i = 1). The Multinomial parameters, π and π a are sampled from the Stick Breaking construction of a Dirichlet process, i.e., π ∼ GEM(α) and π a ∼ GEM(α a ).
Inference for the INCAD model includes inferring posteriors for (a
. While this follows the general Gibbs sampling based scheme discussed in Section 4 (omitting exact details in the interest of space), there are some additional issues that are unique to the INCAD model. In particular, the dependency between z i and a i in Figure 3 means that one cannot consider the model as a straightforward mixture for two DPMMs. However, the relationship between the normal and anomalous model parameters, via the EVT construct, means that we can calculate the posteriors for a i using the modification proposed earlier (See (9)).
Choice of Priors
For computational ease, the base distribution that generates the parameters for the normal clusters, G 0 , is chosen to be the conjugate of the generative distribution for the actual data, F. This makes the inference task considerably simpler, though approximate methods have been discussed for non-conjugate prior choices as well [Neal, 2000; Görür and Rasmussen, 2010] . In this paper, we use a Multivariate Normal Distribution (MVN) as the data distribution, F, and the Normal Inverse Wishart (NIW) as the base distribution, G 0 .
The concentration parameters, α and α a , the prior for the base distributions, ψ, and the prior of the anomaly label, γ are treated as hyper-parameters, though suitable vague priors maybe set to make the model more robust to the choice of the hyper-parameters. α controls the final number of normal clusters, while α a controls the final number of anomlaous clusters. To ensure that the anomalous clusters have one or few instances assigned to them, α a is typically set to a higher value. γ controls the number of anomalous instances in the data set, and can be set based on the expected proportion of anomalies in the given context.
Results
In this section, we evaluate the proposed model on several synthetic and benchmark datasets. The model's quality of clustering and anomaly detection is compared with other existing methods. In particular, we compare INCAD with k-means--[Chawla and Gionis, 2013a], which is an integrated clustering and anomaly detection method. In addition to model comparisons, sensitivity of the model to initial input parameters is discussed.
Model Initialization
For Gibbs sampling, the algorithm requires initial values to be specified for α, K (initial number of clusters) and the initial values for the cluster parameters, θ k s. For a MVN distribution, we set all cluster means to the sample mean and the covariance matrix as a multiple of the sample covariance matrix, using a scalar constant. We set α = 1. K can be set using a standard clustering algorithm. We note that the value of K gets updated over the iterations to the true number of clusters in the data.
Simulated Data
A 2-dimensional data set of size 400 with 4 normal clusters was generated for model evaluation. 23 anoma- 
Model Evaluation on UCI Repository Data
Data sets from UCI repository [Dheeru and Karra Taniskidou, 2017] were used as benchmark data sets to evaluate the model's performance. A modification of some of the data sets that is tailored for unsupervised anomaly detection is given by [Goldstein and Uchida, 2016] . These were used for bench-marking the model's performance in clustering as well as anomaly detection. The performance of the model is compared with established methods such as k-means, K-nearest neighbors, Local Outlier Factors (LOF), one class SVM (oc-SVM) and k-means--[Chawla and Gionis, 2013a] in Table 2 and Table 3 . For each competing model, we tried multiples settings for the various model parameters, and report results for the best settings. It can be seen that the model's performance is on par, if not better, than the existing state-of-the art anomaly detection methods. In addition to anomaly detection, we evaluate the purity of the clustering output using a standard purity metric [Chawla and Gionis, 2013a] . Despite having limited input information, the INCAD prior has resulted in ef- 
Sensitivity Analysis
In this section we analyze the sensitivity of the initial input parameters on discussed Gibbs sampling algorithm. For this, the change number of clusters and anomalies identified was studied with respect to different values of α, K and the scalar multiple for the initial cluster covariance. A subset of 100 data points with 8 anomalies from the simulated data were studied for this analysis. It is evident form the results presented in Figure 5 that the model's anomaly detection is stable with respect to changes in assumed initial clusters and initial cluster parameters. As anticipated, with increasing α, the tendency of instances to form independent smaller cluster increases.
Conclusions and Future Work
We have introduced a Bayesian framework for anomaly detection that explicitly models the normal and anomalous data. While in the past, lack of labeled anomalies has prevented such solutions, we adopt concepts from Extreme Value Theory (EVT), to model the anomalous data with respect to the extremes of the model for the normal data. This is a fundamental breakthrough in anomaly detection as it permits probabilistic reasoning for both types of instances, without the need for a nonintuitive threshold, as is the case for existing methods. Additionally, the proposed INCAD algorithm combines EVT with another powerful modeling tool -DPMM which allows identifying clusters and anomalies at the same time. The non-parametric prior on the number of cluster ensures that the model is not handicapped by the need to know the exact number of clusters. Moreover, this sets the model up to be adapted for a streaming scenario, where the number of clusters can change over the stream. This will be investigated as part of the future directions. One of the key shortcomings of the model is the complexity of the iterative Gibbs algorithm. Variational inference methods that have been proposed for inference in DPMM clustering [Blei and Jordan, 2004; Huynh et al., 2016] can be used to improve the complexity, and will be explored in the future.
