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Introduction
Let I denote an imaginary quadratic field or the field Q of rational numbers and Z I its ring of intergers. Our target is to prove an explicit Baker type lower bound for Z I -linear form of the numbers 1, e α 1 , ..., e αm , m ≥ 2,
where α 0 = 0, α 1 , ..., α m , are m + 1 different numbers from the field I, i. e., we want to get a lower bound for the expression
where β 0 , β 1 , . . . , β m ∈ Z I . We will present the new explicit Baker type lower bound 
log h ≥ m 2 (41 log(m + 1) + 10)e m 2 (81 log(m+1)+20) .
With the assumption that γ 0 , γ 1 , ..., γ m ∈ Q * are distinct, Baker [2] proved that there exist positive constants δ 1 , δ 2 and δ 3 such that
for all β = (β 0 , ..., β m ) T ∈ Z m \ {0}, h i = max{1, |β i |},
However, the constants δ 1 , δ 2 , δ 3 in (4) are not explicitly given. Baker's work is based on the first kind Padé-type approximations for the vector (e α 1 t , ..., e αmt ), constructed by the Siegel's (Thue-Siegel's) lemma.
With similar methods, but using a more refined version of Siegel's lemma, together with careful analysis and estimates, and assuming that γ 0 , γ 1 , ..., γ m ∈ Q are distinct, Mahler [8] 
for all β = (β 0 , ..., β m ) T ∈ Z m+1 \ {0} with δ(M) ≤ 12(m + 1)
log M ≥ (16(m + 1) 4 log B)e 16(m+1) 4 log B , B = lcd
where lcd{γ i } denotes the least common denominator of the numbers γ i . Later, Väänänen and Zudilin [13] proved Baker-type results for certain q-series solutions of q-difference equations. Väänänen and Zudilin applied Padé-type approximations of the second kind with a method similar to a one Baker [2] already used in earlier studies of hypergeometric series, see e.g. [14] and see [4] for an entire collection of relevant references. Thereafter, Sankilampi [11] adapted the method of the Padé-type approximations of the second kind used in [13] , and proved explicit Baker type results of exponential values comparable to Mahler's results.
Baker [2] and Mahler [8] give their results in the field of rational numbers while, Sankilampi [11] gives the results in an arbitrary imaginary quadratic field I. However, both Mahler and Sankilampi give their explicit results only in the field of rational numbers. Our results improve these. We will discuss and compare the results in Chapter 2.
We start our considerations by introducing a refined version of Siegel's lemma, Lemma 3.2, for an imaginary quadratic field Q( √ −D), where D ∈ Z + . Our result improves the D dependence compared to the earlier results, see Bombieri [3] .
We will use our version of Siegel's lemma with Padé-type approximations of the second kind to construct simultaneous numerical linear forms over a ring Z I . At this point we apply the axiomatic method from [9] . Sequently, we achieve a fully Baker type lower bound, Theorem 2.1, for the exponential values (2) over an arbitrary imaginary quadratic field, or the field of rational numbers, I.
Results and comparision

Results
Let α j = x j /y j ∈ I be m + 1 different numbers with x j ∈ Z I , y j ∈ Z + and gcd(x j , y j ) = 1, when j = 0, 1, . . . , m. Denote
From the definitions we get
where α = (0, α 1 , ..., α m ) T = 0 and g i = g i (α). Furthermore, write
log g 2 , e 0 = 3 log g 2 + log g 4 2 √ log g 2 , and b 1 = max{0, log g 1 − log g 2 − log g 4 }; e 1 = max{0, log g 1 + 2 log(1 + g 3 ) + 2 log 2 + 1 − log g 2 − log g 4 }.
Set now
Next we introduce the function z : R → R, the inverse function of the function y(z) = z log z, z ≥ e, considered in detail in [6] . Using this function, we define
Write then
where s I and t I are constants coming from Siegel's lemma, see formula (30).
We are now ready to formulate the first theorem.
Theorem 2.1. Let m ≥ 2. With α 0 = 0 and the notations above, we have
for all
with an error term
Consider the error term (12) as a function of H. We can easily see that it is better than the corresponding term (5) given by Baker [2] , and the corresponding terms in Mahler [8] and Sankilampi [11] . Namely, notice first that z(2 log H) < z 2 (2 log H) := 2 log H log 2 log H log(2 log H) (13) by (65). Then, see [9] , this may be further estimated by z 2 (2 log H) ≤ 2 log(γ log γ) log(γ log γ) − log log(γ log γ) 1 − log 2 log(2 log H) log H log log H <
2ρ log H log log H ,
for all H ≥ H 0 with ρ = 1.024. Hence, using the bound (15), we get the following corollary. It is of the same shape but weaker than (10) or the bounds obtained using (13) or (14) .
For later purposes we give the following result.
Corollary 2.3. With the notations above, we have
when g 1 (α) ≤ g 2 (α)g 4 (α), and
,
Corollary 2.3 implies the next result where the lower bound is formally analogous to the bounds (4) and (6) given by Baker and Mahler, respectively. Corollary 2.4. Let γ 0 , γ 1 , ..., γ m ∈ Q be distinct rational numbers. Then
withδ(M) ≤B(γ)/ √ log log M and
where c 2 = 13 and
Comparisons to results of Mahler and Sankilampi
Here we will compare our(=AKT) results to the results given by Mahler(=MA) and Sankilampi(=SA). Since the explicit results given by Mahler and Sankilampi are over Q, in this chapter we shall stay in the case I = Q.
Sankilampi [11] has a similar result as our Corollary 2.3 with a corresponding termÂ
( [11] , formula (71), page 32) valid for allĤ ≥Ĥ 0,SA (α), where
( [11] , line 13, page 33).
Theorem 2.5. We havê
for allĤ ≥Ĥ 0,AKT (α) with logĤ 0,AKT (α) = 56m 2 log(2g 1g3 )e 111m 2 log(2g 1g3 ) .
Furthermore, we haveÂ AKT (α) ≤Â SA (α).
Following the notations in Corollary 2. 4 Mahler has a corresponding term
Our termB
is clearly better in the dependence on m than the term given by Mahler and in the lower bound the dependence on m is improved from Mahler's quartic to our quadratic. and logĤ 0,AKT (α) = (40.5m 2 log(m + 1) + 9.850)e 81m 2 log(m+1)+19.699m 2 .
Examples
In particular, if m = 2, then
while the corresponding terms of Sankilampi arê
If we choose γ j = j, j = 0, 1, ..., m, then our Baker-Mahler type terms arê
and log M 0,AKT (γ) = (40.5m 2 log(m + 1) + 9.850)e 81m 2 log(m+1)+19.699m 2 .
Example 2.7.
Using the bound g 1 = lcm(1, 2, ..., m) ≤ e 1.030883m (see [10] ) it is straightforward to conclude that
and logĤ 0,AKT (α) ≤ 55.125m 2 (log(m + 1))e 110.25m 2 (log(m+1)) .
The corresponding terms of Sankilampi arê
If we choose γ 0 = 0, γ j = 1 j , j = 1, ..., m, then our Baker-Mahler type terms arê
while Mahler haŝ
In the last example we work on the field I = Q( √ −1) with the ring of integers
, the ring of Gaussian integers. 
Proofs
Siegel's lemma
Siegel's, or Thue-Siegel's, lemma is the following well-known result, used to bound the solutions of a Diophantine system of equations. 
be M non-trivial linear forms with coefficients a mn ∈ Z I in N variables z n . Define
Then there exists positive constants s I , t I such that the system of equations
where s Q = t Q = 1 (see e.g. [8] ) and s I , t I suitable constants depending on the field.
We prove the following version of it:
There is a solution
Notice that our constant t I does not depend on D, contrary to general results, see e.g. [3] , where
On the other hand, we have to assume that the solution is always at least of the size 2c √ D. However, this assumption only affects small values of A i . Asymptotically, this does not matter. Furthermore, one could choose the constant c to be smaller than in this proof, but this would affect constants t I and s I . . The number of points with integer coordinates in the ellipse
The number of values of the linear forms (29) with
Hence, the number of M-tuples with integer coordinates is greater than the number of the values of the linear forms when
i.e., when
By the pigeonhole principle, there is a solution when |z j | ≤ 2B ′ for all j. The proof is similar for D ≡ 3 (mod 4), except that the integers in Q( √ D) are numbers of form x + y √ D where x, y ∈ Z, when D ≡ 1, 2 (mod 4) and 2x, 2y ∈ Z, 2x ≡ 2y (mod 2) for D ≡ 3 (mod 4). Therefore, in order to count the number of points in an ellipse, we allocate every integer point (x 0 , y 0 ) the square consisting of numbers (x, y) satisfying the condition |x − x 0 | + |y − y 0 | ≤ 1 2 . The area of such a square is 1 2 . Furthermore, we choose c = 2.
Taking into account that asymptotically the number of integers (x, y) with
, we see that asymptotically, we have
Construction of Hermite-Padé type approximations
The proof of the main Theorem 2.1 will be based on the construction the Hermite-Padé type approximations (simultaneous functional approximations of type II) for the vector (1, e α 1 t , ..., e αmt ).
Lemma 3.3. There exists a non-zero polynomial
depending on L. Furthermore, there exist non-zero polynomials A 0,j (t) ∈ Z I [t, α], j = 1, . . . , m, depending on L and ν , such that
where
Moreover, we have
Proof. Let
. Write now
for i j = 1, ..., ν j , j = 1, ..., m. Then we multiply equation (34) by
with integer coefficients in L + 1 unknowns c h , 0 ≤ h ≤ L. Further, the coefficients in (35) satisfy
Thus, by Siegel's lemma, Lemma 3.2, there exists a solution (c 0 , . . . , c L )
where A 0,j (t) are non-zero polynomials for all j = 0, 1, ..., m and
which means that we have Hermite-Padé type approximations for the vector (1, e α 1 t , ..., e αmt ).
Now we need to construct more linear forms. For this purpose, we define recursively
By (36) and repeated application of the differential operator
we get
Further, we have
These linear forms need to be linearly independent, and therefore, we now consider the determinant of a matrix defined by
and denote its determinant by ∆(t) = det A(t). Note that
. 
is nonzero.
Proof. By (32) and (38), we have deg t ∆(t) ≤ (m+1)L and ord
If we now denote the highest degree coefficients of the polynomials A 0,0 (t) and A 0,j (t) by a 0,0 and a 0,j , respectively, then the highest degree coefficients of the polynomials A k,0 (t) and A k,j (t) are
respectively. The highest degree coefficient of the polynomial ∆(t) is therefore 
for i = 0, 1, . . . , m. Derivation with respect to t gives
by the definition of the polynomials A i,j . Next we define a matrix
by the cofactors ∆ i,j (t) of A(t) satisfying
A(t)C(t) = C(t)A(t) = ∆(t).
Write w k (t) = (w k (t), w k+1 (t), ..., w k+m (t)) T , e(t) = (e −α 0 t , e −α 1 t , ..., e −αmt ) T .
By (42) we see that w ′ k (t) = w k+1 (t) and by (41) we may write w 0 (t) = A(t)e(t) yielding ∆(t)e(t) = C(t)w 0 (t).
Differentiating b times gives
and we obtain
Thus, the m + 1 linearly independent numbers 1 = e −α 0 , e −α 1 , . . . , e −αm can be represented by linear combinations of the m + b + 1 numbers w 0 (1), w 1 (1), . . . , w m+b (1). Therefore, there exist m + 1 different indices s(0), s(1), . . . , s(m) in the set 0, 1, . . . , m + b such that the determinant
is nonzero. This completes the proof of the lemma.
Numerical linear forms
In order to obtain good approximations for linear forms, we need good upper bounds for the coefficients and remainders that are used. Therefore, we consider the numerical linear forms B k,0 e α j + B k,j = L k,j with j = 1, ..., m, where
The following lemma tells that the linear forms L k,j = B k,0 e α j + B k,j have coefficients B k,j ∈ Z I . Furthermore, it gives necessary estimates for the coefficients B k,0 and the remainders L k,j . Lemma 3.5. For all k ∈ N we have B k,j ∈ Z I when j = 0, 1, ..., m,
and
Proof. First we notice that
Thus the B k,j ∈ Z I . We may now turn to the next claim. The simple estimate
This completes the proof of the lemma.
Now we choose the parameters ν j in an appropriate way. Let
Then we have
, we get
, we obtain
for all j = 1, ..., m and k = 0, 1, ..., m, and with
Proof. By (8) and the definition of e 0 we have e 2 0 ≥ 9 log 2. From the assumption (52) and the fact that m ≥ 2 we now get
To simplify the notation, define
and notice that we have
Recall Stirling's formula (see e.g. [1] )
which we use in the form
where we denoted z(n) = (n + 1/2) log n − n. We are now ready to estimate B k,0 . From (45) and (33), we get
Use now the estimates (50)-(51) to obtain
Next we note that by (52), we have
Since L ≥ e γ log γ and log γ = (3me 0 ) 2 ≥ 81m 2 log g 2 , it is clear that the second term dominates, and we can conclude that
Recalling that log t I ≤ 2, g 2 ≥ 2, and noticing that (57) implies that
, we may further estimate this expression by
We will now show that the expression on the second line ≤ 0. First, by (52), we have,
Secondly, for large enough L (recall that we have L ≥ exp(e 229 ), which is large enough), we have
and hence, we may conclude
This proves (55), i. e., we have now derived that we can choose
log g 2 and b 1 = max{0, log g 1 − log g 2 − log g 4 }.
The reason why we set b 1 to be the maximum of 0 and log g 1 − log g 2 − log g 4 will be later motivated.
We may now turn to bounding L k,j . Using the bound (46) for L k,j and bound (33) for c h , together with the estimate
where z(t) = t log t − t + 1 2 log t. We wish to estimate this expression for log |L k,j |. Start with the function z(t). For t > 1/2 the function z(t) has a positive increasing derivative z ′ (t) = log t + 1/(2t). Thus,
By (47), we have
Since the function log t has a positive decreasing derivative 1/t when t > 0, we get
where we used the estimates 5 ≤ p ≤ log K, implied by (58). Since L ≥ g 2 we have
log L, and
By combining the above estimates while bounding ν j ≤ L, s(k) ≥ 1 and |α j | ≤ g 3 , we get
As earlier, we deduce
We will now prove that the last line is at most zero, by noting that
which holds when L is large enough, and again we have − 1 2 L + log s I − log t I ≤ 0, too. Hence
and we may choose e 0 = 3 log g 2 + log g 4 2 √ log g 2 e 1 = max{0, log g 1 + 2 log(1 + g 3 ) + 2 log 2 − log g 2 − log g 4 + 1}, where the choice of e 1 will be later motivated. This completes the proof of Lemma 3.6.
where S 2 denotes the largest solution of the equation
Proof. First we shall prove
Starting from the definition and using (8) we get e 1 = max{0, log g 1 + 2 log(1 + g 3 ) + 2 log 2 + 1 − log g 2 − log g 4 } ≤ log g 1 + log(1 + g 3 ) + 2 log 2 + 1 ≤ (m + 3 + 1 log 2 ) log g 2 ≤ 3.222m log g 2 , which is a very rough estimate but sufficient for our purposes here. Now, to complete the proof of this claim, we only need to notice that 3 √ log g 2 ≤ e 0 , and hence
2 log g 2 while 25me 1 ≤ 25m · 3.222m log g 2 = 80.55m 2 log g 2 .
Now we may turn to study the function
We have f (S 2 ) = 1 and f (S) < 1 for S > S 2 . We show that γ ≥ S 2 by showing that whenever S > γ we have f (S) < 1. Suppose S > γ. Notice first that 
An axiomatic Baker type theorem
The proof of Theorem 2.1 will be based on the following axiomatic approach given in [9] . First we need some notations and assumptions. Let Θ 1 , ..., Θ m ∈ C * be given. Set
, assume that we have a sequence of simultaneous linear forms and |L k,j (l)| ≤ e −r j (l) , where
for all k, j = 0, 1, ..., m. Set
and define
log H .
where S 2 is the largest solution of the equation 
with an error term ǫ(H) = ξ(z, H).
Lemma 3.9.
[6] The inverse function z(y) of the function
is strictly increasing. Define z 0 (y) = y and z n (y) = y log z n−1 for n ∈ Z + . Suppose y > e, then we have
Thus the inverse function may be given by the infinite nested logarithm fraction
In particular, z(y) < z 2 (y) = y log y log y , y > e.
(67)
Proof of Theorem 2.1 and corollaries
We have a = c = and d = b 2 = e 2 = b 3 = e 3 = 0, and thus we may apply Theorem 3.8 with
for the numbers Θ j := e α j . This completes the proof of Theorem 2.1 and Corollary 2.2.
Proof of Corollary 2.3. We start from the estimate (10), writing
Next we estimate ǫ(H) by using the bound 15 for the values of the function z:
Case a]. Assume log g 1 ≤ log g 2 + log g 4 , so that b 1 = 0. Because g 4 ≤ g 2 we have
where we used (9) and (61). With the estimates m ≥ 2, e 0 ≥ 3 √ log 2 and e 1 ≤ 2 log(1 + g 3 ) + 2 log(2) + 1 we obtain
Case b]. Here we assume log g 1 > log g 2 + log g 4 . This time
Estimating m ≥ 2 and e 1 ≤ log g 1 + log(1 + g 3 ) + 2 log(2) + 1 gives us
It's easy to see that the contribution of the terms in parenthesis of (68), the terms with C and D in (69) and the constants in (70) and (71) 1 + g 3 ) ), g 1 > g 2 g 4 .
Proof of Corollary 2.4. We have
where wlog we may suppose that M = max Note that g 1 (η) ≤ g 1 (γ), g 3 (η) ≤ 2g 3 (γ), g 4 (η) ≤ 1 + g 1 (γ).
First suppose that m ≥ 3, and so g 1 (γ)(g 3 (γ) + 1) ≥ 3 because the coordinates of γ are distinct. By the mean value theorem we can now further estimate log(g 1 (γ)(1 + 2g 3 (γ))) ≤ log(g 1 (γ)(1 + g 3 (γ))) + log( g 1 (γ)(1+2g 3 (γ)) g 1 (γ)(1+g 3 (γ)) ) 2 log(g 1 (γ)(1 + g 3 (γ)))
≤ log(g 1 (γ)(1 + g 3 (γ))) + log 1 +
≤ log(g 1 (γ)(1 + g 3 (γ))) + 0.331.
Now we are ready to apply the estimates (18) Now, by (8) , we obtain e 0 (α) 2 ≤ 9 log g 2 (α) + 3.25 log g 4 (α) ≤ 12.25 log(2g 1 (α)g 3 (α)), and hence logĤ 0,AKT (α) ≤ 55.125m 2 log(2g 1 (α)g 3 (α))e 110.25m 2 log(2g 1 (α)g 3 (α)) .
Finally we prove that our estimate (24) is better that (22). We havê A AKT (α) < m + 13m log(2g 1g3 ),
where by the arithmetic-geometric inequality, we get m log(2g 1g3 ) ≤ m 2 + 1 4 log(2g 1g3 ).
Thus we may conclude that
A AKT (α) < 13m 2 + m + 13 4 log(2g 2g3 ) <Â SA (α).
Proof of Example 2.6. Now By imitating the proof of Corollary 2.3 we get ǫ(H) log log H ≤ 2 √ ρA + B 2ρ √ log log H + C (log log H) 
