Abstract. The numerical approximations to the Allen-Cahn type diffuse interface models are studied, with a particular focus on their performance in the sharp interface limit and the effectiveness of high order discretization schemes. Different spatial discretizations of an energy functional in the diffuse interface framework are compared first. Discretizations of the time-dependent equation using various different time-stepping schemes and an adaptive finite element spatial approximations are then analyzed. Assessments of the numerical accuracy in different parameter regimes are carried out. The analysis and computational findings provide insight on the effectiveness of the discretization schemes and offer guidance to parameter choices when numerical simulations are conducted within the diffuse interface framework.
The function φ is often called the phase field function or an order parameter while the positive parameter is called the diffuse interface width parameter. The Allen-Cahn equation can be viewed as the gradient flow of the energy
It is expected that the solution of the Allen-Cahn equation, in the limit of going to zero, behaves like a piecewise constant function with values ±1 in much of two bulk regions which are separated by a diffusive interfacial layer of thickness O( ).
Such limiting behavior is commonly referred to as the sharp interface limit, and much formal and rigorous analyses in this direction have been given in the literature; see, for example, [18, 23, 27] . For finite but small , in the interfacial layer, the solution remains smooth but it develops a large spatial gradient. Such layers move in time, mimicking dynamically evolving fronts. In the computational studies of the AllenCahn equation, one of the major challenges is to effectively resolve the thin interfacial layer. Despite many existing investigations, there is still a lack of complete understanding today on how the spatial mesh size h and time-step size Δt should be chosen in connection to the value of the small parameter . We refer to [3, 20, 21, 22] and the references therein for a detailed discussion on some recent works in this direction.
In our current study, we would like to provide some insight into the effectiveness of the high order and adaptive discretization schemes and the desirable choices of discretization parameters for the simulations in the sharp interface limit, that is, simulations with very small interfacial width .
We first examine this issue for spatial discretization only. While it is clear that due to the smoothness of the solution, high order schemes may outperform the low order ones in simulations with a finite > 0, further clarification is needed to uphold the same claim in the sharp interface limit as the order parameter approaches a discontinuous function. The problems are made more difficult in practical applications for which there are far fewer detailed studies of the sharp interface limit. Even for a uniform mesh, the effectiveness of high order schemes in the sharp interface limit involves a delicate balance between the level of regularization and the level of resolution. In section 2, this issue is investigated through a time-independent calculation where discretization schemes of different convergence orders are implemented for the computation of an energy functional given in the diffuse interface framework. Such an example provides a justification to the superior performance of high order schemes even in the sharp interface limit.
We then move to consider transient problems through some discussion of different time discretizations. To make the study of the sharp interface limit computationally more tractable, adaptive finite element schemes are used for the spatial discretization. The details of the adaptive scheme are described in section 4. For time discretization schemes, they should be designed to maintain numerical stability and accuracy while speeding up the computation. To help make a case, we take a semi-implicit Euler scheme and a modified Euler scheme as examples of linear schemes and conduct some formal error analysis in comparison with that of a nonlinear second order CrankNicolson scheme. This is carried out in section 3. An important message revealed from such comparisons is that nonlinear high order time discretizations may offer a competitive advantage in the sharp interface limit. This is further substantiated through a series of numerical results reported and analyzed in section 5.
In order to highlight the key points of the discussion, we try to make the derivations less technical through the use of simple model equations and bench-mark problems for which the analytical forms or expansions of the sharp interface limit can be utilized. For much of the current study, the test problems are in either one or two space dimensions. The conclusion reached is nevertheless applicable to higher space dimensions as well.
Before we proceed to the main discussion, let us recall some existing works. Since it is not possible to give a complete survey of the vast literature, we focus only on several papers that motivated our current study. In [7] , a semi-implicit Fourier spectral method is proposed with the nonlinear terms evaluated at the previous time step. It was shown that the semi-implicit stepping significantly improved the numerical stabil-ity and outperformed the conventional lower order explicit finite difference schemes. This phenomenon is revisited in section 2 of this paper where further substantiation is provided. In [25] , a semi-implicit adaptive finite element method is proposed with the nonlinear term replaced by a linearization around the solution at the previous time step. In [19] , a semi-implicit adaptive moving mesh spectral method is proposed to further improve the spatial resolution of the Fourier spectral scheme. Meanwhile, high order semi-implicit time discretizations have also been considered in, for example, [24, 16] . The advantage of these semi-implicit schemes is that one can solve a linear discrete equation for each time step with added stability than the explicit scheme, but little rigorous analysis in the sharp interface limit has been established. Indeed, for the Allen-Cahn equation with either the double-well or double-obstacle potential, the convergence and error analysis of the numerical approximations have attracted much attention, with most of the results being devoted to the fully implicit first order in time schemes. In [28, 29] , a rigorous analysis is provided under certain constraints on the time-step size and mesh size. The zero level set of the numerical solution converges pass singularities to the true interface using P 1 -conforming finite element in space and forward Euler in time scheme when Δt, h 2 = o( 4 ). For the backward Euler scheme, the constraint relaxes to Δt, h 2 = o( 3 ). In [20] , a comprehensive study on the convergence issue is provided, along with an excellent review of the literature and additional references on the subject. Much more precise a priori error estimates are proved by utilizing a spectrum estimate developed in [8, 27] . Inspired by the estimate in [20] , new a posteriori error estimators are developed and applied to Allen-Cahn equation [3, 21, 22, 25] . The time-step sizes are generally required to be O( 4 ) in most of the existing analysis. Theoretically, if similar or more stringent constraints are imposed on the semi-implicit schemes, their advantage in avoiding a nonlinear solver may be eroded since a high order nonlinear solver could perform better with a step size that is relatively large (comparing to the time-step size of linear schemes) and yet remains small (comparing to the speed of the moving interface). While it remains a challenging issue for future analytical investigation, the problem can be studied with the help of benchmark computational tests. In this paper, we present a study to assess computationally the efficiency of some linear and nonlinear schemes in resolving the speed of the moving front with a relatively large time-step size. A variety of tests are conducted to examine the dependence of their performance on the interfacial width parameter .
2.
A typical diffuse interface profile and its spatial discretization. We first focus on the effect of the spatial discretization to the order parameters and the approximation of the physical quantities in the sharp interface limit.
Let us begin with a generic discussion. If we let e num denote the error between the result of numerical approximation to the diffuse interface model and the exact result from the sharp interface limit, without any unusual error cancellation, it is perhaps reasonable to have that
where e is the error between the exact results coming from the diffuse interface model and the sharp interface limit, respectively, and e ,h measures the discretization error of the diffuse interface model with h being the mesh size parameter. We anticipate that e → 0 with some suitable rate as → 0. Moreover, we have e ,h → 0 as h → 0 for fixed and e ,h → ∞ as → 0 for fixed h. The latter is mostly due to the large derivatives of the phase field variable in the thin diffuse interfacial layer. In fact, with either finite difference or finite element type approximations on a uniform or quasi-uniform mesh, we may expect that for small h and , we have
for some positive exponents α and β. Then, the most effective mesh parameter may be the h such that e ,h is comparable to e . For an illustration, we consider a very simple test case with the interface, modeled by the zero level set of the phase field function φ, being a circle with radius R = 0.5 contained in the two-dimensional computational domain Ω. For small , based on the sharp interface limit analysis [18, 23, 27] , it is reasonable to assume that, to leading order, the phase field function has the following profile:
is the signed distance function to the interface. In practice, the thickness parameter should be chosen small enough in comparison to the radius of curvature of the interface to provide sufficient resolution of the interface. Meanwhile, the grid spacing and time steps should also be small enough to resolve the variation of the order parameter or the phase field function. To provide a quantitative estimate, let us consider the function H defined by the first variation of the energy {E} given in (1.2), that is,
Simple calculation shows that H gives a diffuse interface approximation of the curvature near the interfacial layer [12] and, as → 0, the functional
approaches the integral of squared mean curvature on the circle, also referred to as the bending energy (see [11] for an asymptotic analysis). Using the polar coordinates (r, θ) and the special form of the profile φ (which is only dependent on r), we then have
To see how well this approximation is with respect to the parameter , we take a number of decreasing values of , and compare the values of E with the sharp interface limit (which has an exact value of E = 4π). The results of the relative error |E −E|/E are shown in Figure 2 .1, with a log-log scale. We can see that, with the largest ratio of /R = 1/5, the relative error is the largest, which is about 3%. As → 0, the error e = |E − E| decreases, and asymptotically for small , we have We next evaluate the accuracy of the spatial discretization of the order parameter, again using the tanh profile considered above as an illustration. Since the space discretization error of φ rr is the dominant term for small , we focus on how well we can approximate φ rr for various fixed values of . Given a uniform grid in the rdirection, we take 3-point and 5-point center differences to calculate φ rr and compare the numerically computed bending E h with the sharp interface limit E = 4π.
We first choose = R/10 for which the exact computation using the tanh profile gives us less than 1% error (see Figure 2 .1). For the purpose of providing a benchmark, we consider the situation that such a level of accuracy is viewed as good enough for numerical simulations, and we would like to examine how to maintain such a level of accuracy in the sharp interface limit. The detailed results of the relative errors corresponding to the exact evaluation and numerical calculations using the 3-point and 5-point differences are shown in Figure 2 .2 (left). In particular, when h = /2, the 3-point formula gives 7% error, and the 5-point formula has less than 1% error. The errors get saturated when h is reduced further to /8.
We then test the formulas for = R/50 when the tanh profile produces less than 0.03% error. The results are shown in Figure 2 .2 (right). When h = /2, the 3-point formula has more than 100% error and the 5-point formula has about 4% error. When h gets to /8, the error for 5-point formula becomes saturated but not the for 3-point formula. Using the tanh profile for φ, the errors of the numerically computed bending energy E h can be estimated from an asymptotic expansion formally given by
By observing that the function H is an even function across the interface, while the tanh profile and its even order derivatives are all odd functions, the first term on the right-hand side effectively gets cancelled out after the integration and the leading error becomes
if we have at least h/ = o (1) . This provides a concrete example for the estimate (2.1). For a fixed , such a formal estimate on the error order is indeed observed in the numerical tests before the errors get saturated. Similarly, for the discretization error for 5-point formula we expect
The h 8 order is also observed in the tests for fixed . The error estimates (2.2) and (2.3) also indicate that as → 0, the same level of accuracy can be maintained by taking e h, at a constant level, which gives h ∼ On the other hand, if we want to maintain the spatial discretization error e h, = |E h − E | on the level of the error order of e = O(
2 ) associated with the tanh profile, we should take h ∼ 2 for the 3-point formula and h ∼ 1.5 for the 5-point formula. This again can be seen from the computational results given in Figure 2 .4 where the lines showing the relative errors of the numerical computations are parallel to the lines corresponding to the exact evaluation. While the error orders of the two difference formulas remain the same, one can see from the two plots of Figure 2 .4 that the 5-point formula is expectedly more accurate on the absolute scale.
Based on the computational studies, we may see that to better capture the sharp interface limit, the discrete spatial meshes must be refined as gets smaller and smaller. Meanwhile, for lower order discretizations, faster reduction in the mesh size is needed while the reduction is less stringent for higher order discretizations. This is due to the need to balance the error introduced by the regularization effect of the diffuse interface and the error in the numerical approximations of the phase field variables. In the case of a spectral discretization scheme, like those considered in [7, 13, 19] , one may utilize that the size of analyticity region of a typical phase field profile, like the tanh profile used above, is on the order of to get that
for some constant c > 0 where N is the number of Fourier modes [34] . To balance e and e ,h , under the condition that e decreases only algebraically, which is often the case, we get N = O( 1 log 1 ). Thus, we see that N would only need to grow nearly linearly in 1/ except for a logarithmic factor. This provides hints on why spectraltype approximations [6, 7, 13, 19] of phase field models still manage to outperform the low order finite difference or finite element approximations on a uniform mesh even in the sharp interface limit. Although this near linear scaling is an advantage of the high order spectral scheme, we caution that it is nevertheless computationally prudent to not ignore the logarithmic factor if more refined numerical results are truly desired from the phase field approximations in the sharp interface limit. Otherwise, we may still see error saturation eventually when the grids become fine enough.
Linear and nonlinear time-stepping schemes.
For the time-dependent problem, we examine the effect of the time discretization first. For notation convenience, we let u = φ + 1 so that we may assume a homogeneous Dirichlet boundary condition for u. The Allen-Cahn equation can be rewritten as
where f = f (u) denotes the cubic nonlinear term. We use u(t) as an abbreviated notation for u(t, x) and u n to denote the solution at a discrete time level t n . We let Δt be the time step size, that is, t n+1 − t n = Δt.
A semi-implicit Euler scheme for the time-dependent equation can be written as
The local truncation error can be computed by
As our interests are related to the behavior in the sharp interface limit, the dependence on the parameter is explicitly stated in the above calculation. Without loss of generality, we consider the case where the interface, as modeled by the zero level set of the phase field function φ, is fully contained in the computational domain. Based on the sharp interface analysis [18, 23, 27] , we know that the thickness of the transition layer is of order . Moreover, it is reasonable to assume that, in the interfacial region,
and then, we see that to leading order,
We focus on a physically interesting quantity, the speed of the moving front or equivalently the rate of change of the volume. Since the volume involves the integral of the phase field function, we thus integrate the pointwise error in space to get the error of the volume. Assuming the phase function develops a thin transition layer with thickness while remains flat elsewhere, the integral of the pointwise error over the computational domain will be on order of Δt/ 2 . Hence we should let Δt ∼ 2 in order to maintain a specified level of error that does not degrade as goes to zero. Our numerical experiments indeed verify such a trend.
Due to the lack of theoretical guarantee on the stability of the semi-implicit Euler scheme for large Δt, we also consider the following unconditionally stable scheme.
Here, we choose a constant splitting factor k. The semidiscrete scheme given in [25] can be seen as a variable version where k is replaced by −f (u n )/ 2 . Now, multiplying both sides by u n+1 − u n and integrate on Ω, we get
Using integration by parts, we get
Notice that
for u n < v < u n+1 , substituting into the previous equation, we get
then we have the discrete energy decreasing property:
In the numerical simulations, we have observed that the numerical solution of u takes values between 0 and 2, we thus take
which is sufficient to ensure (3.6). We note that this is under an assumption on the numerical solution, and is not based on any type of rigorous derivations using maximum principle. Straightforward calculation again shows that the local truncation error of scheme (3.4) is of the same order as the previous scheme (3.2):
From the above calculation, we see that for small , the dominant terms of the errors are results of the linearization. Indeed, the error of the linearization is effectively amplified by a factor of 1 2 and makes it dominant. For example, we consider the following second order semi-implicit scheme (SI2) [7] :
The truncation error is
We can see that the linearization error is still dominant. This observation motivated us to consider implicit nonlinear schemes. For example, a backward Euler scheme,
whose local truncation error is O(Δt/ 2 ). Since there are no splitting errors, we expect the effect of the truncation error on the volume (area) change is on order of O(Δt/ ). The less power of means that it might be possible to relax the constraint on the time step for small . Also, solving a nonlinear equation, a second order Crank-Nicholson scheme
should be more efficient. The local truncation error is
We expect that the effect of the truncation error on the volume (area) change is on order of O(Δt 2 / 2 ). If we have at least Δt/ = o(1), the error is smaller than that of a backward Euler scheme. Interestingly, we note that the nonlinear Crank-Nicolson scheme does not possess a strict energy decreasing law in theory, but numerically, the energy decreasing remains true in our simulations. An alternative scheme that enjoys an energy law is given by [14] 
but there is also a larger splitting error associated with the above formulation than the Crank-Nicolson scheme. Naturally, smaller truncation error does not always imply better performance of the numerical scheme. Detailed computational studies presented later can offer further clarification.
For Crank-Nicolson, an added cost is to solve the nonlinear system numerically, which is accomplished here through the Newton method. There is also an additional complication due to the mesh adaptation, which is performed in an iterative fashion (see section 4), and solutions of multiple nonlinear systems may be required.
In the numerical simulations, it is observed the Newton iteration usually converge in 5-20 steps on a given mesh and we need only to solve the equation two or three times for one time step. At the meantime, the time step size is much larger in comparison to those allowed by the semi-implicit Euler scheme and the SI2 scheme. Thus, in terms of overall accuracy and computational cost, the second order implicit CrankNicholson scheme outperforms the first order semi-implicit Euler scheme and the SI2 scheme. An example is given in section 5.
Adaptive finite element spatial discretization.
To make the computational investigations of time-dependent equation in the sharp interface limit feasible, an efficient and adaptive spatial discretization is highly desirable. There have been many studies on the adaptive mesh methods for the numerical solution of phase field or diffuse interface models [3, 4, 5, 17, 21, 22, 25, 26, 30, 33, 36, 37] . Our adaptive implementation is based on variable time-step, conforming finite element on adaptive triangular grids based on a residual-type a posteriori error estimator. For simplicity, we present only the discretization for semi-implicit Euler (SE) scheme. The discretization for Crank-Nicholson (CN) scheme is similar. In [25] , a linearization of f (u) is used for the time discretizing
The linearization error is smaller than that for the semi-implicit Euler scheme and is larger than that for the backward Euler scheme and (3.10). In [22] , a continuous in time semi-discrete adaptive finite element method (FEM) based on the method of lines is used. We adopt the piecewise linear finite element method for the discretization in space. The discrete solution satisfies
for any v ∈ V n+1 . Here, V n+1 is the continuous piecewise linear function space on the (n + 1) − th mesh, and I n+1 denotes the interpolation to V n+1 . In our adaptive finite element discretization, not only meshes may be updated at each time step, but the time step sizes are also allowed to change based on the error estimation; thus it provides effective time step adaptivity as well. The a posteriori error estimate adopted here takes on the standard form given in [32] for semilinear parabolic equations. It consists of the following four terms:
where C i s are constant coefficients, taking to be 0.1 in our implementation, h K is the max length of the edges of element K, and e denotes an edge of element K. A detailed derivation follows from standard techniques given in [2, 35] . A tolerance tol is specified for the error produced in each time step; a widely used strategy for time-dependent problems is to define two scaler Γ h ,Γ τ and use Γ h tol as the spatial discretization error tolerance and Γ τ tol as time discretization error tolerance. In our simulations, we set Γ h = 1 and use various values of Γ τ to control the time step size. We used the adaptive algorithm for time dependent problem in adaptive FEM tool box ALBERTA for our simulations [31] . Briefly, with
, denoting the estimated space error and the coarsening error, respectively, the procedure can be outlined as follows:
Start with given tol, δ 1 ∈ (0, 1), δ 2 > 1, θ 1 ∈ (0, 1), and θ 2 ∈ (0, θ 1 ), solution U n on mesh M n at time t n with time step Δt n .
Solve for U n+1 on M n+1 using data U n . 
Compute error estimates on
End while.
When marking the elements for refinement or coarsening, an equidistribution strategy is used. All elements with η K > θ r
are marked for refinement, and all elements
are marked for coarsening, where N denotes the number of elements for the current mesh. For more detailed benchmark studies of the above procedure for a similar phase field models, we refer to [15] . In the numerical examples given in the next section, the parameters are taken as the following: θ r = 1.4, θ c = 0.7, θ 1 = 1.0, θ 2 = 0.3, δ 1 = 0.7071, and δ 2 = 1.4142.
Numerical simulations of the time dependent equation.
We now report the results of numerical simulations of the Allen-Cahn in two-dimensional spaces. Conceptually, much of the computational findings will be valid for three-dimensional cases as well. As we are interested in examining the performance of the numerical schemes in the sharp interface limit, more refined computation can be carried out in the two space dimension.
The numerical tests are performed with both uniform and adaptive meshes, linear and nonlinear schemes and for the simulations of both circular and noncircular domain (interface) evolutions.
A circular domain benchmark problem. We first consider the shrinkage kinetics of a circular domain for which both the equilibrium profiles and the velocity of the moving interface are monitored. This is a classical benchmark problem [6, 7] . The initial interface is a circle with radius R 0 and the phase function φ is given by a tanh profile
Such a circular interface is unstable, and as time increases, it will shrink and eventually disappear. If the radius of the circle is relatively large, the velocity of the moving interface v, in the sharp interface limit, is given by
where R is the radius of the circle at given time t. Furthermore, the area of the circle as a function of time can be described as
In our simulations, the area is calculated using
whose rate of change in time or the rate of change of R 2 = A/π are then compared with the theoretical values in the sharp interface limit.
For the numerical simulations of the shrinking circular domain, we assume radial symmetry and rewrite the equation in r = |x|. Numerical tests are then conducted for the semi-implicit Euler scheme and Crank-Nicholson scheme using 1-D FEM with linear element on both uniform and adaptive meshes. The initial radius of the disk is 0.8, and is taken in the range between 0.008 and 0.002.
Solving the benchmark problem on uniform meshes. First, we conduct numerical tests of the Crank-Nicholson scheme on uniform meshes. Due to the stability concern, we show the changes in time of the discrete energy for the numerical solutions when Δt/ = 0.93 in Figure 5 .1. The spatial mesh size changes proportionally with respect to . We calculated the rate of change of the area at every time step and compare it with the theoretical value −2π, the single-step errors are then averaged to get an overall error in time. The relative errors can be then determined for different values of Δt/ and h/ . The results of these errors, as relative percentages, are reported in Table 5 .1 for various values of , Δt, and h. For fixed h/ , the errors get saturated when (Δt/ ) 2 < 8.41 × 10 −4 . We may then conclude that when Δt is smaller than 0.03 , the space discretization error dominates, and the simulation results indicate that the space discretization error is proportional to h 2 . When Δt/ ∼ 1, the time discretization error dominates. While for Δt in between, the space and time discretization errors are comparable to each other and, for this particular example, they seem to have a cancellation effect.
We did another series of test for fixed values of = 0.008 and h/ = 1/64 so that the space discretization errors can be neglected for relatively large values of Δt. The results are shown in Table 5 .2. In this case, the error is proportional to Δt 2 . Noticing that the errors in Table 5 .1 are almost the same when Δt/ and h/ are fixed for = 0.002, 0.004, and 0.008, we may thus conclude that the time discretization error is proportional to (Δt/ ) 2 . This observation is consistent with the local truncation error analysis presented in section 3.
Similar to the discussion on the Crank-Nicolson scheme, the results for the second order semi-implicit (SI2) scheme on uniform meshes are reported in Table 5 .3. For Δt/ 2 ≥ 0.9, the scheme becomes unstable, while for Δt/ 2 ≤ 0.64, the scheme is stable with the space discretization errors being dominant. Along the same line, the results for semi-implicit Euler (SE) scheme on uniform meshes are reported in Tables 5.4 and 5.5. Since we have established in the above discussions that the space discretization errors are approximately −1.56%, −0.40%, and −0.10%, respectively, when h = /2, /4, and /8, for the semi-implicit Euler scheme, we may simply focus on the understanding of the time discretization errors. Hence, the calculated rates of change of the area are compared with −2π × 1.0156, −2π × 1.004, and −2π × 1.001, respectively, when h = /2, /4, and /8. We conclude that the time discretization error is proportional to Δt/ 2 . The simulation results support the claim given in section 3 that the truncation error should be proportional to Δt/ 2 . Moreover, we can conclude that when Δt/ 2 > 0.2, the time discretization errors are dominant. Solving the benchmark problem by adaptive Crank-Nicolson. Next, we test the Crank-Nicholson scheme on adaptive meshes. According to the results for the CrankNicolson scheme on uniform meshes, the space discretization error dominates for the range of time steps under consideration. We first test the Crank-Nicolson scheme on adaptive meshes for fixed = 0.008, with the time-step size Δt being in the range of 3.27 × 10 −4 to 1.31 × 10 −3 . To illustrate the spatial discretization accuracy, we used different values for the spatial error tolerance tol and adjusted the value of Γ τ to keep the time-step size staying the same.
The numerical results are shown in Figure 5 .2. Here, the x-axis is the approximate number of nodes used across the interface which represents the accuracy of the spatial discretization. The rate of change of R 2 (i.e., area scaled by π) at each time step is plotted using boxes and whiskers in the vertical axis direction, which can be compared with the sharp interface limit −2. The boxes contain lines showing the lower quartile, median, and the upper quartile values. The whiskers are lines extending from each end of the box to show the range of the rest of the data. Outliers are data with values beyond the ends of the whiskers.
From these runs, we first observed that the time-step size has little effect on the rates, which is consistent with the results on uniform meshes, so we draw the conclusion that the dominant source of the error is still the spatial discretization error even with the adaptive mesh. However, unlike the results on uniform meshes, the computed rates of area change now show oscillations, and the range of the oscillation decreases as the spatial discretization error decreases. The profile of the two solutions and the corresponding mesh nodes are shown in Figure 5 .3.
A possible factor contributing to the oscillation in the computed rates is that there might be elements of large sizes near the transition layer, as shown in Figure  5 .3. The mesh adaptation requires some iterations to become effective when the interfacial layer is moving relatively fast for large time steps. A number of tests were carried out to examine this observation further. Specifically, instead of using the error tolerance solely to generate the mesh, a constraint on the maximum element size is imposed which also limits the sharp changes in the element sizes near the interface. We take the space error tolerance to be 0.01, and let = 0.004 and 0.002, respectively. The maximum element size is restricted to be 2 , , /2, and /4 respectively. The computed rates of change in R 2 for all the different cases are shown in Figure 5 .4 (with the boxes and whiskers having the same meanings as explained for Figure 5 .2). We see that the oscillation is reduced significantly, and the average rate does not change much when the maximum element size is less than . Naturally, it is also possible to reduce the oscillation by using a smoothed version of the error estimator. Adaptive Crank-Nicolson in the sharp interface limit. In the next set of runs, we are interested in examining the performance of Crank-Nicolson scheme on adaptive meshes as → 0. Guided by the truncation error analysis in section 2, we set Δt ∼ so that the effect of time step size is minimized. The plots for results with and without the constraint on the maximum element size are shown in Figures 5.5 and 5.6, respectively (with the boxes and whiskers again having the same meanings as before). In both cases, the choice of h ∼ is not good enough to get the same level of accuracy as is reduced, while the choice of h ∼ 2 is more than sufficient. This is consistent with the theoretical analysis that imposes the condition h ∼ o( ) for the convergence of the finite element approximations of the Allen-Cahn equation [20] .
Comparison of CPU time. To illustrate the efficiency of the Crank-Nicolson adaptive scheme, we compared the first order semi-implicit Euler scheme, a second order semi-implicit scheme (3.8), and a Crank-Nicholson scheme on uniform meshes with the Crank-Nicholson scheme on adaptive meshes. The accuracy criterion used here is the error in the rate of area change. We recorded the CPU time spent by the three schemes to get to the same accuracy level 1.5% for = 0.008, 0.004, and 0.002. The results are shown in Table 5 .6. When = 0.008, the CN scheme can take 22 times larger time steps than the SI2 scheme (3.8) and 250 times larger than the SE scheme. Although it takes more CPU time for each step, the CN scheme takes about 33% and 3.3%, respectively, of the total CPU time associated with the SI2 and the SE schemes. Meanwhile, the adaptive CN uses 20% of the time spent by the CN uniform scheme. When = 0.004, CN scheme can take time steps 45 times larger than the SI2 scheme and 500 times larger than the SE scheme. The total CPU time taken by CN uniform is about 22% and 1.6%, respectively, of those by the SI2 and SE schemes, while the CN adaptive scheme takes a further reduction by using only 9% of the time of the CN uniform scheme. When = 0.002, CN scheme can take time steps 90 times larger than the SI2 scheme and spend about 14% of the CPU time. Since we assumed radial symmetry, these numerical experiments are carried out on one-dimensional meshes. With linear finite element approximations that lead to a tridiagonal stiffness matrix, the semi-implicit linear schemes incur a computational cost proportional to the system size, which gives it an advantage over nonlinear schemes per step. We expect the CN scheme has even higher efficiency in comparison with the semi-implicit Euler and SI2 schemes for two-or three-dimensional simulations. For the same reason, in higher dimensional computations, the advantage of using an adaptive space discretization scheme should be even more significant. We would like to mention that it seems we can take Δt ∼ for the CN scheme to achieve the same accuracy in these simulations and, as → 0, the CN scheme becomes more and more efficient than first and second order semi-implicit schemes. According to the local truncation error analysis in section 3, the splitting error of a semi-implicit linear scheme makes it impossible to take Δt ∼ for the Allen-Cahn equation under the assumption (3.3). Meanwhile, due to the absence of the splitting error, nonlinear implicit schemes have the potential of taking Δt ∼ . However, the stability and solvability, for such large Δt, have not been rigorously justified. The comparison of higher order nonlinear implicit schemes and linear semi-implicit schemes is yet to be conducted. We would also like to mention that based on the local truncation error analysis in section 3, a higher order approximation of the nonlinear term should be used to balance the error of the two terms.
Adaptive Crank-Nicolson for a noncircular domain. The test problems considered in the above are chosen to have a relatively simple solution so that it is easy to construct the sharp interface limit and make benchmark studies. Yet, the adaptive method is surely even more desirable for equations with more complex solution structures. For an illustration, we consider a simulation in a 2D square domain. We take an initial profile having an interface in the shape of three letters P S U. The computational domain is [−1, 1] 2 and = 0.01. The letters (representing domains) shrink in time and finally disappear. Using the adaptive Crank-Nicolson scheme, the numerical solution and the corresponding adaptive meshes are plotted in Figure 5 .7. The mesh densities at different times clearly show that the nodes are concentrated near the interface. This example provides a demonstration of the capability of the adaptive schemes to simulate complex morphological patterns.
Conclusion.
In this paper, the convergence of the numerical approximations to the Allen-Cahn equation is studied in the sharp interface limit. The discussion is focused on spatial and time discretizations of various orders. Formal analysis shows that spatial spectral and high order schemes and fully implicit time-stepping schemes may offer greater computational advantage over the lower order spatial discretizations and low order semi-implicit in time schemes in terms of both numerical accuracy and computational costs. The analysis is substantiated by the numerical examples. Moreover, for a number of discrete schemes, a more precise dependence on the interfacial width parameter is presented for both the spatial resolution level and the time-step size. Since much of the studies can be carried over similarly to other diffuse interface models, the findings documented here will surely offer both insight and guidance to the numerical discretizations of not only the Allen-Cahn equation but also other diffuse interface models.
