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Abstract
In dialog studies, we often encode a dialog us-
ing a hierarchical encoder where each utter-
ance is converted into an utterance vector, and
then a sequence of utterance vectors is con-
verted into a dialog vector. Since knowing
who produced which utterance is essential to
understanding a dialog, conventional methods
tried integrating speaker labels into utterance
vectors. We found the method problematic in
some cases where speaker annotations are in-
consistent among different dialogs. A relative
speaker modeling method is proposed to ad-
dress the problem. Experimental evaluations
on dialog act recognition and response genera-
tion show that the proposed method yields su-
perior and more consistent performances.
1 Introduction
In both language understanding and language gen-
eration tasks in dialog studies, it is common to en-
code a dialog as a fixed-length vector, and sub-
sequent processes such as label classification and
response generation are conducted on the dialog
encoding vector. Since a dialog is often composed
of a sequence of utterances, it is convenient to en-
code each utterance as an utterance vector, and
then encode a sequence of utterance vectors as a
dialog vector. The hierarchical encoder architec-
ture is effective (Serban et al., 2016), but it only
considers the utterance texts, and does not con-
sider who uttered the words. The lack of speaker
information can lead to erroneous predictions in
many cases. For example, one usually does not
make backchannel to himself/herself.
Conventional approach to speaker modeling
integrates explicit speaker labels into utterance
vectors and it works successfully for task-
oriented dialogs (Chi et al., 2017; Chen et al.,
2017; Kim and Lee, 2019), where only two types
of speakers are involved, namely an Agent and a
User. Unfortunately, this approach is not appli-
cable to general dialogs such as the Switchboard
corpus (Jurafsky et al., 1997), because there is a
much larger number of speakers and it is imprac-
tical to model every speaker separately.1 One can
convert the speakers into labels such as A and B for
each dialog session and model the two speaker la-
bels only. In this case, two speakers from different
sessions may be both annotated as A but actually
do not refer to the same individual. Such inconsis-
tent annotations can perturb dialog encoding and
harm the system performance in subsequent tasks.
To address this problem, we propose to encode
the relations between speakers, i.e. whether the
speaker of an utterance is identical to the current
speaker. By avoiding encoding absolute speaker
labels, the proposed method is designed to circum-
vent inconsistency in speaker annotations. We call
the conventional method absolute speaker mod-
eling (Section 3), and the proposed method rel-
ative speaker modeling (Section 4). By con-
ducting a systematic comparison between these
methods and a baseline without speaker model-
ing(Section 5), we show that proposed method has
superior and more consistent performances in two
tasks, namely dialog act recognition (Section 6)
and dialog response generation (Section 7).
2 Dialog Encoding
As Figure 1 shows, a dialog x consists of a se-
quence of utterances, and each utterance xi can
be represented by its speaker si and a sequence of
tokens wi,1, wi,2, · · · , wi,Ni . For the convenience
of further processing, it is common to encode the
dialog x as a fixed-length vector z using a dialog
encoding function f(·). Then an output function
1The number of speaker individuals of the Switchboard
Dialog Act corpus (Jurafsky et al., 1997) is not reported, but
another version of the corpus (Switchboard-1 Release 2) in-
volves 543 different speakers.
A: I’m looking for a white purse as a gift.
A: Could you show me what you have in stock?
-B: You are in luck. 
-B: We just received a shipment of 
several different styles of white purses.
A: They must be popular again this season.
-B: Yes, I believe they are.
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Figure 1: Dialog encoding scheme.
g(·) operates on the dialog vector and predicts an
output yˆ.
x = ((s1, x1), (s2, x2), · · · , (sM , xM )) (1)
xi = (wi,1, wi,2, · · · , wi,Ni) (2)
z = f(x) (3)
yˆ = g(z). (4)
The output function g(·) varies greatly accord-
ing to the task, but the dialog encoding functions
f(·) of most tasks share the same hierarchical en-
coding architecture. The encoding function can be
decomposed into two parts, i.e. an utterance-level
encoding function f uttr(·) that converts an utter-
ance xi to an utterance vector ui, and a dialog-
level encoding function f dial(·) that takes a se-
quence of utterance vectors as input and outputs
the dialog vector z. We assume that both en-
coders are implemented by recurrent neural net-
works (RNNs) since they are widely used in re-
lated works.
f(x) = f dial(u1, u2, · · · , uM ) (5)
ui = f
uttr(xi) (6)
f dial(u1:M ) = RNN
dial(u1:M ) (7)
f uttr(xi) = RNN
uttr(xi). (8)
Though the hierarchical architecture provides
with a strong baseline encoder, it does not encode
speaker information of a dialog into the dialog
vector z. And the output function g(·) is prone to
make incorrect predictions in many cases without
knowing the speaker information.
Therefore, we investigate different approaches
to modeling speaker information. We first intro-
duce the absolute speaker modeling method in
Section 3, which is adopted by most existing mod-
els but suffers from inconsistent speaker annota-
tions in general dialogs. In Section 4, we pro-
pose the relative speaker modeling method that
yields more a consistent modeling of the speaker
role. These methods focus on how to incorporate
speaker information into each utterance, and thus
only differ in their utterance encoding functions
f uttr(·), while their dialog encoding functions are
identical.
3 Conventional Method: Absolute
Speaker Modeling
Speaker information of a dialog x is given by
speaker labels s1, s2, · · · , sM . Each speaker label
si is associated with its corresponding utterance
xi as shown in Equation (1). We assume there are
only two speakers A and B in each dialog,2 and a
speaker label si has value A if the utterance xi is
produced by speaker A, otherwise it has value B.
The most straightforward way to incorporate
si is to annotate the utterance vector ui with its
speaker, such that ui encodes the information that
xi is uttered by A or B. We call it absolute speaker
modeling method, and modify f uttr(·) to receive
both utterance and speaker as arguments:
ui = f
uttr(xi, si). (9)
We implement the utterance encoding function
f uttr(·, ·) using two models, namely absolute
speaker embedding and absolute speaker utter-
ance encoders.
3.1 Absolute Speaker Embedding
The simplest idea is to use one-hot speaker vectors
to encode speaker information, where the speaker
vector is [1, 0] if the speaker is A, otherwise [0, 1].
We generalize this method to embeddings to ob-
tain speaker vectors. Similar to word embeddings,
we define a trainable speaker embedding matrix
∈ R2×Dspk , where Dspk is the speaker embed-
ding dimension. A speaker embedding function
Embabs(si) returns the first row of the matrix as
the speaker vector if si is A, and the second row
if si is B. Then we concatenate the RNN encod-
ing vector RNNuttr(xi) and the speaker embedding
vector Embabs(si) to represent the final utterance
vector as in following equations.
f uttr(xi, si) = RNN
uttr(xi)⊕ Emb
abs(si) (10)
Embabs(si) =
{
Emb(0), if si = A
Emb(1), if si = B
, (11)
where ⊕ is a concatenation operator.
2The method is also applicable to multi-speaker situations
by modification.
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Figure 2: The utterance encodings produced by f uttr(·) using four speaker modeling methods in two scenarios.
3.2 Absolute Utterance Encoders
In the embedding-based model, an utterance vec-
tor is decomposed into two parts, namely the RNN
encoding part and the speaker embedding part, and
speaker information is all encoded in the speaker
embedding. An alternative to absolute speaker
embedding is to use different utterance encoders
(for example different RNNs), such that speaker
information is encoded in the RNN encodings di-
rectly by applying different RNNs to utterances
from different speakers.
We define two utterance encoders RNNA-uttr and
RNNB-uttr, which have the same parameter settings
but do not share parameters. The utterance vector
f uttr(xi, si) is given by RNN
A-uttr if si is A, other-
wise it is given by RNNB-uttr as following:
f uttr(xi, si) =
{
RNNA-uttr(xi), if si = A
RNNB-uttr(xi), if si = B
.
(12)
4 Proposed Method: Relative Speaker
Modeling
Many works have shown that the absolute speaker
modeling method is able to capture speaker-
specific patterns to some extent, and it improves
the performance of baseline models that do not
incorporate speaker information (Chi et al., 2017;
Chen et al., 2017; Kim and Lee, 2019). These
works focused on task-oriented dialogs, where two
types of speakers are involved, namely an Agent
and a User. The roles of the two speakers are con-
sistent and clearly defined, where the User gives
requests to complete a certain task and the Agent
provides appropriate actions. And the speaker
embeddings or the utterance encoders are able to
learn role-specific information easily. In general
dialogs, however, there are a much larger num-
ber of speaker individuals. If we simply annotate
speakers as labels (A, B, etc.) for each session,
two As from different sessions may not refer to
the same real individual. Such inconsistency in
speaker annotations can degrade the performances
of the absolute speaker models.
To avoid using absolute speaker annotations, we
propose to encode the information “the relation
between speaker si and the current speaker scur”,
instead of “speaker si is A or B” as in the absolute
speaker models.
Definition of Current Speaker. The current
speaker si depends on a scenario, for example in
Task DA Recognition Response Generation
Target y DA(xM ) xM+1
Output function g(·) Fully-connected layer RNN decoder
Corpus Switchboard Dialog Act Corpus DailyDialog Corpus
# of sessions (train/dev/test) 1,003/112/19 9,031/1,127/1,134
# of utterances 178k/18k/4k 104k/17k/14k
# of tokens 1,730k/180k/40k 935k/146k/126k
# of DA labels 42 Not Used
Table 1: Statistics of two corpora and three tasks for evaluation.
Scenario A in Figure 2, the task is to recognize the
dialog act of the last utterance x6, thus the current
speaker is s6. And in Scenario B, where the task
is to predict the next utterance as a response, the
current speaker becomes s7.
Modeling of Speaker Relation. To encode the
speaker relation between si and scur, we anno-
tate the utterance vector ui with the information of
whether si equals to scur or not. One can interpret
the information as whether the utterance xi is my
own utterance or others’ utterance, and the model
becomes self -aware by defining self as scur.
Since only the relation between speakers is en-
coded in the utterance vector ui, we call it a rela-
tive speaker modelingmethod. We extend the ut-
terance encoding function f uttr to include the cur-
rent speaker scur as an argument:
ui = f
uttr(xi, si, scur). (13)
Models using absolute speaker modeling can be
easily converted into relative speaker modeling
ones. We illustrate two models as counterparts to
the absolute speaker embedding model and abso-
lute speaker utterance encoders model mentioned
in the last section.
4.1 Relative Speaker Embedding
The absolute speaker embedding model in Sec-
tion 3.1 is converted into a relative speaker model
by redefining its speaker embedding function. The
new embedding function Embrel(si, scur) now re-
turns one embedding when si is identical to scur,
otherwise another embedding.
f uttr(xi, si, scur) = RNN
uttr(xi)⊕ Emb
rel(si, scur)
(14)
Embrel(si, scur) =
{
Emb(0), if si = scur
Emb(1), otherwise
.
(15)
4.2 Relative Utterance Encoders
Similar to the absolute utterance encoders model
in Section 3.2, a relative utterance encoders model
also has two utterance encoders RNNown-uttr and
RNNoth-uttr. In contrast to its counterpart, however,
it uses RNNown-uttr to encode an utterance xi if its
speaker si is the same as scur, otherwise it uses
RNNoth-uttr.
f uttr(xi,si, scur) ={
RNNown-uttr(xi), if si = scur
RNNoth-uttr(xi), otherwise
.
(16)
A comparison between outputs of the two abso-
lute speaker models and the two relative speaker
models is illustrated in Figure 2. Using the same
dialog as an example, we define two scenarios
where the tasks are different, such that the cur-
rent speakers scur are different. Since the absolute
speaker labels remain the same in two tasks, the
utterance vectors yielded by the absolute speaker
models do not change. On the other hand, the out-
puts of the relative speaker models vary in the two
scenarios because the change of scur leads to the
change of speaker relations.
5 Experiment Settings
5.1 Tasks and Corpora
For assessment of the speaker modeling methods,
we conduct experiments on two tasks, namely dia-
log act (DA) recognition and response generation,
using two corpora, namely the Switchboard Dia-
log Act (SwDA) corpus (Jurafsky et al., 1997) and
DailyDialog (DD) corpus (Li et al., 2017).
Dialog Act Recognition. Given a dialog x
of M utterances, a DA recognition model clas-
sifies the dialog act of the last utterance in the
dialog, i.e. DA(xM ). A hierarchical encoding
function f(·) encodes x into z, in which the ut-
Model Macro F1 ↑ Weighted F1 ↑ Accuracy ↑
Baseline
- without speaker modeling 54.27 78.20 79.00
Absolute Speaker Modeling
- embedding 52.40 77.53 78.70
- utterance encoders 55.33 77.97 78.90
Relative Speaker Modeling
- embedding 54.90 78.70 79.63
- utterance encoders 57.90 79.50 80.17⋆
Past Works
Wan et al. (2018) 81.5
Raheja and Tetreault (2019) 82.9†
Annotator Inter-agreement 84.0
Table 2: Results of DA recognition. ⋆ The result is significantly better than the baseline with p-value< 0.001.
terance encoding function f uttr(·) varies accord-
ing to speaker modeling method. Then we add a
simple fully-connected layer as the output func-
tion g(·) to predict the probabilities of DA labels.
The entire model is trained to maximize likelihood
p(DA(xM )|x).
Response Generation. A response genera-
tion model predicts the upcoming utterance xM+1.
Given a dialog x as context, a decoder RNN ini-
tializes its hidden states with the dialog vector
z. Then it decodes a hypothesis utterance xˆM+1
word by word. We optimize the model to maxi-
mize p(xM+1|x).
A summary of the tasks and used corpora is
given in Table 1.
5.2 Implementation
We experiment with (1) a baseline model with-
out speaker modeling, (2) the absolute speaker
embedding model, (3) the absolute utterance en-
coders model, (4) the relative speaker embedding
model, and (5) the relative utterance encoders
model. The hyperparameters are given as follow-
ing. We keep the most frequent 10,000 words
as our vocabulary. Word embeddings are 200-
dimensional and initialized with the pre-trained
Glove (Pennington et al., 2014) embeddings. All
the utterance encoder RNNs are implemented by
one-layer bidirectional gated recurrent unit net-
works (Cho et al., 2014) and have 300 hidden
units. Dialog encoder RNNs are unidirectional
instead. Speaker embeddings are randomly ini-
tialized and the embedding size Dspk is 30. The
decoder RNN in response generation task is a
one-layer and unidirectional GRU network with
300 hidden units. All the models are trained for
20 epochs with a batch size 30 by the Adam
method (Kingma and Ba, 2014). The learning rate
is initialized as 1 × 10−3 and halves when val-
idation loss does not decrease. Early stopping
is applied when the learning rate is smaller than
1× 10−7.
6 Task 1: Dialog Act Recognition
6.1 Evaluation Results
For evaluation of DA recognition models, we
calculate their macro (unweighted) F1 scores,
weighted F1 scores, and accuracies, which are
common measurements in multi-class classifica-
tion tasks. Results of the five models are re-
ported in Table 2. Surprisingly, the two absolute
speaker models perform even slightly worse than
the baseline without speaker modeling. The rel-
ative speaker models outperform the baseline and
their absolute counterparts. The relative utterance
encoders model gives significant improvements
over the baseline in all measurements (+3.63%
macro F1, +1.3% weighted F1, and +1.17% accu-
racy). We use McNemar’s test, an non-parametric
test for paired binary data, to assess the signif-
icance of accuracy improvement. It shows that
the improvement is significant with p-value 4.86×
10−4. The improvements in F1 measures are com-
parable to or larger than the improvement in accu-
racy.
Table 2 shows state-of-the-art results from pre-
vious works. Wan et al. (2018) proposed to use a
question-answering network with dynamic mem-
ory and reached 81.5% accuracy on the SwDA
sd b sv % aa
predicted label
sd
b
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%
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ue
 la
be
l
1327 1 102 19 4
0 590 0 26 59
215 0 406 11 10
17 19 5 280 3
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(a) Without speaker modeling.
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(b) Absolute utterance encoder.
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1331 0 97 22 5
0 596 0 22 62
190 0 429 12 9
16 18 2 280 4
4 39 4 3 131
(c) Relative utterance encoder.
Figure 3: Confusion matrices of top-5 frequent DA labels of three models in DA recognition task.
Dialog Act
Speaker
Absolute Model Relative Model
(# examples) Accuracy ↑ ∆ ↓ Accuracy ↑ ∆ ↓
sd (1481)
A 90.36
1.35
89.39
0.94
B 89.01 90.33
b (696)
A 84.62
0.54
86.10
0.90
B 84.08 85.29
sv (659)
A 58.77
4.01
64.91
0.39
B 62.78 65.30
% (327)
A 85.80
3.98
85.80
0.34
B 81.82 85.46
aa (187)
A 65.93
3.86
68.13
3.75
B 69.79 71.88
Table 3: Comparison of speaker-specific accuracies of top-5 frequent DA labels in DA recognition task.
corpus. Raheja and Tetreault (2019) reached
82.9% accuracy, the best score reported so far.
They applied hierarchical RNN encoders with self
attention and a CRF layer to decode the optimal
DA sequence of an entire dialog, so the model
has access to information from future utterances.
We do not aim to surpass these results because
they exploit much more complex model architec-
tures. However, neither of the works used any
speaker features. We can hopefully further im-
prove the models’ performances by applying the
relative speaker modeling method.
6.2 Analysis
To understand how relative speaker modeling
improves DA recognition accuracy, we com-
pare the confusion matrices of the baseline
model, the absolute utterance encoders model,
and the relative utterance encoders model. As
shown in Figure 3, one major difference is that
the relative model (Figure 3c) performs better
in distinguishing STATEMENT-OPINION(sv) from
STATEMENT-NON-OPINION(sd). 215 and 221
STATEMENT-OPINION utterances are misclassi-
fied as STATEMENT-NON-OPINION by the base-
line model and the absolute model, respectively.
The relative model reduces the number to 190.
We reason that the absolute speaker models per-
formed worse because they learnt speaker biases
(e.g. different label distributions) of the training
data set. Since speaker annotation is inconsis-
tent in the corpus, the speaker biases are differ-
ent in the test data set. If so, there should be
a large difference between the absolute model’s
accuracies on A’s utterances and B’s utterances.
On the other hand, the relative model should have
more consistent performance. Therefore, we com-
pare the DA- and speaker-specific accuracies of
the absolute utterance encoders model and the rel-
ative utterance encoders model in Table 3. Let
∆ denotes the difference between speaker-specific
accuracies. The relative model generally has
lower ∆ numbers. Specifically, the relative model
performs much more consistently in recognizing
STATEMENT-OPINION(sv) and ABANDONED OR
TURN-EXIT(%).
Model BLEU-1 ↑ BLEU-2 ↑ SIF emb. ↑ Distinct-1 ↑ Distinct-2 ↑
Baseline
- without speaker modeling 14.94 2.10 11.21 1610 6999
Absolute Speaker Modeling
- embedding 14.86 2.06 9.48 1425 5917
- utterance encoders 14.48 1.92 10.68 1579 7047
Relative Speaker Modeling
- embedding 15.66⋆ 2.37⋆ 16.87⋆ 1468 6409
- utterance encoders 15.72⋆ 2.52⋆ 18.18⋆ 1752⋆ 8266⋆
Table 4: Results of response generation. ⋆ The result is significantly better than the baseline with p-value< 0.001.
7 Task 2: Response Generation
7.1 Evaluation Results
In the task of dialog response generation, we eval-
uate the relevance and diversity of responses gen-
erated by the models on DD corpus. To as-
sess relevance, we use two n-gram overlapping
scores, i.e. BLEU-1 and BLEU-2 (Papineni et al.,
2002), and an embedding similarity score called
smooth inverse frequency (SIF) embedding sim-
ilarity. For diversity evaluation, we calculate
the number of distinct n-gram types, denoted as
Distinct-n (Li et al., 2016a).
SIF embedding similarity. Commonly used
embedding similarity scores such as embedding
average have been shown to correlate weakly with
human judgement. One of the reasons is that
a large number of tokens (for example function
words) contribute to the resulting sentence embed-
dings, but have little effect on semantic relevance.
To mitigate such noise, we adapt the SIF embed-
ding proposed by Arora et al. (2017) to compute
sentence embeddings. An SIF sentence embed-
ding is the weighted average of the word embed-
dings in a sentence, with its projection on a first
principal component subtracted. The weight of a
wordw is a
a+p(w) , where a is a parameter and p(w)
is the word frequency estimated from the training
corpus. The first principal component is computed
from all generated responses. Given SIF embed-
ding of a reference utterance and a hypothesis ut-
terance, we calculate the cosine similarity between
the two embedding vectors.
In Table 4, we compare the five models on five
measurements, namely BLEU-1, BLEU-2, SIF
embedding similarity, Distinct-1, and Distinct-2.
The results show the same trend as in DA recog-
nition. Two absolute models perform worse than
the baseline, and the relative models have better
performance in all five measurements. The rel-
ative utterance encoders model reaches the high-
est scores in both relevance and diversity metrics.
Improvement in SIF embedding similarity is espe-
cially large compared to the baseline (6.97% ab-
solute increase and 62.18% relative increase). For
significance test, we use the Wilcoxon signed-rank
test, a non-parametric test for paired data. All the
scores of the relative utterance encoders model are
significantly better than the baseline.
7.2 Analysis
Similar to the analysis in DA recognition task,
we compare the speaker-specific scores between
the absolute and the relative utterance encoders
models in Table 5. The relative model performs
more consistently according to its speaker-specific
BLEU-1 scores and SIF embedding similarities,
while the two models’ consistencies in BLEU-2
scores are comparable. As with diversity scores,
we should first take into account the number of
A’s utterances and that of B’s. The ratio of
A’s to B’s utterances is 1.29 (7201/5575) in the
test data set. The relative model’s Distinct-1 ra-
tio is 1.14 (1447/1271) and its Distinct-2 ratio is
1.19 (6195/5193), both slightly closer to 1.29 than
the absolute model’s 1.12 (1362/1212) and 1.16
(5418/4686).
8 Related Works
Absolute Speaker Modeling. Speaker-specific
utterance encoders are common in task-oriented
natural language understanding (Chi et al., 2017;
Chen et al., 2017; Kim and Lee, 2019). They used
separate convolutional neural networks (CNNs)
to implement the utterance encoding function
f uttr(xi, si). Their absolute speaker model-
ing methods achieved considerable improvements
compared to baselines without speaker modeling
Metric Speaker
Absolute Model Relative Model
Score ↑ ∆ ↓ Score ↑ ∆ ↓
BLEU-1
A 15.48
1.69
16.31
1.28
B 13.79 15.04
BLEU-2
A 3.04
0.51
3.65
0.58
B 2.53 3.07
SIF emb.
A 13.10
1.99
18.60
0.11
B 11.11 18.71
Distinct-1
A 1362
150
1447
176
B 1212 1271
Distinct-2
A 5418
732
6195
1002
B 4686 5193
Table 5: Comparison of speaker-specific metrics in response generation task.
because task-oriented dialogs have a consistent
annotation of speakers, namely Agent and User.
In dialog response generation task, Shen et al.
(2017) proposed another absolute speaker mod-
eling method. They modified the hierarchi-
cal recurrent encoder decoder (HRED) proposed
by Serban et al. (2016), and used separate dialog-
level RNN encoders for different speakers, which
can be considered as a variation of the absolute ut-
terance encoders model in this paper.
Relative Speaker Modeling. The relative ut-
terance encoders model in Section 4 has a sim-
ilar architecture compared to the speaker inter-
action RNNs proposed by Zhang et al. (2018a).
They modeled speaker status for all speakers in
a multi-speaker conversation. Each speaker sta-
tus is a fixed-length vector and gets updated by a
shared dialog-level RNN and three types of utter-
ance encoder RNNs, namely the sender RNN, the
addressee RNN, and the observer RNN. The first
two types of RNNs resemble our RNNown-uttr and
RNNoth-uttr, while the observer RNN is designed
for multi-speaker scenario. Though the resulting
models are similar, we point out three major dif-
ferences between their work and ours. (1) We de-
rive the relative utterance encoders model from
its counterpart that uses absolute speaker mod-
eling, and we have made a systematic compari-
son between absolute speaker models and relative
speaker models. (2) The speaker interaction RNN
introduced a role-specific RNN gate that incorpo-
rates outputs from RNNs of other roles, and thus
makes the model complex. Our proposal, how-
ever, requires minimal modification to the base-
line and the absolute speaker model, while yield-
ing significant improvements. (3) They focused on
next speaker and utterance selection, and our eval-
uation experiments show that the relative speaker
modeling method is beneficial to both language
understanding and language generation.
Speaker Identity Modeling. Another line
of speaker modeling in dialog is speaker iden-
tity modeling. Especially in dialog response
generation, speaker individuals’ information (e.g.
speaker profile and speaking style) is essen-
tial for generating consistent and truth-grounding
responses. Prior works have proposed to
model speaker identity by exploiting given pro-
files (Zhang et al., 2018b), clustered speaker em-
beddings (Li et al., 2016b), and dynamically com-
puted speaker feature vectors (Zhang et al., 2019).
We also look forward to integrating speaker iden-
tity information into the proposed architecture in
the future.
9 Conclusion
We investigated speaker modeling methods in di-
alog encoding, and found that conventional abso-
lute speaker modeling method sometimes suffers
from the inconsistent speaker annotations of a cor-
pus. To avoid the inconsistency, we proposed a
relative speaker modeling method, which encodes
relations between speakers instead of speaker la-
bels themselves. We implemented both methods
with embeddings and separate utterance encoders,
and conducted a systematic comparison between
the four models and a baseline without speaker
modeling. Experimental results on two tasks and
two corpora demonstrated that the relative speaker
modeling method shows consistent improvements
over others.
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