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Abstract
We study mirror symmetry (A-side vs B-side) in the framework of quantum differential sys-
tems. We focuse on the logarithmic non-resonant case, which describes the geometric situation
and for which quantum differential systems are produced on the B-side by avatars of rescal-
ings of regular tame functions. We show that quantum differentials systems provide a good
framework in order to generalize the construction of the rational structure given in [27] for the
complex projective space. As an application, we compute the rational structure obtained in
this way on the orbifold cohomology of weighted projective spaces and on the flat sections of
the Gauss-Manin connection associated with their Landau-Ginzburg models (suitable Laurent
polynomials). As an example, and in order to complete the panorama, we also calculate, in the
setting of quantum differential systems, a mirror partner of the Hirzebruch surface F2.
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1 Introduction
This paper deals with quantum differential systems, namely trivial bundles equipped with a flat
meromorphic connection with prescribed poles together with a flat nondegenerate bilinear form.
We will focuse mainly on their relation with mirror symmetry.
Such systems already appear, more or less explicitely and under various names, in the work of a
lot of people, essentially motivated by the construction of Frobenius manifolds, see f.i [16], [17], [24],
[30], [31], [44], [39], [13], [36]... They first arose in singularity theory (B-side, local version) thirty
years ago in the work of K. Saito about the primitive forms [44], and took the form that we will
use in the work of B. Malgrange [29]. In connection with the construction of Frobenius manifolds
(for which another important ingredient are the primitive forms), a global version of these objects
has been discussed in [13] where it is explained how a regular tame function on an affine manifold
yields a quantum differential system, naturally produced by solutions of the Birkhoff problem for
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its Brieskorn lattice (the construction is outlined in the Appendix). The tameness condition is
required for finitness reasons.
As it follows from Dubrovin’s formalism [15], [16], [17] (see also [6] and the references therein),
quantum differential systems also appear in quantum cohomology theory (A-side), giving an exten-
sion of the Dubrovin connexion as an absolute flat connection and encoding the quantum product
and its basic properties, taking into account a supplementary homogeneity condition.
It is thus natural to investigate mirror symmetry through quantum differential systems (the
step before Frobenius manifolds): two models will be mirror partners if their associated quantum
differential systems are isomorphic, as bundles with connections. Notice that in this setting, Given-
tal’s quantum differential operators are interpreted as minimal polynomials of suitable (primitive)
sections.
Some motivations are in order:
• First, and the aim of this paper is to emphasize this point, such systems can be computed
on the B-side, without any references to correlators (and hence to the quantum product),
which are rather complicated objects. In this way, mirror symmetry can be useful in order
to understand more clearly (and sometimes predicts) what happens on the A-side; in turn
the A-side produces B-models that are interesting on their own. A step in this direction can
be found in [12], which gives a counterpart of the computations carried in [4] for the small
quantum (orbifold) cohomology of weighted projective spaces. A connected class of examples
is given by rescalings of regular tame functions which, despite its trivial appearance, give a
quite good picture of the situation (see section 7.1). We also discuss the case of the Hirzebruch
surface F2 in section 11 where Givental’s mirror map [19] appears naturally as a function in
flat coordinates where flatness has to be understood with respect to a flat residual connection,
naturally produced by the quantum differential systems involved. This flat connection is a
central object for our purpose because, in mirror symmetry, flat coordinates are: on the A-
side, coordinates are indeed flat. More generally, these techniques could be used for instance
in order to study hypersurfaces or complete intersections in weighted projective spaces, [20],
[25], [35].
• Also, a quantum differential system is a very flexible object: for instance, and as emphasized
in different papers [16], [29], [23], it can be universally unfolded in some cases and we can
modify accordingly its base space, which can be the affine space, a torus (algebraic setting)
or a punctual germ (analytic setting). In other words, a whole quantum differential system
can be, in some cases, determined by a restricted set of data, and this observation is very
useful in order to simplify the computations on the B-side, see [8], [9].
• It fits very well with “quantizations” (f.i small quantum cohomology) and it is a good setting
in order to study “large radius limits”, using the classical techniques in differential equation
theory. Notice that these limits (these are of course quantum differential systems on a point)
always produce meromorphic connections with regular singularities. This is explained in
section 6 and in section 7.
• Last, it is a natural framework in order to generalize the construction of the rational structure
on the A-side given in [27] for Pn.
Nevertheless, it should be noticed that, on the B-side, a given tame regular function can pro-
duce several quantum differential systems which can be difficult to compare. While the situation
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is clear on the A-side (the cohomology gives naturally a flat basis and flat coordinates), we have
to fix, on the B-side, some choices: the general principle is that a canonical quantum differential
system is built from the canonical solution of the Birkhoff problem given by M. Saito’s method, for
which a substantial tool is Hodge theory (see [9], [13, Appendix B], [14] and Appendix). Anyway,
the general place of this geometric solution in mirror symmetry has to be further explored.
Let us now discuss more precisely these motivations. An aspect of mirror symmetry is the
following: given a projective manifold X, one can computes its Gromov-Witten invariants, or
more generally its correlators, with the help of Picard-Fuchs equations associated with some mirror
partner. This is classically used to express these correlators in terms of combinatorial data: this
is f.i what gives Givental’s “I=J” mirror theorem (see [6] for an overview). We explain how this
can be achieved using quantum differential systems, in particular what should be the correlators
of a quantum differential system. Another and connected goal is to define the J-function of a
general quantum differential system. Again, we have to fix some choices: we are led to define
canonical fundamental solutions of the Dubrovin connection of a quantum differential system and
this is done using Dubrovin’s conformal and symmetric solutions. The situation is particularly nice
when the quantum differential systems are logarithmic and non-resonant, see section 6: prototypes
of such systems are given by small quantum cohomology, thanks to the divisor axiom, see also
[36], [37]. In this case, the canonical solutions have an explicit description: they are uniquely
determined by a matrix of holomorphic functions, satisfying an initial condition. This matrix can
be computed algebrically, using a recursion relation (relation (29)). We will call its coefficients
the correlators of the given quantum differential system because, in the case of the small quantum
cohomology, they provide the usual correlators, see section 10. In order to compute the correlators
of a projective variety, it is thus enough to identify the canonical fundamental solutions of the
mirror quantum differential system and this is reduced, on the B-side, to computations of algebra.
This is emphasized in section 11.
Quantum differential systems provide also a good framework in order to generalize the con-
struction of the rational structure on the cohomology of the complex projective space Pn and their
Landau-Ginzburg models given in [27]. The strategy in loc. cit. is the following: the rational struc-
ture is first constructed on the B-side on the flat sections of the Gauss-Manin connection associated
(after quantization) with a suitable regular function, the Landau-Ginzburg model. At the begin-
ning, this rational structure is provided by the Lefschetz thimbles and then transferred to the flat
sections using oscillating integrals. In order to get first a precise formula for this rational structure
on the B-side, one needs an explicit description of these flat sections and this is done using the
quantum differential system produced by the Landau-Ginzburg model. The rational structure that
we get on the B-side is then shifted, taking the classical limit, on the cohomology (A-side) using
a mirror theorem which identifies the standard cohomology basis with suitable explicit differential
forms. Our main purpose is to extend this method: in order to do so, we first define quantum
differential systems, their classical limits and their conformal Dubrovin’s solutions (see section 3).
Conformality is used here in order to get a precise description of the flat sections: this is discussed
in section 8 (see proposition 8.1.1). For our geometric setting, it is enough to consider logarithmic
quantum differential systems (see section 6): their main properties are given by theorem 6.3.4 and
corollary 6.3.6. It turns out that only flat (in the sense of definition 6.2.2) logarithmic quantum
differential systems are only relevant.
As an application of our method, we give in section 9 a description of the rational structure
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obtained in this way on the orbifold cohomology of weighted projective spaces (see corollary 9.2.3)
and their Landau-Ginzburg models (see theorem 9.2.2). More precisely, we first give a closed
formula on the B-side, for which the mirror quantum differential system is identified in [12]. This
formula involves various numbers (depending on the combinatorics), produced by the computation
of some relevant oscillating integrals whose integral kernel depend on the choice of suitable bases of
differential forms. This rational structure on the B-side is, after [42, Theorem 4.10], an ingredient
of a (variation of a pure, rational) non-commutative Hodge structure in the sense of [27, Definition
2.7], related with the ”Q-structure axiom“ (the link between Hodge theory and Lefschetz thimbles
is a quite old and long story: see for instance [1, Chapitre III, paragraphes 12 et 14] and the
references therein and also, closer from our concern, [13], [14, section 6] and [40]). In order to
reach the A-side, we then use the explicit description of the mirror partner of the standard orbifold
cohomology basis given in [12, Theorem 5.1.1]. Notice that the construction of such structures on
the A-side is also considered in [26] for toric orbifolds using a completely different approach (in
particular we will not make use of equivariant perturbations and localization arguments in this
paper): up to a ramification (due to the fact that we have to consider flat bases with respect to a
residual connection), we get at the end Iritani’s formula [26, Theorem 4.11] for weighted projective
spaces. A striking fact is that a part of the constants in the formula for the rational structure that
we get on the B-side miraculously disappear when we apply the mirror theorem and that, in the
end, we get a very simple formula for the rational structure on the A-side, see corollary 9.2.3.
Last, and in order to complete the panorama, we compute a mirror partner of the Hirzebruch
surface F2 (the classical non-Fano example) using quantum differential systems. This example is
very interseting because it produces some new, but also in some sense intermediate (between the
ones produced by projective space and the ones produced by weighted projective spaces; see for in-
stance section 11.4.1 where the construction of a logarithmic Frobenius manifold is also discussed),
phenomena. We show how our method allow to recover well-known results, see f.i [6, Section 11.2]
and [22, Example 5.4]. In particular, it is readily seen that the change of variables considered there
in order to get the “correct” quantum product (in other words, the mirror map) is naturally given
by flat coordinates. We also verify that the quantum differential system associated with the mirror
partner of the projective space P(1, 1, 2) is obtained as a classical limit of the one associated with
the mirror of F2, as it has been first checked in [5].
By way of conclusion, let us emphasize the fact that the point of view developped here is in
essence not so far from Givental’s theory of mirror symmetry and “quantum differential equations”
[18], [19] (roughly speaking, we consider matrices rather than their characteristic polynomials) but
the technics in order to get a mirror theorem are somewhat different: our main objective was to
show how solutions of the Birkhoff problem for the Brieskorn lattice of a regular tame function
as defined in [13] should be naturally exploited in order to understand better (small) quantum
cohomology. We where motivated by the lecture of [27], [45] and [26] about rational structures.
This paper is organized as follows: we define quantum differential systems in 2, and discuss
their relationship with mirror symmetry. In sections 3, 4 and 5, we define the canonical funda-
mental solutions and the canonical J-functions of a quantum differentials system with the help of
Dubrovin’s conformal and symmetric solutions [17]. The case of the non-resonant, logarithmic sys-
tems is handled in section 6 and we give some examples in section 7. We apply the results obtained
there in order to describe a rational structure on the orbifold cohomology of weighted projective
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spaces and to compute correlators in sections 8 and 10. We explain in section 11 how to get an
explicit mirror quantum differential system to the small quantum cohomology of the Hirzebruch
surface. Last, we recall in the Appendix how to construct a quantum differential system from a
regular tame function.
Several results (including the discussion about rational structures) presented in these notes are
now published in [10].
2 Quantum differential systems
We introduce here our main object, the quantum differential systems 1. The basic definitions and
properties are for instance compiled in C. Sabbah’s book [39], using B. Malgrange’s setting [29],
[30]. We first list some of them.
2.1 Definitions
LetM be a complex analytic manifold, equipped with coordinates x = (x0, · · · , xr). We will denote
by U0 (resp. U∞) the chart of P
1 centered at 0 (resp. ∞) and by θ (resp. τ := θ−1) the coordinate
on U0 (resp. U∞). Let π be the projection π : P
1 ×M →M .
Definition 2.1.1 A quantum differential system on M is a tuple
Q = (M,G,∇, S, d)
where
• d is an integer,
• G is a trivial2 bundle on P1 ×M ,
• ∇ is a flat meromorphic connexion on G, with poles of Poincare´ rank less or equal to 2 along
{0} ×M , logarithmic along {∞} ×M ,
• S is a ∇-flat, non-degenerate bilinear form S : O(G)× j∗O(G)→ θdOP1×M , where
j : P1 ×M →: P1 ×M
is defined by j(θ, x) = (−θ, x).
In what follows, we will denote by
• µ the rank of the bundle G,
• G0 the restriction of G at U0: this is a free OM [θ]-module of rank µ,
• G∞ the restriction of G at U∞: this is a free OM [τ ]-module of rank µ.
Let Q = (M,G,∇, S, d) be a quantum differential system, i{θ=0} (resp. i{θ=∞}) be the zero
(resp. infinity) section of M in P1 ×M and E := π∗G.
1They are also called “tr.TLEP-structures” in the work of C. Hertling [23]
2In “the fibers” of the projection pi: G ≃ pi∗pi∗G
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Proposition 2.1.2 (1) We have the isomorphisms i∗{θ=∞}G ≃ E ≃ i
∗
{θ=0}G.
(2) The connection ∇ takes the form
∇ = ▽+
Φ
θ
+ (
V0
θ
+ V∞)
dθ
θ
where
• ▽ is a connection on E,
• Φ is a Higgs field, that is an OM -linear map Φ : E → E ⊗Ω
1
M , such that Φ ∧ Φ = 0,
• V0 and V∞ are two OM -linear endomorphisms of E,
these objects satisfying
▽2 = 0, Φ ∧ Φ = 0, ▽Φ = 0, ▽V∞ = 0, [V0,Φ] = 0 ▽ (V0) + Φ = [Φ, V∞] (1)
In particular, the connection ▽ is flat.
Proof. Standard, see f.i [39], but we outline it, due to its importance for what follows: the
isomorphisms expected in (1) follow from the triviality of the bundle G (restriction of sections).
The assumptions on the order of the poles show that, in a basis ω = (ω0, · · · , ωµ−1) of E, the
matrix of ∇ is
(
A0(x)
θ
+A∞(x))
dθ
θ
+ C(x) +
D(x)
θ
(2)
where x = (x0, · · · , xµ) ∈M ,
C(x) =
r∑
i=1
C(i)(x)dxi et D(x) =
r∑
i=1
D(i)(x)dxi.
The connection ▽ is first defined on i∗{θ=∞}G as the restriction at τ = 0 of a flat connection. Its
matrix in the basis ω is C(x). The OM -linear homomorphism Φ is first defined on i
∗
{θ=0}G. Its
matrix in the basis ω is D(x). Relations (1) follow from the flatness of ∇. This shows (2). ✷
Notice that the flat residual connection ▽ is not defined if we forget the “logarithmic” assumption
on the poles at infinity.
Definition 2.1.3 We will call equation (2) characteristic equation of the quantum differential
system Q.
Remark 2.1.4 (1) S induces bilinear forms (also denoted by S)
S : E × j∗E → OMθ
d, (3)
S : G0 × j
∗G0 → OM [θ]θ
d (4)
and
S : G∞ × j
∗G∞ → OM [τ ]τ
−d. (5)
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If η and ν are two global sections of G, that is if η, ν ∈ E, will write
S(η, ν) = g(η, ν)θd ∈ OMθ
d (6)
where g is a non-degenerate OM -bilinear form on E and we have, because S is flat,
V∞ + V
∗
∞ = dI, V
∗
0 = V0 and Φ
∗ = Φ (7)
where ∗ denotes the adjoint with respect to g.
(2) If the basis ω of E is ▽-flat, that is if C(x) ≡ 0 in equation (2), we have S(ωi, ωj) ∈ Cθ
d for
all i and for all j, because S is ∇-flat. If moreover S(ωi, ωj) = 0 except for a unique index i, we
will also put ωi := 1g(ωi,ωi)
ωi and we will call ω
i the dual of ωi. We will also say that ω is adapted
to S.
Remark 2.1.5 (1) If Q is a quantum differential system on a point, the connection ∇ takes the
form
∇ = (
V0
θ
+ V∞)
dθ
θ
where V0 and V∞ are endomorphisms of the finite dimensional C-vector space E, and g is a bilinear,
symmetric and non-degenerate form on E such that
V ∗0 = V0, V∞ + V
∗
∞ = dI
where, as above, ∗ denotes the adjoint with respect to g.
(2) We will also consider quantum differential systems on the affine space (resp. the torus...).
In this algebraic setting, the objects ▽ , V0, V∞, Φ and g are modified accordingly (replace OM -
linear by C[x]-linear, resp. C[x, x−1]-linear...). In this situation, E is a free C[x]-module (resp.
C[x, x−1]-module...), see [8], [9].
In some cases, we can refine the previous definitions and define the logarithmic quantum differ-
ential systems (see [36]):
Definition 2.1.6 Let D be a divisor in M . We will say that the quantum differential system Q
has logarithmic poles along D if moreover
Φ : E → E ⊗Ω1M (logD)
and
▽ : E → E ⊗ Ω1M (logD)
where Ω1M(logD) denotes the module of the differential forms with logarithmic poles along D.
The following example shows that quantum cohomology produces naturally logarithmic quantum
differential systems:
Example 2.1.7 (A-side)
One associates (canonically) a quantum differential system to the (small) quantum cohomology of
a smooth projective variety X, with cohomology only in even degree, as follows (see for instance [6]
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and the references therein; we assume here that the quantum product ◦ is everywhere convergent3):
the trivial bundle is the one whose fibers are H∗(X,C), that is
π : P1 ×M ×H∗(X,C)→ P1 ×M
where M = H∗(X,C). Let {φk}
µ−1
k=0 be a (homogeneous) basis of H
∗(X) and {tk}
µ−1
k=0 be a dual
coordinate system on H∗(X,C). The connection ∇A is defined by
∇A∂tk
= ∂tk +
1
θ
φk ◦ξ and ∇
A
θ∂θ
= θ∂θ +
1
θ
E ◦ξ +µ
where ◦ denotes the quantum product, parametrized by ξ ∈M , E is the “Euler vector field“
E := c1(TX) +
µ−1∑
k=0
(1−
1
2
degφk)t
kφk
and
µ(φk) := (
1
2
deg φk −
n
2
)φk.
Notice that, by definition, the sections φk are ▽-flat. Flatness of ∇
A follows from the associativity
and the commutativity of the quantum product. The metric S is built with the help of the form
(a, b) =
∫
X a ∪ b, where a and b cohomology classes. In the case of small quantum cohomology, we
have
∇Aqk∂qk
= qk∂qk +
1
θ
φk◦ξ
where qk = e
tk for k = 1, · · · , r and r = dimCH
2(X,C) and tk ∈ H
2(X,C)/2iπH2(X,Z), thanks
to the divisor axiom. Analogous construction for orbifolds (see f.i [26], [12]).
2.2 Quantum differential systems associated with regular functions
One can attach a quantum differential system to any regular tame function, see [13], [14], [8], [9]:
an overview of the construction is given in the Appendix. Let us emphasize the following facts:
1. a solution of the Birkhoff problem for the Brieskorn lattice of a regular tame function (see
step 2 in the Appendix) produces a quantum differential system.
2. Two different solutions of the Birkhoff problem yield a priori two different bundles (which
can be difficult to compare) and, even if the maps Φ (resp. V0) associated with two different
quantum differential systems are conjugated, the endomorphisms V∞ (resp. the connection
▽) will not in general. We thus have to pay attention to this crucial problem on the B-side:
what is the/a “good” choice?
3. It turns out that the solutions of the Birkhoff problem are in one-to-one correspondence with
the opposite filtrations, stable under the action of the monodromy, to the Hodge filtration
defined on the nearby cycles, see [13, Appendix B]. In [13], canonical solutions of the Birkhoff
problem (hence canonical quantum differential systems) are defined (we require in addition
that V∞ is semi-simple, its eigenvalues running through the spectrum at infinity of the func-
tion, as defined in [41]): the opposite filtrations alluded to are constructed with the help of
Deligne’s Ipq, following an idea of M. Saito [43].
3Replace M by U in what follows if the quantum product converges only on U ⊂M
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All these phenomena are also discussed in [14], [8] and [9].
Example 2.2.1 (B-side, after [12] and [14])
Let (w1, · · · , wn) be strictly positive integers, U = (C
∗)n et MB = C∗. We define F : U ×MB → C
by
F (u1, · · · , un, x) = u1 + · · ·+ un +
x
uw11 · · · u
wn
n
.
A distinguished solution ω = (ω0, · · · , ωµ−1) of the Birkhoff problem for the Brieskorn lattice G0 of
F (see Appendix), which is a free C[x, x−1, θ]-module of rank µ := 1 + w1 + · · · + wn, is described
in [12, Section 4] (see also section 9.1 below). It yields an extension of this lattice as a trivial
bundle GB on P1 ×MB, equipped with a connection ∇B with the required poles: the matrix of the
Gauss-Manin connection in the basis ω takes the form
(
A0(x)
θ
+A∞)
dθ
θ
+ (R−
A0(x)
µθ
)
dx
x
(8)
where4
A0(x) = µ

0 0 0 0 0 xww
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 .. 0 0
0 0 0 0 1 0

R = diag(c0, · · · , cµ−1), ci ∈ [0, 1[ (see formula (63) in section 9.1 for a definition of the ci’s) and
A∞ = diag(α0, · · · , αµ−1). The rational numbers αi are defined by αi = i − µci and run through
the spectrum at infinity, as defined in [41] (see also [14]), of the function f := F (•, 1).
Define
SB(ωk, ωℓ) =

1
w1···wn
θn if 0 ≤ k ≤ n and k + ℓ = n,
x
ww
1
w1···wn
θn if n+ 1 ≤ k ≤ µ− 1 and k + ℓ = µ+ n,
0 otherwise
These formulas are extended to GB and yield a bilinear form satisfying the properties of definition
2.1.1 with d = n.
Summarizing ([12, Theorem 4.4.1]) the tuple
QB = (MB ,GB ,∇B, S, n)
is a quantum differential system on MB = C∗. The restriction of this quantum differential system
at x = 1 is a quantum differential system on a point which is precisely, after [14], the canonical
quantum differential system associated with the function F (•, 1) by the construction above.
Remark 2.2.2 Keeping mirror symmetry in mind (see section 2.4 below), some generalizations of
the previous example are expected. For instance:
(1) the ones considered in [26] (see also [37]), where the function F is the function
u0 + · · ·+ un (9)
4We put ww = ww11 · · ·w
wn
n .
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defined on
U = {(u0, · · · , un) ∈ C
n+1| u
w10
0 · · · u
w1n
n = x1, · · · , u
wr0
0 · · · u
wrn
n = xr}
where (x1, · · · , xr) ∈ (C
∗)r and (wi0, · · · , w
i
n) ∈ Z
n for 1 ≤ i ≤ r;
(2) the Hori-Vafa models (see [25], [20], [35]...) where the function F is the function
u0 + · · ·+ un (10)
defined on
U = {(u0, · · · , un) ∈ C
n+1| uw00 · · · u
wn
n = x,
∑
j∈Ii
uj = 1}.
Here x ∈ C∗, (w0, · · · , wn) ∈ (N
∗)n and Ii, i = 1, · · · , k, are k non-intersecting subsets of
{0, · · · , n}. The coordinate uj is assumed to have the degree wj and
∑
j∈Ii
uj the degree li :=∑
j∈Ii
wj. These functions are expected to be B-models for smooth hypersurfaces in projective
spaces. Whatever happens, it could be interesting to study the quantum differential system associ-
ated with F , see [11], [21].
Another slightly different source of examples is given by the rescalings of a tame regular function:
we will come back to this in detail in section 7.1. In order to complete the panorama, see also
section 11 for the mirror of the Hirzebruch surface.
2.3 Reconstruction theorem and (pre-)primitive forms
An important point in the theory of quantum differential systems is that one can define unfoldings
and even universal unfoldings of such objects, see [23, Definition 2.3]. In some cases, a finite set
of initial data allows to construct a universal unfolding of a given quantum differential system (see
[23, Theorem 2.5] and the references to B. Malgrange and B. Dubrovin therein): this is the starting
point in [8] and [9] in order to construct canonical quantum differential systems and canonical
Frobenius manifolds associated with Laurent polynomials.
Definition 2.3.1 Let Q = (M,G,∇, S, d) be a quantum differential system on M , ω be a global
section of G. The period map associated with ω is the map
ϕω : ΘM → i
∗
{θ=0}G
defined by ϕω(ξ) = −Φξ(ω) where ΘM denotes the sheaf of vector fields on M .
Let M = (Cr+1, 0) and m be the maximal ideal of OM . The index
o will denote the operation
”modulo m”. Hertling and Manin’s theorem is the following:
Theorem 2.3.2 (Theorem 2.5 in [23]) Let Q = (M,G,∇, S, d) be a quantum differential system
on M . Assume that there exists a ▽-flat section ω ∈ i∗{θ=0}G such that
1. (GC) ωo and its images under iteration of the maps Ro0 and Φ
o
ξ, for all ξ ∈ Θ
o
M , generate
i∗{θ=0}G
o,
2. (IC) the period map ϕωo : Θ
o
M → i
∗
{θ=0}G
o defined is injective.
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Then the quantum differential system Q has a universal deformation.
Definition 2.3.3 1. A section ω satisfying the conditions (GC) and (IC) is called pre-primitive.
If moreover the period map ϕω is an isomorphism we will say that ω is primitive.
2. We will say that a pre-primitive section ω is canonical if it generates the eigenspace associated
with the smallest eigenvalue of V∞.
Remark 2.3.4 (1) Condition (IC) is empty if M = {point}. Assume moreover that R0 is regular,
i.e its characteristic polynomial is equal to its minimal polynomial: there exists ω such that
ω,R0(ω), · · · , (R0)
µ−1(ω)
is a basis of i∗{θ=0}G over C and ω is thus pre-primitive.
(2) Condition (GC) is satisfied if ω and its derivative θ∇X1θ∇X2 · · · θ∇Xℓω generate i
∗
{θ=0}G.
Theorem 2.3.2 is originally stated for a punctual germ M . More convenient (for our purpose)
global versions of this result can be found in [9]: for instance, if M = Ar+1, the period map
attached to ω is now a C[x]-linear map, defined on the Weyl algebra Ar(C) = C[x] < ∂x >, by
ϕω(ξ) = −Φξ(ω) (analogous construction if M = (C
∗)r is a torus).
Example 2.3.5 In the situation of example 2.2.1, the period map associated with the section ω0 is
ϕω0 : C[x, x
−1] < ∂x >→ G0/θG0
where ϕω0(x∂x) = ω1. The section ω0 is pre-primitive and canonical in the sense of definition 2.3.3.
We also define a connection ▽ω0 on C[x, x−1] < ∂x > by
▽ω0x∂x(x∂x) = ▽x∂x(ϕω0(x∂x)) = ▽x∂x(ω1)
The vector field x∂x is ▽
ω0-flat because ▽x∂x(ω1) = c1ω1 and c1 = 0 for n ≥ 1 (see section 9.1
below): the coordinate t defined by x = et is thus flat. See also section 11.3.4 for another concrete
computation of flat coordinates.
2.4 A motivation: mirror symmetry via quantum differential systems
2.4.1 Mirror symmetry and quantum differential systems
Another (connected) important point is that one can compare two quantum differential systems:
Definition 2.4.1 The quantum differential systems
(MA,HA,∇A, SA, nA) and (MB ,HB ,∇B, SB , nB)
are isomorphic if there exists an isomorphism (id, ν) : P1 ×MA → P1 ×MB and an isomorphism
of vector bundles γ : HA → (id, ν)∗HB compatible with the connections and the metrics.
Definition 2.4.2 Two models are mirror partners if their quantum differential systems are iso-
morphic.
Notice that the map ν measures “flatness”: if (MA,HA,∇A, SA, nA) is the quantum differential
system associated with the small quantum cohomology by example 2.1.7, it is defined by flat
coordinates on MB , because the ones used on MA are so: see f.i theorem 2.4.3 and section 11.4.2
below.
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2.4.2 Example: mirror symmetry for weighted projective spaces
A nice class of examples, which bring to light some unexpected phenomena (this is discussed with
some details in [12]), is given by weighted projective spaces for which we have the following result:
let p = c1(O(1)) ∈ H
2
orb(P(w),C) and
(p◦tp)i = p ◦tp · · · ◦tp p,
where the quantum product ◦ is counted i− 1 times. We keep the notations of example 2.2.1.
Theorem 2.4.3 (Theorem 5.1.1 in [12]) The quantum differential system associated with the
weighted projective spaces5 P(1, w1, · · · , wn) by example 2.1.7 is isomorphic to the one associated
with the fonction F by example 2.2.1. We have MA =MB = C∗ and the isomorphism γ (resp. ν)
sends (p◦tp)i onto ωi (resp. is the identity).
Notice that the coordinate x is flat (see example 2.3.5 above) and this explains why the map ν is
equal to the identity. Nevertheless, (p◦tp)i is not a flat section of the residual connection ▽A.
Remark 2.4.4 (1) As a consequence of the theorem, the matrix of the small quantum multiplication
p◦tp in the basis ((p
◦tp)i) is equal to AF0 (e
t), which is the matrix of multiplication6 by ω0 on G
F
0 /θG
F
0
in the basis induced by ω. One gets in this way a correspondence between the products which allows
to see the quantum product as a simple computation in algebra.
(2) The rational number αi is equal to half of the orbifold degree of (p
◦tp)i: the latter are thus in
correspondence with the “spectrum at infinity” of the fonction F (•, 1).
More generally, the function in remark 2.2.2 (1) should give the mirror (in the sense of definition
2.4.2) of toric orbifolds (see [26], [37]) and the one in remark 2.2.2 (2) should give, after [25], [20],
[35], the mirror of complete intersections in the weighted projective space P(w0, · · · , wn). The
computation of our mirror partner of the Hirzebruch surface F2 is done in section 11 (see theorem
11.4.3).
3 The Dubrovin connection and the quantum product of a quan-
tum differential system
Let Q = (M,G,∇, S, n) be a quantum differential system, ω = (ω0, · · · , ωµ−1) be an OM -basis
7 of
E = π∗G. As above, we will denote by x = (x0, · · · , xr) the coordinates on M .
3.1 Dubrovin connection of a quantum differential system
An important object for our purpose is the Dubrovin connection of the quantum differential system
Q, which encodes the “quantum product”, as defined in section 3.2 below. We rewrite here what
is known in a slightly different settings, see [16] and [6, section 8.4].
5The case w1 = · · · = ωn = 1 has been first considered in [2]
6GF0 /θG
F
0 is naturally equipped with a structure of ring, via ω0, a (pre-)primitive section.
7The algebraic version is straightforward.
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Definition 3.1.1 The connection ∇d defined by
∇d := ▽+
Φ
θ
, (11)
is called the Dubrovin connexion of the quantum differential system Q.
Proposition 3.1.2 The connection ∇d is flat.
Proof. Flatness of ∇d is equivalent to ▽2 = 0, Φ ∧ Φ = 0 and ▽Φ = 0. This is precisely what
gives proposition 2.1.2. ✷
Let us emphasize once again that the flatness of ▽, and hence the flatness of ∇d, is a characteristic
property of quantum differential systems which is lost if we drop the assumption on the poles at
infinity of the connection ∇.
Remark 3.1.3 A quantum differential system on M produces naturally a variation of semi-infinite
Hodge structures on M , in the sense of Barannikov [3]. Recall that G0 denotes the restriction of
G at U0: it is a free OM [θ]-module. We define an increasing filtration F• of G := G0[θ
−1] by
OM [θ]-submodules, putting FpG := θ
−pG0: we thus have ∇
d(Fp) ⊂ Fp+1 (Griffith’s transversality
condition). Let us now define the “θ-connection”
∇θ : G0 → Ω
1
M ⊗G0
by ∇θ := θ∇d. By definition it satisfies
∇θX(f(x, θ)η) = (θXf(x, θ))η + f(x, θ)∇
θ
Xη,
[∇θX ,∇
θ
Y ] = θ∇
θ
[X,Y ]
and
θXS(η, ν) = S(∇θXη, ν)− S(η,∇
θ
Xν)
where η and ν (resp. f(x, θ)) are sections of G0 (resp. OM [θ]) and X and Y are vector fields
on M . Summarizing, the tuple V SHSQ := (M,G0,∇
θ
M , S) is a variation of semi-infinite Hodge
structures on M .
3.2 Quantum product of a quantum differential system
In what follows, we will assume that Φ∂x0 is the identity
8.
Definition 3.2.1 We define an OM -bilinear map ∗ on E ≃ G0/θG0 by
ωi ∗ ωj := [Φ∂xi (ωj)]
for all 0 ≤ i ≤ r and 0 ≤ j ≤ µ− 1, where [ ] denotes the class in E.
8On the A-side, that is in the setting of example 2.1.7, the coordinate x0 is associated with the first cohomology
goup H0 while on the B-side x0 is the constant term in the unfoldings of functions
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This map defines a product but it doesn’t need to have any associativity and/or commutativity
property and/or an identity. This is however sometimes the case:
Proposition 3.2.2 Assume that the section ω0 is such that ωi = Φ∂xi (ω0) for all 0 ≤ i ≤ r. Then
1. ωi ∗ ω0 = ωi for all 0 ≤ i ≤ r,
2. ωi ∗ ωj = ωj ∗ ωi for all 0 ≤ i, j ≤ r,
3. (ωi ∗ ωj) ∗ ωk = ωi ∗ (ωj ∗ ωk) for all 0 ≤ i, j, k ≤ r, under the assumption that ωi ∗ ωj ∈∑r
k=0OMωk
9,
4. g(ωi ∗ ωj, ωk) = g(ωj , ωi ∗ ωk) for all 0 ≤ i ≤ r and 0 ≤ j, k ≤ µ− 1
where g is the bilinear form defined by formula (6).
Proof. The first point is clear, thanks to the assumption on ω0. The second one follows from the
formula Φ ∧ Φ = 0 (see proposition 2.1.2) from which we get Φ∂xiΦ∂xj = Φ∂xjΦ∂xi . For the third
one, one writes
ωi ∗ (ωj ∗ ωk) = Φ∂xi (ωj ∗ ωk) = Φ∂xi (Φ∂xj (Φ∂xk (ω0)))
and, using the moreover the second assertion,
(ωi ∗ ωj) ∗ ωk = ωk ∗ (ωi ∗ ωj) = Φ∂xk (Φ∂xi (Φ∂xj (ω0)))
We get the desired formula because Φ∂xl and Φ∂xr commute. Last, we have
g(ωi ∗ ωj, ωk) = g(Φi(ωj), ωk) = g(ωj ,Φi(ωk)) = g(ωj , ωi ∗ ωk),
where the second equality follows from Φ∗ = Φ (see remark 2.1.4). ✷
Notice that a section ω0 as in proposition 3.2.2 defines an injective period map, see definition 2.3.3.
On the B-side it happens that there exists such sections, for instance if the quantum differential
system is associated with a subdiagram deformation of a convenient and non-degenerate Laurent
polynomial, see [9]. See also example 2.3.5 and section 11.
Definition 3.2.3 In the situation of proposition 3.2.2, we will say that the map ∗ is the quantum
product and that E is the quantum algebra of the quantum differential system Q.
Remark 3.2.4 (1) The variation of semi-infinite Hodge structure V SHSQ, and hence the quantum
differential system Q, yields a “quantization” on the θ-axis of the quantum algebra E (on the B-
side, E is a Jacobian ring): G0 is a OM [θ]-free module and E ≃ i
∗
{θ=0}G0.
(2) Assume that ω0 is as in proposition 3.2.2. Assume moreover that we have an isomorphism of
OM -modules δ : E → H and let ηi = δ(ωi). This isomorphism yields a product ◦ on H by
ηk ◦ ηℓ := δ(δ
−1(ηk) ∗ δ
−1(ηℓ)), (12)
a connection ▽δ on H by
▽δ (ηj) = δ▽ (δ
−1(ηj)) (13)
9This happens for instance if r = µ− 1. If not, the left hand is not well defined.
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and a “metric” gδ on H by
gδ(ηi, ηj) = g(δ
−1(ηi), δ
−1(ηj)), (14)
these objects being extended on H by linearity. By definition, the product ◦ inherits all the properties
of ∗ and the connection ∇δ defined on H by
∇δ∂xi
(
∑
k
ak(x)ηk) = ▽
δ
∂xi
(
∑
k
ak(x)ηk) + τ
∑
k
ak(x)ηi ◦ ηk
is flat. If H = ΘM and if the period map ϕω0 (see theorem 2.3.2) is an isomorphism, we get in this
way a Frobenius manifold.
4 Fundamental solutions of a quantum differential system
Let Q = (M,G,∇, S, n) be a quantum differential system dimCM = r + 1. We have
∇ = ▽+
Φ
θ
+ (
V0
θ
+ V∞)
dθ
θ
by proposition 2.1.2. Until the end of this paper, we will assume that V∞ is semi-simple as it will
be the case in our favorite situations (A-side and B-side). In what follows, ω = (ω0, · · · , ωµ−1) will
denote a basis of π∗G over OM , fixed once for all. In the basis 1⊗ ω de G, the matrix of ∇ is thus
(
A0(x)
θ
+A∞(x)
dθ
θ
+ C(x) +
D(x)
θ
(15)
where x = (x0, · · · , xr) ∈M . Recall that τ := θ
−1.
4.1 The fundamental solutions of the Dubrovin connection
Recall the flat Dubrovin connection ∇d of definition 3.1.1. It has flat sections. Let us precise this
point. Again, the results of this section are in essence classical, see f.i [17], [6], and we detail them
in our situation mainly to establish notations and to set the different objects that we will use later.
Lemma 4.1.1 There exists a (non necessarily unique) formal power series (in τ)
Q(x, τ) = I +
∑
i≥1
Qi(x)τ
i
where I ∈ Mµ×µ(C) is the identity matrix and Qi(x) ∈ Mµ×µ(O(M)) such that
∇d(ωQ) = (▽ω)Q (16)
Proof. We have to show that there exists a matrix Q such that
dMQ(x, τ) = −τD(x)Q(x, τ)
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where dM denotes the differential on M . The independant term of τ in this equality shows that
dMQ0(x) = 0 thus Q0(x) is constant: we choose it equal to the identity I. The term of degree
r ≥ 1 in τ yields
dMQr(x) = −D(x)Qr−1(x).
For r = 1, this equation has a solution because dMD(x) = 0 (this is what gives equation ▽Φ = 0)
and dMQ0(x) = 0. It has also a solution for r ≥ 2 because dM (D(x)Qr−1(x)) = 0, which is
equivalent to
∂xj(D
(i)(x)Qr−1(x)) = ∂xi(D
(j)(x)Qr−1(x))
for all i and for all j. These equalities are shown by induction, using moreover the fact that
Φ ∧ Φ = 0. ✷
Corollary 4.1.2 1. There exists a matrix
P (x, τ) = P0(x) +
∑
i≥1
Pi(x)τ
i ∈ Mµ×µ(O(M˜ )[[τ ]])
such that ∇d((ω0, · · · , ωµ−1)P ) = 0.
2. After the base change of matrix P , the matrix of ∇ takes the form R(τ)dττ where
R(τ) =
∑
k≥0
Rkτ
k
is a formal power series in τ and the matrices Rk are constant
10.
Proof. (1) Let P0(x) such that ▽((ω0, · · · , ωµ−1)P0(x)) = 0. Apply the previous lemma to the ▽-
flat basis (ω0, · · · , ωµ−1)P0(x) (if the basis ω is ▽-flat from the beginning, P0(x) = I and P = Q).
(2) Follows from the flatness of ∇. ✷
Definition 4.1.3 The matrix P := P (x, τ) is called fundamental solution of the Dubrovin connec-
tion ∇d.
Remark 4.1.4 Let P (x, τ) be a fundamental solution. Then P˜ (x, τ) is a fundamental solution if
and only if there exists an invertible matrix
α(τ) = α0 +
∑
k≥1
αkτ
k
where αi ∈ Mµ×µ(C), such that P˜ (x, τ) = P (x, τ)α(τ), as it follows from the base change formula
for a connection.
10In particular, R0 = −P
−1
0 A∞P0.
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4.2 The J-functions of a quantum differential system
We define here the J-functions of a general quantum differential system. In the situation of example
2.1.7, our definition agrees with the usual object considered in classical mirror symmetry.
Let P be a fundamental solution and (e0, · · · , eµ−1) := (ω0, · · · , ωµ−1)P . We define
HP = {(e0, · · · , eµ−1)

y0
y1
· · ·
yµ−1
 ∈ Γ(U∞ ×M,G)| P

y0
y1
· · ·
yµ−1
 ∈ (OM )µ}
If η =
∑µ−1
i=0 siωi ∈ Γ(P
1 ×M,G), we will write
JP,ηQ := P
−1η = (e0, · · · , eµ−1)

y0
y1
· · ·
yµ−1
 where P

y0
y1
· · ·
yµ−1
 =

s0
s1
· · ·
sµ−1
 . (17)
By definition, the function JP,ηQ is thus the section η expressed in the frame (e0, · · · , eµ−1).
Lemma 4.2.1 1. Let ∇˜d be the connection induced by ∇d on HP . Then
∇˜dX(y0e0 + · · ·+ yµ−1eµ−1) = X(y0)e0 + · · ·+X(yµ−1)eµ−1 (18)
for any vector field X on M .
2. We have
∇˜dX(J
P,η
Q ) = P
−1∇dXη (19)
for any vector field X on M and η ∈ Γ(P1 ×M,G).
Proof. 1. Let X be a vector field on M . We have
∇˜dX((e0, · · · , eµ−1)

y0
y1
· · ·
yµ−1
) = ∇dX((ω0, · · · , ωµ−1)P

y0
y1
· · ·
yµ−1
)
= (ω0, · · · , ωµ−1)P

X(y0)
X(y1)
· · ·
X(yµ−1)
 = (e0, · · · , eµ−1)

X(y0)
X(y1)
· · ·
X(yµ−1)

where the second equality follows from the fact that P is a fundamental solution.
2. We now have, keeping the previous notations,
X(y0)
X(y1)
· · ·
X(yµ−1)
 = P−1iXΩ

s0
s1
· · ·
sµ−1

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where Ω is the matrix of ∇d in the basis ω. ✷
As suggested by formula (18), we will write X(JP,ηQ ) instead of ∇˜
d
X(J
P,η
Q ). Notice that Y X(J
P,η
Q ) =
P−1∇dY∇
d
Xη etc...
Keeping quantum product in mind, see section 3.2, it is natural to consider the section JP,ω0Q
where ω0 satisfies the condition of proposition 3.2.2. If it happens to be the case, we have θ∂jJ
P,ω0
Q =
P−1ωj + θP
−1▽∂j ω0. In particular,
θ∂jJ
P,ω0
Q = P
−1ωj
if ▽ω0 = 0.
Definition 4.2.2 Let P be a fundamental solution of the Dubrovin connection and assume that the
section ω0 is as in proposition 3.2.2. We will call J
P,ω0
Q a J-function of the quantum differential
system Q.
The following result explains the link with the product ∗ defined in section 3.2. We will write, for
H a polynomial function of 2r+3 variables, H(θ∂x, x, θ) instead of H(θ∂x0 , · · · , θ∂xr , x0, · · · , xr, θ)
and, for simplicity, J instead of JP,ω0Q .
Proposition 4.2.3 Let J be a J-function of the quantum differential system Q.
1. We have H(∗, x, 0) = 0 if H(θ∂x, x, θ)J = 0.
2. Assume moreover that the basis ω is ▽-flat. We have (operators of order 2),
θ∂xjθ∂xiJ =
∑
k
akji(x)θ∂xkJ
if and only if ωj ∗ ωi =
∑
k a
k
ji(x)ωk.
Proof. 1. Let us observe that H(θ∂x, x, θ)J = 0 if and only if H(θ∇
d
∂x
, x, θ)ω0 = 0, as it follows
from formula (19). Now, using the definition of the quantum product,
θ∇d∂ik
· · · θ∇d∂i1
ω0 = ωik ∗ · · · ∗ ωi1 + θA(θ)
for a suitable formal power series A. For 2., we have, thanks to the flatness of ω, θ2∂xj∂xiJ =
P−1ωj ∗ ωi and we use again θ∂xkJ = P
−1ωk. ✷
Let us emphasize the fact that the function JP,ω0Q depends on the pre-primitive section and on
the fundamental solution P . The aim of the next section is to define canonical J-functions. In
the situation of example 2.1.7, we will see that Givental’s J function is such a canonical function,
obtained by taking ω0 = 1 together with a canonical fundamental solution P . In this case, we have
JP,ω0Q = e
τQ lnx(ω0 +O(τ))
for a suitable constant matrix Q. See corollary 6.3.7. We will see also that, for suitable fundamental
solutions P , JP,ω0Q can be expressed with the help of the bilinear form of the quantum differential
system Q, see proposition 5.2.6.
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5 Canonical fundamental solutions of a quantum differential sys-
tem
The aim of this section is to define canonical fundamental solutions, and hence canonical J-functions
(see section 5.3): this is done with the help of Dubrovin’s symmetric and conformal fundamental
solutions, see [17, Lecture 2]. We keep the situation of the beginning of section 4.
5.1 A class of convergent fundamental solutions: conformal solutions (after
[17])
We define here some convergent (in τ) fundamental solutions. First, one can precise corollary 4.1.2
with the help of the following well-known lemma:
Lemma 5.1.1 There exist a fundamental solution P˜ (x, τ) such that the matrix of the connection
is, after the base change of matrix P˜ (x, τ),
(R˜0 + R˜1τ + · · ·+ R˜δτ
δ)
dτ
τ
(20)
the matrices R˜k satisfying [R˜0, R˜k] = −kR˜k for all k ≥ 1 and R˜0 = R0 where R0 is defined in
corollary 4.1.2.
Proof. It is essentially the one giving the Levelt normal form (see for instance [39, Exercice II.2.20],
[17, Lemma 2.5] and the references therein). ✷
Remark 5.1.2 One has δ ≤ max|λi−λj|, where the maximum is taken over the differences of the
eigenvalues of R0. In particular, R˜k = 0 for all k ≥ 1 if R0 is non-resonant. On the B-side (with
the previous notations, R0 = −A∞), we thus have δ ≤ dimC U if the quantum differential system
is associated with a regular tame function f : U → C, see Appendix, because the eigenvalues of A∞
run through the spectrum of f at infinity.
Definition 5.1.3 A fundamental solution which has the properties of lemma 5.1.1 is called con-
formal.
The following two results motivate the definition of conformal solutions:
Proposition 5.1.4 A conformal fundamental solution is convergent (in τ).
Proof. Let P˜ (x, τ) be such a solution. then it satisfies
τ∂τ P˜ (x, τ) = P˜ (x, τ)R˜(τ) + (τA0(x) +A∞)P˜ (x, τ) (21)
The matrices R˜(τ) and τA0(x)+A∞ are convergent, and we can conclude using a classical argument
of regular singularity (see f.i [39, Proposition II.2.18]). ✷
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Proposition 5.1.5 Let P˜ (x, τ) be a conformal fundamental solution and Λ be the diagonal matrix
whose eigenvalues are the integer parts of those of R˜0. Assume moreover that R˜0 is block diagonal,
each block corresponding to an eigenvalue.
1. After the base change, meromorphic in τ , of matrix P˜ (x, τ)τ−Λ, the matrix of ∇ takes the
form
(R˜0 − Λ + R˜1 + · · ·+ R˜δ)
dτ
τ
.
2. A basis of flat sections is (ω0, · · · , ωµ−1)P˜ (x, τ)τ
−R˜0τ−(R˜1+···+R˜δ).
Proof. 1. Indeed, [Λ, R˜k] = −kR˜k if [R˜0, R˜k] = −kR˜k and 2. follows because R˜0 − Λ commutes
with R˜1 + · · ·+ R˜δ and Λ. ✷
Remark 5.1.6 We can compare conformal fundamental solutions, as in remark 4.1.4. We will
say that the matrix α(τ) is homogeneous if
α(τ) =
∑
ℓ≥0
α
(−ℓ)
ℓ τ
ℓ
where α
(−ℓ)
ℓ ∈ ker(AdR0+ ℓI) for all ℓ ∈ Z. Let P and P˜ be two fundamental solutions and assume
that P is conformal. Then P˜ is conformal if and only if there exists a homogeneous matrix α(τ)
such that P˜ = Pα(τ), see also [17].
5.2 Symmetric solutions (after [17])
Let P be a fundamental solution and
e = (e0, · · · , eµ−1) := (ω0, · · · , ωµ−1)P
Let us analyze the behaviour of e with respect to S. By the proof of corollary 4.1.2 (1), we may
assume that the basis ω = (ω0, · · · , ωµ−1) is ▽-flat.
Lemma 5.2.1 We have S(ei, ej) ∈ C[τ ]τ
−n for all i and for all j.
Proof. S(ei, ej) depends only on τ , because P is a fundamental solution and because S is ∇-flat,
and the result follows from formula (5). ✷
The best that we can expect is S(ei, ej) ∈ Cτ
−n and this happens for instance if S(ei, ej) =
S(ωi, ωj), because S(ωi, ωj) ∈ Cτ
−n by remark 2.1.4.
Definition 5.2.2 Let P be a fundamental solution. We will say that it is symmetric if
P ∗(x,−τ)P (x, τ) = I
where P ∗(x,−τ) = η−1P (x,−τ)T η, η being the Gram matrix of S in the basis ω and T denoting
the transpose matrix.
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We will consider the following situation in section 6 (see theorem 6.3.4):
Proposition 5.2.3 Let us assume that M = C∗ and consider the fundamental solution P (x1, τ) =
H(x1, τ)e
τD lnx1 where H is a matrix of holomorphic functions on C×C such that H(0, τ) = I and
D is a constant matrix. Then P is symmetric.
Proof. Recall that S(ωi, ωj) ∈ Cτ
−n for all i and for all j. We have
S(ei, ej) = S(H(0, τ)e
τD lnxωi,H(0, τ)e
τD lnxωj) + o(1)
= S(eτD lnxωi, e
τD lnxωj) + o(1) = S(e
−τD∗ lnxeτD lnxωi, ωj) + o(1)
as x → 0. By lemma 5.2.1, we must have eτD
∗ lnx = eτD lnx and S(ei, ej) = S(ωi, ωj): P is thus
symmetric. ✷
More generally, but we won’t directly use this result, one can show, as in [17, Lemma 2.5], that
there exists conformal and symmetric fundamental solutions.
Remark 5.2.4 It follows from remark 5.1.6 that a conformal, symmetric fundamental solution is
unique up to right multiplication by homogeneous and symmetric (i.e satisfying α(−τ)∗α(τ) = I)
sections α(τ).
Here are two consequences of the symmetry:
Proposition 5.2.5 Let P be a conformal, symmetric fundamental solution. Then we have R˜∗k =
(−1)k+1R˜k pour k ≥ 1 and R
∗
0 = −nId−R0 in formula (20).
Proof. Transpose equality (21) taking into account equations (7). ✷
Last, if if P is symmetric and if the basis ω is orthogonal with respect to S, the J-functions of
definition 4.2.2 are expressed as follows (the dual ωi of ωi is defined in remark 2.1.4):
Proposition 5.2.6 Let us assume that the fundamental solution P is symmetric. Then, the func-
tions JP,ω0 is defined by the formula
JP,ω0Q =
µ−1∑
j=0
g(P (ωj), ω0)ω
j
where g is given by formula (6) and we have
∂xiJ
P,ω0
Q =
µ−1∑
j=0
∂xi(g(P (ωj), ω0))ω
j
for all i = 1, · · · , r.
Proof. The first equality follows from symmetry. For the second one, we have, using respectively
the definition, the symmetry and the flatness of g, together with the fact that P is a fundamental
solution,
g(ωj , ∂xiJ
P,ω0
Q ) = g(ωj , P
−1∇d∂xi
ω0) = g(Pωj ,∇
d
∂xi
ω0) = ∂xi(g(P (ωj), ω0))
and this gives the expected result. ✷
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5.3 Canonical fundamental solutions and canonical J-functions
Definition 5.3.1 We will say that the fundamental solution P is canonical if it is conformal,
symmetric and if moreover
R(τ) = R0 +R1τ (22)
R(τ)dττ denoting the matrix of ∇ after the base change of matrix P .
Remark 5.3.2 Let P be a canonical fundamental solution. It follows from proposition 5.1.5 that
a basis of flat sections takes the form (ω0, · · · , ωµ−1)Ψ where
Ψ(x, τ) = P (x, τ)τ−R0τ−R1Ψconst,
Ψconst denoting a constant matrix.
Lemma 5.3.3 Let P be a conformal, symmetric solution and
R(τ) = R0 +R1τ + · · · +Rδτ
δ
the matrix associated with it by lemma 5.1.1. Then there exists a canonical fundamental solution
if and only if there exists a homogeneous matrix α(τ) (see remark 5.1.6)
α(τ) = I +
∑
k≥1
α
(−k)
k τ
k
such that
• [α
(−k)
k , R1] = Rk+1 for all k ≥ 1,
• α∗(−τ)α(τ) = I.
In this case, P˜ = Pα(τ) is a canonical solution and the matrix R˜(τ) associated with P˜ by lemma
5.1.1 is R0 +R1τ .
Proof. By remark P˜ = Pα(τ) is a conformal and fundamental solution if and only if α(τ) =∑
i≥0 α
(−i)
i τ
i is a homogeneous matrix. Without loss of generality (replace α by α−10 α if necessary)
we can assume that α0 = I. The matrix R˜(τ) attached to P˜ by lemma 5.1.1 is R˜0 + R˜1τ if and
only if
τα′ = α(R˜0 + R˜1τ)− (R0 +R1τ + · · ·+Rδτ
δ)α (23)
The constant term gives R˜0 = R0, the one of degree 1 (in τ) yields
(AdR0 + I)(α
(−1)
1 ) = R˜1 −R1
and more generally the one of degree k in τ (k ≥ 2)
(AdR0 + kI)(α
(−k)
k ) = [αk−1, R˜1]−Rk.
The first assertion follows because α is homogeneous. follows that α1 ∈ V
(−1) and then R˜1 = R1.
The last assertion about symmetry is clear. ✷
A canonical solution is thus unique up to multiplication by constant homogeneous matrices. More
precisely,
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Corollary 5.3.4 Assume that P˜ and Q˜ are two canonical solutions. The matrices of the connection
∇ in the bases ωP˜ and ωQ˜ are respectively (R0 + R1τ)
dτ
τ and α
−1
0 (R0 + R1τ)α0
dτ
τ where α0 is a
homogeneous matrix of degree 0.
In particular, formula (22) is unique up to conjugation by a constant homogeneous matrix.
The following definition is now natural (recall the pre-primitive sections defined in 2.3.3) :
Definition 5.3.5 The canonical J-functions are JP,ω0Q = P
−1ω0 where P is a canonical funda-
mental solution and ω0 is a canonical pre-primitive section of the quantum differential system Q.
6 Non-resonant logarithmic quantum differential systems
The goal of this section is to show that there exist explicit canonical fundamental solutions under
the assumption that the quantum differential systems are logarithmic and non-resonant. It happens
to be the case for systems are associated with the small quantum cohomology described in example
2.1.7, thanks to the divisor axiom. Notice that logarithmic Frobenius manifolds have been defined
by T. Reichelt [36].
6.1 Logarithmic quantum differential systems
Let Q = (M,G,∇, S, d) be a quantum differential system. We will use the following version of
definition 2.1.6.
Definition 6.1.1 We will say that Q is logarithmic ifM = (C)r+1 and if its characteristic equation
(definition 2.1.3) has the form
r∑
i=0
M (i)(x, τ)
dxi
xi
+N(x, τ)
dτ
τ
(24)
where the matrices M (i)(x, τ) and N(x, τ) are matrices of holomorphic fonctions on Cr+1×C and
x = (x0, · · · , xr) ∈M .
One can of course replace M by an open neighbourhood of the origin in (C)r+1.
It follows from proposition 2.1.2 that
M (i)(x, τ) =M
(i)
0 (x) +M
(i)
1 (x)τ and N(x, τ) = N0(x) +N1(x)τ (25)
if the quantum differential system Q is logarithmic.
Example 6.1.2 The quantum differential systems considered in examples 2.2.1 and 2.1.7 are log-
arithmic. Rescalings (see section 7.1) provide other examples of such systems.
Remark 6.1.3 The classical limit (as x → 0) of a logarithmic differential system Q on M = C∗
is a quantum differential system on a point, that is a tuple
Qcl = (Gcl,∇cl, Scl, dc)
satisfying the conditions of definition 2.1.1. See section 6.4 below for a discussion about this.
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6.2 Non-resonant logarithmic quantum differential systems on curves
Let Q = (M,G,∇, S, d) be a logarithmic quantum differential system on M = C (definition 6.1.1
with r = 0) with pole at the origin: its characteristic equation is, in the basis ω = (ω0, · · · , ωµ−1),
M(x, τ)
dx
x
+N(x, τ)
dτ
τ
(26)
where M(x, τ) = M0(x) + M1(x)τ and N(x, τ) = N0(x) + N1(x)τ are matrices of holomorphic
functions on C× C (it could also be on (C, 0)× C, see above). We will also write
N(x, τ) = −(A0(x)τ +A∞(x))
to match with the notations of section 2.
Definition 6.2.1 The logarithmic quantum differential system Q is non-resonant at τ0 if the eigen-
values of M(0, τ0) do not differ from a non-zero integer.
Note that the quantum differential system is non-resonant at τ0 = 0 if M0(0) = 0, in particular if
M0(x) = 0 for all x. This will be our favorite situation:
Definition 6.2.2 We will say that the logarithmic quantum differential system Q is flat if M0(x) =
0 for all x.
The word “flat” recalls the flatness with respect to the residual connection ▽, see section 2.
6.3 Fundamental solutions of a non-resonant logarithmic quantum differential
system
The main result of this section (theorem 6.3.4 below) is a variation of [17, Isomonodromicity
Theorem]. Let Q be a logarithmic quantum differential system.
Lemma 6.3.1 The eigenvalues of M(0, τ) do not depend on τ .
Proof. Indeed, by isomonodromy (the connection is flat), the eigenvalues of the monodromy around
x = 0 do not depend on τ . ✷
In particular, it follows that M1(0) is nilpotent if M0(0) = 0.
Lemma 6.3.2 Let us assume that Q is non-resonant at τ0.
1. The matrix M(0, τ) is non-resonant for all τ ∈ U := C.
2. There exists a matrix H(x, τ) of holomorphic function on (C, 0)×U , uniquely determined by
the initial condition H(0, τ) = I, such that, after the base change of matrix H, the matrix of
the connection ∇ takes the form
M(0, τ)
dx
x
+ V (τ)
dτ
τ
(27)
V (τ) being a matrix of holomorphic functions on U . If moreover 0 ∈ U then
V (τ) = N(0, τ) = N0(0) +N1(0)τ.
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3. The matrix P (x, τ) = H(x, τ)e−M(0,τ) lnx is a fundamental solution of the Dubrovin connec-
tion.
Proof. 1. follows from lemma 6.3.1. The proof of 2. is classical, but we give some details in
order to set the notations and to write down explicitely the equations that we will use later (mainly
equations (28), (29) and (30)): since the matrix M(0, τ) is non-resonant for all τ ∈ U , there exists
a unique matrix
H(x, τ) = I +
∑
i≥1
H i(τ)xi,
defined on C× U , such that
x
∂H
∂x
(x, τ) = H(x, τ)M(0, τ) −M(x, τ)H(x, τ) (28)
This can be shown for instance as in [39, Proposition 2.11], separating the degrees in x: equation
(28) is then equivalent to
dHd(τ) = Hd(τ)M(0, τ) −M(0, τ)Hd(τ)−
d∑
i=1
M i(τ)Hd−i(τ) (29)
for d ≥ 1 and M(x, τ) =M(0, τ) +
∑
i≥1M
i(τ)xi. The non-resonant assumption shows that these
equations are solved in an unique way because AdM(0, τ) + dI is invertible for all integer d. After
the base change of matrix H, the matrix of the connection is
M(0, τ)
dx
x
+ V (x, τ)
dτ
τ
.
Equation (28), together with a classical argument of regularity, shows that H(x, τ) holomorphic on
(C, 0)×U , because M(x, τ) is holomorphic on C×U . In particular, V (x, τ) is also holomorphic on
(C, 0)× U . Now, it follows from the flatness of the connection that
τ
∂M
∂τ
(0, τ) − x
∂V
∂x
(x, τ) = [M(0, τ), V (x, τ)].
This gives, putting V (x, τ) = V (τ) +
∑
k≥1 V
k(τ)xk and comparing the degrees in x,
τM1(0) = [M0(0) + τM1(0), V (τ)] (30)
for k = 0 and
(AdM(0, τ) + kI)V k(τ) = 0
for k ≥ 1 and for all τ ∈ U . By assumption AdM(0, τ) + kI is invertible for k ≥ 1, and we finally
get V k(τ) = 0 for all τ ∈ U and all k ≥ 1. This shows that V (x, τ) = V (τ) and (27) follows.
Let us show the last assertion and let us assume that τ = 0 ∈ U . We also have
τ
∂H
∂τ
(x, τ) = H(x, τ)V (τ)−N(x, τ)H(x, τ). (31)
Writing V (τ) =
∑
k≥0 Vkτ
k and H(x, τ) =
∑
i≥0Hi(x)τ
i (this is possible because τ = 0 ∈ U), this
equation gives, separating now the degrees in τ ,
kHk(x) = H0(x)Vk −Nk(x)H0(x) + Ψk(x) (32)
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for all k ≥ 0 (recall that Nk(x) = 0 for k ≥ 2) with Ψ0(x) = 0 and
Ψk(x) =
k∑
i=1
(Hi(x)Vk−i −Nk−i(x)Hi(x))
for k ≥ 1. It follows that Vk = Nk(0) for all k ≥ 0 because Hi(0) = 0 for all i ≥ 1 and H0(0) = I,
thanks to the initial condition H(0, τ) = I. This completes the proof of 2. and 3. follows. ✷
Corollary 6.3.3 Assume that the eigenvalues of M0(0) are contained in an interval of length
strictly smaller than 1.
1. There exists a matrix H(x, τ) of holomorphic functions on (C, 0) × C, uniquely determined
by the initial condition H(0, τ) = I, such that the matrix of ∇ takes the form
(M0(0) +M1(0)τ)
dx
x
+ (N0(0) +N1(0)τ)
dτ
τ
after the base change of matrix H. The matrix P (x, τ) = H(x, τ)e−(M0(0)+τM1(0)) lnx is a
fundamental solution of the Dubrovin connection.
2. We have the relations
[N0(0),M0(0)] = [N1(0),M1(0)] = 0 and [N0(0),M1(0)] + [N1(0),M0(0)] = −M1(0) (33)
Proof. Follows from lemma 6.3.2 because the assumption on M0(0) shows that the quantum dif-
ferential system is non-resonant at τ0 = 0. The commutation relations follows from formula (30).
✷
Of course, the fundamental solution P in corollary 6.3.3 does not need to be conformal, neither
symmetric. If M0(x) = 0 for all x
11, the situation becomes better:
Theorem 6.3.4 Let Q be a flat logarithmic quantum differential system.
1. There exists a matrix H(x, τ) of holomorphic functions on (C, 0) × C, uniquely determined
by the initial condition H(0, τ) = I, such that the matrix P (x, τ) = H(x, τ)e−τM1(0) lnx is a
fundamental solution of the Dubrovin connection.
2. Any fundamental solution takes the form H(x, τ)e−τM1(0) lnxPcl(τ) where Pcl(τ) is a matrix
depending only on τ .
3. The matrix of the connection takes the form
(N0(0) +N1(0)τ)
dτ
τ
(34)
after the base change of matrix P .
11In this case M1(0) is nilpotent, see lemma 6.3.1.
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4. The fundamental solution P is symmetric and we have
τ∂τS(ei, ej) = S(τ∇∂τ ei, ej) + S(ei, τ∇∂τ ej)
if (e0, · · · , eµ−1) = (ω0, · · · , ωµ−1)P .
5. Assume that M1(0) = cN1(0) for some non-zero constant c. Then the fundamental solution
P is conformal.
Proof. 1. Follows from corollary 6.3.3 because M0(0) = 0 and 2. then follows from remark
4.1.4. For 3. we can proceed as follows: after the base change of matrix P (x, τ), the matrix of the
connection takes the form
[eτM1(0) lnx(N0(0) + τN1(0))e
−τM1(0) lnx − τM1(0) ln x]
dτ
τ
.
Now, we have [N0(0),M1(0)] = −M1(0) by relations (33) because M0(0) = 0 and this yields
eτM1(0) lnxN0(0) = N0(0)e
τM1(0) lnx + τM1(0)e
τM1(0) lnx lnx
and we get the expected formula using then relation [N1(0),M1(0)] = 0.
4. The first assertion thus follows from proposition 5.2.3 because S(ωi, ωj) ∈ Cτ
−n for all i and for
all j if M0(x) = 0 (see remark 2.1.4). Since P is symmetric, we have
τ∂τS(ei, ej) = τ∂τS(ωi, ωj) = S(τ∇∂τωi, ωj) + S(ωi, τ∇∂τωj)
and, by formula (34), the right hand side is equal to S(τ∇∂τ ei, ej)+S(ei, τ∇∂τ ej)+ o(1) as x tends
to 0. We conclude using the fact that S(ei, ej) does not depend on x (see lemma 5.2.1).
5. Indeed, we have [N0(0),M1(0)] = −M1(0) by relations (33) because M0(0) = 0. ✷
Remark 6.3.5 The assumption in item 5 will be satisfied in the geometric situations considered
below (small quantum cohomology and/or its mirror partner on the B-side), see section 7 below.
We will use mainly the following corollary:
Corollary 6.3.6 Let Q be a flat quantum differential system.
1. Any basis of flat sections of ∇ takes the form (ω0, · · · , ωµ−1)Ψ where
Ψ(x, τ) = H(x, τ)e−τM1(0) lnxΨcl(τ), (35)
the matrix Ψcl(τ) satisfying
τ∂τΨ
cl(τ) = −(N0(0) + τN1(0))Ψ
cl(τ).
2. If moreover P (x, τ) = H(x, τ)e−τM1(0) lnx is conformal, we have
Ψcl(τ) = τ−N0(0)τ−N1(0)Ψconst
where Ψconst is a constant matrix.
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Proof. 1. Follows from theorem 6.3.4 (items 2. and 3). We then get 2. using proposition 5.1.5.
✷
Corollary 6.3.7 Let Q be a flat quantum differential system and P be a fundamental solution as
in theorem 6.3.4 1. Then
JP,ω0Q = e
τM1(0) lnx(ω0 +O(τ))
On the A-side (example 2.1.7) we even have the asymptotic expansion, for small quantum
cohomology (and we assume here that the Picard group of X is of rank one),
JX = e
τ∪pln q(1 + o(τ))
where ∪p stands for the cup-product by the generator of H
2(X,C) and q = et. The previous
formula is important in order to show for instance Givental’s mirror formula IX = JX for X a
hypersurface of degree ℓ < n in Pn, see [6, Section 11.2]..
6.4 Classical limit of a non-resonant quantum differential system
The classical limit (as x → 0) of a logarithmic differential system Q on M = C is a quantum
differential system on a point, that is a tuple
Qcl = (Gcl,∇cl, Scl, d)
satisfying the conditions of definition 2.1.1, see also remark 2.1.5. We explain here why such a limit
exists, how to compute it and why it produces a meromorphic connection with regular singularity
at θ = 0 in the geometric situation.
6.4.1 Flat case
The classical limit of a flat quantum differentiel system Q is the tuple
Qcl = (Gcl,∇cl, Scl, d)
where
• Gcl is the OP1-free module associated with the lattice (G
cl
0 , G
cl
∞) (see [39, I, proposition 4.15])
where Gcl0 (resp. G
cl
∞) is the C[θ] (resp.
12 C[τ ]) free-module generated by the classes [[ωi]] of the
sections ωi in L/xL, L being the C{x}[θ, θ
−1]-module generated by ω,
• ∇cl is the connection whose matrix is
(
A0(0)
θ
+A∞(0))
dθ
θ
(36)
in the basis [[ω]] of Gcl,
12As usual, τ := θ−1.
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• Scl([[ωi]], [[ωj ]]) = S(ωi, ωj) for all i and for all j.
The tuple Qcl satisfies the conditions of definition 2.1.1: Scl is ∇cl-flat because of theorem 6.3.4
(4). In the setting of example 2.1.7, Gcl is the trivial bundle on P1 whose fibers are H∗(X,C) and
the limit metric Scl is the usual cup-product.
Assume moreover that [A∞(0), A0(0)] = A0(0) (conformality). Then, and after the base change
of matrix θ−D, where D is the diagonal matrix whose eigenvalues are the integral part of the ones
of A∞, system (36) becomes
(A∞(0) −D +A0(0))
dθ
θ
In particular, the meromorphic connection (Gcl0 [θ
−1],∇cl) has a regular singularity at the origin.
6.4.2 General case
Assume now that Q is non-resonant at τ0 butM0(0) 6= 0. In this case, the definition of the limiting
quantum differential system is more complicated: one has to take into account a monodromy
phenomenon and to work in a graded module with respect to the V -filtration in order to reduce to
the previous situation (the difficult point is to get a “limit” bilinear form), and this is in fact what
we do in example 9.1.2.
In order to make the link with section 6.4.1, assume thatM0(0) = 0. Let us first notice that, by
lemma 6.3.1, the eigenvalues of M1(0) are all equal to zero. Let V
• be the Malgrange-Kashiwara
V -filtration of the Gauss-Manin system G at x = 0 (see Appendix): we thus have V α = V 0 (which
is, by definition the C{x}[θ, θ−1]-module generated by ω) for α ≤ 0 and V α = xV α−1 for α > 0.
Finally, L/xL = V 0G ∩G0/V
1G ∩G0.
This construction is explained in detail in the case of the rescalings in section 7.1, and this will
be after all the model for small quantum cohomology (see also [12] in the case of the small quantum
cohomology of weighted projective spaces).
6.5 The J-functions of a non-resonant quantum differential system
We are now able to define the J-functions of a non-resonant quantum differential system, removing
the ambiguity on the choice of the fundamental solution:
Definition 6.5.1 Let Q be a non-resonant quantum differential system τ0 and ω0 be a pre-primitive
section. The J-function Jω0Q of Q is the function defined on C× U by
Jω0Q = P
−1ω0 (37)
where P = H(x, τ)e−M(0,τ) lnx is the fundamental solution given by lemma 6.3.2.
The function Jω0 is characterized by the initial condition H(0, τ) = I (notice then that Jω0Q ∼
eM(0,τ) lnxω0 as x → 0) and depends only on the choosen pre-primitive section. It other words,
under the assumptions of theorem 6.3.4, Jω0 will be canonical if ω0 is so. This is what happens in
examples 2.2.1 and 2.1.7: in the situation of example 2.1.7, Givental’s J-function is the canonical J-
function in the previous sense, taking the section 1 as canonical pre-primitive section (see example
2.3.5).
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6.6 Higher dimensional case
If M = Cr+1 with r greater or equal to 2 (in the geometric situations alluded above, this happens
if the rank of the cohomology group H2 is greater or equal to 2), one has analogous results in the
case of a logarithmic quantum differential system Q having a characretistic equation of the form
M (0)(x, τ)
dx0
x0
+ · · ·+M (r)(x, τ)
dxr
xr
+N(x, τ)
dτ
τ
(38)
where we put as above x = (x1, · · · , xr) (this kind of quantum differential system is produced by
the functions considered in 2.2.2 (1); see also section 11 below). It follows from equations (25) that
M (i)(x, τ) =M
(i)
0 (x) +M
(i)
1 (x)τ et N(x, τ) = N0(x) +N1(x)τ (39)
where the matrices involved are matrices of holomorphic functions. We will say that the quantum
logarithmic differential system Q is flat if M
(i)
0 (x) is identically equal to 0 for all i = 0, · · · , r.
Lemma 6.6.1 Assume that the quantum logarithmic differential system Q is flat13.
1. There exists an invertible matrix H(x, τ), characterized by the initial condition H(0, τ) = I,
such that the matrix of ∇ takes the form, after the base change of matrix H(x, τ),
τM
(1)
1 (0)
dx1
x1
+ · · ·+ τM
(r)
1 (0)
dxr
xr
+ V (τ)
dτ
τ
(40)
where V (τ) = N0(0) +N1(0)τ .
2. Every fundamental solution of the Dubrovin connection takes the form
H(x, τ)e−τ
∑
iM
(i)
1 (0) lnxiPcl(τ)
where Pcl(τ) is a matrix depending only on τ .
Proof. The eigenvalues of the residue matrices along {xi = 0}, i = 0, · · · , r, are constant and the
assumption of the lemma shows that they are all equal to 0. In particular they do not differ from
a non-zero integer. Notice that, due to the flatness of the connection, the matrices M
(i)
1 (0) and
M
(j)
1 (0) commute. ✷
Definition 6.6.2 1. The fundamental solution H(x, τ)e−τ
∑
iM
(i)
1 (0) lnxi is called a canonical
fundamental solution of the Dubrovin connection of the quantum differential system Q.
2. Let ω0 be pre-primitive. The J-functions of the quantum differential system Q are the sections
Jω0Q = P
−1ω0
where P is a canonical fundamental solution of the Dubrovin connection.
13The condition M
(i)
0 (0) = 0 for all 1 ≤ i ≤ r would be enough
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7 Examples of non-resonant quantum differential systems and canon-
ical fundamental solutions
We discuss here the existence of quantum differential systems and canonical fundamental solutions
in the geometric setting.
7.1 Rescalings
Mirrors models for small quantum cohomology are in essence produced (at least in the toric case)
by avatars of rescalings, see remark 7.1.1. Also, these rescalings give a quite good picture of what
happens in general and this is why we first focuse on them.
7.1.1 Definitions
We will use notations and definitions of the Appendix. Let f : U → C be a regular tame function
on the affine manifold U , equipped with the coordinates u, Go0 (resp. G
o) be (the Laplace transform
of) its Brieskorn lattice (resp. (the Laplace transform of) its Gauss-Manin system). The Gauss-
manin system Go is equipped with a flat meromorphic connection ∇o and Go0 is stable under θ
2∇o∂θ .
Let us define
F : U ×M → C
where M = C∗ and F (u, x) = xf(u). This is a rescaling of f . Let G0 (resp. G) be the Brieskorn
lattice (resp. the Gauss-Manin system) of F :
G0 :=
Ωn(U)[x, x−1, θ]
(θdu − duF ) ∧ Ωn−1(U)[x, x−1, θ]
and G :=
Ωn(U)[x, x−1, θ, θ−1]
(θdu − duF ) ∧ Ωn−1(U)[x, x−1, θ, θ−1]
where du means that the differential is taken with respect to u only. We have
14
G0 = π
+Go0 = C[x, x
−1, θ]⊗Go0.
where π : (θ, x) 7→ θx . The Gauss-Manin system G is a free C[x, x
−1, θ, θ−1]-module, equipped with
a meromorphic flat connection ∇: if Ωo denotes the matrix of ∇o in the basis ωo then π∗Ωo will be
the one of ∇ in the basis ω := 1⊗ ωo. In general, and because θ2∇o∂θG
o
0 ⊂ G
o
0, the matrix of ∇
o in
the basis ωo is
Ωo = (
A0
θ
+A∞ +A1θ + · · · +Arθ
r)
dθ
θ
for some r ≥ 0 and the matrix of ∇ in the basis ω will be
Ω = (
xA0
θ
+A∞ +A1
θ
x
+ · · ·+Ar
θr
xr
)(
dθ
θ
−
dx
x
).
Of course, the case r = 0 will give the connection of a logarithmic quantum differential system.
14Go is associated with the kernel e−f/θ while G is associated with the kernel e−xf/θ
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Remark 7.1.1 Given positive integers d1, · · · , dn and (i1, · · · , in) ∈ Z
n, consider the function
F (u, x) = ud11 + · · · + u
dn
n + xu
i1
1 · · · u
in
n
where x is a non-zero complex parameter. Assume that i1d1 + · · ·+
in
dn
6= 1 and consider the change
of variables
v = (v1, · · · , vn) = (x
−r/d1u1, · · · , x
−r/dnun)
where r = 1
1−(
i1
d1
+···+ in
dn
)
. Then,
F (v, x) = xrf(v)
with f(v) = vd11 + · · · + v
dn
n + v
i1
1 · · · v
in
n . In other words, F can be expressed as a rescaling of f .
This applies in the situation of example 2.2.1 where F (u, x) = u1 + · · · + un +
x
u
w1
1 ···u
wn
n
: we have
F (v, λ) = x
1
µ f(v) where f(v) = v1 + · · ·+ vn +
1
v
w1
1 ···v
wn
n
, v = (v1, · · · , vn) = x
−1/µ(u1, · · · , un) and
µ = 1 + w1 + · · ·+ wn.
7.1.2 The quantum differential system associated with a rescaling
Let ωo = (ωo0, · · · , ω
o
µ−1) be the canonical solution of the Birkhoff problem for the Brieskorn lattice
of f defined in the Appendix. Let us recall the two main properties of this solution: the matrix of
∇o takes the form
(
Ao0
θ
+A∞)
dθ
θ
. (41)
in this basis and
So(ωoi , ω
o
j ) ∈ Cθ
n (42)
for all i, j where So : Go0 × j
∗Go0 → C[θ]θ
n is the non-degenerate, ∇o-flat, symmetric bilinear form
defined in step 3 of the Appendix (the involution j is defined in definition 2.1.1).
The matrix A∞ is diagonal,
A∞ = diag(α0, · · · , αµ−1)
where α0 ≤ · · · ≤ αµ−1 is the ordered (unless specified) spectrum at infinity (the spectrum of a
limit mixed Hodge structure, see [41]) of the function f . Due to the ∇o-flatness of So and formula
(42), we can arrange the αis in such a way that
αℓ + αµ−1−ℓ = n (43)
for ℓ = 0, · · · , µ−1. It should be emphasized that the matrix Ao0 is not nilpotent in general: this hap-
pens for instance if f has µ distinct critical values and ∇o has then an irregular singularity at θ = 0.
By construction, the basis ωo is adapted to the Kashiwara-Malgrange V -filtration V τ• at τ = 0,
that is
V ταG
o =
∑
ki∈Z|αi−ki≤α
τkiωoi
for all α ∈ Q. In particular, we have, and this is a key observation,
Ao0(ω
o
i ) ∈
∑
αj≤αi+1
Cωoj (44)
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where αk denotes the V -order of ω
o
k, because ∂τV
τ
αG
o ⊂ V τα+1G
o.
Let D = (d0, · · · , dµ−1) be the diagonal matrix whose entries are the integral part of the
eigenvalues of A∞ and
ωDel = (ωDel1 , · · · , ω
Del
µ ) = (ω1, · · · , ωµ)x
D
where, as above, ω = (ω1, · · · , ωµ) is the basis of G0 induced by ω
o. Then:
Lemma 7.1.2 The matrix of the connection ∇ in the basis ωDel is
(
∑n+1
i=0 x
iADeli
θ
+A∞)
dθ
θ
− (
∑n+1
i=0 x
iADeli
θ
+A∞ −D)
dx
x
(45)
where the constant matrices ADeli satisfy [D,A
Del
i ] = −(i− 1)A
Del
i for i = 0 · · · n+ 1.
Proof. (1) The matrix of x∇∂x in the basis ω
Del is
−
x−D(xAo0)x
D
θ
− (A∞ −D)
and we have (x−D(xAo0)x
D)ij = x
dj−di+1(Ao0)ij . By condition (44), (A
o
0)ij 6= 0 implies αi ≤ αj + 1
hence di ≤ dj + 1. Since the di’s are contained in [0, n] (because the αi’s are so) we get
x−D(xAo0)x
D =
n+1∑
i=0
xiADeli
with [D,ADeli ] = −(i− 1)A
Del
i . ✷
Define S := π∗So, where So is defined in formula (42): S is a non-degenerate, ∇-flat, symmetric
bilinear form
S : G0 × j
∗G0 → C[x, x
−1, θ]θn (46)
By definition we have S(ωi, ωj) ∈ Cx
−nθn and thus
S(ωDeli , ω
Del
j ) =

x−1So(ωoi , ω
o
j ) if αi + αj = n and αi is not an integer
So(ωoi , ω
o
j ) if αi + αj = n and αi is an integer
0 otherwise
(47)
We are now ready to describe the expected quantum differential system. Let M = C∗ and G be
the trivial bundle on P1 ×M defined by the lattice (G0, G∞) where G0 =
∑
i C[x, x
−1, θ]ωDeli and
G∞ =
∑
i C[x, x
−1, θ−1]ωDeli .
Proposition 7.1.3 The tuple Q = (M,G,∇, S, n) is a quantum differential system on M .
In some cases, we get also a non-resonant logarithmic quantum differential system on N = C (see
section 6.1): indeed, let Glog be the trivial bundle on P1 × N defined by the lattice (Glog0 , G
log
∞ )
where Glog0 =
∑
iC[x, θ]ω
Del
i and G
log
∞ =
∑
iC[x, θ
−1]ωDeli . By equation (47), we get
Corollary 7.1.4 Assume that αj is an integer for all j. The tuple Q
log = (N,Glog,∇, S, n) is a
non-resonant logarithmic quantum differential system on N , with pole at the origin of N .
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7.1.3 Classical limit
We explain here how to construct the classical limit of Q at x = 0 using the theory of the Malgrange-
Kashiwara V -filtration.
The V -filtration at x = 0. For k = 0, · · · , µ − 1, put v(ωDelk ) = dk − αk ∈] − 1, 0]. Define, for
−1 < α ≤ 0,
V αG =
∑
α≤v(ωDelk )
C[x][θ, θ−1]ωDelk + x
∑
α>v(ωDelk )
C[x][θ, θ−1]ωDelk ,
V >αG =
∑
α<v(ωDelk )
C[x][θ, θ−1]ωDelk + x
∑
α≥v(ωDelk )
C[x][θ, θ−1]ωDelk
and V α+pG = xpV αG for p ∈ Z and α ∈] − 1, 0]. This defines a decreasing filtration V • of G by
C[x][θ, θ−1]-submodules. We will put Gα := V
αG/V >αG and ψxG := ⊕α∈]−1,0]Gα. Notice that
V >−1G =
∑
k
C[x][θ, θ−1]ωDelk
By lemma 7.1.2 and the definition of the matrix D, it follows that V >−1G (resp. V >kG, k ∈ Z) is
Deligne’s canonical extension of G at x = 0 such that the eigenvalues of the residue are contained
in ]− 1, 0] (resp. ]k, k + 1]).
Lemma 7.1.5 The filtration V • is the Kashiwara-Malgrange filtration at x = 0.
Proof. It is directly checked that the filtration V • satisfies all the characteristic properties of the
Kashiwara-Malgrange filtration: the only point which is not completely obvious is the fact that
(x∇∂x−α) is nilpotent on Gα, but this follows from lemma 7.1.2 because αi ≤ αj+1 and di = dj+1
imply di − αi ≥ dj − αj . ✷
Filtration V • yields also an decreasing filtration V • of G0 by C[x][θ]-submodules by
V αG0 = V
αG ∩G0 and V
>αG0 = V
>αG ∩G0.
We will write G0,α = V
αG0/V
>αG0 and ψxG0 := ⊕α∈]−1,0]G0,α. The metric S in formula (46)
induces, on each V >k−1G0, a bilinear form
S : V >k−1G0 × V
>k−1G0 → x
2k−1θnC[x, θ].
We have moreover
S : V >k−1G0 × V
>k−1G0 → x
2kθnC[x, θ]
if all the αi’s are integers.
The limit. We now construct a (the) limit of system (45) at x = 0, using the V -filtration at x = 0,
and more precisely the nearby cycles. Let us define
ψxG0 := ⊕α∈]−1,0]V
αG0/V
>αG0.
It is a free C[θ]-module, equipped with a connection ψx∇. We will denote by e
ψ the basis of ψxG0
induced by ωDel.
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Lemma 7.1.6 x∇∂x induces a map on ψxG0 whose matrix, in the basis e
ψ, is
−
ψxA0
θ
− (A∞ −D)
and the matrix of ψx∇∂θ takes the form, in the same basis,
ψxA0
θ2
+
A∞
θ
. (48)
We have moreover [A∞, ψxA0] = ψxA0.
Proof. Follows from lemma 7.1.5: we have (ψxA0)ij = (A
o
0)ij if αi = αj+1, (ψxA0)ij = 0 otherwise:
in other words [A∞, ψxA0] = ψxA0. ✷
Remark 7.1.7 As already quoted, the connection ∇o has in general an irregular singularity at
θ = 0 (see formula (41)) while our limit, that is system (48) has a regular singularity at θ = 0:
indeed, after a base change of matrix θ−D, it becomes
1
θ
(A∞ −D + ψxA0).
The construction of our limit thus yields a canonical “regularization” of system (41).
We define now the limit metric on the C[θ]-free module ψxG0. Let α ∈]− 1, 0[. We have
S(V αG0, V
−1−αG0) ⊂ x
−1C[x, θ]θn
and this yields (compose the previous one with the residue at x = 0) a non-degenerate bilinear
form
ψxSα : gr
α
VG0 × j
∗gr−1−αV G0 → C[θ]θ
n
where ψxSα(e
ψ
i , e
ψ
j ) = S
o(ωoi , ω
o
j ). In the same way,
S(V 0G0, V
0G0) ⊂ C[x, θ]θ
n
induces
ψxS0 : gr
0
VG0 × gr
0
VG0 → C[θ]θ
n
where ψxS0(e
ψ
i , e
ψ
j ) = S
o(ωoi , ω
o
j ). All this gives the expected limit metric ψxS = ⊕α∈]0,−1]ψxSα on
ψxG0.
Lemma 7.1.8 The form ψxS is ψx∇-flat.
Proof. It is enough to show that ψxA0 is self-dual with respect to ψxS. Because (ψxA0)ij = (A
o
0)ij
if αi = αj + 1 and (ψxA0)ij = 0 otherwise, this follows from the following two facts : A
o
0 is
self-adjoint with respect So and αµ−k = αi + 1 if and only if αµ−i = αk + 1 (by formula (43)). ✷
Re´sume´ (classical limit): By lemma 7.1.6, the basis eψ gives an extension Gcl of ψxG0 as a
trivial bundle on P1, equipped with a meromorphic connection with poles of rank less or equal to
1 at θ = 0 and with logarithmic pole at θ =∞ (see formula (48)).
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Proposition 7.1.9 The triple
Qcl = (Gcl, ψx∇, ψxS)
is a quantum differential system. This is the classical limit of the quantum differential system Q.
The quantum differential system Qcl is the classical limit of the quantum differential system Q.
Remark 7.1.10 One could also consider the free C[θ]-module of rank µ
L := V >−1G0/V
>0G0 = V
>−1G0/xV
>−1G0
It is naturally equipped with a connection ∇ induced by ∇ whose matrix in the basis e induced by
ωDel is
(
A
Del
0
θ
+A∞)
dθ
θ
We have also S(V >−1G0, V
>−1G0) ⊂ x
−1C[x, θ]θn and we thus get (composing with the residue at
x = 0)
S : L ×L → C[θ]θn
These data could also define a limit: the point is that S is not always ∇-flat. This is what happens
for instance for f(u1, u2) = u1 + u2 +
1
u21u
5
2
, in which case the matrix A
Del
0 is not self-dual. Indeed,
by example 2.2.1, we have in this situation µ = 8 and
(α0, α1, α2, α3, α4, α5, α6, α7) = (0, 1, 2, 7/5, 4/5, 1, 6/5, 3/5).
The matrix A
Del
0 is defined by
A
Del
0 (ei) =
{
8ei+1 if i = 0, 1 and 4
0 otherwise
(49)
while the matrix ψxA0 is defined by
ψxA0(ei) =
{
8ei+1 if i = 0 and 1
0 otherwise
(50)
On the other hand, we have
S(A
Del
0 (e4), e5) = 8/w
w and S(e4, A
Del
0 (e5)) = 0.
In particular, A
Del
0 is not self-dual.
7.2 The small quantum cohomology of manifolds
Let X be a projective manifold with cohomology only in even degree. Let us assume that the
rank of H2(X,Z) is equal to 1. Let Q be the logarithmic quantum differential system on M = C
associated with the small quantum cohomology of X by example 2.1.7.
Proposition 7.2.1 1. The quantum differentiel system Q is flat and logarithmic.
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2. There exists a canonical fundamental solution P (x, τ) = H(x, τ)e−τM1(0) lnx of the Dubrovin
connection of the quantum differential system Q, uniquely characterized by the initial condi-
tion H(0, τ) = I.
Proof. 1. Follows from the definitions. 2. By 1. and theorem 6.3.4, the solution P is fundamental
and symmetric. It remains to show “conformality”, and we keep the notations of section 6.2: the
matrix M1(0) is by definition the matrix of p∪ in a suitable basis of the cohomology algebra, while
the matrix N1(0) represents the multiplication (with respect to the cup-product) by E|x=0 in the
same basis. Now, E|x=0 = c1(TX) so that N1(0) = rM1(0) for some r ∈ Z and we get the assertion
using theorem 6.3.4 5. ✷
Remark 7.2.2 Denote by pi := p ∪ · · · ∪ p the iteration (i-time) by the usual cup-product ∪. We
will say that H∗(X) is H2-generated if p and its iterations pi are a basis of it. In this case, the
matrix M1(0) is regular and the condition (GC) in theorem 2.3.2 is satisfied.
7.3 The small quantum orbifold cohomology of weighted projective spaces
We now come back to the quantum differential system of example 2.2.1. We thus have a basis (see
section 9.1.2 below for a precise definition of this basis) of the Brieskorn lattice in which the matrix
of the Gauss-Manin connection takes the form
(M0(x) +M1(x)τ)
dx
x
− (A0(x)τ +A∞)
dτ
τ
(51)
where
M1(x) = −

0 0 0 0 0 x
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 .. 0 0
0 0 0 0 1 0

which is a µ× µ matrix with µ = 1 + w1 + · · ·+ wn,
M0(x) = diag(c0, c2, · · · , cµ−1), A0(x) = −µM1(x), and A∞ = diag(α0, α1, · · · , αµ−1), (52)
the ci’s being rational numbers contained in [0, 1[. This quantum differential system is thus non-
resonant at τ0 = 0 but does not yield directly a canonical fundamental solution, for a conformality
reason: indeed, [A∞, A0(0)] 6= A0(0) in general. Nevertheless, one can get a flat quantum differential
system as follows: let us put
r =
1
l.c.m(w0, · · · , wn)
and ζ = xr; the characteristic equation (51) takes the form, in the basis ω˜ := ωx−R of G0[x
r],
τM˜1(ζ)
dζ
ζ
− (A˜0(ζ)τ +A∞)
dτ
τ
(53)
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where
A˜0(ζ) = µ

0 0 0 · · · 0 ζ
(1−cµ−1)/r
ww
ζ(c1−c0)/r 0 0 · · · 0 0
0 ζ(c2−c1)/r 0 · · · 0 0
.. ... . · · · . .
.. ... . · · · . .
0 0 . · · · ζ(cµ−1−cµ−2)/r 0

and M˜1(ζ) = −
1
rµA˜0(ζ). The matrix A˜0(ζ) has polynomial coefficients, see formula (63) below.
The metric SB is defined, in the basis ω˜, by 15
SB(ω˜k, ω˜ℓ) =

1
w0···wn
θn if 0 ≤ k ≤ n and k + ℓ = n,
1
ww
1
w0···wn
θn if n+ 1 ≤ k ≤ µ− 1 and k + ℓ = µ+ n,
0 otherwise
(54)
Proposition 7.3.1 The matrix P (ζ, τ) = H(ζ, τ)e−τM˜1(0) ln ζ, where H(ζ, τ) is the matrix associ-
ated with the characteristic equation (53) by lemma 6.3.2, is a canonical fundamental solution of
the Dubrovin connection.
Proof. One uses assertions (1), (2) et (3) of theorem 6.3.4. Conformality follows from formulas
[A∞, M˜1(0)] = M˜1(0) and M˜1(0) = −
1
rµA˜0(0) (see theorem 6.3.4 5.) and the symmetry follows
from proposition 5.2.3. ✷
8 Rational structures via quantum differential systems
We apply here the previous results in order to construct first a distinguished rational structure
on the B-side. Then, we derive from this one a rational structure on the A-side. This provides a
generalization of the method exposed in [27, Proposition 3.1] (see also [45]).
8.1 Preamble: sketch of the method
Let Q = (M,G,∇, S, d) be a flat logarithmic quantum differential system on M = C. We will
denote by
τM1(x)
dx
x
− (A∞ + τA0(x))
dτ
τ
(55)
the matrix 16 of the connection ∇ in the basis ω = (ω0, · · · , ωµ−1). Let us summarize the previous
results: starting from the trivial bundle G on P1×M , one constructs a trivial bundle Gcl on P1 (the
limiting bundle, see section 6.4) whose fiber Gconst := Gcl{τ=−1} at τ = −1 is a finite dimensional
vector space.
15Keeping in mind orbifold Poincare´ duality, we choose the normalization SB(ω0, ωn) =
1
w0···wn
θn.
16The matrix A∞ is constant because the quantum differential system is flat.
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Proposition 8.1.1 Let us denote G∇ = ker∇ and Gcl,∇
cl
= ker∇cl. Let us assume that the
fundamental solution P (τ, x) = H(τ, x)e−τM1(0) lnx is canonical with H(0, τ) = I. Then we have
isomorphisms
G∇ −→ Gcl,∇
cl
−→ Gconst
Ψ(τ, x) 7→ Ψcl(τ) 7→ Ψconst
where
• Ψ(τ, x) = H(τ, x)e−τM1(0) lnxΨcl(τ),
• Ψcl(τ) = (−τ)A∞(−τ)A0(0)Ψconst,
Ψconst being a constant vector.
Proof. See corollary 6.3.6. ✷
Using proposition 8.1.1, one can thus shift on Gconst the natural structures of G∇ (and vice versa):
this is one of the interest of the quantization. Assume for instance that one has a distinguished
rational structure ΣquantQ on G
quant: this structure shifts to a rational structure ΣconstQ on G
const,
but also on its mirror partners (if any).
8.2 Rational structures via mirror symmetry and quantization: from the B-side
to the A-side
Let us start from the B-side and assume that the quantum differential system
QB = (MB ,GB ,∇B , SB , n)
is produced, as in section 2.2, by a function F on U ×MB (n = dimC U) such that
• F (•, x) is a tame regular function on U for all x ∈MB ,
• the global Milnor number of the function F (•, x) does not depend on x ∈MB (we will denote
by µ this constant value),
• its Brieskorn lattice G0 is free of rank µ over OMB (M
B)[θ]
Typically, MB = C∗, F (•, x) is a convenient and nondegenerate Laurent polynomial for all x ∈MB
(with the same Newton polyhedron at infinity for all x ∈MB) and G0 is a free C[x, x
−1, θ]-module.
We will consider this situation in section 9.
8.2.1 Oscillating integrals
We will denote by ω = (ω0, · · ·ωµ−1) the basis of the Brieskorn lattice G0, adapted to S (see formula
(114)), in which the connection ∇B takes the form (55).
On the B-side, the relation between the basis ω and the rational structure is given by the
oscillating integrals
I
(i)
Γ (τ, x) =
∫
Γ
eτFωi
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where Γ is a cycle with support on a “family of supports” Φ as in [33, Section 1]. The integral
depends only on the homology class of Γ in the nth homology group (with integral coefficients)
with support in Φ. Let us be more precise about that: fix (τ, x) ∈ C∗ ×MB . The homology group
alluded to is H
Φτ,x
n (U,Z) where Φτ,x is a family of supports A ⊂ U such that
Re(τF (•, x))|A → −∞
as u→ +∞ or 0. We have
H
Φτ,x
n (U,Z) = Hn(U,Re(τF ) < C;Z)
for C << 0 (see [34, Formula (1.0), p. 13]). Because F (•, x) is tame, this is a free Z-module of
rank µ, the global Milnor number of F . If the critical points of F (•, x), x ∈M , are nondegenerate
and the critical values are distinct, the cycles Γ are called Lefschetz thimbles [33, 1.5]. We will
denote by H
Φτ,x
n (U,Q) (resp. H
Φτ,x
n (U,C)) the Q-(resp. C)vector space generated by the linear
combinations with rational coefficients of such cycles and we will assume that these vector spaces
are organized into a local system HΦn (Q) (resp. H
Φ
n (C)) of Q-(resp. C)vector spaces on C
∗ ×MB :
this follows from the assumptions above and this will be the case in our situation, see section 9.1
below but also f.i [33, 1.5], [34, 4.1] and [26, Proposition 3.12].
8.2.2 Flat sections
We will denote by A⊺ the transposed of a matrix A. If Ω(x, τ) is the matrix of the connection ∇B
in the basis ω, ∇B,∗ will denote the connection with matrix −Ω⊺(x,−τ) in the same basis17.
Lemma 8.2.1 The local system HΦn (C) is identified with G
∇B,∗ := ker∇B,∗ via the map Ψ∗ defined
by
Ψ∗(Γ)(τ, x) =
µ−1∑
i=0
I
(i)
Γ (τ, x)ωi. (56)
Proof. Write IΓ(τ, x) = (I
(0)
Γ (τ, x), · · · , I
(µ−1)
Γ (τ, x)). We have
dIΓ(τ, x)
⊺ = Ω⊺(x,−τ)IΓ(τ, x)
⊺, (57)
where Ω(x, τ) is the matrix of ∇B in the basis ω (this is precisely what ∇B is made for, see [34,
1e`re partie, 6]) and this shows that the map is well defined. The fact that it is an isomorphism
follows from a dimension argument: the assumption on the Brieskorn lattice shows that GB
|C∗×MB
is a connection and its solutions are therefore organized in a local system on C∗ ×M whose fiber
at (τ, x) is, thanks to the tameness, H
Φτ,x
n (U,C) (see [40], [41]). ✷
In some cases, this general construction will yield an identification between HΦn (C) and G
∇B :
17The twist by the minus sign is explained by the fact that we consider the kernel eτf instead of e−τf .
42
Corollary 8.2.2 Assume that the basis ω is adapted to the bilinear form SB and let ωj be the dual
of ωj with respect to S
B (see remark 2.1.4). The map Ψ : HΦn (C)→ G
∇B defined by
Ψ(Γ)(τ, x) = (−τ)n
µ−1∑
i=0
I
(i)
Γ (τ, x)ω
i (58)
is an isomorphism. In particular, OC∗×MB ⊗H
Φ
n (C)
∼
→ G|C∗×MB .
Proof. Because the matrices A∞ and A0(x) in equality (55) satisfy A∞ +A
∗
∞ = nI and A0(x)
∗ =
A0(x) where
∗ denotes the adjoint with respect to SB , see remark 2.1.4.
✷
Notation 8.2.3 From now on, we will write ΨΓ(τ, x) instead of Ψ(Γ)(τ, x).
8.2.3 Rational structures (A-side/ B-side)
As announced, we define:
Definition 8.2.4 The image ΣB,quantQ of H
Φ
n (Q) in G
∇B := ker∇B under the isomorphism Ψ is
called the rational structure on G∇
B
.
In other words, ΣB,quantQ is the Q-lattice generated by the solutions obtained after integration over
cycles which are linear combinations, with rational coefficients, of the Lefschetz thimbles.
Corollary 8.2.5 1. The rational structure ΣB,quantQ on G
∇B provides a rational structure ΣB,constQ
on GB,const via the isomorphisms of proposition 8.1.1. Moreover, ΣB,quantQ is completely de-
termined by ΣB,constQ .
2. Let QA = (MA,GA,∇A, SA, n) be a quantum differential system isomorphic to the quantum
differential system QB in the sense of definition 2.4.1. Then the rational structure ΣB,quantQ
on GB defines a rational structure ΣA,quantQ on G
∇A := ker∇A via this isomorphism.
Proof. Follows from proposition 8.1.1. ✷
The challenge is then
• to understand ΣB,constQ ,
• to describe the rational structure ΣA,constQ on the cohomology of the mirror partner using a
mirror theorem and to get a rational structure ΣA,quantQ on ker∇
A.
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9 Application: rational structure for weighted projective spaces
and their Landau-Ginzburg models.
We apply in this section the previous recipe for the weighted projective spaces P(1, w1, · · ·wn) and
their Landau-Ginzburg models. The main results of this section are theorem 9.1.3 (description of
the rational structure on the B-side) and its corollary, theorem 9.2.2 (description of the rational
structure on the A-side).
9.1 B-side
In what follows, we will use the notations of example 2.2.1.
9.1.1 The setting. Combinatorics.
Recall the function F defined by
F (u1, · · · , un, x) = u1 + · · ·+ un +
x
uw11 · · · u
wn
n
on U × C∗ where U = (C∗)n and w1, · · · , wn are positive integers. For each x ∈ C
∗, the function
(u1, · · · , un) 7→ F (u1, · · · , un, x)
has µ non-degenerate critical points18 with distinct critical values and satisfies the assumptions of
the beginning of section 8.2.
We will need the following combinatorial tools: let
F = {
i
wj
| 0 ≤ i ≤ wj − 1, 0 ≤ j ≤ n} = {f0, · · · , fk} (59)
(we put w0 = 1), the numbers fℓ satisfying 0 = f0 < · · · < fk < 1. Define
Iℓ = {j ∈ [0, n], wjfℓ ∈ Z} (60)
and let dℓ be its cardinal. We will write
pℓ = d0 + · · ·+ dℓ (61)
and p−1 = 0. Last, let c0, c1, · · · , cµ−1 be the sequence
f0, · · · , f0︸ ︷︷ ︸
d0
, f1, · · · , f1︸ ︷︷ ︸
d1
, · · · , fk, · · · , fk︸ ︷︷ ︸
dk
arranged in increasing order. This sequence can be described as follows (see [14, p. 3]): define
inductively the sequence (a(k), i(k)) ∈ Nn+1 × {0, · · · , n} by a(0) = (0, · · · , 0) , i(0) = 0 and
a(k + 1) = a(k) + 1i(k) where i(k) := min{i|a(k)i/wi = min
j
a(k)j/wj}. (62)
Then we have
ck = a(k)i(k)/wi(k). (63)
Notice that
18Recall that µ = 1 + w1 + · · ·+ wn.
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• a(1) = (1, 0, · · · , 0),
• a(n+ 1) = (1, · · · , 1),
• a(µ) = (1, w1, · · · , wn),
•
∑n
i=0 a(k)i = k.
9.1.2 A flat quantum differential system and a canonical fundamental solution
In order to apply the results of section 8, we need first a flat quantum differential system. It is
provided by section 7.3. Let us recall the setting: example 2.2.1 provides a basis ω = (ω0, · · · , ωµ−1)
of the Brieskorn lattice in which the matrix of the Gauss-Manin connection takes the form (see
equation (51))
(R −
1
µ
A0(x)τ)
dx
x
− (A0(x)τ +A∞)
dτ
τ
(64)
This basis is precisely defined as follows: we have, for k = 1, · · · , µ − 1,
ωk =
x
w
a(k)1
1 · · ·w
a(k)n
n
u
a(k)1−w1
1 · · · u
a(k)n−wn
n ω0 (65)
where gω0 denotes the class of g
du1
u1
∧ · · · ∧ dunun in the Gauss-Manin system G of F , see [12]. Notice
that in this situation G is a free C[x, x−1, τ, τ−1]-module equipped with a connection ∂τ and thus
HΦn (C) is a local system on C
∗ ×M , M = (C)∗. The flat quantum differential system alluded to is
the following: put
r =
1
l.c.m(w0, · · · , wn)
(66)
and ζ = xr; the characteristic equation (51) takes the form (see equation (53))
τM˜1(ζ)
dζ
ζ
− (A˜0(ζ)τ +A∞)
dτ
τ
(67)
in the basis ω˜ := ωx−R of G0[ζ], where
19
A˜0(ζ) = µ

0 0 0 · · · 0 ζ
(1−cµ−1)/r
ww
ζ(c1−c0)/r 0 0 · · · 0 0
0 ζ(c2−c1)/r 0 · · · 0 0
.. ... . · · · . .
.. ... . · · · . .
0 0 . · · · ζ(cµ−1−cµ−2)/r 0

and M˜1(ζ) = −
1
rµA˜0(ζ). Notice that the matrix M˜1(0) has k + 1 Jordan blocks B0, · · · , Bk, all
associated with the eigenvalue 0, of respective size dℓ for ℓ = 0, · · · , k.
By proposition 7.3.1, the matrix P (ζ, τ) = H(ζ, τ)e−τM˜1(0) ln ζ , where H(ζ, τ) is the matrix
associated with the characteristic equation (53) by lemma 6.3.2, is a canonical fundamental solution
of the Dubrovin connection. We are now able to apply the results of section 8.
19ww = ww11 · · ·w
wn
n
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9.1.3 Definition of the rational structures ΣB,constQ and Σ
B,quant
Q
Let us define
I
(i)
Γ (τ, x) =
∫
Γ
eτFx−ciω˜i
where ω˜i denotes a representative of ωi in Ω
n((C∗)n)[τ, τ−1] and Γ ∈ HΦn (Q).
We will denote by i the index defined by
i =
{
n− i if 0 ≤ i ≤ n,
µ+ n− i if n+ 1 ≤ i ≤ µ− 1 and k + ℓ = µ+ n
(68)
and
I˜(i)(τ, x) =
{
wI(i)(τ, x) if 0 ≤ i ≤ n,
ww+1I(i)(τ, x) if n+ 1 ≤ i ≤ µ− 1
(69)
in order to take into account corollary 8.2.2, in the light of formula (54). We put w := w1 · · ·wn
and ww+1 := ww1+11 · · ·w
wn+1
n .
Lemma 9.1.1 1. The section
(ω0x
−c0 , · · · , ωµ−1x
−cµ−1)ΨΓ(x, τ)
⊺,
where
ΨΓ(τ, x) = (−τ)
n(I˜
(0)
Γ (τ, x), · · · , I˜
(µ−1)
Γ (τ, x)) (70)
is a flat section of ∇B.
2. We have
ΨΓ(τ, ζ)
⊺ = H(ζ, τ) exp(−τM˜1(0) ln ζ)Ψ
cl
Γ (τ)
⊺ (71)
where H(0, τ) = I and
ΨclΓ (τ)
⊺ = (−τ)A∞(−τ)A˜0(0)(ΨconstΓ )
⊺, (72)
ΨconstΓ being a constant vector, the superscript
⊺ denoting the transpose vector.
Proof. The first assertion follows from corollary 8.2.2 and formula (54). The second one is then a
consequence of proposition 8.1.1. ✷
Corollary 9.1.2 The rational structure ΣB,constQ is the Q-vector subspace of G
B,const generated by
the vectors ΨconstΓ , Γ ∈ H
Φ
n (Q).
Proof. Use definition 8.2.4 and corollary 8.2.5. ✷
Recall that ΣB,constQ determines the rational structure Σ
B,quant
Q of definition 8.2.4.
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9.1.4 Description of ΣB,constQ
In order to get an explicit description of ΣB,constQ , we thus have to compute the vectors Ψ
const
Γ .
First, the identification of the Lefschetz thimbles can be done as in [33, 1.5, p.323]: let
Γ0 = R
∗
+ × · · · × R
∗
+ ⊂ (C
∗)n.
This is a Lefschetz thimble 20 and other such cycles are Γℓ := ǫ
ℓΓ0 where, as above, ǫ is a µ-th
primitive root of 1. According to lemma 9.1.1, the section Γℓ determines a classical vector
ΨclΓℓ := (Ψ
cl,0
1,ℓ , · · · ,Ψ
cl,0
n+1,ℓ,Ψ
cl,1
1,ℓ , · · · ,Ψ
cl,1
d1,ℓ
, · · · ,Ψcl,k1,ℓ , · · · ,Ψ
cl,k
dk ,ℓ
)
and a constant vector
ΨconstΓℓ := (Ψ
0
1,ℓ, · · · ,Ψ
0
n+1,ℓ,Ψ
1
1,ℓ, · · · ,Ψ
1
d1,ℓ, · · · ,Ψ
k
1,ℓ, · · · ,Ψ
k
dk ,ℓ
).
In both cases, the superscripts recall the Jordan blocks. The description of ΣB,constQ is then given
by the following theorem: the first and the second part say that it is enough to compute the Ψji,0’s
and this is done in the third part using a Mellin transform and a trick already used in [27].
Theorem 9.1.3 1. The rational structure ΣB,constQ is the Q-vector subspace of G
B,const generated
by the vectors
ΨconstΓℓ := (Ψ
0
1,ℓ, · · · ,Ψ
0
n+1,ℓ,Ψ
1
1,ℓ, · · · ,Ψ
1
d1,ℓ, · · · ,Ψ
k
1,ℓ, · · · ,Ψ
k
dk,ℓ
), (73)
ℓ = 0, · · · , µ− 1.
2. We have
Ψji,ℓ = e
2iπℓfj
i−1∑
m=0
(−2iπℓ)m
m!
Ψji−m,0 (74)
for j = 0, · · · , k, i = 1, · · · , dj and ℓ = 0, · · · , µ− 1.
3. We have, for j = 1, · · · , k,
bjΓ(rs+ fj)
n∏
m=1
Γ(wm(rs− (1− fj)) + a(µ+ n− pj + 1)m)
=
dj−1∑
m=0
(rs)−m−1Ψjdj−m,0 +O(1) (75)
as s→ 0, where the sequence (a(k)) is defined by formula (62), the number r by formula (66)
and
bj =
ww1+11 · · ·w
wn+1
n
w
a(µ+n−pj+1)1
1 · · ·w
a(µ+n−pj+1)n
n
(76)
20Strictly speaking, a section over R∗− × R
∗
+ of such a cycle : notice that, for x > 0, Γ0 contains one critical point,
namely ( x
ww
)1/µ(w1, · · · , wn) and F |Γ0 is proper and takes values in [µ(
x
ww
)1/µ,+∞[.
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For j = 0, we have
w1 · · ·wn
n∏
m=0
Γ(wmrs) =
n∑
m=0
(rs)−m−1Ψ0n+1−m,0 +O(1) (77)
as s→ 0.
Proof. 1. This is corollary 9.1.2.
2. Let ǫ be a µ-th primitive root of 1. From the homogeneity condition ǫ−ℓF (u, ζ) = F (ǫ−ℓu, ζ),
we first get, using formula (65) and the fact that
∑n
i=0 a(s)i = s,∫
ǫℓΓ0(ǫ−ℓτ,ζ)
eǫ
−ℓτF (u,ζ)ω˜s = ǫ
ℓs
∫
Γ0(τ,ζ)
eτF (u,ζ)ω˜s
for s = 0, · · · , µ − 1. Let ı = pj−1 + i − 1, for j ∈ {0, · · · , k} and i ∈ {1, · · · , dj}. We thus have,
using moreover equations (70) and (71),
i−1∑
m=0
Ψcl,ji−m,ℓ(ǫ
−ℓτ)
lnm ζ
m!
(
ǫ−ℓτ
r
)m = ǫ−ℓnǫℓı
i−1∑
m=0
Ψcl,ji−m,0(τ)
lnm ζ
m!
(
τ
r
)m,
see equation (68) for the definition of ı. It follows that
Ψcl,ji,ℓ (ǫ
−ℓτ) = ǫ−ℓnǫℓıΨcl,ji,0 (τ)
Now, the eigenvalue αi of A∞ satisfies
αı + ı− n = αı − ı = −µfj
if 0 ≤ i ≤ n and
αı + ı− n = αı − ı+ µ = µ(1− fj)
otherwise. We deduce, using equation (72) and the fact that A˜0(0) = −µM˜1(0) (see section 9.1.2),
i−1∑
m=0
Ψji−m,ℓ
(µ ln(−τ) + 2iπℓ)m
m!
= e2iπℓfj
i−1∑
m=0
Ψji−m,0
µm lnm(−τ)
m!
3. We have, for fixed indices i and v, using again formula (65),
(−τ)n
∫ +∞
0
∫
Γ0
eτF ζ−fv/rω˜iζ
s dζ
ζ
=
1
w
a(i)1
1 · · ·w
a(i)n
n
(−τ)−µ(rs−fv)−i+nrΓ(rs+ 1− fv)
n∏
m=1
Γ(wm(rs− fv) + a(i)m).
and we thus get, taking into account formulas (69), (70), (71) and using regularization,
bj(−τ)
−µ(rs+1−fj)+pj−1Γ(rs+ fj)
n∏
m=1
Γ(wm(rs− (1− fj)) + a(µ+ n− pj + 1)m)
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=dj−1∑
m=0
(rs)−m−1(−τ)mΨjdj−m,0(τ) +O(1)
The expected equality follows putting τ = −1. Similar computations for the case j = 0. Notice
that we have used here the fact that the good differential forms to consider are the ζ−fv/rω˜i’s (and
not only the ω˜i’s). ✷
Using an expansion in power series21, we see that the numbers Ψjm,0, j = 1, · · · , k, m = 1, · · · , dj ,
are determined by equation (75) while the numbers Ψ0m,0, j = 0, · · · , k, m = 1, · · · , n + 1, are
determined by equation (77).
We have the following closed formula for the Ψj1,ℓ’s: let
Cj = {m ∈ [1, n], wm(1− fj) = a(µ + n− pj + 1)m} (78)
for j = 0, · · · , k.
Corollary 9.1.4 We have
Ψj1,0 = bj
∏
m∈Cj
1
wm
n∏
m=0
Γ(1− {wmfj}) (79)
for j = 1, · · · , k where the bj’s are defined by formula (76) and {r} = ⌈r⌉ − r. We have also
Ψ01,0 = 1 . In particular Ψ
j
1,ℓ 6= 0 for j = 0, · · · , k and ℓ = 0, · · · , µ − 1.
Proof. The first formula follows from formula (75): because the cardinal of Cj is precisely equal
to dj for j = 1, · · · , k, by the very definition of dj and formula (63), we first deduce that
Ψj1,0 = bjΓ(fj)
∏
m/∈Cj
Γ(wmfj −wm + a(µ + n− pj + 1)m)
∏
m∈Cj
1
wm
(80)
Now, and by definition, we have
• ⌈fjwm⌉ = wm + 1− a(µ + n− pj + 1)m if m /∈ Cj,
• fjwm = wm − a(µ+ n− pj + 1)m if m ∈ Cj .
The assertion follows. For j = 0, use formula (77). Last, Ψj1,ℓ 6= 0 because Ψ
j
1,ℓ = e
2iπℓfjΨj1,0. ✷
Example 9.1.5 Assume that w1 = · · · = wn = 1. Equation (77) is
Γ(s+ 1)n+1 =
n∑
m=0
smΨ0m+1,0 +O(s
n+1)
and we get
Ψ0m+1,0 =
1
m!
[
dm
dsm
Γ(s+ 1)n+1]|s=0.
In particular Ψ01,0 = 1 and Ψ
0
2,0 = −(n+ 1)γ where γ is the Euler constant.
21Notice that, by the very definition, −wm(1− fj) + a(µ+ n− pj + 1)m ≥ 0.
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Example 9.1.6 (1) Let n = 2 and (w0, w1, w2) = (1, 2, 3). Then µ = 6, f0 = 0 and d0 = 3, f1 =
1
3
and d1 = 1, f2 =
1
2 and d2 = 1, f3 =
2
3 and d3 = 1. We have
a(0) = (0, 0, 0), a(1) = (1, 0, 0), a(2) = (1, 1, 0), a(3) = (1, 1, 1), a(4) = (1, 1, 2), a(5) = (1, 2, 2)
C1 = C3 = {2}, C2 = {1}
b1 = 18, b2 = 36, b3 = 108
and
Ψ11,0 = 6 Γ(
1
3
)Γ(
2
3
), Ψ21,0 = 18 Γ(
1
2
)2, Ψ31,0 = 36 Γ(
1
3
)Γ(
2
3
).
(2) Let n = 2 and (w0, w1, w2) = (1, 2, 2). Then µ = 5, f0 = 0 and d0 = 3, f1 =
1
2 and d1 = 2. We
have
a(0) = (0, 0, 0), a(1) = (1, 0, 0), a(2) = (1, 1, 0), a(3) = (1, 1, 1), a(4) = (1, 2, 1), a(5) = (1, 2, 2)
C1 = {1, 2}
and
Ψ11,0 = 4 Γ(
1
2
).
9.1.5 Conjugation
We now describe the conjugation on GB,const defined by the rational structure ΣB,constQ . We will
denote by η the conjugate of η. Recall the set F defined by formula (59). Notice first that 1−fj ∈ F
if fj ∈ F , j 6= 0. For j = 1, · · · , k, let c(j) be the index such that 1 − fj = fc(j). For j = 0, we
define c(0) = 0. We have dc(j) = dj for j = 0, · · · , k.
Corollary 9.1.7 We have, for j = 0, · · · , k and m = 0, · · · , dj − 1,∑
i−1+m≤dj−1
Ψji,0ωpj−1+i−1+m = (−1)
m
∑
i−1+m≤dj−1
Ψ
c(j)
i,0 ωpc(j)−1+i−1+m (81)
In particular, the Jordan blocks Bj and Bc(j) are conjugate.
Proof. Use the relations Ψ
const
Γℓ
= ΨconstΓℓ for ℓ = 0, · · · , µ− 1 together with theorem 9.1.3. ✷
Example 9.1.8 (Example 9.1.6 (1) continued)
Let n = 2 and (w0, w1, w2) = (1, 2, 3). Recall that µ = 6, f0 = 0 and d0 = 3, f1 =
1
3 and d1 = 1,
f2 =
1
2 and d2 = 1, f3 =
2
3 and d3 = 1. We have
• Ψ11,0ω3 = Ψ
3
1,0ω5,
• ω4 = ω4,
• ω2 = ω2,
• ω1 = −ω1 − 2Ψ
0
2,0ω2,
• ω0 = ω0 + 2Ψ
0
2,0ω1 + 2(Ψ
0
2,0)
2ω2
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9.2 A-side
We give here a description of the rational structure ΣA,constQ on H
∗
orb(P(w),C) defined by the ra-
tional structure ΣB,constQ and the mirror theorem 2.4.3 and, as a by-product, a description of the
rational structure ΣA,quantQ on G
∇A given by corollary 8.2.5.
9.2.1 The rational structure
For any subset I = {i1, · · · , ir} ⊂ {0, · · · , n}, we put
P(wI) := P(wi1 , · · · , wir).
Recall that we have the decomposition (as vector spaces)
H∗orb(P(w),C) = ⊕
k
j=0H
∗(|P(wIj )|,C)
where Ij is defined by formula (60). Each H
∗(|P(wIj )|,C) has a basis of the form
1fj , 1fjp, · · · , 1fjp
dj−1
where p ∈ H2(|P(w)|,C) ⊂ H2orb(P(w),C) is the Chern class of O(1) and 1fj ∈ H
0(P(|wIj )|,C) ⊂
H∗orb(P(w),C). As usual, we will denote by 1, p, · · · , p
n the corresponding basis of H∗(|P(wI0)|,C).
According to the discussion in section 8.2.3, we define:
Definition 9.2.1 The rational structure ΣA,constQ on the orbifold cohomology of weighted projective
spaces is the image of ΣB,constQ under the mirror isomorphism of theorem 2.4.3.
We then have the following explicit description of the rational structure ΣA,constQ : define the
rational numbers
sj =
n∏
r=0
w
−⌈cjwr⌉
r (82)
for j = 0, · · · , k.
Theorem 9.2.2 The rational structure ΣA,constQ on the orbifold cohomology is the Q-vector space
generated by the vectors
ΨconstΓℓ =
k∑
j=0
sj
dj∑
i=1
Ψji,ℓ1fjp
i−1 (83)
ℓ = 0, · · · , µ − 1, where the numbers Ψji,ℓ are determined by equations (74), (75) and (77) and the
numbers si are defined in (82).
Proof. We use the following mirror correspondence, see [12, Theorem 5.1.1 and Remark 5.1.3]:
under the mirror theorem 2.4.3, the basis (1fjp
i) of orbifold cohomology of P(w) corresponds to
the basis
[[ω]] = ([[ω0]], · · · , [[ωµ−1]])
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of GB,const induced by (ω0x
−c0 , · · · , ωµ−1x
−cµ−1) as follows: the image of 1fjp
i, j = 0, · · · , k,
i = 0, · · · , dj−1 under this correspondence is s
−1
j [[ωpj−1+i]]. Now, the theorem follows from theorem
9.1.3 (1). ✷
9.2.2 A description via characteristic classes
Inspired by [27] and [26], we now rewrite theorem 9.2.2 with the help of some characteristic classes.
Among other things we will see that the constants sj and bj (see equation (75)) in formula (83)
miraculously disappear. We use the notations of section 9.1.
Let us define, after formula (75) and (77),
• for j = 1, · · · , k, the cohomology classes
Γ̂j =
n∏
m=0
Γ(rwm1fjp+ 1− {wmfj}) (84)
where {x} = ⌈x⌉ − x and r is defined by formula (66),
• for j = 0, the cohomology class
Γ̂0 :=
n∏
m=0
Γ(1 + rwmp).
These definitions have to be understood in the following way: in order to calculate Γ(a1fjp + b)
(b > 0) we expand in power series the function
s 7→ Γ(as+ b)
and we replace in this expansion sk by 1fjp
k keeping in mind that 1fjp
dj = 0.
Corollary 9.2.3 The rational structure ΣA,constQ is the Q-vector space generated in the orbifold
cohomology by the vectors
ΨconstΓℓ =
k∑
j=0
e2iπℓfj exp(−2iπℓp) ∪ Γ̂j (85)
for ℓ = 0, · · · , µ− 1. Here ∪ denotes the cup-product on H∗orb(P(w),C).
Proof. From theorem 9.1.3 and theorem 9.2.2 it first follows that
ΨconstΓℓ =
k∑
j=0
sje
2iπℓfj exp(−2iπℓp) ∪Πj
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where
Πj = bjΓ(r1fjp+ fj)
∏
m∈Cj
1
wm
Γ(rwm1fjp+ 1)
×
∏
m/∈Cj
Γ(rwm1fjp+ wmfj − wm + a(µ+ n− pj + 1)m).
As already noticed, we have
⌈fjwm⌉ = wm + 1− a(µ+ n− pj + 1)m if m /∈ Cj,
fjwm = wm − a(µ+ n− pj + 1)m if m ∈ Cj .
It follows that sjbj
∏
m∈Cj
1
wm
= 1 and we get first
Γ̂j = Γ(r1fjp+ fj)
∏
m∈Cj
Γ(rwm1fjp+ 1)
×
∏
m/∈Cj
Γ(rwm1fjp+ wmfj − wm + a(µ+ n− pj + 1)m)
The assertion follows using again the formula for ⌈fjwm⌉ above. ✷
Up to the factor r, formula (85) agrees with [26, Theorem 4.11].
Remark 9.2.4 In the case of Pn, that is if w0 = w1 = · · · = wn = 1, we have
ΣA,constQ = Γ̂0 ∪ δ(H
∗(Pn,Q)) (86)
where δ(pm) = (2iπ)mpm and Γ̂0 = Γ(1 + p)
n+1. Indeed, by corollary 9.2.3, the vectors
ΨconstΓℓ = Γ̂0 ∪ δ(1) − ℓΓ̂0 ∪ δ(p) + · · ·+
(−ℓ)n
n!
Γ̂0 ∪ δ(p
n),
ℓ = 0, · · · , n generate ΣA,constQ over Q. It follows that the vectors Γ̂0 ∪ δ(p
i), i = 0, · · · , n, also
generate ΣA,constQ over Q. This result can already be found in [27, Proposition 3.1].
9.2.3 Conjugation
We now describe the conjugation on H∗orb(P(w),C) defined by the rational structure Σ
A,const
Q . We
will denote by η the conjugate of η ∈ H∗orb(P(w),C). From corollary 9.2.3 we get, keeping the
notations of section 9.1.5,
Corollary 9.2.5 We have, for j = 0, · · · , k and m = 0, · · · , dj − 1,
Γ̂j ∪ 1fjp
m = (−1)mΓ̂c(j) ∪ 1fc(j)p
m (87)
In particular, the Jordan blocks Bj and Bc(j) are conjugate.
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10 Correlators of a logarithmic quantum differential system
The aim of this section is to consider, in the light of quantum differential systems, the following
question: how to compute the gravitational correlators from Picard-Fuchs equations? The correla-
tors alluded to are defined on the A-side for instance in [6, Definition 10.1.1]. In general, we define
the gravitational correlators (two points, genus 0) of a flat logarithmic quantum differential system
to be the coefficients of the matrix H defined in lemma 6.3.2 (the fact that we can define only two
points correlators from a flat logarithmic quantum differential system is not so surprising because
such systems correspond on the A-side to the small quantum cohomology).
Three remarks are in order:
• the correlators defined in this way by the quantum differential system of example 2.1.7 (A-
side) are precisely the ones of algebraic geometry,
• given a flat quantum differential system, the matrix of correlators H is calculated solving the
recursion equations (29),
• the quantum differential system associated on the B-side with a regular tame function gives
directly (i.e without any reference to correlator) the matrix H we are looking for.
In practise, a mirror theorem will thus give a way to compute the correlators of the mirror partner
of a regular tame function. We apply the recipe in this section and we illustrate this by some simple
examples.
10.1 Gravitational two-points correlators of a flat logarithmic quantum differ-
ential system
Let Q be a flat logarithmic quantum differential system on M = C and
M(x, τ)
dx
x
+N(x, τ)
dτ
τ
(88)
be the matrix of the connection ∇ in the basis ω = (ω0, · · · , ωµ−1). By lemma 6.3.2, there exists
a unique matrix H(x, τ) = I +
∑
d≥1H
d(τ)xd of holomorphic functions such that, after the base
change of matrix H(x, τ), the matrix of the connection ∇ takes the form
M(0, τ)
dx
x
+N(0, τ)
dτ
τ
(89)
Recall that the matrices Hd (and thus the matrix H) are defined by the equations (29), that is
dHd(τ) = Hd(τ)M(0, τ) −M(0, τ)Hd(τ)−
d∑
i=1
M i(τ)Hd−i(τ)
for d ≥ 1 and M(x, τ) =M(0, τ) +
∑
i≥1M
i(τ)xi.
We will Hd(τ) =
∑
r≥0H
d,rτ r and Hd,r = (Hd,ri,j )ij .
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Definition 10.1.1 We will call the numbers
< τrωa, ωj >0,2,d:= g(ωj , ωj)H
d,r+1
j+1,a+1
,
r ≥ 0, d ≥ 1 and a, j = 0, · · · , µ − 1 (the integers j are defined in remark 2.1.4), gravitational
two-points correlators in genus 0 of the quantum differential system Q. The matrix H(x, τ) is called
the correlator matrix of Q.
The previous definition can be extended to the case d = 0: keeping in mind that H(0)(τ) = I, we
define < τrωa, ωj >0,2,0:= 0 for all r.
The link with the usual correlators < τrφa, φj >0,2,d of algebraic geometry as defined for instance
in [6, Definition 10.1.1] is given by the following lemma, which explains the terminology:
Lemma 10.1.2 Let Q be the quantum differential system associated with the small quantum co-
homology of a projective manifold X by example 2.1.7. Then we have
< τrφa, φj >0,2,d= g(φj , φj)H
d,r+1
j+1,a+1
(90)
for all a, j = 0, · · · , µ − 1, r ≥ 0 and d ≥ 1. The Gromov-Witten invariants < τ0φi, φj >0,2,d,
d ≥ 1, are described by the coefficients of τ in the matrix Hd(τ).
Proof. We have
H(φa) = φa +
∑
d≥1
µ−1∑
j=0
∑
r≥0
Hd,r+1j+1,a+1φjτ
r+1xd = φa +
∑
d≥1
µ−1∑
j=0
∑
r≥0
Hd,r+1
j+1,a+1
φjτ
r+1xd
= φa +
∑
d≥1
µ−1∑
j=0
∑
r≥0
Hd,r+1
j+1,a+1
g(φj , φj)φ
jτ r+1xd
because φj = g(φj , φj)φ
j by definition and because H(0, τ) = I and Hd,0j+1,a+1 = 0 for d ≥ 1 (this
follows from (29) because Q is flat). Define now, as in [6, section 10.2],
s˜(φa) = φa +
∑
d≥1
µ−1∑
j=0
∑
r≥0
τ r+1 < τrφa, φj >0,2,d φ
jqd.
Under the correspondence x ↔ q, we have H = s˜: this follows from the unicity, once given the
initial condition H(0, τ) = I, because, up to the factor e−τM1(0) lnx, H and s˜ yield fundamental
solutions of the Dubrovin connection. ✷
Let us emphasize once again that these correlators can be computed using the recursion relations
(29).
10.2 Examples
We discuss here some very simple examples.
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10.2.1 Projective space
Let us consider the quantum differential system of example 2.2.1, with w1 = · · · = wn = 1, the
mirror 22 of the small quantum cohomology of X = Pn. We have M(x, τ) = τM1(x) where
M1(x) = −

0 0 0 0 0 x
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 .. 0 0
0 0 0 0 1 0

which is a (n+ 1)× (n+ 1) matrix. According to example 7.2, the correlator matrix is
H(x, τ) = I +
∑
d≥1
Hd(τ)xd
where the matrices Hd(τ) are defined by the relations
dHd(τ) = τ [Hd(τ)M1(0)−M1(0)H
d(τ) +NH(d−1)(τ)] (91)
for all d ≥ 1 where N1,n+1 = 1 and Ni,j = 0 otherwise. Using definition 10.1.1, this gives some very
well known results (see f.i [6, Example 10.1.3.1] and the references therein):
Example 10.2.1 Let us assume that n = 1. We have, for d ≥ 1,
• < τ2d−1ω0, ω1 >0,2,d=
1
(d!)2
− 2d
(d!)2
(1 + · · ·+ 1d ) and < τrω0, ω1 >0,2,d= 0 otherwise,
• < τ2d−2ω1, ω1 >0,2,d=
d
(d!)2 and < τrω1, ω1 >0,2,d= 0 otherwise,
• < τ2dω0, ω0 >0,2,d=
−2
(d!)2 (1 + · · ·+
1
d) and < τrω0, ω0 >0,2,d= 0 otherwise,
• < τ2d−1ω1, ω0 >0,2,d=
1
(d!)2
and < τrω1, ω0 >0,2,d= 0 otherwise.
Indeed, the recursion relation (91) gives
• Hd11(τ) =
τ2d
(d!)2
− 2dτ
2d
(d!)2
(1 + · · ·+ 1d) for d ≥ 1, 1 if d = 0,
• Hd12(τ) =
dτ2d−1
(d!)2 for d ≥ 1, 0 if d = 0,
• Hd21(τ) =
−2
(d!)2
τ2d+1(1 + · · ·+ 1d) for d ≥ 1, 0 if d = 0,
• Hd22(τ) =
τ2d
(d!)2 for d ≥ 1, 1 if d = 0
Remark 10.2.2 Let us put degω0 = 0 and degω1 = 2. Then < τrωi, ωj >0,2,d= 0 if
2r + degωi + degωj 6= 4d
as predicted by the “degree axiom” [6, page 192].
22Strictly speaking, one should take into account the coordinate x0 of H
0(X,C): the relative part of the quantum
differential system is
−τI
dx0
x0
− τM1(x1)
dx1
x1
and one has to twist the following results by x−τI0 .
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10.2.2 Weighted projective space
Let us continue with example 2.2.1, but now for general integers w0, · · · , wn, the mirror of the
weighted projective spaces P(w0, · · · , wn). Recall the canonical fundamental solution
P (ζ, τ) = H(ζ, τ)e−τM˜1(0) ln ζ
defined in example 7.3. We write
H(ζ, τ) = I +
∑
d≥1
Hd(τ)ζd
and Hd(τ) =
∑
r≥0H
d,rτ r. We then get the (orbifold) correlators
< τrω˜a, ω˜j >0,2,d:= g(ω˜j , ω˜j)H
d,r+1
j+1,a+1
where the sections ω˜i are defined in example 7.3. Once again, these correlators can be computed
in practise using formula (29).
Example 10.2.3 Let n = 1, w0 = 1 and w1 = 2. We have, with the notations of section 9.1.2,
µ = 3, c0 = c1 = 0, c2 =
1
2 and
M˜1(ζ) = −2
 0 0 ζ/41 0 0
0 ζ 0

We have 0 = 1 and g(ω˜0, ω˜1) =
1
2 , 2 = 2 and g(ω˜2, ω˜2) =
1
8 . The matrix H(ζ, τ) is determined by
the relations
dHd(τ) = 2τ [
 0 0 01 0 0
0 0 0
Hd(τ)−Hd(τ)
 0 0 01 0 0
0 0 0
]
+2τ
 0 0 1/40 0 0
0 1 0
H(d−1)(τ)
for d ≥ 1 and H(0)(τ) = I. We have for instance
H(1)(τ) =
 0 0 τ20 0 τ2
−4τ2 2τ 0
 and H(2)(τ) =
 −32τ3 τ
2
2 0
−2τ4 τ
3
2 0
0 0 τ3
 .
This gives
• < τ2ω˜0, ω˜1 >0,2,2= −3/4, < τ1ω˜1, ω˜1 >0,2,2= 1/4, < τ3ω˜0, ω˜0 >0,2,2= −1, < τ2ω˜1, ω˜0 >0,2,2=
1/4, < τ2ω˜2, ω˜2 >0,2,2= 1/8 and < τrω˜i, ω˜j >0,2= 0 otherwise,
• < τ0ω˜2, ω˜1 >0,2,1= 1/4, < τ1ω˜0, ω˜2 >0,2,1= −1/2, < τ0ω˜1, ω˜2 >0,2,1= 1/4, < τ1ω˜2, ω˜0 >0,2,1=
1/2 and < τrω˜i, ω˜j >0,2,1= 0 otherwise.
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Remark 10.2.4 In the previous example we have < τrω˜i, ω˜j >0,2,d= 0 if
2r + deg ω˜i + deg ω˜j 6= 3d
where deg ω˜0 = 0, deg ω˜1 = 2 and deg ω˜2 = 1. More generally set now X = P(w0, · · · , wn). If
< τk0φ0, · · · , τkℓ−1φℓ−1 >0,ℓ,d is not equal to zero then
ℓ−1∑
i=0
(degorb φi + 2ki) = 2n+ 2 < c1(TX ), d > +2ℓ− 6. (92)
We have c1(TX ) = µp where p :=
1
pgcd(w0,··· ,wn)
c1(OX (pgcd(w0, · · · , wn))) ∈ H
2(|X |,C). If more-
over the numbers µ := w0 + · · · + wn and
1
r := lcm(w0, · · · , wn) are prime there exists a generator
Dw of H2(|X |,Z) such that
∫
Dw
p = r. In these conditions, equation (92) becomes
ℓ−1∑
i=0
(αi + ki) = n+ µrd+ ℓ− 3 (93)
if R∞(ω˜i) = αiω˜i. This justifies the twist by r above.
11 A mirror partner of the Hirzebruch surface F2 via quantum
differential systems and its classical limit
In this section we compute a mirror partner of the small quantum cohomology of the Hirzebruch
surface F2 using quantum differential systems, as explained in section 2.4. This provides a concrete
mirror theorem for a non Fano variety via Gauss-Manin systems and Brieskorn lattices. The explicit
construction of the quantum differential system QB associated with the Landau-Ginzburg model of
F2 is interesting for several reasons. First, it brings to light some new phenomena on the B-side, in
comparison with the Fano situations considered until now: for instance, and for tameness reasons,
the base space (which is two dimensional in this situation because the Picard group of F2 is so)
MB is not the whole torus (C∗)2. Second, the description of the mirror map ν (see definition 2.4.1)
in terms of flat coordinates is very transparent in this setting. Flatness has to be understood with
respect to a residual connection which is explicitely produced by the quantum differential system
QB . Notice that several normalizations of such flat coordinates are possible, and this is essentially
due to the fact that the rank of the Picard group is greater than one: keeping in mind mirror
symmetry, this ambiguity is at the end set by the metric. Last, and independently of the mirror
theorem, we construct a logarithmic Frobenius manifold starting from a restricted set of data, using
the reconstruction results of [36] and [23].
We describe briefly the setting in section 11.2 and we calculate, on the B-side, the mirror flat
quantum differential system in section 11.3. The mirror theorem is stated in section 11.4.2 and we
check in section 11.4.4 that specialization of the previous results at suitable values of the parameters
q1 et q2 gives the small quantum orbifold cohomology of P(1, 1, 2), an aspect of Ruan’s conjecture
(this has been done first in [5], in a slightly different setting). On the way, we use our computations
in order to construct a logarithmic Frobenius manifold in section 11.4.1.
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11.1 A Landau-Ginzburg model for the Hirzebruch surface F2
We will denote by X the Hirzebruch surface F2: it is a compact and smooth toric variety such that
Pic(X) = Zf ⊕ZH where f is the class of a fiber and H is the zero section (the section at infinity
is H − 2f). The cohomology algebra of X is C[f,H]/ < f2,H2 − 2Hf > and we have intersection
numbers
f2 = 0, H2 = 2 and (H − 2f)2 = −2 (94)
We consider the fan Σ of X with one dimensional cones
Σ(1) = {(1, 0), (0, 1), (−1, 2), (0,−1)}
where we identify elements of Σ(1) with their primitive generators v1 = (1, 0), v2 = (0, 1), v3 =
(−1, 2) and v4 = (0,−1). We denote by D1, D2, D3 and D4 the corresponding divisors, with
intersection numbers
D21 = 0, D
2
2 = −2, D
2
3 = 0, D
2
4 = 2
We have
D1 = f, D2 = H − 2f, D3 = f, D4 = H (95)
and thus D1 +D2 +D3 +D4 = 2H. In particular X is not Fano.
Recall also the exact sequence
0 −→ Pic(X)
ψ
−→ Z4
ϕ
−→ Z2 −→ 0 (96)
where ϕ(ei) = vi for i = 1, · · · , 4, (ei) denoting the canonical basis of Z
4, and
ψ(af + bH) =
4∑
i=1
< Di, af + bH > ei.
The matrix of ϕ is (
1 0 −1 0
0 1 2 −1
)
while the matrix of ψ in the basis (f,H) of Pic(X) is
1 0
−2 1
1 0
0 1

(the two column vectors of the latter matrix generate the linear relations between the vi’s).
Applying the functor HomZ(−−,C
∗) to the exact sequence (96), we get the Landau-Ginzburg
model for X: it is the function F defined by
u1 + u2 + u3 + u4
restricted to
U = {(u1, u2, u3, u4) ∈ (C
∗)4| u1u
−2
2 u3 = q1 and u2u4 = q2}
Throughout this paper, we will consider the following presentation of F :
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Definition 11.1.1 The Landau-Ginzburg model of the Hirzebruch surface F2 is the function F
defined by
F (u1, u2, q1, q2) = u1 + u2 + q1
u22
u1
+ q2
1
u2
(97)
on (C∗)2 ×C2.
11.2 Tameness properties of the Landau-Ginzburg model and its Brieskorn lat-
tice
11.2.1 Tameness
The function F has some tameness properties, depending on the position of the parameters (q1, q2).
In order to see this, let Γ be the convex hull of (1, 0), (0, 1), (−1, 2), (0,−1) in R2.
Lemma 11.2.1 The Laurent polynomial function f : (u1, u2) 7→ F (u1, u2, q1, q2) is convenient and
non-degenerate with respect to Γ in the sense of [28] for all
(q1, q2) ∈M := {(q1, q2) ∈ (C
∗)2|q1 6=
1
4
}.
For (q1, q2) ∈ M , the function f has four non-degenerate critical points (and four distinct critical
values) and its global Milnor number is equal to 4.
Proof. The function f is convenient for q1q2 6= 0 because 0 belongs to the interior of Γ. Let us
denote
• Γ0 the face of Γ whose equation is x− y = 1,
• Γ1 the face whose equation is −3x− y = 1,
• Γ2 the face whose equation is x+ y = 1
We define
f|Γ0 = u1 + q2
1
u2
, f|Γ1 = q1
u22
u1
+ q2
1
u2
, f|Γ2 = u1 + u2 + q1
u22
u1
,
the restrictions of f to the boundary of Γ. It is easily seen that
u1
∂f|Γj
∂u1
= u2
∂f|Γj
∂u2
= 0 =⇒ u1u2 = 0
(this condition means precisely that f is non-degenerate) if and only if moreover q1 6=
1
4 . The
assertion about the global Milnor number then follows for instance from [28], but it can also be
directly checked. ✷
Notice that the restriction of F at q1 =
1
4 has two non-degenerate critical points and it follows that
its (global) Milnor number is equal to two. This “jump” of Milnor numbers is not so surprising:
the restriction of f at q1 =
1
4 is indeed degenerate. Notice also that there are no critical points in
M disappearing at infinity in the sense of [13, section 2].
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Remark 11.2.2 The discriminant D (image of the singular locus) of (F (u, q1, q2), q1, q2) = (t, q1, q2)
has the equation
t4 − 8q2t
2 − 16q22(4q1 − 1) = 0
and is therefore smooth on M . The projection π : D →M is finite and the cardinal of any fiber is
equal to four.
11.2.2 The Brieskorn lattice
We refer to [13] for the definition of the (Fourier-Laplace tranform of the) Brieskorn lattice G0 and
the Gauss-Manin system G of F . Recall the following facts: put
C[M,θ] := C[q1, q2, q
−1
1 , q
−1
2 , (4q1 − 1)
−1, θ]
where θ is a new variable and U = (C∗)2. Then
• G0 = Ω
n(U)[M,θ]/(θd− dF∧)Ωn−1(U)[M,θ],
• G0/θG0 = Ω
n(U)[M,θ]/dF ∧Ωn−1(U)[M,θ].
where d is a relative differential: the derivation is taken with respect to (u1, u2) only. G0 is naturally
a C[M,θ]-module and is equipped with a action of θ2∇∂θ which is induced by the multiplication
by F . We will also write τ for θ−1; in particular ∇∂τ = −θ
2∇∂θ .
Proposition 11.2.3 The classes
△ := (△0,△1,△2,△3) := ([
du1
u1
∧
du2
u2
], [
1
u2
du1
u1
∧
du2
u2
], [
u2
u1
du1
u1
∧
du2
u2
], [
u22
u1
du1
u1
∧
du2
u2
]) (98)
yield a basis of G0 over C[M,θ].
Proof. Notice first that the classes of
du1
u1
∧
du2
u2
,
1
u2
du1
u1
∧
du2
u2
,
u2
u1
du1
u1
∧
du2
u2
,
u22
u1
du1
u1
∧
du2
u2
are linearly independant in G0/θG0 because we have
• [Fdu1 ∧ du2] = q2[
1
u2
du1 ∧ du2]
• [F 2du1 ∧ du2] = q2[du1 ∧ du2] + 2q1q2[
u2
u1
du1 ∧ du2]
• [F 3du1 ∧ du2] = 2q1(1− 4q1)[
u22
u1
du1 ∧ du2] + q2(1 + 4q1)[
1
u2
du1 ∧ du2]
in G0/θG0 and the classes
[du1 ∧ du2], [Fdu1 ∧ du2], [F
2du1 ∧ du2], [F
3du1 ∧ du2]
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are linearly independant in G0/θG0 (see lemma 11.2.1 and remark 11.2.2). Now, if ω1, · · · , ωµ ∈ G0
are such that there is no non-trivial relation between their classes in G0/θG0 then there are no
non-trivial relations between ω1, · · · , ωµ in G0. Indeed, assume that
µ∑
i=1
ai(θ, q1, q2)ωi = 0
in G0. Using the assumption, we first get ai(0, q1, q2) = 0 for all i and, because G0 has no θ-
torsion (see for instance [8]), we get by induction that the coefficients of the monomials θk in the
ai(θ, q1, q2)’s are all equal to 0. We conclude in particular that the classes △0,△1,△2,△3 are linearly
independant in G0. In particular they generate a free module H0 of rank 4, contained in G0. The
moduleH := C[M,θ, θ−1]⊗H0 is free over C[M,θ, θ
−1], equipped with a connection (see the second
part of theorem 11.3.1 below, which is independent of the first one): it follows that G/H is also
free over C[M,θ, θ−1], because of finite type and equipped with a connection. Now, and because of
lemma 11.2.1, G is free of rank 4 over C[M,θ, θ−1] (see for instance [13]). We thus have G = H.
In particular, H0 is a lattice in G and we finally get G0 = H0 because G0 is also a lattice in G, see
loc. cit. ✷
11.3 A quantum differential system for the Landau-Ginzburg model
We solve here the Birkhoff problem for the Brieskorn lattice of F (see the Appendix). In other
words, we describe a basis of G0 yielding a differential system on P
1 ×M , with logarithmic poles
along {τ = 0} ×M and with poles of Poincare rank less or equal to 1 along {θ = 0} ×M . We
ask moreover that this basis provides (canonical) logarithmic extensions of the Brieskorn lattice
along q2 = 0 and q1 = 0. Here, the adjective canonical refers to canonical Deligne’s extensions:
we require that the eigenvalues of the residue matrices along q2 = 0 and q1 = 0 do not differ from
non-zero integers. This explains why we work with a modified version of the basis △.
11.3.1 A (non-resonant, logarithmic) differential system
Define
ω = (ω0, ω1, ω2, ω3) := (ω0,−θq2∇∂q2ω0, θq2∇∂q2θq1∇∂q1ω0,−θq1∇∂q1ω0) (99)
We will make a constant use of the following result which describes the matrix of the connection
∇:
Theorem 11.3.1 1. ω is a basis of G0 over C[M,θ].
2. The matrix of τ∇∂τ in the basis ω is
−τ

0 2q2 0 0
2 0 4q1q2 0
0 4 0 2
0 0 2q2(1− 4q1) 0
−

0 0 0 0
0 1 0 0
0 0 2 0
0 0 0 1
 ,
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the one of q2∇q2 is
−τ

0 q2 0 0
1 0 2q1q2 0
0 2 0 1
0 0 q2(1− 4q1) 0

and the one of q1∇q1 is
−τ

0 0 0 q2q11−4q1
0 0 q1q2 0
0 1 0 2q14q1−1
1 0 −2q1q2 0
+

0 0 0 0
0 0 0 q14q1−1
0 0 0 0
0 0 0 − 2q14q1−1

Proof. We have
△ = (ω0,−θ∇∂q2ω0, θ∇∂q2θ∇∂q1ω0,−θ∇∂q1ω0)
where ω0 := [
du1
u1
∧ du2u2 ], by the very definition of the relative connection. We thus have
ω = (△0, q2 △1, q1q2 △2, q1 △3)
where the basis △ is defined in proposition 11.2.3 and this shows the first point. We first describe
the matrix of the connection in the basis △. In order to do so, we need the following data: let us
define, for j = 0, 1, 2,
• hΓj = a
j
1u1
∂F
∂u1
+ aj2u2
∂F
∂u2
− F if Γj has equation a
j
1x+ a
j
1y = 1,
• φΓj (u
α
1u
β
2 ) = a
j
1α+ a
j
1β and φ(u
α
1u
β
2 ) = maxjφΓj (u
α
1u
β
2 ).
where the faces Γj of Γ are defined in the proof of lemma 11.2.1. One has
hΓ0 = −2u2 − 4q1
u22
u1
, hΓ1 = −4u1 − 2u2, hΓ2 = −2q2
1
u2
and, for instance,
φ(1) = φΓ2(1) = 0, φ(
1
u2
) = φΓ0(
1
u2
) = 1, φ(
u2
u1
) = φΓ1(
u2
u1
) = 2, φ(
u22
u1
) = φΓ2(
u22
u1
) = 1.
The map φ is the Newton degree, giving rise to the Newton filtration, closely related with the
V -filtration and the spectrum at infinity of the function f for (q1, q2) ∈M , see [13, Section 4]. We
then have, in the Gauss-Manin system G of F (keeping in mind that the action of ∇∂τ is induced
by the multiplication by −F ),
(τ∇∂τ + φΓj (g))[g
du1
u1
∧
du2
u2
] = τ [hΓjg
du1
u1
∧
du2
u2
] (100)
for any monomial g = ua11 u
a2
2 , (a1, a2) ∈ Z
2, where [ ] denotes the class in G. This formula easily
follows from the computation rules in the Gauss-Manin system. We also have
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• u1du1 ∧ du2 = q1
u22
u1
du1 ∧ du2 + dF ∧ u1du2
• u2du1 ∧ du2 = q2
1
u2
du1 ∧ du2 − 2q1
u22
u1
du1 ∧ du2 + dF ∧ −u2du1
• 1
u22
du1 ∧ du2 =
1
q2
du1 ∧ du2 + 2
q1
q2
u2
u1
du1 ∧ du2 + dF ∧
1
q2
du1
• q1
1
u1
du1∧du2 =
q1
q2
(1−4q1)
u22
u1
du1∧du2+2q1
1
u2
du1∧du2+dF∧[
u1
q2
− u1
u22
]du2+dF∧[
u1
q2
− 2q1q2 u2]du1
• q1(4q1−1)
u42
u21
du1∧du2 = 2q1q2
u2
u1
du1∧du2−q2du1∧du2+dF ∧ [−2q1
u32
u1
+u22]du1+dF ∧u
2
2du2
where d denotes the relative differential d(C∗)2×/M , because dF = (1 − q1
u22
u21
)du1 + (1 + 2q1
u2
u1
−
q2
1
u22
)du2. From this we get, using formula (100), that the matrix of τ∇∂τ in the basis △ is
τ

0 −2 0 0
−2q2 0 −4q2 0
0 −4q1 0 −2q2
0 0 2(4q1 − 1) 0
+

0 0 0 0
0 −1 0 0
0 0 −2 0
0 0 0 −1

Similarly, and using the fact that θ∇q2ω (resp. ∇q1ω) is −
∂F
∂q2
ω (resp. − ∂F∂q1ω) for a section
ω ∈ Ωn(U), we find that the matrix of ∇q2 is
τ

0 − 1q2 0 0
−1 0 −2 0
0 −2 q1q2 0 −1
0 0 (4q1−1)q2 0
+

0 0 0 0
0 − 1q2 0 0
0 0 − 1q2 0
0 0 0 0

(notice that the residue matrix of ∇q2 along q2 = 0 is resonant that is the difference of two of its
eigenvalues is a non-zero integer) and that the one of ∇q1 is
τ

0 0 0 q2q1(4q1−1)
0 0 − q2q1 0
0 −1 0 −2 q24q1−1
−1 0 2 0
+

0 0 0 0
0 0 0 q2q1(4q1−1)
0 0 − 1q1 0
0 0 0 − (6q1−1)q1(4q1−1)

It follows that in the basis ω the connection has the expected form23. ✷
23 Put v1 = q
−1/2
2 u1 and v2 = q
−1/2
2 u2. Then
F (v1, v2) = q
1/2
2 L(v1, v2, q1)
where L(v1, v2, q1) = v1 + v2 + q1
v2
2
v1
+ 1
v2
. The function F is thus a “rescaling” of the function L, and these kind of
functions yield naturally logarithmic degenerations along q2 = 0. A connected result is that τ∇∂τ = 2q2∇∂q2 (see
also remark 11.4.4 below).
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Corollary 11.3.2 Put θ := τ−1 and E := G0/θG0. The connection ∇ takes the form
∇ = ▽+
Φ
θ
+ (
V0
θ
+ V∞)
dθ
θ
where
• ▽ is a flat connection on E,
• Φ is an OM -linear map Φ : E → E ⊗ Ω
1
M , such that Φ ∧ Φ = 0,
• V0 and V∞ are two OM -linear endorphisms of E
✷
We will call ▽ the residual connection. It will play a central role in our perception of mirror
symmetry. By theorem 11.3.1, the matrix of ▽ is
0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 −2
 dq14q1 − 1 (101)
in the basis of E induced by ω.
Remark 11.3.3 The monodromy matrices of the connection ∇ around τ = 0, q2 = 0, q1 = 0 in
the basis ω are
Mτ := exp(2iπ

0 0 0 0
−2 0 0 0
0 −4 0 −2
0 0 0 0
), Mq2 := exp(2iπτ

0 0 0 0
−1 0 0 0
0 −2 0 −1
0 0 0 0
)
and
Mq1 := exp(2iπτ

0 0 0 0
0 0 0 0
0 −1 0 0
−1 0 0 0
)
respectively24. Indeed, theorem 11.3.1 gives explicit residue matrices: for the two last assertions we
can use the non-resonance condition and for the first one the fact that [B∞, B0(0)] = −B0(0) if we
write the matrix of τ∂τ as τB0(q) +B∞. Notice that these monodromies are not cyclic.
24Notice that M2{q2=0} =M{τ=0}.
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11.3.2 Flattening: the ▽-flat basis ε
In order to get a quantum differential system, we are still looking for a ∇-flat bilinear form S, the
metric. We first define flat bases with respect to the flat residual connection ▽: indeed, the bilinear
we are looking for should be constant in such bases, and therefore easier to describe. It turns out
that these flat bases depend on some choices. A key point is that these choices will be set by the
metric. More precisely, using equation (101), we get a ▽-flat basis from ω via a multivalued base
change, whose matrix is
P(c) =

1 0 0 0
0 1 0 −12(1− 4q1)
1/2 + c
0 0 1 0
0 0 0 (1− 4q1)
1/2

where25 c ∈ C. Let us define
ε = (ε0, ε1, ε2, ε3) := (ω0, ω1, ω2, ω3)P(−
1
2 ) ,
see remark 11.3.7 for an explanation of this choice.
Lemma 11.3.4 In the basis ε, the matrix τ∇∂τ is
−τ

0 2q2 0 −q2 − q2(1− 4q1)
1/2
2 0 q2 + q2(1− 4q1)
1/2 0
0 4 0 −2
0 0 2q2(1− 4q1)
1/2 0
−

0 0 0 0
0 1 0 0
0 0 2 0
0 0 0 1
 ,
the one of q2∇q2 is
−τ

0 q2 0 −
1
2q2(1− (1− 4q1)
1/2)
1 0 12q2(1 + (1− 4q1)
1/2) 0
0 2 0 −1
0 0 q2(1− 4q1)
1/2 0

and the one of q1∇q1 is
τ

0 0 0 −q1q2(1− 4q1)
−1/2
−12 −
1
2 (1− 4q1)
−1/2 0 q1q2(1− 4q1)
−1/2 0
0 −1 0 12((1− 4q1)
−1/2 + 1)
−(1− 4q1)
−1/2 0 2q1q2(1− 4q1)
−1/2 0

Proof. Follows from theorem 11.3.1 and the definition of the matrix P(−12 ). ✷
Remark 11.3.5 We define naturally the degree of ε0 (resp. ε1, ε2, ε3) to be 0 (resp. 1, 2, 1).
25The parameter c is after all natural: it corresponds to the choice of a basis of H2(F2), see section 11.4.2 below.
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11.3.3 Flat metric
Let us define, for a ∈ C∗,
S(ε0, ε2) := a, S(ε1, ε1) = 2a, S(ε3, ε1) = −a (102)
and S(εi, εj) = 0 otherwise.
Lemma 11.3.6 Formulas (102) provide a bilinear form S on G0 by
S(ω0, ω2) := a, S(ω1, ω1) = 2a, S(ω3, ω3) =
2q1
4q1 − 1
a, S(ω1, ω3) = a, S(ω2, ω2) = 2aq1q2 (103)
and S(ωi, ωj) = 0 otherwise, these formulas being extended by C[M,θ]- sequilinearity keeping in
mind the involution j alluded to in the introduction. The form S is non-degenerate and ∇-flat.
Proof. This result is directly checked: flatness follows from the symmetry properties of the matrices
involved in lemma 11.3.4. ✷
Remark 11.3.7 Formula (102) explains why the normalization c = −12 in the base change P(c)
is the good one to consider in the mirror symmetry framework, see theorem 11.4.3. For instance,
one would have
S(η0, η2) := a, S(η1, η1) = 2a, S(η3, η3) = −
a
2
(104)
if (η0, η1, η2, η3) denotes the basis obtained from ω using the matrix P(0).
Unless otherwise stated, we will choose a = 1 in the sequel.
11.3.4 Flat coordinates
In order to get a precise mirror theorem, we first search for flat coordinates on M . Define the
period map
ϕω0 : ΘM →
G0
θG0
(105)
by
ϕω0(X) = −ΦX(ω0) (106)
where Φ is the Higgs field defined in corollary 11.3.2. Notice that ϕω0 is injective, see theorem
11.3.1. We use this map to shift the connection ▽ to a flat connection ▽ω0 on ΘM putting
ϕω0(▽
ω0(X)) = ▽ϕω0(X) (107)
The flat coordinates ϕ1 and ϕ2 alluded to are coordinates such that the vector fields ∂ϕ1 and ∂ϕ2
defined by ∂ϕi(dϕj) = δij are ▽
ω0-flat (δij denotes the Kronecker symbol)
26.
Let us define the vector fields
26One could also shift shift the ▽-flat bilinear form S to a ▽ω0 -flat bilinear form Sω0 on ΘM putting S
ω0(X,Y ) =
S(ϕω0(X), ϕω0(Y )).
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• ξ1 = −(1− 4q1)
1/2q1∂q1 + (
1
2(1− 4q1)
1/2 + 12)q2∂q2
• ξ2 = q2∂q2
Theorem 11.3.8 The vector fields ξ1 and ξ2 are ▽
ω0-flat and the functions ϕ1 and ϕ2 defined by
q1 =
eϕ1
(1 + eϕ1)2
and q2 = e
ϕ2(eϕ1 + 1)
are flat coordinates27.
Proof. By the very definition we have
ϕω0(▽
ω0q1∂q1) = −▽ω3 and ϕω0(▽
ω0q2∂q2) = −▽ω1
It follows from theorem 11.3.1 and the injectivity of the period map ϕω0 that
▽
ω0
∂q1
q1∂q1 = (4q1 − 1)
−1q2∂q2 − 2(4q1 − 1)
−1q1∂q1 and ▽
ω0
∂q2
q1∂q1 = 0,
▽
ω0
∂q1
q2∂q2 = 0 and ▽
ω0
∂q2
q2∂q2 = 0.
The vector fields ξ1 and ξ2 are thus ▽
ω0-flat. We also have ∂ϕ1 = ξ1 and ∂ϕ2 = ξ2 and this gives
the second assertion. ✷
Remark 11.3.9 After theorem 11.3.8 , it is natural to define
r1 := e
ϕ1 and r2 := e
ϕ2 (108)
We thus have ri∂ri = ξi. We will also call r1 et r2 flat coordinates (a small misuse of language).
Using these coordinates, we can rewrite lemma 11.3.4 as follows : in the basis ε, the matrix τ∇∂τ
is
−τ

0 2r2(1 + r1) 0 −2r1r2
2 0 2r1r2 0
0 4 0 −2
0 0 2(r1 − 1)r2 0
−

0 0 0 0
0 1 0 0
0 0 2 0
0 0 0 1
 ,
the one of r2∇r2 is
−τ

0 r2(1 + r1) 0 −r2r1
1 0 r1r2 0
0 2 0 −1
0 0 (r1 − 1)r2 0

and the one of r1∇r1 is
−τ

0 r1r2 0 −r2r1
0 0 r1r2 0
0 1 0 0
−1 0 r1r2 0

27Compare with [6, formula (11.94) p. 394]
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11.3.5 Summary: quantum differential systems
The first part of this section yields a trivial bundle G on P1 ×M , equipped with a meromorphic
connection ∇ with the expected poles and the second part yields a ∇-flat metric S, where we choose
the normalization a = 1 in formulas (102). In other words, the tuple
QBF = (M,G,∇, S, 2)
is a quantum differential system onM . In the same way, using remark 11.3.9 and the metric defined
in section 11.3.3, we also define a quantum differential system QB,qcF on the universal covering of
M .
11.4 Applications: a logarithmic Frobenius manifold and a mirror theorem
11.4.1 First application: a logarithmic Frobenius manifold
We show here how the datum QBF (the initial condition) provides a logarithmic Frobenius manifold
in the sense of [36]. Let
L :=
3∑
i=0
C[q1, q2, (4q1 − 1)
−1, θ]ωi
which is an extension of G0 along D := {(q1, q2) ∈ C
2| q1q2 = 0} for which the eigenvalues of
the residue matrices are equal to zero, see theorem 11.3.1. L is equipped with a bilinear form S
defined by formula (103) and naturally extended by (sesqui-) linearity. Define Elog := L/θL and
the logarithmic version of the period map (105)
ϕlogω0 : Der(logD)→ E
log (109)
by
ϕlogω0 (X) = −ΦX(ω0) (110)
where Der(logD) denotes the module of the logarithmic vector fields along D.
Lemma 11.4.1 Let us denote by o the fiber at (q1, q2) = (0, 0). Then:
1. the map ϕlog,oω0 is injective,
2. the vector ωo0 of E
log,o and its images under iterations of the maps ΦX : E
log,o → Elog,o
generate Elog,o,
3. the section ω0 is ▽-flat and homogeneous
28.
Proof. Use theorem 11.3.1. For the two first assertions, notice that ωo3 and ω
o
1 are linearly
independent in Elog,o, Φq1∂q1ω
o
0 = ω
o
3, Φq2∂q2ω
o
0 = ω
o
1 and Φq1∂q1 ◦ Φq2∂q2ω
o
0 = ω
o
2. The last one is
clear. ✷
Denote by Glog the extension of L at P1 × N where N := (C2, 0). Logarithmic quantum
differential systems are naturally defined, see for instance [36, Definition 1.8] where they are called,
after [23], logD-trTLEP structures. Unfoldings and universal unfoldings of such objects are defined
in [36, definition 1.9].
28With the notation of corollary 11.3.2, ω0 is an eigenvector of V∞ for the eigenvalue 0.
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Theorem 11.4.2 The tuple QB,log = (Glog,∇, S,N,D) is a logarithmic quantum differential sys-
tem. It has a universal unfolding which defines, together with the ▽-flat section ω0, a logarithmic
Frobenius manifold at the origin of C2.
Proof. The first assertion follows from the definition because S is nondegenerate on N (because
S(ω1, ω3) ∈ C
∗) and the second from [36, Theorem 1.12], together with lemma 11.4.1 which gives
the required generation condition in loc. cit. ✷
To conclude, let us notice that this construction of logarithmic Frobenius manifold gives in some
sense an intermediate step between the one associated with projective space and the one associated
with weighted projective spaces as described in [12]: the monodromies are not cyclic, as it is the
case for weighted projective spaces, and the bilinear form S is nondegenerate, as it is the case for
projective spaces.
11.4.2 Second application: a mirror theorem for the small quantum cohomology of
F2
The goal of this section is to describe a mirror partner of the small quantum cohomology of F2
using quantum differential systems. On the quantum cohomology side we keep the notations of [6,
section 11.2]. Recall the quantum differential system QB,qcF (on M) defined in section 11.3.5, using
the flat coordinates (r1, r2), and let Q
A
F2
(on MA) be the one associated with the small quantum
cohomology of F2, see [6]. Let us define the map
γ : QAF2 → (id, ν)
∗QB,qcF
of quantum differential systems in the following way:
• the map ν :M →MA is the identity,
• the map γ is defined by
γ(1) = ε0, γ(f) = θr1∇r1ε0, γ(H) = θr2∇r2ε0,
γ(H ◦ f) = (θr2∇r2)(θr1∇r1)ε0
A central point is that, in the original coordinates (q1, q2), that is if we consider Q
B
F instead of
QB,qcF , the map ν is given by ν(q1, q2) = (r1, r2).
Theorem 11.4.3 The map γ is an isomorphism for which
1. the small quantum poduct is given by 29
f ◦ c = γ−1((θr1∇r1γ(c))|θ=0) and H ◦ c = γ
−1((θr2∇r2γ(c))|θ=0)
for any cohomology class c in H∗(F2),
29We can check directly the Frobenius property gF2(a ◦ b, c) = gF2(b, a ◦ c) for any cohomology classes a, b, c in
H∗(F2), using the definition of γ and the properties of S.
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2. the metric gF2 of Q
A
F2
is given by
gF2(a, b) = S(γ(a), γ(b))
for any cohomology classes a and b in H∗(F2) where S is defined by formula (102).
Proof. By remark 11.3.9 we have
γ(1) = ε0, γ(f) = ε3, γ(H) = −ε1 and γ(H ◦ f) = ε2 + r1r2ε0. (111)
It follows that the map γ is indeed an isomorphism. The following facts can be found in [6, section
11.2] for instance:
• The matrix of the quantum mutiplication by f in the basis (1, f,H, f ◦H) is
0 r1r2 0 0
1 0 0 0
0 0 0 r1r2
0 0 1 0

• the one of the quantum multiplication by H is
0 0 r2(1− r1) 0
0 0 0 r2(1− r1)
1 0 0 2r1r2
0 1 2 0

• last, the matrix of gF2 in the same basis is
0 0 0 1
0 0 1 0
0 1 2 0
1 0 0 2r1r2

Thus, the assertions follow using the definition of S and remark 11.3.9.
✷
Remark 11.4.4 1. It follows from theorem 11.3.1 (2) that
θq2∇q2(θq2∇q2 − 2θq1∇q1)ω0 = q2ω0
This is precisely the differential equation satisfyed by Givental’s IF2-function, see f.i [6, page 394,
formula 11.96]. This gives
θr2∇r2(θr2∇r2 − 2θr1∇r1)ε0 = r2(1− r1)ε0
in flat coordinates and thus
H ◦ (H − 2f) = r2(1− r1)1
using the isomorphism γ.
2. The restriction of the Euler vector field E at H2(F2) is equal to 2H. Together with the mirror
correspondence, this is consistent with the fact that τ∇∂τ = 2q2∇∂q2 , see theorem 11.3.1.
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11.4.3 By way of conclusion: rational structures
Let us emphasize that one of the interest of the mirror isomorphism is that it shifts the structures
from the B-side to the A-side and this includes the rational structures, see section 8. A rational
structure (on the fiber at θ = −1 of the classical limit) is a Q-vector space generated by a basis in
which the monodromy matrices around q1 = 0 and q2 = 0 have rational coefficients. Let us come
back for instance to the setting of this paper and recall the monodromy matrices of remark 11.3.3.
We have, in the basis W := (W0,W1,W2,W3) = (ω0, 2iπτω1, (2iπ)
2τ2ω2, 2iπτω3),
Mq2 =

1 0 0 0
−1 1 0 0
1 −2 1 −1
0 0 0 1
 and Mq1 =

1 0 0 0
0 1 0 0
0 −1 1 0
−1 0 0 1

so that we can eventually define a rational structure30 as the Q-vector space generated by the basis
W for which we have for instance the following conjugation relations: ω0 = ω0, ω1 = −ω1, ω2 = ω2
and ω3 = −ω3. The mirror isomorphism shifts this rational structure on the cohomology of the
Hirzebruch surface and provides the following conjugation relations: 1 = 1, H = −H, f = −f ,
H ∪ f = H ∪ f .
Problem: describe the rational structure given on the B-side by the Lefschetz thimbles on the flat
sections of the Gauss-Manin connection as in section 8 and shift it on the A-side.
11.4.4 By way of conclusion (bis): the quantum cohomology of the weighted projec-
tive space P(1, 1, 2) as a limit, after [5]
We check here, using our framework, that specialization of the previous results at suitable values
of the parameters q1 et q2 gives the small quantum orbifold cohomology of P(1, 1, 2), an aspect of
Ruan’s conjecture [38]. This has been first done in [5], in a slightly different setting. Let us make
the following observation on the B-side: put v1 = u1 and v2 =
q2
u2
; our Landau-Ginzburg model
becomes
v1 + v2 +
q2
v2
+
q1q
2
2
v1v
2
2
and thus, in the flat coordinates (r1, r2) defined by
(q1, q2) = (
r1
(1 + r1)2
, r2(1 + r1))
(see section 11.3.4), the Landau-Ginzburg model is
v1 + v2 +
r2(1 + r1)
v2
+
r1(r2)
2
v1v
2
2
If we set r1 = −1 and r1(r2)
2 = q we get the usual Landau-Ginzburg model for P(1, 1, 2), see for
instance [12]. Thus, using the mirror theorem 11.4.3, we can think the small quantum cohomology
of the weighted projective space P(1, 1, 2) as a limit of the one of F2.
30Probably not a good one; it has for the moment no geometric meaning.
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Let us be now more precise. Let g(v1, v2, q) = v1+ v2+
q
v1v22
be the Landau-Ginzburg model for
P(1, 1, 2), ωorb = (ωorb0 , ω
orb
1 , ω
orb
2 , ω
orb
3 ) be the basis of its (twisted) Brieskorn lattice defined in [12,
section 4.3.2] : under mirror isomorphism, ωorb corresponds to the standard basis (1, p, p2, 11/2) of
the orbifold cohomology H∗orb(P(1, 1, 2)) of the weighted projective space P(1, 1, 2), see loc. cit..
The matrix of −θq∇∂q in this basis is
0 0 0 12q
1/2
1 0 0 0
0 1 0 0
0 0 12q
1/2 0
 ,
(on the A-side, this is also the matrix of the small quantum multiplication by p). Recall the flat
basis ε = (ε0, ε1, ε2, ε3) in section 11.3.2.
Proposition 11.4.5 The matrix of −θq∇∂q in the basis ω
orb is obtained from the matrix of
−12θr2∇r2 in the basis
(ε0,
1
2
ε1,
1
2
ε2, iε3 +
i
2
ε1)
after the transformation r1 = −1 and r2 = −iq
1/2.
Proof. By remark 11.3.9, the matrix of −12θr2∇r2 in the basis (ε0,
1
2ε1,
1
2ε2, iε3+
i
2ε1) takes the form
1
2

0 12r2(1 + r1) 0
i
2r2(1− r1)
2 0 12r2(r1 + 1) 0
0 2 0 0
0 0 i2r2(1− r1) 0

and the result follows. ✷
Corollary 11.4.6 The matrix of the small quantum multiplication p◦ in the basis (1, p, p2, 11/2) of
H∗orb(P(1, 1, 2)) is obtained from the matrix of −
1
2H◦ in the basis
1,−
1
2
H,
1
2
H ◦ f −
i
2
q1/2, if −
i
2
H
after the transformation r1 = −1 and r2 = −iq
1/2.
A Appendix: construction of the quantum differential systems
associated with regular tame functions (B-side)
The Laplace transform of the Gauss-Manin connection of a tame regular function on an affine
manifold yields quantum differential systems, see [13], [41], [8], [9]. We outline here the construction.
Let f : U → C be a regular fonction on an affine manifold U31, equipped with coordinates
u = (u1, · · · , un). We consider the differential system (rather than its solutions) satisfied by the
31Prototypes : U = Cn and U = (C∗)n
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Laplace integrals
∫
Γ e
−f/θω where ω ∈ Ωn(U) and Γ is a Lefschetz thimble [34]. This differential
system is a meromorphic connection on P1 with poles at θ = 0 and θ =∞, that is a free C[θ, θ−1]-
module G of finite rank µ, equipped with a flat connection ∇, the Gauss-Manin connection. We
have
G =
Ωn(U)[θ, θ−1]
(d− θ−1df) ∧ Ωn−1(U)[θ, θ−1]
(in other words, we work modulo the exacts forms d(e−τfω)) and the connection ∇ is defined by
θ2∇∂θ (
∑
i
ωiθ
i) =
∑
i
fωiθ
i +
∑
i
iωiθ
i+1,
taking into account the kernel e−f/θ.
Step 1 : construction of a trivial (algebraic) bundle on P1. We need a free C[θ]-submodule G0 in
G of maximal rank (in other words, a lattice in G, which gives an extension of G at θ = 0) and a
module opposite to G0, that is a free C[τ ]-submodule G∞ (an extension of G at θ =∞) such that
G0 = G0 ∩G∞ ⊕ θG0 (112)
Indeed, we have G = G0[τ ] = G∞[θ]: the pair (G0, G∞) defines a bundle G on P
1 and the decom-
position (112) shows that this bundle is trivial, see [39, Chapitre IV, paragraphe 5]. It follows from
equation (112) that the restrictions of G at θ = 0 and θ =∞ are isomorphic via the global sections
G0 ∩G∞.
A natural candidate for G0 is
G0 :=
Ωn(U)[θ]
(θd− df) ∧Ωn−1(U)[θ]
.
the Brieskorn lattice of f , which is the image of Ωn(U)[θ] in G. Notice the following important two
points: by definition we have G0/θG0 = Ω
n(U)/df ∧ Ωn−1(U) and θ2∇∂θG0 ⊂ G0. However, G0 is
not always free over C[θ]: it will be the case if f is assumed to be tame [41], [13]. A basic example
of such tame functions are the ( Laurent) polynomials which are convenient and non-degenerate
with respect to their Newton polygons at infinity, for which the freeness follows from a division
theorem (essentially due to Kouchnirenko [28]).
Step 2: adding a connection with prescribed poles. We still need a connection on the trivial bundle
G with poles of order less or equal to 2 at θ = 0 and logarithmic poles at θ = ∞. In other words,
the matrix of this connection in a basis of global sections should take the form
(
A0
θ
+A∞)
dθ
θ
(113)
This is the so-called Birkhoff problem for G0. A canonical solution is provided by Hodge theory
as follows: first, the general statement is The solutions of the Birkhoff problem are in one-to-one
correspondence with the opposite filtrations, stable under the action of the monodromy, to the Hodge
filtration defined on the nearby cycles, see [13], [43]. In brief, the oppositness gives decomposition
(112) and the stability with respect to the monodromy gives formula (113). Here we use also
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the classical correspondence between logarithmic lattices and decreasing filtrations, see f.i [39,
Theorem III.1.1]. To be precise, let V• be the Kashiwara-Malgrange filtration of G at τ = 0 and
Hα := VαG/V<αG. For α ∈ Q ∩ [0, 1[, we define the (Hodge) filtration F• by
FpHα := (VαG ∩ τ
pG0 + V<αG)/V<αG
where p ∈ Z. Because F• is the Hodge filtration of a mixed Hodge structure (see [40]), there exists
a decreasing filtration U• of Hα such that:
• for all p ∈ Z, N(UpHα) ⊂ U
pHα where N denotes the nilpotent endomorphism induced by
τ∂τ + α on Hα,
• the filtration U• is a filtration opposite to the filtration F•, i.e Hα = ⊕qFqHα ∩ U
qHα.
As observed in [43, Lemma 2.8] (a game with Deligne’s Ipq), we can even choose the filtration
U• such that N(UpHα) ⊂ U
p+1Hα. In this case,the matrix A∞ in equation (113) is semi-simple,
with the expected eigenvalues. This opposite filtration, built using M. Saito’s method, provides a
canonical solution of the Birkhoff problem, see [13, Appendix B].
Step 3: the metric. The Gauss-Manin system G of a tame, regular function, is self-dual (microlocal
Poincare´ duality, see [41]): if
G∗ = HomC[θ,θ−1](G,C[θ, θ
−1]) and G∗0 = HomC[θ](G0,C[θ])
we have an isomorphism of connections G∗ → j∗G which sends G∗0 onto θ
nj∗G0. We thus get a
non-degenerate bilinear form
S : G× j∗G→ C[θ, θ−1]
such that S : G0 × j
∗G0 → θ
nC[θ]. Let us write S =
∑
k≥n Skθ
k on G0: the pairings Sk are called
higher residue pairings (after K. Saito) and Sn is precisely the Grothendieck residue defined on
G0/θG0. The form S extends to G if there exists a basis ω of global sections which is adapted to
S, i.e
S(ωi, ωj) ∈ Cθ
n (114)
for all i, j. This will be the case if the lattice G∞ alluded to in step 1 and constructed in step 2 is
choosen such that S : G∞× j
∗G∞ → τ
−nC[τ ]. But this is again provided by the canonical opposite
filtration.
Re´sume´ of steps 1-3: we attach a quantum differential system (on a point) (G,∇, S, n) to any
regular, tame function on U .
Step 4 : adding parameters. In order to get a bundle on P1 ×M , we have to extend the previous
situation to a situation “with parameters”. We will denote by x = (x1, · · · , xr) the coordinates on
M .
Method 1: one can repeat the previous construction, starting with the Gauss-Manin system of an
unfolding F of f (see for instance [13]) and taking into account (and in addition) the covariant
derivative of the Gauss-Manin connection with respect to the parameters. Due to the “critical
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points vanishing at infinity” (see [13, Examples 2.5]), this method is in general transcendental, in
the parameter axis (always) but also in the θ-axis. The coherence of GF0 (which is a central point),
follows in this setting from standard results in analytic geometry, as in the local (i.e germ) case.
Notice that θ∇∂xiG
F
0 ⊂ G
F
0 : in a basis of G
F
0 is a priori
C(i)(x)
θ
+D(i)(x) +
p∑
r=1
D(i)r (x)θ
r (115)
and we want the formula D(i)(x)+ C
(i)(x)
θ in order to get a quantum differential system. As before,
we have θ2∂θG
F
0 ⊂ G
F
0 .
Method 2: one can use, as in [8], [9] for instance, the Dubrovin-Malgrange-Hertling-Manin recon-
struction theorem, see theorem 2.3.2. The idea is to start with a deformation of f that doesn’t
produce vanishing critical points at infinity: this is actually what is done for ”subdiagram deforma-
tions” of a convenient and non degenerate polynomial in [8], [9]. In some cases these deformations
(the “initial data”) suffice in order to understand universal ones, thanks to the reconstruction the-
orem quoted above. The advantage now is that we can work algebrically in the variable θ.
Re´sume´ of steps 1-4 : summarizing, one associates a quantum differential system on M to a
regular, tame, function on the affine manifold U .
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