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Abstract
In this work we modify the wave-corpuscle mechanics for elementary charges intro-
duced by us recently. This modification is designed to better describe electromagnetic
(EM) phenomena at atomic scales. It includes a modification of the concept of the
classical EM field and a new model for the elementary charge which we call a balanced
charge (b-charge). A b-charge does not interact with itself electromagnetically, and
every b-charge possesses its own elementary EM field. The EM energy is naturally
partitioned as the interaction energy of pairs of different b-charges. We construct EM
theory of b-charges (BEM) based on a relativistic Lagrangian with the following prop-
erties: (i) b-charges interact only through their elementary EM potentials and fields;
(ii) the field equations for the elementary EM fields are exactly the Maxwell equations
with proper currents; (iii) a free charge moves uniformly preserving up to the Lorentz
contraction its shape; (iv) the Newton equations with the Lorentz forces hold approxi-
mately when charges are well separated and move with non-relativistic velocities. The
BEM theory can be characterized as neoclassical one which covers the macroscopic as
well as the atomic spatial scales, it describes EM phenomena at atomic scale differently
than the classical EM theory. It yields in macroscopic regimes the Newton equations
with Lorentz forces for centers of well separated charges moving with nonrelativistic
velocities. Applied to atomic scales it yields a hydrogen atom model with a frequency
spectrum matching the same for the Schrodinger model with any desired accuracy.
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1 Introduction
It is well recognized that the classical electromagnetic (CEM) theory formulated in the form of
Maxwell-Lorentz equations provides an excellent description of electromagnetic phenomena
at the macroscopic length scales. It also well known that CEM theory is inadequate in
explaining electromagnetic (EM) phenomena at the atomic scales including spectroscopic
data of the hydrogen atom (HA).
We develop here an EM theory which accounts for all classical EM phenomena at the
macroscopic scales as well at least some EM phenomena at the atomic scale including the
HA spectral lines. Our theory is classical, though we can apply it to some phenomena (HA
energy spectrum in particular) at spatial scales compared with Bohr radius, that is spatial
scales of order 0.1 nm, and our theory produces the same type of results as the quantum
mechanics which is commonly used at such scales. We think that expanding the classical
theory down to smallest possible spatial scales is important because the classical description
of physical systems allows (at least in principle) more details compared with the probabilistic
quantum-mechanical description. Since our neoclassical description applied to HA does not
generate contradictions at atomic scales of order 0.1 nm (as CEM theory did), we expect it to
be applicable to describe details of electromagnetic processes at nanometer scales. Note that
at such scales the electron cannot be considered a point or a charged ball and we have to use
a complete description of an electron which is presented in our model as a wave-corpuscle.
When attempting to change the CEM theory we want: (i) to stay on solid ground of the
Lagrangian mechanics and the relativity principle; (ii) to recover in this new EM theory all
well established experimental facts described by the CEM theory. The foundational pillars
of the CEM theory - the Maxwell equations and the Lorentz force expression - remain to
be key elements in proposed here new EM theory, and before we proceed with the new
developments let us briefly recall the CEM theory fundamentals. First of all, the EM fields
driven by prescribed currents in vacuum are described by the Maxwell equations
1
c
∂B
∂t
+∇×E = 0, ∇ ·B = 0, (1)
1
c
∂E
∂t
−∇×B = −4π
c
J, ∇ · E = 4πρ, (2)
where E and B are respectively electric field and the magnetic induction, and ρ (t, x), J (t, x)
are respectively prescribed charge and current densities. In particular, when the fields are
generated by point charges, the sources ρ, J are written in the form
ρ =
∑
ℓ
qℓδ
(
x− rℓ (t)) , J =∑
ℓ
qℓδ
(
x− rℓ (t))vℓ (t) , (3)
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where qℓ is charge value of the ℓ-th point charge, rℓ and is vℓ (t) = dr
ℓ
dt
are respectively its
position and the velocity, and δ is the Dirac delta-function. Second, for a given EM field the
motion of every point charge in the field is determined from the equation
d
dt
[
mℓvℓ (t)
]
= qℓ
[
E
(
t, rℓ (t)
)
+
1
c
vℓ (t)×B (t, rℓ (t))] , (4)
where mℓ is the ℓ-th point charge mass and the right hand side of (4) is the Lorentz force. The
CEM theory essentially treats three types of problems: (i) studies of EM fields for prescribed
charge and current densities described by the Maxwell equations (1), (2); (ii) the motion of
charges in a prescribed external field; (iii) interaction of charges and their EM fields. The
classical Maxwell-Lorentz system though very successful in describing many EM phenomena
has well known problems including infinite self-energy which are discussed widely in the liter-
ature. As to important for the CEM theory concept of point charges or particles F. Rohrlich
writes, [Roh, Section 2.1, p.9; Section 6.1, p.123]: ”... the classical theory of charged particles
as first conceived by Lorentz emerged as a hybrid theory of particles and fields: charged par-
ticles are interacting via an electromagnetic field”, ”Macroscopic Maxwell electrodynamics
knows only charge distributions. In this theory electrostatic charge is derived from a charge
density (linear, surface, or volume density). The concept of charge as an aggregate of el-
ementary charged particles is foreign to it.” There is also a fundamental thermodynamical
problem for the classical Maxwell theory at atomic scale namely the lack of an ”elementary
process of absorbtion” as it was formulated by A. Einsteins in his seminal paper [Ein1909b].
He wrote there: ”The fundamental property of the oscillation theory that engenders these
difficulties seems to me the following. In the kinetic theory of molecules, for every process
in which only a few elementary particles participate (e.g., molecular collisions), the inverse
process also exists. But that is not the case for the elementary processes of radiation. ...
The elementary process of emission is not invertible. In this, I believe, our oscillation theory
does not hit the mark. Newton’s emission theory of light seems to contain more truth with
respect to this point than the oscillation theory since, first of all, the energy given to a light
particle is not scattered over infinite space, but remains available for an elementary process
of absorption.” In particular, the proposed here theory does have an elementary process
of asbroption as A. Einstein suggested. We call this process ”negative radiation” and its
essense is that the EM energy is moving toward two closely located elementary charges if
they oscillate with the same frequency but oposite phases.
The proposed here EM is based on a new concept for elementary charge which we call
balanced charge or b-charge for short, and we refer the theory itself as balanced electromag-
netic (BEM) theory. A key element of the BEM theory is a concept of an elementary EM
field assigned to every single b-charge. A single b-charge is described by a pair (ψ,Aµ),
where ψ is its wave function and Aµ = (ϕ,A) is its 4-vector elementary potential with the
corresponding elementary EM field defined by the familiar formula F µν = ∂µAν − ∂νAµ. So,
b-charge is a field over 4-dimensional space-time continuum for which the wave function ψ
represents its matter properties and the elementary potential Aµ mediates its EM interactions
with all other b-charges. Importantly, (i) all internal forces of a b-charge are exclusively of
non-electromagnetic origin; (ii) every b-charge is a source of its elementary EM field which
represents force exerted by this charge on any other b-charge but not upon itself. The later
allows to view a single b-charge as truly elementary one with respect to the electromagnetic
interactions.
An idea to introduce an extended charge instead of the point one is not new, and the
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most known models for it are the Abraham rigid charge model and the Lorentz relativistically
covariant model. These models are studied and advanced in many papers, see [Jac, Sections
16], [Kie2], [Pea1], [Roh, Sections 2, 6], [Schwin], [Spohn], [Yaghjian]. In contrast to those
models, here and in [BabFig1], [BabFig2] we do not prescribe to an elementary charge a cer-
tain geometry, but instead the elementary charge has a wave function governed by a nonlinear
Klein-Gordon or a nonlinear Schro¨dinger equation in the relativistic and nonrelativistic cases
respectively. An idea to eliminate self-interaction is also, of course, not new. The latest to
our best knowledge attempt to have this feature in the electrodynamics is due J. Wheeler
and R. Feynman, [WF1], [WF2], but the EM theory proposed here is very different from it.
The BEM theory is constructed based on a relativistic Lagrangian with the following
properties: (i) b-charges interact only through their elementary EM potentials and fields;
(ii) the field equations for the elementary EM fields are exactly the Maxwell equations with
proper conserved currents; (iii) a free charge moves uniformly preserving up to the Lorentz
contraction its shape; (iv) the Newton equations with the Lorentz forces hold approximately
when charges are well separated and move with non-relativistic velocities. Since an over-
whelming number of EM phenomena are explained within the CEM theory by the Maxwell
equations and the Lorentz forces the BEM theory is equally successful in explaining the same
phenomena.
A system ofN elementary charges in the BEM theory is modeled by N pairs
(
ψℓ, Aℓµ
)
, 1 ≤
ℓ ≤ N , and every b-charge (ψℓ, Aℓµ) is naturally assigned via the Lagrangian its elementary
conserved 4-current J ℓν . The later property provides additional justification for calling the
elementary field F ℓµν electromagnetic. The classical (total) EM field Aµ = (ϕ,A) is recovered
in this theory as the sum of all elementary EM fields, namely
ϕ =
∑
1≤ℓ≤N
ϕℓ, A =
∑
1≤ℓ≤N
Aℓ, (5)
but, importantly, this total field is not an independent entity with its degrees of freedom.
Notice then that since in the BEM theory there is no EM self-interaction the action on ℓ-th
charge by EM fields of other charges is described by a field Aµ6=ℓ =
(
ϕ 6=ℓ,A 6=ℓ
)
which is the
total field (ϕ,A) ”balanced” by the removal from it the self-interaction, namely
ϕ 6=ℓ =
∑
ℓ′ 6=ℓ
ϕℓ
′
, A 6=ℓ =
∑
ℓ′ 6=ℓ
Aℓ. (6)
Use of EM fields similar to ones in (6) is, of course, not a discovery and they can be found in
many textbooks, but the BEM theory goes further than that and removes the elementary EM
self-actions for the CEM Lagrangian and consequently the elementary self-energies from the
classical EM energy-momentum tensor. Only with this removal of the elementary self-actions
from the classical EM Lagrangian one gets the field equations in the form of the elementary
Maxwell equations ∂µF
ℓµν = 4π
c
J ℓν for the elementary EM F ℓµν fields with the elementary
conserved 4-currents J ℓν .
In Section 2 we study differences and similarities between the CEM and BEM theories.
The differences and similarities stem from the differences and similarities between their La-
grangians and with consequent differences and similarities in the energy-momentum tensor
definition. Since the both theories are based on the Maxwell equations they have exactly
the same EM fields for prescribed currents but their total actions and the energy-momentum
tensors differ with consequent differences in radiation phenomena. We show below that the
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CEM theory is a limit of the BEM theory. That can be already seen by comparing formulas
(5) and (6) for a large N since these large sums differ just by one term. The classical charge
can be treated within the BEM theory as a cluster of many b-charges and it is shown, in
particular, that such a classical charge does interact with itself electromagnetically and its
interaction with other classical charges can be described approximately through the inter-
action with the single effective EM field. Notice also that the classical single EM field is
defined by (5 as the sum of all elementary EM fields, but since the energy is a quadratic
function of fields, the total single classical EM field has energy equal to the combined energy
of interaction between all the pairs of elementary EM fields only approximately. Most of EM
phenomena at the macroscopic scale can be described based on the single EM field with
astounding precision and the relative difference with the BEM theory since the inverse of the
Avogadro constant, that is 10−23, is very small. But the differences between the CEM and
BEM theories become more pronounced for smaller systems with fewer b-charges. The BEM
theory predictions can significantly deviate from those of the CEM theory in the following
situations: (i) there are just a few b-charges which are in close proximity; (ii) there is a
large but highly coherent system of b-charges similar to those collective, coherent systems
(superconducting ring, laser and more) described by C. Mead [Mead, p.5] in his ”collective
electrodynamics”. In the BEM theory the EM energy is the energy of EM interaction of
pairs of b-charges and consequently it is naturally partioned between the pairs of charges.
We show that for every pair of b-charges their EM interaction energy satisfies elementary
energy-momentum conservations governed by the relevant Lorentz force densities.
In Section 3 we study particle-like properties of b-charges
(
ψℓ, Aℓµ
)
which are captured by
the concept of wave-corpuscle similarly to the wave-corpuscle mechanics (WCM), [BabFig1],
[BabFig2]. A key ingredient providing for particle-like behavior of a b-charge are self-
interaction nonlinearities Ga,ℓ where size parameter a = a
ℓ determines the size of a free
particle which though small is non-zero. The shape of the wave-corpuscle ψℓ is intimately
related to the the nonlinearity Ga,ℓ via the rest charge equation - a nonlinear Klein-Gordon
equation- which in non-relativistic case turns into a nonlinear Schrodinger equation. We also
derive in this section the Newton equations with the Lorentz forces as an approximation
when charges are well separated and move with non-relativistic velocities.
In Section 5 we provide a detailed sketch of the hydrogen atom model. At atomic scales
when there are just a few elementary charges in a close proximity the BEM theory differs
significantly from the CEM theory. It yields, in particular, the BEM hydrogen atom model
with a frequency spectrum matching the same for the Schrodinger hydrogen atom with any
desired accuracy. The difference between the two HA models depends on on the size of the
free electron as a parameter in the self-interaction nonlinearity Ga, and an analysis suggests
the size of a free electron to be of about 100 times of the Bohr radius.
2 Relativistic theory
In this section we introduce BEM Lagrangian for a system of bounced charges and derive
the corresponding field equations, currents, energy-momentum tensors (EnMT) for system
components and more. An important objective of this section is to study the EM interactions
in the BEM theory and find out common and different features of the BEM theory and the
CEM theory.
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2.1 Lagrangian, field equations and currents
Let us consider a system of elementary charges
(
ψℓ, Aℓµ
)
, 1 ≤ ℓ ≤ N . In what follows the
ℓ-th charge potential Aℓµ and its EM field F ℓµν = ∂µAℓν − ∂νAℓµ completely account for its
action upon all other charges ℓ′ 6= ℓ. Consequently, the action upon ℓ-th charge by all other
charges is described by ℓ-th exterior potential Aℓµ6= and its EM field F
ℓµν
6= defined by
Aℓµ6= =
∑
ℓ′ 6=ℓ
Aℓ
′µ, Aℓµ6= =
(
ϕℓ6=,A
ℓ
6=
)
, F ℓµν6= =
∑
ℓ′ 6=ℓ
F ℓ
′µν . (7)
We also introduce for the total potential Aµ and the corresponding total EM field Fµν by
the following formulas
Aµ =
∑
1≤ℓ≤N
Aℓµ, Fµν =
∑
1≤ℓ≤N
F ℓµν , (8)
F ℓµν = ∂µAℓν − ∂νAℓµ.
We furnish now the system of N b-charges with the following Lagrangian
L ({ψℓ, ψℓ;µ} ,{ψℓ∗, ψℓ∗;µ} , Aℓµ) = ∑
1≤ℓ≤N
Lℓ
(
ψℓ, ψℓ;µ, ψ
ℓ∗, ψℓ∗;µ
)
+ LBEM, (9)
LBEM = LCEM − Le, LCEM = −F
µνFµν
16π
, Le = −
∑
1≤ℓ≤N
F ℓµνF ℓµν
16π
, (10)
where Lℓ is the Lagrangian of the ℓ-th bare charge, and the covariant derivatives are defined
by the following formulas
ψℓ;µ = ∂˜
ℓµψℓ, ψℓ∗;µ = ∂˜
ℓµ∗ψℓ∗, (11)
∂˜ℓµ = ∂µ +
iqℓAℓµ6=
χc
, ∂˜ℓµ∗ = ∂µ − iq
ℓAℓµ6=
χc
.
where ψ∗ is complex conjugate to ψ
Observe that EM part LBEM of the Lagrangian L according to (10) is obtained by the
removal from the classical EM Lagrangian LCEM all self-interaction contributions Le of the
elementary EM fields and it can be recast as
LBEM = −
∑
{ℓ,ℓ′}:ℓ′ 6=ℓ
F ℓµνF ℓ
′
µν
16π
= −
∑
1≤ℓ≤N
F ℓµνF ℓ6=µν
16π
. (12)
The ”bare” charge Lagrangians Lℓ are defined by exactly same expressions as in [BabFig1],
[BabFig2], namely
Lℓ
(
ψℓ, ψℓ;µ, ψ
ℓ∗, ψℓ∗;µ
)
=
χ2
2mℓ
{
ψℓ∗;µψ
ℓ;µ − κℓ2ψℓ∗ψℓ −Gℓ (ψℓ∗ψℓ)} , (13)
where (i) Gℓ is a nonlinear self-interaction function of the ℓ-th charge described below; (ii)
mℓ > 0 is the charge mass; (iii) qℓ is the value of the charge; (iv) χ > 0 is a constant similar
to the Planck constant ~ = h
2π
and
κℓ =
ωℓ
c
=
mℓc
χ
, ωℓ =
mℓc2
χ
. (14)
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The system Lagrangian L defined by (12)-(14) is manifestly Lorentz and gauge invariant with
respect to the gauge transformations of the first kind (118). The gauge invariance via the
Noether’s theorem allows to introduce elementary conserved currents, [BabFig1], [BabFig2],
J ℓν = −iq
ℓ
χ
(
∂Lℓ
∂ψℓ;ν
ψℓ − ∂L
ℓ
∂ψ∗ℓ;ν
ψ∗ℓ
)
= −c ∂L
ℓ
∂Aℓ6=ν
, (15)
with the conservation law
∂νJ
ℓν = 0, ∂tρ
ℓ +∇ · Jℓ = 0, J ℓν = (ρℓc,Jℓ) . (16)
The Euler-Lagrange field equations for the above Lagrangian L are (i) elementary wave
equations [
∂˜ℓµ∂˜
ℓµ + κℓ2 +Gℓ′
(∣∣ψℓ∣∣2)]ψℓ = 0, ∂˜ℓµ = ∂µ + iqℓAℓµ6=
χc
, (17)
together with the conjugate equation for ψ∗ℓ
[
∂˜ℓ∗µ ∂˜
ℓ∗µ + κℓ2 +Gℓ′
(∣∣ψℓ∣∣2)]ψ∗ℓ = 0, ∂˜ℓ∗µ = ∂µ − iqℓAℓµ6=
χc
, (18)
and (ii) the Maxwell equations for the elementary EM fields
∂µF
ℓµν =
4π
c
J ℓν , (19)
with the familiar vector form
∇ · Eℓ = 4π̺ℓ, ∇ ·Bℓ = 0, (20)
∇× Eℓ + 1
c
∂tB
ℓ = 0, ∇×Bℓ − 1
c
∂tE
ℓ =
4π
c
Jℓ. (21)
We will refer to the equations (19), (20) as the elementary Maxwell equations and to the field
equations (17)-(19) as field equations for b-charges . Using (13)-(15) we obtain the following
representation for the ℓ-th elementary current J ℓν =
(
cρℓ,Jℓ
)
J ℓν = −i
qℓχ
[(
∂˜ℓν∗ψℓ∗
)
ψℓ − ψℓ∗∂˜ℓνψℓ
]
2mℓ
= (22)
= −q
ℓχ
∣∣ψℓ∣∣2
mℓ
(
Im
∂νψℓ
ψℓ
+
qℓAℓν6=
χc
)
,
or its vector form
ρℓ = −q
ℓ
∣∣ψℓ∣∣2
mℓc2
(
χ Im
∂tψ
ℓ
ψℓ
+ qℓϕℓ6=
)
, (23)
Jℓ =
qℓ
∣∣ψℓ∣∣2
mℓ
(
χ Im
∇ψℓ
ψℓ
− q
ℓAℓ6=
c
)
. (24)
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The Maxwell equations for elementary EM fields (19) combined with the equalities (8)-(7)
readily imply that total and exterior fields also satisfy the Maxwell equations
∂µF ℓµν = 4π
c
J ν , where J ν =
∑
1≤ℓ≤N
J ℓν , (25)
∂µF
ℓµν
6= =
4π
c
Jν6=, where J
ν
6= =
∑
ℓ′ 6=ℓ
J ℓ
′ν . (26)
Observe that: (i) the field equations (19) for the elementary EM fields are exactly the
Maxwell equations with the corresponding elementary currents; (ii) every elementary wave
equation (17)-(19) indicates that the ℓ-th charge is driven by its exterior potential Aℓν6= in-
dicating that there is no self-interaction. We can see also from equation (25) that the total
EM field satisfies the Maxwell equations for the total currents as in the CEM theory.
It is instructive to see how the BEM system Lagrangian L defined by (9)-(12) can be
obtained by a modification of a similar WCM Lagrangian involving the classical single EM
field introduced in , [BabFig1], [BabFig2]. The modification consists of two actions: (i)
alteration of the covariant derivatives (11) which removes the self-action by using exterior
potentials Aℓµ6= instead of the same total field potential Aµ; (ii) subtracting from the classical
action of the total EM field the sum Le of the classical actions of the individual EM fields
as in (9). It is the two described actions combined yield an EM theory with the Maxwell
equations and the Lorentz force densities as its exact components. The natural alteration
of the covariant derivatives alone is not sufficient since then the field equations will be not
exactly the Maxwell equations nor there will be force densities described exactly by the
Lorentz formula. Importantly, an additional action - the subtraction of the Lagrangian
component Le defined in (9) - is necessary to have the Maxwell equations and the Lorentz
forces as fundamentally exact parts of the new EM theory. One can see already significant
differences brought into the EM theory by many elementary EM fields. It is evident from
the formula (12) for LBEM that the EM action is the sum of elementary EM actions Lℓℓ′BEM
associated with all pairs {ℓ, ℓ′} : ℓ′ 6= ℓ of elementary charges and every elementary action
Lℓℓ′BEM depends on the fields F ℓµν and F ℓ′µν only. Continue this line we observe that though
the EM Lagrangian LBEM according to formula (12) is a simple and natural summatory
function of the elementary EM fields, it can not be reduced exactly to any function of a
single EM field as in the CEM Lagrangian.
In what follows we often use a vector form of the system Lagrangian L defined by (9),
(10), that is
L
({
ψℓ
}N
ℓ=1
,
{(
ϕℓ,Aℓ
)}N
ℓ=1
)
= LBEM+ (27)
+
∑
1≤ℓ≤N
χ2
2mℓ


∣∣∣∂˜ℓtψℓ∣∣∣2
c2
−
∣∣∣∇˜ψℓ∣∣∣2 − κ20ℓ ∣∣ψℓ∣∣2 −Gℓ (ψℓ∗ψℓ)


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where
LBEM = LCEM −Le, (28)
LCEM = − 1
8π
[(
∇ϕ+ ∂tA
c
)2
− (∇×A)2
]
,
Le = 1
8π
∑
1≤ℓ≤N
[(
∇ϕℓ + ∂tA
ℓ
c
)2
− (∇×Aℓ)2
]
.
The corresponding field Euler-Lagrange field equations are, first of all, the Maxwell equations
for all elementary EM potentials ϕℓ, Aℓ
∇ ·
(
1
c
∂tA
ℓ +∇ϕℓ
)
= −4πρℓ, (29)
∇× (∇×Aℓ)+ 1
c
∂t
(
1
c
∂tA
ℓ +∇ϕℓ
)
=
4π
c
Jℓ, ℓ = 1, ..., N, (30)
where the charge densities and currents are defined by (23), (24), and, second of all, the
equations for the wave functions ψℓ in the form of the nonlinear Klein-Gordon equations
− 1
c2
∂˜ℓt ∂˜
ℓ
tψ
ℓ + ∇˜ℓ2ψℓ −Gℓ′ (ψℓ∗ψℓ)ψℓ − κ20ψℓ = 0, ℓ = 1, ..., N, (31)
and similar equations for the complex conjugate variables ψℓ∗. Note that equations (31) for
ψℓ are coupled with the equations for EM potentials via the covariant derivatives (9). If we
choose for all elementary potentials the Lorentz gauge
1
c
∂tϕ
ℓ +∇ ·Aℓ = 0, (32)
then equations (29)-(30) turn into the wave equations
∇2ϕℓ − 1
c2
∂2t ϕ
ℓ = −4πρℓ, (33)
1
c2
∂2tA
ℓ −∇2Aℓ = 4π
c
Jℓ, ℓ = 1, ..., N, (34)
as in the CEM theory.
Importantly, as in the WCM, [BabFig1], [BabFig2], the nonlinearities Gℓ are determined
based on the single ℓ-th charge equations (29)-(31) under the assumptions that it is isolated
and is at rest. Namely, let us consider a single b-charge, set N = 1 in (29)-(31) and simplify
notations ψ = ψℓ, ϕ = ϕℓ, A = Aℓ, Gℓ = G. Then according to (9) the covariant derivatives
are ∂˜ℓt = ∂t, ∇˜
ℓ
= ∇ and the Lagrangian for a single b-charge is
L0 =
χ2
2m


∣∣∣∂˜tψ∣∣∣2
c2
−
∣∣∣∇˜ψ∣∣∣2 − κ20 |ψ|2 −G (ψ∗ψ)

 . (35)
Observe that the Lagrangian L0 above does not depend on the potentials ϕ, A since there is
no self-interaction. Though we can still find the potentials based on the elementary Maxwell
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equations (33), (34) they have no role to play and carry no energy. Let us consider now the
rest state of the b-charge which we set as in the WCM, [BabFig1], [BabFig2], to be of the
form
ψ (t,x) = e−iω0tψ˚ (x) , ω0 =
mc2
χ
= cκ0, (36)
ϕ (t,x) = ϕ˚ (x) , A (t,x) = 0,
where ψ˚ (|x|) and ϕ˚ = ϕ˚ (|x|) are real-valued radial functions. Substituting the ψ, ϕ and A
defined by the relations (36) into the field equations (31)(31) we obtain the following rest
charge equations :
−∇2ψ˚ +G′
(∣∣∣ψ˚∣∣∣2) ψ˚ = 0, (37)
−∇2ϕ˚ = 4π
∣∣∣ψ˚∣∣∣2 . (38)
The quantities ψ˚ and ϕ˚ are fundamental for our theory and we refer to them, respectively, as
form factor and form factor potential. The equation (37) signifies a complete balance of the
two forces acting upon the resting charge: (i) internal elastic deformation force associated
with the term −∆ψ˚; (ii) internal nonlinear self-interaction of the charge associated with
the term G′
(
|ψ˚|2
)
ψ˚. We refer to the equation (37), which establishes an explicit relation
between the form factor ψ˚ and the self-interaction nonlinearity G, as the charge equilibrium
equation. Hence, if the form factor ψ˚ is given we can find from the equilibrium equation
(37) the self-interaction nonlinearity G which exactly produces this factor under assumptions
that ψ˚ (r) is a nonnegative, monotonically decaying and sufficiently smooth function of r ≥ 0.
Now we pick the form factor ψ˚ considering it as the model parameter and then the nonlinear
self interaction function G is determined based on the charge equilibrium equation (37). As
in the WCM, [BabFig1], [BabFig2], such a determination of the nonlinearity is a key feature
of our approach: it allows to choose the form factor ψ˚ and then to determine matching
self-interaction nonlinearity G rather than to deal with solving a nontrivial nonlinear partial
differential equation.
To explicitly integrate the size of the resting b-charge into its model we introduce size
parameter a > 0 into G = Ga through its derivative as follows
G′a (s) = a
−2G′1
(
a3s
)
, where G′ (s) = ∂sG (s) . (39)
In the following Section 3.2 we give examples of the nonlinearity G and discuss its properties.
2.2 Energy-Momentum tensors and Lorentz forces
The conservations laws, particularly the energy-momentum conservation, play an important
role in the physics of EM phenomena. A general source of conservation laws in Lagrangian
theories is the Noether’s theorem, [Gold, Section 13.7], which yields canonically conservations
laws based on the Lagrangian symmetries, that is its invariance with respect to continuous
groups of transformations. The conservation laws are not independent equations, and they
hold only if the fields satisfy the field Euler-Lagrange equations. The energy-momentum and
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charge conservations are two important laws in any EM theory and they have special signif-
icance in our studies for several reasons. First of all, the conservation of energy-momentum
describes their transport in the space and is directly related to the point charge approxima-
tions. Second of all, the Lorentz force density expression which the one of the most important
components of any EM theory arises in the energy-momentum conservation equations (219)
and not in the field Maxwell equations. Third of all, the elementary charge and energy-
momentum conservation equations (16), (58) account for charges individuality. In fact, the
BEM Lagrangian is invariant with respect to a wider group of elementary gauge transforma-
tions (120), (121), and it is due to this symmetry the ”two-way” representation (15) holds
for every elementary current: one that involves the differentiation with respect to the wave
functions derivatives and another one that involves the differentiation with the respect to
the elementary potentials. It is due to this two-way representation the conserved Noether’s
elementary current is exactly the source current in the corresponding elementary Maxwell
equations (19), (20).
To get further insight into b-charges properties we need to find the symmetric EnMT T µν
of the system Lagrangian L defined by (12)-(14) making use of a general method used in
[BabFig1], [BabFig2]. The method yields the following representation
T µν =
∑
1≤ℓ≤N
T ℓµν + Ξµν , Ξµν =
∑
ℓ′ 6=ℓ
Ξℓℓ
′µν , (40)
where the individual EnMT T ℓµν of the bare ℓ-th charge and the EnMT components Ξℓℓ
′µν
for the EM fields are as follows
T ℓµν =
∂Lℓ
∂ψℓ;µ
ψℓ;ν +
∂Lℓ
∂ψℓ∗;µ
ψℓ;ν∗ − gµνLℓ = (41)
=
χ2
2mℓ
{(
ψℓ;µ∗ψℓ;ν + ψℓ;µψℓ;ν∗
)−
− [ψℓ∗;µψℓ;µ − κℓ2ψℓ∗ψℓ −Gℓ (ψℓ∗ψℓ)] δµν} ,
Ξℓℓ
′µν =
1
4π
(
gµγF ℓγξF
ℓ′ξν +
1
4
gµνF ℓγξF
ℓ′γξ
)
, ℓ′ 6= ℓ. (42)
Notice that the expression (41) is the same as in [BabFig1], [BabFig2] with the only difference
that the covariant derivatives here are defined by equalities (11). To emphasize notationally
the new meaning of the EnMT of the EM fields we use for it the symbol Ξµν and we continue
to use the symbol Θµν for the classical EnMT of the the EM field as in formula (212). As
to the expression (42) for the individual components of the symmetric EnMT it is obtained
from the representation (9) and evidently is similar to the expression (212) for the classical
EnMT Θµν . An alternative and more elementary way to derive the expression (42) is based
on the expression (210) for the canonical EnMT Θ˚µν as it is done in [Jac, Section 12.10].
Indeed, in our case the canonical EnMT takes the form
Ξ˚ℓℓ
′µν = −F
ℓµξ∂νAℓ
′
ξ
4π
+ gµν
F ℓγξF
ℓ′γξ
16π
, ℓ′ 6= ℓ. (43)
The identity ∂νAℓ
′ξ = −F ξν + ∂ξAℓ′ν allows to recast the expression (43) into
Ξ˚ℓℓ
′µν =
1
4π
(
gµγF ℓγξF
ℓ′ξν +
1
4
gµνF ℓγξF
ℓ′γξ
)
− 1
4π
gµγF ℓγξ∂
ξAℓ
′ν . (44)
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Then using the Maxwell equations (19) we can recast the second term as
− 1
4π
gµγF ℓγξ∂
ξAℓ
′ν = ∂ξ
(
− 1
4π
gµγF ℓγξA
ℓ′ν
)
− J ℓγξAℓ
′ν . (45)
The term −J ℓγξAℓ
′ν combined with the canonical EnMT T˚ ℓµν yields the the symmetric T ℓµν
and hence
T˚ µν =
∑
1≤ℓ≤N
T˚ ℓµν +
∑
ℓ′ 6=ℓ
Ξ˚ℓℓ
′µν = (46)
=
∑
1≤ℓ≤N
T ℓµν +
∑
ℓ′ 6=ℓ
Ξℓℓ
′µν − 1
4π
∂ξ
(∑
ℓ′ 6=ℓ
gµγF ℓγξA
ℓ′ν
)
.
The later by the standard argument implies the conservation law
∂µT µν = 0 (47)
for the symmetric EnMT T µν defined by the expressions (40)-(42).
Observe that using representations (42) we can also recast expression (40) for EnMT Ξµν
as follows
Ξµν =
∑
ℓ′ 6=ℓ
Ξℓℓ
′µν =
∑
1≤ℓ≤N
Ξℓµν , (48)
where
Ξℓℓ
′µν =
1
4π
(
gµγF ℓγξF
ℓ′ξν +
1
4
gµνF ℓγξF
ℓ′γξ
)
, (49)
Ξℓµν =
1
4π
(
gµγF ℓγξF
ℓξν
6= +
1
4
gµνF ℓγξF
ℓγξ
6=
)
.
The relation between the classical and the new EnMTs Θµν and Ξµν in view of their repre-
sentations (40), (42) and (212) is as follows
Ξµν =
∑
ℓ′ 6=ℓ
Ξℓℓ
′µν = Θµν
( ∑
1≤ℓ≤N
F ℓµν
)
−
∑
1≤ℓ≤N
Θµν
(
F ℓµν
)
= (50)
= Θµν (Fµν)−
∑
1≤ℓ≤N
Θµν
(
F ℓµν
)
.
Evidently the formula (50) reads that the new expression of the EnMT equals to the classical
EnMT of the total EM field minus the sum of the the the classical EnMTs for the elementary
EM fields.
Based on the formula (42) for the components Ξℓℓ
′
for ℓ′ 6= ℓ of the symmetric EnMT we
can represent their entries in terms of the fields Eℓ and Bℓ, namely
wℓℓ
′
= Ξℓℓ
′00 =
Eℓ · Eℓ′ +Bℓ ·Bℓ′
8π
, (51)
cgℓℓ
′
i = Ξ
ℓℓ′0i = Ξℓℓ
′i0 =
Eℓ ×Bℓ′
4π
,
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Ξℓℓ
′ij = − 1
8π
[
EℓiE
ℓ′
j +B
ℓ
iB
ℓ′
j −
1
2
δij
(
Eℓ · Eℓ′ +Bℓ ·Bℓ′
)]
, (52)
Ξℓℓ
′αβ =
[
wℓℓ
′
cgℓℓ
′
cgℓℓ
′ −τ ℓℓ′ij
]
, (53)
which are evidently similar to the same entries (213)-(215) for the classical EM theory. In
particular, we have the following expression for the Poynting vectors similar to (218)
Sℓℓ
′
= c2gℓℓ
′
i =
cEℓ ×Bℓ′
4π
. (54)
To find expressions for the EM force densities acting upon b-charges let us examine their
conservation laws. Combining the Maxwell field equations (19), (26), an elementary identity
∂µF ξν − ∂ξF µν = ∂νF µξ, for F µξ = ∂µAξ − ∂ξAµ, (55)
and the antisymmetry of the EM field tensors F ℓµν we obtain for ℓ′ 6= ℓ:
∂µΞ
ℓℓ′µν =
1
c
J ℓξF
ℓ′ξν +
1
4π
[
−1
2
F ℓµξ∂
νF ℓ
′µξ +
1
4
∂ν
(
F ℓγξF
ℓ′γξ
)]
, (56)
Let us introduce an elementary EM field interaction energy for the pair {ℓ, ℓ′} of b-charges
Ξ{ℓ,ℓ
′}µν = Ξℓℓ
′µν + Ξℓ
′ℓµν , (57)
which in view of (56) satisfies the following elementary energy-momentum conservation laws
∂µΞ
{ℓ,ℓ′}µν = −1
c
(
J ℓξF
ℓ′νξ + J ℓ
′
ξ F
ℓνξ
)
(58)
with the right-hand side being the negative of the sum of the corresponding Lorentz force
density.
It readily follows from relations (57) and (49) that the interaction EnMT Ξ{ℓ,ℓ
′}µν has the
following representation in terms of the classical EnMT Θµν :
Ξ{ℓ,ℓ
′}µν = Θµν
(
F ℓµν + F ℓ
′µν
)
−Θµν (F ℓµν)−Θµν (F ℓ′µν) . (59)
The representation (59) is evidently similar to (50).
Notice that in view of (51), (52) and (54) the entries of the tensor Ξ{ℓ,ℓ
′}µν are as follows
w{ℓ,ℓ
′} = Ξ{ℓ,ℓ
′}00 =
Eℓ · Eℓ′ +Bℓ ·Bℓ′
4π
, (60)
cg
{ℓ,ℓ′}
i = Ξ
{ℓ,ℓ′}0i = Ξ{ℓ,ℓ
′}i0 =
Eℓ ×Bℓ′ + Eℓ′ ×Bℓ
4π
,
S{ℓ,ℓ
′} = c
Eℓ ×Bℓ′ + Eℓ′ ×Bℓ
4π
,
τ
{ℓ,ℓ′}
ij = Ξ
{ℓ,ℓ′}ij = (61)
= − 1
4π
[
EℓiE
ℓ′
j +B
ℓ
iB
ℓ′
j −
1
2
δij
(
Eℓ · Eℓ′ +Bℓ ·Bℓ′
)]
.
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The expressions (60) and (61) can be alternatively derived from their classical counterparts
(213), (214) and (218) based on relation (59)
The relations (40) together with (58) readily imply the total energy-momentum conser-
vation law
∂µΞ
µν =
1
2
∑
ℓ′ 6=ℓ
∂µ
(
Ξℓℓ
′µν + Ξℓ
′ℓµν
)
= −1
c
∑
1≤ℓ≤N
J ℓξF
ℓνξ
6= , (62)
with the sum of the negative of the Lorentz forces in the right-hand side.
Using expression (41) for T ℓµν and the same transformations as in the similar case con-
sidered in [BabFig2] we obtain the following elementary conservation laws
∂µT
ℓµν =
1
c
J ℓξ
∑
ℓ′ 6=ℓ
F ℓ
′νξ =
1
c
J ℓξF
ℓνξ
6= . (63)
Observe that the expression on the right-hand side of the above equality is the Lorentz force
density 4-vector acting upon the 4-vector current J ℓξ by its exterior field F
ℓνξ
6= , and the same
vectors with the minus sign arise in the conservations laws for the EM fields (58) and (62).
Notice also that the natural partition (40)-(42) of the system EnMT into charges EnMTs
T ℓµν and the EnMTs Ξ{ℓ,ℓ
′}µν for pairs {ℓ, ℓ′} of interacting elementary EM fields produces
exactly Lorentz force densities in the elementary conservation laws (58), (62) and (63). This
provides a solid justification for the energy-momentum partition (40)-(42), and it seems there
is no simple way to alter it when preserving the Lorentz forces expression.
The vector form of the elementary conservation law (58) is similar to the CEM theory
conservation law 220, [Jac1, Section 6.8], namely
1
c
[
∂tw
{ℓ,ℓ′} +∇ · S{ℓ,ℓ′}
]
= −1
c
[
Jℓ · Eℓ′ + Jℓ′ · Eℓ
]
, (64)
∂g
{ℓ,ℓ′}
i
∂t
−
3∑
j=1
∂
∂xj
τ
{ℓ,ℓ′}
ij = f
{ℓ,ℓ′}
i , i = 1, 2, 3, (65)
where f
{ℓ,ℓ′}
i is the Lorentz force density satisfying
f
{ℓ,ℓ′}
i = f
ℓℓ′
i + f
ℓ′ℓ
i , f
ℓℓ′
i = ρ
ℓEℓ
′
i +
1
c
(
Jℓ ×Bℓ′
)
i
. (66)
Remark 1 The conservation law (64) can be easily derived from the classical energy conser-
vation law (the Poynting theorem) as follows. Let us consider the classical energy conservation
law associated with the 3 Maxwell equations (19): (i) for ℓ-th EM fields, (ii) for ℓ′-th EM field
and (iii) for their sum. Then subtracting from the conservation law for the sum of the fields
the sum of conservation laws for ℓ-th and ℓ′-the fields we obtain exactly the conservation law
(64).
2.3 Elementary EM fields for prescribed elementary currents
To study the properties of the elementary EM fields for balanced changes and the energy-
momentum transfer in the space-time it is instructive to consider a situation of prescribed
currents for b-charges similarly to the same for the case the CEM theory Lagrangian (207).
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In the BEM theory the corresponding Lagrangian LEMJ is based on the representations (9)
and is of the form
LBEMJ = −F
µνFµν
16π
+
∑
1≤ℓ≤N
F ℓµνF ℓµν
16π
− 1
c
∑
1≤ℓ≤N
J ℓµA
ℓµ
6= . (67)
Based on the representation (12) it can be alternatively written as
LBEMJ = −
∑
{ℓ,ℓ′}:ℓ′ 6=ℓ
F ℓµνF ℓ
′
µν
16π
− 1
c
∑
1≤ℓ≤N
J ℓµA
ℓµ
6= (68)
= −
∑
1≤ℓ≤N
F ℓµνF ℓ6=µν
16π
− 1
c
∑
1≤ℓ≤N
J ℓνAℓ6=ν
The field equations for the Lagrangian LEMJ can be obtained directly from the variational
principle. Indeed, taking into account the antisymmetry of every field tensor F ℓµν , the fact
every pair ℓ, ℓ′ with ℓ′ 6= ℓ appear two times in the Lagrangian representation (68) and the
usual assumption of the decay of all the fields at infinity we obtain
δ
∫
LBEMJ dx =
∫ ∑
1≤ℓ≤N
(
1
4π
∂µF
ℓµν − 1
c
J ℓν
)
δAℓ6=ν dx (69)
Since the variables δAℓ6=ν , 1 ≤ ℓ ≤ N can vary independently (see relations (122) and (123))
the requirement for the above variation to vanish yield the field equations which are exactly
the same Maxwell equations for the elementary EM fields as in (19), (20), (20).
Importantly, the system of elementary EM fields with prescribed currents satisfy the
elementary conservation laws (64), (65) which can also be directly derived from the Maxwell
equations (21). Indeed using the general vector identity (272) and the Maxwell equations for
the indices ℓ and ℓ′ we obtain
∇ ·
(
Eℓ ×Bℓ′
)
= Bℓ
′ · (∇×Eℓ)−Eℓ · (∇×Bℓ′) = (70)
= −Bℓ′ · 1
c
∂tB
ℓ − Eℓ ·
(
1
c
∂tE
ℓ′+
4π
c
Jℓ
′
)
.
Adding then to the identity (70) a similar one obtained from it by swapping indices ℓ and ℓ′
we obtain the elementary energy conservation (64). Similar direct derivation is possible for
the elementary momentum conservation (65).
Observe also that according to the BEM conservation laws (58) the energy and the momen-
tum are assigned not to the elementary EM fields by themselves but rather to their interacting
pairs. This is a noticeable change compared to the CEM theory where the EM field has an
energy and a momentum on its own.
2.3.1 Dipole elementary currents
For simplicity sake let us assume all prescribed elementary currents to be in the form of ideal
electric dipoles. Recall that an ideal electric dipole source concentrated at a point x0, with
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the charge and current densities Jd and ρd, is defined as follows, [vBla, Section 7.10, (7.151),
Appendix 8],
J (t,x) = ∂t [p (t) δ (x− x0)] = p˙ (t) δ (x− x0) , (71)
ρ (t,x) = −∇ · [p (t) δ (x− x0)] = −p (t) · ∇δ (x− x0)
where δ (x− x0) is the Dirac delta-function, and p (t) and ∂tp (t) satisfy
pj (t) =
∫
x′jρ (t,x
′) dx′, j = 1, 2, 3, p = (p1, p2, p3) , (72)
p˙ (t) = ∂tp (t) =
∫
J (t,x′) dx′. (73)
It readily follows from (71) (237) that the potentials of the ideal electric dipole are
ϕ (t,x) = 0, A (t,x) =
p˙ (t0)
c |R| , (74)
where
R = x− x0, Rˆ = R|R| , t0 = t−
|x− x0|
c
. (75)
Then applying the Jefimenko and the Panofsky-Phillips formulas (241) and (242) for the ideal
electric dipole sources ρ (t,x) and J (t,x) defined by formulas (71) we obtain the following
formulas for the EM field
E (t,x) =
3
(
Rˆ · p (t0)
)
Rˆ− p (t0)
|R|3 + (76)
+
3
(
p˙ (t0) · Rˆ
)
Rˆ− p˙ (t0)
c |R|2 +
(
p¨ (t0)× Rˆ
)
× Rˆ
c2 |R| ,
B (t,x) =
[
p˙ (t0)
cR2
+
p¨ (t0)
c2R
]
× Rˆ, where p¨ = ∂2t p. (77)
When deriving formula (76) we used a vector identity (269).
In a simpler case when the dipole function p (t) is time harmonic and complex valued of
the form
p (t) = pωe
−iωt, p (t0) = pωe
k|R|−iωt, where k =
ω
c
, (78)
the general formulas (76), (77) yield the well known formulas for the ideal electric dipole
fields, [Jac1, Section 9.2],
E (t,x) = −k
2ek|R|−iωt
|R| × (79)
×
{(
p× Rˆ
)
× Rˆ−
[
3
(
Rˆ · p
)
Rˆ− p
]( 1
k2 |R|2 −
i
k |R|
)}
B (t,x) = −k2ek|R|−iωtp× Rˆ|R|
(
1 +
i
k |R|
)
, (80)
16
implying in radiation zone k |R| ≫ 1 the following asymptotic formulas
E (t,x) = k2ek|R|−iωt
Rˆ×
(
pω × Rˆ
)
|R|
[
1 +O
(
1
k |R|
)]
, (81)
B (t,x) = k2ek|R|−iωt
Rˆ× pω
|R|
[
1 +O
(
1
k |R|
)]
. (82)
For the case of a multi-frequency dipole function p (t) we can introduce
kmin = min
ω∈Λp
{ω
c
}
> 0. (83)
Then radiation components decaying as |R|−1 dominate for kmin |R| ≫ 1 in formulas (76) (77)
implying the following asymptotic expressions for the radiation fields, see also [Gri, Section
11.1.4],
E (t,x) =
(
p¨ℓ (t0)× Rˆ
)
× Rˆ
c2 |R|
[
1 +O
(
1
kmin |R|
)]
, (84)
B (t,x) =
p¨ℓ (t0)× Rˆ
c2 |R|
[
1 +O
(
1
kmin |R|
)]
, for kmin |R| ≫ 1.
Energy flux for a system of arbitrary elementary dipoles Using expression (84) for
the EM fields and the vector identities (270) and (271) we consequently obtain the following
formulas for the energy flux Sℓℓ
′
and the corresponding total powers P ℓℓ
′
and P {ℓ,ℓ
′} radiated
through a sphere centered at the dipole location
Sℓℓ
′
=
c
4π
Eℓ ×Bℓ′ = (85)
=
p¨ℓ (t0) · p¨ℓ′ (t0)−
(
p¨ℓ (t0) · Rˆ
)(
Rˆ · p¨ℓ′ (t0)
)
4πc3 |R|2 Rˆ =
=
[(
p¨ℓ (t0)× Rˆ
)
·
(
p¨ℓ
′
(t0)× Rˆ
)]
4πc3 |R|2 Rˆ,
P ℓℓ
′
=
∫
|x|=|R|
Sℓℓ
′
dσ =
2
3c3
p¨ℓ (t0) · p¨ℓ′ (t0) , (86)
P {ℓ,ℓ
′} = P ℓℓ
′
+ P ℓ
′ℓ =
4
3c3
p¨ℓ (t0) · p¨ℓ′ (t0) .
Let us assume now that the dipole functions pℓ (t) depend on time t almost periodically as
in Section 6.4. Then the representation (86) together with relations (60), (75) and (265)
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consequently imply the following formulas for the time-averaged radiated powers
〈
Sℓℓ
′
〉
=
〈
p¨ℓ · p¨ℓ′〉− 〈(p¨ℓ · Rˆ)(Rˆ · p¨ℓ′)〉
4πc3 |R|2 Rˆ = (87)
=
[〈(
p¨ℓ × Rˆ
)
·
(
p¨ℓ
′ × Rˆ
)〉]
4πc3 |R|2 Rˆ =
=
Rˆ
8πc3 |R|2
∑
ω∈Λ
pℓ
∩Λ
pℓ
′
ω4Re
{(
pℓω × Rˆ
)(
pℓ
′∗
ω × Rˆ
)}
,
〈
P ℓℓ
′
〉
=
2
〈
p¨ℓ · p¨ℓ′〉
3c3
=
∑
ω∈Λ
pℓ
∩Λ
pℓ
′
ω4
3c3
Re
{
pℓω · pℓ
′∗
ω
}
, (88)
〈
P {ℓ,ℓ
′}
〉
=
4
〈
p¨ℓ · p¨ℓ′〉
3c3
=
∑
ω∈Λ
pℓ
∩Λ
pℓ
′
2ω4
3c3
ω4Re
{
pℓω · pℓ
′∗
ω
}
, (89)
where Λpℓ and Λpℓ′ are respectively the frequency spectra of p
ℓ (t) and pℓ
′
(t). It readily
follows from the formula (89) then that the time-averaged radiated power
〈
P {ℓ,ℓ
′}
〉
can take
any real value: negative, zero or positive. Indeed, according to the formulas (89), (265)〈
P {ℓ,ℓ
′}
〉
vanishes if the frequency spectra Λpℓ and Λpℓ′ don’t have any common frequencies,
i.e. 〈
P {ℓ,ℓ
′}
〉
=
4
〈
p¨ℓ (t) · p¨ℓ′ (t)〉
3c3
= 0 if Λpℓ
⋂
Λpℓ = ∅. (90)
In particular, the relation (90) shows that if the both ℓ-th and ℓ′-th b-charges are monochro-
matic of different frequencies then the time-averaged radiated power is exactly zero or in other
words there is no radiation. The formulas (89), (265) readily imply〈
P {ℓ,ℓ
′}
〉
=
4
〈
p¨ℓ (t) · p¨ℓ (t)〉
3c3
=
2
3c3
∑
ω∈Λ
pℓ
ω4
∣∣pℓω∣∣2 > 0 if pℓ′ (t) = pℓ (t) , (91)
〈
P {ℓ,ℓ
′}
〉
= −4
〈
p¨ℓ (t) · p¨ℓ (t)〉
3c3
= − 2
3c3
∑
ω∈Λ
pℓ
ω4
∣∣pℓω∣∣2 < 0 if pℓ′ (t) = −pℓ (t) . (92)
Evidently the relation (92) describes a situation when for a given pair {ℓ, ℓ′} the time-averaged
radiated power
〈
P {ℓ,ℓ
′}
〉
is negative, that is the radiated energy propagates with the speed of
light toward the source rather than away from it.
Radiated power of a system of identical dipoles A basis for simple comparison of
radiative properties in the BEM and CEM theories let us consider a system of N > 1 b-
charges described by one and the same dipole moment p (t). Then in view of (91) we have
for the system the following time-average radiated power
〈PBEM〉 =
∑
ℓ′ 6=ℓ
〈
P {ℓ,ℓ
′}
〉
= (93)
N (N − 1) 2
〈
p¨ℓ (t) · p¨ℓ (t)〉
3c3
= N (N − 1) 1
3c3
∑
ω∈Λp
ω4 |pω|2 .
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In the CEM theory a similar system of N identical dipoles p has an effective dipole moment
Np. Substituting this number for p in the expression (88) we get
〈PCEM〉 = N2
2
〈
p¨ℓ (t) · p¨ℓ (t)〉
3c3
= N2
1
3c3
∑
ω∈Λp
ω4 |pω|2 . (94)
Relating representations (93) and (94) we readily obtain
〈PBEM〉 =
(
1− 1
N
)
〈PCEM〉 . (95)
2.3.2 Elementary currents for point charges
It is curious to see how the BEM theory describes fields and radiations phenomena when
the elementary currents are caused by a system of point charges as, for instance, in the
Rutherford atom model. In the case of point charges we use the acceleration fields Ea (t,x)
and Ba (t,x) defined by formulas (253), (254) to find the time-averaged radiation power.
Consequently, for every pair {ℓ, ℓ′} of b-charges we have
Sℓℓ
′
=
c
4π
Eℓa ×Bℓ
′
a and S
ℓ′ℓ =
c
4π
Eℓ
′
a ×Bℓa. (96)
Suppose that one of the two b-charges, say ℓ-th charge, is at rest or moves uniformly implying
that is β˙
ℓ
= 0. Then it follows from formulas (253), (254) that Eℓa = 0 and B
ℓ
a = 0 implying
that Sℓℓ
′
and Sℓ
′ℓ vanish, namely
Sℓℓ
′
= Sℓ
′ℓ = 0 if β˙
ℓ
= 0 or β˙
ℓ′
= 0. (97)
Suppose that the position functions rℓ (t) and rℓ
′
(t) of the corresponding b-charges are almost
periodic functions as described in Section 6.4, and that mod
(
rℓ (t)
)
and mod
(
rℓ
′
(t)
)
have
no common frequencies. Then in this case the time-averaged flux
〈
Sℓℓ
′
〉
is exactly zero, i.e.〈
Sℓℓ
′
〉
= 0 if mod
(
rℓ (t)
)⋂
mod
(
rℓ
′
(t)
)
= ∅. (98)
Now let us compare this estimate with a similar computation in the framework of the CEM
theory with the total field E = Eℓ
′
a + E
ℓ
a, B = B
ℓ′
a + B
ℓ
a or in the framework of the BEM
theory with two prescribed charges and a test charge. In the framework of the BEM theory
if we consider action of the system of two charges onto a test charge or onto a distant system
of test charges which does not noticebly affect the radiation of two charges, the field of two
charges turns into an external field given by the same formula E = Eℓ
′
a + E
ℓ
a, B = B
ℓ′
a +B
ℓ
a.
The radiation power at large distances generated by two charges in accordance with (252) is
expressed by the formula
S =
c
4π
(
Eℓ
′
a + E
ℓ
a
)
×
(
Bℓa +B
ℓ′
a
)
. (99)
If ℓ-th charge is at rest Bℓa = 0 and E
ℓ
a = 0 and we obtain the leading part and its time
average
S =
c
4π
Eℓ
′
a ×Bℓ
′
a , 〈S〉 =
c
4π
〈
Eℓ
′
a ×Bℓ
′
a
〉
, (100)
which differs from (98) and (97).
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Remark 2 Note that formulas (98) and (97) describe the radiation of EM interaction energy
between the two charges, and it is not the same as the EM radiation of the fields which act
on test charges. One may ask why we are interested in the interaction energy? The answer
is that this is the energy which is derived from the Lagrangian and the interaction energy is
conserved when the system is closed. Of course the system where the motion of sources is
prescribed is not closed, and there must be an external source of energy to provide for the
prescribed currents and for the radiation which acts onto test charges.
Let us consider in conclusion the case when the both charges move slowly and hence∣∣βℓ∣∣ , ∣∣βℓ∣∣ ≪ 1. Notice that that relations (255) defining the point charge EM fields are
similar to the dipole expressions (84) and can be obtained from them by a substitution
p¨ℓ (t) → cqv˙ℓ (t). Consequently, expressions for the energy flux and the radiated power
for the pair of slowly moving charges can be readily obtained from the dipole expressions
(85)-(85) by a substitution p¨ℓ (t)→ cqv˙ℓ (t) with an additional correcting asymptotic factor
δℓ =
(
1 +O
(∣∣βℓ∣∣)). In particular,
Sℓℓ
′
=
q2
4πc
v˙ℓ (t) · v˙ℓ′ (t)−
(
v˙ℓ (t) · Rˆ
)(
Rˆ · v˙ℓ′ (t)
)
|R|2 Rˆδ
ℓℓ′ =
=
q2
4πc
[(
v˙ℓ (t)× Rˆ
)
·
(
v˙ℓ
′ × Rˆ
)]
4πc3 |R|2 Rˆδ
ℓℓ′ , where
δℓℓ
′
=
(
1 +O
(∣∣βℓ∣∣)) (1 +O (∣∣∣βℓ′∣∣∣)) .
2.4 Comparison with the classical EM theory
We would like to show here that the CEM theory can be viewed as a limit case of the
BEM theory. Particularly, we are interested in seeing: (i) how the single classical EM field is
modeled by elementary EM fields in BEM theory; (ii) how classical EM phenomena including
the radiation are modeled within the BEM theory.
As an example of relation between the classical EM field and elementary EM fields we
consider clusters of many tightly bound identical b-charges, every cluster is labeled by index ℓ.
Namely, for every ℓ we introduce Nℓ b-charges having identical wave functions and elementary
EM potentials with charges qℓw = Nℓq
ℓ:
ψ(ℓ,s) = ψ(ℓ,s) = ψℓ, A(ℓ,s)µ = A(ℓ,s)µ where 1 ≤ ℓ ≤ N, 1 ≤ s ≤ Nℓ, (101)
and identical EM fields F ℓµν = F (ℓ,s)µν and currents J ℓ,ν = J (ℓ,s)ν . Now we compare these
fields with classical EM fields Fµν defined by (8) with the same currents by comparing the
electromagnetic parts of the Lagrangians in BEM and CEM theories. We have for classical
theory
LCEM = − 1
16π
FµνFµν = − 1
16π
∑
ℓ′,ℓ
Nℓ′NℓF
ℓµνF ℓ
′
µν
= − 1
16π
∑
ℓ′ 6=ℓ
Nℓ′NℓF
ℓµνF ℓ
′
µν −
1
16π
∑N
ℓ=1
N2ℓ F
ℓµνF ℓµν .
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For the BEM theory (12) takes the form
LBEM = − 1
16π
∑
{(ℓ,s),(ℓ′,s′):(ℓ′,s′) 6=(ℓ,s)}
F (ℓ,s)µνF (ℓ
′,s′)
µν
= − 1
16π
∑
ℓ′ 6=ℓ
Nℓ′NℓF
ℓµνF ℓ
′
µν −
1
16π
∑
ℓ
Nℓ (Nℓ − 1)F ℓµνF ℓµν .
The difference between LCEM and LBEM can be attributed to to interactions inside every
cluster. In particular, we have for the both theories
LCEMℓ = N2ℓ F ℓµνF ℓµν , LBEMℓ = Nℓ (Nℓ − 1)F ℓµνF ℓµν
readily implying the following expression for the relative difference
LBEMℓ/LCEMℓ − 1 = 1/Nℓ (102)
The difference (102) evidently becomes small as number Nℓ of particles in the cluster becomes
large.
To summarize, the CEM theory with its single EM field can be formally derived from the
BEM theory as a limit obtained by binding together Nℓ identical particles with Nℓ →∞.
2.4.1 Lagrangians for clusters of charges
Here we make a comparison of two Lagrangians for N clusters of charges with Nℓ particles
within every cluster which are formally derived from WCM and BEM theories respectively.
To this end we consider first a Lagrangian as in WCM theory with N1+ ...+NN charges and
fixed nonlinearities Gℓw
To this end we consider first a Lagrangian as in WCM theory with N1+ ...+NN charges
and a fixed nonlinearity Gℓw
L
(
{ψ(ℓ,sℓ)}, {ψ(ℓ,sℓ);µ }
)
=
∑
1≤ℓ≤N
∑
1≤sℓ≤Nℓ
Lℓ
(
ψ(ℓ,sℓ), ψ(ℓ,sℓ);µ
)
− F
µνFµν
16π
, (103)
and to introduce clusters we impose additional constraints as in (101), namely
ψℓ,s = ψℓw, q
ℓ,s = qℓ, s = 1, ..., Nℓ. (104)
A cluster in the equilibrium is described by the real valued functions ψℓ and ϕ˚ℓ,s which
satisfy the following system of equations:
−∆ϕℓw = 4π
Nℓ∑
s=1
qℓ,s
(
1− q
ℓ,sϕℓw
mℓ,sc2
)(
ψℓ,s
)2
, (105)
−∆ψℓ,s + m
ℓ,sϕℓw
χ2
qℓ,s
(
2− qϕ
ℓ
w
mℓ,sc2
)
ψ˚
ℓ,s
+G′w
(
|ψ˚ℓ,s|2
)
ψ˚
ℓ,s
= 0. (106)
Note that the WCM theory developed in [BabFig1], [BabFig2] coincides with the case where
every cluster contains exactly one charge. In this case the charge equilibrium equation has
the form
−∆ϕ˚ℓ = 4πqℓ
(
1− q
ℓϕ˚ℓ
mc2
)
ψ˚
ℓ2
, (107)
−∆ψ˚ℓ + m
ℓϕ˚ℓ
χ2
qℓ
(
2− q
ℓϕ˚ℓ
mℓc2
)
ψ˚
ℓ
+G′w
(
|ψ˚ℓ|2
)
ψ˚
ℓ
= 0. (108)
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Comparing with (105) and (106) and setting
ϕℓw = Nℓϕ˚
ℓ, qℓw = Nℓq
ℓ, mℓw = N
2
ℓm
ℓ (109)
ψℓ,s = ψ˚
ℓ
= ψℓw, s = 1, ..., Nℓ,
we find then that ϕℓw satisfies the following equation
−∆ϕℓw = 4πqℓw
(
1− q
ℓ
wϕ
ℓ
w
mℓwc
2
)
ψ˚
ℓ2
, (110)
which has exactly the same form as (107) in the WCM theory. The charge normalization
condition is also fulfilled. Equations(105) and (108) can be rewritten in the form
−∆ψ˚ℓ + m
ℓ
wϕ
ℓ
w
N4ℓ χ
2
qℓw
(
2− q
ℓ
wϕ
ℓ
w
mℓwc
2
)
ψ˚
ℓ
+G′w
(
|ψ˚ℓ|2
)
ψ˚
ℓ
= 0. (111)
This equation has the form of (106) for ψ˚
ℓ
= ψ˚
ℓ
w if we set
χw = N
2
ℓ χ. (112)
Observe that relations (114)- (109) readily imply the following identities for the model con-
stants
κℓw =
mℓwc
χw
=
mℓc
χ
= κℓ, (113)
If we introduce Lagrangian Lw
({ψℓw}, {ψℓw;µ}) with (i) constants defined by (109), (112) and
(ii) EM potential defined by
Aµw =
∑
ℓ,s
Aℓ,sµ =
∑
ℓ
Aℓµw , A
ℓµ
w = NℓA
ℓµ, 1 ≤ ℓ ≤ N, (114)
then the Euler-Lagrange Equations for Lagrangian L
(
{ψ(ℓ,sℓ)}, {ψ(ℓ,sℓ);µ }
)
defined by (103)
with restrictions (104) are equivalent to the Euler-Lagrange Equations for Lw. Hence, we
can conclude that introduction of clusters of charges is equivalent to a proper rescaling of the
constants of the WCM theory. Note that the quadratic dependence of mℓw on the number Nℓ
of charges in the cluster is natural in the relativistic theory since the energy of interactions
depends on the number of particles quadratically, and relativistic mass of the cluster is
proportional to its energy.
Now let us relate the above treatment with the BEM theory. To make the comparison
more transparent we consider a generalized version of the BEM theory, namely the theory
where the basic equilibrium object is a cluster of Nℓ b-charges, Nℓ ≥ 1. The BEM theory for
elementary b-charges corresponds to the case Nℓ = 1 for all ℓ in this generalized setting. The
Lagrangian LBEMC
(
{ψ(ℓ,sℓ)}, {ψ(ℓ,sℓ);µ }
)
for clusters is given by an obvious modification of (9)
and the variables are subjected to additional constraints as in (104). The equilibrium state
for a generalized cluster of n = Nℓ identical b-charges is denoted by ψ˚
ℓ,s
b,n, ϕ˚
ℓ,s
b,n, s = 1, ..., n.
The equilibrium condition takes the following form similar to (105) and (106)
−∆ϕ˚ℓb,n = 4π
Nℓ∑
s=2
qℓ,sb,n
(
1− q
ℓ,s
b,nϕ˚
ℓ
b,n
mℓ,sb,nc
2
)(
ψ˚
ℓ,s
b,n
)2
, (115)
−∆ψ˚ℓ,sb,n +
mℓ,sϕ˚ℓb,n
χ2b,n
qℓ,sb,n
(
2− qϕ˚
ℓ
b,n
mℓ,sb,nc
2
)
ψ˚
ℓ,s
b,n +G
′
b,n
(
|ψ˚ℓ,sb,n|2
)
ψ˚
ℓ,s
b,n = 0. (116)
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Note that the only difference between (105) and (106) is that the first term with s = 1 in
the sum is omitted. Now ψ˚
ℓ
b,2, ϕ˚
ℓ
b,2 is the basis for comparison and once again we fix the
nonlinearity G′b,n = G
′
b,2 = G
′
b and set similarly to (109), (112):
ϕ˚ℓb,n = (n− 1) ϕ˚ℓb,2, qℓb,n = (n− 1) qℓb,2, (117)
mℓb,n = (n− 1)2mℓb,2, χℓb,n = (n− 1)2 χℓb,2.
Let us introduce Lagrangian LBEM,n
({ψℓb,n}{ϕℓb,n}) with so defined constants. Observe that
the Euler-Lagrange equations for LBEMC
(
{ψ(ℓ,sℓ)}, {ψ(ℓ,sℓ);µ }
)
with restrictions (104) are equiv-
alent to the Euler-Lagrange equations for LBEM,n
({ψℓb,n}{ϕℓb,n}). Obviously if all Nℓ ≥ 2 then
LBEM,n has the same form as Lw. In addition to that, if
G′b,2 = G
′
w, q
ℓ
b,2 = q
ℓ, mℓb,2 = m
ℓ, χℓb,2 = χ,
then the relative difference of coefficients of Lagrangians LBEM,n and Lw with the same
n ≥ 2 is of order 1
n
. For example,
(
qℓw − qℓb,n
)
/qℓw = 1/n. Notice that the case n = 1 (which is
the primary one considered in this article) is special, and there is a non-vanishing difference
between ψ˚
ℓ
b,2, ϕ˚
ℓ
b,2 and the fundamental equilibrium ψ˚
ℓ
b,1, ϕ˚
ℓ
b,1 = ψ˚
ℓ
, ϕ˚ℓ determined by (37),
(38).
Thus, based on the above analysis we conclude that the WCM theory can be considered
as an approximation for the generalized BEM theory if the WCM charge is identified with a
cluster of a large number of b-charges.
2.5 New EM features of the BEM theory
In this section we discuss new EM features of BEM theory not presented in the CEM theory.
Looking at the b-charge Lagrangian L with its field equations and conserved currents in
Section 2.1 we can already see new important features of the theory of interacting charges
and EM fields. The first striking feature of the new theory compare to the classical one is
that the single EM field as independent entity is no more, instead we have elementary EM
potentials Aℓµ and fields F ℓµν defined by the classical formulas and satisfying individually
Maxwell equations (19). Though we still can naturally define the total potential Aµ and the
corresponding total EM field Fµν as the sum of individual potentials and fields by formulas
(8)-(7), and though the total EM field Fµν satisfies the Maxwell equations (25) this total
field is not an independent entity.
With all that said about the new status of the total EM field its physical significance
as the field sensed by a small test charge remains valid in the BEM theory. Indeed let
us look at how different charges sense each other via the field equations (17)-(19). It is
evident from the equations and the formulas (22) for individual currents that the entire
evolution of ℓ-th charge is completely determined by a single quantity, its exterior potential
Aℓµ6= , and, consequently, charges
(
ψℓ, Aℓµ
)
sense each other exclusively by their potentials
Aℓµ. In other words, the state of every b-charge
(
ψℓ, Aℓµ
)
and its current J ℓµ are completely
determined by the action upon it of all other charges potentials via the exterior potential
Aℓµ6= and every charge
(
ψℓ, Aℓµ
)
acts upon other charges. So in this theory as we can see it is
the individual Aℓµ6= potentials as components of respective b-charges
(
ψℓ, Aℓµ
)
that facilitate
the EM interaction between charges. This is in contrast to the classical theory as well to
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our own WCM theory in [BabFig1], [BabFig2] in which it is a single and independent EM
field interacting with every charge facilitates all EM interactions between different charges
ψℓ. In particular, in the BEM theory by its very set up there is no any EM self-interaction as
in the classical theory and our theory in [BabFig1], [BabFig2], where such interaction exists
because there is only a single EM field.
Based on the analysis in Section 2.4 one may expect noticeable differences between CEM
theory and BEM theory for example when 1/Nℓ in (102) is not small. These differences can
become more pronounced when Le in (28) is comparable with the classical EM Lagrangian
LCEM not to mention when if it is a dominant term in LBEM.
An important signature of the BEM theory differentiating it from the CEM theory is a
mechanism of negative radiation for certain prescribed currents, i.e. a situation when the EM
energy propagates with the speed of light toward the current source rather than away from it
as we have shown in Section 2.3. This mechanism can conceivably work for a limited time in a
system of several bound charges, such as an atom or a molecule, resulting in effective energy
gain coming from matching energy loss of b-charges outside of this system. Such energy
transfer is completely accounted for by interacting elementary EM fields as the components
of the involved b-charges including external ones which might be represented effectively by
an external EM field. The very possibility of the negative radiation indicates a significant
difference between the EM energy transport at the elementary atomic scale from the same
at the macroscopic scale. For the later most of the time one would observe well known
classical charge behavior including the EM self-interaction and exclusively normal (positive)
radiation of the EM energy away from the source. In other words the BEM theory allows for
a differentiation between macroscopic and atomic scales at the level of EM fields alone, and
that makes the concept of a b-charge with its elementary EM field to be truly elementary.
This is in noticeable contrast with some of the classical charge models which are based on the
concept of a single EM field, and we would like to quote here F. Rohrich, [Roh, Section 6-1]:
”This was the problem faced by Abraham, Lorentz, and Poincare in the first few years of
this century. The most obvious model of a charged particle is a sphere carrying a spherically
symmetrical charge wave function. While such a model is meant (and was indeed proposed)
as a picture of a charged elementary particle (an electron, for example), it is obvious that it
is basically a macroscopic charged body, only much smaller. There is nothing ”elementary”
about it.”
Notice also that as we can see from the BEM expression (60) for the interaction energy
density for a pair of b-charges the interaction energy density can be negative. The later is
analogous to the negative sign of the electrostatic energy for two classical point charges when
one of them is positive and another one is negative, and the interaction energy is defined to
be zero when charges are separated by infinite distance. This way to calibrate the interaction
energy in the CEM theory is in line with defining the interaction energy as work done to
assemble a system of charges from the state when they don’t interact, that is when they are
separated by infinite distance.
Let us look at the gauge properties of the BEM system Lagrangian L defined by (9), (10).
Recall that gauge transformation of the first or the second kind (known also as respectively
global and local gauge transformation) are described respectively by the following formulas,
[PauRF, (17), (23a), (23b)], [Wen, Section 11, (11.4)]
ψℓ → eiγℓψℓ, ψℓ∗ → e−iγℓψℓ∗, where γℓ is any real constant, (118)
ψℓ → e− iq
ℓλ(x)
χc ψℓ, ψℓ∗ → e iq
ℓλ(x)
χc ψℓ∗, Aµ → Aµ + ∂µλ. (119)
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The significance of individual EM fields in the new theory is manifested in the existence of
a new much large group of gauge transformations than described by (118)-(119). We have
already pointed out that the system Lagrangian L is invariant with respect to the gauge
transformation of the first kind (118) and used that to construct an instrumental for the
theory conserved individual currents J ℓµ defined in (19). We introduce now a new gauge
transformation which we call elementary gauge transformations gauge or transformations of
the third kind:
Aℓµ → Aℓµ + ∂µλℓ (x) , (120)
ψℓ → e− iq
ℓλ`
ℓ
(x)
χc ψℓ, ψℓ∗ → e iq
ℓλ`
ℓ
(x)
χc ψℓ∗, (121)
where functions λℓ (x) , 1 ≤ ℓ ≤ N , are independent real-valued scalar functions of x and
λ (x) =
∑
1≤ℓ≤N
λℓ (x) , λ`
ℓ
(x) = λ (x)− λℓ (x) , (122)
It is readily follows from (122) that
λℓ = λ− λ`ℓ = λ¯
N − 1 − λ`
ℓ
, where λ` =
∑
1≤ℓ≤N
λ`
ℓ
= (N − 1) λ, (123)
implying the independence of functions λ`
ℓ
(x) , 1 ≤ ℓ ≤ N . A straightforward examination
shows that for N ≥ 2 the system Lagrangian L defined by (12)-(14) is invariant with respect
to the gauge transformation of the third kind. As we have already pointed out it is due to the
gauge invariance with respect to elementary gauge transformations (120), (121) the two-way
representation (15) holds for the elementary currents that accounts for an important fact that
the conserved Noether’s elementary current is exactly the source current in the corresponding
elementary Maxwell equations (19), (20).
Another feature of the BEM theory is the new expressions (48), (49) and (50) of the total
EM energy and the entire EM field EnMT compare with the classical expressions (212)-(214).
Let us take a look at the representation (50) which relates the EM EnMT to the classical
one. This identity shows that the EnMT can be effectively obtained by the removal from
the classical EnMT for the total EM field the sum of all classical EnMT’s for individual EM
fields. So if our intention was to remove the EM self-interaction in a consistent way keeping
the Lagrangian structure it is perfectly accomplished by the BEM theory.
3 Non-relativistic dynamics of localized charges
In this section based on our relativistic model we introduce a non-relativistic model for
the case where charges move slowly compared with speed of light. First we introduce field
equations and the Lagrangian and briefly describe their derivation from the relativistic model.
Using frequency-shifting substitution (36) with more general ψ = ψℓω (t,x) which depends
on (t,x) we observe that the second time derivative in the Klein-Gordon equation (31) can
be written in the form
− 1
c2
∂˜ℓt ∂˜
ℓ
tψ
ℓ
ω =
1
c2
(
∂t +
iqℓ
χ
ϕℓ6=
)2
ψℓω − 2i
mℓ
χ
(
∂t +
iqℓ
χ
ϕℓ6=
)
ψℓω + κ
2
0ψ
ℓ
ω (124)
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where
ϕℓ6= =
∑
ℓ′ 6=ℓ
ϕℓ
′
. (125)
To get a non-relativistic approximation, we neglect in (124) the term with the factor 1
c2
and substitute −2imℓ
χ
(
∂t +
iqℓ
χ
ϕℓ6=
)
ψℓω + κ
2
0ψ
ℓ
ω instead of the term − 1c2 ∂˜ℓt ∂˜ℓtψℓω in (31). As a
result, the nonlinear Klein-Gordon equation (31) is approximated by the following nonlinear
Schro¨dinger equation
χi∂tψ
ℓ +
χ2
2mℓ
(
∇˜ℓ
)2
ψℓ − χ
2
2mℓ
Gℓ′
(
ψℓ∗ψℓ
)
ψℓ − qℓϕℓ6=ψℓ = 0, (126)
with ∇˜ℓ given by (11), where for notational simplicity we write ψℓ in place of ψℓω. Since
magnetic fields generated by moving charges also have coefficient 1
c
and are small for small
velocities, they can be also neglected, and consequently we preserve only the external mag-
netic fields and replace ∇˜ℓ by the covariant gradient
∇˜ℓex = ∇−
iqℓAex
χc
. (127)
Notice that in the nonrelativistic case the ℓ-th b-charge is described by a pair ψℓ, ϕℓ where
the elementary EM field is represented only by the scalar electric potential ϕℓ. The non-
relativistic model has the the Lagrangian
Lˆ
(
ϕ,
{
ψℓ
}N
ℓ=1
,
{
ϕℓ
}N
ℓ=1
)
=
|∇ϕ|2
8π
+
∑
ℓ
Lˆℓ
(
ψℓ, ψℓ∗, ϕ
)
, where (128)
Lˆℓ =
χi
2
[
ψℓ∗∂tψ
ℓ − ψℓ∂tψℓ∗
]− χ2
2mℓ
{∣∣∣∇˜ℓexψℓ∣∣∣2 +Gℓ (ψℓ∗ψℓ)
}
−
−qℓ (ϕ+ ϕex − ϕℓ)ψℓψℓ∗ −
∣∣∇ϕℓ∣∣2
8π
,
and
ϕ =
∑
ℓ
ϕℓ. (129)
Importantly, to total potential ϕ defined by (129) is not an independent entity but just the
sum of the elementary potentials ϕℓ, and ψℓ∗ a variable complex conjugate to ψℓ.
The Euler-Lagrange equations for charge densities ψℓ take the form similar to (126),
namely
iχ∂tψ
ℓ = − χ
2
2mℓ
(
∇˜ℓex
)2
ψℓ + qℓ
(
ϕℓ6= + ϕex
)
ψℓ +
χ2
2mℓ
[
Gℓa
]′ (∣∣ψℓ∣∣2)ψℓ, (130)
where ϕ 6=ℓ is given by (125) and every potential ϕ
ℓ can be determined from the equation
∇2ϕℓ = −4πqℓ ∣∣ψℓ∣∣2 , ℓ = 1, ..., N. (131)
The solution of the above equation (131) is given by the Green’s formula
ϕℓ (t,x) = qℓ
∫
R3
∣∣ψℓ∣∣2 (t,y)
|y − x| dy. (132)
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The properties and examples of the nonlinearities Gℓa are provided in the following 3.2. As
the result of charge conservation the norms
∥∥ψℓ∥∥2 remain constant on solutions of (130) and
choose those constants to 1. In other words we impose the following charge normalization
condition: ∥∥ψℓ∥∥2 = ∫
R3
∣∣ψℓ∣∣2 dx = 1, t ≥ 0, ℓ = 1, ..., N. (133)
A motivation for this particular normalization is based on the formula (132) and requirement
that the elementary potential ϕℓ is asymptotically the Coulomb’s potential qℓ/ |x| for large
|x|.
Recall that in the classical electrodynamics the evolution of a point charge q of a mass m
and and position vector r (t) in an external electromagnetic (EM) field in the non-relativistic
case is governed by the Newton’s equation (4). In our model a charge is described by a wave
function ψℓ (t,x) with dynamics described by a system of nonlinear Schrodinger equations
(NLS) (130) coupled through corresponding electric potentials. Nevertheless we show below
that in macroscopic regimes we can derive from the field equations as an approximation the
Newton’s equations for centers rℓ (t) of localized waves defined by
rℓ (t) =
∫
R3
x |ψℓ (t,x)|2 dx.
These center adequately describe the positions of wave functions ψℓ (t,x) when they are
localized. To introduce localized solutions we use the nonlinearity which depends on a size
parameter a > 0 which, in turn, determines the spatial scale of a the charge when it is at the
rest state. We consider below the macroscopic dynamics, with a macroscopic spatial scale
R ≫ a. We prove in Section 4 that in the case of the non-relativistic field equations when
a→ 0 the centers of the interacting charges converge to solutions of the Newton’s equations
with the Lorentz forces if ψℓ remain localized. We also provide examples of exact solutions of
the field equations in the form of accelerating solitons for which the localization assumption
holds.
3.1 Single charge
In the case of a single charge the Lagrangian and the field equations are obtained by setting
N = 1 in (128), (130), (131) and this case evidently ϕℓ6= = 0. In particular, for a single charge
without the external field we have ϕℓ6= = 0, ϕex = 0, Aex = 0 and we obtain the following
equations for the rest state ψ with ∂tψ = 0:
− χ
2
2mℓ
∇2ψ + qϕexψ +
χ2
2mℓ
[
Gℓa
]′ (|ψ|2)ψ = 0, (134)
∇2ϕ = −4πq |ψ|2 .
Obviously, the equations coincide with (38), and therefore the rest solutions of relativistic
and non-relativistic equations coincide, as it should be expected in the case of zero velocity.
Let us consider now a single charge, omitting the index ℓ, in an external EM field and set
N = 1 in (130), (131). For a special class of external fields we present explicit solutions to the
field equations (130), (131) for a single charge in the form of wave-corpuscles (accelerating
solitons). We assume here for simplicity a purely electric external EM field, i.e. whenAex = 0,
Eex (t,x) = −∇ϕex (t,x) (see [BabFig1], [BabFig2] for a similar exact solution with non-zero
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magnetic field). For the purely electric external field the field equations (130), (131) take the
form
iχ∂tψ = −χ
2∇2ψ
2mℓ
+ qϕexψ +
χ2
2m
G′a
(|ψ|2)ψ, (135)
∇2ϕ = −4πq |ψ|2 . (136)
We define then wave-corpuscle ψ, ϕ by the following formula:
ψ (t,x) = eiS/χψˆ, S = mv · (x− r) + sp (t) , (137)
ψˆ = ψ˚ (|x− r|) , ϕ = ϕ˚ (|x− r|) , r = r (t) .
In the above formula ψ˚ is the form factor satisfying (141), ϕ˚ is a radial function determined
from (131), and we refer to the function r (t) as wave-corpuscle center. Since ψˆ is center-
symmetric, this definition agrees with more general definition (163).
Suppose that ϕex ((t,x)) is a continuous function which is linear with respect to x. Then
ψ defined by (137) provide an exact solution to (135), provided that r (t) is determined from
the equation
m
d2r (t)
dt2
= qEex (t, r) , (138)
and v (t) , sp (t) are determined by formulas
v =
dr
dt
, sp =
∫ t
0
(
mv2
2
− qϕex (t, r (t))
)
dt′. (139)
The verification of the fact that (137), (138) and (139) determine an exact solution is straight-
forward and details can be found in [BabFig1], [BabFig2] or [BabFig3].
Note that in a simpler case when the external fields ϕex and Aex vanish, a simpler solution
of (135)-(136) is provided by (137) with r (t) = r0+vt with constant velocity v. In this case
the wave-corpuscle solution (137) of the field equations (135)-(136) can be obtained from the
rest solution ψ˚, ϕ˚ by certain Galilean-gauge transformations. Solutions of a similar form are
known in the theory of nonlinear Schro¨dinger equations, see [Sul] and references therein. For
the particular case of the logarithmic nonlinearity solutions of the form (137) were found in
[Bia] in the form of accelerating gaussons. The exponential factor in wave-corpuscle solution
of the form (137) can be identified with the de Broglie wave, for details see [BabFig1],
[BabFig2].
Remark 3 The construction of the solution (137) does not depend on a particular form of
the nonlinearity G′ = G′a as long as (37) is satisfied. It is uniform with respect to a > 0, and
the dependence on a in (137) is only through ψ˚ (|x− r|) = a−3/2ψ˚1 (a−1 |x− r|). Obviously,
if ψ (t,x) is defined by (137) then |ψ (t,x)|2 → δ (x− r) as a→ 0.
Remark 4 In [BabFig1], [BabFig2] we introduced a non-relativistic model where equations
for a steady states coincide with (134). We derived there nonrelativistic equations from the
corresponding relativistic once not only assuming that velocities are vanishingly small, but
also assuming that the Sommerfeld’s fine structure constant is vanishingly small. If we would
not neglect there the terms with Sommerfeld’s fine structure constant the steady states would
satisfy more involved equations, see [BabFig1] for details. We also would like to note that
though ψ˚ would be defined differently, equations (138) would be the same. In the present paper
the rest state equations (134) are simpler even if the Sommerfeld’s fine structure constant is
not replaced by zero.
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3.2 Determination of Nonlinearity,
As we have already mentioned, the nonlinear self interaction function G is determined from
the charge equilibrium equation (37) based on the form factor (ground state) ψ˚. Important
features of our nonlinearity include: (i) the boundedness or slow subcritical growth of its
derivative G′ (s) for s → ∞ with consequent boundedness from below of the wave energy;
(ii) slightly singular behavior about s = 0, that is for small wave amplitudes.
In this section we consider construction of the function G, study its properties and provide
examples for which the construction of G is carried out explicitly. Throughout this section
we have
ψ, ψ˚ ≥ 0 and hence |ψ| = ψ.
We introduce explicitly the dependence of the free ground state ψ˚ on the size parameter
a > 0 through the following representation of the function ψ˚ (r)
ψ˚ (r) = ψ˚a (r) = a
−3/2ψ˚1
(
a−1r
)
, (140)
where ψ˚1 (r) is a twice continuously differentiable function of the dimensionless parameter
r ≥ 0, and, as a consequence of (133), the function ψ˚a (r) satisfies the charge normalization
condition for every a > 0. Obviously, definition (140) is consistent with (37) and (39). The
size parameter a naturally has the dimension of length. A properly defined spatial size of ψ˚a,
based, for instance, on the variance, is proportional to a with a coefficient depending on ψ˚1.
The charge equilibrium equation (37) can be written in the following form:
∇2ψ˚a = G′a
(
ψ˚
2
a
)
ψ˚a. (141)
The function ψ˚a (r) is assumed to be a smooth positive monotonically decreasing function
of r ≥ 0 which is square integrable with weight r2 and we assume it to satisfy the charge
normalization condition of the form (133); such a function is usually called in literature a
ground state.
Let us look first at the case a = 1, ψ˚a = ψ˚1, ϕ˚a = ϕ˚1, for which the equation (141) yields
the following representation for G′(ψ˚
2
1) from (141)
G′1
(
ψ˚
2
1 (r)
)
=
(∇2ψ˚1) (r)
ψ˚1 (r)
. (142)
Since ψ˚
2
1 (r) is a monotonic function, we can find its inverse r = r
(
ψ2
)
, yielding
G′1 (s) =
[
∇2ψ˚1
ψ˚1
]
(r (s)) , 0 = ψ˚
2
1 (∞) ≤ s ≤ ψ˚
2
1 (0) . (143)
Since ψ˚1 (r) is smooth, G
′(|ψ|2) is smooth for 0 < |ψ|2 ≤ ψ˚21 (0). If we do not need G′ (s) to
be smooth, we extend G′ (s) for s ≥ ψ˚21 (0) as a constant, namely
G′1 (s) = G
′
1
(
ψ˚
2
1 (0)
)
if s ≥ ψ˚21 (0) . (144)
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First derivative of such an extension at s = ψ˚
2
1 (0) has a discontinuity point. If ψ˚a (r) is a
smooth function of class Cn, we always can define an extension of G′ (s) for s ≥ ψ˚21 (0) as a
bounded function of class Cn for all r > 0 and
G′1 (s) = G
′
1
(
ψ˚
2
1 (0)
)
− 1 if s ≥ ψ˚21 (0) + 1. (145)
Slowly growing functions G′ (s) also can be used.
In the case of arbitrary size parameter a > 0 we define G′a (s) by formula (39), this
definition is consistent with (140) and (143).
Let us take a look at general properties of G′ (s) as they follow from defining them
relations (143)-(39). In the examples below the G′ (s) is not differentiable at s = 0. But if
ψ˚ (r) decays exponentially or by a power law the nonlinearity g (ψ) = G′(|ψ|2)ψ as it enters
the field equations is differentiable for all ψ including zero, and hence it satisfies the Lipschitz
condition. For a Gaussian ψ˚1 (r) which decays superexponentially G
′(|ψ|2) is unbounded at
zero and g (ψ) is not differentiable at zero. Since ψ˚ (|x|) > 0, the sign of G′1
(|ψ|2) coincides
with the sign of ∇2ψ˚1 (|x|). At the origin x = 0 the function ψ˚1 (|x|) has its maximum
and, consequently, G′1 (s) ≤ 0 for s close to s = ψ˚
2
1 (0). The Laplacian applied to radial
functions ψ˚1 takes the form
1
r
∂2
∂r2
(
rψ˚1 |x|
)
. Consequently, if rψ˚1 (r) is convex at r = |x| we
have ∇2ψ˚1 (|x|) ≥ 0. Since r2ψ˚1 (r) is integrable, we naturally assume that |x| ψ˚1 (|x|) → 0
as |x| → ∞. Then if the second derivative of rψ˚1 (r) has a constant sign near infinity, it
must be non-negative. For an exponentially decaying ψ˚1 (r) the second derivative of rψ˚a (r)
is positive implying G′1 (s) > 0 for s ≪ 1. In the examples we give below G′1 (s) has exactly
one zero on the half-axis.
Example 1. Consider a form factor ψ˚1 (r) decaying as a power law, namely
ψ˚1 (r) =
cpw
(1 + r2)5/4
, (146)
where cpw is the normalization factor, cpw = 3
1/2/ (4π)1/2. This function evidently is positive
and monotonically decreasing. Let us find now G′ (s) based on the relations (143). An
elementary computation of ∇2ψ˚1 shows that
G′ (s) =
15s2/5
4c
4/5
pw
− 45s
4/5
4c
8/5
pw
, G (s) =
75s7/5
28c
4/5
pw
− 25s
9/5
4c
8/5
pw
, for 0 ≤ s ≤ c2pw. (147)
The extension for s ≥ c2pw can be defined as a constant or the same formula (147) can be
used for all s ≥ 0.
If we explicitly introduce size parameter a into the form factor using (140), we define
G′a (s) by (39). Notice that the variance of the form factor ψ˚
2
1 (|x|) decaying as a power law
(146) is infinite.
Example 2. Now we consider an exponentially decaying form factor ψ˚1 of the form
ψ˚1 (r) = cee
−(r2+1)
1/2
, ce =
(
4π
∫ ∞
0
r2e−2(r
2+1)
1/2
dr
)−1/2
. (148)
Evidently ψ˚1 (r) is positive and monotonically decreasing as required. The dependence r (s)
defined by the relation (148) is as follows:
r =
[
ln2
(
ce/
√
s
)− 1]1/2 , if √s ≤ ψ˚1 (0) = cee−1. (149)
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An elementary computation shows that
− ∇
2ψ˚1
ψ˚1
=
2
(r2 + 1)
1
2
+
1
(r2 + 1)
+
1
(r2 + 1)
3
2
− 1. (150)
Combining (149) with (150) we readily obtain the following function for s ≤ c2ee−2
G′1 (s) =
[
1− 4
ln (c2e/s)
− 4
ln2 (c2e/s)
− 8
ln3 (c2e/s)
]
. (151)
We can extend it for larger s as follows:
G′1 (s) = G
′
1
(
c2ee
−2
)
= −3 if s ≥ c2ee−2. (152)
or we can use a smooth extension as in (145). The function G′1 (s) is not differentiable at
s = 0. At the same time if we set g (0) = 0 the function g (ψ) = G′1 (ψ (r))ψ is continuous and
g (ψ) is continuously differentiable with respect to ψ at zero and g (ψ) satisfies a Lipschitz
condition. The variance of the exponential form factor ψ˚1 (r) is obviously finite. To find
G′a (s) for arbitrary a we use its representation (39).
Example 3. Now we define Gaussian form factor by the formula
ψ˚ (r) = Cge
−r2/2, Cg =
1
π3/4
. (153)
Such a ground state is called gausson in [Bia]. Elementary computation shows that
∇2ψ˚ (r)
ψ˚ (r)
= r2 − 3 = − ln
(
ψ˚
2
(r) /C2g
)
− 3.
Hence, we define the nonlinearity by the formula
G′
(|ψ|2) = − ln (|ψ|2 /C2g)− 3, (154)
we call this nonlinearity logarithmic nonlinearity. The nonlinear potential function has the
form
G (s) =
∫ s
0
(− ln (s′/C2g)− 3) ds′ = −s ln s+ s
(
ln
1
π3/2
− 2
)
. (155)
Dependence on the size parameter a > 0 is given by the formula
G′a
(|ψ|2) = −a−2 ln (a3 |ψ|2 /C2g)− 3. (156)
Obviously g (ψ) = G′1 (|ψ|2)ψ is continuous for all ψ ∈ C if at zero we set g (0) = 0 and is
differentiable for every ψ 6= 0 but is not differentiable at ψ = 0 and does not satisfy Lipschitz
condition.
4 Charges in remote interaction regimes
The primary focus of this section is to show that if the size parameter a → 0 the dynamics
of the centers of localized solutions is approximated by the Newton’s law of motion (the
macroscopic limit a → 0 assumes that there is a fixed macroscopic scale R ≫ a). This
31
is done in the spirit of the well known in quantum mechanics Ehrenfest Theorem, [Schiff,
Sections 7, 23]. We also Wave-corpuscle solutions defined by (137), (138) provide an example
of explicit solutions which have such a dynamics.
As we stated, the Lagrangian Lˆ in (27) is gauge invariant and every ℓ-th charge has a
4-current
(
ρℓ,Jℓ
)
defined by
ρℓ = q
∣∣ψℓ∣∣2 , Jℓ = (χqℓ
mℓ
Im
∇ψℓ
ψℓ
− q
ℓ2Aex
mℓc
) ∣∣ψℓ∣∣2 , (157)
which satisfies the continuity equations ∂tρ
ℓ +∇ · Jℓ = 0 or explicitly
∂t
∣∣ψℓ∣∣2 +∇ · ( χ
mℓ
Im
∇ψℓ
ψℓ
∣∣ψℓ∣∣2 − qℓ
mℓc
Aex
∣∣ψℓ∣∣2) = 0. (158)
(Note that Jℓ defined by (157) agrees with the definition of current (24) in Maxwell equa-
tions). Equations (158) can be obtained via multiplying (130) by ψℓ∗ and taking imaginary
part. Integrating the continuity equation we find that
∥∥ψℓ∥∥2 = const and we impose the
normalization condition (133). The momentum density Pℓ for the Lagrangian Lˆ0 in (128) is
defined by the formula
Pℓ =
iχ
2
(
ψℓ∇˜ℓ∗ψℓ∗ − ψℓ∗∇˜ℓψℓ
)
.
Note that so defined momentum density Pℓ is related with the current Jℓ in (157) by the
formula
Pℓ (t,x) =
mℓ
qℓ
Jℓ (t,x) . (159)
We introduce the total individual momenta Pℓ for ℓ-th charge by
Pℓ =
∫
R3
Pℓ dx, (160)
and obtain the following equations for the total individual momenta
dPℓ
dt
= qℓ
∫
R3
[(∑
ℓ′ 6=ℓ
Eℓ
′
+ Eex
) ∣∣ψℓ∣∣2 + 1
c
vℓ ×Bex
]
dx, (161)
where
vℓ (t,x) =
1
mℓ
Pℓ (t,x) =
1
qℓ
Jℓ (t,x) . (162)
The external EM fields Eex, Bex in (161) corresponding to the potentials ϕex, Aex are deter-
mined by standard formulas (201). Derivation of (161) is rather elementary. Indeed, in the
simplest case where Aex = 0 we multiply (130) by ∇ψℓ∗, take the real part and integrate the
result over the entire space using integration by parts. To obtain (161) in more involved
general case one can similarly multiply (130) by ∇˜ℓ∗ψℓ∗ and then integrate the result by parts
using some vector algebra manipulation.
Let us show now that if the size parameter a is small compared to the typical scale
of variation of EM fields, the charge evolution can be described approximately by Newton
equations with Lorentz forces similar to (4). Here we skip technical details. Conditions under
which this kind of derivation is justified are given in [BabFig3].
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We introduce the ℓ-th charge position rℓ (t) and velocity vℓ (t) as the following spatial
averages:
rℓ (t) = rℓa (t) =
∫
R3
x
∣∣ψℓa (t,x)∣∣2 dx, vℓ (t) = 1qℓ
∫
R3
Jℓ (t,x) dx, (163)
where the current density Jℓ is defined by (157). We show below that a combination of the
continuity equation (158) with the momentum evolution equations (161) imply the following
remarkable property: the positions rℓ (t) satisfy with a high accuracy Newton’s equations of
motion for the system of N point charges if the size parameter a is small.
Multiplying continuity equation (158) by x and integrating we find the following identities
drℓ (t)
dt
=
∫
R3
x∂t
∣∣ψℓ∣∣2 dx = − 1
qℓ
∫
R3
x∇ · Jℓ dx = 1
qℓ
∫
R3
Jℓdx = vℓ (t) , (164)
showing the positions and velocities defined by formulas (163) are related exactly as in the
point charge mechanics. Then integrating (159) we obtain the following kinematic represen-
tation for the total momentum
Pℓ (t) =
mℓ
qℓ
∫
R3
Jℓ (t,x) dx = mℓvℓ (t) , (165)
which also is exactly the same as for point charges mechanics. Relations (164) and (165)
yield
mℓ
d2rℓ (t)
d2t
= mℓ
d
dt
vℓ (t) =
dPℓ
dt
, (166)
and we obtain from (161) the following system of equations of motion for N charges:
mℓ
d2rℓ (t)
d2t
= qℓ
∫
R3
[(∑
ℓ′ 6=ℓ
Eℓ
′
+ Eex
) ∣∣ψℓ∣∣2 + 1
c
vℓ ×Bex
]
dx, ℓ = 1, ..., N, (167)
where Eℓ
′
(t,x) = −∇ϕℓ′ (t,x), Eex and Bex are defined by (201).
The derivation of the above system is analogous to the well known in quantum mechanics
Ehrenfest Theorem, [Schiff, Sections 7, 23] and [Bia]. Now we give a formal derivation of the
Newton’s law of motion for charge centers.
Let us suppose that for every ℓ-th charge density
∣∣ψℓ∣∣2 and the corresponding current
density Jℓ are localized in a-vicinity of the position rℓ (t), and that
∣∣rℓ (t)− rℓ′ (t)∣∣ ≥ γ > 0
with γ independent on a on time interval [0, T ]. Then if a→ 0 we get∣∣ψℓ∣∣2 (t,x)→ δ (x− rℓ (t)) , vℓ (t, x) = Jℓ/qℓ → vℓ (t) δ (x− rℓ (t)) , (168)
where the coefficients before the Dirac delta-functions are determined by the charge normal-
ization conditions (133) and relations (163). Using potential representations (132) we infer
from (168) the convergence of the potentials ϕℓ to the corresponding Coulomb’s potentials,
namely
ϕℓ (t,x)→ ϕℓ0 (t,x) =
qℓ
|x− rℓ| , ∇rϕ
ℓ (t,x)→ q
ℓ
(
x− rℓ)
|x− rℓ|3 as a→ 0. (169)
Hence, if we pass to the limit as a → 0, we can recast the equations of motion (167) as the
system
mℓ
d2rℓ
dt2
= fℓ + ǫ0, (170)
33
where
fℓ =
∑
ℓ′ 6=ℓ
qℓEℓ
′
0 + q
ℓEex
(
rℓ
)
+
1
c
vℓ ×Bex
(
rℓ
)
, ℓ = 1, ..., N,
and ǫ0 → 0 as a→ 0. Notice that the terms fℓ in equations (170) coincide with the Lorentz
forces and we see that the limit equations of motion obtained from (170) coincide with
Newton’s equations of motion for point charges interacting via the Coulomb forces and with
the external EM field via corresponding Lorentz forces, namely
mℓ
d2rℓ
dt2
= −
∑
ℓ′ 6=ℓ
qℓqℓ
′
(
rℓ
′ − rℓ)
|rℓ′ − rℓ|3 + q
ℓEex
(
rℓ
)
+
1
c
vℓ ×Bex
(
rℓ
)
, ℓ = 1, . . . , N. (171)
Note that we essentially use the fact that the nonlinearity G′a, which, according to (39), sin-
gularly depends on a as a→ 0, does not enter the system (167) explicitly. For mathematical
details of the above derivation see [BabFig3].
Remark 5 In special case of one particle in an external EM field which depends only on
time we presented explicit wave-corpuscle solution of (130), (131) given by formula (137)..
Note that if the EM fields have a general form of spatial dependence, as they do in the
case of multiple particles we cannot find write solutions explicitly. Nevertheless, if the EM
fields do not vary fast in space, which is the case of a system of charges in the regime of
remote interaction considered in this section, the wave-corpuscle solutions of the form (137)
provide approximate solutions to the field equations with high accuracy. The dynamics of
charge centers rℓ and their velocities vℓ in general case is given by the Newton’s equations
(171). Since the spatial extent of ψ˚ is small (of order a ) and we can linearize potentials of
external fields acting on the charge near the center of the wave-corpuscle, the substitution of
wave-corpuscle into field equations produces relative discrepancy of order
O
(
a2
R2
+
a
R
|v|
c
)
where R is the typical spatial scale of variation of external fields near the charge trajectory.
Consequently, we may expect the wave-corpuscle form of localized solutions to be preserved
for long times. We would like to stress that even for very small a the moving charges are
not reduced just to points and the oscillatory de Broglie wave factors eiS
ℓ/χ in (137) remain
to be significant. More detailed studies of approximate wave-corpuscle solutions in similar
situation in the framework of the WCM can be found in [BabFig1], [BabFig2].
5 Hydrogen atom model
In this section we provide a detailed sketch of our hydrogen atom (HA) model with an
intention to write a separate detailed paper on this subject. In this model ψℓ are spinless,
therefore one cannot expect spin related effects to be modeled here (though it is quite clear
that extensions of this model to multi-component ψℓ which can possess spin are possible, this
is a subject of future research).
To model the hydrogen atom (HA) we set N = 2 in the non-relativistic system (130),
(131) where the indices ℓ take two values ℓ = 1, for electron, and ℓ = 2, for proton, and the
charges values q1 = −q = q2. The electric fields in the resting hydrogen atom have to be
34
time-independent, hence |ψℓ|2 in (131) must be time-independent too. Therefore we assume
that only phase factors depend on time and consider the multi-harmonic solutions of this
system, namely solutions of the form
ψℓ (t,x) = e−iωℓtψℓ (x) , ϕ
ℓ (t,x) = ϕℓ (x) , ℓ = 1, 2. (172)
Plugging the expressions (172) in equations (130), (131) we find that the functions ψℓ (x)
satisfy the following nonlinear eigenvalue problem
χωℓψℓ +
χ2
2mℓ
∇2ψℓ − qℓϕ 6=ℓψℓ =
χ2
2mℓ
G′
ℓ
(|ψℓ|2)ψℓ, (173)
where, in accordance with (125),
ϕ 6=1 = ϕ2, ϕ 6=2 = ϕ1
1
4π
∇2ϕℓ = −qℓ |ψℓ|2 . (174)
Let us introduce
Φℓ =
ϕℓ
qℓ
, aℓ =
χ2
q2mℓ
, ℓ = 1, 2, (175)
where the quantity a1 turns into the Bohr radius if χ equals to the Planck constant ~, and
m1, q are the electron mass and charge respectively. Using (175) we rewrite the system (173),
(174) as the following nonlinear eigenvalue problem
χ
q2
ω1ψ1 +
a1
2
∇2ψ1 + Φ2ψ1 =
a1
2
G′1
(|ψ1|2)ψ1, (176)
χ
q2
ω2ψ2 +
a2
2
∇2ψ2 + Φ1ψ2 =
a2
2
G′2
(|ψ2|2)ψ2, (177)
∇2Φ1 = −4π |ψ1|2 , ∇2Φ2 = −4π |ψ2|2 . (178)
where ψ1 and ψ2 are respectively the wave functions for the electron and the proton with
‖ψ1‖ = 1, ‖ψ2‖ = 1, (179)
according the charge normalization condition (133). The nonlinearities G′1, G
′
2 are assumed
to be logarithmic as defined by (156) where the size parameter a = aℓ is different for electron
and proton. One can similarly consider other nonlinearities but in this paper we stay with
the logarithmic ones.
Let us introduce an energy functional E (ψ1, ψ2) associated with the energy derived from
the Lagrangian (128) by the following formula
E (ψ1, ψ2) = E1 (ψ1, ψ2) + E2 (ψ1, ψ2) , where (180)
E1 = q
2a1
2
∫ [|∇ψ1|2 +G1 (|ψ1|2)] dx− 2πq2
∫ [(−∇2)−1 |ψ2|2] |ψ1|2 dx,
E2 = q
2a2
2
∫ [|∇ψ2|2 +G2 (|ψ2|2)] dx− 2πq2
∫ [(−∇2)−1 |ψ1|2] |ψ2|2 dx,
and
(−∇2)−1 |ψℓ|2 is defined by the Green’s formula (132). Observe then that equations
(176), (177), (178) are the Euler equations for critical points of the functional E under the
normalization constraint (179), if we set in (178)
Φ1 = 4π
((−∇2)−1 ψ21) , Φ2 = 4π [(−∇2)−1 ψ22]
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and the frequencies ω1, ω2 are the corresponding Lagrange multipliers. Importantly, it turns
out that for the logarithmic as in (155) nonlinearities G1, G2 the frequencies ω1, ω2 and critical
values of E1, E2 satisfy Planck-Einstein formula E = ~ω (see [BabFig3] for details and also
[Bia] where a relation between the Planck-Einstein formula and the logarithmic nonlinearity
was discovered in a different setting).
The problem of finding critical values for the energy functional E defined by (180) can
be reduced approximately to a simpler problem for a single wave function in a way similar
to the Born-Oppenheimer approximation in the quantum mechanics. To that we introduce
a change of variables
x = aℓyℓ, ℓ = 1, 2, (181)
where aℓ are defined by (175), and rescale the fields as follows:
Φℓ (x) =
φℓ (yℓ)
aℓ
, ψℓ (x) =
Ψℓ (yℓ)
a
3/2
ℓ
, ℓ = 1, 2. (182)
Then the equations (176), (177) turn into the following system
χ
q2
ω1Ψ1 +
1
2a1
∇2y1Ψ1 +
1
a2
φ2
(
a1
a2
y1
)
Ψ1 =
1
2a1
G′1
(|ψ1|2)Ψ1, (183)
χ
q2
ω2Ψ2 +
1
2a2
∇2y2Ψ2 +
1
a1
φ1
(
a2
a1
y2
)
Ψ2 =
1
2a2
G′2
(|Ψ2|2)Ψ2, (184)
∇2y1φ1 = −4π |Ψ1|2 , ∇2y2φ2 = −4π |Ψ2|2 , (185)
where not to complicate notations we use the same letter G in rescaled variables. Recall now
that the electron/proton mass ratio is small, that is
b =
m1
m2
=
a2
a1
≃ 1
1800
≪ 1. (186)
Then we recast (183), (184) in the following system
χa1
q2
ω1Ψ1 +
1
2
∇2Ψ1 + 1
b
φ2
(
1
b
y
)
Ψ1 =
1
2
G′1
(|ψ1|2)Ψ1, (187)
χa2
q2
ω2Ψ2 +
1
2
∇2Ψ2 + bφ1 (by) Ψ2 =
1
2
G′2
(|Ψ2|2)Ψ2. (188)
Notice that equation (188) for the proton wave function Ψ2 depends on Ψ1 through the
potential bφ1 (by) which is small since b is small. On the other hand, the electron wave
functionΨ1 depends on Ψ2 through the potential
1
b
φ2
(
1
b
y
)
, and if we look for radial solutions
we can use the formula
1
b
φ2
(
1
b
r
)
=
1
r
− 4π
r
∫ ∞
r/b
(r1 − r/b) r1 |Ψ2 (r1)|2 dr1. (189)
Restricting ourselves to lower energy levels for E (ψ1, ψ2) we can conclude using (189) that
1
b
φ2
(
1
b
r
)
can be replaced by the Coulomb potential 1
r
with an error of order b2 (see [BabFig3]
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for details). With that in mind we introduce the following energy functional with the Coulomb
potential for a single wave function:
ECb (Ψ1) = q
2
a1
∫
R3
[
1
2
|∇Ψ1|2 + 1
2
G1
(|Ψ1|2)− 1|y| |Ψ1|2
]
dy. (190)
Then with a small and controlled error we substitute the original problem of finding frequen-
cies ω1 based on critical points of E (ψ1, ψ2) for lower energy levels with a simpler problem
of finding critical points, lower critical levels and corresponding frequencies ω1 for the en-
ergy functional ECb (Ψ1) subjected to the constraint ‖Ψ1‖ = 1. The corresponding nonlinear
eigenvalue problem for the electron wave function Ψ1 and dimensionless spectral parameter
ω = χa1
q2
ω1 is
ωΨ1 +
1
2
∇2Ψ1 + 1|y|Ψ1 =
1
2
G′1
(|ψ1|2)Ψ1. (191)
As we have already mentioned a similar reduction to a single Schrodinger equation with the
Coulomb potential is made in the quantum mechanics via the Born-Oppenheimer approxi-
mation.
Let us exploit the dependence of the nonlinearity G′1 = G
′
1a on the small parameter κ =
a1
a
which is the the ratio of the electron Bohr radius a1 to the size parameter a. If κ is small
then the nonlinearity G′1a (s) = κ
2G′1 (κ
−3s) is small and plays a role of a small perturbation
in the eigenvalue problem (191). A detailed analysis shows that lower energy levels of the
functional ECb (Ψ1) are arbitrary close to the energy levels of the Schrodinger operator for
HA provided that κ = a1
a
is sufficiently small. Consequently, based on estimates obtained in
[BabFig3] we can conclude that n-th lower frequency ω1n for solution of (176), (177), (178)
are given by the following approximate formula
χω1n = − 1
n2
q2
2a1
[
1 +O
(
b2 +
(a1
a
)2 ∣∣∣ln(a1
a
)∣∣∣)] , n = 1, 2, ... (192)
The correction term O
(
b2 +
(
a1
a
)2 ∣∣ln (a1
a
)∣∣) in (192) is small if b given by (186) and a1
a
are
small. Observe that differences of energy levels of the nonlinear eigenvalue problem are very
close for the same in the Rydberg formula with relative error of order 10−4 if a1
a
is of order
10−2. Hence, if we assume that the size a of a free electron is 100 larger than the Bohr
radius, then the introduced here hydrogen atom model is a good quantitative agreement
with the hydrogen spectroscopic data. We think that it is quite reasonable to assume that
a free electron has much larger size then an electron bound in a hydrogen atom where it is
naturally contracted by the electric force of the positively charged proton.
Remark 6 If we use the provisional HA model from [BabFig2] we still obtain discrete
energy levels, but as a1
a
→ 0 the limiting linear eigenvalue problem involves a potential
−q2
|y|
+ qφ (y) where in addition to the Coulomb potential there is a term qφ (y) due the elec-
tron EM self-interaction. So, if there is EM self-interaction the limiting eigenvalue problem
as a1
a
→ 0 does not turn into the same for the linear Schrodinger operator for the HA and
consequently the energy levels do not converge to the known expressions for HA as a1
a
→ 0.
Now we briefly compare the above non-relativistic treatment of the HA with the treatment
in the framework of the full relativistic version of our model. We start directly from the
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relativistic system in (29)-(31) and look for time-harmonic solutions with Aℓ = 0 and time-
independent ϕℓ using substitutions (36) and (172) as follows:
ψℓ (t,x) = e−i(ωℓ+ω0)tψℓ (x) , ϕ
ℓ (t,x) = ϕℓ (x) , (193)
where ℓ = 1, 2, ω0 =
mℓc
2
χ
= cκ0ℓ. We arrive then at a system similar to (173), (174)
1
c2
(
mℓc
2
χ
+ ωℓ −
qℓϕ 6=ℓ
χ
)2
ψℓ +∇2ψℓ −Gℓ′ (ψℓ∗ψℓ)ψℓ − 1
c2
(
mℓc
2
χ
)2
ψℓ = 0. (194)
Based on smallness of electron/proton mass ratio we similarly to the non-relativistic case
arrive to the following eigenvalue problem for electron density which is a relativistic version
of (191):(
m1c
2 + χω1 +
q2
|y|
)2
ψ1 + c
2χ2∇2ψ1 − c2χ2G′
(|ψ1|2)ψ1 −m21c4ψ1 = 0. (195)
If the ratio κ = a1
a
is small, the nonlinearity G′ (s) = κ2G′ (κ−3s) can be treated as a small
perturbation, and the linear part of (195) essentially determines the lower energy levels. Note
that if we set χ = ~ the linear part of (195) coincides with relativistic Schrodinger equation
(see [Schiff] p.309 ), which has the form
(−~2c2∇2 +m2c4)u = (E + q|x|
)2
u
with energy level E = mc2+χω1. According to [Schiff] the energy levels of the linear relativis-
tic Schrodinger equation in a contrast to the non-relativistic hydrogen Schrodinger equation
have a fine structure, the fine structure energy levels are given by Sommerfeld’s formula
and the relative scale of the fine structure is controlled by α2 where α is Sommerfeld’s fine
structure constant, α = q
2
~c
≃ 1
137
. This shows that at atomic scales in our relativistic model
relativistic effects are present even in the case of zero velocities if the square of Sommerfeld’s
fine structure constant is not assumed to be negligible.
Remark 7 In our treatment of charges in Section 4 at macroscopic scales we assume the
electron size a to be very small and in this section we assume κ = a1/a to be very small.
Since there is huge gap of scales between the macroscopic and atomic scales there is no
contradiction if we take into account the small value of the Bohr radius a1 ∼ 5.3 × 10−11 m
compared with the scale of variation of EM fields. Note that the error ǫ0 of approximation by
Newtonian trajectory in (170) is of order a2/R2macr ≪ 1 where Rmacr is the scale of spatial
variation of EM fields which act on a charge. In the treatment of HA in this section we
assume κ2 = a21/a
2 ≪ 1. Taking a ∼ 102a1 we arrive at the restriction Rmacr ≫ 5.3×10−9m
which is an estimate of the scale of spatial variation of EM fields for which the Newton’s
equations with Lorentz force holds with a good accuracy.
6 Appendix
6.1 Classical electrodynamics
We consider the Maxwell equations for the EM fields and their covariant form following to
[Jac, Section 11.9], [LanLif EM, Sections 23, 30], [Gri, Sections 7.4, 11.2], in CGS units
∇ ·E = 4π̺, ∇ ·B = 0, (196)
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∇×E+ 1
c
∂tB = 0, ∇×B− 1
c
∂tE =
4π
c
J. (197)
To represent Maxwell equations in a manifestly Lorentz invariant form it is common to
introduce a four-vector potential Aµ and a four-vector current density Jν :
Aµ = (ϕ,A) , Jµ = (c̺,J) , (198)
∂µ =
∂
∂xµ
=
(
1
c
∂t,∇
)
, ∂µ =
∂
∂xµ
=
(
1
c
∂t,−∇
)
,
and, then, an antisymmetric second-rank tensor, the ”field strength tensor,
F µν = ∂µAν − ∂νAµ, (199)
so that
F µν =


0 −E1 −E2 −E3
E1 0 −B3 B2
E2 B3 0 −B1
E3 −B2 B1 0

 , Fµν =


0 E1 E2 E3
−E1 0 −B3 B2
−E2 B3 0 −B1
−E3 −B2 B1 0

 , (200)
and
E = −∇ϕ− 1
c
∂tA, B = ∇×A. (201)
Then the two inhomogeneous equations and the two homogeneous equations from the four
Maxwell equations (196) take respectively the form
∂µF
µν =
4π
c
Jν , (202)
∂αFβγ + ∂βFγα + ∂γFαβ = 0, α, β, γ = 0, 1, 2, 3. (203)
It follows from the asymmetry of F µν , the Maxwell equation (202) and (198)-(199) that the
four-vector current Jµ must satisfy the continuity equation
∂µJ
µ = 0 or ∂t̺+∇ · J = 0. (204)
The Maxwell equations (202) turn into the following equations for the four-vector potential
Aµ
Aν − ∂ν∂µAµ = 4π
c
Jν , (205)
where
 = ∂µ∂
µ =
1
c2
∂2t −∇2 (d’Alembertian operator). (206)
The EM field Lagrangian is, [Jac, Section 12.7], [Bar, Section IV.1]
Lem (A
µ) = − 1
16π
FµνF
µν − 1
c
JµA
µ, (207)
where Jµ is an external (prescribed) current. Using (200), (201) and (198) we can recast
(207) as
Lem (A
µ) =
1
8π
(
E2 −B2)− ρϕ+ 1
c
J ·A (208)
=
1
8π
[(
∇ϕ+ 1
c
∂tA
)2
− (∇×A)2
]
− ρϕ+ 1
c
J ·A.
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In particular, if there are no sources the above Lagrangians turn into
Lem (A
µ) = − 1
16π
FµνF
µν =
1
8π
(
E2 −B2) = (209)
=
1
8π
[(
∇ϕ+ 1
c
∂tA
)2
− (∇×A)2
]
.
The canonical energy-momentum (stress-, power-momentum) tensor Θ˚µν for the EM field
is as follows, [Jac, (12.104)], [Bar, Section III.4.D]
Θ˚µν = −F
µγ∂νAγ
4π
+ gµν
F ξγFξγ
16π
, (210)
or, in particular, for i, j = 1, 2, 3
Θ˚00 = −E
2 −B2
8π
+ ρϕ− 1
c
J ·A− ∂0A · E
4π
, (211)
Θ˚0i = −∂iA · E
4π
, Θ˚i0 = −Ei∂0ϕ
4π
+
(B× ∂0A)i
4π
,
Θ˚ij = −Ei∂jϕ
4π
+
(B× ∂jA)i
4π
+
E2 −B2
8π
− ρϕ+ 1
c
J ·A,
whereas the symmetric one Θαβ for the EM field is, [Jac, Section 12.10, (12.113)], [Bar,
Section III.3]
Θαβ =
1
4π
(
gαµFµνF
νβ +
1
4
gαβFµνF
µν
)
, (212)
implying the following formulas for the field energy density w, the momentum density g and
the Maxwell stress tensor τ ij :
w = Θ00 =
E2 +B2
8π
, cgi = Θ
0i = Θi0 =
E×B
4π
, (213)
Θij = − 1
4π
[
EiEj +BiBj − 1
2
δij
(
E2 +B2
)]
, (214)
Θαβ =
[
w cg
cg −τ ij
]
, Θαβ =
[
w −cg
−cg −τ ij
]
, (215)
Θαβ =
[
w −cg
cg −τ ij
]
, Θ βα =
[
w cg
−cg −τ ij
]
.
Note that in the special case when the vector potential A vanishes and the scalar potential
ϕ does not depend on time using the expressions (201) we get the following representation
for the canonical energy density defined by (211)
Θ˚00 = −(∇ϕ)
2
8π
+ ρϕ for A = 0 and ∂0ϕ = 0, (216)
whereas Θ00 =
(∇ϕ)2
8π
.
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It is instructive to observe a substantial difference between the above expressions Θ˚00, which
is the Hamiltonian density of the EM field, and the energy density Θ00 defined by (213).
If there no external currents the with differential conservation laws takes the form
∂αΘ
αβ = 0, (217)
and, in particular, the energy conservation law
0 = ∂αΘ
αβ =
1
c
(
∂w
∂t
+∇ · S
)
, where w is the energy density, and (218)
S = c2g =
c
4π
E×B is the Poynting vector.
In the presence of external currents the conservation laws take the form, [Jac, Section 12.10]
∂αΘ
αβ = −fβ , fβ = 1
c
F βνJν , (219)
and the time and space components of the equations (219) are the conservation of energy w
and momentum g which can be recast
1
c
(
∂w
∂t
+∇ · S
)
= −1
c
J · E, (220)
∂gi
∂t
−
3∑
j=1
∂
∂xj
τ ij = −
[
ρEi +
1
c
(J×B)i
]
. (221)
The energy conservation law (220) is often called the Poynting’s theorem, [Jac, Section 6.7].
The 4-vector fβ in the conservation law (219) is known as the Lorentz force density
fβ =
1
c
F βνJν =
(
1
c
J · E, ρE+ 1
c
J×B
)
. (222)
6.2 Potentials and fields for prescribed currents
In this section we describe EM fields F µν arising from prescribed (external) currents Jν
following mostly to [Jac, Section 6.4, 6.5 and 12.11]. Namely, the EM fields F µν satisfy the
inhomogeneous Maxwell equation
∂µF
µν =
4π
c
Jν , F µν = ∂µAν − ∂νAµ, (223)
which take the following form for the potentials Aν
Aν − ∂ν∂µAµ = 4π
c
Jν . (224)
If the potentials satisfy the Lorentz condition, ∂µA
µ = 0, they are then solutions of the
four-dimensional wave equation,
Aν =
4π
c
Jν (225)
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The solution of the inhomogeneous wave equation (225) is accomplished by finding a Green
function G (x, x′) for the equation
G (z) = δ(4) (z) , G (x, x′) = G (x− x′) , (226)
where δ(4) (z) = δ (z0) δ (z) is a four-dimensional delta function. One can introduce then the
so-called retarded or causal Green function solving the above equation (226), namely
G(+) (x− x′) = θ (x0 − x
′
0) δ (x0 − x′0 − R)
4πR
, R = |x− x′| , (227)
where θ (x0) is the Heaviside step function. The name causal or retarded is justified by
the fact that the source-point time x′0 is always earlier then the observation-point time x0.
Similarly one can introduce the advanced Green function
G(−) (x− x′) = θ [− (x0 − x
′
0)] δ (x0 − x′0 +R)
4πR
, R = |x− x′| . (228)
These Green functions can be written in the following covariant form
G(+) (x− x′) = 1
2π
θ (x0 − x′0) δ
[
(x− x′)2
]
, (229)
G(−) (x− x′) = 1
2π
θ (x′0 − x0) δ
[
(x− x′)2
]
,
where
(x− x′)2 = (x0 − x′0)2 − |x− x′|2 ,
δ
[
(x− x′)2
]
=
1
2R
[δ (x0 − x′0 − R) + δ (x0 − x′0 +R)] . (230)
The more explicit form of the Green functions G(±) in terms of time space variable is
G(±) (τ , R) =
1
R
δ
(
τ ∓ R
c
)
(231)
where
R = |x− x′| , τ = t− t′, (232)
or
G(±) (t,x; t′,x′) =
1
|x− x′|δ
(
t−
[
t′ ∓ |x− x
′|
c
])
. (233)
The solution to the wave equation (225) can be written in terms of the Green functions
Aν (x) = Aνin (x) +
4π
c
∫
G(+) (x− x′)Jν (x′) dx′ (234)
or
Aν (x) = Aνout (x) +
4π
c
∫
G(−) (x− x′) Jν (x′) dx′ (235)
where Aνin (x) and A
ν
out (x) are solutions to the homogeneous wave equation. In (234) the
retarded Green function is used. In the limit x0 → −∞, the integral over the sources
vanishes, assuming the sources are localized in space and time, because of the retarded
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nature of the Green function, and Aνin (x) can be interpreted as ”incident” or ”incoming”
potential, specified at x0 → −∞. Similarly, in (235) with the advanced Green function, the
homogeneous solution Aνout (x) is the asymptotic ”outgoing” potential, specified at x0 → +∞.
The radiation fields are defined as the difference between the ”outgoing” and ”incoming” fields,
and their 4-vector potential is, [DirCE]
Aνrad (x) = A
ν
out (x)−Aνin (x) =
4π
c
∫
G (x− x′) Jν (x′) dx′, where (236)
G (x− x′) = G(+) (x− x′)−G(−) (x− x′) .
More explicit form of the potential Aν (x) solving the inhomogeneous wave equation (225)
based on the retarded Green function G(+) and with Aνin (x) = 0 is
ϕ (t,x) =
∫
[ρ (t′,x′)]ret
R
dx′, A (t,x) =
1
c
∫
[J (t′,x′)]ret
R
dx′, (237)
where
R = x− x′, R = |x− x′| , (238)
and the symbol [·]ret means that the quantity in the square brackets is to be evaluated at the
retarded time
t′ = tret = t− R
c
= t− |x− x
′|
c
. (239)
The corresponding to the potentials 237) EM fields can be represented by Jefimenko formulas ,
[Jef, Section 15.7], [Jac, Section 6.5]
E (t,x) =
∫
[ρ (t′,x′)]ret Rˆ
R2
dx′ +
∫
[∂t′ρ (t
′,x′)]ret Rˆ
cR
dx′− (240)
−
∫
[∂t′J (t
′,x′)]ret
c2R
dx′,
B (t,x) =
∫ {
[J (t′,x′)]ret
cR2
+
[∂t′J (t
′,x′)]ret
c2R
}
× Rˆ dx′, (241)
where Rˆ = R
|R|
. An essentially equivalent form of the Jefimenko equation (240) for the electric
field E is due Panofsky and Phillips, [PanPhi, Section 14.3]
E (t,x) =
∫
[ρ (t′,x′)]ret Rˆ
R2
dx′+ (242)
+
∫ ([J (t′,x′)]ret · Rˆ) Rˆ+ ([J (t′,x′)]ret × Rˆ)× Rˆ
cR2
dx′+
+
∫ ([∂t′J (t′,x′)]ret × Rˆ)× Rˆ
c2R
dx′.
It was pointed out by McDonald in [McDo] that the combination of equations (241) and
(242) has a certain advantage since it ”manifestly displays the mutually transverse character
of the radiation fields (those that vary as 1/R)”. Since the radiation fields Erad and Brad
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decay as 1/R for large R we can extract them from the expressions (242), (241) for the entire
EM fields obtaining
Erad (t,x) =
∫ ([∂t′J (t′,x′)]ret × Rˆ)× Rˆ
c2R
dx′, (243)
Brad (t,x) =
∫
[∂t′J (t
′,x′)]ret ×
Rˆ
c2R
dx′ (244)
6.3 Point charge and the Lie´nard-Wiechert Potential
If the particle is a point charge q whose position and velocity in an inertial frame are respec-
tively r (t) and v (t) = ∂tr (t) the corresponding charge and current densities in that frame
are, [Jac, Section 12.11, (12.138)]
ρ (t,x) = qδ (x− r (t)) and J (t,x) = qv (t) δ (x− r (t)) . (245)
Using the formulas (237) for the charge density and the current as in the equations (245) we
obtain the Lie´nard-Wiechert Potential, [Jac, Section 14.1]
ϕ (t,x) =

 q(
1− β · Rˆ
)


ret
, A (t,x) =

 qβ(
1− β · Rˆ
)


ret
(246)
where
R = x− r (tr) , R = |x− r (tr)| , Rˆ = R|R| , β =
v (tr)
c
, (247)
and the retarded time tr = tr (x, t) is defined implicitly by the following equation
tr = t− |x− r (tr)|
c
. (248)
Then with the help of the Jefimenko formulas (240), (241) applied for the point charge density
and the current (245) one can derive the Heaviside-Feynman formulas (first discovered by
Heaviside (1902) and rediscovered by Feynman (1950)), [Heav1], [Heav2, Subsection 510],
[Fey, Vol. I, Section 28; Vol II, Section 21], [Jac, Section 6.5], [Jan], [Mona]:
E (t,x) = q
{[
Rˆ
R2
]
ret
+
[R]ret
c
∂t
[
Rˆ
R2
]
ret
+
1
c2
∂2t
[
Rˆ
]
ret
}
, (249)
B (t,x) =
q
c
{[
v × Rˆ
κ2R2
]
ret
+
1
c [R]ret
∂t
[
v × Rˆ
κ
]
ret
}
= (250)
=
q
c


[
Rˆ
R
]
ret
× ∂t
[
Rˆ
]
ret
+
[
Rˆ
]
ret
c
× ∂2t
[
Rˆ
]
ret

 =
= E (t,x)×
[
Rˆ
]
ret
,
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where
κ = 1− v · Rˆ
c
. (251)
In view of the implicit relations (248) between the retarded time tr and the time-space
variables (x, t) it is important to keep in mind that there is evidently a difference between
∂t [(·)]ret and [∂t (·)]ret.
The Heaviside-Feynman formulas (249), (250) imply the following formulas for the radi-
ation fields of the moving point charge
Erad (t,x) =
q
c2
∂2t
[
Rˆ
]
ret
, Brad (t,x) =
q
c2 [R]ret
∂t
[
v × Rˆ
κ
]
ret
. (252)
Another important representation of the EM fields of an arbitrary moving charge is their
decomposition into the velocity and acceleration fields, [Jac1, Section 14.1]
E (t,x) = Ev (t,x) + Ea (t,x) , where for β =
v
c
(253)
Ev (t,x) = q


(
Rˆ− β
) (
1− β2)
κ3R2


ret
,
Ea (t,x) = Erad (t,x) =
q
c
[
Rˆ
κ3R
×
{(
Rˆ− β
)
× β˙
}]
ret
,
B (t,x) = Rˆ×E (t,x) = Bv (t,x) +Ba (t,x) , (254)
Bv (t,x) = Rˆ×Ev (t,x) ,
Ba (t,x) = Brad (t,x) = Rˆ× Ea (t,x) .
The velocity fields are essentially static fields falling off as R−2, whereas the acceleration
fields are typical radiation fields, both Ea and Ba being transverse to the radius vector R and
varying as R−1. For low velocities the formulas (253), (254) turn into the following simpler
asymptotic expressions
Erad (t,x) =
q
c

Rˆ×
(
Rˆ× v˙
)
|R|


ret
(1 +O (|β|)) , (255)
Brad (t,x) =
q
c
[
v˙ × Rˆ
|R|
]
ret
(1 +O (|β|)) , |β| ≪ 1.
6.4 Almost periodic functions and their time-averages
We provide here very basic information on real and complex valued almost periodic (a.p.)
functions following [Cor, Section 3.1]. In fact, we consider for simplicity sake a class A1 (R,C)
of a.p. function of the form
f (t) =
∞∑
s=1
fse
−iωst, −∞ < t <∞, (256)
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where the exponents ωs are real valued numbers and amplitudes fs are complex valued
numbers and such that
|f | =
∞∑
s=1
|fs| <∞. (257)
We refer to the set of exponents Λf = {ωs} as the Fourier spectrum of the function f and
to the numbers fs as its Fourier coefficients. The class A1 (R,C) is a Banach algebra, that is
(i) it is linear space and (ii) for any f and g in A1 (R,C) the product fg is in A1 (R,C) as
well and |fg| ≤ |f | |g|. The derivatives of a.p. f (t) satisfy
∂rt f (t) =
∞∑
s=1
(−iωs)r fse−iωst, (258)
provided
∞∑
s=1
|ωs|r |fs| <∞. (259)
Every a.p. function f in A1 (R,C) is assigned the time average (mean) value 〈f〉 defined by
〈f〉 = lim
T→∞
1
2T
∫ T
−T
f (t) dt. (260)
The mean value has the fundamental property
〈
f (t) eiθt
〉
=
{
fs if θ = ωs
0 otherwise
. (261)
In some applications it is convenient to view a real a.p. function f (t) as the real part of
a complex valued function f (t) written in the following form
f (t) =
∑
ω∈Λf
fωe
−iωt, (262)
where fω =
〈
f (t) eiωt
〉
= 〈f cos (ωt)〉+ i 〈f sin (ωt)〉 .
The set Λf in (262) is at most countable set of non-negative frequencies ω ≥ 0, and we refer
to it as the frequency spectrum of f . Then the corresponding real valued a.p. function has
the following representation
f (t) = Re {f (t)} = 1
2
∑
ω∈Λf
(
fωe
−iωt + f ∗ωe
iωt
)
. (263)
Evidently, any real a.p. function can be represented in the form (262), (263). Observe that
for any a.p. complex valued function f and g of the form (262) we have
〈Re {f (t)}Re {g (t)}〉 =


1
2
∑
ω∈Λf∩Λg
Re {fωg∗ω} if Λf ∩ Λg 6= ∅,
0 if Λf ∩ Λg = ∅
. (264)
In particular, if f and g are real valued the relation (264) imply
〈f (t) g (t)〉 =


1
2
∑
ω∈Λf∩Λg
Re {fωg∗ω} if Λf ∩ Λg 6= ∅,
0 if Λf ∩ Λg = ∅
. (265)
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The identity (264) readily follows from formula (262). It reads that if the frequency spectra
Λ+f and Λ
+
g have no common frequencies the time-average 〈Re {f}Re {g}〉 is identically zero.
A particular case of the formula (264) when the frequency spectra of f and g consist of a
the same single frequency ω is customary used in electrodynamics for time harmonic fields,
[PanPhi, Section 11.2], [Strat, Section 2.20].
For any a.p. function f with the frequency spectrum Λf one can introduce the smallest
additive group in the set of all real numbers that contains all frequencies ω from Λf . Such a
smallest group is called the module of f and is denoted by mod (f), [Cor, Section 4.6]. It is
easy to see that mod (f) consists of all real numbers of the form
s∑
j=1
mjωj where mj are integers, ωj ∈ Λf and s is a natural number.
6.5 Vector Identities
Here is the fist set of commonly used vector identities
a · (b× c) = b · (c× a) = c · (a× b) , (266)
a× (b× c) = (a · c)b− (a · b) c, (267)
(a× b) · (c× d) = (a · c) (b · d)− (a · d) (b · c) . (268)
Using the above identities we readily obtain for any vectors a, b and any unit vector u
u× (a× u) = a− (a · u)u, |u| = 1, (269)
[u× (a× u)]× (u× b) = [(a× u)× u]× (b× u) = (270)
= [a · b− (a · u) (u · b)]u =
= [(a× u) · (b× u)]u, |u| = 1.
1
4π
∫
|x|=1
[a · b− (a · xˆ) (xˆ · b)] dσ = 2
3
a · b, xˆ = x|x| . (271)
∇ · (a× b) = b · (∇× a)− a · (∇× b) . (272)
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