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1.2 Painlevé hierarchies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Preliminaries 5
2.1 Matrix exponential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Hamiltonian system of second and fourth Painlevé equations . . . . . . . . . 6
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4.2.4 Bäcklund transformations . . . . . . . . . . . . . . . . . . . . . . . . 53
III
4.2.5 Successive applications of Schlesinger transformations matrices . . . . 56
4.3 The second member of Jimbo-Miwa PIV hierarchy . . . . . . . . . . . . . . . 58
4.3.1 Lax pairs of second member of Jimbo-Miwa PIV hierarchy . . . . . . 59
4.3.2 Direct problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3.3 Schlesinger transformations . . . . . . . . . . . . . . . . . . . . . . . 62
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Abstract
In this thesis, we studied the Schlesinger transformations solutions of the first three
members of the Jimbo-Miwa second and fourth Painlevé hierarchy.
We have calculated Schlesinger transformations for these equations, which transform a so-
lution of the given equation to another solution of the same equation but with a different
values of the parameters.
Using Schlesinger transformations, we obtained the corresponding Bäcklund transforma-
tions for each of the considered equations.
Finally, we discussed some special solutions of these members of Jimbo-Miwa second and
fourth Painlevé hierarchies





Around the end of the nineteenth century, the Painlevé equations were first derived in the
investigations by Painlevé [1] and Gambier [2] while studying the following problem originally
posed by Picard [3]: Given a function F (t, y, y′) rational in y′, algebraic in y and analytic in
t, what are the second-order ordinary differential equations of the form
y′′ = F (t, y, y′), ′ ≡ d/dt, (1.1)
with Painlevé property; that is, solutions of equation (1.1) are free from movable critical
points?
The differential equations possessing this property are called Painlevé type (P-type).
Painlevé and Gambier proved that, within the Möbius transformation [4], there are fifty
canonical equations of the form (1.1) with the Painlevé property. Among the fifty equa-
tions obtained, the following six equations, known as the Painlevé differential equations and
denoted by PI − PV I , appear to be the most interesting ones
PI : y
′′ = 6y2 + t,
PII : y

























































































where α, β, γ and δ are arbitrary complex constants.
The general solutions of the Painlevé equations are transcendental in the sense that they
cannot be expressed in terms of the known elementary functions. Whereas the other forty
four equations, there are eleven equations of Painlevé type have solutions can be expressed
in the terms of solutions of the six equations above, and the thirty three remaining equations
can be integrated in terms of the known functions.
1.1 Properties of Painlevé equations
Painlevé equations are getting increasingly involved in many areas of modern mathematical
and physical analysis or applications. Besides the Painlevé property, the mathematical
importance of these equations originates from:
1. PII − PV I possess rational solutions and solutions expressible in terms of special func-
tions for certain values of the parameters: Airy, Bessel, Weber-Hermite, Whittaker,
Hypergeometric, respectively [5], [6].
2. Painlevé equations arise as reductions of solutions of nonlinear partial differential equa-
tions solvable by inverse scattering transformation such as the Korteweg-de Vries equa-
tion and modified Korteweg-de Vries equation [7].
3. Painlevé equations appear on the compatibility conditions of linear system of equation,
Lax-pairs, possessing irregular singular points [8].
4. PI − PV can be obtained from PV I by the process of contraction and it is possible to
derive transformations for PII − PIV from PV [9].
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5. The initial value problem of Painlevé equations can be studied using the inverse mon-
odromy transformation, which is an expansion of inverse spectral method to ordinary
differential equations [10].
6. Painlevé equations may be obtained from the discrete Painlevé equations by a suitable
limiting. For example, first discrete Painlevé equation tends to first Painlevé equation
by a suitable limit [11].
7. Painlevé equations can be written as a Hamiltonian system [12].
8. One of the important properties of the Painlevé equations is the existence of Schlesinger
transformations, which transform the solutions of associated Lax pairs but preserve the
monodromy data [13], [14].
9. PII−PV I possess Bäcklund transformations which map the solutions of a given Painlevé
equation to the solutions of the same Painlevé equation, but with a different values of
the parameters [15].
Painlevé equations have been appeared strongly in many physical applications. These ap-
plications include statistical mechanics, random matrix theory, topological field theory [16],
nonlinear waves, quantum gravity, quantum field theory, general relativity, polyelectrolytes,
Bose-Einstein condensation and stimulated Raman scattering.
1.2 Painlevé hierarchies
The first higher order integrable system of Painlevé type was published by Garnier and is
now known as the Garnier system [17]. Recently, there is a considerable interest in studying
higher-order analogues of Painlevé equations. Cosgrove [18] completed a classification study
of a class of fourth- and fifth-order ordinary differential equations with the Painlevé property
and reported equations that define new higher-order transcendents, as well as equations that
are solved in the terms of known special functions.
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Other studies have focussed on studying hierarchies of Painlevé equations because these
studies result from the connection between these hierarchies of Painlevé equations and com-
pletely integrable partial differential equations; that is, higher-order analogue of them arise
as similarity reductions of higher-order integrable partial differential equations.
Definitions 1.2.1. A Painlevé hierarchy is an infinite sequence of nonlinear ordinary dif-
ferential equations whose first member is a Painlevé equation.
A first Painlevé hierarchy was given by Kudryashov [19], and Airault [20] was the first
to derive a second Painlevé hierarchy. After that, Gordoa, Joshi and Pickering [21] have
used non-isospectral scattering problems to derive new second Painlevé hierarchies and new
fourth Painlevé hierarchies.
It is well known that the Painlevé equations can be derived from the similarity reduc-
tion of various soliton equations. In particular, the second Painlevé equation has two well-
known hierarchies. The first one was obtained by Airault as symmetry reduction of modified
Korteweg-de Vries, and the second one was obtained by Gordoa, Joshi and Pickering as
symmetry reduction of the dispersive water wave. The derivatives of their hierarchies and
their Lax pairs can be found in [22] and [23], respectively.
It is important to mention that the Lax pairs associated with the first hierarchy leads to
the Lax pairs given by Flaschka and Newell for PII equation. On the other hand, the Lax
pairs associated with the second hierarchy leads to the Lax pairs given by Jimbo and Miwa
PII equation. For this reason, the first hierarchy is called Flaschka-Newell PII hierarchy, and
the second hierarchy is called Jimbo-Miwa PII hierarchy [24].
In this thesis, we will concentrate on the Jimbo-Miwa PII and PIV hierarchies. We
initially focus on the first three members of these hierarchies, and calculating their Schlesinger
transformations and their corresponding Bäcklund transformations. Moreover, we will apply




We will survey some preliminaries which are related to our main subject directly.
2.1 Matrix exponential
We want to define matrix exponential [25] by using the definition of exponential function.
Definitions 2.1.1. Let A be n × n complex matrix. The exponential of A, denoted by eA
or exp A, is n× n square matrix given by the power series






A3 + · · ·+ 1
j!






where I is n×n identity matrix. Setting A = tB, we get the definition of matrix exponential
function etB






B3 + · · ·+ t
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The following lemmas describe derivative matrix and inverse matrix of the matrix expo-
nential function.
Lemma 2.1.2. Let A be a complex square matrix of rank n×n. The first derivative of etA,
denoted by ∂te
tA is given by AetA or etAA.
Lemma 2.1.3. Let A be a complex square matrix of rank n×n. The inverse matrix of matrix
exponential of etA, is a complex square matrix of rank n×n given by e−tA.
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2.2 Hamiltonian system of second and fourth Painlevé
equations
Definitions 2.2.1. Phase space is a space in which all possible state of system are repre-
sented there.
Definitions 2.2.2. Hamiltonian Function, H, is a function on phase space, denoted by












As we mentioned previously, the PII and PIV equations, as well as the other Painlevé
equations, is equivalent to a Hamiltonian system of differential equations (2.1) [26].
Consider the following second Painlevé equation, PII equation
y′′ = 2y3 + ty + α. (2.2)




l2 − (s2 + t
2
)l − (α + 1
2
)s.







y3 + 4ty2 + (2t2 − 2α)y + β
y
. (2.3)
It has a Hamiltonian system given by a polynomial
HIV : 2l2s− (s2 + 2ts + 2θ1)l + θ2s,
where the parameters θ1 , θ2 are determined by α = 2θ2 − θ1 + 1 , β = −2θ21.
The Hamiltonian systems (2.1) recover the original PII and PIV equations (2.2), (2.3),
by the the following transformation of variables
PII : s = y , l =
dy
dt
+ y2 + t
2
,












Mazzocco [27] derived the Hamiltonian systems of the PII and PIV hierarchies.
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2.3 Lax pairs of second and fourth Painlevé equations
As we mentioned previously, Painlevé equations arise as the compatibility conditions of
the Lax pairs. These pairs can be used to gather informations about the behavior of the
asymptotic solutions of these equations.
Definitions 2.3.1. Lax pairs, L, M , consists of two matrices functions on the phase space
such that the Hamiltonian system (2.1) may be written as
dL
dt
≡ L̇ = [L, M ].
Here [M, L] = ML− LM denotes the commutator of matrices M, L.
As we mentioned previously, PII equation has two well-known Lax pairs, given by
Flaschka-Newell [24], and Jimbo-Miwa [25]. These Lax pairs are given by 2 × 2 matrix
system of the form
∂tΨ = A(z)Ψ, (2.4a)
∂zΨ = B(z)Ψ, (2.4b)
where the matrices A and B are analytic in t and rational in z. The compatibility conditions
of the Lax pairs (2.4) is ∂z∂tΨ = ∂t∂zΨ, and this yields the condition:
∂tA− ∂zB + [A, B] = 0. (2.5)
In each case the constraint condition (2.5) is satisfied by PII equation or an equivalent system.
Importantly, the matrices B in the two problems differ in their dependence on the spectral
parameter z. In the case of the Flaschka-Newell Lax pairs, equation (2.4b) has an irregular
singularity of rank three at infinity and a regular singularity at zero, whereas in the case of the
Jimbo-Miwa Lax pairs, equation (2.4b) has a single rank three singularity at infinity. Given
this singularity structure there does not exist an algebraic gauge transformation between
these two Lax pairs.
The situation with the PIV equation (2.3) are not significantly different from that of PII
equation. In the case of PIV equation, the Jimbo-Miwa Lax pairs (2.4b) has an irregular
singularity of rank two at infinity and regular singularity at zero.
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2.4 Riemann-Hilbert problems
Riemann-Hilbert problems are a class of problems that arise in the study of differential
equations in the complex plane. Several theorems have been produced by Krein [28].
The Riemann problem
Suppose that C is a closed simple contour in the complex plane dividing the plane into two
parts denoted by C+ (the inside) and C− (the outside), determined by the index of the contour
with respect to a point. The classical problem, considered in Riemann’s PhD dissertation
[28], was that of finding a function F such that
F+(z) = u(z) + iv(z),
analytic inside C+ such that the boundary values of F+ along C satisfy the equation
f(z)u(z)− g(z)u(z) = h(z),
for all z ∈ C, where f, g, and h are given real-valued functions. By the Riemann mapping
theorem [29], it suffices to consider the case when C is the unit circle. In this case, one may
seek F+(z) along unit circle C with its Schwarz reflection, F−(z) = F+(z) , z ∈ C. Hence
the problem reduces to finding a pair of functions F+(z) and F−(z) analytic, respectively,















Hilbert’s generalization was to consider the problem of attempting to find F+ and F− analytic
on the inside and outside of the curve C respectively, such that
d(z)F+(z) + e(z)F−(z) = h(z), (2.6)
where d and e are arbitrary given complex-valued functions.
The Riemann-Hilbert problem
The Riemann-Hilbert problem is to find a pair of functions, F+ and F− analytic, respectively,
on the + and - sides of C, subject to the equation (2.6), for all z ∈ C.
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2.5 The form of solutions about singular points
Definitions 2.5.1. A point z is a regular singular point of equation (2.4b), if B(z) has a
simple pole at z, and when B(z) has a pole of order k + 1 ≥ 2 at z, the point is called an
irregular singular point of rank k.
A special care must be taken at infinity. Setting z = λ−1. Then equation (2.4b) yields
λ2∂λΨ = −B(λ−1)Ψ. (2.7)
In equation (2.4b), the point z = ∞ is a regular or an irregular singular point if and only if
the point λ = 0 is a regular or an irregular singular point of equation (2.7).
The behavior of solutions at the two types of singularities is totally different. If the
equation (2.4b) has a regular singularity at z = 0, we can write it as
z∂zΨ = B(z)Ψ , (2.8)





The following proposition describe the form of solutions of equation (2.8) at regular singular
point z = 0.
Proposition 2.5.2. [30] Let z = 0 be a regular singularity. Then equation (2.8) has solutions






where G(z) is analytic around z = 0 and D = Diag(λj), where λj are the eigenvalues of B0.
If B0 is diagonal matrix, we get the recursive system




The behavior of solutions of equation (2.4b) at irregular singularity is different; that is,
if equation (2.4b) has an irregular singularity of rank k at point z = 0, we can write it
zk+1∂zΨ = B(z)Ψ, k > 0, (2.9)






We can obtain formal solutions, but the resulting series in general is divergent. The
following proposition describes the formal solutions of equation (2.9) at an irregular singular
point, z = 0 of the rank k.
Proposition 2.5.3. [30] Let z = 0 be an irregular singularity of rank k. Then equation












Diag(α1, · · · , αj), αj’s are the eigenvalues of the matrix B0. In each sector S of
angle slightly bigger than π
k
with vertex z = 0, there exist a unique true solution Ψ(z) admits,
in S, an asymptotic expansion given by the above formal series Ψ(z).
2.6 Monodromy data
The monodromy data [30] can be used to characterize the behavior of the solutions of the
associated Lax pairs.
In general, if equation (2.8) [or equation (2.9)] has a true solution Ψ1 with asymptotic
expansion Ψ in the sector S1 which can be analytically continued beyond the sector S1, but
its asymptotic expansion will be different there. If we consider another sector S2 adjacent to
S1, there exists another true solution Ψ2 which has in S2 the given asymptotic expansion Ψ.
Since S1 and S2 overlap, there is a constant matrix S such that in this overlap Ψ2 = Ψ1S,
where S is called a Stoke multiplier.
Definitions 2.6.1. The monodromy matrix around z = 0 is the matrix M with
Ψ1(e
2πiz) = Ψ1(z)M, (2.10)
where the left-hand side means the analytic continuation of the solution Ψ1, with asymptotic
Ψ on the sector S1, around a closed contour around z = 0.
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We can relate the matrix M to the Stokes multipliers as follows. Let us cover a neigh-
borhood of the plane at z = 0 by 2n sectors of angle π
n
+θ denoted by S1, S2, · · · , S2n, where
θ is the angle between the overlap sectors S2n and S2n−1. More precisely, the sector Sj is
defined by (j−1)π
n
≤ argz ≤ jπ
n
+ θ. First in the sector S2, we have Ψ1(z) = Ψ2(z)S−11 . Since
this is true on the overlap. By recursion on the sector Sj we have
Ψ1(z) = Ψj(z)S
−1
j−1 · · ·S−11 , z ∈ Sj.
Making a complete 2π rotation around z = 0, we get a sector S2n+1 which projects over S1,
and we have on this sector
Ψ1(e
2πiz) = Ψ2n+1(e
2πiz)S−12n · · ·S−11 .
By definition, the asymptotic expansion of Ψ2n+1(e
2πiz) is Ψ(e2πiz) = Ψ(z)e2πiB0 , so we see
that:
Ψ1(e
2πiz) ' Ψ(z)e2πiB0S−12n · · ·S−11 . (2.11)
By comparing the asymptotic expansions in equations (2.10) and (2.11) we have
M = e2πiB0S−12n · · ·S−11 .
In the case of regular singularities, there are no Stokes matrices, and the monodromy matrix
reduces to
M = e2πiB0 .
Now, we extend these results to the case of several singular points zj, including the
point infinity which we choose to be the reference point. Now, consider the differential
equation (2.4b). Around zj, there are sectors Sj and corresponding solutions Ψj with the
given asymptotics. Starting from the solution Ψ1 about z = ∞, we can continue this solution
along the path Cj and compare the result with Ψj. This defines the connection matrices Ej
as follows
Ψ1(z) = Ψj(z)Ej.
Definitions 2.6.2. The monodromy data at the point z is to be the 2n stokes matrices Sj





The second Painlevé equation [31],
y′′ = 2y3 + ty + α , α ∈ C, (3.1)
is the first of the six classical Painlevé equations with a complex parameter. Since PII
equation has one parameter only, it may be considered as a pilot case to these aspects
with a complex parameter in the equation. This means, of course, that several phenomena
may appear which depend on the value of the parameter. Typical parameter dependent
phenomena in the case of PII equation are the existence of rational solutions and of subnormal
solutions which satisfy an algebraic first-order differential equation called Riccati equation
(see Chapter 5). A powerful tool in this, is the use of Bäcklund transformations.
Our objective in this chapter is to derive the Schlesinger transformations and their
corresponding Bäcklund transformations of Jimbo-Miwa PII hierarchy.
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 , R = 1
2
 ∂tu∂−1t − ∂t 2
2v + vt∂
−1
t u + ∂t
 .
One of the hierarchies of ordinary differential equations obtained in [21] is the Jimbo-Miwa
PII hierarchy  ∂−1t 0
0 ∂−1t











where δn, gn+1(6= 0) and each of ci are arbitrary constants. The hierarchy (3.2) can be
obtained as the compatibility condition, ∂z∂tφ = ∂t∂zφ, of the following Lax pairs,
∂tφ = F (z)φ(z), (3.3a)
∂zφ = Kn(z)φ(z), (3.3b)
where
F =
 u2 − z 1
−v z − u
2









3.1.1 Lax pairs of Jimbo-Miwa PII hierarchy
Let us consider the Lax pairs for the hierarchy (3.2) given by the system (3.3). Now consider
the following transformation:
φ = MΨ, (3.4)
where the matrix M is given by
M =





 , st = u
This maps the Lax pairs (3.3) of PII hierarchy (3.2) onto Jimbo-Miwa Lax pairs
∂tΨ(z) = A(z) Ψ(z), (3.5a)
∂zΨ(z) = Bn(z)Ψ(z). (3.5b)
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where


















The auxiliary function ω is defined by ω = 2e−s, which therefore satisfies ωt = −ωu.
The first member of hierarchy (3.2) is just PII equation; that is, if we substitute n = 1
into this hierarchy, we obtain
−ut + u2 + 2v + 2g2t = 0,
vt + 2uv − 2δ1 = 0.
(3.6)
Eliminating v from these last equations, we obtain a second-order ordinary differential equa-
tion for u,
utt = 2u
3 + 4g2tu + 2(g2 + 2δ1). (3.7)
For g2 6= 0, equation (3.7) is just the PII equation and which can be obtained as the
compatibility condition of the Lax pairs (3.3), where F and K1 are given as
F =









 −v − g2t u
uv − 2δ1 v + g2t
 , K1,1 =
 0 2
−2v 0




After the gauge transformation (3.4), we obtain the Lax pairs (3.5) of PII equation, where






 , B1,0 =









 , B1,2 = −2σ3.







, u = y , g2 =
1
4





Then we obtain the Jimbo-Miwa Lax pairs for PII equation presented in [32]
∂tΨ = Ā(µ)Ψ(µ), (3.9a)
























The compatibility condition of this last gives ωt = −yω and, after elimination of ω, the
system of equations
xt = −2xy + α− 12 ,
yt = y




These two equations imply that y satisfies PII equation (3.1).
3.1.2 The behavior of solutions of Jimbo-Miwa PII hierarchy
The Lax pairs (3.5) has no singular point in the finite complex z-plane. Now we study the
singularity at z = ∞. Using the transformation, z = λ−1. Then the Lax pairs (3.5) become
∂tΨ(λ) = A(λ) Ψ(λ), (3.11a)
λn+3∂λΨ(λ) = Bn(λ)Ψ(λ), (3.11b)
where
A =





 , Bn =








Equation (3.11b) has irregular singular point of rank n + 2 at λ = 0. Thus z = ∞ is
an irregular singular point of the equation (3.5b) of rank n + 2. So, by proposition 2.5.3,
























The actual asymptotic behavior of Ψ changes in certain sectors of the complex z−plane.






= 0. These sectors for large z are asymptotic
to the rays: arg z = (2j−1)π
2n+4
, j = 0, · · · , 2n + 3.
Let Ψj(z), j = 0, · · · , 2n + 3, be solutions of equation (3.11b) such that det Ψj(z) = 1,
Ψj(z) ∼ Ψ(z) as |z| → ∞ in the sector Sj : (2j−1)π2n+4 ≤ argz <
(2j+1)π
2n+4
(see figure 3.1). Then
the solutions Ψj(z) are related by the stokes matrices Sj as follows.









 , S2j =
 1 0
a2j 1





















































































Let Ψ be solution of equation (3.5b) with parameter δn, and let Ψ̃ be solution of the same
equation with parameter δ̃n = δn + k, k ∈ Z. Consider the following transformation
Ψ̃(z) = R(z)Ψ(z), (3.14)
such that Ψ̃ has the same monodromy data as Ψ. The consistency condition (3.13) and its
monodromy data are invariant if k ∈ Z.
Let R(z) = Rj(z) when z in Sj, j = 1, · · · , 2n + 4. Then equation (3.13) implies the
following Riemann-Hilbert problem for R(z)
Rj+1(z) = Rj(z) z on Cj+1 , j = 1, · · · , 2n + 3,
R1(z) = R2n+4(e
2πiz), z on C1,
(3.15)
with the following boundary condition
Rj(z) ∼ Ψ̃(z)Ψ−1(z), as |z| → ∞ in Sj. (3.16)
Riemann-Hilbert problem implies that the matrix R(z) is analytic everywhere in the complex
z-plane and can be determined explicitly by using the boundary condition (3.16). Notice
that the form of Schlesinger matrices R(j) depend on Ψ̃ and Ψ.
3.1.4 Bäcklund Transformations
Transforming equation (3.11b) by the Schlesinger transformations matrices R(z) gives
∂zΨ̃(z) = B̃n(z)Ψ̃(z), (3.17a)
B̃n(z) = [R(z)Bn(z) + ∂zR(z)] R
−1(z). (3.17b)
Here B̃n(z) result directly from the equations (3.17a) and (3.14); that is, differentiating







Substituting ∂zΨ̃(z) and ∂zΨ(z) into equation (3.17a), we find





Multiplying two sides from the right by Ψ−1(z) we obtain that
B̃n(z)R(z) = R(z)Bn(z) + ∂zR(z).
Also multiplying two sides from the right by R−1(z), we obtain that
B̃n(z) = [R(z)Bn(z) + ∂zR(z)] R
−1(z).
Using equation (3.17b), we can derive the Bäcklund transformations between solutions u and
v of the equations which result from the hierarchy (3.2), with parameter δn and solutions ũ
and ṽ of the same equations, with parameter δ̃n.
3.1.5 Successive applications of Schlesinger transformations ma-
trices
Successive application of Schlesinger transformations is mapping δn to δ̃n = δn + k, k ∈ Z.
Assume that R(1) and R(2) are the Schlesinger transformations corresponding to δ̃n = δn + 1
and δ̃n = δn − 1, respectively.
If, z, t, ũ, ṽ, δ̃n = δn +1 are the transformed functions of z, t, u, v, δn under the transformation
given by R(1); that is,
Ψ̃(z, t, ũ, ṽ, δ̃n) = R(1)(z, t, u, v, δn)Ψ(z, t, u, v, δn),
and if z, t, ˜̃u, ˜̃v, ˜̃δn = δ̃n + 1 are the transformed functions of z, t, ũ, ṽ, δ̃n under the transfor-
mation given by R(1); that is,
˜̃Ψ(z, t, ˜̃u, ˜̃v, ˜̃δn) = R(1)(z, t, ũ, ṽ, δ̃n)Ψ̃(z, t, ũ, ṽ, δ̃n)
= R(1)(z, t, ũ, ṽ, δ̃n)R(1)(z, t, u, v, δn)Ψ(z, t, u, v, δn)
= R(3)(z, t, u, v, δn)Ψ(z, t, u, v, δn).
Then R(3) shifts the exponent δn to δn + 2.
18
By the same way, we can obtain R(4) from R(2); that is,
R(4)(z, t, u, v, δn) = R(2)(z, t, ũ, ṽ, δ̃n)R(2)(z, t, u, v, δn),
where ũ, ṽ are the transformed functions of z, t, u, v, δn under the transformation given by
R(2), and R(4) shifts the exponent δn to δn − 2.
Continuing in this procedure, we can calculate the transformations R(5), R(6), · · · .
We can obtain the relation between R(1) and R(2) is as follows
R(2)(z, t, ũ, ṽ, δ̃n)R(1)(z, t, u, v, δn) = I, (3.18)
where ũ, ṽ, δ̃n are result from the Bäcklund transformations corresponding to R(1).
Moreover
R(1)(z, t, ũ, ṽ, δ̃n)R(2)(z, t, u, v, δn) = I, (3.19)
where ũ, ṽ, δ̃n are result from the Bäcklund transformations corresponding to R(2). Therefore
R(1) and R(2) are inverses for each other.
In the next three sections, we want to apply everything we have mentioned in this section
to the first three members of PII hierarchy (3.2). Without loss of generality we will assume
that gn+1 = 1.
3.2 The first member of Jimbo-Miwa PII hierarchy
3.2.1 Lax pairs of the first member of Jimbo-Miwa PII hierarchy
As we mentioned in section 3.1.1, the first member of hierarchy (3.2) gives equation (3.7)
which can be obtained as the compatibility condition of the following Lax pairs
∂tΨ = A(z)Ψ(z), (3.20a)
∂zΨ = B1(z)Ψ(z), (3.20b)
where
B1 = B1,2z
2 + B1,1z + B1,0 ,





 , B1,0 =
 −v − t ωu2
2
ω




We mean by direct problem the establishment of the analytic structure of the asymptotic
solution Ψ of the equation (3.20b). This equation has an irregular singular point of rank 3




2 + B1,1λ + B1,2
)
Ψ(λ). (3.21)
Equation (3.21) has an irregular singularity at λ = 0 of rank 3. Thus by proposition 2.5.3,














Gr(rI + D0) + B1,0Gr+1 −Gr+1D1 + B1,1Gr+2 − 2Gr+2D2




Thus, the recursive relation, for all r ≥ −3, is
Gr(rI + D0) + B1,0Gr+1 −Gr+1D1 + B1,1Gr+2 − 2Gr+2D2 + B1,2Gr+3 − 3Gr+3D3 = 0.
We want to solve the recursive relation to calculate D0, D1, D2, D3 and Gr.
Substituting r = −3 into the recursive relation, we obtain B1,2 − 3D3 = 0. This implies
D3 = −23σ3.
By the same way, substituting r = −2 into the recursive relation implies that
B1,1 − 2D2 + B1,2G1 − 3G1D3 = 0. Solving it, and using that D2 is diagonal, we get







Also, substituting r = −1 into the recursive relation implies that
B1,0 −D1 + B1,1G1 − 2G1D2 + B1,2G2 − 3G2D3 = 0. Solving it, we get




Finally, substituting r = 0 into the recursive relation, we obtain that
D0 = −δ1σ3.
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As we mentioned in section 3.1.2, the actual asymptotic behavior of the solution Ψ changes
in certain sectors of the complex z−plane. These sectors for large z are asymptotic to the
rays: arg z = π
6
(2j − 1) , j = 0, · · · , 5.
Let Ψj(z), j = 0, · · · , 5, be solutions of equation (3.20b) such that det Ψj(z)=1, Ψj(z) ∼
Ψ(z) as |z| → ∞ in Sj : π6 (2j − 1) ≤ arg z <
π
6
(2j + 1) (see figure 3.2). Then the solutions
Ψj(z) are related by the stokes matrices Sj as follows









 , S2j =
 1 0
a2j 1






































Consider the Schlesinger transformations matrix R(z) given in equation (3.14), which leaves
the consistency condition (3.24) of the solution Ψ(z) the same but shifts the exponent δ1 to
δ̃1 = δ1 + k , k ∈ Z.
Let R(z) = Rj(z) when z in Sj, j=1, · · · , 6. Then definition of stokes matrices (3.23)
implies R(z) satisfies Riemann-Hilbert problem (3.15) with the boundary condition (3.16).
It is enough to calculate the Schlesinger transformations matrices R(1) and R(2) which
correspond to the shift δ̃1 = δ1+1 and δ̃1 = δ1 − 1, respectively.
Consider the first case δ̃1 = δ1 + 1.












































Thus R(1)(z) has the form R(1)(z) = R1,1z + R1,0.



















 , H0 =
 1 0
0 0





Expanding the last equation, we find
R1,1z +(R1,1G1 +R1,0)+ (R1,1G2 +R1,0G1)z
−1 + · · · = H0z + G̃1H0 +(H1 + G̃2H0)z−1 + · · · .
To calculate R1,1 and R1,0, we compare the corresponding coefficients of z
j in both two sides;
that is, comparing the coefficient of z in the left-hand side with the coefficient of z in the
right-hand side implies that R1,1 = H0. Also comparing the constant term in the both two




, r04 = 0.
Finally, comparing the coefficient of z−1 in the the both two sides implies that


















Turning to the second case δ̃1 = δ1 − 1.












































Thus R(2)(z) is of the form R(2)(z) = R2,1z + R2,0.
















Expanding the last equation, we find
R2,1z +(R2,1G1 +R2,0)+ (R2,1G2 +R2,0G1)z
−1 + · · · = H1z + G̃1H1 +(H0 + G̃2H1)z−1 + · · · .
By the same procedures, we have used in the first case, we can calculate the matrices R2,1
and R2,0. This By comparing the coefficient of z


























We can calculate the other Schlesinger transformations matrices R(j), j = 3, 4, · · · by suc-
cessive applications of R(1) and R(2) (see section 3.2.5).
3.2.4 Bäcklund transformations










B̃1(z) = B̃1,0 + B̃1,1z + B̃1,2z
2
=
 −ṽ − t ω̃ũ2
2
ω̃

























where R−11,0 is the inverse matrix of R1,0.
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1,0 + (R1,0B1,2 + H0B1,1)H1]z




2 + [(R1,0B1,1 + H0B1,0)R
−1




Direct calculation implies that the coefficients of z4 and z3 are zero matrices.
The coefficient of z2, (R1,0B1,2 + H0B1,1)H1 + H0B1,2R
−1
1,0, equals −2σ3.
The coefficient of z, (R1,0B1,1 + H0B1,0)R
−1





The constant term, (R1,0B1,0 + H0)R
−1
1,0, equals u2 + v + t ω8 [(u2 + v + 2t) u + 2δ1 + 2]
−8u
ω
−u2 − v − t
 .
Comparing the last coefficients with the corresponding coefficient of B̃1, we obtain the
Bäcklund transformations corresponding to R(1), as follows
δ̃1 = δ1 + 1 , ũ = −u− 2δ1+2u2+v+2t ,
ṽ = −v − u2 − 2t,
ω̃ = −ω
4
(u2 + v + 2t).



















2,0 + (R2,0B1,2 + H1B1,1)H0]z




2 + [(R2,0B1,1 + H1B1,0)R
−1




Direct calculation implies that the coefficients of z4 and z3 are zero matrices.




The coefficient of z, (R2,0B1,1 + H1B1,0)R
−1
2,0 + (R2,0B1,0 + H1)H0, equals 0 4ωv
1
ωv
[v2(v + 2t) + (uv − 2δ1)2] 0
 .
The constant term, (R2,0B1,0 + H0)R
−1






























Comparing the last coefficients with the corresponding coefficient of B̃1, we obtain the
Bäcklund transformations corresponding to R(2), as follows
δ̃1 = δ1 − 1 , ũ = −u + 2δ1v ,








If we apply the change of variables (3.8), on the Schlesinger transformations matrices R(1)
and R(2) and their corresponding Bäcklund transformations, we obtain the results [13].
3.2.5 Successive applications of Schlesinger transformations ma-
trices
As we mentioned in section 3.1.5, we can calculate the other Schlesinger transformations
matrices R(3), R(4), · · · from the Schlesinger transformations matrices R(1) and R(2). For
instant, we can calculating R(3) from R(1) as follows
















where δ̃1, ω̃, ũ, ṽ result from Bäcklund transformation corresponding to R(1). Therefore
R(3)(z) = H0 z
2 +
















+ v + 2t, and R(3) shifts the exponent δ1 to δ1 + 2.
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By the same way, we can calculate R(4) from R(2); that is,
R(4)(z, t, u, v, δ1) = R(2)(z, t, ũ, ṽ, δ̃1)R(2)(z, t, u, v, δ1),























, and R(4) shifts the exponent δ1 to δ1 − 2. Continue this two
procedures, we can obtain the other Schlesinger transformations matrices R(5), R(6), · · · .
As we mentioned previously, the Schlesinger transformations matrices R(1) and R(2) are
inverses to each other
















Using the Bäcklund transformations corresponding to R(1), we obtain that the first matrix
is zero matrix and the second matrix is identity matrix.
Similarly,
R(1)(z, t, ũ, ṽ, δ̃1)R(2)(z, t, u, v, δ1) =
 0 ωv − ω̃4
0 0
 z +




Using the Bäcklund transformations corresponding to R(2), we obtain that the first matrix
is zero matrix and the second matrix is identity matrix. Therefore the Schlesinger transfor-
mations matrices R(1) and R(2) are inverses to each other.
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3.3 The second member of Jimbo-Miwa PII hierarchy
Turning to the second member of Jimbo-Miwa PII hierarchy which corresponds to the case
n = 2 of the hierarchy (3.2), we obtain the following system of equations
utt − 3uut + u3 + 6uv + 4c0u + 4t = 0,
vtt + 3v
2 + 3uvt + 3u
2v + 4c0v − 4δ2 = 0.
(3.26)



































3.3.1 Lax pairs of the second member of Jimbo-Miwa PII hierarchy
Equation (3.27) can be obtained as the compatibility condition of the following Lax pairs
∂tΨ = A(z)Ψ(z), (3.28a)
∂zΨ = B2(z)Ψ(z), (3.28b)
where B2 = B2,3z
3 + B2,2z






 , B2,0 =
 −(12vt + uv + t) ω4 (u2 − ut + 2v + 4c0)
1
ω
(v2 + uvt − utv + 2u2v − 4δ2) 12vt + uv + t
 ,
B2,1 =
 −v − 2c0 uω2
−2
ω
(vt + uv) v + 2c0





 , B2,3 = −2σ3.
3.3.2 Direct problem
Equation (3.28b) have an irregular point of rank 4 at z = ∞. Thus, by proposition 2.5.3, it











Substituting Ψ(z) and ∂zΨ(z) into equation (3.28b) and setting G0 = I, we obtain the
following recursive relation
Gr(rI + D0) + B2,0Gr+1 −Gr+1D1 + B2,1Gr+2 − 2Gr+2D2 + B2,2Gr+3 − 3Gr+3D3
+ B2,3Gr+4 − 4Gr+4D4 = 0, r ≥ −4.
Solving the recursive relation to calculate D0, D1, D2, D3, D4 and Gr.





Next, substituting r = −3 into the recursive relation, we find that







By the same way, substituting r = −2 into the recursive relation, we obtain that
D2 = −c0σ3 , 4g22 − ωg14 =
ωu
2




Also, substituting r = −1 into the recursive relation, we find that
D1 = −tσ3, ug14 + 2g24 − 8ωg32 =
1
2
(ut − u2 − v),
(vt + uv)g11 + 2vg21 − 2ωg33 = 12uvt + v(u
2 + v − 1
2
ut + 2c0)− 2δ2.
Finally. substituting r = 0 into the recursive relation, we obtain that
D0 = −δ2σ3.









The actual asymptotic behavior of the solution Ψ changes in certain sectors of the complex
z−plane. These sectors for large z are asymptotic to the rays: arg z = π
8
(2j−1) , j = 0, · · · , 7.
Let Ψj(z), j = 0, · · · , 7, be solutions of equation (3.28b) such that det Ψj(z) = 1,
Ψj(z) ∼ Ψ(z) as |z| → ∞ in Sj : π8 (2j − 1) ≤ arg z <
π
8
(2j + 1) (see figure 3.3). Then the
solutions Ψj(z) are related by the stokes matrices Sj as follows










 , S2j =
 1 0
a2j 1















































































Again, consider the Schlesinger transformations matrix R(z) given in equation (3.14), which
leaves the consistency condition (3.30) of the solution Ψ(z) the same but shifts the exponent
δ2 to δ̃2 = δ2 + k , k ∈ Z.
Let R(z) = Rj(z) when z in Sj, j = 1, · · · , 8. Then definition of stokes matrices (3.29)
implies that R(z) satisfies Riemann-Hilbert problem (3.15) with the boundary condition
(3.16). Assume that the Schlesinger transformations matrices R(1) and R(2) are correspond
to exponents δ̃2 = δ2 + 1 and δ̃2 = δ2 − 1, respectively.
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By the same method used previously, we can calculate Schlesinger transformations ma-































B̃2(z) = B̃2,0 + B̃2,1z + B̃2,2z
2 + B̃2,3z
3,





 , B̃2,1 =
 −ṽ − 2c0 ũω̃2
−2
ω̃
(ṽt + ũṽ) ṽ + 2c0
 ,
B̃2,0 =
 − (12 ṽt + ũṽ + t) ω̃4 (ũ2 − ũt + 2ṽ + 4c0)
1
ω
(ṽ2 + ũṽt − ũtṽ + 2ũ2ṽ − 4δ2) 12 ṽt + ũṽ + t
 .
















Expanding the last equation, we find
B̃2(z) = (H0B2,3H1)z
5 + [(R1,0B2,3 + H0B2,2)H1 + H0B2,3R
−1
1,0]z




3 + [(R1,0B2,2 + H0B2,1)R
−1
1,0 + (R1,0B2,1 + H0B2,0)H1]z
2
+[(H0 + R1,0B2,0)H1 + (H0B2,0 + R1,0B2,1)R
−1




Comparing the coefficients of zj, j = 1, · · · , 5 with corresponding coefficients of B̃2, we
obtain the Bäcklund transformations corresponding to R(1) as follows
δ̃2 = δ2 + 1 , ũ = −2u + 1ut−v (u
3 + 4c0u + 3uv + vt + 4t) ,




















Expanding the last equation, we find
B̃2(z) = (H1B2,3H0)z
5 + [(R2,0B2,3 + H1B2,2)H0 + H1B2,3R
−1
2,0]z




3 + [(R2,0B2,2 + H1B2,1)R
−1
2,0 + (R2,0B2,1 + H1B2,0)H0]z
2
+[(H1 + R2,0B2,0)H0 + (H1B2,0 + R2,0B2,1)R
−1
2,0]z + (R2,0B2,0 + H1)R
−1
2,0.
Comparing the coefficients of zj, j = 1, · · · , 5 with corresponding coefficients of B̃2, we
obtain the Bäcklund transformations corresponding to R(2) as follows
δ̃2 = δ2 − 1 , ũ = u + vtv ,











The last Schlesinger transformations matrices R(1) and R(2) and their corresponding Bäcklund
transformations, were obtained by Sakka [14].
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3.4 The third member of Jimbo-Miwa PII hierarchy
Turning to the third member of Jimbo-Miwa PII hierarchy which corresponds to the case
n = 3 of the hierarchy (3.2), we obtain the following system of equations
−uttt + 4uutt + 3u2t − 2(3u2 + 3v + 2c1)ut + 2vtt + 2(6u2 + 3v + 4c1)v
+ u4 + 4c1u
2 + 8c0u + 8t = 0,
vttt + 4uvtt + 2(3u
2 + 3v + 2c1)vt + 2vutt + utvt + 4u(u
2 + 3v + 2c1)v
+ 8c0v − 8δ3 = 0.
(3.32)
3.4.1 Lax pairs of the third member of Jimbo-Miwa PII hierarchy
Equation (3.32) can be obtained as the compatibility condition of the following Lax pairs
∂tΨ = A(z)Ψ(z), (3.33a)
∂zΨ = B3(z)Ψ(z), (3.33b)
where B3 = B3,4z
4 + B3,3z
3 + B3,2z











 , B3,2 =
 −v − 2c1 ωu2
−2
ω
(vt + uv) v + 2c1
 ,
B3,1 =
 −12 vt − uv − 2c0 ω4 (u2 − ut + 2v + 4c1)
−1
ω
[vtt + 2uvt + v(u
2 + ut + 2v + 4c1)]
1
2






−vtt − 3uvt − v(3u2 + 3v + 4c1)− 4t ω2
[






2 − ut)vt + vutt − 8δ3
+ uv(3u2 − 3ut + 6v + 4c1)
] vtt + 3uvt + v(3u2 + 3v + 4c1) + 4t
 .
3.4.2 Direct problem











Substituting Ψ(z) and ∂zΨ(z) into equation (3.33b) and setting G0 = I, we obtain the
following recursive relation
Gr(rI + D0) + B3,0Gr+1 −Gr+1D1 + B3,1Gr+2 − 2Gr+2D2 + B3,2Gr+3 − 3Gr+3D3
+ B3,3Gr+4 − 4Gr+4D4 + B3,4Gr+5 − 5Gr+5D5 = 0, r ≥ −5.
We will use the last recursive relation to calculate D0, D1, D2, D3, D4, D5 and Gr.





Next, substituting r = −4 into the recursive relation, we find that











σ3 , 4g22 − ωg14 =
ωu
2




When r = −2, the recursive relation gives
D2 = −c0σ3, 8ωg32 − 2g24 − ug14 =
1
2
(u2 − ut + v),
(vt + uv)g11 + 2vg21 − 2ωg33 = 12 [vtt + 2uvt + v(u
2 + ut + v)].
Also, substituting r = −1 into the recursive relation, we obtain that
D1 = −tσ3,




















Finally, when r = 0, the recursive relation gives
D0 = −δ3σ3.













The actual asymptotic behavior of the solution Ψ changes in certain sectors of the complex
z−plane. These sectors for large z are asymptotic to the rays: arg z = π
10
(2j−1), j = 0, · · · , 9.
Let Ψj(z), j = 0, · · · , 9, be solutions of equation (3.33b) such that det Ψj(z) = 1,
Ψj(z) ∼ Ψ(z) as |z| → ∞ in Sj : π10(2j − 1) ≤ arg z <
π
10
(2j + 1) (see figure 3.4). Then the
solutions Ψj(z) are related by the stokes matrices Sj as follows









 , S2j =
 1 0
a2j 1


















































































Applying the same procedures we have used in two last cases, we obtain the following






















Again, using the same method in two last cases, we obtain the Bäcklund transformations
corresponding to the Schlesinger transformations matrices, R(1) and R(2), as follows
δ̃3 = δ3 + 1 , ũ = u− utt−vtut−v ,




δ̃3 = δ3 − 1 , ũ = u + vtv ,











The previous Schlesinger transformations R(1) and R(2) and their corresponding Bäcklund












y3 + 4ty2 + 2(t2 − α)y + β
y
, α, β ∈ C, (4.1)
is characterized, along with PI and PII equations, by the property that all of their solutions
are meromorphic functions. However, as PIV equation has two complex parameters, several
phenomena appear to be more complicated as is the case for PII equation. In particular, this
concerns the analysis of the existence of rational solutions and the same applies for Bäcklund
transformations. Therefore, the parameter domain becomes less transparent as is the case
for PII equation.
As the matter in PII equation, PIV equation has well-known hierarchy given by Jimbo-
Miwa [21]. Our main objective in this chapter is to derive the Schlesinger transformations
and their corresponding Bäcklund transformations of Jimbo-Miwa PIV hierarchy.
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4.1 Jimbo-Miwa fourth Painlevé hierarchy
We consider the Jimbo-Miwa hierarchies of ordinary differential equations obtained in [21]











where again gn(6= 0) and each of ci are arbitrary complex constants. Here, R is called the
dispersive water wave.
The hierarchy (4.2) had been integrated in [21]. Its integrated form is






where αn and β
2





Qn[U ] = Pn[U ] +
n−1∑
j=1











 , R2 =
 2∂t ∂tu− ∂2t
u∂t + ∂
2
t v∂t + ∂tv
 .
(4.4)
The PIV hierarchy (4.3) can be obtained as the compatibility condition, ∂z∂tφ = ∂t∂zφ, of
the following Lax pairs



















4.1.1 Lax pairs of Jimbo-Miwa PIV hierarchy
Let us consider the linear problem for hierarchy (4.3) given by the Lax pairs (4.5). Now
consider the following transformation
φ = MΨ, (4.6)
where the matrix M is defined as follows
M =





 , st = u.
This maps the Lax pairs (4.5) onto Jimbo-Miwa Lax pairs of PIV hierarchy




















The auxiliary function ω is defined by ω=e−s. Which therefore satisfies ωt=−ωu.
The first member of this hierarchy is just PIV equation; that is, if we substituting n = 1
into the hierarchy (4.3), we obtain
ut = 2v + u




− v(u + g1t),
(4.8)
where α1 and β1 are constants of integration. Eliminating v from these last equations and


















which for g1=−2 is PIV equation. Equation (4.9) can be obtained as the compatibility
condition of the Lax pairs (4.5), where F and K1 are given as follows
F =

















v − α1 + 12g1
 , K1,1 =
 −g1t 2
−2v g1t
 , K1,2 = −2σ3.
After the gauge transformation (4.6), we obtain the Lax pairs (4.7) of PIV equation, where






 , B1,0 =
 −v + α1 − 12g1 ω(u + g1t)
β21−(2v−2α1+g1)2
4ω(u+g1t)
v − α1 + 12g1





 , B1,2 = −2σ3.
If in the Lax pairs (4.7), with A, B1 given as above, and setting
y = u−2t , v = 2(θ1 +θ2−x) , z = −µ , β21 = 16θ22 , α1 = 2θ1−1 and g1 = −2, (4.10)
























The compatibility condition of the Lax pairs (4.11) gives that ωt
ω
= y − 2t.
After elimination ω from these equations, we find that
xt = − 2yx
2 − yx + 4θ2
y
x + (θ1 + θ2)y,
yt = y
2 + 2ty − 4x + 4θ2.
(4.12)
These two equations imply that y satisfies PIV equation.
4.1.2 The behavior of solutions of Jimbo-Miwa PIV hierarchy
The Lax pairs (4.7) has two singular points in the complex z−plane. The first point at
z = 0, which is a regular singular point, and the other point at z = ∞, which is an irregular
singular point of the rank n + 1.
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The behavior of solutions about an irregular singularity
Let us study the solutions of the Lax pairs (4.7) near an irregular singularity, z = ∞ of rank
n + 1. By using the change of variable, z = λ−1, the Lax pairs (4.7) become
∂tΨ(λ) = A(λ) Ψ(λ), (4.13a)
λn+2∂λΨ(λ) = Bn(λ)Ψ(λ), (4.13b)
where
A =





 , Bn =










Equation (4.13b) has an irregular singular point, λ = 0 of rank n + 1. Thus z = ∞ is
an irregular singular point of the equation (4.7b) of rank n + 1. So, by proposition 2.5.3,




















The actual asymptotic behavior of Ψ1 changes in certain sectors of the complex z−plane.






= 0. Thus for large z the sectors are asymp-
totic to the rays arg z = (2j−1)π
2n+2
, j = 0, · · · , 2n + 2.
Let Ψj(z), j = 0, · · · , 2n + 2, be solutions of equation (4.7b) such that det Ψj(z)=1,




Then the solutions Ψj(z) are related by the stokes matrices Sj as follows









 , S2j =
 1 0
a2j 1















































































The behavior of solutions at regular singularity
In the case of regular singularity, z = 0, we can write the Lax pairs (4.7) as















Then by proposition 2.5.2, the Lax pairs (4.7) has a formal solution
Ψ2(z) = A0(I + G1z + G2z
2 + G3z





where D =Diag (γj), γj is eigenvalues of Bn,0 and A0 =
(
P1ρ1 · · · Pjρj
)
, det A0 = 1, and
where P1, · · · , Pj are corresponding eigenvectors of γj, and ρ1, · · · , ρj are resulting directly
after substituting Ψ2(z) into equation (4.7a).












 , detE0 = 1.









Assume that Ψ(z) be solution of equation (4.7b) with parameters αn, βn, and assume that
Ψ̃(z) be solution of the same equation with parameters α̃n = αn + k, β̃n = βn + m. We
consider the following transformation
Ψ̃(z) = R(z)Ψ(z), (4.17)
such that Ψ̃ has the same monodromy data as Ψ. The consistency condition (4.16) and
its monodromy data are invariant if 2k ± m ∈ 2Z. Let R(z) = Rj(z) when z in Sj, j =
1, · · · , 2n+2. Then equation (4.16) implies the following Riemann-Hilbert problem for Ψ(z)
Rj+1(z) = Rj(z) z on Cj+1 , j = 1, · · · , 2n + 1,
R1(z) = −R2n+2(e2iπz) z on C1,
(4.18)
with the following boundary condition
R(z) ∼ Ψ̃1zkσ3Ψ−11 , as |z| → ∞,
R(z) ∼ Ψ̃2zmσ3Ψ−12 , as z → 0.
(4.19)
Riemann-Hilbert problem implies that the transformation matrix R(z) is analytic everywhere
in the complex z−plane and can be determined explicitly by using the boundary condition
(4.19). The form of Schlesinger matrices R(j) depend on Ψ̃ and Ψ.
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4.1.4 Bäcklund Transformations
Equation (4.7b) is transformed by the Schlesinger transformations defined by the transfor-
mation matrices R(z), as follows
∂zΨ̃(z) = B̃n(z)Ψ̃(z), (4.20a)
B̃n(z) = [R(z)Bn(z) + ∂zR(z)] R
−1(z). (4.20b)
Using equation (4.20b), we can derive the Bäcklund transformations between solutions u
and v of the equations which result from the hierarchy (4.3), with parameters δn, βn and
solution ũ and ṽ of the same equation, with parameters α̃n, β̃n, respectively.
4.1.5 Successive applications of Schlesinger transformations ma-
trices
Successive application of the Schlesinger matrices, R(z), map αn to α̃n = αn +k and map βn
to β̃n = βn +m, 2k±m ∈ 2Z. Assume that R(1) be the Schlesinger matrix corresponding to
α̃n = αn +
1
2
, β̃n = βn +1, R(2) is corresponds to α̃n = αn +
1
2
, β̃n = βn− 1, R(3) corresponds
to α̃n = αn − 12 , β̃n = βn + 1 and R(4) corresponds to α̃n = αn −
1
2
, β̃n = βn − 1.
If z, t, ũ, ṽ, α̃n = αn +
1
2
, β̃n = βn + 1 are the transformed functions of z, t, u, v, αn, βn by
the transformation given by R(1); that is,
Ψ̃(z, t, ũ, ṽ, α̃n, β̃n) = R(1)(z, t, u, v, αn, βn)Ψ(z, t, u, v, αn, βn),
and if z, t, ˜̃u, ˜̃v, ˜̃αn = α̃n − 12 ,
˜̃βn = β̃n − 1 are the transformed functions of z, t, ũ, ṽ, α̃n, β̃n
under the transformation given by R(1); that is,
Ψ̃(z, t, ˜̃u, ˜̃v, ˜̃αn,
˜̃β) = R(4)(z, t, ũ, ṽ, α̃n, β̃n)Ψ(z, t, ũ, ṽ, α̃n, β̃n).
Then
˜̃Ψ(z, t, ˜̃u, ˜̃v, ˜̃αn,
˜̃βn) = R(1)(z, t, ũ, ṽ, α̃n, β̃n)Ψ̃(z, t, ũ, ṽ, α̃n, β̃n).
= R(1)(z, t, ũ, ṽ, α̃n, β̃n)R(1)(z, t, u, v, αn, βn)Ψ(z, t, u, v, αn, βn).
= R(5)(z, t, u, v, αn, βn)Ψ(z, t, u, v, αn, βn),
where R(5) shifts the exponents αn and βn to αn + 1 and βn + 2, respectively.
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By the same way, we can calculate R(j), j = 6, 7, · · · ;that is,
R(6)(z, t, u, v, αn, βn) = R(2)(z, t, ũ, ṽ, α̃n, β̃n)R(2)(z, t, u, v, αn, βn),
where R(6) shifts the exponents αn and βn to αn + 1 and βn− 2, respectively. Moreover,
R(7)(z, t, u, v, αn, βn) = R(3)(z, t, ũ, ṽ, α̃n, β̃n)R(3)(z, t, u, v, αn, βn),
where R(7) shifts the exponents αn and βn to αn − 1 and βn + 2, respectively, and
R(8)(z, t, u, v, αn, βn) = R(4)(z, t, ũ, ṽ, α̃n, β̃n)R(4)(z, t, u, v, αn, βn),
where R(8) shifts the exponents αn and βn to αn − 1 and βn − 2, respectively.
We can obtain the relation between R(j), j = 1, 2, 3, 4, as follows
R(1)(z, t, ũ, ṽ, α̃n, β̃n).R(4)(z, t, u, v, αn, βn) = I.
where ũ, ṽ, α̃n, β̃n result from Bäcklund transformations corresponding to R(4).
R(4)(z, t, ũ, ṽ, α̃n, β̃n).R(1)(z, t, u, v, αn, βn) = I.
where ũ, ṽ, α̃n, β̃n result from Bäcklund transformations corresponding to R(1). Therefore
R(1) and R4) are inverses to each other.
Moreover
R(3)(z, t, ũ, ṽ, α̃n, β̃n).R(2)(z, t, u, v, αn, βn) = I,
where ũ, ṽ, α̃n, β̃n result from Bäcklund transformations corresponding to R(2).
R(2)(z, t, ũ, ṽ, α̃n, β̃n).R(3)(z, t, u, v, αn, βn) = I,
where ũ, ṽ, α̃n, β̃n result from Bäcklund transformations corresponding to R(3). Therefore
R(2) and R3) are inverses to each other.
In the next three sections, we will illustrate everything we have mentioned in this section,
to the first three members of PIV hierarchy (4.3). Without loss of generality we will assume
that gn = 1.
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4.2 The first member of Jimbo-Miwa PIV hierarchy
4.2.1 Lax pairs of first member of Jimbo-Miwa PIV hierarchy
As we mentioned in section 4.1.1, the first member of hierarchy (4.3) gives equation (4.9)
which can be obtained as the compatibility condition of the following Lax pairs
∂tΨ = A(z)Ψ(z), (4.21a)
∂zΨ = B1(z)Ψ(z), (4.21b)
where, B1 = B1,0z
−1 + B1,1 + B1,2z,
B1,0 =






(2q1 − 2α1 + 1)





 , B1,2 = −2σ3,
and where p1 = u + t , q1 = v.
4.2.2 Direct problem
Equation (4.21b) has two singularity points. The first one about z = ∞ which is an irregular
singular point and the other one about z = 0 which is a regular singular point.
Solution about infinity point
Equation (4.21b) has an irregular singular point of rank 2 at z = ∞. By using the change




2 + B1,1λ + B1,2
)
Ψ1(λ). (4.22)
Equation (4.22) has an irregular singularity at λ = 0 of rank 3. Thus by proposition 2.5.3,










Substituting Ψ1(λ) and ∂λΨ1(λ) into equation (4.22) and setting G0 = I, we obtain the
following recursive relation
Gr(rI + D0) + B1,0Gr + B1,1Gr+1 −Gr+1D1 + B1,2Gr+2 − 2Gr+2D2 = 0, r ≥ −2.
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We want to solve the recursive relation to calculate D0, D1, D2 and Gr.
Substituting r = −2 into the recursive relation, we obtain B1,2 − 2D2 = 0, which implies
D2 = −σ3.
When r = −1, the recursive relation gives B1,2G1 − 2G1D2 + B1,1 −D1 = 0. This implies







Finally, substituting r = 0 into the recursive relation, we obtain




− α1)σ3 , 4g22 − 2ωg14 = ωu , 2ωg23 − vg11 =

























The actual asymptotic behavior of Ψ1 changes in certain sectors of the complex z−plane.
These sectors are asymptotic to the rays: arg z = π
4
(2j − 1), j = 0, · · · , 4.
Let Ψj(z), j = 0, · · · , 4, be solutions of equation (4.21b) such that det Ψj(z)=1, Ψj(z) ∼
Ψ(z) as |z| → ∞ in Sj : π4 (2j − 1) ≤ arg z <
π
4
(2j + 1) (see figure 4.2). Then the solutions
Ψj(z) are related by the stokes matrices Sj as follows









 , S2j =
 1 0
a2j 1























Solution about zero point
Equation (4.21b), has a regular singular point at z = 0. Thus we can write it as follows
z∂zΨ(z) = −
(









rzD , D = Diag(γi) , γi are the eigenvalues of B1,0.
Since all eigenvalues of B1,0 are γ = ±12β1, so we have D =
1
2
β1σ3. Thus the corresponding
eigenvectors of γ1 =
1
2






(2q1 − 2α1 + β1 + 1)ρ1
 , P2 =
 2ωp1ρ2





(2q1 − 2α1 + β1 + 1)ρ1 (2q1 − 2α1 − β1 + 1)ρ2
 , det A0 = 1.















Expanding the constant term of this series is, we obtain 2ω(p1t − up1)ρ1 + 2ωp1ρ1t 2ω(p1t − up1)ρ2 + 2ωp1ρ2t
2q1tρ1 + (2q1 − 2α1 + β1 + 1)ρ1t 2q1tρ1ρ2 + (2q1 − 2α1 − β1 + 1)ρ2t

=
 ω(2q1 − 2α1 + β1 + 1)ρ1 ω(2q1 − 2α1 − β1 + 1)ρ2
−2vp1ρ1 −2vp1ρ2
.
From the last expansion, we have
ρ1 = k1 exp
[∫ t (
u +






ρ2 = k2 exp
[∫ t (
u +






where k1, k2 are arbitrary complex constants.
Now, substituting Ψ2(z) and ∂zΨ2(z) into equation (4.24), and setting G0 = I, we obtain
the following recursive relation
(r + 2)Gr+2 + [Gr+2, D] = A
−1
0 B1,1A0Gr+1 + A
−1
0 B1,2A0Gr, r ≥ −2.













The relationship among the two Ψ1, Ψ2, was previously mentioned (see section 4.1.2). Then










Consider the Schlesinger transformations matrix R(z) given in equation (4.17), which leaves
the consistency condition (4.25) of the solution Ψj(z) the same but shift the exponents α1
to α̃1 = α1 ± k and map β1 to β̃1 = β1 ±m, 2k ±m ∈ 2Z.
Let R(z) = Rj(z) when z in Sj, j = 1, · · · , 4. Then the definition of stokes matrices
(4.23) implies R(z) satisfies Riemann-Hilbert problem (4.18) with boundary condition (4.19).
We want to calculate the Schlesinger transformations matrices R(1), R(2), R(3) and R(4)
which correspond to the shift α̃1 = α1 +
1
2
, β̃1 = β1 + 1, α̃1 = α1 +
1
2
, β̃1 = β1 − 1, α̃1 =
α1 − 12 , β̃1 = β1 + 1 and α̃1 = α1 −
1
2
, β̃1 = β1 − 1, respectively.
Consider the first case α̃1 = α1 +
1
2
, β̃1 = β1 + 1.











































Thus R(1)(z) has the form R(1)(z) = R1,0z
−1/2 + R1,1z
1/2.


















Expanding the last equation, we find that
R1,1z
1/2 + (R1,1G1 + R1,0)z
−1/2 + · · · = H0z1/2 + (H1 + G̃1H0)z−1/2 + · · · .
To calculate R1,1 and R1,0, we compare the corresponding coefficients of z
j in both two sides;
that is, comparing the coefficient of z1/2 in both two sides, we find that R1,1 = H0.
Also, comparing the coefficient of z−1/2 in both two sides implies that r02 =
−ω
2
, r04 = 1.
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Expanding the last equation, we find that
R1,0A0z
−1/2 + (R1,0A0G1 + R1,1A0)z
1/2 + · · · = Ã0H1z−1/2 + (Ã0H0 + Ã0G̃1H1)z1/2 + · · · .




, r03 = −2q1−2α1+β1+12ωp1 .










Turning to the second case α̃1 = α1 +
1
2
, β̃1 = β1 − 1.
By the same way we have used in the first case, we have R(2)(z) = R2,1z
1/2 + R2,0z
−1/2.
Since the value of α̃1 remained unchanged as in the first case. Thus the results which we
obtained in this case from Ψ1 will be not change; that is,
R2,1 = H0 , r02 =
−ω
2
, r04 = 1.
























Expanding the last equation, we have
R2,0A0z
−1/2 + (R2,0A0G1 + R2,1A0)z
1/2 + · · · = Ã0H0z−1/2 + (Ã0H1 + Ã0G̃1H0)z1/2 + · · · .
Comparing the coefficient of z−1/2 implies that r01 =
2q1−2α1−β1+1
4p1
, r03 = −2q1−2α1−β1+12ωp1 .
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Consider the third case α̃1 = α1 − 12 , β̃1 = β1 + 1.





















Expanding the last equation, we have
R3,1z
1/2 + (R3,1G1 + R3,0)z
−1/2 + · · · = H1z1/2 + (H0 + G̃1H1)z−1/2 + · · · .
Comparing the coefficient of z1/2 in both two sides, we find that R3,1 = H1.



























Expanding the last equation, we obtain
R3,0A0z
−1/2 + (R3,0A0G1 + R3,1A0)z
1/2 + · · · = Ã0H1z−1/2 + (Ã0H0 + Ã0G̃1H1)z1/2 + · · · .
Comparing the coefficient of z−1/2 implies r02 =
−2ω q1
2q1−2α1+β1+1 , r04 =
v q1
2q1−2α1+β1+1 .












In the fourth case α̃1 = α1 − 12 , β̃1 = β1 − 1.
Since the value of α̃1 remained unchanged as in the third case, so the results which we
obtained in this case will be unchanged; that is,



























Expanding the last equation, we have
R4,0A0z
−1/2 + (R4,0A0G1 + R4,1A0)z
1/2 + · · · = Ã0H0z−1/2 + (Ã0H1 + Ã0G̃1H0)z1/2 + · · · .
Comparing the coefficients of z−1/2 implies that r02 =
−2ωp1
2q1−2α1−β1+1 , r04 =
vp1
2q1−2α1−β1+1 .



























 , B̃1,0 =






(2ṽ − 2α̃1 + 1)
 .
53
Consider the first case j = 1, which corresponds to α̃1 = α1 +
1
2



























Expand the last equation, we get
B̃1(z) = (H0B1,2H1)z
2 + [(H0B1,1 + R1,0B1,2)H1 + H0B1,2R
−1
1,0]z + [(H0B1,2 + R1,0B1,1
+1
2
H0)H1 + (H0B1,1 + R1,0B1,2)R
−1











Direct calculation implies that the coefficients of z2 and z−2 are zero matrices.
The coefficient of z, (H0B1,1 + R1,0B1,2)H1 + H0B1,2R
−1
1,0, equals −2σ3.
The constant term, (H0B1,2 + R1,0B1,1 +
1
2
H0)H1 + (H0B1,1 + R1,0B1,2)R
−1















































+ β1 − 2
]
.
Comparing the last coefficients with the corresponding coefficient of B̃1, we obtain the
Bäcklund transformations corresponding to R(1), as follows
α̃1 = α1 +
1
2























Turning to the second case, j = 2 which corresponds to α̃1 = α1 +
1
2
, β̃1 = β1 − 1.
Since R(1) and R(2) have the same entries with except to the sign of β1, so the Bäcklund
54
transformations corresponding to R(2) are the same Bäcklund transformations corresponding
to R(1) except with the sign of β1; that is,
α̃1 = α1 +
1
2
















































Expand the last equation, we get
B̃1(z) = (H1B1,2H0)z
2 + [(H1B1,1 + R3,0B1,2)H0 + H1B1,2R
−1
3,0]z + [(H1B1,2 + R3,0B1,1
+1
2
H1)H0 + (H1B1,1 + R3,0B1,2)R
−1











Direct calculation implies that the coefficients of z2 and z−2 are zero matrices.
The coefficient of z, (H1B1,1 + R3,0B1,2)H0 + H1B1,2R
−1
3,0, equals −2σ3.
The constant term, (H1B1,2 + R3,0B1,1 +
1
2
H1)H0 + (H1B1,1 + R3,0B1,2)R
−1














































Comparing the last coefficients with the corresponding coefficient of B̃1, we obtain the
Bäcklund transformations corresponding to R(3), as follows
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Turning to the fourth case, j = 4 which corresponds to α̃1 = α1 − 12 , β̃1 = β1 − 1.
Since R(3) and R(4) have the same entries with except to the sign of β1. Then the Bäcklund
transformations corresponding to R(4) are the same Bäcklund transformations corresponding
to R(3) except with the sign of β1; that is,

















4.2.5 Successive applications of Schlesinger transformations ma-
trices
As we mentioned in section 4.1.5, we can calculate the other Schlesinger transformations
matrices R(j), j = 5, 6, · · · , from the Schlesinger transformations matrices R(j), j = 1, 2, 3, 4.
For instant, we can calculate R(5) from R(1) as follows


























where q̃1 = ṽ, p̃1 = ũ+ t, and ũ, ṽ result from the Bäcklund transformations of matrix R(1).
Here R(5) shift the exponents α1 and β1 to exponents α1 + 1 and β1 + 2, respectively.
Similarly, we can calculate R(5) from R(1) as follows
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where ũ, ṽ result from the Bäcklund transformations of matrix R(2). Here R(6) shift the
exponents α1 and β1 to exponents α1 + 1 and β1 − 2, respectively.
Again, we can calculate R(7) from R(3) as follows








































where ũ, ṽ result from the Bäcklund transformations of matrix R(3). Here R(7) shift the
exponents α1 and β1 to exponents α1 − 1 and β1 + 2, respectively.
Finally, we can calculate R(8) from R(4) as follows








































where ũ, ṽ result from the Bäcklund transformations of matrix R(4). Here R(8) shift the
exponents α1 and β1 to exponents α1 − 1 and β1 − 2, respectively.
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As we mentioned previously, the Schlesinger transformations matrices R(3) and R(2) are
inverses to each other; that is,




































. Using the Bäcklund transformation corresponding to R(2), we
obtain that the first matrix is zero matrix and the second is the identity matrix.
In addition to,
R(2)(z, t, ũ, ṽ, α̃1, β̃1)R(3)(z, t, u, v, α1, β1)
=
 1 −2ωp12q1−2α1+β1+1 − ω̃2
0 1
 +














. Using the Bäcklund transformation corresponding to R(3), we
obtain that the first matrix is zero matrix and the second is the identity matrix. Therefore
R(2) and R(3) are inverses to each other.
By the same procedures, we can obtain the same relation between R(1) and R(4); that is,
R(1) and R(4) are inverses to each other.
4.3 The second member of Jimbo-Miwa PIV hierarchy
Turning to the second member of Jimbo-Miwa PIV hierarchy which corresponds to the case
n = 2 of the hierarchy (4.3), we obtain the following system of equations
utt = 3uut − u3 − 6uv − 2tu + 2c1(ut − 2v − u2) + 4α2,
vtt =
(2uv+vt+2c1v−2α2+1)2−β22
2v+u2−ut+2t+2c1u − 2(uv + c1v)t − v(2v + u
2 − ut + 2t + 2c1u).
(4.27)



















4.3.1 Lax pairs of second member of Jimbo-Miwa PIV hierarchy
Equation (4.28) can be obtained as the compatibility condition of the following Lax pairs
∂tΨ = A(z)Ψ(z), (4.29a)
∂zΨ = B2(z)Ψ(z), (4.29b)
where, B2 = B2,0z
−1 + B2,1 + B2,2z + B2,3z
2,
B2,0 =






(2q2 − 2α2 + 1)







 −v − t ω(u + 2c1)
−1
ω
(vt + uv + 2c1v) v + t
 , B2,3 = −2σ3.
4.3.2 Direct problem
Solution about infinity point
Equation (4.29b) has an irregular singular point of rank 3 at z = ∞. Thus by proposition










Substituting Ψ1(z) and ∂zΨ1(z) into equation (4.29b), and setting G0 = I, we obtain the
recursive relation, for all r ≥ −3, as follows
Gr(rI +D0)+B2,0Gr +B2,1Gr+1−Gr+1D1 +B2,2Gr+2−2Gr+2D2 +B2,3Gr+3−3Gr+3D3 = 0.
We want to solve the recursive relation to calculate D0, D1, D2 and D3.





By the same way, substituting r = −2, into the recursive relation, we obtain that








Also, substituting r = −1 into the recursive relation, we obtain that
D1 = −tσ3 , 4g22 − 2ωg14 = ωu , 4ωg23 − 2vg11 = vt + uv.

















The actual asymptotic behavior of Ψ1 changes in certain sectors of the complex z−plane.
These sectors are asymptotic to the rays arg z = π
6
(2j − 1) , j = 0, · · · , 6.
Let Ψj(z), j = 0, · · · , 6, be the solutions of equation (4.21b) such that det Ψj(z) = 1
and Ψj(z) ∼ Ψ(z) as |z| → ∞ in Sj : π6 (2j − 1) ≤ arg z <
π
6
(2j + 1) (see figure 4.3). Then
the solutions Ψj(z) are related by the stokes matrices Sj as follows









 , S2j =
 1 0
a2j 1
































Solution about zero point





rzD, D = Diag(γi) , γi are the eigenvalues of B2,0.




σ3 , A0 =
 2ωp2ρ1 2ωp2ρ2
(2q2 − 2α2 + β2 + 1)ρ1 (2q2 − 2α2 − β2 + 1)ρ2
 , det A0 = 1,
where
ρ1 = k1 exp
[∫ t (
u +






ρ2 = k2 exp
[∫ t (
u +






k1, k2 are arbitrary constants.
Now, substituting Ψ2(z) and ∂zΨ2(z) into equation (4.29b), and setting G0 = I, we obtain
recursive equations as follows
(r + 2)Gr+2 + [Gr+2, D] = A
−1
0 B1,1A0Gr+1 + A
−1
0 B1,2A0Gr, r ≥ −3.













The relationship among the two Ψ1, Ψ2, previously mentioned (see section 4.1.2). Then the










Again, consider the Schlesinger transformations matrix R(z) given in equation (4.17), which
leaves the consistency condition (4.31) of the solution Ψ(z) the same but shift the exponents
α2 to α̃2 = α2 ± k and map β2 to β̃2 = β2 ±m, 2k ±m ∈ 2Z.
Let R(z) = Rj(z) when z in Sj, j = 1, · · · , 6. Then the definition of stokes matrices
(4.30) implies R(z) satisfies Riemann-Hilbert problem (4.18) with boundary condition (4.19).
By the same way that we have used in section 4.2.3, we can calculate the Schlesinger
transformations matrices R(j), j = 1, 2, 3, 4. which correspond to α̃2 = α2 +
1
2




, β̃2 = β2−1, α̃2 = α2− 12 , β̃2 = β2+1 and α̃2 = α2−
1
2

























































(2q̃2 − 2α̃2 + 1)
 , B̃2,1 =
 −v − t ω(u + 2c1)
−1
ω








 , B̃2,3 = −2σ3, p̃2 = 12(ũ2 + 2c1ũ− ũt + 2ṽ + 2t), q̃2 = 12 (ṽt + 2ũṽ + 2c1ṽ) .
Consider the first case, j = 1, which corresponds to α̃2 = α2 +
1
2



























Expand the last equation, we get that
B̃2(z) = (H0B2,3H1)z
3 + [(H0B2,2 + R1,0B2,3)H1 + H0B2,3R
−1
1,0]z
2 + [(H0B2,1 + R1,0B2,2)H1
+(H0B2,2 + R1,0B2,3)R
−1
1,0]z + [(H0B2,0 + R1,0B2,1 +
1
2
H0)H1 + (H0B2,1 + R1,0B2,2)R
−1
1,0]





1,0 + (R1,0B2,0 − 12R1,0)H1]z




Comparing the coefficients of zj, j = −2, 0, 1, 2, 3, with the corresponding coefficients of B̃2,
we obtain the Bäcklund transformations corresponding to R(1), as follows
α̃2 = α2 +
1
2





















Turning to the second case, j = 2 which corresponds to α̃2=α2 +
1
2
, β̃2=β2 − 1.
Since R(1) and R(2) have the same entries with except to the sign of β2. Then the Bäcklund
transformations corresponding to R(2) are the same Bäcklund transformations corresponding
to R(1) except with the sign of β2; that is,
α̃2 = α2 +
1
2















































Expand the last equation, we find that
B̃2(z) = H0B2,3H0z
3 + [(H1B2,2 + R3,0B2,3)H0 + H1B2,3R
−1
3,0]z
2 + [(H1B2,1 + R3,0B2,2)H0
+(H1B2,2 + R3,0B2,3)R
−1
3,0]z + [(H1B2,0 + R3,0B2,1 +
1
2
H1)H0 + (H1B2,1 + R3,0B2,2)R
−1
3,0]





3,0 + (R3,0B2,0 − 12R3,0)H0]z




Comparing the coefficients of zj, j = −2, 0, 1, 2, 3, with corresponding coefficients of B̃2, we
obtain the Bäcklund transformations corresponding to R(3), as follows
















ω̃ = − 4ωp2
2q2−2α2+β2+1 .
Turning to the fourth case, j = 4, which corresponds to α̃2=α2 − 12 , β̃2=β2 − 1.
Since R(3) and R(4) have the same entries with except to the sign of β2. Then the Bäcklund
transformations corresponding to R(4) are the same Bäcklund transformations corresponding
to R(3) except with the sign of β2; that is,
















ω̃ = − 4ωp2
2q2−2α2−β2+1 .
The last Schlesinger transformations matrices R(1), R(2), R(3) and R(4) and their correspond-
ing Bäcklund transformations, were obtained by Sakka [14].
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4.4 The third member of Jimbo-Miwa PIV hierarchy
In the case of the third member of Jimbo-Miwa PIV hierarchy [33] which corresponding to
the case n = 3 of the hierarchy (4.3), we obtain the following system of equations
uttt = 2vtt + 2 (2u + c2) utt + 3u
2
t − 2 (3v + 3u2 + 3c2u + 2c1) ut + (3v + 6u2
+6c2u + 4c1) v + (u
2 + 2c2u + 4c1) u
2 + 4tu− 8α3,
vttt =
(vtt + (3u + 2c2) vt + (3v + 3u
2 + 4c2u + 4c1) v − 4α3 + 2)2 − β23
utt − (3u + 2c2) ut + (6v + u2 + 2c2u + 4c1) u + 4c2v + 4t
− vutt
− (3u + 2c2) (vtt + 2v2 + vut)− (6v + 3u2 + 4c2u + 4c1) vt − 3utvt − 4tv
−u (u2 + 2c2u + 4c1) v.
(4.33)
4.4.1 Lax pairs of the third member of Jimbo-Miwa PIV hierarchy













 , B3,0 =





(2q3 − 2α3 + 1)
 ,
B3,1 =






(vt + 2uv + 2c2v + 2t)
 ,
B3,2 =
 −(v + 2c1) ω(u + 2c2)
−1
ω
(vt + uv + 2c2v) v + 2c1

















vtt + (3u + 2c2)vt + (3u





Solution about infinity point
Equation (4.34b) has an irregular singular point of rank 4 at z = ∞. Thus it has asymptotic










Substituting Ψ1(λ) and ∂λΨ1(λ) into equation (4.34b), and setting G0 = I, we obtain the
following recursive relation
Gr(rI + D0) + B3,0Gr + B3,1Gr+1 −Gr+1D1 + B3,2Gr+2 − 2Gr+2D2 + B3,3Gr+3 − 3Gr+3D3
+ B3,4Gr+4 − 4Gr+4D4 = 0 , r ≥ −4.
We want to use the recursive relation to calculate D0, D1, D2, D3, D4 and Gr.
















Again, substituting r = −3 into the recursive relation implies
D2 = −c1σ3 , 4g22 − 2ωg14 = ωu , 4ωg23 − 2vg11 = vt + uv.
When r = −1, the recursive relation gives
D1 = −tσ3 ,
8g32 − 4ωg24 − 2uωg14 = ω (u2 + v − ut) ,
8ωg33 − 4vg21 − 2 (uv + vt) g11 = vtt + 2uvt + v (u2 + v + ut) .





















The actual asymptotic behavior of Ψ1 changes in certain sectors of the complex z−plane.
These sectors are asymptotic to the rays arg z = π
8
(2j − 1) , j = 0, · · · , 8.
Let Ψj(z), j = 0, · · · , 8, be the solutions of equation (4.34b) such that det Ψj(z) = 1
and Ψj(z) ∼ Ψ(z) as |z| → ∞ in Sj : π8 (2j − 1) ≤ arg z <
π
8
(2j + 1) (see figure 4.4). Then
the solutions Ψj(z) are related by the stokes matrices Sj.









 , S2j =
 1 0
a2j 1










































































Solution about zero point
As we mentioned previously, equation (4.34b), has a regular singular point at z = 0. Thus





rzD, D = Diag(γi) , γi are the eigenvalues of B3,0.






(2q3 − 2α3 + β3 + 1)ρ1 (2q3 − 2α3 − β3 + 1)ρ2
 , det A0 = 1,
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where
ρ1 = k1 exp
[∫ t (
u +






ρ2 = k2 exp
[∫ t (
u +






k1, k2 are arbitrary constants.
Now, substituting Ψ2(z) and ∂zΨ2(z) into equation (4.34b), and setting G0 = I, we obtain
the following recursive equations






, r ≥ −4.













The relationship among the two Ψ1, Ψ2, previously mentioned (see section 4.1.2). Then the









Applying the same procedures we have used in the last two cases, we will obtain the following









































Again, using the same method in two last cases, we can obtain the Bäcklund transformations
corresponding to the Schlesinger transformations matrices, R(j), j = 1, 2, 3, 4, as follows
α̃3 = α3 +
1
2





















α̃3 = α3 +
1
2


































ω̃ = − 4ωp3
2q3−2α3+β3+1 ,















ω̃ = − 4ωp3
2q3−2α3−β3+1 .
The previous Schlesinger transformations matrices R(j), j = 1, 2, 3, 4, and their correspond-
ing Bäcklund transformations were not given before.
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Chapter 5
Special Solutions of Jimbo-Miwa
Second and Fourth Painlevé
Hierarchies
In this chapter we will investigate special solutions of Jimbo-Miwa PII and PIV hierarchies
which are valid for particular values of the parameters δ, α and β. As we mentioned previ-
ously, for arbitrary values of the parameters, solutions of the Painlevé equations can not be
written in terms of classical special functions. However when the parameters take certain
values, each PII equation and PV I equation admit special solutions which can be expressed
in the terms of such functions [33].
5.1 Special solutions of Jimbo-Miwa PII hierarchy
The second Painlevé equation admits two classes of special solutions. When δ equals an
integer, PII equation can be solved by rational functions, and w hen δ equals a half-integer,
PII equation has a one-parameter family of solutions written in the terms of Airy function.
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In this section we will show that the Jimbo-Miwa PII hierarchy (3.2) has special solutions
δn = −1 , v = ut, and u satisfies some equation in each case of n = 1, 2, 3.
Moreover, we will use the Bäcklund transformations to obtain infinite hierarchies of a special
and rational solutions of some equation in each case of n = 1, 2, 3.
5.1.1 Special solutions of the first member of Jimbo-Miwa PII hi-
erarchy
Consider the first member of Jimbo-Miwa PII hierarchy (3.2)
−ut + u2 + 2v + 2g2t = 0,
vt + 2uv − 2δ1 = 0.
(5.1)
Substituting v = ut into equations (5.1), we obtain
ut + u
2 + 2t = 0, (5.2a)
utt + 2uut − 2δ1 = 0. (5.2b)
Differentiating equation (5.2a), and eliminating u from the resulting equation and equation
(5.2b), we obtain that equation (5.1) has a special solution δ1 = −1, v = ut and u satisfies
the Riccati equation (5.2a).
If we apply the transformation , u = yt
y
, then equation (5.2a) implies the Airy function
solutions of PII equation
ytt + 2ty = 0. (5.3)
Now, we can obtain another type of special solutions of equation (5.1) from the Bäcklund
transformations corresponding to R(1) and R(2). The Bäcklund transformations, correspond-
ing to R(1), breaks down when u
2 + v + 2t = 0. Substituting this term into equation (5.1),
we obtain that v = ut. We have shown previously that equation (5.1) has a special solution
δ1 = −1, v = ut and u satisfies the Riccati equation (5.2a).
Also, the Bäcklund transformations corresponding to R(2) breaks down when v = δ1 = 0.
Substituting these values into equation (5.1), we obtain
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ut − u2 − 2t = 0. (5.4)
Applying the transformation u = −yt
y
, then equation (5.2a) implies the Airy function solu-
tions (5.3) of PII equation. Therefore, we have shown that if δ1 = 0, then equation (5.1)
admits a special solution u = −yt
y
, where y is a solution of equation (5.4).
Finally, we will use the Bäcklund transformations corresponding to R(1) and R(2) to
obtain infinite hierarchies of special solutions of equation (5.1). If we start by the solution
v = 0 , u = −yt
y
, δ1 = 0,
where y satisfies equation (5.3), then the Bäcklund transformations corresponding to R(1)











, δ̃1 = 1.
Also, if we start by the solution
v = ut , u =
yt
y
, δ1 = −1,
where y satisfies equation (5.3), then the Bäcklund transformations corresponding to R(2)
gives the following new solution












, δ̃1 = −2.
By the same way, we can obtain infinite hierarchies of special solutions of equation (5.1).
As we mentioned previously, we can use the Bäcklund transformations infinite hierarchies
of rational solutions of equation (5.1). If we start by the solution




Then the Bäcklund transformations corresponding to R(1) gives the following new solution















, ˜̃v(t) = − 1
4t2




Continuing in this method, we will obtain infinite hierarchies of rational solutions of equation
(5.1). Similarly, we can use the Bäcklund transformations corresponding to R(2) to obtain
infinite hierarchies of rational solutions of equation (5.1)
5.1.2 Special solutions of the second member of Jimbo-Miwa PII
hierarchy
Turning to the second member of Jimbo-Miwa PII hierarchy (3.2)
utt − 3uut + u3 + 6uv + 4c0u + 4t = 0,
vtt + 3v
2 + 3uvt + 3u
2v + 4c0v − 4δ2 = 0
(5.5)
Substituting v = ut into equation (5.5), we obtain
utt + 3uut + u
3 + 4c0u + 4t = 0, (5.6a)
uttt + 3uutt + 3u
2
t + 3u
2ut + 4c0ut − 4δ2 = 0. (5.6b)
Differentiating equation (5.6a), and eliminating u from the resulting equation and equation
(5.6b), we obtain that equation (5.5) has a special solution δ2 = −1, v = ut and u satisfies
the equation (5.6a).
If we apply the transformation u = yt
y
, then equation (5.6a) reduces to the linear equation
yttt + 4c0yt + 4ty = 0. (5.7)
Again, we can obtain another type of special solutions of equation (5.1) from the Bäcklund
transformations corresponding to R(1) and R(2). The Bäcklund transformations, correspond-
ing to R(1), breaks down when v = ut and 2uut− vt− u3− 5uv− 4c0u− 4t = 0. Eliminating
v from these equations we obtain equation (5.6a). We shown previously, that equation (5.5)
has a special solution δ2 = −1, v = ut and u satisfies equation (5.6a).
Similarly, the Bäcklund transformations corresponding to R(2) breaks when v = δ2 = 0.
Substituting these values into equation (5.5), we obtain
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utt − 3uut + u3 + 4c0u + 4t = 0.
The solution of last equation is given by u = −yt
y
, where y is a solution of the linear equation
yttt + 4c0yt − 4ty = 0. (5.8)
Therefore we have shown that if δ2 = 0, then equation (5.5) admits a special solution
u = −yt
y
, where y is a solution of the last equation.
We can obtain infinite hierarchies of a special solutions of equation (5.5). If we apply the
Bäcklund transformations corresponding to R(1), to the solution
v = 0 , u = −yt
y
, δ2 = 0,














y(yytt − y2t )
, δ̃2 = 1.
Applying the Bäcklund transformations corresponding to R(2) to the solution
v = ut , u =
yt
y
, δ2 = −1,








(y2yttt − y3t )(y2yttt − 3yytytt + 2y3t )






y2yttt − 2yytytt + y3t
(yytt − y2t )2
, δ̃2 = −2.
By the same way, we can obtain infinite hierarchies of solutions of equation (5.5).
5.1.3 Special solutions of the third member of Jimbo-Miwa PII
hierarchy
In the case of the third member of Jimbo-Miwa PII hierarchy (3.2)
−uttt + 6v2 + 2vtt + 4uutt − 6vut − 6u2ut + 3u2t + 12u2v + u4 + 8c0u
+ 4c1 (u
2 − ut + 2v) + 8t = 0,
vttt + 6vvt + 2vutt + 2utvt + 12uv
2 + 4u3v + 6u2vt + 4uvtt + 8c0v
+ 4c1 (vt + 2uv)− 8δ3 = 0.
(5.9)
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Substituting v = ut into equation (5.9), we obtain
uttt + 4uutt + 3u
2
t + 2(3u
2 + 2c1)ut + u(u
3 + 4c1u + 8c0) + 8t = 0, (5.10a)
utttt + 4uuttt + 2(3u
2 + 5ut + 2c1)utt + 12uu
2
t + 4(u
3 + 2c1u + 2c0)ut − 8δ3 = 0. (5.10b)
Differentiating equation (5.10a), and eliminating u from the resulting equation and equation
(5.10b), we obtain that equation (5.9) has a special solution δ3 = −1, v = ut and u satisfies
the equation (5.10a).
If we apply the transformation u = yt
y
, then equation (5.10a) reduces to linear equation
ytttt + 4c1ytt + 8c0yt + 8ty = 0. (5.11)
Therefore we have shown that if δ3 = −1, then equation (5.9) admits a special solution
u = yt
y
, where y is a solution of the equation (5.11).
Again, we want to use the Bäcklund transformations corresponding to R(2) to obtain
special solutions of equation (5.9). The Bäcklund transformations corresponding to R(2),
breaks down when v = δ3 = 0. Substituting these values into equation (5.9), we obtain
uttt − 4uutt − 3u2t + 2(3u2 + 2c1)ut − u(u3 + 4c1u + 8c0)− 8t = 0.
If we apply the transformation u = −yt
y
, then the equation reduces to linear equation
ytttt + 4c1ytt − 8c0yt + 8ty = 0. (5.12)
Therefore we have shown that if δ3 = 0, then equation (5.9) admits a special solution
u = −yt
y
, where y is a solution of the equation (5.12).
We can obtain infinite hierarchies of a special solutions of equation (5.9). If we apply the
Bäcklund transformations corresponding to R(1), to the solution
v = 0 , u = −yt
y
, δ3 = 0,









y2yttt − 2yytytt + y3t
y(y2t − yytt)
, δ̃3 = 1.
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Applying the Bäcklund transformations corresponding to R(2) to the solution
v = ut , u =
yt
y
, δ3 = −1,






ttt − 2ytyttyttt + 3y3tt)
(yytt − y2t )2
, ũ =
y2yttt − 2yytytt + y3t
(yytt − y2t )2
, δ̃3 = −2.
By the same way, we can obtain infinite hierarchies of special solutions of equation (5.9).
Therefore we have shown that if δn = −1. Then equation (3.2) admits a special solution
v = ut and u satisfies the linearizable equation in each case of n = 1, 2, 3.
5.2 Special solutions of Jimbo-Miwa PIV hierarchy
It is known that, for certain values of parameters α and β, PIV equation possess rational
solutions and solutions expressible in terms of Weber-Hermite functions.
In this section we will show that PIV hierarchy (4.3) has a special solutions
2αn ± βn = −1 , v = ut, and u satisfies some equation in each case of n = 1, 2, 3.
5.2.1 Special solutions of the first member of Jimbo-Miwa PIV
hierarchy
Consider the first member of Jimbo-Miwa PIV hierarchy (4.3)
ut = 2v + u




− v(u + t).
(5.13)
Substituting v = ut into equations (5.13), we obtain
−ut = u2 + tu− 2α1, (5.14a)
utt =
(2ut − 2α1 + 1)2 − β21
4(u + t)
− (u + t)ut. (5.14b)
Differentiating equation (5.14a), and eliminating u from the resulting equation and equation
(5.14b), we obtain that equation (5.13) admits a special solution 2α1±β1 = −1, v = ut and
u solves the Riccati equation (5.14a).
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If we apply the transformation , u = yt
y
, then equation, then equation (5.14a) implies the
Weber-Hermite function solutions of PIV equation
ytt + tyt − 2α1y = 0. (5.15)
Now, we can obtain another type of special solutions of equation (5.13) from the Bäcklund
transformations corresponding to R(j), j = 1, 2, 3, 4, to obtain infinite hierarchies of rational
solutions of equation (5.13). For instant, if we start by the solution,
v = 0 , u = 0 , α1 = 0 , β1 = 1,
then the Bäcklund transformations corresponding to R(2) yields the following solutions
ṽ = 0 , ũ =
3
2t
− t , α̃1 =
1
2
, β̃1 = 2,









, ˜̃α1 = 1 ,
˜̃β1 = 3,
Continuing in this procedure, we obtain infinite hierarchies of rational solutions of equation
(5.13). By the same way, we can obtain infinite hierarchies of rational solutions of equation
(5.13) by using the Bäcklund transformations corresponding to R(j), j = 1, 3, 4.
5.2.2 Special solutions of the second member of Jimbo-Miwa of
PIV hierarchy
Turning to the second member of Jimbo-Miwa PIV hierarchy (4.3)
utt = 3uut − u3 − 6uv − 2tu + 2c1(ut − 2v − u2) + 4α2,
vtt =
(2uv+vt+2c1v−2α2+1)2−β22
2v+u2−ut+2t+2c1u − 2(uv)t − 2c1vt
− (2v + u2 − ut + 2t + 2c1u)v.
(5.16)
Substituting v = ut into equation (5.16), we obtain
utt + (3u + 2c1) ut + u
3 + 2c1u
2 + 2tu− 4α2 = 0, (5.17a)
uttt + 3uutt + 3u
2
t + 3u
2ut + 4c0ut − 4δ2 = 0. (5.17b)
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Differentiating equation (5.17a), and eliminating u from the resulting equation and equation
(5.17b), we obtain that equation (5.16) has a special solution 2α2 ± β2 = −1, v = ut and u
satisfies the equation (5.17a).
If we apply the transformation u=yt
y
, then equation (5.17a) reduces to the linear equation
yttt + 2c1ytt + 2tyt − 4α2y = 0. (5.18)
The Bäcklund transformations corresponding to R(1) breaks down when v = ut and 2up2 +
2q2 − 2α2 + β2 + 1 = 0, where p2, q2 as defined previously. Substituting v = ut into
2up2 + 2q2 − 2α2 + β2 + g2 = 0, we obtain
utt + (3u + 2c1)ut + (u
2 + 2c1u + 2t)u− 2α2 + β2 = −1. (5.19)
Using equation (5.17a), we obtain that 2α2 + β2 = −1. Therefore, equation (5.16) has a
special solution 2α2 + β2 = −1, v = ut and u satisfies the equation (5.19)
Similarly, we can use the Bäcklund transformations corresponding to R(2) to obtain that
equation (5.17a) has a special solution 2α2 − β2 = −1, v = ut and u satisfies the equation
utt + (3u + 2c1)ut + (u
2 + 2c1u + 2t)u− 2α2 − β2 = −1. (5.20)
We can use the Bäcklund transformations to obtain infinite hierarchies of rational solutions
of equation (5.16). If we start by the solution of equation (5.16)
v = 0 , u = 0 , α2 = 0 , β2 = 1.










, β̃2 = 2.








˜̃α2 = 1 ,
˜̃β2 = 3.
By the same way, we can obtain infinite hierarchies of rational solutions of equation (5.16)
by using the Bäcklund transformations corresponding to R(1). By the same way, we can
obtain infinite hierarchies of rational solutions of equation (5.16) by using the Bäcklund
transformations corresponding to R(j), j = 2, 3, 4.
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5.2.3 Special solutions of the third member of Jimbo-Miwa PIV
hierarchy
In the case of the third member of Jimbo-Miwa PIV hierarchy (4.3)
uttt = 2vtt + 2 (2u + c2) utt + 3u
2
t − 2 (3v + 3u2 + 3c2u + 2c1) ut + (3v + 6u2
+6c2u + 4c1) v + (u
2 + 2c2u + 4c1) u
2 + 4tu− 8α3,
vttt =
(vtt + (3u + 2c2) vt + (3v + 3u
2 + 4c2u + 4c1) v − 4α3 + 2)2 − β23
utt − (3u + 2c2) ut + (6v + u2 + 2c2u + 4c1) u + 4c2v + 4t
− vutt
− (3u + 2c2) (vtt + 2v2 + vut)− (6v + 3u2 + 4c2u + 4c1) vt − 3utvt − 4tv
−u (u2 + 2c2u + 4c1) v.
(5.21)
Substituting v = ut into equation (5.21), we obtain




(uttt + (3u + 2c2) utt + 3u
2
t + (3u
2 + 4c2u + 4c1) ut − 4α3 + 2)2 − β23
utt + (3u + 2c2) ut + (u2 + 2c2u + 4c1) u + 4t
− (3u + 2c2) (uttt + 3u2t )− (10ut + 3u2 + 4c2u + 4c1) utt − 4tut
− u (u2 + 2c2u + 4c1) ut.
(5.22b)
Differentiating equation (5.22a), and eliminating u from the resulting equation and equation
(5.22b), we obtain that equation (5.21) has a special solution 2α3 ± β3 = −1, v = ut and u
satisfies the equation (5.22a).
If we apply the transformation u=yt
y
, then equation (5.21a) reduces to the linear equation
ytttt + 2c2yttt + 4c1ytt + 4tyt − 8α3y = 0. (5.23)
Now, we can obtain another type of special solutions of equation (5.25) from the Bäcklund
transformations. The Bäcklund transformations corresponding to R(1) break when v = ut
and 2up3 + 2q3 − 2α3 + β3 + 1 = 0 , p3 , q3 as we defined them previously. Substituting






2 +4tu− 4α3 +2β3 = −2.
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Using equation (5.21a), we obtain that 2α3 + β3 = −1. Therefore, equation (5.21) has a
special solution 2α3 + β3 = −1, v = ut and u satisfies the last equation.
By the same procedure, we doing in the previous section, we can obtain infinite hierarchies
of rational solutions of equation (5.21). We start from the same solution which we have
started in the previous section.
Therefore, we have shown that, if 2αn + βn = −1, then equation (4.3) admits a special




We have studied in detail the Schlesinger transformations and their corresponding Bäcklund
transformations of the first three members of the Jimbo-Miwa PII and PIV hierarchies.
For the second member of the Jimbo-Miwa PII hierarchy, the Schlesinger transformations





















respectively. For the third member of the Jimbo-Miwa PII hierarchy, the Schlesinger trans-
formations corresponding to the shifts δ̃3 = δ3 + 1, δ̃3 = δ3 − 1, have the same forms as
those of the second member. So, it seems that the Schlesinger transformations of every nth
member of the Jimbo-Miwa PII hierarchy, n ≥ 4, will have the same forms as the second
and third members. This need more investigations.
Moreover, we have derived the Schlesinger transformations and their corresponding Bäcklund
transformations of the second member of the Jimbo-Miwa PIV hierarchy. The Schlesinger
transformations which correspond to the shifts α̃2 = α2 +
1
2




β2 − 1, α̃2 = α2 − 12 , β̃2 = β2 + 1 α̃2 = α2 −
1
2








































respectively. Their corresponding Bäcklund transformations were
α̃2 = α2 +
1
2





















α̃2 = α2 +
1
2



































ω̃ = − 4ωp2
2q2−2α2+β2+1 .
















ω̃ = − 4ωp2
2q2−2α2−β2+1 .
For the third member of the Jimbo-Miwa PIV hierarchy, the Schlesinger transformations
corresponding to the shifts α̃3 = α3 +
1
2
, β̃3 = β3 + 1, α̃3 = α3 +
1
2
, β̃3 = β3 − 1, α̃3 =
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α3 − 12 , β̃3 = β3 + 1, α̃3 = α3 −
1
2







































. The corresponding Bäcklund transformations were
α̃3 = α3 +
1
2





















α̃3 = α3 +
1
2



































ω̃ = − 4ωp3
2q3−2α2+β2+1 .
















ω̃ = − 4ωp3
2q3−2α3−β3+1 .
So, it seems that the Schlesinger transformations which correspond to the shifts α̃n = αn +
1
2
, β̃n = βn+1, α̃n = αn+
1
2
, β̃n = βn−1, α̃n = αn− 12 , β̃n = βn+1, α̃n = αn−
1
2
, β̃n = βn−1,
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respectively, and their corresponding Bäcklund transformations should take the form
α̃3 = αn +
1
2





















α̃3 = αn +
1
2



































ω̃ = − 4ωpn
2qn−2α2+β2+1 .
















ω̃ = − 4ωpn
2qn−2αn−βn+1 .
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