We explore approaches for improving the performance of intrusive or embedded stochastic Galerkin uncertainty quantification methods on emerging computational architectures. Our work is motivated by the trend of increasing disparity between floating-point throughput and memory access speed on emerging architectures, thus requiring the design of new algorithms with memory access patterns more commensurate with computer architecture capabilities. We first compare the traditional approach for implementing stochastic Galerkin methods to non-intrusive spectral projection methods employing high-dimensional sparse quadratures on relevant problems from computational mechanics, and demonstrate the performance of stochastic Galerkin is reasonable. Several reorganizations of the algorithm with improved memory access patterns are described and their performance measured on contemporary manycore architectures. We demonstrate these reorganizations can lead to improved performance for matrix-vector products needed by iterative linear system solvers, and highlight further algorithm research that might lead to even greater performance.
Introduction
Within the engineering community it has become well accepted that quantifying uncertainties in physical simulations is a critical component of rigorous predictive simulation. While there are many challenges for the accurate and efficient quantification of uncertainties, one challenge that has received significant attention in the literature is the propagation of simulation input data uncertainties to the corresponding simulation output quantities of interest. It is well known that accurately propagating uncertainties in complex physical simulations with many independent sources of uncertainty can generate extreme computational burdens due to the large amount of uncertainty information that must be resolved. In fact many forward uncertainty propagation problems become computationally intractable when all of the relevant sources of uncertainty are included and their effects need to be accurately understood.
While there are many conceptual approaches for representing uncertainties in computational simulations, in this work we focus solely on probabilistic approaches that represent uncertainties as random variables and stochastic processes. In this context, the most widely used forward uncertainty propagation methods are random sampling methods such as Monte Carlo [12, 25] , Latin hypercube sampling [18, 24] , and many their variants [26] which only require repeated simulations at random realizations of the uncertain input data. These methods are ideal in the sense that they do not require any modifications of the computational simulation to implement, and their cost does not strongly depend on the number of uncertainty sources. However, their poor convergence rates often imply a prohibitively large number of samples are required when the simulations output uncertainties must be resolved to higher accuracy. To remedy this, methods such as stochastic collocation [2, 27, 28, 46] non-intrusive spectral projection [37] , and intrusive stochastic Galerkin [16, 17, 47] have been developed that exploit regularity of the simulation with respect to the uncertain input data to achieve faster convergence rates, at the expense of introducing strong dependence of their computational cost on the number of uncertain sources. Furthermore, these methods lose their fast convergence rates when regularity is lost anywhere in the range of the uncertain data. Thus methods that reduce the number of independent sources of uncertainty by eliminating those that have negligible contribution to the output quantities of interest [15, 23, 28] continue to be developed, as well as those that adapt the representation in a piecewise fashion to retain fast convergence in locally smooth regions [13, 22, 44] .
In this work we take a step back from the study of algorithmic approaches to reducing the forward uncertainty quantification computational burden, and investigate how these algorithms themselves are applied to computational simulations and implemented on computer architectures. Most of the methods listed above are non-intrusive and only require repeated evaluation of the simulation at numerous realizations of the uncertain input data. Even intrusive methods such as stochastic Galerkin are typically implemented in a semi-intrusive fashion that wrap around the simulation to formulate new nonlinear systems and leverage the simulation's existing solvers and preconditioners. However, due to the dramatic increase in processor speed over the last few decades, with only more modest increases in memory access speeds, many simulations can only make use of a small fraction of the floating-point computing power available to them. This is particularly evident for implicit simulations of finite element discretizations of partial differential equations (PDEs) on unstructured grids, due to the necessity of employing sparse linear algebra [21] . Furthermore, this trend is exacerbated by the emergence of manycore computing through computer processors with multiple cores and general purpose graphics processing units with hundreds of processor cores serving as coprocessor accelerators [5] . These processors and accelerators increase the floating-point capacity even more, with at best only small increases in memory access speed. Thus as the computing power of these architectures grows, one can expect only modest reductions in the time required for any given simulation, and hence the forward propagation of uncertainty based on those simulations.
In this paper we explore how the uncertainty propagation algorithms discussed above can be redesigned to more effectively take advantage of the available floating-point processing power made available by contemporary manycore CPUs and GPUs. Specifically we focus on the sparse linear algebra problem inherent in implicit simulations of finite element discretizations of PDEs, and study how one uncertainty propagation method, the intrusive stochastic Galerkin method, can be adapted to more effectively leverage these architectures. The approach is to reorder the system so that each scalar degree-of-freedom in the original deterministic system is replaced by a block representing the stochastic Galerkin discretization. This gives rise to a sparse, block system with the outer sparsity dictated by the finite element discretization and larger, denser blocks with a more regular structure. This approach is even more intrusive than the traditional method for implementing the stochastic Galerkin method, but we demonstrate this can be worthwhile, at least in terms of the matrix-vector products needed by iterative linear solvers. 
Polynomial chaos coefficient k Superscripts Generally refer to polynomial chaos coefficients or stochastic indices Subscripts
Generally refer to components of a vector/matrix or spatial indices G k Matrix of triple products:
Column k of the (P + 1) × (P + 1) identity matrix Polynomial multiply
The rest of the paper is organized as follows. In Section 2 we review the mathematical formulation of PDEs with random inputs and their solution with traditional non-intrusive spectral projection (NISP) and intrusive stochastic Galerkin methods. Then in Section 3 we compare the performance of these two methods on representative linear and nonlinear mechanics problems, demonstrating generally comparable performance between the stochastic Galerkin and collocation methods, with the Galerkin method performing better for the linear problem and poorer for the nonlinear. We examine the structure of the stochastic Galerkin system in more detail in Section 4 and derive a reorganization of the system with the goal of improving memory access patterns particularly for the nonlinear case. We describe several approaches for implementing the reordered system, and several alternative computational kernels for matrix-vector products needed by iterative linear solvers. We then present several computational studies comparing the original and reordered systems on multicore CPU and GPU architectures, demonstrating computational speed-ups for the reordered approach in some cases. Finally we conclude in Section 5 summarizing our results and outline further research directions. To aid the reader we provide a short summary of notation used throughout the paper in Table 1 .
Solution methods for PDEs with random inputs
In this section we review NISP and stochastic Galerkin methods applied to PDEs with uncertain input data. We will assume the system of interest is modelled by a set of m, possibly nonlinear, PDEs. For simplicity, we will assume a steady-state problem, however the generalization to timedependent problems is straightforward. Let ( , B, μ) be a complete probability space where is the set of outcomes, B is the σ -algebra of measurable events, and μ : → [0, 1] is the probability measure. We assume the problem depends on a finite set of M independent random variables Y i : 
Define L 2 μ ( ) to be the set of real-valued square-integrable functions on , D ⊂ R d to be the physical domain, and H i (D) to be a Hilbert space of real-valued functions onD, the closure of D,
which is isomorphic to the tensor space [3] . Consider the following abstract problem: find an unknown function
Here F is a differential operator and G is a set of boundary conditions, both depending on the random vector Y . By the Doob-Dynkin Lemma [31] , the solution v can be parameterized by the same random vector
. Equation (1) can then be discretized in space using any suitable method, e.g. the finite element, finite volume, or finite difference method, to arrive at the semi-discrete nonlinear problem
where u is the corresponding spatially discretized unknown solution vector. 
to be the semi-discrete approximate solution involving the unknown functions v i,j i (Y ). Then
where
. The final step is to then construct suitable finite dimensional subspaces of L 2 μ ( ) upon which the fully discrete approximation U to u can be built. In this work we consider finite dimensional subspaces generated by global polynomials orthogonal with respect to the joint density function ρ, often called (generalized) polynomial chaos [16, 17, 45, 47] . We do not take into consideration improvements of the method for problems in which the solution is not smooth with respect to the random variables (local methods) or the random variables have differing relative importance on the statistics of the resulting solution (anisotropic methods). 
ordered in such a way that the degree of polynomial ψ j i is j. For a given multi-index α = (α 1 , . . . , α M ), define the M-variate tensor product polynomials
Then for a given N ≥ 0, define the L M,N to be the complete polynomial space of total order at most N:
Note the dimension P + 1 of L M,N is given by
For a given N, order the basis polynomials in some suitable fashion using a single global index
which is called the truncated polynomial chaos approximation for u. The task at hand is to approximate the unknown coefficients u i , and how this is implemented gives rise to different polynomial chaos-based uncertainty propagation methods.
NISP methods
Owing to the orthogonality relation (5) we have
In the NISP method [37] , each u i is approximated through a multi-dimensional quadrature rule
where each
The method involves Q + 1 nonlinear system solves for the solution u at the Q + 1 realizations of the random variables Y , and hence is fully non-intrusive. Thus for efficiency, it is critical that Q be as small as possible. When the number of random variables M is small, tensor product rules based on Gaussian quadrature nodes for each random variable density ρ i (or alternatively other point sets such as the ClenshawCurtis points [7] ) are effective. However, when M is not small, the number of tensor product points can be excessive, and thus Smolyak sparse grid rules [4, 29, 39] are popular. However to avoid the introduction of aliasing error in the approximation (9) it is critical that the discrete orthogonality relation (5) is maintained by the discrete inner product defined by the quadrature rule. Unlike tensor product rules based on Gaussian abscissas, this is not necessarily the case for sparse grids [8, 9] and rather the Smolyak rule used in generating the sparse grids needs to be used to directly approximate the projection (10) . However for the isotropic total order basis described here, discrete orthogonality is maintained by a sparse grid derived from Gaussian abscissas and a total order index set with a linear growth rule [8] . To avoid these complications, this form of sparse grids will be used in the numerical experiments that follow. In this setting, the NISP method becomes equivalent to stochastic collocation [9] .
Stochastic Galerkin methods
The stochastic Galerkin method approximates u through orthogonal projection of the residual into L M,N :
Define
where e k is the kth column of the (P + 1)
is the total number of deterministic degrees-of-freedom, Equation (12) defines a fully coupled (spatial-stochastic) nonlinear system F(U) = 0 of n(P + 1) equations in n(P + 1) unknowns.
Typically one would employ a Newton-type nonlinear solver scheme to approximate solutions to this system:
given a suitable initial guess U 0 . This involves two primary challenges:
(1) Given an approximate solution vector U, evaluate the stochastic Galerkin residual vector F and Jacobian matrix ∂F/∂U. (2) Solve the Newton system (14) using an appropriate linear solver strategy.
Note that from the definition of F, the components f i of F are just the polynomial chaos coefficients of f (û(y); y). Furthermore, we have for i, j = 0, . . . , P,
is the truncated polynomial chaos approximation to the Jacobian operator ∂f /∂u. Hence, the stochastic Galerkin Jacobian matrix has a Kronecker product structure
where each matrix [10, 20] . The simplest for general nonlinear problems is to compute these coefficients pseudspectrally using an appropriate quadrature rule as in the NISP method:
This allows the method to be implemented 'semi-intrusively', since the code that evaluates f and ∂f /∂u need not be modified. Alternatively a scheme similar to automatic differentiation can be used to compute these coefficients using rules for each type of mathematical operation that appears within the code to evaluate f and ∂f /∂u [20, 32] . In particular, an approach based on templatebased generic programming and operator overloading allows these rules to be incorporated in such a fashion as to automatically transform the code to evaluate f and ∂f /∂u into code to evaluate {f i } and {A i } [32, 33] . For problems in which evaluating f and ∂f /∂u only involves the simple arithmetic operations of addition, subtraction, and multiplication (such as linear PDEs or PDEs with only polynomial nonlinearities), this approach can be much more efficient.
With F and ∂F/∂U in hand, the resulting Newton system (14) can be solved using standard iterative solver methods such as GMRES and CG. However for these methods to be effective, the Galerkin system must be preconditioned, and a variety of strategies for this have been investigated in the literature [36, 38, 40, 42] . Unfortunately, for general problems, all of these methods exhibit some dependence on the number of random variables M, polynomial order N, or variance of the input data, reducing the effectiveness of the method.
Finally, it is not necessary to assemble and store the full Jacobian matrix ∂F/∂U when iterative linear solver methods are used, rather Equation (17) can be used to implement the matrix-vector product in 'matrix-free form' from the polynomial chaos coefficients A k alone [34] . In particular, for any vector
The collection of triple products i j k can be precomputed and stored in a sparse format, since they only depend on the choice of polynomial basis. Moreover, for linear problems where both u and y appear linearly in f , (∂f /∂u)(û(y); y) can be represented exactly by a linear polynomial chaos expansion and thus Equation (20) becomes for linear problems
In both cases Algorithm 1 illustrates an algorithm for efficiently evaluating stochastic Galerkin matrix-vector products. In this algorithm, we define the following sets integers:
Algorithm 1: 'Matrix-free' stochastic Galerkin matrix-vector product algorithm.
For a given set S of cardinality |S|, we define S i to be the ith element of the set, 0 ≤ i < |S|. The key to the algorithm is to iterate over each matrix A k , collect all of the vectors x j together such that A k x j is required, and compute this matrix-multivector product with one sweep over the sparse matrix A k .
Performance comparisons
We now turn to the investigation of the performance of the NISP and stochastic Galerkin methods on representative linear and nonlinear PDE problems with random inputs. We demonstrate that even though the stochastic Galerkin approach involves solving very large systems of equations, it is competitive with non-intrusive methods if the system is effectively preconditioned. The formulations underlying this investigation stem from linear and nonlinear boundary value problems in elasticity. We consider an elastic body occupying a region D ∈ R 3 in the reference configuration with boundary S = ∂D. The boundary is assumed to admit the following partition corresponding to Dirichlet and Neumann boundaries, respectively, S = S ϕ ∪ S T , S ϕ ∩ S T = 0. Material points in the reference configuration are labelled by their position vector X. A deformation, ϕ : D → R 3 , is defined as an injective mapping that establishes a spatial, or deformed, configuration where material points have position vector x = ϕ(X). The gradient of the deformation mapping, F = ∂ϕ(X)/∂X, is termed the deformation gradient. We further assume there exists a functional I[ϕ] known as the potential energy of the elastic body, defined as follows:
In Equation (25) W (F) refers to the strain energy density of the body, B i the body force vector per unit mass, R the material density in the reference configuration andT i the prescribed tractions on the Neumann boundary. Taking variations of this functional yield the standard Euler-Lagrange equations corresponding to the strong form of the static elasticity governing equations:
Here, P = ∂W (F)/∂F is the first Piola-Kirchhoff stress, and N refers to the normal to the boundary in the reference configuration. Linear approximations to the governing equations can be achieved through a particular choice of strain energy functional. To this end it is useful to define the displacement vector as the difference between the current configuration and the reference configuration, u = x − X. Further, an assumption of infinitesimal displacements implies that derivatives with respect to either the reference configuration or the current configuration are approximately the same. Under these assumptions all stress measure are equivalent, i.e. P = σ, where σ is the Cauchy stress. Then the strain tensor is defined as the symmetric part of the displacement gradient H = ∂u/∂X = F − I, = : C : where the isotropic elasticity matrix C consists of the bulk modulus, κ, and the shear modulus, μ, such that the derivative of the strain energy functional with respect to strain is
The more general nonlinear case follows from the usage of finite deformation kinematics and a neo-Hookean type strain energy potential. The potential used in this case can be expressed as
In this case, the Cauchy stress can be written as
and a subsequent Piola transformation is used to map the stress back to the reference configuration for the divergence calculation, P = JσF −T . In both cases, the bulk modulus κ and the shear modulus μ used in this work are given by
where E is Young's modulus, and ν is Poisson's ratio. In our case, E is uncertain and represented by a spatially varying correlated random field with exponential covariance and unit correlation length approximated through a truncated Karhunen-Loéve expansion in M terms [17] . We assume the random variables in the Karhunen-Loéve expansion are uniform over [−1, 1]. We consider a 1 × 1 × 1 bar, pinned at one end and stretched at the other by a unit displacement. The equations are discretized in space using tri-linear finite element basis functions on a 32 × 32 × 32 hexahedral mesh. The discretized equations are implemented within the Albany/LCM framework, a demonstration of which is described in [41] , which leverages numerous packages within the Trilinos framework [19] to assemble and solve the resulting algebraic equations using distributed memory parallelism (MPI). Furthermore it incorporates automatic differentiation through template-based generic programming [32, 33] to obtain needed derivatives for Newton's method. For the NISP method, sparse-grid quadrature using Gauss-Legendre abscissas 1 provided by Dakota [1] are used with a linear growth rule to ensure discrete orthogonality of the basis. For the linear problem, the linear algebraic equations at each sample point are solved via GMRES to a residual tolerance of 10 −10 relative to the initial residual, using an algebraic multigrid preconditioner provided by ML [14] . The preconditioner used here is a single V-cycle of smoothed aggregation algebraic multigrid (SA-AMG). The multigrid smoother (the approximate solve on each level) used in the experiments is a degree two Chebyshev polynomial smoother; on the coarsest level, a direct solve is used. The grid transfers P l are created via a standard aggregation procedure: aggregates are chosen using a greedy process, the initial transfer is seeded with the elasticity rigid body modes, and a step of damped Jacobi improves the initial transfer to produce the final grid transfer. The coarse operators A l are formed explicitly via the matrix triple product A l = P T l A l−1 P l . Coarse level generation stopped once either the coarsest problem had less than 1000 rows or ten levels were created. For all experiments this yielded a hierarchy with four levels.
For the nonlinear problem, the nonlinear equations are solved via Newton's method with the solutions to the resulting linear equations at each Newton step computed by the same solver as described above using a linear solver tolerance of 10 −5 . The Newton iteration is considered to have converged when the relative norm of the Newton update is less than 10 −10 . For the stochastic Galerkin method, the Stokhos package [35] is used to assemble the linear/nonlinear algebraic equations. Since the linear problem only involves simple arithmetic operations, the template-based generic programming approach is used to evaluate the stochastic Galerkin residual (12) and Jacobian entries (16) [32, 33] . However for the nonlinear problem, the sparse-grid quadrature scheme described above is used to evaluate the stochastic Galerkin residual/Jacobian. The resulting algebraic equations are again solved via Newton's method with the same GMRES solver and with the spatial multilevel preconditioner described above coupled to a simple mean-based stochastic preconditioner. All of the calculations were run on a 32 core workstation with 4 Intel E5-4640 CPUs (8 cores/CPU), run in parallel by OpenMPI using 32 processes (each MPI process bound to a single core), and used the latest Intel MKL 11.0 optimized BLAS/LAPACK libraries (one thread per MPI process). All code was compiled with GNU GCC 4.7.2 using -O3 optimization. Figure 1 displays the mean and standard deviation of the bar deformation and corresponding von Mises stress provided by the stochastic Galerkin method applied to the nonlinear PDE problem described above, with M = 7 random variables and a polynomial order of N = 3. Figure 2 compares the performance of the stochastic Galerkin and NISP methods applied to both linear and nonlinear problems for various choices of M and N. We plot the cumulative time required to solve the necessary linear systems of equations for each method, scaled by the time to solve a single spatial linear system at the mean of the uncertain inputs, as a function of the relative error in the variance of the average displacement along the direction of the stretch, and the number of random variables M. Thus for the NISP method, this scaled time is roughly proportional to the number of samples. Note that the timings do not include the time required to assemble the matrix and right-hand side, nor the time to setup the multilevel preconditioner, both of which can be considerable. We estimate the variance error in the Galerkin and NISP solutions by computing the relative error from a stochastic Galerkin solution for polynomial order N = 5, varying N from 1 to 4 (and with sparse grid level equal to N).
These curves demonstrate the Galerkin approach can be more efficient than the non-intrusive NISP approach for the linear problem and roughly comparable in performance for the nonlinear problem. Note however, the cost of the Galerkin approach depends considerably on the quality of the spatial preconditioner, the cost of applying the preconditioner relative to matrix-vector products [11] , and since optimal preconditioning strategies for stochastic Galerkin systems are not known, the dependence of the number of linear solver iterations on the stochastic dimension M, polynomial chaos order N, and the variance of the input data. For these problems, the variance of the random field was chosen to be modest with a coefficient of variation equal to 0.1. In this regime, the problem is well preconditioned by the mean-based multilevel preconditioner, and the number of iterations is fairly constant with regard to the polynomial order and stochastic dimension. Furthermore, one can trace the degradation in performance of the stochastic Galerkin method for the nonlinear problem to the dramatically increased number of spatial matrix-vector products required by Algorithm 1 due to the decreased sparsity of the i j k triple products. In the next section, we investigate reorganizations of the algorithm for this case with improved memory access patterns on multicore CPU and GPU architectures.
Finally, we note that these experiments were conducted using distributed MPI on a single multicore workstation, primarily because the software implementing the elasticity discretization and for solving the resulting algebraic equations only support MPI parallelism. Shared MPI approaches based on threads on the other hand are often more efficient for such an architecture as they avoid the artificial communication between MPI ranks within the node at the expense of increased non-uniform memory access (NUMA) effects (see below). However, we and others [6] have generally found the performance difference between these approaches to be negligible for a single workstation node, as was the case here. Furthermore, as there is no distributed MPI over the stochastic dimensions for these examples, the (small) MPI communication costs for the NISP and Galerkin methods are comparable. Thus, one could expect the relative performance of the methods demonstrated here to be indicative of their relative performance using a threaded approach.
Stochastic Galerkin methods for manycore architectures
As described in the introduction, many simulations achieve only a small fraction of the total floating-point throughput available on existing computer architectures, particularly those involving sparse linear algebra such as the model problems discussed above. This lack of performance arises from the memory access patterns of the algorithms underlying these simulations, and to understand this we provide a brief overview of modern and emerging architectures. With this basic information it is simple to diagnose where the performance bottlenecks arise in sparse linear algebra kernels such as sparse matrix-vector multiplication. We then describe modifications of the stochastic Galerkin algorithm that attempt to mitigate these performance bottlenecks on manycore architectures.
Architecture and performance
Manycore CPUs and GPUs have diverse memory architectures and performance considerations which must be addressed by computational kernels. For example, Intel and AMD CPUs have a modest number of highly capable cores which function independently within the context of their own cache memory. In contrast NVIDIA GPUs have many simpler cores which function in teams within the context of shared cache memory [30] .
Groups of CPU cores may share some level of cache memory and a memory controller to access global memory as illustrated in Figure 3 . Threads running on CPU cores must be concerned with concurrent access to global memory -they must either avoid concurrent access to the same memory or use potentially expensive atomic operations to insure correct behaviour. A non-uniform memory access (NUMA) architecture has two or more such groups of cores each with an affinity for a region of global memory, referred to as the NUMA region. Cores have more direct and thus faster access to global memory in their own NUMA region and slower access to global memory in remote NUMA regions [48] , as illustrated in Figure 3 . Further slowdown may occur if cores from different NUMA groups concurrently access global memory in remote NUMA regions and compete for memory bus resources.
Groups of GPU cores share cache memory and access to global memory as illustrated in Figure 4 . Global memory access is most efficient when an ordered group of cores access a conformally ordered set of words in contiguous global memory; known as a coalesced memory access. Utilization of shared cache memory and coalesced memory accesses are facilitated by a two-level thread-parallel model: individual threads grouped into thread-blocks. A thread-block is a group of individual threads which run on a tightly integrated group of GPU cores ( Figure 4 ) and their execution must be tightly integrated to maximize performance on the GPU. Threadblocks function independently, similar to a CPU thread running on a CPU core, and need only be concerned with coordinating concurrent access to global memory with other thread-blocks.
For both CPU and GPU architectures, the memory bus connecting the processors to main memory often runs at a slower speed than the processors themselves, and thus each thread must try to reuse data within their local cache memory as much as possible to achieve performance. Furthermore, a random main memory access often requires several cycles to complete, whereas subsequent accesses for contiguous memory locations can complete every cycle, and thus threads should try to iterate through contiguous memory regions when a global memory access is required. If there is insufficient reuse of data within cache, the calculation throughput becomes limited by the memory architecture. If accesses stream through contiguous global memory regions, the calculation is then limited to the memory bandwidth. If this is not the case, the calculation becomes limited to the memory latency.
Sparse matrix-vector multiplication
We now discuss sparse matrix-vector multiplication within the context of the above overview of modern architectures. There are a variety of data structures and formats for storing sparse matrices that have been described in the literature [5] , each with differing levels of performance on different problems. Here, we describe the commonly used compressed row storage (CRS) format as it is most often used for unstructured problems. The CRS data structure for a general sparse matrix A ∈ R n×n consists of three arrays, denoted here by 
where nz is the number of non-zeros in A. Using these arrays the CRS matrix-vector multiplication algorithm is as follows:
Computation of each y p has contiguous memory accesses into the column index (col) array and coefficient array (a), but randomly accesses values from the x vector. For nz non-zeros in the A matrix this computation performs 2nz contiguous memory accesses (a[l] and col [l] ) and nz random memory accesses (x col [l] ) in order to perform 2nz floating-point operations with little reuse of cache. Thus depending on the structure of the matrix and the ordering of the non-zeros, the performance observed is usually somewhere between the memory latency and bandwidth limits. Since any nonintrusive uncertainty quantification method applied to the problems of interest involves a sequence of linear solves, each involving a sequence of sparse matrix-vector products, these same limitations apply. For the stochastic Galerkin matrix-vector product as described by Algorithm 1, somewhat better performance is obtained by collecting all of the vectors x j together for each A k as it allows some reuse of the matrix and column values. However by reordering the stochastic Galerkin system, we can improve these memory access patterns considerably.
Commuted stochastic Galerkin layout
The matrix-vector multiply formula (20) arises as a consequence of the Kronecker product structure of the stochastic Galerkin matrix given by Equation (17) . However this choice of layout for the stochastic Galerkin matrix is made purely out of convenience to make the method simpler to incorporate into simulation codes by allowing reuse of the code's matrix and vector data structures, as well as its preconditioners. One can view the system as having a two-level structure, an outer structure dictated by the stochastic discretization and an inner given by the original spatial problem ( Figure 5(a) ), leading to block matrices and vectors (although the matrix-blocks are typically not formed due to memory constraints and Equation (20) is used instead). However, we are free to organize this system any way we see fit, in particular to organize it as a block system dictated by the spatial problem, where each block is given by the stochastic discretization ( Figure 5(b) ). Figure 5 . Two-level sparsity structure of stochastic Galerkin operator using traditional layout (a) corresponding to Equation (17) and commuted layout (b) corresponding to Equation (34) . For each figure, every non-zero in the left, outer sparsity structure is a block of size and sparsity indicated by the right, inner sparsity structure. This can result in a denser outer structure with sparse inner structure for the traditional layout (a) and a sparse outer structure with denser inner structure for the commuted layout (b).
Using the properties of Kronecker products, it is simple to show [43] this reordering amounts to commuting the terms in the Kronecker product,
yielding the commuted matrix-vector product formula
For the traditional layout of the stochastic Galerkin operator (17), we have two choices for implementing matrix-vector products: fully assemble the matrix A as defined by Equation (17) , or use the matrix-vector product formula (20) . For this commuted layout, we have similar options. We can assembleÃ as defined by Equation (34) , yielding a block matrix where the block corresponding to entry i, j is given byÃ
This leads to the block-CRS multiply algorithm discussed in Section 4.3.1. Alternatively, an approach based on scalar polynomial multiplication can be developed. For any two given scalarvalued polynomial chaos expansionsâ(y) = 
which is just the Galerkin projection ofâb onto span{ i } P i=0 . Inspection of the matrix-vector product formula (20) shows that it is nothing more than the polynomial multiply of the matrix-valued polynomialÂ(y) = 
where G i :,j represents column j of G i . Considering entry (p, q) for given deterministic and stochastic indices p and q we have
is the polynomial chaos expansion of entry (p, l) of ∂f /∂u and
and hence the commuted stochastic Galerkin matrix-vector product is equivalent to a standard spatial matrix-vector product where each scalar multiply is replaced by a scalar polynomial multiply. This leads to the polynomial-CRS multiply algorithm discussed in Section 4.3.2.
Symmetric dense-block-CRS multiply
The block structure (36) can be incorporated into the CRS matrix data structure (32) simply be replacing the matrix and vector values themselves by matrices and vectors. This leads to the simple CRS multiply formulaỹ
, and * represents matrix-vector multiplication. By construction, each matrix blockã[l] is symmetric, and thus only its upper triangular part needs to be stored and accessed. Thus, for each non-zero blockã[l], 1 2 (P + 1)(P + 2) contiguous memory accesses forã [l] and (P + 1) contiguous memory accesses (with a random starting location) for x col [l] are required in order to perform 2(P + 1) 2 floating-point operations. The CPU parallel implementation assigns each p in Equation (41) to a single CPU thread. This implementation avoids race conditions in updatingỹ p and enables the CPU thread to reusẽ a[l] coefficients in computing the upper and lower triangular contributions to the matrix-vector product. In addition, frequent access of the contiguously stored entries ofã [l] andx col [l] should increase the likelihood that these values remain in CPU cache memory throughout the computation ofỹ p .
The GPU parallel implementation assigns each p in Equation (41) [l] into the thread-block shared memory via a coalesced memory reads, and reuses these values from shared memory. Each coefficient of the matrixã[l] is concurrently accessed twice by the thread-block via coalesced memory access, improving reuse.
Polynomial-CRS multiply
The triple-product tensor i j k is shared throughout the entire CRS matrix-vector multiplication, has symmetry with respect to the multi-index (i, j, k), and is sparse. As such storage and memory accesses for the matrix coefficients can be reduced by storing the unique non-zero coefficients of the triple-product tensor instead of the blocksÃ i,j . Owing to the polynomial multiply formula (40) , the CRS multiply becomeŝ
where nowâ[l] ∈ R (P+1) is the vector of polynomial coefficients in the expansionÂ p,q (y) = P k=0 A k p,q k (y) andx p ,ŷ p are defined similarly (these are actually the same asx p andỹ p defined above with notation changed only for consistency). The unique coefficients of the triple-product tensor are computed and the non-zeros are stored in a CRS-like data structure allowing contiguous access to both the indices (i, j, k) and values i j k . Because of the symmetry of the tensor, each non-zero value could be reused up to 6 times, however to avoid atomic memory operations in the threaded implementations discussed below, we only make use of two-way symmetry:
The CPU parallel implementation assigns each p in Equation (42) to a single CPU thread. This implementation avoids race conditions in updatingŷ p values and enables a thread to reuse unique non-zero i j k coefficients as per Equation (43). Continuous access into the contiguously stored i j k should increase the likelihood that this data remains in CPU cache memory throughout the computation of y, and thus improve performance by reducing global memory accesses.
The GPU parallel implementation assigns each p in Equation (42) to a single GPU threadblock. Threads within a GPU thread-block operate in tight coordination to compute the values ofŷ k p with each k assigned to a unique collection of threads. Each thread within this collection is then assigned a set of non-zero values of i j k for this k, and each thread's non-zero product tensor values are read for each column l ∈ row[p]. The coefficients forâ[l] andx col [l] are loaded into shared memory via coalesced reads and then used according to Equation (43) , avoiding race conditions in updatingŷ k p values. To improve performance further by reducing global memory traffic, coefficients forâ[l] andx col [l] for as many columns as will fit in shared memory are read in together (where each GPU thread-block uses at most half of the available shared memory), allowing non-zero triple product values and indices to be re-used across multiple columns.
Performance study
In this section we measure the performance of the various stochastic Galerkin matrix-vector product kernels described above on contemporary CPU and GPU architectures. We consider matrix-vector products arising from a linear finite element discretization of a general nonlinear scalar PDE on a three dimensional hexahedral mesh of varying size n coupled to a general polynomial chaos discretization of varying stochastic dimension M and polynomial order N. The CPU timings were conducted on the same processor architecture as described in Section 3, namely 4 Intel Xeon E5-4640 Sandybridge CPUs, each with 8 cores per CPU, running at 2.4 GHz. Each core can theoretically execute eight double-precision floating-point operations per cycle, thus yielding a theoretical peak double-precision floating-point throughput of 614 GFLOP/s. Each CPU has 20 MB of L3 cache and is connected to 128 GB of 1600 MHz DDR3 main memory yielding a total bandwidth of 102.4 GB/s. All tests were performed with 32 threads (one thread per core). The GPU timings were conducted on a single NVIDIA K20X Kepler GPU with 2688 CUDA cores running at 0.73 GHz yielding a theoretical peak double-precision floating-point throughput of 1310 GFLOP/s. The GPU has 6 GB of 2600 MHz GDDR5 global memory with a total memory bandwidth of 250 GB/s. For these tests, ECC support was enabled, and each CUDA block can make use of up to 48 kB of local shared memory. All tests were performed in doubleprecision floating-point arithmetic. Only the time for the matrix-vector products was measured, and problem setup/post-processing time was ignored. To replicate realistic computing scenarios, we chose stochastic Galerkin problem sizes to not fit entirely in the CPU L3 cache. However, the limited global memory available on the GPU necessitated smaller problems for those experiments. All code for the GPU was compiled using the latest (version 5.5) of the NVIDIA CUDA toolkit, and calculations involving standard CRS matrices used the double-precision CRS matrix multiply function (Dcsrmv) available from the NVIDIA's cuSPARSE library.
In Figure 6 , we first measure the achieved floating-point throughput 2 (measured in GFLOP/s = 10 9 FLOP/s) of the two matrix-vector product kernels described above for a single matrix-vector product, compared to fully assembled stochastic Galerkin matrices stored as CRS sparse matrices in both the commuted and original orderings. We plot total throughput as a function of stochastic discretization size given by varying the stochastic dimension M for polynomial orders of N = 3 and N = 5. In these plots we use n = 1728 and n = 125 spatial degrees-of-freedom for the CPU and GPU timings, respectively, due to the very large amount of memory consumed by the symmetric block and flat CRS algorithms for larger stochastic discretizations. These experiments demonstrate the polynomial multiply algorithm is capable of achieving higher throughput than the flat CRS approaches on CPU and GPU architectures, however we see less improvement in throughput for the dense-block multiply algorithm on the GPU, and no improvement on the CPU. Since each of these algorithms requires a different number of floating-point operations to compute a single matrix-vector product, we show the speed-up of these approaches relative to the flat CRS approach in the original layout in Figure 7 . It is evident that the polynomial multiply is more efficient than any of the other approaches. The dense-block multiply algorithm suffers in total run-time due to the much larger number of operations necessary. Moreover, the polynomial multiply algorithm requires orders of magnitude less memory for the same problem than the other approaches.
We next compare the commuted polynomial multiply algorithm to the original matrix-free approach (Algorithm 1) for more realistic spatial problems sizes of n = 262k and n = 32k on the CPU and GPU, respectively in Figure 8 . Note that on the GPU, the matrix-times-multivector kernel needed by the original matrix-free approach copies all of the needed columns of x into contiguous memory enabling the use of the Dcrsmm cuSPARSE function. These plots demonstrate some interesting behaviour. The floating-point throughput rate of the original matrix-free approach on the CPU architecture consistently degrades as the stochastic problem size increases. This is likely due to fewer of the input vectors x j from Algorithm 1 residing in cache from prior iterations of the outermost for-loop as the problem size increases. However, the polynomial multiply algorithm maintains a rate of about 70 GFLOP/s over the entire range of problem sizes. This leads to increasing speed-up of this approach over the original matrix-free approach, surpassing a 2× speed-up for larger stochastic discretization sizes, even though the polynomial multiply algorithm requires significantly more floating-point operations. However for the GPU architecture, we observe different behaviour. The original matrix-free approach achieves a fairly consistent throughput of about 20 GFLOP/s (which is reasonable given that the performance is driven by the global memory bandwidth needed to read in matrix and vector entries), whereas the polynomial multiply approach throughput and speed-up peak for smaller problem sizes and then degrade as the problem size increases. This degradation is due to fewer sets ofâ[l] andx col [l] coefficients that can be stored in shared memory requiring more re-reads of the triple product values and indices, as well as fewer resident GPU thread-blocks (leading to lower occupancy) as the problem size increases. Ultimately this causes the polynomial multiply algorithm to have less overall improvement over the matrix-free approach on the GPU architecture.
Summary and conclusions
In this work we investigated the performance of intrusive or embedded stochastic Galerkin methods applied to PDEs with random inputs on emerging computer architectures. We compared the traditional approach for implementing the method to a standard non-intrusive spectral projection method on simple problems from computational mechanics, and showed that when the stochastic Galerkin matrix is well preconditioned, its performance is competitive with non-intrusive methods. With the memory access patterns in mind for sparse matrix-vector multiplies needed by iterative linear solvers, we then reorganized the algorithm by commuting the terms in the Kronecker product sum defining the stochastic Galerkin matrix. We demonstrated that improved performance of the commuted approach is possible and showed that a matrix-free version involving scalar polynomial multiplies leads to the best overall performance on CPU architectures with less memory consumption compared to a dense-block multiply approach. For the GPU architecture, some improvement was seen except for larger discretization sizes due to the very limited amount of fast shared memory available.
Overall, these results are encouraging, but indicate further work is necessary. In particular the small amount of shared memory available on the GPU suggests a tiled approach were only portions of the matrix and vector stochastic coefficients are read into shared memory at a time might lead to more consistent performance. Furthermore, the tensor product structure over all stochastic dimensions of the i j k triple-product values naturally suggests such a tiling where subsets of values over a smaller number of dimensions are grouped together. This might also improve the CPU architecture performance by ensuring the needed matrix and vector coefficients reside in L1 cache memory. This idea could possibly be taken even further by actually generating these coefficients 'on-the-fly' from the tensor product structure, eliminating global memory accesses of these values altogether.
