Let Q n denote the n-dimensional hypercube with the vertex set V n = {0, 1} n . A 0/1-polytope of Q n is a convex hull of a subset of V n . This paper is concerned with the enumeration of equivalence classes of full-dimensional 0/1-polytopes under the symmetries of the hypercube. With the aid of a computer program, Aichholzer completed the enumeration of equivalence classes of full-dimensional 0/1-polytopes for Q 4 , Q 5 , and those of Q 6 up to 12 vertices. In this paper, we present a method to compute the number of equivalence classes of full-dimensional 0/1-polytopes of Q n with more than 2 n−3 vertices. As an application, we finish the counting of equivalence classes of full-dimensional 0/1-polytopes of Q 6 with more than 12 vertices.
Introduction
Let Q n denote the n-dimensional hypercube with vertex set V n = {0, 1} n . A 0/1-polytope of Q n is defined to be the convex hull of a subset of V n . The study of 0/1-polytopes has drawn much attention from different points of view, see, for example, [7, 8, 12, 13, 14, 16, 22] , see also the survey of Ziegler [21] .
In this paper, we are concerned with the problem of determining the number of equivalence classes of n-dimensional 0/1-polytopes of Q n under the symmetries of Q n , which has been considered as a difficult problem, see Ziegler [21] . It is also listed by Zong [22, Problem 5 .1] as one of the fundamental problems concerning 0/1-polytopes.
An n-dimensional 0/1-polytope of Q n is also called a full-dimensional 0/1-polytope of Q n . Two 0/1-polytopes are said to be equivalent if one can be transformed to the other by a symmetry of Q n . Such a equivalence relation is also called the 0/1-equivalence relation. Figure 1 gives representatives of 0/1-equivalence classes of Q 2 , among which (d) and (e) are full-dimensional.
Sarangarajan and Ziegler [21, Proposition 8] found an lower bound on the number of equivalence classes of full-dimensional 0/1-polytopes of Q n . As far as exact enumeration is concerned, full-dimensional 0/1-equivalence classes of Q 4 were counted by Alexx Below, see Ziegler [21] . With the aid of a computer program, Aichholzer [1] completed the enumeration of full-dimensional 0/1-equivalence classes of of Q 5 , and those of Q 6 up to 12 vertices, see Aichholzer [3] and Ziegler [21] . The 5-dimensional hypercube Q 5 has been considered as the last case that one can hope for a complete solution to the enumeration of full-dimensional 0/1-equivalence classes. The objective of this paper is to present a method to compute the number of fulldimensional 0/1-equivalence classes of Q n with more than 2 n−3 vertices. As an application, we solve the enumeration problem for full-dimensional 0/1-equivalence classes of the 6-dimensional hypercube with more than 12 vertices.
To describe our approach, we introduce some notation. Denote by A n (k) (resp., F n (k)) the set of (resp., full-dimensional) 0/1-equivalence classes of Q n with k vertices. Let H n (k) be the set of 0/1-equivalence classes of Q n with k vertices that are not full-dimensional. The cardinalities of A n (k), F n (k) and H n (k) are denoted respectively by A n (k), F n (k) and H n (k). It is clear that any full-dimensional 0/1-polytope of Q n has at least n + 1 vertices, i.e., F n (k) = 0 for 1 ≤ k ≤ n.
The starting point of this paper is the following obvious relation
The number A n (k) can be computed based on the cycle index of the hyperoctahedral group. We can deduce that H n (k) = 0 for k > 2 n−1 based on a result duo to Saks. For the purpose of computing H n (k) for 2 n−2 < k ≤ 2 n−1 , we transform the computation of H n (k) to the determination of the number of equivalence classes of 0/1-polytopes with k vertices that are contained in the spanned hyperplanes of Q n . To be more specific, we show that H n (k) for 2 n−2 < k ≤ 2 n−1 can be decomposed into a disjoint union of equivalence classes of 0/1-polytopes that are contained in the spanned hyperplanes of Q n . In particular, for n = 6 and k > 16, we obtain the number of full-dimensional 0/1-equivalence classes of Q 6 with k vertices.
Using a similar idea as in the case 2 n−2 < k ≤ 2 n−1 , we can compute H n (k) for 2 n−3 < k ≤ 2 n−2 . For n = 6 and 13 ≤ k ≤ 16, we obtain the number of full-dimensional 0/1-equivalence classes of Q 6 with k vertices. Together with the computation of Aichholzer up to 12 vertices, we have completed the enumeration of full-dimensional 0/1-equivalence classes of the 6-dimensional hypercube.
The cycle index of the hyperoctahedral group
The group of symmetries of Q n is known as the hyperoctahedral group B n . In this section, we review the cycle index of B n acting on the vertex set V n . Since 0/1-equivalence classes of Q n coincide with nonisomorphic vertex colorings of Q n by using two colors, we may compute the number A n (k) from the cycle index of B n .
Let G be a group acting on a finite set X. For any g ∈ G, g induces a permutation on X. The cycle type of a permutation is defined to be a multiset {1 c 1 , 2 c 2 , . . .}, where c i is the number of cycles of length i that appear in the cycle decomposition of the permutation. For g ∈ G, denote by c(g) = {1 c 1 , 2 c 2 , . . .} the cycle type of the permutation on X induced by g. Let z = (z 1 , z 2 , . . .) be a sequence of indeterminants, and let
The cycle index of G is defined as follows
According to Pólya's theorem, the cycle index in (2.1) can be applied to count nonisomorphic colorings of X by using a given number of colors. For a vertex coloring of Q n with two colors, say, black and white, the black vertices can be considered as vertices of a 0/1-polytope of Q n . This establishes a one-to-one correspondence between equivalence classes of vertex colorings and 0/1-equivalence classes of Q n . Let Z n (z) denote the cycle index of B n acting on the vertex set V n . Then, by Pólya's theorem
where C n (u 1 , u 2 ) is the polynomial obtained from Z n (z) by substituting z i with u A n (k) = C n (1, 1).
(2.
3)
It should be noted that C n (1, 1) also equals the number of types of Boolean functions, see Chen [10] and references therein. This number is also related to configurations of n-dimensional Orthogonal Pseudo-Polytopes, see, e.g., Aguila [5] . The computation of Z n (z) has been studied by Chen [10] , Harrison and High [15] , and Pólya [18] , etc. Explicit expressions of Z n (z) for n ≤ 6 can be found in [5] , and we list them bellow. 
The method of Chen for computing Z n (z) is based on the cycle structure of a power of a signed permutation. Let us recall the notation of a signed permutation. A signed permutation on {1, 2, . . . , n} is a permutation on {1, 2, . . . , n} with a + or a − sign attached to each element 1, 2, . . . , n. Following the notation in Chen [10] or Chen and Stanley [11] , we may write a signed permutation in terms of the cycle decomposition and ignore the plus sign +. For example, (245)(3)(16) represents a signed permutation, where (245)(3)(16) is called its underlying permutation. The action of a signed permutation w on the vertices of Q n is defined as follows. For a vertex (x 1 , x 2 , . . . , x n ) of Q n , we define w((x 1 , x 2 , . . . , x n )) to be the vertex (y 1 , y 2 , . . . , y n ) as given by
where π is the underlying permutation of w.
For the purpose of this paper, we define the cycle type of a signed permutation w ∈ B n as the cycle type of its underlying permutation. For example, (245)(3)(16)(7) has cycle type {1 2 , 2, 3}. We should note that the above definition of a cycle type of a signed permutation is different from the definition in terms of double partitions as in [10] because it will be shown in Section 5 that any signed permutation that fixes a spanned hyperplane of Q n either have all positive cycles or all negative cycles.
We end this section with the following formula of Chen [10] , which will be used in Section 6 to compute the cycle index of the group that fixes a spanned hyperplane of Q n . Theorem 2.1 Let G be a group that acts on some finite set X. For any g ∈ G, the number of i-cycles of the permutation on X induced by g is given by
where µ is the classical number-theoretic Möbius function and ψ(g j ) is the number of fixed points of g j on X.
3 0/1-Polytopes with many vertices
In this section, we find an inequality concerning the dimension of a 0/1-polytope of Q n and the number of its vertices. This inequality plays a key role in the computation of
The main theorem of this section is given below.
Theorem 3.1 Let P be a 0/1-polytope of Q n with more than 2 n−s vertices, where 1 ≤ s ≤ n. Then we have dim(P ) ≥ n − s + 1.
The above theorem can be deduced from the following assertion.
Theorem 3.2 For any 1 ≤ s ≤ n, the intersection of s hyperplanes in R n with linearly independent normal vectors contains at most 2 n−s vertices of Q n .
Indeed, it is not difficult to see that Theorem 3.2 implies Theorem 3.1. Let P be a 0/1-polytope of Q n with more than 2 n−s vertices. Suppose to the contrary that dim(P ) ≤ n−s. It is known that the affine space spanned by P can be expressed as the intersection of a collection of hyperplanes. Since dim(P ) ≤ n − s, there exist s hyperplanes H 1 , H 2 , . . . , H s whose normal vectors are linearly independent such that the intersection of H 1 , H 2 , . . . , H s contains P . Let V (P ) denote the vertex set of P . By Theorem 3.2, we have
which is a contradiction to the assumption that P contains more than 2 n−s vertices of Q n . So we conclude that dim(P ) ≥ n − s + 1. Proof of Theorem 3.2. Assume that, for 1 ≤ i ≤ s,
are s hyperplanes in R n , whose normal vectors a i = (a i1 , . . . , a in ) are linearly independent. We aim to show that the intersection of H 1 , H 2 , . . . , H s contains at most 2 n−s vertices of Q n . We may express the intersection of H 1 , H 2 , . . . , H s as the solution of a system of linear equations, that is,
where A denotes the matrix (a ij ) 1≤i≤s,1≤j≤n , x = (x 1 , x 2 , . . . , x n ) T , and b = (b 1 , . . . , b s ) T , T denotes the transpose of a vector. Then Theorem 3.2 is equivalent to the following inequality
We now proceed to prove (3.2) by induction on n and s. We first consider the case s = 1. Suppose that H : c 1 x 1 + c 2 x 2 + · · · + c n x n = c is a hyperplane in R n . Assume that among the coefficients c 1 , c 2 , . . . , c n there are i of them that are nonzero. Without loss of generality, we may assume that c 1 , c 2 , . . . , c i are nonzero, and c i+1 = c i+2 = · · · = c n = 0. Clearly, H reduces to a hyperplane in the i-dimensional Euclidean space R i . Such a hyperplane with nonzero coefficients is called a skew hyperplane. Now the vertices of Q n contained in H are of the form (
. . , d n ) is contained in H. Using Sperner's lemma (see, for example, Lubell [17] ), Saks [19, Theorem 3 .64] has shown that the number of vertices of Q i contained in a skew hyperplane does not exceed
Thus the number of vertices of Q n contained in H is at most f (n, i). It is easy to check that
This yields f (n, i) ≥ f (n, i + 1) for any i = 1, 2, . . . , n − 1. Hence H contains at most f (n, 1) = 2 n−1 vertices of Q n , which implies (3.2) for s = 1.
We now consider the case s = n. In this case, since the normal vectors a 1 , . . . , a n are linearly independent, the square matrix A is nonsingular. It follows that Ax = b has exactly one solution. Therefore, inequality (3.2) holds when s = n.
So we are left with cases of n, s such that 1 < s < n. We shall use induction to complete the proof. Suppose that (3.2) holds for n ′ , s ′ such that n ′ ≤ n, s ′ ≤ s and (n ′ , s ′ ) = (n, s).
Since the normal vector a 1 is nonzero, there exists some j 0 (1 ≤ j 0 ≤ n) such that a 1j 0 = 0. Without loss of generality, we may assume a ij 0 = 0 for 2 ≤ i ≤ s since one can apply elementary row transformations to the system of linear equations Ax = b to ensure that the assumption is valid. For a vector s , where α k ∈ R for 2 ≤ k ≤ s. For 2 ≤ k ≤ s, multiplying the k-th row by α k and subtracting it from the first row, then the first equation
Note that all entries in the j 0 -th column of A ′ are zero since we have assumed a ij 0 = 0 for 2 ≤ i ≤ s. Let A ′ by adding the value of x j 0 to the j 0 -th coordinate. Concerning the number of vertices of Q n contained in x T : Ax = b , we consider the following two cases.
(1). The value x j 0 is not equal to 0 or 1. In this case, no vertex of Q n is contained in x T : Ax = b . Hence inequality (3.2) holds.
(2). The value x j 0 is equal to 0 or 1. Since every vertex of Q n contained in
By the induction hypothesis, we find
In view of (3.4), we obtain (3.2). Case 2. Suppose a
s are linearly independent. Assume that the value of x j 0 in the solutions of x T : Ax = b can be taken 0 or 1. Then the vertices of Q n contained in x T : Ax = b can be decomposed into a disjoint union of the following two sets
We first consider the set S 0 . Let A ′′ = (a j 0 1 , . . . , a j 0 s ) T be the matrix obtained from A by deleting the j 0 -th column. Then vertices of Q n contained in S 0 are obtained from the vertices of Q n−1 contained in {x T : A ′′ x = b} by adding 0 to the j 0 -th coordinate. So we have
where the inequality follows from the induction hypothesis. Similarly, we get
Combining the above two cases, inequality (3.2) is true for 1 ≤ s ≤ n. This completes the proof.
Note that the upper bound 2 n−s is sharp. For example, it is easy to see the intersection of hyperplanes
By Theorem 3.2, we see that every 0/1-polytope of Q n with more than 2 n−1 vertices is full-dimensional. As a direct consequence, we obtain the following relation.
Form Corollary 3.3, the number F n (k) for k > 2 n−1 can be computed from the cycle index of the hyperoctahedral group, that is, for k > 2 n−1
For n = 4, 5 and 6, the values of F n (k) for k > 2 n−1 are given in Tables 1, 2 Table 3 :
In this section, we shall aim to compute H n (k) for 2 n−2 < k ≤ 2 n−1 . We shall show that in this case the number H n (k) is determined by the number of (partial) 0/1-equivalence classes of a spanned hyperplane of Q n with k vertices. To this end, it is necessary to consider all possible spanned hyperplanes of Q n . More precisely, we need representatives of equivalence classes of such spanned hyperplanes.
Recall that a spanned hyperplane of Q n is a hyperplane in R n spanned by n affinely independent vertices of Q n , that is, the affine space spanned by the vertices of Q n contained in this hyperplane is of dimension n − 1. Let
be a spanned hyperplane of Q n , where |a 1 |, . . . , |a n |, |b| are positive integers with greatest common divisor 1. Let coeff(n) = max{|a 1 |, . . . , |a n |}.
It is clear that coeff(2) = coeff(3) = 1. The study of upper and lower bounds on the number coeff(n) has drawn much attention, see, for example, [4, 6, 9, 21] . The following are known bounds on coeff(n) and |b|, see, e.g., [21, Corollary 26] and [4, Theorem 5], (n − 1)
Using the above bounds, Aichholzer and Aurenhammer [4] obtained the exact values of coeff(n) for n ≤ 8 by computing all possible spanned hyperplanes of Q n up to dimension 8. For example, they showed that coeff(4) = 2, coeff(5) = 3, and coeff(6) = 5.
As will be seen, in order to compute H n (k) for 2 n−2 < k ≤ 2 n−1 , we need to consider equivalence classes of spanned hyperplanes of Q n under the symmetries of Q n . Note that the symmetries of Q n can be expressed by permuting the coordinates and changing x i to 1 − x i for some indices i. Therefore, for each equivalence class of spanned hyperplanes of Q n , we can choose a representative of the following form
where t ≤ n and 0
A complete list of spanned hyperplanes of Q n for n ≤ 6 can been found in [2] . The following hyperplanes are representatives of equivalence classes of spanned hyperplanes of Q 4 :
In addition to the above hyperplanes of R
Clearly, two spanned hyperplanes of Q n in the same equivalence class contain the same number of vertices of Q n . So we may say that an equivalence class of spanned hyperplanes of Q n contains k vertices of Q n if every hyperplane in this class contains k vertices of Q n .
To state the main result of this section, we need to define the equivalence classes of 0/1-polytopes contained in a set of points in R n . Given a set S ⊂ R n , consider the set of 0/1-polytopes of Q n that are contained in S, denoted by S(Q n ). Restricting the 0/1-equivalence relation to the set S(Q n ) indicates a equivalence relation on S(Q n ). More precisely, two 0/1-polytopes in S(Q n ) are equivalent if one can be transformed to the other by a symmetry of Q n . We call equivalence classes of 0/1-polytopes in S(Q n ) partial 0/1-equivalence classes of S for the reason that any partial equivalence class of S is a subset of a (unique) 0/1-equivalence class of Q n . Notice that for a 0/1-polytope P contained in S and a symmetry w, w(P ) is not in the partial 0/1-equivalence class of P when w(P ) is not in S(Q n ). Denote by P(S, k) the set of partial 0/1-equivalence classes of S with k vertices. Let N S (k) be the cardinality of P(S, k).
Let h(n, k) denote the number of equivalence classes of spanned hyperplanes of Q n that contain at least k vertices of Q n . Assume that H 1 , H 1 , . . . , H h(n,k) are the representatives of equivalence classes of spanned hyperplanes of Q n containing at least k vertices of Q n . Recall that H n (k) denotes the set of 0/1-equivalence classes of Q n with k vertices that are not full-dimensional. We shall define a map, denoted by Φ, from the (disjoint) union of
, then we define Φ(P i ) to be the (unique) 0/1-equivalence class in H n (k) containing P i . Then we have the following theorem.
Proof. We proceed to show that Φ is injective. To this end, we shall prove that for any two distinct partial 0/1-equivalence classes P 1 and P 2 with k vertices, their images, denoted by C 1 and C 2 , are distinct 0/1-equivalence classes. Assume that P 1 ∈ P(H i , k) and P 2 ∈ P(H j , k), where 1 ≤ i, j ≤ h(n, k). Let P 1 (resp. P 2 ) be any 0/1-polytope in P 1 (resp. P 2 ). Evidently, P 1 (resp. P 2 ) is a 0/1-polytope in C 1 (resp. C 2 ). To prove that C 1 = C 2 , it suffices to show that P 1 and P 2 are not in the same 0/1-equivalence class. We have two cases. Case 1. i = j. In this case, it is clear that P 1 and P 2 are not equivalent. Case 2. i = j. Suppose to the contrary that P 1 and P 2 are in the same 0/1-equivalence class. Then there exists a symmetry w ∈ B n such that w(P 1 ) = P 2 . Since 2 n−2 < k ≤ 2 n−1 , by Theorem 3.1 we see that P 1 and P 2 are of dimension n − 1. Since P 1 is contained in H i , H i coincides with the affine space spanned by P 1 . Similarly, H j is the affine space spanned by P 2 . This implies that w(H i ) = H j , contradicting the assumption that H i and H j belong to distinct equivalence classes of spanned hyperplanes of Q n . Consequently, P 1 and P 2 are not in the same 0/1-equivalence class. It remains to show that Φ is surjective. For any C ∈ H n (k), we aim to find a partial 0/1-equivalence class such that its image is C. Let P be any 0/1-polytope in C. Since P is not full-dimensional, we can find a spanned hyperplane H of Q n such that P is contained in H. It follows that H contains at leat k vertices of Q n . Thus there exists a representative H j (1 ≤ j ≤ h(n, k)) such that H is in the equivalence class of H j . Assume that w(H) = H j for some w ∈ B n . Then w(P ) is contained in H j . It is easily seen that under the map Φ, C i is the image of the partial 0/1-equivalence class of H j containing w(P ). Thus we conclude that the above map is a bijection. This completes the proof.
It should also be noted that in the above proof of Theorem 4.1, the condition 2 n−2 < k ≤ 2 n−1 is required only in Case 2. When k < 2 n−2 , the map Φ may be no longer an injection. For the case 2 n−3 < k ≤ 2 n−2 , we will consider the computation of H n (k) in Section 8.
As a direct consequence of Theorem 4.1, we obtain that for 2 n−2 < k ≤ 2 n−1 ,
Thus, for 2 n−2 < k ≤ 2 n−1 the computation of H n (k) is reduced to the determination of the number N H (k) of partial 0/1-equivalence classes of H with k vertices. In the rest of this section, we shall explain how to compute N H (k).
For 2 n−2 < k ≤ 2 n−1 , let H be a spanned hyperplane of Q n containing at least k vertices. Let P and P ′ be two distinct 0/1-polytoeps of Q n with k vertices that are contained in H. Assume that P and P ′ belong to the same partial 0/1-equivalence class of H. Then there exists a symmetry w ∈ B n such that w(P ) = P ′ . It is clear from Theorem 3.1 that both P and P ′ have dimension n − 1. Then H is the affine space spanned by P or P ′ . So we deduce that w(H) = H. Let F (H) = {w ∈ B n : w(H) = H} be the stabilizer subgroup of H, namely, the subgroup of B n that fixes H. So we have shown that P and P ′ belong to the same partial 0/1-equivalence class of H if and only if one can be transformed to the other by a symmetry in F (H).
The above fact allows us to use Pólya's theorem to compute the number N H (k) for 2 n−2 < k ≤ 2 n−1 . Denote by V n (H) the set of vertices of Q n that are contained in H. Let us consider the action of F (H) on V n (H). Assume that each vertex in V n (H) is assigned one of the two colors, say, black and white. For such a 2-coloring of the vertices in V n (H), consider the black vertices as vertices of a 0/1-polytope contained in H. Clearly, for 2 n−2 < k ≤ 2 n−1 , this establishes a one-to-one correspondence between partial 0/1-equivalence classes of H with k vertices and equivalence classes of 2-colorings of the vertices in V n (H) with k black vertices.
Write Z H (z) for the cycle index of F (H), and let C H (u 1 , u 2 ) denote the polynomial obtained from Z H (z) by substituting z i with u
Theorem 4.2 Assume that 2 n−2 < k ≤ 2 n−1 , and let H be a spanned hyperplane of Q n containing at least k vertices of Q n . Then we have
We will compute the cycle index Z H (z) in Section 5 and Section 6. Section 5 is devoted to the characterization of the stabilizer F (H). In Section 6, we will give an explicit expression for Z H (z).
The structure of the stabilizer F (H)
In this section, we aim to characterize the stabilizer F (H) for a given spanned hyperplane H of Q n . Let H : a 1 x 1 + a 2 x 2 + · · · + a n x n = b be a spanned hyperplane of Q n . Given w ∈ B n , let s(w) be the set of entries of w that are assigned the minus sign. In view of (2.4), it is easy to see that w(H) is of the following form
where π is the underlying permutation of w. The hyperplane w(H) in (5.1) can be rewritten as
where s(w, j) = −1 if j ∈ s(w) and s(w, j) = 1 otherwise. As an example, let H :
be a spanned hyperplane of Q 4 . Upon the action of the symmetry w = (1)(23)(4) ∈ B 4 , H is transformed into the following hyperplane
As mentioned in Section 4, for every equivalence class of spanned hyperplanes of Q n , we can choose a representative of the following form
where a 1 ≤ a 2 ≤ · · · ≤ a t (t ≤ n), and the coefficients a i 's and b are positive integers. Note that this observation also follows from (5.2). From now on, we shall restrict our attention only to spanned hyperplanes of Q n of the form as in (5.3). The following definition is required for the determination of F (H). Definition 5.1 Let H be a spanned hyperplane of the form as in (5.3). The type of H is defined to be a vector α = (α 1 , α 2 , . . . , α ℓ ), where α i is the multiplicity of i occurring in the set {a 1 , a 2 , . . . , a t }.
For example, let H :
be a spanned hyperplane of Q 5 . Then, the type of H is α = (α 1 , α 2 , α 3 ) = (2, 2, 1). For positive integers i and j such that i ≤ j, let [i, j] denote the interval {i, i+1, . . . , j}. Let α = (α 1 , α 2 , . . . , α ℓ ) be the type of a spanned hyperplane. Under the assumption that α 0 = 0, the following set
is a partition of the set {1, 2, . . . , t}. For example, let α = (2, 2, 1). Then the corresponding partition is {{1, 2}, {3, 4}, {5}}. Since (5.5) is a partition of {1, 2, . . . , t}, we can define the corresponding Young subgroup S α of the permutation group on {1, 2, . . . , t}, namely, 6) where × denotes the direct product of groups, and for i = 1, 2, . . . , ℓ, S α i is the permutation group on the interval 8) where S α i is the set of signed permutations on the interval (5.7) with all elements assigned the minus sign. Define
The following theorem gives a characterization of the stabilizer of a spanned hyperplane.
where B n,t is the group of all signed permutations on the interval [t + 1, n].
Proof. Assume that w ∈ F (H) and π is the underlying permutation of w. We aim to show that w ∈ P (H) × B n,t . Consider the expression of w(H) as in (5.2) , that is,
We claim that s(w, j) are either all positive or all negative for 1 ≤ j ≤ t. Suppose otherwise that there exist 1 ≤ i, j ≤ t (i = j) such that s(w, i) > 0 and s(w, j) < 0. Since the a i 's are all positive, we see that the coefficients s(w, i)a π(i) and s(w, j)a π(j) for the hyperplane w(H) have opposite signs. This implies that w(H) and H are distinct, which contradicts the assumption that w fixes H. We now have the following two cases. Case 1. The signs s(w, j) are all positive for 1 ≤ j ≤ t. In this case, since w(H) = H it is clear that w(H) is of the following form
where a π(j) = a j for 1 ≤ j ≤ t. Hence we deduce that, for any 1 ≤ j ≤ t, π(j) is in the interval [α 1 + · · · + α i−1 + 1, α 1 + · · · + α i−1 + α i ] that contains the element j. Thus we obtain that w ∈ S α × B n,t .
Case 2. The signs s(w, j) are all negative for 1 ≤ j ≤ t. In this case, we see that w(H) is of the following form
Since w(H) = H, we have a π(j) = a j for 1 ≤ j ≤ t and b − (a 1 + · · · + a t ) = −b. Thus we obtain w ∈ S α × B n,t . Combining the above two cases, we conclude that w ∈ P (H) × B n,t .
On the other hand, from the expression (5.10) for w(H), it is not difficult to check that every symmetry w in P (H) × B n,t fixes H. This completes the proof.
As will been seen in Section 6, for the purpose of computing the cycle index Z H (z) with respect to a spanned hyperplane H of Q n , it is often necessary to consider the structure of the subgroup P (H) of F (H). We sometimes write a symmetry π ∈ P (H) as a product form π = π 1 π 2 · · · π ℓ , which means that for i = 1, 2 . . . , ℓ, π i ∈ S α i if π ∈ S α , and π i ∈ S α i if π ∈ S α , where α is the type of H. We conclude this section with the following proposition, which will be required for the computation of Z H (z) in Section 6. Proof. To prove that π and π ′ are conjugate in P (H), it suffices to show that there exists a symmetry w ∈ P (H) such that π = wπ ′ w −1 . First, we consider the case when both π and π ′ are in S α . Since π i and π ′ i are of the same cycle type, they are in the same conjugacy class. So there is a permutation w i ∈ S α i such that π i = w i π
, where w = w 1 · · · w ℓ ∈ S α . This implies that π and π ′ are conjugate in P (H).
It remains to consider the case when both π and π ′ are in S α . Let π 0 (resp. π ′ 0 ) be the underlying permutation of π (resp. π ′ ). Then there is a symmetry w ∈ S α such that π 0 = wπ
Assume that π(x 1 , x 2 , . . . , x t ) = (y 1 , y 2 , . . . , y t ) and wπ ′ w −1 (x 1 , x 2 , . . . , x t ) = (z 1 , z 2 , . . . , z t ). Since all elements of π are assigned the minus sign, we obtain from (2.4) that
On the other hand, using (2.4), it is not hard to check that
. Therefore, we have y i = z i for 1 ≤ i ≤ t. So the claim is justified. This completes the proof.
The computation of Z H (z)
In this section, we shall derive a formula for the cycle index Z H (z) for a spanned hyperplane H of Q n . It turns out that Z H (z) depends only on the cycle structures of the symmetries in the subgroup P (H) of F (H).
Let
be a spanned hyperplane of Q n . Recall that V n (H) is the set of vertices of Q n contained in H. To compute the cycle index Z H (z), we need to determine the cycle structures of permutations on V n (H) induced by the symmetries in F (H). By Theorem 5.2, each symmetry in F (H) can be written uniquely as a product πw, where π ∈ P (H) and w ∈ B n,t . We shall define two group actions for the subgroups P (H) and B n,t , and shall derive an expression for the cycle type of the permutation on V n (H) induced by πw in terms of the cycle types of the permutations induced by π and w. Let H be a spanned hyperplane of Q n as in (6.1). However, to define the action for P (H), we shall consider H as a hyperplane in R t . Denoted by V t (H) the set of vertices of Q t that are contained in H, namely,
Since the vertices of Q n contained in H span a hyperplane in R n , it can be seen that the vertices in V t (H) span a hyperplane in R t . Since H is considered as a hyperplane in R t , we deduce that H is a spanned hyperplane of Q t . Setting n = t in Theorem 5.2, it follows that the stabilizer of H is P (H). Therefore, P (H) stabilizes the set V t (H). So any symmetry in P (H) induces a permutation on V t (H).
We also need an action of the group B n,t on the set of vertices of Q n−t . Assume that w ∈ B n,t , namely, w is a signed permutation on the interval [t + 1, n]. Subtracting each element of w by t, we get a signed permutation on [1, n − t]. In this way, each signed permutation in B n,t corresponds to a symmetry of Q n−t . Hence B n,t is isomorphic to the group B n−t of symmetries of Q n−t . This leads to an action of the group B n,t on V n−t . Let π ∈ P (H) and w ∈ B n,t . Recall that, for an element g in a group G acting on a finite set X, c(g) denotes the cycle type of the permutation on X induced by g, which is written as a multiset {1 c 1 , 2 c 2 , . . .}. In this notation, c(π) (resp. c(w)) represents the cycle type of the permutation on V t (H) (resp. V n−t ) induced by π (resp. w). The following lemma gives an expression for the cycle type c(wπ) of the induced permutation of πw on V n (H) in terms of the cycle types c(π) and c(w). Lemma 6.1 Let H : a 1 x 1 +a 2 x 2 +· · ·+a t x t = b be a spanned hyperplane of Q n , and πw be a symmetry in F (H), where π ∈ P (H) and w ∈ B n,t . Assume that c(π) = {1 (lcm(i, j))
2)
where denotes the disjoint union of multisets, and lcm(i, j) denotes the least common multiple of integers i and j.
Proof. Clearly, each vertex in V n (H) can be expressed as a vector of the following form (x 1 , . . . , x t , y 1 , . . . , y n−t ), where (x 1 , . . . , x t ) is a vertex in V t (H) and (y 1 , . . . , y n−t ) is a vertex of Q n−t . Assume that |V t (H)| = n 0 . Let V t (H) = {u 1 , u 2 , . . . , u n 0 } and Q n−t = {v 1 , v 2 , . . . , v 2 n−t }. Then each vertex in V n (H) can be expressed as an ordered pair (u i , v j ), where 1 ≤ i ≤ n 0 and 1 ≤ j ≤ 2 n−t .
Let C i = (s 1 , . . . , s i ) be an i-cycle of the permutation on V t (H) induced by π, that is, C i maps the vertex u s k to the vertex u s k+1 if 1 ≤ k ≤ i − 1, and to the vertex u s 1 if k = i. Similarly, let C j = (t 1 , . . . , t j ) be a j-cycle of the permutation on V n−t induced by w, that is, C j maps the vertex v tm to the vertex v t m+1 if 1 ≤ m ≤ j − 1, and to the vertex v t 1 if m = j. Define the direct product of C i and C j , denoted C i × C j , to be the permutation on the subset {(u s k , v tm ) :
It is not hard to check that the cycle type of
Note that the induced permutation of πw on V n (H) is the product of C i × C j , where C i (resp. C j ) runs over the cycles of the permutation on V t (H) (resp. V n−t ) induced by π (resp. w). Thus the cycle type of the induced permutation of πw on V n (H) is given by (6.2) . This completes the proof.
Before presenting a formula for the cycle index Z H (z), we need to introduce some notation. Assume that π is a symmetry in P (H) such that the cycle type of the induced permutation of π is c(π) = {1 m 1 , 2 m 2 , . . .}.
For j ≥ 1, we define
We have the following proposition. 
Proof. It follows from Proposition 5.3 that π and π ′ are conjugate in P (H). Since P (H) acts on V t (H), the permutations on V t (H) induced by π and π ′ are conjugate. So they have the same cycle type, i.e., c(π) = c(π ′ ). Since f π (z) depends only on c(π), we see that f π (z) = f π ′ (z). This completes the proof.
We now give an overview of some notation related to integer partitions. We shall write a partition λ of a positive integer n, denoted by λ ⊢ n, in the multiset form, that is, write λ = {1 m 1 , 2 m 2 , . . .}, where m i is the number of parts of λ of size i. Denote by ℓ(λ) the number of parts of λ, that is,
For two partitions λ and µ, define λ ∪ µ to be the partition obtained by joining the parts of λ and µ together. For example, for λ = {1, 2} and µ = {1 2 , 3}, then λ ∪ µ = {1 3 , 2, 3}.
Let H : a 1 x 1 + a 2 x 2 + · · · + a t x t = b be a spanned hyperplane of Q n , whose type is α = (α 1 , α 2 , . . . , α ℓ ). Assume that µ = µ 1 ∪ · · · ∪ µ ℓ is a partition of t, where µ i ⊢ α i for 1 ≤ i ≤ ℓ. We can write f µ (z) (resp. f µ (z)) for f π (z), where π = π 1 π 2 · · · π ℓ is any symmetry in S α (resp. S α ) such that π i has cycle type µ i for 1 ≤ i ≤ ℓ. By Proposition 6.2, the functions f µ (z) and f µ (z) are well defined. We can now give a formula for the cycle index Z H (z). Theorem 6.3 Let H : a 1 x 1 +a 2 x 2 +· · ·+a t x t = b be a spanned hyperplane of Q n . Assume that H has type α = (α 1 , α 2 , . . . , α ℓ ). Then we have
Proof. Let π ∈ P (H) and w ∈ B n,t . Assume that c(w) = {1 c 1 , 2 c 2 , . . .}. By Lemma 6.1, we have
From (2.1) and (6.6), we deduce that
where w runs over the signed permutations in B n,t . Thus 
Combining (6.7), (6.8) and Proposition 6.2, we obtain that
where µ i ⊢ α i , and
by substituting (6.10) into (6.9), we are led to (6.5) . This completes the proof. By Theorem 6.3, the cycle index Z H (z) depends only on f π (z) for π ∈ P (H). In view of (6.3), we see that f π (z) depends only on c(π). Assume that c(π) = {1 m 1 , 2 m 2 , . . .}. By Theorem 2.1, we have
where ψ(π j ) is the number of vertices in V t (H) that are fixed by π j . The following theorem gives a formula for ψ(π), from which ψ(π j ) is easily determined.
where µ = µ 1 ∪ · · · ∪ µ ℓ , χ(µ) = 1 if µ has no odd parts and χ(µ) = 0 otherwise.
Before we present the proof of the above theorem, we need to define 0/1-labelings of a symmetry π ∈ P (H) for the purpose of characterizing the vertices of Q t fixed by π. Let π be a symmetry in P (H). A 0/1-labeling of π is a labeling of the cycles of π such that each cycle of π is assigned one of the two numbers 0 and 1. Proof of Theorem 6.4. We first consider the case when π is in S α . It is easy to observe that, a vertex v = (v 1 , v 2 , . . . , v t ) of Q t is a fixed point of π, that is, π(v) = v if and only if, for each i-cycle (j 1 , j 2 , . . . , j i ) of π and for any entry of v corresponding to (j 1 , j 2 , . . . , j i ), we have
The above characterization enables us to establish a one-to-one correspondence between 0/1-labelings of π and the vertices of Q t fixed by π, that is, for any given 0/1-labeling of π, we can define a vertex v = (v 1 , v 2 , . . . , v t ) of Q t fixed by π such that v i = 0 (1 ≤ i ≤ t) if and only if the cycle of π containing i is assigned 0. Moreover, if the vertex v = (v 1 , v 2 , . . . , v t ) corresponding to a 0/1-labeling of π is in V t (H), that is, 1 + x ij m ij .
We now consider the case when π is in S α . As in the previous case, it can be seen that a vertex v = (v 1 , v 2 , . . . , v t ) of Q t is fixed by π if and only if, for any (signed) i-cycle (j 1 , j 2 , . . . , j i ) of π, the following relation holds
(6.14)
Consequently, if a vertex v = (v 1 , v 2 , . . . , v t ) of Q t is fixed by π, then, for any (signed) i-
This implies that π does not have any fixed point if π has an odd cycle. We now assume that π has only even (signed) cycles. In this case, we see that the number of vertices of Q t fixed by π is equal to 2 ℓ(µ) . To prove ψ(π) = 2 ℓ(µ) , we need to demonstrate that any vertex of Q t fixed by π is in V t (H). Let v = (v 1 , v 2 , . . . , v t ) be any vertex of Q t fixed by π. Using the fact that for each (signed) cycle (j 1 , j 2 , . . . , j i ) of π, the vector (v j 1 , . . . , v j i ) is (1, 0, . . . , 1, 0) or (0, 1, . . . , 0, 1), and applying the relation
we deduce that a 1 v 1 +a 2 v 2 +· · ·+a t v t = b. Hence the vertex v is in V t (H). This completes the proof.
By Theorem 6.4, we can compute ψ(π j ). Let π = π 1 π 2 · · · π ℓ ∈ P (H), where π i has cycle type
Let gcd(i, j) denote the greatest common divisor of i and j. As is easily checked, the cycle type of π
gcd (3,j) , . . . .
To apply Theorem 6.4, it is still necessary to determine whether the symmetry π j belongs to S α or S α . It can be seen that if π is in S α or π is in S α and j is even, then π j belongs to S α . Similarly, if π is in S α and j is odd, then π j belongs to S α .
7 F n (k) for n = 4, 5, 6 and 2
This section is devoted to the computation of F n (k) for n = 4, 5, 6 and 2 n−2 < k ≤ 2 n−1 . This requires the cycle indices Z H (z) for spanned hyperplanes of Q n for n = 4, 5, 6 that contain more than 2 n−2 vertices of Q n .
Let H 1 , H 2 , . . . , H h(n,k) be the representatives of equivalence classes of spanned hyperplanes of Q n containing at least k vertices. When 2 n−2 < k ≤ 2 n−1 , combining relation (1.1), Theorem 4.1 and Theorem 4.2, we deduce that
We start with the computation of F 4 (k) for k = 5, 6, 7, 8. Observing that F 4 (k) = 0 for k < 5, this gives the enumeration of full-dimensional 0/1-equivalence classes of Q 4 . For brevity, we use H t n (t ≤ n) to denote the following hyperplane in R
In this notation, representatives of equivalence classes of spanned hyperplanes of Q 4 containing more than 4 vertices of Q 4 are as follows
Employing the techniques in Section 6, we obtain the cycle indices Z H 1 4 (z) and Z H 2 4 (z) as given below: , it can be checked that N H (k) = 1 for k = 5, 6. Thus, from (7.1) we can determine F 4 (k) for k = 5, 6, 7, 8. These values are given in Table 4 , which agree with the results computed by Aichholzer [1] .
We now compute F 5 (k) for 8 < k ≤ 16. Representatives of equivalence classes of spanned hyperplanes of Q 5 containing more than 8 vertices of Q 5 are H By utilizing the the techniques in Section 6, we obtain that Consequently, the values F 5 (k) for 8 < k ≤ 16 can be derived from (7.1), and they agree with the results of Aichholzer [1] , see Table 5 . 
The main objective of this section is to compute F 6 (k) for 16 < k ≤ 32. As mentioned in Section 4, there are 6 representatives of equivalence classes of spanned hyperplanes of Q 6 containing more than 16 vertices of Q 6 , i.e., H .
Based on relation (7.1), we can compute F 6 (k) for 16 < k ≤ 32. These values are listed in Table 6 . Table 6 :
In this section, we shall present an approach for computing H n (k) for 2 n−3 < k ≤ 2 n−2 . This enables us to determine F 6 (k) for k = 13, 14, 15, 16. Together with the computation of Aichholzer up to 12 vertices for n = 6, we have completed the enumeration of fulldimensional 0/1-equivalence classes of the 6-dimensional hypercube.
Let us recall the map Φ defined in Section 4, which will be used in the computation of H n (k) for 2 n−3 < k ≤ 2 n−2 . Let H 1 , H 2 , . . . , H h(n,k) be the representatives of equivalence classes of spanned hyperplanes of Q n containing at least k vertices. As before, denote by P(H i , k) (1 ≤ i ≤ h(n, k)) the set of partial 0/1-equivalence classes of H i with k vertices. Let P i be a partial 0/1-equivalence class in P(H i , k) (1 ≤ i ≤ h(n, k)). So Φ maps P i to the (unique) 0/1-equivalence class in H n (k) containing P i . When 2 n−2 < k ≤ 2 n−1 , it has been shown in Theorem 4.1 that Φ is a bijection. However, as pointed out after the proof of Theorem 4.1, when k ≤ 2 n−2 , Φ is surjective but not necessarily injective.
For the purpose of computing H n (k) for 2 n−3 < k ≤ 2 n−2 , we shall first derive an expression for H n (k), which is valid for general k. Let 1 ≤ i ≤ h(n, k), and define
Since Φ is surjective, we see that
It follows from the principle of inclusion-exclusion that
Hence the task of computing H n (k) reduces to evaluating
In what follows, we shall focus on the computation of the cardinalities of A i for 1 ≤ i ≤ h(n, k), and the cardinalities of A i ∩ A j for 1 ≤ i < j ≤ h(n, k). The computation for the cardinalities of A i 1 ∩ A i 2 ∩ · · · ∩ A im in the general case can be carried out in the same way. When n = 6 and k = 13, 14, 15, 16, the computations turn out to be quite simple.
We first compute
in Section 4 and has been computed for the case 2 n−2 < k ≤ 2 n−1 . To compute N H i (k) for 2 n−3 < k ≤ 2 n−2 , we need some notation.
Let H be a spanned hyperplane of Q n , and S be a subset of H. Recall that S(Q n ) is the set of 0/1-polytopes of Q n contained in S. In Section 4, we defined the partial 0/1-equivalence relation on S(Q n ). Here we need introduce another equivalence relation on S(Q n ), that is, two 0/1-polytopes in S(Q n ) are said to be equivalent if one can be transformed to the other by a symmetry in F (H). The associated equivalence classes in S(Q n ) are called local 0/1-equivalence classes of S. Since F (H) is a subgroup of B n , each local 0/1-equivalence class of S is contained in a (unique) partial 0/1-equivalence class of S.
Denote by L(S, k) the set of local 0/1-equivalence classes of S with k vertices. When S = H, L(H, k) has appeared in Section 4, that is, L(H, k) is the set of equivalence classes of 0/1-polytopes contained in H with k vertices under the action of F (H). So we have the following relation
This requires a property as given in Theorem 8.1.
Let H be a spanned hyperplane of Q n containing at least k vertices of Q n . Denote by E(H, k) the set of intersections H ∩ w(H) such that (1) . The symmetry w of Q n does not fix H, that is, H = w(H);
(2). The intersection H ∩ w(H) contains at least k vertices of Q n . Denote by h 1 (H, k) the number of equivalence classes of E(H, k) under the symmetries in F (H). Let E 1 (H, k) = {H ∩ w i (H) : 1 ≤ i ≤ h 1 (H, k)} be the set of representatives of these equivalence classes of E(H, k).
Consider the (disjoint) union of L(H ∩ w i (H), k), where 1 ≤ i ≤ h 1 (H, k). We shall define a map Φ 1 from this union to L(H, k).
Then we have the following property.
Proof. Let L and L ′ be two distinct local 0/1-equivalence classes with k vertices.
. We now consider the case i = j.
Assume to the contrary that Φ 1 (L) = Φ 1 (L ′ ). Let P (resp. P ′ ) be any 0/1-polytope in L (resp. L ′ ). Then there is a symmetry w ∈ F (H) such that P = w(P ′ ). Since both P and P ′ have more than 2 n−3 vertices of Q n , we see from Theorem 3.1 that dim(P ) = dim(P ′ ) ≥ n − 2. Since P (resp. P ′ ) is contained in H ∩ w i (H) (resp. H ∩ w j (H)), both P and P ′ are of dimension n − 2. This implies that H ∩ w i (H) (resp. H ∩ w j (H)) is the affine space spanned by P (resp. P ′ ). Hence we deduce that H ∩ w i (H) = w(H ∩ w j (H)), which is contrary to the assumption that H ∩ w i (H) and H ∩ w j (H) are not equivalent under the symmetries in F (H). This completes the proof.
We are now ready to define L * (H, k) to be the image of
From the above definition (8.3), it can be seen that, for any local 0/1-equivalence class L ∈ L * (H, k) and any 0/1-polytope P ∈ L, if w ∈ B n is a symmetry such that w(P ) is contained in H, then w(H) = H. This yields that L is also a partial 0/1-equivalence class of H. Consequently, L * (H, k) is a subset of P(H, k). Let
Combining (8.2), (8.3) and (8.4), we find that
Therefore, for 2 n−3 < k ≤ 2 n−2 N H (k) is determined by the cardinalities of L * (H, k) and P * (H, k). From Theorem 8.1, we see that for 2 n−3 < k ≤ 2 n−2 , |L * (H, k)| can be derived from the cardinalities of L(H ∩ w(H), k), where H ∩ w(H) ∈ E 1 (H, k). We shall demonstrate that the computation of |P * (H, k)| for 2 n−3 < k ≤ 2 n−2 can be carried out in a similar fashion. Denote by h 2 (H, k) the number of equivalence classes of E(H, k) under the symmetries of Q n . Let
be the set of representatives of these equivalence classes of E(H, k). We define a map Φ 2 from the (disjoint) union of
. Then the image Φ 2 (P) is defined to be the (unique) partial 0/1-equivalence class of P * (H, k) that contains P. We reach the following assertion. The proof is similar to that of Theorem 8.1, hence it is omitted.
So far, we see that the number N H (k) for 2 n−3 < k ≤ 2 n−2 can be computed based on the cardinalities of L(H ∩ w(H), k) and P(H ∩ w(H), k), where H ∩ w(H) ∈ E(H, k). We shall illustrate how to compute |L(H∩w(H), k)| and |P(H∩w(H), k)| for 2 n−3 < k ≤ 2 n−2 .
Assume that H ∩ w(H) ∈ E(H, k). Let P and P ′ be any two 0/1-polytopes belonging to the same local (resp. partial) 0/1-equivalence class of H ∩ w(H) with k vertices. Then there exists a symmetry in F (H) (resp. B n ) such that w(P ) = P ′ . It is clear from Theorem 3.1 that both P and P ′ have dimension n − 2. Hence H ∩ w(H) is the affine space spanned by P , or, equivalently, by P ′ . So we deduce that w(H ∩w(H)) = H ∩w(H). This implies that for 2 n−3 < k ≤ 2 n−2 , we can use Pólya's theorem to compute the number of local (resp. partial) 0/1-equivalence classes of H ∩ w(H) with k vertices.
Denote by V n (H ∩ w(H)) the set of vertices of Q n contained in H ∩ w(H), and denote by Z (H,w) (z) (resp. Z H∩w(H) (z)) the cycle index of F (H, w) (resp. F (H ∩ w(H))) acting on V n (H ∩ w(H)). Write C (H,w) (u 1 , u 2 ) (resp. C H∩w(H) (u 1 , u 2 )) for the polynomial obtained from Z (H,w) (z) (resp. Z H∩w(H) (z)) by substituting z i with u
n−2 , we obtain that
Thus, applying and Theorems 8.1 and 8.2 and plugging the above formulas (8.6) and (8.7) into (8.5), we arrive at the following relation.
,and H be a spanned hyperplane of Q n containing at least k vertices of Q n . Set q(w) = |V n (H ∩ w(H))|. Then we have , we have 8 representatives of equivalence classes of spanned hyperplanes of Q 6 containing more than 12 vertices of Q 6 , namely, 6 : x 1 = 0 and k = 13, 14, 15, 16, it is routine to check that
Thus, for k = 13, 14, 15, 16, it is clear that both the numbers of local and partial 0/1-equivalence classes of H Next, we proceed to demonstrate how to compute |A i ∩ A j | for 1 ≤ i < j ≤ h(n, k). Let E(H i , H j , k) be the set of intersections H i ∩ w(H j ) (w ∈ B n ) that contain at least k vertices of Q n . Denote by h(H i , H j , k) the number of equivalence classes of E(H i , H j , k) under the symmetries of Q n . Let m = h(H i , H j , k). Assume that E 1 (H i , H j ) = {H i ∩ w 1 (H j ), . . . , H i ∩ w m (H j )} is the set of representatives of equivalence classes in E(H i , H j , k). We define a map Φ 3 from the union of P(H i ∩ w s (H j ), k), where 1 ≤ s ≤ h(H i , H j , k), to A i ∩ A j . Let P s be a partial 0/1-equivalence class in P(H i ∩ w s (H j ), k). Clearly, there is a (unique) partial 0/1-equivalence class in A i ∩ A j containing P s , which will be denoted by P ′ s . Define Φ 3 (P s ) = P ′ s . We have the following conclusion. We omit the proof since it is similar to that of Theorem 8.1.
Theorem 8.4 If 2
n−3 < k ≤ 2 n−2 , then the map Φ 3 is a bijection.
As a consequence of Theorem 8.4, for 2 n−3 < k ≤ 2 n−2 , we have
|P(H i ∩ w s (H j ), k)|.
The computation for |A i 1 ∩ A i 2 ∩ · · · ∩ A im | (m ≥ 3) in the general case can be done in a similar fashion. In fact, it will be shown that for 2 n−3 < k ≤ 2 n−2 , the computation can be reduced to the case m = 2. Let 2 n−3 < k ≤ 2 n−2 , and E(H i 1 , . . . , H im , k) be the set of intersections H i 1 ∩w 2 (H i 2 )∩ · · · ∩ w m (H im ), where w i for 2 ≤ i ≤ m are symmetries of Q n , that contain at least k vertices of Q n . Denote by E 1 (H i 1 , . . . , H im , k) the set of representatives of equivalence classes of E (H i 1 , . . . , H im , k) under the symmetries of Q n . We define a map Φ m from the (disjoint) union of P(H i 1 ∩ w 2 (H i 2 ) ∩ · · · ∩ w m (H im ), k), where (H i 1 , . . . , H im , k), to the set A i 1 ∩ A i 2 ∩ · · · ∩ A im . Let P ∈ P(H i 1 ∩ w 2 (H i 2 ) ∩ · · · ∩ w m (H im ), k). The image Φ m (P) is defined to be the unique partial 0/1-equivalence class in A i 1 ∩ A i 2 ∩ · · · ∩ A im containing P. Similarly, we can prove that if 2 n−3 < k ≤ 2 n−2 , then Φ m is a bijection. Thus we deduce that for 2 n−3 < k ≤ 2 n−2 ,
where the sum ranges over the representatives of E 1 (H i 1 , . . . , H im , k). We further claim for 2 n−3 < k ≤ 2 n−2 , E(H i 1 , . . . , H im , k) is a subset of E(H i 1 , E i 2 ). This can be proved as follows. Assume that 2 n−3 < k ≤ 2 n−2 , and that H i 1 ∩w 2 (H i 2 )∩· · ·∩ w m (H im ) is in E (H i 1 , . . . , H im , k). From Theorem 3.1 it can be seen that the dimension of H i 1 ∩ w 2 (H i 2 ) ∩ · · · ∩ w m (H im ) is at least n − 2, since it contains more than 2 n−3 vertices of Q n . On the other hand, it is clear that H i 1 ∩ w 2 (H i 2 ) ∩ · · · ∩ w m (H im ) has dimension at most n−2. Hence, when 2 n−3 < k ≤ 2 n−2 , we conclude that H i 1 ∩w 2 (H i 2 ) ∩· · ·∩w m (H im ) is of dimension n−2. Hence we obtain that H i 1 ∩w 2 (H i 2 )∩· · ·∩w m (H im ) = H i 1 ∩w 2 (H i 2 ). Therefore, E(H i 1 , . . . , H im , k) is a subset of E(H i 1 , E i 2 ). This implies that the for 2 n−3 < k ≤ 2 n−2 , the computation for E(H i 1 , . . . , H im , k) can be reduced to the case m = 2. More specifically, for 2 n−3 < k ≤ 2 n−2 , an intersection H i 1 ∩ w 2 (H i 2 ) ∩ · · · ∩ w m (H im ) belongs to E(H i 1 , · · · , H im , k) whenever (possibly after the action of some symmetry of Q n ) it belongs to E(H i j 1 , H i j 2 ) for 1 ≤ j 1 < j 2 ≤ m.
We now turn to the case when n = 6 and k = 13, 14, 15, 16. All possible pairs {H i , H j } such that E(H i , H j , k) is nonempty are listed below.
(
1). {H
From the above, we see that H , (8.17) where w = (1, 3)(2, 4)(5) (6) . Using the argument in Section 6, for w = (1, 3)(2, 4)(5)(6) we obtain that Z (H 2 6 ,w) = 
