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JACOBIAN NULLWERTE, PERIODS AND
SYMMETRIC EQUATIONS FOR HYPERELLIPTIC
CURVES
JORDI GUA`RDIA
Abstract. We propose a solution to the hyperelliptic Schottky
problem, based on the use of Jacobian Nullwerte and symmetric
models for hyperelliptic curves. Both ingredients are interesting
on its own, since the first provide period matrices which can be ge-
ometrically described, and the second have remarkable arithmetic
properties.
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Introduction
The problem of determining a complex abelian variety from its period
lattice is very-well understood from the theoretical viewpoint. The
situation is slightly different when the problem is considered with a
computational insight. Efficient numerical algorithms to find equations
of an elliptic curve from its period lattice were available many years
ago, and there are large tables of elliptic curves both in printed and
electronic form ([3], [5], [19]). Concerning higher-dimensional abelian
varieties, last years have seen a significant progress which has led to
the elaboration of tables of hyperelliptic curves whose jacobian variety
has a given period lattice ([28], [31], [11], [8]). There are two main
directions in the proposed solutions.
The first solution is essentially due to Mestre [20], who considered
the case of abelian surfaces. Weber [32] generalized his work to Jaco-
bian varieties of hyperelliptic curves of any genus. The general outline
of Mestre’s method is the following: given a normalized period matrix
in the Siegel upper half space corresponding to an abelian variety, one
calculates, by means of Thetanullwerte, certain algebraic invariants of a
curve whose Jacobian variety is isomorphic to the desired abelian vari-
ety. One deduces from these invariants the field of moduli of the curve
and finds an equation of the curve over its field of definition. The com-
putations require a certain degree of accuracy, tend to produce huge
intermediate results, and yield final equations with large coefficients,
which must be reduced by some additional method. Apart from com-
putational issues, this method has a second drawback: its geometric
nature overpasses the arithmetic of the problem: the initial abelian
variety and the Jacobian of the found curve may be only isomorphic
over the algebraic closure of its field of definition.
We proposed a second solution for genus two curves inspired in the
use of Jacobian Nullwerte. The ideas in [11] drove us to an algorithm
which, given the period lattice of a basis of algebraic differential forms
of an abelian surface, finds the equation of a genus two hyperelliptic
curve defined over the same field as the differential forms. With our
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method the arithmetic is preserved, but it requires a better knowledge
of the abelian variety. It has been applied satisfactorily to build a
table of 2-dimensional factors of certain modular Jacobian varieties [8]
and provide examples of abelian surfaces with several polarizations [9].
Unfortunately, the algorithm cannot be applied when we only know
a normalized period matrix in the Siegel upper half plane, since in
general these periods do not correspond to algebraic differential forms.
Our initial motivation for the present work was to overcome this
difficulty controlling the arithmetic of the problem. Classical ideas
already found in [30] explain a method to determine a basis of algebraic
differential forms from a normalized period matrix. Jacobian Nullwerte
are the key tool for making this construction explicit. The combination
of this ideas with our original algorithm for abelian surfaces led us to
a particular kind of equation for hyperelliptic curves, which we have
called symmetric models. We studied symmetric equations for elliptic
curves and its applications in class field theory in [13]. We present
here the geometric study of symmetric models for hyperelliptic curves
of any genus. We describe their arithmetic properties, as well as its
interest in relation with the problem mentioned above.
After a very short summary of basic facts on hyperelliptic curves
and their Jacobians, we develop the study of symmetric equations in
section 2. The next section is devoted to recall the main results con-
cerning Jacobian Nullwerte for hyperelliptic curves. In section 4 we
recall classical formulas of Thomae relating Thetanullwerte and Ja-
cobian Nullwerte to Weierstrass points of hyperelliptic curves. Some
remarks on the theoretical implications of these results are collected in
sections 5 and 6. We explain the construction of algebraic differential
forms from normalized period matrices in section 7. We then give in
section 8 a general method to find a symmetric equation for a general
hyperelliptic curve given a normalized period matrix for it. In the last
two sections we particularize the results of the paper for hyperelliptic
curves of genus 2 and 3, in which some improvements can be obtained.
1. Preliminaries on hyperelliptic curves and their
Jacobians
We introduce here the notation which will be used along the paper.
Consider a hyperelliptic curve in Weierstrass form:
C : Y 2 = f(X) = (X − α1) · · · (X − α2g+2),
so that W1 = (α1, 0), . . . ,W2g+2 = (α2g+2, 0) are its Weierstrass points.
We denote by {ωj = xjdxy }j=0,...,g−1 the usual basis of H0(C,Ω1), and
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by (Ω1,Ω2) a period matrix for this basis with respect to some sym-
plectic basis of H1(C,Z), so that Z := Ω
−1
1 Ω2 ∈ Hg. The Jacobian
variety of C can be described as the complex torus J(C) := Cg/(1g|Z).
We will denote by Π the normalized degree g − 1 Abel-Jacobi map,
Π : Cg−1 −→ J(C), whose image Π(Cg−1) is precisely the divisor on
J(C) cut out by the Riemann theta function θ(Z; z).
The choice of the basis ω1, ..., ωg of the space of holomorphic dif-
ferential forms on C provides a canonical map from C to Pg−1 =
PH0(C,Ω1)∗, given by:
φ : C → Pg−1
P → φ(P ) = (ω1(P ), ..., ωg(P )).
Note that if the the differential forms ω1, . . . , ωg are defined over the
same number field K as the curve, then the canonical map is also
defined over K. The following result (which in fact is valid for a general
curve) relates the canonical images of certain divisors with their images
through the Abel-Jacobi map (cf. [11]):
Proposition 1.1. Let P1, ..., Pg−1 ∈ C(K¯) such that the divisor D =
P1 + ...+ Pg−1 satisfies l(D) = 1. The equation:
HD(X1, ..., Xg) :=
(
∂θ
∂z1
(Π(D)), ...,
∂θ
∂zg
(Π(D))
)
Ω−11
 X1...
Xg
 = 0
determines a hyperplane HD of P
g−1, which contains the divisor φ(D)
on the curve φ(C).
2. Symmetric normal forms for hyperelliptic curves
The normalization of the roots of the polynomial f(X) defining an
hyperelliptic curve Y 2 = f(X) has been traditionally done following
Rosenhain: one sends three of the roots of f(X) to 0, 1 and ∞. This
normalization has a number of advantages, but it could be not the most
natural one. We introduce here a new normal model for hyperelliptic
curves; the symmetries of this model allow the simplification of some
common tasks related to hyperelliptic curves, as we will see later.
2.1. Symmetric equations. We assume that we are working over a
field K of characteristic different from 2, and denote by µ4g(K) =
{ζ1, . . . , ζR} the 4g-th roots of unity in K.
Definition 2.1. Let C : Y 2 = f(X) = (X − α1) · · · (X − α2g+2) be an
hyperelliptic curve of genus g, defined over a field K with charK 6= 2.
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For i 6= j ∈ {1, 2, . . . , 2g+2} and t ∈ {1, . . . , R} we define the following
symmetric invariants:
a) The symmetric ratios of C:
pijt := ζt 2g
√∏
k 6=i,j
αj − αk
αi − αk = ζt
2g
√
−f
′(αj)
f ′(αi)
∈ K.
b) The symmetric roots of C:
ℓijtk := pijt
αi − αk
αj − αk , k ∈ {1, 2, . . . , 2g + 2}, k 6= i, j.
c) The symmetric normal models for C:
Mijt : Y 2 = Fijt(X) := X
∏
k 6=i,j(X − ℓijtk)
= X2g+1 +Gijt,1X
2g + · · ·+Gijt,2g−1X2 ±X.
(The coefficients Gijt,k will be called symmetric coefficients.)
d) The symmetric discriminants of C:
(1) Dijt =
∏
r<s
(ℓijtr − ℓijts)2 = ±(αi − αj)
2g(2g+1)∆(f)
f ′(αi)2g+1f ′(αj)2g+1
Remarks 2.2.
a) The word symmetric refers to the relative position of the non-
zero roots of X(X2g+G1X
2g−1+ · · ·+G2g−1X±1) with respect
to 0 and ∞.
b) In the case that the polynomial f(X) defining the curve C has
degree 2g + 1, i.e., that one of its roots is αi = ∞, we can
compute all the symmetric invariants with the same formulas,
just substituting any factor αi − αr by a 1.
c) Since for fixed i, j, t the symmetric roots ℓijtk are obtained from
α1, . . . , α2g+2 by means of a common Mo¨bius transformation, it
is clear that Mijt is a model of the curve C.
d) The roots of unity involved in the definition of the symmetric
invariants are necessary to cover all the Galois conjugates of a
given invariant. In order to simplify the notation, we will not
write them explicitly anymore: we will denote the symmetric
roots simply by ℓijk, assuming that a common root of unity has
been chosen for fixed i, j. Hence, any equality involving the sym-
metric invariants should be understood, unless explicitly stated,
modulo these 4g-th roots of unity. For instance, when we write
ℓijk = ℓ
−1
jik
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it should be understood that for a proper choice of ζt, ζt′ we have
ℓijtk = ℓ
−1
jit′k for every value of k.
Lemma 2.3. The symmetric roots satisfy the following relations:
a) ℓjik = ℓ
−1
ijk;
b) ℓijkℓjkiℓkij = −1;
c) ℓirj = ℓijr
∏
k 6=i,j,r
(ℓijk − ℓijr);
d) ℓijr =
ℓsji − ℓsjr
ℓsij
;
As a consequence of part a), we see that when the symmetric model
Mij is
Mij : Y 2 = X2g+1 +G1X2g + · · ·+G2g−1X2 +X,
the symmetric model Mji is
Mij : Y 2 = X2g+1 +G2g−1X2g + · · ·+G1X2 +X.
There are also quite simple relations between the symmetric discrim-
inants:
Lemma 2.4.
a) Dij = Dji.
b) Dij = ℓ2g(2g+1)jki Dik.
c) Dij = ℓ2g(2g+1)irs ℓ2g(2g+1)jsi Drs.
The symmetric normal model Mij is determined by the choice of
the roots αi, αj, which can be done in (2g + 2)(2g + 1)/2 different
ways, and the choice of a 4g-th root of unity, so that we have up to
2g(2g+ 2)(2g + 1) symmetric models for a generic hyperelliptic curve.
For arithmetic applications, it is worth noting that they may be not
defined over the field of definition of the curve.
Example 2.5. We have studied the symmetric models of elliptic curves
in [13]. For an elliptic curve E : Y 2 = (X − e1)(X − e2)(X − e3), the
symmetric roots take the aspect:
ℓijr =
√
± ei − er
ej − er ,
and hence they are essentially the well-known moduli for E, which are
the roots of the equation
256(k4 − k2 + 1)3 − k4(k2 − 1)2jE = 0,
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where jE is the absolute invariant of the elliptic curve E.
This fact generalizes to hyperelliptic curves of any genus g: their
symmetric roots are absolute invariants of the curve with certain level
structure:
Theorem 2.6. If two hyperelliptic curves defined over a field of odd
characteristic are isomorphic, then their sets of symmetric roots are
equal (after a proper labelling of the roots).
Proof: Suppose that we are given two isomorphic curves over a field
K
C : Y 2 =
∏
i
(X − αi), C ′ : Y 2 =
∏
i
(X − α′i),
with an isomorphism between them realized by a fractional linear trans-
formation γ(X) = AX+B
CX+D
with A,B,C,D ∈ K such that γ(αj) = α′j.
We have:
α′i − α′k
α′j − α′k
=
Cαj +D
Cαi +D
· αi − αk
αj − αk ,
and hence the symmetric roots ℓijk of C and the symmetric roots ℓ
′
ijk
of C ′ will coincide. ✷
The symmetric roots ℓijk being invariants of the curve C, any rational
expression in them will produce new invariants. Particularly interesting
will be the symmetric discriminants Dij .
2.2. Reduction properties of symmetric models.
We shall work now on a discrete valuation ring A, with field of frac-
tions K of characteristic different of 2. An integral model for a hy-
perelliptic curve C over K can be given by an equation of the form
Y 2 = f(X) with f(X) ∈ A[X ]. Such a model can be reduced modulo
p (the prime ideal in A), yielding a new curve C˜ over the residual field
k = A/p. This curve is non-singular if and only if p ∤ 2∆(f), where
∆(f) denotes the discriminant of the polynomial f(X); in this case it is
said that the curve C has good reduction; otherwise it is said that the
curve has bad reduction. A minimal model for C is an integral model
such that ∆(f) has minimal valuation with respect to p. A curve C
with bad reduction may have a model over an extension A′ of A with
good reduction at the prime p′ of A′ lying over p; in this case it is said
that C has potentially good reduction over p.
The following results illustrate the interest of symmetric models con-
cerning the reduction of curves:
Theorem 2.7. Let C : Y 2 = f(X) be an hyperelliptic curve over A,
with potentially good reduction. Let A′ := A[Gij,1, . . . , Gij,2g−1] be the
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ring of definition of the symmetric model Mij of C, and let p′ be the
prime in A′ lying over p.
a) The symmetric coefficients Gij are p
′-integral.
b) The symmetric equation Mij has good reduction at p′.
Proof: Let α1, . . . , α2g+2 be the roots of f(X) in K. Since
ℓ2gijk = ±
(αi − αk)2g−1
(αj − αk)2g−1
∏
r 6=i,j,k
αj − αr
αi − αr ,
it is clear that the symmetric roots ℓijt are integral over the ring A[
1
∆(f)
],
since the denominators appearing in the last expression divide ∆(f).
Thus the symmetric coefficients Gij,k are also integral over this ring.
Let Y 2 = f1(X) =
∏
i(X − βi) be a model of C over a finite extension
A1 of A, with good reduction at the prime p1 ∈ Spec(A1) above p. The
discriminant ∆(f1) must be a unit in A1. We may now compute the
symmetric models from this new model, since they are invariants of
the curve C by theorem 2.6. We see thus that the coefficients Gij,k are
integral over the ring A1[
1
∆(f1)
] = A1 ⊇ A′, and hence they are finally
p′-integral.
The discriminant Dij of the symmetric model Mij is given by
Dij,t = p2g(2g−1)ij t (βi − βj)2g(2g−1)
∏
r<s
r,s 6=i,j
(βr − βs)2
(βj − βr)2(βj − βr)2
=
(βi − βj)2g(2g−1)
∏
r 6=s
r,s 6=i,j
(βr − βs)
∏
r 6=i,j
(βi − βr)2g−1(βj − βr)2g−1
∈ A1[ 1
∆(f1)
] = A1,
so that it does not belong to p1, and hence the symmetric model Mij
has good reduction at p′. ✷
Corollary 2.8. If vp(Dij) ≤ 0 for some i, j then C cannot have poten-
tially good reduction at p.
This corollary can be understood as a generalization of the well-
known criterion for an elliptic curve having potentially good reduction
([25, p. 181]). It leads to the following definition:
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Definition 2.9. The odd geometric locus of bad reduction of an hyper-
elliptic curve C : Y 2 = f(X) defined over a domain A is
BR(C)odd = {p ∩ A | ∃i, j such that p ∈ Spec A[Dij ] and vp(Dij) < 0} .
For the primes in BR(C)odd, symmetric models have also good prop-
erties:
Theorem 2.10. Let C be a hyperelliptic curve over discrete valuation
ring A, and suppose that C has not potentially good reduction at the
unique prime p in SpecA. If the symmetric coefficients Gij,2, . . . , Gij,2g−1
are integral over A, then the symmetric model Mij is a minimal model
for C over the ring A′ = A[Gij,2, . . . , Gij,2g−1].
Proof: Let B = A′[{ℓij,r}r], and let P the prime of B above p.
By [18, lemma 2.3], it is enough to see that the roots of the polyno-
mial X
∏
r 6=i,j(X − ℓijr) defining Mij are not all congruent mod P.
This is clear, since
∏
r 6=i,j ℓijr = ±1, so that these roots cannot be 0
(mod P).✷
The minimality of symmetric models suggest that their coefficients
Gk should be small in some sense. The following example illustrates
this behavior:
Example: Weng ([31]) computed the equation of a genus 3 hyper-
elliptic curve C whose jacobian has complex multiplication by the field
K = Q(w, i), where w3 − w2 − 10w + 8 = 0, i2 = −1. She found
C : Y 2 = f(X) := X7 + 961X5 − 3694084X3 + 1832265664X.
The discriminant of the polynomial f(X) is ∆(f) = −2443135. A sym-
metric model for this equation is:
Y 2 = g(X) := X7 +
3
√
31
4
X5 −
3
√
312
4
X3 +X,
which has only bad reduction at the primes dividing 2 in Q( 3
√
31), since
∆(g) = −214.
2.3. The µ-invariants. We shall explain now a particular construc-
tion of the symmetric roots of a hyperelliptic curve, useful when we
have not an explicit set of Weierstrass points, but certain intermediate
invariants. This construction will be necessary in section 8.
Definition 2.11. For i, j, r, s,∈ {1, . . . , 2g + 2}
µijrs :=
(αi − αr)(αj − αs)
(αi − αs)(αj − αr) .
Lemma 2.12.
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a) µijrs = µrsij = µjisr = µ
−1
jirs = µ
−1
ijsr.
b)
ℓijr
ℓijs
= µijrs.
c) ℓ4gijk =
∏
r 6=i,j,k µ
2
ijkr.
Proof. Parts a) and b) are immediate. Part b) follows from:
ℓ4gijk =
(
αi − αk
αj − αk
)4g ∏
r 6=i,j,k
(
αj − αr
αi − αr
)2
=
∏
r 6=i,j,k
(
(αi − αk)(αj − αs)
(αi − αs)(αj − αk)
)2
=
∏
r 6=i,j,k
µ2ijkr.

Later on we will see how to compute the µijrs by means of Jacobian
Nullwerte. We see now how to obtain a symmetric equation from them.
Proposition 2.13. A symmetric equation for an hyperelliptic curve
can be deduced from a family {µijrs}r,s.
Proof. We can compute the symmetric roots {ℓijr}r up to a 4g-th root
of unity by means of the third formula of the lemma. This root of
unity must be determined coherently for all the symmetric roots, but
this can be done using the second part of the lemma. 
3. Preliminaries on Thetanullwerte and Jacobian
Nullwerte
3.1. Theta-functions and theta-characteristics. For z ∈ Cg, Z ∈
Hg, the Riemann theta function on C
g is defined by:
θ(z, Z) :=
∑
n∈Zg
exp(πitn.Z.n+ 2πitn.z).
When the matrix Z is fixed and we consider θ(z, Z) as a function of
the first variable z, we will write it as θ(z). A vector m = t (m′, m′′),
with m′, m′′ ∈ Rg, defines a translate of θ as follows:
θ[m](z, Z) := epii
tm′.Z.m′+2piitm′.(z+m′′)θ(z + Zm′ +m′′)
=
∑
n∈Zg
epii
t(n+m′).Z.(n+m′)+2piit(n+m′).(z+m′′).
It is called theta function with characteristic m. If m′, m′′ ∈ 1
2
Zg we
call m a theta-characteristic. For a theta-characteristic m, the cor-
responding theta function θ[m](z, Z) is an even or odd function of z
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according to the parity of m, which is defined to be the parity of the
sign e(m) := (−1)4tm′.m′′.
For a fixed matrix Z ∈ Hg, theta-characteristics are in bijection with
two torsion points on the complex torus TZ := C
g/(1g|Z):
m =
(
m′
m′′
)
∈ {0, 1/2}2g ←→ w := Z.m′ +m′′ ∈ TZ [2].
Along the paper, we shall use the symbols m,mk, . . . for theta-charac-
teristics, and the symbols w,wk, . . . for the corresponding 2-torsion
points on TZ , the relation between them being implicitly assumed. For
instance, we define the parity of w ∈ TZ [2] to be the parity of m.
The values θ[m](0, Z) are usually called Thetanullwerte, and denoted
shortly by θ[m](Z) or θ[w](Z) (even by θ[m] = θ[w] when the matrix
Z is fixed). It is also usual to look at the Thetanullwerte θ[m](0, Z) as
a functions of Z, i.e. defined on the Siegel upper half space Hg. The
C-algebra spanned by them is called ring of Thetanullwerte, and it is
denoted by C[θ]. It has theoretical significance in relation to certain
rings of Siegel modular forms.
3.2. Jacobian Nullwerte. If we fix an odd characteristic m, then the
Thetanullwerte θ[m](Z) vanishes for every Z. For a sequence M =
{m1, . . . , mg} of odd characteristics one considers the matrix:
J [M ](Z) := J [m1, . . . , mg](Z) :=

∂θ[m1]
∂z1
(0;Z) · · · ∂θ[m1]
∂zg
(0;Z)
...
...
∂θ[mg]
∂z1
(0;Z) · · · ∂θ[mg ]
∂zg
(0;Z)

and its determinant:
[m1, ..., mg](Z) := π
gD(M)(Z) := det J [m1, . . . , mg](Z),
which is usually called Jacobian Nullwert. If the matrix Z is fixed,
we shall denote J [m1, . . . , mg](Z) and its determinant by J [w1, . . . , wg]
and [w1, ..., wg] respectively.
3.3. Fundamental systems. Given three theta characteristics m1,
m2, m3, define e(m1, m2, m3) := e(m1)e(m2)e(m3)e(m1 + m2 + m3).
A triplet {m1, m2, m3} is called azygetic if e(m1, m2, m3) = −1, and
syzygetic otherwise. A sequence {m1, . . . , mr} is azygetic if every
triplet contained in it is azygetic.
A fundamental system is an azygetic sequence S = {m1, ..., m2g+2}
of 2g + 2 theta characteristics. A special fundamental system is a fun-
damental system with the first g odd terms and the remaining g + 2
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even terms. The same concepts for two-torsion points on an abelian
variety are defined analogously.
Fundamental systems play a basic role in the generalizations of Ja-
cobi’s derivative formula obtained by Igusa. For low dimension we
have
Theorem 3.1 ([14]). Assume g ≤ 5. Let m1, ..., mg be odd analytic
theta characteristics such that the function [m1, ..., mg](Z) is not iden-
tically zero and is contained in the ring of Thetanullwerte C[θ]. Then
m1, ..., mg can be completed to form a fundamental system, and:
[m1, ..., mg](Z) = π
g
∑
{mg+1,...,m2g+2}∈S
±
2g+2∏
i=g+1
θ[mi](0;Z),
where S is the set of all (g + 2)-tuples {mg+1, ..., m2g+2} of even theta
characteristics such that {m1, ..., mg, mg+1, ..., m2g+2} form a funda-
mental system. If Z is the period matrix of a hyperelliptic curve, there
is exactly one non-zero term in the sum of the right hand side of the
equality.
For higher dimensions g > 5, Igusa provides a broader version of
the formula above, relating a sum of Jacobian Nullwerte with a certain
sum of products of Thetanullwerte ([16],[17]).
Particular cases of Igusa’s theorem are:
Theorem 3.2 (Rosenhain’s Formula, [23], [11]). For any Z ∈ H2 and
any pair of odd characteristics m1, m2
(2) [m1, m2] = ±π2
∏
m odd,
m 6= m1, m2
θ[m1 +m2 −m],
where the sign does not depend on Z.
Theorem 3.3 (Frobenius, [6], [11]). Let C be a hyperelliptic curve of
genus 3, with Weierstrass points W1, ...,W8. Let wij := Π(Wi +Wj),
wijkr := Π(Wi+Wj+Wk−Wr). The following equality holds for every
triplet Wi,Wj,Wk:
[wik, wij, wjk] = ±π3
∏
r 6=i,j,k
θ[wijkr],
where the sign does not depend on Z.
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3.4. A fundamental system for Jacobians of hyperelliptic curves.
The following construction will be useful later:
Proposition 3.4 ([11]). Let W1, . . . ,Wg be g different Weierstrass
points on a hyperelliptic curve C, and denote Wg+1, . . . ,W2g+2 the re-
maining Weierstrass points. Consider the divisors
D =
∑g
i=1Wi,
Di = D −Wi, i = 1, ..., g,
Di = D +Wi − 2W2g+2, i = g + 1, ..., 2g + 2;
The images w1 = Π(D1), . . . , w2g+2 = Π(D2g+2) of these divisors through
the Abel-Jacobi map form a fundamental system of 2-torsion points in
J(C).
4. Jacobian Thomae’s formula
After propositions 1.1 and 3.4, if we fix g Weierstrass points W1 =
(α1, 0), . . . ,Wg = (αg, 0) on C and define w1 = Π(
∑
i 6=1Wi), . . . , wg =
Π(
∑
i 6=gWi), the Jacobian Nullwerte [w1, . . . , wg] has a clear geometric
interpretation: the rows of this determinant are the equations of the g
hyperplanes spanned by g−1 of the fixed Weierstrass points. It is then
natural to ask if there is some Jacobian version of Thomae’s formula,
connecting [w1, . . . , wg] with the discriminant of the polynomial (X −
α1) · · · (X −αg). It was a beautiful surprise to find what seems to be a
forgotten result in last page of Thomae’s original paper, which provides
this connection:
Theorem 4.1 (Thomae, [27, p. 222]). Fix a partition {W1, . . . ,Wg−1}∪
{Wg, . . . ,W2g+2} of the set of Weierstrass points of C, and consider the
odd two-torsion point wo = Π(W1 + · · · +Wg−1). Define Fwo,1(X) =∏g−1
i=1 (X − αi), Fwo,2(X) = f(X)/Fwo,1(X). The following relation
holds1:
2(2π)g/2 grad θ[w0](Z) = (∆(Fwo,1)∆(Fwo,2))
1/8
√
det Ω1S(α1, . . . , αg−1).Ω1,
where S(α1, . . . , αg−1) = ((−1)g−1
∏
αi, . . . ,−
∑
αi, 1) is the row-vector
formed by the coefficients of the polynomial Fwo(X).
We also recall the standard Thomae’s formula ([27], [22]):
Theorem 4.2. Fix a partition {W1, . . . ,Wg+1} ∪ {W ′1, . . . ,W ′g+1} of
the set of Weierstrass points on C, and consider the even two-torsion
point we = Π(W1 + · · · +Wg+1 − 2W ) on J(C). Define Gwe,1(X) =
1Note that the term
√
detΩ1 is misplaced in Thomae’s paper.
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i=1 (X − αi), Gwe,2(X) = f(X)/Gwe,1(X). The following relation
holds:
θ[we](Z) = (2π)
−g/2
√
det Ω1
8
√
∆(Gwe,1)∆(Gwe,2).
The combination of both Thomae formulas yields the following nice
results:
Proposition 4.3. Let wo = Π(W1 + · · · +Wg−1) and we = Π(W ′1 +
· · ·+W ′g+1) . Then
2
θ[we](Z)
grad θ[wo](Z) =
8
√
∆(Fwo,1)∆(Fwo,2)
∆(Gwe,1)∆(Gwe,2)
S(α1, . . . , αg−1).Ω1
Theorem 4.4. Write Wg = (γ1, 0),Wg+1 = (γ2, 0), and denote by
Wk = (αk, 0), k 6= 0 the remaining Weierstrass points on C. Define
we = Π(W1+· · ·+Wg+1−2Wt), Gwe,2(X) = (X−αg+2) · · · (X−α2g+2).
Then
2
θ[we](Z)
grad θ[wo](Z) =
(
Gwe,2(γ1)Gwe,2(γ2)
Fwo,1(γ1)Fwo,1(γ2)
)1/4
S(α1, . . . , αg−1).Ω1.
Proof. We need only to simplify the expression inside the eighth root
appearing in proposition 4.3. We note that Gwe,1(X) = (X − γ1)(X −
γ2)Fw0,1(X) and Fwo,2(X) = (X − γ1)(X − γ2)Gwe,2(X). Hence
∆(Fwo,1)∆(Fwo,2)
∆(Gwe,1)∆(Gwe,2)
=
∆(Fwo,1)∆(Gwe,2)(γ1 − γ2)2Gwe,2(γ1)2Gwe,2(γ2)2
∆(Fwo,1)(γ1 − γ2)2Fwo,1(γ1)2Fwo,1(γ2)2∆(Gwe,2)
.

5. A remark on Igusa’s theorem 3.1
Let us consider theorem 3.1 for hyperelliptic period matrices Z.
Fix a Jacobian Nullwerte [w1, . . . , wg](Z) with no identically zero row.
Igusa’s theorem asserts that it can be represented as a product of g+2
Thetanullwerte θ[w′1](Z) . . . θ[w
′
g+2], whenever [w1, . . . , wg] is contained
in the ring of Thetanullwerte C[θ]. Igusa states a non-representability
result in [15, p. 93]. The results in previous section provide a simple
way to generate new results in this direction. After theorem 4.1, we
know that
[w1, . . . , wg](Z) = 2
−g(2π)−g
2/2∆({wr}r)
 S({α1r}r)...
S({αgr}r)
 .Ω1
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where the term ∆({wr}r) denotes a product of differences of the x-
coordinates αij of the Weierstrass points involved in the wi. If this ex-
pression equals a product of even Thetanullwerte, the standard Thomae’s
formula 4.2 implies that the determinant det((S({αir}r))i) must factor
as a product of factors (αj − αk). A formal computation may check
this condition quite easily.
6. Jacobi’s formula revisited
The Jacobi triple product identity is usually written as
θ1(τ)
′ = πθ2(τ)θ3(τ)θ4(τ),
where qr(τ) is the usual notation for the Thetanullwerte in dimension 1.
A proper rearrangement of the formula drives to interesting remarks.
Consider the elliptic curve Eτ associated to the complex torus C/〈1, τ〉:
Eτ : Y
2 = X3 − g2(τ)X − g3(τ) = (X − e1(τ))(X − e2(τ))(X − e3(τ)),
where g2(τ), g3(τ) are given by the classical Eisenstein series, and ej(τ) =
π2
3
(θr[τ ] ± θs[τ ]) (cf. [21, p. 133 ]). We have seen in [12] that the dif-
ferential form (r, s 6= 1)
θ1(τ)
′
θt(τ)
dz = πθr(τ)θs(τ)dz
is defined over a finite extension of Q(j(τ)), and it is well-known (cf.
[21, p. 132]) that
πθr(τ)θs(τ) =
4
√
(ei(τ)− ej(τ))(ei(τ)− ek(τ)).
Hence, we can re-write Jacobi formula as
θ1(τ)
′
πθr(τ)
= 4
√
(ei(τ)− ej(τ))(ei(τ)− ek(τ)) ∈ Q(j(τ)).
For a general elliptic curve E : Y 2 = (X − α1)(X − α2)(X − α3), we
obtain
θ1(τ)
′
πθr(τ)
= ω1
4
√
(αi − αj)(αi − αk),
where ω1 is a proper period of E.
In this way, Jacobi formula can be thought as a result in the area of
algebraic values of transcendental functions. In this direction, propo-
sition 4.3 provides a general version of it:
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Theorem 6.1. Let C : Y 2 = (X − α1) · · · (X − α2g+2) be a genus g
hyperelliptic curve, and let (Ω1|Ω2) a period matrix of C with respect
to a symplectic basis of H1(C,Z), so that Z := Ω
−1
1 Ω2 ∈ Hg. For any
choice of g odd two torsion points w1, . . . , wg ∈ J(C) and g even two
torsion points w′1, . . . , w
′
g ∈ J(C):(
1
πg det Ω1
[w1, . . . , wg]
θ[w′1] · · · θ[w′g]
)8
∈ Q(α1, . . . , α2g+2),
7. Algebraic differential forms and periods
7.1. Algebraic differential forms for abelian varieties.
Given a principally polarized abelian variety A of dimension g, de-
fined over a field k ⊂ C, and a basis ω1, . . . , ωg ∈ H0(A,Ω1/k), we form
the period matrix (Ω1|Ω2) of these differential forms with respect to any
symplectic basis of H1(A,Z). We may identify A(C) with the complex
torus Cg/(Ω1|Ω2). It is well-known that the 4g theta-functions θ[m](z)
with half integer characteristic provide a map
A(C) −→ P4g−1(C)
z −→ (θ[m](Ω−11 .2z))m,
whose image is isomorphic to A over a certain field K which is a finite
extension of k. We now take an even theta function θ0(z) such that
θ0(0) 6= 0, and an odd one θ1(z), and form the quotient θ1(z)/θ0(z); it
can be seen as an element of K(A), the field of K-rational functions
on A. Hence, its differential at the point z = 0 must be a K-linear
combination of the original differential forms ω1, . . . , ωg:
d(θ1(z)/θ0(z)) |z=0= θ0(0)−1dθ1(z) |z=0=
g∑
k=1
ckωk.
We observe that it is always possible to choose g odd theta functions
θ1(z), . . . , θg(z) such that dθ1(z), . . . , dθg(z) are linearly independent
differential forms on the torus Cg/(Ω1|Ω2) (cf. [24], p. 192). These
differential forms will be defined over K, but not necessarily over k. We
will use the term algebraic differential form to describe a differential
form on a variety defined over a finite extension of its field of moduli.
It is a frequent setting that the only available data of a complex
abelian variety A is a normalized period matrix Z ∈ Hg. In this sit-
uation, in order to build a period lattice for A coming from and al-
gebraic basis of differential forms, we look for a set of theta-functions
θ0(z), θ1(z), . . . , θg(z) as before. Equivalently, we look for 2-torsion
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points w0, w1, . . . , wg such that
Ω1(w1, . . . , wg;w0;Z) :=
1
2πiθ[w0]
J [w1, . . . , wg](Z)
is a non-singular matrix. By the remarks above, then
(3) (ω˜1, . . . , ω˜g) = (dz1, . . . , dzg)Ω1(w1, . . . , wg;w0;Z)
are algebraic differential forms and yield a basis of H0(A,Ω1
/K
), with
periods Ω1(w1, . . . , wg;w0;Z)(1g | Z).
7.2. Algebraic differential forms for hyperelliptic curves.
We assume now that A is the jacobian variety J(C) of a hyperelliptic
curve C : Y 2 = f(X) of genus g, defined over a field k ⊆ C. We have
studied how to find a good algebraic equation for an elliptic curve from
its normalized period lattice in [12], so that from now on we will assume
that we are working with a hyperelliptic curve of genus g ≥ 2.
Our initial data will be a normalized period matrix Z ∈ Hg for the
curve C, coming from a model Y 2 = (X − α1) · · · (X − α2g+2) of the
curve C. The procedure described above provides a basis (ω˜1, . . . , ω˜g) =
Π∗ ((dz1, . . . , dzg)Ω1(w1, . . . , wg;w0;Z)) of algebraic differential forms
inH0(C,Ω1
/K
) derived from a set of g odd two-torsion points w1, . . . , wg ∈
J(C), which are only subject to the condition [w1, . . . , wg](Z) 6= 0.
We can easily describe now a geometric method to build a basis
ω˜1, . . . , ω˜g of algebraic holomorphic differentials from a normalized pe-
riod matrix for C. We take gWeierstrass pointsW1 = (α1, 0), . . . ,Wg =
(αg, 0) on C, and form the divisors Di =
∑
j 6=iWj, and their images
wi = Π(Di) in J(C) through the Abel-Jacobi map. By 1.1, the rows of
the matrix J [w1, . . . , wg] are linearly independent, and thus for every
even theta-characteristic θ[w0] 6≡ 0
(ω˜1, . . . , ω˜g) = Π
∗((dz1, . . . , dzg)Ω1(w1, . . . , wg;w0;Z))
is a basis of H0(C,Ω1
/K
). The point is that this construction can be
done working only with the two torsion points of J(C), without explicit
knowledge of the Weierstrass points of C. In this situation, theorem
4.3 will determine the field of definition of these differential forms.
8. Jacobian Nullwerte and symmetric equations
We now describe a method to build a symmetric equation of C by
means of Jacobian Nullwerte. The fundamentals of the method are
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certain relations between quotients of Jacobian Nullwerte and the µ-
invariants. Although these relations can be deduced directly from the-
orem 4.1 or theorem 4.3, we provide some geometric intuition to derive
these formulas.
We assume that the period matrix Z comes from a certain model
Y 2 = (X − α1) · · · (X − α2g+2) of the curve C.
The procedure described in section 7 provides a basis (ω˜1, . . . , ω˜g) =
Π∗ ((dz1, . . . , dzg)Ω1(w1, . . . , wg;w0;Z)) of algebraic differential forms
in H0(C,Ω1
K
) coming from certain odd two-torsion points w1, . . . , wg ∈
J(C), which are only subject to the condition [w1, . . . , wg](Z) 6= 0.
By the Riemann singularity theorem, we know that wi = Π(Di) for
certain geometric theta-characteristic Di on C with l(Di) = 1. This
theta-characteristic Di must be the sum of g−1 Weierstrass points (cf.
[1, p. 288]).
Proposition 8.1. Let W be a Weierstrass point on C. The image of
W through the canonical map φG given by ω˜1, . . . , ω˜g is
φG(W ) =
(
[w1, w
′
2, . . . , w
′
g] : [w2, w
′
2, . . . , w
′
g] : · · · : [wg, w′2, . . . , w′g]
)
,
where w′j = Π(W +
∑g−1
r=2Wjr) are any g − 1 odd 2-torsion points on
J(C) whose associated divisors contain the point W and which do not
coincide with the wi.
Proof. Let us write Ω1 = Ω1(w1, . . . , wg, w0;Z). By [11, proposition
3.1], the solution of the linear system
∂θ
∂z1
(w′2, Z) · · · ∂θ∂zg (w′2, Z)
...
...
∂θ
∂z1
(w′g, Z) · · · ∂θ∂zg (w′g, Z)
Ω−11

X1
X2
...
Xg
 =

0
0
...
0
 ,
is the canonical image φG(W ) of the pointW = W
′
1. Let (Y1, . . . , Yg) =
(X1, . . . , Xg)
t(Ω1
t)−1, and call A the first matrix in the equality above.
The solutions of the system
A
 Y1...
Yg
 =
 0...
0

are:
(Y1 : Y2 : · · · : Yg) = (A1 : −A2 : · · · : (−1)g+1Ag),
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where Aj is the determinant of the matrix obtained by deleting the i-th
column of A. Now: X1...
Xg
 =

∂θ
∂z1
(w1, Z) · · · ∂θ∂zg (w1, Z)
...
...
∂θ
∂z1
(wg, Z) · · · ∂θ∂zg (wg, Z)

 A1...
(−1)g+1Ag
 ,
and the result follows immediately. 
This result is specially significant when the original theta-characte-
ristics D1, . . . , Dg are well-posed:
Proposition 8.2. Suppose that the 2-torsion points w1, . . . , wg related
to the basis ω˜1, . . . , ω˜g of H
0(C,Ω1
K¯
) are the images of certain divisors
Di =
∑
j 6=iWj. Let φG(Wr) = (u1, . . . , ug), φG(Ws) = (v1, . . . , vg), with
r, s > g. Then
umvn
unvm
= µmnrs.
Proof. Let us denote by φS : C → Pg−1 the canonical map given by
the standard basis {xrdx
y
}r of H0(C,Ω1). We know that φS(Wn) =
(1, αn, . . . α
g−1
n ), and proposition 1.1 shows that φG = P
−1 ◦ φS, where
P is the linear map given by the Vandermonde matrix:
V (α1, . . . αg) :=

1 1 . . . 1
α1 α2 . . . αg
α21 α
2
2 α
2
g
...
...
...
αg−11 α
g−1
2 . . . α
g−1
g
 .
Let F (X) = (X − α1) · · · (X − αg), and consider the polynomials
Hi(X) =
1
F ′(αi)
F (X)
(X−αi)
=
∑g−1
j=0 ai,j+1X
j , whose coefficients are the en-
tries of the matrix IV (α1, . . . αg) := V (α1, . . . , αg)
−1 = (ai,j)i,j=1...,g,
since Hi(αj) = δij . The map P
−1 is then given by a matrix
diag(λ1, . . . , λg)IV (α1, . . . αg), where the λi are certain numbers which
we don’t need to determine. Hence the coordinates of φG(Wr) are:
φG(Wr) =

λ1F (αr)
(αr−α1)F ′(α1)
...
...
λgF (αr)
(αr−αg)F ′(αg)
 ,
and the result follows immediately. 
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We can combine this two results in order to find nice formulas for
double ratios of Jacobian Nullwerte. An easy example is the following:
Corollary 8.3. Let W1, . . . ,Wg,Wr,Ws be g+ 2 different Weierstrass
points on C, and form the divisors:
D =
∑g
i=1Wi,
D′ =
∑
i>g,i 6=r,sWi,
Di = D −Wi, i = 1, . . . , g,
D′i = Di +Wr −W1, i = 2, . . . , g,
D′′i = Di +Ws −W1, i = 2, . . . , g.
a) Let wi = Π(Di), w
′
i = Π(D
′
i), w
′′
i = Π(D
′′
i ). The following
equalities hold:
(4)
[wm, w
′
2, . . . , w
′
g][wn, w
′′
2 , . . . , w
′′
g ]
[wm, w′′2 , . . . , w
′′
g ][wn, w
′
2, . . . , w
′
g]
= µmnrs.
b) Let wmr = Π(D
′+Wm+Wr), wms = Π(D
′+Wm+Ws), wnr =
Π(D′ +Wn +Wr), wmr = Π(D
′ +Wn +Ws). We have:
[wm, w
′
2, . . . , w
′
g][wn, w
′′
2 , . . . , w
′′
g ]
[wm, w
′′
2 , . . . , w
′′
g ][wn, w
′
2, . . . , w
′
g]
= ±
(
θ[wmr]θ[wns]
θ[wms]θ[wnr]
)2
.
Proof. The first equality follows from propositions 8.1 and 8.2. The
second relation is derived from the first one and Thomae’s formula
4.2. 
As a by product of this corollary we obtain a relation between some
double ratios of Jacobian Nullwerte:
Corollary 8.4. Consider a second family W ′′′1 , . . . ,W
′′′
g of g Weier-
strass points different fromWg+1, . . . ,Wg+2, and form the divisorsD
′′′
i =∑
j 6=iW
′′′
j . Let w
′′′
i = Π(D
′′′
i ). We have:
[wm, w
′
2, . . . , w
′
g][wn, w
′′
2 , . . . , w
′′
g ]
[wm, w
′′
2 , . . . , w
′′
g ][wn, w
′
2, . . . , w
′
g]
=
[w′′′m, w
′
2, . . . , w
′
g][w
′′′
n , w
′′
2 , . . . , w
′′
g ]
[w′′′m, w
′′
2 , . . . , w
′′
g ][w
′′′
n , w
′
2, . . . , w
′
g]
All the formulas above concerning Jacobian Nullwerte have been ob-
tained by geometric means, but they could have been obtained directly
from theorem 4.1, which is a source for lots of such relations.
An important consequence of corollary 8.3 and proposition 2.13 is
the fact thatJacobian Nullwerte provide an effective solution to the hy-
perelliptic Schottky problem in every genus. In the next two sections
we shall explicit this construction for genus 2 and genus 3 hyperelliptic
curves. These are the cases which are usually considered for appli-
cations (for instance, in cryptography) and which are at the reach of
present standard computational power.
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9. Genus 2 curves
We shall now consider the results in previous sections for the par-
ticular case of genus 2 curves, where a number of refinements can be
obtained, both in the algebraic and the analytic sides. We will explain
how to find a symmetric equation for a hyperelliptic curve given its
Igusa-Clebsch invariants or a normalized period matrix. Both methods
are simple and efficient.
9.1. Symmetric invariants for genus 2 curves. Given a symmetric
equation Y 2 = X(X4+G1X
3+G2X
2+G3X+1), it is a simple matter
the determination of its Igusa-Clebsch invariants:
(5)
I2 = 2 (20 + 3G
2
2 − 8G1G3) ,
I4 = −4 (20 + 3G21G2 − 9G22 −G1G3 −G21G23 + 3G2G23) ,
I6 = −2 (160 + 18G41 − 13G21G2 − 88G22 + 12G21G32 − 36G42
−32G1G3 − 38G31G2G3 + 119G1G22G3 − 14G21G23
−13G2G23 − 4G21G22G23 + 12G32G23 + 12G31G33
−38G1G2G33 + 18G43) ,
I10 = −27G41 + 144G21G2 − 128G22 − 4G21G32 + 16G42
−192G1G3 + 18G31G2G3 − 80G1G22G3 − 6G21G23
+144G2G
2
3 + G
2
1G
2
2G
2
3 − 4G32G23 − 4G31G33
+18G1G2G
3
3 − 27G43 + 256.
On the other hand, the determination of an hyperelliptic curve with
prescribed invariants I2 = I2, I4 = I4, I6 = I6, I10 = I10 is a non-trivial
problem, solved by [20] and [4]. We will explain here an elementary
method to find a symmetric equation with prescribed invariants, which
takes profit of the simplicity of the expressions above. Since the Igusa-
Clebsch invariants are homogeneous invariants and the symmetric coef-
ficients are absolute invariants, we need to introduce a proportionality
constant, and solve the equations above for I2k = r
kI2k.
First of all, we note that the formulas above are symmetric polyno-
mials in G1, G3, so that we can express them in terms of
(6) S1 = G1 +G3, S2 = G1G3.
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We obtain:
rI2 = 2 (20 + 3G22 − 8S2) ,
r2I4 = 4 (−20 + 9G22 − 3G2 S21 + S2 + 6G2 S2 + S22) ,
r3I6 = 2 (−160 + 88G22 + 36G42 + 13G2 S21 − 12G32 S21 − 18S41
+32S2 − 26G2 S2 − 119G22 S2 + 24G32 S2 + 72S21 S2
+38G2 S
2
1 S2 −22S22 − 76G2 S22 + 4G22 S22 − 12S32) ,
r5I10 = −128G22 + 16G42 + 144G2 S21 − 4G32 S21 − 27S41 − 192S2
−288G2 S2 − 80G22 S2 + 8G32 S2 + 108S21 S2 + 18G2 S21 S2
−60S22 − 36G2 S22 +G22 S22 − 4S32 + 256.
From the first equality we have:
(7) S2 = (6G
2
2 + 40− rI2)/16,
and we replace this relation in the remaining equations:
26I4 = 36G42 + 576G32 − 12 (rI2 − 240) G22 − 96 (8S21 + rI2 − 40) G2
+ (rI2 − 120) (rI2 + 24) ,
29I6 = −72G62 − 1728G52 + 12 (11 I2 r − 1440) G42
+192 (12S21 + 11 I2 r − 492) G32
−2 (−13824S21 + 19 I22 r2 − 5856 I2 r + 152640) G22
−16 (19 I2 r − 864) (8S21 + I2 r − 40) G2
−18432S41 − 4608 (+I2 r − 40) S21 + 3 I32 r3
−448 I22 r2 + 19392 I2 r − 414720,
210I10 = −72G62 − 2112G52 + 4 (15 I2 r − 6344) G42
+64 (44S21 + 19 I2 r − 2488) G32
−2 (−20736S21 + 7 I22 r2 − 4560 I2 r + 273600) G22
−144 (I2 r − 168) (8S21 + I2 r − 40) G2
−27648S41 − 6912 (+I2 r − 40) S21
+I23 r3 − 360 I22 r2 + 36288 I2 r − 677376.
The first equality yields:
(8)
S21 =
36G42+576G
3
2−12 (r I2−240)G
2
2−96 (r I2−40)G2+r
2 I22−96 I2−64 r
2 I4−2880
768G2
.
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We now substitute this value in the equations for I6, I10:
(9)
432G8
2
−864G6
2
(48+r I2)+72G42 (18240+672 r I2+5 r2 I22+64 r2 I4)
−8G2
2 (1797120+81216 r I2+432 r2 I22+7 r3 I32+27648 r2 I4+1856 r3 I2 I4−6144 r3 I6)
+212345 r I2−576 r3 I2 (I22−64 I4)+3 r4 (I22−64 I4)
2
+3456 r2 (3 I22+320 I4)+2123552=0,
144G8
2
−96G6
2
(176+5 r I2)+8G42 (89280+4704 r I2+59 r2 I22+448 r2 I4)
+24G2
2 (−525312−36288 r I2−720 r2 I22−5 r3 I32−9216 r2 I4−192 r3 I2 I4+8192 r5 I10)
+212355 r I2−1728 r3 I2 (I22−64 I4)+9 r4 (I22−64 I4)
2
+10368 r2 (3 I22+320 I4)+2123652=0.
We can solve these equations by a resultant elimination. It turns out
that the elimination of G2 produces a much simpler result:
(10)
2836 r15 I4
10
+2636 r13 I3
10
(I2 I4−4 I6)−2635 r12 I310 (I22−16 I4)
+108 r11 I2
10 (19 I22 I24+8 I34−168 I2 I4 I6+360 I26+5616 I2 I10)
−216 r10 I2
10 (11 I32 I4+16 I2 I24−36 I22 I6−192 I4 I6−105408 I10)
+2 r9 I10 (I52 I
2
4
+25 I3
2
I3
4
−26 I2 I44−6I
4
2
I4 I6−324 I22 I
2
4
I6+168 I34 I6+9 I
3
2
I2
6
+1242 I2 I4 I26
−1512 I3
6
−270 I4
2
I10−11556 I22 I4 I10+92016 I
2
4
I10+37584 I2 I6 I10)
+36 r8 I10 (I42 I
2
4
−17 I2
2
I3
4
+16 I4
4
−6 I3
2
I4 I6+96 I2 I24 I6+9 I
2
2
I2
6
−144 I4 I26−1350 I
3
2
I10
+23544 I2 I4 I10−54432 I6 I10)
+r7 (I4
2
I4
4
−2 I2
2
I5
4
+I6
4
−12 I3
2
I3
4
I6+12 I2 I44 I6+54 I
2
2
I2
4
I2
6
−18 I3
4
I2
6
−108 I2 I4 I36+81 I
4
6
+30 I5
2
I4 I10+156 I32 I
2
4
I10+1272 I2 I34 I10−72 I
4
2
I6 I10−3672 I22 I4 I6 I10+2448 I
2
4
I6 I10
+7236 I2 I26 I10−1202364 I
2
2
I2
10
+4167936 I4 I210)
−4 r6 I10 (I62−218 I42 I4−512 I22 I24−5832 I34+312 I32 I6+18480 I2 I4 I6−28152 I26+243767 I2 I10)
−3 r5 (−5 I4
2
I3
4
+19 I2
2
I4
4
−14 I5
4
+42 I3
2
I2
4
I6−96 I2 I34 I6−117 I
2
2
I4 I26+126 I
2
4
I2
6
+108 I2 I36
+48 I5
2
I10−906 I32 I4 I10+372 I2 I
2
4
I10−6120 I22 I6 I10+85824 I4 I6 I10+7589376 I
2
10
)
−2 r4 (I5
2
I2
4
−110 I3
2
I3
4
+109 I2 I44−6 I
4
2
I4 I6+810 I22 I
2
4
I6−156 I34 I6+9 I
3
2
I2
6
−1917 I2 I4 I26
+1404 I3
6
+594 I4
2
I10+24678 I22 I4 I10+27216 I
2
4
I10−140616 I2 I6 I10)
−9 r3 (4 I4
2
I2
4
−116 I2
2
I3
4
+31 I4
4
−24 I3
2
I4 I6+672 I2 I24 I6+36 I
2
2
I2
6
−1008 I4 I26−24 I
3
2
I10
+36960 I2 I4 I10−94464 I6 I10)
−54 r2 (4 I32 I24−31 I2 I34−24 I22 I4 I6+108 I24 I6+36 I2 I26−504 I22 I10+9792 I4 I10)
−432 r (I22 I24−I34−6 I2 I4 I6+9 I26−54 I2 I10)−2836 I10=0
.
Note that the coefficient of rn in this expression is an homogeneous
weighted polynomial of degree 2n+ 10 in the invariants I2, I4, I6, I8.
9.2. Jacobian nullwerte and symmetric equations in genus two.
We now proceed to specialize the results in sections 7 and 8 for hyper-
elliptic genus two curves. Our starting point now is the normalized
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period matrix for the Jacobian of a hyperelliptic curve defined over a
number field, and our goal is the determination of a symmetric model
for the curve. The procedure described in section 7 provides a basis of
algebraic differential forms for the curve, and then proposition 8.1 gives
formulas for the canonical image of the Weierstrass points of the curve
with respect to this basis. We obtain the following simple formulas:
Theorem 9.1. Let C be a genus 2 curve, with field of moduli K ⊂ C.
Let Z ∈ H2 be a normalized period matrix for C. Given two odd 2-
torsion points w1, w2 ∈ J(C)[2].
a) For every even 2-torsion point w0 ∈ J(C)[2], the non-singular
matrix Ω1(w1, w2, w0;Z) :=
1
2piiθ[w0]
J [w1, w2] is a period matrix
of a basis of differential forms on C defined over a finite exten-
sion L of K.
b) Let w be a third odd 2-torsion point on J(C). The point cut by
the hyperplane(
∂θ
∂z1
(w)
∂θ
∂z2
(w)
)
Ω1(w1, w2, w0;Z)
−1
(
X1
X2
)
= 0,
in P1(C) has projective coordinates ([w1, w] : [w2, w]|) and it is
independent of w0.
c) Let J(C)[2]odd = {w1, w2, w3, w4, w5, w6}. The ratios
(11) ℓ12j :=
[w1, wj]
[w2, wj]
∈ C ∪ {∞}, j = 1, . . . , 6,
are algebraic over K.
d) The curve C admits the symmetric model
(12) C12 : Y 2 = X(X − ℓ123)(X − ℓ124)(X − ℓ125)(X − ℓ126)
over a finite extension of K.
e) The symmetric discriminant D12 of the symmetric model C12 is
given by:
D12 = [w1, w2]
16
([w1, w3][w1, w4][w1, w5][w1, w6])
4 .
Proof. a) The discussion in section 7 shows that Ω1(w1, w2, w0;Z) is a
period matrix for certain basis η1, η2 of H
0(J(C),Ω1
/K
) defined over a
finite extension of K. Since the Abel-Jacobi map Π : C → J(C) is
defined over a finite extension of K, the forms ω1 = Π
∗η1, ω2 = Π
∗η2
are defined over a finite extension L of K, and Ω1(w1, w2, w0;Z) is a
period matrix for them.
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b) From the equality
Ω1(w1, w2, w0;Z)
−1 = λ

∂θ[w2]
∂z2
(0) −∂θ[w1]
∂z2
(0)
−∂θ[w2]
∂z1
(0)
∂θ[w1]
∂z1
(0)
 ,
with λ ∈ C∗, a simple matrix calculation shows that(
∂θ
∂z1
(w),
∂θ
∂z2
(w)
)
Ω1(w1, w2, w0;Z)
−1 = λ h(w) ([w,w2], [w1, w]) ,
with h(w) 6= 0, and the assertion follows.
c) The ratios of Jacobian Nullwerte can be reduced to ratios of differ-
ences of x-coordinates of the Weierstrass points of any algebraic model
Y 2 = f(X) of C, by theorem 4.1, and hence they are algebraic them-
selves.
d) By [7, p. 399], there exists two functions x, y ∈ K(C) such that
ω1 = dx/y, ω2 = x dx/y, providing a model y
2 = f(x) for C, defined
over L. For this model we know by 1.1 that their Weierstrass points
have the ratios ℓ12j as x-coordinates. Using theorem 4.1 is easy to see
that
∏6
j=3 ℓ12j = ±1, and hence C12 is a symmetric model for C.
d) The expression for D12 follows from the equality:
ℓ12i − ℓ12j = [w1, w2][wi, wj]
[wi, w2][wj, w2]
.

After theorem 9.1, we have a complete and effective solution to the
hyperelliptic Torelli problem in genus 2. We have applied this result in
three different situations, to present irreducible abelian surfaces with
extra multiplications as Jacobians of curves ([8], [9], [2]).
Theorem 9.1 also has a number of theoretical consequences: we can
rephrase the properties of the symmetric roots in terms of the cor-
responding expressions with the Jacobian Nullwerte, thus providing
elementary proofs for relations between them. For instance:
Proposition 9.2. Let J(C)[2]odd = {w1, w2, w3, w4, w5, w6}. We have
[w1, w3][w1, w4][w1, w5][w1, w6] = ±[w2, w3][w2, w4][w2, w5][w2, w6]
This result could be proved by means of the Rosenhain formula, but
the interpretation of the quotients [w1, wi]/[w2, wi] as symmetric roots
gives it immediately.
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9.3. Thetanullwerte and symmetric equations in genus two.
We now combine the expression (11) of the symmetric roots in terms
of Jacobian Nullwerte with Rosenhain formula (3.2), obtaining expres-
sions for the symmetric roots as quotients of Thetanullwerte:
Proposition 9.3. Let J(C)[2]odd = {wi, wj, wk, wa, wb, wc}. We have:
ℓijk = ±
∏
r = 1, . . . , 6
r 6= i, j, k
θ[wi + wk − wr]
θ[wj + wk − wr]
= ± θ[wi + wk − wa]θ[wi + wk − wb]θ[wi + wk − wc]
θ[wj + wk − wa]θ[wj + wk − wb]θ[wj + wk − wc]
= ±θ[wi + wk − wa]θ[wi + wk − wb]θ[wi + wk − wc]
θ[wi + wa − wb]θ[wi + wa − wc]θ[wi + wb − wc] ;
( The sign depends only on wi, wj, wk and can be explicitly determined.)
Dij = (θ[wi+wj+wk]θ[wi+wj+wa]θ[wi+wj+wb]θ[wi+wj+wc])
12
(θ[wi+wk+wa]θ[wi+wk+wb]θ[wi+wk+wc]θ[wi+wa+wb]θ[wi+wa+wc]θ[wi+wb+wc])
8 .
Weber [32] and Takase [26] have given expressions for the roots of
a Rosenhain model for C in terms of even Thetanullwerte. Takase’s
formulas are simpler, since they are quotients of Thetanullwerte. One
can recover these formulas from the proposition above, just by deriving
a Rosenhain model from our symmetric model.
The simple expressions in the proposition (or Takase’s formulas)
worth attention for practical applications. In case we want to compute
a (symmetric) equation for C from its period matrix, it happens that
actually only six different Thetanullwerte are involved in the computa-
tion of a set of symmetric roots of C. In particular, the computation of
the Igusa invariants of C by means of these formulas requires only six
numerical evaluations of the Theta function. This represents a gain of
40% with respect to the methods applied in ([32], [31], [29]). Moreover,
the minimality properties of the symmetric models (theorem 2.10) sug-
gest that their coefficients should be relatively small. In case we have
some extra information about the arithmetic of the curve (for instance,
if we know that its Jacobian variety has complex multiplication and we
know over which primes its reduction is not irreducible), we will be able
to bound the denominators appearing on the symmetric equations, a
crucial point to be sure that numerical results have enough precision
to be correct.
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10. Genus 3 curves
We shall now describe an effective solution to the Torelli problem
for hyperelliptic genus 3 curves, based on the combination of Jacobian
Nullwerte and symmetric roots.
We are given a normalized period matrix Z ∈ H3, corresponding to
a genus 3 hyperelliptic curve C, and we are asked for an equation of
the curve.
We may suppose that the period matrix Z comes from a model Y 2 =
(X − α1) . . . (X − α8) of C. The Weierstrass points of this model are
then Wi := (αi, 0). There are twenty-eight odd two torsion points in
J(C), and they are given by the degree 2 divisors of the form Wi+Wj.
We shall write wrs = Π(Wr +Ws). Note that wrs + wst = wrt.
The following result is particular case of corollary 8.3 for genus 3
hyperelliptic curves:
Lemma 10.1. Let m,n, r, s, t ∈ {1, 2, . . . , 8}. We have:
µmnrs =
[wmt, wts, wsn][wnt, wtr, wrn]
[wmt, wtr, wrn][wnt, wts, wsn]
.
The first step in the computation of a symmetric model for C is
the proper identification of the elements of J(C)[2]odd with the divisors
Wi +Wj . We proceed as follows: we take an arbitrary pair w1, w2 ∈
J(C)[2]odd such that w3 := w1+w2 is also odd. This assures that these
points come from three divisors geometrically well posed in the sense
of proposition 3.4:
w1 := w23 = Π(W2+W3), w2 = w13 = Π(W1+W3), w3 = w12 = Π(W1+W2),
(a formal re-labelling of the αi may be necessary). We now look for
the remaining five points w ∈ J(C)[2]odd such that w2 +w,w3 +w are
simultaneously odd; they must came from divisors W1 +W . We can
write them as
w14 = Π(W1 +W4), w15 = Π(W1 +W5), , . . . , w18 = Π(W1 +W8).
Since wjk = w1j + w1k, we are already in position to apply the lemma
above to compute all the µ12rs:
(13) µ12rs =
[w1t, wts, ws2][w2t, wtr, wr2]
[w1t, wtr, wr2][w2t, wts, ws2]
.
There are eighteen 2-torsion points involved in this computation, so
that, in principle, we will have to compute 54 theta-derivatives (but
these calculations are highly parallelizable).
28 JORDI GUA`RDIA
Finally, we compute a set of symmetric roots for C. After lemma
2.12 we have
ℓ123 = 6
√ ∏
k 6=1,2,3
µ123k
(no matter which root we take), and then
ℓ12k = µ
−1
123kℓ123, k = 4, . . . , 8.
We have obtained:
Theorem 10.2. Let us denote by [ab, cd, ef ] the Jacobian Nullwerte
[wa,b, wb,c, wc,d](Z). A set of symmetric roots for C is:
ℓ123 =
6
√
[14,48,28] [18,48,24] [18,58,25] [18,68,26] [18,78,27] [24,34,23] [28,38,23]4
[14,34,23] [18,38,23]4 [24,48,28] [28,48,24] [28,58,25] [28,68,26] [28,78,27]
ℓ124 =
6
√
[14,48,28] [18,38,23]2 [18,58,25] [18,68,26] [18,78,27] [24,34,23] [28,48,24]5
[14,34,23] [18,48,24]5 [24,48,28] [28,38,23]2 [28,58,25] [28,68,26] [28,78,27]
ℓ125 =
6
√
[14,48,28] [18,38,23]2 [18,48,24] [18,68,26] [18,78,27] [24,34,23] [28,58,25]5
[14,34,23] [18,58,25]5 [24,48,28] [28,38,23]2 [28,48,24] [28,68,26] [28,78,27]
ℓ126 =
6
√
[14,48,28] [18,38,23]2 [18,48,24] [18,58,25] [18,78,27] [24,34,23] [28,68,26]5
[14,34,23] [18,68,26]5 [24,48,28] [28,38,23]2 [28,48,24] [28,58,25] [28,78,27]
ℓ127 =
6
√
[14,48,28] [18,38,23]2 [18,48,24] [18,58,25] [18,68,26] [24,34,23] [28,78,27]5
[14,34,23] [18,78,27]5 [24,48,28] [28,38,23]2 [28,48,24] [28,58,25] [28,68,26]
ℓ128 =
6
√
[14,34,23]5 [18,48,24] [18,58,25] [18,68,26] [18,78,27] [24,48,28]5 [28,38,23]4
[14,48,28]5 [18,38,23]4 [24,3423]5 [28,48,24] [28,58,25] [28,68,26] [28,78,27]
These expressions are not unique, since they depend on the value of
t chosen in (13) to determine µ123k. In any case, the chance to pick two
different t for the same k gives a lot of equalities between quotients of
Jacobian Nullwerte. We give just one example :
Proposition 10.3. For every hyperelliptic period matrix Z ∈ H3
[w15, w45, w24](Z) [w25, w35, w23](Z)
[w15, w35, w23](Z) [w25, w45, w24](Z)
=
[w16, w46, w24](Z) [w26, w36, w23](Z)
[w16, w36,w23](Z) [w26, w46, w24](Z)
We finally remark that one can also express the symmetric roots
ℓ12k as quotients of Thetanullwerte, using Frobenius formula (3.3). For
instance:
ℓ123 =
6
√
θ[1345]3θ[1346]θ[1367]θ[1368]θ[1456]3θ[1478]5
θ[1356]5θ[1378]3θ[1457]θ[1458]θ[1578]θ[1678]3
,
where the Thetanullwerte θ[Π(Wa +Wb +Wc +Wd)] has been written
θ[abcd]. An important remark for computational purposes is that the
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whole set of formulas for the symmetric roots involve only twelve even
Thetanullwerte.
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