The results of an external quality-assessment experiment for serum creatinine measurement are described. Fifty-one laboratories performed quintuplicate analyses during three different analytical runs on six lyophilized sera and two frozen human serum pools. Isotope dilution gas chromatography-mass spectrometry (ID GC-MS) target values were assigned to all the materials. Intralaboratory within-and between-run imprecision results were very similar for all the materials tested (CV <2.20% and <4.70%, respectively). The overall imprecision obtained was high (CV 6.5-20.0%) because of increased interlaboratory-intermethod variability. A significant positive bias (؉9.2-؉43.7%) was found for all the materials at lower creatinine concentration. By using two human sera at different concentrations, we could calculate the constant and the proportional calibration bias displayed by each peer group. The majority of the lyophilized materials showed a behavior divergent from the frozen pools, indicating matrix-related problems. We propose a new algorithm for calculating matrix bias correction factor instrument-reagent specific for each material.
INDEXING TERMS: quality control • reference method • control materials
The analytical goals for creatinine on the basis of biological variability are very demanding (CV Յ2.2% for precision and Յ2.8% for accuracy [1] ). Imprecision is strictly dependent on analyzer characteristics, and can be easily verified. On the contrary, variables affecting inaccuracy (method specificity, type of calibration, calibrator matrix, and value assignment) are more difficult to identify and control. These variables lead to a wide dispersion of results among different laboratories. As a result, the measurement appears far from the desirable performances.
Currently, there is more room for improvement in accuracy than for precision in creatinine determination. Through the use of reference methods and appropriate materials, it is possible to come closer to the "trueness" of the results. The availability of a definitive method is certainly a problem, but for accuracy of routine methods the real difficulty is the material used. The case of creatinine is particularly critical because the lack of commutability [2] is emphasized by the poor specificity and weakness of the majority of the routinely used picrate reaction-based methods [3] [4] [5] .
This fact forces almost all the proficiency testing programs to use peer group target values without any means to verify the real accuracy of any single laboratory, and without progress toward improvement of the agreement between the different laboratories.
Here we describe the results of an external qualityassessment scheme (EQAS) from 51 laboratories of Lombardy region (Italy). 5 We tried to focus on several aspects related to the accuracy of creatinine measurement. First, with a peculiar experimental design of replicate analyses, we could estimate components of variability. Second, through the use of frozen sera and the ultimate accuracy reference, an isotope dilution gas chromatography-mass spectrometry (ID GC-MS) method, we calculated constant and proportional components of the calibration error. Third, we verified the presence of matrix effects in most lyophilized sera and, with a modification of the algorithm proposed by Ross et al. [6] , we calculated a matrix bias correction factor.
Materials and Methods id gc-ms creatinine method
A Finnigan MAT95 mass spectrometer (Finnigan MAT, Bremen, Germany) was used for GC-MS analysis. HPLC purification was carried out with a Jasco HPLC pump (model PU880, Tokyo, Japan) and with a variable-wavelength ultraviolet detector (model 875-UV, Jasco). The HPLC column was a Lichrosphere 100 RP-18 (250 ϫ 4 mm, 5-m particles) from Merck (Darmstadt, Germany).
Creatinine [Standard Reference Material (SRM) 914a, 99.8% purity] and lyophilized reference sera SRM 909a1 (certified value ϭ 84 Ϯ 1 mol/L) and 909a2 (463 Ϯ 6 mol/L) were from NIST (October 13, 1993; revision of certificate dated February 24, 1993). Sera were reconstituted according to the NIST insert. [ 2 H 3 ]Creatinine (98 atom % excess) was from Isotec (Miamisburg, OH). N-methyl-N-(tert-butyldimethylsilyl)-trifluoroacetamide (MTBSTFA) was purchased from Fluka (Buchs, Switzerland). All solvents and general chemicals used were of analytical grade.
All solutions and sera were dispensed with known accuracy and imprecision as already reported [7] . Calibrators were prepared by mixing various amounts of SRM 914a creatinine with [ 2 H 3 ]creatinine to provide a series of mixtures with known ratios of the two isotopomers between 0. Concentration of serum creatinine (mol/L) was then computed from the measured isotopic ratio on the basis of the weight of each serum aliquot, the density, and the internal calibrator added, as already described [7] .
experimental design
Eight different materials were sent to 51 clinical laboratories of the Lombardy region: two fresh-frozen human serum pools (CON1 and CON2) and six lyophilized materials (LYO1-LYO6). The frozen pools were delivered in solid CO 2 , stored at Ϫ20°C, thawed on the day of analysis, and analyzed within 1 h. Lyophilized sera were stored at 4°C and reconstituted 1 h before analysis. In each material, creatinine was measured in quintuplicate in three consecutive days with the automated analyzers routinely used (15 results per laboratory, per control material). The study participants were asked to classify their analytical method according to the chemical principle, the instrumentation, the source of reagents, and the type of calibrator. Clinical Chemistry 43, No. 8, 1997 statistical analysis
The mean of each analytical run, the laboratory mean (mean of three analytical runs), the group mean, and the grand mean (mean of laboratory means) were calculated. SD and within-run CV (CV w ), between-run CV (CV b , containing only the across-day component of variability), between-laboratories CV (CV inter ), and overall CV (CV ovr ) were calculated with analysis of variance performed on a Lotus 1-2-3 spreadsheet.
Calibration bias line. For each peer group we calculated the equation of the line defined by the two frozen pools (CON1 and CON2):
where y is peer group mean and x is the IDMS value; fixed constant calibration bias (a p ) and fixed proportional calibration bias (b p Ϫ 1) of each peer group were obtained from the parameters of the line.
Statistical verification of matrix effect occurrence. Each laboratory mean, obtained for every lyophilized material, was corrected for the calibration bias of the laboratory itself according to the following formula:
where Y iL is the mean of lyophilized sera L of the laboratory i and a i , b i are parameters of the laboratory calibration bias line.
The statistical significance of the difference between corrected results, grouped according to the peer groups, and ID GC-MS value of each material was calculated (Student's t-test). A statistically significant difference indicates the presence of a matrix bias (i.e., noncommutability of the material).
Matrix bias correction factor. A factor to correct bias introduced by the matrix of the lyophilized control materials has been obtained by modifying the formula proposed by Ross et al. [6] to take into account the problem of the constant component of the calibration bias, very common in creatinine measurement with routine methods. The algorithm proposed by Ross et al. [6] for the calculation of the matrix bias correction factor of lyophilized sera is:
where Y p F is the peer group mean of fresh frozen human pool.
Y p L is the peer group mean of lyophilized sera, C F is the GC-IDMS value of fresh frozen human pool, and C L is the GC-IDMS value of lyophilized sera. Modified algorithm:
Results
The reliability of our ID GC-MS method is demonstrated by the results obtained on NIST reference materials SRM 909a1: 84.3 mol/L, CV 1.05% and 909a2: 470.0 mol/L, CV 0.41%.
An overview of all results obtained on the six lyophilized materials and the two frozen pools is shown in Table  1 . We report ID GC-MS target values and overall and peer group means. Results obtained by the clinical laboratories (including overall means and ANOVA) are also summarized. In some cases, such as LYO5, very large discrepancies among method means are evident.
The results obtained on the two frozen human serum pools were used to calculate constant calibration bias and proportional calibration bias of three homogeneous groups of analytical systems (we considered homogeneous the groups constituted by instruments, reagents, and calibrators from the same manufacturer). Table 2 shows the biases from the ID GC-MS values and the parameters of the lines obtained.
The results of the statistical verification of the occur- rence of matrix effect are presented in Table 3 . Only three of 18 material/analytical system combinations exhibit commutable behavior. By using the formula illustrated in Materials and Methods, one can calculate a "matrix bias correction factor" taking into account the different components of the calibration bias. Table 4 shows the matrix bias correction factor of each lyophilized material for the different method groups. By multiplying the peer group means by these factors, one can remove the component of intermethod variability due to matrix effects from the results obtained on lyophilized materials. Fig. 1 shows the peer group means obtained, for each material, before and after results modification according to the matrix bias correction factors. In Fig. 2 comparability of data achievable on fresh frozen sera and lyophilized sera after correction is shown (J&J method group).
Discussion
We developed an ID GC-MS method similar to the one proposed by Stö ckl and Reinauer [8] that combines a sufficient practicability with good precision (CVs from 0.41% to 1.42%) ( Table 1 ) and accuracy (bias of 0.36% and 1.51% from NIST target values on 909a1 and 909a2, respectively).
Our experiments (see Table 1 and Fig. 1a ) emphasize that: (a) there are very discordant percent biases from the ID GC-MS target values-very high for control materials with lower creatinine concentrations, very small for sera with higher concentrations; (b) the major component of variability is the between-laboratories variability that is always very high; (c) the intralaboratory variability can be considered acceptable but, especially at the lower concentrations, it is far from the analytical goal calculated on the basis of biological intraindividual variability [1] ; and (d) the frozen pools (CON1 and CON2), although showing very similar intralaboratory variability, exhibit a lower interlaboratory imprecision. The results are comparable (in terms of imprecision and inaccuracy) with those obtained in a previous experiment [9] . Large differences among the method means were present (Table 1) . In particular, LYO5 shows bias of Ͼ50% between enzymatic and picrate methods, suggesting the presence of some noncreatinine substance reacting with picrate. Unfortunately, 16 laboratories were working with miscellaneous conditions [calibrators and (or) reagents from manufacturers different from those of the instrumentation] or with unique systems, and it was not possible to classify and treat those data. Also, the enzymatic group is not homogeneous, with one laboratory using the UV creatinine reaction and another using the Trinder coupled reaction. For these reasons we performed further calculations only for the three homogenous groups of analytical systems: J&J analyzers, Beckman CX family, and Boehringer-Hitachi family.
Assuming the frozen pools as not affected by any matrix effect, we used them to calculate calibration bias (e.g., method bias observed relative to ID GC-MS method) according to Ross et al. [6] . Percent biases obtained on CON1 were completely different from those on CON2, thus suggesting the occurrence of a significant constant calibration bias (Tables 1 and 2 ). We decided to take into account constant calibration bias by calculating the equation of the line defined by the two pools. The data of slope and intercept (Table 2) clearly individuate a different behavior of the three peer groups. Note the similarity of [5] . Clearly the methods based on the Jaffe reaction are affected by an important positive constant calibration bias (Table 2 ) caused probably by an aspecific signal. This is particularly evident at low creatinine concentrations or with some type of artificial material such as LYO5. This positive bias, in the case of the BoehringerHitachi group, can be almost completely attributed to the picrate reactivity with proteins. The reading window of the Boehringer method is quite long (ϳ90 s), with a prolonged delay from the starter addition (ϳ90 s). This favors the interference from slow-reacting interferents such as proteins [10] . In fact, an extensively dialyzed albumin solution (50 g/L) gives (on an Hitachi 747) an apparent creatinine value of 21 Ϯ 0.9 mol/L. The apparent accuracy displayed for samples with intermediate concentration is due to a concomitant negative proportional bias. Better performances were obtained with enzymatic methods, both for dry and wet chemistry (Table  1 ). In particular, laboratories using wet chemistry enzymatic methods provided very promising results. This finding is in agreement with Blijenberg et al. [3, 4] , but the very limited number of participants using these methods (two) does not allow any generalization. Table 3 shows clearly that lyophilized sera behave differently from the frozen pools. Only in three of 18 material/method combinations was the difference between the two types of materials not significant. These results imply that the use of target values on these types of materials is useless and can lead to faulty considerations. The bias introduced by the matrix is typical for a defined analytical system. Fig. 1a shows how different this effect is for the various materials and analytical systems. With the application of the algorithm proposed, it is possible to calculate factors (shown in Table 4 ) that are able to correct for the error introduced by the matrix. Fig. 1b , in which the matrix effect is corrected, shows almost identical behavior for the different materials with similar creatinine content, whether frozen or lyophilized. Indeed the bias/concentration profile of results obtained on lyophilized sera after correction closely resembles behavior of fresh frozen sera (Fig. 2) . The proposed algorithm has a more general applicability than the previous one [6] and can give reliable results even when a constant calibration bias is present. 
