Traditional soft or hard decisions ignoring the correlation between symbols removing linear and nonlinear damage directly may lead to lack of information and result in system performance degradation. In order to reduce the performance degradation of the system caused by the lack of information, we propose a method that use the Gaussian mixed model to consider the influence of the correlation between consecutive symbols for underwater visible light communication system. The experimental results show that the performance of the system is greatly improved after the correlation between consecutive symbols is considered. The more consecutive symbols there are, the greater the performance will be. When the forward error correction (FEC) threshold is met, the Q factor of Gaussian mixture models(GMM) that join three adjacent symbols is 1.19 dB greater than without the GMM clustering algorithm. The highest data rate that can be achieved exceeds 1.5 Gbps with GMM.
Introduction
Visible light communication (VLC) that uses light-emitting diodes (LED) as light sources is advantageous in terms of energy saving and environmental protection. Compared with traditional radio frequency (RF) wireless communication, VLC has more advantages, such as high security, high efficiency, anti-electromagnetic interference and free spectrum license. Therefor VLC has received extensive attention and has become a potential candidate for next-generation highspeed communication [1] - [3] . Meanwhile, compared with quadrature amplitude modulation (QAM) or quadrature phase Shift Keying (QPSK) signals which have real and imaginary parts, pulse amplitude modulation (PAM) has only real parts, which reduces the complexity of signal generation and processing. In recent years, because of the exploration of marine resources and the development of underwater military technology, underwater communication has been receiving extensive international attention. However, although, the development of underwater acoustic communication is relatively mature,it still has some shortcomings such as low bandwidth, high transmission loss and high delay [4] . On the other hand, blue/green light in the underwater environment has relatively small attenuation and can achieve high data rates, which is of great research value [5] , [6] .
With the rapid development of artificial intelligence in recent years, machine learning has gradually become a research hotspot, and has been widely used in many fields [7] . To further optimize the performance of the communication system, we have begun to combine machine learning with communication.
Because of the nonlinearity of the electrical amplifier (EA) and the inherent nonlinearity of optoelectronic devices such as LEDs, the performance of the visible light system is severely constrained. In order to improve the data rate and the performance of visible light communication systems, we combine nonlinear algorithms in machine learning with visible light communication. We use clustering algorithm to improve the transmission performance of the system by clustering the received data to make the points converge. Two commonly used clustering algorithms are K-means, and GMM. For example, K-means algorithm was used to reduce nonlinear phase noise in [12] , [13] . Convergence via K-means is achieved by minimizing the distances from the received data to the cluster center without considering the effects between adjacent symbols. In many cases we consider consecutive symbols to be independent of each other, but actual research indicates that there is a correlation between consecutive symbols. Interference between symbols may degrade system performance. The smaller the time interval between consecutive symbols is, the stronger the correlation of the symbols will be, and the larger the time interval between consecutive symbols is, the weaker the correlation of the symbols will be. On the other hand, GMM can be used to model residual linear and nonlinear impairments [8] . However, the research is based on low-order systems and considers only one adjacent symbol.
In this paper, we use the GMM to cluster the received data of the visible light communication system. We consider the correlation between consecutive symbols in a higher order PAM system, and use GMM to cluster the observation vectors formed by consecutive symbols to obtain the distribution relationship between consecutive symbols. The experimental results show that the performance of the system will be improved after the correlation between consecutive symbols and their distribution are considered. Furthermore, the more consecutive symbols there are, the greater the performance will be.
Principle
Researches have shown that consecutive symbols are not independent of each other after equalization, and that there is a certain correlation [8] . Fig. 1 (b) and Fig. 1(c) show the two-dimensional distribution when two consecutive symbols are considered, whereas Fig. 1 (f) and Fig. 1(g) show the three-dimensional distribution when three consecutive symbols are considered. In theory, when there is no correlation between consecutive symbols, the distribution of the consecutive symbols in two-dimensional space and three-dimensional space should show a regular circle and a spherical shape as shown in Fig. 1 (c) and Fig. 1(f) , respectively. However, we can clearly see from Fig. 1 (b) and Fig. 1 (g) that the two-dimensional distribution and the three-dimensional distribution of consecutive symbols exhibit elliptical and ellipsoidal shapes, respectively, which indicates the existence of correlation between consecutive symbols. In order to study the effect of inter-symbol correlation on system performance, we consider consecutive symbols jointly in this research. When the correlation of consecutive symbols is not considered and the amplitude of the received signal is too large or too small, the signal will be judged as an error symbol via the traditional hard decision as can be seen from Fig. 1 (i) and (ii). After the correlation of consecutive symbols is considered, the decision boundaries that are shown in Fig. 1(d) and Fig. 1 (h) can be calculated in advance to reduce the probability of misjudgment.
The principle of the algorithm is as follows: First of all, to study the effect of the correlation between consecutive symbols on system performance, the observation vectors are defined by combining symbols adjacent in the time domain. The expression of the observation vector is as follows [8] :
where v i is the ith observation vector, s i is the ith symbol, and D is the number of adjacent symbols that are considered. In the traditional decoder, we use only the amplitude information of the symbols, and regard the symbols as independent of each other. If there is a correlation between the symbols, some information will be lost, which will result in the degradation of system performance when merely the amplitude information of the symbol is considered. Instead of the traditional decision method to remove the correlation between symbols, we use GMM to simulate the correlation between consecutive symbols, then fit the model to decode instead of remove the correlation between symbols to guarantee the integrity of system information. A function is then defined as follows [9] - [11] :
, is the ith multidimensional Gaussian distribution function in the Gaussian mixed model. The mean vector of ϕ is μ j,c , and the variance matrix is j,c . The probability that a data point belongs to one of the sub-clusters is
The number of dimensions of the multidimensional Gaussian distribution is 2D + 1. Eq. (2) and (3) together form the distribution of Gaussian mixture models. This distribution contains two indexes, j and c. j represents the number of states of the PAM symbol, which is from 1-8. c represents the number of sub-clusters to which the PAM symbol belongs.
In order to find the parameters in the mixed Gaussian model, and perform iterative optimization, we define the likelihood function of v i corresponding to j. The likelihood function is shown as Eq. (4):
is the probability that the data belong to different classes. We can then use the maximum expectation algorithm to solve the relevant parameters in the likelihood function. Using a log-likelihood function shown in Eq. (5) instead of the L j (v i ) to simplify the calculation, and then the log-likelihood function is maximized.
The likelihood function of the objective function is defined as follows:
where n is the number of transmit data. Then, calculate the logarithm of the likelihood function.
where k is the number of iterations. We decode by calculating the likelihood function based on the multi-dimensional GMM and the expectation-maximization algorithm is used. Each iteration consists of two steps: 1) Firstly, the expectation of the log-likelihood function is calculated using the current parameters μ j,c (k) , j,c (k) and p j,c (k) . A detailed calculation can be found in the appendix of the article.
2) Secondly, the expectation of the log-likelihood function in from the previous step is maximized to get the updated parameters μ j,c (i +1) , j,c (i +1) and p j,c (i +1) , which indicates that the derivative of the expectation of the log-likelihood function is to be calculated and made equal zero. The principle of the algorithm is shown in Fig. 2 . Vector v i is defined by cascading adjacent time domain symbols. i initializing to 0 represents the number of iterations, and 1 is added per iteration. If variable i is less than 10, the iteration continues; otherwise, the algorithm ends. The parameters are calculated and updated by the maximum expectation algorithm in each iteration. ε is the threshold for the maximum likelihood function. When ε is less than 10E-5, the iteration continues; otherwise, the algorithm ends. v i clusters to the class corresponding to the maximum probability. Fig. 2(ai) and (bi) show the results of clustering after the correlation between symbols is considered for two consecutive symbols and three consecutive symbols, respectively. Illustration (i) and (ii) are detailed images of Fig. 2(ai) and (bi), respectively. The pre-calculated decision boundaries of two consecutive symbols and three consecutive symbols are shown in Fig. 2(aii) and (bii), respectively. Fig. 3 shows the experimental setup for PAM8 visible light communication system based on Gaussian mixture model. At the transmitting end, the PAM8 signal is generated using an offline MATLAB program, generating a waveform file, which is then loaded into an arbitrary waveform generator (AWG) (Tektronix AWG710) to generate a transmitted signal. The signal is partially compensated for high frequency attenuation by hardware pre-equalizer firstly [6] . Then the pre-equalized signal is amplified by an electric amplifier (EA, Mini-Circuit ZHL-6A-S+) and coupled to the direct current through a bias tee (ZX85-12G-S). Direct current provides a suitable operation region for LED. The electrical signal is modulated onto the LED with blue a lighting chip and converted into an optical signal, which is focused by the lens and then transmitted through a 1.2-meter underwater channel. At the receiving end, a Si PIN photodiode with a pair of differential output is used to detect the optical signal and perform photoelectric conversion. In order to achieve a higher signal to noise ratio, a lens is used to focus the light. The two differential output electrical signals are amplified by electrical amplifiers and recorded by the two channels (CH1 and CH2) of a digital oscilloscope (OSC, Agilent DSO54855A). The received signal is subjected to PAM de-mapping using the offline MATLAB program.
Experimental Setup

Experimental Results and Discussion
We have designed a series of experiments by changing the bias current, Vpp, and data rate to demonstrate that using GMM to simulate the correlation of adjacent symbols can improve the performance of visible light systems. To find the optimal operating point of the system, we measured the BER performance of the system with fixed Vpp when the bias current is changed and with fixed bias current when the Vpps are changed. First of all, we measured the BER performance at different bias currents at a data rate of 1.2 Gbps and a Vpp of 0.6 V. The experimental results are shown in Fig. 4(a) . As can be seen from Fig. 4(a) , as the bias current increases, the BER firstly decreases. When the bias current reaches the range of 120-130 mA, the BER drops to a minimum value, and the BER gradually increases as the current increases. Fig. 4(a) shows that the modified cascaded multi-modulus algorithm (MCMMA)equalized signal satisfies the 3.8 × 10-3 threshold requirement for forward error correction in the current range of 90-170 mA without using the GMM clustering algorithm. When the GMM clustering algorithm is used and the forward error correction threshold is met, the applicable bias current range is widened. When the bias current is 180 mA, the communication requirements are not met without using GMM clustering algorithm. After the GMM clustering algorithm is used, the BER can be lowered below the threshold. It can be seen from Fig. 4(a) that under the same bias current, the GMM clustering performance when three consecutive symbols are considered is better than when two consecutive symbols are considered, and the current range that can be realized is wider, which is larger than 94 mA when two consecutive symbols and is larger than 97 mA when three consecutive symbols are considered. The best bias current is around 120-130 mA.
Under the condition of a bias current of 120 mA and a data rate of 1.2 Gbps, we then measured the BER performance by changing the Vpps in the cases of not using the GMM clustering algorithm, of using GMMs wherein three consecutive symbols are considered and of using GMMs wherein two consecutive symbols are considered. Fig. 4(b) shows that BER first decreases and then increases with the increase of Vpps. Fig. 4(b) shows that when the GMM clustering algorithm is not used, the BER of MCMMA-equalized signal is less than 3.8 × 10-3 when the range of Vpp is 0.31-0.83 V. After the GMM clustering algorithm is used, the Vpp range that meets the FEC threshold is 0.2 V-0.9 V, which is much larger than under the condition wherein the clustering algorithm is not used. Furthermore, at the same bias current and data rate, the Vpp range of the GMM clustering for three consecutive three symbols is wider than for two consecutive symbols, which are 0.73 V and 0.7 V, respectively. The experiment results indicate that the BER performance is optimal when Vpp is about 0.6 V.
Thirdly, we measure the BER performance under different bias currents with different input signal Vpps when the data rate is 1.2 Gbps. The results are shown in Fig. 5 . The black line in the figure indicates the threshold of 3.8 × 10 −3 with 7% forward error correction. From the experimental results that are shown in Fig. 5(a) -(c), we know that a larger operation range is obtained after the GMM clustering algorithm is used. The operation ranges corresponding to the GMM clustering of three consecutive symbols are the largest in the three cases.
As shown in Fig. 5(d)-(f) , when the bias current is too large or too small, the Vpp range that meets the threshold is small, which is due to the serious U-I nonlinearity of the LED. When the bias current is 80 mA, the ranges of Vpp using GMM clustering of three joint consecutive symbols and two joint consecutive symbols that meet the FEC threshold are 0.51 V and 0.49 V, respectively, and the FEC threshold cannot be met without GMM clustering. When the bias current is 100 mA, the FEC threshold can be meet without GMM clustering within a certain Vpp range. However, the resulting voltage is only 0.28 V, which is unsatisfactory. The Vpp range that meets the threshold requirement after GMM is used is significantly wider, as shown in Fig. 5(e) . The ranges of Vpp when GMM clustering is used, when three consecutive symbols and two consecutive symbols are considered, that meet the FEC threshold are wilder than 0.53 V and 0.56 V, respectively. When the bias current is 120 mA, all the three conditions can meet the threshold within certain Vpp ranges. The ranges of Vpp using GMM clustering is used, when three consecutive symbols and two consecutive symbols are considered, that meet the FEC threshold are 0.66 V and 0.63 V, respectively. The range of Vpp is 0.53 V without GMM clustering, which is the smallest among the three conditions.
It can be seen from the aforementioned experimental results that the system can achieve optimal performance when the bias current is 120-130 mA and Vpp is about 0.6 V, which is consistent with previous experimental results. Through the analysis of the experimental results, we can clearly conclude that the dynamic range that can be achieved after the GMM clustering algorithm is used is wider than when the algorithm not used. The dynamic range of the GMM algorithm when three consecutive symbols are considered is the larger than that of the GMM clustering when two consecutive symbols are considered.
Finally, we measured the corresponding BER at different rates when the bias current is 120 mA and Vpp is 0.6 V to prove our previous conjecture that the more consecutive symbols there are, the greater the performance will be. Fig. 6(a) indicates that with the increase of data rate, the BER increases gradually and the system performance deteriorates. In the case of not using the GMM clustering algorithm, the system can achieve a maximum data rate of less than 1.45 Gbps to achieve the BER threshold. With the GMM clustering algorithm, the highest data rate that can be achieved exceeds 1.5 Gbps. At the same data rate, the BER performance of GMM clustering when three consecutive symbols are considered surpass the GMM clustering when two consecutive symbols are considered. In order to make the performance increase more intuitive, we convert BER to Q factor as shown in Fig. 6(b) . The corresponding Q factor for 3.8 × 10-3 is 8.53 dB. When the FEC threshold is met, the Q factor in the case of using GMMs that join three adjacent symbols is 1.19 dB than in the case of not using the GMM clustering algorithm.
Conclusion
In this paper, considering the correlation between consecutive symbols, we used a mixed Gaussian model to cluster the consecutive symbols. The BER performance with GMM clustering algorithm and without GMM clustering algorithm under different bias currents were investigated. We found that the current range that meets the threshold requirement range is larger after GMM is used and that the optimum bias current is around 130 mA. In addition, the performance of GMM clustering with three consecutive symbols is better than that of GMM clustering with two consecutive symbols. Furthermore, we measure BER under different VPP at the optimum bias current, and found that the VPP range that meets the communication requirements is wider after using the GMM clustering algorithm. We studied performance at different data rates as well. Through the dynamic range of BER performance under different bias currents with different input signals Vpps shown in Fig. 6 , we can conclude that the dynamic range that can be achieved using the GMM clustering algorithm is larger than without using the GMM clustering algorithm. The performance of the GMM clustering of consecutive three symbols is better than the GMM clustering of consecutive two symbols. Although the time consumptions of GMM3 is more than those of GMM2, the difference in time consumption between them is not very large when the transmission data are limited. The experiment results also show that GMM3 effectively improves the performance of the system compared with when GMM2 is used. It is feasible to achieve system performance improvement with limited time consumption.
