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where f k (e, ) is the number of sequences with e errors in a read of length such that any interval of length k contains at least one error. This value can easily be computed using a recurrence formula (Ilie et al., 2011) . The second, D k , denotes the expected number of positions where a sequencing error in the seed misdirects the genomic location it should be corrected to (termed destructible in (Ilie et al., 2011) ).
and q k = (1 − (1 − ε) k )(1 − ε)(1 − (1 − 1/4 k ) n ) · 3/4. We then select kmin such that U k + D k is minimal. The maximum value kmax is set to kmin + 10 to provide a sufficiently large interval to detect erroneous k-mers. In order to save computation time we do not use every k value in each round (see Section S2.5).
S2 IMPLEMENTATION DETAILS
Our implementation represents tree nodes by their intervals, where the root corresponds to the whole suffix array. To simulate the top-down traversal we have to determine the children of node's interval which are subintervals. To this end, we conduct binary searches for each character A,C,G,T,N following the interval's LCP and determine the LCP of each subinterval. For more details on the suffix tree traversal using the suffix array only, we refer the reader to (Navarro & Baeza-Yates, 2000) .
In Fiona the top-down traversal does not exceed a string depth of kmax. Hence it suffices to lexicographically sort the suffixes in the suffix array by only their kmax-prefixes. Such a partial suffix array also called h-order suffix array (Larsson & Sadakane, 2007) was also used in (Zhao et al., 2011) and (Siragusa et al., 2013a) as an efficient generalized suffix tree implementation for NGS reads.
We discard suffixes of length less than kmin and construct the kmax-order suffix array in 2 steps. First, we use a hash table to group the suffixes into buckets by their q-prefix for a given q < kmin. We then refine the sorting from a prefix of length q to kmax using quick sort on each bucket and start the top-down search as described previously. As the refinement and traversal steps are data-independent among the buckets, we parallelized them using OpenMP. For load balancing each thread executes jobs of approximately the same number of suffixes. To further reduce the physical memory consumption of Fiona, we omit to store all suffixes in the hash table at once. Instead, we repeat the construction and traversal m times and in the i th round consider only suffixes with a hash value h of the q-prefix in the interval [hi−1, hi) (0 = h0 < h1 < . . . < hm = 5 q ). Despite an increase in the running time of a factor m, we can decrease the dominating size of the hash table by roughly the same factor by doing so.
S2.1 Seed extension
To efficiently compute the right extension E(a, b) of two strings a and b we use a banded variant of Myers' bitvector algorithm (Myers, 1999) as first used in (Weese et al., 2012) and specialized for seed extension in (Siragusa et al., 2013a,b) . To extend a seed with minimal errors one typically uses dynamic programming (DP). For seed extension with an upper bound of errors it suffices to compute cells within a band (parallelogram) instead of the whole DP matrix. Our banded bitvector approach exploits bit-parallelism of logical and arithmetic operations to compute whole columns of the DP parallelogram which is practically faster than computing the column cells seperately. For more details on the implementation we refer to (Siragusa et al., 2013b) .
S2.2 Storing potential corrections
Whenever an erroneous node is detected in a traversal, the children of the node are divided into potentially erroneous and correcting nodes according to the number of suffixes in the subtrees. For each erroneous suffix, different possible corrections for reads with this suffix are examined as explained above and shown in Figure 2 . A linked list with corrections for each read is kept during the tree traversal. For each read position the best supporting correction is stored in the list. This list can be accessed by all threads, but is locked for other threads whenever one thread is modifying an entry in the list.
S2.3 Parallelized computation of optimal read corrections
After all subtrees have been traversed and potential corrections have been stored in the linked list, the list of correcting operations for each read and each position is iterated in parallel. For each read position in an erroneous read r the optimal set of corrections is computed as explained above.
S2.4 Handling of repeats and Ns
Reads that are produced by the sequencer may contain the ambiguous base N. All previous suffix tree based methods omit reads that contain one or more N's. In Fiona each base position with an N is considered erroneous and is attempted to be corrected. In addition, anchors containing N's are neglected for the suffix tree traversal. When computing the overlap error rate to determine the set of correcting reads, N's occurring in correcting reads as counted as errors, while N's in the erroneous read are not.
To reduce false positive error candidates from small variations in repeat regions, we also ignore anchors that are tandem repeats of 1-6 nucleotides with at least 2 repetitions. As a second measure against repeats, we completely neglect mononucleotide q-gram buckets, e.g. CCCCCC, and also the most abundant q-gram buckets that in total contain a fraction of ρ of all q-grams, where ρ is the assumed repeat rate (ρ = 0.01 by default).
S2.5 Seed sampling
As another means for improving on running time, we implemented a seed sampling heuristic. Instead of examining all branching nodes in every round, we examine only every third node on a tree branch depending on the correction round. More precisely, we considered only seeds of length , where ≡ kmin + u − 1 mod s. u denotes the number of the current round and s is the sampling rate. By default, Fiona uses a sampling rate of s = 3.
S2.6 Complexity
The asymptotic running time of Fiona is dominated by the search for errors and their corrections in a traversal of the suffix tree. The pseudocode of this search is outlined in Algorithm 1 (notations are the same as in the main text). We omitted some details in the pseudo-code like counting votes, detecting which e acquires the most votes and insertion of the correction in the correction list as they have no influence on the asymptotic running time which is dominated by innermost computation, the seed extension.
Algorithm 1: Fiona(R, n, ε) input : R, the set of m reads of length input : n, the genome length input : ε, the expected read error rate 1 foreach suffix tree node αz do
compute right extension E r i + e 1 , |r| , s j + e 2 , |s| with Myers algorithm 9 . . .
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. . .
Worst-case running time. Assume a fixed string depth k and child nodes αx and their siblings αy of parent nodes α with |α| = k. Then let Nerr(k) denote the number of pairs (r, i) iterated by lines 3 and 5 and let N for (k) denote the number of pairs (s, j) iterated by lines 4 and 6. As the spectrum of a node is the set of leaves below it and all nodes at a fixed depth k have disjoint sets of leaves, we can derive the following loose upper bounds Nerr(k) < m · and Ncor(k) < m · . The inner loop over the 3 possible error types (line 7) is executed for the product of suffixes Nerr(k) · Ncor(k) < m 2 · 2 . We traverse only nodes at depth k ∈ [kmin, kmax] and as we chose kmax := kmin + 10 there are not more than 10 different depths to examine.
The innermost seed extension in line 8 aligns to suffixes of at most − kmin characters. As we limit the number of tolerated errors by ε · the extension can be computed by a banded DP algorithm that computes only a band of ε · + 1 diagonals and at most − kmin columns of the DP matrix. We use a banded variant of Myers bit-vector algorithm which computes 64 column cells at once and hence needs O( · ε· 64 ) time. Thus the overall worst-case running time of one round of Fiona is:
This time already includes the partial suffix array constructing which requires O (m · · log (m · ) · kmax) time to sort all suffixes by their prefix of length kmax.
Expected running time. However this worst case bound does not reflect the complexity of Fiona in practice. So we give the expected running time as well for which we can make some more stringent assumptions. At one string depth k the number of seeds of erroneous reads can be expected to be a ε-fraction of all seeds at one level k, i.e. Nerr(k) < ε · m · . For each erroneous seed we expect to find λ k correct seeds, where
is the expected seed coverage. Hence, the loop in line 7 will be executed ≈
times. The expected running time of one round of Fiona is:
We can then rewrite the expected running time as a function of genome length and coverage λ = λ1:
which is linear on genome length and quadratic with coverage. The worst-case and expected case running times were given for one round only. However, the total running time has the same complexity as the automatic round selection will stop after at most a constant number of 6 rounds.
Memory consumption. The data structures required by Fiona are the reads which have m · characters in total, the suffix array with m · ( − kmin + 1) entries and the correction list with O ((kmax − kmin) · ε · m · ) entries in expectation if all errors would be found at each string depth k. Hence, the overall memory consumption is linear in the total length of reads
S3 DETAILS OF EVALUATION SETUP
All experiments presented in this manuscript were run on a computer with an 8-core Intel Xeon X5550 @2.67Ghz processor and 72 GB of RAM running Debian Linux 6.0.6. 
S3.1 Data sets and genomes used

S3.2 Performance evaluation
Gain Computation with compute gain. For the evaluation of read correction quality, the metric gain has been established in (Yang et al., 2010) and (Yang et al., 2013) as a good summary of both sensitivity and precision. We use the gain metric for edit distance: For both 454 and IonTorrent data, the uncorrected reads are mapped against the known reference genome using BWA-SW (Li & Durbin, 2010) with default parameters. BWA-SW yields the best local match in a SAM file which is used as the predicted true origin in the rest of the evaluation.
For the evaluation, we developed a tool called compute gain which employs multi-core parallelism and is included in the Fiona distribution. This tool reads the SAM file generated by BWA-SW and the corrected FASTQ file that the correction tool produces. The full uncorrected and corrected read sequences are then aligned around the predicted origin position using a banded DP alignment algorithm from (Döring et al., 2008) . The gain can be computed by (b − a)/b where a and b are the sums over the number of errors after and before correction over all reads. When more errors are introduced than corrected over all the reads, the gain takes a negative value.
Handling Local Alignments for 454 and IonTorrent Data. Since BWA-SW yields local alignments, we use a similar scheme for filtering BWA-SW matches as in (Yang et al., 2013) : Reads where fewer than 30 bases are aligned by the read mapper are ignored. We also ignore reads aligning with more than 10 errors or with an overall error rate of more than 20 %.
Besides the gain, we also compute the base error rate which is the total number of edit distance errors divided by the total number of bases.
Sensitivity and Specificity Computation. Computing other metrics such as sensitivity and specificity values requires that false positive correction, true positive corrections etc. can be defined and computed in an unique way. As we assess the true originating position of the reads using the best alignment to the genome, we have to avoid changes in the alignment before and after correction which would create ambiguities. There is not such a problem when using Hamming distances, as each aligned base of the read is compared to the same exact position on the reference genome before and after correction. For edit distance, however, positions of gaps in each read alignment can change before and after correction. For instance, even a substitution of a bp can change the position it aligns to on the reference genome. There, read bases untouched during read correction and that previously aligned without an error, might after correction align with a mismatch, even though their status was unchanged.
In their study, (Yang et al., 2013) propose an approximation of the true/false positive/negative counts using a scheme that we describe below. Our program compute gain also allows for such a computation but because of the limitations on corrections using edit distance operations, we only give these metrics in the supplement.
The approach to compute the metrics for sensitivity and specificity and the counts required for this computation are as follow. Collect a quadruple (p, o, c, w) for each erroneous alignment base where p is the reference position, o is an offset in gaps in the reference, c is the correct base (reference base, can be -for gaps in the reference) and w is the wrong base in the read. The sets B and A contain the errors before and after the correction. The true positives can now be computed as |B \ A|, false positives as |A \ B|, and the number of false negatives as |A ∩ B|. The number of true negatives is the number of reference positions before correction that are not in A nor B.
Consider the following example for a case where the algorithm described above does not count the true/false positives/negative corrections correctly. The read ACGCTCTACG aligns against the reference ACGATCTGTACG with edit distance 3. The read error correction method corrects the read to ACGCTGTACG (replacing the third C from the left by a G). This makes the read align against the reference with edit distance 2. Since the edit distance alignment before correction was ambiguous, the alignment errors are not correlated correctly. The algorithm above counts one uncorrected base (false negative) at position 3, one introduced error (false positive) at position 4, and two corrected errors at position 7 and 8 (true positives). However, the corrected base was the C previously aligned to position 5 and after correction aligned to position 7 as G. Thus, there actually is one corrected error, two uncorrected errors, and no introduced error.
Note that the alignment algorithm that we used for edit distance place gaps at the rightmost possible position. Any dynamic programming (DP) alignment algorithm implementation has to decide how to handle ambiguous traces through the DP matrix, effectively placing gaps at the leftmost or rightmost possible position. Using the reverse complement for both read and reference in the example above gives an example for incorrect counts for a DP alignment algorithm placing gaps at the leftmost position. Table S3 shows the robustness of Fiona with respect to the expected error rate. The parameter of was varied between 2 % and 10 % when correcting the 13x E. coli and the 34x S.aureus data sets with varying coverage.
S4 ROBUSTNESS EVALUATION
S5 PROGRAM VERSION AND PARAMETRIZATION DETAILS
For all programs the gain analysis was done on the complete read set, even if some programs discarded reads from their output. Fraction of the best gain for different given values for the per-base error rate ε. Fiona was run one E. coli and one S.aureus data set with different values of the per-base error rate between 2 % and 10 %.
S5.1 Fiona
Fiona was used in version 0.2. The values chosen automatically by Fiona for kmin were 14 for the E. coli data sets, 15 for S. cerevisae, 16 for RAL399-2L, and 17 for C. elegans and D. melanogaster. We used the parameter -t 8 for eight threads, and pass the genome length using -g GLEN. A q-gram of length 10 was hard-coded into Fiona for benchmarking (and can be changed after recompiling). Fiona uses a default error rate of 0.05 and Fiona-H for Illumina data uses a default of 0.01. Example: fiona -nt 8 -g 1000 IN.fq OUT.fa. 
S5.2 Allpaths-LG
S5.3 Coral
Coral was used in version 1.4. It was run with default parameters, i.e. -fq for the input FASTQ files, -o for the output file, and -454 for both 454 and IonTorrend data. For some 454 and Ion Torrent data, Coral's parameters had to be adjusted to allow higher error rates to yield better gain (as instructed by the Coral authors). We ran Coral with default parameters (an error rate of 7 % or -e 0.07). We also tried to increase the error rate in Coral to 10 %, 15 %, 20 %, and 25 %. The best variant for each data set is given as Coral*. We stopped Coral after 24 hours on the 18x D. melanogaster data set with -e 0.20 and -e 0.25. 
S5.4 HybridShrec
HybridShrec was used in version 1.0 (BaseSpaceShrec). We ran HybridShrec in two versions. The variant HybridShrec was run with default parameters as instructed by the authors. For most data sets, the program did not run through but exited with the suggestion to lower the strictness parameter -s. Because the achieved gain did not correlate with the strictness parameter value, we ran it with strictness values set from 2 to 7 and reported the best achieved gain. The default setting for levels to use is 14 to 17. The variant HybridShrec F used the same levels as fiona. This variant was run with strictness values 2 to 7 as well. Example:
java -Xmx40960m Shrec -n 5348428 -s 7 IN.fa Table S4 shows the running time and memory consumption of the evaluated tools on 454 and IonTorrent data. Table S5 shows the same metrics for Illumina data. Table S6 shows the sensitivity and specificity results as well as the number of true and false positives of the evaluated tools on 454 and IonTorrent data. Table S7 shows the same metrics for Illumina data. Sensitivity (sens.) and specificity (spec.) are given in percent. Also, the table shows true positives (TP) and false positives (FP). See Table S4 for the reasons of missing values. Sensitivity (sens.) and specificity (spec.) are given in percent. Also, the table shows true positives (TP) and false positives (FP). See Table S5 for the reasons of missing values. Table S8 and Table S9 show the full results of all Coral runs in terms of quality and resource consumption. We stopped the Coral runs after 24 h. Table S10 and Table S11 show the full results of all HybridShrec (HS) runs in terms of quality and resource consumption. Some values are missing because HS did not work with the given strictness value or the program terminated. Fiona: automatic read error correction
S6 RUNNING TIME AND MEMORY CONSUMPTION
S7 SENSITIVITY AND SPECIFICITY RESULTS
S8 FULL CORAL RESULTS
S9 FULL HYBRIDSHREC RESULTS
1 - 1 - 1 - 1 - 1 - 1 - 1 - 1 - 1 - 1 - 1 - 1 - 1 - 1 - 1 - 1 E. coli1 - 1 - 1 - 1 - 1 - 1 - 1 - 1 - 1 - 1 - 1 - 1 E. coli K-
S10 NUMBER OF BASES REMOVED BY QUAKE
In Table S12 , we report the number of removed bases and percentage of removed bases by Quake. Note that this is only due to clipped away bases. Any read removed by Quake as erroneous was inserted back from the original result. 
