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Abstract. We demonstrate how structured decompositions of unitary operators can
be employed to derive control schemes for finite-level quantum systems that require
only sequences of simple control pulses such as square wave pulses with finite rise and
decay times or Gaussian wavepackets. To illustrate the technique, it is applied to
find control schemes to achieve population transfers for pure-state systems, complete
inversions of the ensemble populations for mixed-state systems, create arbitrary
superposition states and optimize the ensemble average of dynamic observables.
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1. Introduction
The ability to control quantum-mechanical systems is an essential prerequisite for many
novel applications that require the manipulation of atomic and molecular quantum states
[1]. Among the important applications of current interest are quantum state engineering
[2], control of chemical reactions [3, 4, 5, 6, 7], control of molecular motion [8], selective
vibrational excitation of molecules [9], control of rotational coherence in linear molecules
[8], photo-dissociation [10], laser cooling of internal molecular degrees of freedom [11, 12],
and quantum computation [13, 14, 15, 16, 17].
Due to the wide range of applications, the immediate aims of quantum control may
vary. However, the control objective can usually be classified as one of the following:
(i) To steer the system from its initial state to a target state with desired properties,
(ii) To maximize the expectation value or ensemble average of a selected observable,
(iii) To achieve a certain evolution of the system.
Despite the apparent dissimilarity, these control objectives are closely related. Indeed,
(i) is a special case of (ii) in which the observable is the projector onto the subspace
spanned by the target state. (ii) is a special case of (iii), where we attempt to find
an evolution operator that maximizes the expectation value of the selected observable
either at a specific target time or at some time in the future. Hence, one of the central
problems of quantum control is to achieve a desired evolution of the system by applying
external control fields, and the primary challenge is to find control pulses (or sequences
of such pulses) that are feasible from a practical point of view and effectively achieve
the control objective.
Many control strategies for quantum systems have been proposed. Selective
excitation of energy eigenstates, for instance, can be achieved using light-induced
potentials and adiabatic passage techniques [18, 19, 20, 21], which have the advantage
of being relatively insensitive to perturbations of the control fields and Doppler shifts
arising from atomic or molecular motion [22, 23]. Efficient numerical algorithms
based on optimal control techniques have been developed to address problems such as
optimization of observables for pure-state [24, 25, 26] and mixed-state quantum systems
[27, 28]. Quantum feedback control using weak measurements or continuous state
estimation has been applied to quantum state control problems [29, 30, 31, 32, 33, 34].
Learning control based on genetic or evolutionary algorithms [35, 36, 37, 38, 39, 40]
has been a useful tool for quantum control, especially for complex problems for
which accurate models are not available and in experimental settings [41, 42]. Other
approaches based on local control techniques [43] or a hydrodynamical formulation [44]
have been suggested as well, and this list is not exhaustive.
In this paper we pursue an alternative, constructive approach to address the
problem of control of non-dissipative quantum systems. Note that although real atomic
or molecular systems are subject to dissipative processes due to the finite lifetimes of
the excited states, etc., we can treat these systems as non-dissipative if we ensure that
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the time needed to complete the control process is significantly less than the relaxation
times. The technique we develop is based on explicit generation of unitary operators
using Lie group decompositions. Similar techniques have been applied to the problem
of controlling two-level systems [45, 46] and especially particles with spin [47, 48]. Here
we employ decompositions of the type discussed in [49] to derive constructive control
schemes for N -level systems. We use the rotating wave approximation (RWA) and
require that each allowed transition is selectively addressable, for example by applying
a field of the appropriate frequency, or by appropriate selection rules depending on
the field polarization. This means we must be able to ensure that each control pulse
drives a single transition only, and that its effect on all other transitions is negligible.
These assumptions limit the applicability of this approach to systems for which selective
excitation of individual transitions is feasible such as atomic or molecular systems with
well-separated transition frequencies or particles in anharmonic potentials. Certain
other factors such as Doppler shifts and inhomogeneous or homogeneous broadening
must also be taken into account, and may require special consideration in specific
circumstances.
However, for systems that satisfy the necessary conditions, the proposed technique
has some very attractive features. It is constructive and can be used to solve a variety
of control problems ranging from common problems with well-known solutions such as
population transfer between energy eigenstates to novel problems such as preparation
of arbitrary superposition states or optimization of observables for N -level systems.
Moreover, although the control schemes derived using this technique depend on the
effective areas, and to a lesser extent, phases of the control pulses, the pulse shapes are
flexible, which implies that the control objective can be achieved using control pulses
that are convenient from a practical point of view such as square wave pulses with
finite rise and decay times (SWP) or Gaussian wavepackets (GWP). SWP are a realistic
approximation of bang-bang controls, which play an important role in control theory
and have been shown to be crucial for time-optimal control [50]. Since both SWP and
GWP can in principle be derived from continuous-wave (CW) lasers using Pockel cells or
other intensity modulating devices, this also opens the possibility for control of certain
quantum systems using CW lasers, rather than more complex pulsed laser systems and
pulse-shaping techniques.
2. Mathematical and physical framework
We consider a non-dissipative quantum system with a discrete, finite energy spectrum
such as a generic N -level atom, molecule or particle in an (anharmonic) potential. The
free evolution of the system is governed by the Schrodinger equation and determined by
its internal Hamiltonian Hˆ0, whose spectral representation is
Hˆ0 =
N∑
n=1
En|n〉〈n|, (1)
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where En are the energy levels and |n〉 the corresponding energy eigenstates of the
system, which satisfy the stationary Schrodinger equation
Hˆ0|n〉 = En|n〉, 1 ≤ n ≤ N. (2)
Although this assumption is not required, we shall assume for simplicity that the
energy levels En are ordered in an increasing sequence, E1 < E2 < · · · < EN , where
N < ∞ is the dimension of the Hilbert space of the system, and that the eigenstates
{|n〉 : n = 1, . . . , N} form a complete orthonormal set.
The application of external control fields perturbs the system and gives rise to a
new Hamiltonian Hˆ = Hˆ0 + HˆI , where HˆI is an interaction term. If we apply a field
fm(t) = 2Am(t) cos(ωmt+ φm) = Am(t)
[
ei(ωmt+φm) + e−i(ωmt+φm)
]
(3)
which is resonant with the frequency ωm corresponding to the transition |m〉 → |m+1〉,
and the pulse envelope 2Am(t) is slowly varying with respect to the frequency ωm, then
the rotating wave approximation (RWA) leads to the following interaction term
Hˆm(fm) = Am(t)dm
[
ei(ωmt+φm)|m〉〈m+ 1|+ e−i(ωmt+φm)|m+ 1〉〈m|
]
(4)
provided that (a) there are no other transitions with the same frequency ωm and (b)
off-resonant effects are negligible. Note that the latter assumption is generally valid only
if the Rabi frequency Ωm of the driven transition is considerably less than the minimum
detuning from off-resonant transitions ∆ωmin, i.e.,
max
t
[Ωm(t)] = max
t
[2Am(t)dm/h¯]≪ ∆ωmin, (5)
where dm is the dipole moment of the transition |m〉 → |m+ 1〉.
The evolution of the controlled system is determined by the operator Uˆ(t), which
satisfies the Schrodinger equation
ih¯
d
dt
Uˆ(t) =
{
Hˆ0 +
M∑
m=1
Hˆm[fm(t)]
}
Uˆ(t) (6)
and the initial condition Uˆ(0) = Iˆ, where Iˆ is the identity operator.
3. Constructive control using Lie group decompositions
Our aim is to achieve a certain evolution of the system by applying a sequence of simple
control pulses. Concretely, we seek to dynamically realize a desired unitary operator
Uˆ(t) at a certain target time t = T . In some cases, we may not wish to specify a target
time in advance, in which case we attempt to achieve the control objective at some later
time T > 0.
To solve the problem of finding the right sequence of control pulses, we apply the
interaction picture decomposition of the time-evolution operator Uˆ(t),
Uˆ(t) = Uˆ0(t)UˆI(t), (7)
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where Uˆ0(t) is the time-evolution operator of the unperturbed system
Uˆ0(t) = exp
(
−iHˆ0t/h¯
)
=
N∑
n=1
e−iEnt/h¯|n〉〈n| (8)
and UˆI(t) comprises the interaction with the control fields. To obtain a dynamical law
for the interaction operator UˆI(t), we note that inserting
ih¯
d
dt
Uˆ(t) = Hˆ0Uˆ0(t)UˆI(t) + ih¯Uˆ0(t)
d
dt
UˆI(t)
HˆUˆ(t) = Hˆ0Uˆ0(t)UˆI(t) +
M∑
m=1
Hˆm[fm(t)]Uˆ0(t)UˆI(t)
into the Schrodinger equation (6) gives
ih¯
d
dt
UˆI(t) = Uˆ0(t)
†
{
M∑
m=1
Hˆm[fm(t)]
}
Uˆ0(t)UˆI(t). (9)
Applying (8) and the rotating wave approximation Hamiltonian (4) to this equation
leads after some simplification (see Appendix A) to
d
dt
UˆI(t) =
M∑
m=1
Am(t)dm/h¯ (xˆm sin φm − yˆm cosφm) UˆI(t) (10)
where we set eˆm,n = |m〉〈n| and define
xˆm = eˆm,m+1 − eˆm+1,m, yˆm = i(eˆm,m+1 + eˆm+1,m). (11)
Hence, if we apply a control pulse fk(t) = 2Ak(t) cos(ωmt + φk) which is resonant
with the transition frequency ωm for a time period tk−1 ≤ t ≤ tk (and no other fields
are applied during this time period) then we have
UˆI(t) = Vˆk(t)UˆI(tk−1), (12)
where the operator Vˆk(t) is
Vˆk(t) = exp
[
dm
h¯
∫ t
tk−1
Ak(t
′) dt′ (xˆm sinφk − yˆm cosφk)
]
. (13)
Thus, if we partition the time interval [0, T ] intoK subintervals [tk−1, tk] such that t0 = 0
and tK = T , and apply a sequence of non-overlapping control pulses, each resonant with
one of the transition frequencies ωm = ωσ(k), then
Uˆ(T ) = Uˆ0(T )UˆI(T ) = e
−iHˆ0T/h¯VˆKVˆK−1 · · · Vˆ1, (14)
where the factors Vˆk are
Vˆk = exp
[
dσ(k)
h¯
∫ tk
tk−1
Ak(t) dt
(
xˆσ(k) sinφk − yˆσ(k) cosφk
)]
. (15)
2Ak(t) is the envelope of the kth pulse and σ is a mapping from the index set {1, . . . , K}
to the control index set {1, . . . ,M} that determines which of the control fields is active
for t ∈ [tk−1, tk].
It has been shown [49] that any unitary operator Uˆ can be decomposed into a
product of operators of the type Vˆk and a phase factor e
iΓ = det Uˆ , i.e., there exists a
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positive real number Γ, real numbers Ck and φk for 1 ≤ k ≤ K, and a mapping σ from
the index set {1, . . . , K} to the control-sources index set {1, . . . ,M} such that
Uˆ = eiΓVˆKVˆK−1 · · · Vˆ1, (16)
where the factors are
Vˆk = exp
[
Ck(xˆσ(k) sinφk − yˆσ(k) cosφk)
]
. (17)
This decomposition of the target operator into a product of generators of the dynamical
Lie group determines the sequence in which the fields are to be turned on and off. A
general algorithm to determine the Lie group decomposition for an arbitrary operator
Uˆ is described in Appendix B.
Note that in many cases the target operator Uˆ is unique only up to phase factors,
i.e., two unitary operators Uˆ1 and Uˆ2 in U(N) are equivalent if there exist values
θn ∈ [0, 2π] for 1 ≤ n ≤ N such that
Uˆ2 = Uˆ1
(
N∑
n=1
eiθn |n〉〈n|
)
(18)
where |n〉 are the energy eigenstates. For instance, if the initial state of the system is
an arbitrary ensemble of energy eigenstates
ρˆ0 =
N∑
n=1
wn|n〉〈n|, (19)
where wn is the initial population of state |n〉 satisfying 0 ≤ wn ≤ 1 and ∑Nn=1wn = 1,
then we have
Uˆ2ρˆ0Uˆ
†
2 = Uˆ1
(
N∑
n=1
|n〉eiθnwne−iθn〈n|
)
Uˆ †1 = Uˆ1ρˆ0Uˆ
†
1
i.e., the phase factors eiθn cancel. Thus, if the initial state of the system is an ensemble
of energy eigenstates, which of course includes trivial ensembles such as pure energy
eigenstates, then we only need to find a Lie group decomposition of the target operator
Uˆ modulo phase factors, i.e., it suffices to find matrices Vˆk such that
Uˆ
(
N∑
n=1
eiθn |n〉〈n|
)
= VˆKVˆK−1 · · · Vˆ1. (20)
Note that decomposition modulo phase factors, when sufficient, is more efficient since it
requires in general up to 2(N−1) fewer steps than the general decomposition algorithm.
See Appendix B for details.
4. Choice of pulse envelopes and pulse lengths
Comparing equations (15) and (17) shows that
dσ(k)
h¯
∫ tk
tk−1
Ak(t) dt = Ck ∀k, (21)
i.e., the effective pulse area of the kth pulse is 2Ck where Ck is the constant in
decomposition (16). However, the decomposition does not fix the pulse shapes, i.e.,
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(a) Square-wave pulse (b) Gaussian pulse
τ0 
2A 
0 ∆ t∆ t−τ0 
2A 
0 ∆ t/2 ∆ t
Figure 1. Square wave pulse of length ∆tk with rise and decay time τ0 and amplitude
2Ak (a) and Gaussian wavepacket with qk =
4
∆tk
and peak amplitude 2Ak (b).
we can choose pulse shapes that are convenient from a practical point of view such as
square wave pulses with finite rise and decay times (SWP) and Gaussian wavepackets
(GWP), which can easily be produced in the laboratory. For instance, in the optical
regime both SWP and GWP can be created using a combination of continuous-wave
lasers and Pockel cells or other intensity modulating devices. Moreover, GWP are
naturally derived from most pulsed laser systems.
4.1. Square wave pulses
The pulse area of an ideal square wave pulse of amplitude 2Ak and length ∆tk is 2Ak∆tk.
In order to accurately determine the pulse area of a realistic square wave pulse, however,
we must take into account the finite rise and decay time τ0 of the pulse. We can model
the pulse envelopes of realistic SWP [see figure 1 (a)] mathematically using
2Ak(t) = Ak {2 + erf [4(t− τ0/2)/τ0]− erf [4(t−∆t+ τ0/2)/τ0]} (22)
where erf(x) is the error function
erf(x) =
2√
π
∫ x
0
e−t
2
dt.
Although this envelope function may appear complicated, it can easily be checked that
the area bounded by this function and tk−1 ≤ t ≤ tk equals the area of a rectangle of
width ∆tk − τ0 and height 2Ak. Thus, the pulse area
∫
∆tk
2Ak(t) dt of a realistic square
wave pulse is 2Ak(∆tk − τ0), and equation (21) shows that the amplitude of the pulse
is determined by
Ak =
1
∆tk − τ0 ×
h¯
dσ(k)
× Ck = h¯Ck
(∆tk − τ0)dσ(k) , (23)
where dσ(k) is the dipole moment of the driven transition.
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To ensure selective excitation, the contribution of Fourier components with ∆ω ≥
∆ωmin must be negligeable. Noting that the Fourier transform of an ideal SWP (τ0 = 0)
of length ∆tk and amplitude 2Ak is
F (∆ω) = 2Ak
√
2
π
sin(1
2
∆tk∆ω)
∆ω
, (24)
where ∆ω is the detuning from the pulse frequency ωm, shows that F (0) =
√
2
π
Ak∆tk
and
F (∆ω)
F (0)
=
sin(1
2
∆tk∆ω)
1
2
∆tk∆ω
,
i.e., F (∆ω)
F (0)
≪ 1 if ∆tk∆ω ≫ 1. Thus, contributions from Fourier components with
∆ω ≥ ∆ωmin will be negligible if ∆tk ≫ ∆ω−1min.
Furthermore, noting that Ck ≤ π2 , the peak Rabi frequency for a square wave pulse
of length ∆tk with rise and decay time τ0 is
max
tk−1≤t≤tk
[
2Ak(t)dσ(k)/h¯
]
=
2Ck
∆tk − τ0 ≤
π
∆tk − τ0 . (25)
Hence, the Rabi frequency and the amplitude of the pulse can be adjusted by changing
the pulse length ∆tk, which allows us to ensure that (5) is satisfied, and enforce
laboratory constraints on the strengths of the control fields.
We can also give an estimate of the time required to implement arbitrary unitary
operators given certain bounds on the field strength. If the maximum strength of the
field produced by the mth laser is Am,max, i.e, fm(t) = 2Am(t) cos(ωmt+ φm) ≤ Am,max
then the time required to perform a rotation by Ck on the transition |m〉 → |m + 1〉
using a SWP with rise and decay time τ0 is
∆tSWPm =
2Ckh¯
Am,maxdm
+ τ0 ≤ πh¯
Am,maxdm
+ τ0. (26)
Appendix B shows that any unitary operator Uˆ can be generated up to equivalence (18)
by performing at most N −m rotations by C ≤ π
2
on each transition |m〉 → |m+1〉 for
m = 1, 2, . . . , N−1. Hence, any unitary operator can be implemented up to equivalence
using SWP of amplitude Am,max in at most time T , where
T =
N−1∑
m=1
max(∆tSWPm )(N −m) =
N−1∑
m=1
(
πh¯
Am,maxdm
+ τ0
)
(N −m). (27)
Since two additional rotations on each transition are required to generate Uˆ exactly, the
latter can be accomplished in time T ′ ≥ ∑N−1m=1max(∆tSWPm )(N −m+ 2).
4.2. Gaussian wavepackets
To model a Gaussian wavepacket [see figure 1 (b)] of peak amplitude 2Ak centered at
t∗k = tk−1 +
1
2
∆tk, we choose the pulse envelope
2Ak(t) = 2Ak exp
[
−q2k(t−∆tk/2− tk−1)2
]
. (28)
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The constant qk determines the width of the wavepacket. The pulse area of a Gaussian
wavepacket is
√
π/qk provided that the time interval ∆tk is large enough to justify the
assumption ∫ tk
tk−1
exp
[
−q2k(t−∆tk/2− tk−1)2
]
dt ≈
∫ +∞
−∞
e−q
2τ2 dτ =
√
π
qk
.
In the following we choose qk = 4/∆tk, which guarantees that over 99% of the kth pulse
is contained in the control interval [tk−1, tk] since∫ ∆tk/2
−∆tk/2
e−q
2
k
t2 dt =
√
π
qk
erf(qk∆tk/2)
and erf(2) = 0.995322. Thus, (21) shows that the peak amplitude 2Ak of the GWP is
determined by
Ak =
qk√
π
× h¯
dσ(k)
× Ck = 4h¯Ck√
π∆tkdσ(k)
. (29)
Again, to ensure selective excitation, the contribution of Fourier components with
∆ω ≥ ∆ωmin must be negligeable. Noting that the Fourier transform of a Gaussian
wavepacket with qk = 4/∆tk and amplitude 2Ak is
F (∆ω) =
2Ak√
2qk
exp
[
−∆ω
2
4q2k
]
=
∆tkAk
2
√
2
exp(−∆ω2∆t2k/16) (30)
where ∆ω is the detuning from the pulse frequency ωm, shows that
F (∆ω)
F (0)
= exp(−∆ω2∆t2k/16)
i.e., F (∆ω)
F (0)
≪ 1 if ∆tk∆ω ≫ 4. Thus, contributions from Fourier components with
∆ω ≥ ∆ωmin will be negligible if ∆tk ≫ 4∆ω−1min.
Furthermore, noting that Ck ≤ π2 , the peak Rabi frequency for a Gaussian pulse of
length ∆tk with qk = 4/∆tk is
max
tk−1≤t≤t−k
[
2Ak(t)dσ(k)/h¯
]
=
8Ck√
π∆tk
≤ 4
√
π
∆tk
. (31)
Hence, the Rabi frequency can again be adjusted by changing the pulse length ∆tk,
which allows us to ensure that (5) is satisfied and enforce laboratory constraints on the
strengths of the control fields.
Again, we can give an estimate of the time required to implement arbitrary unitary
operators given certain bounds on the field strength. If the maximum strength of the
field produced by the mth laser is Am,max, i.e, fm(t) = 2Am(t) cos(ωmt+ φm) ≤ Am,max
then the time required to perform a rotation by Ck on the transition |m〉 → |m + 1〉
using GWP with qk = 4/∆tk is
∆tGWPm =
8Ckh¯√
πAm,maxdm
≤ 4
√
πh¯
Am,maxdm
. (32)
Since any unitary operator Uˆ can be generated up to equivalence (18) by performing at
mostN−m rotations by Ck ≤ π2 on each transition |m〉 → |m+1〉 form = 1, 2, . . . , N−1,
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the time required to implement Uˆ up to equivalence using GWP of (peak) amplitude
Am,max is at most
T =
N−1∑
m=1
max(∆tGWPm )(N −m) =
N−1∑
m=1
(
4
√
πh¯
Am,maxdm
)
(N −m). (33)
Since two additional rotations on each transition are required to generate Uˆ exactly, the
latter can be accomplished in time T ′ ≥ ∑N−1m=1max(∆tGWPm )(N −m+ 2).
5. Physical systems used for illustration
In the following sections we shall apply these results to various control problems. For
numerical illustrations of our control schemes, we shall consider
(i) a four-level model of the electronic states of Rubidium (87Rb)
(ii) a four-level Morse oscillator model of the vibrational modes of hydrogen fluoride.
For Rubidium (87Rb) we consider four electronic states, which we label as follows:
|1〉 = |5S1/2〉, |2〉 = |5P3/2〉, |3〉 = |4D1/2〉 and |4〉 = |6P3/2〉, where |1〉 is the ground
state. Figure 2 (a) shows the coupling diagram with transition frequencies and dipole
moments.
For hydrogen fluoride (HF) we use the Morse oscillator model given in [51]. The
energy levels corresponding to the vibrational states |n〉 are
En = h¯ω0 (n− 12)
[
1− B
2
(n− 1
2
)
]
where ω0 = 0.78 × 1015 Hz and B = 0.0419. The frequencies for transitions between
adjacent energy levels are ωn = h¯ω0(1 − Bn) and the corresponding transition dipole
moments are dn = p0
√
n with p0 = 3.24× 10−31 C m, which leads to the values shown
in figure 2 (b). Although there are 24 bound vibrational states for this model, we only
consider the four lowest vibrational modes n = 1, 2, 3, 4, where |1〉 is the ground state.
Since we have made several approximations in developing our control approach
using Lie group decompositions, we must ensure that the assumptions we made are
valid for the systems we consider:
(i) No two transitions have the same transition frequency.‡
(ii) Dissipative effects are negligible.
(iii) The effect of the pulse on off-resonant transitions is negligible.
Note that both models satisfy hypothesis (1). Furthermore, the main source of
dissipation for both systems is spontaneous emission. Thus, dissipative effects will be
negligible provided that the control pulses are much shorter than the lifetimes of the
excited states. Since the lifetimes of the excited electronic states for 87Rb are 28, 90
and 107 ns, respectively, hypothesis (ii) will be satisfied for control pulses in the sub-
nanosecond regime. Similarly for HF.
Hypothesis (iii) will be satisfied provided that:
‡ Assumption (1) can be relaxed if we can distinguish transitions with the same transition frequency
by other means, e.g., by using fields with different polarizations.
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(a) 87Rb (b) HF
ω1 = 2.415 ω0 d1 = 0.650 p0
ω2 = 0.816 ω0 d2 = 0.600 p0
ω3 = 0.413 ω0 d3 = 0.100 p0
6 P3/2 
4 D5/2 
5 P3/2 
5 S1/2 
107 ns 
 90 ns 
28 ns 
ω1 = 0.747 × 10
15
 Hz d1 = 1.000 p0
ω2 = 0.715 × 10
15
 Hz d2 = 1.414 p0
ω3 = 0.682 × 10
15
 Hz d3 = 1.732 p0
|4>
|3>
|2>
|1>
Figure 2. Transition diagram for Rubidium (a) and hydrogen fluoride (b). For 87Rb
the constant ω0 = 10
15 Hz and the electric dipole moment unit is p0 = 4.89× 10−29 C
m. For HF the electric dipole moment unit is p0 = 3.24× 10−31 C m.
(a) The Fourier spectrum of the pulse does not overlap with other transition frequencies,
i.e., the frequency dispersion of the pulse is less than the minimum detuning from
off-resonant transitions.
(b) Equation (5) holds, i.e., the Rabi frequency of each driven transition is much smaller
than the minimum detuning from off-resonant transitions.
Since the minimum detuning from off-resonant transitions is ∆ωmin ≈ 4 × 1014 Hz for
87Rb and ∆ωmin ≈ 3.27× 1013 Hz for HF, the pulse length ∆tk should be at least 10−12
and 10−11 seconds, respectively, to ensure that the frequency dispersion of the pulse is
sufficiently small. Moreover, inserting the values for ∆ωmin as well as (25) and (31),
respectively, into equation (5) shows again that we must choose the pulse lengths such
that ∆tk ≫ 10−14 s for 87Rb and ∆tk ≫ 10−13 s for HF to ensure that the second
condition above is met. In the following, we shall choose ∆tk = 2× 10−10 seconds (200
ps) for all pulses, which ensures that both hypotheses (ii) and (iii) are met for both
87Rb and HF. Moreover, such pulses are also experimentally realizable.
Note that the energy levels for 87Rb are multiply degenerate due to hyperfine and
other effects. Since the detuning between the F = 1 and F = 2 sublevels of the
5S1/2 ground state is rather large (6.8 GHz), we may wish to be precise and choose
|1〉 = |5S1/2, F = 1〉, for instance, but we shall generally ignore the hyperfine energy
level structure here. For the cases we consider in this paper, this is justified since the
frequency differences between the hyperfine levels (except for the ground state) are on
the order of several hundred MHz or less, which corresponds to detunings of ∆ω ≤ 108
Hz, which we cannot resolve with 200 ps pulses for reasons outlined above.
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6. Population transfer |1〉 → |N〉 for a N-level system
We shall first apply the decomposition technique described above to the rather
elementary control problem of population transfer between energy eigenstates to better
illustrate the technique. Concretely, we consider the problem of transferring the
population of the ground state |1〉 to the excited state |N〉 by applying a sequence
of control pulses, each resonant with one of the transitions frequencies ωm. It can easily
be verified that any evolution operator Uˆ of the form
Uˆ =
(
0 AN−1
eiθ 0
)
, (34)
where AN−1 is an arbitrary unitary (N − 1)× (N − 1) matrix, eiθ is an arbitrary phase
factor and 0 is a vector whose N −1 elements are 0, achieves the control objective since(
0 AN−1
eiθ 0
)(
1
0
)
=
(
0
eiθN
)
and thus the population of state |N〉 is equal to
√
e−iθN eiθN = 1 after application of Uˆ .
Next, we observe that setting
Uˆ = Uˆ0(T )UˆI , UˆI = VˆN−1VˆN−2 · · · Vˆ1, (35)
where the factors are
Vˆm = exp
[
π
2
(xˆm sin φm − yˆm cosφm)
]
(36)
= − i(eiφm eˆm,m+1 + e−iφm eˆm+1,m) +
∑
n 6=m,m+1
eˆn,n
for 1 ≤ m ≤ N − 1, always leads to a Uˆ of the form (34), independent of the initial
pulse phases φm.
The factorization (35) corresponds to a sequence of N − 1 control pulses in which
the mth pulse is resonant with the frequency ωm of the transition |m〉 → |m+1〉 and has
effective pulse area π. Thus, the solution obtained using the decomposition technique
is an intuitive sequence of π-pulses designed to transfer the population step by step to
the target level.
The results of illustrative computations for the four-level 87Rb system introduced
above are shown in figure 3. The top graphs show the pulse sequence for square wave
pulses (a) and Gaussian control pulses (b). The corresponding evolution of the energy-
level populations shows that the populations of the intermediate levels increase and
decrease intermittently as expected, while the population of target level |4〉 reaches one
at the final time. The bottom graph shows that the energy of the system increases
monotonically from its kinematical minimum value at t = 0 to its maximum value at
the final time as predicted. The basic response of the system is the same for square
wave pulses and Gaussian pulses. However, the energy increases more uniformly for
square wave pulses, while Gaussian pulses tend to result in short, steep increases with
long intermittent plateau regions. Square wave pulses may therefore be a better choice
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Figure 3. Population transfer from the ground state |1〉 = |5S1/2〉 to the excited
state |4〉 = |6P3/2〉 for 87Rb using (a) three 200 ps square wave pulses with rise and
decay time τ0 = 20 ps and (b) three 200 ps Gaussian pulses with q = 2 × 1010
Hz. The top graphs show the pulse envelopes Ak(t). The effective pulse area
EPA =
∫
∆tm
2Am(t)dm dt of all pulses is pi. The labels ‘Field m’ indicate that the
corresponding pulses are resonant with the frequency ωm of the transition |m〉 →
|m+ 1〉.
if one wishes to minimize the time the system spends in intermediate states with short
lifetimes. Gaussian wavepackets, on the other hand, have the advantage of minimal
frequency dispersion and are thus less likely to induce unwanted off-resonant effects.
As regards the field strengths, note that for 200 ps pulses up to 380 kV/m are
required for SWP, and up to 780 kV/m for Gaussian pulses, which corresponds to
(peak) intensities I = ǫ0cE
2 of up to 40 kW/cm2 (SWP) and 160 kW/cm2 (GWP),
respectively. Achieving these intensities experimentally with CW lasers is feasible using
a combination of sufficiently powerful lasers and beam focusing techniques. Since pulsed
laser systems with 1 mJ output for picosecond pulses are common, intensities of up to
107 W/cm2 should be easy to achieve for these systems.
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Note that we chose pulses of fixed length 200 ps and allowed the pulse amplitudes
to vary. Had we instead fixed the strength of the fields to be 2Ak = 10
5 V/m, say,
then the length ∆tk of the control pulses according to (26) would have been 124.2,
132.7 and 697.1 ps, respectively, for SWP with τ0 = 20 ps. For Gaussian pulses with
qk = 4/∆tk, the pulse length according to (32) would have been 235.1, 254.7 and 1528.2
ps, respectively. Thus, instead of 600 ps in both cases, the time required to achieve the
control objective would have been 954 ps for SWP and 2018 ps for GWP.
7. Inversion of ensemble populations for a mixed-state system
Sequences of π-pulses similar to the ones derived in the previous section have played
an important role in the theory of atomic excitation [52] and have been applied to the
problem of vibrational excitation of molecules in both theory [53] and experiment [54].
The decomposition technique is an important tool since it allows us to generalize the
intuitive control schemes for population transfer between energy eigenstates to obtain
similar schemes for a variety of more complicated problems, as we shall demonstrate
now.
The first example we consider is a generalization of the population transfer problem
to mixed-state systems. The objective is to achieve a complete inversion of the ensemble
populations given an arbitrary initial state of the form (19). This control operation can
be regarded as an ensemble–NOT gate for mixed-state systems, not to be confused with
other NOT–gates such as the U–NOT gate [55]. Complete inversion of the ensemble
populations requires an evolution operator
Uˆ =


0 0 · · · 0 eiθ1
0 0 · · · eiθ2 0
...
...
...
...
0 eiθN−1 · · · 0 0
eiθN 0 · · · 0 0


, (37)
where the eiθn are arbitrary phase factors. Assuming as before that each transition
between adjacent energy levels can be individually addressed, the generators of the
dynamical Lie algebra are again of the form (15) and the target operator (37) can be
written as a product of these generators
Uˆ = Uˆ0(T )
1∏
ℓ=N−1
[
ℓ∏
m=1
Vˆm
]
, (38)
where the factors Vˆm are as defined in (36). The decomposition (38) corresponds to
a sequence of K = N(N − 1)/2 pulses in which the kth pulse is resonant with the
transition |σ(k)〉 → |σ(k) + 1〉 and has effective pulse area π, where
σ([1, . . . , K]) = [1, 2, · · · , N − 1; 1, 2 · · ·N − 2; 1, 2, · · · , N − 3; · · · ; 1, 2; 1].
This pulse scheme does not depend on the values of the initial populations, i.e., a
complete inversion of the ensemble populations is achieved for any initial ensemble.
Constructive control of quantum systems using factorization of unitary operators 15
(a) Square wave pulses (b) Gaussian pulses
0
1
2
3
Fi
el
d 
1 
(M
V/
m)
0
0.5
1
1.5
2
Fi
el
d 
2 
(M
V/
m)
0
0.5
1
1.5
Fi
el
d 
3 
(M
V/
m)
0.1
0.2
0.3
0.4
Po
pu
la
tio
ns
0 2 4 6 8 10 12
1.2
1.4
1.6
1.8
En
er
gy
 (1
0−
19
 
J)
Time (10−10 s)
EPA = pi 
ρ11 
ρ22 
ρ33 
ρ44 
EPA = pi 
EPA = pi 
EPA = pi EPA = pi 
EPA = pi 
0
1.5
3
4.5
6
Fi
el
d 
1 
(M
V/
m)
0
1
2
3
4
Fi
el
d 
2 
(M
V/
m)
0
1
2
3
Fi
el
d 
3 
(M
V/
m)
0.1
0.2
0.3
0.4
Po
pu
la
tio
ns
0 2 4 6 8 10 12
1.2
1.4
1.6
1.8
En
er
gy
 (1
0−
19
 
J)
Time (10−10 s)
EPA = pi 
ρ11 
ρ22 
ρ33 
ρ44 
EPA = pi 
EPA = pi 
EPA = pi EPA = pi 
EPA = pi 
Figure 4. Inversion of the ensemble populations for the vibrational modes of HF
using (a) six square wave control pulses with rise and decay time τ0 = 20 ps, and (b)
six Gaussian pulses with q = 2 × 1010 Hz. The top graphs show the pulse envelopes
Ak(t). The effective pulse area EPA =
∫
∆tm
2Am(t)dm dt of all pulses is pi. The labels
‘Field m’ indicate that the corresponding pulses are resonant with the frequency ωm
of the transition |m〉 → |m+ 1〉.
Moreover, if the initial populations are mutually distinct, i.e., wn 6= wm for n 6= m, then
the decomposition is optimal in the sense that a complete inversion of the ensemble
populations cannot be achieved with fewer than K control pulses.
To illustrate the control scheme, let us apply it to the four-level Morse oscillator
model for the vibrational modes of HF discussed above. For the purpose of the computer
simulations, we randomly choose the initial populations to be w1 = 0.4, w2 = 0.3,
w3 = 0.2 and w4 = 0.1, but recall that any initial ensemble would do, i.e., we
could have chosen a thermal ensemble given by a Boltzmann distribution or another
ensemble instead. Our goal is to create an ensemble where the populations of the
energy eigenstates are reversed, i.e., where |1〉 has population w4, |2〉 has population w3,
|3〉 has population w2, and |4〉 has population w1.
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Figure 4 shows the results of control simulations using square wave and Gaussian
control pulses, respectively. Note that each pulse in the control sequence interchanges
the populations of two adjacent energy levels until a complete inversion of the
populations is achieved. For our four-level system the effect of the controls on the
populations can be summarized as follows
 ✒❅❘
 ✒❅❘
 ✒❅❘
 ✒❅❘
 ✒❅❘
 ✒❅❘
|1〉
|2〉
|3〉
|4〉
w1
w2
w3
w4
w2
w1
w3
w4
w2
w3
w1
w4
w2
w3
w4
w1
w3
w2
w4
w1
w3
w4
w2
w1
w4
w1
w1
w3
f1 f1f2 f2f3 f1
where fm, m = 1, 2, 3, refers to a control pulse of frequency ωm with effective pulse area
π. The first pulse interchanges the populations of levels |1〉 and |2〉, the second pulse flips
the populations of levels |2〉 and |3〉, the third pulse switches the populations of levels |3〉
and |4〉, etc. Since the populations of our initial ensemble satisfy w1 < w2 < w3 < w4,
the energy of the system assumes its kinematical minimum at t = 0 and increases
monotonically to its kinematical maximum value at the final time. Again, the gradient
of approach is more uniform for square wave pulses.
As regards the field strengths, note that for 200 ps pulses up to 5.7 MV/m are
required for SWP, and up to 12 MV/m for Gaussian pulses, which corresponds to
(peak) intensities I = ǫ0cE
2 of up to 8.5 MW/cm2 (SWP) and 24 MW/cm2 (GWP),
respectively. Achieving these intensities experimentally should be no problem for pulsed
laser systems. For CW lasers, it would be challenging at the moment, but it should
still be feasible using a combination of powerful lasers and beam focusing techniques.
Moreover, such problems should disappear with improvements in laser technology in the
future.
Had we instead of fixing the pulse length at 200 ps, fixed the strength of the fields
to be 2Ak = 5×106 V/m, say, then the length ∆tk of the control pulses according to (26)
would have been 224.5, 164.6, 138.1, 224.5, 164.6 and 224.5 ps, respectively, for SWP
with τ0 = 20 ps. For GWP with qk = 4/∆tk the pulse lengths according to (32) would
have been 461.3, 326.2, 266.3, 461.3, 326.3 and 461.3 ps, respectively. Thus, instead of
1.2 ns in both cases, the time required to achieve the control objective would have been
1.14 ns for SWP, and 2.3 ns for GWP.
Note that the problem of population transfer for a system initially in state |1〉 is a
special case of the problem of population inversion for a trivial ensemble with w1 = 1
and w2 = w3 = w4 = 0. It can easily been seen that pulses four, five and six in the pulse
sequence above do no harm but have no effect for this initial ensemble
 ✒❅❘
 ✒❅❘
 ✒❅❘
 ✒❅❘
 ✒❅❘
 ✒❅❘
|1〉
|2〉
|3〉
|4〉
1
0
0
0
0
1
0
0
0
0
1
0
0
0
0
1
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0
0
1
0
0
0
1
0
1
1
0
f1 f1f2 f2f3 f1
Constructive control of quantum systems using factorization of unitary operators 17
and can therefore be omitted. Thus, the general six pulse sequence simplifies in this case
to the three pulse sequence in the previous section. This can also be inferred directly
from the decomposition (38) of the target operator. For a four level system (38) becomes
Uˆ = Uˆ0(T )Vˆ1Vˆ2Vˆ1Vˆ3Vˆ2Vˆ1 with Vˆm as in (36). Thus, after applying the pulse sequence
the state of the system is
ρˆ = Uˆ0(T )Vˆ1Vˆ2Vˆ1Vˆ3Vˆ2Vˆ1ρˆ0[Uˆ0(T )Vˆ1Vˆ2Vˆ1Vˆ3Vˆ2Vˆ1]
†
= Uˆ0(T )Vˆ1Vˆ2Vˆ1Vˆ3Vˆ2Vˆ1ρˆ0Vˆ
†
1 Vˆ
†
2 Vˆ
†
3 Vˆ
†
1 Vˆ
†
2 Vˆ
†
1 Uˆ0(T )
†.
If ρˆ0 = |1〉〈1| then Vˆ3Vˆ2Vˆ1ρˆ0Vˆ †1 Vˆ †2 Vˆ †3 = |4〉〈4|. Since Uˆ0(T )Vˆ1Vˆ2Vˆ1 commutes with this
operator, the remaining factors cancel in the decomposition
Uˆ0(T )Vˆ1Vˆ2Vˆ1Vˆ3Vˆ2Vˆ1ρˆ0Vˆ
†
1 Vˆ
†
2 Vˆ
†
3 Vˆ
†
1 Vˆ
†
2 Vˆ
†
1 Uˆ0(T )
†
= Uˆ0(T )Vˆ1Vˆ2Vˆ1|4〉〈4|Vˆ †1 Vˆ †2 Vˆ †1 Uˆ0(T )†
= |4〉〈4|Uˆ0(T )Vˆ1Vˆ2Vˆ1Vˆ †1 Vˆ †2 Vˆ †1 Uˆ0(T )† = |4〉〈4|
and hence do not change the state of the system.
8. Creation of arbitrary superposition states
In this section we consider the problem of creating arbitrary superposition states from
an initial energy eigenstate. Control schemes to create such superposition states may be
useful in controlling quantum interference in multi-state systems, and can be considered
a generalization of the π
2
pulses used routinely in free induction-decay experiments [56].
Concretely, assume that the system is initially in the ground state |1〉. To create
the superposition state
|Ψ(t)〉 =
N∑
n=1
rne
iθneiEnt/h¯|n〉 =
N∑
n=1
rne
iθn |n˜(t)〉 (39)
where the coefficients rn satisfy the normalization condition
∑N
n=1 r
2
n = 1, we need to
find a unitary operator UˆI such that
UˆI |1〉 =
N∑
n=1
rne
iθn|n〉 (40)
and decompose UˆI according to the algorithm described in Appendix B.
To find a unitary operator UˆI that satisfies (34) we set
Wˆ =


r1 0
r2
... IˆN−1
rN

 , (41)
where IˆN−1 is the identity matrix in dimension N − 1, and perform Gram-Schmidt
orthonormalization on the columns of Wˆ . This produces a matrix Uˆ1 which is unitary
and satisfies Uˆ1|1〉 = ∑Nn=1 rn|n〉. Hence, UˆI = ΘˆUˆ1 with Θˆ = ∑Nn=1 eiθn|n〉〈n| satisfies
(40).
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As an example, we consider the problem of creating the superposition state
|Ψ(t)〉 = 1
2
∑4
n=1 |n˜(t)〉 for a four-level system initially in state |1〉. As outlined above,
we set
Wˆ =


1/2 0 0 0
1/2 1 0 0
1/2 0 1 0
1/2 0 0 1

 . (42)
and perform Gram-Schmidt orthonormalization on the columns of Wˆ , which gives
Uˆ1 =


1/2 −√3/6 −√6/6 −√2/2
1/2 +
√
3/2 0 0
1/2 −√3/6 +√6/3 0
1/2 −√3/6 −√6/6 +√2/2

 . (43)
Since Θˆ = Iˆ we have UˆI = Uˆ1 and applying the decomposition algorithm (appendix
Appendix B) leads to the factorization Uˆ1 = Vˆ5Vˆ4Vˆ3Vˆ2Vˆ1, where the factors are
Vˆ1 = exp (+C1xˆ1) , C1 =
π
3
,
Vˆ2 = exp (−C2xˆ2) , C2 = arctan
(√
2
)
Vˆ3 = exp (+C3xˆ3) , C3 =
π
4
,
Vˆ4 = exp (+C4xˆ2) , C4 =
π
2
,
Vˆ5 = exp (−C5xˆ1) , C5 = π2 .
(44)
This decomposition corresponds to the following sequence of five control pulses
f1(t) = A1(t)e
i(ω1t+π/2) + c.c. = −2A1(t) sin(ω1t)
f2(t) = A2(t)e
i(ω2t−π/2) + c.c. = +2A2(t) sin(ω2t)
f3(t) = A3(t)e
i(ω3t+π/2) + c.c. = −2A3(t) sin(ω3t)
f4(t) = A4(t)e
i(ω2t+π/2) + c.c. = −2A4(t) sin(ω2t)
f5(t) = A5(t)e
i(ω1t−π/2) + c.c. = +2A5(t) sin(ω1t)
with pulse areas 2
3
π, 2 arctan(
√
2), 1
2
π, π and π, respectively. Note that only five instead
of six pulses are required since the target operator Uˆ1 has two consecutive zeros in the
last column, which implies that one of the six control pulses has zero amplitude and can
thus be omitted.
Figure 5 shows the results of a control simulation based on this decomposition of
Uˆ1 for
87Rb using square wave and Gaussian control pulses, respectively. Note that all
the populations and the absolute values of all the coherences are 0.25 at the final time
— exactly as required for the superposition state |Ψ(t)〉 = 1
2
∑4
n=1 |n˜(t)〉, whose density
matrix representation is
ρˆ(t) = |Ψ(t)〉〈Ψ(t)| = 1
4


1 eiω12t eiω13t eiω14t
e−iω12t 1 eiω23t eiω24t
e−iω13t e−iω23t 1 eiω34t
e−iω14t e−iω24t e−iω34t 1

 ,
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(a) Square wave pulses (b) Gaussian pulses
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Figure 5. Creation of the superposition state |Ψ(t)〉 = 1
2
∑4
n=1 |n˜(t)〉 for 87Rb initially
in the ground state |1〉 using (a) five 200 ps square wave pulses with rise and decay
time τ0 = 20 ps, and (b) five 200 ps Gaussian pulses with q = 2 × 1010 Hz. The top
graphs show the pulse envelopes Ak(t). The effective pulse area (EPA) of all pulses is
as shown in the graph. The labels ‘Field m’ indicate that the corresponding pulses are
resonant with the frequency ωm of the transition |m〉 → |m+ 1〉.
i.e., |ρˆmn| = 14 for all m,n. Note that we have plotted the absolute values of the
coherences ρˆmn(t) (for m 6= n) only since their phases are rapidly oscillating at
frequencies ωmn = (En − Em)/h¯, which are on the order of 1015 Hz for 87Rb. The
pulse intensities are similar to those for population transfer in 87Rb. Again, we chose
pulses of fixed length 200 ps. Had we instead fixed the strength of the fields to be
2Ak = 10
5 V/m, say, then the length ∆tk of the control pulses according to (26) and
(32) would have been 99.5, 88.6, 358.6, 132.9 and 155.4 ps, respectively, for SWP with
τ0 = 20 ps, and 156.7, 154.9, 764.1, 254.7 and 305.6 ps, respectively, for GWP with
qk = 4/∆tk.
Unlike decompositions (35) and (38) where the initial phases φm of the control
pulses were arbitrary, the factorization (44) fixes the pulse area and frequency ωm as
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well as the initial phase φm of each pulse. In order to determine the significance of the
the initial pulse phases on the outcome of the control process, we compute the unitary
operator Uˆ2 = V˜5V˜4V˜3V˜2V˜1, where the factors are
V˜1 = exp [C1(sin φ1xˆ1 − cosφ1yˆ1)]
V˜2 = exp [C2(sin φ2xˆ2 − cosφ2yˆ2)]
V˜3 = exp [C3(sin φ3xˆ3 − cosφ3yˆ3)]
V˜4 = exp [C4(sin φ4xˆ2 − cosφ4yˆ2)]
V˜5 = exp [C5(sin φ5xˆ1 − cosφ5yˆ1)]
(45)
and the constants Ck are as in (44) but the initial phases φk of the control pulses are
arbitrary, and apply this operator to the initial state |1〉. The resulting state
Uˆ2


1
0
0
0

 =
1
2


ei(φ4+φ5−φ1−φ2)
ei(−π/2−φ5)
ei(π−φ1−φ4)
ei(π/2−φ1−φ2−φ3)

 (46)
differs from the desired target state only in the phase factors, i.e., the pulse phases do
not affect the relative amplitudes rn of the superposition state created. Moreover, we
can use (46) to explicitly determine the pulse phases φn as a function of the phases θn
of the target state:
φ1 = arbitrary
φ2 =
π
2
− 2φ1 − θ1 − θ2 − θ3
φ3 = φ1 + θ1 + θ2 + θ3 − θ4
φ4 = π − φ1 − θ3
φ5 = −π2 − θ2.
(47)
Setting θn = 0 for n = 1, 2, 3, 4 and choosing φ1 = π/2 leads to φ2 = −π/2, φ3 = π/2,
φ4 = π/2 and φ5 = −π/2, which agrees with the phases in decomposition (44).
9. Optimization of observables
Finally, we address the problem of maximizing the ensemble average of an observable
for a system whose initial state is a statistical ensemble of energy eigenstates (19). Let
us first consider the case of a time-independent observable Aˆ. To determine the target
operator required to maximize the ensemble average 〈Aˆ〉 of Aˆ we observe that 〈Aˆ〉 is
bounded above by the kinematical upper bound [57]
〈Aˆ〉 ≤
N∑
n=1
wσ(n)λn, (48)
where λn are the eigenvalues of Aˆ counted with multiplicity and ordered in a non-
increasing sequence
λ1 ≥ λ2 ≥ · · · ≥ λN , (49)
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wn are the populations of the energy levels En of the initial ensemble, and σ is a
permutation of {1, . . . , N} such that
wσ(1) ≥ wσ(2) ≥ · · · ≥ wσ(N). (50)
Observe that this universal upper bound for the ensemble average of any observable
Aˆ is dynamically attainable since the systems considered in this paper are completely
controllable [58, 59].
Let |Ψn〉 for 1 ≤ n ≤ N denote the normalized eigenstates of Aˆ satisfying
Aˆ|Ψn〉 = λn|Ψn〉 and let Uˆ1 be a unitary transformation such that
|Ψσ(n)〉 = Uˆ1|n〉, 1 ≤ n ≤ N. (51)
Given an initial state ρˆ0 of the form (19), we have
Tr
(
AˆUˆ1ρ0Uˆ
†
1
)
= Tr
(
Aˆ
∑
n
wnUˆ1|n〉〈n|Uˆ †1
)
= Tr
(∑
n
wnAˆ|Ψσ(n)〉〈Ψσ(n)|
)
= Tr
(∑
n
wnλσ(n)|Ψσ(n)〉〈Ψσ(n)|
)
=
∑
n
wnλσ(n) =
∑
n
wσ(n)λn. (52)
Hence, if the system is initially in the state (19) then Uˆ1 is a target operator for which
the observable Aˆ assumes its kinematical maximum, and we can use the decomposition
algorithm described in Appendix B to obtain the required factorization of the operator
UˆI = Uˆ0(T )
†Uˆ1.
However, if Aˆ is an observable whose eigenstates are not energy eigenstates then the
expectation value or ensemble average of Aˆ will usually oscillate rapidly as a result of
the action of the free evolution operator Uˆ0(t). These oscillations are rarely significant
for the application at hand and often distracting. In such cases it is advantageous to
define a dynamic observable
A˜(t) = Uˆ0(t)AˆUˆ0(t)
† (53)
and optimize its ensemble average instead. To accomplish this, note that if |Ψn〉 are
the eigenstates of Aˆ satisfying Aˆ|Ψn〉 = λn|Ψn〉 then |Ψ˜n(t)〉 = Uˆ0(t)|Ψn〉 are the
corresponding eigenstates of A˜(t) since
A˜(t)|Ψ˜n(t)〉 = Uˆ0(t)AˆUˆ0(t)†Uˆ0(t)|Ψn〉 = Uˆ0(t)λn|Ψn〉 = λn|Ψ˜n(t)〉.
Hence, if Uˆ1 is a unitary operator such that equation (51) holds then Uˆ0(t)Uˆ1 is a unitary
operator that maps the energy eigenstates |n〉 onto the A˜(t)-eigenstates |Ψ˜n(t)〉 since
Uˆ0(t)Uˆ1|n〉 = Uˆ0(t)|Ψσ(n)〉 = |Ψ˜σ(n)(t)〉
for 1 ≤ n ≤ N . Thus, the evolution operator required to maximize the ensemble
average of A˜(t) at time T > 0 is Uˆ0(T )Uˆ1 and the target operator to be decomposed is
Uˆ = Uˆ0(T )
†Uˆ0(T )Uˆ1 = Uˆ1.
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For instance, suppose we wish to maximize the ensemble average of the transition
dipole moment operator A˜(t) = Uˆ0(t)AˆUˆ0(t)
†, where
Aˆ =
N−1∑
n=1
dn (|n〉〈n+ 1|+ |n+ 1〉〈n|) , (54)
for a system initially in state (19) with
w1 > w2 > · · · > wN > 0. (55)
First, we need to find a unitary operator that maps the initial state |n〉 onto the Aˆ-
eigenstate |Ψn〉 for 1 ≤ n ≤ N . Let Uˆ1 be the N ×N matrix whose nth column is the
normalized Aˆ-eigenstate |Ψn〉. Then Uˆ1 clearly satisfies Uˆ1|n〉 = |Ψn〉. Furthermore, Uˆ1
is automatically unitary since the eigenstates |Ψn〉 are orthonormal by hypothesis.
For N = 4 and dn = p0
√
n the eigenvalues of the operator Aˆ defined in (54) are (in
decreasing order)
λ1 =
√
3 +
√
6, λ2 =
√
3−
√
6, λ3 = −λ2, λ4 = −λ1
and the corresponding eigenstates with respect to the standard basis |n〉 are the columns
of the operator
Uˆ1 =


1
2λ1
1
2λ2
1
2λ2
1
2λ1
1
2
1
2
−1
2
−1
2√
2+
√
3
2λ1
√
2−√3
2λ2
√
2−√3
2λ2
√
2+
√
3
2λ1
1
2
−1
2
1
2
−1
2


. (56)
Applying the decomposition algorithm described in Appendix B yields the product
decomposition Uˆ1Θˆ = Vˆ6Vˆ5Vˆ4Vˆ3Vˆ2Vˆ1, where the factors are
Vˆ1 = exp (−C1xˆ1) , C1 = π/4,
Vˆ2 = exp (−C2xˆ2) , C2 = arctan
(√
2
)
,
Vˆ3 = exp (−C3xˆ1) , C3 = arccot
(√
6−√3+3√2
3
)
,
Vˆ4 = exp (−C4xˆ3) , C4 = π/3,
Vˆ5 = exp (−C5xˆ2) , C5 = arctan
(√
4+
√
6√
2+
√
3
)
,
Vˆ6 = exp (−C6xˆ1) , C5 = arccot
(√
3 +
√
6
)
(57)
and Θˆ = diag(1,−1, 1,−1). Note that Uˆ2 ≡ Uˆ1Θˆ is equivalent to Uˆ1 since Θˆ commutes
with ρˆ0 as defined in equation (19), i.e., Θˆρˆ0Θˆ
† = ρˆ0, and thus
Tr
(
AˆUˆ2ρˆ0Uˆ
†
2
)
= Tr
(
AˆUˆ1Θˆρˆ0Θˆ
†Uˆ †1
)
= Tr
(
AˆUˆ1ρˆ0Uˆ1
)
. (58)
This decomposition corresponds to a sequence of six control pulses
f1(t) = A1(t)e
i(ω1t−π/2) + c.c. = 2A1(t) sin(ω1t)
f2(t) = A2(t)e
i(ω2t−π/2) + c.c. = 2A2(t) sin(ω2t)
f3(t) = A3(t)e
i(ω1t−π/2) + c.c. = 2A3(t) sin(ω1t)
f4(t) = A4(t)e
i(ω3t−π/2) + c.c. = 2A4(t) sin(ω3t)
f5(t) = A5(t)e
i(ω2t−π/2) + c.c. = 2A5(t) sin(ω2t)
f6(t) = A6(t)e
i(ω1t−π/2) + c.c. = 2A6(t) sin(ω1t)
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with effective pulse areas π
2
, 2C2, 2C3,
2π
3
, 2C5 and 2C6, respectively. Again, the
decomposition fixes the frequency and pulse area as well as the initial phase of each pulse
and the question thus arises what role the phases play. As we have already seen, the
target operator Uˆ1 is not unique. In fact, equation (58) shows that right multiplication
of Uˆ1 by any unitary matrix that commutes with ρˆ0 produces another unitary operator
that leads to the same ensemble average of the target observable. Nevertheless, in
general, the control process is sensitive to the phases φm. For instance, one can verify
that changing the phase φ1 of the first pulse from −π/2 to π/2 in the pulse sequence
above leads to the following evolution operator
Uˆ3 =


1
2λ2
1
2λ1
1
2λ2
− 1
2λ1
1
2
1
2
−1
2
1
2√
2−√3
2λ2
√
2+
√
3
2λ1
√
2−√3
2λ2
√
2+
√
3
−2λ1
−1
2
1
2
1
2
1
2


, (59)
which maps |3〉 onto |Ψ3〉 and |4〉 onto −|Ψ4〉 but |1〉 onto |Ψ2〉 and |2〉 onto |Ψ1〉 and
leads to the ensemble average
〈Aˆ〉 = w1λ2 + w2λ1 + w3λ3 + w4λ4 (60)
at the final time, which is strictly less than the kinematical maximum if w1 > w2.
Figure 6 shows the results of control simulations for HF with initial populations
w1 = 0.4, w2 = 0.3, w3 = 0.2 and w4 = 0.1 for square wave and Gaussian control pulses,
respectively. The pulse intensities are similar to those for population inversion in HF.
Notice that the observable indeed attains its kinematical upper bound at the final time,
as desired. Furthermore, the target state for which the observable assumes its upper
bound is
ρˆ = Uˆ1ρˆ0Uˆ
†
1 =


1
4
ρ12 0 ρ14
ρ†12
1
4
ρ23 0
0 ρ†23
1
4
ρ34
ρ†14 0 ρ
†
34
1
4


with ρ12 = λ1λ2(λ2 + λ1/3)/40 ≈ 0.0658, ρ14 = λ1λ2(λ2 − λ1/3)/40 ≈ −0.0016,
ρ23 = λ2(λ
2
1 − 1/
√
3)/40 ≈ 0.0904, ρ34 = λ2(λ21 + 1/
√
3)/40 ≈ 0.1118, which agrees
with the final values of the populations and coherences in figure 6. Note that we chose
pulses of fixed length 200 ps. Had we instead fixed the strength of the fields to be
2Ak = 5 × 106 V/m, say, then the length ∆tk of the control pulses according to (26)
and (32) would have been 122.2, 97.9, 60.8, 156.3, 82.5 and 72.7 ps, respectively, for
SWP with τ0 = 20 ps, and 230.6, 198.4, 92.2, 307.5, 141.0 and 118.9 ps, respectively,
for GWP with qk = 4/∆tk.
10. Conclusion
We have presented several control schemes designed to achieve control objectives ranging
from population transfer and inversion of ensemble populations to the creation of
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(a) Square wave pulses (b) Gaussian pulses
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Figure 6. Maximization of the transition dipole moment for HF using (a) six square
wave pulses with rise and decay time τ0 = 20 ps, and (b) six Gaussian pulses with
q = 2× 1010 Hz (right). The top graphs show the pulse envelopes Ak(t). The values of
the constants Ck which determine the effective pulse areas (EPA) are given in (57). The
labels ‘Field m’ indicate that the corresponding pulses are resonant with the frequency
ωm of the transition |m〉 → |m+ 1〉.
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arbitrary superposition states and the optimization of (dynamic) observables. A key
feature of these schemes is that they rely only on sequences of simple control pulses
such as square wave pulses with finite rise and decay times or Gaussian wavepackets
to achieve the control objective. In the optical regime, for instance, such pulses can
easily be created in the laboratory using pulsed laser sources, or by modulating the
amplitude of CW lasers using Pockel cells. No sophisticated pulse shaping technology
is required. A limitation of the approach is the need to be able to selectively address
individual transitions, which restricts the application of this technique to systems where
selection rules and frequency discrimination can be employed to achieve this. However,
these requirements can be met for certain atomic or molecular systems, as we have
demonstrated for Rubidium and hydrogen fluoride.
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Appendix A. Derivation of equation (10)
Let E˜n = En/h¯ and d˜n = dn/h¯. Inserting equations (8) and (4) into (9) leads to
i
dUˆI(t)
dt
= Uˆ0(t)
†
{
M∑
m=1
Hˆm[fm(t)]/h¯
}
Uˆ0(t)UˆI(t)
=
∑
n,m,n′
eiE˜nteˆn,nAm(t)d˜m
(
ei(ωmt+φm)eˆm,m+1e
−i(ωmt+φm)eˆm+1,m
)
e−iE˜n′ teˆn′,n′UˆI(t)
=
∑
m
Am(t)d˜m
(
eiE˜mtei(ωmt+φm)e−iE˜m+1teˆm,m+1e
iE˜m+1te−i(ωmt+φm)e−iE˜mteˆm+1,m
)
UˆI(t)
=
∑
m
Am(t)d˜m
(
eiφm eˆm,m+1 + e
−iφm eˆm+1,m
)
UˆI(t)
=
∑
m
Am(t)d˜m [cosφm (eˆm,m+1 + eˆm+1,m) + i sinφm (eˆm,m+1 − eˆm+1,m)] UˆI(t)
=
∑
m
Am(t)d˜m (−iyˆm cosφm + xˆmi sinφm) UˆI(t).
Hence, multiplying both sides by −i gives
dUˆI(t)
dt
=
∑
m
Am(t)d˜m (xˆm sinφm − yˆm cosφm) UˆI(t). (A.1)
Appendix B. Lie group decomposition algorithm
To find a decomposition (16) for the unitary operator Uˆ we define the equivalent operator
Uˆ (0) ∈ SU(N) by Uˆ (0) = e−iΓ/N Uˆ where eiΓ = det(Uˆ). Our goal is to reduce Uˆ (0) step
by step to a diagonal matrix whose diagonal elements are arbitrary phase factors eiθn.
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Recall that this reduction is always sufficient if the initial state of the system is an
ensemble of energy eigenstates.
Let U
(0)
ij denote the ith row and jth column entry in the matrix representation of
Uˆ (0). In the first step of the decomposition we seek a matrix
Wˆ (1) = exp [−C1 (sinφ1xˆ1 − cosφ1yˆ1)] , (B.1)
which is the identity matrix everywhere except for a 2× 2 block of the form(
cos(C1) ie
iφ1 sin(C1)
ie−iφ1 sin(C1) cos(C1)
)
(B.2)
in the top left corner, such that
Wˆ (1)


U
(0)
1,N
U
(0)
2,N
...

 =


0
c
...

 (B.3)
where c is some complex number. Noting that U
(0)
1,N = r1e
iα1 and U
(0)
2,N = r2e
iα2 , it can
easily be verified that setting
Ck = −arccot(−r2/r1), φk = π/2 + α1 − α2 (B.4)
achieves (B.3). Next we set Uˆ (1) = Wˆ (1)Uˆ (0) and find Wˆ (2) of the form
Wˆ (2) = exp [−C2 (sinφ2xˆ2 − cosφ2yˆ2)] (B.5)
such that
Wˆ (2)


0
U
(1)
2,N
U
(1)
3,N
...

 =


0
0
c
...

 (B.6)
where c is again some complex number. Repeating this procedure N − 1 times leads
to a matrix Uˆ (N−1) whose last column is (0, . . . , 0, eiθN )T . Since we are not concerned
about the phase factor eiθN in this paper, we stop here. Note that
exp (−CxˆN−1)× exp [−C(xˆN−1 sinφ− yˆN−1 cos φ)]
with C = π/2 and φ = −π/2 − θn maps (0, eiθN−1)T onto (0, 1)T . Hence, a complete
reduction to the identity matrix would require two additional steps to eliminate eiθN ,
which would result in two additional control pulses.
Having reduced the last column, we continue with the (N − 1)st column in the
same fashion, noting that at most N − 2 steps will be required to reduce the (N − 1)st
column to (0, . . . , 0, eiθN−1, 0)T since Uˆ (0) is unitary. We repeat this procedure until after
at most K = N(N − 1)/2 steps Uˆ (0) is reduced to a diagonal matrix diag(eiθ1, . . . , eiθN )
and we have
Wˆ (K) · · · Wˆ (1)Uˆ (0) = diag
(
eiθ1 , . . . , eiθN
)
. (B.7)
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Finally, setting Vˆk ≡
(
Wˆ (K+1−k)
)†
leads to
Uˆ (0) = VˆKVˆK−1 · · · Vˆ1diag
(
eiθ1 , . . . , eiθN
)
(B.8)
and therefore Uˆ = VˆKVˆK−1 · · · Vˆ1Θ, where Θ = eiΓ/Ndiag
(
eiθ1, . . . , eiθN
)
is a diagonal
matrix of phase factors.
Recall that Uˆ can always be decomposed such that Θ is the identity matrix.
However, up to 2(N − 1) additional terms would be required to eliminate the phase
factors, which would result in additional control pulses. While some applications indeed
require the elimination of these phase factors, they are often insignificant and the
additional control pulses would be superfluous. For a more sophisticated decomposition
algorithm that requires only very few phases the reader is referred to [60].
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