We present here a new algorithm for segmentation of nuclear medicine images to detect the left-ventricle (LV) boundary. In this article, other image segmentation techniques, such as edge detection and region growing, are also compared and evaluated. In the edge detection approach, we explored the relationship between the LV boundary characteristics in nuclear medicine images and their radial orientations: we observed that no single brightness function (eg, maximum of first or second derivative) is sufficient to identify the boundary in every direction. In the region growing approach, several criteria, including intensity change, gradient magnitude change, gradient direction change, and running mean differences, were tested. We found that none of these criteria alone was sufficient to successfully detect the LV boundary. Then we proposed a simple but successful region growing method~Contour-Modified Region Growing (CMRG). CMRG is an easy-to-use, robust, and rapid image segmentation procedure. Based on our experiments, this method seems to perform quite well in comparison to other automated methods that we have tested because of its ability to handle the problems of both Iow signal-to-noise ratios (SNR) as well as Iow image contrast without any assumptions about the shape of the left ventricle. bounda¡ 1-3 Correct and reproducible measurements of LV function, in terms of parameters such as the global and regional ejection fraction, require an accurate and reproducible algorithm to delineate the LV. 4 6 Delineation can be accomplished manually or automatically using an edge detection algorithm. Manual algorithms usually suffer from low reproducibility, whereas automatic algo¡ suffer from low precision because of nonuniform background, low signal-to-noise ratios (SNR) and the complicated structure of the heart. 6 In most clinical applications, manual tracking or semiautomated boundary description is conducted in each 2D nuclear medicine image by a trained clinician to extract the LV contour. Although the reliability of the edited contour can be enhanced by introducing more skilled operators anda priori knowledge (such as location, shape, and intensity), manual tracking has two major drawbacks. First, the obtained LV boundaries are biased (the tracked boundaries vary from individual to individual). Second, manual tracking is extremely time-consuming. 3
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1-3 Correct and reproducible measurements of LV function, in terms of parameters such as the global and regional ejection fraction, require an accurate and reproducible algorithm to delineate the LV. 4 6 Delineation can be accomplished manually or automatically using an edge detection algorithm. Manual algorithms usually suffer from low reproducibility, whereas automatic algo¡ suffer from low precision because of nonuniform background, low signal-to-noise ratios (SNR) and the complicated structure of the heart. 6 In most clinical applications, manual tracking or semiautomated boundary description is conducted in each 2D nuclear medicine image by a trained clinician to extract the LV contour. Although the reliability of the edited contour can be enhanced by introducing more skilled operators anda priori knowledge (such as location, shape, and intensity), manual tracking has two major drawbacks. First, the obtained LV boundaries are biased (the tracked boundaries vary from individual to individual). Second, manual tracking is extremely time-consuming. 3 To resolve the two disadvantages of manual tracking, various automated or semiautomated techniques of varying complexity and precision previously have been proposed. 2,s-6 A comparison of three major commercially available semiautomatic methods was provided by Bingham et al. 7 A comprehensive review of the computer methods for quantitative analysis of LV function from equilibrium gated blood pool scintigrams was given by Reiber et al. 8 The most commonly used edge detection algorithm is based on the assumption that the LV border coincides with the zero crossing of the second-order derivative in a radial search with its origin in the LV, according to Reiber et al. 8 To limit the search, the method is often combined with threshotding. 7 A linear combination of first-and second-order derivatives had also been suggested. 7,8 Also, Reiber et al used an algorithm based on a minimal cost function. 8 Assuming that the LV border can be defined as the maximum, normalized, closed-line integral of a closed curve in a vector field derived by image differentiation and that the closed curve can be described by a Fourier expansion with limited number of harmonics, an edge detection algorithm was developed by Ekman et al to handle the problems of low SNR and overlapping structures in the images. 6 A preprocessing filter was also used to improve the SNR and the image contrast was enhanced before an edge detection algorithm was applied to the images. 2 With this method, 64 radial profiles were generated (polar transform) from the center of the LV in the end-diastolic image and edge points were identified using first-or secondorder derivative information. Contextual knowledge was used to guide a search of the LV boundary, l~ Some methods used dynamic programming techniques to search for the LV contour. 12 Fuzzy ISODATA clustering and Fourier analysis were applied to automatically detect LV contours without any assumptions about the heart shape to guide the process. 5 These available algorithms generally are notas precise as one might like owing to low SNR and overlapping structures such as the left atrium. 6 In summary, research on automated LV boundary tracking reached its peak in the middle 1980s and gradually decreased in the early 1990s in terms of the number of articles published in the Journal of Nuclear Medicine, Medical Physics, and IEEE Transactions on Medical Imaging. A search of these journals and the Annual International Conference of the IEEE Engineering in Medicine and Biology Proceedings indicates that there are no other pertinent papers in the last 2 to 3 years.
Given the current imaging techniques in nuclear medicine, automated machine methods provide a promising solution to the problem of delineating LV boundary especially when the data volume of nuclear imagery becomes larger and the need for robust and real-time boundary tracking is therefore increased. The objective of this study was to develop an automated LV boundary detection algorithm that can handle the problems of low SNR and low image contrast. The test image sequences that we used in this study were originally each a 64 • 64 nuclear medicine image with 20 frames spanning 1 heart cycle. Figure lA shows a typical frame number zero recorded at end-diastolic state. The images were interpolated to 256 • 256 and smoothed, as shown in Fig 1B. The LV is a bright, smooth region, varying in size over the heart cycle. It smoothly shrinks from the diastolic to systolic period and then dilates.
This article is organized into four sections excluding the introduction. In the second section, we present the conventional techniques that we evaluated. The proposed method called Contour-Modified Region Growing (CMRG) is discussed in the third section, and includes the algorithm and its implementation. The experimental results ate presented in the fourth section. In this section, we focus on the estimation of LV ejection fraction, and its comparison with clinician's data and the results frorn the algorithm used in the ADAC semiautomated system. Finally in the last Section, we present discussions and conclusions.
CONVENTIONAL TECHNIQUES EVALUATED

Edge Detection
For the segmentation of intensity images, there are three main approaches: threshold techniques, 13 boundary-based methods, 14 and region-based methods. 15'16 Threshold techniques assign all pixels whose values lie within a certain brightness range to one class. Such methods neglect all of the spatial information of the image and cope poorly with noise or blurring at boundaries. Boundary-based methods use the postulate that the pixel values change rapidly at the boundary between two regions.
In this study, we evaluated Sobel, Isotropic, Smoothed, Stochastic, and Laplacian gradient operators. In agreement with other researchers, v we found that different thresholds were required for different parts of the image. To improve the boundary-based results, we applied first-and secondorder edge operators in the radial direction at a variety of different angles in the region of interest (ROI), and used different criteria at each angle to detect the boundary point along that radial line. The image was sampled radially every 20 degrees in the LV region to forma 30-pixel 1D image for each of 18 different radial orientations. Derivative-ofGaussian edge operators were then applied to the 1D data. A 1D Gaussian has the following form:
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Because we want a Gaussian centered at the origin, which will be the center pixel, we choose la = 0. The first and second derivatives of the Gaussian are as follows respectively:
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For ~r = 1, the convolution kernels of the first-and second-order derivative of Gaussian were constructed as follows, and are illustrated in Fig After applying these convolution kernels to the radial line images, the most appropriate criterion was used, such as brightness minimum, first derivative minimum, second derivative minimum, second derivative maximum, and so on in different orientations to detect the boundary points. Figures 3A through 3D show some of the convolution results in different radial orientations. The purpose of this experiment was to generalize the investigation of anisotropic boundary detection. The brightness profile in each orientation, and its first and second derivatives were compared to determine which criterion was best for that orientation. For example, the second derivative minimum was used to detect the boundary point in the 0-degree orientation, but the second derivative maximum in the 280-degree orientation as shown in Fig 3A and Fig 3D respectively . In each graph, the detected boundary point (marked "x" in the brightness graphs.), its first derivative, its second derivative, and its corresponding clinician's bound-
,. 
Region Growing
The complement of the boundary-based approach is to work with regions. Region-based methods rely on the assumption that neighboring pixels within the one region have similar values. 17 The general procedure is to compare one pixel to its neighbor(s). If a crite¡ of homogeneity is satisfied, the pixel is assigned to the same class as one or more of its neighbors. The choice of the homogeneity criterion is cfitical for even moderate success, and in all instances the results may be upset by noise. The following is a list of different criteria that we have tested.
Intensity differencing (a):
I fi --fil < threshold (6) 
< threshold (8) Running mean differencing (d):
--~< threshold (9) where i represents the pixel to be tested; j represents one of the i's neighbors that is already in the region; fi is the gray value of the image point i; and, and ~ are the running mean and running standard deviation of the region respectively.
Although these techniques are easy to use and can achieve reasonably acceptable results for some images, we found that their ability to handle the problems of low SNR and low contrast is a major limitation. The main factors that caused these criteria to rail for the nuclear medicine images are high noise existing throughout the images and low contrast in the intersection region of the LV and the aorta in the images. Criteria (a) and (d) were affected by low image contrast. Criteria (b) and (c) were very sensitive to noise.
Seeded Region Growing
We had also employed a method known as "seeded region growing" (SRG) that is based on the conventional region growing postulate of similarity of pixels within regions, but instead of tuning homogeneity parameters as in conventional region growing, SRG is controlled by choosing a (usually small) number of pixels, known as seeds. 18 Based on our experiments, this technique is a rapid, robust, easy-to-use image segmentation procedure requiring neither tuning parameters nor training sets. Although the result was still affected by the low contrast problem, it was powerful in noise handling. Based on the SRG, we proposed a new method, CMRG, that is as powerful as the SRG in noise handling and successfully solves most lowcontrast problems as well, at least for this class of image. Its principles are described in detail in the following section.
CONTOUR-MODIFIED REGION GROWlNG
Fitting A Plane Figure 5A illustrates the isocount contours of the test image. Reiber et al 8 pointed out that isocount contours such as those in Fig 5A cannot be used directly to locate features such as the interventricular septum. However, if three points are known on the boundary of the LV: (xb Y0, (x2, Y2), and (x3, Y3) with gray values Zl, z2, and z3 respectively, we can After we subtracted this plane from the original frame 0, a new "tilted" image is obtained with a modified contour as shown in Fig 5B. From Fig 5B, we notice that the modified contour is much more representative of the LV boundary than that of the o¡ image in Fig 5A. Although Geffers et al 19 reported the use of an inclined plane method for background correction, we have been unable to find its applications in any commercially available systems (see, for example, the survey of commercial systemsT).
CMRG Algorithm
Working on the tilted images, we start with the "seed" point, which is determined by the center of mass of the three known points. Specifically, given the three known points (xi, Y0, (x2, Y2), and (x3, Y3), the coordinates (x, y) of the seed point are determined by the following equation:
3 Given the seed, the CMRG algorithm puts all qualified pixels sequentially into the region of interest if each connected component of the region is adjacent to a set called A that includes all pixels already qualified and, subject to this constraint, the region is chosen to be as homogeneous as possible. The procedure iteratively expands set A, the set of pixels in the ROI, and evolves from the seed, namely, the initial element of the set A. Each step of the algorithm adds all qualified pixels to the above set. We now consider the state of the set A after n steps. Let I be the set of all unallocated pixels which border the RO1. We compare 91 to the predefined threshold. We then classify this point into set A if the threshold requirement is satisfied. Otherwise, we flag x asa boundary pixel. The algorithm thus checks all x's E I, such that 91 < threshold (17) and append all such x's to set A. This completes step n + 1. The process is repeated until no element of I satisfies the threshold requirement in a single iteration. Given the connectivity constraint, the homogeneity of the ROl is ensured by the above two definitions.
CMRG Implementation
In the CMRG implementation, we use a data structure that we will term a Potential Grow List (PGL). The PGL stores the data of I, the set of all unallocated pixels that are adjacent to the ROI. In each iteration, we search the entire PGL and pick the points in the list which satisfy the constraint. 
RESULTS
Experiments
We implemented the CMRG algorithm and applied it to the test images. Figure 6A through 6C show three example boundaries found by the program and give a visual demonstration of the final segmentation results. For each frame, the only input was the three leading points that ate needed to fit a plane.
Lefi Ventricle Ejection Fraction
The left ventricle ejection fraction (LVEF) is a measure of the mechanical performance of the left ventricle of the heart. It is defined as the fraction of the end-diastolic volume ejected during a cardiac cycle:
VED
where VEa is the end-diastolic volume and VEs is the end-systolic volume of the ventricle. In nuclear medicine, it is usually determined from a gated blood pool image sequence acquired from the LAO projection, with a camera positioned at the angle demonstrating the best separation of the two ventricles. To calculate an LVEE the cardiac volumes at end-systole (ES) and end-diastole (ED) must be determined. Because the images are planar, the volumes are estimated by assuming that the thickness of LV is proportional to the image gray value. 2o Therefore, the total sums of the brightness in the LV in the end-diastolic and end-systolic images can be used to determine LVEF using the following relations:
x@ED wheref(x) is the pixel value at x, x E ED or x E ES. After subtraction of the inclined plane, no further background correction is necessary. We did not use attenuation correction. 21 The LV ejection curve computed from the test images is shown in Figure  7A . Based on the reading from the curve, our algorithm estimates that the LVEF for this image is about 65%.
A Comparison With Clinician's Data
To do a comparison with clinician's data in terms of the LVEE the original boundary points from clinician's data were connected using linear interpolation and the LVEF of this segmentation was also computed, as shown in Fig 7B . Figure 8A and 8B superimpose the detected boundaries and the clinician's boundaries in frame 0 (ED state) and frame 10 (ES state) respectively. Although the segmentation result from the CMRG almost coincides with the clinician's interpretation, the detected boundary is smaller than the manual boundary. This difference is most evident along the edge with relatively low brightness values, as shown in Fig 8A. Therefore the brightness difference has little effect on the LVEE Figure 9A 
Verification Studies
For ah experimental verification of the proposed method, data from 6 patients were randomly selected and the CMRG algo¡ was applied to these data. A comparison was done using the same data based on the final LVEF obtained by three methods: clinicians' results, results from the algorithm used in the ADAC semiautomated system, (a state-of-the-art commercial system), and the results detected by our algorithm. The results are shown in Table 1 .
From the results shown in Table 1 , we notice that there is a good correlation between our method and the clinician's manual result, which is even better than the automatic method currently implemented in the ADAC systems, although that result is actually quite good.
DISCUSSION
We have explored various automated and semiautomated approaches to this problem. In our first attempt, we tested a variety of edge detection techniques. Then, we tested a variety of approaches using region growing. 22 We found that no single criterion was sufficient to detect the boundary because of the noise and low contrast problems. We then tried the seeded region growing technique. We found this method could achieve acceptable results except in the transition area between the LV and the aorta because there is no boundary in that area of the image. We then proposed CMRG technique which uses spatial a priori knowledge in this transition area to determine an acceptable boundary. The proposed CMRG technique has been experimentally evaluated with favorable results. The contours generated by our algorithm were compared with the contours generated by the edge detection algorithm in a state-of-the-art commercially available system and with manually-defined contours produced by trained clinicians.
An automated and accurate edge detection algorithm to delineate organs is of great importance in quantitative examinations using nuclear medicine. 6,23 It reduces both inter-and intraobserver variability. In the application of this technique, a user views a speci¡ image frame and, based on personal judgement, chooses three points that would most likely be on the boundary, for example, by a mouse-based point-and-click mechanism. The contour modified region growing completes the job. We refer this as semiinteractive image processing, as it neither fully automated nor fully manual. In a semiinteractive application of the CMRG technique, there are two factors we must keep in mind, namely, that results will be incorrect if a leading point falls on a noisy point, and that users may make errors in the leading point selection. The first problem is overcome by increasing the area of every leading point to obtain a stable estimate of the statistics of that region. For example, we can use the average of the image values of the 3 X 3 or 5 x 5 neighborhood of every leading point. For the second problem, there should be a mechanism in the final implementation for users to interactively correct the errors. Besides, we should be aware of the restriction of region growing in image segmentation. The region growing image segmentation is subject to a rather strict definition of region uniformity, although in reality brightness may vary smoothly within a region or vary in different orientations.
CONCLUSlON
In summary, we applied several image segmentation methods, such as edge detection, thresholding, and region growing in the nuclear medicine images to detect the LV boundary. In edge detection approach, we explored the relationship between the LV boundary characteristics in the nuclear medicine images and their radial orientations, and we found that different edge detection crite¡ should be applied in different orientations. In the region growing approach, several criteria: intensity change, gradient magnitude change, gradient direction change, and running mean differencing were tested. We found that none of these criteria alone was sufficient to successfully detect the LV boundary. Then we proposed a simple but robust region growing method: CMRG, an easy-to-use, robust, rapid image segmentation procedure. Based on our experiments, this method compares well with the boundaries selected manually by an expert radiologist. Further research will focus on the use of the information from other frames to more effectively guide the search process and the reduction of the standard deviation in the differences between contours generated by the CMRG algorithm and manually-defined reference contours.
