Many distributed systems work on a common shared state; in such systems, distributed agreement is necessary for consistency. With an increasing number of servers, these systems become more susceptible to single-server failures, increasing the relevance of fault-tolerance. Atomic broadcast enables faulttolerant distributed agreement, yet it is costly to solve. Most practical algorithms entail linear work per broadcast message. AllConcur-a leaderless approach-reduces the work, by connecting the servers via a sparse resilient overlay network; yet, this resiliency entails redundancy, limiting the reduction of work. In this paper, we propose AllConcur+, an atomic broadcast algorithm that lifts this limitation: During intervals with no failures, it achieves minimal work by using a redundancyfree overlay network. When failures do occur, it automatically recovers by switching to a resilient overlay network. In our performance evaluation of non-failure scenarios, AllConcur+ achieves comparable throughput to AllGather-a non-faulttolerant distributed agreement algorithm-and outperforms All-Concur, LCR and Libpaxos both in terms of throughput and latency. Furthermore, our evaluation of failure scenarios shows that AllConcur+'s expected performance is robust with regard to occasional failures. Thus, for realistic use cases, leveraging redundancy-free distributed agreement during intervals with no failures improves performance significantly.
I. INTRODUCTION
Many distributed systems work on a common shared state, e.g., distributed-ledger systems [1] and databases of travel reservation systems [2] . To guarantee consistency, distributed agreement is necessary-all the servers sharing the state need to agree on the ordering of updates. Moreover, the updates are propagated to all servers, which will then apply them sequentially to their states, i.e., active replication [3] . We consider applications for which the state updates are well distributed among the servers and cannot be reduced.
Most distributed agreement algorithms are designed for use cases, where replicating the state is a means to achieve high availability [4] , [5] , [6] , [7] , [8] , [9] . These algorithms are typically used to provide coordination services to large distributed systems (e.g., [10] , [11] ) and have usually the following usage pattern [7] , [10] , [12] : The servers of the distributed system coordinate their activities by sending requests to a group consisting of a handful of replicas (i.e., three to five usually suffice [12] ); once a request is executed, a reply is sent back to the server that sent the request. Yet, this pattern does not apply for use cases, where having multiple consistent replicas is a requirement of the application, such as distributed ledgers, and replicating the state across hundreds of servers is not uncommon [1] . In such cases, the servers of the distributed system and the group of replicas are actually the same. Thus, for consistency, every state update must be propagated to all servers, which entails an all-to-all exchange.
A straightforward way to implement an all-to-all exchange is to use one of the dissemination schemes typical for unrooted collectives [13] . Yet, such implementations provide no fault tolerance and with an increasing number of servers in the system, failures become more likely. Atomic broadcast enables fault-tolerant distributed agreement, yet it is costly to solve. To provide total order, most practical algorithms rely either on leader-based approaches (e.g., [4] , [5] , [6] , [7] , [11] ), which entail heavy workloads on the leader, or on message timestamps that reflect causal ordering [14] (e.g. [15] , [9] ), which means they must contain information on every server. As a result, the work required for broadcasting one message is linear in the number of servers (in the absence of encryption, we assume that the main work performed by a server is sending and receiving messages). The aforementioned algorithms were designed mainly for providing high availability and thus, they are not well suited for large-scale distributed agreement.
AllConcur [16] adopts a leaderless approach, where the servers are connected via a sparse overlay network and the size of the messages is constant (as no timestamps, reflecting causal ordering, are required). As a result, the work per broadcast message is sublinear. Yet, to reliably disseminate messages, the overlay network needs to be resilient. This resiliency comes at the cost of redundancy, which introduces a lower bound on the work per broadcast message.
In this paper, we present AllConcur+, a leaderless concurrent atomic broadcast algorithm that adopts a dual digraph approach, with the aim of lifting the lower bound on work imposed by AllConcur. In general, a resilient overlay network is necessary, since the frequency of failures in distributed systems makes non-fault-tolerant services unfeasible [17] . Yet, for many use cases, intervals with no failures are common enough to motivate a less conservative approach. Thus, servers in AllConcur+ communicate via two overlay networks described by two digraphs-an unreliable digraph, with a vertexconnectivity of one, and a reliable digraph, with a vertex-connectivity larger than the maximum number of tolerated failures. The unreliable digraph enables minimal-work distributed agreement during intervals with no failures-every server both receives and sends every broadcast message at most once. When failures do occur, AllConcur+ falls back to the reliable digraph. The fault tolerance is given by the reliable digraph's vertex-connectivity and can be adapted to system-specific requirements. Thus, similarly to AllConcur, AllConcur+ trades off reliability against performance.
We designed AllConcur+ as a round-based algorithm. The dual digraph approach entails two modes, which means two types of rounds-reliable and unreliable ( § III-B). However, due to rollbacks caused by failures, the sequence of rounds is not ordered. Therefore, to keep better track of the state of each server, we introduce epochs, which, in a nutshell, consist each of one reliable round followed by a sequence of zero or more unreliable rounds. This enables us to model the execution of AllConcur+ as an ordered sequence of states, that can be reached through a well-defined set of transitions ( § III-C).
Our evaluation of AllConcur+'s performance is based on a discrete-event simulator [18] ( § V). When no failures occur, AllConcur+ achieves between 79% and 100% of the throughput of AllGather [19] , a non-fault-tolerant distributed agreement algorithm. When comparing with other fault-tolerant algorithms, AllConcur+ outperforms them in terms of both throughput and latency: It achieves up to 6.5× higher throughput and up to 3.5× lower latency than AllConcur; up to 6.3× higher throughput and up to 3.2× lower latency than LCR [9] ; and up to 318× higher throughput and up to 158× lower latency than Libpaxos [20] . Moreover, our evaluation of failure scenarios shows that AllConcur+'s expected performance is robust with regard to occasional failures. For example, if every time between successive failures a sequence of nine rounds completes, then AllConcur+ has up to 3.5× higher throughput and up to 1.9× lower latency than AllConcur.
In summary, our work makes three key contributions:
• the design of AllConcur+, a leaderless concurrent atomic broadcast algorithm that leverages redundancy-free agreement during intervals with no failures ( § IV); • an informal proof of AllConcur+'s correctness ( § IV-C); • an evaluation of AllConcur+'s performance ( § V).
II. SYSTEM MODEL
We consider n servers that are subject to a maximum of f crash failures. The servers communicate through messages according to an overlay network described by a digraphserver p sends messages to server q if there is a directed edge (p, q) in the digraph. The edges describe FIFO reliable channels [21] , which are easily implemented in practice with sequence numbers and retransmissions. We consider two modes: (1) an unreliable mode, described by an unreliable digraph G U with vertex-connectivity κ(G U ) = 1; and (2) a reliable mode, described by a reliable digraph G R with vertexconnectivity κ(G R ) > f . Henceforth, we use the terms vertex and server interchangeably.
Atomic broadcast. Atomic broadcast is a communication primitive that ensures all messages are delivered in the same order by all non-faulty servers. We distinguish between receiving and delivering a message [22] , i.e., servers can delay the delivery of received messages. Any non-uniform atomic broadcast algorithm must satisfy four properties: validity, agreement, integrity, and total order [23] , [24] . Integrity and total order are safety properties; validity and agreement are liveness property. We use A-broadcast(m) and A-deliver(m) to denote the communication primitives for broadcasting and delivering messages atomically. If only validity, agreement and integrity hold, the broadcast is reliable; we use R-broadcast(m) and Rdeliver(m) to denote the communication primitives of reliable broadcast. Also, we assume a message can be A-broadcast multiple times; yet, it can be A-delivered only once.
The agreement and the total order properties are nonuniform-they apply only to non-faulty servers. In Appendix D we discuss the modifications required by uniformity.
Failure detection. Failure detectors (FD) have two properties-completeness, i.e., all failures are eventually detected, and accuracy, i.e., no server is falsely suspected to have failed [23] . We consider a heartbeat-based FD: servers send heartbeat messages to their successors in G R ; once a server fails, its successors detect the lack of heartbeat messages and R-broadcast a failure notification to the other servers. Clearly, such an FD guarantees completeness. For deployments, where some assumptions of synchrony [25] can be practical (e.g., within a single datacenter), accuracy can also be guaranteed, i.e., the FD is perfect (denoted by P) [23] . However, to widen AllConcur+'s applicability (e.g., deployments over multiple datacenters), we assume an eventually perfect FD (denoted by ♦P) [23] , which guarantees accuracy only eventually. As a result, AllConcur+ has many of the properties of other atomic broadcast algorithms, such as Paxos [4] : it guarantees safety even under asynchronous assumptions and liveness under weak synchronous assumptions.
III. A DUAL DIGRAPH APPROACH
AllConcur+ switches between two modes-unreliable and reliable. During intervals with no failures, AllConcur+ uses the unreliable mode, which enables minimal-work distributed agreement. When failures occur, AllConcur+ automatically switches to the reliable mode, that uses the early termination mechanism of AllConcur [16] .
In this section, we first give an overview of AllConcur's early termination mechanism ( § III-A). Then, we describe the two modes of AllConcur+ ( § III-B) and specify the possible transitions from one mode to another ( § III-C). Afterwards, we discuss the conditions necessary to A-deliver messages ( § III-D). Finally, we reason about the possible concurrent states AllConcur+ servers can be in ( § III-E).
A. Overview of AllConcur's early termination
AllConcur is a round-based algorithm that, through an early termination mechanism, allows every server to A-deliver a round as soon as it knows it has all the respective messages any other non-faulty server has [16] . As a result, it avoids waiting unnecessarily for the worst-case bound of f + 1 communication steps [26] (or more generally, f + D f (G) communication steps, with D f (G) being G's fault diameter [27] , i.e., G's maximum diameter after removing any f vertices). The early termination mechanism uses failure notifications to track Abroadcast messages. For every A-broadcast message m, every server p maintains a tracking digraph g, i.e., a representation of p's suspicion of m's whereabouts. Thus, g's vertices indicate the servers suspected of having m and g's edges indicate the paths on which m is suspected of having been transmitted. The tracking stops when p either receives m or suspects only failed servers of having m. To safely complete a round, p must finish tracking all messages A-broadcast in that round.
The early termination mechanism relies on the following proposition [16] , [28] : Let p i , p j and p k be three servers, then p i receiving a notification of p j 's failure sent by p k indicates that p i has all the messages p k received directly from p j . For this proposition to hold for ♦P, a server must ignore any subsequent messages (except failure notifications) it receives from a predecessors it has suspected of having failed. This is equivalent to removing an edge from G and thus, may lead to a disconnected digraph even if f < κ(G) (since ♦P may be inaccurate). To avoid inconsistencies, AllConcur uses a primary partition membership approach [24] : Only servers from the surviving partition-a strongly connected component that contains at least a majority of servers-are allowed to make progress and A-deliver messages. To decide whether they are part of the surviving partition, the servers use a forward-backward mechanism (based on Kosaraju's algorithm to find strongly connected components [29] ): Once a round completes, before A-delivering its messages, every server R-broadcasts two control messages-a forward message in G, and a backward message in G's transpose. Then, each server A-delivers the round's messages only if it receives both forward and backward messages from n−1 2 other servers. As an optimization, if assuming P is practical, the forwardbackward mechanism is not necessary, which entails faster rounds.
B. Round-based algorithm
AllConcur+ is a round-based algorithm that distinguishes between unreliable and reliable rounds. Every round is described by its round number r. In round r, every server Abroadcasts a (possibly empty) message and collects (in a set) all the messages received for this round (including its own). The goal is for all non-faulty servers to eventually agree on a common set of messages; we refer to this as the set agreement property. Then, all non-faulty servers A-deliver the messages in the common set in a deterministic order. For brevity, we say a round is A-delivered if its messages are A-delivered.
Unreliable rounds. Unreliable rounds enable minimal-work distributed agreement while no failures occur. The overlay network is described by G U . A server completes an unreliable round once it has received a message from every server (Abroadcast in that round). Since G U is connected, the comple-tion of an unreliable round is guaranteed under the condition of no failures. To ensure set agreement, the completion of an unreliable round does not directly lead to it being A-delivered. Yet, completing two successive unreliable rounds guarantees the first one can be A-delivered (see Section III-D for details).
Reliable rounds. Receiving a failure notification in an unreliable round triggers both a rollback to the latest Adelivered round and a switch to the reliable mode. Thus, the first round that has not yet been A-delivered (i.e., succeeding the latest A-delivered round) is rerun reliably. To complete a reliable round, every server uses AllConcur's early termination mechanism ( § III-A). In addition to completion, early termination guarantees set agreement [16] , [28] . Thus, once a server completes a reliable round, it can safely A-deliver it ( § III-D).
Once a reliable round completes, all servers for which no messages were A-delivered are removed. Thus, all nonfaulty servers have a consistent view of the system (similar to group membership services [30] ). After removing servers from the system, every non-faulty server needs to update both G U , in order for it to be connected, and the set F of received failure notifications; also, the servers may choose to update G R . We defer the discussion on updating the digraphs to Section IV. Updating F entails removing all the invalid failure notifications, i.e., notifications that are targeting, or were detected by, removed servers. Invalid notifications are no longer required for further message tracking, since removed servers cannot be suspected of having any messages.
C. State machine approach
It is common to describe a distributed algorithm as a state machine: Every server's behavior is defined by an ordered sequence of states. As long as no failures occur, we can model AllConcur+'s execution as an ordered sequence of unreliable rounds with strictly increasing round numbers. The occurrence of a failure leads to a rollback. This breaks the order of the sequence, i.e., the round numbers are no longer strictly increasing. To enforce a strict order, we introduce epochs. Every epoch starts with a reliable round and contains only one completed reliable round and at most one sequence of unreliable rounds. An epoch is described by an epoch number e, which corresponds to the number of reliable rounds completed so far, plus the ongoing round, if it is reliable.
The state of each server is defined by the epoch number, the round number, the round type and, for unreliable rounds, the type of the previous round. We denote states with unreliable rounds by 
T UR and T R both interrupt the current unreliable round and rollback to the latest A-delivered round. The difference is T UR is preceded by T UU , while T R is preceded by T R , and thus, the latest A-delivered round differs ( § III-D). T RR continues a sequence of reliable rounds, due to failure notifications in F that remain valid at the end of the round and thus, cannot be removed ( § III-B). Third, skip transitions, denoted by skip − −− →, move servers to a reliable round without increasing the epoch, i.e.,
A server p i performs a skip transition if it receives, in a reliable round, a message A-broadcast by a server p j in the same epoch, but in a subsequent reliable round. This happens only if p j had one more T UU transition than p i before receiving the failure notification that triggered the fail transition to the current epoch. Figure 1 illustrates the skip transition of p i after receiving m e,r+1 j , the message A-broadcast by p j while in state [[e, r + 1]]. This message indicates (to p i ) that p j rolled back to round r, the latest A-delivered round; thus, it is safe (for p i ) to also A-deliver [e, r] and skip to [[e, r + 1]]. Note that [[e, r]] is not completed (we say a state is completed or A-delivered, if its round is completed or A-delivered, respectively).
D. A-delivering messages
In Figure 1 , p j already A-delivered round r when it receives the failure notification that triggers the transition from [e − 1, r + 2] to [[e, r + 1]]. To explain the intuition behind p j A-delivering r, we first introduce the following proposition:
Proposition III.1. A necessary condition for a server to complete a state is for all non-faulty servers to start the state.
Proof: For a server to complete a state (with either an unreliable or a reliable round), it must receive from every nonfaulty server a message A-broadcast in that state ( § III-B).
Since Thus, in AllConcur+, a server can A-deliver an unreliable round r in two ways: (1) it completes the subsequent unreliable round r +1; or (2) after it interrupts the subsequent round r +1 due to a failure notification, it receives a message A-broadcast by another server in the same epoch, but in a subsequent reliable round, i.e., a skip transition. Reliable rounds use early termination; thus, they can be A-delivered directly after completion (i.e., before either T R or T RR ).
E. Concurrent states
The necessary condition stated in Proposition III.1 enables us to reason about the possible concurrent states, i.e., the states a non-faulty server p i can be, given that a non-faulty server p j is either in [e, r] or in [[e, r]] (see Appendix A1 for a description of all the possible concurrent states). Knowing the possible concurrent states enables us to deduce a set of properties that aid the design of AllConcur+: Theorem III.2 asserts the uniqueness of a state, i.e., a state is uniquely identified by only its epoch and round; Theorems III.3-III.5 specify what messages a non-faulty server can receive. The informal proofs of these theorems are available in Appendix A2. 
IV. THE DESIGN OF ALLCONCUR+
In this section, we outline the design of AllConcur+ through a concise event-based description ( § IV-A). For a more detailed description, including pseudocode, see Appendix B. Moreover, we discuss the impact eventual accuracy has on AllConcur+ ( § IV-B) and we provide an informal proof of correctness ( § IV-C). We assume no more than f failures during the whole deployment, i.e., G R cannot become disconnected 1 .
A. Algorithm description
Table II (see Appendix B) summarizes the actions performed by a server p i when different events occur. We assume p i is in epochẽ and roundr. We distinguish between the three states described in Section III-C: [ẽ,r] ; [ẽ,r]; and [[ẽ,r]]. We consider also the three events that can occur: (1) receiving m j, [e,r] , an unreliable message sent by p j while in [e, r]; (2) receiving m j, [[e,r] [ẽ,r] was sent from a subsequent round, then r =r +1 (cf. Theorem III.3); in this case, p i postpones both the sending and the delivery of m j for [ẽ,r + 1] (see #1 and #5 in Table II ). Otherwise, m j, [ẽ,r] was sent from the current round, i.e., r =r, and thus, p i can only be in an unreliable round (cf. Theorem III.2). Handling m j, [ẽ,r] while in [ẽ,r] consists of three operations (see #2 in Table II) Table II) .
2) Handling reliable messages: If p i receives in any state a reliable message m j, [[e,r] ] sent from a subsequent epoch, then it is also from a subsequent round, i.e., e >ẽ ⇒ r >r (cf. Theorem III.4). Thus, unreliable messages from either previous epochs or previous rounds can be dropped (i.e., clearly, messages from preceding epochs are outdated and, since e >ẽ ⇒ r >r, messages from preceding rounds are outdated as well). As a result, p i must handle reliable messages sent from either the current or the subsequent epoch, i.e., e ≥ẽ; in both cases, p i can only be in an reliable round (cf. Theorems III. 4 Figure 1 ). T Sk consists of two operations (see #7 in Table II Table II) .
3) Handling failure notifications: A failure notification fn j,k is valid only if both the owner p k and the target p j are not removed ( § III-B). Receiving a valid notification while in an unreliable round, triggers a rollback to the latest A-delivered round and the reliable rerun of the subsequent round. Thus, if Table II ). In both cases, p i re-handles fn j,k in the new reliable round. Handling a valid notification while in a reliable round consists of three operations (see #9 in Table II ): (1) send the notification further via G R ; (2) update the tracking digraphs; and (3) try to complete the reliable roundr.
Updating the tracking digraphs after receiving a valid notification fn j,k follows the procedure described in AllConcur [16] . For any tracking digraph g[p * ] that contains p j , we identify two cases. First, if p j has no successors in g[p * ], then g[p * ] is recursively expanded by (uniquely) adding the successors of any vertex p p (from g[p * ]) that is the target of a received failure notification, except for those successors that are the owner of a failure notification targeting p p . Second, if one of p j successors in g[p * ] is p k , then the edge (p j , p k ) is removed from g[p * ]. In addition, g[p * ] is pruned by first removing the servers with no path from p * to themselves and then, if all remaining servers are targeted by received failure notifications, by removing all of them. When starting a reliable round, the tracking digraphs are reset and the valid failure notifications are redelivered. Thus, this procedure needs to be repeated for all valid failure notifications. 4) Initial bootstrap and dynamic membership: Bootstrapping AllConcur+ requires a reliable centralized service, such as Zookeeper [10] , that enables the servers to agree on the initial configuration (i.e., the identity of the participating servers and the two digraphs). Once AllConcur+ starts, it is completely decentralized-any further reconfigurations (including also membership changes) are agreed upon via atomic broadcast.
B. The impact of eventual accuracy
Using ♦P entails that failure notifications may not result in their targets being eventually removed. Let fn j,k be an inaccurate notification, i.e., its target p j is non-faulty. Despite p k disseminating fn j,k throughout the system, p j 's messages are received by all non-faulty servers, which means p j is never removed. Not removing p j implies that, as long as p k is also non-faulty, the notification fn j,k remains valid, which results in AllConcur+ running in the reliable mode, even though no failures have occurred.
In order to enable the redundancy-free agreement of the unreliable mode, AllConcur+ must eventually invalidate inaccurate failure notifications. To this end, every failure notification is tagged with a unique sequence number s, Then, once p k realizes that fn j,k,s is inaccurate (i.e., it no longer suspects p j to have failed), it includes a revoke j,k,s control message in the next message it A-broadcasts. When a server A-delivers a revoke j,k,s message, it considers fn j,k,s to be invalid and thus, removes it from its set of received failure notifications.
C. Informal proof of correctness
To prove AllConcur+'s correctness, we show that the four properties of non-uniform atomic broadcast are guaranteed. Due to space limitations, we defer the proof of correctness to Appendix C. Moreover, in Appendix D, we discuss the modifications required for these properties to apply also to faulty servers (i.e., uniform atomic broadcast).
V. EVALUATION
To evaluate AllConcur+, we consider a distributed ledger, a representative application for large-scale atomic broadcast. In a distributed ledger, servers receive transactions as input, and their goal is to agree on a common subset of ordered transactions to be added to the ledger. We consider two deployments, to which, for brevity, we refer as SDC and MDC. In SDC, the servers are located inside a single datacenter. For example, a group of airplane tickets retailers, located in the same area, want to offer the same flights, without divulging their clients queries. In MDC, the servers are distributed throughout five datacenters across Europe (i.e., Dublin, London, Paris, Frankfurt, Stockholm). For example, a group of airplane tickets retailers with clients in multiple countries, distributed the ledger across multiple datacenters in order to provide faster local queries. For both deployments, we base our evaluation on OMNeT++, a discrete-event simulator [18] . To realistically simulate the communication network, we use the INET framework of OMNeT++.
For every datacenter, we consider a fat-tree network topology that provides support for multi-path routing [32] . The topology consists of three layers of k-port switches, resulting in k pods connected among each other through k 2 /4 core switches; every pod is directly connected to k/2 subnets of k/2 hosts each. In the case of MDC, one port from every core switch is used to stream traffic between datacenters; thus, the number of pods is reduces to k − 1. Hosts are connected to switches via 1 GigE 10m cables (i.e., 0.05μs delay), while switches are connected to each other via 1 GigE 100m cables (i.e., 0.5μs delay). Datacenters are interconnected via fiber optic (i.e., 5μs delay per km) with an available bandwidth of 10 Gbps (i.e., 10% of the typical datacenter interconnect bandwidth). The length of the fiber optic is estimated as 1.1× the geographical distance between the datacenters, resulting in latencies between 2.5ms and 8.9ms. To reduce the likelihood of correlated failures, we deploy one server per subnet (i.e., n = k 2 /2 for SDC and n = 5(k − 1)k/2 for MDC). The servers communicate via TCP.
We evaluate AllConcur+ against AllConcur, AllConcurw/EA, AllGather [19] , LCR [9] and Libpaxos [20] . AllConcur assumes P, while AllConcur-w/EA assumes ♦P, i.e., it uses the forward-backward mechanism ( § III-A). We deploy both with a reliability of 6-nines, estimated conservatively over a period of 24 hours with a server MTTF ≈ 2 years [17] . The servers are connected via a G S (n, d) digraph [33] ; AllConcur+ uses the same digraph in the reliable mode. AllGather is a round-based non-fault-tolerant distributed agreement algorithm where every server uses a binomial tree to A-broadcast its messages; AllConcur+ uses the same mechanism in the unreliable mode. LCR is an atomic broadcast algorithm that is based on a ring topology and uses vector clocks for message ordering. Libpaxos is an open-source implementation of Paxos [4] . We deploy it over n servers with one proposer, five acceptors (sufficient for a reliability of 6-nines) and n learners.
To simplify the evaluation, we omit from where transactions originate (i.e., from where they are initially received by the servers) and how they are interpreted by the ledger. Every server A-broadcasts a message consisting of a batch of transactions; once a server A-delivers a message, it adds all enclosed transactions to (its copy of) the ledger. Each transaction has a size of 250 bytes, sufficient to hold a payload and cryptographic signatures (e.g., a typical size for Bitcoin [34] transactions). Every server can have one outstanding message at a time: Before A-broadcasting another message, it waits either for the round to complete or for the message to be Adelivered. Using this benchmark, we measure both latency and throughput. Latency is defined as the time between a server Abroadcasting and A-delivering a message, while throughput, as the number of transactions A-delivered per server per second.
A. Non-failure scenarios
We evaluate AllConcur+'s performance in scenarios with no failures for both SDC and MDC. We measure the performance at each server during a common measuring window between t 1 and t 2 ; we define t 1 and t 2 as the time when every server A-delivered at least 10 × n and 110 × n messages, respectively. If servers A-deliver the same amount of messages from every server, as is the case of AllConcur+, then every server Adelivers 100 own messages during a window. Figures 2 and 3 report both the median latency with a 95% nonparametric confidence interval and the average throughput. 
1) Message size:
We evaluate the effect batching transactions has on AllConcur+'s performance, starting from one transaction per message (i.e., no batching) to 4, 096 transactions per message (i.e., ≈ 1MB messages). Figure 2 plots, for different deployments in both SDC and MDC, the latency and the throughput as a function of batching size. As expected, the latency is sensitive to increases in message size. Without batching multiple transactions into a single message, the latency is minimized. Yet, no batching entails usually a low throughput, since the system's available bandwidth is only saturated for large system sizes (e.g., ≈ 450 servers). Indeed, increasing the message size leads to higher throughput: By batching transactions, AllConcur+'s throughput exceeds 320, 000 transactions per second for all SDC deployments, and 27, 000 transactions per second for all MDC deployments (see Figures 2b and 2d ). This increase in throughput comes though at the cost of higher latency.
Moreover, increasing the batch size may lead to higher latency due to the TCP protocol. For example, in an MDC deployment of 30 servers with a batch size of 16, the 65, 535byte TCP Receive Window causes servers to wait for TCP packets to be acknowledged before being able to send further all the messages of a round. Since acknowledgements across datacenters are slow, this results in a sharp increase in latency and thus, a drop in throughput (see Figures 2c and 2d) . To reduce the impact of TCP, for the remainder of the evaluation, we fix the batch size to four (i.e., 1kB messages).
2) Comparison to other algorithms: We evaluate AllCon-cur+'s performance against AllConcur, AllConcur-w/EA, All-Gather, LCR and Libpaxos, while scaling up to 455 servers. Figure 3 plots, for both SDC and MDC, the latency and the throughput as a function of the number of servers.
AllConcur+ vs. AllGather. For both deployments, AllCon-cur+'s latency is around 2-2.6× higher than AllGather's. The roughly two-fold increase in latency is as expected: When no failures occur, AllConcur+ A-delivers a message after completing two rounds. At the same time, AllConcur+ achieves between 79% and 100% of the throughput of AllGather, while providing also fault-tolerance. The reason behind this high throughput is that, similar to AllGather, AllConcur+ A-delivers messages at the end of every round (except for the first round). AllConcur+ vs. AllConcur. Due to the redundancy-free overlay network, AllConcur+ performs less work and introduces less messages in the network and, as a result, outperforms both AllConcur and AllConcur-w/EA. When comparing to AllConcur, it achieves up to 3.2× lower latency and up to 6.4× higher throughput for SDC, and up to 3.5× lower latency and up to 6.4× higher throughput for MDC. When comparing to AllConcur-w/EA, it achieves up to 5× lower latency and up to 10× higher throughput for SDC, and up to 3.7× lower latency and up to 6.5× higher throughput for MDC.
AllConcur+ vs. LCR. AllConcur+ outperforms LCR in both latency and throughput. The reason behind it is twofold: first, the dissemination latency of the ring topology adopted by LCR; and second, the message overhead necessary for using vector clocks. Thus, for SDC, AllConcur+ is up to 3.2× faster and achieves up to 6.3× higher throughput. Although LCR is designed for local area networks [9] , for completion, we evaluate its performance also for MDC: AllConcur+ is up to 5.2× faster and achieves up to 8.3× higher throughput. When deploying LCR, we order the servers in the ring with minimal communication between different datacenters.
AllConcur+ vs. Libpaxos. Paxos is designed for highavailability and thus, not intended to scale to hundreds of instances. Accordingly, the performance of Libpaxos drops sharply with increasing n. As a result, AllConcur+ is up to 158× faster for SDC and up to 10× faster for MDC; also, it achieves up to 318× higher throughput for SDC and up to 18× higher throughput for MDC.
B. Failure scenarios
To evaluate AllConcur+'s performance when failures do occur, we first consider the following failure scenario: In an SDC deployment of 72 servers, each A-broadcasting 1kB messages, four failures occur during an interval of one second. To detect failures, servers rely on a heartbeat-based FD with a heartbeat period Δ hb = 1ms and a timeout period Δ to = 10ms. Figure 4 plots the throughput of p 0 as a function of time for both AllConcur and AllConcur+. The throughput is sampled at the completion of every round, i.e., the number of transactions A-delivered divided by the time needed to complete the round.
The four failures (indicated by red vertical bars) have more impact on AllConcur+'s throughput than AllConcur's. In AllConcur, a server's failure leads to a longer round, i.e., ≈ Δ to instead of ≈ 3.3ms when no failures occur (see Figure 3a ). For example, when p 34 fails, p 0 must track its message, which entails waiting for each of p 34 's successors to detect its failure and send a notification. Once the round completes, AllConcur's throughput returns to ≈ 85, 000 transactions per second. In AllConcur+, every failure triggers a switch to the reliable mode. For example, once p 0 receives a notification of p 34 's failure, it rolls back to the latest A-delivered round and reliably reruns the subsequent round. Once p 0 completes the reliable round, it switches back to the unreliable mode, where it requires two unreliable rounds to first A-deliver a round. In Figure 4 , we see AllConcur+'s throughput drop for a short interval of time after every failure (i.e., ≈ 16ms). However, since AllConcur+'s throughput is significantly higher in general, the short intervals of low throughput after failures have only a minor impact and on average, AllConcur+ achieves ≈ 4.6× higher throughput than AllConcur.
Furthermore, we analyze the robustness of AllConcur+'s performance with regard to more frequent failures. The analysis is based on a model with two parameters: δ u , the expected duration of an unreliable round; and δ r , the expected duration of a reliable round. Clearly, δ u < δ r . Since every server has one outstanding message at a time, we use data from Fig. 5 : AllConcur+'s estimated expected latency and throughput (expressed as ratios to AllConcur's values) for the nonfailure scenario (nf), the worst-case scenario (wc), and scenarios with sequences of λ unreliable rounds. We assume an SDC deployment with batch size four. Figure 3 to estimate both parameters: δ u is half the latency of AllConcur+ and δ r is the latency of AllConcur. We assume an SDC deployment with batch size four. We focus on both the expected latency and throughput over a sequence of multiple rounds (for an analysis of the worst-case latency of a single round, see the extended technical report [31] ). Throughout the analysis, we consider only no-fail and fail transitions, since skip transitions entail lower latency and higher throughput, i.e., a skip transition always triggers the A-delivery of messages.
We estimate AllConcur+'s expected performance for several scenarios with different expected failure frequencies. If failures occur so frequently that no unreliable rounds can be started (i.e., a single sequence of reliable rounds), AllConcur+ is equivalent to AllConcur-a round is A-delivered once it is completed. Thus, the estimate of the expected latency is δ r and of the expected throughput is 1/δ r . For comparison, Figure 5 plots the latency as a factor of δ r and the throughput as a factor of 1/δ r . If no failures occur, the algorithm performs a sequence of unreliable rounds; for this scenario (denoted by nf), we use the actual measurements, reported in Figure 3a .
The worst-case scenario (denoted by wc), requires all messages to be A-delivered during reliable rounds and, in addition, in between any two subsequent reliable rounds there must be exactly two unreliable rounds (the second one not being completed), i.e., the longest sequence possible without Adelivering an unreliable round. Such a scenario consists of the repetition of the following sequence: This scenario provides also the worst-case expected throughput-only reliable rounds are A-delivered, hence 1/(2δ u + δ r ). In the worst case, AllConcur+ has up to 3.5× higher expected latency and up to 2× lower expected throughput than AllConcur. The low performance of the worst-case scenario is due to the lack of sufficiently long sequences of unreliable rounds (i.e., at least three, two completed and one begun), thus never enabling the minimal-work distributed agreement of AllConcur+. Let λ ≥ 3 be the length of each sequence of unreliable rounds.
Then, the expected latency is 2δ u + δ u +2δ r λ , i.e., the first λ − 2 unreliable rounds are A-delivered after 2δ u , the (λ − 1)-th round after 2δ u + δ r and the final round after 3δ u + δ r . Also, the expected throughput is 1−1/λ δ u +δ r /λ , i.e., during a period of λ δ u + δ r , λ − 2 unreliable rounds and one reliable round are A-delivered. For λ = 10, AllConcur+ has up to 1.9× lower expected latency and up to 3.5× higher expected throughput than AllConcur.
VI. RELATED WORK Défago, Schiper, and Urbán provide a general overview of atomic broadcast algorithms [24] . Based on how total order is established, they consider five classes of atomic broadcast algorithms: fixed sequencer; moving sequencer; privilege-based; communication history; and destinations agreement.
The first three classes, i.e., fixed sequencer [22] , [6] , moving sequencer [35] , [36] , and privilege-based [37] , [38] rely on a distinguished server to provide total order. In fixed sequencer algorithms, the order is established by an elected sequencer that holds the responsibility until it is suspected of having failed. Moving sequencer algorithms, are similar, but the role of sequencer is transfered between servers, in order to distribute the load among them. In privilege-based algorithms, senders broadcast when they are given the privilege to do so; the privilege is given to one sender at a time. For these algorithm classes, the work is unbalanced-the distinguished server is on the critical path for all communication, leading to linear work per A-broadcast message (for straightforward implementations). AllConcur+ is leaderless; it balances the work evenly among all servers. Thus, it achieves sublinear work per A-broadcast message.
The last two classes are leaderless-total order is determined without a leader, either by the senders (communication history) or by the destinations (destinations agreement). Usually, in communication history algorithms, A-broadcast messages carry logical timestamps (we do not survey algorithms that rely on physical timestamps). The servers use these timestamps to decide when to safely deliver messages. Défago, Schiper, and Urbán distinguish between causal history and deterministic merge algorithms [24] . Causal history algorithms [39] , [15] , [9] transform the partial order provided by the timestamps into total order (i.e., the causal order [14] is extended by ordering concurrent messages [22] ). Yet, in such algorithms, the timestamps must provide information on every participating server; thus, the size of every message is linear in n. In AllConcur+, the size of messages is constant.
In deterministic merge algorithms [40] , [41] , the messages are timestamped independently (i.e., no causal order) and delivered according to a deterministic policy of merging the streams of messages coming from each server. AllConcur+ can be classified as a deterministic merge algorithm-every message is timestamped with the round number and the merging policy is round-robin (except for lost messages). The Atom algorithm [40] uses the same merging policy. Yet, it uses an early-deciding mechanism that entails waiting for the worstcase given the actual number of failures [42] . AllConcur+'s early termination mechanism does not require waiting for the worst case. Also, the overlay network in Atom is described by a complete digraph. Finally, methods to decrease latency by adaptively changing the merging policy (e.g., based on sending rates [41] ) can also be applied to AllConcur+ (e.g., servers with slow sending rates can skip rounds).
Conceptually, destinations agreement algorithms do not require a leader for establishing total order-the destination servers reach an agreement on the delivery order. In many existing destinations agreement algorithms, the servers reach agreement either through centralized mechanisms [43] , [44] or by solving consensus [23] , [45] . Most practical consensus algorithms rely on leader-based approaches [4] , [5] , [6] , [7] , [46] , resulting in centralized destinations agreement algorithms and thus, unbalanced work. AllConcur+ can be also classified as a destinations agreement algorithm-in every round, the servers agree on a set of messages to A-deliver. Yet, in AllConcur+, the servers reach agreement through a completely decentralized mechanism.
Finally, some algorithms can fit multiple classes. For example, Ring-Paxos [8] relies on a coordinator, but the communication is done using a logical ring, similarly to the majority of privilege-based algorithms. By placing the servers in a ring, Ring-Paxos achieves high-throughput [9] . Yet, the ring topology is not suitable for large scales-the latency of message dissemination is linear in n. In AllConcur+, servers communicate via an overlay network described by any resilient digraph; moreover, during intervals with no failures, the digraph must only be connected. Thus, AllConcur+ enable the trade-off between high-throughput and low-latency topologies.
VII. CONCLUSION
In this paper we describe AllConcur+, a leaderless concurrent atomic broadcast algorithm that provides highperformance fault-tolerant distributed agreement. During intervals with no failures, AllConcur+ runs in an unreliable mode that enables minimal-work distributed agreement; when failures do occur, it automatically and safely switches to a reliable mode that uses the early termination mechanism of AllConcur [16] . We provide a complete design of AllConcur+ that shows how to transition from one mode to another and an informal proof of AllConcur+'s correctness.
Our performance evaluation of non-failure scenarios demonstrates that AllConcur+ achieves high throughput and low latency while scaling out to hundreds of servers deployed both inside a single datacenter and across multiple (geographically distributed) datacenters. It is therefore especially wellsuited for large-scale distributed agreement applications, such as distributed ledgers. For instance, running on 225 servers distributed throughout five datacenters across Europe, with each server maintaining a copy of the ledger, AllConcur+ reaches a throughput of ≈ 26, 000 (250-byte) transactions per second, with a latency of less than 65ms.
Overall, AllConcur+ achieves comparable throughput to AllGather [19] , a non-fault-tolerant distributed agreement algorithm, and, especially at scale, significantly higher through-put and lower latency than other fault-tolerant algorithms. Moreover, our evaluation of various failure scenarios shows that AllConcur+'s expected performance is robust with regard to occasional failures.
APPENDIX

A. Concurrent states: description and properties 1) Description of concurrent states:
We are interested in what states a non-faulty server p i can be, given that a nonfaulty server p j is either in [e, r] Figures 6a and 6d ). T UU entails p i has started [e, r − 1], while T R entails p i has started [[e, r − 1]]. Using both this information and the fact that p j already started [e, r], we can deduce all the possible states of p i (see the boxes in Figures 6a and 6d ). Since p j started [e, r], p i can be in one of the following states with unreliable rounds: [e, r − 1] (if p j is not in [e, r] ); [e, r]; or [e, r + 1]. Moreover, if p i receives a failure notification, it moves (from any of these states) to a state with a reliable round (indicated by double-edged boxes). Note that a fail transition from [e, r − 1] depends on whether round r − 1 is the first in a sequence of unreliable rounds (see the lower-right corner triangle in Figure 6a ). Finally, p i can skip a reliable round, i.e., either r − 2 or r − 1 (see Figure 6a ); the precondition is for at least one other server to have A-delivered the corresponding unreliable round. Notice though that p i cannot skip both rounds-this would imply both [e, r − 2] and [e, r − 1] to be A-delivered, which is not possible since p i does not start [e, r].
Second 1, r] ). T Sk entails at least one server completed [e − 1, r] (see Figure 1) and thus, p i has started [e − 1, r]. Note that the state transitions illustrated in Figure 6f are also included in Figure 6b .
In in epoch e and roundr, which contradictsr < r − 1.
To prove Theorem III.4 we introduce the following lemma: Lemma A.1. Let p i be a non-faulty server in state [e − 1, r]; let p j be another non-faulty server in epoch e. Let φ (a, b) be a notification sent by b indicating a's failure; φ (a, b) triggered p j 's transition from epoch e − 1 to e. Then, p i cannot receive φ (a, b) in any state that precedes [e − 1, r]. Proof: We assume p i receives φ (a, b) in a state preceding [e − 1, r] (see Figure 7 ). Let [[e , * ]], with e ≤ e − 1 and * a placeholder for any round, be either the state in which p i receives φ (a, b) or the state in which p i moves after receiving φ (a, b) (i.e., a fail transition). Clearly, while p i is in . Thus, p j removes the same servers since set agreement is ensured by early termination [16] , [28] . Yet, this leads to a contradiction-φ (a, b) was invalidated during epoch e − 1 and therefore, cannot trigger p j 's transition to epoch e. Figure 1 ). As a result, again there is no reason for p i to rerun (in epoch e) roundr < r − 1.
B. AllConcur+: design details
In this section, we provide the details of AllConcur+'s design as a non-uniform atomic broadcast algorithm. For ease of presentation, the following description omits both the forward-backward mechanism required by ♦P ( § III-A) and the mechanism for updating G R ( § IV). Therefore, we assume both P and no more than f failures. First, we describe the variables used and their initial values; also, we outline the main loop and the main communication primitives, i.e., broadcast(), R-broadcast() and A-broadcast(). Then, we split the description of the design into the following points: (1) handling of the three possible events-receiving an unreliable message, receiving a reliable message, and receiving a failure notification; (2) conditions for completing and Adelivering a round; (3) handling of premature messages; and (4) updating the tracking digraphs. Table I summarizes premature messages. When handling a premature message, the following two conditions must be satisfied. First, the digraph on which the message has arrived needs to be consistent with the digraph on which the message is sent further. In other words, if the server sending the message has previously updated the digraph, then the server receiving the message must postpone sending it further until it also updates the digraph. Second, changing the message order (with respect to other messages) must not affect early termination; note that message order is not relevant for unreliable messages.
The way premature messages are handled depends on the scope of the failure notifications. In general, to avoid inconsistencies, failure notifications need to be specific to G R : Once G R is updated, all failure notifications are discarded. Thus, we avoid scenarios where the failure notification's owner is not a successor of the target. To trivially enforce this, failure notifications can be made specific to an epoch (as in AllConcur [16] ). In this case, premature failure notifications (i.e., specific to a subsequent epoch) are postponed: Both their sending and delivering is delayed until the subsequent epoch. Since reliable messages are specific to an epoch 3 , they can also be postponed; thereby, message order is preserved. Once a new epoch starts, the failure notifications specific to the previous epoch are outdated and hence, discarded. This entails detecting again the failures of the faulty servers that were not removed in the previous epoch ( § III-B).
As long as G R remains unchanged, re-detecting failures can be avoided, by only discarding outdated failure notifications that are invalid and resending the valid ones (i.e., with both owner and target not removed in the previous epoch). Even more, resending failure notifications can be avoided by not postponing them, i.e. they are sent further and delivered immediately. This requires that the valid failure notifications are redelivered at the beginning of each epoch, i.e., updating the tracking digraphs. Note that for message order to be preserved, premature reliable messages are also sent further immediately and only their delivery is postponed to their specific epoch.
In AllConcur+, failure notifications are handled immediately. While p i is in epochẽ and roundr, it can receive the following premature messages: (1) . Updating the tracking digraphs after receiving a failure notification follows the procedure described in AllConcur [16] (see Section IV-A for details). Algorithm 6 shows the UpdateTrackingDigraph procedure used by p i to update a tracking digraph g i [p * ] after adding a set of new failure notifications to the set of already known failure notifications.
C. Informal proof of correctness
As described in Section IV-A, AllConcur+ solves nonuniform atomic broadcast. Thus, to prove AllConcur+'s correctness, we show that the four properties of non-uniform atomic broadcast are guaranteed (see Theorems A.2, A.4, A.8, and A.9). Throughout the proof, we assume both P and no more than f failures. In Appendix D, we discuss the modifications required for these properties to apply also to faulty servers (i.e., uniform atomic broadcast). in a sequence of unreliable rounds. If [e, r] , then p i reruns r reliably in [[e + 1, r]] (after a T R transition); hence, p i eventually A-delivers r. Otherwise, p i moves to [[e + 1, r − 1]], which will eventually be followed by one of T R , T RR , or T Sk . T R leads to [e + 1, r] and, by following one of the above cases, eventually to the A-delivery of r. Both T RR and T Sk lead to a reliable rerun of r and thus, to its eventual A-delivery.
To prove both agreement and total order, we first prove set agreement-all non-faulty servers agree on the same set of messages for all A-delivered rounds. To prove set agreement, we introduce the following lemmas: Figure 1 ). Thus, any other non-faulty server eventually A-delivers [e, r] (cf. Lemma A.5).
Theorem A.7 (Set agreement). If two non-faulty servers Adeliver round r, then both A-deliver the same set of messages.
Proof: Let p i and p j be two non-faulty servers that A-deliver round r. Clearly, both servers A-deliver r in the same epoch e (cf. Lemma A.6). Thus, we distinguish between [[e, r]] and [e, r]. If [[e, r]], both p i and p j A-deliver the same set of messages due to the set agreement property of early termination [16] , [28] . If [e, r], both p i and p j completed [e, r], i.e., both received messages from all servers; thus, both Adeliver the same set of messages.
Theorem A.8 (Agreement). If a non-faulty server A-delivers m, then all non-faulty servers eventually A-deliver m. Proof: We prove by contradiction. Let p i be a nonfaulty server that A-delivers m in round r and epoch e. We assume there is a non-faulty server p j that never A-delivers m. According to Lemma A.6, p j eventually A-delivers round r in epoch e. Yet, this means p j A-delivers (in round r) the same set of messages as p i (cf. Theorem A.7), which contradicts the initial assumption. Theorem A.9 (Total order). If two non-faulty servers p i and p j A-deliver messages m 1 and m 2 , then p i A-delivers m 1 before m 2 , if and only if p j A-delivers m 1 before m 2 .
Proof: From construction, in AllConcur+, every server A-delivers rounds in order (i.e., r before r + 1). Also, the messages of a round are A-delivered in a deterministic order. Moreover, according to both Lemma A.6 and Theorem A.7, p i A-delivers m 1 and m 2 in the same states as p j . Thus, p i and p j A-deliver m 1 and m 2 in the same order.
D. Uniform atomic broadcast
In non-uniform atomic broadcast, neither agreement nor total order holds for non-faulty servers. Uniform properties are stronger guarantees, i.e., they apply to all server, including faulty ones [24] :
• (Uniform agreement) If a server A-delivers m, then all non-faulty servers eventually A-deliver m. • (Uniform total order) If two servers p i and p j A-deliver messages m 1 and m 2 , then p i A-delivers m 1 before m 2 , if and only if p j A-delivers m 1 before m 2 . We fist show that AllConcur solves uniform atomic broadcast and, then, we adapt AllConcur+ to uniformity.
1) Uniformity in AllConcur: AllConcur solves uniform atomic broadcast-its correctness proof [16] , [28] (that shows it solves non-uniform atomic broadcast) can be easily extended to prove uniformity. This is due to message stability, i.e., before a server A-delivers a message, it sends it to all its d(G) > f successors. The correctness proof entails proving the set agreement property [16] , [28] :
• (Set agreement) Let p i and p j be two non-faulty servers that complete round r. Then, both servers agree on the same set of messages, i.e., M r i = M r j . The proof of set agreement is by contradiction: It assumes that m * ∈ M r i , but m * / ∈ M r j . Then, to reach a contradiction, it shows that in the digraph used by p j to track m * there is a server q that p j cannot remove without receiving m * . The existence of q is given by both the existence of a path π p * ,p i on which m * arrives at p i and the fact that p i is non-faulty. Yet, in the case of uniformity, p i can be faulty. To ensure the existence of q, we extend π p * ,p i by appending to it one of p i 's nonfaulty successors (i.e., at least one of its d(G) > f successors are non-faulty). Since p i sends m * to all its successors before completing round r, all servers on the extended path have m * and at least one is non-faulty. Thus, AllConcur solves uniform atomic broadcast.
2) Uniformity in AllConcur+: Because of message stability, AllConcur solves uniform atomic broadcast. Yet, as described in Appendix B, AllConcur+ solves non-uniform atomic broadcast-agreement and total order apply only to non-faulty servers. For AllConcur+ to guarantee uniform properties, the concept of message stability can be extended to rounds, i.e., round stability-before a server A-delivers a round r in epoch e, it must make sure that all non-faulty servers will eventually deliver r in epoch e. This is clearly the case if [[e, r]] (due to AllConcur's early termination mechanism [16] ). Yet, round stability is not guaranteed when [e, r]. Let p i be a server that A-delivers [e, r] after completing [e, r + 1] and then it fails. All the other non-faulty servers receive a failure notification while in [e, r + 1] and thus, rollback to [[e + 1, r]]. Thus, all non-faulty servers eventually A-deliver round r in epoch e + 1, breaking round stability.
To ensure round stability in AllConcur+, p i A-delivers [e, r] once it receives messages from at least f servers in [e, r + 2] 4 Thus, at least one non-faulty server A-delivers [e, r] after completing [e, r + 1], which guarantees all other non-faulty servers A-deliver [e, r] (cf. Lemma A.5). Note that delaying the A-delivery of unreliable rounds is the cost of providing uniform properties.
To prove both uniform agreement and uniform total order, we adapt AllConcur+'s correctness proof ( § IV-C) to the modification that guarantees round stability. Proof: Due to round stability, at least one server that A-delivered [e, r] after completing [e, r + 1] is non-faulty; let p be such a server. Moreover, since p i A-delivers [e, r] after completing [e, r + 1], p j must have started [e, r + 1] (cf. Proposition III.1), and hence, completed [e, r]. As a result, p j either receives no failure notifications, which means it eventually completes [e, r + 1] and A-delivers [e, r] (since n > 2 f ), or receives a failure notification and moves to [[e + 1, r]] (after T UR ). Yet, this failure notification will eventually trigger on p i a T UR transition from [e, r + 2] to [[e + 1, r + 1]], which eventually will trigger on p j a T Sk transition that leads to the A-delivery of [e, r] (see Figure 1 ). 
