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1. Introduction
The problem we address in this paper, namely the determination of the elementary divisors of
the tensor, or Kronecker, product of two matrices A ∈ Fp×p and B ∈ Fm×m. This was determined in
Roth [15] and Aitken [1] and the rigour improved in Marcus and Robinson [13]. Brualdi [2] made the
necessary corrections to the method used by Aitken, using a combinatorial setting. The underlying
ﬁeld is assumed to be algebraically closed, or at least big enough to include all eigenvalues of both
matrices. For an analysis of the problem over a ﬁeld of prime characteristic, see Norman [14] and the
references therein.
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Our approach is based on Fuhrmann and Helmke [5], where tensor products of functional models
were studied in great detail. This use of functional models turned out to be useful for the study of
problems both in the areas of linear algebra as well as in linear systems theory. In the present paper
we focusmainly on the computation of the elementary divisors of the Sylvester map and some related
maps, most notably being the Lyapunov map. From our point of view, the greatest advantage of using
functionalmodels is the fact thatwhile the Kronecker product of twomatrices A, B as above is an pm ×
pm matrix, at least in the generic case, the computation of the elementary divisors in the functional
setting reduces to scalar polynomial modular aruthmetic.
2. Preliminaries
Polynomialmodelswere introduced in Fuhrmann [3], which is still a good source for the full details.
For a ﬁeld F, given a nonsingular polynomial matrix D(z) ∈ F[z]p×p, the polynomial model XD is a
concrete representation of a quotient module of the module of vector polynomials and we have the
isomorphism
XD  F[z]p/D(z)F[z]p. (1)
We endow XD with the induced F[z]-module structure. Deﬁning SD : XD −→ XD as the action of the
polynomial z, i.e. by
(SDf )(z) = zf (z) − D(z)ξf , f ∈ XD, (2)
where ξf = (D−1f )−1 is the residue of D−1f . It is important to note that we have the similarity A 
SzI−A.
Given nonsingular polynomial matrices Di(z) ∈ F[z]pi×pi , i = 1, 2, the two corresponding polyno-
mial models are isomorphic if and only if there exist polynomial matrices N1(z), N2(z) ∈ F[z]p2×p1
satisfying the equality
N2(z)D1(z) = D2(z)N1(z), (3)
which is embeddable in the doubly coprime factorization(
Y2(z) −X2(z)−N2(z) D2(z)
)(
D1(z) X1(z)
N1(z) Y1(z)
)
=
(
I 0
0 I
)
. (4)
In this case, the isomorphism Z : XD1 −→ XD2 is given by
Zf = πD2N2f , f ∈ XD1 . (5)
The isomorphism of polynomial models leads immediately to the cyclic decomposition of lin-
ear transformations. Given a nonsingular polynomial matrix D(z) ∈ F[z]p×p, there exist unimodular
polynomial matrices U(z), V(z), such that U(z)D(z) = Δ(z)V(z), where Δ(z) = diag(d1, . . . , dp) is
the Smith form of D(z), i.e. d1, . . . , dp are the invariant factors of D(z). This implies the following
isomorphism result, see Fuhrmann [3],
XD  XΔ 
p⊕
i=1
Xdi (6)
and hence
dim XD = dim XΔ =
p∑
i=1
dim Xdi =
p∑
i=1
deg di = deg(det D). (7)
The isomorphism in Eq. (6) allows us to reduce the analysis of tensored models to the analysis of
scalar tensored models. In turn, with a suitable choice of basis, this leads to the Frobenius, or rational,
canonical forms for linear transformations. This can be pushed even further. Given any invariant factor
d(z) of D(z), let d(z) = Π ri=1pi(z)νi be its primary decomposition. Here the pi(z) are irreducible
and mutually coprime. The factors pi(z)
νi are the elementary divisors of d(z). Taking the primary
decomposition of all the invariant factors of D(z), and taking an arbitrary ordering, we get the list
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{p1(z)ν1 , . . . , pr(z)νr } of elementary divisors. Similarly, let {p¯1(z)ν1 , . . . , p¯s(z)νs} be the elementary
divisors of D(z). Let J(z), J(z) be the corresponding diagonal matrices, with the polynomials pi(z)
νi ,
i = 1, . . . , r; p¯j(z)νj , j = 1, . . . , s on the respective diagonals. As a result, we have the isomorphism
XJ  r⊕
i=1
X
p
νi
i
. (8)
This isomorphism,againwith the right choiceofbasis, leads to the Jordancanonical form, seeFuhrmann
[4] for the details. However, we shall use (8) differently, namely as a tool for obtaining a cyclic decom-
position of the tensor product of two polynomial models. We recall that a tensor product is usually
deﬁned in terms of a universal property, see Hungerford [8] and Lang [9]. However, for computational
purposes, it is desirable to have a concrete representation of the tensor product. Thus, one can check
that F[z]p ⊗F F[z]m  F[z, w]p×m. F[z, w]p×m is an F[z, w]-module. More interesting for us is the
tensor product of two polynomial models. Using the isomorphism (1), we have
XD2 ⊗F XD˜1  F[z]p/D2(z)F[z]p ⊗F F[z]m/D˜1(z)F[z]m
 F[z, w]p×m/
{
D2(z)F[z, w]p×m + F[z, w]p×mD1(w)
}
 XD2(z)⊗D˜1(w),
whereQ(z, w) ∈ XD2(z)⊗D˜1(w) if andonly ifD2(z)−1Q(z, w)D1(w)−1 is strictly proper in both variables.
The twovariable polynomialmodelXD2(z)⊗D˜1(w) inherits anF[z, w]-module structurewhere the action
is given, for p(z, w) ∈ F[z, w] and Q(z, w) ∈ XD2(z)⊗D˜1(w), by
(p · Q)(z, w) = πD2(z)⊗D˜1(w)p(z, w)Q(z, w). (9)
See Fuhrmann and Helmke [5] for the full details.
Using the isomorphism (8), we have
XJ(z)⊗J(w) 
r⊕
i=1
s⊕
j=1
Xpi(z)νi⊗p¯j(w)νj . (10)
Thus XJ(z)⊗J(w) decomposes into a direct sum of scalar tensored models of the form Xpi(z)νi⊗p¯j(w)νj ,
with the polynomials pi, p¯j irreducible. Over an algebraically closed ﬁeld F, the irreducible monic
polynomials are of the form p(z) = (z − α) for some α ∈ F. The study of X(z−α)ν⊗(z−α)ν can be
further reduced to the study of products of nilpotent tensored models.
Given matrices A ∈ Fp×p and B ∈ Fm×m, the Sylvester map SA,B : Fp×m −→ Fp×m is deﬁned by
SA,BQ = AQ + QB (11)
and the Sylvester equation is, for C ∈ Fp×m,
AX + XB = C. (12)
We ﬁnd it more interesting, as well as useful, to consider the Sylvester map when A, B have functional
representations in terms of polynomial models. We note that the Sylvester map in the tensoredmodel
XD2(z)⊗D˜1(w) is a special case of (9) and is deﬁned by
SD2(z)⊗D˜1(w)Q(z, w) = πD2(z)⊗D˜1(w)(z + w)Q(z, w). (13)
In Fuhrmann and Helmke [5], it has been shown that the Sylvester map can be written as follows:
(SQ)(z, w) = [zQ(z, w) − D2(z)N1(w)] + [Q(z, w)w − N2(z)D1(w)]
= [zQ(z, w) + Q(z, w)w] − [D2(z)N1(w) + N2(z)D1(w)] (14)
for some polynomialmatricesN1(z), N2(z) forwhichD2(z)
−1N2(z) = N1(z)D1(z)−1 is strictly proper.
Proposition 2.1. Let D(z) ∈ F[z]p×p and D(w) ∈ F[w]m×m be nonsingular. Deﬁne, for α,α ∈ F,{
Dα(z) = D(z − α)
Dα¯(z) = D(z − α¯) (15)
P.A. Fuhrmann, U. Helmke / Linear Algebra and its Applications 432 (2010) 2572–2588 2575
and a map τα,α : XD(z)⊗D(w) −→ XDα(z)⊗Dα(w) by
(τα,α¯Q)(z, w) = Q(z − α, w − α¯) (16)
and Sα,α¯ : XDα(z)⊗Dα¯ (w) −→ XDα(z)⊗Dα¯ (w) by
Sα,α¯Q(z, w) = πD2(z−α)⊗D˜1(w−α¯)((z − α) + (w − α¯))Q(z, w) (17)
Then
1. τα,α¯ is bijective.
2. With theSylvestermapsS inXD(z)⊗D(w) andSα,α¯ inXDα(z)⊗Dα¯ (w), the followingdiagramis commutative.
3. The map τα,α¯ preserves direct sum decompositions. Speciﬁcally, given direct sum representations
XD  Xe1 ⊕ · · · ⊕ Xer and XD  Xe1 ⊕ · · · ⊕ Xes , we have the isomorphism
XD ⊗F XD 
r⊕
i=1
s⊕
j=1
Xdi ⊗F Xd¯j
 r⊕
i=1
s⊕
j=1
Xdi(z)⊗d¯j(w), (18)
which implies the corresponding isomorphism
XDα⊗FXDα¯ 
r⊕
i=1
s⊕
j=1
Xdi,α(z)⊗d¯j,α¯ (w). (19)
The invariant factors of the Sylvester map in Xdi,α(z)⊗d¯j,α¯ (w) are the images, under the map τα,α¯ , of the
invariant factors of the Sylvester map in Xdi(z)⊗d¯j(w). The same holds for the determinantal divisors.
Proof
1. Follows from the fact that
τ−1α,α¯ = τ−α,−α¯ . (20)
2. Using the representation (14), we compute
(τα,α¯S)Q(z, w)
= (z − α)Q(z − α, w − α¯) − Q(z − α, w − α¯)(w − α¯)
−(Dα(z))Pα¯(w) − Pα(z)Dα¯(w))
= zQα,α¯(z, w) − Qα,α¯(z, w)w − (Dα(z))Pα¯(w) − Pα(z)Dα¯(w))
−(α − α¯)Q(z − α, w − α¯)
= (Sα,α¯)(τα,α¯Q)(z, w). 
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In the special case of scalar polynomials (z − α)p and (z − α¯)m, we get the vector space isomor-
phism X(z−α)p⊗(w−α¯)m  Xzp⊗wm . Clearly, the Sylvester map in Xzp⊗wm is nilpotent and the cyclic
decompositions of the two Sylvester maps are isomorphic as vector spaces. Thus it sufﬁces to study
the cyclic decomposition of Xzp⊗wm and this we proceed to do next.
3. Elementary divisors of the Sylvester map
In view of Proposition 2.1, to compute the elementary divisors of the Sylvester map corresponding
to the tensor product X(z−α)p ⊗F X(z−α¯)m , it sufﬁces to compute it for the case α = α¯ = 0.
Let us assumenow,without loss of generality, that pm.We let the SylvestermapSp,m : Fp×m −→
Fp×m be deﬁned by
Sp,m(X) = NpX + XNTm, (21)
where Np is the cyclic p × p nilpotent matrix deﬁned by
Np =
⎛⎜⎜⎜⎜⎝
0 0 · · 0
1 0 · · 0
· 1 · · ·
· · · · ·
0 0 · 1 0
⎞⎟⎟⎟⎟⎠ . (22)
LetFp,m[z, w]be the space of all polynomials in the variables z, w of degree less than p in the variable
z and less thanm in the variable w. We have the F-vector space isomorphism
Fp×m  Fp,m[z, w], (23)
given by
(fij) → f (z, w) =
p∑
i=1
m∑
j=1
fijz
i−1wj−1. (24)
A monomial zαwβ acts in Fp,m[z, w] by
zαwβ · f (z, w) = πzα⊗wβ f (z, w) = zα f (z, w)wβ mod(zp, wm), (25)
and this extends by linearity to the action of an arbitrary polynomial in F[z, w]. In particular, the
Sylvester map Sp,m : Fp,m[z, w] −→ Fp,m[z, w] is represented by
Sp,mf (z, w) = zf (z, w) + f (z, w)w mod(zp, wm), (26)
for f (z, w) ∈ Fp,m[z, w].
Clearly, under the isomorphism (23), Eq. (25) is mapped to
zαwβ · F = Nαp FN˜βm, (27)
while the Sylvester map is transformed into
(z + w) · F = SN,N˜F = NpF + FN˜m, F ∈ Fp×m. (28)
Thus, the isomorphism (23) allows us to study the Sylvester map by polynomial techniques.
We state now a simple lemma on the nonvanishing of a special determinant, see Li and Strouse [10].
Lemma 3.1. Given integers N, r, k ∈ Z+, with N  r + k − 1. Then the matrix
(
N
r − i + j
)
, i = 1, . . . , k,
j = 1, . . . , l, has full row rank.
Proof. It sufﬁces to show that
det
(
N
r − i + j
)
i,j
/= 0.  (29)
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We proceed now with the computation of the invariant factors of the Sylvester map Sp,m, deﬁned
in (21), that corresponds to the tensor product of two cyclic, nilpotent matrices. We can state
Theorem 3.1. Given integers p, m with pm. Deﬁne the Sylvester map Sp,m : Fp,m[z, w] −→ Fp,m[z, w]
by (26). Then
1. We have
dimKerSp,m = p. (30)
and a basis for KerSp,m is given by the set of polynomials {h(1)(z, w), . . . , h(p)(z, w)} deﬁned by
h(k)(z, w) =
p−k∑
ν=0
(−1)νzk−1+νwm−1−ν , k = 1, . . . , p. (31)
2. Sp,m has p nontrivial invariant factors.
3. Let α1, . . . ,αk be a nonzero solution of the equation Pα = 0, where P is the full rank (k − 1) × k
matrix deﬁned by
Pij =
(
p + m − 2k + 1
(p − k + 1) − (i − 1) + (j − 1)
)
. (32)
Deﬁne, for k = 1, . . . , p,
g(k)(z, w) =
k∑
j=1
αjz
j−1wk−j. (33)
Then
Vk = span
{
S ip,mg(k)|i = 0, . . . , p + m − 2k + 1
}
(34)
is a cyclic invariant subspace, i.e. we have
Sp+m−2k+1p,m g(k) = 0 (35)
and
Sp+m−2kp,m g(k) /= 0. (36)
4. We have
dim Vk = p + m − 2k + 1. (37)
5. A basis for Fp,m[z, w] is given by
{
S jp,mg(k)|k = 1, . . . , p; j = 0, . . . , p + m − 2k
}
.
6. We have the direct sum decomposition
Fp,m[z, w] = V1 ⊕ · · · ⊕ Vp, (38)
into the cyclic components deﬁned by (34).
7. The invariant factors of Sp,m are ζ p+m−2j+1, j = 1, . . . , p.
Proof
1. Assume
∑p
i=1
∑m
j=1 αijzi−1wj−1 ∈ KerSp,m. We compute
0= (z + w)
p∑
i=1
m∑
j=1
αijz
i−1wj−1mod(zp, wm)
=
p∑
i=1
m∑
j=1
αijz
iwj−1 +
p∑
i=1
m∑
j=1
αijz
i−1wjmod(zp, wm)
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=
p−1∑
i=1
m∑
j=1
αijz
iwj−1 +
p∑
i=1
m−1∑
j=1
αijz
i−1wj
=
p−1∑
i=1
αi1z
i +
m−1∑
j=1
α1jw
j +
p−1∑
i=1
m∑
j=2
αijz
iwj−1 +
p∑
i=2
m−1∑
j=1
αijz
i−1wj
=
p−1∑
i=1
αi1z
i +
m−1∑
j=1
α1jw
j +
p−1∑
i=1
m−1∑
j=1
(αi(j+1) + α(i+1)j)ziwj.
This implies
αi1 = 0, i = 1, . . . , p − 1, (39)
α1j = 0, j = 1, . . . , m − 1, (40)
and
αi(j+1) + α(i+1)j = 0 (41)
for i = 1, . . . , p − 1 and j = 1, . . . , m − 1. Conditions (39–41) taken together imply that all the
entries of the ﬁrstm − 1 antidiagonals are zero. The other ones are determined by the entries of
themth column, which with the choice αkm = (−1)k−1, k = 1, . . . , p leads to (31).
2. Follows from (30).
3. Let g(k)(z, w) be deﬁned by (33). We want to ﬁnd conditions on the coefﬁcients αi so that (35)
and (36) hold. We begin by computing (35).
0 = (Sp+m−2k+1p,m g(k))(z, w) = (z + w)p+m−2k+1
k∑
j=1
αjz
j−1wk−jmod(zp, wm)
= ∑k
j=1αj
p+m−2k+1∑
ν=0
(
p + m − 2k + 1
ν
)
zνwp+m−2k+1−νzj−1wk−jmod(zp, wm)
= ∑k
j=1αj
p+m−2k+1∑
ν=0
(
p + m − 2k + 1
ν
)
zν+j−1wp+m−k−j+1−νmod(zp, wm)
= ∑k
j=1αj
p−j∑
ν=(p−j)−(k−2)
(
p + m − 2k + 1ν) zν+j−1wp+m−k−j+1−ν .
We reduced the range of the summation indices using the constraints ν + j − 1 p − 1 and
p + m − k − ν − j + 1m − 1 which together leads to (p − j) − (k − 2) ν  p − j. So we
have at most k − 1 nonzero terms in this sum.
We make now the substitution
− i = p − k − j + 1 − ν , (42)
which tranforms the last equality into
0 =
k∑
j=1
αj
k−1∑
i=1
(
p + m − 2k + 1
(p − k + 1) + i − j
)
zp−k+iwm−i
=
k−1∑
i=1
⎧⎨⎩
k∑
j=1
(
p + m − 2k + 1
(p − k + 1) + i − j
)
αj
⎫⎬⎭ zp−k+iwm−i. (43)
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On the right hand side we have the sum of k homogeneous polynomials of degree p + m − k.
Equating coefﬁcientsof zp−k+iwm−i to zero for i = 1, . . . , k − 1,weget thehomogeneous system
of k − 1 equations in the k unknowns α1, . . . ,αk , with the (k − 1) × k coefﬁcient matrix P
deﬁned by
Pij =
(
p + m − 2k + 1
(p − k + 1) + i − j
)
. (44)
We claim that the matrix P has full row rank. It sufﬁces to show that there exists a (k − 1) ×
(k − 1) nontrivial minor. By Lemma 3.1, we have
det
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
(
p + m − 2k + 1
p − k + 1
)
· · ·
(
p + m − 2k + 1
(p − k + 1) − (k − 1)
)
· · · · ·
· · · · ·
· · · · ·(
p + m − 2k + 1
p − 1
)
· · ·
(
p + m − 2k + 1
p − k
)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
/= 0.
This implies that the kernel of the equation Pα = 0 has dimension one. Choosing a nonzero
solution, i.e. a basis vector α for KerP, we deﬁne g(k)(z, w) by (33).
We need to show that for g(k)(z, w) deﬁned by (33), (36) holds. As before, we compute
(
Sp+m−2kp,m g(k)
)
(z, w) = (z + w)p+m−2k
k∑
j=1
αjz
j−1wk−jmod(zp, wm)
=
p+m−2k∑
ν=0
(
p + m − 2k
ν
)
zνwp+m−2k−ν
k∑
j=1
αjz
j−1wk−jmod(zp, wm)
=
k∑
j=1
αj
p+m−2k∑
ν=0
(
p + m − 2k
ν
)
zν+j−1wp+m−k−ν−j
=
k∑
j=1
αj
p−j∑
ν=(p−j)−(k−1)
(
p + m − 2k
ν
)
zν+j−1wp+m−k−ν−j.
Here,we reduced the rangeof the summation indicesusing theconstraintsν + j − 1 p − 1and
p + m − k − ν − jm − 1which together leads to (p − j) − (k − 1) ν  p − j. In particular,∑p−j
ν=(p−j)−(k−1)
(
p + m − 2k
ν
)
zν+j−1wp+m−k−ν−j is the sum of k homogeneous polynomials of
degree p + m − k − 1. Thus,
(
Sp+m−2kp,m g(k)
)
(z, w) = 0 if and only if α1, . . . ,αk are a solution
of the system of equations Πα = 0, where Π is the k × k matrix given by
Πij =
(
p + m − 2k
p − k − (j − 1) + (i − 1)
)
. (45)
We apply Lemma 3.1 once more to conclude that the matrix Π is nonsingular, hence necessar-
ily α1 = · · · = αk = 0. However, this contradicts our assumption that α1, . . . ,αk is a nonzero
solution of the equation Pα = 0 , where P is deﬁned by (62).
Eqs. (35) and (36) show that indeed Vk , as deﬁned in (34), is a cyclic subspace.
4. Eqs. (35) and (36) also show that the minimal polynomial of Sp,m|Vk is ζ p+m−2k+1. This also
proves the dimension formula (37).
5. We shownow that the set of vectors
{
S jp,mg(k)|k = 1, . . . , p; j = 0, . . . , p + m − 2k
}
are linearly
independent. To this end assume there existsβkj , k = 1, . . . , p; j = 0, . . . , p + m − 2k such that
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p∑
k=1
p+m−2k∑
j=0
βkj
(
S jp,mg(k)
)
(z, w) = 0. (46)
Note that
(
S jp,mg(k)
)
(z, w) is a homogeneous polynomial of degree k + j − 1. We denote by
Hν[z, w] the subspace of Fp,m[z, w] of all homogeneous polynomials of degree ν . Clearly, we
have the direct sum decomposition
Fp,m[z, w] = H0[z, w] ⊕ · · · ⊕ Hp+m−2[z, w]. (47)
Now we have
Hν[z, w] =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
span
{
Sνp,mg(1), . . . , g(ν+1)
}
0 ν  p − 2,
span
{
Sνp,mg(1), . . . , S
ν−p+1
p,m g
(p)
}
p − 1 ν m − 1,
span
{
Sνp,mg(1), . . . , S
2ν−p−m+2
p,m g
(p+m−ν−1)} m ν m + p − 2.
(48)
In view of the direct sum decomposition (47), it sufﬁces to prove the linear independence of the
separate sets in (48). Assume that 0 ν  p − 2 and there exist coefﬁcients β1, . . . ,βν so that∑ν
i=0 βiSν−ip,m g(i+1) = 0. Applying Sp+m−ν−2p,m to this equality, and noting that Sp+m−ν−2p,m Sνp,mg(1)
= Sp+m−2p,m g(1) /= 0 while for all other terms we have, using (35), Sp+m−ν−2p,m Sν−ip,m g(i+1) = 0, it
follows that necessarily β1 = 0. We continue by induction. The same technique works in the
other cases.
6. Notice that the vectors
{
S jp,mg(k)|k = 1, . . . , p; j = 0, . . . , p + m − 2k
}
are pm in number and
linearly independent. Since dim Fp,m[z, w] = pm, they are necessarily a basis for Fp,m[z, w].
7. Follows from the fact that the minimal polynomial of Sp,m|Vj is ζ p+m−2j+1. 
4. Symmetries and the Lyapunov maps
Our study of the functional representation of the Sylvester map, deﬁned by (12), in the context
of the set of the space of rectangular matrices Fp×m, was done by using the isomorphism (23) to
transform it into the functional setting given by Fp,m[z, w]. The square case, namely when p = m, is of
course a special case. However, in this case we can apply also symmetry coniderations. We denote by
Fp×psym , Fp×pasym the sets of symmetric and antisymmetric p × p matrices. In this case we have the direct
sum decomposition
Fp×p = Fp×psym ⊕ Fp×pasym, (49)
where H ∈ Fp×p decomposes as H = (H + H˜)/2 + (H − H˜)/2. Each of these subspaces is invariant
under the Sylvester map. The following theorem analyses these direct sum decompositions. We use
again the isomorphism (23) to go over frommatrix to polynomial equationswhich are easier to handle.
The Sylvester map S : Fp,p[z, w] −→ Fp,p[z, w] is now represented by
Sf (z, w) = πzp⊗wp(z + w)f (z, w). (50)
A polynomial f (z, w) is symmetric, respectively antisymmetric, if f (w, z) = f (z, w), respectively
f (w, z) = −f (z, w).
Theorem 4.1
1. For k = 1, . . . , p, we denote by Hk[z, w] ⊂ Fp,p[z, w] the subspace of homogeneous polynomials of
degree k − 1. Then we have the direct sum representation
Fp,p[z, w] =
2p−1⊕
k=1
Hk[z, w]. (51)
P.A. Fuhrmann, U. Helmke / Linear Algebra and its Applications 432 (2010) 2572–2588 2581
We have
dimHk[z, w] =
{
k k p,
2p − k p k 2p − 1. (52)
Moreover,Hk[z, w] splits into thedirect sumof symmetricandantisymmetrichomogeneouspolynomials,
i.e. we have
Hk[z, w] = Hsymk [z, w] ⊕ Hasymk [z, w] (53)
with the representation
f (z, w) = fsym(z, w) + fasym(z, w), (54)
where
fsym(z, w) = f (z, w) + f (w, z)
2
,
fasym(z, w) = f (z, w) − f (w, z)
2
. (55)
Here, with f (z, w) = ∑kj=1 αjzj−1wk−j , we have
fsym(z, w) =
k∑
j=1
αj + αk−j+1
2
zj−1wk−j
fasym(z, w) =
k∑
j=1
αj − αk−j+1
2
zj−1wk−j. (56)
We have the direct sum representations
Fp,p[z, w] =
2p−1⊕
k=1
Hk[z, w]
= 2p−1⊕
k=1
{
H
sym
k [z, w] ⊕ Hasymk [z, w]
}
=
{
2p−1⊕
k=1
H
sym
k [z, w]
}
⊕
{
2p−1⊕
k=1
H
asym
k [z, w]
}
= Fsymp,p [z, w] ⊕ Fasymp,p [z, w]. (57)
2. For the Sylvester map S , we have
dimKerS = p (58)
and a basis for KerS is given by the set of polynomials {h(1)(z, w), . . . , h(p)(z, w)} deﬁned by
h(k)(z, w) =
p−k∑
j=0
(−1)jzk−1+jwp−1−j , k = 1, . . . , p. (59)
We have h(k)(z, w) ∈ Hp+k−1 and it is symmetric when p − k is odd and antisymmetric when p − k
is even.
3. The Sylvester map S preserves symmetry and antisymmetry. Moreover, we have
SHk[z, w]⊂Hk+1[z, w],
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SHsymk [z, w]⊂Hsymk+1[z, w], (60)
SHasymk [z, w]⊂Hasymk+1 [z, w].
4. For k = 1, . . . , p, we have{
dimH
sym
k [z, w] = k+12
dimH
asym
k [z, w] = k−12
k odd,{
dimH
sym
k [z, w] = k2
dimH
asym
k [z, w] = k2
k even. (61)
5. For k = 1, . . . , p, there exists a unique, up to a nonzero constant factor, g(k)(z, w) ∈ Hk[z, w] that
satisﬁes{
S2p−2kg(k) /=0,
S2p−2k+1g(k) = 0. (62)
g(k)(z, w) is symmetric if k is odd and antisymmetric if k is even.
6. With g(k)(z, w), for k = 1, . . . , p, satisfying (62), we deﬁne subspaces Wk ⊂ Fp,p[z, w] by
Wk = span{g(k), Sg(k), . . . , S2p−2kg(k)}. (63)
The subspaces Wk have dimensions given by
dimWk = 2p − 2k + 1, (64)
andare cyclic,S-invariant.Moreover, the subspacesW1,W3, . . . contain only symmetric polynomials
whereas W2,W4, . . . contain only antisymmetric polynomials
7. A basis for Hk[z, w] is given by
Bk =
{{g(k), Sg(k−1), . . . , Sk−1g(1)} k p,
{S2k−2pg(2p−k), S2k−2p+1g(2p−k−1), . . . , Sk−1g(1)} p k 2p − 1. (65)
8. We have the direct sum decompositions
Fp,p[z, w] = W(1) ⊕ · · · ⊕ W(p) (66)
and
Fsymp,p [z, w] =
⎧⎪⎨⎪⎩⊕
p+1
2
j=1W(2j−1), p odd,
⊕
p
2
j=1W(2j−1), p even,
Fasymp,p [z, w] =
⎧⎪⎨⎪⎩⊕
p−1
2
j=1W(2j), p odd,
⊕
p
2
j=1W(2j), p even.
(67)
9. For k = 1, . . . , p, we have{
H
sym
k [z, w] = span{Sk−1g(1), . . . , g(k)},
H
asym
k [z, w] = span{Sk−2h(2), . . . , h(k)}. (68)
10. The invariant factors of the Sylvester map are ζ 2p−2k+1, k = 1, . . . , p.
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Proof
1. For f (z, w) ∈ Fp,p[z, w], and summing the monomial terms also on the antidiagonals, we have
f (z, w) =
p∑
i=1
p∑
j=1
αijz
i−1wj−1 =
2p−1∑
k=1
∑
i+j−1=k
αijz
i−1wj−1
=
2p−1∑
k=1
k∑
j=1
α(k−j+1)jzk−jwj−1,
with
∑k
j=1 α(k−j+1)jzk−jwj−1 ∈ Hk[z, w], which proves (41).
To prove (56), we compute
f sym(z, w) = f (z, w) + f (w, z)
2
=
∑k
j=1 αjzj−1wk−j +
∑k
j=1 αjwj−1zk−j
2
=
∑k
j=1 αjzj−1wk−j +
∑k
l=1 αk−l+1zl−1wk−l
2
.
The representation of f asym(z, w) is proved analogously.
(57) follows from the direct sum representations (51) and (53).
2. The dimension formula (58) follows from Theorem 3.1. Since all monomials in (59) have degree
p + k − 2, we have h(k)(z, w) ∈ Hp+k−1[z, w]. We compute, using the substitution ν = p − k −
j,
h(k)(w, z) =
p−k∑
j=0
(−1)jwk−1+jzp−1−j
=
p−k∑
ν=0
(−1)p−k−νzk−1+νwp−1−ν
=
p−k∑
j=0
(−1)p−k+jzk−1+jwp−1−j.
Now (−1)j = (−1)p−k+j for all j if and only if p − k is even. This shows that h(k)(z, w) is
symmetric when p − k is even and antisymmetric when p − k is odd.
3. Note that f (z, w) ∈ Hk[z, w] if and only if it has a representation
f (z, w) =
{∑k
j=1αjzj−1wk−j k p,∑p
j=k−p+1αjzj−1wk−j p k 2p − 1. (69)
This proves the dimension formula (52). We compute
(z + w)f (z, w) = (z + w)
k∑
j=1
αjz
j−1wk−j
=
k∑
j=1
αj
(
zjwk−j + zj−1wk−j+1
)
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=
k∑
j=1
αjz
jwk−j +
k−1∑
j=0
αj+1zjwk−j
= αkzk +
k−1∑
j=1
(αj + αj+1)zjwk−j + α1wk. (70)
In turn, this implies
Sf (z, w) =
{
αkz
k +∑k−1j=1 (αj + αj+1)zjwk−j + α1wk k < p,∑k−1
j=1 (αj + αj+1)zjwk−j p k 2p − 1.
(71)
The polynomial f (z, w) = ∑kj=1 αjzj−1wk−j is symmetric if we have additionally
αk−j = αj. (72)
Using this, we compute
αk+1−j + αk+1−(j−1) = αj + αj−1,
which shows that Sf (z, w) ∈ Hsymk+1[z, w]. The antisymmetric case is proved similarly.
4. Assume k is odd. The constraints (72) onelements ofH
sym
k [z, w]provide k−12 linearly independent
equations for α1, . . . ,αk . Hence, the dimension of the solution space, is k − k−12 = k+12 . In
the antisymmetric case, we have the additional nontrivial constraint α k+1
2
= −α k+1
2
. Thus the
dimesion of the solution space, i.e. of H
asym
k [z, w] is k − k+12 = k−12 . The other cases are proved
similarly.
5. The existence of a unique, up to a nonzero constant factor, g(k)(z, w) ∈ Hk[z, w] that satisﬁes (62)
was proved in Theorem3.1, so it remains to prove the claimed symmetry properties.We begin by
showing thatg(k)(z, w) is either symmetricorantisymmtric. ByTheorem3.1,writingg(k)(z, w) =∑k
j=1 αjzj−1wk−j , thevectorα ∈ Fkwithcoordinatesα1, . . . ,αk solves thehomogeneous system
of equations P(k)α = 0, where
p
(k)
ij =
(
2p − 2k + 1
(p − k + 1) + i − j
)
. (73)
With Jk−1, Jk the transposition matrices of size (k − 1) × (k − 1), k × k respectively, we will
show that
Jk−1P(k)Jk = P(k). (74)
To this end, we compute, using (73) and the fact that the binomial coefﬁcients satisfy
(
n
r
)
=(
n
n − r
)
,
(
Jk−1P(k)Jk
)
ij
= p(k)(k−i)(k−j+1) =
(
2p − 2k + 1
(p − k + 1) + (k − i) − (k − j + 1)
)
=
(
2p − 2k + 1
(p − k + 1) − i + j − 1
)
=
(
2p − 2k + 1
(p − k + 1) + i − j
)
= p(k)ij ,
i.e. (74) holds. Here we used the identity
(2p − 2k + 1) − ((p − k + 1) − i + j − 1) = (p − k + 1) + i − j.
Using this and the identity J2k = I, we see that P(k)α = 0 implies that also P(k)(Jkα) = 0, i.e.
that Jkα is also a nonzero solution. Therefore, for some nonzero constant c, we have Jkα = cα.
Applying Jk to this equality, we have α = J2kα = cJkα = c2α. Since α is a nonzero vector, we
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conclude that c2 = 1 or that c = ±1. Thus α is either symmetric or antisymmetric, and the
same holds for g(k). The conditions in (62) imply S2p−2kg(k) = h(p−k+1) ∈ H2p−k[z, w]. Now
h(p−k+1) is symmetricwhenk − 1 isevenandantisymmetricwhenk − 1 isodd.NowS preserves
symmetry and antisymmetry, so g(k) is necessarily symmetric when k is odd and antisymmetric
when k is even.
6. Note that as g(k) satisﬁes (62), it follows thatWk isS-invariant.Next,we showthat g(k), Sg(k), . . . ,
S2p−2kg(k) are linearly independent. To see this, assume∑2p−2kj=0 αjS jg(k) = 0. Applying S2p−2k
to this equality and using (62), we have α0S2p−2kg(k) = 0. Since S2p−2kg(k) /= 0, we must have
α0 = 0. Proceeding by induction, we get αj = 0 for all j.
The linear independence of g(k), Sg(k), . . . , S2p−2kg(k) proves the dimension formula (64).
Assuming k is odd, it follows that g(k) is symmetric and as S preserves symmetry, all elements of
the form S jg(k) are symmetric and as a result, all elements of Wk are also symmetric. A similar
argument proves the statement for odd k.
7. Note that all elements of Bk are in the subspace Hk[z, w]. We show next that the elements of
Bk are linearly independent. To begin with, assume k p and
∑k
j=1 S j−1g(k−j+1) = 0. Applying
S2p−k−1 to this equality, and using (62), we get αkS2p−2g(1) = 0. As S2p−2g(1) /= 0, it follows
that αk = 0. We proceed by induction to get αj = 0 for all j = 1, . . . , k. The case p k 2p − 1
can be treated similarly. Taking into account the dimension formula (52), Bk is indeed a basis for
Hk[z, w].
8. By the direct sum representation (41) and (65), a basis for Fp,p[z, w] is given by
B = {S j−1g(k)|k = 1, . . . , p; j = 1, . . . , 2p − 2k + 1} =
p⋃
k=1
{S j−1g(k)|j = 1, . . . , 2p − 2k + 1}.
Since {S j−1g(k)|j = 1, . . . , 2p − 2k + 1} is a basis forWk , the direct sum (66) follows. The other
formulas result from the splitting of the Wk into symmetric and antisymmetric summands.
9. By Part 5, the cyclic vectors g(k)(z, w) that deﬁne Wk are either symmetric or antisymmetric
depending on k being odd or even respectively. Using (57), this implies the representation (67).
10. This follows from the direct sum representation (66) and the fact that the Wk are cyclic S-
invariant and of dimension 2p − 2k + 1. Note that∑pk=1(2p − 2k + 1) = p2 = dim Fp,p[z, w].
Noting that S|Wk is nilpotent of order 2p − 2k + 1, we conclude that the invariant factors of S
are ζ 2p−2k+1, k = 1, . . . , p. 
The fact that the Sylvester map S : Fp,p[z, w] −→ Fp,p[z, w], deﬁned in (50), preserves symmetry
and antisymmetry allowsus to study its restriction of to these subspaces.Wedeﬁne the Lyapunovmap
L : Fsymp,p [z, w] −→ Fsymp,p [z, w] and the complementary Lyapunov map K : Fasymp,p [z, w] −→
Fasymp,p [z, w] by
L = S|Fsymp,p [z, w]
K = S|Fasymp,p [z, w]. (75)
The analysis of the Sylvester map leads to the following.
Theorem 4.2. LetL : Fsymp,p [z, w] −→ Fsymp,p [z, w]andK : Fasymp,p [z, w] −→ Fasymp,p [z, w]bedeﬁnedby (75).
1. We have the following dimension formulas.
dimKerL =
{
p
2
p even,
p+1
2
p odd,
(76)
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dimKerK =
{
p
2
p even,
p−1
2
p odd.
(77)
2. (a) The Lyapunov map L has p/2 invariant factors when p is even and (p + 1)/2 invariant factors
when p is odd and they are given by{{ζ 4j−1}p/21 p even,
{ζ 4j−3}(p+1)/21 p odd.
(78)
(b) The complementary Lyapunov map K has p/2 invariant factors when p is even and (p − 1)/2
invariant factors when p is odd and they are given by{{ζ 4j−3}p/21 p even,
{ζ 4j−1}(p−1)/21 p odd.
(79)
Proof
1. Follows from Theorem 3.1 as h(k)(z, w), deﬁned by (31), is symmetric if p − k is even and
antisymmetric if p − k is odd. So a basis for KerL is
{h(1), h(3), . . . , h(p)} p odd
{h(2), h(4), . . . , h(p)} p even (80)
implying (76), whereas a basis for KerK is
{h(2), h(4), . . . , h(p−1)} p odd
{h(1), h(3), . . . , h(p−1)} p even, (81)
which implies (77).
2. We use the direct sum representations (66) and (67), noting that theW2j−1 are cyclic, symmetric
andL-invariantwhereas theW2j are cyclic, antisymmetric andK-invariant. This implies (78) and
(79). 
In most applications, the Lyapunov map and the related Lyapunov equation are studied over the
real or complex ﬁelds. In the case of the ﬁeld of complex numbers C, which is algebraically closed, all
the results obtained previously apply. The only departure is in theway the Lyapunovmaps are deﬁned.
The decomposition (49) is replaced by
Cp×p = Cp×pher ⊕ Cp×paher . (82)
Here T ∈ Cp×p decomposes as T = (T + T∗)/2 + (T + T∗)/2, T∗ denoting the hermitian adjoint of T .
C
p×p
her ,C
p×p
aher are the spaces of hermitian, respectively antihermitian, complex p × pmatrices. Similarly,
a polynomial p(z, w) ∈ C[z, w] decomposes as p(z, w) = q(z, w) + r(z, w) with q(z, w) hermitian
symmetric, i.e. q(w¯, z¯) = q(z, w) and r(z, w) hermitian antisymmetric, i.e. r(w¯, z¯) = −r(z, w).
Since C is algebraically closed, all irreducible polynomials are of ﬁrst degree. Thus all elementary
divisors are of the form (z − α)k . This allowsus to reduce, as before, the analysis to the case of nilpotent
matrices. The situation changes when the underlying ﬁeld is the ﬁeld R of real numbers. In this case,
irreducible polynomials are either of degree 1, i.e. of the form z − α, α ∈ R, or of degree 2, i.e. of
the form (z − α)2 + β2, α,β ∈ R. By using translations in both variables, it is sufﬁcient to consider
tensor products of elementary divisors of the form zk or (z2 + 1)k .
Proposition 4.1. Given irreducible polynomials a(z), b(z) ∈ R[z]. Let the Sylvester map S be deﬁned in
Xa(z)p⊗b(z)m by
Sf (z, w) = πa(z)p⊗b(w)m(z + w)f (z, w). (83)
P.A. Fuhrmann, U. Helmke / Linear Algebra and its Applications 432 (2010) 2572–2588 2587
We assume without loss of generality that pm, Then
1. Case I: a(z) = b(z) = z
The real elementary divisors of the Sylvester map S are: ζ p+m−2j+1, j = 1, . . . , p.
2. Case II: a(z) = z, b(z) = z2 + 1
The real elementary divisors of the Sylvester map S are: (ζ 2 + 1)p+m−2j+1, j = 1, . . . , p.
3. Case III: a(z) = b(z) = z2 + 1
The real elementarydivisorsof theSylvestermapS are: (ζ 2 + 4)p+m−2j+1, j = 1, . . . , p,2ζ p+m−2j+1,
j = 1, . . . , p. (The notation implies that each elementary divisor of the form ζ p+m−2j+1 appears
twice).
Proof
1. Follows from Theorem 3.1.
2. We compute the elementary divisors of S over the complex ﬁeld C and deduce from those
the real elementary divisors. Clearly, we have the factorization z2 + 1 = (z + i)(z − i). So,
over C, we have X(z2+1)m  X(z+i)m ⊕ X(z−i)m and hence Xzp(w2+1)m  Xzp(w+i)m ⊕ Xzp(w−i)m .
Applying Theorem 3.1, we conclude that the complex elementary divisors are given by {(ζ ±
i)p+m−2j+1|j = 1, . . . , p}. From this we infer that the real elementary divisors are given by
{(ζ 2 + 1)p+m−2j+1|j = 1, . . . , p}. Note that
dim Xzp(w2+1)m = 2pm = 2
⎡⎣ p∑
j=1
(p + m − 2j + 1)
⎤⎦ .
3. The line of proof is analogous. Over the complex ﬁeld, we have
X(z2+1)p(w2+1)m 
(
X(z+i)p⊕X(z−i)p
)
⊗
(
X(z+i)m⊕X(z−i)m
)
 X(z+i)p(w+i)m ⊕ X(z+i)p(w−i)m ⊕ X(z−i)p(w+i)m ⊕ X(z−i)p(w−i)m .
Applying Theorem 3.1, we conclude that the complex elementary divisors are given by
{(ζ + 2i)p+m−2j+1|j = 1, . . . , p} ∪ {(ζ − 2i)p+m−2j+1|j = 1, . . . , p} ∪ {ζ p+m−2j+1|j = 1, . . . ,
p} ∪ {ζ p+m−2j+1|j = 1, . . . , p}. This implies that the real elementary divisors are as stated. 
Corollary 4.1
1. Let D1(z) ∈ R[z]m×m and D2(z) ∈ R[z]p×p be nonsingular. Then the Sylvester map SD2(z)⊗D˜1(w),
deﬁned in (13), is diagonalizable if and only if both SD2 and SD1 are diagonalizable.
2. Let A ∈ Rp×p and B ∈ Rm×m. Then the Sylvester map SA,B, deﬁned in (12), is diagonalizable if and
only if both A and B are diagonalizable.
Proof
1. A linear transformation in a ﬁnite dimensional, real vector space is diagonalizable if and only if
its minimal polynomial splits into a product of distinct linear factors. Equivalently, if and only
if all elementary factors have degree 1. This eliminates the possibility that cases II and III in
Proposition 4.1 occur.
2. Apply the ﬁrst part with D1(z) = zI − A and D2(z) = zI − B. 
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