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Abstract
The “Weyl symmetric functions” studied here naturally generalize classical symmetric (poly-
nomial) functions, and “Weyl bialternants,” sometimes also called Weyl characters, analogize
the Schur functions. For this generalization, the underlying symmetry group is a finite Weyl
group. A “splitting poset” for a Weyl bialternant is an edge-colored ranked poset possessing a
certain structural property and a natural weighting of its elements so that the weighted sum
of poset elements is the given Weyl bialternant. Connected such posets are of combinatorial
interest in part because they are rank symmetric and rank unimodal and have nice quotient-
of-product expressions for their rank generating functions. Supporting graphs of weight bases
for irreducible semisimple Lie algebra representations provide one large family of examples.
However, many splitting posets can be obtained outside of this Lie theoretic context.
This monograph provides a tutorial on Weyl bialternants / Weyl symmetric functions and
splitting posets that is largely self-contained and independent of Lie algebra representation
theory. New results are also obtained. In particular, a cancelling argument of Stembridge is
reworked to provide sufficient combinatorial conditions for a given poset to be splitting. This
new splitting theorem is used to help construct what are here named crystalline splitting posets.
The Weyl bialternants with unique splitting posets are classified, and a new combinatorial
characterization of splitting posets associated with the minuscule and quasi-minuscule dominant
weights is given. These findings are supported by other new results of a poset-structural nature.
In addition, some new conceptual approaches are presented. The notion of a “refined”
splitting poset is introduced to address not only splitting-type problems but also Littlewood–
Richardson-type (i.e. product decomposition) and branching-type problems. “Crystalline split-
ting posets” are introduced as a class of posets that behave much like crystal graphs from the
crystal base theory of Kashiwara et al with regard to branching and decomposing products. A
new technique called “vertex coloring” is used in conjunction with the new splitting theorem
to produce crystalline splitting posets and, in particular, all crystal graphs. Via this vertex-
coloring method, Stembridge’s admissible systems are shown to be crystalline splitting posets.
Crystal basis / crystal graph theory is used to demonstrate uniqueness of crystalline splitting
posets obtained via a product construction.
(continued)
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Abstract, continued
This vertex-coloring technique is applied here to obtain other explicit and combinatorially
interesting families of splitting posets. In particular, an alternate set of combinatorial criteria
is developed to facilitate the study of certain “non-crystalline” splitting posets. Using these
alternate criteria, some distributive lattices of Gelfand-type patterns are shown to model certain
symplectic and orthogonal Weyl bialternants. A new proof of the Bender–Knuth (ex-)conjecture
is obtained as a consequence, as well as a new symplectic analog of this enumerative identity.
Further applications of this vertex-coloring technique will appear in future papers.
In an appendix, concrete data relating to Weyl groups and their symmetric functions are
obtained via a one-player combinatorial game called the numbers game.
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§1. Introduction.
Classical symmetric function theory is the study of multivariate polynomials that are invariant
under a certain natural action of the finite symmetric groups. This rich subject lies in the inter-
section of algebra and combinatorics, as it connects representations of the symmetric groups and
general linear Lie algebras to various enumerative phenomena. The purpose of this monograph is
twofold. We recapitulate a Weyl group generalization of classical symmetric functions and present
what we believe are some new order-theoretic approaches to this Weyl group symmetric function
theory.
Before we take a brief tour of the main ideas of this monograph, we indicate the key objects of
our discourse. For formal definitions, see §2. The Weyl groups of this monograph are viewed as
symmetry groups of finite root systems. Such a root system resides in a Euclidean space E, and the
associated Weyl group acts on a discrete subset of E called the weight lattice; so-called dominant
weights are elements of the weight lattice that can be identified as nonnegative-integer tuples. Schur
functions are certainly the most important and most interesting classical symmetric functions.
These comprise a basis of the ring/Z-module of symmetric functions, are directly connected to the
representation theory of the general linear Lie algebras, and have various concrete characterizations
as weighted sums of tableaux and as quotients of determinants. The Weyl bialternants of this
monograph, sometimes called Weyl characters, are the Weyl group symmetric function analogs of
Schur functions. A Weyl bialternant can be viewed as a multivariate Laurent polynomial that is a
quotient of determinant-like “skew-invariant” alternating sums. Each Weyl bialternant is uniquely
associated with an irreducible representation of the associated semisimple complex Lie algebra. As
Schur functions are naturally indexed by integer partitions, Weyl bialternants are similarly indexed
by dominant weights.
A fundamental problem in combinatorial representation theory is to find combinatorial objects
whose weighted sum yields the Weyl bialternant corresponding to a given finite root system and
dominant weight. Equivalently, one can seek objects that split the weight multiplicities for the
associated irreducible representation of a semisimple Lie algebra. In [Don4] §3 and again in
[ADLMPPW] §2, the concept of a “splitting poset” was introduced. This is an edge-colored poset
with a certain structural property and possessing a natural weight function on its elements such
that the weighted sum of the poset elements is a Weyl bialternant. As such, a splitting poset is a
solution to the proposed combinatorial splitting problem.
Let us describe a splitting poset – a splitting distributive lattice actually – for each Schur
function. In particular, when p = (p1 ≥ p2 ≥ · · · ≥ pn+1 ≥ 0) is an integer partition and
sp :=
det(z
pj+n+1−j
i )
n+1
i,j=1
det(zn+1−ji )
n+1
i,j=1
is the corresponding Schur function in the n + 1 variables z1, . . . , zn+1,
then one well-known combinatorial description of sp is as the weighted sum of all semistandard
(i.e. column-strict) tableaux of shape p and with entries from the set {1, 2, . . . , n + 1}. A simple
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Figure 1.1: The edge-colored distributive lattice below is the Gelfand–Tsetlin lattice L( , 3).
Following Example 2.19, we have n = 2, and the partition p corresponding to the shape is (3, 2, 0).
Then sp =
∑
t∈L
zwtGT (t), where wtGT (t) is the triple (# of 1’s,# of 2’s,# of 3’s) and z
wtGT (t) means
z
# of 1’s
1 z
# of 2’s
2 z
# of 3’s
3 . Replace z1 by x1, z2 by x
−1
1 x2, and z3 by x
−1
2 , and let wt(t) be the pair
(# of 1’s−# of 2’s,# of 2’s−# of 3’s). Note that wt(t) is the vector of integers whose ith coordinate
is twice the rank of t within its “i-component” less the length of this i-component, i.e. 2ρi(t) − li(t).
That is, a coordinate-free expression for wt(t) is (2ρ1(t)− l1(t), 2ρ2(t)− l2(t)), cf. §3. Then the Weyl
bialternant χA2
ω1+2ω2
can be expressed combinatorially as
∑
t∈L
xwt(t).
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s2 2 2
3 3
s 1 2 3
3 3
s 2 2 3
3 3
2 1
2 1 2 2
21 1 2 2
1
2
2 2
1
2
1 12 2
2 1
change of variables is needed in order to view sp as a “type An” Weyl bialternant, for details see
Example 2.19 below. One splitting poset for this change-of-variables version of sp is well-known:
It is the Gelfand–Tsetlin lattice of all semistandard tableaux of shape p and with entries from the
set {1, 2, . . . , n+ 1} partially ordered by “reverse componentwise comparison,” i.e. S ≤ T for such
tableaux S and T if and only if Sij ≥ Tij at all positions (i, j) in the shape. This distributive lattice
is sometimes denoted L(p, n + 1). To form the weighted sum over L(p, n + 1), there is a simple
rule for weighting tableaux. This weighting of elements can be achieved without reference to the
coordinates of the tableaux, using only an assignment of colors to the edges of the Hasse diagram
for the lattice. (This “coordinate-free” approach to weighting the elements of an edge-colored poset
is developed in general in §3.) The appropriate edge-coloring rule for L(p, n + 1) is: S i→ T if for
some pair (i, j) we have Sij = Tij + 1 with Spq = Tpq for all pairs (p, q) 6= (i, j). See Figure 1.1 for
an example and [Stan1], [Proc5], [Don4], or [HL] for more details.
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The problem of finding splitting posets generalizes a problem posed by Stanley in [Stan1] (Prob-
lem 3) which was at least partly inspired by the above Schur function/Gelfand–Tsetlin lattice
example. To paraphrase, Stanley’s problem is to find ranked posets – and particularly distribu-
tive lattices – whose rank generating functions are specializations of Weyl bialternants or, more
generally, Weyl symmetric functions. Splitting posets provide one answer to this problem. One
reason such posets are of combinatorial interest is that the rank generating functions for connected
splitting posets of Weyl bialternants have beautiful product-over-product expressions and, applying
observations originally due to Dynkin [Dyn], are symmetric and unimodal. (A degree l polynomial
a0 + a1q + · · ·+ alql in the variable q is symmetric if ai = al−i for all 0 ≤ i ≤ l and is unimodal if
for some p (0 ≤ p ≤ l) it is the case that a0 ≤ · · · ≤ ap ≥ · · · ≥ al.) Some well-known enumerative
phenomena – for example, unimodality of Gaussian polynomials and certain q-Catalan numbers,
the Bender–Knuth formula for counting certain plane partitions, Gaussian-ness of minuscule posets,
a combinatorial description of the Littlewood–Richardson coefficients, and many generalizations of
these results – can be obtained as applications of splitting posets.
Purposes and highlights. This monograph is a sequel of sorts to [ADLMPPW] and is in-
tended to give a readable, even browsable, introduction to the basic theory of Weyl symmetric
functions / Weyl bialternants and splitting posets, to develop further connections with the liter-
ature, and to present new techniques and results. While semisimple Lie algebra representation
theory provides some of our motivation and context, knowledge of this theory is not needed to
understand most of the results of this largely self-contained monograph. Indeed, one of our pur-
poses is to develop as much of the story as possible without Lie algebra representation theory, in
the spirit of Occam’s razor but also with the idea of creating less overhead for the audience. The
perspective is mainly combinatorial, and some combinatorial problems are noted in the discussion.
The table of contents gives a detailed overview of the organization of the monograph. Here, we
point out some of the highlights and give some qualitative remarks.
In §2, we develop the basic theory of Weyl symmetric functions and Weyl bialternants from
the starting point of finite root systems. There does not appear to be a similarly self-contained
exposition in the literature, so in addition to providing the setting for our subsequent work, this
discussion might benefit combinatorialists or others interested in this very natural generalization
of symmetric function theory.
In §3, we provide the basic poset theory background. In addition to introducing some language
and notation, another goal of §3 is to provide some guidance on how the structure of the posets
studied here is influenced by interactions with root systems, weights, and Weyl groups. Many of
these results are mainly auxiliary. However, a new theorem that characterizes a generalization of a
weight diagram (see Theorem 3.8) might be of independent interest, besides its uses here.
In §4, splitting posets are formally defined and some of their basic properties are established. A
new result provides combinatorial criteria for demonstrating that a poset is splitting (see Theorem
7
4.1). The key combinatorial data are a vertex-coloring function and a compatible bijection of certain
poset elements. This theorem is applied three times in this monograph: First, in characterizing
certain splitting posets related to minuscule and quasi-minuscule dominant weights (see Proposition
4.15/Theorem 4.16); second in constructing “crystalline” splitting posets, which are, in a certain
sense, generalizations of Stembridge’s admissible systems and also of the crystal graphs of Kashiwara
et al (see Theorem 6.3; see also Theorem 7.2 and Theorem 7.10); and third, to help develop
alternate combinatorial criteria for splitting (see Corollary 8.2). Many examples of splitting posets
are provided in §4. These include splitting posets with extremal properties: Up to a notion of
isomorphism, there are only finitely many splitting posets for a given Weyl bialternant, and among
these are the unique maximal splitting poset as well as certain edge-minimal splitting posets. We
give a new combinatorial characterization of certain splitting posets associated with the minuscule
and quasi-minuscule dominant weights (Theorem 4.16). We observe again (as in §3 of [Don4]) that
supporting graphs of weight bases for semisimple Lie algebra representations are splitting posets.
We also determine which Weyl bialternants have unique splitting posets.
In §5, the idea of a “crystal product” of certain kinds of posets (“fibrous” posets) is studied as
a purely combinatorial notion. A vertex-coloring technique is developed that is compatible with
crystal products and will allow us to build crystalline splitting posets, cf. Theorem 6.3.
In §6, a crystalline splitting poset is constructed for each Weyl bialternant. This is a consequence
of a vertex-coloring result (Theorem 5.13), a splitting theorem for certain fibrous posets (Theorem
6.3), and a result of Stembridge from [Stem2] that allows one to use minuscule and quasi-minuscule
splitting posets as the starting point for the construction. Ultimately, the result is iterative in the
sense that the final result is realized as the outcome of a product construction that is only carried
out in principle. Crystalline splitting posets resolve, at least in some sense, three problems for Weyl
bialternants, which we name the “splitting” problem, the “product decomposition” problem, and
the “branching” problem. These three problems are discussed in more detail below.
In Theorems 7.2 and 7.10 of §7, we demonstrate that Stembridge’s admissible systems (see
[Stem2]) and the crystal graphs of Kashiwara et al (see for example [Kash1], [Kash2]) are instances
of the crystalline splitting posets of §6. It follows that other constructions of crystal graphs (via
Littelmann’s path model [Lit2], [Lit3], [Lit4] or Lenart–Postnikov’s alcove path model [LP]) also
yield splitting posets. By identifying crystal graphs as crystalline splitting posets, we also derive
several useful combinatorial conclusions. Notably, we conclude in Corollary 7.15 that the crystalline
splitting poset obtained by the product construction of §6 is independent in a certain sense of the
minuscule and quasi-minuscule splitting posets used as factors in the crystal product.
The main goal of §8 is to develop in Theorem 8.1/Corollary 8.2.A-B a set of sufficient combina-
torial conditions for certain “non-fibrous” posets to be splitting. The proof of Theorem 8.1 applies
Theorem 4.1. Theorem 8.1/Corollary 8.2.A-B are applied here and elsewhere. In particular, Corol-
lary 8.2.B used in Theorems 8.6 and 8.10 to show that some families of distributive lattices built
from some natural Gelfand-type patterns are splitting distributive lattices for certain special linear,
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symplectic, and orthogonal Weyl bialternants. This yields another proof and some new analogs of
the Bender–Knuth identity for enumerating a certain family of plane partitions. Corollary 8.2.B
is used in [ADLP2] to more easily re-derive the main splitting result of [ADLMPPW]. It is also
used in [Don10] to give another proof of the result due to Proctor and Stanley (see [Proc3]) that
minuscule posets are Gaussian. In general, for posets that cannot serve as or are not yet known to
serve as supporting graphs, Theorem 8.1/Corollary 8.2.A-B afford us methods for obtaining split-
ting results (for example, some of the families of splitting distributive lattices obtained in [DW]).
For a poset that can serve as a supporting graph, it is often necessary to establish beforehand that
the poset is splitting, and in certain cases Theorem 8.1/Corollary 8.2.A-B will allow us to do so
(for example, [Don11]).
Overall, we believe that the “technology” developed in this monograph for building crystalline
splitting posets is more straightforward combinatorially than the approaches mentioned two para-
graphs above, at least from the viewpoint of obtaining, from scratch, a collection of crystal-like
graphs that resolve the three main problems of interest for Weyl bialternants (splitting, product
decomposition, branching). Another advantage is that we are able here and elsewhere to generalize
our approach to non-fibrous posets. So in particular, in the spirit of Stanley’s problem, we can use
our approach to obtain some families of splitting distributive lattices and splitting modular lattices.
Three problems and a central formula. For the discussion that follows, we need some
notation that is more fully developed later. Beginning in §2, a Weyl bialternant is denoted by χ
λ
,
where λ is a dominant weight in the weight lattice associated with a finite root system Φ. We
sometimes also write χΦ
λ
to emphasize the role of the root system. Then χΦJ
ν
denotes a “ΦJ -Weyl
bialternant” associated to a root subsystem ΦJ ⊆ Φ, where J is a subset of the set I that indexes
the simple roots chosen for the originating root system Φ and where ν is “ΦJ -dominant.”
Three central problems in the study of Weyl bialternants are the splitting, product decomposition,
and branching problems, each of which yields to combinatorial approaches and has combinatorial
consequences.
The splitting problem is the problem of explicitly realizing a Weyl bialternant or other Weyl
symmetric function as a weight generating function on some combinatorially interesting set of
objects. In this monograph, as elsewhere, we propose using certain ranked posets whose Hasse
diagram edges are colored by I. One of the main goals of this monograph is to further develop this
splitting poset idea, see particularly §4.
The product decomposition problem is the problem of explicitly writing a product of Weyl bial-
ternants as a Z-linear combination of Weyl bialternants, i.e. determining the cµ’s in the identity
χνχλ =
∑
dominant µ
cµχµ . Nonnegativity of the cµ product decomposition coefficients can be de-
duced from the Weyl character formula together with the complete reducibility of modules for
any semisimple Lie algebra g. In particular, if V (ν), V (λ) etc denote irreducible g-modules, then
V (ν) ⊗ V (λ) can be written as V (µ1) ⊕ · · · ⊕ V (µk) for some dominant weights µi, in which case
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χνχλ =
∑k
i=1 χµi . In this monograph we deduce nonnegativity of the cµ’s using the combina-
torics of certain “crystalline” splitting posets and obtain at least an implicit description of them as
counts of combinatorial objects, see Remark 6.18.B. These results are not new, but we believe the
crystalline splitting poset approach is.
The branching problem is the problem of explicitly writing a Weyl bialternant (or other Weyl
symmetric function) as a Z-linear combination of ΦJ -Weyl bialternants when J ⊆ I. That is,
for the Φ-Weyl bialternant χ
λ
and its restriction χ
λ
|J to a ΦJ -Weyl symmetric function, we want
to explicitly determine the bµ’s in the identity χλ |J =
∑
dominant µ
bµχ
ΦJ
µ
. As in the case of the
product decomposition coefficients of the previous paragraph, nonnegativity of the bµ branching
coefficients can be deduced from representation theory. We rederive these results here and obtain
a combinatorial description of the restriction coefficients using the new approach of crystalline
splitting posets, see Remark 6.18.B.
Central to our approach is finding solutions R to the following formula:
χΦJ
ν
·WGF(R)|J =
∑
s∈SJ,ν(R)
χΦJ
ν+wtJ (s)
.(1)
Here, R is a ranked poset whose Hasse diagram edges are colored by I, WGF(R)|J is a certain
weight generating function for R that only regards those Hasse diagram edges with colors from
the subset J of I, and SJ,ν(R) is some specified vertex subset of R (see Theorem 4.1/Definition
4.4). In Remark 4.5.D we say precisely how this formula pertains to our three problems. Generally
speaking, the J = I version of the formula addresses product-decomposition-type problems, the
ν = 0 version addresses branching-type problems, and the version with J = I and ν = 0 addresses
purely splitting-type problems. A combinatorial version of the splitting, product decomposition,
and/or branching problems is, then, to find posets R and subsets SJ,ν(R) satisfying the formula
(1) above. We call R a “splitting poset” when J = I and ν = 0, and a “(J, ν)-splitting poset” or
“refined splitting poset” otherwise.
Of course, answers to our three problems are known, although they have varying degrees of
combinatorial explicitness. Given the relationship between type An-Weyl bialternants and Schur
functions (see Example 2.19), the classical “Littlewood–Richardson rule” (see for example [Stan2])
resolves the product decomposition problem for the An case. Versions of this result for the other
classical irreducible root systems Bn, Cn, Dn were obtained in [Lit1] (using standard monomial
theory) and [Nak] (using crystal bases). In general, crystal graphs as well as the edge-colored
directed graphs underlying Littelmann’s famous path model (see [Lit2], [Lit4] §6) provide answers
to the splitting, product decomposition, and branching problems. One consequence is that the
product decomposition coefficients and the branching coefficients are nonnegative. Stembridge’s
admissible systems also answer these three basic problems and proceed from a more transparently
combinatorial starting point. Admissible systems encompass both crystal graphs and the graphs
obtained from Littelmann’s path model; the latter fact is demonstrated explicitly in [Stem2] §8.
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In §5 and §6, we use a vertex-coloring technique on crystalline splitting posets to arrive at a very
similar solution to these three problems. However, our ambition that solutions to formula (1) be
combinatorially explicit and interesting leaves much room for the further study of splitting posets
and their refinements.
On the current state of knowledge, some open questions, and where we hope to go
from here. In Table 1.1, we present, to the best of our knowledge, what is currently known about
splitting posets. This table includes all instances of splitting distributive lattices that we know of.
Some problems and questions that are open (as far as the author knows) are explicitly identified
in this monograph: See Problems/Questions 2.5, 2.18, 4.6, 4.11, 5.5, 6.6, 6.7, 6.17, and B.15. Some
other open questions are noted elsewhere in the exposition: See the comments for items 10, 13, 14,
15 of Table 1.1; the last paragraph of Example 2.19; and the last paragraph of §7.
Overall, this monograph and its sequels will hopefully provide some new and interesting combi-
natorial structures and also a useful framework for understanding them within a variety of contexts.
It will also hopefully inspire some interest in the central problem posed here, Problem 4.6:
For families of Weyl bialternants or Weyl symmetric functions, produce splitting
posets (or splitting modular/distributive lattices) with explicit and interesting
combinatorial descriptions.
Acknowledgements. The author thanks Wyatt Alverson, Will Atkins, Katheryn Beck, Jacob
Dennerlein, Beth Donovan, Matt Gilliland, Cristian Lenart, Scott Lewis, Jordan Love, Bob Pervine,
Tim Schroeder, John Stembridge, and Norman Wildberger for many helpful discussions during the
development of this monograph. He thanks Ed Thome and Steve Cobb for helping facilitate the
Fall 2011 sabbatical leave that provided the opportunity to more fully develop these ideas. He owes
a particular debt of gratitude to Bob Proctor, whose work, input, and perspective influenced many
of the ideas presented here.
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Table 1.1: Splitting posets, case by case. Entries 1 through 7 (out of 15).
Irreducible root
systems and
dominant weights
Family of splitting
posets for the
related Weyl
bialternants
References Comments
1. Any irreducible
root system and
any dominant
weight
Crystal graphs
[Kash1], [Kash2],
[Stem2], §7 below
“Explicit” (in particular, nonrecursive) realizations of
crystal graphs can be found in [KN] for types An—Dn;
in [Lit1] or [KM] for type G2; and in [JS] for E6. For
a general non-recursive approach, see [JS].
2. Minuscule
dominant weights
Minuscule splitting
posets
[Proc3], §4 below These are all distributive lattices.
3. Quasi-minuscule
dominant weights
Quasi-minuscule
splitting posets
[Stem2], §4 below In each case, the quasi-minuscule splitting poset is the
unique connected edge-minimal splitting poset.
4. Highest root
The n extremal
supporting graphs
of [Don5]
[Don5]
These are indexed by the n simple roots. Each is a
modular lattice. It is distributive if and only if the
irreducible root system has a branchless Dynkin dia-
gram and the given extremal supporting graph corre-
sponds to an end node simple root.
5. Highest short
root
The m extremal
supporting graphs
of [Don5]
[Don5]
These are indexed by the m short simple roots. Each
is a modular lattice and coincides with the quasi-
minuscule splitting poset only in the C2 and G2 cases.
Such a modular lattice is distributive if and only if
the given extremal supporting graph corresponds to
an end node on the branchless subgraph of the Dynkin
diagram induced by the short simple roots.
6. Rank two
irreducible root
systems and all
dominant weights
Semistandard
lattices
[ADLMPPW], see
also [ADLP1]
These are all distributive lattices. These are the
foundational cases for the study in [DW] of splitting
distributive lattices for combinations of “adjacency-
free” fundamental weights (see entry 7 below). It is
known exactly which of these are supporting graphs,
see [ADLP1].
7. Any irreducible
root system and
any combination of
adjacency-free
fundament weights
Semistandard
lattices
[DW]; for a
combinatorial
description of the
adjacency-free
fundamental
weights, see [Don6]
We obtain, in a uniform way, splitting distributive lat-
tices for the following (root system, dominant weight)
pairs: (An, λ), where λ is any dominant weight;
(Bn, aω1 + bωn); (Cn, aω1 + bωn); (Dn, aω1 + bωn−1 +
cωn); (E6, aω1 + bω6); (E7, aω7); (G2, aω1 + bω2).
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Table 1.1 (continued): Splitting posets, case by case. Entries 8 through 13 (out of 15).
Irreducible root
systems and
dominant weights
Family of splitting
posets for the
related Weyl
bialternants
References Comments
8. Cn and any
fundamental
weight
The “KN” and
“De Concini”
symplectic lattices
Defined in [Don1]
and again in
[Don2]
These are two families of distributive lattice support-
ing graphs for the fundamental representations of the
symplectic Lie algebras. These coincide for the ω1
fundamental weight. For the ωn fundamental weight,
the common distributive lattice is sometimes called a
“Catalan lattice.”
9. Bn with
λ ∈ {ωk}1≤k<n or
λ = 2ωn
The “KN” and
“De Concini” odd
orthogonal lattices
Defined in [Don1]
and studied further
in [Beck]
These are two families of distributive lattice support-
ing graphs for these (mostly) fundamental representa-
tions of the odd orthogonal Lie algebras. These coin-
cide for the ω1 fundamental weight.
10. Dn with
λ ∈ {ωk}1<k<n−1 ?
—
The problem of finding splitting modular lattices or
modular lattice supporting graphs for these cases ap-
pears to be open and is, in our view, the most inter-
esting open case.
11. Bn and G2
with any
“one-rowed”
dominant weight
The “Molev” and
“RS” one-rowed
odd orthogonal
lattices, and the
“Molev” and
“Littelmann”
one-rowed G2
lattices
The RS lattices
were obtained in
[RS]; the other
lattices were
obtained in [DLP1]
What we refer to as the Molev versions of these split-
ting distributive lattices (in fact, distributive lattice
supporting graphs) coincide with the semistandard
lattices of entry 7 of this table. The RS and Littel-
mann lattices are obtained in a different way.
12. Cn with any
one-rowed
dominant weight
The “Molev” and
“RS” one-rowed
symplectic lattices
The Molev lattices
were observed in
[ADLP1]; the RS
lattices were
studied in [Atk]
What we refer to as the Molev versions of these split-
ting distributive lattices (in fact, distributive lattice
supporting graphs) coincide with the semistandard
lattices of entry 7 of this table. The RS lattices are
obtained in a different way.
13. Dn with any
one-rowed
dominant weight
? —
Splitting distributive lattices for these cases are cov-
ered by entry 7 of this table and are easy analogs of
the Molev lattices from entries 11 and 12. It is an open
question whether there are nice Dn analogs of the RS
lattices of entries 11 and 12.
13
Table 1.1 (continued): Splitting posets, case by case. Entries 14 and 15 (out of 15).
14. F4 and certain
combinations of
fundamental
weights
Not yet named [Gil]
In [Gil], Gilliland produced splitting distributive lat-
tices for χF4
2ω1
and χF4
2ω4
. The corresponding repre-
sentations of the type F4 semisimple Lie algebra have
dimensions 1053 and 324 respectively. He also showed
that χF4
ω2
and χF4
ω3
do not have splitting distributive
lattices. It seems possible that the construction of
[Gil] can be extended to obtain splitting distributive
lattices for χF4
aω1+bω4
.
15. Any dominant
weight in the Bn,
Cn, Dn, and
E6/E7/E8 cases
? —
Apparently it is an open problem to find splitting dis-
tributive/modular lattices for a generic Weyl bialter-
nant in these cases. Supporting graphs for Molev’s
weight bases for irreducible representations of the clas-
sical Lie algebras are candidates (see [Mol1], [Mol2],
[Mol3]). However, it is known that some of these are
not modular lattices.
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§2. Weyl symmetric functions and Weyl bialternants.
Our goal in this section is to explicate the basic properties of Weyl symmetric functions and Weyl
bialternants primarily from a root-system/weight-lattice/Weyl-group perspective. There does not
seem to be comparable exposition elsewhere in a single source, so the discussion here will hopefully
serve as a helpful reference. Readers experienced with the subject of Weyl bialternants (aka Weyl
characters) as a generalization of Schur functions might initially browse the results of this section
as an orientation to language and notation. The main prerequisite is familiarity with finite root
systems, which serve as our starting point. As our focus is on Weyl bialternants modelled by finite
posets, we only consider finite root systems and not the more general root systems and characters
of symmetrizable Kac–Moody theory. We freely use background results on finite root systems,
weights, and Weyl groups from Ch. III of [Hum1] and at times borrow from [FH] §§23–25, [Ram]
§5, [Stem2] §2, and [Stem4]. To keep the monograph as combinatorial and self-contained as possible,
we limit the use of Lie algebra representation theory to the comments at the end of this section,
the discussion of supporting graphs in §4, the classification in §4 of Weyl bialternants with unique
splitting posets, and the discussion in §7 of crystal bases/graphs. Since we are not at the outset
assuming any connection between Weyl bialternants and the representation theory of semisimple
Lie algebras (e.g. we will work for the most part without Weyl’s character formula), then we have
to proceed somewhat carefully.
Roots and weights. Let E be an n-dimensional Euclidean space with inner product 〈·, ·〉. At
times we use ||v||2 to mean 〈v, v〉 when v ∈ E. Take I to be an index set of cardinality n (usually,
I = {1, 2, . . . , n}). Let Φ be a finite rank n root system in E together with a choice of simple roots
{αi}i∈I . We sometimes refer to rank n finite irreducible root systems by their classification type
using the notation Xn (where X ∈ {A,B,C,D,E,F,G}). Our numbering of the simple roots and
associated Dynkin diagrams usually follows Ch. 11 of [Hum1], with the exception that we begin the
Bn series at n = 3 and the Cn series at n = 2. Throughout this monograph, we use “Φ” as a prefix,
superscript, or subscript in terminology/notation to emphasize dependence on the root system.
With respect to the given choice {αi}i∈I of simple roots, a root α is positive (respectively,
negative) if α =
∑
i∈I aiαi with each ai ≥ 0 (respectively, each ai ≤ 0). We have Φ = Φ+ ∪ Φ−,
where Φ+ and Φ− are respectively the sets of positive and negative roots. For a root α ∈ Φ,
α∨ = 2α〈α,α〉 is its coroot. The set Φ
∨ = {α∨ |α ∈ Φ} is a root system – the “coroot” or “dual”
root system” – with {α∨i }i∈I as the preferred set of simple roots. The Cartan matrix M = MΦ has
Mij = 〈αi, α∨j 〉 ∈ Z for all i, j ∈ I.
The fundamental weights {ωi}i∈I are dual to the simple coroots with respect to the inner product
on E. The lattice of weights Λ is the Z-span of the fundamental weights. The dominant weights Λ+
are those nonnegative integral linear combinations of fundamental weights. The set Λ++ denotes
the set of strongly dominant weights, i.e. those λ ∈ Λ such that λ = ∑i∈I aiωi with each ai a
positive integer. Partially order Λ by the rule µ ≤ ν if and only if ν − µ = ∑i∈I kiαi with each ki
a nonnegative integer.
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Some key quantities. Certain calculations in Λ appear often in our discussion. In partic-
ular, in this paragraph we define Kostant’s partition function and special elements % and %∨.
Kostant’s partition function P : Λ −→ Z≥0 is defined by P(µ) := |{sequences (kα)α∈Φ+ | each kα ∈
Z≥0 and µ =
∑
α∈Φ+ kαα}|, i.e. the number of distinct ways µ can be written as a nonnegative in-
teger linear combination of positive roots. Let % :=
∑
i∈I ωi. It is well known that % =
1
2
∑
α∈Φ+ α
([Hum1] §13.3). Define %∨ := ∑i∈I 2〈αi,αi〉ωi, which is in E but not necessarily Λ. A simple
computation shows that %∨ is half the sum of the positive coroots in the dual root system Φ∨.
Observe that 〈αi, %∨〉 = 1 for each i ∈ I. Note that for any i ∈ I, αi =
∑
j∈IMijωj . From basic
facts about real inner product spaces it follows that since the basis of simple roots is “nonacute”
(〈αi, αj〉 ≤ 0 for all distinct i, j ∈ I), then the dual basis of fundamental weights is “nonobtuse”
(〈ωi, ωj〉 ≥ 0 for all distinct i, j ∈ I). If we write ωj =
∑
k∈I Qjkαk, then M
−1 = (Qjk)j,k∈I ,
so by Cramer’s rule each Qjk ∈ Q. The fact that 〈ωj , ωk〉 ≥ 0 for all j, k ∈ I shows that each
Qjk =
2
〈αk,αk〉〈ωj , ωk〉 is nonnegative. Observe that Qjk > 0 when 〈ωj , ωk〉 > 0, so in particular
Qjj > 0. So, 〈ωi, %∨〉 = 〈
∑
j∈I Qijαj , %
∨〉 = ∑j∈I Qij is a positive rational number. In particular,
〈ν, %∨〉 > 0 for all ν ∈ Λ+. Write the positive rational number 〈ωi, %∨〉 in lowest terms as pi/qi for
positive integers pi, qi. An easy calculation shows that for any µ ∈ Λ, we have 〈µ, %∨〉 > 0 if and
only if 〈µ, %∨〉 ≥ dΦ, where dΦ := 1q1···qn , which we call our mesh size estimate. Our main use of
the quantity dΦ is in finiteness arguments for Theorem 2.9 and Proposition 2.13/Theorem 2.14.
The Weyl group. The (finite) Weyl group W = WΦ ⊂ GL(E) is generated by the simple
reflections {si}i∈I , where si : E → E is given by si(v) = v − 〈v, α∨i 〉αi. Note that W fixes the
lattice Λ: We have si(ωj) = ωj − δijαi ∈ Λ for all i, j ∈ I if and only if αi ∈ Λ for all i ∈ I,
and the latter is guaranteed by integrality of the Mij ’s. A simple computation now shows that
〈si(ωj), si(ωk)〉 = 〈ωj , ωk〉 for all i, j, k ∈ I, and hence that 〈·, ·〉 is W invariant. It follows from
§10.3 of [Hum1] that W is invariant of the choice of simple roots, and that W ({αi}i∈I) = Φ.
Note that for all i, j ∈ I we have MijMji ∈ {0, 1, 2, 3, 4}. Let mij = mji be the unique positive
integer for which MijMji = 4 cos
2(pi/mij), so corresponding to the list of numbers in the previous
sentence we get mij ∈ {2, 3, 4, 6, 1}. It is straightforward to check that the said generators for W
satisfy the following relations: for all i, j ∈ I, (sisj)mij = Id, where Id : E −→ E is the identity
transformation. For irreducible Φ, observe that the order of the Weyl group as determined in §12
of [Hum1] is the same as the order of the finite irreducible Coxeter group of the same type as
determined in §2.11 of [Hum2]. So (W, {si}i∈I) is a Coxeter system.
Let w0 denote the unique longest element of the Weyl group (cf. [Hum1] Exercise 10.9). It can
be seen that w0(Φ
+) = Φ− and that there is a unique permutation σ0 : I −→ I such that for
each i ∈ I, w0.αi = −ασ0(i). Since w20 = Id (w−10 is also longest and therefore must be w0),
then σ0 is an involution. We also get w0(%) = w0(
1
2
∑
α∈Φ+ α) =
1
2
∑
β∈Φ− β = −%. Moreover,
since 〈w0(ωi), α∨j 〉 = −〈ωi, 2〈αj ,αj〉ασ0(j)〉 = −〈ωi, 2〈w0(αj),w0(αj)〉ασ0(j)〉 = −〈ωi, α∨σ0(j)〉 = −δi,σ0(j),
for all i, j ∈ I, then it must be the case that w0(ωi) = −ωσ0(i). For irreducible root systems, it is
well-known that σ0 is trivial except in the cases An (n ≥ 2), D2k+1 (k ≥ 2), and E6; see Figure 2.1.
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Figure 2.1: Action of the permutation σ0 when σ0 is not the identity.
(In each case the permutation σ0 is depicted as a symmetry of the associated Dynkin diagram.)
An (n ≥ 2): r r r r r1 2 3 n− 1 n σ0−→ r r r r rn n− 1 n− 2 2 1
Dn (n odd): r r r r rr!!!aaa1 2 3 n− 2 n− 1n σ0−→ r r r r
r
r!!!aaa1 2 3 n− 2 nn− 1
E6: r r r
r
r r1
2
3
4
5 6 σ0−→ r r r
r
r r6
2
5
4
3 1
Weight diagrams. For any dominant weight λ, the weight diagram Π(λ) is the partially ordered
set of weights {µ ∈ Λ |µ = w(ν) for some w ∈W and some ν ∈ Λ+ with ν ≤ λ}, where the partial
order is induced from Λ. Weight diagrams figure prominently in our discussion. We record some
combinatorial properties here and in Proposition 3.6. A subset W of Λ is saturated if for all ν ∈ W ,
α ∈ Φ, and i between 0 and 〈ν, α∨〉 inclusive, we have ν − iα ∈ W .
Proposition 2.1 Let λ ∈ Λ+. (1) Π(λ) is finite. (2) Π(λ) has λ as its unique maximal element.
(3) The unique minimal element of Π(λ) is w0(λ), and for any µ ∈ Π(λ) the quantity 〈µ+ λ, %∨〉 =
〈µ − w0(λ), %∨〉 is a nonnegative integer. (4) Π(λ) is the unique saturated set of weights whose
maximal element under the induced order from Λ is λ. (5) For weights µ and ν in the weight
diagram Π(λ), µ is covered by ν (i.e. whenever µ ≤ ξ ≤ ν, then µ = ξ or ν = ξ) if and only if
µ+ αi = ν for some i ∈ I.
Proof. By [Hum1] Lemma 13.2.B, the set of dominant weights ν ≤ λ is finite, settling claim (1) of
the lemma statement. By [Hum1] Lemma 13.2.A, we have w.ν ≤ ν in Λ for all w ∈W and ν ∈ Λ+.
It follows that Π(λ) has λ as its unique maximal element, cf. claim (2). With λ =
∑
i∈I aiωi,
then −w0(λ) =
∑
i∈I aiωσ0(i), which is dominant since λ is. Also, since −w0 is easily seen to
permute the positive coroots, then 〈−w0(λ), %∨〉 = 〈λ,−w0(%∨)〉 = 〈λ, %∨〉. It is also easy to see
that −w0 ∈ GL(E) induces a poset isomorphism Π(λ) ∼→ Π(−w0(λ)): µ ≤ ν in Π(λ) if and only if
ν − µ = ∑i∈I kiαi with each ki ∈ Z≥0 if and only if w0(ν)−w0(µ) = −∑i∈I kiασ0(i) if and only if
−w0(µ) ≤ −w0(ν). Since −w0(λ) is uniquely maximal in Π(−w0(λ)), then w0(λ) must be uniquely
minimal in Π(λ). If µ ∈ Π(λ), then w0(λ) ≤ µ, so µ − w0(λ) =
∑
i∈I kiαi where each ki ∈ Z≥0.
Then, 〈µ − w0(λ), %∨〉 =
∑
i ki〈αi, %∨〉 =
∑
i∈I ki, clearly a nonnegative integer. This establishes
(3). Claim (4) is taken from §13.4 of [Hum1].
The “if” part of claim (5) is straightforward. For the “only if” part, we need the following
technical fact (*): If µ < ν in Λ with ν − µ = ∑j∈I kjαj (kj ∈ Z≥0), then for some i ∈ I with
ki > 0 we have 〈µ, α∨i 〉 < 0 or 〈ν, α∨i 〉 > 0. For otherwise, a simple computation shows that for
each i ∈ I, the quantity ti := 〈ν − µ, α∨i 〉 =
∑
j∈I〈αj , α∨i 〉kj is nonpositive. Relative to a total
ordering of the index set I, let [k] denote the column vector of ki’s and [t] the column vector of ti’s.
Then MT[k] = [t], so [k] = (M−1)T[t]. Since, as argued above, the entries of M−1 are nonnegative
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rational numbers, it follows that each kj is nonpositive. But this contradicts the fact that each kj is
nonnegative and at least one of them is nonzero. So now suppose ν covers µ in Π(λ). Then by fact
(*), there is an i ∈ I such that ki > 0 when we write ν − µ =
∑
j∈I kjαj (kj ∈ Z≥0) and such that
(a) 〈µ, α∨i 〉 < 0 or (b) 〈ν, α∨i 〉 > 0. Since Π(λ) is saturated, it follows from (a) that µ+ αi ∈ Π(λ).
Since ki > 0, then µ+αi ≤ ν, and since µ is covered by ν, then we must have µ+αi = ν. Similarly
see in case (b) that µ = ν − αi.
Reducible root systems; root subsystems. Next, we detail how some of the preceding
notions can be understood in the particular instances of root subsystems and reducible root systems.
When Φ is reducible, we may write Φ as the disjoint union Φ1 ∪q · · · ∪q Φk for some irreducible root
systems Φi. With Ei := spanR(Φi), then E = E1⊕· · ·⊕Ek, an orthogonal direct sum. In particular,
the simple roots for Φ are partitioned by the Φi’s and may be ordered so that the Cartan matrix
is block diagonal with blocks corresponding to the Φi’s. We may write Λ = Λ1 ⊕ · · · ⊕ Λk, where
Λi ⊂ Ei is the lattice of weights for Φi. So, for any µ ∈ Λ there exist unique µi ∈ Λi (1 ≤ i ≤ k) for
which µ = µ1 + · · ·µk, and µ is dominant (respectively, strongly dominant) in Λ if and only if each
µi is dominant (resp. strongly dominant) in Λi. We may also write W ∼= W1 × · · · ×Wk, where for
1 ≤ i ≤ k we have Wi := {w|Ei}w∈W as the Weyl group associated with Φi. In particular, W is a
reducible Coxeter group. Now take any λ ∈ Λ+ with λ = λ1 + · · · + λk and each λi ∈ Λ+i . Then
the set Π(λ) is identified with the Cartesian set product Π(λ1)× · · · ×Π(λk).
When J ⊆ I, we let ΦJ denote the root subsystem of Φ with simple roots {αj}j∈J and living
in the Euclidean space EJ := spanR{αj}j∈J ⊆ E. Some care must be taken in identifying ΛΦJ ,
since spanR{ωj}j∈J need not be contained in EJ . In this situation, we obtain the fundamental
weights {ωJj }j∈J as follows: Let MJ be the minor submatrix of the Cartan matrix M consisting
of those rows and columns of M indexed by J . Set QJ := (MJ)−1. Now for each j ∈ J , set
ωJj :=
∑
k∈J Q
J
jkαk. An easy calculation shows that 〈ωj − ωJj , α∨k 〉 = 0 for all k ∈ J , so ωJj is just
the projection of ωj onto the subspace EJ . In particular, 〈ωJj , α∨k 〉 = 〈ωj , α∨k 〉 = δjk, so {ωJj }j∈J
comprises the fundamental weights relative to this choice of simple roots for ΦJ , and ΛΦJ ⊂ EJ
is their Z-span. In general, for any v ∈ E, we let vJ denote its projection in EJ . Note that if we
write v =
∑
i∈I viωi, then v
J =
∑
j∈J vjω
J
j . Now the subgroup WJ of W generated by {sj}j∈J
is isomorphic to the group WΦJ generated by the simple reflections {sj |EJ}j∈J . It can be seen
as follows that (ΦJ)
∨ = (Φ∨)J . If α ∈ ΦJ , then α = w(αj) for some j ∈ J , w ∈ WJ . Then
〈α, α〉 = 〈αj , αj〉, so α∨ = w(α∨j ) ∈ (Φ∨)J . Conversely, if β = w(α∨j ) ∈ (Φ∨)J for some j ∈ J
and w ∈ WJ , then it is easy to calculate that β = α∨ for α = w(αj), and therefore β ∈ (ΦJ)∨.
Using a Coxeter group viewpoint, it is possible to show that for any λ =
∑
i∈I aiωi ∈ Λ+ such that
J = {i ∈ I | ai = 0}, then the stablizer Wλ of λ under the Weyl group action is just WJ ∼= WΦJ
(see for example §3 of [Don6]). In Corollary 3.10, we say how weight diagrams with respect to
root subsystems can be understood in terms of weight diagrams with respect to the “parent” root
system.
18
The ring of Weyl symmetric functions and some other important rings. The group ring
Z[Λ] has as its Z-basis the formal symbols {eµ |µ ∈ Λ} and multiplication rule eµeν = eµ+ν . The
Weyl group W acts on Z[Λ] by the rule w.eµ := ew(µ). The ring of Weyl symmetric functions Z[Λ]W
is the ring of W -invariant elements of Z[Λ]; elements of Z[Λ]W are Weyl symmetric functions or W -
symmetric functions. To emphasize dependence on the root system, we sometimes call these Φ-Weyl
symmetric functions or WΦ-symmetric functions. Now let J ⊆ I. For any χ =
∑
µ∈Λ cµe
µ ∈ Z[Λ],
let χ|J :=
∑
µ∈Λ cµe
µJ , so χ|J ∈ Z[ΛΦJ ]. It is easy to see that if χ is W -invariant, then χ|J is
WJ -invariant.
One way to view W -symmetric functions concretely as Laurent polynomials is as follows. Fix
a numbering of the simple roots, so I = {1, 2, . . . , n}. For i ∈ I, let zi := eωi , so for any weight
µ =
∑
miωi, then e
µ is the monomial zm11 · · · znmn . Since si(ωj) = ωj−δijαi and αi =
∑
k∈IMikωk,
then the W -action of a generator si on any monomial z
m1
1 · · · zmnn is given by
si.(z
m1
1 · · · zmnn ) = zm1−Mi,1mi1 · · · zmi−1−Mi,i−1mii−1 z−mii zmi+1−Mi,i+1mii+1 · · · zmn−Mi,nmin ,
which is closely related to moves of the so-called “numbers game” (see e.g. Appendix B, or [Don6]
and references therein). With a root system / Cartan matrix / weight lattice / Weyl group in
hand, one could begin a concrete theory of W -symmetric functions using the above numbers-game-
type rule for the W -action on monomials as a starting point; for the beginnings of such an effort,
see Appendix B. Although this latter approach can be somewhat cumbersome, it analogizes the
usual starting point for symmetric functions. It should be noted that in the An case, a change of
variables is required in order to view these Laurent polynomials as classical symmetric (polynomial)
functions. See Example 2.19.
Although our main interest is in the ring of Weyl symmetric functions, we will at the outset
enlarge Z[Λ] as follows. Define a linear “height” map ht : E −→ R by ht(v) := 〈v, %∨〉 for all
v ∈ E. Let R be the ring of formal sums ∑µ∈Λ cµeµ such that cµ ∈ Z and for all h ∈ R there
are only finitely many µ with ht(µ) > h and cµ 6= 0. For ϕ =
∑
µ∈Λ cµe
µ ∈ R and ν ∈ Λ, we
sometimes use [eν ](ϕ) to denote the coefficient cν . If ϕ 6= 0, let ht(ϕ) := max{ht(µ) | [eµ](ϕ) 6= 0},
H(ϕ) := {µ ∈ Λ | ht(µ) = ht(ϕ) and [eµ](ϕ) 6= 0}, and Π̂(ϕ) := {µ | [eµ](ϕ) 6= 0}. The following
observations will be useful. Take χ ∈ Z[Λ]W with χ 6= 0. Let µ ∈ Λ with [eµ](χ) 6= 0. Then
µ = w(ν) for some w ∈W and ν ∈ Λ+ (Lemma 13.2.A of [Hum1]), so [eν ](χ) = [eµ](χ). This shows
that ht(χ) ≥ 0 and that λ ∈ H(χ) only if λ ∈ Λ+.
The subgroup of Weyl alternants. Besides the ring of Weyl symmetric functions, the
group ring contains another important subgroup, the subgroup Z[Λ]alt := {ϕ ∈ Z[Λ] |w.ϕ =
det(w)ϕ for all w ∈ W} consisting of the Weyl alternants of Z[Λ]. Note that the sum of two
Weyl alternants is alternating but their product is W -invariant. Say ϕ =
∑
µ∈Λ fµe
µ is a Weyl
alternant. It is easy to see that fw(µ) = det(w)fµ. The same reasoning from the end of the pre-
vious paragraph shows that if ϕ 6= 0, then ht(ϕ) ≥ 0 and that λ ∈ H(ϕ) only if λ ∈ Λ+. We
will say more about such ϕ in the next result. Define a mapping A : Z[Λ] −→ Z[Λ]alt by the
19
rule A(ϕ) := ∑w∈W det(w)w.ϕ. The following fundamental facts are useful for the subsequent
discussion.
Proposition 2.2 (1) Let λ be dominant. Then A(eλ) 6= 0 if and only if λ is strongly dominant,
in which case we have Π̂(A(eλ)) = Wλ (the orbit of λ under the W -action on Λ), [eλ](A(eλ)) = 1,
ht(A(eλ)) = λ, and H(A(eλ)) = {λ}. (2) The set {A(eλ)}λ∈Λ++ is a Z-basis for Z[Λ]alt. Moreover,
if ϕ =
∑
µ∈Λ fµe
µ is a Weyl alternant, then ϕ =
∑
λ∈Λ++ fλA(eλ).
Proof. For (1), begin with λ ∈ Λ++. From the definition of A(eλ) it follows that Π̂(A(eλ)) ⊆Wλ.
Now ew1(λ) = ew2(λ) if and only if w−12 w1(λ) = λ. By Lemma 13.2.A of [Hum1], we must have
w−12 w1 = Id, i.e. w1 = w2. So, [e
w(λ)](A(eλ)) = det(w) for all w ∈W , hence Wλ ⊆ Π̂(A(eλ)). From
this reasoning the remaining claims of the “if” direction of (1) follow. Now assume λ ∈ Λ+ \ Λ++.
We will view W again as a Coxeter group. Then as observed earlier, the stablizer Wλ ⊆W is just
the Coxeter subgroup WJ , where J = {i ∈ I | 〈λ, α∨i 〉 = 0}. Since λ ∈ Λ+ \Λ++, then J 6= ∅. With
W J denoting the corresponding set of “minimal coset representatives” (see e.g. §5.12 of [Hum2]),
then each w ∈ W is uniquely expressible as w = wJwJ , where wJ ∈ W J and wJ ∈ WJ . So,
A(eλ) = ∑w∈W det(w)ew(λ) = ∑wJ∈WJ det(wJ)(∑wJ∈WJ det(wJ)ewJ (λ)) = s∑wJ∈WJ det(wJ),
where s =
∑
wJ∈WJ det(w
J)ew
J (λ). Now let sgnJ : WJ −→ {±1} be given by sgnJ(wJ) = det(wJ)
for all wJ ∈WJ . Then sgnJ is a surjective group homomorphism (since J 6= ∅), hence |sgn−1J (−1)| =
|sgn−1J (1)| = 12 |WJ |. Then s
∑
wJ∈WJ det(wJ) = s
(∑
wJ∈sgn−1J (1)(1) +
∑
wJ∈sgn−1J (−1)(−1)
)
=
s(12 |WJ | − 12 |WJ |) = 0. This completes the proof of (1).
For (2), first take ϕ =
∑
λ∈Λ++ fλA(eλ), and suppose some fν 6= 0. Now [eν ](ϕ) =
∑
det(w)fλ,
where the sum is over all λ ∈ Λ++ and w ∈ W such that w(λ) = ν. But by Lemma 13.2.A of
[Hum1], this can only happen when λ = ν and w = Id. That is, [eν ](ϕ) = fν 6= 0. It follows that the
set {A(eλ)}λ∈Λ++ is independent. Now say ϕ =
∑
µ∈Λ fµe
µ is any element of Z[Λ]alt. We may write
ϕ =
∑
λ∈Λ++
∑
w∈W fw(λ)e
w(λ) +
∑
fµe
µ, where the latter sum is over all µ such that µ = w(ν) for
some w ∈W and ν ∈ Λ+\Λ++. For such a µ = w(ν), write w = wJwJ as in the previous paragraph,
where Wν = WJ is the stablizer of ν. Let w
′ := wJsj for some j ∈ J (possible since J 6= ∅). Since ϕ
is alternating, we have both fµ = fwJ (ν) = det(w
J)fν and fµ = fwJsj(ν) = −det(wJ)fν . It follows
that fν = 0, hence fµ = 0 also. Thus ϕ =
∑
λ∈Λ++
∑
w∈W fw(λ)e
w(λ) =
∑
λ∈Λ++ fλA(eλ), which
shows that the set {A(eλ)}λ∈Λ++ spans Z[Λ]alt and also shows that any ϕ ∈ Z[Λ]alt can be written
as a Z-linear combination of the A(eλ)’s as claimed.
The next result is called “Weyl’s denominator formula” for reasons that will be made apparent
shortly. It is a generalization of the classical Vandermonde determinant.
Theorem 2.3 (Weyl’s denominator formula) We have the following identities of Weyl alter-
nants:
A(e%) = e%
( ∏
α∈Φ+
(1− e−α)
)
=
∏
α∈Φ+
(eα/2 − e−α/2) = e−%
( ∏
α∈Φ+
(eα − 1)
)
.(2)
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Proof. Equality of the latter three expressions in equation (2) follows from the definitions. Now
let D := e%
(∏
α∈Φ+(1− e−α)
)
. In view of the fact that si permutes the positive roots other than
αi and sends αi to −αi (cf. Lemma 10.2.B of [Hum1]), then si.D = −D. It follows that D is
alternating. Moreover, observe that H(D) = {%} since [eµ](D) 6= 0 only if µ = %−∑α∈S α, where
S is some subset of Φ+. Also, this reasoning shows that [e%](D) = 1, since % = % −∑α∈S α only
when S = ∅. Then by Proposition 2.2.2, it follows that D = A(e%).
Weyl bialternants and Φ-Kostka numbers. We will shortly produce three distinguished
bases for the ring of W -symmetric functions. The special basis of “Weyl bialternants” for Z[Λ]W
is the most important of these and is a source of much interesting combinatorics.
Definition 2.4 By Weyl’s denominator formula,
1
A(e%) =
1
e%
(∏
α∈Φ+(1− e−α)
) = e−% ∏
α∈Φ+
∑
k≥0
e−kα
is a well-defined member of R. For each λ ∈ Λ+, define
χ
λ
:=
A(eλ+%)
A(e%) =
( ∑
w∈W
det(w)ew(λ+%)
)(
e−%
∏
α∈Φ+
∑
k≥0
e−kα
)
,(3)
which is also a well-defined member of R. We call each χ
λ
Weyl bialternant.
As a quotient of Weyl alternants, it would seem obvious that χ
λ
is a Weyl symmetric function.
However, we do not yet know that χ
λ
is in the group ring where the action of the Weyl group is
defined,∗ and it is not possible to naturally extend the W -action on Z[Λ] to R. This finiteness issue
is resolved in Theorem 2.9 below.
Weyl bialternants are sometimes called Weyl characters in part because they are characters of ir-
reducible representations of Lie groups/algebras. Weyl bialternants are plausibly viewed as analogs
of Schur functions, as the quotient of alternating sums in (3) analogizes the classical definition
of a Schur function as a quotient of determinants. (For more on this, see Example 2.19 below.)
These somewhat “external” considerations give a two-fold motivation for Definition 2.4. However,
it would be nice to have a more attributive combinatorial characterization of Weyl bialternants.
We pose this as our first problem.
Problem 2.5 Find a nice set of combinatorial properties that characterize Weyl bialternants.
One solution to this problem, stated in the language of §§4–6 of this monograph, describes χ
λ
as
the weight generating function for a strongly untangled crystalline splitting poset whose unique
maximal element has weight λ. But, this description requires a good bit of overhead and is not
obviously intrinsic. So, we would like a characterizing set of properties that is commensurate with
the discussion up to this point in our presentation.
∗It seems this subtle issue is not explicitly considered in the plausibility arguments of §24.1 of [FH].
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Our initial results about Weyl bialternants do not require knowledge of their finiteness as members
of R. The following fundamental observation follows immediately from the definition of Weyl
bialternant.
Theorem 2.6 Let λ be a dominant weight. Then
A(e%)χ
λ
= A(eλ+%).(4)
is a defining identity for χ
λ
in the sense that χ = χ
λ
is the unique solution in R to the equation
A(e%)χ = A(eλ+%).
For any µ ∈ Λ, let dλ,µ := [eµ](χλ); then one can view χλ as a generating function for the numbers
dλ,µ. A strong hint that these numbers are combinatorially interesting is that in the An case, each
dλ,µ is just the Kostka number Kp,q for certain partitions p, q naturally associated with λ, µ (see
Example 2.19). So we will also refer to these Weyl bialternant expansion coefficients as Φ-Kostka
numbers. We will shortly write down an explicit formula for the Φ-Kostka numbers (Theorem
2.7) and a recurrence (Theorem 2.11). It is not obvious that the integers dλ,µ are non-negative;
this issue is settled by Corollary 2.12 below. As a formula for weight multiplicities for irreducible
representations of semisimple Lie algebras, equation (5) below is due to Kostant [Kos], and within
that Lie theoretic context it is known as “Kostant’s multiplicity formula” (KMF). Here it is an
easy consequence of the definitions.
Theorem 2.7 With λ ∈ Λ+ and µ ∈ Λ, then the Φ-Kostka number dλ,µ can be written as:
dλ,µ =
∑
w∈W
det(w)P(w(λ)− µ+ w(%)− %).(5)
Other (potential) bases for the ring of W-symmetric functions. Besides the Weyl
bialternants {χ
λ
}, two other distinguished sets naturally indexed by dominant weights are the
monomial W -symmetric functions {ζλ} and elementary W -symmetric functions {ψλ}. Fix λ =∑
i∈I aiωi ∈ Λ+. The monomial W -symmetric function ζλ := 1|Wλ|
∑
w∈W e
w(λ). Observe that for
any µ ∈ Λ, [eµ](ζλ) = 1|Wλ| |{w ∈ W |w(λ) = µ}| is nonzero if and only if µ ∈ Wλ (the W -orbit
of λ) if and only if [eµ](ζλ) = 1. In particular, Π̂(ζλ) = Wλ. Now, for each i ∈ I, we call χωi
a fundamental bialternant. An elementary W -symmetric function is a monomial of fundamental
bialternants. In particular, we let ψλ := χ
a1
ω1
· · ·χan
ωn
with ψ0 := e
0 by convention. Observe that
[eµ](ψλ) =
∑(∏
i∈I
∏ai
j=1 dωi,µ(j)i
)
, where this sum is over all ways of writing µ =
∑
i∈I
∑ai
j=1 µ
(j)
i
such that each d
ωi,µ
(j)
i
6= 0. Another observation:
Lemma 2.8 Let λ ∈ Λ+ and ϕ ∈ {χ, ζ, ψ}. If µ ∈ Π̂(ϕλ) then µ ≤ λ. Moreover, [eλ](ϕλ) = 1,
ht(ϕλ) = ht(λ), and H(ϕλ) = {λ}.
Proof. First take ϕ = χ. Since for all w 6= Id ∈ W we have w(λ) < λ and w(%) < % in Λ
(cf. Lemma 13.2.A of [Hum1]), then by equation (4) above dλ,λ = 1. Moreover, if dλ,µ 6= 0, then
for some nonnegative integers kα and some w ∈ W we have
∑
α∈Φ+ kαα = w(λ) − µ + w(%) − %,
and hence µ ≤ w(λ) ≤ λ. So, ht(χ
λ
) = ht(λ) and H(χ
λ
) = {λ}. When ϕ = ζ, the conclusions
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of the lemma statement all follow from the observations about ζλ in the paragraph preceding the
lemma statement, in view of the fact that w(λ) ≤ λ for all w ∈ W . Lastly take ϕ = ψ. Suppose
[eµ](ψλ) 6= 0, with λ =
∑
i∈I aiωi. In the notation of the paragraph preceding the lemma, we have∏
i∈I
∏ai
j=1 dωi,µ
(j)
i
6= 0 only if each µ(j)i ≤ ωi. But then µ =
∑
i∈I
∑ai
j=1 µ
(j)
i ≤
∑
i∈I aiωi = λ.
This is an equality if and only if each µ
(j)
i = ωi, whence [e
λ](ψλ) =
∏
i∈I
∏ai
j=1 dωi,ωi = 1. So,
ht(ψλ) = ht(λ) and H(ψλ) = {λ}.
Weyl bialternants, monomial W -symmetric functions, and elementary W -symmetric
functions for reducible roots systems. For the record, here is what χ
λ
, ζλ, and ψλ look like
when Φ is reducible. Say Φ = Φ1 ∪q · · · ∪q Φk is reducible with each Φi irreducible, with lattice
of weights Λ written Λ1 ⊕ · · · ⊕ Λk and W ∼= W1 × · · · ×Wk as before. Let Ri enlarge Z[Λi] as
above, and see that there are natural isomorphisms R ∼= Ri× · · · ×Rk, Z[Λ] ∼= Z[Λ1]× · · · ×Z[Λk],
and Z[Λ]W ∼= Z[Λ1]W1 × · · · × Z[Λk]Wk . Write λ ∈ Λ+ as λ = λ1 + · · ·λk with each λi ∈ Λ+i . It
follows from the definitions that the Φ-Weyl bialternant χΦ
λ
is χΦ1
λ1
· · ·χΦk
λk
, where χΦi
λi
is the Φi-Weyl
bialternant corresponding to the dominant weight λi ∈ Λ+i . In a similar way, ζΦλ =
∏k
i=1(ζ
Φi
λi
) and
ψΦλ =
∏k
i=1(ψ
Φi
λi
).
Finiteness of Weyl bialternants, and some consequences. Our definition of Weyl bialter-
nant leaves open the question of why this member of R is also in the group ring Z[Λ]. This result
is an obvious consequence of the following theorem. Of course, this result depends on the finiteness
of the root system Φ. This is accounted for in the proof with our use of the mesh size estimate dΦ,
which has the property that for all ν ∈ Λ, 〈ν, %∨〉 > 0 if and only if 〈ν, %∨〉 ≥ dΦ.
Theorem 2.9 (Finiteness Theorem) Let ν ∈ Λ+. Then 1A(eν+%) is a well-defined member of
R. Let φ ∈ spanZ{A(eλ+ν+%)}λ∈Λ+ , so φ is a Weyl alternant. Let χ :=
φ
A(eν+%) , so χ is the unique
member of R such that A(eν+%)χ = φ. Then χ is in Z[Λ]W .
Proof. In §2 of [Stem2], Stembridge observes that the multivariate ring of formal power series
Z[[e−αi | i ∈ I]] is a subring of R. So now consider e−(ν+%)A(eν+%) = ∑w∈W det(w)ew(ν+%)−(ν+%).
Since w(ν + %) ≤ ν + % for all w ∈ W , then the latter sum of the previous sentence is in
Z[[e−αi | i ∈ I]]. Also, since w(ν + %) = ν + % if and only if w is the identity in W , it follows
that [e0](e−(ν+%)A(eν+%)) = 1. In particular, the constant term of e−(ν+%)A(eν+%) is a unit in Z.
By standard facts about multivariate rings of formal power series, it follows that e−(ν+%)A(eν+%)
has an inverse f in Z[[e−αi | i ∈ I]], so eν+%f ∈ R is an inverse for A(eν+%) in R.
Here is how we can conclude that χ is W -invariant if we can show that χ is in the group ring Z[Λ]:
Apply w ∈W to both sides of the equationA(eν+%)χ = φ. Then get det(w)A(eν+%)w.χ = det(w)φ,
whence A(eν+%)w.χ = φ. Therefore w.χ = χ for all w ∈ W . Note that this argument does not
work if we only know χ ∈ R since the W -action on the group ring does not naturally extend to R.
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To complete the proof it suffices to show that φ is divisible by A(eν+%). If φ = 0, the result is
trivial. So suppose φ 6= 0. We will prescribe an algorithm for rewriting φ that will terminate in an
expression for φ that is divisible by A(eν+%).
As our first step, set φ(0) := φ, and write φ(0) :=
∑
λ∈Λ+
f
(0)
λ A(eλ+ν+%) for integers {f (0)λ }λ∈Λ+ .
Now let
φ(1) := φ(0) −
∑
λ ∈ Λ+ with
λ + ν + % ∈ H(φ(0))
f
(0)
λ ζλA(eν+%).
If φ(1) = 0, then we stop, since now φ = φ(0) =
∑
λ ∈ Λ+ with
λ + ν + % ∈ H(φ(0))
f
(0)
λ ζλA(eν+%), which is clearly
divisible by A(eν+%). Otherwise, if φ(1) 6= 0, then note that φ = φ(0) is divisible by A(eν+%)
if φ(1) is. Now for i = 0, 1, choose λi dominant and such that λi + ν + % ∈ H(φ(i)), so that
ht(φ(i)) = 〈λi + ν + %, %∨〉 > 0. Now clearly ht(φ(0)) > ht(φ(1)), so therefore ht(φ(0)) − ht(φ(1)) =
〈λ0 − λ1, %∨〉 > 0. But this means that 〈λ0 + λ1, %∨〉 ≥ dΦ. That is, ht(φ(0)) ≥ ht(φ(1)) + dΦ.
Repeat this procedure, where at the kth step (k ≥ 1) we have
φ(k) = φ(k−1) −
∑
λ ∈ Λ+ with
λ + ν + % ∈ H(φ(k−1))
f
(k−1)
λ ζλA(eν+%).
The procedure terminates at this step if φ(k) = 0, because then φ(k−1) is divisible by A(eν+%)
and so, in turn, are each of φ(k−2), . . . , φ(1), and φ(0) = φ. On the other hand, if φ(k) 6= 0,
then as before we obtain that ht(φ(k−1)) ≥ ht(φ(k)) + dΦ and that φ(k−1) is divisible by A(eν+%)
if φ(k) is. Then we repeat the procedure for a (k + 1)st step. At the kth step we know that
ht(φ) = ht(φ(0)) ≥ ht(φ(1)) + dΦ ≥ ht(φ(2)) + 2dΦ ≥ · · · ≥ ht(φ(k)) + kdΦ, so therefore the
procedure must terminate in no more than bht(φ)/dΦc steps.
Corollary 2.10 Let λ ∈ Λ+. (1) Then we have χ
λ
∈ Z[Λ]W , so in particular for all ν ∈ Λ and
w ∈W we have dλ,w(ν) = dλ,ν . (2) Also, χλ =
∑
ν ∈ Λ+
with ν ∈ Π(λ)
dλ,νζν , and Π̂(χλ) ⊆ Π(λ). In particular,
dλ,µ 6= 0 only if µ ∈ Π(λ).
Proof. In view of Theorem 2.9, (1) is obvious. For (2), note that for each µ ∈ Λ, there is a unique
ν ∈ Λ+ for which µ = w(ν) (Lemma 13.2.A of [Hum1]). From this fact and the fact that dλ,ν =
dλ,w(ν) for all w ∈ W and ν ∈ Λ+ we obtain: χλ =
∑
µ∈Λ
dλ,µe
µ =
∑
ν∈Λ+
dλ,ν
(
1
|Wν |
∑
w∈W
ew(ν)
)
=∑
ν∈Λ+
dλ,νζν . By Lemma 2.8, dλ,ν 6= 0 only if ν ≤ µ. Then χλ =
∑
ν∈Λ+,ν≤λ
dλ,νζν . Therefore,
Π̂(χ
λ
) ⊆
⋃
ν∈Λ+,ν≤λ
Π̂(ζν) =
⋃
ν∈Λ+,ν≤λ
Wν = Π(λ), from which it follows that dλ,µ 6= 0 only if
µ ∈ Π(λ).
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A recurrence for the Φ-Kostka numbers. The following recurrence for the Φ-Kostka num-
bers as weight multiplicities for semisimple Lie algebra representations is due to Freudenthal, and in
that context it is known as “Freudenthal’s multiplicity formula” (FMF). We derive it here without
the context of Lie algebra representation theory.
Theorem 2.11 Let λ ∈ Λ+. Then for all µ ∈ Λ, we have:
(||λ+ %||2 − ||µ+ %||2)dλ,µ = 2
∑
α∈Φ+
∑
k≥1
〈α, µ+ kα〉dλ,µ+kα.(6)
The numbers {dλ,µ}µ∈Λ are uniquely determined by the recurrence of equation (6) together with
the conditions that dλ,µ = 0 when µ 6∈ Π(λ) and that dλ,λ = 1.
The proof we give below closely follows the proof of a q-analog of equation (6) derived by Lansky
in [Lan], although at q = 1 the argument simplifies a bit. As an alternative, one can simply take
q = 1 in Lansky’s q-analog, but some work is required to simplify that result to get equation
(6). The argument given below nicely illustrates a typical generating function technique, namely
“differentiating” both sides of the identity (4) defining χ
λ
.
Before giving the proof, we note precisely in what sense the above formula recursively determines
the Φ-Kostka numbers. By Lemma 2.8, dλ,µ = 0 if µ 6≤ λ, so on the right-hand side of (6) there
are at most a finite number of weights of the form µ + kα such that dλ,µ+kα 6= 0. Also, for any
µ ∈ Π(λ) with µ 6= λ, it is the case that ||λ + %||2 − ||µ + %||2 > 0 by Lemma 13.4.C of [Hum1].
Moreover, by Proposition 2.1.2, we have µ < λ, so λ−µ = ∑i∈I kiαi for some nonnegative integers
ki which are not all zero. For such µ, declare the “depth” of µ in Π(λ) to be the quantity
depth(µ) :=
∑
i∈I
ki = 〈λ− µ, %∨〉 = ht(λ)− ht(µ),
which is a positive integer since µ < λ. Of course, for each α ∈ Φ+ and each integer k ≥ 1, if
µ + kα ∈ Π(λ), then depth(µ + kα) < depth(µ). Then from the starting point of dλ,λ = 1 (cf.
Lemma 2.8), we can therefore induct on depth(µ) and use (6) to determine dλ,µ for all µ ∈ Π(λ).
So, (6) uniquely determines those dλ,µ for which µ ∈ Π(λ) and µ 6= λ. However, the recursive
procedure breaks down when µ < λ with ||λ+ %||2 − ||µ+ %||2 = 0. Indeed, it is easy to check that
this problematic situation occurs (for example) when µ = w0(λ+ %)− %. So, by itself equation (6)
falls short of uniquely determining all the Φ-Kostka numbers. But in view of Corollary 2.10, we
have dλ,µ = 0 if µ 6∈ Π(λ). In Corollary 2.12 below we show that dλ,µ 6= 0 if and only if µ ∈ Π(λ),
and in this case we must have dλ,µ > 0.
Proof of Theorem 2.11. Consider ZR := Z[Λ]⊗ZR. We define an operator ∆ : ZR −→ ZR by the
rule ∆(
∑
µ∈Λ cµe
µ) =
∑
µ∈Λ ||µ||2cµeµ. Check that ∆(A(eλ+%)) = ||λ+ %||2A(eλ+%) for all λ ∈ Λ+.
Also note that ∆(χ
λ
) =
∑
µ∈Λ ||µ||2dλ,µeµ. In applying ∆ to equation (4), we need to know how
∆ acts on products.
Let ∇ : ZR −→ E ⊗ ZR be given by ∇(
∑
µ∈Λ cµe
µ) =
∑
µ∈Λ cµµ ⊗ eµ. Define the pairing
(·, ·) : E⊗ZR ×E⊗ZR −→ ZR by the rule (λ1 ⊗ eµ1 , λ2 ⊗ eµ2) := 〈λ1, λ2〉eµ1+µ2 . Now confirm the
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following product rules applied to f, g ∈ ZR:
∇(fg) = (∇f) (g) + (f) (∇g)
∆(fg) = (∆f) (g) + 2(∇f,∇g) + (f) (∆g)
Let f := A(e%) and g := χ
λ
. Then ∆(fg) = ∆(A(eλ+%)) = ||λ + %||2A(eλ+%) = ||λ + %||2(fg),
with the latter equality following from equation (3). By the product rule, ∆(fg) = (∆f) (g) +
2(∇f,∇g) + (f) (∆g) = ||%||2(fg) + 2(∇f,∇g) + f∑µ∈Λ ||µ||2dλ,µeµ. Thus: ∑µ∈Λ(||λ + %||2 −
||µ||2−||%||2)dλ,µeµ = 2f−1(∇f,∇g). We need to simplify the right-hand side of the latter identity.
For any S ⊆ Φ+, define hS :=
∏
β∈Φ+\S(1 − e−β). By Weyl’s denominator formula, f = e%h∅.
Also, h−1∅ hS =
∏
β∈S(1 − e−β)−1. Using the product rule applied to k-fold products, we get
∇f = ∇(e%∏α∈Φ+(1− e−α)) = %⊗ e%h∅ +∑α∈Φ+ α⊗ e%−αh{α}. So:
2f−1(∇f,∇g) = 2e−%h−1∅
(
%⊗ e%h∅ +
∑
α∈Φ+
α⊗ e%−αh{α},
∑
µ∈Λ
dλ,µµ⊗ eµ
)
= (2%⊗ e0,
∑
µ∈Λ
dλ,µµ⊗ eµ) + 2
( ∑
α∈Φ+
α⊗ e−α(1− e−α)−1,
∑
µ∈Λ
dλ,µµ⊗ eµ
)
=
∑
µ∈Λ
2〈%, µ〉dλ,µeµ + 2
( ∑
α∈Φ+
∑
k≥1
α⊗ e−kα,
∑
µ∈Λ
dλ,µµ⊗ eµ
)
=
∑
µ∈Λ
2〈%, µ〉dλ,µeµ + 2
∑
µ∈Λ
∑
α∈Φ+
∑
k≥1
〈α, µ〉dλ,µeµ−kα
=
∑
µ∈Λ
2〈%, µ〉dλ,µeµ + 2
∑
µ∈Λ
∑
α∈Φ+
∑
k≥1
〈α, µ+ kα〉dλ,µ+kαeµ,
where the latter is obtained by reindexing. Combine this last expression with the identity from the
previous paragraph to get∑
µ∈Λ
(||λ+ %||2 − ||µ||2 − 2〈%, µ〉 − ||%||2)dλ,µeµ = 2
∑
µ∈Λ
∑
α∈Φ+
∑
k≥1
〈α, µ+ kα〉dλ,µ+kαeµ.
Equate coefficients of the eµ’s to get equation (6). That the recurrence (6) together with the
conditions in the theorem statement uniquely the numbers {dλ,µ} follows from the discussion in
the paragraph preceding the proof.
Corollary 2.12 Let λ ∈ Λ+. Then for all µ ∈ Λ we have dλ,µ ≥ 0, and moreover dλ,µ > 0 if and
only if µ ∈ Π(λ). In particular, Π̂(χ
λ
) = Π(λ).
Proof. In view of Corollary 2.10, it suffices to show that for each ν ∈ Π(λ) ∩ Λ+, dλ,ν > 0. We
do so by inducting on the quantity depth(ν) = ht(λ) − ht(ν), which is a nonnegative integer. For
ν ∈ Π(λ) ∩ Λ+ with depth(ν) = 0, then necessarily ν = λ. In this case dλ,ν = 1. Now say dλ,η > 0
for all η ∈ Π(λ) ∩ Λ+ with depth(η) < depth(ν). Apply Theorem 2.11 to ν:
(||λ+ %||2 − ||ν + %||2)dλ,ν = 2
∑
α∈Φ+
∑
k≥1
〈α, ν + kα〉dλ,ν+kα.
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On the left-hand side, the quantity ||λ + %||2 − ||ν + %||2 is positive by Lemma 13.4.C of [Hum1].
On the right hand side, it is easy to see that each 〈α, ν + kα〉 > 0 since ν ∈ Λ+. Now suppose
ν+kα ∈ Π(λ) for some k > 0 and α ∈ Φ+. Then ν+kα = w(η) for some w ∈W and η ∈ Π(λ)∩Λ+.
So ν < ν + kα = w(η) ≤ η. This implies that dλ,η > 0 (by the induction hypothesis) and that
dλ,ν+kα = dλ,η (since χλ is W -invariant). So we only need to show that ν + kα ∈ Π(λ) for some
k > 0 and α ∈ Φ+. Since ν < λ, then ν is not maximal in Π(λ) by Proposition 2.1.2. But then
by Proposition 2.1.5, it must be the case that for some i ∈ I we have ν + αi = ξ ∈ Π(λ). Thus
dλ,ν > 0, completing the induction argument.
Basis results. The following proposition gives sufficient conditions for a set {φλ}λ∈Λ+ to be a
basis for the ring of W -symmetric functions. To show that {φ
λ
} is a spanning set, we prescribe
an algorithm for writing any nonzero W -symmetric function χ as a Z-linear combination of the
φλ’s that essentially inducts on the height ht of W -symmetric functions. Such induction is possible
since if ht(χ) > ht(χ′) then ht(χ)− ht(χ′) ≥ dΦ (our mesh size estimate).
Proposition 2.13 Suppose {φλ}λ∈Λ+ ⊂ Z[Λ]W satisfies: (1) φ0 = e0 and for all λ ∈ Λ+, [eλ](φλ) =
1; and (2) For all λ, ν ∈ Λ+, if ht(ν) ≥ ht(λ) and ν ∈ Π̂(φλ), then ν = λ. Then {φλ}λ∈Λ+ is a
Z-basis for Z[Λ]W . Moreover, if for some W -symmetric function χ we have χ =
∑
λ∈Λ+ cλφλ and if
for some ν ∈ Λ+ we have cν 6= 0, then ht(ν) ≤ ht(χ).
Proof. Say ϕ =
∑
λ∈Λ+ cλφλ =
∑
µ∈Λ fµe
µ with at least one but at most finitely many cλ’s
nonzero. Pick ν ∈ Λ+ with cν 6= 0 and such that ht(ν) = max{ht(λ) | cλ 6= 0}. Then by (2),
ν ∈ Π̂(φλ) for some λ ∈ Λ+ only if λ = ν. It follows from (1) that fν = cν [eν ](φν) = cν , so ϕ 6= 0.
This shows independence of the set {φλ}λ∈Λ+ .
To show that the Z-span of {φλ}λ∈Λ+ is all of Z[Λ]W , we first establish the following claim (*): If
χ =
∑
µ∈Λ bµe
µ and χ′ := χ−∑λ∈H(χ) bλφλ = ∑µ∈Λ b′µeµ are nonzero W -symmetric functions, then
ht(χ′) < ht(χ) and moreover b′ν 6= 0 for ν ∈ Λ+ only if ν ∈ Π̂(χ). Indeed, suppose b′ν 6= 0 for some
ν ∈ Λ+. Then (i) bν 6= 0 or (ii) [eν ](φλ) 6= 0 for some λ ∈ H(χ). In case (i), then ν ∈ Π̂(χ) so by
definition ht(ν) ≤ ht(χ). Supposing ν ∈ H(χ), then ν 6∈ Π̂(φν′) for all ν ′ 6= ν in H(χ) by condition
(2). But then [eν ](φν) = 1 by condition (1), which would give us b
′
ν = bν−bν [eν ](φν) = 0. Therefore
ν 6∈ H(χ), so ht(ν) < ht(χ). In case (ii), ν ∈ Π̂(φλ) and hence ht(ν) ≤ ht(λ). If ht(ν) = ht(λ),
then ν = λ by condition (2), but then as in case (i) before we would get b′ν = bν − bν [eν ](φν) = 0.
Therefore ht(ν) < ht(λ) = ht(χ). Based on the results of these two cases, we conclude that
ht(ν) < ht(χ) for each ν ∈ Λ+ such that b′ν 6= 0, and therefore that ht(χ′) < ht(χ) as desired.
Now suppose χ =
∑
µ∈Λ bµe
µ is a nonzero W -symmetric function. We provide an algorithm for
expressing χ as
∑
λ∈Λ+ cλφλ for some integers cλ with only finitely many nonzero. Let χ
(0) := χ
with b
(0)
µ := bµ and set χ
(1) := χ(0) −∑λ∈H(χ) b(0)λ φλ = ∑µ∈Λ b(1)µ eµ for some integers b(1)µ . If
χ(1) = 0, then we are done. Else, by (*) we have ht(χ(1)) < ht(χ(0)) and ν ∈ Π̂(χ(0)) if b(1)ν 6= 0
for some ν ∈ Λ+. Now ht(χ(0))− ht(χ(1)) is at least dΦ > 0. So as we continue this procedure, we
will reach some χ(k) = χ(k−1)−∑λ∈H(χ(k−1)) b(k−1)λ φλ with χ(k) = b(k)0 e0 for some integer b(k)0 . Now
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e0 = φ0 by condition (1), so we now have χ as a Z-linear combination of the φλ’s. Also, for each i
with 1 ≤ i ≤ k and each nonzero b(i)ν with ν ∈ Λ+ we have ht(ν) < ht(χ). Since b(0)ν 6= 0 for some
ν ∈ Λ+ only if ν ∈ H(χ), then ht(ν) = ht(χ). This shows that any nonzero W -symmetric function
χ can be written as
∑
λ∈Λ+ cλφλ with cλ 6= 0 only if ht(λ) ≤ ht(χ).
An amenable basis for Z[Λ]W is any Z-basis {φλ}λ∈Λ+ that satisfies the two conditions of Propo-
sition 2.13. It is easy to see that the monomial W -symmetric functions are an amenable basis for
the ring of W -symmetric functions. In Theorem 2.14 we argue that the Weyl bialternants and the
elementary W -symmetric functions are amenable bases as well.
Theorem 2.14 (Basis Theorem) The Weyl bialternants {χ
λ
}λ∈Λ+ , the monomial W -symmetric
functions {ζλ}λ∈Λ+ , and the elementary W -symmetric functions {ψλ}λ∈Λ+ are amenable bases for
Z[Λ]W . The latter result means that the fundamental W -symmetric functions {χωi}i∈I are an
algebraic basis for Z[Λ]W , so Z[Λ]W is isomorphic to the polynomial ring in n variables over Z.
Proof. It suffices to check conditions (1) and (2) from Proposition 2.13 for each of the sets
{ζλ}λ∈Λ+ , {χλ}λ∈Λ+ , and {ψλ}λ∈Λ+ . First consider {ζλ}. For condition (1), ζ0 = e0 follows from
the definitions, and [eλ](ζλ) = 1 follows from Lemma 2.8. For condition (2), say ν ∈ Π̂(ζλ) with
ht(ν) ≥ ht(λ). Now ν ∈ Π̂(ζλ) means ν = w(λ) for some w ∈ W , hence ν ∈ Π(λ). Then ν ≤ λ,
hence ht(ν) ≤ ht(λ). So ht(ν) = ht(λ). The only way this can happen in Π(λ) is if ν = λ. Second
consider {χ
λ
}. For condition (1), dλ,λ = 1 by Lemma 2.8. Since Π(0) = {0}, then by Corollary
2.12, it follows that χ0 =
∑
µ∈Π(0) d0,µe
µ = d0,0e
0 = e0. For condition (2), suppose ht(ν) ≥ ht(λ)
and ν ∈ Π̂(χ
λ
) for some ν, λ ∈ Λ+. Note that Π̂(χ
λ
) = Π(λ), so Proposition 2.1 applies. Then
ν ∈ Π(λ) implies that ν ≤ λ, and therefore ht(ν) ≤ ht(λ). So ht(ν) = ht(λ). The only way this
can happen in Π(λ) is if ν = λ. Next consider {ψλ}. Now [eλ](ψλ) = 1 by Lemma 2.8, and ψ0 = e0
by convention. This establishes condition (1). For (2), suppose ht(ν) ≥ ht(λ) and ν ∈ Π̂(ψλ) for
some ν, λ ∈ Λ+. If λ = ∑i∈I aiωi, then we have ν = ∑i∈I∑aij=1 ν(j)i , where each ν(j)i ∈ Π(ωi).
Then ht(ν) =
∑
i∈I
∑ai
j=1 ht(ν
(j)
i ) ≤
∑
i∈I
∑ai
j=1 ht(ωi) = ht(λ). So ht(ν) = ht(λ). It follows that
ht(ν
(j)
i ) = ht(ωi) for each i ∈ I and 1 ≤ j ≤ ai. Therefore we must have ν(j)i = ωi, so ν = λ.
Two involutions. The following involutions of the group ring are sometimes useful. Let ∗ be
the involution of Z[Λ] induced by (eµ)∗ = e−µ. Similarly, define ./ to be the involution of Z[Λ]
induced by (eµ)./ = ew0(µ). These are the dualizing and bow tie involutions, respectively. Note that
while Z[Λ] is closed under ∗ and ./, R is not. The next result says how these involutions interact
with the ring of Weyl symmetric functions.
Proposition 2.16 Let λ ∈ Λ+. Then χ∗
λ
= χ−w0(λ) and χ
./
λ
= χ
λ
. In particular, ∗ is an involution
of Z[Λ]W and ./ restricts to the identity on Z[Λ]W .
Proof. For any ν ∈ Λ+, we have A(eν+%)∗ = ∑det(w)e−w(ν+%) = ∑det(w · w0)e−w·w0(ν+%) =∑
det(w ·w0)ew(−w0(ν)+%) = det(w0)
∑
det(w)ew(−w0(ν)+%) = det(w0)A(e−w0(ν)+%), where each sum
is over all w ∈W . Then applying ∗ to both sides of A(e%)χ
λ
= A(eλ+%) we get: det(w0)A(e%)χ∗λ =
det(w0)A(e−w0(λ)+%), or simply A(e%)χ∗λ = A(e−w0(λ)+%). Therefore χ∗λ = χ−w0(λ) . Similarly,
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A(eν+%)./ = det(w0)A(eν+%) for any ν ∈ Λ+. Then we have A(eν+%) = det(w0)A(eν+%)./ =
det(w0)A(e%)./χ./λ = A(eν+%)χ./λ , so χ./λ = χλ . The claims of the last sentence of the proposition
follow from the fact that {χ
λ
}λ∈Λ+ is a basis for Z[Λ]W .
Specializations of Weyl bialternants. The next result, and particularly its part (1), has
important consequences for the combinatorics of splitting posets, cf. Proposition 4.7.
Theorem 2.17 (Specializations) Let λ ∈ Λ+. Then:
(1) The three quantities of the following identity are indeed equal and are a symmetric
polynomial whose degree is the nonnegative integer 2〈λ, %∨〉:
q〈λ,%
∨〉∑
µ∈Λ
dλ,µq
〈µ,%∨〉 =
∑
µ∈Λ
dλ,µq
〈µ+λ,%∨〉 =
∏
α∈Φ+(1− q〈λ+%,α
∨〉)∏
α∈Φ+(1− q〈%,α∨〉)
.
(2) We have:
∑
µ∈Λ
dλ,µ =
∏
α∈Φ+〈λ+ %, α∨〉∏
α∈Φ+〈%, α∨〉
.
The proof is below. The formula of part (2) of Theorem 2.17 is known as the “Weyl dimension
formula” since it records the dimension of a related irreducible semisimple Lie algebra representa-
tion. This Lie theory connection is discussed in more detail at the end of this section. The quantity∑
µ∈Λ dλ,µq
〈µ,%∨〉 from (1) can be viewed as χ
λ
=
∑
µ∈Λ dλ,µe
µ specialized by eωi 7→ q〈ωi,%∨〉. In
[Pan], the q-polynomials of (1) are termed “Dynkin polynomials.” In [Ram], the latter identity of
(1) is called the “quantum dimension formula.”
Problem 2.18 For families of Weyl bialternants, provide a combinatorial proof of the unimodality
of their associated Dynkin polynomials. This seems to be a difficult problem, even in very special
cases. For example, a combinatorial proof of the unimodality of the Dynkin polynomial associated
with the fundamental An-bialternant χωk – which is just a q-binomial coefficient – was only first
obtained in the late 1980’s by O’Hara ([O]; see also [Zeil]). A proof of unimodality using Lie algebra
representation theory is noted below.
Proof of Theorem 2.17. For (1), note that by by parts (2) and (3) of Proposition 2.1, we have
〈µ + λ, %∨〉 ∈ {0, 1, 2, . . . , l} for all µ ∈ Π(λ), where l = 〈λ + λ, %∨〉 and 0 = 〈w0(λ) + λ, %∨〉. So,
the left-hand side is a polynomial in q of the claimed degree. For 0 ≤ k ≤ l, let Dk := {µ ∈
Π(λ) | 〈µ+ λ, %∨〉 = k}. So we can write
∑
µ∈Π(λ)
dλ,µq
〈µ+λ,%∨〉 =
l∑
k=0
Dkq
k, with Dk :=
∑
µ∈Dk
dλ,µ. We
know dλ,µ = dλ,w0(µ), so to show symmetry of the polynomial coefficients (i.e. Dk = Dl−k for all
0 ≤ k ≤ l) it suffices to show that w0(Dk) = Dl−k for all 0 ≤ k ≤ l. Now for all ν ∈ Λ, it is easy
to check that 〈ν, %∨〉 = 〈−w0(ν), %∨〉. Then for µ ∈ Dk we calculate: 〈w0(µ) + λ, %∨〉 = 〈w0(µ) −
w0(λ), %
∨〉 = 〈w0(µ − λ), %∨〉 = 〈λ − µ, %∨〉 = 2〈λ, %∨〉 − 〈µ + λ, %∨〉 = l − k. So, w0(Dk) ⊆ Dl−k.
Since this is true for all 0 ≤ k ≤ l, then w0(Dl−k) ⊆ Dk as well, so w0(Dk) = Dl−k. Then symmetry
of the q-polynomial follows. To complete the proof of (2), we need to work with the group ring Z[E],
where W acts as before and we define A(eu) := ∑w∈W det(w)ew(u) for any u ∈ E. For any v ∈ E,
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the mapping Ψv : Z[E] −→ R[[q]] with Ψv(eu) = q〈u,v〉 extends uniquely to a ring homomorphism.
It is easy to check that for all u, v ∈ E, Ψv(A(eu)) = Ψu(A(ev)). Since %∨ is half the sum of the
positive coroots in the dual root system Φ∨, then A(e%∨) =
∏
α∈Φ+
(eα
∨/2 − e−α∨/2) by Theorem 2.3.
Then
∑
µ∈Λ dλ,µq
〈µ,%∨〉 = Ψ%∨(χλ) = Ψ%∨(A(eλ+%))/Ψ%∨(A(e%)) = Ψλ+%(A(e%
∨
))/Ψ%(A(e%∨)) =∏
α∈Φ+(q
〈λ+%,α∨/2〉 − q−〈λ+%,α∨/2〉)/∏α∈Φ+(q〈%,α∨/2〉 − q−〈%,α∨/2〉). Simplify to obtain the identity
in the proposition statement. For (2), evaluate (1) at q = 1.
Example 2.19: The An case. In this extended example we explicitly show how in case An
the bases {χ
λ
}, {ζλ}, and {ψλ} (indexed by dominant weights) for the W -symmetric function
ring are related respectively to the bases of Schur functions, monomial symmetric functions, and
elementary symmetric functions for the ring of symmetric functions in n+ 1 variables. Throughout
the example, we take I = {1, . . . , n} as our index set for simple roots and fundamental weights.
From the generators-and-relations description of the associated Weyl group W , it is easily seen
that W coincides with the symmetric group Sn+1 on n+1 letters when we identify the Weyl group
generator si (i ∈ I) with the symmetric group transposition (i, i+ 1).
Many quantities of interest will be indexed by sequences of nonnegative integers. If p = (pi)
n+1
i=1
and q = (qi)
n+1
i=1 are two such sequences, then p+q is their componentwise sum in the usual way. Call
p a partition if p1 ≥ p2 · · · ≥ pn+1 ≥ 0, and set |p| :=
∑n+1
i=1 pi. If q is another partition, we write
q/p if q1 + · · ·+qi ≤ p1 + · · ·+pi for 1 ≤ i ≤ n+1. For 1 ≤ k ≤ n+1, set 1k := (1, . . . , 1, 0, . . . , 0), a
partition with k leading 1’s. Then for any nonnegative integer a we have a1k = (a, . . . , a, 0, . . . , 0).
The notation 1 means 1n+1.
The symmetric group W ∼= Sn+1 acts naturally on the polynomial ring Z[z1, . . . , zn+1] via the
rule that generator si transposes the variables zi and zi+1. The subring Z[z1, . . . , zn+1]W of W -
invariant polynomials is just the ring of symmetric functions in n + 1 variables. For a sequence
p = (p1, . . . , pn+1) of nonnegative integers, the monomial z
p is defined to be zp11 · · · zpn+1n+1 . Set
weight(p) :=
∑
i∈I(pi − pi+1)ωi. For the ring homomorphism Θ : Z[z1, . . . , zn+1] −→ Z[Λ] induced
by zi
Θ7→ eωi−ωi−1 (where ω0 := 0 =: ωn+1), observe that Θ(zp) = eweight(p). The mapping Θ is
easily seen to be surjective.
Obviously the ideal 〈z1z2 · · · zn+1− 1〉 resides in ker(Θ). We will argue for equality of these sets,
but first a little bookkeeping. Any f ∈ Z[z1, · · · , zn+1] can be written uniquely as f =
∑
p cpz
p for
some integers cp, where the sum is over all sequences p = (p1, . . . , pn+1) of nonnegative integers. It
is easy to see that for two such sequences, weight(q) = weight(q′) if and only if there is some integer
k ≥ max{−q1, · · · ,−qn+1} such that q′j = qj + k for each 1 ≤ j ≤ n + 1. Moreover, amongst the
q′ sequences, exactly one has the property that some q′j = 0. Let Z be the set of all nonnegative
integer sequences p = (p1, · · · , pn+1) such that some pj = 0. Now observe that weight : Z −→ Λ
is a bijection. Then, we can write f =
∑
p∈Z z
p(
∑
k≥0 cp+k1z
k1), where at most a finite number
of the cp+k1’s are nonzero. So, Θ(f) =
∑
µ∈Λ(
∑
k≥0 cp+k1)e
µ, where in the second summation p
is the unique element of Z such that weight(p) = µ. Suppose now that Θ(f) = 0. Then for each
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p ∈ Z , we have ∑k≥0 cp+k1 = 0. So for each such p, it follows that 1 is a root of the polynomial∑
k≥0 cp+k1Z
k, where Z is some indeterminate, and therefore that Z − 1 is a factor. In particular,
z1z2 · · · zn+1− 1 is a factor of each
∑
k≥0 cp+k1z
k1 in the expression f =
∑
p∈Z z
p(
∑
k≥0 cp+k1z
k1).
That is, f ∈ 〈z1z2 · · · zn+1 − 1〉.
It is easy to see that the mapping Θ preserves the W -action. Therefore Θ(Z[z1, . . . , zn+1]W ) ⊆
Z[Λ]W . We wish to show that the latter subset containment is an equality. To this end, define
a mapping a on Z[z1, . . . , zn+1] by the rule a(f) :=
∑
w∈W sgn(w)w.f , where sgn(w) = det(w)
is 1 (respectively −1) if as a permutation w is even (resp. odd). Then for any partition p =
(p1, . . . , pn+1), we have
a(zp) = det(z
pj
i )
n+1
i,j=1.
Let r := (n, n− 1, . . . , 1, 0), so Θ(zr) = e%. The classical definition of Schur functions sets
sp :=
a(zp+r)
a(zr)
.
See for example [Stan2] §7.15 for a justification that sp ∈ Z[z1, . . . , zn+1]W . Since Θ(a(zp+r)) =
A(Θ(zp+r)) = A(eweight(p)+%), then it follows that Θ(sp) = χweight(p) . Since the set {χweight(p)} (indexed
by partitions p) is the full set of Weyl bialternants in Z[Λ]W , then Θ(Z[z1, . . . , zn+1]W ) = Z[Λ]W .
Let Θ := Θ|Z[z1,...,zn+1]W . So Θ is a surjective ring homomorphism from Z[z1, . . . , zn+1]W onto
Z[Λ]W and has kernel 〈z1 · · · zn+1 − 1〉 ∩ Z[z1, . . . , zn+1]W .
For the partition p = (p1, . . . , pn+1), the monomial symmetric function mp is
∑
zq, where the
sum is over all distinct permutations q of the (n + 1)-element sequence p. It is easy to see that
Θ(mp) = ζweight(p). See [Stan2] Ch. 7 for arguments that the Schur functions {sp} and monomial
symmetric functions {mp} are bases for Z[z1, . . . , zn+1]W . Indeed, there it is shown that we may
write sp =
∑
qKp,qmq, where the sum is over all partitions q = (q1, . . . , qn+1) and the “Kostka
number” Kp,q is the number of semistandard (i.e. column-strict) tableaux of shape p with entries
from the set {1, 2, . . . , n+ 1} and having q1 1’s, q2 2’s, etc.
For any integer 1 ≤ k ≤ n + 1, let ek :=
∑
1≤i1<···<ik≤n+1
zi1 · · · zik . A consequence of the above
description of Schur functions as Z-linear combinations of monomial symmetric functions is that
ek = s1k . It follows that Θ(ek) = χωk for k ∈ I. (Of course, Θ(en+1) = Θ(z1 · · · zn+1) = 1.) For any
sequence a = (a1, . . . , an+1) of nonnegative integers set e
a := ea11 · · · ean+1n+1 , an elementary symmetric
function. Then we have Θ(ea) = ψλ, where λ =
∑
i∈I aiωi. That the set {ea} of elementary
symmetric functions is a basis for Z[z1, . . . , zn+1]W is sometimes called the Fundamental Theorem
of Symmetric Functions, cf. Theorem 7.4.4 of [Stan2].
For any λ =
∑
i∈I aiωi ∈ Λ, let λ̂ be the (n + 1)-element sequence (
∑n
j=i aj)
n+1
i=1 , so in par-
ticular λ̂n+1 = 0. Let S := spanZ{sλ̂}λ∈Λ+ , i.e. the integer linear span of Schur functions in-
dexed by all partitions q = (q1, . . . , qn, qn+1) where qn+1 = 0. We claim that S is a subring of
Z[z1, . . . , zn+1]W and that Θ|S is a ring isomorphism from S onto Z[Λ]W . Indeed, consider the
product sµ̂sν̂ =
∑
p c
p
µ̂,ν̂sp, where the sum is over all partitions p = (p1, . . . , pn+1). The integers
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cpµ̂,ν̂ are the Littlewood-Richardson coefficients, and by Theorem A1.3.3 of [Stan2], c
p
µ̂,ν̂ counts cer-
tain semistandard tableaux of skew shape p/µ̂ and type ν̂. In particular, the number of n + 1’s
appearing in any of those tableaux must be ν̂n+1 = 0. This means that the shape corresponding
to p can have no more than n parts, i.e. pn+1 = 0. Thus the product sµ̂sν̂ is in S. Observe that
S ∩ 〈z1 · · · zn+1 − 1〉 = {0} (we cannot factor z1· · ·zn+1 out of any sλ̂), so that Θ|S is one-to-one.
Since it is clearly onto as well, then Θ|S is a ring isomorphism from S onto Z[Λ]W , as claimed.
For any dominant weight λ
∑
i∈I aiωi, let a(λ) = (a1, a2, . . . , an, 0). The subring generated by
{ea(λ)}λ∈Λ+ is in S, since each elementary symmetric function is a product of Schur functions
ek = s1k where 1 ≤ k ≤ n. Since Θ|S (ea(λ)) = ψλ and {ψλ}λ∈Λ+ is a Z-basis for Z[Λ]W , then
{ea(λ)}λ∈Λ+ is a Z-basis for S. However, {mλ̂}λ∈Λ+ does not in general span S. For example, when
n = 1, we can write s(2,0) = m(2,0) + m(1,1), but m(1,1) is not expressible as a Z-linear combination
of {m(k,0)}k≥0.
We would like to understand the relationship between Kostka numbers in the usual sense and
the An-Kostka numbers. For any dominant weight λ =
∑
i∈I aiωi, let p := λ̂. Let P(p) :=
{partitions q with Kp,q 6= 0}. It is well-known that Kp,q 6= 0 for the partition q if and only
|q| = |p| and q / p. We also set W (λ) := {ν ∈ Λ+ | ν ≤ λ}. Now Θ(sp) = Θ
 ∑
q∈P(p)
Kp,qmq
 =∑
q∈P(p)
Kp,qζweight(q) =
∑
ν∈W (λ)
dλ,νζν . In particular, weight : P(p) −→ W (λ) is a surjective set
mapping. It is easy to see that when weight(q) = weight(q′) with |q| = |q′|, then q = q′, and
hence that this set mapping is injective. To describe the inverse (weight|P(p))−1, we begin with an
observation that involves straightforward computations: A weight ν =
∑
biωi is in W (λ) if and
only if (1) bi ≥ 0 for all i ∈ I, (2)
∑j
i=1 i(n + 1 − j)(ai − bi) +
∑n
i=j+1 j(n + 1 − i)(ai − bi) ≥ 0
for all j ∈ I, and (3) ∑ji=1 i(n + 1 − j)(ai − bi) + ∑ni=j+1 j(n + 1 − i)(ai − bi) is divisible by
n + 1 for some j ∈ I (in which case it can be shown that this quantity is divisible by n + 1 for
all j ∈ I). In this case, we have λ − ν = ∑i∈I ki(ν)αi where the nonnegative integers ki(ν) are
given by 1n+1
[∑j
i=1 i(n+ 1− j)(ai − bi) +
∑n
i=j+1 j(n+ 1− i)(ai − bi)
]
. With this in mind, we
define partitionλ : W (λ) −→ P(p) by the rule partitionλ(ν) = ν̂ + kn(ν)1. Using conditions (1),
(2), and (3), it is straightforward to argue that partitionλ(ν) ∈ P(p) for each ν ∈ W (λ) and that
partitionλ = (weight|P(p))−1. (More generally, one can see that a weight µ =
∑
biωi is in Π(λ) if and
only if the above conditions (2) and (3) hold. Then λ − µ = ∑i∈I ki(ν)αi where the nonnegative
integers ki(µ) are given by the same formula as above. Then partitionλ is a bijective mapping from
Π(λ) to the set of nonnegative integer sequences q = (q1, . . . , qn+1) for which the coefficient of z
q in
sp is nonzero, and its inverse is the weight mapping.) For all q ∈P(p) and ν ∈ W (λ), we therefore
obtain that Kp,q = dλ,ν if and only if weight(q) = ν if and only partitionλ(ν) = q. In this way, we
have an interpretation of the nonnegative integers dλ,ν as a count of combinatorial objects.
32
Next we give some remarks on inverse images under Θ. The following facts about the preimages
of χ
λ
, ζλ, and ψλ under Θ are straightforward.
Θ
−1
(χ
λ
) ∩ {sp| partitions p} = {sλ̂+k1}k≥0 = {mk1sλ̂}k≥0
Θ
−1
(ζλ) ∩ {mp| partitions p} = {mpartitionλ′ (λ) |λ ≤ λ′ ∈ Λ+} = {mk1mλ̂}k≥0
Θ
−1
(ψλ) ∩ {ea| nonnegative integer sequences a} = {ea(λ)ekn+1}k≥0 = {mk1ea(λ)}k≥0
Next, for λ ∈ Λ+, consider the subgroup Lλ := {φ ∈ Z[Λ] | Π̂(φ) ⊆ Π(λ)} of Z[Λ]. Using an
inductive argument as in the proof of Proposition 2.13, one can see that its subgroup LWλ of W -
invariants is spanned by those monomial W -symmetric functions ζν for which ν ∈ W (λ). We define
a group homomorphism Ψλ : Lλ −→ Z[z1, . . . , zn+1] by requiring that Ψλ(eµ) := zpartitionλ(µ) for
each µ ∈ Π(λ) and extending Z-linearly. Since the partitionλ mapping is injective, then Ψλ is as well.
Its inverse is Θ|Ψλ(Lλ). One can also check that Ψλ preserves the W -action, so that Ψλ(LWλ ) ⊂
Z[z1, . . . , zn+1]W . Of course, Ψλ(ζν) = mpartitionλ(ν) for all ν ∈ W (λ). In summary, the subring
S of Z[z1, . . . , zn+1]W explored above nicely correlates certain Schur functions with the An-Weyl
bialternants and certain elementary symmetric functions with the elementary An-Weyl symmetric
functions. On the other hand, the subring S does not so nicely correlate monomial symmetric
functions with monomial An-Weyl symmetric functions; however, the subgroups Ψλ(L
W
λ ) do.
We close this discussion with some remarks about Weyl symmetric function analogs of other
standard symmetric functions. We do not know of a general Weyl symmetric function analog of
the complete homogeneous symmetric functions. In classical symmetric function theory, a so-called
“skew” Schur function sp/q is defined as
∑
cpq,nsn, where the sum is over all partitions n and c
p
q,n
is a Littlewood-Richardson coefficient. An obvious analog of skew Schur functions in the general
Weyl symmetric function setting would be to define χ
λ/ν
:=
∑
µ∈Λ+ c
λ
µ,νχµ , where the c
λ
µ,ν ’s are the
product decomposition coefficients from the identity χ
λ
χµ =
∑
ν∈Λ+ c
λ
µ,νχν . We do not know how
well these or related objects have been studied.
Interactions with Lie algebra representation theory. So far we have required no Lie
algebra representation theory. However, some combinatorial questions about Weyl bialternants and
W -symmetric functions are naturally addressed in that context. For example, while a combinatorial
proof of unimodality of all Dynkin polynomials has not yet been discovered (cf. Problem 2.18), there
is an algebraic proof, see Corollary 2.22 below.
Weyl’s character formula (WCF), as stated in Proposition 2.20 below, is a crucial point of con-
tact between W -symmetric function theory and Lie algebra representation theory. Theorems 2.7
and 2.11 allow us to conclude almost immediately that Weyl’s character formula is equivalent to
Kostant’s multiplicity formula (KMF) for weight space dimensions and Freudenthal’s multiplicity
formula (FMF) for weight space dimensions, a fact we record below as Proposition 2.20. The termi-
nology and notation we use to set up and state the next several results borrow from the discussion
of supporting graphs in §4 (see also [Don4]). Let g be a complex finite-dimensional semisimple
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Lie algebra associated with the root system Φ and the given choice of simple roots. Let V be
a complex finite-dimensional g-module. The character of the representation V is defined to be
char(V ) :=
∑
µ∈Λ(dimVµ)e
µ.
Proposition 2.20 Fix λ ∈ Λ+. Let V (λ) be an irreducible finite-dimensional g-module with
highest weight λ. Then the following are equivalent:
(WCF) char(V (λ)) = χ
λ
, so for all µ ∈ Λ, dimV (λ)µ = dλ,µ.
(KMF) For all µ ∈ Λ, dimV (λ)µ =
∑
w∈W det(w)P(w(λ)− µ+ w(%)− %).
(FMF) For all weights µ not in Π(λ), we have dimV (λ)µ = 0. We have dimV (λ)λ = 1,
and for all µ ∈ Π(λ) with µ < λ we have
(||λ+ %||2 − ||µ+ %||2) dimV (λ)µ = 2
∑
α∈Φ+
∑
k≥1
〈α, µ+ kα, 〉 dimV (λ)µ+kα.
Proof. Theorem 2.7 shows WCF ⇐⇒ KMF. Theorem 2.11 shows WCF ⇐⇒ FMF.
So once any one of the Lie theoretic assertions WCF, KMF, or FMF from Proposition 2.20 has
been established, we automatically have all of them. Of course, these results are classical and
well-known:
Theorem 2.21 Each of the equivalent statements of Proposition 2.20 is true.
For a proof of WCF, see §24 of [Hum1] or §25 of [FH]. Weyl’s original analytic proof is reca-
pitulated in §26 of [FH]. In [Stem2], Stembridge uses combinatorial methods to construct certain
graphs related to crystal bases. Weight generating functions for these graphs are Weyl bialternants
on the one hand, but on the other hand, since they are related to crystal bases, they are characters
for the associated irreducible g-module. WCF is an immediate consequence of this reasoning. We
give a new version of this result in §7. The equivalence of WCF and KMF appears to have been first
observed by Cartier [Cart]. Kostant’s original Lie-representation-theoretic proof did not use WCF,
see [Kos]. FMF was first derived using Lie representation theoretic (as opposed to W -symmetric
function) techniques, for such a proof see for example §22 of [Hum1].
The following unimodality corollary of WCF is attributed to Dynkin [Dyn], although the partic-
ular argument given below, which makes use of a “principal three-dimensional subalgebra,” is due
to Proctor [Proc3].
Corollary 2.22 (Unimodality Theorem) The symmetric Dynkin polynomial of Theorem 2.17.1
is unimodal.
Proof. Our notation borrows from the discussion of supporting graphs in §4. Let V (λ) be
an irreducible g-module with maximal vector of (dominant) weight λ. The Chevalley generators
{xi,yi,hi}i∈I for g respect the given choice of simple roots. For each i ∈ I, let ci := 2〈ωi, %∨〉,
and set x :=
∑
cixi, y :=
∑
yi, and h :=
∑
cihi, with each sum over all i ∈ I. It follows readily
that [x,y] = h. From the identity
∑
i∈I ciMji = 2 it follows that [h,x] = 2x and [h,y] = −2y.
Therefore the Lie subalgebra s of g spanned by {x,y,h} is isomorphic to sl(2,C).
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We use the notation V ′ when regarding V (λ) to be an s-module under the induced action. Then
by basic sl(2,C) representation theory (cf §7 of [Hum1]), we get that V ′ = ⊕lj=1 V ′(kj) for some
positive integer l and some nonnegative integers kj (1 ≤ j ≤ l), where V ′(kj) is an irreducible
sl(2,C)-module with highest weight kj ∈ Z≥0. From Theorem 7.2 of [Hum1], m ∈ Π(kj) if and only
if m ∈ {−kj ,−kj+2, . . . , kj−2, kj}, in which case the m-weight space for V ′(kj) is one-dimensional.
Let m ∈ Z, and let V ′m be the m-weight space for the s-module V ′. From the structure of sl(2,C)-
modules as described in §7 of [Hum1], we see that dim(V ′m) = |{j | 1 ≤ j ≤ l,m ∈ Π(kj)}|. Therefore
dim(V ′m−2) ≤ dim(V ′m) if m ≤ 0 and dim(V ′m) ≥ dim(V ′m+2) if m ≥ 0.
Any weight basis for the g-module V (λ) is also a weight basis for the s-module V ′. Moreover,
for any µ ∈ Λ, check that if v ∈ Vµ, then h.v = 2〈µ, %∨〉v. Therefore dim(V ′m) =
∑
dim(V (λ)µ) =∑
dλ,µ, where the two summations are over all µ for which 2〈µ, %∨〉 = m, and where we invoke WCF
in that latter equality. Say for some such µ that dλ,µ 6= 0. Then 2〈µ, %∨〉 is an integer. Moreover,
µ ∈ Π(λ) means that w0(λ) ≤ µ ≤ λ. In particular, see that −2〈λ, %∨〉 ≤ 2〈µ, %∨〉 ≤ 2〈λ, %∨〉 and
that 2〈µ, %∨〉 has the same parity as 2〈λ, %∨〉. Then,
dim(V ′) = dim(V ′−2〈λ,%∨〉) + dim(V
′
−2〈λ,%∨〉+2) + · · ·+ dim(V ′2〈λ,%∨〉−2) + dim(V ′2〈λ,%∨〉),
where the terms on the right-hand side form a unimodal sequence. For any p ∈ {0, 1, 2, . . . , 2〈λ, %∨〉},
then dim(V ′−2〈λ,%∨〉+2p) =
∑
dλ,µ, where the sum on the right-hand side is over all µ ∈ Λ with
2〈µ, %∨〉 = −2〈λ, %∨〉 + 2p, i.e. over all µ ∈ Λ with 〈µ + λ, %∨〉 = p. But this is precisely the
coefficient of qp in the Dynkin polynomial of Theorem 2.17.1. Therefore the said Dynkin polynomial
is unimodal.
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§3. Edge-colored posets and MΦ-structured posets.
This section furnishes the combinatorial language and poset prerequisite results needed for our
discussion of splitting posets in subsequent sections. At the outset, none of the W -symmetric
function theory from §2, beyond the initial definitions, is used. Later, we begin making connections
between the combinatorial structures of this section and the material of the previous section. It
seems safe for readers to browse the definitions and results given here and refer back to this section
as needed later on. From here on, all graphs and posets are assumed to be finite unless stated
otherwise.
Some language and notation. Our combinatorial conventions here largely follow §2 of
[ADLMPPW] and [Don9]. Let I be any set. An edge-colored directed graph with edges colored
by the set I is a directed graph R with vertex set V(R) and directed-edge set E(R) together with a
function edgecolorR : E(R) −→ I assigning to each edge of R an element (“color”) from the set
I. If an edge s→ t in R is assigned color i ∈ I, we write s i→ t. For i ∈ I, we let Ei(R) denote the
set of edges in R of color i, so Ei(R) = edgecolor−1R (i). All such directed graphs in this monograph
will be taken to have no multiple edges between nodes and no loops. A path in R from x to y is
a sequence P = (x = x0,x1, . . . ,xk = y) wtih colors (ij)kj=1 and such that for 1 ≤ j ≤ k we have
either xj−1
ij→ xj or xj ij→ xj−1. This path has length k, and we allow paths to have length 0. For
any i ∈ I, we let ai(P) := |{j ∈ {1, 2, . . . , k} |xj−1 ij→ xj in P and ij = i}| (a count of “ascending”
edges of color i in the path) and di(P) := |{j ∈ {1, 2, . . . , k} |xj ij→ xj−1 in P and ij = i}| (a count
of “descending” edges of color i).
If J is a subset of I, remove all edges from R whose colors are not in J ; connected components
of the resulting edge-colored directed graph are called J-components of R. For any t in R and any
J ⊆ I, we let compJ(t) denote the J-component of R containing t. The dual R∗ is the edge-colored
directed graph whose vertex set V(R∗) is the set of symbols {t∗}t∈R together with colored edges
Ei(R∗) := {t∗ i→ s∗ | s i→ t ∈ Ei(R)} for each i ∈ I. Let Q be another edge-colored directed graph
with edge colors from I. Regarding R and Q to have disjoint vertex sets, then the disjoint sum
R ⊕Q is the edge-colored directed graph whose vertex set is the disjoint union V(R) ∪q V(Q) and
whose colored edges are Ei(R) ∪q Ei(Q) for each i ∈ I. We denote by R∪Q the edge-colored directed
graph with V(R∪Q) := V(R)∪V(Q) and Ei(R∪Q) := Ei(R)∪Ei(Q) for each i ∈ I. If V(Q) ⊆ V(R)
and Ei(Q) ⊆ Ei(R) for each i ∈ I, then Q is an edge-colored subgraph of R. Let R ×Q denote the
edge-colored directed graph whose vertex set is the Cartesian product {(s, t)|s ∈ R, t ∈ Q} and
with colored edges (s1, t1)
i→ (s2, t2) if and only if s1 = s2 in R with t1 i→ t2 in Q or s1 i→ s2
in R with t1 = t2 in Q. Two edge-colored directed graphs are isomorphic if there is a bijection
between their vertex sets that preserves edges and edge colors. If R is an edge-colored directed
graph with edges colored by the set I, and if σ : I −→ I ′ is a mapping of sets, then we let Rσ
be the edge-colored directed graph with edge color function edgecolorRσ := σ ◦ edgecolorR. We
call Rσ a recoloring of R. Observe that (R∗)σ ∼= (Rσ)∗. Suppose I indexes a set of simple roots
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for a root system Φ as in §2. The permutation σ0 discussed there is related to the longest Weyl
group element w0. The σ0-recolored dual R
./ is the edge-colored directed graph (Rσ0)∗ ∼= (R∗)σ0 .
More colloquially, we sometimes call R./ the bow tie of R. (Elsewhere, we have denoted this poset
by the notation R4 rather than R./. We now prefer the bow tie symbol “./” because its Z2 ⊕ Z2
symmetry group is suggestive of the two independent involutive processes being used to obtain R./
from R.) The following observations are straightforward.
Lemma 3.1 Up to poset isomorphism, the Cartesian product × and the disjoint sum ⊕ are
commutative and associative binary operations, and × distributes over ⊕. Both × and ⊕ interact
with ∗, σ, and ./ in the natural way (i.e. (R1 ×R2)∗ ∼= R∗1 ×R∗2, (R1 ⊕R2)σ ∼= Rσ1 ⊕Rσ2 , etc). The
dual ∗ and the bow tie ./ operations are involutions.
Identify a partially ordered set R with its Hasse diagram, that is, the directed graph whose
edges depict the covering relations for the poset: for elements s and t in R the directed edge
s → t means that s < t and if s ≤ x ≤ t then s = x or x = t. Via the Hasse diagram,
terminology that applies to directed graphs will be applied to posets (connected, edge-colored,
dual, etc). We say R is ranked if there exists a surjective function ρ : R −→ {0, 1, . . . , l} such
that ρ(s) + 1 = ρ(t) whenever s → t; in this case ρ is a rank function, ρ(x) is the rank of any
element x in R, and the number l is the length of R with respect to ρ. This ranked poset is
rank symmetric if |ρ−1(i)| = |ρ−1(l − i)| for all i ∈ {0, 1, . . . , l}. It is rank unimodal if there is
an m such that |ρ−1(0)| ≤ |ρ−1(1)| ≤ · · · ≤ |ρ−1(m)| ≥ |ρ−1(m + 1)| ≥ · · · ≥ |ρ−1(l)|. It has a
symmetric chain decomposition or SCD if there exist chains R1, . . . , Rk in R such that (1) as a
set R = R1 ∪q · · · ∪q Rk (disjoint union), and (2) for 1 ≤ i ≤ k, if xi and yi are respectively the
minimal and maximal elements of the chain Ri, then ρ(yi) + ρ(xi) = l and ρ(yi) − ρ(xi) is the
length of Ri. Each Ri is a symmetric chain for the SCD. If R has an SCD, then one can see that
R is rank symmetric and rank unimodal. Define the rank generating function for a ranked poset R
to be RGF(R, q) :=
∑l
i=0 |ρ−1(i)|qi =
∑
x∈R q
ρ(x).
A lattice L is a poset for which any two given elements x and y of L have a (unique) least upper
bound, denoted x ∨ y and called their join, and a (unique) greatest lower bound, denoted x ∧ y
and called their meet. Such a lattice is necessarily connected and has a unique maximal element
max(L) and a unique minimal element min(L). This lattice is modular by definition if and only if
L is ranked and ρ(x ∧ y) + ρ(x ∨ y) = ρ(x) + ρ(y) for any x,y ∈ L. The lattice L is distributive if
and only if meets distribute over joins and vice-versa; that is, x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z) and
x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z) for any given x,y, z ∈ L. Any distributive lattice is modular, but
not all modular lattices are distributive.
In a distributive lattice L, an element x is a join irreducible if x covers exactly one other element
of L. Let j(L) be the set of join irreducible elements of L with partial order induced by L; we call
j(L) the poset of join irreducibles of L. Now let P be a poset. A subset X from P is an order ideal
if, for any x ∈ X and any x′ in P with x′ ≤ x, we have x′ ∈ X . Let J(P ) be the set of order ideals
from P partially ordered by subset containment. Since meets and joins in J(P ) are (respectively)
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just intersections and unions of sets, it is easy to see that J(P ) is a distributive lattice. What is
sometimes called The Fundamental Theorem of Finite Distributive Lattices asserts that for any
distributive lattice L and any poset P we have:
J
(
j(L)
)
is isomorphic to L, and j
(
J(P )
)
is isomorphic to P.
Now suppose L is a distributive lattice whose edges are colored by I. Assign color i to a join
irreducible x if i is the color of the edge beneath x. We denote the resulting vertex-colored poset
of join irreducibles by jcolor(L). Now, for any poset P that is vertex-colored by I, note that there
is a covering relation X → Y in J(P ) if and only if X ⊂ Y and there exists some y ∈ Y \ X such
that Y = X ∪ {y}. If j is the color of the vertex y, then assign color j to the edge X → Y in
the distributive lattice J(P ). We denote the resulting edge-colored distributive lattice by Jcolor(P ).
Now, Jcolor(P ) has the property that in any “diamond” of colored edges, parallel edges have the
same colors; that is, if rr
r r 
@
@
 k l
i j
is an edge-colored subgraph of the order diagram of Jcolor(P ), then
i = l and j = k. We say the distributive lattice Jcolor(P ) is diamond-colored. The following is
a colorized version of The Fundamental Theorem of Finite Distributive Lattices: Assume that a
poset P is vertex-colored by I, that a distributive lattice L is edge-colored by I, and that L is
diamond-colored. Then:
Jcolor
(
jcolor(L)
)
is isomorphic to L, and jcolor
(
Jcolor(P )
)
is isomorphic to P,
where these isomorphisms preserve colors as well as poset structure.
For the remainder of this section, R is a ranked poset whose Hasse diagram edges are colored by
a set I. We let ρi(x) denote the rank of an element x in R within its i-component compi(x) and
li(x) denote the length of compi(x). We use δi(x) to denote the quantity li(x)− ρi(x), and we set
mi(x) := 2ρi(x)− li(x) = ρi(x)− δi(x). For J ⊆ I, x is J-prominent if δj(x) = 0 for all j ∈ J , and
x is J-maximal (respectively J-minimal) if for any edge x
i→ y (resp. y i→ x) in R we have i 6∈ J .
When J = I, we simply call such x “prominent,” “maximal” or etc.
For this paragraph, the elements of R will be denoted by v1, . . . , vn, so n = |R|. For an integer
k ≥ 0, let ∧k(R) denote the set of all k-element subsets of the vertex set of R. If k > n, then∧k(R) = ∅. If k = 0 or k = n then ∧k(R) is a set with one element. For s, t ∈ ∧k(R), write s i→ t
if and only if s and t differ by exactly one element in the sense that (s − t, t − s) = ({vp}, {vq})
and vp
i→ vq in R. Use the notation
∧k(R) to refer to this edge-colored directed graph, which we
call the kth exterior power of R. Similarly let Sk(R) denote the set of all k-element multisubsets of
the vertex set of R and define colored, directed edges s
i→ t between elements of Sk(R). Call Sk(R)
the kth symmetric power of R. It can be shown that
∧k(R) and Sk(R) are ranked posets whose
covering relations are the colored, directed edges prescribed in this paragraph.
Fibrous posets and a connection with symmetric chain decompositions. If for some
i ∈ I, all i-components of R are chains, then we say R is i-fibrous. If R is i-fibrous for all i ∈ I,
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then we say R is fibrous. The following lemma straightforwardly connects the fibrous property with
symmetric chain decompositions.
Lemma 3.2 With R as above (but not necessarily fibrous), fix an edge color i ∈ I. Suppose R′
is ranked and edge-colored by I as well, and is i-fibrous. Let ρ′i denote the color i rank function
on R′, and similarly use the notation δ′i, l
′
i. Set m
′
i := ρ
′
i − δ′i = 2ρ′i − l′i. Suppose that R = R′ as
sets. Suppose that for all x,y in R we have x
i→ y in R if x i→ y in R′. Also suppose that for all
x ∈ R we have mi(x) = m′i(x). Let C be the i-component compi(x) of some x ∈ R. Let C1, . . . , Ck
be the collection of i-components in R′ which contain some element of C. Then C1, . . . , Ck are the
symmetric chains for a symmetric chain decomposition of C.
Proof. Obviously each Cj is a chain in R′. Moreover C ⊇ C1 ∪q · · · ∪q Ck since edges in R′ are also
edges in R. Clearly C ⊆ C1 ∪q · · · ∪q Ck. Now let xj be the minimum element and yj the maximum
element of Cj in R′. Since edges in R′ are also edges in R, then l′i(xj) = ρi(yj) − ρi(xj), which
is also δ′i(xj). Then ρi(xj) − δi(xj) = mi(xj) = m′i(xj) = ρ′i(xj) − δ′i(xj). So ρi(xj) + ρi(yj) =
δi(xj) − δ′i(xj) + ρi(yj) = δi(xj) − ρi(yj) + ρi(xj) + ρi(yj) = li(xj), which is the length of the
i-component C in R. Therefore we have a symmetric chain decomposition C = C1 ∪q · · · ∪q Ck.
So, one way to demonstrate that a ranked poset P has a symmetric chain decomposition is
to realize P as an i-component of some ranked and edge-colored poset that contains an i-fibrous
subposet in the sense of the preceding lemma. This might not be as far-fetched as it sounds: There
are many “splitting posets” (this term is defined in §4 below) that naturally contain crystal graphs
(which are indeed fibrous) as subposets in the manner prescribed above. That said, for all of the
examples of this phenomenon that we know of, the i-components of the “parent” splitting poset
can be seen much more directly to possess symmetric chain decompositions. For instance, in many
such cases the i-components are products of chains.
Posets interacting with roots, weights, and the Weyl group. For the remainder of this
section, R is a ranked poset with edges colored by I, an index set of cardinality n for a choice of
simple roots for a finite root system Φ as in §2. For any J ⊆ I, we let wtJ : R −→ ΛΦJ be the
function given by wtJ(x) =
∑
j∈J mj(x)ω
J
j for all x ∈ R. Call wtJ(x) the J-weight of x. When
J = I, we write wt for wtI . Note that wtJ(x) is just the projection (wt(x))J of wt(x) onto ΛΦJ .
The weight generating function for R is WGF(R) :=
∑
x∈R
ewt(x), an element of the group ring Z[Λ].
By collecting like terms, we can rewrite WGF(R) as
∑
µ∈Λ
Cµ(R)e
µ, where Cµ(R) is the nonnegative
integer size of the set {x ∈ R |wt(x) = µ}. We observe the following.
Lemma 3.3 Let each of R, R1, and R2 be ranked posets with edges colored by the index set
I for our chosen basis of simple roots for Φ. Then WGF(R1 ⊕ R2) = WGF(R1) + WGF(R2),
WGF(R1 ×R2) = WGF(R1)WGF(R2), WGF(R∗) = WGF(R)∗, and WGF(R./) = WGF(R)./.
Proof. It follows easily from the definitions that WGF(R1 ⊕ R2) = WGF(R1) + WGF(R2). In
R1 × R2, note that ρi(x1,x2) = ρi(x1) + ρi(x2) and δi(x1,x2) = δi(x1) + δi(x2). So mi(x1,x2) =
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mi(x1) + mi(x2), and therefore wt(x1,x2) = wt(x1) + wt(x2). Then for any µ ∈ Λ, Cµ(R1 ×
R2) =
∑
(Cν1(R1)Cν2(R2)), where the latter sum is over all weights ν1, ν2 such that ν1 + ν2 = µ.
The identity WGF(R1 × R2) = WGF(R1)WGF(R2) follows. Since we have wt(x∗) = −wt(x) for
all x ∈ R, then Cµ(R∗) = C−µ(R). It follows that WGF(R∗) = WGF(R)∗. Setwise, we can
write R./ = {x./ |x ∈ R}. Then for all x ∈ R, we can see that mi(x./) = −mσ0(i)(x), so that
wt(x./) = w0(wt(x)). Then Cµ(R./) = Cw0(µ)(R), so therefore WGF(R
./) = WGF(R)./.
Given the Cartan matrix MΦ associated with our choice of simple roots for the root system Φ,
we say R is MΦ-structured if it has the following property: wt(s) + αi = wt(t) whenever s
i→ t
in R, or equivalently (by Lemma 3.4) for all j ∈ I, mj(s) + Mij = mj(t) whenever s i→ t in R.
If R is MΦ-structured, then R is MΦJ = M
J structured for each J ⊆ I; note that WGF(R)|J =∑
x∈R
ewt
J (x) ∈ Z[ΛΦJ ].
Lemma 3.4 Let R be a ranked poset with edges colored by the index set I for our chosen basis
of simple roots for Φ. Let x,y ∈ R. (1) If J ⊆ I, then for each j ∈ J , mj(x) = 〈wtJ(x), α∨j 〉.
(2) If R is connected and MΦ-structured, and if wt(x) = wt(y), then x and y have the same rank
in R. (3) Say Q is another ranked poset with edges colored by I, and suppose both Q and R are
MΦ-structured. Then R ⊕Q, R ×Q, R∗, R./ are MΦ-structured as well. (4) For any nonnegative
integer k,
∧k(R) and Sk(R) are MΦ-structured.
Proof. Part (1) is an immediate consequence of the definitions. For (2), since R is connected,
we can take a path P = (x = x0,x1, . . . ,xk = y) such that for 1 ≤ j ≤ k we have either
xj−1
ij→ xj or xj ij→ xj−1. Now
∑
i∈I ai(P) counts the number of “upward” steps in the path from
x to y, and
∑
i∈I di(P) counts the number of “downward” steps. Since R is MΦ-structured, then
wt(x) +
∑
i∈I(ai(P) − di(P))ωi = wt(y), hence
∑
i∈I(ai(P) − di(P))ωi = 0. Then ai(P) = di(P)
for each i ∈ I. So ∑i∈I ai(P) = ∑i∈I di(P), and hence x and y have the same rank. The results
in part (3) of the lemma statement follow from the proof of Lemma 3.3.
For (4), we only show that
∧k(R) has the M -structure property; since the argument that Sk(R)
is M -structured is similar to the the argument for the kth exterior power, we omit the details of
that proof. For any s ∈ ∧k(R), define µi(s) := ∑vj∈smi(vj), where mi(vj) = ρi(vj) − δi(vj) is
calculated in R for each vj . Then define µ(s) := (µi(s))i∈In . First, note that if s
i→ t in ∧k(R), then
(s−t, t−s) = ({vp}, {vq}) with vp i→ vq in R. Then mj(vp)+Mij = mj(vq) in R. It now follows that
µj(s)+Mij =
(∑
vr∈smj(vr)
)
+Mij = mj(vp)+Mij +
∑
vr 6=vpmj(vr) = mj(vq)+
∑
vr 6=vpmj(vr) =∑
vr∈tmj(vr) = µj(t). From this it follows that µ(s) +M
(i) = µ(t).
Now suppose s = r0
i1→ r1 i2→ r2 i3→ · · · ip→ rp = s in
∧k(R). Then µ(s) = µ(s) +∑i∈In aiM (i),
where ai counts the number of times there is an edge of color i in our given path from s to itself.
So,
∑
i∈In aiM
(i) = 0. Since M is nonsingular, then the M (i)’s are linearly independent. So each
ai = 0. Hence
∧k(R) is acyclic, so we may define a partial order on ∧k(R) in the following
way: s ≤ t if and only if there is an ‘ascending’ path s = r0 i1→ r1 i2→ r2 i3→ · · · ip→ rp = t
from s to t in
∧k(R). Suppose s i→ t and that s ≤ x ≤ t. So then we have an ascending
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path s = r0
i1→ r1 i2→ · · · iq−1→ rq−1 iq→ rq = x iq+1→ rq+1 iq+2→ · · · ip→ rp = t. In this case we get
M (i) =
∑
i∈In aiM
(i), where ai is as before. Then aj = δij , from which we see that x = s or x = t.
Hence each s
i→ t is a covering relation for the partial order on ∧k(R).
Finally, we show that
∧k(R) is ranked. It suffices to show this on each connected component
of
∧k(R). So let C be such a connected component. An ordered pair of elements (x,y) from∧k(R) is ascending of color i if x i→ y and descending of color i if y i→ x. For a path P =
(s = r0, r1, . . . , rp = t), let ai(P) count the number of ascending pairs of color i in the path P
and di(P) count the number of descending pairs of color i. Let σ(P) :=
∑
i∈In(ai − di). Call this
quantity the signed length of the path P. Define a new relation <C on C by declaring s <C t if
and only if there is a path P from s to t such that σ(P) > 0. Then define ≤C by the rule that
s ≤C t if and only if s <C t or s = t. We claim that ≤C is a partial order on C. Clearly ≤C is
reflexive. Use concatenation of paths to see that ≤C is transitive. Finally, we check that ≤C is
asymmetric. Suppose s ≤C t and t ≤C s. If s 6= t, then s <C t and t <C s. So there is a path P
from s to t for which σ(P) > 0 and a path P ′ from t to s for which σ(P ′) > 0. But now we can
see that µ(s) +
∑
i∈In(ai(P) − di(P))M (i) = µ(t) = µ(s) −
∑
i∈In(ai(P ′) − di(P ′))M (i). By linear
independence of the M (i)’s we conclude that (ai(P)− di(P)) + (ai(P ′)− di(P ′)) = 0 for all i ∈ In.
But then σ(P) = ∑i∈In(ai(P)− di(P)) = −∑i∈In(ai(P ′)− di(P ′)) = −σ(P ′). So σ(P) and σ(P ′)
cannot both be positive. From this contradiction we conclude that s = t. Then ≤C is a partial
order on C.
Now choose x to be a minimal element of C with respect to this partial order. For any s ∈ C,
we declare ρC(s) := σ(P), where P is any path from x to s. We claim that ρC(s) does not depend
on the choice of path from x to s. To see this, suppose Q is another path from x to s. Then from
the facts that µ(x) +
∑
i∈In(ai(P)− di(P))M (i) and µ(x) +
∑
i∈In(ai(Q)− di(Q))M (i), we deduce
that ai(P) − di(P) = ai(Q) − di(Q) for all i ∈ In. Hence σ(P) = σ(Q). Since x is minimal with
respect to the partial order ≤C on C, it must be the case that ρC(s) = 0 for all s ∈ C. Finally,
suppose s
i→ t is a covering relation in ∧k(R) for elements s and t in C. Then any path P from
x to s may be extended via s
i→ t to a path Q from x to t. Then σ(Q) = σ(P) + 1, and hence
ρC(t) = ρC(s) + 1. Then ρC is a rank function for C. It follows that
∧k(R) is ranked.
The weight generating function WGF(R) is in the ring of Weyl symmetric functions Z[Λ]W (i.e.
is W -invariant) if and only if w.WGF(R) = WGF(R) for all w ∈W if and only if Cµ(R) = Csi(µ)(R)
for all i ∈ I and µ ∈ Λ, since the si’s generate W . The W -invariance of WGF(R) is implied by a
number of combinatorial conditions on R, such as the one developed next.
Lemma 3.5 Let R be an MΦ-structured poset such that for each i ∈ I, each i-component of R is
rank symmetric. Then for all J ⊆ I, WGF(R)|J is WJ -invariant.
Proof. For each i ∈ I, construct an involutive correspondence between elements of R as follows: in
each i-component, let τi be a matching of the elements of correspondingly symmetric ranks, so each
x of rank ρi(x) in its i-component is matched with some τi(x) of rank ρi(τi(x)) = li(x)− ρi(x) in
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such a way that τi(τi(x)) = x. This is possible since each i-component of R is rank symmetric. Since
R is MΦ-structured, one can see that wt(τi(x)) = wt(x) + (li(x) − 2ρi(x))αi = wt(x) −mi(x)αi.
But by Lemma 3.4, wt(x) − mi(x)αi = wt(x) − 〈wt(x), α∨i 〉αi, which is just si(wt(x)). Then
si(wt(x)) = wt(τi(x)). Then for all µ ∈ Λ, Cµ(R) = |{x ∈ R|wt(x) = µ}| = |{x ∈ R|wt(τi(x)) =
µ − mi(x)αi}| = |{y ∈ R|wt(y) = si(µ)}| = Csi(µ)(R). Since WGF(R) is W -invariant, then
WGF(R)|J is WJ -invariant for all J ⊆ I.
Weight diagrams, again. The following proposition is a continuation of Proposition 2.1 and
establishes several more poset-theoretic properties of weight diagrams. Of course, the proposition
applies when the saturated set of weights W is Π(λ) for some dominant λ.
Proposition 3.6 Let W ⊂ Λ be a finite saturated set of weights. Regard W to be a subposet of
Λ in the induced order. (1) For µ, ν ∈ W , we have µ → ν in the poset W if and only if for some
i ∈ I we have µ + αi = ν. (2) Regarding W to be edge-colored by the rule from part (1), then
the i-components of W are chains, for each i ∈ I. (3) W is ranked. (4) For any µ ∈ W , we have
wt(µ) = µ, and hence W is an MΦ-structured poset.
Proof. For (1), the proof of Proposition 2.1.5 works here, since that proof only depended on the
property of being saturated. (2) amounts to an observation. For (3), note that it is enough to show
that for any two paths P andQ from µ to ν in the edge-colored posetW , then∑i∈I(ai(P)−di(P)) =∑
i∈I(ai(Q)−di(Q)). This follows from the following computation:
∑
i∈I(ai(P)−di(P))αi = ν−µ =∑
i∈I(ai(Q) − di(Q))αi. For (4), we only need to argue that mi(µ) = 〈µ, α∨i 〉 for each µ ∈ W and
i ∈ I. Let
µ0
i→ · · · i→ µ i→ · · · i→ µ1
be the i-component compi(µ). Since W is saturated, then 〈µ0, α∨i 〉 ≥ −li(µ) and 〈µ1, α∨i 〉 ≤ li(µ).
But 〈µ1, α∨i 〉 = 〈µ0 + li(µ)αi, α∨i 〉 ≥ −li(µ) + 2li(µ) = li(µ). An easy calculation now shows that
〈µ, α∨i 〉 = mi(µ).
From now on, we regard any finite, saturated set of weights to be edge-colored and MΦ-structured
as in Proposition 3.6.
A generalized notion of weight diagram. Our next theorem regards a sort-of generalization
of weight diagrams for MΦ-structured posets, here denoted “Π(R).” This theorem and its corol-
laries will be applied in proofs of some poset-structural results (Proposition 4.7, Theorem 4.16,
Theorem 6.14/Proposition 6.16), will give a weight-theoretic method for calculating ranks within
connected and MΦ-structured posets, and will aid in understanding how weight diagrams behave
under restriction to some J ⊆ I. So, we view this theorem as a very basic and sometimes useful
result about MΦ-structured posets. Some set-up: For an MΦ-structured poset R, denote by Π(R)
the edge-colored directed graph whose elements are {wt(s)}s∈R and with colored directed edges
given by µ
i→ ν whenever there exists an edge x i→ y in R for which wt(x) = µ and wt(y) = ν.
Call Π(R) the weight diagram for R or, generically, a generalized weight diagram. We record some
basic features of Π(R) in the following lemma.
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Lemma 3.7 With R as above, then Π(R) is is the edge-colored Hasse diagram for a ranked poset.
If R is connected, then so is Π(R).
Proof. That Π(R) is connected when R is follows from the definitions. To see that Π(R) is
the Hasse diagram for a ranked poset, we let µ ≤ ν in Π(R) if and only if there exists a path
P = (µ = µ0, . . . , µk = ν) and colors (ij)kj=1 such that for 1 ≤ j ≤ k we have µj−1
ij→ µj . It is easy
to see that ≤ is reflexive and transitive. If µ ≤ ν and ν ≤ µ, then we would have a path from µ to ν
as above and another path Q = (ν = ν0, . . . , νl = µ) from ν to µ such that νj−1
i′j→ νj for 1 ≤ j ≤ l.
Since R is MΦ-structured, then µ =
∑
i∈I ai(Q)ωi + ν =
∑
i∈I ai(Q)ωi +
∑
i∈I ai(P)ωi + µ. It
follows that for each i, the nonnegative integer sum ai(P)+ai(Q) is zero, hence ai(P) = ai(Q) = 0.
Therefore µ = ν.
To show that Π(R) is ranked, it suffices to assume that Π(R) is connected. Let η ∈ Π(R) be any
weight such that ht(η) ≤ ht(wt(t)) for all t ∈ R. Then for any µ ∈ Π(R), let ρ(µ) := ht(µ)−ht(η) =
〈µ − η, %∨〉. Connectedness of Π(R) guarantees that ρ(t) is a nonnegative integer. It is easy now
to check that ρ is a rank function for Π(R).
We more fully investigate the relationship between R and Π(R) in Theorem 3.8 and its corollaries
below. A nonempty setD of prominent elements of R is indomitable in R if for any prominent x ∈ R,
there is some d ∈ D such that wt(x) ≤ wt(d). It is minimally indomitable in R if no proper subset
of D is indomitable. We note that any indomitable set D ′ contains a minimally indomitable subset.
To see this, we simply pare D ′ down as follows. First, form D ′′ from D ′ by removing all d′ ∈ D ′
such that wt(d′) < wt(d′′) for some d′′ ∈ D ′. Then note that ∪q µ∈Π(R){d ∈ D ′′ |wt(d) = µ} is a
set partition of D ′′. Now form a set D from D ′′ by choosing precisely one d from each nonempty
subset in the partition. It is easy to see now that D ⊆ D ′ is minimally indomitable in R. It is also
easy to see that if D1 and D2 are two minimally indomitable sets in R, then |D1| = |D1|.
Theorem 3.8 Let R be MΦ-structured. Suppose N is any set of elements of R such that
wt(n) ∈ Λ+ for each n ∈ N . Then Π(R) =
⋃
n∈N
Π(wt(n)) (an equality of edge-colored directed
graphs) if and only if Π(R) =
⋃
n∈N
Π(wt(n)) (an equality of sets) if and only if D ⊆ N for some
minimally indomitable set D of prominent elements in R.
Our proof of this theorem is straightforward but lengthy, so we have outsourced it to an appendix.
Before we derive some corollaries, we give some remarks. In the theorem statement, one can takeN
to be the set of all maximal elements of R whose weights are dominant, or the set of all prominent
elements of R. Also, it follows from this theorem that Π(R) = Π(λ) for some dominant λ if and only
if each minimally indomitable set D in R is a singleton D = {d} for some d ∈ R with wt(d) = λ.
The following is used in the proof of Corollary 3.10.
Corollary 3.9 Let W ⊂ Λ be finite and saturated, and regard W to be an edge-colored Hasse
diagram as in Proposition 3.6. Let D be the set of maximal elements in W . Then D is precisely
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the set of prominent elements in W and is minimally indomitable, and W =
⋃
λ∈D
Π(λ), an equality
of edge-colored directed graphs.
Proof. First, observe that W = Π(W ) is an equality of edge-colored directed graphs. Now
suppose λ ∈ W is maximal, and let i ∈ I. Since the i-component of λ is a chain, then λ must
be at the top of the chain. It follows that λ is prominent. Since any prominent λ is necessarily
maximal, it follows that D is precisely the set of prominent elements in W . If λ and λ′ are both
prominent, then wt(λ) ≤ wt(λ′) means λ ≤ λ′, in which case maximality of λ means that λ = λ′.
In particular, the set of prominent elements of W is minimally indomitable. The final claim of the
corollary statement now follows from Theorem 3.8.
Corollary 3.10 Let W ⊂ Λ be finite and saturated, and let J ⊆ I. Let C be some J-component
of W . Let D be the set of all maximal elements of C, i.e. the set of all J-maximal elements of W
that are in C. Then C ∼=
⋃
λ∈D
Π(λJ).
Proof. It follows from the definitions that for all µ ∈ C, wtJ(µ) is just the projection µJ . We
now argue that wtJ : C −→ ΛΦJ is injective. Indeed, if µJ = νJ for µ, ν ∈ C, then take a path P
from µ to ν in C. Then µ+∑j∈J(aj(P)− dj(P))αj = ν. Then µJ +∑j∈J(aj(P)− dj(P))αj = νJ ,
so
∑
j∈J(aj(P)− dj(P))αj = 0. So, µ = ν. A similar argument shows that µ
j→ ν in C if and only
if µJ +αj = ν
J . So if we regard wtJ(C) to be an edge-colored directed graph via the rule µJ j→ νJ
if and only if µJ +αj = ν
J , then C ∼= wtJ(C). Observe now that λ ∈ C is maximal if and only if λJ
is maximal in wtJ(C).
We claim that wtJ(C) is saturated as a subset of ΛΦJ . To see this, we let µ =
∑
i∈I miωi be any
weight in C and let α ∈ ΦJ . Since W is saturated, it follows that µ − kα ∈ W if k is any integer
between 0 and 〈µ, α∨〉 (inclusive). Since µ and µ− kα are comparable in W , they are in the same
connected component ofW . Since there is a path from µ to µ−kα inW , and since α ∈ ΦJ is a sum of
{±αj}j∈J , then there is a path in W from µ to µ−kα along edges that are J-colored. In particular,
µ − kα ∈ C, so µJ − kα ∈ wtJ(C). Since α ∈ ΦJ , then α∨ ∈ (ΦJ)∨ = (Φ∨)J , so α∨ =
∑
j∈J kjα
∨
j .
In particular, 〈µ, α∨〉 = 〈∑i∈I miωi,∑j∈J kjα∨j 〉 = 〈∑j∈J mjωJj ,∑j∈J kjα∨j 〉 = 〈µJ , α∨〉. So now
we know that if k is any integer between 0 and 〈µJ , α∨〉 (inclusive), then µJ − kα ∈ wtJ(C).
We are now in the situation of Corollary 3.9, so it follows that C ∼= wtJ(C) =
⋃
λ∈D
Π(λJ).
Corollary 3.11 Let R be MΦ-structured and connected. Let L = {λ ∈ Λ |λ ∈ Π(R) and ht(λ) ≥
ht(wt(x)) for all x ∈ R}. Then s ∈ R has rank zero if and only if w0(wt(s)) ∈ L , and u ∈ R has
maximum rank if and only if wt(u) ∈ L . Now take any λ ∈ L . Then for any t ∈ R, the rank of
t is 〈wt(t)− w0(λ), %∨〉 = 〈wt(t) + λ, %∨〉, and its depth is 〈λ− wt(t), %∨〉 = 〈−w0(λ)− wt(t), %∨〉.
Moreover, R has length 〈λ− w0(λ), %∨〉 = 2〈λ, %∨〉.
Proof. Let D be any minimally indomitable set in R. Suppose s ∈ R has rank zero. Since
wt(s) ∈ Π(R) =
⋃
d∈D
Π(wt(d)), then w0(wt(s)) = wt(u) for some u ∈ R. Suppose ht(wt(x)) >
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ht(w0(wt(s))) for some x ∈ R. Take any path P in R from u to x, which is possible since R is
connected. Then wt(x)−wt(u) = ∑i∈I(ai(P)−di(P))αi, and 0 < ht(wt(x))−ht(wt(u)) = 〈wt(x)−
wt(u), %∨〉 = ∑i∈I(ai(P) − di(P)). Since wt(x) ∈ Π(R) = ⋃
d∈D
Π(wt(d)), then w0(wt(x)) = wt(r)
for some r ∈ R. So, ht(wt(s)) − ht(wt(r)) = 〈wt(s) − wt(r), %∨〉 = −〈w0(wt(x) − wt(u)), %∨〉 =
−〈∑i∈I(ai(P)−di(P))w0(αi), %∨〉 = ∑i∈I(ai(P)−di(P)) > 0. Now take a path Q from r to s in R.
A computation similar to those we have done already will show that wt(s)−wt(r) = ∑i∈I(ai(Q)−
di(Q))αi, and that ht(wt(s))−ht(wt(r)) =
∑
i∈I(ai(Q)−di(Q)). Therefore
∑
i∈I(ai(Q)−di(Q)) is
positive. But this means that the path Q from r to s has more “upward” edges than “downward”
edges, and hence r has rank less than zero, a contradiction. So we conclude that ht(wt(x)) ≤
ht(w0(wt(s))) for all x ∈ R. Since w0(wt(s)) = wt(u) ∈ Π(R), then it follows that w0(wt(s)) ∈ L .
Now suppose w0(wt(s)) ∈ L . Let t ∈ R, and let P be any path in R from s to t. To show that s
has rank zero, it suffices to show that
∑
i∈I(ai(P)−di(P)) ≥ 0. The fact that Π(R) =
⋃
d∈D
Π(wt(d))
means that there exist u,x ∈ R such that w0(wt(s)) = wt(u) and w0(wt(t)) = wt(x). So 0 ≤
ht(wt(u))− ht(wt(x)) = 〈w0(wt(s)− wt(t)), %∨〉 = 〈wt(t)− wt(s), %∨〉 =
∑
i∈I(ai(P)− di(P)).
The argument that u ∈ R has maximum rank if and only if wt(u) ∈ L is similar. So now let
λ ∈ L , and let t ∈ R. We show that the rank of t can be calculated as claimed. So, take s ∈ R
with w0(wt(s)) = λ. Then s has rank zero. If P is any path from s to t, then the rank of t is∑
i∈I(ai(P) − di(P)) = 〈wt(t) − wt(s), %∨〉 = 〈wt(t) − w0(λ), %∨〉 = 〈wt(t) + λ, %∨〉. The latter
equality follows from the fact that 〈λ, %∨〉 = 〈−w0(λ), %∨〉, cf. Proposition 2.1.3. The remaining
claims of the corollary follow from similar computations.
Remarks 3.12 We close this section with the following remarks about weight diagrams and
generalized weight diagrams.
(A) If Π(R) is connected, then R need not be: Consider that Π(S ⊕ S) = Π(S) when S is
connected and MΦ-structured.
(B) Weight diagrams can be “tangled” in the sense of the following examples. In case G2, the set
union of weight diagrams Π(5ω1) ∪ Π(3ω2) with the induced order from Λ is connected and MG2-
structured, and its two maximal elements 5ω1 and 3ω2 have the same rank but different weights.
For the connected and MG2-structured poset Π(7ω1) ∪ Π(4ω2), the two maximal elements have
different ranks.
(C) Let λ ∈ Λ+. By Corollary 3.11, the unique rank function for Π(λ) is given by ρ(µ) =
〈µ− w0(λ), %∨〉 = 〈µ+ λ, %∨〉.
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§4. Splitting posets.
In this section, we bring together the poset perspective of §3 and the theory of Weyl symmetric
functions in §2 and initiate our combinatorial study of Weyl bialternants. We begin with a new
splitting theorem (Theorem 4.1) and a new splitting definition (Definition 4.4) that provide some
specific combinatorial and algebraic context for the kinds of problems we are interested in. The
purpose of the remainder of this section is to begin developing some basic consequences of our
splitting poset definition, to provide some examples, and to begin connecting splitting posets to
other objects in the literature. Before we proceed, we offer a comment on the logical dependence of
the results of this section and those of §2: We do not assume Weyl’s character formula (Theorem
2.21) unless explicitly stated otherwise.
A new splitting theorem. The first result of this section was directly inspired by Theorem
2.4 of [Stem2]. However, for finite systems, our set-up is more general. In a certain sense, this
result gives sufficient conditions for a poset R to split weight multiplicities. This result motivates
the definition of “(J, ν)-splitting poset” a.k.a. “refined splitting poset” in Definition 4.4.
Theorem 4.1 Let R be a ranked poset with edges colored by an index set I for a choice of simple
roots for Φ. Let J ⊆ I, and let ν = ∑j∈J νjωJj ∈ Λ+ΦJ . Suppose that WGF(R)|J is WJ -invariant.
Suppose that there is a subset SJ,ν(R) of R such that ν+wtJ(s) ∈ Λ+ΦJ for all s in SJ,ν(R). Further
suppose that there is a bijection τ : R\SJ,ν(R) −→ R\SJ,ν(R) and a function κ : R\SJ,ν(R) −→ J
such that for all x ∈ R \SJ,ν(R), we have wtJ(τ(x)) = wtJ(x)− (1 + νκ(x) +mκ(x)(x))ακ(x). Then,
χΦJ
ν
·WGF(R)|J =
∑
s∈SJ,ν(R)
χΦJ
ν+wtJ (s)
.
Remarks 4.2. Before we give the proof, first some observations/comments.
(A) The key identity at the end of the theorem statement pertains to each of the splitting, product
decomposition, and branching problems. For more on this, see Definition 4.4/Remark 4.5.D below.
(B) We call κ a vertex-coloring function. While the bijection τ and the vertex-coloring function
κ are both needed in order to make the preceding theorem work, in many situations, some of which
are explored in later sections, only a vertex-coloring function is needed. So, vertex-coloring will be
a crucial feature of our poset-theoretic approach to studying Weyl symmetric functions.
(C) One way to guarantee that WGF(R)|J is WJ -invariant is for R to be MΦJ -structured and for
the j-components of R to be rank symmetric for each j ∈ J , cf. Lemma 3.5.
(D) While the theorem can be useful in the generality with which it is stated for subsets J of I,
for purposes of the proof we lose no generality in assuming that J = I, since the hypotheses of the
theorem allow us to simply ignore all edges with colors in I \ J .
(E) The hypothesis that R is an edge-colored, ranked poset can be relaxed to just the assumption
that R is a set together with a weight-assigning function weightJ : R −→ ΛΦJ such that the group
ring element
∑
x∈R e
weightJ (x) is WJ -invariant; the proof given below would not have to change much
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at all. However, it is more convenient for our purposes to maintain the poset-oriented language of
the theorem statement.
(F) It is sometimes helpful for purposes of specialization to view a given χ
λ
as a function in the
variables zk := e
ωk , for k ∈ I. Then we will use χ
λ
|{zk:=Qk}k∈I to notate the algebraic expression
obtained by replacing each occurrence of each zk := e
ωk with a given quantity Qk.
Proof of Theorem 4.1. As observed above, we lose no generality in assuming that J = I, since
otherwise we can simply remove from the picture all edges with colors not in the set J . Let µ ∈ Λ and
i ∈ I. Then A(eµ) =
∑
w∈W
det(w)ew(µ) =
∑
w∈W
det(w · si)e(w·si)(µ) = −
∑
w∈W
det(w)ew(µ−〈µ,α
∨
i 〉αi) =
−A(eµ−〈µ,α∨i 〉αi). Taking µ = % + ν + wt(x) and combining the previous computation with the
hypothesis that wt(τ(x)) = wt(x) − (1 + νκ(x) + mκ(x)(x))ακ(x), we obtain that A(e%+ν+wt(x)) =
−A(e%+ν+wt(τ(x))). Then using the pairing τ , we compute that ∑x∈R\SI,ν(R)A(e%+ν+wt(x)) =∑
x∈R\SI,ν(R)A(e%+ν+wt(τ(x))) = −
∑
x∈R\SI,ν(R)A(e%+ν+wt(x)), which yields the desired cancelling
of certain terms we will need shortly:
∑
x∈R\SI,ν(R)A(e%+ν+wt(x)) = 0.
In what follows, note how the W -invariance of WGF(R) is used in the initial computation:
A(e%+ν)WGF(R) =
∑
w∈W
(
det(w)ew(%+ν)WGF(R)
)
=
∑
w∈W
(
det(w)ew(%+ν)
(∑
x∈R
ew(wt(x))
))
=
∑
x∈R
(∑
w∈W
det(w)ew(%+ν+wt(x))
)
=
∑
x∈R
A(e%+ν+wt(x))
=
∑
s∈SI,ν(R)
A(e%+ν+wt(s)) +
∑
x∈R\SI,ν(R)
A(e%+ν+wt(x))
=
∑
s∈SI,ν(R)
A(e%+ν+wt(s)).
Divide both sides by A(e%) to get the identity χν ·WGF(R) =
∑
s∈SI,ν(R)
χ
ν+wt(s)
.
Example 4.3 In this example, we take Φ = C2. See Figure C.1 from Appendix C for a picture
of the poset R and some further data. We take J = I = {1, 2}, and ν = 0. The given poset
R is not MC2-structured. With vertices as labelled in the figure, we let SI,0(R) := {max}, and
define the functions τ : R \ SI,0(R) −→ R \ SI,0(R) and κ : R \ SI,0(R) −→ I by the following
tables. Data in the tables confirms the main requirements of the preceding theorem. It follows that
WGF(R) = χC2
2ω1
.
Splitting posets and refined splitting posets. In view of the preceding theorem, we make
the following definition.
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Definition 4.4 We say an MΦ-structured poset R is a splitting poset for a Weyl symmetric
function χ if WGF(R) = χ. A version of this definition that pertains to the product decomposition
and branching problems is as follows: Let J ⊆ I and ν ∈ Λ+ΦJ . A (J, ν)-splitting poset is an MΦ-
structured poset R together with a set SJ,ν(R) for which ν + wtJ(s) ∈ Λ+ΦJ for all s ∈ SJ,ν(R)
and
χΦJ
ν
·WGF(R)|J =
∑
s∈SJ,ν(R)
χΦJ
ν+wtJ (s)
.(7)
A (J, ν)-splitting poset will sometimes more generically be referred to as a refined splitting poset.
Remarks 4.5. Some initial comments on the definition:
(A) We will sometimes use the phrase “splitting poset” as a catch-all for all the kinds of posets
featured in our definition. But most of the time, the phrase “splitting poset” by itself and without
the “(J, ν)” or “refined” prefix will refer in particular to the J = I and ν = 0 situation of the first
part of the definition.
(B) The explicit meaning of equation (6) depends on the explicitness of the descriptions of R
and of SJ,ν(R).
(C) It is a consequence of Theorem 2.9 that WGF(R)|J is a WJ -symmetric function if R is
(J, ν)-splitting. However, WGF(R)|J need not be a nonnegative integer linear combination of Weyl
bialternants. For example, if R is Figure C.2 from Appendix C, then WGF(R) = χA2
ω1+ω2
− χA2
0
.
Taking J = I, ν = ω1, and SI,ω1(R) = {a,b}, then χA2ω1 · WGF(R) =
∑
s∈SI,ω1 (R) χ
A2
ω1+wt(s)
=
χA2
2ω1+ω2
+ χA2
2ω2
.
(D) Obviously our interest in such objects is motivated in part by the special cases when (J, ν)
is one of the pairs (I, ν), (J, 0), or (I, 0), and how these special cases pertain to the aforementioned
product decomposition, branching, and splitting problems. For (I, ν), equation (6) becomes
χν ·WGF(R) =
∑
s∈SI,ν(R)
χ
ν+wt(s)
,
which is a sort of Littlewood–Richardson rule for the decomposition of the product χν ·WGF(R) as
a nonnegative-integer linear combination of Weyl bialternants. For (J, 0), equation (6) becomes
WGF(R)|J =
∑
s∈SJ,0(R)
χΦJ
wtJ (s)
,
which is a sort of branching rule for WGF(R) when we view it as a WJ -symmetric function. Finally,
for (I, 0) equation (6) becomes
WGF(R) =
∑
s∈SI,0(R)
χ
wt(s)
.
In this case, R is a splitting poset for the W -symmetric function WGF(R). Of course, when
SI,0(R) = {s}, then WGF(R) = χwt(s) , which is a case of especial interest because of the combina-
torial consequences for R, see Proposition 4.7 below.
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(E) We have several reasons for including the MΦ-structure property as one of the requirements
for a poset to be (J, ν)-splitting. First, this constraint is natural in that it is shared with crystal
graphs, admissible systems, and supporting graphs. Splitting posets are generalizations of these
structures: We will eventually see that crystal graphs and admissible systems are (J, ν)-splitting
posets for all pairs (J, ν) and that supporting graphs are (I, 0)-splitting posets. Second, this feature
is crucial in order to guarantee a certain combinatorial niceness of splitting posets. In particular,
a connected (I, 0)-splitting poset is rank symmetric and rank unimodal, and its rank generating
function can be calculated via root and weight related computations (see Proposition 4.7 below).
Obviously these outcomes can fail in the absence of the MΦ-structure property, see Example 4.3
above. Also, some interesting classification results are possible when this constraint is imposed. For
example, we have been able to demonstrate elsewhere that if a modular lattice L is A-structured
for some real n × n matrix A = (Aij)i,j∈I such that edgecolorL : E(L) −→ I is surjective, then
A is a Cartan matrix. And third, the MΦ-structure property is useful. For example, it is used
to deduce W -invariance of the weight generating function WGF(R) in Lemma 3.5. Moreover, in
Theorem 6.3, it subsumes the bijection τ so that the refined splitting problem reduces to finding
the special vertex-coloring function κ.
A version of Stanley’s problem for Weyl symmetric functions.
Problem 4.6 Our variation of Stanley’s problem (Problem 3 of [Stan1]) is: For (families of) Weyl
bialternants or, more generally, Weyl symmetric functions, produce splitting posets (or splitting
modular/distributive lattices) with explicit and interesting combinatorial descriptions.
Overall, our main programmatic interest is in the (I, 0) version of this splitting problem and
sometimes the (J, 0) version as well. That said, in later sections of this monograph we will work
within our poset-theoretic framework to produce, from scratch, a “crystalline” splitting poset for
any given χ
λ
that is (J, ν)-splitting for all J ⊆ I and ν ∈ Λ+ΦJ .
Some combinatorial properties of splitting posets. Splitting posets for Weyl bialternants
have certain salient combinatorial features, as stated in the next result. This result and the suc-
ceeding result (Proposition 4.8) are, respectively, restatements of Proposition 2.4 and Lemma 2.2
of [ADLMPPW] but, with the exception of the unimodality claim of Proposition 4.7 below, are
demonstrated here with no dependence on Lie algebra representation theory. For a more explicit
version of the RGF formula in Proposition 4.7, see Proposition B.23.
Proposition 4.7 Let λ ∈ Λ+ and suppose R is a splitting poset for χ
λ
. Let ρ : R −→ Z be the
function x
ρ7→ 〈wt(x) + λ, %∨〉. Then there is a unique element m ∈ R such that ρ(m) is largest,
and λ = wt(m); there is a unique element n ∈ R such that ρ(n) = 0, and w0(λ) = wt(n); and ρ is
a rank function with ρ(R) = {0, 1, . . . , 2〈λ, %∨〉}. Relative to ρ, R is rank symmetric and
RGF(R, q) =
∏
α∈Φ+
(1− q〈λ+%,α∨〉)∏
α∈Φ+
(1− q〈%,α∨〉)
= q−〈w0.λ,%
∨〉χ
λ
|{zk:=q〈ωk,%∨〉}k∈I .
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Assuming Weyl’s character formula (Theorem 2.21), then RGF(R, q) is unimodal as well.
Proof. Since dλ,λ = 1, then there is a unique m ∈ R with wt(m) = λ. Since by Proposition 2.1 λ is
the unique maximal element of Π(λ), then 〈wt(x), %∨〉 < 〈wt(m), %∨〉 for all x 6= m in R, and hence
ρ(x) < ρ(m). Similarly obtain the unique element n. Now let R0 be the connected component
of R containing m. By Corollary 3.11, ρ|R0 is the unique rank function for R0, and ρ(R0) =
{0, 1, . . . , 2〈λ, %∨〉}. From Theorem 3.8, it follows that Π(λ) ⊆ Π(R0), a setwise inclusion. Since
Π(R0) ⊆ Π(R) = Π(λ), then Π(R0) = Π(λ) is an equality of sets. So ρ(R) = {0, 1, . . . , 2〈λ, %∨〉} as
well. Now suppose x
i→ y in R. Then since wt(x) +αi = wt(y), it follows that ρ(x) + 1 = ρ(y). So
ρ is a rank function for R. Now, RGF(R, q) =
∑
x∈R q
〈wt(x)+λ,%∨〉 =
∑
µ∈Π(λ) dλ,µq
〈µ+λ,%∨〉, which
becomes the right-hand side of the identity of the proposition statement by Theorem 2.17.1. Rank
symmetry and rank unimodality of R now follow from Theorem 2.17.1 and Corollary 2.22.
Various operations on splitting posets yield new splitting posets.
Proposition 4.8 (1) Let λ1, . . . , λk be dominant weights. Let R be a splitting poset for the Weyl
symmetric function χ :=
∑
χ
λi
. Then R∗ is a splitting poset for χ∗ =
∑
χ−ω0(λi) . The σ0-recolored
dual R./ is a splitting poset for χ./ = χ. (2) If R and Q are splitting posets for Weyl symmetric
functions χ and χ′ respectively, then the edge-colored poset Q×R is a splitting poset for χ′ χ, and
the edge-colored poset Q ⊕ R is a splitting poset for χ′ + χ. (3) Suppose Φ = Φ1 ∪q Φ2 for root
systems Φ1 and Φ2. For i = 1, 2 let χi be a Φi-Weyl symmetric function with splitting poset Ri.
Viewing each χi as a Φ-Weyl symmetric function, the edge-colored poset R1 × R2 is a splitting
poset for the Φ-Weyl symmetric function χ1 χ2 .
Proof. (2) and (3) are routine and follow from the definitions. The claims of (1) easily reduce to
knowing that for each i, χ∗
λi
= χ−w0(λi) and that χ
./
λi
= χ
λi
, cf. Proposition 2.16.
Edge-minimal splitting posets. A splitting poset R for a W -symmetric function χ is edge-
minimal if no other splitting poset for χ is isomorphic to a proper edge-colored subgraph of R.
Proposition 4.9 Let R be a splitting poset for a Weyl symmetric function χ. If R is fibrous, then
R is edge-minimal.
Proof. We may write χ =
∑
µ∈Λ dµe
µ for certain nonnegative integers dµ. Let Q be any splitting
poset for χ, and let Qµ := {t ∈ Q |wt(t) = µ}. For any integer m and any i ∈ I, let Qm,i :=
{t ∈ Q |mi(t) = m}. Then, Qm,i = ∪q µ∈Λ,〈µ,α∨i 〉=mQµ, a disjoint union. Since |Qµ| = dµ, then
|Qm,i| =
∑
µ∈Λ,〈µ,α∨i 〉=m dµ. Now suppose R
′ is a splitting poset for χ that is isomorphic to a
proper edge-colored subgraph of R. Let m be the largest integer for which there is an i ∈ I with
an i-component compi(t) in R of length m such that the subgraph of R isomorphic to R
′ does
not retain all of the edges of compi(t). Now, compi(t) is a chain, and without loss of generality
we may assume that t is the maximal element of this chain. So in R′, m′i(t) is strictly less than
mi(t) = m in R. Given our choice for m and i, we cannot by removing edges from R obtain any
other element s for which m′i(s) = m. That is, |R′m,i| < |Rm,i|. But this contradicts that fact that
we must have |R′m,i| = |Rm,i| =
∑
µ∈Λ,〈µ,α∨i 〉=m dµ.
50
Examples 4.10 The splitting poset r rr r⊕r r  @@ for the A1-Weyl symmetric function 2χ2ω1 is non-
fibrous and edge-minimal. The edge-minimal splitting posets depicted in Figure C.3 of Appendix
C are “tangled” in the sense that they are connected but each has more than one maximal element.
This is a feature we will seek to avoid, see Theorem 4.16 and Theorem 6.8.
Questions 4.11 An open question is whether for two edge-minimal splitting posets Q and R for
some Weyl symmetric function, it is that case that |Ei(Q)| = |Ei(R)| for all i ∈ I. A related question
is: If R is an edge-minimal splitting poset for some Weyl bialternant, must R be fibrous?
The unique maximal splitting poset. Given a Weyl bialternant χ
λ
, we aim to build a
connected splitting poset. So take λ ∈ Λ+, and for each µ ∈ Π(λ), let Uµ be the set of symbols
{u(µ)1 ,u(µ)2 , . . . ,u(µ)dλ,µ}. If µ
i→ ν in Π(λ), construct edges u(µ)p i→ u(ν)q for all 1 ≤ p ≤ dλ,µ and
1 ≤ q ≤ dλ,ν . With ∪q µ∈Π(λ)Uµ as the underlying vertex set, denote by U(λ) the resulting edge-
colored directed graph. For reasons made apparent by the following proposition, we call U(λ) the
unique maximal splitting poset for χ
λ
.
Proposition 4.12 Let λ ∈ Λ+. Then U(λ) is the Hasse diagram for a connected splitting poset for
χ
λ
. Moreover, any splitting poset for χ
λ
is isomorphic as an edge-colored poset to some edge-colored
subgraph of U(λ).
Proof. Connectedness of U(λ) follows from connectedness of Π(λ). Clearly U(λ) is acyclic (no
directed cycles), since whenever we have a path uµ0p0
i1→ uµ1p1 i2→ · · · ik→ uµkpk in U(λ) it is necessarily
the case that µ0 + αi1 + · · · + αik = µk. So, the transitive closure of the edge relations for U(λ)
uniquely determines a partial ordering of the elements of U(λ) with respect to which the covering
relations are precisely the defining edge relations u
(µ)
p
i→ u(ν)q . That U(λ) is ranked follows from the
fact that Π(λ) is ranked, cf. Proposition 3.6. It also follows that for any uµp ∈ U(λ), ρi(uµp ) is the
same as the rank of µ in its i-component in Π(λ) and that li(u
µ
p ) is the length of the i-component
for µ in Π(λ). Therefore, mi(u
µ
p ) = 〈µ, α∨i 〉, so wt(uµp ) = µ. So, U(λ) is MΦ-structured. Since
|{u(µ)1 ,u(µ)2 , . . . ,u(µ)dλ,µ}| = dλ,µ, then WGF(U(λ)) = χλ and U(λ) is a splitting poset for χλ . Now
say R is any splitting poset for χ
λ
. For each µ ∈ Π(λ), let Rµ := {s |wt(s) = µ}; then |Rµ| = dλ,µ.
Let φ : R −→ U(λ) be any function such that for each µ ∈ Π(λ), φ|Rµ puts the sets Rµ and
{uµ1 , . . . ,uµdλ,µ} in one-to-one correspondence. Clearly if s
i→ t in R, then φ(s) i→ φ(t) in U(λ). So
the image φ(R) is an edge-colored subgraph of U(λ) for which R ∼= φ(R) as edge-colored posets.
Minuscule and quasi-minuscule splitting posets. The special splitting posets described
next will be used later on as building blocks for constructing other splitting posets. Our discussion
of these objects is patterned after [Stem1] and [Stem2]. The minuscule splitting posets are well-
studied (see e.g. [Gr], [Proc3]) and are also called minuscule lattices. These are all diamond-colored
distributive lattices whose vertex-colored posets of join irreducibles are uniformly characterized
in [Str1] and [Str2] as part of a more general program that also accounts for their Kac–Moody
generalizations. Throughout this subsection, we assume that Φ is irreducible, a hypothesis we
reiterate for emphasis in lemma and proposition statements.
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Lemma 4.13 Assume that Φ is irreducible. The connected components of the partially ordered
set Λ are precisely the cosets of the subgroup ZΦ in Λ. The number of such connected components
is finite. Let D be the set of dominant weights within any given connected component of Λ, and
give D the induced partial ordering from Λ. Then D has a unique minimal element. Moreover, if
the zero weight is in D, then the highest short root is the unique minimal element of D \ {0}.
Proof. It follows from the definitions that the cosets Λ/ZΦ are the connected components of
Λ. The relations matrix for the finitely-generated Z-module Λ/ZΦ is just the Cartan matrix MΦ.
Its Smith normal form has no zeros on the diagonal since MΦ is invertible. It follows from the
structure theorem for finitely-generated Z-modules that Λ/ZΦ is a finite group, and therefore Λ
has only finitely many connected components. That D has a unique minimal element follows from
Corollary 1.4 of [Stem1]. Now say 0 ∈ D. That D\{0} has the highest short root of Φ as its unique
minimal element follows from Proposition 2.1 of [Stem1].
The pairs (Φ, λ) for which Φ is irreducible and λ is nonzero and minimal have the following
well-known classification: (An, ωk) (1 ≤ k ≤ n); (Bn, ωn); (Cn, ω1); (Dn, ω1); (Dn, ωn−1);(Dn, ωn);
(E6, ω1); (E6, ω6); and (E7, ω7). The pairs (Φ, λ) for which Φ is irreducible and λ is the highest
short root are: (An, ω1 + ωn); (Bn, ω1); (Cn, ω2); (Dn, ω2); (E6, ω2); (E7, ω1); (E8, ω8); (F4, ω4); and
(G2, ω1).
Proposition 4.14 Assume that Φ is irreducible. Let λ ∈ Λ+ with λ 6= 0. Then the following
(M1)–(M4) are equivalent:
(M1) {〈λ, α∨〉}α∈Φ ⊆ {0,±1}.
(M2) Π(λ) = Wλ.
(M3) For all ν ∈ Λ+, we have ν ≤ λ if and only if ν = λ.
(M4) λ is the unique minimal element amongst the dominant weights in some connected compo-
nent of Λ, cf. Lemma 4.13.
Moreover, the following (QM1)–(QM4) are equivalent:
(QM1) {〈λ, α∨〉}α∈Φ ⊆ {0,±1,±2} and there is a unique β ∈ Φ such that 〈λ, β∨〉 = 2.
(QM2) Π(λ) = Wλ
⋃r {0}.
(QM3) For all ν ∈ Λ+, we have ν ≤ λ if and only if ν = 0 or ν = λ.
(QM4) λ is the highest short root, which by Lemma 4.13 means that within the connected
component of Λ that contains the zero weight, λ is the unique minimal element amongst the
nonzero dominant weights.
Proof. For (M1) =⇒ (M2), we take advantage of our knowledge of Π(λ) as a ranked poset. In
particular, it is MΦ-structured and has λ as its unique maximal element. We will induct on the
depth depth(µ) of weights µ ∈ Π(λ). If depth(µ) = 0, then µ = λ, which is obviously in Wλ.
Our induction hypothesis is that for some nonnegative integer k and any weight µ ∈ Π(λ) with
depth(µ) ≤ k, then µ ∈Wλ. Suppose now that depth(µ) = k + 1 for some µ ∈ Π(λ). Since µ 6= λ,
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then by Proposition 2.1.5, µ
i→ ν for some i ∈ I and ν ∈ Π(λ). In fact, we have
µ′ i→ · · · i→ µ i→ ν i→ · · · i→ ν ′,
where µ′ and ν ′ are, respectively, the minimal and maximal elements of the i-component of µ. Then
〈ν ′, α∨i 〉 > 0. But ν ′ ∈Wλ by the induction hypothesis, so we can write ν ′ = w(λ) for some w ∈W .
Then 〈ν ′, α∨i 〉 = 〈λ,w−1(α∨i )〉 ∈ {0,±1}. Since the quantity in question is positive, it follows that
〈ν ′, α∨i 〉 = 1. Then ν ′ = ν and µ′ = µ. In particular, µ = si(ν) = (siw)(λ) ∈Wλ.
(M2) =⇒ (M3) is a consequence of our definition of Π(λ). For (M3) =⇒ (M4), it follows directly
from (M3) that λ is minimal amongst the dominant weights within its connected component of Λ,
and applying Lemma 4.13 we conclude that λ is uniquely minimal. (M3) =⇒ (M4) follows from
Proposition 1.12 of [Stem1].
For (QM1) =⇒ (QM2), we can apply Lemma 4.6 of [Stem2] to conclude that λ is the highest
short root. It follows that Wλ is the set of short roots, cf. Lemma 10.4.C of [Hum1]. Then by
Proposition 2.1/Remark 2.2 of [Stem1], it follows that Π(λ) = Wλ
⋃r {0}. That (QM2) =⇒ (QM3)
is a consequence of our definition of Π(λ). Assuming (QM3), then we can apply Lemma 4.13 to
get (QM4). Assuming (QM4), then (QM1) follows from Lemma 2.3 of [Stem1].
The special properties of the weights described in the preceding proposition facilitate the con-
struction of splitting posets for the companion Weyl bialternants. The following language fol-
lows [Stem2]. Let µ ∈ Λ. Say µ is minuscule if {〈µ, α∨〉}α∈Φ = {0,±1}. It is easy to see
that µ is minuscule if and only if µ ∈ Wλ, where λ is a nonzero dominant weight meeting any
one of the equivalent conditions (M1)–(M4) of Proposition 4.14. We say µ is quasi-minuscule if
{〈µ, α∨〉}α∈Φ = {0,±1,±2} and there is a unique β ∈ Φ such that 〈µ, β∨〉 = 2. It is easy to see
that µ is quasi-minuscule if and only if µ ∈ Wλ, where λ is a nonzero dominant weight meeting
any one of the equivalent conditions (QM1)–(QM4) of Proposition 4.14.
Suppose λ is dominant and minuscule. Let R(λ) be the MΦ-structured poset Π(λ) = Wλ. Now
dλ,λ = 1 by Lemma 2.8. For µ ∈ Π(λ) = Wλ we have µ = w(λ) for some w ∈ W . So by the
W -invariance of χ
λ
, we have dλ,µ = dλ,w(λ) = dλ,λ = 1. So the unique maximal splitting poset for
χ
λ
coincides with Π(λ) and is therefore edge-minimal. That is, R(λ) is the unique splitting poset
for χ
λ
. This fact is recorded in Proposition 4.15 below. We call R(λ) the minuscule splitting poset
for the dominant minuscule weight λ.
Now suppose λ is dominant and quasi-minuscule, so λ is the highest short root. All of the short
roots in Φ are W -conjugate, cf. Lemma 10.4.C of [Hum1]. In particular, all of the short simple roots
are in Wλ. We let R(λ) be the set Wλ
⋃r {αi |αi is short and simple}, where {αi} is regarded as
a set of symbols. Place colored directed edges between elements of R(λ) according to the following
rule: α
i→ β if and only if (1) α and β are short roots and α i→ β in Π(λ), (2) α = −αi and β = αi,
or (3) α = αi and β = αi. Observe that R(λ) is the Hasse diagram for a ranked poset and that for
all x ∈ R(λ) we have wt(x) = α if x = α is a short root in Φ, and we have wt(x) = 0 if x = αi
for some simple root αi. It is now easy to see that R(λ) is MΦ-structured with λ as its unique
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maximal element. Since its i-components are chains, it follows from Lemma 3.5 that WGF(R(λ))
is W -invariant. Let SI,0(R(λ)) = {λ}. For all x ∈ R(λ) \ {λ}, define
τ(x) =

αi if x = −αi
−αi if x = αi
x otherwise
and κ(x) =

i if x = −αi
i if x = αi
k
otherwise, where we choose k to be
any color so that x
k→ y is an edge
in R(λ)
It is easy now to check that R(λ) meets the requirements of Theorem 4.1, so WGF(R(λ)) = χ
λ
.
We call R(λ) the quasi-minuscule splitting poset for the dominant quasi-minuscule weight λ. In the
next result we argue that R(λ) enjoys a certain uniqueness property.
Proposition 4.15 Keep the notation of the preceding paragraphs, and assume that Φ is irreducible.
If λ is dominant and minuscule, then the minuscule splitting poset R(λ) is the unique splitting poset
for χ
λ
, and it is connected and edge-minimal. If λ is dominant and quasi-minuscule, then the quasi-
minuscule splitting poset R(λ) is the only connected edge-minimal splitting poset for χ
λ
.
Proof. For the minuscule case, the claims follow from the second paragraph above the proposition
statement together with the observation that R(λ) = Π(λ) is connected. Now consider the case
that λ is dominant and quasi-minuscule. Since the i-components of R(λ) are chains, then R(λ)
is an edge-minimal splitting poset for χ
λ
. Connectedness of R(λ) is easily deduced from the
connectedness of Π(λ). We note that since WGF(R(λ)) = χ
λ
, then dλ,0 just counts the number of
short simple roots.
Now suppose R is any connected and edge-minimal splitting poset for χ
λ
. We use the following
language in our argument that R ∼= R(λ) as edge-colored directed graphs. An edge x i→ y in R
is a color i edge “above” x and “below” y. We call any z ∈ R with wt(z) = 0 a “middle rank”
element of R. The non-middle-rank elements of R can be identified with the short roots. Now
suppose αi ∈ R is short and simple. There are no color i edges above αi since 2αi is not a root.
Also, any color i edge that is above a middle rank element must also be below αi. From these two
facts it follows that αi is the unique highest rank element in its i-component. Similarly, −αi is the
unique lowest rank element in this i-component. Further, since 〈αi, α∨i 〉 = 2, it follows then that
there is some middle rank element zi such that −αi i→ zi i→ αi. We could remove any other color i
edges incident with αi or −αi without violating the splitting property. Since R is edge-minimal, it
follows that the only color i edges incident with αi and −αi are those in the chain −αi i→ zi i→ αi,
which is therefore the i-component of αi. Take another short simple root αj with i 6= j. If zj = zi,
then there would be some middle rank element z that is not connected to any short simple roots
or their negatives, i.e. R would be disconnected. However, R is connected, so zi and zj must be
distinct, i.e. |{zi |αi is short and simple}| = dλ,0. So each middle rank element is part of exactly
one nontrivial color i component, which is a length two chain. It is evident now that the mapping
R −→ R(λ) which identifies short roots with themselves and sends zi 7→ αi is an isomorphism of
edge-colored directed graphs.
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We close this subsection by offering a purely combinatorial characterization of minuscule and
quasi-minuscule splitting posets. The proof is somewhat lengthy and is provided in the appendix.
Theorem 4.16 Let Φ be irreducible, and let R be a ranked poset with edges colored by the index
set I for our choice of simple roots. Minuscule case: R is (isomorphic to) a minuscule splitting poset
if and only if it is connected, fibrous, and MΦ-structured; has at least one edge; and has the following
properties: (1) li(x) ≤ 1 for all i ∈ I and x ∈ R, and (2) whenever 〈αi, α∨j 〉 = 0 = 〈αj , α∨i 〉 then
any {i, j}-component of R has a unique maximal element. In this case, R has a unique maximal
element m, λ := wt(m) is dominant and minuscule, and R ∼= R(λ). Quasi-minuscule case: R
is (isomorphic to) a quasi-minuscule splitting poset if and only if it is connected, fibrous, and
MΦ-structured; has at least one edge; and has the following properties: (1) If li(x) ≥ 2 for some
i ∈ I and x ∈ R, then compi(x) is a chain x0 i→ x1 i→ x2 such that δj(x0) = 0 = ρj(x2) and
compj(x1) = {x1} for all j 6= i; (2) is the same as condition (2) in the minuscule case; and (3)
whenever 〈αi, α∨j 〉 = −1 = 〈αj , α∨i 〉 then any {i, j}-component of R has a unique maximal element.
In this case, R has a unique maximal element m, λ := wt(m) is dominant and quasi-minuscule,
and R ∼= R(λ).
Remark 4.17 In fact, the sufficient conditions stated in Theorem 4.16 can be weakened as follows.
In the minuscule case, (2) can be replaced by: Whenever 〈αi, α∨j 〉 = 0 = 〈αj , α∨i 〉, then no {i, j}-
component of R is isomorphic to any member of the family of edge-colored posets whose first two
members are depicted in Figure B.3.1. In the quasi-minuscule case, (2) can be replaced by this
same statement and (3) can be replaced by: whenever 〈αi, α∨j 〉 = −1 = 〈αj , α∨i 〉, then no {i, j}-
component of R is isomorphic to any member of the family of edge-colored posets whose first two
members are depicted in Figure B.3.2. However, the proof of Theorem 4.16 given in Appendix A
uses the simpler and stronger hypotheses of the theorem statement above.
Supporting graphs as splitting posets. For the remainder of this section we assume Weyl’s
character formula (Theorem 2.21). No results from later sections depend on the results we develop
in the remainder of this section.
This paragraph follows [Don4] and [Hum1]. Associate to the root system Φ with its given
choice of simple roots the rank n complex semisimple Lie algebra g with Chevalley generators
{xi,yi,hi}i∈I satisfying the Serre relations, cf. §18 of [Hum1]. For the remainder of this discussion
of supporting graphs, V denotes a finite-dimensional (f.d. for short) g-module. For any µ ∈ Λ,
Vµ = {v ∈ V |hi.v = 〈µ, α∨i 〉v for all i ∈ I} is the µ-weight space for V . We have V =
⊕
µ∈Λ Vµ,
and a weight basis is any basis for V that respects this decomposition. Finite-dimensional g-modules
are completely reducible, and the irreducible f.d. modules are indexed by dominant weights. In
particular, if V (λ) is an irreducible f.d. g-module corresponding to dominant weight λ, then there
is a “highest” weight vector vλ (unique up to scalar multiple) such that xi.vλ = 0 for all i ∈ I.
For such V (λ), we have char(V (λ)) :=
∑
µ∈Λ(dimV (λ)µ)e
µ = χ
λ
, the latter equality by WCF. For
the generic g-module V , char(V ) :=
∑
µ∈Λ (dimVµ)e
µ ∈ Z[Λ]W is a Weyl symmetric function, and
char(V ) =
∑r
i=1 χλi if and only if V
∼= V (λ1) ⊕ · · · ⊕ V (λr) for irreducible f.d. g-modules V (λi).
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Given any weight basis {vt}t∈R for V (with basis vectors indexed by a set R), build an edge-colored
directed graph with elements of R as vertices and with edges s
i→ t if Xt,s 6= 0 or Ys,t 6= 0 when
we write xi.vs =
∑
u∈RXu,svu and yi.vt =
∑
r∈RYr,tvr. Call R a supporting graph for V .
For the statement of the next proposition, we need the following notion. Fix a weight basis for the
g-module V and a numbering µ1, . . . , µk of the weights for which dimVµi > 0. The set of all weight
bases for V can then be identified with GL(dimVµ1 ,C)× · · · ×GL(dimVµk ,C), where the latter is
viewed only as a Cartesian product of sets: for any k-tuple (P1, . . . , Pk) ∈ GL(dimVµ1 ,C)× · · · ×
GL(dimVµk ,C), view each Pj as a change of basis matrix from the fixed basis for Vµj to some new
basis. We say that a set of weight bases for V comprises almost all weight bases if the corresponding
subset of GL(dimVµ1 ,C)× · · · ×GL(dimVµk ,C) is Zariski open. One part of the next proposition
is that almost all weight bases for an irreducible f.d. g-module V (λ) have U(λ) as their supporting
graph. This observation is due to Proctor [Proc7].
Proposition 4.18 Any supporting graph R for an f.d. g-module V is a splitting poset for the
Weyl symmetric function char(V ). If V (λ) is an irreducible f.d. g-module with (dominant) highest
weight λ, then any supporting graph for V (λ) is a connected splitting poset for χ
λ
, has a unique
maximal element m, and wt(m) = λ. Moreover, the unique maximal splitting poset U(λ) is the
supporting graph for almost all weight bases for V (λ).
Proof. Any supporting graph R for V is MΦ-structured by Lemmas 3.1.A and 3.2.A of [Don4].
Now WGF(R) =
∑
t∈R
ewt(t) =
∑
µ∈Λ
 ∑
t:wt(t)=µ
eµ
 = ∑
µ∈Λ
(dimVµ)e
µ = char(V ), which is a Weyl
symmetric function by the paragraph preceding the proposition statement. So R is a splitting
poset for char(V ). Now say V = V (λ). Lemma 3.1.F of [Don4] guarantees that the supporting
graph R is connected and has a unique maximal element m with wt(m) = λ.
Before we prove the assertion that almost all weight bases for V (λ) have supporting graph U(λ),
we make the following simple observation. Let V and W be arbitrary complex vector spaces of
dimensions p and q respectively, and suppose T : V −→ W is linear and injective. Then one can
fix bases for V and W with respect to which the representing matrix for T is
[
I
O
]
, where I
is the p × p identity matrix and O is the (q − p) × p zero matrix. All pairs of bases for V and
W can be identified with GL(p,C)×GL(q,C) by associating to each pair of bases (B, C) the pair
(PB, QC), where PB ∈ GL(p,C) and QC ∈ GL(q,C) are the obvious change of basis matrices. So
the representing matrix for T with respect to the pair of bases (B, C) is QC
[
I
O
]
PB. Then those
pairs of bases for which the representing matrix for T has no zero entries correspond to a Zariski
open subset of GL(p,C)×GL(q,C). A similar statement holds when T is surjective.
Now fix a weight basis for V := V (λ), and let R denote its supporting graph. Then by our
work so far we know that Π(R) = Π(λ) is precisely the set of weights µ for which dimVµ > 0. In
particular, every such weight is part of an edge in Π(λ). Say µ
i→ ν is such an edge. Let gi be the
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Lie subalgebra of g generated by {xi,yi,hi}, so gi is isomorphic to sl(2,C). Let Xi and Yi be the
transformations V −→ V corresponding to the actions of xi and yi respectively. Let X˜i : Vµ −→ Vν
be the restriction of Xi to Vµ and Y˜i : Vν −→ Vµ be the restriction of Yi to Vν . A straightforward
analysis of the subspace
⊕
j∈Z V (λ)µ+jαi as a gi-submodule shows that one of X˜i or Y˜i is injective
and the other is surjective. (See for example the proof of Lemma 2.1 of [Don4].) By the previous
paragraph, then, the set of pairs of bases for Vµ and Vν for which the representing matrices for X˜i
and Y˜i have no zero entries comprises a Zariski open subset of GL(dimVµ,C) × GL(dimVν ,C),
which we can view as a Zariski open subset of GL(dimVµ1 ,C) × · · · × GL(dimVµk ,C). Any such
choice of bases for Vµ and Vν yields the maximum number of edges between the sets wt
−1(µ) and
wt−1(ν) in the supporting graph. Repeat this argument for all edges in Π(λ). The intersection of
all of the resulting Zariski open subsets is Zariski open in GL(dimVµ1 ,C)× · · · ×GL(dimVµk ,C).
Any corresponding weight basis has U(λ) as its supporting graph.
Remarks 4.19 Some further comments on supporting graphs:
(A) One view of Proposition 4.18 is: A prerequisite for a poset R to be the supporting graph for
some weight basis for a V is that it be a splitting poset for char(V ).
(B) In [Don4] it is observed that any connected supporting graph is rank symmetric, rank uni-
modal, and also “strongly Sperner,” i.e. for each positive integer k, the largest union of k antichains
of R is no larger than the largest union of k ranks. See Proposition 3.11 of [Don4], which applies
Proctor’s “Peck poset theorem” [Proc2].
Weyl bialternants with unique splitting posets. The next results classify those Weyl
bialternants which have unique splitting posets, where “unique” is understood to mean up to
isomorphism of edge-colored posets. The first result concerns irreducible root systems, the second
concerns reducible root systems. These results extend a classification result originally due to Howe
[Howe] (Theorem 4.6.3) and rederived in [Don4] (Theorem 6.7). That classification result says
that all weight spaces are one-dimensional for an irreducible finite-dimensional representation of a
simple Lie algebra if and only if it is one of the irreducible representations (identified by type of the
Lie algebra and highest weight) specified in Theorem 4.20. For several other equivalent statements
and a uniform construction of these representations, see §6 of [Don4]. See [Pan] for discussion of
and further development of properties of algebras associated with these representations. For these
representations, the unique splitting poset for the associated Weyl bialternant is a distributive
lattice, cf. Corollary 6.8 of [Don4]. For explicit descriptions of these well-known distributive lattices,
see for example §4 of [Don4] for the An cases; §5 of [Don4] for the Cn cases; [DLP1] for the (Bn, ω1)
and (G2, ω1) cases; and [Proc3], [Wild1], and [Wild2] for the remaining (minuscule) cases.
Theorem 4.20 Let χ
λ
be a Weyl bialternant for an irreducible root system Φ, with λ 6= 0. There
is a unique splitting poset for χ
λ
if and only if the pair (Φ, λ) is one of: (An,mω1) (m ≥ 1);
(An,mωn) (m ≥ 1); (An, ωk) (1 ≤ k ≤ n); (Bn, ω1); (Bn, ωn); (Cn, ω1); (C2, ω2); (C3, ω3); (Dn, ω1);
(Dn, ωn−1); (Dn, ωn); (E6, ω1); (E6, ω6); (E7, ω7); or (G2, ω1).
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Proof. We will consider the associated simple Lie algebra g with irreducible representation V
having highest weight λ. First, suppose the Weyl bialternant χ
λ
has a unique splitting poset as in
the proposition statement. By Proposition 4.18, any supporting graph for V is a splitting poset
for χ
λ
, and therefore V has (up to isomorphism of edge-colored posets) only one supporting graph.
Apply Proposition 6.3/Theorem 6.7 of [Don4] to see that (Φ, λ) must be one of the pairs listed in
the proposition statement.
Conversely, say (Φ, λ) is one of the indicated pairs. It is well-known (see for example §6 of [Don4])
that all weight spaces of V are one-dimensional. Then for the unique maximal splitting poset, we
have U(λ) ∼= Π(λ), an isomorphism of edge-colored directed graphs. But, since the i-components
of Π(λ) are chains, then by Proposition 4.9, U(λ) is an edge-minimal splitting poset for χ
λ
. Since
no proper subgraph of U(λ) can be a splitting poset for χ
λ
, it follows from Proposition 4.12 that
U(λ) is the only splitting poset for χ
λ
.
For 1 ≤ i ≤ k, let Φi be an irreducible root system with corresponding lattice of weights Λi.
As in §2, suppose for a root system Φ we have Φ = Φ1 ∪q · · · ∪q Φk, so the corresponding lattice
of weights is Λ = Λ1 ⊕ · · · ⊕ Λk. For a dominant weight λ, write λ = λ1 + · · · + λk where λi is
dominant in Λi for 1 ≤ i ≤ k. Then the Φ-Weyl bialternant χΦλ is χΦ1λ1 · · ·χ
Φk
λk
, where χΦi
λi
is the
Φi-Weyl bialternant corresponding to the pair (Φi, λi).
Corollary 4.21 Keep the above notation. (1) Suppose χΦ
λ
has a unique splitting poset R. Then for
each 1 ≤ i ≤ k, either λi = 0 (in which case we let Ri be the one-element poset) or (Φi, λi) is one of
the pairs from Theorem 4.20 (in which case we let Ri be the unique splitting poset associated to the
pair (Φi, λi)). Moreover, R ∼= R1×· · ·×Rk, an isomorphism of edge-colored posets. (2) Conversely,
suppose that for each 1 ≤ i ≤ k, either λi = 0 (in which case we let Ri be the one-element poset)
or (Φi, λi) is one of the pairs from Theorem 4.20 (in which case we let Ri be the unique splitting
poset associated to the pair (Φi, λi)). Then R1 × · · · ×Rk is the unique splitting poset for χΦλ .
Proof. For (1), for each 1 ≤ i ≤ k, let Qi be a splitting poset for the Φi-Weyl bialternant
χΦi
λi
. Then by Proposition 4.8.2, Q1 × · · · × Qk is a splitting poset for χΦλ . Since χΦλ is assumed
to have a unique splitting poset R, then we must have R ∼= Q1 × · · · × Qk, an isomorphism of
edge-colored posets as claimed. Moreover, each χΦi
λi
must have a unique splitting poset, otherwise
we can construct a splitting poset Q′1 × · · · × Q′k for χΦλ distinct from R ∼= Q1 × · · · × Qk. Then
Theorem 4.20 applies, so that either λi = 0 or (Φi, λi) is one of the pairs from Theorem 4.20. Note
that Qi is a one-element poset if λi = 0. For (2), we use reasoning from the proof of Theorem 4.20.
Observe that an irreducible representation with highest weight λ for the associated semisimple Lie
algebra will have one-dimensional weight spaces. The argument used in the second paragraph of
the proof of Theorem 4.20 applies in this case since it nowhere depends on Φ being irreducible. We
conclude that Π(λ) is the unique splitting poset for χΦ
λ
. By Proposition 4.8.2, R1 × · · · × Rk is a
splitting poset for χΦ
λ
, and hence it is the unique splitting poset.
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§5. Crystal products of fibrous posets and vertex coloring.
The Weyl character formula has long been an advantageous point of contact between combina-
torics and Lie representation theory. The development of crystal graphs in the past several decades
has provided another fruitful point of contact. In the next two sections, we develop a theory of
crystal graphs more or less from scratch. Our approach is largely modelled on Stembridge’s ground-
breaking paper [Stem2]. However, the computational details are quite different in places and will
allow us to generalize the notion of crystal graph in subsequent work, where (for example) the
“fibrous” hypothesis used here will not be necessary.
Our purpose in this section is to exhibit those aspects of our set-up that are independent of root
system or Weyl symmetric function results. These results are mainly meaningful as tools for our
eventual use in constructing splitting posets. However, it is possible that such results could be
helpful in studying characters of non-reductive Lie groups such as odd symplectic groups, and it
is possible that extracting out some of the purely combinatorial aspects of the theory might help
provide further combinatorial insight into the nature of the splitting problem. The most important
idea of this section is vertex coloring, which will play a large role in this and other related papers.
Crystal products of fibrous posets. For the remainder of this section, R1 and R2 denote
fibrous posets with edges colored by the same set I. The product poset R1×R2 need not be fibrous
(consider a product of two length one chains of the same color, for example). Our immediate aim
is to define a different kind of product of fibrous posets whose resulting edge-colored poset is also
fibrous. For the remainder of this section, R1 ×R2 is to be considered a set product only.
We form a new edge-colored directed graph R1 ⊗R2 from the elements of R1 ×R2 as follows. If
(x1,x2) and (y1,y2) are in R1 ×R2, write (x1,x2) i→ (y1,y2) if and only if either
(1) x1
i→ y1 in R1, x2 = y2 in R2, ρi(x1) ≥ δi(x2), and δi(x1) > 0, or
(2) x1 = y1 in R1, x2
i→ y2 in R2, and ρi(x1) < δi(x2).
Equivalently we could say that (x1,x2)
i→ (y1,y2) in R1 ⊗R2 if and only if either
(1′) x1
i→ y1 in R1, x2 = y2 in R2, and ρi(y1) > δi(y2), or
(2′) x1 = y1 in R1, x2
i→ y2 in R2, ρi(y1) ≤ δi(y2), and ρi(y2) > 0.
We call R1⊗R2 the crystal product of fibrous posets R1 and R2. The next lemma is stated for the
record, and its proof is routine.
Lemma 5.1 The edge-colored directed graph R1 ⊗ R2 is the edge-colored Hasse diagram for a
ranked poset, and it is fibrous.
Movement “up” or “down” within any fibrous poset R can be described by “raising” and “low-
ering” operators, as follows. In our computations, the symbol θ will act as something of a trash
bin. For each i ∈ I, we define a raising operator E˜i : R −→ R ∪q {θ} and a lowering operator
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F˜i : R −→ R ∪q {θ} by the rules: For all s ∈ R, E˜i(s) = t if s i→ t in R and E˜i(s) = θ if s is
i-maximal. Similarly, for all t ∈ R, F˜i(t) = s if s i→ t in R and F˜i(t) = θ if t is i-minimal. Observe
that E˜i restricts to a bijection R \ {i-maximal elements} −→ R \ {i-minimal elements} and that F˜i
is its inverse. The effect of raising and lowering operators on crystal products follows immediately
from our definition of edges in R1 ⊗R2, and we record this in the next lemma.
Lemma 5.2 For each i ∈ I and (x1,x2) ∈ R1 ⊗R2, we have
E˜i(x1,x2) =

(E˜i(x1),x2) if ρi(x1) ≥ δi(x2) and δi(x1) > 0
(x1, E˜i(x2)) if ρi(x1) < δi(x2)
θ otherwise
and
F˜i(x1,x2) =

(F˜i(x1),x2) if ρi(x1) > δi(x2)
(x1, F˜i(x2)) if ρi(x1) ≤ δi(x2) and ρi(x2) > 0
θ otherwise.
The crystal product R1 ⊗R2 need not be connected. In fact, its potential to be disconnected is
one of the crucial features of the theory.
Example 5.3 See Figure C.4 in Appendix C; the continuation of Figure C.4 is at the bottom of
the subsequent page.
The crystal product interacts in a natural way with other operations on edge-colored posets. We
record these results as follows. All of the indicated isomorphisms are natural.
Lemma 5.4 Let R1, R2, and R3 be fibrous posets with edges colored by I, and let σ : I −→ I ′ be
some bijection of sets. Then
R1 ⊗ (R2 ⊗R3) ∼= (R1 ⊗R2)⊗R3,
R1 ⊗ (R2 ⊕R3) ∼= (R1 ⊗R2)⊕ (R1 ⊗R3), (R1 ⊕R2)⊗R3 ∼= (R1 ⊗R3)⊕ (R2 ⊗R3),
(R1 ⊗R2)∗ ∼= R∗2 ⊗R∗1, and (R1 ⊗R2)σ ∼= Rσ1 ⊗Rσ2 .
In particular, if I indexes a set of simple roots for a root system Φ and if σ = σ0, then (R1⊗R2)./ ∼=
R./2 ⊗R./1 .
On the other hand, the crystal product is not in general commutative. See Example 5.6 below.
However, in [Hen-K], it is shown that A ⊗ B ∼= B ⊗ A for crystal graphs A and B. (See also
Corollary 7.14 below.) So we ask:
Question 5.5 Under what circumstances is the crystal product of fibrous posets commutative?
Example 5.6 See Figure C.5 of Appendix C. This is the figure at the top of that page.
Lemma 5.7 Let p ≥ 2, and say R1, . . . , Rp are fibrous posets. Then for any (x1, . . . ,xp) ∈
R1 ⊗ · · · ⊗Rp and i ∈ I we have:
mi(x1, . . . ,xp) = mi(x1) + · · ·+mi(xp)
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δi(x1, . . . ,xp) = max
1≤q≤p
{
− (mi(x1) + · · ·+mi(xq−1)) + δi(xq)
}
ρi(x1, . . . ,xp) = max
1≤r≤p
{
ρi(xr) + (mi(xr+1) + · · ·+mi(xp))
}
Moreover, we have E˜i(x1, . . . ,xp) 6= θ if and only if δi(x1, . . . ,xp) > 0, in which case
E˜i(x1, . . . ,xp) = (x1, . . . , E˜i(xq), . . . ,xp),
where in the above formula for δi(x1, . . . ,xp), q is the smallest index for which the max occurs.
Similarly, we have F˜i(x1, . . . ,xp) 6= θ if and only if ρi(x1, . . . ,xp) > 0, in which case
F˜i(x1, . . . ,xp) = (x1, . . . , F˜i(xr), . . . ,xp),
where in the above formula for ρi(x1, . . . ,xp), r is the largest index for which the max occurs.
Proof. The proof is by induction on p. When p = 2, the above formulas for E˜i(x1,x2)
and F˜i(x1,x2) are consistent with Lemma 5.2, from which the above formulas for δi(x1,x2) and
ρi(x1,x2) are easily derived. We analyze mi(x1,x2) using cases. First, suppose that ρi(x1) > δi(x2).
Then ρi(x1,x2) = ρi(x1) − δi(x2) + ρi(x2) and δi(x1,x2) = δi(x1), and hence mi(x1,x2) =
ρi(x1,x2) − δi(x1,x2) = mi(x1) + mi(x2). Similar computations establish the latter equality in
the cases that ρi(x1) = δi(x2) and ρi(x1) < δi(x2).
For the induction hypothesis, suppose that for some s ≥ 2, the lemma statement holds whenever
p ≤ s. Then take p = s + 1. Let R := R1 ⊗ · · · ⊗ Rp−1, so that R1 ⊗ · · · ⊗ Rp−1 ⊗ Rp ∼= R ⊗ Rp.
Apply the induction hypothesis to see that mi(x1, . . . ,xp) = mi(x1, . . . ,xp−1)+mi(xp) = m1(x1)+
· · ·+mi(xp−1) +mi(xp), as desired. Similarly,
δi(x1, . . . ,xp) = max{δi(x1, . . . ,xp−1),−mi(x1, . . . ,xp−1) + δi(xp)}
= max
{
max
1≤q≤p−1
{−(mi(x1) + · · ·+mi(xq−1)) + δi(xq)} ,
−mi(x1, . . . ,xp−1) + δi(xp)
}
= max
1≤q≤p
{
− (mi(x1) + · · ·+mi(xq−1)) + δi(xq)
}
Similarly see that ρi(x1, . . . ,xp) = max
1≤r≤p
{
ρi(xr) + (mi(xr+1) + · · · + mi(xp))
}
. Assuming that
δi(x1, . . . ,xp) > 0, then by the induction hypothesis we have
E˜i(x1, . . . ,xp) =
{
(E˜i(x1, . . . ,xp−1),xp) if δi(x1, . . . ,xp−1) ≥ −mi(x1, . . . ,xp−1) + δi(xp)
(x1, . . . ,xp−1, E˜i(xp)) if δi(x1, . . . ,xp−1) < −mi(x1, . . . ,xp−1) + δi(xp).
In the circumstance that δi(x1, . . . ,xp−1) ≥ −mi(x1, . . . ,xp−1) + δi(xp), then E˜i(x1, . . . ,xp) =
(x1, . . . , E˜i(xq), . . . ,xp−1,xp) where q is smallest in {1, . . . , p − 1} such that −(mi(x1) + · · · +
mi(xq−1)) + δi(xq) = δi(x1, . . . ,xp−1). So the above formula for E˜i(x1, . . . ,xp) can be abbreviated
61
as (x1, . . . , E˜i(xq), . . . ,xp) where q is the smallest index in {1, . . . , p} such that −(mi(x1) + · · · +
mi(xq−1)) + δi(xq) = δi(x1, . . . ,xp). One can similarly confirm the formula given in the lemma
statement for F˜i(x1, . . . ,xp).
The following is a consequence of the preceding formula for mi(x1,x2) in any crystal product
R1 ⊗R2.
Corollary 5.8 If R1 and R2 are fibrous posets with edges colored by a set I that indexes a choice
of simple roots for a root system Φ, then WGF(R1 ⊗R2) = WGF(R1)WGF(R2).
The following lemma is patterned after the proof Lemma 3.1 of [Stem2] and will be helpful with
some computations in the proof of Theorem 5.13.
Lemma 5.9 In any i-component of R1 ⊗ R2, there is a unique (t1, t2) such that ρi(t1) = δi(t2),
in which case the entire i-component is
(t1, F˜
ρi(t2)
i (t2))
i→ · · · i→ (t1, t2) i→ · · · i→ (E˜δi(t1)i (t1), t2).
For any (x1,x2) in this i-component, we have δi(x1,x2) = δi(x1)− δi(t2) + δi(x2) and ρi(x1,x2) =
ρi(x1) − ρi(t1) + ρi(x2). In particular, if (x1,x2) is i-maximal (respectively, i-minimal) in this
i-component, then x1 is maximal in compi(x1) (respectively, x2 is minimal in compi(x2)).
Proof. For (x1,x2) ∈ R1 ⊗R2, we analyze the quantity ρi(x1)− δi(x2) as follows. First, observe
that if (x1,x2)
i→ (y1,y2) in R1⊗R2, then ρi(x1)− δi(x2) + 1 = ρi(y1)− δi(y2). Now ρi(x1,x2) =
max{ρi(x1)+ρi(x2)−δi(x2), ρi(x2)} by Lemma 5.7. So when (x1,x2) is i-minimal, then ρi(x2) = 0
and therefore the quantity ρi(x1) − δi(x2) ≤ 0. Also, δi(x1,x2) = max{δi(x1),−ρi(x1) + δi(x1) +
δi(x2)}, cf. Lemma 5.7. So when (x1,x2) is i-maximal, then δi(x1) = 0 and therefore the quantity
−ρi(x1) + δi(x2) ≤ 0, i.e. ρi(x1) − δi(x2) ≥ 0. This demonstrates the claimed existence of the
special pair (t1, t2). Since ρi(x1)− δi(x2) ≥ 0 for any (x1,x2) ≥ (t1, t2) in this i-component, then
by Lemma 5.2, E˜i can be applied to (t1, t2) precisely δi(t1) times. Similarly from Lemma 5.2
it follows that F˜i can be applied to (t1, t2) precisely ρi(t2) times. So the entire i-component is
(t1, F˜
ρi(t2)
i (t2))
i→ · · · i→ (t1, t2) i→ · · · i→ (E˜δi(t1)i (t1), t2), as claimed.
To see that δi(x1,x2) = δi(x1)− δi(t2) + δi(x2), we consider cases. If x2 = t2, then the result is
obvious. If x2 6= t2, then x2 ≤ t2 in compi(x2) and x1 = t1. Now δi(x1,x2) is the number of steps
from the maximal element of compi(x1) down to t1 plus the number of steps from t2 down to x2
in compi(x2). But this is precisely δi(x1)− δi(t2) + δi(x2). Use similar case analysis to derive the
given formula for ρi(x1,x2).
Toward a more refined view of fibrous posets. Now and for the remainder of this section
fix J ⊆ I and ν ∈ Λ+ΦJ . We will use the pair (J, ν) to “refine” our view of a given fibrous poset R.
Note that in this section we will not make any use of ν as a weight; we only need the fact that it
corresponds to a J-tuple (νj)j∈J of nonnegative integers, where ν =
∑
j∈J νjω
J
j . The sets we define
next along with the following lemma pertain to some arguments we will make about a certain kind
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of “(J, ν) vertex coloring” of R. Define
MJ,ν(R) := {m ∈ R | δj(m) ≤ νj for all j ∈ J}
and for any x ∈ R set
KJ,ν(x) := {j ∈ J | δj(x) > νj}.
Primary posets. In the next section we will construct what we call “crystalline” splitting posets
by taking crystal products of fibrous posets with the following special designation. A primary poset
is a fibrous poset R with the property that if, for some x ∈ R and i ∈ I, the i-component compi(x)
is a chain x0
i→ x1 i→ . . . i→ x` with ` ≥ 2, then for all j 6= i and 0 ≤ k ≤ `− 1 we have δj(xk) = 0
if lj(xk) ≥ 2. In other words, suppose we have an i- and a j-component of R (with i 6= j), suppose
both components have length at least two, and suppose they intersect. Then the intersection vertex
is the maximal element of one of the two components.
Examples 5.10 Examples of primary posets include the minuscule and quasi-minuscule splitting
posets of §4 (cf. Theorem 4.16) and the unique connected edge-minimal splitting poset for χω when
ω is the highest root for an irreducible root system. The unique splitting poset for χC3
ω3
depicted in
Figure C.6 is a primary poset. However, the unique splitting poset for χA2
3ω1
depicted there is not
a primary poset. Also, the A2-structured poset of Figure C.2 is not primary. See Figure C.3 and
Figure C.7 for more examples.
The trichotomy observed in the next lemma is needed for the statement of Theorem 5.13.
Lemma 5.11 Let R be any disjoint sum of connected components of R1 ⊗ R2, where R2 is a
primary poset. Say (x1,x2) ∈ R \MJ,ν(R), so KJ,ν(x1,x2) 6= ∅. Then exactly one of the following
holds: (1) x1 ∈ R1 \MJ,ν(R1), (2) x1 ∈MJ,ν(R1) and there is a unique color j ∈ KJ,ν(x1,x2) such
that max{ρj(x2), lj(x2)− ρj(x1)} ≥ 2, or (3) x1 ∈ MJ,ν(R1) and for all k ∈ KJ,ν(x1,x2) it is that
case that max{ρk(x2), lk(x2)− ρk(x1)} ≤ 1.
Proof. Clearly the three conditions are mutually exclusive. They are exhaustive if we can show
uniqueness of the color j from condition (2). So suppose that x1 is in MJ,ν(R1) and that for
some j ∈ KJ,ν(x1,x2) it is the case that max{ρj(x2), lj(x2) − ρj(x1)} ≥ 2. Say i ∈ KJ,ν(x1,x2)
also has the property that max{ρi(x2), li(x2) − ρi(x1)} ≥ 2. Now lj(x2) = ρj(x2) + δj(x2) ≥
max{ρj(x2), lj(x2)−ρj(x1)} ≥ 2, and similarly li(x2) ≥ 2. Since i ∈ KJ,ν(x1,x2), then δi(x1,x2) =
max{δi(x1),−ρi(x1)+δi(x1)+δi(x2)} > νi. Since x1 is inMJ,ν(R1), then δi(x1) ≤ νi. These latter
two inequalities together require that δi(x2) > 0, so x2 cannot be i-maximal. Similarly, x2 cannot
be j-maximal. So x2 is neither i-maximal nor j-maximal within its i- and j-components, each of
which has length at least two. Since R2 is primary, we must therefore have i = j.
Vertex coloring. Much of our approach to splitting posets here and elsewhere will depend
crucially on the problem of producing certain kinds of vertex-coloring functions. Such functions
allow for the cancelling of terms in computations related to W -symmetric functions as in Theorem
4.1. For fibrous posets, we develop this idea as follows.
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If R is fibrous, x ∈ R, i ∈ I, and p is a nonnegative integer, then let Ui(x, p) be the set of the
topmost 1 + p elements in the chain compi(x), with the understanding that Ui(x, p) = compi(x)
if 1 + p > |compi(x)|. A (J, ν)-coloring of the vertices of R is a function κ : R \MJ,ν(R) −→ J
such that for all x ∈ R \MJ,ν(R),
{y ∈ compj(x) |y ∈ R \MJ,ν(R) and κ(y) = j} = compj(x) \ Uj(x, νj),
where j = κ(x). In this case, note that j ∈ KJ,ν(x).
When R is primary, it is easy to identify a (J, ν)-coloring of R. Note that the definition of
primary poset requires that for any x ∈ R\MJ,ν(R), the quantity lj(x) can exceed one for at most
one color j ∈ KJ,ν(x).
Proposition 5.12 Let R be primary. For any x ∈ R \MJ,ν(R), let κ(x) be determined by
κ(x) =

j
if j is the (necessarily unique) color in KJ,ν(x) such that
lj(x) ≥ 2
k
if for all i ∈ KJ,ν(x) it is that case that li(x) ≤ 1, in which
case k is a color freely chosen from KJ,ν(x)
Then κ : R \MJ,ν(R) −→ J is a (J, ν)-coloring of R.
Proof. Let x ∈ R \ MJ,ν(R) and j := κ(x). Say y ∈ compj(x) with y ∈ R \ MJ,ν(R) and
κ(y) = j. Now j ∈ KJ,ν(y) means that δj(y) > νj . Hence y ∈ compj(x) \ Uj(x, νj).
Now suppose that y ∈ compj(x) with δj(y) > νj . Then y ∈ R\MJ,ν(R) and j ∈ KJ,ν(y). First,
suppose lj(x) ≤ 1. Since j ∈ KJ,ν(x), then δj(x) > νj ≥ 0. In particular, neither x nor y is the
maximum element of the two-element chain compj(x). Then we must have y = x as the minimum
element of this two-element chain. Therefore κ(y) = κ(x) = j. Second, suppose lj(x) ≥ 2. Then
lj(y) ≥ 2 as well. Since j ∈ KJ,ν(y), then by the definition of κ we must have κ(y) = j.
Our next result, which is the main result of this section, shows how we can obtain (J, ν)-colorings
by taking crystal products of primary posets.
Theorem 5.13 Let R be any disjoint sum of connected components of R1 ⊗ R2, where R2 is a
primary poset. Suppose κ(1) : R1 \MJ,ν(R1) −→ J is a (J, ν)-coloring function on R1. Using the
trichotomy of conditions from Lemma 5.11, for any (x1,x2) ∈ R \MJ,ν(R) declare that
κ(x1,x2) =

κ(1)(x1) if x1 6∈ MJ,ν(R1)
j
if x1 ∈ MJ,ν(R1) and j is the unique color in KJ,ν(x1,x2)
such that max{ρj(x2), lj(x2)− ρj(x1)} ≥ 2
k
if x1 ∈ MJ,ν(R1) and for all i ∈ KJ,ν(x1,x2) it is that case
that max{ρi(x2), li(x2) − ρi(x1)} ≤ 1, in which case k is a
color freely chosen from KJ,ν(x1,x2)
Then κ : R \MJ,ν(R) −→ J is a (J, ν)-coloring of R.
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Proof. Take (x1,x2) ∈ R \ MJ,ν(R) with j := κ(x1,x2), and let (t1, t2) be the special pair in
compj(x1,x2) for which ρj(t1) = δj(t2) as identified in Lemma 5.9. We must show that
{(y1,y2) ∈ compj(x1,x2) | (y1,y2) ∈ R \MJ,ν(R) and κ(y1,y2) = j}
= compj(x1,x2) \ Uj
(
(x1,x2), νj
)
.
For the first part of the proof we let (y1,y2) ∈ compj(x1,x2) with (y1,y2) ∈ R \MJ,ν(R) and
κ(y1,y2) = j, and we show that δj(y1,y2) > νj . We consider two cases: (1) x1 ∈ R1\MJ,ν(R1), and
(2) x1 ∈MJ,ν(R1). For case (1), κ(x1,x2) = κ(1)(x1) = j, and since κ(1) is a (J, ν)-coloring of R1,
it follows that νj < δj(x1). Now δj(x1) ≤ δj(t1). If y1 ∈ MJ,ν(R1), then δj(y1) ≤ νj , so we must
have y1 6= t1, and therefore y2 = t2. Then δj(y1,y2) = δj(y1)− δj(t2) + δj(y2) = δj(y1) ≤ νj . But
y1 ∈ MJ,ν(R1) also means κ(y1,y2) = j for some j ∈ KJ,ν(y1,y2), in which case δj(y1,y2) > νj .
So we must have y1 ∈ R1 \ MJ,ν(R1). Then κ(y1,y2) = κ(1)(y1) = j, and since κ(1) is a (J, ν)-
coloring of R1, it follows that νj < δj(y1). So δj(y1,y2) = δj(y1) − δj(t2) + δj(y2) ≥ δj(y1) > νj .
For case (2), it follows from the definition of κ that j ∈ KJ,ν(x1,x2), so that δj(x1,x2) = δj(x1)−
δj(t2) + δj(x2) > νj . However, δj(x1) ≤ νj , so it must be the case that x2 6= t2, and hence x1 = t1.
So, δj(y1) ≤ δj(t1) = δj(x1) ≤ νj . Then it must be the case that y1 ∈ MJ,ν(R1). Then by
the definition of κ, the fact that κ(y1,y2) = j means that we must have j ∈ KJ,ν(y1,y2), hence
δj(y1,y2) > νj .
In the other direction, we let (y1,y2) ∈ compj(x1,x2) with δj(y1,y2) > νj , and we show that
κ(y1,y2) = j. We consider the same two cases as before: (1) x1 ∈ R1 \ MJ,ν(R1), and (2)
x1 ∈ MJ,ν(R1). As with case (1) from the previous paragraph, κ(x1,x2) = κ(1)(x1) = j, and
since κ(1) is a (J, ν)-coloring of R1, it follows that νj < δj(x1) ≤ δj(t1). If δj(y1) ≤ νj , then
we must have y1 6= t1, and therefore y2 = t2. Then δj(y1,y2) = δj(y1) − δj(t2) + δj(y2) =
δj(y1) ≤ νj , which contradicts the fact that δj(y1,y2) > νj . So in fact we must have δj(y1) > νj .
Since y1 ∈ compj(x1) \ Uj(x1, νj) and κ(1) is a (J, ν)-coloring, then κ(1)(y1) = j. And since
y1 ∈ R1 \ MJ,ν(R1), then κ(y1,y2) = κ(1)(y1) = j. For case (2), we reason as before that
j ∈ KJ,ν(x1,x2), so that δj(x1,x2) = δj(x1) − δj(t2) + δj(x2) > νj . However, δj(x1) ≤ νj , so
it must be the case that x2 6= t2, and hence x1 = t1. So, δj(y1) ≤ δj(t1) = δj(x1) ≤ νj .
But now δj(y1,y2) = δj(y1) − δj(t2) + δj(y2) > νj means that we must have y2 6= t2, hence
y1 = t1 = x1. If y2 = x2 we are done, as we will have κ(y1,y2) = κ(x1,x2) = j. So suppose
y2 6= x2. Then x2,y2, t2 are three distinct elements of compj(x2) in R2 with x2 < t2 and y2 < t2.
So ρj(t2) ≥ 2. Since (y1,y2) is below (t1, t2) in compj(x1,x2), then one can see from the proof of
Lemma 5.9 that δj(y2)−ρj(y1) is the number of steps from (y1,y2) up to (t1, t2) in this chain. So,
ρj(t2) = ρj(y2) + δj(y2) − ρj(y1), and therefore max{ρj(y2), lj(y2) − ρj(y1)} ≥ 2. It now follows
from the definition of κ that κ(y1,y2) = j.
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§6. Crystalline splitting posets.
In this section, we use crystal products to produce a fibrous (and therefore edge-minimal) splitting
poset R(λ) for each χ
λ
. These “crystalline” splitting posets will be shown to provide answers to
the product decomposition and branching problems. In the next section, we will see that these
R(λ)’s are in fact the celebrated crystal graphs whose discovery was pioneered by Kashiwara and
others. Our approach is inspired by Stembridge’s paper [Stem2] in which he developed the notion
of an “admissible system” as a kind of combinatorial and root system theoretic analog of the crystal
graphs that are obtained from the representation theory of quantum groups.
However, some differences with Stembridge’s methodology afford some advantages to our ap-
proach. First, as we will see in Theorem 7.2, data for a “coherent timing pattern” for an admissible
system essentially prescribes, all at once, a (J, ν)-coloring function for each pair (J, ν), whereas
in some contexts it is possible within our framework to prescribe a (J, ν)-coloring only for a par-
ticular pair or pairs (J, ν). Second, we are able to generalize our approach to non-fibrous posets
using Theorem 4.1 see e.g. §8 and [Don10]. And third, while the coloring functions found here
are mostly obtained by repeated application of Theorem 5.13 to certain crystal products, in some
circumstances we can explicitly identify vertex coloring functions and so obtain splitting results
without any iterative machinery (again, §8 and [Don10]).
The main theme of this section is to use crystal products of primary posets to construct refined
splitting posets. This is stated as Theorem 6.5 and is effected by Theorem 6.3 together with
Theorem 5.13. In particular, Theorem 6.3 applies Theorem 4.1 to show how the (J, ν)-splitting
property is implied by a (J, ν)-coloring of a fibrous poset. In Theorem 7.2, we use Theorem 6.3 to
show how admissible systems are instances of crystalline splitting posets.
MΦ-structured fibrous posets. We begin by studying how some of the results of the previous
section are influenced by the MΦ-structure requirement. The first result follows from Lemma 5.7.
Lemma 6.1 If R1 and R2 are MΦ-structured and fibrous posets, then R1 ⊗R2 is MΦ-structured
as well.
The next simple lemma is needed for the statement and proof of Theorem 6.3.
Lemma 6.2 Suppose R is MΦ-structured and fibrous. Let J ⊆ I and ν ∈ Λ+ΦJ . Then WGF(R)|J
is WJ -invariant. Also, if m ∈MJ,ν(R), then ν + wtJ(m) ∈ Λ+ΦJ , i.e. is ΦJ -dominant.
Proof. The first claim follows from Lemma 3.5: since R is fibrous, its j-components are necessarily
rank symmetric for all j ∈ J , and since R is MΦ-structured it is MΦJ -structured as well. The last
claim of the lemma is an easy calculation: For each j ∈ J , we have νj + mj(m) = νj + ρj(m) −
δj(m) ≥ νj − δj(m) ≥ 0, the latter inequality by virtue of the fact that m ∈MJ,ν(R).
Theorem 6.3 Suppose R is MΦ-structured and fibrous. Let J ⊆ I and ν ∈ Λ+ΦJ , and suppose R
has a (J, ν)-coloring function κ : R \MJ,ν(R) −→ J . Then R is a (J, ν)-splitting poset with
χΦJ
ν
·WGF(R)|J =
∑
m∈MJ,ν(R)
χΦJ
ν+wtJ (m)
.
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Proof. To apply Theorem 4.1 here, we identify a bijection τ : R \ MJ,ν(R) −→ R \ MJ,ν(R)
that is compatible with the given vertex-coloring function κ. For any x ∈ R \ MJ,ν(R), define
τ(x) as follows: Let j := κ(x). Then let τ(x) be the unique element of compj(x) for which
ρj(τ(x)) = lj(x) − 1 − νj − ρj(x). Since κ is a (J, ν)-coloring function, then τ(x) ∈ R \MJ,ν(R).
It is now easy to see that τ is an involution on R \ MJ,ν(R). Since R is MΦ-structured, then
wtJ(τ(x)) = wtJ(x)− (1 + νκ(x) +mκ(x))ακ(x). By Lemma 6.2, WGF(R)|J is WJ -invariant, and if
m ∈MJ,ν(R), then ν + wtJ(m) ∈ Λ+ΦJ . So we have met all the requirements of Theorem 4.1 with
SJ,ν(R) =MJ,ν(R), so R is a (J, ν)-splitting poset with χΦJν ·WGF(R)|J =
∑
m∈MJ,ν(R)
χΦJ
ν+wtJ (m)
.
Crystalline splitting posets. The preceding theorem is part of the inspiration for the following
definition.
Definition 6.4 Say an MΦ-structured and fibrous poset R is a crystalline splitting poset if for
each J ⊆ I and ν ∈ Λ+ΦJ , there is some subset SJ,ν(R) of R such that ν + wtJ(s) ∈ Λ+ΦJ whenever
s ∈ SJ,ν(R) and
χΦJ
ν
·WGF(R)|J =
∑
s∈SJ,ν(R)
χΦJ
ν+wtJ (s)
,
i.e. R is a (J, ν)-splitting poset.
Of course, a one-element poset R = {m} trivially meets the conditions of the preceding definition,
where we take each SJ,ν(R) to be {m}. Since any crystalline splitting poset is fibrous, then
χ := WGF(R) is W -invariant. For such a Weyl symmetric function, we can regard the product
decomposition and branching problems as solved, because we have χΦJ
ν
χ|J =
∑
s∈SJ,ν(R)
χΦJ
ν+wtJ (s)
for
each pair (J, ν).
For each Weyl bialternant χ
λ
, our goal is to identify a crystalline splitting poset R(λ) such that
WGF(R(λ)) = χ
λ
. This is accomplished in Theorem 6.12. The milieu for our approach is the
following theorem, which we regard as the central result of §5/§6. Notice that the hypotheses of
Theorem 6.5 do not invoke vertex coloring and that the end result is simply a statement about
crystal products of certain kinds of fibrous posets.
Theorem 6.5 Suppose R is a disjoint sum of connected components of the crystal product
R1⊗· · ·⊗Rp of MΦ-structured and primary posets Ri (1 ≤ i ≤ p). Then R is a crystalline splitting
poset and for each J ⊆ I and ν ∈ Λ+ΦJ we have
χΦJ
ν
·WGF(R)|J =
∑
m∈MJ,ν(R)
χΦJ
ν+wtJ (m)
Proof. Combine Proposition 5.12/Theorem 5.13, Lemmas 6.1/2, and Theorem 6.3.
Primary posets that are also MΦ-structured include, but certainly are not limited to, minuscule
and quasi-minuscule splitting posets.
Problem 6.6 Classify the connected, MΦ-structured, and primary posets. By the preceding
theorem, of course, these are crystalline splitting posets.
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Problem 6.7 Find explicit descriptions of (J, ν)-coloring functions for various families of crystal
products of (J, ν)-colored and MΦ-structured posets. The motivation is that via Theorem 6.3, one
would obtain more crystalline splitting posets, just as in Theorem 6.5. We do this in [Don10] for
repeated crystal products of a minuscule splitting poset, and the result is another proof of the
Proctor–Stanley theorem that minuscule posets are Gaussian (see [Proc3]).
Constructing crystalline splitting posets. One question that remains is how to use crystal
products of MΦ-structured and primary posets to find, for each λ ∈ Λ+, a crystalline splitting poset
R(λ) with WGF(R(λ)) = χ
λ
. The process we use here of taking crystal products of some especially
nice graphs in order to obtain the desired crystal borrows both from [Stem2] and [Jan].
Initially, we will require Φ to be irreducible. Toward the end of this section, we account for the
case that Φ is reducible. The main reason for the irreducible hypothesis at the outset is that, for
reasons of convenience, our discussion of minuscule and quasi-minuscule splitting posets was limited
to the circumstance that Φ is irreducible. In view of Theorem 4.16 and the definition of primary
poset in §5, we will refer to minuscule and quasi-minuscule splitting posets as primary-plus posets.
The A2- and A1 ⊕A1-splitting posets of Examples 4.10 have the somewhat unfavorable property
that they are fibrous and connected but with more than one maximal element. In some sense,
these splitting posets are “tangled.” Following §6 of [Stem2], we say a fibrous poset R is strongly
untangled if for every J ⊆ I and every x ∈ R, then compJ(x) has precisely one maximal element.
Note that for fibrous posets, an element is maximal if and only if it is prominent.
Theorem 6.8 (Stembridge) Let Φ be irreducible. Then any crystal product of primary-plus
posets is strongly untangled.
Proof. This follows from Theorem 6.4 of [Stem2]. While the statement of that theorem regards
the minuscule and quasi-minuscule splitting posets that are used in the crystal product to be
“admissible systems,” the “coherent timing pattern” plays no role in the proof. The proof depends
only on the MΦ-structure and fibrous properties of these posets as well as an understanding of the
weights of the poset elements.
The following corollary is automatic, cf. Remark 6.7.(a) of [Stem2].
Corollary 6.9 Let Φ be irreducible. For each q ∈ {1, . . . , p}, suppose that Rq is a disjoint sum
of connected components from some crystal product of primary-plus posets. Then R1⊗ · · · ⊗Rp is
strongly untangled.
Theorem 6.10 Let Φ be irreducible. Suppose that the crystal product R1 ⊗ · · · ⊗ Rp from
Corollary 6.9 has a maximal element whose (necessarily dominant) weight is λ. Let R be the
connected component containing this maximal element. Taking SJ,ν(R) :=MJ,ν(R) for each J ⊆ I
and ν ∈ Λ+ΦJ , then R is a strongly untangled crystalline splitting poset with WGF(R) = χλ .
Proof. By Theorem 6.5, R is a crystalline splitting poset. Since R is strongly untangled by
Corollary 6.9, its maximal element is unique. Together with the fact that R is (I, 0)-splitting, it
follows that WGF(R) = χ
λ
.
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The preceding result resolves the problem of constructing crystalline splitting posets as long
as there exists such a crystal product having a maximal element of weight λ. The proof of the
following existence theorem can be found in §7 of [Stem2], see specifically Theorem 7.6. The result
is actually constructive.
Theorem 6.11 (Stembridge) For any nonzero λ ∈ Λ+, there is a positive integer p and weights
µ1, . . . , µp such that (1) λ = µ1 + · · · + µp, (2) µ1 + · · · + µq is dominant for each 1 ≤ q ≤ p, and
(3) either all the weights {µ1, . . . , µp} are minuscule or all are quasi-minuscule.
Fix once and for all a total order on the set Ω of all minuscule and quasi-minuscule weights. The
lexicographically minimal Ω-expression for λ ∈ Λ+ is an expression µ1 + · · · + µp for λ as in the
preceding theorem so that the “word” (µ1, . . . , µp) in the alphabet Ω is lexicographically smallest
amongst all such expressions. The point of this is to identify one such expression for λ for use in
the following construction. We can now resolve as follows the problem of constructing crystalline
splitting posets which are splitting posets for the Weyl bialternants.
Theorem 6.12 Let Φ be irreducible. Let λ ∈ Λ+ be nonzero with the lexicographically minimal Ω-
expression λ = µ1+· · ·+µp. For each 1 ≤ q ≤ p, let µ̂q be the unique dominant weight in theW -orbit
of the minuscule or quasi-minuscule weight µq. Let xq be an element of the minuscule or quasi-
minuscule splitting poset R(µ̂q) such that wt(xq) = µq. Then (x1, . . . ,xp) ∈ R(µ̂1) ⊗ · · · ⊗ R(µ̂p)
is maximal with weight λ. Moreover, the connected component R(λ) of R(µ̂1) ⊗ · · · ⊗ R(µ̂p) that
contains (x1, . . . ,xp) is a strongly untangled crystalline splitting poset when we take SJ,ν(R(λ)) =
MJ,ν(R(λ)) for each J ⊆ I and each ν ∈ Λ+ΦJ , and WGF(R(λ)) = χλ .
Proof. First we argue that (x1, . . . ,xp) is maximal in R(µ̂1)⊗ · · · ⊗R(µ̂p). Well, by Lemma 5.7,
for any i ∈ I we have δi(x1, . . . ,xp) = max{−(mi(x1) + · · ·+mi(xq−1)) + δi(xq)}, where the max is
taken over all 1 ≤ q ≤ p. Let q be the leftmost index where this max is attained. We aim to show
that −(mi(x1)+· · ·+mi(xq−1))+δi(xq) = 0. Of course, δi(x1, . . . ,xp) ≥ 0, so it suffices to show that
−(mi(x1)+· · ·+mi(xq−1))+δi(xq) ≤ 0. Suppose that li(xq) ≤ 1 inR(µ̂q). If δi(xq) = 0, we are done,
since then −(mi(x1)+· · ·+mi(xq−1))+δi(xq) = −(mi(x1)+· · ·+mi(xq−1)) ≤ 0. If δi(xq) = 1, then
mi(xq) = −1, so mi(x1)+ · · ·+mi(xq1)+mi(xq) ≥ 0 means than −(mi(x1)+ · · ·+mi(xq−1)) ≤ −1.
It follows that −(mi(x1) + · · ·+mi(xq−1)) + δi(xq) ≤ 0. Now suppose that li(xq) = 2. We cannot
have δi(xq) = 1 in this case, otherwise µq = 0, which is not minuscule or quasi-minuscule. So, we
have δi(xq) = 0 or δi(xq) = 2. These cases are argued exactly as before, with the conclusion that
−(mi(x1) + · · ·+mi(xq−1)) + δi(xq) ≤ 0. Thus, (x1, . . . ,xp) is maximal as claimed.
Since wt(x1, . . . ,xp) = wt(x1) + · · ·wt(xp) in the crystal product, then wt(x1, . . . ,xp) = λ. The
remaining claims follow from Theorem 6.10.
In fact, the construction of the crystalline splitting poset R(λ) from the previous theorem does not
depend on the Ω-expression used to represent λ, although this is not obvious. For more discussion
on this point, see Problem 6.17.A below and Corollary 7.15 in the next section.
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So, we now have one way to resolve the problem of constructing crystalline splitting posets when
Φ is irreducible. Now suppose Φ is reducible. Write I = I1 ∪q · · · ∪q Ik, where each Ij is the index set
for an irreducible root subsystem ΦIj of Φ so that Φ = ΦI1 ∪q · · · ∪q ΦIk . Now take λ ∈ Λ+. We can
write λ uniquely as λ1 + · · ·+λk with each λj dominant in Λj = ΛΦIj , since Λ = ΛΦI1 ⊕ · · ·⊕ΛΦIk .
It is a consequence of the definitions that the crystal product R(λ1) ⊗ · · · ⊗ R(λk) coincides with
the Cartesian product R(λ1)×· · ·×R(λk). Let R(λ) := R(λ1)⊗· · ·⊗R(λk) = R(λ1)×· · ·×R(λk).
The proof of the following result is routine and is left as an exercise.
Proposition 6.13 Take Φ, λ, and R(λ) as in the preceding paragraph. Let J ⊆ I and ν ∈ Λ+ΦJ .
Then MJ,ν(R(λ)) = MJ,ν(R(λ1)) × · · · ×MJ,ν(R(λk)). Taking SJ,ν(R(λ)) := MJ,ν(R(λ)), then
R(λ) is a strongly untangled crystalline splitting poset with WGF(R(λ)) = χ
λ
.
When do product decomposition coefficients coincide with Φ-Kostka numbers? The
answer is: Almost always. We demonstrate this in the next theorem, whose proof uses reasoning
about crystalline splitting posets. For each i, k ∈ I, let u(k)i denote the length of the longest
i-component in Π(ωk).
Theorem 6.14 Take λ =
∑
i∈I aiωi in Λ
+. Let J ⊆ I, and say ν = ∑j∈J νjωJj is in Λ+ΦJ .
Then MJ,ν(R(λ)) = R(λ) if and only if
∑
k∈I aku
(k)
j ≤ νj for all j ∈ J . If J = I, then χνχλ =∑
µ∈Π(λ)
cν+µχν+µ with each ν + µ ∈ Λ+ and each cν+µ being some nonzero integer if and only if
χνχλ =
∑
µ∈Π(λ)
dλ,µχν+µ with each ν + µ ∈ Λ+ if and only if
∑
k∈I aku
(k)
i ≤ νi for all i ∈ I.
Before we prove the theorem, first a simple lemma.
Lemma 6.15 With λ =
∑
i∈I aiωi in Λ
+, let S(λ) := R(ω1)
×a1 ×· · ·×R(ωn)×an , where R(ωk)×ak
means obviously a Cartesian product of R(ωk) with itself ak times. Similarly let T (λ) := R(ω1)
⊗a1⊗
· · ·⊗R(ωn)⊗an . Now S(λ) is MΦ-structured by Lemma 3.4.3, and T (λ) is MΦ-structured by Lemma
6.1. Then we have the following identities of (generalized) weight diagrams: Π(R(λ)) = Π(S(λ)) =
Π(T (λ)) = Π(λ).
Proof. By Theorem 3.8, we have Π(S(λ)) = Π(λ) = Π(R(λ)), with the latter equality because
WGF(R(λ)) = χ
λ
. By Corollary 5.8, WGF(T (λ)) =
n∏
k=1
χak
ωk
= ψλ, while ψλ = WGF(S(λ)) by
Lemma 3.3. The fact that WGF(T (λ)) = WGF(S(λ)) means that Π(T (λ)) = Π(S(λ)).
Proof of Theorem 6.14. By Lemma 6.15, Π(λ) = Π(R(λ)) = Π(R(ω1)
⊗a1 ⊗ · · · ⊗ R(ωn)⊗an) =
Π(R(ω1)
×a1×· · ·×R(ωn)×an). Now the longest i-component of each R(ωk) is u(k)i , since R(ωk) is fi-
brous and Π(R(ωk)) = Π(ωk). Since the longest i-component in R(ω1)
×a1×· · ·×R(ωn)×an is a prod-
uct of the longest i-components in each R(ωk), this longest i-component has length
∑
k∈I aku
(k)
i . So
the longest i-component in Π(λ) has length
∑
k∈I aku
(k)
i . Since R(λ) is fibrous and Π(R(λ)) = Π(λ),
then the longest i-component of R(λ) has length
∑
k∈I aku
(k)
i . This is enough to establish the first
equivalence of the theorem statement.
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Now let J = I. We aim to prove the three assertions from the last sentence of the theorem
statement are equivalent by showing that each is equivalent to the assertion that MI,ν(R(λ)) =
R(λ). Given what was demonstrated in the previous paragraph, we only have to show this for
the first two of the three assertions. To that end, assume that χνχλ =
∑
µ∈Π(λ)
cν+µχν+µ with each
ν + µ ∈ Λ+ and cν+µ 6= 0. We will show that MI,ν(R(λ)) = R(λ). Otherwise, we can choose
x ∈ R(λ) \ MI,ν(R(λ)) and j ∈ I such that δj(x) is as large as possible. Therefore δj(x) > νj .
But now |{m ∈ MI,ν(R(λ)) |wt(m) = wt(x)}| equals cν+wt(x), which is nonzero. Therefore, there
must be some y with wt(y) = wt(x) and δj(y) ≤ νj . In particular, mj(y) = mj(x), and hence
ρj(y)−δj(y) = ρj(x)−δj(x). Since δj(x) is as large as possible, then ρi(x) = 0. So ρj(y)−δj(y) =
−δj(x), which means that ρj(y) = δj(y) − δj(x). That is, δj(y) − δj(x) ≥ 0, i.e. δj(y) ≥ δj(x).
This contradicts the fact that δj(y) ≤ νj < δj(x). So, we must have MI,ν(R(λ)) = R(λ).
Assume now thatMI,ν(R(λ)) = R(λ). Then χν ·WGF(R(λ)) =
∑
m∈MI,ν(R(λ))
χ
ν+wt(m)
implies that
each coefficient cν+µ in the expansion χνχλ =
∑
µ∈Π(λ)
cν+µχν+µ is equal to |{m ∈ R(λ) |wt(m) = µ}|,
which is obviously just dλ,µ. Therefore χνχλ =
∑
µ∈Π(λ)
dλ,µχν+µ with each ν + µ ∈ Λ+. Of course,
since each of these dλ,µ’s is nonzero, then assuming χνχλ =
∑
µ∈Π(λ)
dλ,µχν+µ with each ν + µ ∈ Λ+
we can immediately conclude that χνχλ =
∑
µ∈Π(λ)
cν+µχν+µ with each ν + µ ∈ Λ+ and cν+µ 6= 0.
For irreducible root systems, we can easily determine the u
(k)
i ’s.
Proposition 6.16 Let Φ be an irreducible root system. (1) Let i, k ∈ I. Then α∨ ∈ Φ∨ is the
highest coroot in the W -orbit of α∨i if and only if α ∈ Φ is the highest root in the W -orbit of αi.
For such an α, we have
u
(k)
i = max{〈ν, α∨〉 | ν ∈ Π(ωk) ∩ Λ+}.
(2) We have the following data for the vector u(k) := (u
(k)
1 , . . . , u
(k)
n ) with k ∈ I:
When Φ = An, we have u
(k) = (1, . . . , 1).
When Φ = Bn, we have u
(k) =

(1, . . . , 1, 2) if k = 1
(2, . . . , 2) if 2 ≤ k ≤ n− 1
(1, . . . , 1) if k = n
When Φ = Cn, we have u
(k) =
{
(1, . . . , 1) if k = 1
(2, . . . , 2, 1) if 2 ≤ k ≤ n
When Φ = Dn, we have u
(k) =
{
(1, . . . , 1) if k = 1, n− 1, n
(2, . . . , 2) if 2 ≤ k ≤ n− 2
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When Φ = E6, we have u
(k) =

(1, 1, 1, 1, 1, 1) if k = 1, 6
(2, 2, 2, 2, 2, 2) if k = 2
(3, 3, 3, 3, 3, 3) if k = 3, 4, 5
When Φ = E7, we have u
(k) =

(1, 1, 1, 1, 1, 1, 1) if k = 7
(2, 2, 2, 2, 2, 2, 2) if k = 1, 2, 6
(3, 3, 3, 3, 3, 3, 3) if k = 3, 5
(4, 4, 4, 4, 4, 4, 4) if k = 4
When Φ = E8, we have u
(k) =

(2, 2, 2, 2, 2, 2, 2, 2) if k = 1, 8
(3, 3, 3, 3, 3, 3, 3, 3) if k = 2, 7
(4, 4, 4, 4, 4, 4, 4, 4) if k = 3, 6
(5, 5, 5, 5, 5, 5, 5, 5) if k = 5
(6, 6, 6, 6, 6, 6, 6, 6) if k = 4
When Φ = F4, we have u
(k) =

(2, 2, 2, 2) if k = 1
(3, 3, 4, 4) if k = 2
(2, 2, 3, 3) if k = 3
(1, 1, 2, 2) if k = 4
When Φ = G2, we have u
(k) =
{
(2, 1) if k = 1
(3, 2) if k = 2
Proof. The first statement of part (1) of the proposition uses the facts that for irreducible root
systems, (a) all roots of a given length are W -conjugate, (b) a root β is short (respectively long)
if and only if the coroot β∨ is long (resp. short), and (c)
∑
j∈I kjαj is a root in Φ if and only if∑
j∈I kjα
∨
j is a root in Φ
∨. So suppose α is the highest root in the W -orbit of some simple root
αi. If we write α =
∑
j∈I kjαj , it follows from fact (c) that α
∨ =
∑
j∈I kjα
∨
j ∈ Φ∨ is highest in its
W -orbit. Moreover, by fact (b), α∨ and α∨i have the same length, and so are W -conjugate by fact
(a). That is, α∨ is the highest coroot in the W -orbit of α∨i . The proof of the converse is entirely
similar.
Now for any µ ∈ Π(ωk), there is a σ ∈ W such that ν := σ(µ) ∈ Π(ωk) ∩ Λ+. Then 〈µ, α∨i 〉 =
〈ν, σ(α∨i )〉. With α∨ as the highest root in the W -orbit of α∨i , then dominance of ν implies that for
any other β∨ = τ(α∨i ) in this same W -orbit (τ ∈W ), we have 〈ν, β∨〉 ≤ 〈ν, α∨〉. Therefore,
u
(k)
i := max{〈µ, α∨i 〉 |µ ∈ Π(ωk)} = max{〈ν, α∨〉 | ν ∈ Π(ωk) ∩ Λ+}.
We will see in §7 that the crystal graph Gcrystal(ωk) associated with a fundamental weight ωk is
connected and MΦ-structured and that its unique maximal element has weight ωk. So by Theorem
3.8, Π(Gcrystal(ωk)) = Π(ωk). For the An—Dn cases of part (2) of the proposition statement, one can
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therefore obtain the data for u(k) using the explicit descriptions given in [KN] of the crystal graph
Gcrystal(ωk). For the E6, E7, E8, F4, and G2 cases, one can obtain each u(k) by using the formula from
part (1) of the proposition. For explicit root and weight data for these computations, see [BMP].
Further consequences, questions, and comments. We close this section by enumerating
some questions and comments about the foregoing construction of crystalline splitting posets.
Problems 6.17
(A) Suppose that in some crystal product of primary-plus posets, R′(λ) is the connected compo-
nent of some maximal element of weight λ. Theorem 6.10 shows that R′(λ) is a strongly untangled
crystalline splitting poset with WGF(R′(λ)) = χ
λ
. It follows rather easily from crystal base theory
that necessarily R(λ) ∼= R′(λ) as edge-colored directed graphs, see Corollary 7.15 below. One could
ask for a combinatorial proof of this uniqueness result.
(B) The question in (A) is closely related to the question of providing a combinatorial algorithm
showing that R(λ) ⊗ R(ν) ∼= R(ν) ⊗ R(λ) for any ν, λ ∈ Λ+. See [Len2] for an answer to this
question for the cases other than E8, F4, and G2.
(C) It is natural to ask under what circumstances the crystal product of fibrous posets is strongly
untangled, cf. Question 6.3 of [Stem2]. In particular, to what extent is Theorem 6.8 a purely poset-
theoretic result and to what extent does it require the MΦ-structure property or other root system
related properties?
Remarks 6.18
(A) It is natural to ask what relationship R(λ)./ has to R(λ). In fact, it is another easy conse-
quence of crystal base theory that R(λ)./ ∼= R(λ) as edge-colored directed graphs, see Corollary
7.14. In [Len1], Lenart provides a combinatorial algorithm for producing such an isomorphism. His
algorithm generalizes the “evacuation” involution on semistandard tableaux.
(B) Positivity: From the fact that R(λ) is a crystalline splitting poset with WGF(R(λ)) = χ
λ
, it
follows that the product χνχλ is a positive integer linear combination of some Weyl bialternants,
i.e. the product decomposition coefficients cµ in the expansion χνχλ =
∑
µ∈Λ+ cµχµ are nonnegative
integers. Indeed, cµ = |{m ∈ MI,ν(R(λ)) |wt(m) = µ}|. For J ⊆ I, it also follows that χλ |J is
a positive integer linear combination of some ΦJ -Weyl bialternants, i.e. the restriction coefficients
bµ in the expansion χλ |J =
∑
µ∈Λ+ΦJ
bµχ
ΦJ
µ
are nonnegative integers. In fact, we have bµ = |{m ∈
MJ,0(R(λ)) |wtJ(m) = µ}|.
(C) We can make any fibrous splitting poset R for χ
λ
into a crystalline splitting poset as follows.
Take any weight-preserving bijection φ : R(λ) −→ R. Now let J ⊆ I and ν ∈ Λ+ΦJ . Then define
SJ,ν(R) := φ(MJ,ν(R(λ)). Since WGF(R)|J = WGF(R(λ))|J , it follows that R is a crystalline
splitting poset. More generally, even if R is not fibrous, we can use this same procedure to identify
sets SJ,ν(R) so that R is (J, ν)-splitting for each pair (J, ν). How interesting this result is in any
particular case will depend on how explicit and natural the bijection φ is, how nice the sets SJ,ν(R)
are, etc.
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(D) Another natural question is when the product χνχλ will be “multiplicity-free” in the sense
that when we write χνχλ =
∑
µ∈Λ+ cµχµ , each cµ ∈ {0, 1}. This problem is combinatorial in
the sense that the given product of Weyl bialternants is multiplicity-free if and only if for all
distinct m1,m2 ∈ MI,ν(R(λ)) we have wt(m1) 6= wt(m2). Similarly, one can ask, for a given
J ⊂ I, when the branching χ
λ
|J will be multiplicity-free. This property is equivalent to having
wtJ(m1) 6= wtJ(m2) whenever m1 and m2 are distinct in MJ,0(R(λ)). This “mutliplicity-free
calculus” is studied thoroughly in [Stem3], with explicit answers.
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§7. Stembridge’s Admissible systems and the crystal bases/graphs
of Kashiwara et al.
For any dominant weight λ, Kashiwara’s crystal base on the one hand and a particular admissible
system of Stembridge on the other yield certain fibrous edge-colored directed graphs, notated here as
Gcrystal(λ) and Gadm-syst(X(λ)) respectively.1 These graphs encode much of the information about the
related irreducible representation of the associated semisimple Lie algebra or quantized enveloping
algebra. So, they are obvious candidates for (refined) splitting posets for χ
λ
.
Our main objective here is to demonstrate directly that these graphs are crystalline splitting
posets in the sense of the previous section, see Theorems 7.2 and 7.10. This will serve to provide
an introduction to crystal graphs/admissible systems for the interested but perhaps uninitiated
combinatorial reader and to enter these and related results into the record via the (mostly) self-
contained vertex-coloring proofs we provide. In particular, we will use crystal graphs to see how
certain combinatorial statements about our R(λ) crystalline splitting posets have algebraic justifi-
cations, and we will pose some of these algebraic results as combinatorial problems. We will also
see exactly how the Weyl character formula is a corollary of the proof given here that crystal graphs
are splitting posets.
One could add a third graph to this collection, namely the edge-colored directed graph associated
with Littelmann’s path model, which we denote Gpath(λ). The Isomorphism Theorem of [Lit3]
guarantees that the path model is, in a precise sense, independent of the choice of an initial path,
and therefore the path model also yields only one graph Gpath(λ); see also Theorem 6.5 of [Lit4].
That these graphs are crystalline splitting posets follows from the fact, proved by Joseph [Jo] and
Kashiwara [Kash3] and stated as Theorem 11.1 in [Lit4], that Gpath(λ) and Gcrystal(λ) are isomorphic
edge-colored directed graphs. It also follows from the fact that Gpath(λ) arises as Gadm-syst(X(λ)) for
some admissible system X(λ), cf. §8 of [Stem2]. See also Remark 7.3.B below.
Admissible systems as crystalline splitting posets. Stembridge’s admissible systems are
characterized axiomatically in [Stem2]. An admissible system is a 4-tuple (X,µ, δ, {F˜i|i ∈ I}), where
X is a set of objects, µ and δ are maps X → Λ, and each F˜i is a bijection between two subsets of X.
We sometimes use X by itself to denote the admissible system. We will require that X be finite.
Below we see that δ of the admissible system is a nonpositive-valued version of our nonnegative-
valued depth-measuring quantity δ. Denote by E˜i the inverse function F˜
−1
i . For reasons that
will be clear shortly, we think of E˜i and F˜i as “raising” and “lowering” operators respectively; we
use the tilde in denoting these operators because of their similarities with Kashiwara’s raising and
lowering operators in the context of crystal graphs. We let ε(x) := µ(x)− δ(x) for all x ∈ X. Also,
1By uniqueness of the crystal base – see [Kash2] or Ch. 5 of [Hong-K] – there is only one crystal graph Gcrystal(λ)
associated with the dominant weight λ. This graph is sometimes called a “regular” or “normal” crystal graph, to
distinguish it from other edge-colored directed graphs which share some of the combinatorial properties of regular
crystal graphs but do not arise from crystal bases.
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for each i ∈ I set µ(x, i) := 〈µ(x), α∨i 〉, δ(x, i) := 〈δ(x), α∨i 〉, ε(x, i) := 〈ε(x), α∨i 〉. Write x i y if
x = F˜ ki (y) for some k ≥ 0.
Assuming X is finite, the system is required to satisfy four axioms: (A1) δ(x) ∈ −Λ+ and
ε(x) ∈ Λ+; (A2) F˜i is a bijection {x ∈ X | ε(x, i) > 0} −→ {x ∈ X | δ(x, i) < 0}; (A3) µ(F˜i(x)) =
µ(x)− αi, δ(F˜i(x), i) = δ(x, i)− 1, and therefore ε(F˜i(x), i) = ε(x, i)− 1; and (A4) the system has
a coherent timing pattern, which is a real-valued function t(x, i) defined for all x ∈ X and i ∈ I for
which δ(x, i) < 0 and satisfying the following properties: (i) If t(x, i) and F˜i(x) are defined then
t(x, i) ≤ t(F˜i(x), i), and (ii) for all j 6= i, all integers δ < 0, and all t ≤ t(x, i), there is y ∈ X with
y j x and δ(y, i) = δ and t(y, i) = t if and only if there is y′ ∈ X with y′ j F˜i(x) and δ(y′, i) = δ
and t(y′, i) = t.
It can be seen as follows that underlying the admissible system (X,µ, δ, {F˜i|i ∈ I}) is a ranked
poset Gadm-syst(X) with edges colored by the set I. Vertices of Gadm-syst(X) are the elements of X.
For s, t ∈ X and i ∈ I, write s i→ t if and only if E˜i(s) = t if and only if s = F˜i(t). The fact
that µ(s) + αi = µ(t) whenever s
i→ t (axiom (A3)) shows that the resulting graph is acyclic
(no directed cycles), that the transitive closure of these edge relations defines a partial order, that
the given edges are covering relations with respect to this partial order, and that the resulting
poset Gadm-syst(X) is ranked. By (A2), we see that the i-components of Gadm-syst(X) are chains.
Now let x ∈ X and i ∈ I. Then compi(x) in Gadm-syst(X) is a chain x0 i→ x1 i→ · · · i→ xp,
where x = xr for some 0 ≤ r ≤ p. Since x0 is minimal in the chain compi(x), then by (A2)
we have ε(x0, i) ≤ 0. But by (A2) we also see that ε(x1, i) > 0. Since by (A1) we must have
ε(xq, i) ∈ Z for each 0 ≤ q ≤ p, and since by (A3) we must have ε(xq−1, i) = ε(xq, i) − 1 for each
1 ≤ q ≤ p, then we conclude that ε(x0, i) = 0 and ε(x1, i) = 1. Further application of (A3) shows
that for 0 ≤ q ≤ p, ε(xq, i) = ρi(xq) = q and δ(xq, i) = ρi(xq) − li(xq) = q − p, and hence that
mi(x) = ρi(x) − (li(x) − ρi(x)) = ε(x, i) + δ(x, i) = µ(x, i) = 〈µ(x), α∨i 〉. In view of Lemma 3.4,
we now have 〈wt(x), α∨i 〉 = 〈µ(x), α∨i 〉 for each i ∈ I, and hence wt(x) = µ(x). So Gadm-syst(X) is
the Hasse diagram for an MΦ-structured poset. It is now evident that in the edge-colored poset
Gadm-syst(X), for all i ∈ I and x ∈ X we have δi(x) = −δ(x, i).
The following is Lemma 2.3 of [Stem2] and is needed for our next theorem.
Lemma 7.1 (Stembridge) For j 6= k in I, suppose x′ j x, d is a positive integer, and T ≤ t(x, j).
Then there is a y k x such that δk(y) = d and t(y, k) = T if and only if there is a y′ k x′ such
that δk(y
′) = d and t(y′, k) = T .
The next result reworks Theorem 2.4 of [Stem2] by showing exactly how an admissible system
X can be realized as a crystalline splitting poset. For any x ∈ Gadm-syst(X) \MJ,ν(Gadm-syst(X)) and
i ∈ KJ,ν(x), we let x(i) denote the unique element of compi(x) for which δi(x(i)) = νi + 1, when
νi ∈ {0, 1, . . . , li(x)}.
Theorem 7.2 For any (finite) admissible system (X,µ, δ, {F˜i|i ∈ I}), the edge-colored directed
graph Gadm-syst(X) is the fibrous edge-colored Hasse diagram of an MΦ-structured poset. Fix a total
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ordering of I. Then for each J ⊆ I and ν ∈ Λ+ΦJ , the function κ : Gadm-syst(X)\MJ,ν(Gadm-syst(X)) −→
J given by
κ(x) = min
{
i ∈ KJ,ν(x) : t(x(i), i) = min
k∈KJ,ν(x)
{t(x(k), k)}
}
is a (J, ν)-coloring of Gadm-syst(X). In particular, it follows that Gadm-syst(X) is a crystalline splitting
poset and that for each such (J, ν) pair we have
χΦJ
ν
·WGF(Gadm-syst(X))|J =
∑
m∈MJ,ν(Gadm-syst(X))
χΦJ
ν+wtJ (m)
.
Proof. That Gadm-syst(X) is fibrous and MΦ-structured follows from the paragraphs preceding the
theorem statement. Once we show that the function κ is a (J, ν)-coloring of Gadm-syst(X), then we
will be done, since the identity of WJ -symmetric functions as well as the crystalline claim of the
theorem statement follow from Theorem 6.3. So, if t ∈ Gadm-syst(X) \MJ,ν(Gadm-syst(X)), then we
need to show that
{s ∈ compj(t) : s 6∈ MJ,ν(Gadm-syst(X)) and κ(s) = j} = compj(t) \ Uj(t, νj).
To this end, let x ∈ compj(t) \ Uj(t, νj). Then in this case we automatically get δj(x) > νj , so
x 6∈ MJ,ν(Gadm-syst(X)). Now suppose that t(x(k), k) ≤ t(x(j), j) for some k 6= j. Now x(k) k x.
Let d := δk(x
(k)) = νk + 1 > 0 and T := t(x
(k), k). Since x and t are in the chain compj(t), then
we must have one of x j t or x j t. If x j t, then observe that T = t(x(k), k) ≤ t(x(j), j) =
t(t(j), j) ≤ t(t, j). On the other hand, if x j t, then T = t(x(k), k) ≤ t(x(j), j) ≤ t(x, j). Either
way, by Lemma 7.1, we get a y k t with δk(y) = d = νk + 1 and t(y, k) = T = t(x(k), k). Then
y = t(k). In particular, t(t(k), k) = t(x(k), k) ≤ t(x(j), j) = t(t(j), j). The fact that j = κ(t) says
that t(t(j), j) ≤ t(t(k), k), and combining this with the inequality of the preceding sentence gives
us equality all the way through: t(t(k), k) = t(x(k), k) = t(x(j), j) = t(t(j), j). Also, since now
t(t(k), k) = t(t(j), j), then by definition of κ, it must be the case that j < k in the fixed ordering of
J . Thus we have shown that if t(x(k), k) ≤ t(x(j), j) for some k 6= j, then t(x(k), k) = t(x(j), j) and
j < k. Therefore, κ(x) = j, so x ∈ {s ∈ compj(t) : s 6∈ MJ,ν(Gadm-syst(X)) and κ(s) = j}.
On the other hand, suppose now that x ∈ {s ∈ compj(t) : s 6∈ MJ,ν(Gadm-syst(X)) and κ(s) = j}.
Then automatically j ∈ KJ,ν(x) (cf. §5), hence δj(x) > νj , and hence x ∈ compj(t) \ Uj(t, νj).
Remarks 7.3
(A) Starting with the lexicographically minimal Ω-expression for a given dominant weight λ,
Stembridge can build an admissible system, here denoted X(λ), using a crystal-type product of
“thin” admissible systems whose underlying graphs are minuscule and quasi-minuscule splitting
posets. The result is a strongly untangled system with a unique maximal element of dominant
weight λ. It follows (by Theorem 7.2, for example) that Gadm-syst(X(λ)) is a crystalline splitting
poset and that WGF(Gadm-syst(X(λ))) = χλ . A different Ω-expression for λ could conceivably result
in a different graph Gadm-syst(X ′(λ)). As an algebraic consequence of crystal base theory, we argue
in Corollary 7.15 that in fact Gadm-syst(X ′(λ)) ∼= Gadm-syst(X(λ)) ∼= R(λ).
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(B) In §8 of [Stem2], Stembridge shows how to realize a particular version of Littelmann’s path
model as an admissible system. In particular, for each element of Gpath(λ), he provides in the proof
of his Theorem 8.3 an explicit formula for the timing pattern t(x, i). By Theorem 7.2, this gives
an explicit (J, ν)-coloring of Gpath(λ) for each J ⊆ I and ν ∈ Λ+ΦJ . That is, in this way we can view
Gpath(λ) as a crystalline splitting poset.
Crystal graphs as crystalline splitting posets. In [Kash1] and [Kash2], Kashiwara intro-
duced the notion of a crystal base and its associated crystal graph for a module of the quantized
enveloping algebra Uq(g) associated to a semisimple Lie algebra g. See [Jan] or [Hong-K] for read-
able expositions of these and related ideas. Roughly, the crystal graph is an edge-colored directed
graph that depicts a basis for the module as q → 0. One representation-theoretic use for crystal
graphs is in decomposing Uq(g)-modules and g-modules: The connected components of a crystal
graph are in one-to-one correspondence with the irreducible modules in the decomposition of any
given module. In [KN], crystal graphs are explicitly constructed for the An, Bn, Cn, and Dn cases
using tableaux.
In [Kash2], Kashiwara establishes the existence and uniqueness of the crystal base – and therefore
of the crystal graph – associated with an irreducible module (see also [Jan] Ch. 9, [Hong-K] Ch. 5).
Existence of the crystal base can be established by a product construction similar to the product
construction of R(λ) in §6. Uniqueness follows from a certain kind of complete reducibility for
crystal bases and a Schur-type lemma for Uq(g)-modules. We will not carry out those arguments
here. We refer the interested reader (that elusive creature) to the original sources, or [Jan] or
[Hong-K].
Our main purpose here is to record in Theorem 7.10 that, for a given Weyl bialternant χ
λ
, the
associated crystal graph is the crystalline splitting poset R(λ). This has several consequences.
First, because irreducible g-modules are q = 1 instances of irreducible Uq(g)-modules, then we
get Weyl’s character formula as an immediate corollary (Corollary 7.11). Second, we can say how
certain operations on Uq(g)-modules are nicely behaved, as are the corresponding operations on
crystal bases and crystal graphs (Corollary 7.14). Third, uniqueness of the crystal base allows us to
conclude in Corollary 7.15 that the construction of R(λ) in §6 is independent of the Ω-expression
used to represent λ, cf. Problem 6.17.A.
The following synopsis of definitions and standard results from the theory of crystal bases largely
follows Ch. 4, 5, and 9 of [Jan] and is used to set up the sequence of results that lead to Theorem
7.10 and its corollaries. We have g as the aforementioned rank n complex semisimple Lie algebra
associated to the root system Φ. Let q be an indeterminate overQ. For 1 ≤ i ≤ n, set qi := q〈αi,αi〉/2.
For any nonnegative integer m, set [m]i :=
qmi − q−mi
qi − q−1i
, and set [m]i! := [m]i[m − 1]i · · · [1]i (where
an empty product is 1). For 0 ≤ j ≤ m, the quantity
[
m
j
]
i
:= [m]i![j]i![m−j]i! is a qi-binomial coefficient.
The quantized enveloping algebra U := Uq(g) is the Q(q)-algebra with generators {ei, fi, ki, k−1i }ni=1
satisfying the quantum versions of the Serre relations:
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(QS1) kik
−1
i = 1 = k
−1
i ki and kikj = kjki
(QS2) eifj − fjei = δi,j ki − k
−1
i
qi − q−1i
(QS3) kiejk
−1
i = q
〈αi,αj〉ej
kifjk
−1
i = q
−〈αi,αj〉fj
(QS+ij)
1−〈αj ,α∨i 〉∑
r=0
(−1)r
[
1− 〈αj , α∨i 〉
r
]
i
e
1−〈αj ,α∨i 〉−r
i eje
r
i = 0
(QS−ij)
1−〈αj ,α∨i 〉∑
r=0
(−1)r
[
1− 〈αj , α∨i 〉
r
]
i
f
1−〈αj ,α∨i 〉−r
i fjf
r
i = 0.
These relations are q-deformations of the relations defining the universal enveloping algebra U(g).
For ∅ 6= J ⊆ I, let UJ be the subalgebra of U generated by {ej , fj , kj , k−1j }j∈J .
Given a Q(q)-vector space and U-module V , we use Ei, Fi, and Ki for the images of ei, fi,
and ki in gl(V ). The U-module V is integrable if V =
⊕
µ∈Λ Vµ, where Vµ = {v ∈ V : Ki(v) =
q
〈µ,α∨i 〉
i v for all 1 ≤ i ≤ n} is the µ-weight space of V . For the remainder of this discussion of crystal
bases/crystal graphs, V denotes an integrable finite-dimensional (i.f.d. for short) U-module, and
char(V ) :=
∑
µ∈Λ(dimVµ)e
µ.
Certain operations on such U-modules, particularly taking tensor products and duals, are effected
by a Hopf algebra structure on U , cf. §9.13 of [Jan]. In particular, the category of i.f.d. U-modules
is closed under ⊕, ⊗, and ∗, cf. §5.3 of [Jan]. These operations combine in the expected ways:
V1 ⊗ (V2 ⊗ V3) ∼= (V1 ⊗ V2)⊗ V3,
V1 ⊗ (V2 ⊕ V3) ∼= (V1 ⊗ V2)⊕ (V1 ⊗ V3), (V1 ⊕ V2)⊗ V3 ∼= (V1 ⊗ V3)⊕ (V2 ⊗ V3),
(V1 ⊕ V2)∗ ∼= V ∗1 ⊕ V ∗2 , and (V1 ⊗ V2)∗ ∼= V ∗2 ⊗ V ∗1 ,
although it is not apparent yet that ⊗ is commutative.
Moreover, i.f.d. U-modules are completely reducible (§5.17 [Jan])2, and the irreducible i.f.d.
U-modules are indexed by dominant weights (§5.10 [Jan]). The latter means in particular that if
V (λ) is an irreducible i.f.d. U-module corresponding to dominant weight λ, then there is a “highest”
weight vector vλ (unique up to scalar multiple) such that Ei(vλ) = 0 for all i ∈ I. Throughout
2Some of the theory of i.f.d. U -moldules is developed in Ch. 5 of [Jan] using the usual q = 1 theory of finite-
dimensional g-modules over C. In particular, the proof of Theorem 5.15 of [Jan], upon which this complete reducibility
result depends, invokes Weyl’s character formula, but not in a crucial way. When WCF is invoked, the issue in the
argument is to deduce that two particular i.f.d. U-modules L˜(λ) and L(λ) have the same dimension by considering
their q = 1 counterpart, which in both cases is an irreducible finite-dimensional g-module V (λ) with highest weight
λ, cf. §5.14 of [Jan]. But in this case we can just use §5.13.3 of [Jan] to conclude that dim L˜(λ) =
∑
µ∈Λ
dim L˜(λ)µ =∑
µ∈Λ
dimV (λ)µ =
∑
µ∈Λ
dimL(λ)µ = dimL(λ).
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the remaining discussion, the notation V (λ) refers to some generic irreducible i.f.d. U-module with
highest weight λ.
Given an i.f.d. U-module V associated to a Q(q)-algebra homomorphism φ : U −→ gl(V ), we can
define a new U-module structure on V via a new Q(q)-algebra homomorphism φ./ : U −→ gl(V )
which acts on generators for U as follows: For all i ∈ I and v ∈ V , declare that φ./(ei)(v) :=
φ(fσ0 (i))(v), φ
./(fi)(v) := φ(eσ0 (i))(v), φ
./(ki)(v) := φ(k
−1
σ0 (i)
)(v), and φ./(k−1i )(v) := φ(kσ0 (i))(v),
where σ0 is the permutation of I associated with the longest Weyl group element w0, cf. §2. It is
easy to see that the images {φ./(ei), φ./(fi), φ./(ki), φ./(k−1i )} in gl(V ) satisfy the quantum Serre
relations. We refer to this new U-module by the notation V ./ and call this the bow tie of V . It is
evident that the category of i.f.d. U-modules is closed under ./.
For any dominant weight λ, let V (λ) be an irreducible f.d. g-module with highest weight λ. It
follows from §5.13 of [Jan] that char(V (λ)) = char(V (λ)). Let Π(V (λ)) be the set of weights µ ∈ Λ
with dimV (λ)µ > 0, and similarly define Π(V (λ)). It follows from Proposition 21.3 of [Hum1] that
Π(V (λ)) = Π(λ) (an equality of sets), so therefore Π(V (λ)) = Π(λ) as well.
Fix i ∈ I. Kashiwara’s “raising” and “lowering” operators E˜i and F˜i are defined on V as follows.
An analysis of the decomposition of V as a Ui-module shows that for each µ ∈ Λ and each v ∈ Vµ,
there exist unique vectors3 {vj}j≥max{0,−〈µ,α∨i 〉} such that vj ∈ Vµ+jαi ∩ kerEi and
v =
∑
j≥max{0,−〈µ,α∨i 〉}
1
[j]i!
F ji (vj).
Then define E˜i, F˜i : Vµ −→ V by the rules
E˜i(v) :=
∑
j≥max{1,−〈µ,α∨i 〉}
1
[j − 1]i!F
j−1
i (vj) and F˜i(v) :=
∑
j≥max{0,−〈µ,α∨i 〉}
1
[j + 1]i!
F j+1i (vj).
It is not hard to see that each of E˜i and F˜i is linear, and since V is integrable we may extend these
to linear transformations V −→ V .
Let A be the local ring of rational functions in Q(q) well-defined at q = 0: A is a principal ideal
domain with unique maximal ideal qA and residue field A/qA ∼= Q. A crystal base for V is a pair
(V,B), with V an A-submodule of V and with the induced action of each E˜i and F˜i on V and V/qV,
satisfying:
(CB1) V is a finitely generated A-module and generates V as a Q(q)-vector space.
(CB2) B is a basis for the Q-vector space V/qV.
(CB3) V = ⊕µ∈Λ Vµ, where Vµ := V ∩ Vµ.
3Let {u1, . . . , us} be the collection of Ui-highest vectors in the decomposition of V as a Ui-module. So for 1 ≤ p ≤ s
there is a nonnegative integer `p for which Ki(up) = q
`p
i up, and { 1[j]i!F
j
i (up)}1≤p≤s,0≤j≤`p is a weight basis for V .
Then there exist unique scalars cp ∈ Q(q) for which v = ∑ cp 1[jp]i!F jpi (up), where the sum is over all indices p for
which 1 ≤ p ≤ s, `p − 2jp = 〈µ, α∨i 〉, and 0 ≤ jp ≤ `p. Then for any j ≥ max{0,−〈µ, α∨i 〉}, we take vj =
∑
cpup,
where the sum is over all indices p for which `p − 2j = 〈µ, α∨i 〉.
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(CB4) B = ∪q µ∈ΛBµ (a disjoint union), where Bµ := B ∩ (Vµ/qVµ).
(CB5) E˜i(V) ⊆ V and F˜i(V) ⊆ V.
(CB6) E˜i(B) ⊆ B ∪ {0} and F˜i(B) ⊆ B ∪ {0}.
(CB7) For s and t in B and i ∈ I, we have E˜i(s) = t if and only if F˜i(t) = s.
We take the existence of crystal bases for granted, see for example Theorems 9.11/9.25 of [Jan].
If (V,B) is a crystal base for V , then its crystal graph G is the edge-colored directed graph whose
vertices correspond to the elements of B and whose edges are defined by s i→ t if and only if
E˜i(s) = t if and only if s = F˜i(t). For any x in G, we define wtcrystal(x) := µ (the crystal weight
of x) if and only if x ∈ Bµ. It is not obvious at this point that any such V has a unique (up to
isomorphism) crystal graph G. This is part of the content of the next result.
Proposition 7.4 (1) If V and V ′ are irreducible i.f.d. U-modules with highest weight λ, and
if (V,B) and (V ′,B′) are crystal bases with crystal graphs G and G′ respectively, then G ∼= G′.
Moreover, G has a unique maximal element m, and wtcrystal(m) = λ. (2) Suppose an i.f.d. U-module
V decomposes as V (λ1)⊕ · · · ⊕ V (λp), and suppose G is the crystal graph of some crystal base for
V . Then G ∼= G1 ⊕ · · · ⊕ Gp, where for each 1 ≤ q ≤ p, Gq is the crystal graph for some crystal base
for V (λq).
Proof. For (1), the fact that G ∼= G′ follows from remarks at the end of §9.11 of [Jan]. Uniqueness
of the maximal element m as well as the fact that wtcrystal(m) = λ follow from Lemma 9.26 of [Jan].
In view of (1), (2) then follows from Theorem 9.11 of [Jan].
From here on, then, we can speak of the crystal graph G(V ) associated to any i.f.d. U-module V .
For an irreducible i.f.d. U-module V (λ), we denote by Gcrystal(λ) the associated crystal graph. Our
main aim is to show in Theorem 7.10 that Gcrystal(λ) coincides with the crystalline splitting poset
R(λ) of §6. To get there, we continue with some general observations about crystal graphs.
Proposition 7.5 Let (V,B) be a crystal base for an i.f.d. U-module V , with G as the corresponding
crystal graph. Then |B| = dimQ(q) V , and for each µ ∈ Λ, we have we have |Bµ| = dimQ(q) Vµ.
Moreover, char(V ) =
∑
x∈G e
wtcrystal(x).
Proof. As an A-submodule of V , V is necessarily torsion-free. So by the fundamental theorem
of finitely-generated modules over a P.I.D., it follows that V ∼= Ad for some positive integer d.
Then, V/qV ∼= (A/qA)d ∼= Qd. In extending scalars, one can use (CB1) to see that the linear
transformation V ⊗A Q(q) −→ V induced by v⊗ c 7−→ cv is an isomorphism of Q(q)-vector spaces.
Then V ⊗A Q(q) ∼= (Q(q))d. Therefore, d = |B| = dimA V = dimQ(q) V . Similarly, for each µ ∈ Λ,
we have |Bµ| = dimA Vµ = dimQ(q) Vµ. So
∑
x∈G e
wtcrystal(x) =
∑
µ∈Λ(dimVµ)e
µ = char(V ).
Proposition 7.6 Given i.f.d. U-modules V , V1, and V2. (1) Then G(V1 ⊕ V2) ∼= G(V1) ⊕ G(V2),
G(V ∗) ∼= G(V )∗, G(V ./) ∼= G(V )./, and G(V1 ⊗ V2) ∼= G(V1)⊗ G(V2). (2) Let ∅ 6= J ⊆ I. Under the
induced action, the U-module V is a UJ -module, which we denote by V J . A crystal base (V,B)
for V is also a crystal base for V J . Moreover, if GJ is the union of all J-components of G(V ), then
GJ ∼= G(V J) and the crystal weight wtJcrystal(x) of any x ∈ GJ is just
∑
j∈J〈wtcrystal(x), α∨j 〉ωJj .
81
Proof. The ⊕, ∗, and ./ parts of (1) follow from the definitions. Below we work out the details
for the ∗ case. The ./ and ⊕ cases are similar, for the latter also see §9.4 of [Jan]. For ⊗ we require
a little more ammunition, in particular we appeal to Theorem 9.17 of [Jan].
To show that G(V ∗) ∼= G(V )∗, we need to say how to produce a crystal base (V,B)∗ = (V∗,B∗) for
the i.f.d. U-module V ∗. To that end, we let {w1, . . . , wd} be a weight basis for V and {g1, . . . ,gd}
the corresponding basis for V ∗, so gj(wk) = δjk. If ϕ : V −→ V ∗ is the Q(q)-vector space
isomorphism induced by vj 7→ gj , then the restriction ϕ|V is an A-module isomorphism V −→ V∗,
where V∗ := ϕ|V(V) ⊂ V ∗. Since V is a finitely-generated A-submodule of V , then V∗ is a finitely-
generated A-submodule of V ∗, cf. (CB1).
Consider the following diagram:
V ϕ|V−→ V∗
?
pi
?
pi∗
V/qV ϕ˜−→ V∗/qV∗
where pi and pi∗ are natural projection maps and ϕ˜ is induced. Since ker(pi∗ ◦ ϕ|V) = ker(pi), then
ϕ˜ is injective, and it is surjective since φ ◦ pi = pi∗ ◦ϕ|V is surjective. That is, ϕ˜ is a Q-vector space
isomorphism. We define B∗ := ϕ˜(B). Then B∗ is a Q-basis for V∗/qV∗, cf. (CB2).
The action of U on V ∗ is prescribed as follows: for any x ∈ U and f ∈ V ∗, the linear functional
x.f ∈ V ∗ is determined by (x.f)(v) = f(S′(x).v), where S′ is the antipode of §9.13 of [Jan]. Let
µk be the weight of basis vector wk, for any 1 ≤ k ≤ d. We can see directly that {g1, . . . ,gd} is a
weight basis for V ∗: (ki.gj)(wk) = gj(S′(ki).wk) = gj(k−1i .wk) = gj(q
〈−µk,α∨i 〉
i wk) = q
〈−µj ,α∨i 〉
i . So,
ki.gj = q
〈−µj ,α∨i 〉
i gj . It follows that V
∗ =
⊕
µ∈Λ V
∗
µ with V
∗
µ = ϕ(V−µ). Using (CB3) and (CB4) for
V together with the maps ϕ|V and ϕ˜, we immediately get (CB3) and (CB4) for V ∗.
For (2), consider ∅ 6= J ⊆ I. Under the induced action, the U-module V is a UJ -module, which
we denote by V J . One can see directly that (V,B) is a crystal base for V J : (CB1), (CB2), and
(CB5-7) are automatic, and both (CB3) and (CB4) follow from the fact that for any µ ∈ ΛΦJ , the
µ-weight space V Jµ =
⊕
Vν , where this sum is over all ν ∈ Λ for which 〈ν, α∨j 〉 = 〈µ, α∨j 〉 for all
j ∈ J . So, the crystal graph GJ for V J is obtained from G by removing from G all edges of color i
with i 6∈ J , but of course keeping all vertices of G. Moreover, the crystal weight for any vertex x in
GJ is therefore just wtJcrystal(x) =
∑
j∈J〈wtcrystal(x), α∨j 〉ωJj .
Proposition 7.7 Let V be an i.f.d. U-module with associated crystal graph G. For all x ∈ G,
we have wtcrystal(x) = wt(x). The crystal graph G is the Hasse diagram for a ranked poset, and
as an edge-colored poset is fibrous, MΦ-structured, and strongly untangled. Moreover, WGF(G) =
char(V ).
Proof. Let (V,B) be a crystal base for V . Now, from (QS3) it follows that for all i ∈ I and
v ∈ Vµ, we have Ei(v) ∈ Vµ+αi and Fi(v) ∈ Vµ−αi . From this and the definition of E˜i, we see that
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s
i→ t in G implies that
wtcrystal(s) + αi = wtcrystal(t).(8)
From this it follows that G is acyclic (no directed cycles), that the transitive closure of the edge
relations in G defines a partial order, that the given edge relations are precisely the covering relations
relative to this partial order, and that as a poset G is ranked.
Now take x ∈ G, and let i ∈ I. As in Proposition 7.6.2, take {i} ⊆ I and consider the subalgebra
Ui acting on V . Then Gi is the crystal graph for the Ui-module V . Then C := compi(x) is one
of the connected components of Gi, necessarily a chain by (CB6). That is, G is fibrous. The
irreducible i.f.d. Ui-module with crystal graph C must have dimension li(x) + 1, cf. Propositions
7.4/7.5. Let mi be the maximal element of the chain C, and let νi := wtcrystal(mi). From the explicit
description of crystal bases for irreducible Ui-modules given in Lemma 9.6 of [Jan], it follows that
wt
{i}
crystal(mi) = li(x). So by Proposition 7.6.2, li(x) = 〈νi, α∨i 〉. Since there are li(x) − ρi(x)
edges in the path x
i→ · · · i→ mi from x to mi in the chain C, then we have wtcrystal(x) =
wtcrystal(mi)− (li(x)− ρi(x))αi = νi − (li(x)− ρi(x))αi, by (7).
So, wtcrystal(x) =
n∑
i=1
〈wtcrystal(x), α∨i 〉ωi =
n∑
i=1
〈νi − (li(x) − ρi(x))αi, α∨i 〉ωi =
n∑
i=1
(
〈νi, α∨i 〉 −
〈(li(x)− ρi(x))αi, α∨i 〉
)
ωi =
n∑
i=1
(
li(x)− 2(li(x)− ρi(x))
)
ωi =
n∑
i=1
(
2ρi(x)− li(x)
)
ωi = wt(x). So
wtcrystal(x) = wt(x) for all x ∈ G. It follows from Proposition 7.5 that WGF(G) = char(V ).
Let J 6= ∅ be any subset of I, and consider the crystal graph GJ from Proposition 7.6.2. It is a
consequence of Proposition 7.4 that any connected component of GJ has a unique maximal element.
So G is strongly untangled.
Corollary 7.8 Let V , V1 and V2 be i.f.d. U-modules. Then char(V1 ⊕ V2) = char(V1) + char(V2),
char(V ∗) = char(V )∗, char(V ./) = char(V )./, and char(V1 ⊗ V2) = char(V1) char(V2).
Proof. We have char(V1 ⊕ V2) = WGF(G(V1 ⊕ V2)) ∼= WGF(G(V1) ⊕ G(V2)) = WGF(G(V1)) +
WGF(G(V2)) = char(V1) + char(V2), applying Propositions 7.6/7 and Lemma 3.3. Argue similarly
for the other operations, using Corollary 5.8 for the ⊗ case.
Proposition 7.9 If λ ∈ Λ+ is minuscule or quasi-minuscule, then Gcrystal(λ) ∼= R(λ).
Proof. Follows from the proof of Lemma 9.6.b of [Jan].
Theorem 7.10 Let λ be any dominant weight. Then Gcrystal(λ) ∼= R(λ).
Proof. Take the lexicographically minimal Ω-expression for λ from §6, so λ = µ1 + · · ·+ µp with
each µq minuscule or quasi-minuscule and in the W -orbit of some dominant minuscule or quasi-
minuscule µ̂q (1 ≤ q ≤ p). Then consider the U-module V := V (µ̂1) ⊗ · · · ⊗ V (µ̂p). So G(V ) ∼=
Gcrystal(µ̂1)⊗· · ·⊗Gcrystal(µ̂p), by Proposition 7.6. Now Gcrystal(µ̂1)⊗· · ·⊗Gcrystal(µ̂p) ∼= R(µ̂1)⊗· · ·⊗
R(µ̂q) by Proposition 7.9. Also, R(λ) is the connected component of R(µ̂1)⊗ · · ·⊗R(µ̂q) identified
in Theorem 6.12. Let (x1, . . . ,xp) be the maximal element of R(λ), with wt(x1, . . . ,xp) = λ. Then
the corresponding element x of G(V ) is therefore maximal, and its weight wt(x) = wtcrystal(x) (cf.
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Proposition 7.7) is therefore λ. By Proposition 7.4, the connected component in G(V ) of x is
Gcrystal(λ). Then Gcrystal(λ) ∼= R(λ).
Corollary 7.11 (Weyl’s character formula) For λ ∈ Λ+, let V (λ) be an irreducible complex
f.d. g-module with highest weight λ. Then char(V (λ)) = char(V (λ)) = χ
λ
.
Proof. By §5.13 of [Jan], char(V (λ)) = char(V (λ)). It follows from Proposition 7.7 that
char(V (λ)) = WGF(Gcrystal(λ)). By Theorem 7.10, WGF(Gcrystal(λ)) = WGF(R(λ)). By Theorem
6.12, WGF(R(λ)) = χ
λ
.
Corollary 7.12 For any i.f.d. U-module V , the character char(V ) is a Weyl symmetric function.
Proof. Write V ∼= V (λ1)⊕· · ·⊕V (λp). Then by Corollaries 7.8 and 7.11, char(V ) = char(V (λ1))+
· · ·+ char(V (λp)) = χλ1 + · · ·+ χλp , which is a Weyl symmetric function.
Corollary 7.13 Let V1 and V2 be i.f.d. U-modules. Then V1 ∼= V2 if and only if char(V1) = char(V2).
Proof. We only need to show the converse. Suppose char(V1) = char(V2). Write V1 ∼= V (λ1) ⊕
· · · ⊕ V (λp) and V2 ∼= V (ν1)⊕ · · · ⊕ V (νq). Applying Corollary 7.8 and Corollary 7.11, we see that
χ
λ1
+ · · ·+χ
λp
= char(V1) = char(V2) = χν1 + · · ·+χνr . Since the Weyl bialternants are a basis for
the ring of Weyl symmetric functions (cf. Theorem 2.14), then p = r and with respect to a suitable
re-ordering of the νq’s, we have λq = νq for 1 ≤ q ≤ p. This means that V1 ∼= V2.
Corollary 7.14 Let V , V1 and V2 be i.f.d. U-modules. (1) Then V ./ ∼= V and V1 ⊗ V2 ∼= V2 ⊗ V1.
(2) Moreover, G(V )./ ∼= G(V ) and G(V1)⊗ G(V2) ∼= G(V2)⊗ G(V1).
Proof. For (1), note that char(V ./) = char(V )./ by Corollary 7.8. Since char(V ) is a Weyl
symmetric function (Corollary 7.12), then by Proposition 2.16 we have char(V )./ = char(V ). Since
we have char(V ./) = char(V ), then by Corollary 7.13, V ./ ∼= V . A similar argument shows that
char(V1 ⊗ V2) = char(V2 ⊗ V1), from which it follows that V1 ⊗ V2 ∼= V2 ⊗ V1. For part (2), note
that G(V )./ ∼= G(V ./) by Proposition 7.6, and G(V ./) ∼= G(V ) since V ./ ∼= V by part (1). Therefore
G(V )./ ∼= G(V ). Similar reasoning shows that G(V1)⊗ G(V2) ∼= G(V2)⊗ G(V1).
In [Len1], Lenart uses the “alcove path model” to produce a combinatorially explicit isomorphism
showing Gcrystal(λ)./ ∼= Gcrystal(λ). This isomorphism can be viewed as an involution of Gcrystal(λ). In
the An case, let λ =
∑
i∈I aiωi, and let shape(λ) be the Ferrers board with an columns of length n
followed by an−1 columns of length n − 1 etc. Then Gcrystal(λ) is an ordering of the semistandard
tableaux of shape(λ) with entries from the set {1, 2, . . . , n+ 1}. In this case, Lenart’s isomorphism
Gcrystal(λ) ∼= Gcrystal(λ)./ is an involution of semistandard tableaux originally due to Schu¨tzenberger,
called evacuation.
Corollary 7.15 (1) Suppose that G1, . . . ,Gp are crystal graphs, or, alternatively, suppose that
for each q ∈ {1, . . . , p}, Gq is a disjoint sum of connected components from some crystal product
of primary-plus posets. Suppose R is a connected component of G1 ⊗ · · · ⊗ Gp with a maximal
element m of weight λ := wt(m). Then λ is dominant, and R ∼= R(λ). (2) Start with any Ω-
expression for a dominant λ and build an admissible system X ′(λ) as in Remark 7.3.A; let X(λ)
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be the admissible system resulting from the lexicographically minimal Ω-expression for λ. Then
Gadm-syst(X ′(λ)) ∼= Gadm-syst(X(λ)) ∼= R(λ).
Proof. For a fibrous and MΦ-structured poset, the weight of any maximal element is dominant.
The proof of Theorem 7.10 shows that every crystal graph Gcrystal(λ) can be realized as a connected
component within some crystal product of minuscule or quasi-minuscule splitting posets. So the
alternative hypothesis stated in part (1) of the corollary is equivalent to the initial hypothesis.
Lemma 5.4 shows that for fibrous posets, ⊗ distributes over ⊕. So it suffices to assume that for
each 1 ≤ q ≤ p we have Gq ∼= Gcrystal(λq) for some dominant λq. As a connected component of
Gcrystal(λ1)⊗ · · · ⊗ Gcrystal(λq), R is therefore isomorphic to Gcrystal(λ), cf. Proposition 7.4. Both (1)
and (2) now follow from Theorem 7.10.
The main idea of the next result is to say how one can conclude that a poset is splitting if a
subset of its edges forms a crystal graph. The various parts of the theorem consider various partial
states of knowledge about certain crystal product subsets. If S is any subset of a fibrous poset
G, say that S is E˜-preserving if for all s ∈ S and i ∈ I we have E˜i(s) ∈ S whenever E˜i(s) 6= θ.
Similarly define F˜ -preserving.
Theorem 7.16 Suppose that G1, . . . ,Gp are crystal graphs, or, alternatively, suppose that for
each q ∈ {1, . . . , p}, Gq is a disjoint sum of connected components from some crystal product
of primary-plus posets. Suppose also that R is a subset of the elements of the crystal product
G1 ⊗ · · · ⊗ Gp.
(1E) Suppose that R is E˜-preserving and that R contains exactly one minimal element from
G1 ⊗ · · · ⊗ Gp. Then R is F˜ -preserving, contains a maximal element m such that λ := wtcrystal(m)
is dominant, and the subgraph of G1 ⊗ · · · ⊗ Gp whose elements are from R is isomorphic to R(λ).
(1F) Suppose that R is F˜ -preserving and that R contains exactly one maximal element from
G1 ⊗ · · · ⊗ Gp. Then R is E˜-preserving, the weight λ := wtcrystal(m) of the maximal element m is
dominant, and the subgraph of G1 ⊗ · · · ⊗ Gp whose elements are from R is isomorphic to R(λ).
(2) Suppose we have the hypotheses of either (1E) or (1F). In addition, suppose that R is a
ranked poset with edges colored by I and that for all x ∈ R, the weight wt(x) of x as an element
of the edge-colored poset R coincides with the crystal weight wtcrystal(x) of x as an element of the
crystal product. Then WGF(R) = χ
λ
.
(3) Suppose in addition to (2) and (1E) or (1F) that R is MΦ-structured. Then R is a splitting
poset for χ
λ
.
(4) Suppose that R is a ranked poset with edges colored by I and that in addition to (1E)
(respectively, (1F)), we know that x
i→ E˜i(x) (respectively, F˜i(x) i→ x) is an edge in R whenever
E˜i(x) 6= θ (respectively, F˜i(x) 6= θ) for some x ∈ R and i ∈ I. Then the subgraph of R induced
by taking all vertices and all edges of the form x
i→ E˜i(x) (respectively, F˜i(x) i→ x) is isomorphic
to R(λ), with λ as in (1E) or (1F). Moreover, R is connected and has m from (1E) or (1F) as its
unique maximal element.
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(5) Suppose in addition to (4) that R is MΦ-structured and that the weight wt(m) of m as an
element of the edge-colored poset R coincides with the crystal weight wtcrystal(m) of m as an element
of the crystal product. Then for all x ∈ R, wt(x) = wtcrystal(x), and R is a splitting poset for χλ .
Moreover, each i-component of R has an SCD as prescribed in Lemma 3.2.
Proof. For (1E), the connected component in G1⊗· · ·⊗Gp of the minimal element n is isomorphic
to some crystal graph Gcrystal(λ) by Proposition 7.4, which is R(λ) by Theorem 7.10. Let S(λ) be
the connected component of n in G1⊗· · ·⊗Gp. Since R(λ) is strongly untangled and R(λ) ∼= R(λ)./,
then S(λ) has a unique minimal element, namely n. Therefore the elements of G1 ⊗ · · · ⊗ Gp that
are reachable from n by sequences of E˜i’s are precisely the elements of S(λ). So R = S(λ) set-wise.
The remaining claims of (1E) now follow. The proof of (1F) is similar. For part (2), simply observe
now that WGF(R) = WGF(S(λ)) = WGF(R(λ)) = χ
λ
. Part (3) follows from (2) and the definition
of splitting. In view of (1E or F), the hypotheses of (4) tell us that S(λ) ∼= R(λ) is the subgraph
of R identified in the statement of part (4). In particular, R is connected and has m as its unique
maximal element. For part (5), for any x ∈ R, take a path x = x0 i1→ x1 i2→ · · · ir→ xr = m
in S(λ) from x up to m. Then by Proposition 7.7 and the hypotheses of part (5), wtcrystal(x) =
wtcrystal(m) − αi1 − αi2 − · · · − αir = wt(m) − αi1 − αi2 − · · · − αir = wt(x). The splitting claim
follows from part (3). The SCD claim follows from the cited lemma.
We close this section with a daydream about symmetric chain decompositions, continuing a
thought begun after Lemma 3.2. The existence of an SCD is an open question for many very nicely
described posets, for example the Gelfand-Tsetlin lattices of the form L(p, n+ 1), where the shape
corresponding to p is columnar. If one could realize L(p, n + 1) as an i-component of a splitting
poset R meeting the criteria of Theorem 7.16.4/5, one would obtain an SCD. In fact, this can be
done when the shape for p is a column of length two, but of course an SCD in such a case is easy
to see directly. This might not be feasible as an approach for other shapes p or for other posets,
but the idea does at least give a speculative algebraic and crystalline context for SCD problems.
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§8. Splitting via vertex-coloring for non-fibrous posets.
Many of the candidate splitting posets to which we might apply Theorem 4.1 (e.g. in [Don10],
[DW]) have the property that all their i-components are products of chains. In these situations,
some special versions of Theorem 4.1 formulated below as Theorem 8.1/Corollaries 8.2.A-B can be
helpful. We apply these results in this section to re-obtain splitting distributive lattices for the
An−1-Weyl bialternants; these are the famous Gelfand–Tsetlin lattices. We also use these results
to obtain new splitting distributive lattices for the Weyl bialternants associated with multiples of
certain “end-node” fundamental weights in the symplectic and orthogonal cases. In all these cases,
the splitting distributive lattices are described explicitly as partial orders of Gelfand-type patterns.
New splitting results for certain non-fibrous posets. Before we state the new splitting
results Theorem 8.1/Corollaries 8.2.A-B, we briefly discuss some of their signature aspects. These
results are methodological in that they render some of the technical criteria of Theorem 4.1 in more
purely combinatorial terms. Of course, our set I indexes simple roots and fundamental weights
associated with our fixed root system Φ and is to be viewed as a collection of colors; let J be a
subset of I. Let R be a ranked poset with edges colored by I, and let S be a subset of the vertices
of R. When a dominant weight ν ∈ Λ+ΦJ is specified, we will most often take S to be a subset of
{x ∈ R | δj(x) ≤ νj for all j ∈ J}, where the latter analogizes the set MJ,ν for fibrous posets. Fix
a set mapping (i.e. vertex-coloring function) κ : R \ S −→ J . For any x ∈ R \ S, set
K(x) := {y ∈ compκ(x)(x) |y ∈ R \ S and κ(y) = κ(x)}.
Regard K(x) to be a subposet of compκ(x)(x) in the induced order.
Theorem 8.1 Let J ⊆ I, ν ∈ Λ+ΦJ , and write ν =
∑
j∈J νjω
J
j . Suppose R is an MΦJ -structured
poset. Suppose also that WGF(R)|J is WJ -invariant. (In this setting, the latter is guaranteed if, for
example, for all j ∈ J the j-components of R are rank symmetric, cf. Lemma 3.5.) Let S = SJ,ν(R)
be a subset of {x ∈ R | δj(x) ≤ νj for all j ∈ J}. Suppose κ : R \ S −→ J is a vertex-coloring
function such that for each x ∈ R\S with k := κ(x) we have (1) The restriction of the rank function
ρk : compk(x) −→ {0, 1, · · · , lk(x)} to K(x) is a rank function with range {0, 1, · · · , lk(x)−(νk+1)},
and (2) K(x) has a symmetric chain decomposition that includes a chain of length lk(x)− (νk + 1).
Then ν + wtJ(s) ∈ Λ+ΦJ for all s ∈ S and R is a (J, ν)-splitting poset with
χΦJ
ν
·WGF(R)|J =
∑
s∈SJ,ν(R)
χΦJ
ν+wtJ (s)
.
Proof. We demonstrate that the requirements of Theorem 4.1 are met. First, note that if s ∈ S
and j ∈ J , then 〈ν+wtJ(s), α∨j 〉 = νj +ρj(s)−δj(s) ≥ νj +0−νj = 0. So, ν+wtJ(s) ∈ Λ+ΦJ for any
s ∈ S. Next, we construct a bijection τ : R \S −→ R \S. For x ∈ R \S, set k := κ(x). For a given
SCD of K(x), consider the chain that contains x. Within said chain, let x′ be the unique element
whose position is symmetric to x in the sense that ρk(x
′) = δk(x) − (1 + νk). Now, wtJ(x′) =
wtJ(x)− (ρk(x)− ρk(x′))αk = wtJ(x)− (ρk(x)− δk(x) + 1 + νk)αk = wtJ(x)− (1 + νk +mk(x))αk,
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where the first of the preceding equalities follows from the fact that R is MΦJ -structured. So, when
we set τ(x) := x′, we obtain a bijection that, together with our given vertex-coloring function κ,
satisfies the requirements of Theorem 4.1.
The following corollary is a consequence of the well-known fact that any chain product has an
SCD. A classical and constructive version of this latter fact is Gansner’s symmetric chain decompo-
sition of chain products by parenthesization [Gan]3. Under the hypotheses of the following corollary,
an explicit matching τ of vertices can be constructed using Gansner-prescribed symmetric chains
of each K(x) ⊆ compκ(x)(x) when compκ(x)(x) is a chain product. However, such explicitness is
not required for the proof of the corollary.
The following notation and nomenclature is needed for the statement and proof of Corollary 8.2.
Suppose C is a product C1× · · ·×Cp of chains C1, . . . , Cp, and let b be a positive integer. If for some
q ∈ {1, 2, . . . , p} we have ∑pr=q+1(|Cr| − 1) < b ≤∑pr=q(|Cr| − 1), then the b-sub-block of C is{
(x1, . . . ,xp) ∈ C
∣∣∣∣∣ xq+1, . . . ,xp are minimal in Cq+1, . . . , Cp respectively and xqhas depth at least b−∑pr=q+1(|Cr| − 1) in Cq
}
.
The b-sub-block of C is the empty set if b >∑pr=1(|Cr| − 1). If φ : C −→ P is a poset isomorphism,
then say S ⊆ P is a b-sub-block of P if φ−1(S) is the b-sub-block of C. If the isomorphism φ is
understood, we simply call S a b-sub-block of P . When b = 0, we call S a sub-face of P .
Corollary 8.2.A Let J ⊆ I, ν ∈ Λ+ΦJ , and write ν =
∑
j∈J νjω
J
j . Suppose R is an MΦJ -structured
poset. Suppose also that WGF(R)|J is WJ -invariant. (In this setting, the latter is guaranteed if, for
example, for all j ∈ J the j-components of R are rank symmetric, cf. Lemma 3.5.) Let S = SJ,ν(R)
be a subset of {x ∈ R | δj(x) ≤ νj for all j ∈ J}. Suppose κ : R \ S −→ J is a vertex-coloring
function such that for each x ∈ R \ S with k := κ(x) we have (1) compk(x) is isomorphic to a
product of chains and (2) K(x) is a (νk + 1)-sub-block of compk(x). Then ν + wt
J(s) ∈ Λ+ΦJ for
all s ∈ S and R is a (J, ν)-splitting poset with
χΦJ
ν
·WGF(R)|J =
∑
s∈SJ,ν(R)
χΦJ
ν+wtJ (s)
.
Corollary 8.2.B Continuing with the hypotheses of A, suppose that J = I and that ν = 0, so that
each K(x) is a sub-face of compk(x). Then wt
J(s) ∈ Λ+ΦJ for all s ∈ S and R is a (J, 0)-splitting
poset with
WGF(R)|J =
∑
s∈SJ,0(R)
χΦJ
wtJ (s)
.
Proof. Clearly B is a special case of A, so we only prove the latter. As in the proof of Theorem
8.1, the fact that ν + wtJ(s) ∈ Λ+ΦJ for all s ∈ S follows from the definitions. Now let x ∈ R \ S
with k := κ(x). Since K(x) is isomorphic to a sub-block of a product of chains, then K(x) itself is
3In v. 1 of this monograph from November 26, 2018, such an explicit construction of symmetric chains in a chain
product was carried out in the proof of what was presented there as Theorem 8.1.
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isomorphic to a product of chains. In fact, K(x) is easily seen to be an order ideal from compk(x),
so edges in compk(x) are also edges in K(x). Now assume that compk(x) is isomorphic to the chain
product C in the paragraph preceding the corollary statement and that K ⊆ C is isomorphic to K(x).
If br is the minimal element of the chain Cr, then (b1, · · · ,bp) ∈ K. So, K contains the minimal
element of C. Set b := νk+1. Say sq is an element of chain Cq with depth b−
∑p
r=q+1(|Cr|−1), and, for
1 ≤ i ≤ q−1, say ti is maximal in Ci. Let s ∈ C be the p-tuple (t1, · · · , tq−1, sq,bq+1, · · · ,bp), which
is clearly maximal in K. Now, s has rank ∑q−1r=1(|Cr| − 1) + [|Cq| − 1− (b−∑pr=q+1(|Cr| − 1))] =∑p
r=1(|Cr|−1)− b = lk(x)− (νk + 1). Thus, the connected and ranked chain product K(x) contains
the minimal element of compk(x) and has length lk(x) − (νk + 1). Then K(x) meets the criteria
of Theorem 8.1.
Gelfand–Tsetlin lattices as splitting distributive lattices. The well-known Gelfand–
Tsetlin bases for the irreducible representations of the complex simple Lie algebra sl(n,C) have
diamond-colored distributive lattice supporting graphs, see [Proc5], [Don4] and [HL]. In this sec-
tion we will produce these lattices from scratch and use Corollary 8.2.B to conclude that they are
splitting distributive lattices for the An−1-Weyl bialternants. This serves several purposes: First,
it is an illustration of Corollary 8.2.B. Second, we can often identify components of splitting posets
as Gelfand–Tsetlin lattices (e.g. [Don11]), and the description of Gelfand–Tsetlin lattices we offer
here can be helpful in those circumstances. And third, we will use an almost identical approach in
the next subsection to build the advertised symplectic and orthogonal splitting distributive lattices.
Our root system in this subsection is of type An−1, and the index set I = {1, 2, . . . , n−1} gives the
usual numbering of the simple roots. Fix a dominant weight λ =
∑
k∈I akωk. We build Gelfand–
Tseltin lattices from objects closely related to what are traditionally called “Gelfand patterns”
(see for example [HL]). A special linear ideal pattern of size n − 1 and bounded by λ is an array
(gi,j)1≤j≤i≤n such that for 1 ≤ j ≤ n we have gn,j :=
∑n−1
k=n+1−j ak (so gn,1 = 0) and satisfying the
inequalities depicted in Figure 8.1. These are “ideal patterns” because if we set bj :=
∑n−1
k=n+1−j ak,
then the pattern (gi,j − bj)1≤j≤i≤n−1 can be readily identified as data for an order ideal taken from
the poset of join irreducibles for the associated Gelfand–Tsetlin lattice.
We use these arrays as follows to build Gelfand–Tsetlin lattices. Let LAn−1(λ) be the collection of
special linear ideal patterns of size n− 1 and bounded by λ. For t ∈ LAn−1(λ), we use the notation
gi,j(t) to refer to the (i, j)-entry of the corresponding array. Partially order the elements of LAn−1(λ)
by componentwise comparison, so s ≤ t if and only if gi,j(s) ≤ gi,j(t) for all 1 ≤ i ≤ j ≤ n. It
is routine to check that the partially ordered set LAn−1(λ) is a distributive lattice. Also, s → t in
the Hasse diagram for LAn−1(λ) if and only if there is a pair (i, j) such that gp,q(s) = gp,q(t) when
(p, q) 6= (i, j) and gi,j(s) + 1 = gi,j(t). In this case, we attach the color i ∈ I to this edge of the
Hasse diagram and write s
i→ t. One can see, then, that LAn−1(λ) is a diamond-colored distributive
lattice called a Gelfand–Tsetlin lattice.
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Figure 8.1: Inequalities for a special linear ideal pattern.
gn,1
≥
gn−1,1
≥ ≤
gn−2,1 gn,2
≥ ≤ ≥
. .
. · · ·
≥
g1,1 · · ·
≤
. . . · · ·
≤ ≥ ≤
gn−2,n−2 gn,n−1
≤ ≥
gn−1,n−1
≤
gn,n
Proposition 8.3 Let λ be as above. For each i ∈ I, each i-component of L := LAn−1(λ) is
isomorphic to a product of chains. Moreover, L is MAn−1-structured, and WGF(L) is an An−1-Weyl
symmetric function.
Proof. For any t ∈ L and i ∈ I, it is clear that compi(t) is comprised precisely of those ideal
patterns s such that gj,k(s) = gj,k(t) for all j 6= i. Moreover, the defining pattern of inequalities
allows that changes can be made to positions (i, k) and (i, k′) independently of one another. That
is, compi(t)
∼= C1 × · · · × Ci, where for each 1 ≤ k ≤ i, Ck is a chain whose length is the difference
of the maximum value that can replace gi,k(t) and the minimum such value. In fact, this quantity
is min(gi−1,k(t), gi+1,k+1(t))−max(gi−1,k−1(t), gi+1,k(t)), where gp,q(t) is omitted in the formula if
the position (p, q) is not part of the array.
As in [HL], one can see that L is isomorphic to the diamond-colored distributive lattice built from
semistandard tableaux whose entries come from the set {1, 2, · · · , n} and whose shape is a partition
diagram (Ferrers diagram) with ak columns of length k. This isomorphism utilizes a natural one-
to-one correspondence between special linear ideal patterns and semistandard tableaux. Therefore
it follows from Theorem 4.1 of [HL] that L is MAn−1-structured. For later purposes, however, we
present the proof details using the present notational conventions.
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A consequence of the first paragraph of the proof is that for each t ∈ L and i ∈ I, we have
mi(t) =
i∑
k=1
[(
gi,k(t)−min
(
gi−1,k(t), gi+1,k+1(t)
))− (max (gi−1,k−1(t), gi+1,k(t))− gi,k(t))]
=
i∑
k=1
[
2gi,k(t)−min
(
gi−1,k(t), gi+1,k+1(t)
)−max (gi−1,k−1(t), gi+1,k(t))] .
To see that L is An−1-structured, it suffices to check that when s
i→ t in L, then mj(s) + 〈αi, α∨j 〉 =
mj(t) for all j 6= i. Let us say that s i→ t with gi,q(t) = gi,q(s) + 1. First we analyze the case that
1 ≤ i < n− 1 with j = i+ 1. In particular, 〈αi, α∨j 〉 = −1. Then
mj(t)−mj(s) = 2gj,q(t)−min
(
gi,q(t), gj+1,q+1(t)
)−max (gj,q−1(t), gj+1,q(t))
−2gj,q(t) + min
(
gi,q(t)− 1, gj+1,q+1(t)
)
+ max
(
gj,q−1(t), gj+1,q(t)
)
+2gj,q+1(t)−min
(
gi,q+1(t), gj+1,q+2(t)
)−max (gi,q(t), gj+1,q+1(t))
−2gj,q+1(t) + min
(
gi,q+1(t), gj+1,q+2(t)
)
+ max
(
gi,q(t)− 1, gj+1,q+1(t)
)
= −min (gi,q(t), gj+1,q+1(t))+ min (gi,q(t)− 1, gj+1,q+1(t))
−max (gi,q(t), gj+1,q+1(t))+ max (gi,q(t)− 1, gj+1,q+1(t))
= −1,
where the concluding step follows by checking the cases (1) gi,q(t) > gj+1,q+1(t) and (2) gi,q(t) ≤
gj+1,q+1(t). Analysis of the case 1 < i ≤ n− 1 and j = i− 1 is entirely similar. When i and j are
“distant,” i.e. |i− j| ≥ 2 so that 〈αi, α∨j 〉 = 0, then the terms of the sum for mj(t) are exactly the
same as the terms of the sum for mj(s), hence mj(t) = mj(s).
Thus, L is An−1-structured. It now follows from Lemma 3.5 that WGF(L) is an An−1-Weyl
symmetric function.
In order to develop a vertex-coloring scheme for the Gelfand–Tsetlin lattices, we require a total
ordering of the positions (i, j) for the special linear ideal patterns associated with a given An−1-
dominant weight λ. To this end, fix such a special linear ideal pattern t, and say entry gi,j(t) is
slantwise-prior to entry gp,q(t) if (i) i− j < p− q or (ii) i− j = p− q and q < j. This establishes
a reading order of the array positions of t such that the first position is gn,n(t), and from there
we read along SE to NW diagonals (or “slants”) to follow the total ordering of positions. We
sometimes apply this slantwise nomenclature to the pairs (i, j) that index the positions for special
linear ideal patterns. Now let m be the unique maximal element of LAn−1(λ). We say t can be
maximized in position (i, j) if gi,j(t) < gi,j(m) and when we replace entry gi,j(t) with gi,j(m) we
get a valid special linear ideal pattern. Then say (i, j) is the slantwise-least maximizable position
for t if (i, j) is the smallest position in our slantwise reading such that t can be maximized there.
Lemma 8.4 With λ and L := LAn−1(λ) as above, let m denote the unique maximal element
of L. Let t 6= m in L, and suppose (i, j) is the slantwise-least maximizable position for t. (1)
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Then gp,q(t) = gp,q(m) for all positions (p, q) that are slantwise-prior to (i, j). (2) If s ∈ compi(t)
with gi,j(s) < gi,j(m), then (i, j) is the slantwise-least maximizable position for s. (3) Suppose
s ∈ compi(t) such that s 6= m and the slantwise-least maximizable position for s is some (i, k).
Then k = j.
Proof. For (1), let (p, q) be the slantwise smallest position for which gp,q(t) < gp,q(m). The
inequalities defining special linear ideal patterns assert that gp,q(t) ≤ gp−1,q(t) and gp,q(t) ≤
gp+1,q+1(t), assuming (p − 1, q) and (p + 1, q + 1) are valid positions in the array. Since both of
the latter positions are slantwise-prior to (p, q), it follows from our choice of (p, q) that gp−1,q(t) =
gp−1,q(m) and gp+1,q+1(t) = gp+1,q+1(m). Therefore t can be maximized at position (p, q), and it
follows that (p, q) is the slantwise-least maximizable position for t. Then (i, j) = (p, q), from which
the statement of (1) follows.
For (2), suppose the slantwise-least maximizable position for s is (p, q). Well, assuming positions
(i − 1, j) and (i + 1, j + 1) are valid, then gi−1,j(s) = gi−1,j(t) = gi−1,j(m) and gi+1,j+1(s) =
gi+1,j+1(t) = gi+1,j+1(m). This means that s can be maximized at position (i, j). Thus, either
(i, j) = (p, q) or (p, q) is slantwise-prior to (i, j). Assume (p, q) is slantwise-prior to (i, j). Since
gr,s(s) = gr,s(t) = gr,s(m) for all (r, s) slantwise-prior to (i, j) with r 6= i, then it follows that p = i
and q > j. Then in fact (p− 1, q − 1) and (p+ 1, q + 1) are valid array positions, and we have the
inequalities gp−1,q−1(s) ≤ gp,q(s) ≤ gp+1,q+1(s). But gp−1,q−1(s) = gp−1,q−1(t) = gp−1,q−1(m)
and gp+1,q+1(s) = gp+1,q+1(t) = gp+1,q+1(m). And moreover, gp−1,q−1(m) = gp+1,q+1(m) =
gn,n−p+q(m). This forces gp,q(s) = gp,q(m), which contradicts the fact that (p, q) is the slantwise-
least maximizable position for s. Therefore (p, q) = (i, j), as claimed.
For (3), we show (i, k) = (i, j) by ruling out the possibility that (i, j) is slantwise-prior to (i, k) and
vice-versa. For our contradiction hypothesis, assume that k 6= j. Now, k 6= j means that i > 1, and
we already know that i < n. Let us suppose that (i, k) is slantwise-prior to (i, j). Then (i−1, k−1)
and (i + 1, k + 1) are valid array positions, and we have gi−1,k−1(t) = gi,k(t) = gi+1,k+1(t) =
gn,n−i+k(m), because, by part (1), t attains the maximum value at each position slantwise-prior
to (i, j). Since s ∈ compi(t), then gi−1,k−1(s) = gi−1,k−1(t) and gi+1,k+1(s) = gi+1,k+1(t), which
forces gi−1,k−1(s) = gi,k(s) = gi+1,k+1(s) = gn,n−i+k(m). This contradicts the fact that (i, k) is the
slantwise-least maximizable position for s. But now if (i, j) is slantwise-prior to (i, k), the same
reasoning leads to a contradiction of the fact that (i, j) is the slantwise-least maximizable position
for t. Therefore, k = j, which completes the proof.
Proposition 8.5 With λ and L := LAn−1(λ) as above, let m denote the unique maximal element
of L. Let κ : L\{m} −→ I be defined as follows: For t 6= m in L, say κ(t) = i if the slantwise-least
maximizable position for t is some (i, j). Then {s ∈ compκ(t)(t) | s 6= m and κ(s) = κ(t)} is a
sub-face of compκ(t)(t).
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Proof. From Lemma 8.4, particularly parts (2) and (3), we get the following equality of sets:
{s ∈ compi(t) | s 6= m and κ(s) = i} = {s ∈ compi(t) | gi,j(s) < gi,j(m)}. The latter set is clearly
a sub-face of compi(t).
From Propositions 8.3 and 8.5, Corollary 8.2.B, and Proposition 4.7, it follows immediately that
the Gelfand–Tsetlin lattices are splitting distributive lattices for the An−1-Weyl bialternants and
that their rank generating functions have nice quotient-of-product expressions. That is:
Theorem 8.6 With λ as above, then LAn−1(λ) is a rank symmetric and rank unimodal splitting
distributive lattice for the An−1-Weyl bialternant χAn−1λ . Moreover,
RGF(LAn−1(λ), q) =
∏
α∈Φ+
(1− q〈λ+%,α∨〉)∏
α∈Φ+
(1− q〈%,α∨〉)
.
The An−1-Weyl bialternants are versions of Schur functions; this connection is developed in detail
in Example 2.19. For a more explicit version of the RGF polynomial above, see Proposition B.23.
Splitting distributive lattices for certain symplectic and orthogonal Weyl bialter-
nants. Analogizing the previous subsection, we will use some Gelfand-type patterns to build
splitting distributive lattices for certain Bn-, Cn-, and Dn-Weyl bialternants. We index the nodes
of the Dynkin diagram in each case using I = {1, 2, . . . , n} as in [Hum1]. The dominant weights
associated with these Weyl bilalternants are multiples of certain end-node fundamental weights.
Theorem 8.10 below is an application of Corollary 8.2.B to these cases.
Fix positive integers m and n. An odd orthogonal ideal pattern of size n and bounded by m is an
array (ci,j)1≤j≤i≤n of nonnegative integers with cn,n ≤ m and satisfying the inequalities pictured in
Figure 8.2. These are “ideal” in the sense that the numbers of the array identify a particular order
ideal taken from the product of a chain with m elements and a staircase-shaped poset. This latter
staircase-shaped poset is, in fact, the minuscule poset associated with the “spin-node” fundamental
weight ωn associated with the type Bn root system, see [Proc3].
We use these arrays as follows to build splitting distributive lattices for certain odd orthogonal
Weyl bialternants. Let LBn(mωn) be the collection of odd orthogonal ideal patterns of size n and
bounded by m. For t ∈ LBn(mωn), we use the notation ci,j(t) to refer to the (i, j)-entry of the
corresponding array. Partially order the elements of LBn(mωn) by componentwise comparison, so
s ≤ t if and only if ci,j(s) ≤ ci,j(t) for all 1 ≤ i ≤ j ≤ n. It is routine to check that the partially
ordered set LBn(mωn) is a distributive lattice. Then s→ t in the Hasse diagram for LBn(mωn) if
and only if there is a pair (i, j) such that cp,q(s) = cp,q(t) when (p, q) 6= (i, j) and ci,j(s)+1 = ci,j(t).
In this case, we attach the color i to this edge of the Hasse diagram and write s
i→ t. In this way
we realize LBn(mωn) as a diamond-colored distributive lattice.
Similarly, we define a symplectic ideal pattern of size n and bounded by m to be an array
(ci,j)1≤j≤i≤n of nonnegative integers with cn,n ≤ m and satisfying the inequalities pictured in
Figure 8.3. If we partially order the collection LCn(mωn) as in the odd orthogonal case, the result
93
Figure 8.2: Inequalities for an odd orthogonal ideal pattern.
cn,1
≥
cn−1,1
≥ ≤
cn−2,1 cn,2
≥ ≤ ≥
. .
. · · ·
≥
c1,1 · · ·
≤
. . . · · ·
≤ ≥ ≤
cn−2,n−2 cn,n−1
≤ ≥
cn−1,n−1
≤
cn,n
is a diamond-colored distributive lattice. In the symplectic case, we refer to the fundamental weight
ωn as the “Catalan fundamental weight” because the dimension of the corresponding fundamental
representation of the symplectic Lie algebra is well-known to be a Catalan number.
When n is even, we define an even orthogonal ideal pattern of size n and bounded by m to be an
array (ci,j)1≤j≤i≤n−2 ∪ (cn−1,j)1≤j≤n
2
∪ (cn,j)1≤j≤n
2
−1 of nonnegative integers with cn−1,n
2
≤ m and
satisfying the inequalities pictured in Figure 8.4.E. When n is odd, we define an even orthogonal ideal
pattern of size n and bounded by m to be an array (ci,j)1≤j≤i≤n−2∪ (cn−1,j)1≤j≤n−1
2
∪ (cn,j)1≤j≤n−1
2
of nonnegative integers with cn,n−1
2
≤ m and satisfying the inequalities pictured in Figure 8.4.O. We
use LDn(mωn−1) to denote the collection of even orthogonal ideal patterns of size n and bounded
by m and partially ordered as in the odd orthogonal and symplectic cases. The result, as in the
preceding cases, is a diamond-colored distributive lattice. An alternative array of inequalities for
even orthogonal ideal patterns replaces each cn−1,k with cn,k and vice-versa. The resulting diamond-
colored distributive lattice of such arrays is denoted LDn(mωn). Another way to realize LDn(mωn)
is by recoloring the edges of LDn(mωn−1) by exchanging colors n−1 and n. However, whenever we
refer to even orthogonal ideal patterns in LDn(mωn), we will mean those patterns resulting from
replacing each cn−1,k with cn,k and vice-versa. In the Dn case, we refer to ωn−1 and ωn as the
“spin-node fundamental weights,” for obvious reasons.
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Figure 8.3: Inequalities for a symplectic ideal pattern.
2cn,1
≥
cn−1,1
≥ ≤
cn−2,1 2cn,2
≥ ≤ ≥
. .
. · · ·
≥
c1,1 · · ·
≤
. . . · · ·
≤ ≥ ≤
cn−2,n−2 2cn,n−1
≤ ≥
cn−1,n−1
≤
2cn,n
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Figure 8.4.E: Inequalities for an even orthogonal ideal pattern, with n even.
cn−1,1
≥
cn−2,1
≥ ≤
cn−3,1 cn,1
≥ ≤ ≥
cn−4,1 cn−2,2
≥ ≤ ≥ ≤
cn−5,1 cn−3,2 cn−1,2
≥ ≤ ≥ ≤ ≥
. .
. · · ·
≥
c1,1 · · ·
≤
. . . · · ·
≤ ≥ ≤ ≥ ≤
cn−5,n−5 cn−3,n−4 cn−1,n
2
−1
≤ ≥ ≤ ≥
cn−4,n−4 cn−2,n−3
≤ ≥ ≤
cn−3,n−3 cn,n
2
−1
≤ ≥
cn−2,n−2
≤
cn−1,n
2
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Figure 8.4.O: Inequalities for an even orthogonal ideal pattern, with n odd.
cn−1,1
≥
cn−2,1
≥ ≤
cn−3,1 cn,1
≥ ≤ ≥
cn−4,1 cn−2,2
≥ ≤ ≥ ≤
cn−5,1 cn−3,2 cn−1,2
≥ ≤ ≥ ≤ ≥
. .
. · · ·
≥
c1,1 · · ·
≤
. . . · · ·
≤ ≥ ≤ ≥ ≤
cn−5,n−5 cn−3,n−4 cn,n−1
2
−1
≤ ≥ ≤ ≥
cn−4,n−4 cn−2,n−3
≤ ≥ ≤
cn−3,n−3 cn−1,n−1
2≤ ≥
cn−2,n−2
≤
cn,n−1
2
We will show that these symplectic and orthogonal lattices are splitting distributive lattices for
the corresponding Weyl bialternants. The next result establishes hypotheses that are needed in
order to invoke Corollary 8.2.B.
Proposition 8.7 Let Φ be one of the root systems {Bn,Cn,Dn} and let L be one of the edge-
colored distributive lattices {LBn(mωn), LCn(mωn), LDn(mωn−1), LDn(mωn)}. For each i ∈ I, each
i-component of L is isomorphic to a product of chains. Moreover, L is MΦ-structured, and WGF(L)
is a Φ-Weyl symmetric function.
Proof. If we show that L is MΦ-structured and that for each i ∈ I, each i-component of L
is isomorphic to a product of chains, then it follows from Lemma 3.5 that WGF(L) is a Φ-Weyl
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symmetric function. For any t ∈ L and i ∈ I, it is clear that compi(t) is comprised precisely
of those ideal patterns s such that cj,k(s) = cj,k(t) for all j 6= i. Moreover, the defining pattern
of inequalities allows that changes can be made to positions (i, k) and (i, k′) independently of one
another. That is, compi(t)
∼= C1 × · · · × Ci, where for each 1 ≤ k ≤ i, Ck is a chain whose length is
the difference of the maximum value that can replace ci,k(t) and the minimum such value.
To establish the MΦ-structure property, one can use reasoning similar to the proof of Proposition
8.3 to work out formulas for mi(t). In all of the formulas that are stated next, any cp,q(t) is omitted
in the formula if the position (p, q) is not part of the array. For case Φ = Bn and 1 ≤ i ≤ n− 1 we
have:
mi(t) =
i∑
k=1
[2ci,k(t)−min(ci−1,k(t), ci+1,k+1(t))−max(ci−1,k−1(t), ci+1,k(t))],
while for i = n we have:
mn(t) =
n∑
k=1
[2cn,k(t)− cn−1,k(t)− cn−1,k−1(t)].
For case Φ = Cn and 1 ≤ i ≤ n− 2 we have:
mi(t) =
i∑
k=1
[2ci,k(t)−min(ci−1,k(t), ci+1,k+1(t))−max(ci−1,k−1(t), ci+1,k(t))],
while for i = n− 1 we have:
mn−1(t) =
n−1∑
k=1
[2cn−1,k(t)−min(cn−2,k(t), 2cn,k+1(t))−max(cn−2,k−1(t), 2cn,k(t))],
and for i = n we have:
mn(t) =
n∑
k=1
[⌊
2cn,k(t)− cn−1,k−1(t)
2
⌋
−
⌊
cn−1,k(t)− 2cn,k(t)
2
⌋]
.
For case Φ = Dn and L = LDn(mωn−1), then for 1 ≤ i ≤ n− 3 we have:
mi(t) =
i∑
k=1
[2ci,k(t)−min(ci−1,k(t), ci+1,k+1(t))−max(ci−1,k−1(t), ci+1,k(t))],
while for i = n− 2 we have:
mn−2(t) =
n−2∑
k=1
2cn−2,k(t)−min
cn−3,k(t),
 cn, k+12 if k is oddcn−1, k+2
2
if k is even


−max
cn−3,k−1(t),
 cn, k+12 if k is oddcn−1, k
2
if k is even

 ,
while for i = n− 1 we have:
mn−1(t) =
bn
2
c∑
k=1
[2cn−1,k(t)− cn−2,2k−2(t)− cn−2,2k−1(t)],
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and for i = n we have:
mn(t) =
bn−1
2
c∑
k=1
[2cn,k(t)− cn−2,2k−1(t)− cn−2,2k(t)].
The formulas for L = LDn(mωn) are the same except that mn−1(t) and mn(t) are switched.
To see that L is MΦ-structured, it suffices to check that when s
i→ t in L, then mj(s)+〈αi, α∨j 〉 =
mj(t) for all j 6= i. To begin, let Φ ∈ {Bn,Cn}, and let J := {1, 2, · · · , n−1} ⊂ {1, 2, · · · , n−1, n} =
I. Any given J-component of L is formed by fixing all cn,k’s and allowing all cp,q’s to vary as
long as 1 ≤ p ≤ n − 1. Therefore each such component is a Gelfand–Tsetlin lattice and, by
Proposition 8.3, is An−1-structured. So, to confirm that L is MΦ-structured, we must check that
mj(s) + 〈αi, α∨j 〉 = mj(t) when s i→ t and when exactly one of i or j is equal to n. As in the
proof of Proposition 8.3, it is easy to see that mj(s) = mj(t) when i and j are “distant,” i.e. when
|i − j| ≥ 2 and 〈αi, α∨j 〉 = 0. So suppose Φ = Bn, i = n − 1, and j = n. Let’s say s n−1−→ t with
cn−1,q(t) = cn−1,q(s) + 1. Then
mn(t)−mn(s) = 2cn,q(t)− cn−1,q(t)− cn−1,q−1(t) + 2cn,q+1(t)− cn−1,q+1(t)− cn−1,q(t)
−2cn,q(t) + cn−1,q(t)− 1 + cn−1,q−1(t)− 2cn,q+1(t) + cn−1,q+1(t) + cn−1,q(t)− 1
= −2.
Next take Φ = Bn, i = n, j = n− 1, and s n→ t with cn,q(t) = cn,q(s) + 1. Then
mn−1(t)−mn−1(s) = 2cn−1,q(t)−min(cn−2,q(t), cn,q+1(t))−max(cn−2,q−1(t), cn,q(t))
−2cn−1,q(t) + min(cn−2,q(t), cn,q+1(t)) + max(cn−2,q−1(t), cn,q(t)− 1)
2cn−1,q−1(t)−min(cn−2,q−1(t), cn,q(t))−max(cn−2,q−2(t), cn,q−1(t))
−2cn−1,q−1(t) + min(cn−2,q−1(t), cn,q(t)− 1) + max(cn−2,q−2(t), cn,q−1(t))
= −1.
The latter equality follows by assessing the cases (1) cn,q(t) > cn−2,q−1(t) and (2) cn,q(t) ≤
cn−2,q−1(t). Similarly see that when Φ = Cn, then mn−1(s) − 2 = mn−1(t) when s n→ t and
mn(s)−1 = mn(t) when s n−1−→ t. This completes our demonstration that L is MΦ-structured when
Φ ∈ {Bn,Cn}.
Now take Φ = Dn. Curiously, our demonstration in this case L is MΦ-structured is easier that
when Φ ∈ {Bn,Cn}. Indeed, if we let J := {1, 2, · · · , n − 2, n − 1} as in the previous paragraph,
then one can see that each J-component of L is a Gelfand–Tsetlin lattice, and therefore L is
An−1-structured, where An−1 is regarded as the root subsystem spanned by {αj}j∈J . On the other
hand, if we let J ′ := {1, 2, · · · , n − 2, n}, then it is apparent that each J ′-component of L is also
a Gelfand–Tsetlin lattice. So, L is An−1-structured, where this time An−1 is regarded as the root
subsystem spanned by {αj}j∈J ′ . In particular, to show that L is Dn-structured, it only remains to
be shown that mn−1(s) = mn−1(t) when s
n→ t and that mn(s) = mn(t) when s n−1−→ t. But these
assertions follow readily from the formulas above for mn−1 and mn.
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In order to apply Corollary 8.2.B, we need an appropriate vertex-coloring function for each of
our symplectic and orthogonal lattices. Since the arrays defining the symplectic and orthogonal
ideal patterns have the same general shape as the arrays for the special linear ideal patterns, then
we will use the same slantwise reading order — from SE to NW along successive diagonals, starting
from the bottom of a given array — in order to determine our vertex-coloring function, cf. Lemma
8.4 and the paragraph preceding that lemma. Here is the analog of Lemma 8.4 for our symplectic
and orthogonal cases. The reasoning of the proof of Lemma 8.4 carries over straightforwardly.
Lemma 8.8 Keep the set-up of Proposition 8.7. Let m denote the unique maximal element
of L. Let t 6= m in L, and suppose (i, j) is the slantwise-least maximizable position for t. (1)
Then cp,q(t) = cp,q(m) for all positions (p, q) that are slantwise-prior to (i, j). (2) If s ∈ compi(t)
with ci,j(s) < ci,j(m), then (i, j) is the slantwise-least maximizable position for s. (3) Suppose
s ∈ compi(t) such that s 6= m and the slantwise-least maximizable position for s is some (i, k).
Then k = j.
Proof. Entirely similar to the proof of Lemma 8.4.
Now we define the requisite vertex-coloring function. Take
L ∈ {LBn(mωn), LCn(mωn), LDn(mωn−1), LDn(mωn)}
with m maximal in L. Define κ : L \ {m} −→ I by the following rule: For t 6= m in L, such that
(i, j) is the slantwise-least maximizable position for t, declare that κ(t) = i.
Proposition 8.9 Keep the notation of the preceding paragraph, with t ∈ L \ {m}. Then {s ∈
compκ(t)(t) | s 6= m and κ(s) = κ(t)} is a sub-face of compκ(t)(t).
Proof. For t 6= m, take i := κ(t), and let (i, j) be the slantwise-least maximizable position for
t. As in the proof of Proposition 8.5, we get the following equality of sets by applying Lemma 8.8:
{s ∈ compi(t) | s 6= m and κ(s) = i} = {s ∈ compi(t) | ci,j(s) < ci,j(m)}. The latter set is clearly
a sub-face of compi(t).
From Propositions 8.7 and 8.9, Corollary 8.2.B, and Proposition 4.7, it follows immediately
that the symplectic and orthogonal lattices constructed above are splitting distributive lattices for
symplectic and orthogonal Weyl bialternants respectively associated with multiples of the Catalan
and spin-node fundamental weights and that their rank generating functions have nice quotient-of-
product expressions. In particular, we have:
Theorem 8.10 Let Φ be one of Bn, Cn, or Dn, and let LΦ(λ) be one of LBn(mωn), LCn(mωn),
LDn(mωn−1), or LDn(mωn) with λ ∈ {mωn−1,mωn} as appropriate. Then LΦ(λ) is a rank sym-
metric and rank unimodal splitting distributive lattice for the Φ-Weyl bialternant χΦ
λ
. Moreover,
RGF(LΦ(λ), q) =
∏
α∈Φ+
(1− q〈λ+%,α∨〉)∏
α∈Φ+
(1− q〈%,α∨〉)
.
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For a more explicit version of the RGF polynomials above in type B and C, see Proposition B.23.
Only the symplectic results of this theorem are brand new. The preceding formulas for the rank
generating functions of LBn(mωn), LDn(mωn−1), and LDn(mωn) can be viewed as instances of the
Bender–Knuth (ex-)conjecture. For some further discussion of this result, see [Proc3] or [Fis]. So
in the orthogonal cases we have, in effect, a new proof of this result by way of splitting posets,
although our approach is very similar in philosophy to Proctor’s in [Proc3]. The above expression
for the rank generating function in the symplectic case could be viewed as a new symplectic analog
of Bender–Knuth.
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Appendix A: Some lengthy proofs from §3 and §4.
The somewhat lengthy proofs of Theorem 3.8 and Theorem 4.16 are given here.
Proof of Theorem 3.8. We first argue that it suffices to prove the result when Π(R) is connected.
Indeed, if Π(R) = Π1⊕· · ·⊕Πk is a disjoint sum of the connected components of Π(R), then we can
set Ri := {x ∈ R |wt(x) ∈ Πi} for 1 ≤ i ≤ k. Then Π(Ri) = Πi, each Ri corresponds a disjoint sum
of connected components of R, and R = R1⊕· · ·⊕Rk. Suppose we have D ⊆ N as in the theorem
statement. Let Di := D ∩ Ri and Ni := N ∩ Ri. In particular, each Di is minimally indomitable
in Ri, and Di ⊆ Ni. The hypothesis that the theorem statement holds when Π(R) is connected
would now apply to Π(Ri) and allow us to conclude that Π(Ri) =
⋃
n∈Ni
Π(wt(n)) is an equality of
edge-colored directed graphs. It follows easily that Π(R) =
⋃
n∈N
Π(wt(n)) is also an equality of
edge-colored directed graphs, and hence an equality of sets. Now, if Π(R) =
⋃
n∈N
Π(wt(n)) is an
equality of sets, where N is as in the theorem statement, then we can let Ni := N ∩ Ri. Then
Π(Ri) =
⋃
n∈Ni
Π(wt(n)) (set equality), so there is a minimally indomitable set Di in Ri such that
Di ⊆ Ni. Then D := D1 ∪q · · · ∪q Dk is a minimally indomitable set in R with D ⊆ N .
So from here on, we assume that Π(R) is connected. We first assume that D ⊆ N as in
the theorem statement. Pick λ ∈ Π(R) such that ht(λ) ≥ ht(wt(t)) for all t ∈ R. Then set
δ(t) := ht(λ)−ht(wt(t)) = 〈λ−wt(t), %∨〉. The connectedness hypothesis for Π(R) implies that δ(t)
is a nonnegative integer for all t ∈ R. We will induct on δ(t) to show that Π(R) ⊆
⋃
n∈N
Π(wt(n))
(a containment of subsets) and for each edge s
i→ t in R we have wt(s) i→ wt(t) as an edge in⋃
n∈N
Π(wt(n)).
Say s
i→ t with δ(t) = 0. Then wt(t) = wt(d) where d ∈ D ⊆ N . Applying Lemma 3.4,
〈wt(t), α∨i 〉 = mi(t) = ρi(t) > 0. Since 0 < 1 ≤ 〈wt(t), α∨i 〉 = 〈λ, α∨i 〉, then µ := λ− αi ∈ Π(wt(d))
since Π(wt(d)) is saturated, cf. Proposition 2.1.4. Since µ+ αi = λ, then µ
i→ λ in
⋃
n∈N
Π(wt(n)).
That is, wt(s)
i→ wt(t) in
⋃
n∈N
Π(wt(n)). Now say for all y ∈ R with δ(y) ≤ k, it is the case that
wt(x)
i→ wt(y) is an edge in
⋃
n∈N
Π(wt(n)) whenever x
i→ y is an edge in R.
So now suppose that s
i→ t in R with δ(t) = k + 1. If t is prominent, then the same reasoning
we used in the case δ(t) = 0 shows that wt(s)
i→ wt(t) is an edge in
⋃
n∈N
Π(wt(n)). Now suppose
t is not prominent, and take any j ∈ I such that δj(t) > 0 in compj(t). Let u be an element
of compj(t) for which δj(u) = 0, and let x be any element of compj(t) with δj(x) > 0. Then
wt(x) = wt(u)− δj(x)αj , since R is MΦ-structured. Since u is maximal in compj(t), then u′ j→ u
for some u′ ∈ R. In particular, the induction hypothesis applies to this edge, and we conclude
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that wt(u) ∈
⋃
n∈N
Π(wt(n)). Now 〈wt(u), α∨j 〉 = ρj(u) − δj(u) = ρj(u) by Lemma 3.4. We now
know that 0 < δj(x) ≤ ρj(u) = 〈wt(u), α∨j 〉. In particular, we have wt(x) = wt(u) − δj(x)αj
with 0 < δj(x) ≤ 〈wt(u), α∨j 〉. Since
⋃
n∈N
Π(wt(n)) is saturated, then wt(x) ∈
⋃
n∈N
Π(wt(n)). In
particular, wt(t) is in this set. Suppose that δi(t) > 0. Then the above reasoning applies when
j = i to show that wt(s) is in
⋃
n∈N
Π(wt(n)) as well. Since s
i→ t and R is MΦ-structured, then
wt(s) + αi = wt(t), and hence wt(s)
i→ wt(t) is an edge in
⋃
n∈N
Π(wt(n)). On the other hand
suppose that δi(t) = 0. Then 〈wt(t), α∨i 〉 = ρi(t) − δi(t) = ρi(t) by Lemma 3.4. So 0 < 1 ≤
ρi(t) = 〈wt(t), α∨i 〉, and since wt(t) ∈
⋃
n∈N
Π(wt(n)) and
⋃
n∈N
Π(wt(n)) is saturated, it follows
that wt(s) = wt(t)−αi ∈
⋃
n∈N
Π(wt(n)) also. So, wt(s)
i→ wt(t) is an edge in
⋃
n∈N
Π(wt(n)). This
completes the induction argument.
So Π(R) ⊆
⋃
n∈N
Π(wt(n)) (a containment of subsets) and for each edge s
i→ t in R we have
wt(s)
i→ wt(t) in Π(R). We now show that Π(R) ⊇
⋃
n∈N
Π(wt(n)) and that if µ
i→ ν is an edge in
Π(R) if it is an edge in
⋃
n∈N
Π(wt(n)).
Before doing so, we show that
⋃
n∈N
Π(wt(n)) ⊆
⋃
d∈D ′
Π(wt(d)) as sets for any minimally in-
domitable set D ′. To do this, it suffices to show that for any n ∈ N , there is some d ∈ D ′ for
which wt(n) ≤ wt(d). To this end, set n0 := n. If n is not prominent, then choose i1 such that
δi1(n) > 0. Then choose n1 ∈ compi1(n) such that δi1(n1) = 0. Then wt(n) ≤ wt(n1), and the
rank of n is strictly less than the rank of n1 in compI(n). If n1 is prominent then since D
′ is
minimally indomitable, we must have wt(n1) = wt(d) for some d ∈ D ′. If not, then repeat this
process, replacing n with n1. Thus we get a sequence n = n0,n1, . . . where the ranks of these
elements are strictly increasing. Since the sequence must be finite, it must terminate with some
nk that is prominent. Then we reason as before that wt(nk) = wt(d) for some d ∈ D ′. Since
wt(n) = wt(n0) ≤ wt(n1) ≤ · · · ≤ wt(nk), then we get wt(n) ≤ wt(d), as desired.
Since D ⊆ N , it follows from the previous paragraph that
⋃
n∈N
Π(wt(n)) =
⋃
d∈D
Π(wt(d)) is an
equality of sets and therefore of edge-colored directed graphs. This means that we only need to show
that Π(R) ⊇
⋃
d∈D
Π(wt(d)) and that µ
i→ ν is an edge in Π(R) if it is an edge in
⋃
d∈D
Π(wt(d)). So
we let d ∈ D and set λ := wt(d). For any µ ∈ Π(λ), let ri(µ) and `i(µ) denote respectively the rank
of µ in its i-component of Π(λ) and the length of this i-component. Write λ − µ = ∑i∈I ki(µ)αi,
where for each i ∈ I we have ki(µ) ≥ 0 since µ ≤ λ. Let depth(µ) :=
∑
i∈I ki(µ) ≥ 0. We induct on
depth(ν) to show that if µ
i→ ν in Π(λ), then µ = wt(s) and ν = wt(t) for some edge s i→ t in R.
103
For the basis step of this induction argument, say µ
i→ ν with depth(ν) = 0. Then ν = λ, and
λ ∈ Π(R) since λ = wt(d). So, li(d) = ρi(d) = 2ρi(d) − li(d) = mi(d) = 〈wt(d), α∨i 〉 = 〈λ, α∨i 〉 =
2ri(λ)− `i(λ) = `i(λ) > 0. Since d must be maximal in its i-component in R and since li(d) > 0,
then there must be s ∈ R with s i→ d. Then wt(s) = λ− αi = µ, completing the basis step of the
induction argument. Suppose now that for some k ≥ 0, it is that case that whenever pi i→ ξ in Π(λ)
with depth(ξ) ≤ k, then there is an edge x i→ y in R with wt(x) = pi and wt(y) = ξ. Now suppose
that depth(ν) = k + 1 for some ν ∈ Π(λ) and that µ i→ ν in Π(λ). We consider two cases: (1) ν is
not maximal in its i-component in Π(λ), and (2) ν is maximal in its i-component. In case (1), since
any monochromatic component of Π(λ) is necessarily a chain, then we have µ
i→ ν i→ · · · i→ pi i→ ξ,
where ξ is maximal in this i-component of Π(λ), ν < ξ, and possibly pi = ν. Applying the induction
hypothesis to the edge pi
i→ ξ, there is an edge x i→ y in R with wt(x) = pi and wt(y) = ξ. Then
ρi(y)− δi(y) = 〈wt(y), %∨〉 = 〈ξ, %∨〉 = `i(ξ) = ri(ξ). Also, ri(ξ)− ri(ν) > 0 since ν is not the least
element in its i-component. It follows that ρi(y) > ri(ξ)−ri(ν). Therefore there must be some t in
compi(y) with ρi(t) = ρi(y)−(ri(ξ)−ri(ν)) and such that t is not minimal in compi(y), i.e. there
is an edge s
i→ t. Then wt(t) = wt(y)− (ri(ξ)− ri(ν))αi = ξ− (ri(ξ)− ri(ν))αi = ν, and therefore
wt(s) = µ. Now there are ri(ξ) − ri(ν) > 0 steps from ξ down to ν. In case (2), since ν is not
maximal in Π(wt(d)), there is some ν ′ ∈ Π(wt(d)) for which ν j→ ν ′. By the induction hypothesis,
we have x
j→ y in R with wt(x) = ν and wt(y) = ν ′. With ν maximal in its i-component of
Π(wt(d)), it follows that 0 < `i(ν) = ri(ν) = 〈ν, α∨i 〉 = 〈wt(x), α∨i 〉 = 2ρi(x)− li(x). In particular,
ρi(x) > 0, so in compi(x), there must be an edge s
i→ t with ρi(t) = ρi(x). Then since R is
MΦ-structured, we have wt(t) = wt(x) = ν. Then wt(s) = wt(t) − αi = µ. This completes the
induction step.
So we have shown that if D ⊆ N for some minimally indomitable set D in R, then Π(R) =⋃
n∈N
Π(wt(n)) is an equality of edge-colored directed graphs. Obviously if the latter holds, then we
also have Π(R) =
⋃
n∈N
Π(wt(n)) is an equality of sets.
To finish the proof of the theorem, we assume the preceding equality of sets and show thatD ⊆ N
for some minimally indomitable set D in R. By the observations from the paragraph preceding the
theorem statement, it suffices to show that D ′ := {n ∈ N |n is prominent} is indomitable. So let
x ∈ R be prominent. We will show that there is some d ∈ D ′ such that wt(x) ≤ wt(d). If x is inN
then we are done, as we can take d = x. Otherwise, since Π(R) =
⋃
m∈N
Π(wt(m)), then we must
have wt(x) ≤ wt(n0) for some n0 ∈ N . If n0 is prominent, then we are done. Otherwise, then
do what was done four paragraphs back to find some prominent d1 such that wt(n0) ≤ wt(d1). If
wt(d1) = wt(m) for some m ∈ N , then we are done. Otherwise, since Π(R) =
⋃
m∈N
Π(wt(m)),
we can find n1 ∈ N for which wt(d1) < wt(n1). If n1 is prominent, then we are done. Otherwise,
continue by finding d2, n2, d3, n3, etc. The finiteness of R, and therefore of Π(R), ensures that
this process will terminate, in which case we obtain d ∈ D ′ such that wt(x) ≤ wt(d).
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Proof of Theorem 4.16. First, we demonstrate the necessity of the stated combinatorial condi-
tions. So, take R = R(λ) and assume λ is dominant and minuscule. That R = Π(λ) is connected, fi-
brous, and MΦ-structured follows from properties of Π(λ), cf. Propositions 2.1 and 3.6. Since λ 6= 0,
then 〈λ, α∨i 〉 > 0 for some i ∈ I, hence ν i→ λ in Π(λ), so R = Π(λ) has at least one edge. Since for
any µ ∈ Π(λ) = Wλ we can write µ = σ(λ) for some σ ∈W , then 〈µ, α∨i 〉 = 〈λ, σ−1(α∨i )〉 ∈ {0,±1}.
So, li(µ) ≤ 1, establishing property (1) in the minuscule case. Now pick any µ ∈ R = Π(λ) and
consider comp{i,j}(µ), where i, j ∈ I with 〈αi, α∨j 〉 = 0 = 〈αj , α∨i 〉 and necessarily i 6= j. We aim
to show that comp{i,j}(µ) has a unique maximal element. We do so by describing all possible
configurations for comp{i,j}(µ). Of course, if comp{i,j}(µ) consists only of the vertex µ, or of a
single edge having µ as one of its vertices, then we are done. So now suppose that µ is incident
with edges of colors i and j. We must have one of the following cases, where ν and pi are some
elements of the component: (a) ν
i→ µ j← pi, (b) ν i→ µ j→ pi, (c) ν j→ µ i→ pi, or (d) ν i← µ j→ pi.
In case (a), we have pi = ν + αi − αj , hence 〈pi, α∨i 〉 = 〈ν, α∨i 〉 + 〈αi, α∨i 〉 + 〈αj , α∨i 〉 = 1. Hence,
ν
j← (pi−αi) i→ pi in R = Π(λ). Since each one-color component in R = Π(λ) has at most one edge,
it follows that the the four edges identified so far in the component comp{i,j}(µ) must be all the
edges. That is, comp{i,j}(µ) has the form rr
r r 
@
@
 j i
i j
. Clearly this component has a unique maximal
element. Similar analyses in cases (b), (c), and (d) show that comp{i,j}(µ) has the form rr
r r 
@
@
 j i
i j
.
This completes the proof that the stated combinatorial conditions are necessary when R = R(λ)
for a dominant and minuscule λ.
Now assume R = R(λ) with λ dominant and quasi-minuscule. It follows straightforwardly from
the definition of R(λ) that R is connected, fibrous, and MΦ-structured and that there is an edge
below λ in R. Now suppose we have x ∈ R with δi(x) = 0 and li(x) ≥ 2. Then x 6= αj for all j, since
li(αj) = 0 when j 6= i and li(αi) = 1. So x = µ for some µ ∈ Wλ. Therefore 〈µ, α∨i 〉 = li(µ) ≥ 2.
Now since µ ∈Wλ, then 〈µ, α∨〉 ∈ {0,±1,±2} for all α ∈ Φ and there is a unique β ∈ Φ for which
〈µ, β∨〉 = 2. It follows that 〈µ, α∨i 〉 = 2. Writing µ = σ(λ), we get 2 = 〈µ, α∨i 〉 = 〈λ, σ−1(α∨i )〉.
Since there is only one coroot γ∨ such that 〈λ, γ∨〉 = 2, namely γ∨ = λ∨, then σ−1(α∨i ) = λ∨.
In particular, it follows that αi is in the W -orbit of λ. Then αi has the same length as µ, hence
〈µ, α∨i 〉 = 〈αi, µ∨〉 = 2. Therefore µ∨ = α∨i , so µ = αi. Then the i-component of x = µ is
−αi i→ αi i→ αi. Since αi−αj is not a root for j 6= i, then ρj(αi) = 0. Similarly, δj(−αi) = 0 when
j 6= i. Then we have established property (1) in the quasi-minuscule case.
It remains to be checked that any {i, j}-component of R = R(λ) has a unique maximal element
whenever 〈αi, α∨j 〉 = 0 = 〈αj , α∨i 〉 or when 〈αi, α∨j 〉 = −1 = 〈αj , α∨i 〉. First take 〈αi, α∨j 〉 = 0 =
〈αj , α∨i 〉, and suppose C is an {i, j}-component of R. If C has no i- or j-components of length more
than one, then every element of C is in Π(λ), and the analysis of the first paragraph of the proof
can be used to conclude that C has a unique maximal element. So now suppose that C has an i- or
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j-component of length at least two. Without loss of generality, we assume that this length-at-least-
two component has color i. By the definition of R(λ), this i-component has length exactly two and
is the chain −αi i→ αi i→ αi. Since 〈αi, α∨j 〉 = 0 = 〈αj , α∨i 〉, then none of the vectors ±αi ± αj is
a root and therefore none of them is in Π(λ). We conclude that −αi, αi, and αi have no incident
color j edges in R. Therefore the given component C consists precisely of the length two color i
chain −αi i→ αi i→ αi, which obviously has a unique maximal element.
Next take 〈αi, α∨j 〉 = −1 = 〈αj , α∨i 〉, and let C be an {i, j}-component of R. Suppose C has no
i- or j-components of length more than one, so C is contained (setwise) entirely within the Π(λ)
part of R. If C consists only of a single element or only of a single edge, then clearly C has a
unique maximal element. Suppose now C has multiple edges, and suppose µ ∈ C is incident with at
least two edges. Then µ is incident with exactly two edges in C, which are necessarily of different
colors for two reasons: in the Π(λ) part of R we cannot have rr r@ k k or r r r @k k and moreover the
length of any one-color component is at most one. The incident edges with µ form one of the
four configurations (a), (b), (c), or (d) from the first paragraph of the proof. In case (a), one can
see that 1 = 〈µ, α∨i 〉 = 〈pi + αj , α∨i 〉 = 〈pi, α∨i 〉 − 1, whence 〈pi, α∨i 〉 = 2. That is, mi(pi) = 2, so
li(pi) ≥ 2. But this violates the assumption that no i- or j-component of C has length more than
one. So we rule out case (a), and similarly we rule out case (d). Now consider case (b). Here,
〈pi, α∨i 〉 = 〈µ + αj , α∨i 〉 = 1 − 1 = 0, hence pi has no incident color i edges. Similarly, 〈ν, α∨j 〉 = 0,
and so ν has no incident color j edges. That is, in case (b), C consists only of the elements {µ, ν, pi}.
Therefore C has a unique maximal element. In case (c), a similar argument also shows that (setwise)
C = {µ, ν, pi}, so C has a unique maximal element.
It remains to show that if 〈αi, α∨j 〉 = −1 = 〈αj , α∨i 〉 and if C is an {i, j}-component of R with an i-
or j-component of length more than one, then C has a unique maximal element. A k-component of
length more than one will, by the definition of quasi-minuscule splitting poset, have length exactly
two. So without loss of generality, we assume that the length of an i-component in C is two. This
component has the form −αi i→ αi i→ αi. Using 〈αi, α∨j 〉 = −1 = 〈αj , α∨i 〉, we see that αi + αj
and −αi − αj (and therefore αj , αj , and −αj) are in C. Now 2αi + αj , αi + 2αj , −2αi − αj , and
−αi − 2αj are not roots, so setwise C is {−αi − αj ,−αi, αi, αi,−αj , αj , αj , αi + αj}. Then
rr
rr rr
rr
 @
 @
j i
i j
i j
j i
is edge-color isomorphic to the {i, j}-component C, so C has a unique maximal element.
Now we show that the stated combinatorial conditions are sufficient. We begin with the minuscule
case and argue that any such R must have a unique maximal element. Indeed suppose that we have
s ← r → t for some r, s, and t in R. Since R is fibrous, we have s i← r j→ t for some colors i 6= j
in I. Since the length of any j-component is at most one in R, then −1 ≤ mj(s) = 〈wt(s), α∨j 〉 =
〈wt(r), α∨j 〉 + 〈αi, α∨j 〉 = −1 + 〈αi, α∨j 〉, and therefore 0 ≤ 〈αi, α∨j 〉. Since i and j are distinct, we
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have 〈αi, α∨j 〉 ≤ 0. It follows that 〈αi, α∨j 〉 = 0 = 〈αj , α∨i 〉. Let C be the {i, j}-component containing
r, s, and t. By hypothesis, C has a unique maximal element. It follows from this reasoning that
any two elements of R share a common upper bound. Finiteness of R means, then, that R has a
unique maximal element.
Let m be the unique maximal element of R. Since m is the unique maximal element of R
then m is prominent, hence λ := wt(m) is dominant. We will show that λ is minuscule. Pick
a coroot α ∈ Φ, so α∨ = σ(α∨i ) for some simple coroot αi and some Weyl group element σ.
Then 〈λ, α∨〉 = 〈σ−1(λ), αi〉. Since Π(R) = Π(λ) by Theorem 3.8, then σ−1(λ) = wt(x) for some
x ∈ R. Since all i-components of R have length at most one, then 〈wt(x), α∨i 〉 ∈ {0,±1}, so
〈λ, α∨〉 ∈ {0,±1}. Since λ meets the conditions of (M1) of Proposition 4.14, λ is minuscule.
To complete the proof in the minuscule case, we show that wt(x) = wt(y) in R means that x = y.
We will apply Theorem 4.1 to R with J = I and ν = 0. Let SI,0 := {m}. Take τ to be the identity
function on R \ {m}. For any x 6= m in R, freely pick an edge x k→ y, and then set κ(x) := k.
Since mκ(x)(x) = −1 and τ(x) = x, we get the identity wt(τ(x)) = wt(x)− (1−0+mκ(x)(x))ακ(x).
By Theorem 4.1, WGF(R) = χ
λ
. Since Π(λ) = Wλ, then for each µ ∈ Π(λ), we have µ = σ(λ)
for some σ ∈ W . By Corollary 2.10, dλ,µ = dλ,σ(λ) = dλ,λ = 1. So if x and y in R have the same
weight µ, then dλ,µ = 1 means that x must equal y. Therefore R ∼= Π(R) = Π(λ) = R(λ).
Now for the quasi-minuscule case, take R satisfying the stated combinatorial conditions. As a
preliminary observation, we demonstrate that for distinct colors i and j, no i-component of length
two in R can have elements in common with a j-component of length two. Indeed, let us suppose
that we have and i-component Ci depicted as x0 i→ x1 i→ x2 and a j-component Cj depicted as
y0
j→ y1 j→ y2 in R. Since x1 has no incident edges of color j, then x1 6∈ Cj . If x0 is in Cj , then
since δj(x0) = 0, we must have x0 = y2. In particular, y1 < x1, a strict inequality in the partially
ordered set R. But, wt(x1) = 0 = wt(y1), so x1 and y1 must have the same rank by Lemma 3.4.2.
This contradiction means that x0 6∈ Cj . Similarly one can see that x2 6∈ Cj .
Let us assume for the moment that R has a unique maximal element m. Then as before,
λ := wt(m) is necessarily dominant. We will show that λ is quasi-minuscule. Pick a coroot
α∨ ∈ Φ∨, so α∨ = σ(α∨i ) for some simple coroot αi and some Weyl group element σ. Then
〈λ, α∨〉 = 〈σ−1(λ), α∨i 〉. Since Π(R) = Π(λ) by Theorem 3.8, then σ−1(λ) = wt(x) for some x ∈ R.
Similar to the minuscule case, as long as li(x) ≤ 1, we will have 〈wt(x), α∨i 〉 ∈ {0,±1}, and therefore
〈λ, α∨〉 ∈ {0,±1}. If li(x) ≥ 2, then combinatorial condition (1) in the quasi-minuscule case implies
that li(x) = 2 and that wt(x) is one of −αi, 0, or αi, so that 〈wt(x), α∨i 〉 is one of −2, 0, or 2
(respectively). Thus in all circumstances 〈λ, α∨〉 = 〈wt(x), α∨i 〉 ∈ {0,±1,±2}. Suppose now that
〈λ, α∨〉 = 2. The prior analysis shows this only happens when wt(x) = αi, that is, only when
σ−1(λ) = αi, i.e. when λ = σ(αi). Of course, since α∨ = σ(α∨i ), then α also has the same length as
αi, hence α = σ(αi). Then α = λ. So, there is a unique root β ∈ Φ such that 〈λ, β∨〉 = 2, namely
β = λ. So λ meets the conditions of (QM1) of Proposition 4.14, therefore λ is quasi-minuscule.
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Following the pattern of the proof in the minuscule case, we apply Theorem 4.1 to R with J = I
and ν = 0. Let SI,0 := {m}. Let x 6= m in R. If li(x) ≤ 1 for all i ∈ I, then set τ(x) := x;
freely pick an edge x
k→ y, and then set κ(x) := k. On the other hand, if li(x) = 2 for some
i ∈ I, then compi(x) can be depicted as x0 i→ x1 i→ x2. Now by our preliminary observation,
none of these elements can be part of a j-component of length two if j 6= i. In this case, we take
τ(x0) := x1, τ(x1) := x0, and (as long as x2 6= m) τ(x2) := x2. Moreover, we let κ(x0) := i and
κ(x1) := i; as long as x2 6= m, freely pick an edge x2 k→ y, and then set κ(x2) := k. Clearly
τ is a bijection. To check the key identity in the hypothesis of Theorem 4.1, we consider cases.
One can see that for any x 6= m such that τ(x) = x we will have mκ(x)(x) = −1, and so we
get the identity wt(τ(x)) = wt(x) − (1 − 0 + mκ(x)(x))ακ(x). The other case we must check is
when τ(x) = y and τ(y) = x when x
i→ y is an edge in an i-component of length two. Then
mi(x) = −2 and mi(y) = 0. So we get wt(τ(x)) = wt(y) = wt(x) + αi = wt(x) − (1 + mi(x))αi
and wt(τ(y)) = wt(x) = wt(y) − αi = wt(y) − (1 + mi(y))αi, which is what we needed to verify.
By Theorem 4.1, WGF(R) = χ
λ
.
Now Π(λ) = Wλ ∪q {0} by Proposition 4.14. Let µ ∈ Π(λ), so µ = σ(λ) for some σ ∈ W . By
Corollary 2.10, dλ,µ = dλ,σ(λ) = dλ,λ = 1. So if x and y in R have the same weight µ, then x must
equal y. Also, for each short simple root αi, there is exactly one x ∈ R such that wt(x) = αi. Then
〈wt(x), α∨i 〉 = 2, so ρi(x) = 2 and δi(x) = 0. In particular, x = x2 in a chain x0 i→ x1 i→ x2. By
Proposition 4.15, dλ,0 is the number of short simple roots, so the above correspondence accounts
for all i-components of length two in R (i ∈ I). One can see now that R ∼= R(λ).
So, to complete the proof we must show that R has a unique maximal element. Indeed suppose
that we have s ← r → t for some r, s, and t in R. Since R is fibrous, we have s i← r j→ t
for some colors i 6= j in I. We have four cases to consider: (0) 〈αi, α∨j 〉 = 0 = 〈αj , α∨i 〉, (1)
〈αi, α∨j 〉 = −1 = 〈αj , α∨i 〉, (2) {〈αi, α∨j 〉, 〈αj , α∨i 〉} = {−1,−2}, and (3) {〈αi, α∨j 〉, 〈αj , α∨i 〉} =
{−1,−3}. In cases (0) and (1), the hypotheses of the theorem statement guarantee that the
{i, j}-component of R containing r, s, and t has a unique maximal element. In particular, s
and t have a common upper bound in R. Now suppose we are in case (2), and without loss of
generality assume that 〈αj , α∨i 〉 = −2. Then mi(t) = 〈wt(r), α∨i 〉 + 〈αj , α∨i 〉 = mi(r) − 2 ≤ −2.
Since compi(t) has length at most two, we get mi(t) ≥ −2. Therefore, mi(t) = −2, from which
it follows that mi(r) = 0. This means that compi(r) must have length two. Since compi(t)
intersects compj(t), then by our preliminary observation compj(t) cannot have length two. So,
mj(t) = 1 and mj(r) = −1. Then mj(s) = 〈wt(r), α∨j 〉+ 〈αi, α∨j 〉 = mj(r)− 1 = −2. So compj(s)
has length two, hence (by our preliminary observation) compi(s) has length one. But we have
already shown that compi(r) = compi(s) must have length two. This contradiction means that
when {〈αi, α∨j 〉, 〈αj , α∨i 〉} = {−1,−2}, we cannot have two edges of colors i and j respectively
meeting in a “vee” like s
i← r j→ t. Similar reasoning rules out such a structure in case (3) when
{〈αi, α∨j 〉, 〈αj , α∨i 〉} = {−1,−3}. It follows from this reasoning that any two elements of R share a
common upper bound. Finiteness of R means, then, that R has a unique maximal element.
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Appendix B: Concretizing Weyl symmetric functions
via the numbers game.
This appendix is borne of a former work-in-progress (circa 2008) [Don7] that exposited con-
nections between Weyl symmetric functions and a one-player combinatorial game known as the
numbers game. That paper was used as a background resource for M. Gilliland’s master’s thesis
[Gil]. Here we re-produce large parts of that paper, focussing particularly on those parts that offer
concrete connections between data generated by the numbers game and computational aspects of
Weyl symmetric functions. However, we have updated some language and organization to better
conciliate that content with the present monograph. Before proceeding to that exposition, we
excerpt the abstract and introduction of that former work-in-progress, which summarized a per-
spective that has now aged the better part of a decade. What was called a ‘Weyl character’ in that
paper is now called a ‘Weyl symmetric function.’
Begin excerpt from [Don7]
Abstract
This work-in-progress is intended as an exposition of the background material, results, and
open problems of a particular poset theoretic study of Weyl characters and semisimple Lie
algebra representations begun in the late 1970’s and early 1980’s in the work of Richard P.
Stanley and Robert A. Proctor.
Introduction
Combinatorial representation theory is currently a flourishing area of research. Broadly
speaking, the goal of this area is to advance understanding of algebraic structures and
their representations using combinatorial methods, and vice-versa. For an excellent
survey, see [BR].
Our focus here is on one particular corner of this area: a poset theoretic study of
Weyl characters and semisimple Lie algebra representations. This subject began with
certain work of Richard P. Stanley and Robert A. Proctor in the late 1970’s and early
1980’s. In papers such as [Stan1], it was clear that Stanley was aware of nice interactions
between certain families of posets and Weyl characters. Proctor introduced the idea of
semisimple Lie algebras acting on posets in papers such as [Proc2], [Proc1], [Proc3],
and [Proc5]. Since that time, there has been interest in finding combinatorial models
for Weyl characters and in constructing representations using combinatorial methods.
These have been topics of interest for this author ([Don1], [Don2], [Don3], [Don4],
[Don5]) as well as many other researchers ([Alv], [ADLP1], [ADLMPPW], [DLP1],
[DLP2], [DW], [HL], [KN], [LS], [LP], [Lit1], [Mc], [Stem2], [Wild1], [Wild2], [Wild3],
etc).
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One goal of this work-in-progress is to provide a reasonably self-contained exposition
of the main background ideas from combinatorics, Weyl group and Weyl character
theory, and the representation theory of semisimple Lie algebras that are needed to
understand the results of this subject. Another goal is to survey the main results
and contributions of this subject since its inception in work of Stanley and Proctor,
paying particular attention to developments over the past decade. Finally, we hope to
inspire interest in the subject by showcasing some of the beautiful objects this study
has produced and by pointing out many open problems. In many ways, this subject is
still in its infancy.
April 2008. In this edition, we mainly focus on providing a view of the combinatorial
and Weyl character theoretic environment for our subject. In introducing our main
combinatorial objects of interest, we recast some of the the conventional notions of
finite partially ordered sets and finite distributive lattices by “coloring” vertices and/or
edges. The development of these combinatorial ideas is largely self-contained. We also
attempt to present basic Weyl character theory from a combinatorial starting point.
This part of our exposition is not as self-contained, but key references are given for
those parts of the development which require theory not included here.
End excerpt from [Don7]
The first subsection of this appendix (§B.1) will begin our recapitulation of certain aspects of
[Don7]. Most of the more purely poset-theoretic material of [Don7] has been accounted for elsewhere
in this monograph. So we begin the exposition of this appendix with a discussion of Weyl groups
and Weyl symmetric functions as presented in that ∼2008 paper. This discussion borrows from
[Don6], [Don8], and [ADLMPPW] as well as standard treatments like [Hum1], [Hum2], [Bour],
and [BB]. The closing subsection of this appendix (including Proposition B.23) did not appear in
[Don7].
§B.1 GCM graphs and Dynkin diagrams. Following [Don8] we take as our starting point
some given simple graph Γ on n nodes. In particular, Γ has no loops and no multiple edges.
Nodes {γi}i∈In for Γ are indexed by elements of some fixed totally ordered set In of size n (usually
In = {1 < 2 < · · · < n}). For each pair of adjacent nodes γi and γj in Γ, choose two negative
integers Mij and Mji. Extend this to an n × n matrix M = (Mij)i,j∈In where, in addition to the
negative integers Mij and Mji on edges of Γ, we have Mii := 2 for all i ∈ In and Mij := 0 if there
is no edge in Γ between nodes γi and γj . We call the pair (Γ,M) a GCM graph, since M is a
‘generalized Cartan matrix’ as in [Kac] and [Kum]. Such matrices are the starting point for the
study of Kac–Moody algebras. More importantly for us, these matrices also encode information
about certain geometric representations of Weyl groups. Such representations provide a suitable
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environment for studying Weyl symmetric functions, which can be thought of as special multivariate
Laurent polynomials which exhibit symmetry under the actions of the Weyl groups.
We say a GCM graph (Γ,M) is connected if Γ is. We depict a generic connected two-node GCM
graph as rγ1 rγ2- ffp q , where p = −M12 and q = −M21. We use special names and notation
to refer to two-node GCM graphs which have p = 1 and q = 1, 2, or 3 respectively:
A2r
γ1
r
γ2
- ff
C2r
γ1
r
γ2
- ffff
G2r
γ1
r
γ2
- ffffff
When p = 1 and q = 1 it is convenient to use the graph rγ1 rγ2 to represent the
GCM graph A2. A GCM graph (Γ,M) is a Dynkin diagram of finite type (or Dynkin diagram, for
short) if each ‘connected component’ of (Γ,M) (in the obvious sense, defined below) is one of the
graphs of Figure B.1; in this case the matrix M is called a Cartan matrix. We number the nodes
of connected Dynkin diagrams of finite type as in §11.4 of [Hum1]. The special two-node GCM
graphs A2, C2, and G2 above are Dynkin diagrams with Cartan matrices
(
2 −1
−1 2
)
,
(
2 −1
−2 2
)
,
and
(
2 −1
−3 2
)
.
The following language concerning GCM graphs is sometimes useful. Given two GCM graphs
G1 = (Γ1, (Aij)i,j∈In) and G2 = (Γ2, (Bij)i,j∈Jm), the disjoint sum G1⊕G2 is the GCM graph (Γ,M)
with graph Γ = Γ1 ⊕ Γ2 (a disjoint sum of undirected graphs in the obvious way, and with nodes
indexed by the disjoint union In ∪q Jm) and generalized Cartan matrix M = ( P O
O′ Q
)
(a block
diagonal matrix in the obvious sense, where O and O′ are a zero matrices of appropriate size).
These GCM graphs are isomorphic if there is a bijection σ : In → Jm with respect to which
Aij = Bσ(i),σ(j) for all i, j ∈ In. If I ′m is a subset of the index set In of a GCM graph (Γ,M), then
let Γ′ be the subgraph of Γ with nodes indexed I ′m and the induced set of edges, and let M ′ be the
corresponding submatrix of the generalized Cartan matrix M ; we call (Γ′,M ′) a GCM subgraph of
(Γ,M). (For example, in Figure B.1 one can see that C3 is a GCM subgraph of F4.) The GCM
subgraph (Γ′,M ′) is a connected component if Γ′ is a connected component of Γ. Given a one-to-one
function σ : In → Jn, obtain a graph Γσ by recoloring the nodes of the undirected graph Γ. Then
the GCM graph G σ = (Γσ,Mσ) is the re-coloring of the GCM graph G , where (Mσ)σ(i),σ(j) := Mi,j
for all i, j ∈ In. We let G T := (Γ,MT), so that (GT)T = G .
§B.2 The associated Coxeter/Weyl groups. For the remainder of this chapter, let G :=
(Γ,M) be a fixed GCM graph with index set In. The development in this subsection basically
follows [BB] and [Don8]. For i 6= j in In, declare
mij =
{
kij if MijMji = 4 cos
2(pi/kij) for some integer kij ≥ 2
∞ if MijMji ≥ 4
We have mij = 2 (respectively 3, 4, 6) if MijMji = 0 (resp. 1, 2, 3). Let W := WG be the group
generated by {si}i∈In subject to relations s2i = ε for all i ∈ In and (sisj)mij = ε for all i 6= j in In.
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Figure B.1: Connected Dynkin diagrams of finite type.
An (n ≥ 1) s s s s s s1 2 3 n− 2 n− 1 n
Bn (n ≥ 3) s s s s s sff--1 2 3 n− 2 n− 1 n
Cn (n ≥ 2) s s s s s sffff-1 2 3 n− 2 n− 1 n
Dn (n ≥ 4) s s s s s s
s


XXXXXX
1 2 3 n− 3 n− 2
n− 1
n
E6 s s s
s
s s1
2
3 4 5 6
E7 s s s
s
s s s1
2
3 4 5 6 7
E8 s s s
s
s s s s1
2
3 4 5 6 7 8
F4
s s s s-- ff1 2 3 4
G2
s s- ffffff1 2
(Conventionally, mij = ∞ means there is no relation between generators si and sj .) Then W is
called a Weyl group, and it is a special kind of Coxeter group.
Let V be a real vector space freely generated by vectors {αi}i∈In . The αi ′s are called simple
roots. For each i ∈ In, define a linear transformation Si : V → V by setting Si(αj) = αj −Mjiαi
for each j ∈ In and extending linearly.3 The next result follows from Proposition 3.13 of [Kac] or
Proposition 1.3.21 of [Kum] (see also §2 of [Don8]). Here GL(V ) is the group of invertible linear
transformations on V and Id denotes the identity transformation on V .
Lemma B.1 For each i ∈ In, S2i = Id. In particular, Si ∈ GL(V ). Now take i 6= j in In. If mij
is finite, then (SiSj)
mij = Id. If mij = ∞, then the subgroup of GL(V ) generated by {Si, Sj} is
infinite.
The above lemma guarantees that the mapping si 7→ Si extends uniquely to a group homomor-
phism φ : W → GL(V ). Our next result, which is Theorem 4.2.7 of [BB], says that this mapping
is injective. In the language of group representations we state this as:
3This ‘transpose’ of the usual definition (Si(αj) = αj −Mijαi) facilitates connections with certain results such as
the root system and weights results of Chapter III of [Hum1].
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Theorem B.2 The representation φ of W in the previous paragraph is faithful.
§B.3 Finiteness hypothesis. Of interest to us are GCM graphs whose corresponding Weyl
groups are finite. These have the following well-known classification (see e.g. [Hum1] or [Hum2]):
Theorem B.3 The Weyl group W is finite if and only if the connected components of G are
Dynkin diagrams of finite-type from Figure B.1.
Two of the most famous Dynkin diagram classification results come from Lie theory: the Dynkin
diagrams of Figure B.1 are in one-to-one correspondence with the finite-dimensional complex simple
Lie algebras and the finite-dimensional irreducible Kac-Moody algebras. For examples of other
Dynkin diagram classifications, see [HHSV], [Proc4], and [Proc6]. From here on, we restrict our
attention to the finite cases unless stated otherwise. For connected Dynkin diagrams of finite type,
we have the following important observation: one can verify case-by-case that the associated Cartan
matrices are invertible.
§B.4 A Euclidean representation of the Weyl group. We would like to realize each
transformation Si as a reflection ‘with respect to’ αi. Such a geometric realization of the Weyl
group W will require an inner product 〈·, ·〉 on V . The derivation of the inner product in this
subsection is an interpretation of standard material. Assuming for the moment that such an inner
product exists, we investigate in this paragraph its interactions with the Cartan matrix M . Relative
to this inner product, the reflection S : V → V in the hyperplane orthogonal to some fixed nonzero
α will act on vectors v in V by the rule S(v) = v − 2 〈v,α〉〈α,α〉α. Applied to the transformations Si
acting on vectors αj , we determine that Mji = 2
〈αj ,αi〉
〈αi,αi〉 . Symmetry of the inner product now gives
Mji〈αi, αi〉 = Mij〈αj , αj〉.(9)
If G is connected, fix the length of one of the end node simple roots. Then using the preceding
relation, the remaining simple root lengths can be computed in terms of the fixed simple root length
and entries from the Cartan matrix M . For A–D–E graphs, only one simple root length is possible.
Inspection of the other connected Dynkin diagrams of finite type (Bn,Cn,F4,G2) shows that each
has two root lengths. In the B–C–F cases, ‘long’ simple roots have squared length twice that of
‘short’ roots. For G2, the long simple root α2 has squared length three times that of the short
simple root α1. If G is not connected, then we must choose a squared length for short simple roots
in each connected component of G . With such a fixed choice of short simple root lengths for G ,
one can now determine that
〈αj , αi〉 = 1
2
〈αi, αi〉Mji(10)
for all i, j ∈ In. So our hypothetical inner product is determined by the preceding relations
(1) and (2) together with the choices for short simple root lengths for connected components of
G . With this discussion in mind, now define a bilinear form B on V so that for each i ∈ In,
B(αi, αi) coincides with the choices for squared lengths of simple roots indicated above, and where
B(αi, αj) :=
1
2B(αj , αj)Mij for all i, j ∈ In.
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Theorem B.4 The bilinear form B defined above is symmetric and nondegenerate. Moreover, the
Weyl groupW preserves B in the sense that B(w.v1, w.v2) = B(v1, v2) for all w ∈ W and v1, v2 ∈ V .
Finally, relative to the form B each Si is a reflection with respect to αi: Si(v) = v− 2 B(v,αi)B(αi,αi)αi for
all v ∈ V .
It suffices to prove Theorem B.4 for connected Dynkin diagrams. This can be done case by case.
From here on, we use 〈·, ·〉 to denote the inner product B of the preceding paragraph and theorem.
Given 〈·, ·〉, we call φ : W → GL(V, 〈·, ·〉) a Euclidean representation of W. Let O(V, 〈·, ·〉) be the
orthogonal group for the Euclidean space (V, 〈·, ·〉). A consequence of the preceding theorem is that
φ(W) ∼= W is actually a subgroup of O(V, 〈·, ·〉). From here on, we consider φ to be a Euclidean
representation for WG with respect to some fixed choice of inner product.
Suppose G = (Γ1, A = (Aij)i,j∈In) and H = (Γ2, B = (Bij)i,j∈Jm) are connected Dynkin di-
agrams with corresponding Weyl groups WG = 〈si〉i∈In and WH = 〈tj〉j∈Jm . Let φ : WG →
GL(V1, 〈·, ·〉1) and ψ : WH → GL(V2, 〈·, ·〉2) be Euclidean representations of WG and WH re-
spectively, with V1 := spanR({αi}i∈In) and V2 := spanR({βj}j∈Jm) for simple roots {αi}i∈In and
{βj}j∈Jm respectively. We say φ and ψ are isomorphic if there is a bijection σ : In → Jm such
that the mapping si 7→ tσ(i) extends to a group isomorphism from WG to WH and such that the
linear transformation T : V1 → V2 induced by the set mapping αi 7→ βσ(i) is ‘angle-preserving’, i.e.
for some fixed (necessarily positive) real scalar κ we have 〈T (u), T (v)〉2 = κ〈u, v〉1 for all u, v ∈ V1.
To emphasize the role of the bijection σ we say that φ and ψ are isomorphic via σ. In particular,
it follows that for any two choices of inner products on V1 from Theorem B.4, the correspond-
ing Euclidean representations of WG are isomorphic. Some other results concerning isomorphic
Euclidean representations are explored in Lemma B.6. The Euclidean representations correspond-
ing to the connected Dynkin diagrams of finite type are pairwise nonisomorphic (even though the
corresponding Weyl groups are not all distinct — in particular, WBn ∼=WCn).
Now relax the connectedness hypothesis for G and H . Suppose a connected component G ′ of
G has nodes indexed by a subset J ⊆ In. Let V ′1 = spanR({αi}i∈J), so V ′1 is a subspace of V with
the induced inner product 〈·, ·〉′1. It is easy to see that the mapping φ′ :WG ′ → GL(V ′1 , 〈·, ·〉′1) is a
Euclidean representation of WG ′ . We say Euclidean representations φ and ψ of WG and WH are
isomorphic if there is some one-to-one correspondence G ′ 7→H ′ of connected components of G and
H such that φ′ and ψ′ are isomorphic.
§B.5 Roots and root systems. Write w.v for φ(w)(v) whenever w ∈ W and v ∈ V . As
in [Hum2] and [BB], we define the root system R(G , φ, {αi}i∈In) to be the set φ(WG )({αi}i∈In) =
{w.αi}i∈In,w∈W . Set Φ := R(G , φ, {αi}i∈In). Elements of Φ are roots. A root α =
∑
kiαi is positive
if each ki ≥ 0 and is negative if each ki ≤ 0. The sets Φ+ and Φ− of positive and negative roots
can be seen to partition Φ (see §3 of [Don8]). For any i, j ∈ In, by definition sj .αi = αi −Mijαj .
Since any w ∈ W is a product of sj ’s, then by iterating the previous computation we see that
w.αi is an integral linear combination of simple roots. That is, when α =
∑
kiαi, then each
ki ∈ Z. Now, each w ∈ W permutes Φ. To see this, note that for any w ∈ W and α, β ∈ Φ, (1)
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w.α ∈ Φ by definition so w(Φ) ⊆ Φ, (2) α = w.(w−1.α) so Φ ⊆ w(Φ), and (3) if w.α = w.β then
w−1.(w.α) = w−1.(w.β) so α = β. So we have an induced action of W on Φ. Two root systems
Φ := R(G , φ, {αi}i∈In) and Ψ := R(H , ψ, {βj}j∈Jm) are isomorphic (respectively, isomorphic via
σ) if the Euclidean representations φ and ψ are isomorphic (respectively, isomorphic via σ).
For any α ∈ Φ, define α∨ := 2〈α,α〉α. Observe that 〈αi, α∨j 〉 = Mij for all i, j ∈ In. Let
Φ∨ := {α∨}α∈Φ. Based on the following lemma, we call Φ∨ the dual root system for Φ.
Lemma B.5 We have Φ∨ = R(G , φ, {α∨i }i∈In) (an equality of sets), and moreover α∨ = w.α∨i for
w ∈ W if and only if α = w.αi.
Proof. To prove the lemma, it suffices to show that α∨ = w.α∨i for w ∈ W if and only if α = w.αi.
Suppose α = w.αi. Since 〈α, α〉 = 〈w.αi, wαi〉 = 〈αi, αi〉, then α∨ = 2〈α,α〉α = 2〈αi,αi〉w.αi = w.α∨i .
Conversely, suppose α∨ = w.α∨i . Then 〈α∨, α∨〉 = 〈w.α∨i , w.α∨i 〉 = 〈α∨i , α∨i 〉. Now for any β ∈ Φ,
〈β∨, β∨〉 = 4〈β,β〉 . So from our previous calculation, it follows that 4〈α,α〉 = 4〈αi,αi〉 , and hence
〈α, α〉 = 〈αi, αi〉. Then from 2〈α,α〉α = α∨ = w.α∨i = 2〈αi,αi〉w.αi, we deduce that α = w.αi.
For this paragraph, assume that G is connected. According to the discussion of the previous
section, simple roots have two possible lengths, which we call long or short. (If only one simple root
length is possible i.e. in the A-D-E cases, the adjectives “short” and “long” are interchangeable.)
Note that if α ∈ Φ with α = w.αi for some w ∈ W and simple root αi, then 〈α, α〉 = 〈w.αi, w.αi〉 =
〈αi, αi〉. So α has the same length as αi. With this in mind, we let Φlong = {α ∈ Φ |α =
w.αi for w ∈ W and αi long} be the set of long roots, and analogously define the set Φshort of short
roots. We also have Φ+long (the set of positive roots that are long) and Φ
+
short (the set of positive
roots that are short).
Lemma B.6 Suppose G = (Γ1, A = (Aij)i,j∈In) and H = (Γ2, B = (Bij)i,j∈Jm) are connected
Dynkin diagrams with corresponding Weyl groups WG = 〈si〉i∈In and WH = 〈tj〉j∈Jm . Let φ :
WG → GL(V1, 〈·, ·〉1) and ψ : WH → GL(V2, 〈·, ·〉2) be isomorphic Euclidean representations of
WG and WH respectively, with V1 := spanR({αi}i∈In) and V2 := spanR({βj}j∈Jm) for simple roots
{αi}i∈In and {βj}j∈Jm respectively. As in §B.4, let σ : In → Jm be the associated bijection and
T : V1 → V2 the associated angle-preserving linear transformation. Let Φ := R(G , φ, {αi}i∈In) and
Ψ := R(H , ψ, {βj}j∈Jm). Let (i1, i2, . . . , ip) be a sequence of elements from In. (1) For all i, j ∈ In,
Aij = Bσ(i),σ(j). (2) For all v ∈ V1, T (si1si2 · · ·sip .v) = tσ(i1)tσ(i2)· · ·tσ(ip).T (v). (3) For j ∈ In, let
α := si1si2 · · ·sip .αj and β := tσ(i1)tσ(i2)· · ·tσ(ip).βσ(j). If α is positive in Φ (resp. long, short), then
β is positive in Ψ (resp. long, short).
Proof. For (1), Aij = 〈αi, α∨j 〉 = 2〈αi,αj〉1〈αj ,αj〉1 =
2κ〈αi,αj〉1
κ〈αj ,αj〉1 =
2〈T (αi),T (αj)〉2
〈T (αj),T (αj)〉2 =
2〈βσ(i),βσ(j)〉2
〈βσ(j),βσ(j)〉2 =
〈βσ(i), β∨σ(j)〉2 = Bσ(i),σ(j). For (2), it suffices to show that T (si.αj) = tσ(i).βσ(j) for all i, j ∈ In.
To see this, observe that for any k ∈ In, 〈T (si.αj), β∨σ(j)〉2 = 2κ〈αk,αk〉1κ〈si.αj , αk〉1 = 〈si.αj , α∨k 〉1 =
〈αj−Ajiαi, α∨k 〉1 = Ajk−AjiAik = Bσ(j),σ(k)−Bσ(j),σ(i)Bσ(i),σ(k) = 〈βσ(j)−Bσ(j),σ(i)βσ(i), β∨σ(k)〉2 =
〈tσ(i).βσ(j), β∨σ(k)〉2. Since this is true for all k ∈ In, then it must be the case that T (si.αj) =
tσ(i).βσ(j), as desired. For (3), let α and β be as in the lemma statement. Suppose α =
∑
kiαi ∈ Φ+.
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Then T (α) =
∑
kiβσ(i). But by (2), T (α) = β. Hence β ∈ Ψ+. From (1), it follows that if
αj ∈ Φlong (resp. Φshort), then βσ(j) ∈ Ψlong (resp. Ψshort). Since α has the same length as αj and
β has the same length as βj , then α ∈ Φlong (resp. Φshort) implies that β ∈ Ψlong (resp. Ψshort).
For connected G , give Φ the following partial ordering: write α ≤ β for roots α and β if and only
if β − α = ∑ kiαi with each ki nonnegative. View Φ+, Φ+long and Φ+short as subposets of Φ in the
induced order. If α ∈ Φ+, write α = ∑ kiαi for nonnegative integers ki. The height of α, denoted
ht(α), is defined to be the quantity
∑
ki. The following facts can be understood by studying the
so-called ‘adjoint’ and ‘short adjoint’ representations of the finite-dimensional complex simple Lie
algebras, cf. [Don5].
Facts B.7 Keep the notation of the previous paragraph as well as the assumption that G is
connected. The posets of roots Φ+ and Φ+short are ranked, connected posets with (in each case)
rank function given by ρ(α) = ht(α) − 1. The minimal roots for Φ+ (respectively, Φ+short) are the
simple roots (resp. short simple roots). Each has a unique maximal root.
In the setting of these results, the maximal root ω for Φ+ is called the highest long root. For
Φ+short the maximal root ωshort is the highest short root.
The transpose representation and root system defined next are helpful in explicitly identifying
long and short roots. For this definition, however, G need not be connected. Let V T be the real
vector space freely generated by {αTi }i∈In , and define φT : WG → V T by the rule φT(si)(αTj ) = αTj −
MTjiα
T
i . Give V
T an inner product 〈·, ·〉
T
as in Theorem B.4 above using the matrix MT. Then set
ΦT := R(G , φT, {αTi }i∈In). (Evidently, the root systemsR(G , φ, {αi}i∈In) andR(G T, φT, {αTi }i∈In)
are isomorphic via the identity bijection on In.)
Proposition B.8 Let G be connected. For all w ∈ W and j ∈ In, it is the case that w.αj is positive
(resp. long, short) in Φ if and only if w.α∨j is positive (resp. short, long) in Φ
∨ if and only if w.αTj is
positive (resp. short, long) in ΦT. Moreover, Φ∨ = R(G , φ, {α∨i }i∈In) and ΦT = R(G , φT, {αTi }i∈In)
are isomorphic via the identity bijection on In.
Proof. First we show that Φ∨ = R(G , φ, {α∨i }i∈In) and ΦT = R(G , φT, {αTi }i∈In) are isomorphic
via the identity bijection. We have that 〈αTi , αTj 〉T = 12〈αTj , αTj 〉TMTij = 12〈αTj , αTj 〉TMji. On the
other hand, we have 〈α∨i , α∨j 〉 = 4〈αi,αi〉〈αj ,αj〉〈αi, αj〉 = 2〈αj ,αj〉Mji = 12〈α∨j , α∨j 〉Mji. So
〈αTi ,αTj 〉T
〈α∨i ,α∨j 〉 =
〈αTj ,αTj 〉T
〈α∨j ,α∨j 〉 . That the latter ratio is constant for all j ∈ In can be proved by checking cases. For
example, in the A–D–E cases, all αTj ’s have the same length and all α
∨
j ’s have the same length.
From this result and Lemma B.6, we conclude that w.α∨j is positive (resp. short, long) if and only
if w.αTj is positive (resp. short, long). Now w.α
∨
j =
∑
kiα
∨
i if and only if w.αj =
∑ 〈αj ,αj〉
〈αi,αi〉 kiαi.
Then w.α∨j is positive if and only if w.αj is positive. It is easy to see that there are two distinct
root lengths in Φ if and only if there are two distinct root lengths in Φ∨. Therefore, to show that
w.αj is long (resp. short) if and only if w.α
∨
j is short (resp. long), it suffices to consider those cases
with two distinct root lengths. In such cases, if w.αj is long in Φ, then αj is long. Then there is
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a simple root αk such that 〈αj , αj〉 > 〈αk, αk〉. Then 4〈αj ,αj〉 < 4〈αk,αk〉 , hence 〈α∨j , α∨j 〉 < 〈α∨k , α∨k 〉.
So, α∨j and w.α
∨
j are short. This argument is easily modified to show that if w.αj is short, then
w.α∨j is long. Similarly see that if w.α
∨
j is short (resp. long), then w.αj is long (resp. short).
§B.6 Weights. Some of the following recasts parts of §13 of [Hum1]. Using our inner product
〈·, ·〉 we obtain another special basis for V , the basis of ‘fundamental weights’. The following
proposition shows how this basis is obtained and uniquely characterized.
Proposition B.9 Let A = (Ajk)j,k∈In be a real n × n matrix. Define ωj :=
∑
k∈In Ajkαk. Then
Si(ωj) = ωj − δijαi for all i, j ∈ In if and only if A = M−1 if and only if 〈ωj , α∨i 〉 = δij for all
i, j ∈ In.
Proof. Suppose Si(ωj) = ωj − δijαi for all i, j ∈ In. Then for fixed i, j ∈ In we have
Si(ωj) = ωj − δijαi
=
∑
k∈In
Ajkαk
− δijαi
=
∑
k 6=i
Ajkαk
+ (Aji − δij)αi.
But we also have
Si(ωj) =
∑
k∈In
AjkSi(αk)
=
∑
k∈In
Ajk(αk −Mkiαi)
=
∑
k∈In
(Ajkαk −AjkMkiαi)
=
∑
k 6=i
Ajkαk +
Aji −∑
k∈In
AjkMki
αi.
Then
∑
k∈In AjkMki = δij . Since this is true for all i, j ∈ In, we conclude that A = M−1.
Now suppose A = M−1. Fix i, j ∈ In. Then
〈ωj , α∨i 〉 =
∑
k∈In
Ajk〈αk, α∨i 〉 =
∑
k∈In
Ajk
2〈αk, αi〉
〈αi, αi〉 =
∑
k∈In
AjkMki = δij .
The crucial step in this calculation is our application of the identity (2) from §B.4.
Finally suppose 〈ωj , α∨i 〉 = δij for all i, j ∈ In. Then for fixed i, j ∈ In we have
Si(ωj) = Si
∑
k∈In
Ajkαk

=
∑
k∈In
Ajk(αk −Mkiαi)
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= ωj −
∑
k∈In
AjkMki
αi
= ωj −
∑
k∈In
Ajk
2〈αk, αi〉
〈αi, αi〉
αi
= ωj −
∑
k∈In
Ajk〈αk, α∨i 〉
αi
= ωj − 〈ωj , α∨i 〉αi
= ωj − δijαi.
This completes the proof.
In view of this result, we define the basis of fundamental weights {ωi}i∈In to be the unique basis
for V satisfying the equivalent conditions of Proposition B.9. As a consequence we see that for each
i ∈ In, αi =
∑
j∈InMijωj , i.e. the ith simple root is identified with the ith row of the Cartan matrix
relative to the basis of fundamental weights. Let Λ ⊂ V be the set of all vectors in the integer
linear span of {ωi}i∈In . Vectors in Λ are weights, and we call Λ the lattice of weights. (Here ‘lattice’
is used in the sense of the Z-span of a basis.) A weight λ ∈ Λ is dominant (strongly dominant) if
λ =
∑
miωi with each mi nonnegative (positive). Denote by Λ
+ the set of dominant weights.
Lemma B.10 We have Φ ⊂ Λ. Moreover each w ∈ W permutes Λ, and we have an induced action
of W on Λ.
Proof. Let i ∈ In. Since αi =
∑
j∈InMijωj , it follows that αi ∈ Λ. Since each α ∈ Φ is an
integral linear combination of αi’s, it follows that Φ ⊂ Λ. To complete the proof of the lemma, it
suffices to show that w permutes Λ for each w ∈ W. Let λ = ∑miωi. Then w.λ = ∑miw.ωi.
Now each sj .ωi = ωi − δijαj ∈ Λ. Since w is a product of sj ’s, then by iterating the previous
computation we see that w.ωi ∈ Λ for each i ∈ In. It follows that w.λ ∈ Λ. Now for any ν ∈ Λ, we
have ν = w.(w−1.ν). Since φ(w) ∈ GL(V ), it follows that φ(w) is one-to-one. So we have shown
that φ(w)|Λ : Λ→ Λ is a bijection. .
Given a subset J ⊆ In, let WJ be the subgroup of W generated by {sj}j∈J . A dominant weight
λ is Jc-dominant if when we write λ =
∑
i∈Inmiωi, then mj > 0 if and only if j 6∈ J . It can be
shown that the results of [Hum2] §5.13 extend to the setting of our geometric representation of
the Weyl group W. It follows that WJ is the stablizer of λ under the action of W on Λ. So, by
the ‘orbit-stablizer’ theorem, we have |W| = |Wλ||WJ |. When G is connected, we apply this to
the special cases of the sets Φlong and Φshort of long and short roots respectively. In §B.11 below
we show how one can use a game played on the Dynkin diagram G to determine the highest root
and highest short root. Using this technique one can determine that for An, ω = ω1 + ωn. For Bn,
ω = ω2 and ωshort = ω1. For Cn, ω = 2ω1 and ωshort = ω2. For Dn, ω = ω2. For E6, ω = ω2. For
E7, ω = ω2. For E8, ω = ω2. For F4, ω = ω1 and ωshort = ω4. For G2, ω = ω2 and ωshort = ω1.
Therefore, the highest long and short roots are dominant weights. In fact, it can be seen that
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all roots of Φlong (resp. Φshort) are conjugate under the action of W.3 We therefore obtain the
following result, which gives us a nice way to compute the order of the Weyl group.
Theorem B.11 With G connected, we have ω (resp. ωshort) as the highest long (resp. short) root.
Then ω (resp. ωshort) is nonzero and dominant. Moreover, Wω = Φlong (resp. Wωshort = Φshort).
Suppose ω (resp. ωshort) is J
c-dominant. Then |W| = |Φlong||WJ | (resp. |W| = |Φshort||WJ |).
§B.7 The longest element of the Weyl group. The material in this section is standard, see
e.g. [Hum2] or [BB]. A finite Weyl group has a unique ‘longest’ element, where length is measured
as follows: In any Weyl group, an element w may be written as a product si1 · · ·sip . Any shortest
such expression is a reduced expression for w, and the length of w is `(w) := p. Thus if W is finite,
there is an upper bound on the lengths of group elements. The following result can be derived from
standard facts (see e.g. Exercise 5.6.2 of [Hum2]).
Proposition B.12 In a finite Weyl group, there is exactly one longest element, denoted w0.
We have w20 = ε. Moreover, there is a permutation σ0 : In −→ In such that for each i ∈ In,
w0.αi = −ασ0(i).
Observe that since 〈αi, α∨j 〉 = Mij for all i, j ∈ In then 〈ασ0(i), α∨σ0(j)〉 = Mσ0(i),σ0(j). In particular,
σ0 is a symmetry of the Dynkin diagram G in the sense that G ∼= G σ0 . Since w20 = ε in W then
σ20 is the identity permutation. It also follows from the proposition that when w0 acts on Λ,
then ωi 7→ −ωσ0(i) for each i ∈ In: 〈−w0.ωi, α∨j 〉 = 〈ωi,−w0.α∨j 〉 = 〈ωi, α∨σ0(j)〉 = δi,σ0(j), hence
w0.ωi = −ωσ0(i). Thus, w0.(
∑
miωi) = −
∑
miωσ0(i). So once the action of w0 on V is known (see
§B.11 below) then one can compute σ0. One finds that for connected Dynkin diagrams, σ0 is trivial
except in the cases An (n ≥ 2), D2k+1 (k ≥ 2), and E6; see Figure 2.1.
If R is a ranked poset with edges colored by the set In, then the σ0-recolored dual R
./ is the
edge-colored poset (Rσ0)∗ ∼= (R∗)σ0 . See Figure B.3 for an example.
§B.8 The M-structure property (again). Let R be a ranked poset with edges colored
by the set In. We say R has the G -structure property if R has the M -structure property for
the Cartan matrix M associated to G with weight function wtR : R −→ Λ such that wtR(s) =∑
j∈Inmj(s)ωj . Thus R has the G -structure property if and only if for each simple root αi we have
wtR(s) + αi = wtR(t) whenever s
i→ t in R. This condition depends not only on G (information
from the corresponding Dynkin diagram) but also on the combinatorics of R.
Let us temporarily assume only that (Γ,M) is a GCM graph with nodes indexed by In. If R
is a ranked poset with edges colored by the set In, then the edge-coloring function edgecolorR :
E(R)→ In is sufficiently surjective if for each connected component of (Γ,M) there is a node γi and
3Briefly, any two long (respectively, short) simple roots are connected by an ‘ON-path’, in the language of [Don8].
It follows from Theorem 3.2 of [Don8] that these simple roots are conjugate under the W-action. Applying Corollary
B.20 and Proposition B.21, it follows that any long (resp. short) root is conjugate to some long (resp. short) simple
root. It then follows that any two long (resp. short) roots are conjugate under the W-action.
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Figure B.3: L./ for the edge-colored lattice L from Figure 1.1.
Here regard L to be edge-colored by the nodes of A2.
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an edge s→ t with edgecolorR(s→ t) = i. Theorem B.13 is due to the author of this monograph
and first appeared in [Gil]; Theorem B.13.2 also appears in [DE].
Theorem B.13 Let M = (Mi,j)i,j∈In be a real matrix. (1) If there is a diamond-colored dis-
tributive lattice L with surjective edge-coloring function edgecolorL : E(L) → In and having the
M -structure property, then M must be a generalized Cartan matrix. (2) Suppose (Γ,M) is a GCM
graph with nodes indexed by In. Suppose R is a ranked poset with sufficiently surjective edge-
coloring function edgecolorR : E(R) → In. If R has the M -structure property, then edgecolorR
is surjective and (Γ,M) is a Dynkin diagram of finite type.
Since our proof of part (2) of this theorem applies results from [Don6] concerning the so-called
‘numbers game’, we defer the proof of part (2) until §B.11.
Proof of Theorem B.13.1. For (1), let i ∈ In and choose an edge s i→ t in L. Then for any j ∈ In
we have mj(s)+Mij = mj(t). Since mj(s) and mj(t) are integers, it follows that Mij is an integer.
Since ρi(s) + 1 = ρi(t) and δi(s)−1 = δi(t), then from mi(s) +Mii = mi(t) it follows that Mii = 2.
Pick i, j ∈ In with i 6= j. First, suppose there is an {i, j}-component K in L which has at least
one edge of color i and at least one of color j. By the Fundamental Theorem of Finite Diamond-
colored Distributive Lattices and the fact that any J-component of L is also a diamond-colored
distributive lattice, we may write K = Jcolor(Q) for Q = jcolor(K). Let di count the number of
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color i vertices in Q. Similarly define dj . Since K has both color i and color j edges, di and dj
are both positive. Let x be the unique maximal element of K and let y be the unique minimal
element. Then
wtL(y) + diαi + djαj = wtL(x).
In particular
mi(y) + diMii + djMji = mi(x) and mj(y) + diMij + djMjj = mj(x).
Then djMji = (−mi(y) − di) + (mi(x) − di) and diMij = (mj(x) − dj) + (−mj(y) − dj). Since
mi(x) = li(x) ≤ di, mj(x) = lj(x) ≤ dj , −mi(y) = li(y) ≤ di, and −mj(y) = lj(y) ≤ dj , then we
see that (mi(x)− di) + (−mi(y)− di) ≤ 0 and (mj(x)− dj) + (−mj(y)− dj) ≤ 0. Hence djMji ≤ 0
and diMij ≤ 0. Since di and dj are both positive, then Mij ≤ 0 and Mji ≤ 0.
Suppose that in this situation, Mij = 0. Then (mj(x) − dj) + (−mj(y) − dj) = 0, and hence
mj(x) = dj = lj(x) and −mi(y) = dj = lj(y). In particular, starting at the order ideal y in L,
it is possible to add to y dj color j vertices to get an order ideal z that is a vertex in K. At
this point, z must be the minimum vertex of the color i component containing x, and further
we must be able to add di color i vertices to z to get x. In particular, mi(x) = di = li(x).
Similarly from x we can remove dj color j vertices to get an order ideal w in K that is the maximal
vertex in the i-component of y. In the same way as before we get −mi(y) = di = li(y). So
(−mi(y)− di) + (mi(x)− di) = 0 = djMji, so Mji = 0.
At this point we know that if there is an {i, j}-component in L that has edges of both colors i
and j, then Mij ≤ 0, Mji ≤ 0, and Mij = 0 if and only if Mji = 0. So now suppose that every
{i, j}-component in L uses at most one of the colors i or j. Pick an edge s i→ t in L. Since neither
s nor t has an incident edge of color j, then mj(t) = mj(s) = 0. But mj(t) = mj(s) + Mij , so
therefore Mij = 0. By looking at an edge of color j in L one can similarly conclude that Mji = 0.
We thus conclude that M is a matrix of integers with Mii = 2 for all i ∈ In, Mij ≤ 0 for all i 6= j
in In, and Mij = 0 if and only if Mji = 0. That is, M is a generalized Cartan matrix.
Combining both parts of the previous theorem we obtain:
Corollary B.14 Let M = (Mi,j)i,j∈In be a real matrix. If there is a diamond-colored distributive
lattice L with surjective edge-coloring function edgecolorL : E(L) → In and having the M -
structure property, then M must be a Cartan matrix.
It is important to note that the condition “M is a Cartan matrix” in this corollary is necessary
but not sufficient for there to be an M -structured diamond-colored distributive lattice.
Now return to the assumption that M is a Cartan matrix and G = (Γ,M) is a Dynkin diagram.
For a G -structured diamond-colored distributive lattice L, let λ be the weight of the unique maximal
vertex of L. We say L is a (G , λ)-structured distributive lattice. These notions lead naturally to
the following question:
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Problem B.15 For which Dynkin diagrams G and weights λ is there a (G , λ)-structured distribu-
tive lattice?
When a (G , λ)-structured distributive lattice exists, we have the following result concerning its
unique minimal element. As this result can be demonstrated using facts about the ‘numbers game’
as in [Don6], we defer the proof to §B.11.
Proposition B.16 Let R be an M -structured poset with a unique maximal element of weight
λ, necessarily dominant. Then R has a minimal element of weight w0.λ. In particular, if L is a
(G , λ)-structured distributive lattice for some dominant weight λ, then the unique minimal element
of L has weight w0.λ.
§B.9 Weyl symmetric functions (again). Recall from Proposition 4.7 that any connected
slitting poset R for a Weyl bialternant χ
λ
has many pleasant combinatorial features. We mildly
reformulate that result here. For a ranked poset R, we let CARD(R) be the size |R| of R and
LENGTH(R) its length.
Proposition B.17 Let R be a connected splitting poset for the Weyl bialternant χ
λ
. Then R is
rank symmetric and rank unimodal. Moreover,
RGF(R, q) =
∏
α∈Φ+
1− q〈λ+%,α∨〉
1− q〈%,α∨〉 CARD(R) =
∏
α∈Φ+
〈λ+ %, α∨〉
〈%, α∨〉 LENGTH(R) =
∑
α∈Φ+
〈λ, α∨〉.
A crucial question at this point is: How does one obtain splitting posets? At present there
are four general strategies. (1) Impose ‘natural’ partial orders on combinatorial objects known to
generate Weyl symmetric functions. For example, the ‘Littelmann’ family of G2-lattices shown in
[Mc] to be splitting distributive lattices (SDL’s) for the irreducible G2-symmetric functions were
discovered by Donnelly by imposing a natural partial order on Littelmann’s G2 tableaux [Lit1]. (2)
Apply Stembridge’s product construction [Stem2]. For a given dominant weight λ, any resulting
‘admissible system’ is a ‘minimal’ splitting poset in the sense that it will not contain as a proper
edge-colored subgraph a splitting poset for χ
λ
. Further, one can sometimes show a given G -
structured poset R is a splitting poset for χ
λ
by locating an admissible system inside R as an
edge-colored subgraph. This method is employed by Alverson, Donnelly, Lewis, and Pervine in
[ADLP2] to give another proof that the ‘semistandard’ lattices of [ADLMPPW] are SDL’s for the
Weyl bialternants for A2, C2, and G2. (3) Show that a given G -structured poset is a weight basis
supporting graph (cf.Proposition 4.18) for a representation of the corresponding semisimple Lie
algebra. This method has been used in [Don3], [Don4], [Don5], and [DLP1] to produce/study many
families of SDL’s. (4) Utilize the vertex-coloring techniques presented in this monograph. See, for
example, Theorem 8.10 in §8 above.
What follows is a rudimentary example.
Example B.18: Splitting posets for adjoint symmetric functions. Assume G is connected.
The highest long root ω and the highest short root ωshort are dominant weights. From [Don5] (for
example) it follows that χω = n e0 +
∑
α∈Φ eα and that χωshort = me0 +
∑
α∈Φshort eα, where m
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is the number of short simple roots. To see that these are both W-invariant, it suffices to note
that W permutes Φ (resp. Φshort). We call χω and χωshort the adjoint and short adjoint symmetric
functions, respectively.
Now define A to be the set {(i, j)|〈αi, α∨j 〉 < 0}i,j∈In modulo the equivalence (i, j) ≡ (j, i). For
k ∈ In set A(k) := A ∪ {(k, k)}, so |A(k)| = n. Let L(k) be the set Φ+ ∪ A(k) ∪ Φ−. Place directed
edges with colors from the set In between the elements of L
(k) as follows: Write α
i→ β if α and
β are both roots in Φ+ (or are both in Φ−) and α + αi = β. For each pair (i, j) in A(k), include
edges −αr r→ (i, j) r→ αr if and only if r = i or r = j. It is a consequence of Facts B.7 that L(k) is
the Hasse diagram for a ranked poset. We call A(k) the middle rank of L(k). For reasons explained
by Theorem 1.2 of [Don5], we call L(k) the kth extremal splitting poset for the adjoint symmetric
function χω for G . In that paper it is shown in Proposition 6.1 that the L
(k)′s are precisely the
modular lattice supporting graphs for graphs for the adjoint representation of the simple Lie algebra
G . It follows that each L(k) is a splitting modular lattice for the adjoint symmetric function χω for
G . In [Don5] Corollary 6.2, it is also observed that an extremal splitting poset L(k) is a distributive
lattice if and only if G is one of An, Bn, Cn, F4, or G2 and γk is one of the end nodes for G .
There are similar objects for the short adjoint symmetric functions χωshort , [Don5]. Modify the
constructions of the previous paragraph using only Φshort. This results in splitting modular lattices
L
(k)
short for the short adjoint symmetric function, where each index k ∈ In is such that αk is short.
As with the extremal splitting posets for the adjoint symmetric functions, we see that L
(k)
short is a
distributive lattice if and only if G is one of An, Bn, Cn, F4, or G2 and αk is a short simple root
with at most one adjacent short simple root in the Dynkin diagram G .
§B.11 The numbers game and computations related to Weyl groups and roots
systems. This subsection applies recent results of [Don6] in studying the combinatorial ‘numbers
game’ of Mozes [Moz] and Eriksson [Erik1], [Erik2], [Erik3].
For the next two paragraphs, temporarily relax the finiteness hypothesis for W = WG . For
the game we describe next, a position λ is an assignment of numbers (λi)i∈In to the nodes of the
GCM graph G = (Γ,M). As with weights, say the position λ is dominant (respectively, strongly
dominant) if λi ≥ 0 (respectively λi > 0) for all i ∈ In; λ is nonzero if at least one λi 6= 0. Given a
position λ on a GCM graph (Γ,M), to fire a node γi is to change the number at each node γj of Γ
by the transformation
λj 7−→ λj −Mijλi,
provided the number at node γi is positive; otherwise node γi is not allowed to be fired. The
numbers game is the one-player game on a GCM graph (Γ,M) in which the player (1) Assigns an
initial position to the nodes of Γ; (2) Chooses a node with a positive number and fires the node to
obtain a new position; and (3) Repeats step (2) for the new position if there is at least one node
with a positive number.
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Figure B.4: The numbers game for the Dynkin diagram C2.r
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Consider the GCM graph C2. As we can see in Figure B.4, the numbers game terminates in
a finite number of steps for any initial position and any legal sequence of node firings, if it is
understood that the player will continue to fire as long as there is at least one node with a positive
number. In general, given a position λ, a game sequence for λ is the (possibly empty, possibly
infinite) sequence (γi1 , γi2 , . . .), where γij is the jth node that is fired in some numbers game with
initial position λ. More generally, a firing sequence from some position λ is an initial portion of
some game sequence played from λ; the phrase legal firing sequence is used to emphasize that all
node firings in the sequence are known or assumed to be possible. Note that a game sequence
(γi1 , γi2 , . . . , γil) is of finite length l (possibly with l = 0) if the number is nonpositive at each node
after the lth firing; in this case we say the game sequence is convergent and the resulting position is
the terminal position for the game sequence. We say a connected GCM graph (Γ,M) is admissible
if there exists a nonzero dominant initial position with a convergent game sequence. Theorem
6.1 of [Don6] shows that a connected GCM graph is admissible if and only if it is a connected
Dynkin diagram of finite type. In these cases, for any given initial position every game sequence
will converge to the same terminal position in the same finite number of steps.
Return now to the assumption that W = WG is finite. The moves of the numbers game relate
directly to the Euclidean representation φ : WG → GL(V, 〈·, ·〉), cf. §B.5. To see this, view a
position λ = (λi)i∈In on G as the weight
∑
λiωi. Now observe that firing node γi from weight λ on
G results in position φ(si)(λ): At each j ∈ In, 〈si.λ, α∨j 〉 =
∑
λk〈ωk, α∨j 〉−λi〈αi, α∨j 〉 = λj−Mijλi.
It follows from Eriksson’s Reduced Word Result (see Theorem 2.8 of [Don6]) that (γi1 , γi2 , . . . , γil)
is a game sequence for a numbers game played on G from any given strongly dominant initial
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position if and only if sil · · ·si2si1 is a reduced expression for w0, the longest element of W. For the
rest of this subsection, let silsil−1 · · ·si1 be a fixed reduced expression for w0. The next result is an
immediate application of Theorem 5.2 of [Don6] concerning the positive roots Φ+.
Theorem B.19 For 1 ≤ j ≤ l, set βj := si1si2 · · ·sij−1 .αij . Then |{βj}lj=1| = l and {βj} = Φ+.
Corollary B.20 Keep the notation of Theorem B.19. Let λ =
∑
λiωi ∈ Λ+. For 1 ≤ j ≤ l let cj
be the number at the ijth node when we play the legal firing sequence (γi1 , γi2 , . . . , γij−1) from the
initial position (λi + 1)i∈In on the Dynkin diagram G . Then 〈λ+ %, β∨j 〉 = cj . Moreover,∏
α∈Φ+
(1− q〈λ+%,α∨〉) =
l∏
j=1
(1− qcj ) and
∏
α∈Φ+
〈λ+ %, α∨〉 =
l∏
j=1
cj .
Proof. It follows from Lemma B.5 above that β∨j = si1si2 · · ·sij−1 .α∨ij . We now have 〈λ +
%, β∨j 〉 = 〈λ + %, si1si2 · · ·sij−1 .α∨ij 〉 = 〈sij−1 · · ·si2si1 .(λ + %), α∨ij 〉, which is the ijth coordinate of
sij−1 · · ·si2si1 .(λ+ %). That is, 〈λ+ %, β∨j 〉 = cj . By the preceding theorem, for each positive root α
there is one and only one j such that α = βj . Then we can index the products over the positive
roots using j = 1, . . . , l instead, which completes the proof.
Proposition B.21 Keep the notation of Theorem B.19. Assume G is connected. Consider
the transpose Euclidean representation φT : WG → GL(V T, 〈·, ·〉T) as in §B.5, with simple roots
{αTi }i∈In and fundamental weights {ωTi }i∈In . Suppose βj = si1si2 · · ·sij−1 .αij =
∑
kiαi ∈ Φ+ is
short (resp. long). Let βTj := si1si2 · · ·sij−1 .αTi , a root in ΦT, with (βTj )∨ = si1si2 · · ·sij−1 .(αTi )∨ the
corresponding root in (ΦT)∨, cf. Lemma B.5. (1) Then (βTj )
∨ is positive and short (resp. long).
(2) For a strongly dominant weight µ =
∑
µiω
T
i , let dj denote the number at the ijth node after
playing the legal sequence (γi1 , γi2 , . . . , γij−1) from initial position (µi)i∈In on the transpose graph
G T. Then 〈µ, (βTj )∨〉T = dj =
∑
kiµi.
Proof. By Proposition B.8, R(G , φT, {(αTi )∨}i∈In) is isomorphic to R(G , (φT)T, {(αTi )T}i∈In)
via the identity bijection on In, which in turn is isomorphic to R(G , φ, {αi}i∈In) via the iden-
tity bijection on In. So given βj =
∑
kiαi, it follows that (β
T
j )
∨ =
∑
ki(α
T
i )
∨. We see that
(βTj )
∨ is positive. From Proposition B.8, it follows that (βTj )
∨ is also short (resp. long). Now
〈sij−1 · · ·si2si1 .µ, (αTij )∨〉T = 〈µ, (βTj )∨〉T = 〈
∑
µiω
T
i ,
∑
ki(α
T
i )
∨〉
T
=
∑
kiµi. From the paragraph
preceding Theorem B.19, we see that sij−1 · · ·si2si1 .µ is the position resulting from the firing se-
quence (γi1 , γi2 , . . . , γij−1) played from initial position (µi)i∈In on the transpose graph G T. Then
dj = 〈sij−1 · · ·si2si1 .µ, (αTij )∨〉T is the number at the ijth node.
Remark B.22 In view of the preceding results, the numbers game gives us simple iterative
procedures for producing data concerning roots and Weyl group actions needed for example for
the following computations. To compute the rank generating function of Proposition B.17 above,
observe that by Corollary B.20 the exponents of the numerator and denominator in that formula
are numbers appearing in a numbers game played from initial positions (λi+1)i∈In and (1)i∈In on G
respectively. In combination, Theorem B.19 and Proposition B.21 show that if we play a numbers
game on G T from a generic strongly dominant position (µi)i∈In , then any positive root β =
∑
kiαi
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in Φ will appear exactly once as the expression
∑
kiµi at node γij when it is fired. By Proposition
B.8, β will be short (resp. long) if and only if αTij is long (resp. short) if and only if αij is short
(resp. long). Finally, to compute the action of w0 on V , start with a generic strongly dominant
weight λ =
∑
λiωi as an initial position on G and play the game sequence (γi1 , γi2 , . . . , γil). The
terminal position is sil · · ·si2si1 .λ = w0.λ. But since w0.λ = −
∑
λiωσ0(i), one can now deduce how
σ0 permutes the elements of In. These techniques are applied to G2 in the next subsection. We also
use them to obtain the explicit expressions for the RGF polynomials of splitting posets for Weyl
bialternants χΦ
λ
when Φ ∈ {A,B,C}.
We close this subsection with proofs of two results stated in §B.8.
Proof of Theorem B.13.2. First assume (Γ,M) is connected. In this case it is only required that
R has at lease one edge. Choose a vertex t0 for which λ
(0) := wtR(t0) is dominant. (For example,
take t0 to be any element of highest rank in R.) Since R has at least one edge, λ
(0) is nonzero. Let
(γi1 , γi2 , . . .) be any game sequence played from initial position λ
(0) on (Γ,M). For each p ≥ 1, λ(p)
is the position in the sequence just after node γip is fired. Next, we define by induction a special
sequence of elements from R. For any p ≥ 1, suppose we have a sequence t0, t1, . . . , tp−1 for which
wtR(tq) = λ
(q) and ρ(tq) < ρ(tq−1) for all 1 ≤ q ≤ p − 1. We wish to show that we can extend
this sequence by an element tp so that wtR(tp) = λ
(p) and ρ(tp) < ρ(tp−1). Take tp to be any
element of compip(tp−1) for which ρip(tp) = lip(tp−1)−ρip(tp−1). Since firing node γip in the given
numbers game is legal from position λ(p−1), then λ(p−1)ip > 0. But λ
(p−1)
ip
= 2ρip(tp−1) − lip(tp−1).
So, ρip(tp) = lip(tp−1) − ρip(tp−1) < ρip(tp−1). It follows that ρ(tp) < ρ(tp−1). Since R satisfies
the M -structure condition, then wtR(tp) = wtR(tp−1) − λ(p−1)ip αip . But λ(p−1) = wtR(tp−1) and
λ(p) = λ(p−1) − λ(p−1)ip αip . In other words, wtR(tp) = λ(p). So we have extended our sequence as
desired. But since R is finite, any such sequence must also be finite. Hence the game sequence
(γi1 , γi2 , . . .) is convergent. Then by Theorem 6.1 of [Don6], (Γ,M) must be a Dynkin diagram of
finite type. Since every node must be fired in a convergent game sequence for a numbers game
played on a connected GCM graph (Lemma 2.6 of [Don6]), then it follows that edgecolorR is
surjective.
In the general case, pick a connected component (Γ′,M ′) of (Γ,M), and let J := {x ∈ In}γx∈Γ′ .
Now pick a J-component C of R such that C contains at least one edge whose color is from J . The
previous paragraph implies that (Γ′,M ′) is a connected Dynkin diagram of finite type and that for
every color in J there is an edge in C having that color. Applying this reasoning to each connected
component of (Γ,M), we see that (Γ,M) is a Dynkin diagram of finite type and that edgecolorR
is surjective.
Proof of Proposition B.16. The second assertion of the proposition, which concerns (G , λ)-
structured distributive lattices, is an immediate consequence of the first assertion concerning M -
structured posets with unique maximal elements. So we only need to prove the first assertion. Then
let R be as in the first assertion of the proposition statement. Let t0 be the unique maximal element
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of R. Then wtR(t0) = λ is dominant. If λ is the trivial zero weight, then R = {t0}, an equality of
sets. That is, t0 is also the unique minimal element of R. Note that then w0.λ = λ = wtR(t0), so
the proposition statement is true in this case.
Now suppose λ is nonzero. Proceeding exactly as in the previous proof, we can construct a
sequence of elements of R and their associated weights corresponding to a numbers game played
on G from initial position λ. We get a game sequence (γi1 , γi2 , . . . , γip) such that the corresponding
numbers game positions are λ(0) = λ, λ(1), . . . , λ(p). We also have these positions as weights of
certain vertices t0, t1, . . . , tp from R: wtL(tq) = λ
(q) for 1 ≤ q ≤ p.
We now invoke results from §3 of [Don6]. Let λ be Jc-dominant, for J ⊆ In. We write (w0)J
for the longest element of WJ (the subgroup of W generated by {sj}j∈J), and (w0)J denotes the
minimal length coset representative of w0, cf. §3 of [Don6]. Then by Corollary 3.4 of [Don6], we
must have (w0)
J
= sip · · ·si2si1 . So the terminal position must be (w0)
J
.λ. But (w0)J stablizes λ,
so w0.λ = (w0)
J
(w0)J .λ = (w0)
J
.λ is the terminal position for the game. That is, λ(p) = wtR(tp) =
w0.λ.
Let Π(R) := {wtR(s) | s ∈ R}. We claim that Π(R) ⊆ Π(λ). That is, we claim that for all s ∈ R,
wtR(s) ∈ Π(λ). (For a definition and some results about Π(λ), see §2 and Chapter 13 of [Hum1].)
We prove our claim by induction on the depth of elements in R. When δ(s) = 0, then s = t0. Then
wtR(s) = λ ∈ Π(λ). For our induction hypothesis, assume that for some positive integer k and for
all x ∈ R with δ(x) < k, it is the case that wtR(x) ∈ Π(λ). If δ(s) = k, then s is not maximal
in R, so s
i→ t for some t ∈ R. Let u ∈ compi(s) such that δi(u) = 0. Let µ := wtR(u). We
have 0 < δi(s) ≤ li(s), and wtR(s) = µ − δi(s)αi. By the induction hypothesis, µ ∈ Π(λ). Now
〈µ, α∨i 〉 = ρi(u) − δi(u) = ρ(u) = li(u) = li(s). By Chapter 13 of [Hum1], we know that Π(λ) is
‘saturated’. In particular, this means that µ− pαi ∈ Π(λ) for all 0 ≤ p ≤ li(s). So wtR(s) ∈ Π(λ).
This completes the induction step, and the proof of our claim.
So now if s
i→ tp for some s ∈ R, then wtR(s) = wtR(tp) − αi = w0.λ − αi. But Π(R) ⊆ Π(λ),
in which case wtR(s) < w0.λ in the partial order on Π(λ). But by §2, w0.λ is the unique minimal
element in Π(λ). So there can be no such s. In particular, tp is a minimal element of R with weight
w0.λ, as desired.
§B.12 Explicit RGF polynomials for some classical cases. Here we produce explicit
quotient-of-product formulas for the rank generating functions of connected splitting posets of the
Weyl bialternants χXn
λ
when Xn ∈ {An,Bn,Cn}. But first, some notation is in order. For any
positive integer m, we define the q-integer [m]q := q
m−1 + · · ·+ q1 + 1. It will be helpful to identify
fundamental weights by type, so {ωXk}k∈{1,2,...,n} are the fundamental weights in type X ∈ {A,B,C}.
When λ =
n∑
k=1
λkω
X
k is a dominant weight, we let λ
j
i :=
j∑
k=i
λk.
The following proposition can be proved by a straightforward induction argument that applies
Corollary B.20 within the context of Remark B.22.
127
Proposition B.23 Suppose R is a connected splitting poset for a Weyl bialternant χXn
λ
with
Xn ∈ {An,Bn,Cn}. Write λ :=
n∑
k=1
λkω
X
k. Then:
An RGF(R, q) =
n∏
i=1
n∏
j=i
[λji + j + 1− i]q
[j + 1− i]q
Bn RGF(R, q) =
n−1∏
i=1
n−1∏
j=i
[λji + j + 1− i]q
[j + 1− i]q
n∏
i=1
n∏
j=i
[λni + λ
n−1
j + 2n+ 1− i− j]q
[2n+ 1− i− j]q
Cn RGF(R, q) =
n−1∏
i=1
n−1∏
j=i
[λji + j + 1− i]q
[j + 1− i]q
n∏
i=1
n+1∏
j=i+1
[λni + λ
n
j + 2n+ 2− i− j]q
[2n+ 2− i− j]q
§B.13 An extended example: G2. We now illustrate the main ideas of the preceding subsec-
tions with an example. We work with G = G2, which has Cartan matrix
(
2 −1
−3 2
)
with inverse(
2 1
3 2
)
.
§B.2 The Weyl group W is 〈s1, s2 | s21 = s22 = (s1s2)6 = (s2s1)6 = ε〉. This is easily seen to
be the 12-element dihedral group. Its elements are {ε, s1, s2, s1s2, s2s1, s1s2s1, s2s1s2, s1s2s1s2,
s2s1s2s1, s1s2s1s2s1, s2s1s2s1s2, s1s2s1s2s1s2 = s2s1s2s1s2s1}.
§B.4 Let α1 and α2 be simple roots for the W-module V = spanR(α1, α2). We have si.αj =
αj −Mjiαi for i, j = 1, 2. Set 〈α1, α1〉 = 2. Then 〈α2, α2〉 = M21M12 〈α1, α1〉 = 3 · 2 = 6. So α1 is short
and α2 is long. Also, 〈α1, α2〉 = 12〈α2, α2〉M12 = 12 · 6 · (−1) = −3. Similarly see that 〈α2, α1〉 = −3
as well. Then relative to the basis {α1, α2} for V , the inner product 〈·, ·〉 is represented by the
matrix
(
2 −3
−3 6
)
.
§B.5 Using G T, we compute the short and long roots in Φ+. For the game sequence (γ1,
γ2, γ1, γ2, γ1, γ2) played in Figure B.5 from a generic strongly dominant initial position (a, b)
on G T, observe that the numbers at the fired nodes are a, 3a + b, 2a + b, 3a + 2b, a + b, and b
respectively. Using Remark B.22, it follows that Φ+ = {α1, 3α1+α2, 2α1+α2, 3α1+2α2, α1+α2, α2},
Φ+short = {α1, 2α1 +α2, α1 +α2}, and Φ+long = {3α1 +α2, 3α1 +2α2, α2}. Recall that α1 corresponds
to the first row of the Cartan matrix and α2 corresponds to the second, relative to the basis of
fundamental weights. That is, α1 = 2ω1 − ω2 and α2 = −3ω1 + 2ω2. Note that 3α1 + 2α2 = ω2 is
the highest root ω, and that 2α1 + α2 = ω1 is the highest short root ωshort. (Alternatively, these
calculations are easily confirmed by directly computing the actions of the 12 elements of W on the
simple roots α1 and α2.)
§B.6 At this point, we could use Theorem B.11 to confirm that |W| = 12, if we did not already
know this by other means. The highest short root ωshort = ω1 is J
c-dominant for J = {2}. Then
we have |Φshort| = 2|Φ+short| = 2 · 3 = 6, and |WJ | = |W{2}| = 2. Then |W| = 6 · 2 = 12.
§B.7 From the numbers game played on G T from the generic strongly dominant position (a, b),
we see in Figure B.5 that the terminal position is (−a,−b). That is, w0.(aωT1 +bωT2 ) = −aωT1 −bωT2 .
128
Figure B.5: The game sequence (γ1, γ2, γ1, γ2, γ1, γ2) played on G
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γ1
r
γ2
--- ffa b
?r
γ1
r
γ2
--- ff−a 3a+ b
?r
γ1
r
γ2
--- ff2a+ b −3a− b
?r
γ1
r
γ2
--- ff−2a− b 3a+ 2b
?r
γ1
r
γ2
--- ffa+ b −3a− 2b
?r
γ1
r
γ2
--- ff−a− b b
?r
γ1
r
γ2
--- ff−a −b
Since G T ∼= G , we obtain that w0.(aω1 + bω2) = −aω1− bω2 for a generic strongly dominant weight
aω1 + bω2. Then w0.ω1 = −ω1 and w0.ω2 = −ω2. In particular, the symmetry σ0 of the Dynkin
diagram G is the identity.
§B.9 From Proposition B.9 it follows that s1.ω1 = ω1−α1 = −ω1 +ω2, s1.ω2 = ω2, s2.ω1 = ω1,
and s2.ω2 = ω2 − α2 = 3ω1 − ω2. Let z1 and z2 denote the elements eω1 and eω2 of the group ring
Z[Λ]. In this notation, s1.z1 = z−11 z2, s1.z2 = z2, s2.z1 = z1, and s2.z2 = z31z
−1
2 .
Following Example B.18 the adjoint and short adjoint symmetric functions are:
χω = χω2 = = z2 + z
3
1z
−1
2 + z1 + z
−1
1 z2 + z
−3
1 z
2
2 + z
2
1z
−1
2
+2 + z−21 z2 + z
3
1z
−2
2 + z1z
−1
2 + z
−1
1 + z
−3
1 z2 + z
−1
2
χωshort = χω1 = = z1 + z
−1
1 z2 + z
2
1z
−1
2 + 1 + z
−2
1 z2 + z1z
−1
2 + z
−1
1
One can verify by hand that these polynomials are W-invariant by using the prescribed action to
see that s1 and s2 preserve each polynomial. For example,
s2.χωshort = s2.χω1 = s2.(z1 + z
−1
1 z2 + z
2
1z
−1
2 + 1 + z
−2
1 z2 + z1z
−1
2 + z
−1
1 )
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= z1 + z
−1
1 (z
3
1z
−1
2 ) + z
2
1(z
3
1z
−1
2 )
−1 + z−21 (z
3
1z
−1
2 ) + z1(z
3
1z
−1
2 )
−1 + z−11
= z1 + z
2
1z
−1
2 + z
−1
1 z2 + 1 + z1z
−1
2 + z
−2
1 z2 + z
−1
1
We note for the record that the alternating sums A% and A%+λ can be written down directly
using the definitions since the Weyl group W is small for G2:
A% = z1z2 − z−11 z22 − z41z−12 + z−41 z32 + z51z−22 − z−51 z32 − z51z−32 + z−51 z22 + z41z−32
−z−41 z2 − z1z−22 + z−11 z−12
A%+λ = z
a+1
1 z
b+1
2 − z−(a+1)1 za+b+22 − za+3b+41 z−(b+1)2 + z−(a+3b+4)1 za+2b+32
+z2a+3b+51 z
−(a+b+2)
2 − z−(2a+3b+5)1 za+2b+32 − z2a+3b+51 z−(a+2b+3)2
+z
−(2a+3b+5)
1 z
a+b+2
2 + z
a+3b+4
1 z
−(a+2b+3)
2 − z−(a+3b+4)1 zb+12
−za+11 z−(a+b+2)2 + z−(a+1)1 z−(b+1)2
At this point, one could use a computer algebra system to quickly confirm that A%χωi = A%+ωi for
each i = 1, 2.
§B.10 We can compute the q-specialization of Proposition B.17 for an irreducible G -symmetric
function χ
λ
as follows. Take λ = aω1 + bω2 ∈ Λ+. Note that 〈ω1, %∨〉 = 〈2α1 + α2, %∨〉 = 3 and
〈ω2, %∨〉 = 〈3α1 + 2α2, %∨〉 = 5. Also, −〈w0.λ, %∨〉 = −〈−aω1 − bω2, %∨〉 = 3a + 5b. Then for any
connected splitting poset for χ
λ
we have
RGF(R, q) = q3a+5bχ
λ
|z1=q3,z2=q5
In the case of λ = ω2, we have
RGF(R, q) = q5
(
q5 + q9q−5 + q3 + q−3q5 + q−9q10 + q6q−5
+2 + q−6q5 + q9q−10 + q3q−5 + q−3 + q−9q5 + q−5
)
= q10 + q9 + q8 + q7 + 2q6 + 2q5 + 2q4 + q3 + q2 + q + 1
In the case of λ = ω1, we have
RGF(R, q) = q3(q3 + q−3q5 + q6q−5 + 1 + q−6q5 + q3q−5 + q−3)
= q6 + q5 + q4 + q3 + q2 + q + 1
Now on G play the numbers game from initial position (a+1, b+1), where a and b are nonnegative.
For the game sequence (γ1, γ2, γ1, γ2, γ1, γ2) played from this position, the numbers at the fired nodes
are a + 1, a + b + 2, 2a + 3b + 5, a + 2b + 3, a + 3b + 4, and b + 1 respectively. See Figure B.6.
Then using Remark B.22 together with Proposition B.17, we have the following formula for the
rank generating function for any connected splitting poset R for the G -symmetric function χ
λ
with
λ = aω1 + bω2 ∈ Λ+:
RGF(R, q) =
(1− q2a+3b+5)(1− qa+3b+4)(1− qa+2b+3)(1− qa+b+2)(1− qb+1)(1− qa+1)
(1− q5)(1− q4)(1− q3)(1− q2)(1− q)(1− q)
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Figure B.6: The game sequence (γ1, γ2, γ1, γ2, γ1, γ2) played on G2
from a position (a+ 1, b+ 1) with a and b nonnegative.r
γ1
r
γ2
- ffffffa+ 1 b+ 1
?r
γ1
r
γ2
- ffffff−a− 1 a+ b+ 2
?r
γ1
r
γ2
- ffffff2a+ 3b+ 5 −a− b− 2
?r
γ1
r
γ2
- ffffff−2a− 3b− 5 a+ 2b+ 3
?r
γ1
r
γ2
- ffffffa+ 3b+ 4 −a− 2b− 3
?r
γ1
r
γ2
- ffffff−a− 3b− 4 b+ 1
?r
γ1
r
γ2
- ffffff−a− 1 −b− 1
It follows from Proposition B.17 that the cardinality of R is
CARD(R) =
(2a+ 3b+ 5)(a+ 3b+ 4)(a+ 2b+ 3)(a+ b+ 2)(b+ 1)(a+ 1)
5 · 4 · 3 · 2 · 1 · 1
and that the length of R is
LENGTH(R) = (2a+ 3b) + (a+ 3b) + (a+ 2b) + (a+ b) + a+ b = 6a+ 10b.
Now consider the short adjoint symmetric function, which is the fundamental symmetric function
χω1 . In this case, note from our computation above that each coefficient cω1,µ in the symmetric
function polynomial is unity. From Theorem 4.20 and Proposition 4.12, it follows that the maximal
splitting poset M(ω1) coincides with Π(ω1), as depicted in Figure B.7. Check that in this case,
no edges can be removed from M(ω1) without violating the G -structure property. Thus M(ω1)
is the unique splitting poset for χω1 . In particular, M(ω1) coincides with the SDL built from
Φshort in Example B.18. The vertex-colored poset of irreducibles Pω1 is also depicted in Figure B.7.
Next we consider the adjoint symmetric function χω2 . In this case, we can build two SDL’s using
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Figure B.7: M(ω1) = Π(ω1) is edge-color isomorphic to Jcolor(Pω1).
Order ideals are identified by their max elements. A weight pω1 + qω2 is denoted (p, q).
Vertex t0 t1 t2 t3 t4 t5 t6
Weight (1, 0) (1,−1) (−2, 1) (0, 0) (2,−1) (−1, 1) (−1, 0)
Root 2α1 + α2 α1 + α2 α1 NA −α1 −α1 − α2 −2α1 − α2
s
s
s
s
s
s
s
t6
t5
t4
t3
t2
t1
t0
∅
〈6〉
〈5〉
〈4〉
〈3〉
〈2〉
〈1〉
1
2
1
1
2
1
∼= Jcolor


v6 s 1
v5 s 2
v4 s 1
v3 s 1
v2 s 2
v1 s 1
 
 
 
@
@
@
@
@
@
@
@
@
@
@
@
Example B.18. These are depicted in Figures B.8 and B.9, along with their vertex-colored posets
of irreducibles. The poset of irreducibles depicted in Figure B.8 is designated as Pω2 for reasons
explained in the next paragraph.
Certain distributive lattice orderings of Littelmann’s G2-tableaux [Lit1] were found by Donnelly.
The main result of [Mc] was to confirm Donnelly’s conjecture that these lattices are SDL’s for the
G -Weyl bialternants. Using ideas related to [DW], these G2 lattices are constructed in [ADLMPPW]
by ‘stacking’ the posets of irreducibles denoted Pω1 and Pω2 . For a dominant weight λ = aω1 +bω2,
one ‘stacks’ a copies of Pω1 ‘on top of’ b copies of Pω2 , or alternatively one stacks b copies of Pω2
on top of a copies of Pω1 . (See Figures B.10 and B.11 for the a = 2, b = 2 cases.) These are posets
of irreducibles for two ‘G2-semistandard’ lattices denoted L
βα
G2
(λ) and Lαβ
G2
(λ). These SDL’s for χ
λ
are related by the recolored dual: Lαβ
G2
(λ) ∼= (LβαG2(λ))
./.
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Figure B.8: An SDL for χω2 identified as Jcolor(Pω2) for a vertex-colored poset Pω2 .
Order ideals are identified by their max elements. A weight pω1 + qω2 is denoted (p, q).
Vertex t0 t1 t2 t3 t4 t5 t6
Weight (0, 1) (3,−1) (1, 0) (−1, 1) (−3, 2) (2,−1) (0, 0)
Root 3α1 + 2α2 3α1 + α2 2α1 + α2 α1 + α2 α2 α1 NA
Vertex t7 t8 t9 t10 t11 t12 t13
Weight (0, 0) (3,−2) (−2, 1) (1,−1) (−1, 0) (−2, 1) (0,−1)
Root NA −α2 −α1 −α1 − α2 −2α1 − α2 −3α1 − α2 −3α1 − 2α2
s
s
s
s
s
s
s
s
s
s
s
s
s
s
t0
t1
t2
t3
t5t4
t6 t7
t8 t9
t10
t11
t12
t13
〈1〉
〈2〉
〈3〉
〈4, 5〉
〈4, 7〉〈5〉
〈6, 7〉 〈4〉
〈7〉 〈6〉
〈8〉
〈9〉
〈10〉
∅
@
@
@
 
 
 
 
 
 
 
 
 
@
@
@
@
@
@
 
 
 
@
@
@
 
 
 
@
@
@
2
1
1
1 2
2 1 1
2 1 1
1 2
1
1
2
∼= Jcolor


v10 s 2
v9 s 1
v8 s 1
v6 s 2 v7 s 1
v4 s 1 v5 s 2
v3 s 1
v2 s 1
v1 s 2
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
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Figure B.9: An SDL for χω2 identified as Jcolor(Q) for a vertex-colored poset Q.
Order ideals are identified by their max elements. A weight pω1 + qω2 is denoted (p, q).
Vertex t0 t1 t2 t3 t4 t5 t6
Weight (0, 1) (3,−1) (1, 0) (−1, 1) (−3, 2) (2,−1) (0, 0)
Root 3α1 + 2α2 3α1 + α2 2α1 + α2 α1 + α2 α2 α1 NA
Vertex t7 t8 t9 t10 t11 t12 t13
Weight (0, 0) (3,−2) (−2, 1) (1,−1) (−1, 0) (−2, 1) (0,−1)
Root NA −α2 −α1 −α1 − α2 −2α1 − α2 −3α1 − α2 −3α1 − 2α2
s
s
s
s
s
s
s
s
s
s
s
s
s
s
t0
t1
t2
t3
t5t4
t6 t7
t8 t9
t10
t11
t12
t13
〈1〉
〈2〉
〈3〉
〈4, 5〉
〈4〉〈5, 6〉
〈6, 7〉〈5〉
〈7〉 〈6〉
〈8〉
〈9〉
〈10〉
∅
@
@
@
 
 
 
 
 
 
 
 
 
@
@
@
@
@
@
 
 
 
@
@
@
@
@
@
 
 
 
2
1
1
1 2
2 12
2 12
1 2
1
1
2
∼= Jcolor


v10 s 2
v9 s 1
v8 s 1
v6 s 2 v7 s 1
v4 s 1 v5 s 2
v3 s 1
v2 s 1
v1 s 2
 
 
 
 
 
 
 
 
 
 
 
 
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
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Figure B.10: The stacking P := Pω2 / Pω2 / Pω1 / Pω1 of fundamental posets Pω1 and Pω2 .
Theorem 5.3 of [ADLMPPW] shows that Jcolor(P ) is an SDL for the G2-symmetric function χ2ω1+2ω2 .
sv30 2
sv26 1
sv25 1
sv16 2 sv24 1 sv29 2
sv10 1 sv15 2 sv23 1
sv9 1 sv22 1 sv32 1
sv8 1 sv14 2 sv21 1 sv28 2
sv2 2 sv7 1 sv13 2 sv20 1 sv31 1
sv6 1 sv19 1 sv27 2
sv5 1 sv12 2 sv18 1
sv1 2 sv4 1 sv17 1
sv11 2
sv3 1
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Figure B.11: The stacking Q := Pω1 / Pω1 / Pω2 / Pω2 of fundamental posets Pω1 and Pω2 .
Theorem 5.3 of [ADLMPPW] shows that Jcolor(Q) is an SDL for the G2-symmetric function χ2ω1+2ω2 .
sv1 1
sv2 1
sv3 2
sv4 2
sv5 2
sv6 2
sv7 1
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sv9 1
sv10 1
sv11 1
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sv18 2
sv19 2
sv20 2
sv21 2
sv22 2
sv23 1
sv24 1
sv25 1
sv26 1
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sv28 1
sv29 1
sv30 1
sv31 2
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Appendix C: Some tables and figures.
Figure C.1
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Figure C.2 (in the language of §5, this A2-structured poset is not primary)
138
Figure C.3.1 (continued on the next page)
(in the language of §5, these A1 ⊕ A1-structured posets are primary)
139
Figure C.3.2 (continued)
(in the language of §5, these A2-structured posets are primary)
140
Figure C.4 (continued on the next page)
141
Figure C.4 (continued – it’s the one on the bottom) and Figure C.5 (it’s the one on top)
142
Figure C.6
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Figure C.7: Some primary posets.
These posets are in fact crystal graphs in the sense of §7.
In each picture, the pair of integers (a, b) beside a vertex x indicates the weight wt(x) = aω1 + bω2.
A1 ⊕ A1
Gcrystal(ω1)
s
s
(-1,0)
(1,0)
1
Gcrystal(ω2)
s
s
(0,-1)
(0,1)
2
A2
Gcrystal(ω1)
s
s
s
(0,-1)
(-1,1)
(1,0)
2
1
Gcrystal(ω2)
s
s
s
(-1,0)
(1,-1)
(0,1)
1
2
C2
Gcrystal(ω1)
s
s
s
s
(-1,0)
(1,-1)
(-1,1)
(1,0)
1
2
1
Gcrystal(ω2)
s
s
s
s
s
(0,-1)
(-2,1)
(0,0)
(2,-1)
(0,1)
2
1
1
2
G2
Gcrystal(ω1)
s
s
s
s
s
s
s
(-1,0)
(1,-1)
(-2,1)
(0,0)
(2,-1)
(-1,1)
(1,0)
1
2
1
1
2
1
Gcrystal(ω2)
s
s
s
s
s
s
s
s
s
s
s
s
s
s
(0,1)
(3,-1)
(1,0)
(-1,1)
(2,-1)(-3,2)
(0,0) (0,0)
(3,-2) (-2,1)
(1,-1)
(-1,0)
(-3,1)
(0,-1)
@
@
@
 
 
 
 
 
 
@
@
@
2
1
1
1 2
1 2
1
1
2
2
2
1
1
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Appendix D: Index of new terminology.
We note where each term first appears and where it is defined.
amenable basis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28 product decomposition problem . . . . . . . . 9/10, 48
bow tie involution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28 prominent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .38
bow tie (poset) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .37 J-prominent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
branching problem . . . . . . . . . . . . . . . . . . . . . 9/10, 48 splitting poset . . . . . . . . . . . . . . . . . . . . . 5, 7/8, 47/48
crystal product . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8, 59 crystalline splitting poset . . . . . . . . . . . . . . 8, 63
dualizing involution . . . . . . . . . . . . . . . . . . . . . . . . . . 28 edge-minimal splitting poset . . . . . . . . . . . . . 50
elementary W -symmetric function . . . . . . . . . . . . 22 minuscule splitting poset . . . . . . . . . . . . . . . . . 53
fibrous . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .38/39 quasi-minuscule splitting poset . . . . . . . . . . . 54
i-fibrous . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38 refined splitting poset . . . . . . . . . . . . . . . . 10, 48
fundamental bialternant . . . . . . . . . . . . . . . . . . . . . . 22 (J, ν)-splitting poset . . . . . . . . . . . . . . . . . . 10, 48
generalized weight diagram . . . . . . . . . . . . . . . . . . . 42 unique maximal splitting poset . . . . . . . . . . . 51
indomitable (set) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43 splitting problem . . . . . . . . . . . . . . . . . . . . . . . . . . 9, 48
minimally indomitatble (set) . . . . . . . . . . . . . 43 vertex-coloring function . . . . . . . . . . . . . . . 46, 63/64
Φ-Kostka number . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22 Weyl alternant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
lexicographically minimal Ω-expression . . . . . . . 69 Weyl bialternant . . . . . . . . . . . . . . . . . . . . . . . . . . .5, 21
mesh size estimate . . . . . . . . . . . . . . . . . . . . . . . . . . . 16 Weyl bialternant expansion coefficients . . . . . . . 22
monomial W -symmetric function . . . . . . . . . . . . . 22 Weyl symmetric function . . . . . . . . . . . . . . . . . . 5, 19
primary poset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
primary-plus poset . . . . . . . . . . . . . . . . . . . . . . . 68
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