Abstract: We describe the specialization to max-plus algebra of Howard's policy improvement scheme, which yields an algorithm to compute the solutions of spectral problems in the max-plus semiring. Experimentally, the algorithm shows a remarkable (almost linear) average execution time.
INTRODUCTION
The max-plus semiring R max is the set R ∪ {−∞}, equipped with max, written additively (a ⊕ b = max(a, b)), and +, written multiplicatively (a ⊗ b = a + b). The zero element will be denoted by 0 (0 = −∞), the unit element will be denoted by 1 (1 = 0).
We will adopt the usual algebraic conventions, writing for instance ab for a ⊗ b, 0 for the zero vector or zero matrix (the dimension being clear from the context), etc.
The spectral problem for a matrix A ∈ (R max ) n×n can be writen as
where x ∈ (R max ) n \ {0} and λ ∈ R max , i.e. with the usual notation ⋆ This work was partially supported by the European Community
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∀i ∈ {1, . . . , n}, max 1≤ j ≤n
where x ∈ (R ∪ {−∞}) n has at least one finite entry, and λ ∈ R ∪ {−∞}. As usual, we will call λ an eigenvalue, and x an associated eigenvector. Whereas the max-plus spectral theorem, which characterizes the solutions of (1), is one of the most studied maxplus results 1 , comparatively little can be found about the numerical solving of (1). Unlike in usual algebra, the max-plus spectral problem can be solved exactly in a finite number of steps. The commonly received method to solve (1) relies on Karp's algorithm (1978) , which computes the (unique) eigenvalue of an irre-1 See (Romanovskiȋ 1967 , Vorobyev 1967 , Cuninghame-Green ducible 2 matrix A in O(n 3 ) time 3 (in fact, O(n × E) time, where E is the number of non-0 entries of A), and 4 O(n) space 3 . Then, some additional manipulations allow one to obtain a generating family of the eigenspace, to compute other interesting spectral characteristics such as the spectral projector, the cyclicity, etc. (see (Baccelli et al. 1992, 3.7) ). A good bibliography on the maximal cycle mean problem, and a comparison of Karp's algorithm with other classical algorithms, can be found in (Dasdan and Gupta 1997) .
The purpose of this paper is to describe a very different algorithm, which seems more efficient, in practice. We will show how the specialization to the maxplus case of Howard's multichain policy improvement algorithm (see e.g. (Denardo and Fox 1968) , or (Puterman 1990 ) for a survey), which is well known in stochastic control, runs in time 5 N H O(E) and space O(n) , where N H is the number of iterations of the algorithm. Although N H , which depends on both n and the numerical values of the entries of A, seems difficult to evaluate, its average value is small (experimental tests on full matrices suggest typically N H = O(log n)). In other words, it seems experimentally possible to solve in an almost linear (i.e. almost O(E)) average time a family of combinatorial problems for which the best standard algorithms run in O(n × E) time. We conjecture that the worst case value of the number of iterations N H is polynomial in E. Examples show that it is at least of order n.
The max-plus version of Howard's algorithm outperforms other known methods with good average execution time, such as linear programming. The only other fast method known to us is Cuninghame-Green and Yixun's algorithm (1996) , which runs in time N CY O(E) , where the average value of the number of iterations N CY is experimentally O(n 0.8 ) for full matrices, according to (Cuninghame-Green and Yixun 1996) .
Some parts of the present work were initiated in (Cochet-Terrasson 1996) , and developed in a different direction in (Cochet-Terrasson et al. 1997, Gaubert and Gunawardena 1998) . It is remarkable that Howard's policy improvement scheme not only provides efficient algorithms, but also simple existence proofs. In particular, the existence of generalized eigenmodes for max-plus linear dynamical systems with several incommensurable delays, which is stated in 3 below, seems new in the max-plus literature.
2 Irreducibility is defined in 3 below. 3 Throughout the paper, "time" and "space" refer to the execution time (on a sequential machine) and to the memory space required by the algorithm, respectively. 4 The natural implementation of (Karp 1978) needs O(n 2 ) space.
However, it is easy to design a two passes variant of the algorithm, which needs a double time, and runs in only O(n) space. 5 The family of Howard's algorithms works only for "nondegenerate" matrices with at least one non-0 entry per row. For such matrices, n ≤ E, and
A similar proof technique was applied to min-max functions in (Gaubert and Gunawardena 1998) .
A small prototype, written in C, which implements the max-plus policy iteration algorithm described here can be found currently on the web page http://amadeus.inria.fr/gaubert. The prototype can also be used interactively thanks to an interface with SCILAB 6 .
WHAT THE MAX-PLUS SPECTRAL THEORY CAN DO FOR YOU
In this section, we list several basic problems that reduce to the spectral problem (1) and to some of its extensions. Other applications of the max-plus spectral problem can be found e.g. in Samborskiȋ 1992, Gaubert and Plus 1997) , and in the references therein.
Problem 1. (Maximal Circuit Mean)
. Given a directed graph 7 G = (N , E), equipped with a valuation map w : E → R, compute the maximal circuit mean
where the max is taken over all the circuits c of G, and the sums are taken over all the edges e of c.
The denominator of (3) is the length of circuit c. The numerator is the valuation or weight of circuit c.
By Theorem 3.1 below, when G is strongly connected, ρ coincides with the (unique) eigenvalue of matrix A ∈ (R max ) N×N , defined as follows:
Conversely 8 , with any matrix A ∈ (R max ) n×n , we will associate the graph G A with set of nodes N = {1, . . . , n} and set of edges E = {(i, j ) | A i j = 0}, equipped with the valuation w(i, j ) = A i j . This 6 http://www-rocq.inria.fr/scilab 7 A (finite, directed) graph can be described by a finite set of nodes N and a set of (oriented) edges E ⊂ N × N. In the sequel, we will use the familiar notions of (directed) path, (directed) circuit, etc., without further comments. 8 Note that according to (4) and throughout the paper, there is an arc from i to j if A i j = 0. This "direct" convention, which is standard in combinatorial matrix theory and automata theory, was already used in (Gaubert and Plus 1997) . The "inverse" convention (with A j i = 0 instead of A i j = 0) was used in (Baccelli et al. 1992) . This "inverse" convention is standard and preferable for discrete event system applications, unless one accepts to deal with linear systems of the form x(k) = x(k − 1) A, x(k) being a row vector, instead of the more familiar x(k) = Ax(k − 1), x(k) being a column vector. A consequence of the compromise made in this paper (choosing the "direct" convention, while considering dynamical systems of the second form) is that the accessibility relation, in Prop. 3.2 and 3.4 below, is the inverse of the one used e.g. in (Baccelli et al. 1992 , Gunawardena 1994 bijective correspondence between valued graphs, on the one hand, and max-plus matrices, on the other hand, will be used systematically in the sequel.
Problem 2. (Cycle Time). Given a matrix A ∈ (R max ) n×n with at least one finite entry per row, compute the cycle time vector
where, for all i ∈ {1, . . . , n} and for all k ∈ N \ {0},
and the initial condition x(0) ∈ R n is arbitrary.
Of course, (6) is nothing but a linear system in the max-plus semiring:
In other words, the cycle time vector χ(A) determines the linear growth rate of the trajectories of the maxplus linear dynamical system (7). The fact that χ(A) exists, that it is independent 9 of the initial condition x(0) ∈ R n , and that it can be computed from the eigenvalues of the submatrices associated with the strongly connected components of the graph of A, will be detailed in Prop. 3.2 below.
We next describe a useful generalization of the maxplus spectral problem, which requires the definition of max-polynomials. A (formal, generalized) maxpolynomial in the indeterminate γ is simply a formal sum t ∈R + p t γ t , where p is a map R + → R max , t → p t , such that p t = 0 for all but finitely many values of t ∈ R + . We denote by R max {γ } the set of such polynomials.
The generalized spectral problem for a polynomial matrix A ∈ (R max {γ }) n×n can be written as:
where x ∈ (R max ) n \ {0}, λ ∈ R, and A(λ −1 ) ∈ (R max ) n×n denotes the matrix obtained by replacing each occurrence of the indeterminate γ by λ −1 (= −λ, with the usual notation) in the formal expression of
spectral problem (8) can be rewritten more explicitly as
9 If some entries of x(0) are infinite, the limit in (5) need not exist, see e.g. (Gaubert 1992 , Remark 1.1.10, Chap. VI) and (Gaubert and Plus 1997, Th. 17) . The condition that all the entries of x(0) are finite, and that A has at least one finite entry per row (which guarantees that A sends R n to R n , i.e. that the image by A of a column vector with finite entries has finite entries) is frequently used since it seems practically relevant for discrete event systems and makes life simpler.
where the sum is indeed a finite one, since A t is 0 for all but finitely many values of t. When A = Aγ , (9) specializes to (1). For this reason, we will call x a generalized eigenvector of A and λ a generalized eigenvalue.
The appropriate graphical object to be associated with a polynomial matrix A ∈ (R max {γ }) n×n is not a valued directed graph, but the bi-valued directed multi-
, and second valuation τ : τ (i, t, j ) = t. Then, the generalized spectral problem (8) becomes
for all i ∈ N. We will see in Theorem 3.3 that the solution λ of (10) (which is unique under natural conditions) yields the solution ρ ′ of the following problem.
, equipped with two valuations w : E → R, τ : E → R + , such that e∈c τ (e) > 0, for all circuits c of G, compute the (generalized) maximal circuit mean:
where the max is taken over all the circuits c of G.
As shown in Prop. 3.4 below, the generalized spectral problem (8) is also useful in the effective computation of cycle times of some max-plus linear dynamical systems, that are infinite dimensional (multi-delay) versions of (7).
We will say that
is a good polynomial matrix if it has at least one non-0 entry per row, and if there are no circuits in the graph of A 0 .
where the trajectory x is now given by the dynamics
More algebraically, (13) can be rewritten as follows:
Remark 2.1. Problems 4 and 2 are in fact two special versions of a more general problem (see e.g. (Gunawardena and Keane 1995) ). If X is a normed vector space and f : X → X is a non-
, if it exists, is independent of the initial point x. Problem 2 deals with the case when X is equal to R n , equipped with the sup norm, and f (x) = Ax. In Problem 4, X is the set of bounded functions from [−K 0 , 0) to R n , equipped with the sup norm, and f is the evolution operator which with the piece of trajectory {x(k)} −K 0 ≤k<0 (initial condition), associates the trajectory obtained after one unit of time: {x(k + 1)} −K 0 ≤k<0 . The evolution operator is obviously well defined since there are no circuits in the graph of A 0 . It is clearly monotone and homogeneous, hence, by a simple result (Crandall and Tartar 1980) , it is non-expansive for the sup-norm. Thus, the existence of the limit (12) for a particular bounded function {x(k)} −K 0 ≤k<0 , implies the existence of χ( f ), which is equal to χ(A). Conversely, the existence of χ( f ) clearly implies that the limit (12) exists, with χ(A) = χ( f ).
SOME CLASSICAL AND LESS CLASSICAL ELEMENTS OF MAX-PLUS SPECTRAL THEORY
In all this section, with a matrix A ∈ (R max ) n×n we associate the graph G A = (N , E), equipped with the valuation w, as defined in the discussion following Eqn 4. The strongly connected components of the graph of A are called classes. A matrix is irreducible if its graph is strongly connected, i.e. if it has a single class. The following result is classical (Romanovskiȋ 1967 , Vorobyev 1967 , Cuninghame-Green 1979 , Gondran and Minoux 1976 , Gondran and Minoux 1977 . See e.g. (Baccelli et al. 1992 , Cuninghame-Green 1995 for recent presentations and proofs.
Theorem 3.1. (Max-plus spectral theorem). An irreducible matrix A ∈ (R max ) n×n has a unique eigenvalue, given by (3).
In general, there are several non-proportional eigenvectors (see e.g. (Baccelli et al. 1992) or (Gaubert and Plus 1997)) . A reducible matrix A has in general several distinct eigenvalues, and the maximal circuit mean (3) yields precisely the maximal eigenvalue (see e.g. (Gaubert 1992, Ch.IV) , (Gaubert and Plus 1997) , (Bapat et al. 1995) for characterizations of the spectrum of reducible matrices).
We say that i has access to j if there is a path from i to j in the graph of A. We say that i has access to a class C if it has access to any j ∈ C (this property is obviously independent of the choice of j ∈ C, by definition of a class). By "eigenvalue of a class C", we mean the eigenvalue of the C × C submatrix of A, which is unique by Theorem 3.1.
The following result appeared in (Gunawardena 1994, Prop. 7) , and, in a stochastic context, in (Baccelli et al. 1992, Th. 7.36 ).
Proposition 3.2. (Cycle Time Formula). Let A ∈ (R max ) n×n , with at least one finite entry per row. The i -th entry χ i (A) of the cycle time vector is equal to the maximum of the eigenvalues of the classes to which i has access 8 .
The next statement uses the correspondence between polynomial matrices and multigraphs, described in 2 above. We will say that a polynomial matrix A is irreducible if its multigraph is strongly connected. More generally, we will naturally extend the notions of accessibility, classes, etc. to polynomial matrices (these notions are defined as in the case of ordinary matrices, but replacing the graph G A by the multigraph Since the decomposition of a directed graph or multigraph in strongly connected components can be done in linear time using Tarjan's algorithm (1972), Prop. 3.2 and Prop. 3.4 reduce in linear time the computation of the cycle time vector to the computation of the (possibly generalized) eigenvalues of irreducible (possibly polynomial) matrices. In particular, the traditional way to compute the cycle time vector χ(A) is to compute the eigenvalues of the classes of A via Karp's algorithm (Karp 1978) , and then to apply Prop. 3.2. This method does not work for the gener-11 In (Baccelli et al. 1992, Th. 3.28) , it is only required that the circuits of the graph of A 0 have negative weights. We will not need this degree of generality here. In terms of the associated dynamical systems (13), the condition of the theorem simply means that there are no circuits involving zero-delay causality relations. alized dynamics (13), since Karp's algorithm cannot compute generalized eigenvalues. There are two traditional ways to overcome this difficulty. -When A t is zero except for integer values of t, an elimination of the implicit part and a familiar augmentation of state reduces the generalized spectral problem for A to an ordinary spectral problem for a larger matrix A ′ . This method, which is presented in (Baccelli et al. 1992 , 2.5.3, 2.5.4), is not so expensive when the number of values of t for which A t = 0 is small, particularly if it is implemented with some refinements, as in (Gaubert and Mairesse 1997) , for A = A 0 ⊕ A 1 γ . -The second method relies on the general techniques presented in (Gondran and Minoux 1979, Appendix V), which allow one to maximize in pseudopolynomial time a ratio of the form w(c)/τ (c) for c in a finite set S, provided that for any value of λ ∈ R, we know how to maximize in polynomial time the ratio w(c) − λτ (c) for c in the same set S.
We will not discuss in detail these two more or less classical approaches, but rather show how a different generalization of the spectral problem allows us to determine directly and in full generality cycle time vectors. All the remaining part of this paper, and in particular, the max-plus version of Howard's policy improvement algorithm, will be based on this new spectral problem.
We consider a good polynomial matrix A. We say that
where
That is, the action of A coincides with the action of D on the orbit {D k x} k≥K −1 . As detailed in footnote 12, the eigenmode equation (15) by looking for an ultimately affine solution of (13),
The next lemma follows readily from this observation, and from the fact, mentioned in Remark 2.1 above, that the limit lim k 1 k × x(k) = η is independent of the particular bounded initial condition. (8), and x is a (generalized) eigenvector of A. I.e., for irreducible matrices, finding generalized eigenmodes is equivalent to finding generalized eigenvectors.
The existence of generalized eigenmodes was proved in (Gaubert and Gunawardena 1998) when A = Aγ , as a special case of a more general result for minmax functions. In the next section, we will show how the max-plus version of Howard's policy improvement algorithm allows us to compute generalized eigenmodes. In particular, the termination of the algorithm will prove the existence of such eigenmodes, for good polynomial matrices.
THE MAX-PLUS POLICY IMPROVEMENT ALGORITHM
In this section, A will be a good polynomial matrix.
We will use systematically the multigraph G A = (N , E, In, Out) equipped with the valuations w, τ , canonically associated with A in 2.
It can be checked that the eigenmode equation (15) which seems deceivingly to involve an infinite number of conditions, is equivalent to the following finite system:
In loose terms, the multichain policy iteration algorithm will solve this system by trying to guess the arcs that attain the maximum. A precise statement of this idea needs the definition of policy, which is a map
That is, a policy is just a map which with a node associates an edge starting from this node.
With a policy π, we associate the special polynomial
Hence, the matrix A π has exactly one non-zero entry per row, which corresponds to the edge selected by π,
i.e. in the multigraph of A π , π(i ) is the unique edge starting from i . It has the same valuations w and τ as in the original multigraph of A. E.g., we have depicted in .
(3) Select an arbitrary node i in c, set η i = η and set x i to an arbitrary value, say x i = 0. (4) Visiting all the nodes j that have access to i in backward topological order, set
(5) If there is a nonempty set C of nodes j that do not have access to i , repeat the algorithm using the C × C submatrix of A and the restriction of
The algorithm should be specified as follows.
Step 1 is very easy to implement: we can start from an arbitrary node i , move to node j = Out(π(i )), then possibly to node Out(π( j )), etc., until a node that is already visited is found. Then, a circuit has been found. This requires a linear time.
Eqn (21) requires visiting the nodes in backward topological order, starting from i , since the value of x Out(π( j )) must be already fixed when we visit node j and set x j . This complete visit can be done in linear time, at the price of an a priori tabulation of the
Computing the inverse of this map also requires a linear time. The handling of this inverse is in fact the only part of the algorithm which requires more refined data types than simple arrays (in our implementation, we used linearly chained lists).
Step 5 is formulated in a recursive way only to simplify the statement of the algorithm, which is essentially non recursive.
The above considerations justify the following theorem. The second ingredient of Howard's algorithm is a policy improvement routine, which given a policy π and a generalized eigenmode (η, x) of A π , either finds a new policy π ′ such that χ(A π ′ ) ≥ χ(A π ), or proves that (η, x) is a generalized eigenmode of A. 
(1) Let 13
(3) (a) If J = ∅, we set:
The policy improvement rules 3a and 3b simply mean that one selects for the new policy the edges which realize the maximum in Eqns (17), (18). This maximum is taken hierarchically: Eqn (17) has priority on Eqn (18) in a policy improvement step. Only when Eqn (17) is satisfied Eqn (18) is used to determine the new policy. The other conditions in steps 3a and 3b simply mean that the preceding values of π should be kept in π ′ , whenever possible. These technical tricks will guarantee the termination of the policy iteration algorithm below, even when "degenerate" policy improvements in which χ(A π ′ ) = χ(A π ) occur. (1) Initialization. Select an arbitrary policy π 1 . Compute a generalized eigenmode (η 1 , x 1 ) of A π 1 , using Algorithm 4.1. Set k = 1.
(2) Policy improvement. Improve the policy π k , using Algorithm 4.3 with input The algorithm builds a sequence of generalized eigenmodes (η k , x k ) that is strictly increasing for the lexicographic order on (R n ) 2 , defined by (x, y) < lex (x ′ , y ′ ) if x < x ′ or x = x ′ and y < y ′ . The fact that x k+1 i must be set to x k i in step 3 of Algorithm 4.1 is a conservative trick analogous to the fact that the values of π are kept in π ′ whenever possible, in Algorithm 4.3. This technical condition is essential to guarantee the strict monotonicity of the sequence (η k , x k ), which is needed in the proof that the algorithm terminates.
The proof of the following result is similar to the proof of the main theorem of (Denardo and Fox 1968) . It relies essentially on a version of the maximum principle for transient Markov chains. A more algebraic version of this fact, using germs of affine functions, appears in (Gaubert and Gunawardena 1998) . Indeed, the same policy is never selected twice. Bounding N H by the number of policies which is finite but exponential is very coarse. On experimental random examples, N H is very small, as detailed in section 5 below. The following result is an immediate consequence of the termination of the policy iteration algorithm and of Lemma 3.5. Remark 4.7. Howard's algorithm is not limited to spectral problems. It is possible to design policy iteration algorithms for fixed points equations of the form x = Ax ⊕ b, where A is a square matrix with maximal eigenvalue strictly less than 1, and b a column vector.
This will be detailed elsewhere.
EXAMPLES AND NUMERICAL TESTS
We apply the max-plus policy iteration algorithm to determine the eigenvalue of the matrix displayed in Fig. 1 . This corresponds to the case where A = Aγ , and τ ≡ 1. In particular, the multigraph of A will be identified with the graph of A. The following run of Fig. 1 . A matrix and its graph the algorithm is visualized in Fig. 2 . We choose the initial policy π 1 : 1 → 1, i → 2, for i = 2, 3, 4. Applying Algorithm 4.1, we find a first circuit c 1 : 1 → 1, with η = w(c 1 )/τ (c 1 ) = 1. We set η 1 1 = 1, x 1 1 = 0. Since 1 is the only node which has access to 1, we apply Algorithm 4.1 to the subgraph of G A with nodes 2, 3, 4. We find the circuit c 2 : 2 → 2 and set η = w(c 2 )/τ (c 2 ) = 3, η 1 2 = 3 and x 1 2 = 0. Since 3, 4 have access to 2, we set η 1 i = 3 for i = 3, 4. Moreover, an application of (21) yields x 1 3 = 4 − 3 + x 1 2 , x 1 4 = 2 − 3 + x 1 2 . To summarize: 
