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Strictly operator-stable distributions are defined and discussed. Characterization 
of strictly stable distributions with exponent 1 is generalized to strictly (a, Q)-stable 
distributions with c( being an eigenvalue of Q. c’ 1987 Academic Press. Inc 
1. INTRODUCTION 
Let Rd be the d-dimensional Euclidean space. We consider it as the set of 
column vectors with d components with inner product (x, y ) = C:= , x,~, 
for~=(x~),~~.,andy=(Y~),~,~~and norm 1x1 =(.x,.x)“~. Let End(RJ) 
be the set of linear operators (endomorphisms) on Rd into Rd and let 
Aut(Rd) be the set of invertible linear operators (automorphims) on Rd 
onto Rd. The identity operator is denoted by I. 
A stochastic process (X,, t E [0, a)} with homogeneous independent 
increments on R” with X0 = 0 is called operator-stable if, for every t > 0, 
there are T,E Aut(RJ) and a, E Rd such that X, - T,X, + a,. Here X - Y 
means that random variables X and Y have an identical distribution. The 
process {X,, t E [0, co)> is called strictly operator-stable if we can choose 
a, = 0. Let a > 0 and Q E End( Rd). The process {X, = X(t), t E [0, cc )} is 
called operator-stable with exponent (a, Q), or (CC, Q)-stable, if, for every 
t > 0, there is a, E R“ such that X(P) - toX( 1) + a,. It is called strictly 
operator-stable with exponent (tl, Q), or strictly (u, Q)-stable, if, for every 
t > 0 X( t*) - taX( 1). Here tQ = euogrjQ - C;co (n!))‘(log t)” Qn. 
The following fact on operator-stable processes is proved essentially by 
Sharpe [S]. The assertion on strictly operator-stable processes is proved in 
a similar way. 
PROPOSITION 1.1. If {X,, t E [0, co)} IS an operator-stable process, then, 
for some Q E End(Rd), it is (1, Q)-stable. Zf {X,, TV [0, co)} is a strictly 
operator-stable process, then there is Q E End(Rd) such that it is strictly 
(1, Q)-stable. 
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The (a, Q)-stability is the same as (1, a-‘Q)-stability. So the introduc- 
tion of a is redundant, but it is convenient in pursuing analogy with stable 
processes. Note that stable processes with exponent a are operator-stable 
processes with exponent (a, I). 
We call a distriution ,u on Rd operator-stable [resp. strictly operator- 
stable, (a, Q)-stable, strictly (a, Q)-stable] if, for some operator-stable 
[resp. strictly operator-stable, (a, Q)-stable, strictly (a, Q)-stable] process 
{X, = X(t), t E [0, cc )} and for some t, > 0, p is the distribution of X( to). 
For TE End(Rd), Tu stands for the distribution defined by (Tu)(E) = 
p( (x: TX E E}). If p is infinitely divisible, $ stands for the t th convolution 
power of ~1. Finally, the delta distribution at a is denoted by 6,. Then we 
have the following. 
PROPOSITION 1.2. Let a > 0 and Q E End(Rd). A distribution ,u on Rd is 
(a, Q)-stable if and only if it is infinitely divisible and, for every t > 0, there is 
a(t) E Rd such that ,ufz = tQu * 6,(,,. It is strictly (a, Q)-stable if and only if it 
is infinitely divisible and, for every t > 0, u” = tQu. 
The purpose of this paper is to find conditions for strict operator- 
stability. As the canonical form of (a, Q)-stable distributions was found by 
Sharpe [8], Hudson and Mason [2], Sato and Yamazato [7], and others, 
the problem is to obtain conditions for (a, Q)-stable distributions to be 
strictly (a, Q)-stable. When a is not an eigenvalue of Q, Sharpe [S] gives 
the following answer. 
PROPOSITION 1.3. Let a >O and Q E End(Rd) and suppose that a is not 
an eigenvalue of Q. Then, any (a, Q)-stable distribution is a translation of a 
strictly (a, Q)-stable distribution. Namely, tfu is (a, Q)-stable, then, for some 
a E R”, u * &, is strictly (a, Q)-stable. 
Thus, if a is not an eigenvalue of Q, then the Levy measures of strictly 
(a, Q)-stable distributions have the same structure as those of (a, Q)-stable 
distributions. Therefore we will consider the case where a is an eigenvalue 
of Q. It is found in Levy [4, p. 2231 that a stable distribution on Rd with 
exponent 1 is strictly stable if and only if 
where S is the unit sphere, 1 is the (suitably defined) spherical component 
of the Levy measure, and the integral is understood as componentwise. Our 
results will generalize this condition. 
After some preparations in Section 2, we state our results in Section 3. 
Proofs are given in Sections 4-6 and special cases are discussed in Sec- 
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tion 7. Remarks on relations with the class of limit distributions of operator 
normalizations of sums of i.i.d. random vectors are given in Section 8. 
2. PRELIMINARIES 
The characteristic function of a distribution p on Rd is denoted by p(z), 
z E Rd. We say that an infinitely divisible distribution p on Rd has L&v 
representation (y, A, v) if 
fi(z)=exp i(y,z)--2-‘(Az,z) 
i 
+ lRd (e”‘.‘> - 1 - i(z, x)( 1 + Is[‘)- ‘) v(dx) , 
where y E Rd, A E End(Rd), A is symmetric, non-negative definite, and v is a 
measure on Rd satisfying v( (0)) = 0 and 1 I-XI’ (1 + Ixl*)--’ v(dx) < cc. As is 
well known, any infinitely divisible distribution p on Rd has a unique Levy 
representation and, conversely, every triple (y, A, v) is the Levy represen- 
tation of an infinitely divisible distribution. The measure v is called the 
Levy measure of p. 
We fix an arbitrary Q E End(Rd) and use the following notations. Let 
e 1 ,...1 8, (complex numbers in general) denote all distinct eigenvalues of Q. 
Sometimes we write 8, = 0( 1 ),..., 8, = 8(p). Let f(i) be the minimal 
polynomial of Q, that is, the real polynomial of the smallest degree 
satisfying f(Q) =0 with 1 as the coefficient of the highest term. The 
polynomial f(i) is a factor of the eigenpolynomial of Q, and 8, ,..., 8, are 
zeros of f( [). Namely, 
f(i)=(i-e,)n(l)...(i-e,)“(~), 
where nj = n(j) (1 <j <p) is positive and does not exceed the multiplicity of 
the eigenvalue 0,. The operator Q extends to the complex d-dimensional 
space Cd in a natural fashion. We denote the extension by the same symbol 
Q. The space Cd is identified with the set of column vectors with d complex 
components. Thus Q is considered as a real matrix which operates from left 
on complex vectors as well as real vectors. For x = (x,), CjGd E C”, we 
denote its complex conjugate by X = (.3j), G,jCd, Denote 
V, = Ker( Q - ejI)n(J) in C”, 1 <j<p, 
that is, Vj is the eigenspace of Q in the wide sense for the eigenvalue II,. We 
have a direct sum decomposition 
Cd= v, @ ... @ v,. 
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Denote by Tj the projector onto Vi in this decomposition. That is, 
x= T,x+ ... + Tpx, TjxE vj (1 <j<p) 
for x E Cd. Let q be the number of distinct real eigenvalues of Q and 2r be 
the number of distinct non-real eigenvalues of Q (q 2 0, r 2 0, p = q + 2r). 
We arrange distinct eigenvalues of Q so that 8, ,..., 8, are real, ey+, ,..., 8, 
are non-real, and O,=lIj+, for q+ 1 <j<q+r. Then nj=nj+, for q+ 16 
j < q + r. Let pi = Re 0, and yj = Im 0,. Factorization off([) into real prime 
polynomials is given by 
where 
Denote 
f(i)=f*(i)“‘1’...f4+,(i)“‘4+r’, 
J;.(i) = t - ej for l<j<q, 
f,cr)=(i-p,,‘+Y,z for q+ 1 <j<q+r. 
We have 
W, = Kerf;( Q)‘(j) in Rd, 1 <j<q+r. 
R“= W,@ ‘.. 0 Wy+,. 
The projector onto Wj in this direct sum decomposition is denoted by U,. 
Thus 
x= u,x+ ... + Uy+rX, UjXE Wj (1 <j<q+r) 
for XE Rd. It is easy to see that, if x E R’, then 
U,x = Tjx for lQj<q, (2.1) 
Ujx= T,x+ Tj+,x= T,x+ T,x for q+ 1 <jdq+r. (2.2) 
Given CI > 0, we define J(a), K(a), WKcrl, and SKca) as follows: 
J(a)= {j: 1 <jGp, pj=a/2}, 
K(a)=(j:i<j<q+r,/?jia/2), 
W K(m)= 0 wj3 
.is K(a) 
S K(m)= {5E WFqa,: 151 = 1, luQrl > 1 for all u > 1 }. 
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The adjoint of an operator T is denoted by T. The indicator function of a 
set E is written as xE(x). 
The following representation was found by Sharpe [S], Hudson and 
Mason [2], and Sato and Yamazato [7]. A proof is given in [6]. 
PROPOSITION 2.1. Let p be an infinitely divisible distribution on Rd with 
LPvy representation (y, A, v). Then, p is (cc, Q)-stable if and only if 
AT,‘=0 forallj$J(a), (2.3) 
(Q-Oi) AT;=0 ,for alljEJ(%), (2.4) 
v(E)=iSk, ,,I(d<)]Ox ~~(u~~)u~‘-~du forallBorelEcR”, 
I 
(2.5) 
with a finite measure 1. on S,,,,. If p is (cc, Q)-stable, then the measure i is 
unique. For any finite measure 2 on SK(%), there exists an (a, Q)-stable p with 
L&y measure v of (2.5). 
If K(N) is empty, then we replace (2.5) with the condition v = 0. 
Any point x # 0 in WK,x, has a unique expression x = uQ(, where u > 0 
and < E SKCX). We call it the Q-polar representation of X. The representation 
(2.5) of the Levy measure v gives Q-polar decomposition of it. Other 
expressions of the properties (2.3) and (2.4) of A are given in [6, 71. 
3. RESULTS 
Fix an operator Q E End(Rd) and a positive number ~1, and use the 
notations introduced in the preceding section. From now on we assume 
that tx is an eigenvalue of Q and numbering of the eigenvalues (I1 ,..., 8, of Q 
is such that 0, = CI. Define 
u”“‘“(k!)~‘(logu)*-$(l+/~“:~~)~‘)du (3.1) 
for 1 <j<p, k>O. 
LEMMA 3.1. If< ES~(~) and Tit # 0, then a,,,J{) is well-defined andfinite 
for any k. 
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We see that if 5 E SKCa) and T, 5 # 0, then 
a,,,(0 = 1. (3.2) 
Define, for 5 E SKCix), 
P n(i)-1 
bO(t)= 1 C (Qeej)" T,5 i (a-ej)-'-' aj,k-!(t), 
j=2 k=O /=O 
n(l)- I 
b,(t) = 1 (Q - aJk T ,  bl,k(tJ). 
k=O 
(3.3) 
(3.4) 
LEMMA 3.2. The functions b,(t) and b,(t) are R”-valued 
measurable functions on SK,a,. 
bounded 
We use componentwise integrals of vector-valued functions. 
THEOREM 3.1. Let ,u be an (a, Q)-stable distribution with Levy represen- 
tation (y, A, v) and let y be thefinite measure in the representation (2.5) of v. 
Then, p is strictly (a, Q)-stable if and only if 
Y- s b,(t) 44 E W, (3.5) SKfOl 
and 
(3.6) 
An operator D E End(Rd) is called a projector onto a subspace W if 
D2 = D and Range(D) = W. 
THEOREM 3.2. Let D be a projector onto Range((Q - a) U,). Let p be an 
(a, Q)-stable distribution having 1 as the finite measure in (2.5). Then, p is a 
translation of strictly (a, Q)-stable distribution tf and only tf 
s (I- D) U, @(do = 0. (3.7) SK(Z) 
THEOREM 3.3. There exists an (a, Q)-stable distribution p on Rd such 
that no translation of p is strictly (a, Q)-stable. 
The last theorem is already given in [6]. In fact, we study in [6] the 
case of distributions supported in W, and the distribution in Theorem 3.3 
is obtained even with this restriction. 
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4. OUTLINE OF PROOF OF THEOREM 3.1 
We define, for x # 0 in R”, 
B.x=B(x)=min{/3,: 1 <jbq+r, u,x+O} 
=min{Pj: 1 <j<p, T,x#O} 
and, for j such that Ujx # 0, 
n(x, j) = maxin > O:f;.(Q)” C\X # 0) 
=max{n>O: (Q-O,)n T,x#O}. 
Obviously, n(x, j) < nj - 1. For x # 0 in Rd define 
n,=n(x)=max(n(x,j): 1 dj<q+r, U,x#O, fij=p(x)}. 
A fundamental estimate in our discussion is as follows. 
LEMMA 4.1. There are a positive constant c and a positive function b(x) 
such that, for x # 0 in Rd, 
b(x)< ItQxl/(tBCX) llog tlncr’ Ixl)<c for 0 < t < l/e. 
This estimate is [7, Lemma 5.11 or [6, Lemma 5.61. Proof is based on 
the identity 
tQX= f tQTjx= f t@cjJ 
n(J)- 1 
1 (k!)-‘(log t)“(Q-ej)” T,x. (4.1) 
j= I ,=I k=O 
;sx, 2 pt: ,x;:;:pl;d ) Of 
the use of this lemma, we get 
v x < co if we define v by (2.5) for an arbitrary finite 
measure A on SK,a). 
Let p be an (c(, Q)-stable distribution with Levy representation (y, A, v). 
The distributions pp and tQp have Levy representations (ray, PA, Pv) and 
(y,, tQAtQ’, tQv), respectively, where 
y,=tQy+ tQx{(l+~tQx~2)~1-(1+~~(2)-‘}v(dx). 
5 
We have, from (tl, Q)-stability, PA = tQAtQ’ and Pv = tQv for t >O. 
Proposition 2.1 says that these conditions are equivalent to (2.3)-(2.5). A 
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necessary and suffkient condition for ,U to be strictly (a, @stable is that 
t'y = yI or, in another expression, 
t”y = tQy + J 
SK(Z) 
4&) jm (tu)Q <{(I+ I(tu)Q 512)r’ 
0 
-(l + IuQQ2)-‘} Cm-r du. (4.2) 
Let 
a(t,u,~)=(1+lvQ~~2)-1-(1+l(u/~)Q5~2)-’. 
Then (4.2) is written as 
(4.3 
t”y = tQy + t” L,, l(d<) jam oQ&( t, u, 5) u-~ - ’ du. 
We first show that, for fixed t > 0, 
s ‘m uQ5a(t, u, 5) u-+ ‘do is bounded in 5 E SKCaj. 0 
Next, by calculation from the form of a(t, u, <), we obtain 
n(l)- I 
= t%,(t)+ c P((l+ l)!)-‘(log t)‘+‘(Q-a)+,(<) 
I=0 
4 n(j) ~ 1 
-c c tecj)(,!) - ‘(log t)“(Q - 0,)” bj(<), (4.6) 
j=2 m=O 
where 
n(i) - I  
bj(4)= 1 (Q-ej)” Tjt i (a-ej)p’p’q.k-,(5) for 2djGp. 
k=O I=0 
(4.7) 
From (4.5) and (4.6) it is possible to conclude that 
bj(<)9 O GiGP, are bounded in l E SKCarj. 
Further, 
(4.8) 
bj(t), O GiGP9 are measurable in 5 E SKCorj. (4.9) 
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Hence, integration of the right-hand side of (4.6) in 5 can be done 
termwise. Therefore, by (4.1), the condition (4.2) of strict (c(, Q)-stability is 
equivalent to the following three conditions combined: 
Y=T,Y+ I bd<) 4&L (4.10) SKIal 
O=(Q-c&Q+! sK,~, (Q-a)“-‘h1(5)4dt) for 16k<n,, (4.11) 
O = (Q - Oj)” 7’17 - jsK,x,lQ - 0,)” 4,(C) ‘(dg) for 2<jGp, 
O<kdnj- 1. (4.12) 
We see that (3.5) is a consequence of (4.10) while (3.6) is just (4.11) for 
k = 1. Thus (3.5) and (3.6) are necessary conditions of strict (a, Q)-stability. 
Conversely, suppose that (3.5) and (3.6) are satisfied. Then we have 
T,Y- j T,h,(5)l(d5)=~-jb,(r)d(~~.) 
from (3.5), and this gives (4.10) since T,&(c) =0 by (3.3). Operating 
(Q-c~)&-’ on (3.6) we get (4.11). It follows from (3.5) that 
T,Y-{ T,b,(t) A(dt)=O for 2<,j<p. 
Since 
T,&,(t) = b,(t) for 2<j<p (4.13) 
by the definitions (3.3) and (4.7) we have 
This is (4.12) with k = 0. Operate (Q - 6,)” on it and we get (4.12) for all k. 
Therefore (3.5) and (3.6) are sufficient for strict (IX, Q)-stability. 
5. COMPLETION OF PROOF OF THEOREM 3.1 
Proof of Lemma 3.1. We denote the mth component of x by [x1(,,,,. 
From (4.1) we have 
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luQ512= i {I us”‘(k’))‘(log u)“[(Q-Oj)’ 7”<]c,lj . 
m  = 1 j,k 
i 
- 
X ~ue”‘(k!)p’(lOg u)“[(Q-0,)” ~l~rn~], (5.1) 
where xj,k is the summation over 1 <j < p and 0 6 k d n, - 1. Hence 
-$/uQ(l’)=2 Re i {I.*-‘(S,(k!)~‘(logs)* 
m= 1 j,k 
+ ((k- l)!)p’(log u)kp’)[(Q-flj)k Tj51cm, 
I 
X 
i 
z u%(k!)-‘(log u)“[(Q-0,)” q]c,j}. 
Here we understand ((k- l)!))‘(log U)k-’ =0 when k=O. Use the 
notations 
B(t)=max(fij: 1 <jGp, T’t #O}, (5.2) 
N=max{n,: 1 <j<p}. (5.3) 
We see that I(d/du)(luQ<1’)1 is bounded by ~~u~~(~)~r(log u)~“-~ for u >,e; 
by czu 2fl(5)b l (log UI 2N-2 for O<udl/e; and by cj for l/e<ude. Here 
cl, c2, c3 are constants independent of 5 E SKCaj and u. Applying Lemma 4.1 
to - Q in place of Q, we can find b- (5) > 0 such that 
Thus we have 
lu”(l 2 b-(t) uBc5) for u>e. (5.4) 
l(Wu)((l+ l~Qt12)rL)I 
= (1 + luQ512)F2 lw~~)(l~Q512h 
< c,b-(()-4 u-2B(e)- l(log U)2N-2 for 242~. (5.5) 
Hence, for r E SKCa) and Tj5 # 0, we have 
s co u8(j)-“(log U)k J(d/d#)((l + luQy(2)-1)l dz4 e 
683,‘22:2-8 
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I 
I/e 
~‘(j)-~ llogu)” I(d,‘du)((l + /u~~/~)-~)I du 
0 
d I ‘le #‘)--I llog ~41~ I(d/du)(Iu”<J*)I du 0 
< c2 
s 
1’eU38(~)-~-I ,log 4k+ZN-2 du < co 
0 
since fl(<) > cr/2. The integral over l/e < u 6 e is obviously finite. The proof 
of Lemma 3.1 is complete. 
In order to prove (4.8) we need a lemma. 
LEMMA 5.1. Let ( fj(t), 1 <j< n} be a family of complex-valued con- 
tinuous functions on (0, CJO), linearly independent over C. Let {g,(t), 
1 <j < n} be a family of complex-valued functions of 5. If C;=, f;.( t) gj(c) is 
bounded in 5 for each t >O, then the functions gi(r), 1 <j< n, are bounded 
in <. 
Proof: We claim that there are t 1 ,..., t, such that 
(f;(tk))lCj<,z,l<kCn is a matrix of rank n. (5.6) 
Assume the contrary. Let {sI, I = 1, 2,...) be dense in (0, cc ). For each m we 
can find cj”‘), 1 f j < n, such that 
f ICyq = 1 and i c:“lfi(s,)=O for l<f<m, 
J=l j= ]  
because (fi(s/))l<j<n,l</<m has rank smaller than n. Since cj”), 1 <j < n, 
are convergent as m -+ CC via some subsequence, we can find ci, 1 <j < n, 
such that 
f lCjl = 1 and f cjf,(s,)=O for 12 1. 
j=l j= 1 
By continuity, c,“= i c,f;(t) = 0 for all t > 0, which contradicts the 
assumption. Hence we have (5.6) for some t,, 1 d k < n. Now, for each j, 
there are aLA, 1 <k < n, such that 
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Hence 
which shows that gi(<) is bounded. 
Proof of Lemma 3.2, (4.5) (4.6) (4.8), and (4.9). First we prove (4.5). 
Fix t > 0. By cj, 4 <j 6 7, we denote constants independent of 1; E SKCa) and 
v. Noting that the estimate 
la(t, v, t)l 6(lvQd2+ I(u/t)Q 51’)(1 + lvQ512)-‘(1 + I(v/t)Q Q’)r’ (5.7) 
yields la( t, v, <)I < cq Ivat * and that (5.1) and Lemma 4.1 yield 
luQ~12< cg12p(t) llog vl2N-2 for O<u<l/e 
with N of (5.3), we get 
5 
l/e 
IvQ<l lu(t, v, ()I vpr-’ dv 6 c4c:” s 
“eu38(t)-‘-1 llogvl~~-3dv<c, 
0 0 
since /I(<) > a/2. As u( 1 + u2) -’ is a bounded function, we have 
j,; 1u”tl la(t, u, 511 u-OL-’ d&j-; (luQtl (1 + IuQt12)-’ 
+ ~tQ(u/t)~ <I(1 + I(u/~)~ (I’)-‘} U-‘-’ du<c,. 
Thus (4.5) follows. 
Next we claim that, for [ E SK(.), 1 <j dp, k > 0 satisfying Tj< # 0, 
s 
uc’ v”‘j)-“P’(log u)~ u(t, v, 0 du is finite, 
0 
(5.8) 
I 
cc, 
vsCj’-X-‘(log v)~$ u(t, v, 5) du is finite, (5.9) 
0 
d m 
ZO s 
usri~-~-1(logu)*u(f,u,~)dv=~omve’~’-~~1(logv)X~~(~,~,~)dv. 
(5.10) 
We fix 0 < t, -C 1~ t, < co and denote constants independent of t E [ti, tz] 
and t by cj, 8 <j< 11. Let TV [tl, tJ. It follows from (5.4) and (5.7) that 
lu(t, v, <)I <C,(l + I(u/r)Q <I*)-’ ~Cgb-(5)-2(u/f)-2B(S) 
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for v > t,e. Since 
(Wt)4t, v,5)=vt-‘[I(d/du)((l+ luQ51’)-‘)I.=,,,, 
we have, from (5.5), 
(5.11) 
I(d/dt) a(t, u, t:)l ~c,b~(r)-4(u/t)--2B(r) t-‘(log(v/t))‘“-2 
for u > t,e. It follows that 
s 
% 
IV e’i)-‘- ‘1 (log v)~ la(t, u, ()I dv < co, 
I2Y 
s m Iv e(i)--z--‘I IX (logv)k l;u(t, v, [)I dv< no 
since Ju w-‘-’ I . <u~(~‘~‘-~ For u< t,/e we see that 
la(t, u, ()I 6 IvQ<12+ I(v/t)Q Ly6c,u*~‘~’ llog VI-? 
and 
I(W)4t, u, t)l d IC~~/~~~~l~“S12~1,~~~,,l 
d c*(u/t) Wi)b I pog UJ2N-2 
from Lemma 4.1, (5.7) and the statement after (5.3). So we have 
s 
IliP 
Iu e’i)-‘- ‘I llog ulk lu(t, u, <)I dv < co, 
0 
s II/C 10 0 e’j)-x-l, liogvl*~~u(r.v;t))dr<;r 
since luHj)-~- 11 <uB(i)-~-l and /?(5)>~/2. For u~[t,/e, t,e] the 
integrands in the integrals in (5.8) and (5.9) are bounded. Hence we get the 
assertions (5.8) and (5.9). From the above consideration it is easy to see 
that we can interchange the order of differentiation in t and integration in 
v; thus we obtain (5.10) too. 
Now let us prove (4.6). Let 
v~(“-~- l(k!)-‘(log u)~ u(t, u, 4) du 
for 5 E SK,=) with Tj5#0. It follows from (4.1) and (5.8) that 
s m uQ&l(t 
P n(i)- 1 
v r)v-a-’ 9 f du = c c &.c(tNQ - 0,)” T,(t). (5.12) 
0 ,=I k=O 
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Using (5.10), (5.11), and Lemma 3.1 we calculate the derivative of Izj,Jt): 
y,k,&) = jom fJ W-~-l(k!)-l(log u)k vf-2 f ((I+ iue51’)-‘11 du u=v/t 
=t-’ 
i 
O” (t~)e”‘~~(k!)-l(loglU)*~((l+/uQ~~z)-l)du 
0 
= P(+-’ ,co (l!))‘(log f)‘C$+/(~). 
Now note that hj,,,,( 1) = 0 since a( 1, 21, 5) = 0. This shows that 
hj.k,<(c)= i aj,k-I(t) j: ~~‘~~-~-~(Z!)-‘(logu)‘du. 
I=0 
(5.13) 
Since 0( 1) = a, we have 
h,,,,,(t) = i a,,,-,(()((Z+ l)!))‘(log t)‘+‘. (5.14) 
I=0 
Also for 2 <j <p, the integrals in (5.13) are explicitly evaluated (see 
[ 1, p. 2031): 
h,j,k.~(f)’ i uj,k-,(5) (a-ej)p'p‘ 
/=o 
- mco t0h-a (c?ej)-“-‘((l-m)!)-‘(log t)l-m 
= i (a-Oj)p'p' aj,k-l(l) 
I=0 
(m!))‘(log t)” i (a - t9i)-‘+“-‘aj.k-,(~). (5.15) 
/=??I 
Replace !~~,~,~(t) in (5.12) with (5.14) and (5.15). Interchange orders of some 
summations. Then 
P 
s 
5 u”ta(t, u, 5) u-“-~ du=r” -f “‘J~l(Q-Oj)k Tjc 
0 ,=2 k=O 
x i: (a-ej)-‘-’ aj,k-At) 
/=O 
n(l)- 1 n(l)- 1 
+ c tE((Z+ l)!)-‘(log t)‘+’ 
I=0 
kg, (Q-a)“ T15qk-r(5) 
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This is just (4.6), because (Q - Oj)nci’ T, = 0. 
It is well known that the family {teci’(k!)-‘(log t)‘; 1 <j<p, 
0 < k < nj - 1) is a linearly independent system over C (see [ 51). Hence we 
can apply Lemma 5.1. Thus (4.6) combined with (4.5) implies (4.8). As the 
functions u,.,J<) are obviously measurable, we get (4.9) too. Lemma 3.2 is a 
part of (4.8) and (4.9). Now all the assertions stated in the outline of the 
proof of Theorem 3.1 in Section 4 are justified. Thus the proof is complete. 
6. PROOF OF THEOREMS 3.2 AND 3.3 
Proof of Theorem 3.2. Assume that ~1 has a strictly (a, Q)-stable trans- 
lation ~1 * 6,,. Then, by Theorem 3.1, 
Hence 
As Q-a and U, commute, (2.1), (3.2), and (3.4) show that h,(t)--U,r 
belongs to Range((Q-cr) U,). Hence (Z-0)6,(5)=(1-D) U,t and we 
obtain (3.7). 
Conversely, suppose that (3.7) is satisfied. This implies 
Thus we can pick y,eW, such that (Q-a)Ulyl= -jb,(t)l(d,). Let 
yj = l Tjb,(<) A(&) for 2 <j <p and let y0 = C/=, 7,. We claim that 
y,, E Rd. (6.1) 
First, y, is real by definition. Since T,b,(~)=b,(4), 2dj<p, by (4.13), we 
see that Tjb,,(t)eRd for 2<j<q by (3.1) and (4.7). Hence yj~Rd for 
2<j<q. For q+l<j<q+r we have u,+~,~(<)=u~,~(~) by (3.1) and 
6,+,(<)=h,(<) by (2.2) and (4.7), which shows Y,+~=Y~. Hence (6.1) is 
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true. Now Theorem 3.1 guarantees strict (a, Q)-stability of p * 6-,+,, 
because 
and 
(Q-a, U,y,=(Q-a, T,y,=(Q-a,~,= -jW(d5), 
The proof is complete. 
Proof of Theorem 3.3. Noting that 6, = a, pick an X,,E W, such that 
(Q-a)““‘-’ x0 # 0. Let u0 be the supremum of u > 0 for which luQx,l < 1. 
Then 0 < u0 < 00. Let z&)x0 = &,. We have &, E W,, 1&J = 1, and &, E SKclxj. 
Moreover we have (Q -~l)“(‘)~’ &, #O. Hence to does not belong to 
Range((Q - a) U,). Choose the b-distribution at &, as A. Define v by (2.5) 
and let p be the infinitely divisible distribution with Levy representation 
(0, 0, v). This p is (CI, Q)-stable but, by Theorem 3.2, no translation of p is 
strictly (a, Q)-stable since 
s (I- D) u, 5A(&) = (I- D) co # 0. 
7. SPECIAL CASES 
We rewrite the condition in Theorem 3.2 in some cases. 
1. Assume that the multiplicity of tl in the minimal polynomial of Q 
is 1. That is, n, = 1 in our notation. Then (Q-a) U, = 0. Hence D = 0 in 
Theorem 3.2. Thus the condition (3.7) is written as 
s u, &I(&) = 0. (7.1) SK(U) 
2. If Q = crl, then this is a special case of the above and we have 
as the condition (3.7), where S is the unit sphere. When Q = Z, this is Levy’s 
characterization of strictly stable distributions of exponent 1. 
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3. Assume that Q has only one eigenvalue LX. Then U1 = I. Let D be a 
projector onto Range(Q - al). The condition (3.7) is written as 
s (Z-D) @(d() = 0. (7.3) .~*I#1 
4. Assume that LX has multiplicity d in the minimal polynomial of Q. 
That is, Q has only one Jordan cell in its Jordan decomposition. After 
some change of basis, we may assume that y = Qx is such that 
yj=ax,+xj+, for l<j<d-1 and yJ=~xd, where y=(yi),sjsJ and 
-x=(.Xj)*<j<d. The range of Q-al is the set of x= (x,),siGd with x,=0. 
Hence D can be chosen as the orthogonal projection to the first d- 1 com- 
ponents. Thus (7.3) is written as 
s L4&) = 0. (7.4) .TKITl 
8. SUMS OF INDEPENDENT IDENTICALLY DISTRIBUTED RANDOM VECTORS 
The class of stable distributions on RJ coincides with the class of limit 
distributions of partial sums of i.i.d. random vectors in R” with nor- 
malization by multiplication of positive numbers and addition of constant 
vectors. The class of strictly stable distributions appears as the subclass of 
limit distributions when addition of non-zero constant vectors is not per- 
mitted in normalization. The relation of the class of operator-stable dis- 
tributions with the class of limit distributions of operator normalizations of 
partial sums of i.i.d. random vectors, however, is not yet fully explored. 
Let us call a distribution p on Rd strictly operator-stable in the wide sense 
if there are a sequence of Rd-valued i.i.d. random variables X, , X, ,... and 
T,, E Aut(Rd) such that the distribution of T,(X, + ... + X,,) weakly con- 
verges to p as n -+ Rio. 
PROPOSITION 8.1. Any strictly operator-stable distribution is strictly 
operator-stable in the wide sense. 
ProoJ: Let p be strictly operator-stable. By the definition we can find, 
for any n, some T,, E Aut(Rd) such that p” = T,p. Let X,, X,,... be indepen- 
dent random vectors in Rd, each having distribution p. Then 
T; ‘(X1 + . . + X,,) is distributed as p. Hence p is strictly operator-stable 
in the wide sense. 
The following is a strict version of a theorem of Sharpe [S] on operator- 
stable distributions. Proof is quite similar, and hence omitted. 
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PROPOSITION 8.2. Let p be a strictly operator-stable distribution in the 
wide sense on R”. If p is genuinely d-dimensional (that is, p is not concen- 
trated on any (d - 1)-dimensional hyperplane), then p is strictly operator- 
stable. 
Two distributions given in the papers of Kucharczak [3] and Yamazato 
[9] can serve as examples of strictly operator-stable distributions in the 
wide sense that are not operator-stable. More discussions are found in 
Sato [6]. 
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