Establishing a reliable communication infrastructure at an emergency site is a crucial task for missioncritical and real-time public safety communications (PSC). To this end, use of unmanned aerial vehicles (UAVs) has recently received extensive interest for PSC to establish reliable connectivity in a heterogeneous network (HetNet) environment. These UAVs can be deployed as unmanned aerial base stations (UABSs) as part of the HetNet infrastructure. In this article, we explore the role of agile UABSs in LTE-Advanced HetNets by applying 3GPP Release-11 further-enhanced inter-cell interference coordination (Fe-ICIC) and cell range expansion (CRE) techniques. Through simulations, we compare the system-wide 5th percentile spectral efficiency (SE) when UABSs are deployed in a hexagonal grid and when their locations are optimized using a genetic algorithm, while also jointly optimizing the CRE and the FeICIC parameters. Our simulation results show that at optimized UABS locations, the 3GPP Release-11 FeICIC with reduced power subframes can provide considerably better 5th percentile SE than the 3GPP Release-10 with almost blank subframes.
I. INTRODUCTION
Public safety communications (PSC) is considered to be the cornerstone of public safety response system and plays a critical role in saving lives, property, and national infrastructure during a natural or man-made emergency. The legacy PSC technologies are designed predominantly for delivering mission-critical voice communications over narrowband channels, which have been so far met by operating in the pre-defined channelized spectrum allocation. However, the evolution of data and video applications demands higher channel capacity and improved spectral efficiency (SE) [1] , [2] .
To enhance the capabilities of next-gen broadband PSC networks, recently, FirstNet in the United States is building a 4G Long Term Evolution (LTE) based coastto-coast public safety network deployed in the 700 MHz band [1] . Similarly, the United Kingdom plans to replace the TETRA system, which currently provides missioncritical communications for public safety agencies and other government organizations, with LTE by the year 2020 [3] . The 4G mobile networks as considered in these examples have great potential to revolutionize PSC during emergency situations by providing highspeed real-time video and multimedia services along with mission-critical communication. Furthermore, LTE-Advanced capabilities such as small cell deployment, interference coordination, and cell range extension can restore or extend coverage beyond the existing or damaged PSC networks.
Unmanned aerial base stations (UABSs) such as balloons, quadcopters, and gliders equipped with LTE-Advanced capabilities can be utilized for emergency restoration and temporary expansion of public safety network in case of disaster recovery [4] . These UABSs can be deployed with minimum interdependencies, at low cost, and provide virtually omnipresent coverage which is essential for first-responders to be efficient and save lives. The FirstNet PSC network requires 95% geographical coverage of the country, which will be difficult to achieve using only dedicated cell towers. The UABSs can be deployed when necessary to assist in achieving this coverage goal. On the other hand, the UABSs may also introduce significant interference problems with the ground network [5]- [7] .
Recent studies in the literature [8] - [10] have addressed the application of UABSs for rendering missioncritical communication. However, in a heterogeneous network (HetNet) environment, use of UABSs introduce only limited performance gains due to high inter-cell interference. Deployment of unmanned aerial vehicles (UAVs) as mobile LTE relays to offload traffic in a HetNet scenario while also considering inter-cell interference has been studied in [11] , [12] . The effectiveness of 3GPP Release-10/11 inter-cell interference coordination (ICIC) techniques for fixed HetNet deployments has been explored in [7] , while the use of cell range expansion (CRE) techniques for offloading users from MBSs to UABSs has been analyzed in [6] without considering ICIC. To our best knowledge, merits of 3GPP Release-10/11 techniques along with CRE and UABS mobility have not been evaluated in the literature, and such an evaluation is the main goal of this paper. We consider an LTE band class 14 PSC network [1] as shown in Fig. 1 ; by randomly removing macro base stations (MBSs), we simulate a mock emergency situation to study the impact of interference and CRE when the UABSs are deployed. Subsequently, we explore potential gains in 5th percentile SE (5pSE) from the use of Release-10/11 ICIC techniques for a UABS based PSC network.
The rest of this paper is organized as follows. In Section II, we provide the UABS-based HetNet model, assumptions, and definition of 5pSE as a function of network parameters. The UABSs deployment and ICIC parameter configurations using the genetic algorithm and hexagonal grid UABS model are described in Section III.
In Section IV, we analyze and compare the 5pSE of the HetNet using extensive computer simulations for various ICIC techniques, and finally, the last section provides some concluding remarks.
II. SYSTEM MODEL
We consider a two-tier HetNet deployment with MBSs and UABSs as shown in Fig. 1 , where all the MBSs and UABS locations are captured in matrices X mbs ∈ R N mbs ×3 and X uabs ∈ R N uabs ×3 , respectively, where N mbs and N uabs denote the number of MBSs and UABSs within the simulation area, and UABSs are deployed at a fixed height. The MBS and user equipment (UE) locations are each modeled using a twodimensional Poisson point process (PPP) with intensities λ mbs and λ ue , respectively [7] , [13] . The UABSs are deployed either at fixed locations in a hexagonal grid, or the locations are optimized using the genetic algorithm. We assume that the MBSs and the UABSs share a common transmission bandwidth, round robin scheduling is used in all downlink transmissions, and full buffer traffic is used in every cell.
The transmit power of the MBS and UABS are P mbs and P uabs , respectively, while K and K are the attenuation factors due to geometrical parameters of antennas for the MBS and the UABS, respectively. Then, the effective transmit power of the MBS is P mbs = KP mbs , while the effective transmit power of the UABS is P uabs = K P uabs .
An arbitrary UE n is always assumed to connect to the nearest MBS or UABS, where n ∈ {1, 2, ..., N ue }. Let the nearest macro-cell of interest (MOI) be at a distance d mn and the nearest UAV-cell of interest (UOI) be at a distance d un . Then, for the nth UE the reference symbol received power from the mth MOI and the uth UOI are given by [7] 
where δ is the path-loss exponent, and d un depends on the locations of the UABSs that will be dynamically optimized.
A. 3GPP Release-10/11 Inter-Cell Interference Coordination Due to their low transmission power, the UABSs are unable to associate a larger number of UEs compared to that of MBSs. However, by using the cell range expansion (CRE) technique defined in 3GPP Release 8, UABSs can associate a large number of UEs by offloading traffic from MBSs. A negative effect of CRE includes increased interference in the downlink on celledge UEs or the UEs in CRE region of the UABS, which is addressed by using ICIC techniques in LTE and LTE-Advanced [14] - [16] . 3GPP Release-10 introduced a time-domain based enhanced ICIC (eICIC). It uses almost blank subframes (ABS) which require the MBS to completely blank the transmit power on the physical downlink shared channel (PDSCH) resource elements as shown in Fig. 2(a) . This separates the radio frames into coordinated subframes (CSF) and uncoordinated subframes (USF). 3GPP Release-11 defines furtherenhanced ICIC (FeICIC), where the data on PDSCH is still transmitted but at a reduced power level as shown in Fig. 2(b) . We assume that the ABS and reduced power pattern are shared via the X2 interface, which is a logical interface between the base stations. Implementation of the X2 interface for UABSs is left as a future consideration.
The MBSs can schedule their UEs either in USF or in CSF based on the scheduling threshold ρ. Similarly, the UABSs can schedule their UEs either in USF or in CSF based on the scheduling threshold ρ . Let β denote the USF duty cycle, defined as the ratio of number of USF subframes to the total number of subframes in a radio frame. Then, the duty cycle of CSFs is (1 − β). For ease of simulation, the USF duty cycle β is fixed at 50% in this paper for all the MBSs, which is shown in [7] to have limited effect on system performance when ρ and ρ are optimized. Finally, let 0 ≤ α ≤ 1 denote the power reduction factor in coordinated subframes of the MBS for the FeICIC technique. As two special cases, α = 0 corresponds to Release-10 eICIC, while α = 1 corresponds to no ICIC.
Given the eICIC and FeICIC framework in 3GPP LTE-Advanced as in Fig. 2 , and following an approach similar to that in [7] for a HetNet scenario, the signal-tointerference ratio (SIR) experienced by an arbitrary nth UE can be defined for CSFs and USFs for the mth MOI and the uth UOI as follows:
where Z is the total interference power at a UE during USF or CSF from all the MBSs and UABSs, excluding the MOI and the UOI. In hexagonal grid UABS deployment model (and in [7] ), locations of the UABSs (and small cells) are fixed. To maximize the 5pSE of the network, we actively consider the SIRs in (2)-(5) while optimizing the locations of the UABSs using the genetic algorithm.
B. UE Association and Scheduling
The cell selection process relies on Γ and Γ in (2) and (4), respectively, for the MOI and UOI SIRs, as well as the CRE τ . If τ Γ is less than Γ, then the UE is associated with the MOI; otherwise, it is associated with the UOI. After cell selection, the MBS-UE (MUE) and UABS-UE (UUE) can be scheduled either in USF or in CSF radio subframes as:
Once a UE is assigned to an MOI/UOI, and it is scheduled within a USF/CSF, then the SE for this UE can be expressed for the four different scenarios in (6)-(9) as follows:
where N mbs usf , N mbs csf , N uabs usf , and N uabs csf are the number of MUEs and UUEs scheduled in USF and CSF radio subframes, and Γ, Γ csf , Γ , Γ csf are as in (2)- (5) .
In this paper, we consider the use of 5pSE which corresponds to the worst fifth percentile UE capacity among the capacities of all the N ue UEs (calculated based on (10)-(13)) within the simulation area. We believe it is a critical metric particularly for PSC scenarios to maintain a minimum QoS level at all the UEs in the environment. We define the dependency of the 5pSE to UABS locations and ICIC parameters as
where X uabs ∈ R N uabs ×3 captures the UABS locations as defined earlier, S ICIC mbs = [α, ρ] ∈ R N mbs ×2 is a matrix that captures individual ICIC parameters for each MBS, while S ICIC uabs = [τ , ρ ] ∈ R N uabs ×2 is a matrix that captures individual ICIC parameters for each UABS. In particular,
are N mbs × 1 vectors that include the power reduction factor and MUE scheduling threshold parameters for each MBS. On the other hand,
are N uabs ×1 vectors that involve the CRE bias and UUE scheduling threshold at each UABS.
As noted in Section II-A, the duty cycle β of ABS and reduced power subframes is assumed to be set to 0.5 at all MBSs to reduce search space and complexity.
Considering that the optimum values of the vectors α, ρ, ρ , and τ are to be searched over a multi-dimensional Fig. 3 . An example of a chromosome for FeICIC simulation, where the UABS locations, ICIC parameter τ , α, ρ, and ρ are optimized. The ICIC parameter β is not optimized and is fixed at 50% duty cycle. space, computational complexity of finding the optimum parameters is prohibitively high. Hence, to reduce system complexity (and simulation runtime) significantly, we consider that the same ICIC parameters are used for all MBSs and all UABSs. In particular, we consider that for i = 1, ..., N mbs we have α i = α and ρ i = ρ, while for j = 1, ..., N uabs we have τ j = τ and ρ j = ρ . Therefore, the dependence of the 5pSE on the UABS locations and ICIC parameters can be simplified as
which we will seek ways to maximize in the next section. We leave the problem of individually optimizing ICIC parameters for the MBSs and UABSs as a future work due to the high computational complexity of the problem.
III. UABS DEPLOYMENT OPTIMIZATION
We consider that the cell-edge user SE is captured by the 5pSE of the cumulative distribution function of the user throughput, which we will use as a metric to measure the overall network performance. In this section, we discuss the UABS deployment using the genetic algorithm (GA) and the hexagonal grid model, where we use the 5pSE as an optimization metric to maximize for both scenarios.
A. Genetic Algorithm based UABS Deployment Optimization
The GA is a population-based optimization technique that can search a large environment simultaneously to reach an optimal solution [6] . In this paper, the UABS coordinates and the ICIC parameters constitute the GA population, and a subsequent chromosome is illustrated in Fig. 3 . Listing 1 describes the main steps used to optimize the UABS locations and ICIC parameters while computing the 5pSE.
We apply the GA to simultaneously optimize the UABS locations and ICIC parameters to maximize the 5pSE of the network over a given geographical area of interest. The location of each UABS within a rectangular simulation area is given by (x i , y i ) where i ∈ {1, 2, ..., N uabs }. The UABS locations and the ICIC 
Since searching for optimal X uabs and ICIC parameters through a brute force approach is computationally intensive, in this paper, we use the GA to find optimum UABS locations and the best-fit ICIC parameters τ , α, ρ, and ρ . Fig. 4 . 5pSE versus CRE for eICIC and FeICIC techniques, when the UABSs are deployed on a hexagonal grid.
B. UABS Deployment on a Hexagonal Grid
As a lower complexity alternative to optimizing UABS locations, we consider deploying the UABSs on a hexagonal grid, where the position of the UABSs are deterministic. We assume that the UABSs are placed within the rectangular simulation area regardless of the existing MBS locations. The 5pSE for this network is determined by using a brute force technique as described in the pseudo-code 2 which only considers optimization of the ICIC parameters captured through the matrix S ICIC . The optimized ICIC parameters that maximize the 5pSE can then be calculated as: techniques while considering different UABS deployment strategies. Unless otherwise specified, the system parameters for the simulations are set to the values in Table I .
A. 5pSE with UABSs Deployed on a Hexagonal Grid
The variations in 5pSE with respect to CRE, when the UABSs are deployed on a hexagonal grid and utilizing optimized ICIC parameters (see (19) and Listing 2) are shown in Fig. 4 . With no CRE, the number of UEs associated with the UABSs and the interference experienced by these UEs is minimal. With the no-ICIC mechanism (NIM) the peak value for the 5pSE is observed at around 0 dB CRE as seen in Fig. 4(a) . On the other hand, the 5pSE for ICIC techniques at 0 dB CRE are relatively lower as seen in Fig. 4(b) and Fig. 4(c) , due to blank subframes at the MBSs for eICIC, and power reduction of the CSFs at the MBSs for FeICIC.
As the CRE increases, the number of UEs associated with the UABSs increases and so does the interference experienced by these UEs. Hence, with NIM the 5pSE decreases with increasing CRE as seen in Fig. 4(a) . On the other hand, the ICIC techniques observe improvement in SE performance. The peak values of the 5pSE (a) 5pSE with eICIC.
(b) 5pSE with FeICIC. Fig. 6 . Peak 5pSE versus optimized CRE for eICIC and FeICIC techniques, when the UABS locations and ICIC parameters are optimized using the GA.
for the ICIC techniques is observed when the CRE is between 6 − 9 dB. This influence of CRE on the 5pSE for NIM and ICIC is summarized in Fig. 5 .
Overall, the 5pSE for the network is higher when larger numbers of UABSs are deployed and when fewer MBSs are destroyed. Also, the 5pSE decreases with the increasing number of destroyed MBSs as seen in Fig. 4 .
B. 5pSE with GA Based UABS Deployment Optimization
Using the UABS locations and ICIC parameters optimized through the GA as in (18) and Listing 1, we plot the peak 5pSE for the network with respect to the optimized CRE value in Fig. 6 . In the GA based simulations, the optimum CRE value is directly related to the locations of the UABSs with respect to the MBSs, the number of UEs offloaded to the UABSs, and the amount of interference observed by the UEs.
Consider first that the 50% of the MBSs are destroyed, which implies that there are still a large number of MBSs present and the interference from these MBSs is substantial. Hence, offloading a large number of UEs from MBSs to UABSs with higher values of CRE and ICIC is necessary for achieving better 5pSE gains as shown in Fig. 6(a) and Fig. 6(b) for eICIC and FeICIC, respectively.
When most of the infrastructure is destroyed (i.e., when 97.5% of the MBSs destroyed), the interference observed from the MBSs is limited and larger number of UEs need to be served by the UABSs. Therefore, with fewer UABSs deployed, higher CRE are required to serve a larger number of UEs and achieve better 5pSE. On the other hand, when a larger number of UABSs are deployed, smaller values of CRE will result in better 5pSE gains. We record these behavior in Fig. 6(a) and Fig. 6(b) for eICIC and FeICIC, respectively. 
C. Performance Comparison Between Fixed (Hexagonal) and Optimized UABS Deployment with eICIC and FeICIC
We summarize our key results from earlier simulations in Fig. 7 to compare the key trade-offs between fixed (hexagonal) deployment and GA based deployment of UABSs. The comparison of Fig. 4 and Fig. 6 show that the optimized deployment of UABSs provides a better 5pSE than the UABSs deployed on a fixed hexagonal grid, which are also reflected in the comparative analysis in Fig. 7 which considers an optimized CRE. Moreover, Fig. 7 shows that the 5pSE gains from the optimization of UABS locations are more significant when 50% of the MBSs are destroyed and less significant when 97.5% of the MBSs are destroyed.
When 50% MBSs are destroyed, there are still a large number of MBSs present which causes substantial interference. Hence, in such interference driven scenario it is important to optimize the locations of the UABSs, and use of larger number of UABSs provide only marginal gains in the 5pSE.
On the other hand, with 97.5% of the MBSs destroyed, the interference from the MBSs is small, and deploying the UABSs on a hexagonal grid will perform close to optimum UABS deployment. The difference between the hexagonal deployment and optimized deployment is especially small for the FeICIC scenario where power reduction factor α in the MBS CSFs provides an additional optimization dimension for improving the 5pSE. Use of a larger number of UABSs when 97.5% of the MBSs are destroyed is also shown to provide significant gains in the 5pSE, in contrast to modest gains in the 5pSE when 50% of the MBSs are destroyed.
V. CONCLUDING REMARKS
In this article, we show that the mission-critical communications could be maintained by deploying UABSs in the event of any damage to the public safety infrastructure. Through simulations, we compare and analyze the 5pSE of the network when the UABSs are deployed on a hexagonal grid and when placed optimally using the GA. Our analysis shows that the deployment of the UABSs on a hexagonal grid is close to optimal when the observed interference is limited. In the presence of substantial interference, the GA approach is more effective for deploying UABSs. Finally, we observe that the HetNets, with reduced power subframes (FeICIC) yields better 5pSE than that with almost blank subframes (eICIC). Future research directions include optimizing the UABS locations using learning techniques and developing a path-planning algorithm for UABS placement.
