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This dissertation describes a theoretical, experimental, and modeling investigation
of the equatorial electrojet. We review low latitude ionospheric current models,
synthesizing developments from the early times until the present. We then show
how to utilize equatorial electrojet irregularities to infer E region electron density
and wind proﬁles from coherent scatter radar experiments. The procedure involves
a numerical model of the equatorial ionosphere that relates the vector electric ﬁeld
and current density to the winds.
We present electron densities inferred in the equatorial electrojet inferred using
a new bistatic radar system installed between Paracas and Jicamarca, Per´ u. The
radar system monitors density proﬁles using a coherent scatter radar technique
that utilizes the Faraday rotation of the scattered signal. Radar measured density
proﬁles are validated by comparing with other electron density measures.
A three dimensional electrostatic potential model of the equatorial ionosphere
in a magnetic dipole coordinate system is described. The model incorporates re-
alistic ionospheric conductivities, electric ﬁelds, winds, and includes anamalous
collision eﬀects. The model utilizes bistatic radar measured densities, coherent
scatter spectral measurements made at large zenith angles, and electric ﬁelds de-
rived from 150 km echo drifts. The model is also constrained by magnetometerrecords.
We next present a technique for extracting zonal winds in the equatorial elec-
trojet from the Doppler shifts of type II radar echoes measured by a narrow beam,
obliquely oriented antenna at the Jicamarca Radio Observatory. The wind proﬁles
were retrieved by combining the 3-D model with theory and measurements of type
II echo Doppler shifts. The amplitude and phasing of the calculated wind proﬁles
are in general agreement with satellite and rocket-borne wind measurements. We
have used height varying type I radar echoes and large-scale electrojet irregularities
inferred from interferometric imaging to validate wind proﬁles estimates derived
from type II echoes.BIOGRAPHICAL SKETCH
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Introduction
1.1 Objectives of the dissertation
Volumes of data have been gathered utilizing incoherent and coherent scatter radar
techniques with the 50 MHz radar at the Jicamarca Radio Observatory (JRO) in
Peru, located at 2◦ north magnetic latitude (-11.76◦ geographic latitude, -76.87◦
geographic longitude). In incoherent scatter mode, the radar routinely measures
electron density, electron and ion temperatures, plasma composition, plasma drifts,
etc., in the equatorial F region out to ∼ 2000 km altitude or more. In coherent
scatter mode, the radar relies on scattering from ﬁeld aligned plasma irregularities.
Doppler velocities of equatorial electrojet plasma irregularities, spread F irregular-
ities, and so-called 150 km echoes are among the phenomena observed when the
radar operates in coherent scatter mode. Interference from non-thermal ﬂuctua-
tions from the electrojet and spread F makes the application of incoherent scatter
radar techniques for extracting ionospheric parameters impossible. Inverting co-
herent scatter radar data to derive electric ﬁelds and other physical parameters
is meanwhile diﬃcult due to a lack of understanding of the governing functional
relationships between the coherent scatter radar signals and the underlying plasma
morphology, dynamics and energetics.
In this dissertation, we show how to utilize equatorial electrojet irregularities
to probe the E region ionosphere and to infer physical parameters such as electron
density and wind proﬁles from coherent scatter radar observations. The inferred
electron densities and winds are vital inputs for calculating ionospheric conduc-
tivities and dynamo ﬁelds, respectively. The conductivities and dynamo ﬁelds are
12
themselves vital components of an accurate model of the dynamic structure of the
equatorial ionosphere. The inferred winds are also helpful for interpreting so-called
type I radar echoes. The broad objective of this dissertation is therefore to inte-
grate coherent scatter radar observations with numerical ionospheric models so as
to improve our understanding of the plasma physics of the equatorial ionosphere.
Keeping these broad research strategies in mind, this dissertation addresses
the following speciﬁc issues pertinent to the structure of the equatorial electrojet
region.
1.1.1 Speciﬁc goals
Coherent scatter radar returns from equatorial electrojet irregularities are em-
ployed to estimate electron density proﬁles in the equatorial E region. The esti-
mated electron density proﬁles are then utilized in a three dimensional electrostatic
potential model. The 3-D model is forced by parameterized global and local winds
and constrained by coherent and incoherent scatter radar data from JRO. The
model is then used to infer zonal wind proﬁles in the equatorial electrojet. The
model can be employed to analyze and study electric ﬁelds, currents, and plasma
irregularities in the equatorial ionosphere comprehensively.
Making use of coherent and incoherent scatter radar observations from the
Jicamarca Radio Observatory in combination with a realistic computational model,
we will pursue the following objective.
1. Daytime E region electron density proﬁles derived from a bistatic coherent
scatter radar experiment that utilizes the Faraday rotation of the coherently
scattered signal are evaluated. As mentioned above, the conventional in-
coherent scatter radar technique for extracting plasma parameters such as3
plasma density, etc., is not applicable due the widespread presence of equa-
torial electrojet irregularities. Consequently, E region ionospheric parame-
ters have been out of reach of radar remote sensing. Snapshots of E region
electron density proﬁles have been reported in the past in conjunction with
rocket experiments. However, their temporal and seasonal variability have
not been explored. Here, E region electron density proﬁles measured by a
small, low power bistatic coherent scatter radar operating between Jicamarca
(transmitter) and Paracas (receiver) in Peru are reported. The technique for
estimating densities is described, and results are summarized.
2. An oblique-looking 50 MHz coherent scatter radar system at Jicamarca with
a narrow-beam antenna pattern routinely monitors the equatorial electrojet
region and measures Doppler velocities of type I and type II radar echoes.
Type I and II radar echoes are generally thought to be signatures of the
Farley-Buneman (two-stream) and gradient-drift instabilities, respectively.
Theoretically, the Doppler velocities of type II radar echoes are predicted by
a linear dispersion relation for gradient-drift instabilities. Experimentally,
Doppler velocities of type II radar echoes are measured by the radar system
mentioned above at JRO. An electrostatic potential model, combined with
the linear dispersion relation for electrojet plasma irregularities and driven
by incoherent scatter radar data, is used to predict the Doppler shifts of the
type II echoes as a function of background parameters. Here, we present
an inversion strategy for extracting zonal wind velocity proﬁles through an
iterative comparison of the radar Doppler measurements with the predicted
Doppler shifts. The numerical potential model and the techniques for infer-
ring zonal wind proﬁles are described.4
3. The Doppler shifts of type I radar echoes, with respect to the neutral wind
frame of reference, are generally thought to saturate at the ion acoustic
speed. This is explained in part by linear theory. In the Earth’s frame,
where observations of type I radar echoes are carried out, type I Doppler
shifts are expected to be further shifted by the line-of-sight projection of the
neutral wind velocity. In this dissertation, Doppler shift measurements of
electrojet irregularities from the vertically looking Jicamarca antenna and
Doppler shifts from the oblique coherent scatter radar are compared with
the linear dispersion relation for electrojet instabilities and zonal wind proﬁle
estimates to gain physical insights into the spectral characteristics of type I
radar echoes.
1.2 Organization of the dissertation
The objectives of the dissertation are presented above. In order to place the study
in context, a brief introduction to some fundamental deﬁnitions and concepts per-
taining to the terrestrial ionosphere (with emphasis on the equatorial ionosphere)
is presented in Chapter 2. Also in Chapter 2, the equatorial E region ionosphere
is reviewed. The equatorial electrojet current is described at length. The cur-
rent, which causes the electrojet medium to be unstable, is derived by treating the
plasma as a multi-component ﬂuid and assuming force equilibrium. Global and
local sources of dynamo electric ﬁelds which drive the electrojet are considered in
the derivation. The linear dispersion relation for electrojet plasma irregularities
is derived from the two ﬂuid momentum and continuity equations using plane-
wave analysis. The Farley-Buneman and gradient drift instabilities as excitation
mechanisms for type I and type II radar echoes, short and long wavelength plasma5
irregularities, and two-step and wave mode coupling processes are described.
In Chapter 3, various numerical modeling strategies for the equatorial iono-
sphere are reviewed. The review includes: the thin-shell dynamo model, a two-
dimensional ﬂux tube integrated ionosphere model in the magnetic equatorial
plane, a three dimensional ionosphere model based on equipotential and electro-
static approximations, etc. The models provide a foundation for the analysis that
follows.
In Chapter 4, the use of a bistatic coherent radar system at the Jicamarca
Radio Observatory developed for inferring equatorial E region electron density is
described. The technique for inferring density proﬁles is based on the quasilongitu-
dinal approximation of electromagnetic wave propagation in a cold magnetoplasma.
The Faraday angle of the coherently scattered signal is analyzed to estimate elec-
tron density proﬁles. The measured density proﬁles are compared and contrasted
with other electron density estimating techniques.
In Chapter 5, an electrostatic potential model of the equatorial ionosphere in
magnetic dipole coordinates is described. The computational model is based on
the divergence free current condition in a plasma. The model is used to calculate
perturbation vector electric ﬁelds and currents ﬂowing in the equatorial ionosphere.
Using coherent scatter radar data, the three-dimensional model is employed to
infer zonal wind proﬁles in the electrojet region. The calculated wind proﬁles are
compared and contrasted with satellite wind estimates. The temporal behavior
of the calculated wind proﬁles is analyzed vis-´ a-vis the characteristics of tidal
oscillations in the upper atmosphere.
In Chapter 6, type I radar echoes observed at the JRO are compared with
the linear dispersion relation for electrojet irregularities and inferred zonal neutral6
winds in the equatorial electrojet to gain physical insights into the observed oblique
type I Doppler shifts. In Chapter 7, conclusions and future research plans are
presented.
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Background
2.1 The terrestrial ionosphere
The geospace environment is immersed in incoming electromagetic radiation and
streaming particles of solar as well as astrophysical origin. The incident electro-
magnetic radiation and particles modify the terrestrial environment in a substan-
tial way. Short wavelength components of the radiation (ultraviolet and shorter:
wavelengths less than 100 nanometers) ionize atmospheric gases enveloping the
Earth and cause plasma production. The radiation penetrates deep toward the
surface of the Earth, ionizing and exciting neutral constituents of the atmosphere
until the energy of the incoming photons is exhausted. Simultaneously, the plasma
produced in the process collides with the neutral gases of the atmosphere, and
production of ionization is countered by dissociative and radiative recombination.
The resulting net, weakly ionized plasma (coexisting with the geomagnetic ﬁeld
and the neutral atmosphere) surrounding the Earth is referred to as the terres-
trial ionosphere. The number density of the ionospheric plasma can range from a
thousand to a million plasma particles per cubic centimeter ([103 −106] cm−3). In
addition, precipitating particles can be a source of ionization and are also known
to be vital for exciting the northern (auroral borealis) and southern lights (auroral
australis). These auroral emissions occur in the Earth’s high latitude ionosphere
(commonly) provided that geophysical conditions are conducive.
At distances more than one-third of the radius of the Earth, the plasma as
well as the neutral atmosphere are rariﬁed such that the mean free path of the
particles is much larger than the cyclotron radii. Electron and ion mean free paths
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are about 104 and 102 times larger than electron and ion cyclotron radii, respec-
tively, (or equivalently neutral-particle and charge-charge collision frequencies are
smaller compared to electron and ion cyclotron frequencies); consequently, the ge-
omagnetic ﬁeld controls the motion of plasma particles, deﬁning the boundary of
the outermost region of geospace known as the terrestrial magnetosphere.
Traversing down from the magnetosphere toward the Earth’s surface, the neu-
tral atmospheric concentration rapidly increases (approximately 4 - 6 orders of
magnitude larger than the plasma number density at low altitudes), giving rise to
frequent plasma-neutral collisions through resonant and non-resonant interactions.
At low altitudes, due to frequent plasma-neutral collisions, the neutral atmosphere
competes with the geomagnetic ﬁeld in controlling plasma motion in the iono-
sphere. These properties deﬁne the terrestrial ionosphere.
The dynamics governing the behavior of the terrestrial ionospheric plasma
varies considerably with altitude as well as latitude. These issues are addressed in
subsequent sections.
2.2 Ionospheric layers
The intensity of ionizing radiation grows exponentially with altitude, whereas,
since atmospheric neutral gases are bound by Earth’s gravitational attraction, the
neutral density decays with altitude. The decline of ionization potential energy
and growth of neutral number density with decreasing altitude towards the surface
of the Earth produce vertical inhomogeneity in ionization concentration or plasma
number density. Conventionally, the ionosphere is vertically labeled according
to the letter based taxonomy: the D, E, and F layers. The F region ionosphere
includes the altitude region from about 150 km to a third of the Earth’s radius and9
has a peak plasma number density around about 400±50 km. The F region peak
number density has a typical daytime value of about 106 cm−3 for solar maximum
conditions. The E region ionosphere extends from about 80 to 150 km altitude with
a decline in ionization below about 120±5 km. Typical E region noon-time peak
density can be about 105 cm−3 at 106 km under solar maximum conditions. The
E region ionosphere is the home of large ionospheric current systems and plasma
instabilities. The D region ionosphere extends from about 50 to 80 km. The
motion of the highly rariﬁed D region plasma is controlled by neutral atmospheric
turbulence.
Vertical proﬁles of electron number density calculated utilizing the Interna-
tional Reference Ionosphere (IRI) model speciﬁcations [National Space Science
Data Center, 2001], are plotted in Figure 2.1 (panel I) and Figure 2.2. The ﬁgures
show typical daytime proﬁles for solar minimum and maximum conditions. It is
evident from the ﬁgures that the plasma density declines during solar minimum
conditions. Figure 2.2 is an enlarged version of Figure 2.1, panel I. The IRI model
proﬁles are imperfect but give a general idea of the characteristics of ionospheric
parameters. The IRI model speciﬁcation is an empirical model encompassing data
from ionosonde, incoherent scatter radar, rocket, and satellite measurements [Bil-
itza, 1990].
2.3 Ionospheric composition
Typical plasma composition proﬁles for the Earth’s ionosphere are displayed in
Figure 2.1, panel II. The compositions were derived from the IRI model. The
ﬁgure shows how plasma composition in the ionosphere varies with altitude. This
inhomogeneity is introduced by diﬀerent weights of ionospheric species, including10
electrons, and by the quasineutrality condition and the resulting ambipolar elec-
tric ﬁeld. Plasma composition depends also on rates of recombinative/radiative
chemical processes as well as the intensity of ionizing radiation and ionization
cross-sections.
Figure 2.1: I. Electron density proﬁles for solar maximum and minimum conditions.
II. A typical plasma composition proﬁles. The proﬁles were derived from the IRI
model speciﬁcation.
The composition between the lower E region and the lower F region is dom-
inated by molecular ion species, namely, O
+
2 and NO+. An enlarged version of
Figure 2.1 (panel II) emphasizing E and bottomside F regions plasma composi-
tion is displayed in Figure 2.3. From the lower F region through about 600 km,
the ionosphere is mainly populated by atomic oxygen ions, O+. The reason for11
Figure 2.2: Electron density proﬁles of the E region for solar maximum and mini-
mum conditions. The proﬁles were derived from the IRI model.
the latter is due to (i) molecular ion species having a larger rate of recombination
with electrons than atomic ion species, (ii) the decrease in the molecular number
density at those altitudes, and (iii) the availability in larger quantity of the much
lighter atomic oxygen, O, for ionization. Above about 600 km and extending to
the magnetosphere, the ionosphere is largely a proton plasma, H+, along with a
small fraction of He+.12
Figure 2.3: Dominant species of the E and bottomside F regions plasma composi-
tion. The proﬁles were derived from the IRI model.
2.4 Plasma dynamics versus altitude
The dynamics of the ionospheric plasma is also inhomogeneous with altitude. The
dynamics at various altitudes are mainly determined by the simultaneous interac-
tion of the neutral atmosphere and the geomagnetic ﬁeld with the plasma. Alti-
tudinal variations of plasma composition also plays a role in the inhomogeneity of
the plasma dynamics.13
2.4.1 The velocity equation
The dynamics of each plasma constituent is determined by internal forces of in-
teraction among the various constituents as well as external forces acting on the
volume occupied by the plasma. The plasma is assumed to be in force equilibrium
since temporal and spatial variations of inertial motion of plasma components are
ignorable compared to the characteristic parameters of the plasma medium such
as the cyclotron, collision and plasma frequencies. The macroscopic motion of the
plasma changes slowly compared to the microscopic characteristics of the plasma.
The steady state assumption holds for analyzing the dynamics of the background
plasma. For analysis of ionospheric waves, instabilities, and irregularities, where
the main issue is growth and decay of perturbations in plasma parameters, the
plasma might not be considered to be in a steady state condition.
Therefore, neglecting inertia, the law of acceleration for plasma species of type
α, a component of the multi-ﬂuid plasma, can be written as,
0 = nαqα(E + Vα × B) − κBTα∇nα + nαmα[g −
X
β6=α
να (Vα − Vβ)] (2.1)
where, the plasma species α can be either an electron, e = e−, or an ion, i =
O
+
2 , NO+, O+, etc. The quantities, nα, mα, and qα, are plasma number density,
mass, and charge of plasma species of type α, respectively. The ﬁrst term is the
Lorentz force acting on the plasma. The pressure gradient force, the second term,
is derived from an ideal gas equation of state with an isothermal temperature
(Tα) assumption, and κB is Boltzmann’s constant. The gravitational ﬁeld vector
is denoted by g. Vα is the velocity of plasma species α, Vβ is the velocity of
ionospheric constituent of type β, U represents a neutral wind velocity vector, and
να is a collision frequency parameter.14
In the lower ionosphere below the F region peak, plasma constituents are gener-
ally outnumbered by the higher concentration of neutral atmosphere gases. Colli-
sion frequencies between neutral gases and plasma particles are therefore dominant
compared to Coulomb collisions. Our research is primarily focused on the dynamics
in the equatorial E region where this assumption holds easily.
Assuming the above and using the deﬁnition Vαn=Vα − U, the velocity of
plasma species α with respect to the neutral wind frame, (2.1) can be transformed
to a neutral wind frame as,
0 = nαqαEn + nαqαVαn × B − κBTα∇nα + nαmαg − nαmαναVαn (2.2)
where En is an the electric ﬁeld in a frame reference moving with the neutral wind.
The transformation, En ' E + U × B, relates the Earth and the neutral wind
frames. The neutral wind speed, |U|, obviously belongs to a non-relativistic cate-
gory. The electric ﬁelds, E and U × B, are measured with respect to the Earth’s
frame. The electric ﬁelds in question are a background electric ﬁeld caused by the
solar driven global dynamo and a dynamo electric ﬁeld caused by local thermo-
spheric winds, respectively. Sources of ionospheric electric ﬁelds are discussed later
in this chapter.
The perpendicular velocity component, Vαn⊥, in the neutral wind frame of









































g × ˆ b15
where Ωα =
qα|B|
mα is the cyclotron frequency containing the sign of the charge of
the species α and ˆ b = B
|B|. The subscripts ⊥ and k denote vector components
perpendicular and parallel to B, respectively, and dα =
κBTα
mανα is a parallel diﬀusion
coeﬃcient, the diﬀusion coeﬃcient plasma constituents would have been governed
by, had they been unmagnetized.
In the presence of divergent currents, however, electric ﬁelds in equation (2.3)
are modiﬁed to incorporate polarization electric ﬁelds arising from the plasma
quasineutrality requirement. The net motion of the ionospheric plasma is then
determined by the cumulative electric ﬁeld which is a vector aggregate of the
polarization and the background electric ﬁelds.
The component of the plasma velocity in longitudinal direction in the neutral
wind frame, Vαnk, is obtained by taking the projection of the vector velocity, (2.2),













2.4.2 Plasma dynamic characteristics
What do (2.3) and (2.4) indicate abut the dynamics of the plasma in the iono-
sphere? How does the vector velocity, Vαn = Vαn⊥ + Vαnk, behave in the D, E,
and F regions of the ionosphere?
Equation (2.3) indicates that plasma particles moves in a direction transverse
to the geomagnetic ﬁeld because of the action of a combination of the Lorentz,
pressure gradient, and gravitational forces.16
D region:
In this region, να  Ωα, and plasma species undergo multiple collisions with
the neutral atmosphere constituents before completing a gyration. Under such
circumstances, equations (2.3) and (2.4) can be approximated by Vαn ' 0 or
Vα ' U. This implies that there is no relative motion between the neutral wind
and the plasma. The plasma has a short memory of the presence of either an
electric ﬁeld or the geomagnetic ﬁeld. The above arguments are also supported by
the fact that conductivities in the D region are too meager to support signiﬁcant
currents.
E region:
In this region, Ωe  νe, and the motion of electrons is therefore controlled by the
geomagnetic ﬁeld. For electrons, in the perpendicular direction, equation (2.3) re-
duces to Ven⊥ '
(E+U×B)×ˆ b
|B| , and Ve⊥ ' E×ˆ b
|B| . The dominant motion of electrons
is therefore a drift across both the geomagnetic and electric ﬁelds. However, for
E region ions (dominantly O
+
2 and NO+), νi > Ωi, ion gyration rates are small
compared to ion-neutral collisions, and the ions are marginally magnetized or un-
magnetized. The use of this in equation (2.3) suggests that ions primarily move
with the neutral wind. In addition, they move in the direction of the electric ﬁeld.
Ions do not E × B drift, since they are unmagnetized. Hence, unlike the case of D
region, where the rariﬁed plasma is strongly coupled to the neutral atmosphere, in
the E region, ions and electrons carry out independent motion. The separation of
ions and electrons resulting from the disparity in their motion gives rise to strong,
anisotropic ionospheric current in the E region.17
F region:
In this region, Ωα  να, and both electrons and ions undergo much more fre-
quent gyrations than collisions - they are magnetized. This is because the lighter
atomic oxygen ions, O+, have higher cyclotron frequencies, while the decay of the
neutral atmosphere density causes a decrease in plasma-neutral collision frequen-
cies. In this case, the second term in equation (2.3), the cross-ﬁeld velocities, can
be approximated by, Ve⊥ ' Vi⊥ ' E×ˆ b
|B| . Electrons and ions gyrate in opposite
senses, but their guiding center motions undergo charge independent drift in the
same direction, preventing the generation of current. However, where ion-neutral
collisions are not negligible in comparison to ion cyclotron frequencies, a current
may be set up in the direction of the electric ﬁeld, since electrons are completely
magnetized.
In the parallel direction, plasma motion is not constrained by the Lorentz force.
Consequently, (i) geomagnetic ﬁeld lines are considered to be equipotential lines.
Figure 2.4 shows that conductivities along the geomagnetic ﬁeld are much larger
than in transverse directions. Electrostatic potential diﬀerences between two points
in space are invariant and can be communicated rapidly along magnetic ﬁeld lines
[Farley, 1959, 1960]. (ii) plasma density structures are likely to be anisotropic.
The higher rate of parallel diﬀusion compared to perpendicular diﬀusion tends to
annihilate plasma density structures in the direction of the magnetic ﬁeld. Ex-
cept below the bottomside E region where the equipotential approximation breaks
down, and both parallel and perpendicular diﬀusion components behave the same
way, parallel plasma motion with respect of the neutral wind given by (2.4) is
negligible in much of the Earth’s ionosphere. Parallel plasma velocity is largely
caused by winds blowing in the parallel direction. However, parallel currents are18
required in the ionosphere to neutralize perpendicular current divergence.
2.5 Ionospheric currents
The ﬂow of electric currents in the upper atmosphere was conﬁrmed by ground-
based magnetic ﬁeld ﬂuctuation records as early as the 1880’s. These currents
ﬂowing in the ionosphere are caused by diﬀerential drifts among the various con-
stituents of the plasma. The diﬀerential drifts are due to a disparity in the re-
sponses by the various plasma components to interactions with force ﬁelds: electric
and geomagnetic ﬁelds, the neutral atmosphere wind ﬁeld, the gravitational ﬁeld,
plasma pressure gradients, etc. Ionospheric conductivities are direction dependent
due to the presence of the geomagnetic ﬁeld, and hence the ionospheric current is
anisotropic.
The current density vector, J, is deﬁned as an algebraic sum of the current













In equation (2.5), we have employed the fact that relative velocities are frame
independent for speeds |U| much less than the speed of light. This approximation
is applicable for most of the solar-terrestrial environment.
Substituting equations (2.3) and (2.4) for each plasma species in the last line
of equation (2.5), we obtain an expression for the anisotropic ionospheric current19
density:
J = σP(E⊥ + U × B) + σHˆ b × (E + U × B) + σ◦Ek
−

dP∇⊥n + dH∇n × ˆ b + d◦∇kn

+ ePg⊥ + eHg × ˆ b + e◦gk (2.6)
The coeﬃcients, σP, σH, and σ◦ are the Pedersen, Hall and direct or parallel
conductivities, respectively. They are deﬁned in terms of a summation of the































The quantities dP, dH, and d◦, which are coeﬃcients of pressure gradient driven






















The quantities eP, eH, and e◦, which are coeﬃcients of pressure gradient driven























The ﬁrst, second, and third terms in (2.6), are known as the Pedersen, Hall, and
parallel (or direct) currents, respectively. They are in the direction of the electric
ﬁeld, in the direction perpendicular to both the electric and magnetic ﬁelds, and
in the direction parallel to the magnetic ﬁeld, respectively. In the absence of
an applied magnetic ﬁeld, the expression of a longitudinal isotropic current in a





E, is recovered. The anisotropic property of the
ionospheric current is introduced by the geomagnetic ﬁeld.
Plasma pressure gradients drive thermal and diamagnetic currents, as shown in
(2.6). Thermal currents are driven by plasma gradients in the direction of gradients
themselves. Diamagnetic current ﬂows in a direction mutually perpendicular to
the gradient and the magnetic ﬁeld.
Plasma pressure gradient currents generally ﬂow to annihilate particle pressure
accumulation. Horizontal and vertical thermal currents, −dP∇⊥n, ﬂow antipar-
allel to a positive plasma density gradient according to (2.6). In the equatorial
electrojet setting, this current component ﬂows vertically downwards below the E
region peak, and upward above the peak and the valley region. Horizontally, it
ﬂows away from the local noontime meridian line toward the morning and evening
sectors. Diamagnetic current component is represented by −dH∇n × ˆ b in (2.6).
The direction of the vertical diamagnetic current ﬂow depends on its spatial loca-
tion relative to the local noon time line. It ﬂows vertically upward in the morning
sector and downward in the after noon sector. Had the diamagnetic current been
the sole source of ionospheric current, it would have caused vertical current shear21
around the noon time meridian plane, and possibly a magnetic ﬁeld aligned to the
noon meridian plane. Thermal currents in the parallel direction is expected to be
very small since density gradients in that direction are destroyed by the high rate
of longitudinal diﬀusion. Analysis of the dynamics given above is based on the
behavior of the background plasma density proﬁles in the equatorial E region.
Gravity driven current components, the last three terms in (2.6), are not neg-
ligible, although small compared to other current sources. Close to the magnetic
equator where the dip angle is negligible, gravity drives two current components,
namely, a vertically downward current in the direction of gravity vector, and a com-
ponent mutually orthogonal to gravity and geomagnetic ﬁeld lines. Outside the
geomagnetic equator, gravity has a projection along geomagnetic ﬁeld lines, and
consequently, the gravitational ﬁeld drives current in the parallel direction. The
fact that the vertical component of gravity driven current ﬂows vertically down-
ward means, it is in opposition to any net vertically upward current outsourcing
from the equatorial E to F region.
2.6 Ionospheric conductivities
Ionospheric daytime conductivity proﬁles calculated utilizing equations (2.7) through
(2.9) are displayed in Figure 2.4. To calculate the proﬁles: collision frequen-
cies were derived from a model by Richmond [1972] which in turn utilizes the
MSIS-E-90 (Mass Spectrometer Incoherent scatter) model [National Space Science
Data Center, 1990] to derive neutral densities and temperatures; geomagnetic ﬁeld
components derived from the IGRF (International Geomagnetic Reference Field)
model [National Space Science Data Center, 2002] were used to calculate cyclotron
frequencies. In the E region, electron density proﬁles were derived from the Chap-22
Figure 2.4: Typical daytime vertical proﬁles of Hall, Pedersen and parallel con-
ductivities of the ionosphere. The Hall (σH) and Pedersen (σP) conductivities are
multiplied by a factor of 104.
man function, and in the F region, electron density proﬁles and plasma composition
were represented by the IRI model.
As shown in Figure 2.4, the Hall conductivity peaks around 105 km. Accord-23
ingly, the Hall current is conﬁned in a narrow altitude range in the E region. The
Pedersen conductivity, on the other hand, extends from the lower E region and falls
gently to F region heights. This might be because the coupling between the neutral
atmosphere and ions decays slowly in the direction of the electric ﬁeld compared
to the cross-ﬁeld direction (or the Hall direction). Pedersen current therefore ﬂows
in the F region. The direct (or parallel) conductivity increases with altitude since
collision frequencies fall with altitude such that the motion of plasma particles is
not impeded.








The magnitude of the ratio
νeνi
ΩeΩi decreases with altitude. We will see later in
this chapter that the ratio is deﬁned by Ψ◦, which is related to the anisotropy
factor, Ψ, deﬁned by equation (2.46). At F region heights, therefore, Pedersen
conductivities compete with longitudinal conductivities if the latter is scaled by
Ψ◦.
The conductivity proﬁles are such that both Hall and Pedersen currents are
supported in the E region. The equatorial and polar E regions in particular ex-
hibit strong currents that can be utilized as a source of energy to excite plasma
instabilities. In the F region, Pedersen currents ﬂow but Hall currents are sup-
pressed.
An integral component in the deﬁnition of conductivities is the plasma number
density, which can be described in a quasineutral plasma as n ' ne '
P
β nβ, the
β summation running over all ion species. Eﬀorts to model conductivity proﬁles
with the ultimate objective of an accurate modeling of electric ﬁelds and hence24
plasma dynamics of the ionosphere depend on the accurate estimation of plasma
density proﬁles and other parameters. Plasma density proﬁles are regularly mea-
sured using incoherent scatter radar (ISR) measurements. The presence of plasma
irregularities (equatorial/auroral electrojet and spread F, for instance) in the iono-
sphere is, however, an impediment for the ISR technique. Plasma density proﬁles
consequently are poorly known in regions where irregularities occur persistently.
Electron density proﬁle measurements in the equatorial electrojet are among the
issues addressed in this dissertation. The dissertation presents a technique for in-
ferring electron density proﬁles in the equatorial E region utilizing plasma density
irregularities themselves for radar scattering.
2.7 Plasma dynamics versus latitude
Global solar heating and tidal winds are major sources of polarization electric
ﬁelds in the low and mid latitude ionospheres. Winds cause relative motion be-
tween ionospheric charged particles, and polarization electric ﬁelds are produced to
oppose net charge accumulation, making the ionosphere a generator. Since the high
latitude ionosphere is connected to the magnetosphere and interplanetary space by
means of magnetic ﬁeld lines, it has direct access to convection electric ﬁelds gen-
erated in the magnetosphere and the solar wind, and the ionosphere therefore also
acts as a load. Winds can be a source of electric ﬁelds at high latitudes. However,
dynamo ﬁelds are generally much smaller than convection electric ﬁelds.
The geometry of the geomagnetic ﬁeld also inﬂuences the way plasma behaves
at various latitudes. Near the magnetic equator, the magnetic dip angle is very
small such that magnetic ﬁeld lines are nearly horizontal. The horizontal geometry
of the geomagnetic ﬁeld has the eﬀect of amplifying the vertical polarization electric25
ﬁeld that drives the equatorial electrojet. An eastward electric ﬁeld generated by
the global dynamo causes a vertically downward Hall current in the E region.
However, the Hall current is restricted to a narrow strip of altitudes due to the
behavior of the Hall conductivity (Figure 2.4), and the current therefore polarizes
the strip. A vertical polarization ﬁeld is set up to negate the charge accumulation
made possible by the horizontal geometry of the geomagnetic ﬁeld.
At mid-latitudes, the dominant plasma irregularity phenomena are so-called
quasiperiodic radar echoes. These echoes, coming from altitudes between 90 and
120 km, are believed to be associated with sporadic E layers. Neutral wind shear
and the associated Kelvin-Helmholz instabilities are proposed to be responsible
for vertical transport of ionization. Given this physical scenario, gradient drift
instabilities may generate the plasma irregularities that give rise to the observed
quasiperiodic radar echoes [Larsen, 2000].
At high latitudes, magnetic ﬁeld lines are almost perpendicular to the surface of
the Earth. Given a perpendicular magnetic ﬁeld geometry, an eastward convection
electric ﬁeld mapped from the magnetosphere, drives an equatorward Hall current
in an auroral arc. An auroral arc is associated with an area of enhanced particle
precipitation and conductivity. Outside the arc, the conductivities are determined
by background plasma processes and are small compared to those inside the arc.
A Hall current driven by the east-west electric ﬁeld is greater inside the arc than
outside. This scenario gives rise to charge build up on the edge of the arc at
the north-south boundaries. A polarization electric ﬁeld is established, in the
north-south plane, to oppose charge accumulation. The polarization electric ﬁeld
is among the components that drives the strong east-west current known as the
auroral electrojet.26
2.8 Electric ﬁelds
Polarization electric ﬁelds are generated so as to preserve divergence free current
in the ionosphere. Electric ﬁelds generated by the wind dynamo mechanisms drive
current and set the ionospheric plasma into vertical and horizontal motion.
2.8.1 The terminator electric ﬁeld
On the dayside of the Earth, neutral gases in the upper atmosphere are heated by
the Sun. In response to pressure gradient generated by solar heating, atmospheric
gases expand towards low pressure regions. Neutral gases expanding vertically
upward drive a zonal Pedersen current, σP(U × B), ﬂowing toward dawn as shown
by a broken arrowed curve in Figure 2.5. This mechanism of generating a Pedersen
current is applicable for both the E and F regions.
The Pedersen current ﬂowing toward the morning sector is mainly carried by
ions. Electrons are left behind the ions since they are magnetized. The Pedersen
current is therefore prone to accumulate positive charge at the dawn terminator,
and negative charge at the dusk terminator as shown schematically in Figure 2.5.
This is because the conductivities fall sharply beyond the morning and evening
solar terminators. Divergence free current requirement in a plasma opposes net
charge accumulation at the terminators by setting up a zonal polarization electric
ﬁeld, E◦, shown in Figure 2.5. The polarization ﬁeld is directed from the dawn
terminator to the dusk terminator; its direction is eastward during the day and
westward at night.
The diurnal zonal polarization electric ﬁeld produced by the current termina-
tion mechanisms which exists in both the E and F regions is called the terminator27
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Figure 2.5: Schematic representation of the terminator electric ﬁeld. The geomag-
netic lines of force shown by
J
are directed out of the page. The ﬁgure shows
a cross section of the equatorial plane looking down the North pole from space.
Reproduced from Kelley [1989].
electric ﬁeld. The terminator electric ﬁeld has a seasonal as well as a solar cycle
variability, having a larger magnitude during equinoxes and solar maximum condi-
tions [Fejer, 1991]. The zonal electric ﬁeld of the equatorial ionosphere is enhanced
in magnitude around sunset before a westward polarity reversal, giving rise to so
called prereversal enhancement phenomena. The zonal electric ﬁeld is among the28
crucial elements for driving the equatorial electrojet. The large scale plasma uplift
(descent) during the day (night) in the equatorial ionosphere, happening during
quiet geophysical conditions, is caused by the terminator electric ﬁeld.
However, local tidal winds could aﬀect the diurnal pattern of drifts by reversing
the polarity and changing the magnitude of vertical drifts (zonal electric ﬁelds). In
addition, storm-time disturbance dynamo ﬁelds can inﬂuence the magnitude and
direction of vertical drifts [Blanc and Richmond, 1980; Scherliess and Fejer, 1997;
Fuller-Rowell et al, 2002].
The diurnal behavior of the quiet-time terminator electric ﬁeld at F region
heights has been observed using incoherent scatter radar techniques at JRO [Fejer,
1991].
2.8.2 Vertical polarization electric ﬁelds
During quiet-times, zonal drifts are westward (upward electric ﬁeld) during the day,
and eastward (downward electric ﬁeld) at night. What are the physical mechanisms
for generating the observed diurnal vertical electric ﬁeld structure? Analysis of the
origin of vertical electric ﬁelds in the equatorial F region presented in the following
paragraphs is based on Rishbeth [1971], Kelley [1989], Rishbeth [1997], and Heelis
[2004].
The projection of the current density vector, equation (2.6), in the direction of
ˆ z, a unit vector in the vertical direction, in the equatorial F region can be written
as,
ˆ z · J = ˆ z · σP(U × B) = σPuB (2.17)
where u = U · ˆ x, the projection of the wind vector in the zonal direction.29
Equation (2.17) represents an upward Pedersen current ﬂowing in the F region
driven by an eastward wind ﬁeld. Due to the ﬁnite thickness of the Pedersen
conductivity layer, the vertical current given by (2.17) is divergent.
The vertical polarization ﬁeld, Ep, developed to keep the current non-divergent
is given by Kelley [1989]; Heelis [2004]. The physics of dynamo ﬁeld generation in










P are magnetic ﬁeld line integrated E and F region Pedersen
conductivities, respectively.
During the day, parallel currents ﬂow along the highly conducting magnetic
ﬁeld lines and through the oﬀ-equatorial E region to oﬀset current divergence.
The current keeps ﬂowing, and polarization electric ﬁelds generated by the F region
dynamo are short-circuited by the conducting E region, since the E to F region
Pedersen conductivity ratio is much larger than one during the day. The main
source of Ep in the F region is the E region tidal wind dynamo situated oﬀ the
equatorial region. The E region is a generator, J · E < 0, and the F region is a
load, J · E > 0, during the day. (The situation is reversed at night). In response
to the polarization ﬁeld, F region ions and electrons drift westward with a speed
Ve = Vi =
Ep
B during the day.
During the evening, conductivities in the E region decay rapidly compared to
the F region due to the high rate of molecular recombination. In this case, the
dynamo electric ﬁeld created by the F region dynamo remains intact, owing to a
signiﬁcant reduction in the short-circuiting eﬀect of the E region. The F region
dynamo produces polarization electric ﬁelds to counter charge accumulation. The
motion of plasma in the F region is such that its drift nearly matches wind velocity,30
Ve = Vi =
Ep
B ' u. This results in a reduction of ion drag on the wind, leading to
an increased eastward wind velocity at night and the possible cause of the so-called
superrotation phenomena in the upper atmosphere.
In the equatorial E region, the eastward background electric ﬁeld, generated by
the dawn-dusk polarization mechanism discussed above drives a vertically down-
ward Hall current. The Hall current is divergent because of the ﬁnite thickness of
the Hall conductivity layer. This arrangement demands an upward polarization
electric ﬁeld to neutralize net charge accumulation at the boundaries. The ﬁeld
is directed upward during the day and downward at night. A vertical Pedersen
current driven by an eastward (westward) wind reduces (ampliﬁes) the vertical
electric ﬁeld produced by the terminator electric ﬁeld.
2.8.3 On the role of zonal winds
A projection of the total vector current density, J, given by (2.6), in the zonal
direction, ˆ x,
ˆ x · J = ˆ x ·

σP(E + U × B) + σHˆ b × (E + U × B)

(2.19)
In equation (2.19), the vector electric ﬁeld, E, consists of a background and
perturbation parts. The background component of the electric ﬁeld vector could
be estimated from either 150 km echo vertical Doppler shifts or ISR vertical drifts
at the Jicamarca Radio Observatory (JRO) in Per´ u [Chau and Woodman, 2004].
However, realistic modeling of the perturbation component of electric ﬁelds, which
are related to both the global and local wind dynamos, is challenging, since it
requires knowledge of realistic behavior of local wind proﬁles themselves in the
electrojet region.31
Zonal wind measurements from rocket chemical release experiments are gener-
ally characterized by large amplitude and short wavelength oscillations with dom-
inant eastward directed winds at the center of the electrojet [Larsen and Odom,
1997; Larsen, 2002]. The WINDII instrument onboard UARS satellite has similar
phase characteristics as the rocket data, but the amplitudes of the satellite data
are generally small. In this dissertation, we use radar Doppler measurements of
electrojet irregularities to infer zonal wind proﬁles in the electrojet. Doppler mea-
surements of electrojet irregularities are routinely carried out at the JRO. Analysis
of temporal characteristics of zonal winds and dynamo behaviors are made possi-
ble by the availability of the radar Doppler data. Zonal winds modulate electric
ﬁeld structures and Doppler shift characteristics of the irregularities. The contri-
bution of local dynamo in generating the electrojet current and instabilities might,
however, be small in comparison to the background zonal electric ﬁeld.
2.9 The equatorial electrojet
The equatorial electrojet (and current ﬂow in the ionosphere in general) is evi-
dent in the regular daily oscillations seen in geomagnetic ﬁeld records. A physical
explanation for the ﬂuctuation of geomagnetic ﬁelds from their background val-
ues was put forward by Belfour Stewart in the 1880’s [Forbes, 1981; Rishbeth,
1997] as follows: the periodical geomagnetic ﬁeld perturbation is due to motion of
conducting air in the Earth’s upper atmosphere caused by the action of neutral
atmosphere dynamo. Since then, the ﬂow of current in the upper atmosphere has
been attributed to wind dynamo processes.
However, quantitative investigations and analysis of the physical mechanisms of
the electrojet current did not come forward before the 1960’s. A number of studies32
including Rishbeth [1971], Richmond [1973a, b], Fambitakoye et al [1976], Forbes
and Lindzen [1976a, b], Reddy and Devasia [1981], Reddy et al [1987], Richmond
[1995], and Hysell et al [2002] have pursued the problem by modeling the low lati-
tude E region electric ﬁeld and current structures and have contributed immensely
to our knowledge of the equatorial electrojet and the low latitude ionosphere.
2.9.1 Deﬁnitions
The dominant motions of plasma particles in the E region are characterized by cou-
pling of ions with the neutral atmosphere through collisional interactions, E × B
drifting electrons, and the contribution of the neutral atmosphere to a diﬀerential
drift between electrons and ions, constituting a current. The resulting current is
not generally divergence free and causes net charge accumulation in the plasma.
Since the scale lengths of interest here are much bigger than the Debye length,
which can be approximately of the order of a centimeter, the ionosphere maintains
plasma quasineutrality by establishing polarization electric ﬁelds. The dynamo
electric ﬁelds, generated by the neutral wind ﬁeld actions, in combination with the
Hall and Pedersen conductivities, drive currents in the E region ionosphere.
The equatorial electrojet is driven by a combination of the horizontal geom-
etry of the geomagnetic ﬁeld at the magnetic equator, anisotropy in ionospheric
conductivities, the conﬁnement of the Hall conductivity in a narrow slab, global
solar-driven dynamo action, and the resulting horizontal and vertical polarization
electric ﬁelds [Richmond, 1973a, b; Forbes, 1981].
The equatorial electrojet is the second largest current system, second in strength
to auroral electrojet, in the terrestrial ionosphere. The net equatorial electrojet
can have a magnitude as large as 100 kA or, equivalently, can cause about a 10033
nT deﬂection in the horizontal component of the geomagnetic ﬁeld measured by
magnetometer on the ground at local noon.
The regular course of the electrojet is eastward during the day. At night, the
direction of the current is reversed to westward, and its magnitude is severely re-
duced due to reduction of conductivity after sunset. The electrojet current reverses
from its normal course during the so called counterelectrojet condition [Hanuise
et al, 1979].
The equatorial electrojet is conﬁned to a narrow slab of latitudes, extending
from about -2◦ magnetic South to +2◦ magnetic North. Vertically, the current
is conﬁned to a narrow band from about 95 to 115 kilometers of altitude and
peaks at about 108 kilometer, coinciding, approximately with the altitude of the
Hall conductivity peak (Figure 2.4). Beyond ±2◦ magnetic latitudes, the magnetic
dip angle is no longer negligible, and gravitational and pressure gradient forces
have ﬁnite components in the direction of the magnetic ﬁeld and force plasma
particles to slide along ﬁeld lines to higher equatorial latitudes. Therefore, for
ﬁnite dip angles, the formation of the polarizing conductivity boundaries, which is
an integral component in the setup of the electrojet current, might be missing.
2.9.2 Mechanism of the electrojet current
A zonally eastward primary electric ﬁeld (caused by a global solar heating dynamo)
drives a Pedersen current in the direction of the electric ﬁeld along with a down-
ward Hall current (dynamo ﬁelds driven by local winds are not considered here
for the sake of simplicity). A secondary polarization electric ﬁeld generated by
the mechanism discussed earlier in this chapter drives a zonal Hall current in the
direction of the original electric ﬁeld. It also drives an upward Pedersen current in34
the direction of the secondary ﬁeld to cancel the downward Hall current. The ag-
gregate of the zonal Pedersen and Hall currents lead to an ampliﬁed current called
the equatorial electrojet. The ampliﬁcation is done by so-called Cowling conduc-
tivity factor. The equatorial electrojet makes the E region ionosphere unstable
and produces multi-spatial scale ﬁeld-aligned plasma irregularities. The horizontal
geometry of the geomagnetic ﬁeld near the magnetic equator contribute to the
ampliﬁcation of the polarization electric ﬁeld and the current.
2.9.3 A simple model of the equatorial electrojet current
A simpliﬁed expression for the equatorial electrojet current, Jx, derived from the
current density (2.6), is given below,







In deriving (2.20), we have assumed that vertical ionospheric currents are sup-
pressed, the upward Pedersen current driven by the secondary ﬁeld completely
cancels the downward Hall current driven by the primary ﬁeld, and neutral winds
are suppressed for the moment. The zonal electric ﬁeld, Ex, could have background
and polarization components. Plasma density gradients in the zonal and vertical
directions are given by ∂n
∂x and ∂n
∂z , respectively.




























ec = (eH + eP) (2.24)
The major contribution to the electrojet current comes from the ﬁrst term in
(2.20). The ordinary zonal Pedersen current, σPEx, is ampliﬁed to become σcEx,
σc being so called Cowling conductivity. The factor σc











Ωi can be about 10 - 30 in the E region. The zonal Pedersen
current is therefore ampliﬁed by about a factor of 100 - hence the strength of the
equatorial electrojet. Since the second term in (2.20),
dP
dH ' Ωe
νe in the E region,
the contribution of density gradient driven current could be important depending










ΩeΩi = Ψ◦ < 1
at the center of the electrojet, the third term could decrease the strength of the
electrojet, though by a small amount. The last term in (2.20) represents zonal
part of gravity driven current.
2.10 Coherent scatter radar observation of electrojet ir-
regularities
Radar and in situ probing techniques have been of great help for extracting plasma
parameters in the terrestrial ionosphere. Radar observations for ionospheric studies
have been in place since the 1930s and, as a result, our knowledge regarding plasma
dynamics, plasma irregularities, plasma compositions etc. has expanded.
Radar ionospheric probing relies on scattering of an incident radio wave by ei-
ther thermal ﬂuctuations or nonthermal density irregularities in the ionospheric
plasma. Radar scattering occurs according to Bragg’s condition for construc-
tive interference. In case of monostatic radar, which is the most typical scenario,
backscattered signals from thermal or nonthermal ﬂuctuations spaced by half the36
wavelength of the incident electromagnetic wave interfere with each other construc-
tively.
The scattered signal at the receiver contains a wealth of information in terms of
drifts, densities, temperatures etc., which can be used to characterize the properties
of the plasma. Depending on the nature of the scattering medium, two types of
radar techniques, namely, coherent and incoherent scatter, can be employed for
probing the ionosphere. A brief description of the two scattering techniques is
presented below.
2.10.1 Incoherent scatter radar probing
A radar that detects thermal ﬂuctuations of the medium utilizes the incoherent
scatter technique. The physical basis of the incoherent scatter radar technique is a
modiﬁed version of Thomson scattering, the re-radiation of incident radio waves by
ionospheric free electrons. Since electrons are correlated to other electrons and ions
via electrostatic waves (Langmuir and ion-acoustic waves), incoherent scattering
is not actually incoherent. The electron scattering cross-section is so small, in the
region of 10−28m2, that an incoherent scatter radar system must be very sensitive to
detect the weak incoherent scatter signal. The technique, therefore, requires a high
power transmitter, a large antenna, sensitive receivers etc. The incoherent scatter
spectrum comprises three spectral lines, namely, the ion, plasma and gyro lines.
The ion line is used to infer plasma density, electron and ion temperatures, plasma
drifts, composition, etc. The oﬀset of the plasma line is proportional to the electron
plasma frequency and hence might be used to estimate the plasma density of the
medium. The gyro line appears at an oﬀset frequency proportional to the electron
cyclotron frequency and might therefore be helpful in estimating the geomagnetic37
ﬁeld. In practice, plasma parameters are estimated by comparing autocorrelation
functions of the received signal with a theoretical plasma autocorrelation function
(a Fourier transform of the incoherent scatter spectrum) in a least-square sense.
2.10.2 Coherent scatter radar probing
In the ionosphere, coherent scatter comes from ﬁeld-aligned irregularities: the
equatorial and auroral electrojet, sporadic E layers, and equatorial spread F among
their sources. The Doppler shifts of irregularities are commonly estimated from
coherent scatter spectra at Jicamarca and elsewhere. The measured Doppler shifts
are associated with the phase speeds of the waves producing the scatter. Coherent
scatter radars can sometimes also be used to estimate ionospheric electron density
proﬁles and other background parameters. In Chapter 4, we show electron density
proﬁles in the equatorial E region estimated from the Faraday rotation of coherent
scatter from the electrojet.
2.10.3 Type I and type II coherent scatter radar echoes
Coherent scatter radar echoes from short wavelength ﬁeld aligned plasma irregular-
ities in the equatorial electrojet are of two kinds, namely, type I and II. Figure 2.6
and Figure 2.7 are examples of type I and II radar spectra, respectively. The
spectra were observed utilizing a narrow beam 50MHz (corresponding to 3 meter
density irregularities) oblique coherent scatter radar experiment conducted at the
JRO on September 22, 2003 and March 22, 2003, respectively. The Doppler spec-
tra shown in the ﬁgures represent coherent scatter radar echoes from various range
gates in the scattering volume.
The salient features of type I and type II radar echoes were summarized in38
reviews by Fejer and Kelley [1980] and Farley [1985]. We have listed some of
the major ones below. These charactersitics are applicable to equatorial electrojet
irregularities:
1. Both type I and II radar echoes come from highly ﬁeld aligned irregularities.
The irregularities causing the scattering are conﬁned in a two-dimensional plane
perpendicular to the geomagnetic ﬁeld. Coherent scatter radar returns from the
electrojet are insigniﬁcant for radar pointing directions, more than about 1◦ oﬀ
the perpendicular direction.
2. The Doppler velocities of type I echoes do not seem to follow equation (2.44).
They rather appear to follow the marginal growth condition of the Farley-Buneman
instability, the ﬁrst term in equation (2.45). On the other hand, it appears that,
the Doppler velocity of type II echoes is described by the linear dispersion relation
(2.44).
3. Type II echoes are observed by coherent scatter radar whenever the density
gradient has a positive projection along the electric ﬁeld. This condition is not
important for observing type I echoes.
4. Type I echoes are characterized by a narrow Doppler spectrum, whereas the
width of a type II spectrum is generally much wider and might be proportional to
Doppler frequency of the type II echoes.
5. During counter electrojet conditions (when the electrojet is reversed from
its normal direction), type II echoes are not observed due to absence of a positive
component of density gradient along the electric ﬁeld. The type I echoes seem to
be unaﬀected by the counter electrojet eﬀect, however.
6. According to the linear theory, the Farley-Buneman instability mechanism
can account for the excitation of type I echoes at 3 meter wavelengths. Type II39
September 22, 2003 1230 LT
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Figure 2.6: Type I radar spectra measured by the oblique coherent scatter radar
system at JRO. Normalized power is plotted versus Doppler velocity in meters per
second. Altitudes in kilometers corresponding to each spectrum are shown below
the boxes. Power is normalized by aggregate of power in each Doppler bin.
March 22, 2003 1400 LT
100.7 101.6 102.5 103.4 104.3 105.2
Figure 2.7: Type II radar spectra measured by the oblique coherent scatter radar
system at JRO. Normalized power is plotted versus Doppler velocity in meters per
second. Altitudes in kilometers corresponding to each spectrum are shown below
the boxes. Power is normalized by aggregate of power in each Doppler bin.
echoes are linearly stable at meter scales, however. Short wavelength irregularities
causing type II radar echoes are thought to be driven by a nonlinear mode coupling
processes involving intermediate wavelength gradient drift irregularities. Small
scale Farley-Buneman irregularities are also generated by nonlinear mode coupling40
processes.
Type I and II radar echoes discussed above are taken mainly to be caused by
primary Farley-Buneman and secondary gradient-drift processes. Further discus-
sion of the generation mechanism of the irregularities causing the radar scattering
will be presented in the next section.
2.11 Equatorial electrojet plasma irregularities
We have mentioned earlier in this chapter that, in the E region, ions are col-
lisional, and electrons are magnetized. This scenario, combined with the zero
magnetic dip angle at the magnetic equator, produces the equatorial electrojet
current. The free gravitational potential energy stored in the F region excites
equatorial spread F by the Rayleigh-Taylor mechanism. Likewise, the free electro-
static potential energy stored in the equatorial electrojet is released by exciting
gradient-drift and Farley-Buneman instabilities owing to unequal drift between
electrons and ions. The electrojet excites a broadband spectrum of ﬁeld aligned
plasma irregularities generated by the Farley-Buneman and gradient-drift insta-
bility mechanisms. The plasma irregularities have wavefronts aligned with the
geomagnetic ﬁeld. The Farley-Buneman and gradient-drift instabilities are aspect
sensitive since their growth is highly conﬁned to a plane perpendicular (within
±1◦) to the geomagnetic ﬁeld.
With multi-spatial scales, ranging from meters to kilometers, electrojet plasma
irregularities have been detected by coherent scatter radars (at JRO and else
where), and in rocket experiments. Radar returns from the electrojet have been
gathered from elevation angles in the plane perpendicular to the geomagnetic ﬁeld.
Linear and nonlinear electrojet instability theories have been formulated [Farley41
and Balsley, 1973; Sudan et al, 1973; Fejer et al, 1975; Sudan, 1983a, b; Farley
et al, 1981; Kudeki et al, 1982; Farley, 1985; Kudeki et al, 1987] for the purpose of
analyzing and interpreting characteristics of the Doppler spectra (Doppler shifts
and widths). Linear instability theory explains a great deal but not all of the
characteristics of the radar echoes.
2.11.1 The linear local theory of electrojet irregularities
We use a linear local analysis and a ﬂuid formalism to derive the dispersion re-
lation of electrojet instabilities. In practice, variations in background parameters
with altitude creates inhomogeneity in the electrojet and demands nonlocal analy-
sis. The irregularities interact with the inhomogeneous medium and the oscillation
frequency of the waves varies with altitude, for example. In many instances, how-
ever, the diﬀerence in irregularity characteristics revealed by local and nonlocal
theories is not signiﬁcant. Stated in more speciﬁc terms, for very fast growing
small scale modes, the inhomogeneity does no have time to aﬀect irregularities
before they are saturated [Drexler, 2004].
The following assumptions are employed in the derivation of the linear disper-
sion relation of electrojet plasma irregularities: (i) electrons are considered to be
massless and electron inertia is neglected, (ii) the plasma quasi-neutrality is as-
sumed since the wavelengths of interest are much larger than the Debye length, (iii)
electric ﬁelds are electrostatic, (iv) electrons are magnetized and ions are unmag-
netized, and (v) ﬂuid equations, namely, the momentum and continuity equations
for a two component plasma will be employed.




= nαqα(E + Vα × B) − ∇Pα − nαmαναβ (Vα − U) (2.25)42
Here, we ignore the inﬂuence of gravity compared to other terms. The ﬂuid
pressure for species α is denoted by Pα.
The continuity equation for species α is
∂nα
∂t
+ ∇ · (nαVα) = Qα − Lα = Qα − βn
2
α (2.26)
where Qα and Lα = βn2
α are the production and loss rates, respectively. The
loss rate is assumed to be proportional to the square of nα in the E region where
the neutral atmosphere is relatively denser. The proportionality constant is a
recombination coeﬃcient β.
We have employed the standard linearization technique. Ionospheric param-
eters characterizing the plasma are expressed in terms of a combination of the
equilibrium value and a linear perturbation term, which is assumed to be small
compared to equilibrium value,
nα = nα◦ + λnα1
Tα = Tα◦ + λTα1
Vα = VDα + λvα1 (2.27)
E = E◦ − λ∇Φ
Pα = Pα◦ + λpα1
The quantity λ is an expansion parameter. The zero order drift velocity is
given by VDα. The parameters nα◦, E◦, and Pα◦ are equilibrium values whereas
nα1, Tα1, vα1, and pα1 are perturbed quantities. The perturbed electric ﬁeld is
written in terms of the gradient of an electrostatic potential Φ.
In adiabatic processes obeying the ideal gas equation of state, the plasma pres-




where C is a constant of proportionality and γα is the ratio of speciﬁc heat capac-
ities.
Combining (2.28) with the linearized pressure (2.27), the pressure gradient
becomes,
∇Pα = γακBTα◦∇nα◦ + λ[γακB(Tα1∇nα◦ + Tα◦∇nα1)] (2.29)
where Pα◦ and pα1 are given by the ﬁrst term in (2.29), and sum of the second and
third terms in (2.29), respectively.
Substituting the above linearized quantities, (2.27), into the force and continu-




= nαqα(E◦ − λ∇Φ + (VDα + λvα1) × B)
− ∇(Pα◦ + λpα1) (2.30)
− (nα◦ + λnα1)mαναβ ((VDα + λvα1) − U)
∂(nα◦ + λnα1)
∂t
+ ∇ · ((nα◦ + λnα1)(Vα◦ + λvα1) = Qα − β(nα◦ + λnα1)
2 (2.31)
Ignoring the second and higher order terms (terms containing λ2, λ3 etc.), and
neglecting electron inertia, the zero order momentum equation in (2.30) can be
written as,
0 = nα◦qα(E◦ + VDα × B) − ∇Pα◦ − nα◦mανα(VDα − U) (2.32)






+ VDα · ∇vα1

= nα1qα(E◦ + VDα × B) + nα◦qα(−∇Φ + vα1 × B)
− ∇pα1 − nα◦mαναvα1 − nα1mανα(VDα − U)(2.33)44
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∇Pα◦ − nα◦mαναvα1 (2.34)
Following similar procedures used for the momentum equation linearization,
the zeroth and ﬁrst order continuity equations become,
∂nα◦
∂t





+ ∇ · (nα◦vα1) + (VDα · ∇)nα1 = −2βnα◦nα1 (2.36)
Presuming that nonlocal eﬀects might not be important in the development of
instabilities, the perturbed quantities in (2.27) can be assumed to have a plane
wave solution, ∼ exp[i(k · r − ωt)], where k and ω are wave vector and frequency,
respectively.
The following notations and assumptions will be employed: the coordinates
(x,y,z), in the zonal, north, and vertical directions, respectively, with, (ˆ x, ˆ y, ˆ z),
unit vectors in the respective direction, ne ' ni = n◦, and ne1 ' ni1 = n1, a
westward propagating wave, k = kˆ x, the background ionosphere does not vary
temporally, the background plasma drifts in the zonal direction. Some of these
assumptions are made for mathematical simplicity and the generality of the results
will not be lost.
The complex wave frequency is described as ω = ωk +iγk, where ωk and γk are
the frequency and growth rate, respectively.
Applying the above set of assumptions to (2.34) and to the ﬁrst order continuity45
equation (2.36), we obtain,
−[i(ω − kVDα) − να](vα1xˆ x + vα1zˆ z) = −ik
qα
mα



















Resolving (2.37) into its component and writing both (2.37) and (2.38) for the
electron and ion species, we get a system of linear simultaneous equations with























−Ωeve1x + νeve1z = 0









In writing the above set of equations, we have assumed the vertical perturbed
ion motion to be zero. The vertical density gradient scale length of the background





The nontrivial solution of the above system of equations is obtained by equating
the determinant of the coeﬃcient matrix to zero from which ωk and γk can be
determined.
The Doppler frequency can be derived from,

















mi , Cs is the ion acoustic speed.
Assuming further that the growth rate to be much less than both the wave
oscillation frequency, γk  ωk, and the ion collision frequency, γk  νi, and using
(2.43) in (2.40), the Doppler shift can be written as,











(ωk − kVDi) (2.41)
In cases of radar observation at the Jicamarca Radio Observatory, wavelengths
of interest (meter scale) are much less than the background gradient scale length,
1
kLn◦z  1. So, despite the fact that Ωe ' 100νe in the electrojet region, Doppler







where the deﬁnitions Ψ◦ =
νeνi
ΩeΩi was used.
Applying the above assumptions to the solution of the system of equations






















The gradient scale length needs to be positive, Ln◦z > 0, for growth; otherwise
the second term in (2.43) will contribute negatively and cause damping.
The results of the linear theory explain some of the behavior of short wavelength
electrojet irregularities. Due to decreasing electron/ion collision frequencies with
altitude, the parameter Ψ◦ decreases, and the Doppler velocity increases with
altitude and approaches the limiting velocity, the electron drift velocity, at the
top of the electrojet. The linear dispersion relation for electrojet irregularities has
been instrumental for interpreting the Doppler spectra observed at the JRO.47
2.11.2 Farley-Buneman instability
A straight forward generalization of the frequency (2.42) and growth rate (2.43)
of the irregularities in terms of vector relative drift between ions and electrons











































Electrojet irregularities are attributed to Farley-Buneman and gradient-drift
instabilities. In the presence of initial perturbations, the two mechanisms am-
plify the perturbation to generate irregularities in the electrojet. They are asso-
ciated with ion inertia and a plasma density gradient, respectively. The Farley-
Buneman instability is excited if the component of the electron-ion relative drift
in the direction of propagation of irregularities exceeds the ion acoustic speed,
k · (VDe − VDi) > |k|Cs(1 + Ψ◦). The linear theory, however, does not give justi-
ﬁcation as to why the Doppler velocities of radar echoes from the Farley-Buneman
instabilities (type I radar echoes) are saturated at the ion-acoustic threshold speed.
Electrons should stream through ions with a speed greater than the ion acoustic
speed to cause the two-stream instability. A polarization electric ﬁeld is set up due
to a relative motion between the E × B drifting electrons and the collisional ions.
The polarization ﬁeld arises so that the lagging ions ﬂow with the fast streaming
electrons and the plasma remains quasineutral as a result. The slowly moving48
ions, however, keep accumulating because of their inertia, giving rise to growing
perturbations in the local ion density. This leads to an increase in the perturbed
polarization electric ﬁeld. The overall process leads to an increase in the amplitude
of the perturbed quantities and hence to instability provided that the process takes
place faster than the rate of ion diﬀusion [Farley, 1963; Buneman, 1963].
The Farley-Buneman instability mechanism can be viewed as a competition
between two dynamic processes, ion diﬀusion (which causes wave decay), and ion
inertia (which triggers instability growth). The pressure gradient force acts in
such a way that plasma density gradients are annhilated, meanwhile, due to their
inertia, the slowly travelling ions tend to accumulate on top of the perturbation
and the background plasma to generate the Farley-Buneman instability.
The ﬁrst term in the square bracket in equation (2.45) is associated with the
growth mechanism of the modiﬁed two-stream (Farley-Buneman) instability. Using
typical E region ionospheric parameters to estimate the ﬁrst term in (2.45), we can
deduced that, for relative drifts VD exceeding the ion acoustic speed even by a
few meter per second, two-stream instabilities having wavelengths as large as 10 m
might grow without experiencing damping due to recombination (the third term
in (2.45)).
2.11.3 Gradient-drift instability
The gradient-drift mechanism is the other possible cause for instability in the
equatorial electrojet. As the name implies, the gradient of the background density
plays a role in the generation of instability. This is shown by the second term in
(2.43).
According to the second term in equation (2.45), the gradient-drift instability49
grows when the vertical density gradient scale length, Ln◦z, has a positive compo-
nent in the direction of the driving electric ﬁeld. This condition is satisﬁed during
the daytime, for example, where Ln◦z (below the E peak) is parallel to the vertical
polarization ﬁeld. In addition, using typical ionospheric parameters to estimate
(2.45), we can deduce from the linear theory that: gradient-drift irregularities
having wavelengths greater than about 50 m are excited by the linear instabilities












Figure 2.8: Schematic representation of the Gradient-Drift instability mechanism.
A vertical background polarization electric ﬁeld, which generally corresponds to
daytime conditions, is assumed. The geomagnetic ﬁeld is directed into the page.
Vertical density gradients are positive.
A schematic representation of the physical mechanism for the gradient-drift in-
stability is shown in Figure 2.8. The horizontal broken line represents an idealized
unperturbed ionospheric state and corresponds to a contour of plasma density.
The vertical electric ﬁeld, E, is directed upward, which corresponds to daytime50
electrojet conditions. The background density gradient is also directed upwards,
dn◦
dz > 0, which is actually the case below the E region peak, which is at about
108±3 km altitude depending on solar conditions. A small amplitude sinusoidal
perturbation is applied to the density gradient as shown in Figure 2.8. In response
to the perturbation, the given vertical electric ﬁeld, and density gradient conﬁg-
urations, electrons perform a Hall drift, whereas ions are marginally magnetized
and remain relatively stationary or move slowly in the direction of the applied
forces resulting in a relative drift. The sinusoid is polarized, and a horizontal po-
larization electric ﬁeld, δEp, is generated, which changes polarity alternatively as
shown in Figure 2.8. This perturbation ﬁeld will cause the enhanced regions to
drift downward and the depleted regions upward, leading to a situation where the
amplitude of both the enhanced and depleted regions grows relative to the ambient
plasma density. However, if we assume the orientation of the electric ﬁeld to be in
a direction anti-parallel to the background density gradient (or there is no parallel
component in the gradient direction), growth will be hampered.
2.11.4 The anisotropy factor
Equation (2.46) can be written as (2.47) in terms of wavenumber components
parallel and perpendicular to the magnetic ﬁeld, kk = k sinϕ and k⊥ = k cosϕ,
respectively, ϕ being the angle measured from the direction perpendicular to the













Perpendicular to the geomagnetic ﬁeld (ϕ = 0), Ψ = Ψ◦. However, oﬀ per-
pendicular, a small ϕ can make signiﬁcant diﬀerence since Ωe/νe ' 100 in the51
electrojet region. The eﬀect is to suppress growth of electrojet instabilities ac-
cording to equation (2.45). For ϕ = 1◦, for example, Ψ ' 4Ψ◦. A contour plot
of equation (2.47) is displayed in Figure 2.9. The calculation was made using
collision frequency [Richmond, 1972] and geomagnetic ﬁeld [National Space Sci-
ence Data Center, 2002] models for a realistic equatorial E region. The value of
the anisotropy factor, however, increases dramatically away from the perpendicu-
lar direction with increasing ϕ. Consequently, plasma irregularities generated by
the Farley-Buneman and gradient drift instabilities prefer propagating in a plane
orthogonal or nearly orthogonal to the geomagnetic ﬁeld.
2.11.5 Long wavelength gradient drift electrojet irregular-
ities
Excluding the assumption that the growth rate is much smaller than the frequency
and neglecting ion inertial eﬀects and diﬀusion, the linear theory can be extended
to long wavelengths. Applying these procedures, the frequency of long wavelength
















(1 + Ψ◦)−1 is a chracteristic wave number. Typically, at the
center of the electrojet where Ψ◦ ' 0.3 and νi ' 30Ωi, k◦ corresponds to a length
scale λ◦ '
Ln◦z
4 . Using the above assumptions in (2.43) in combination with (2.48),











In the limit where the wavelength of interest is much less than the character-
istic wavelength, k◦  k, equations (2.42) and (2.43) would be recovered. The52
Figure 2.9: A contour plot of the anisotropy factor, Ψ, versus altitude and an angle
ϕ, measured from the direction perpendicular to the geomagnetic ﬁeld.
relationships (2.48) and (2.49) were found by Kudeki et al [1982], Farley [1985],
and Kudeki et al [1987].
Such large scale irregularities, traveling in the east-west direction in the elec-
trojet were observed by tracking the spatial (east-west) location of upward and
downward moving short wavelength irregularities using radar interferometery at
Jicamarca [Farley et al, 1981; Kudeki et al, 1982].












This shows that the velocity of propagation of long wavelength irregularities
is smaller by one-half than the background electron drift, an analysis which was
conﬁrmed by the interferometer observations. For wavelengths much larger than
λ◦, large scale irregularities might be damped during the day where the rate of
recombination is high, according to (2.49). Large scale gradient drift irregularities
are important for explaining the physical mechanisms behind small scale electrojet
irregularities, as discussed below.
2.11.6 Two-step theory
What are the mechanisms for exciting upward and downward propagating short
wavelength irregularities? What is the mechanism for exciting irregularities that
cause type II radar echoes? A two-step theory involving the interaction between
large- and small-scale waves is thought to be at work [Farley and Balsley, 1973;
Sudan et al, 1973; Farley et al, 1981; Kudeki et al, 1982, 1987]. Polarization
electric ﬁelds generated by large scale turbulence in the electrojet are believed
to drive vertical and oblique short wavelength irregularities. Short wavelength
vertically and obliquely traveling disturbances are commonly observed using the
main and oblique antennas at Jicamarca, respectively. Two-step Farley-Buneman
irregularities are driven if the amplitude of the primary wave electric ﬁelds are
large enough to satisfy the ion-acoustic threshold condition. The perturbation
ﬁeld should have a positive component along a horizontal density gradient in order
that secondary gradient drift waves are generated. The Doppler frequencies of54
short wavelength irregularities causing type II echoes are generally taken to be
governed by the linear theory.
The Doppler velocity of the vertical type I echoes coincides with the ion-acoustic
threshold speed given by the linear instability theory. The Doppler velocities of
the oblique type I echoes, however, may diﬀer from the ion-acoustic speed, due to
neutral wind eﬀects. In the case of oblique observation, therefore, explaining the
Doppler shift of type I echoes is not straight-forward. Do they saturate following
the linear theory growth condition? In this dissertation, we shed light on Doppler
shift characteristics of oblique type I echoes by evaluating them in light of zonal
winds calculated by through a modelling approach (described in Chapter 5) and
the linear instability theory.
2.11.7 Wave mode coupling
Long wavelength irregularities are commonly present below the E region peak
where density gradients are positive, but they are nonexistent above the E region
peak. In light of this and the two-step process discussed above, the following ques-
tions are raised: What are the causes for echoes above the E region peak and in the
bottomside electrojet where collisions are frequent? What triggers type II echoes
above the E region peak where the linear gradient drift instability mechanism
likely fails? Nonlinear wave-wave interactions, in line with the discussion provided
in Dougherty and Farley [1967], Chen [1984], and Kudeki et al [1987] are possi-
ble candidates for explaining these processes. Wave-wave coupling between wave
triplets in the electrojet would lead to excitation and decay of wave modes. The
mode triples undergoing interaction normally have matching oscillation frequency
and wave vector characteristics, ω = ω1 + ω2 and k = k1 + k2, respectively. This55
means, an unstable wave mode, (ω,k), could excite two decaying modes, (ω1,k1)
and (ω2,k2). Another possible wave-wave interaction scenario is that two unstable
modes, (ω1,k1) and (ω2,k2), could excite one decaying wave mode, (ω,k).
2.11.8 Next chapter
By extending the review done in this chapter, the subsequent chapter will explore
the various ionospheric current models of the low latitude ionosphere. The review
will show the major developments of ionospheric current modelling from the early
times of ionospheric research until the present time.Chapter 3
Ionospheric current models
3.1 Introduction
As mentioned in Chapter 2, analytical and numerical models of the equatorial
electrojet were not available before the 1950s’. Since then, observational as well
as modelling eﬀorts have intensiﬁed signiﬁcantly. The major contributions of the
theoretical/computational electrojet studies have been to model the polarization
electric ﬁelds, to numerically reproduce the vertical proﬁle of the equatorial electro-
jet current measured in rocket ﬂight experiments, and to model growth mechanisms
of electrojet plasma irregularities.
In the present chapter, some of the modeling eﬀorts will be reviewed. Speciﬁ-
cally, we will review the following two and three dimensional ionospheric models:
(i) the thin-shell dynamo layer conductivity electrojet model [Untiedt, 1967; Sug-
iura and Cain, 1966; Forbes, 1981], (ii) a ﬂux tube integrated two dimensional
ionosphere model based on equipotential magnetic ﬁeld lines [Haerendel and Ec-
cles, 1992; Haerendel et al, 1992; Eccles, 1998a, b], (iii) a three dimensional model
which assumes equipotential geomagnetic ﬁeld lines [Richmond, 1973a; Hysell et al,
2002], and (iv) a three dimensional electrostatic potential model which does not
make the equipotential approximation [Richmond, 1973a; Hysell et al, 2002]. A
three dimensional potential model in a magnetic dipole coordinate system for the
low latitude ionosphere will be highlighted here and will be described in detail in
Chapter 5.
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3.2 The current density
A compact expression for ionospheric current density derived in (r,θ,φ) coordi-
nates, a vertical, a north-south, and an east-west coordinates, respectively, [Forbes,
1981] is given by,
J = ˆ Σ · (E + U × B) (3.1)
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(3.2)
Representing the magnetic dip angle by I, the elements of the above tensor are
deﬁned as,
σφφ = σP
σθφ = −σφθ = −σH sinI
σrφ = −σφr = −σH cosI
σθr = σrθ = (σP − σ◦)sinI cosI
σθθ = σP sin2 I + σ◦ cos2 I
σrr = σ◦ sin2 I + σP cos2 I
(3.3)
The Pedersen, σP, Hall, σH, and longitudinal, σ◦, conductivities are deﬁned by
equations (2.7) through (2.9).
3.3 The thin-shell dynamo electrojet model
In the thin-shell dynamo model, horizontal ionospheric currents are restricted to
ﬂow in a thin slab of the dynamo region between the altitude region of about 9058
and 160 km. The thin-shell dynamo model assumes that vertical current does not
ﬂow in the E region.
Neglecting pressure gradient and gravity driven currents for simplicity for the
moment, and applying the assumptions that, Jr = 0, vertical currents do not ﬂow,
the east-west, Jφ, and north-south, Jθ, components of the current density can be
calculated from (3.1),
Jφ = ΣφφEφ + ΣφθEθ
Jθ = −ΣφθEφ + ΣθθEθ (3.4)
where the so called layer conductivities are deﬁned in terms of the conductivities
given in (3.3),













By neglecting, Eθ, the electric ﬁeld in the magnetic north-south direction as
well as the role of neutral winds, Sugiura and Cain [1966] calculated the equatorial









The objectives of their calculation were to model the latitudinal and altitudi-
nal proﬁles of the equatorial electrojet (and the magnetometer deﬂection it causes)
in the various longitude sectors, thereby reproducing ground and rocket measure-
ments of currents and the resulting magnetic ﬁeld.
In the cases where the magnetic dip angle is negligible, I = 0, and the ﬁrst59










The model provided in Sugiura and Cain [1966] generally reproduces the shape
of electrojet proﬁles but fail to match the amplitude and width of latitudinal and
vertical proﬁles of the measured current.
Untiedt [1967] pointed out that in order to make a self-consistent model of
the low latitude ionosphere, vertical current, which was ignored by Sugiura and
Cain [1966], must be allowed to ﬂow. The neglect of vertical current violates
the divergence free current constraint in the ionosphere. Close to the magnetic
dip equator, the background zonal electric ﬁeld, Eφ, zonal, and meridional winds
generate little current in the north-south direction. Oﬀ the magnetic equator,
however, current can ﬂow in the north-south direction, driven by a zonal electric
ﬁeld, Eφ can drive current for example. This behavior makes the current in the
north-south direction divergent. Given that Jφ changes slowly compared to Jθ









To suppress nondivergent current, ﬂow of vertical current is required by the
system [Untiedt, 1967]. The assumptions above, (2.20) and (3.4) are therefore
violated. By allowing vertical current ﬂow, the electrojet model developed by
Untiedt [1967] provided improved results in reproducing the electrojet current.
Despite the improvements, the discrepancy between the amplitude, width and
location of the peak of the calculated and measured current proﬁles were not fully
resolved.
Forbes and Lindzen [1976a, b] and Forbes [1981] solved the height integrated
thin shell dynamo equation and found out the shortcomings of thin shell model
in reproducing the low latitude ground magnetic ﬁeld perturbations. Forbes and60
Lindzen [1976b] allowed for vertical current ﬂow and solved the complete three
dimensional problem resulting from the solenoidal current equation but did not
fully reproduce magnetic ﬁeld observations, however, the result were better than
the thin shell model.
Heelis et al [1974] solved height integrated two dimensional potential equation
and derived temporal properties of the zonal and vertical electric ﬁelds at the
magnetic equator. The zonal and vertical electric ﬁelds were found to have diurnal
characteristics with enhancement of the vertical plasma drift before reversal. Heelis
et al [1974] also predicted the horizontal F region plasma velocity to have vertical
shear in the ﬂow during the evening.
3.4 A two dimensional magnetic ﬂux tube integrated equa-
torial ionosphere model
A two dimensional ionosphere model has been derived by integrating the current
divergence free equation along geomagnetic ﬁeld lines [Haerendel and Eccles, 1992;
Haerendel et al, 1992; Eccles, 1998a, b]. The collapse of the three dimensional
physical ionosphere to a two dimensional computational ionosphere which lives in
the magnetic equatorial plane is made possible by assuming equipotential magnetic
ﬁeld lines, Ek ' 0, in equation (2.6). The equipotential approximation applies for
cross ﬁeld scales larger than about a kilometer. The integrated ionosphere model
was employed by Haerendel and Eccles [1992]; Haerendel et al [1992] to explain
the prereversal enhancement of the zonal electric ﬁeld and shear in the F region
zonal plasma ﬂow.
In order to investigate current and electric ﬁeld relationships in the equatorial61
electrojet region, which essentially lies within the narrow region of altitudes, from
75 to 150 km, the polar coordinate representation of the integrated ionosphere,
(r,φ), is replaced by a Cartesian system, (h,t), standing for the equatorial altitude
and local time, respectively [Haerendel and Eccles, 1992]. Using elements of the










where (JL,Jφ) are components of the integrated current density vector in the mag-
netic equatorial plane, the horizontal distance is given by vrt, and vr is the Earth’s
rotation speed in the magnetic equatorial plane.
The components JL and Jφ are integrated vertical and zonal current densities,
respectively. The vertical component, JL, is a sum of the projections of local
meridional currents in the direction perpendicular to the magnetic ﬁeld. The
current components are expressed in terms of integrated parameters in the two
dimensional plane: ionospheric conductivities, Σ’s, zonal neutral wind, Uφ, vertical















3.4.1 The equatorial evening E region current
Substituting (3.9) in (3.8) and integrating the integrated current from 75 km to
150 km altitudes leads to,


















Considering the temporal properties of the inputs, (i) the zonal electric ﬁeld,
Eϕ, and (ii) integrated conductivities are deﬁned in terms of integrated plasma
densities (whose temporal behavior is related to plasma transport and rate of
plasma loss/production by the continuity equation), Haerendel and Eccles [1992]
numerically solved the integral equation (3.10) and modeled the height integrated
vertical current as a function of time in the equatorial E region. They found that
the vertical current at the top of the E region to be enhanced after sunset for a
couple of hours and to decrease its magnitude after ﬁeld reversal.
Equation (3.10) suggests that divergence of the electrojet current leads to a
current in the vertical direction and out of the equatorial E region. This diversion
of the electrojet current to the vertical is mainly a consequence of a reduction of the
integrated Cowling conductivity, Σc, at the solar terminator. A zonal polarization
electric ﬁeld stronger than the background needs to be set up in this scenario
to keep the current system divergence free. This electric ﬁeld further speeds the
vertical plasma uplift.
This prompted Haerendel and Eccles [1992] to draw the following hypothesis
regarding the evening enhancement of zonal electric ﬁeld: the equatorial electrojet
current divergence at the terminator and F region vertical current demands are
the mechanisms for the prereversal enhancement of the zonal electric ﬁeld in the
equatorial ionosphere. However, the feeding of vertical current from the E region
to the bottomside F just mentioned is more of a consequence of the electrojet
current divergence rather than a cause for enhancement of the zonal ﬁeld.
It can be clearly seen from the above analysis how the divergence of the equa-
torial electrojet leads to zonal electric ﬁeld enhancement in the equatorial E and
bottomside F regions. However, it is not clear how this mechanism explains ver-63
tical plasma velocity enhancement in the rest of the F region during the evening,
especially in a situation where the plasma ﬂowing out of the electrojet region meets
a strong downward electric ﬁeld generated by the F region dynamo. The down-
ward electric ﬁeld causes a zonal plasma drift. The F region zonal electric ﬁeld,
therefore, needs to be enhanced locally to keep the vertical plasma ﬂow through
the F region and toward the topside. Modeling eﬀorts in this regard includes cen-
ter on two theories: In one, the F region dynamo and the magnetically connected
oﬀ-equatorial E region work together to cause enhancement of the zonal ﬁeld [Far-
ley et al, 1986]: In the other, the rapid change in the magnitude and direction of
the F region dynamo during the early evening (edge eﬀects) gives rise to the zonal
ﬁeld enhancement [Eccles, 1998b]. We plan to conduct further investigation into
the physical mechanisms of the zonal ﬁeld enhancement by analyzing the evening
plasma dynamics of the equatorial F region in terms of the horizontal divergence
of the evening vertical current, and the divergence of the zonal Pedersen current
around the solar terminator.
3.4.2 Shear in the horizontal plasma ﬂow
Polarization electric ﬁelds generated by the F region dynamo cause eastward
plasma convection at night. In the lower F region through the peak, however, the
dynamo eﬀect is lessened due to a reduced neutral wind amplitude. In addition,
the ﬁrst and third terms in equation (3.11) further oﬀset the downward electric
ﬁeld. It appears that the lower F region plasma may maintain the westward drift
it had been doing during the day.
An integrated vertical polarization electric ﬁeld expression can be derived from64










Positive contributions to the vertical polarization ﬁeld, EL, in the lower F region
come from the integrated downward Hall current and a vertical current coming out
of the equatorial electrojet as shown by (3.11). This, combined with a reduction
in the magnitude of the second term in (3.11), force a reversal of the vertical ﬁeld
to an upward direction implying westward plasma ﬂow in the lower F region. This
constitutes the origin of shear in the horizontal plasma convection in the evening
equatorial ionosphere.
Haerendel et al [1992] made use of (3.11) to analyze shear in the F region
evening horizontal plasma ﬂow. By modeling the temporal and altitudinal depen-
dence of the ionospheric parameters in the right hand side of (3.11), Haerendel et al
[1992] calculated an altitude proﬁle of the vertical electric ﬁeld, EL. The terms on
the right hand side of (3.11) play a role in the shear generation. They showed a re-
versal in the vertical electric ﬁeld around the F peak having a characteristics of an
eastward plasma ﬂow above the F peak and westward ﬂow below. Their integrated
model reproduced features of the evening vertical shears in the zonal plasma drifts
observed at Jicamarca [Kudeki et al, 1981] and rocket ion cloud chemical release
experiments reported in a review paper by Fejer [1981].
The two dimensional ﬂux tube model [Haerendel and Eccles, 1992; Haerendel
et al, 1992] oﬀers additional insight into the physics of the equatorial ionosphere.
The ﬂux tube integrated model reproduces shear in plasma ﬂow and contributes
to the discussion of the prereversal enhancement of the zonal ﬁeld. However, the
integrated model is not helpful for studying latitudinal structures in electric ﬁelds
and currents in the low latitude ionosphere. The integrated model is meant to ad-65
dress large-scale motions in the ionosphere and therefore may not be suitable for
studying local ionospheric dynamo processes such as meridional currents, etc. In
addition, in the lower equatorial electrojet below about 100 km where the equipo-
tential approximation breaks down [Richmond, 1973a; Hysell et al, 2002], results
from the integrated model might be invalid.
3.5 Three dimensional electrojet model based on the equipo-
tential approximation
In most of the solar-terrestrial environment, longitudinal conductivities are very
large compared to transverse conductivities as shown in Figure 2.4. Parallel electric
ﬁelds can therefore be negligible. Geomagnetic ﬁeld lines can be treated as equipo-
tential lines with the exception of the collisional lower ionosphere below about 100
km and in the particle acceleration region in the magnetosphere. Consequently
potential diﬀerences originating from one region of space could be transported
undiminished along magnetic ﬁeld lines provided that the source electric ﬁelds are
embeded in large scale plasma structures (kilometer scales and larger) [Farley,
1959, 1960].
In the ionosphere, the equation ∇×E = −∂B
∂t ' 0, is valid. Ionospheric electric
ﬁelds can be therefore described by the electrostatic approximation.
Utilizing the equipotential and electrostatic approximations, assuming that the
geomagnetic ﬁeld can be represented by a dipole magnetic ﬁeld, and carrying
out ﬂux tube integrations, Richmond [1973a, b] developed a three dimensional
numerical model of the low latitude ionosphere that solves for the vector electric
ﬁeld and current density. The model is described below.66




∇ · JdV =
Z
ϑ
ˆ n · JdA = 0 (3.12)
where the left hand side integral in (3.12) is carried out on a volume τ of the
ﬂux-tube shown schematically in Figure 3.1 and ˆ n is a unit vector in the direction




Figure 3.1: A sketch of the magnetic dipole coordinate system. The compo-
nents p, q, and φ are perpendicular-vertical, parallel to magnetic ﬁeld lines, and
perpendicular-zonal components, respectively.
The magnetic dipole coordinate system consisting of the elements, (p,q,φ),
is shown schematically in Figure 3.1. The geometric scale factors, (hp,hq,hφ),
transform the spherical coordinate system, (r,θ,φ), to the (p,q,φ) system. A
detailed description of the dipole coordinate system, the geometric scale factors,
and the merits of using the dipolar coordinates as applied to the solution of a
three dimensional electrostatic potential problem in a realistic ionosphere will be
presented in Chapter 5.67
The ﬂux tube shown in Figure 3.1 is bounded by p = constant, q = constant,
and φ = constant surfaces. If the longitudinal slab is thin, the net current ﬂow
through the p−q surface should be negligible. If the p−φ and lower q−φ surfaces
lie below the nonconducting atmosphere, current ﬂowing through those surfaces
is also negligible. The ﬂux tube is considered to be thin so that all the current
through it passes through the p = constant surfaces. In the limit that the lower




Jphφhqdq = C (3.13)
where Jp is a current density component ﬂowing perpendicular to the q−φ surfaces
of the ﬂux-tube, and C is a constant.
The constant in the right hand side of (3.13) is equal to the diﬀerential vertical
E region current dIp ﬂowing in the diﬀerential element dφ at the base of the ﬂux
tube, since net vertical current exists in the electrojet [Hysell et al, 2002].
The vertical, Jp, and zonal, Jφ, current density components can be derived from
the vector current density, (2.6), (pressure and gravity driven currents are ignored
for the moment),
Jp = σP(Ep + uB) − σH(Eφ − vB) (3.14)
Jφ = σP(Eφ − vB) + σH(Ep + uB) (3.15)
where U = (u,v,w) are zonal, vertical and meridional wind components, respec-
tively. Near the magnetic equator, meridional winds, w, have negligible inﬂuences
on the current system, (U · ˆ b) × B ' 0, since they are parallel to geomagnetic
ﬁeld lines.68





















Making use of electrostatic and equipotential approximation, Ek=0, the quan-
tities hpEp and hφEφ (curl free electric ﬁeld equation) can be shown to be invariant
along geomagnetic ﬁeld lines. Making use of these invariances in (3.14), the verti-
cal polarization electric ﬁeld can be extracted and can be written as [Richmond,















This causitive relationship describes the vertical polarization electric ﬁeld in
terms of four electric ﬁeld drivers, namely, the background zonal electric ﬁeld
(the ﬁrst term), dynamo ﬁelds generated by zonal and vertical wind ﬁelds (the
second and third terms), and a net vertical current (the fourth term) ﬂowing in
the equatorial E region.
Richmond [1973a] has calculated Ep from (3.17), using zonal electric ﬁeld, Eφ,
conductivties, and winds as inputs. Using the calculated Ep, latitudinal and verti-
cal structures of Jp and Jφ proﬁles were computed from (3.14) and (3.15), respec-
tively, and the meridional current component was also calculated from ∇ × H = J,
where H is a perturbation magnetic ﬁeld produced by ionospheric current J. The
model calculation generally agrees with a three dimensional formulation that does
not make the equipotential approximation above 100 km altitude but departs be-
low about 100 km. The vertical proﬁle of the electrojet current calculated by69
Richmond [1973a] was wider than the thin shell model and did not reproduce the
current proﬁles measured by rockets.
Let us continue analyzing the ﬂux tube integrated model equations to bet-
ter understand current and dynamo relationships in the low latitude ionosphere.



















































Where the geomagnetic ﬁeld, B, is assumed to be constant along the line of inte-
gration which is magnetic ﬁeld lines in this case.
The ﬁrst term in (3.18) is the sum of the zonal Pedersen current driven by
the background electric ﬁeld and a Hall current driven by the vertical polarization
ﬁeld (which is in turn caused by the zonal electric ﬁeld and the polarized nature of
the conductivity boundary). Since the Hall-to-Pedersen conductivity ratio is much
larger than unity in the electrojet region, the contribution to the zonal current
of the second term inside the big bracket is larger than that of the ﬁrst term.
The zonal current is ampliﬁed by the Cowling factor, the coeﬃcient of σPEφ in
(3.18). The ﬂux tube integrated conductivity gets smaller outside the E region;
consequently, the strength of the zonal current diminishes.
The role of the zonal wind dynamo in driving zonal current can be seen from
the second term in (3.18). The behavior of the zonal winds along magnetic ﬁeld
lines determines the value of Pedersen conductivity weighed average of the wind
[Richmond, 1973a, 1995; Hysell et al, 2002]. If the zonal winds are invariant with
altitude in the ﬂux tube, the contribution to the integral will be zero. In this case,
winds might not drive zonal current. It seems that the vertical polarization ﬁeld70
generated by winds tends to counteract wind driven current.
In cases where winds vary with altitude, Richmond [1973a, 1995], and Hysell
et al [2002] argued that (i) little wind driven current ﬂows at the top of magnetic
ﬁeld lines, but (ii) signiﬁcant amount of wind driven current ﬂows outside the
zero dip angle region. A few degrees oﬀ the equator, dynamo ﬁelds are available
for generating currents. If the diﬀerent phases of the neutral wind oscillations
are intercepted by the geomagnetic ﬁeld lines in the ﬂux tube, polarization ﬁelds
generated within the diﬀerent phases of the wind may be shorted out by parallel
currents. A likely place for this to happens is outside the dip equator. In such
cases, the wind dynamo drives a current since the second term in (3.18) does
not vanish. Only if the phase fronts of the wind oscillations remain stationary in
the ﬂux tube can dynamo ﬁeld be generated to cancel wind driven current. This
analysis assumes negligible variations of the geometric scale factors along magnetic
ﬁeld lines.
Low latitude magnetic ﬁeld line integrated model results from Reddy and Deva-
sia [1981] support the analyses presented above. They predicted that the eﬀects of
local winds on the dynamo and current are latitude dependent. At the magnetic
equator, wind generated currents are relatively small (10% - 30%) compared to the
current driven by the east-west electric ﬁeld.
The third term in (3.18) is the contribution to the dynamo ﬁeld driven by
vertical winds. Knowledge of the magnitude and phase of vertical winds are scant
in the equatorial ionosphere. In addition, theoretical analysis of the momentum
and mass continuity equations of air motion indicate that vertical air motions are
generally much smaller than horizontal motion and can be ignored under most
circumstances.71
The last term in (3.18) is the contribution of the net vertical current coming
out of the equatorial E region. In this regard, Hysell et al [2002] have noted that
the relative importance of a net vertical current is substantial in regions of the
ionosphere where the denominator, the ﬂux tube integrated Pedersen conductivity,
is small. In addition, Haerendel and Eccles [1992] have shown that substantial
vertical current ﬂows out of the equatorial E region around the solar terminator
due to divergence of the electrojet, as discussed earlier.
The integrated zonal current in the magnetic equatorial plane is obtained by
integrating the second term of the zonal current density, (3.18), along magnetic
ﬁeld lines. Let the current driven by local winds exclusively be represented by



















Equation (3.19) shows that neither an oscillating nor a constant wind ﬁeld
contributes to the zonal wind driven current. That means the two dimensional
ﬂux tube model supports the argument that wind dynamo generates negligible
current near the apex point.
3.6 A three-dimensional electrostatic potential model
Below the electrojet where the equipotential approximation may not be fully sat-
isﬁed, the use of ﬂux tube integrated models may not accurately predict electric
ﬁelds and currents. Hence the need for three dimensional ionospheric modeling
without the equipotential constraint.
Hysell et al [2002] presented a three-dimensional electrostatic potential model
in a spherical coordinate system. Their model does not assume equipotential72
geomagnetic ﬁeld lines.
Using the fact that ionospheric currents are divergence free and applying the
electrostatic approximation in (3.1), a second order inhomogeneous partial diﬀer-
ential equation is obtained,
∇ ·





ˆ Σ · (E◦ + U × B)

(3.20)
where ˆ Σ the general ionospheric conductivity tensor deﬁned by (3.2), and E◦ is a
background electric ﬁeld.
Hysell et al [2002] solved the diﬀerential equation (3.20) for the electrostatic
potential in a spherical coordinate system and modeled electric ﬁelds and currents
of the low latitude E region. Forcing their model by the NCAR-TIME-GCM winds,
Hysell et al [2002] found that: (i) winds seem to have little signiﬁcance in driving
zonal currents near the dip equator but can drive substantial current at higher
dip latitudes, a result in agreement with ﬂux tube integrated models, (ii) zonal
winds drive a signiﬁcant Pedersen current in the meridional direction since ions
are marginally magnetized and electrons are magnetized, and (iii) meridional winds
drive discernible meridional currents at higher dip latitudes in the lower E region
where the amplitudes of the winds are greatest.
3.7 Modeling the equatorial electrojet current proﬁle
Numerical modeling of the vertical proﬁle of the electrojet current aimed at re-
producing current density proﬁles measured by rocket experiments has been a
challenge for several years as discussed earlier in this chapter. The various eﬀorts
including Sugiura and Cain [1966], Untiedt [1967], Richmond [1973a], Forbes and
Lindzen [1976a], and Forbes and Lindzen [1976b]. The strength of the equatorial73
electrojet and the location of the peak current density calculated by these models
did not agree with the measured proﬁles. Ronchi and Sudan [1990], by incorporat-
ing anomalous eﬀects expressed in terms of small scale turbulence strength in their
model, have reproduced fairly accurately current proﬁles measured in situ. Follow-
ing their work, we will include anomalous eﬀects to constrain our three dimensional
electrostatic potential model (Chapter 5).
3.8 Looking ahead
In light of the review presented in this chapter and the need for a better compu-
tational model for the low latitude ionosphere, this dissertation will introduce a
comprehensive numerical model in magnetic dipole coordinate system. The physics
based three dimensional electrostatic potential model is based on realistic iono-
spheric conductivities, electric ﬁelds, winds, and incorporate anamalous collision
eﬀects. The model includes pressure gradient and gravity driven currents in addi-
tion to (3.1). Model calculations will invoke bistatic radar density measurements,
wind proﬁles inferred from oblique radar Doppler measurements, and electric ﬁeld
derived from 150 km echo drifts. Model results are constrained by magnetometer
measurements. The model solves for the vector electric ﬁeld, current density, and
zonal wind proﬁles in the low latitude E region. In the subsequent chapters, we will
present how electron density and wind proﬁles are inferred from coherent scatter
radar measurements at Jicamarca.Chapter 4
E region electron densities derived from
a bistatic radar experiment at Jicamarca
4.1 Introduction
This chapter presents electron density proﬁles in the equatorial E region ionosphere
inferred from a bistatic coherent scatter radar experiment at the Jicamarca Ra-
dio Observatory in Per´ u. The necessity of developing this radar technique arises
because of the fact that conventional incoherent scatter radar measurements for
extracting plasma parameters are not applicable in the equatorial E region due
to the permanent presence of nonthermal ﬂuctuations [Hysell and Chau, 2001;
Shume et al, 2005a]. The nonthermal plasma density ﬂuctuations are caused by the
equatorial electrojet current, a subject which was discussed at length in Chapter
2. The bistatic coherent scatter radar technique utilizes the plasma irregularities
themselves as a diagnostic medium to scatter electromagnetic waves. The quasi-
longitudinal approximation of electromagnetic wave propagation in a cold plasma
is applied on the bistatic radar measurements to estimate electron density proﬁles.
Inference of the E region electron density proﬁles is based on analysis of the phase
(Faraday) angle of the coherently scattered signal. In this chapter, we present the
sequence of steps leading to electron density estimation: (i) the quasi-longitudinal
approximation of electromagnetic wave propagation in a cold magnetized plasma,
(ii) the bistatic coherent scatter radar geometery, experimental parameters, the
electron density inference technique, and experimental uncertainties, (iii) compar-
ison of the inferred density with other estimates and the procedure employed to
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validate the radar density proﬁles, and (iv) plasma irregulaities causing coherent
radar scattering and thereby making measurements possible.
4.2 Wave propagation in a cold magnetoplasma
The Earth’s ionosphere is an example of a magnetoionic medium. A magnetoionic
medium refers to a plasma medium in an externally applied magnetostatic ﬁeld
[Ratcliﬀe, 1959; Bittencourt, 2003]. Magnetoionic theory deals with propagation
of waves in a cold magnetoionic medium. A plasma can be regarded as cold if
the thermal velocity of plasma particles is small compared to the propagation
speed of the waves we are seeking. The cold plasma approximation works well for
purposes of ionospheric radar probing. Analysis of radio signals scattered from
the ionosphere has been crucial for plasma diagnostic purposes at the Jicamarca
Radio Observatory [Farley, 1969; Pingree, 1990].
4.2.1 The Appelton-Hartree equation
The Appelton-Hartree equation comprises the dispersion relation for wave propa-
gation in a cold magnetoplasma. The Appelton-Hartree equation is derived from
the momentum and current density equations together with Maxwell’s equations
where ions are considered to be stationary. The following assumptions are made in
deriving the Appelton-Hartree equation: (i) the wave frequency is assumed to be
much larger than the ion gyro frequency, (ii) pressure gradient forces are ignored in
the momentum equation since thermal motion is negligible compared to the phase
velocity of the waves, (iii) the standard linear perturbation theory is employed,
with the amplitude of the perturbed quantities assumed to be small compared to
the background plasma parameters, and (iv) the various perturbed quantities are76




















4(1−X−iZ)2 + Y 2
L
 (4.1)
where η is an index of refractive of the medium, c is the speed of light, ω is a wave









YL = Y cosγ








is the electron plasma frequency and γ is the angle of wave
propagation relative to the geomagnetic ﬁeld [Budden, 1961].
The dispersion relation, (4.1), provides two principal modes of wave propaga-
tion in a cold magnetized plasma, namely, the ordinary (O) mode (the positive
solution), and the extraordinary (X) mode (the negative solution), for each wave
frequency ω. The birefringence property giving rise to the above two modes of
propagations is introduced by the geomagnetic ﬁeld. Due to the diﬀerence in the
indices of refraction of the O and X modes, the plane of polarization gets rotated
while propagating, giving rise to the so called Faraday rotation phenomena. The
angle of rotation or Faraday angle can be utilized to infer electron density proﬁles
in the ionosphere.77
4.2.2 The quasi-longitudinal approximation
In the quasi-longitudinal approximation, the direction of wave propagation is as-
sumed to be roughly parallel to the geomagnetic ﬁeld. For high frequency electro-
magnetic waves, Z  1, electron collision frequencies are negligible compared to









For propagation in the direction of the geomagnetic ﬁeld, k · B > 0, the O
mode corresponds to a Left Circularly Polarized (LCP) wave, and the X mode
corresponds to a Right Circularly Polarized (RCP) wave. In this case, the wave
electric ﬁeld of the RCP wave rotates in the same sense as the electrons, whereas
the electric ﬁeld of the LCP wave and the ions have the same sense of rotation. The
identiﬁcation of the modes is reversed for anti-parallel wave propagation, k · B < 0.
The quasi-longitudinal approximation, in other words, implies that the ﬁrst
term in the radical sign in the Appelton-Hartree equation (4.1) is negligible com-
pared to the second term, that is,
Y 4
T
4(1 − X)2  Y
2
L (4.4)
Using the Jicamarca Radio Observatory transmission frequency, ω = π × 108
Hz, Ωe = 2π × 106 Hz, and ωpe = 2π × 108 Hz, the angle γ should be less than
about 86◦ for the inequality in (4.4) to be satisﬁed. For the newly installed bistatic
coherent scatter radar system between Jicamarca and Paracas in Per´ u, the wave
propagates well oﬀ the perpendicular direction (see the geometry of the bistatic
experiment in Figure 4.1), and the quasi-longitudial approximation is very well
satisﬁed.78









Equation (4.5) is a generalization of (4.1) for an angle of propagation γ, sat-
isfying the quasi-longitudinal approximation. The wave sees a gyrating electron
with a frequency given by Ωe cosγ.
For a wave frequency much larger than both the electron plasma and gyro
frequencies, (4.5) can be written as,










The refractive index of the two modes of propagation is a function of electron
density, frequency, and the geomagnetic ﬁeld. The phase diﬀerence between the
two modes is an indication of the electron density of the medium.
4.2.3 Faraday rotation
Let us consider a linear polarized wave propagating along the z-axis. The electric
ﬁeld of the wave at the origin of a Cartesian coordinate system (x,y,z), can be
written as,








E◦(ˆ x − iˆ y)e
−iωt (4.7)
where the z axis is aligned with the direction of the geomagnetic ﬁeld.
In writing the above expression, we have used the fact that a linearly polarized
wave can be decomposed into right and left circularly polarized waves. The ﬁrst
term in (4.7) represents the RCP component of the wave, and the second represents
the LCP part.79
As shown by (4.5) and (4.6), the indices of refraction and hence the phase
velocities of the LCP and RCP waves are diﬀerent and hence propagate diﬀerently.






















Rearranging (4.8), we get,


























We started with a linearly polarized wave (4.7). After the wave propagates
a distance z along geomagnetic ﬁeld lines, the resulting wave remains a linearly




(η+ − η−)z. (4.10)
This angle is related to the phase diﬀerence, ω
c(η+ − η−)z, between the two
modes of propagation (LCP and RCP). It is called the Faraday angle.
The diﬀerential Faraday angle, deﬁned by dΘ, corresponding to a wave travel-






(η+ − η−) (4.11)
Writing the refractive indices in terms of the parameters in (4.6), the diﬀerential

















Equation (4.12) relates the rate of change of Faraday angle with electron den-
sity, ne. Phase angle proﬁles are normally measured from radar cross spectral
measurements of the two modes of propagation. Geomagnetic ﬁeld information
can be obtained from International Geomagnetic Reference Field (IGRF) model,
and the electron density of the medium can therefore be estimated using equation
(4.12).
4.3 The bistatic radar experiment: theoretical aspects
In Chapter 2, we discussed how the equatorial electrojet current causes the E
region to be unstable, producing a broadband spectrum of ﬁeld-aligned plasma
irregularities. The fact that the electrojet medium is governed by nonthermal
physics makes the application of incoherent scatter radar techniques for extracting
ionospheric plasma parameters impossible. However, the nonthermal ﬂuctuations
furnish a medium for coherent scatter radar diagnostics. Hysell and Chau [2001]
designed a bistatic coherent scatter radar system that exploits the strong radar
echoes from electrojet irregularities to infer E region electron density proﬁles from
the Faraday rotation of the scattered signal.
4.3.1 The bistatic radar geometry
The transmitter for the bistatic radar system is located at Jicamarca (JRO), and
the receiver is located about 2◦ south in Paracas, Peru. A schematic representation
of the transmitter, receiver, and the geometry of the bistatic radar experiment is
depicted in Figure 4.1. The transmitter and receiver coordinates along with the
radar operating parameters are shown in Table 4.1. In Figure 4.1, φj is the angle
of elevation, γj is the angle between the wave and the geomagnetic ﬁeld, and ξj is81
an angle between the incident and scattered wave vectors. The geomagnetic ﬁeld
vector is not necessarily in the plane of the diagram. These parameters depend on
the location of the scatterers.
The bistatic coherent scatter radar experiment has the following practical as-
pects: (i) Although the free wave vectors are not orthogonal to the geomagnetic
ﬁeld, the Bragg scattering vector is perpendicular to the geomagnetic ﬁeld such
that coherent radar echoes from ﬁeld aligned electrojet irregularities can be de-
tected; (ii) The wave undergoes a considerable amount of Faraday rotation while
traversing the E region ionosphere [Hysell and Chau, 2001].
According to Bragg’s condition for constructive interference, the scattering










where λ◦ is the wavelength of the transmitted wave and h is the altitude of the
scatterers.
However, unlike backscattering radar experiments where ξj = 180◦ and λ =
λ◦
2 , in a bistatic radar geometry, Bragg’s condition for constructive interference
permits more than one spatial (Fourier) scattering component; the magnitude of
the scattering vector depends on the scatterer altitude, (4.13). The spatial length
of the scatterers is unique to each radar range gate.
4.3.2 Wave polarization
A horizontal (linearly) polarized wave is transmitted from Jicamarca. The wave

















Figure 4.1: Schematic representation of the bistatic radar geometry. The transmit-
ter is located at Jicamarca and the receiver is located at Paracas. k, k1, and k2 are
the scattering wave vector, the incident and scattered wave vectors, respectively.
φj is angle of elevation, γj is the angle the scattered wave makes with the magnetic
ﬁeld, and ξj is the angle between k1 and k2.
of the wave can be expressed as,
E(r,t) = ˆ xE◦e
i(k·r−ωt) (4.14)
While propagating through the E region plasma, the electric ﬁeld rotates in the







Figure 4.2: A schematic diagram showing the vectorial relationship between the
wave propagation and polarization directions during transmission and reception
in the bistatic radar experiment. At transmission, the electric ﬁeld of the linearly
polarized wave is along x.
of LCP and RCP waves. The electric ﬁeld of the LCP and RCP components of
the wave can be written as,
E
0




c η±ˆ k1·r−ωt) (4.15)
where ˆ k1 =
k1
|k1|.
Suppose the wave polarization makes an angle δ with the x direction on its way








where the angle Θ can be deﬁned in terms of the phase diﬀerence between the LCP
and RCP waves.
This result was obtained in the previous section for a general case of rotation84
of plane of polarization of a linearly polarized wave, equation (4.10). The phase
angle, Θ, is the Faraday angle accumulated by the wave before scattering.
Using property of electric ﬁeld scattered by E region electrons, the electric ﬁeld
of the wave immediately after scattering becomes,
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[η+ − η−]ˆ k2 · r) (4.17)
where ˆ k2 =
k2
|k2|.
Suppose the wave polarization makes an angle δ
0 with x axis right after scat-
tering. This angle can be written in terms of a ratio of the ˆ y
0 and ˆ x components








2c (η+ − η−)ˆ k2 · r
cos ω
2c (η+ − η−)ˆ k2 · r
!
(4.18)
After scattering, the circularly polarized waves propagate to the receiver and
the plane of polarization continues to rotate in the x-y
0 plane. Let Θ
0 be the
Faraday angle accumulated during this time.
In the bistatic radar geometry, k · B > 0, before and after scattering, unlike
monostatic radar experiments. In monostatic radar experiments, k · B < 0, after
scattering, which results in switching of the LCP wave to RCP and vise versa.
The reason for this switch is the change in orientation of the rotation of wave
polarization with respect to the gyrating charged particles. In a bistatic radar
experiment, however, the polarization switch does not happen, the LCP wave will
continue as an LCP wave, and the same is true for the RCP wave. Consequently,85
the magnitude of the Faraday angle continue to increase without undergoing a
change in sign.
Therefore, the total Faraday angle, Θt, accumulated by the wave while travers-
ing the E region ionosphere is given by the sum of Faraday angles gathered by the
wave, Θt = δ
0 + Θ
0.
The total Faraday angle is the parameter which can be measured from the














4.3.3 Electron density inference formulation
The quasi-longitudinal theory of electromagnetic wave propagation in a cold mag-
netoplasma is the foundation for estimating electron density in the bistatic radar
experiment. The theory relates the Faraday angle to the electron density of the
medium quantitatively, as shown by the relationship (4.12).
Using the geometry of Figure 4.1, the diﬀerential Faraday angle for the signal
propagating along a ray j downward through diﬀerential altitude element dhk can
be written as,
dΘjk = ankB(k)cosγj secφjdhk (4.20)













and the diﬀerential range gate element
dzk = dhk secφj. The geomagnetic ﬁeld, B, is derived from IGRF model [National
Space Science Data Center, 2002].
The total Faraday rotation incurred along the ray propagating downward from








where C is introduced to account for the phase which might be introduced due to
asymmetries in the receiver system.
If the receiver system is constructed such that C is negligible, the plasma
density at the altitude hj can be calculated from the diﬀerence in the quantity in








Using the fact that the right hand side of equation (4.22) is a backward ﬁnite



















Equation (4.24) is the recipe for inferring electron density proﬁles. In order to
construct vertical proﬁle of electron density, n(h), the phase angle Θ(h) is required
input. This is actually Θ
0
j using the terminology of (4.19). The parameters φj,
ξj and γj are calculated by taking the Earth’s curvature into consideration and
using, the radar geometry (Figure 4.1), the transmitter and receiver coordinates,87
and the range of the scatterers measured by the radar. The total Faraday rotation
Θt
j is measured by the bistatic radar. Our density estimating algorithm calculates
Θ
0
j iteratively from (4.19) and uses it in (4.24).
4.4 Bistatic radar observation
A bistatic coherent scatter radar experiment was ﬁrst conducted at the Jicamarca
Radio Observatory in September of 2000 [Hysell and Chau, 2001]. The validity of
the quasi-longitudinal approximation applied to inferring E region electron densi-
ties was tested in the 2000 radar experiment. In that trial radar experiment, the
transmitter and receiver were located at Paracas and Jicamarca, respectively.
At the beginning of the year 2004, a new and improved bistatic radar system
was installed, and the locations of the transmitter and receiver were switched to
Jicamarca and Paracas, respectively. Since March of that year, a series of bistatic
radar experiments has been conducted utilizing the newly installed radar system.
Representative daytime E region electron density proﬁles from March 23, 2004 are
presented here.
4.4.1 The bistatic radar experiment description: improved
experiment
The transmitter and receiver of the bistatic radar system are separated by about
222 km (or 2◦ of latitude). Coordinates of the transmitter and receiver and a
summary of the radar operating parameter for both the new and original radar
systems are shown in Table 4.1.
The new radar system was mainly introduced in order to enhance the sensitivity.88
Table 4.1: The current (beginning 2004) and original (2000) bistatic radar operat-
ing modes
Parameters Current (2004) Original (2000)
experiments experiments
Frequency, MHz 49.92 49.92
Peak power, kW 60 20
IPPa, µs 2500 250
Coherent integration 16 8
Pulse width, µs 4x13 BCb 3
Range resolution, m 600 450
Altitude resolution, m 840 - 900 630 - 680
Range gates 92 40
HPFBWc 4◦ 6◦
Transmitter coordinates 11◦57’S 13◦51’S
76◦52.6’W 76◦14.96’W
Receiver coordinates 13◦51’S 11◦57’S
76◦14.96’W 76◦52.6’W
Antenna Sixteen ﬁve element yagi Four ﬁve element yagi
0.7λd spacing 1.5λ spacing
a Inter Pulse Period
b Barker Code pulse
c Half Power Beam Width
d Wave length of the transmitted beam89
Accordingly, the following remedies were done: (i) the transmitter and receiver of
the original bistatic system were swapped in order to be able to utilize two 30kW
transmitters available at Jicamarca, thus increasing the peak power by a factor of
3, (ii) sixteen 5 element yagi arrays with 0.7λ spacing were used (compared to four
5 element yagi arrays with 1.5λ spacing of the bistatic radar experiment of the year
2000) for a transmitting and receiving antennas. The objective of enlarging the
arrays were to suppress grating sidelobes and, at the same time, enhance the signal
strength at the receiver, and (iii) Barker coded pulses were introduced. The system
upgrades provide close to 20 dB improvement in sensitivity. Moreover, in order
to tackle the problems associated with azimuth scatter the half power beamwidth
was decreased by 2◦ compared to the original experiment.
4.4.2 Electron density estimation
The power proﬁles for the two modes of propagation are shown in panel I and II
of Figure 4.3. The estimated electron density proﬁle (panel V) falls in the same
altitude region, suggesting a relationship between the returned power and electron
density of the medium.
Let VL and VR be the complex voltages at the receiving channels of the left and



















where V◦ is a voltage amplitude, and the phase angles θL and θR correspond to the
left and right circularly polarized signal, respectively.90
Figure 4.3: Parameters measured by the bistatic radar system. Panel I: Power
proﬁle of the left circularly polarized signal; Panel II: Power proﬁle of the right
circularly polarized signal; Panel III: Cross-spectral coherence proﬁle; Panel IV:
Faraday rotation angle proﬁle; V: Ne in units of 106cm−3.











◦ sin(θL − θR) (4.28)
The ratio of the imaginary to the real parts of the crossed power gives rise to
the phase diﬀerence between the left and right circularly mode of propagations.91
The Faraday angle θ, is deﬁned as,






Coherence and phase angle are described in terms of averages of power and






































R = ρr + iρi (4.30)









































































The magntiude of the cross correlation function or coherence is calculated by
taking the modulus of the correlation function (4.30) normalized by product of the








The coherence displayed in panel III (Figure 4.3) is calculated using (4.33). It
is shown in the panel that wherever the coherence is high, the errors in the density
estimates are very low, showing that coherence values close to unity are desirable
for accurate estimation of electron densities.92
In the section dealing with error analysis, we will see the quantitative relation
between variances in phase angle and the coherence estimates. Maximizing the
coherence parameter means minimizing the errors of phase angle and hence electron
density measurements.






The phase angle, estimated using (4.34), together with (4.19) are employed to
form the phase angle θ
0
j, proﬁle shown in panel IV, Figure 4.3.
The total Faraday angle proﬁles are then used to construct electron density





The estimated electron density proﬁle (solid line) with error bars is depicted in
Figure 4.3 (panel V). The bistatic coherent scatter radar experiment has enabled us
to measure electron density proﬁles spanning about 14 km altitude in the electrojet
region. Panel V of the same ﬁgure also shows that the density proﬁle generally
rises gently from the bottomside on its way to the peak. The measured E region
peak density occurs at about 110 km altitude and has a value of about ' 0.16×106
cm−3. In the next section, we compare and contrast the radar measured proﬁles
with other theoretical, experimental and model E region electron density measures.
Also shown in Figure 4.3 (panel V), the plasma density scale height has distinct
values below and above the peak, having a relatively small magnitude below the
peak compared to above the peak (and leading to the valley region). This feature93
is shared by E region density proﬁles in the midlatitude [Trost, 1979] and high
latitude [Brekke and Hall, 1988] ionospheres.
4.4.3 Error analysis
Assume that the ﬂuctuations in the variables X and Y are uncorrelated. Let their
variances be deﬁned by, σ2
X and σ2
Y, respectively. The variance, σG, of a function


















We will now calculate the variance of the phase angle, σ2
θ, by applying the
relation (4.36) and using (4.34), the expression for Faraday angle, θ(ρr,ρi). The




















ρi are the variances of the real and imaginary parts of the correlation
function, respectively.
















Assuming further that the variances of the real and imaginary parts of the
















The magnitude of signal coherence is therefore a crucial factor in determining
the uncertainties in the measurement of the phase angle. The errors of phase angle
estimation are minimized whenever the cross correlation between the two circular
polarizations is high.
Coherence is adversely aﬀected by dispersion, noise and interference [Farley,
1969; Hysell and Chau, 2001]. Generally, the phase angle, θ, varies within the
scattering volume deﬁned by antenna radiation pattern and pulse width. The con-
tributions corresponding to diﬀerent values of the phase angle will be uncorrelated,
leading to a Faraday angle dispersion. However, phase angle dispersion does not
threaten the accuracy of estimation here because of the low E region plasma den-
sities involved and the narrow beam width of the the bistatic radar experiment.
To the extent noise alone is responsible for decorrelation of the circularly polarized
signals, |ρ| = S

















where S and N are the strengths of signal and noise, respectively, and K is the
number of statistically independent samples used to estimate the correlation func-
tion. Since correlation time is the echoes is of the order of 5 ms, K = 104 to 105
independent samples for the coherent scatter experiments [Hysell and Chau, 2001].
Farley and Hagfors [2004] have also noted that K = 104 smaples will be needed in
order to estimate signal power to with in 1 percent of accuracy.
In order to calculate the standard deviations of electron density estimates,
we have incorporated (4.39), (4.40), and the fact that uncertainties in the phase
angle estimations propagate to the electron density estimates. The estimated error
are shown with the proﬁles in panel V of Figure 4.3. With the exception of the95
extreme top and bottom altitudes, the densities were measured with a high degree
of accuracy; relative uncertainties were only 1.0% on average.
4.5 Measured density proﬁles compared with other elec-
tron density estimates
In the present section, equatorial E electron density estimates derived from the
bistatic radar experiment are compared and contrasted with four electron density
estimates: theoretical (electron density function derived from the α Chapman
production function), experimental (rocket experiments carried out in Thumba,
India) electron density measurements, International Reference Ionosphere (IRI-
2001) model E region electron density predictions (these comparisons are shown in
panels II - IV of Figure 4.4, respectively), and peak densities from the Jicamarca
Digisonde Portable Sounder (DPS-4) (shown in Figure 4.5). The ﬁnding reported
here are reproduced from a recent manuscript by Shume et al [2005a].
4.5.1 The Chapman function
Here we present a simple analytical method of modeling ionization proﬁles in the
ionosphere. Given a neutral atmosphere and a theory for the rate of ion production,
the Chapman theory provides ionization density proﬁles.
The rate of production of ionization (also called production function in the






where I intensity of ionizing solar radiation, σ is a radiation-absorption cross-96
section, nn is neutral atmosphere density of a single neutral atmosphere species
and ds is a diﬀerential line of sight distance, ds = dhsecχ, χ is a solar zenith
angle, dh is a diﬀerential altitude element, and C is an ionization eﬃciency which
is assumed to be constant.
The neutral atmosphere density proﬁle is derived from the hydrostatic equilib-
rium condition of an isothermal atmosphere,







where nn◦ = nn(h◦), Hn =
κBTn
mng is a density scale height, Tn and mn are respectively
temperature and mass of the neutral atmosphere constituent under consideration.






















and therefore leads to the condition,






secχ = 1 (4.44)
where nnm = nn(hm) at production maximum hm.







where hm◦ is the maximum of production for an overhead sun.
The solution for the intensity of ionization is obtained by combining and solving
(4.41) and (4.42) we get,








where I∞ = I(h → ∞).97
It follows from (4.44) and (4.46) that at ionization maximum,
I(hm) = I∞ exp(−σ secχHnnnm) = I∞ exp(−1) (4.47)
Combining (4.46) with (4.41), and using the relation,







the rate of ionization production becomes,


















Using (4.50) in (4.49), the rate of production can be written as,
Q(h) = Qm◦ exp(1 − ζ − secχexp(−ζ)) (4.51)
where ζ = h−hm◦
Hn . From (4.44) and (4.48), Qm =
CI∞ exp(−1)
Hn secχ , therefore, for an
overhead sun Qm◦ =
Qm
cosχ.
This result is known as the Chapman proﬁle and was also derived by numerous
researchers including [Budden, 1961; Hargreaves, 1995; Luhmann, 1995; Schunk
and Nagy, 2000].
In a steady state and if plasma transport is neglected, the electron continuity
equation is reduced to Qe = Le = αN2
e. An α function is employed in this case since
the loss of ionization content is assumed to behave quadratically in the E region
ionosphere which is mainly rich in molecular gases but also a small percentage of
atomic constituents of the neutral atmospheric, Figure 2.3. The electron density
proﬁle then becomes,










α is E region density peak. The amplitude production function
Qm◦ is a mean of the peak rates of production of the various constituents.
This is the plasma density function describing the vertical and zenith angle
dependence of densities when the plasma is in photochemical equilibrium.
4.5.2 Electron density proﬁle from the α Chapman func-
tion
The altitude variation of E region electron density can be represented by a sim-
pliﬁed theoretical electron density function (Ne(h)) derived from the α Chapman
function given by (4.52).
Figure 4.4 (panel II) shows a superposition of a Chapman electron density func-
tion Ne(h) (solid line) and the measured densities (circles). The input parameters
used to calculate Ne(h), are, NmE=0.161x106 cm−3, hmE=110.0 km, and χ=14.3o
at noon local time for March 23, 2004 as obtained from IRI-2001 model speciﬁ-
cations [National Space Science Data Center, 2001], and a constant atmospheric
scale height H=6.2 km as derived from the MSIS-E-90 Atmosphere Model [Na-
tional Space Science Data Center, 1990]. Appreciable congruence is found between
the bistatic radar observation and the theoretical density, Ne(h).
4.5.3 Electron density from rocket measurements
A full solar cycle of equatorial daytime E region electron density data from Lang-
muir probes onboard rocket ﬂight experiments in Thumba (in the Indian subconti-
nent) is represented in Figure 7 of Chandra etal. [2000]. Here in Figure 4.4 (panel
III), we have reproduced an electron density proﬁle (stars) from a rocket ﬂight ex-99
periment conducted in the spring of 1975 representing solar minimum conditions.
The shape and magnitude of our measured density proﬁle (circles) are comparable
to the rocket probe data except around the very lowest altitudes where the radar
measurement has signiﬁcant uncertainty.
4.5.4 The IRI model: Lower E region
The IRI model uses the mathematical function shown below in (4.53) to connect
the D region with the E region peak density located at peak altitude hmE[Bilitza,
1990],





where K and D1 are determined such that the exponential function agrees with
the D region proﬁle and its ﬁrst derivative at the height hDX = 85.6 km during









NDXK(hmE − hDX)K−1 (4.55)
where NDX is the electron density at hDX and DN is the derivative dN
dh at that
height.
4.5.5 Electron density from IRI-2001 ionospheric parame-
ter speciﬁcations
We have also made a comparison of the IRI-2001 E region electron density predic-
tions [Bilitza, 2001] with the radar derived densities. IRI-2001 results (solid line)100
superimposed on the density measurements (circles) for March 23, 2004 at noon
are shown in panel IV of Figure 4.4.
At and above the peak
Panel IV of Figure 4.4 clearly demonstrates that at and above the peak, the IRI-
2001 and measured densities are coincident. The IRI peak density model is con-
structed utilizing a worldwide network of ionosonde foE (E region critical plasma
frequency) measurements [Bilitza et al, 1993; Bilitza, 2001], hence the reason for
the good agreement between the IRI and measured peak values. In addition, in
both the IRI and measured density proﬁles, the peak density occurred at 110.0
km. In general, the radar measured density peak altitude varies between 108.0 km
and 111.0 km (not shown here in Figure 4.4 but can be seen from Figure 4.6), the
typical peak altitude being 110.0 km.
Below the peak
However, the two electron density estimates depart drastically below the peak. The
IRI bottomside E region density proﬁle is represented by an arbitrary exponential
function, (4.53), connects the D region to the E region peak density [Bilitza, 1990].
Mathematically, there might be multiple ways of smoothly joining the D region and
E region peaks. The discrepancy mentioned above can be attributed to the fact
that IRI bottomside E region proﬁle is an arbitrary mathematical function which
does not have an observational basis. Evidently, the IRI model overestimates E
region bottomside electron densities as shown in panel IV of Figure 4.4.101
Figure 4.4: Panel I: measured electron density proﬁle with error bars; Panel II:
measured density (circles) superimposed on a Chapman electron density function
(solid line); Panel III: measured density (circles) along with electron density from
rocket experiments (stars); Panel IV: measured density (circles) superimposed on
IRI-2001 (solid line); All times are local time; Ne (Electron density) in units of
106cm−3.
4.5.6 Peak density comparison
The Jicamarca Digisonde Portable Sounder (DPS-4) records foE at 15 minute
intervals. At noon on March 23, 2004, foE=3.62 MHz, and the corresponding
peak E region electron density was NmE=0.162x106 cm−3. The peak IRI electron
density was (0.161x106 cm−3). On the same day at local noon, the measured102
peak density was (0.162±0.001)x106 cm−3. Therefore, the peak electron density
estimates are in fairly good agreement, their diﬀerence falling within the range of
experimental uncertainty.
A time series comparing the peak densities is shown in Figure 4.5. The ﬁg-
ure shows how the measured peak density (circles) compares with the Jicamarca
Digisonde (X) and IRI-2001 (solid line) peak density estimates. The measured peak
is consistent with the Digisonde and IRI peak values from about 10:00 to 14:30
local time. However, about two hours before and after local noon, two stream
processes terminate in the electrojet, and because gradient drift processes are sta-
ble near and above the E region peak by deﬁnition, echoes from near and above
the peak vanish (more on the coherent radar scattering mechanisms in the next
section). It therefore important to note that, the bistatic radar density proﬁles are
accurate but incomplete and are therefore unsuitable for tracking the altitude or
density of the peak throughout the day.
Figure 4.5: Temporal variation of peak density, radar (circles), the Jicamarca
Digisonde (X), and IRI-2001 (solid line) on March 23, 2004; All times are local
time; Ne (Electron density) in units of 106cm−3.
In summary, E region electron densities inferred from the bistatic radar obser-
vation agrees satisfactorily with the theoretical and experimental electron density103
estimates mentioned above. It is noteworthy, however, that below the altitude
of the E region peak, the measured density proﬁles diverge signiﬁcantly from the
IRI-2001 proﬁles.
4.6 E region plasma irregularities causing coherent radar
scattering
What are the short wavelength ﬁeld aligned plasma irregularities responsible for
the coherent radar echoes utilized for inferring E region electron density proﬁles?
The waterfall plot in Figure 4.6 shows the altitudinal variation of the radar
measured electron density in the equatorial electrojet region as well as the tem-
poral variation of the density proﬁles from 9:00 to 16:00 Local Time. Both the
bottomside and topside coherent radar returns underlying the density proﬁles are
due to short wavelength irregularities in the electrojet. Kudeki et al [1987] have
suggested that pure two-stream instability processes provide the mechanism for
the topside coherent scatter. Instabilities directly driven by the electrojet through
the two-stream mechanism would account for the topside coherent radar echoes.
Electron density estimation was possible due to the existence of those ﬁeld aligned
irregularities.
Electrons are increasingly collisional in the bottomside and as a result, the
relative motion of electrons and ions might not fast enough to reach the ion acous-
tic speed threshold [Kudeki et al, 1987]. The two-stream mechanism might not
therefore excite instabilities in the E region bottomside. In addition, for short
wavelengths the gradient-drift instability mechanism is stable. The bottomside
irregularities are therefore explained by a gradient drift wave driven mode cou-104
Figure 4.6: The waterfall plot depicts altitudinal and temporal variations of equa-
torial E region electron density (in units of 106cm−3) derived from short wavelength
coherent scattering in the bistatic radar experiment between Jicamarca and Para-
cas, Peru on March 23, 2004.
pling mechanism [Sudan and Keskinen, 1979]. Around noon local time (two hours
before and after noon) where the solar zenith angle is minimum, strongly driven
pure two-stream waves are present, making topside density measurement possible.
The positive density gradient in the bottomside allows gradient-drift irregularity
processes to operate, permitting coherent scatter radar density measurements in
the bottomside. However, before 9:45 and after 14:00 local times when the topside
echoes subside and bottomside echoes get weaker, the density proﬁles contract in
altitude as well as in shape.105
It should be noted that electron density proﬁles are available only at altitudes
and local times when strong plasma irregularities are present. The usefulness
of the low power bistatic radar system is, therefore, restricted to certain local
times of the day where the electrojet is strong enough to trigger instabilities. The
radar technique might not be, for example, suitable for tracking the E region peak
altitude over a period of time.Chapter 5
Electrostatic potential model & derived
lower thermospheric wind estimates for
the low latitude ionosphere
5.1 Introduction
In this chapter, a three dimensional electrostatic potential model for the low lati-
tude ionosphere is described. The model is built is a magnetic dipolar coordinate
system. The physics based model consists of a second order nonseparable nonhomo-
geneous elliptic partial diﬀerential potential equation. Given realistic ionospheric
input parameters, the model calculates perturbation potential and vector current
density. The computed electric ﬁeld components, together with Doppler shifts of
type II radar echoes observed at the Jicamarca Radio Observatory, are employed to
infer daytime zonal wind proﬁles in the equatorial E region. The potential model
includes anomalous eﬀects and is constrained by radar and magnetometer data.
We ﬁrst drive the magnetic dipole coordinate system and the relevant geometric
scale factors of transformation.
5.2 The magnetic dipole coordinate system
The use of the dipole coordinates simpliﬁes ﬁnding numerical solution of the partial
diﬀerential potential equation mentioned above. Magnetic dipole coordinates and
geometric scale factors are derived here utilizing a combination of the equation for
magnetic ﬁeld lines and the deﬁnition magnetic scalar potential.
106107
A magnetic line of force is deﬁned as a curve which is tangent to a magnetic ﬁeld
intensity B. If ds is an arc length, the magnetic line of force may be represented
by a set of diﬀerence equations,
ds × B = 0 (5.1)
Using the diﬀerential vector length element, ds, deﬁned in a spherical coordinate
system, (r,θ,φ) shown in Figure 5.1, where r is a radial distance, θ is a colatitude
(λ = π
2 −θ is the corresponding latitude), and φ is an azimuth angle or longitude,
ds = drˆ er + rdθˆ eθ + rsinθdφˆ eφ (5.2)
and the magnetic ﬁeld vector,
B = Brˆ er + Bθˆ eθ + Bφˆ eφ (5.3)
the vector product (5.1) becomes (5.4) whose solution yields parameters that label










Assuming that the contribution to the current originating from the Earth’s in-
terior is much larger than other current sources (ionospheric and magnetospheric
currents), the geomagnetic ﬁeld can be considered irrotational, ∇ × B ' 0. Uti-
lizing this assumption, the geomagnetic ﬁeld vector can be written as the gradient


















where M is the magnetic dipole moment (deﬁned in terms of the current ﬂowing
in the Earth’s interior and the area enclosed by the current loop) which is shown
















Figure 5.1: The spherical coordinate system. M is the magnetic dipole moment, r
is the radial distance, λ is the latitude (θ is the colatitude), and φ is the azimuth
angle. Re is radius of the Earth.



















































Integrating (5.8) from an initial distance r◦ to the ﬁnal distance r shown in
Figure 5.1, the corresponding polar angles intercepted by the radial distances are
































where k is a constant representing the invariance of the ratio of the radial distance
to the square of the sine of the colatitude.
It can be seen from (5.11) that the constant k can be a multiple of the radius





Equation (5.12) yields the ﬁrst element of the magnetic dipole coordinate sys-













Normalizing (5.14) by the magnetic scalar potential evaluated on the surface























The third coordinate is the azimuth angle, φ, which is also an element of the
conventional spherical coordinate system.
The complete set of magnetic dipole system of coordinate forming an orthogonal













These coordinates are directed in the direction perpendicular to the geomag-
netic ﬁeld in the radially outward direction, in the direction of the geomagnetic
ﬁeld, and orthogonal to the ﬁrst two coordinates in the azimuthal direction, re-
spectively [Hysell et al, 2004]. These coordinates are schematically depicted in
Figure 3.1.
5.2.1 Geometric scale factors
Using Pythagorean theorem, the square of the diﬀerential distance between two









On the other hand, the square of the corresponding distance element in the




















where the coordinate l can take any one of the value of, (p,q,φ), whereas for the
case at hand j assumes elements of spherical coordinates, (r,θ,φ).












The fact that the two diﬀerential distance elements in (5.18) and (5.21) must





































































































































































5.3 Fluid model description
Generalizing (3.1) by incorporating pressure gradient and gravity forces, the iono-
spheric current density vector can be compactly written in terms of the drivers
as,
J = ˆ Σ · (E + U × B) − ˆ D · ∇n + ˆ Γ · g (5.27)
where the coeﬃcients of the current drivers, in the right hand side of (5.27), namely
the conductivity (ˆ Σ), pressure gradient (ˆ D) and gravity driven (ˆ Γ) tensors are113
given below in dipole coordinates (p,q,φ). The anisotropic nature of current den-
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
(5.30)
where elements of ˆ Σ are deﬁned by equations (2.7) through (2.9), elements of ˆ D
are deﬁned by equations (2.10) through (2.12), and elements of ˆ Γ are deﬁned by
equations (2.13) through (2.15).
The current ﬂowing in the ionosphere given by (5.27) must solenoidal. As
long as currents driven by the background electric ﬁeld, E◦, the wind dynamo,
U × B, and other possible sources, are divergent, the ionospheric plasma instantly
rearrange itself by establishing a polarization electric ﬁeld, −∇Φ. The three di-
mensional electrostatic potential model presented here is built on the premise of
solenoidal current:
∇ · J = 0
∇ ·





ˆ Σ · (E◦ + U × B) − ˆ D · ∇n + ˆ Γ · g

(5.31)114
where the polarization electric ﬁeld that drives the electrojet current and irregu-
latities is contained within the electrostatic potential Φ.
In order to compare electric ﬁeld and thermally driven currents and determine
the condition under which the divergence of thermal currents merits consideration,
let us take the ratio of the Pedersen current component to the a perpendicular
thermal current component in the right hand side of (5.31),
   
∇⊥ · (dP∇⊥n)
∇⊥ · (σPE⊥)




where we have assumed a single ion species in the E region (mean of NO+ and O
+
2 )
in calculating the ratio. The ratio in (5.33) suggests that thermal currents will
have signiﬁcant contribution provided that the transverse plasma density gradient
scale length (L⊥) is much much less than a kilometer. Given that vertical gradient
scale lengths of the ambient plasma are in the range of 6 - 8 km in the E region,
the divergence of thermal currents is very small. However, the existence of broad-
band spectrum of plasma density irregularities (ranging from meter to kilometer
scales) have been detected in the equatorial electrojet from their radar backscatter
signatures in which case, (5.33) may not be small.
As far as divergence of diamagnetic current is concerned,
∇⊥ ·





∇⊥n × ˆ b

· ∇⊥dH ≈ 0 (5.33)
where the background vertical density gradients only are taken into account. How-
ever, this assumption fails around the terminator where horizontal gradients exist.
Divergence of current driven by gravity has not been considered since it is small
compared to other terms in (5.31).
By performing the divergence operations in (5.31), we obtain the linear second
order inhomogenous nonseparable elliptic partial diﬀerential equation (PDE) in115
the electrostatic potential with spatially varying coeﬃcients,


















The coeﬃcients of the second order diﬀerential operator, Υ, and the nonho-





























R(p,q,φ) = ∇ ·

ˆ Σ · (E◦ + U × B) − ˆ D · ∇n + ˆ Γ · g

Gradients in the Pedersen, direct and Hall conductivities in (5.36) are crucial
for the ﬁrst order partial derivative terms to have signiﬁcant contributions to the
PDE in (5.34). The same thing applies to the derivatives of the geometric scale
factors. The quantity e = ∂a
∂p +
∂(hqσH)
∂φ is related to a vertical variation of the
Pedersen conductivity and zonal variation of the Hall conductivity. The second
term in e is most likely signiﬁcant around the solar terminator, whereas the ﬁrst
term is important in the E as well as F regions and most importantly around the
conductivity boundaries. The quantity f = ∂b
∂q is related to gradient of parallel
conductivity, it is very likely that the higher rate of parallel diﬀusion destroys116
parallel gradients. The quantity s = ∂c
∂φ −
∂(hqσH)
∂p represents the zonal divergence
of Pedersen conductivity and vertical divergence of Hall conductivity. While the
second term of s is particularly important in the E region, zonal divergence of
Pedersen current typically occurs around the terminator.
5.4 Numerical procedures
We are seeking solution of Φ(p,q,φ) in (5.34) in the dipole coordinates shown in
Figure 3.1. In the dipole coordinate system, longitudinal and transverse plasma
motion are marginally coupled, creating an orthogonal set of coordinates. Aligning
the system of coordinate to the magnetic dipole system simpliﬁes the numerical
calculations signiﬁcantly. Because of the use of the dipole coordinates, the PDE in
(5.34) is free from mixed partial derivative terms which would have been the case
had a spherical coordinate system been empolyed.
We have employed UCAR’s (University Corporation for Atmospheric Research)
MUDPACK (Multigrid Software for Elliptic Partial Diﬀerential Equations) pack-
age version 4.0 [Adams, 1998] to numerically solve the second order PDE shown in
(5.34). The MUDPACK package discretizes linear PDEs using a ﬁnite diﬀerence
formula on solution grids. MUDPACK utilizes multigrid iterative technique that
combine the classical Gauss-Seidel iterative techniques with subgrid reﬁnement
procedures.
A multigrid method is a scheme to improve the rate of convergence by treating
the problem on a hierarchy of grids. The method arises from the fact that long
wavelength errors in the solution are dissipated on coarser grid while the shorter
wavelength errors are dissipated on a ﬁner grid. By iterating and transferring
approximations and corrections at subgrid levels, a good initial guess and rapid117
convergence at the ﬁne grid level could be achieved. Multigrid iteration requires
less storage and computation than direct methods for nonseparable elliptic PDEs
[Adams, 1998].
5.4.1 Simulation space
The inhomgenoeuos term, which are function of divergences of (i) the tensors
shown from (5.28) to (5.30), (ii) density gradients, (iii) the zonal electric ﬁeld and
wind ﬁelds, and (iv) gravitational ﬁeld; and the variable coeﬃcients in (5.36) are
discretized on the interior of the solution region. Along with boundary condi-
tions, they specify the numerical problem for solving for the electrostatic potential
Φ(p,q,φ). The solution space contains 73, 73, and 37 grid points in the (p,q,φ)
cooordinates, respectively. The simulation space is a segment of the equatorial
ionosphere in the South American sector centered at the geographic latitude, 12◦
33’S, and geographic longitude, 283◦E. The simulation space covers between 85
to 150 km of altitude and is ±10◦ wide both in latitude and longitude. Since the
magnetic declination is nearly zero in this sector of the globe, we need not consider
eﬀects of a tilted dipole.
5.4.2 Boundary conditions
Given boundary conditions, the coeﬃcients, and the forcing term in (5.36), the
PDE solver calculates the perturbation potential at each grid point. Neumann
boundary conditions are imposed on the extreme q boundaries (the feet of the ge-
omagnetic ﬁeld lines), the zonal (or φ) boundaries, and the lower p boundary. The
boundary condition imposed on the upper p boundary is that vertical perturbation
electric ﬁeld is that of a perfectly eﬃcient wind driven dynamo.118
We initially force the potential model using the NCAR TIME-GCM model
zonal winds shown in Figure 5.2. Ultimately, zonal wind proﬁles are inferred from
type II radar echoes in subsequent iterative model runs.
Figure 5.2: Zonal winds in the equatorial E region derived from the NCAR
TIME/GCM model for center of the simulation space, geographic latitude, 12◦
33’S, and geographic longitude, 283◦E.
5.5 Model input parameters
Neutral atmosphere densities and temperatures used by the potential model were
derived from the MSIS-E-90 Atmosphere Model, and geomagnetic ﬁeld components
were obtained from the IGRF model. Electron density proﬁles, plasma composi-
tion, and electron/ion temperatures were derived from the IRI. For our model119
runs, the IRI-2001 model electron densities were combined with E region electron
density proﬁles derived from an α Chapman function, based on the result found
in Chapter 4.
5.5.1 Collision frequency models


























































where the subscripts ν1n, ν2n, and ν3n refer to neutral-ion collision frequency for
NO+, O
+
2 , and O+ respectively, Ω1, Ω2, and Ω3 are the corresponding cyclotron fre-
quencies. N1, N2, and N3 represent neutral densities of N2, O2, and O respectively.
T is neutral temperature in Kelvins.
Our potential model uses an electron-neutral collision frequency model (5.40)
developed by Gagnepain et al [1977] and an electron-ion collision frequency model

































In these collision models, collision frequencies are expressed as a function of
neutral atmospheric densities and temperatures which we derived from the MSIS120
model. For speciﬁcally dealing with the electrojet region altitudes, we have deﬁned
an eﬀective electron collision frequency parameter that utilizes anamalous collision
theories to incorporate electron collision enhancements due to wave-particle inter-
actions (further discussion on this is provided below).
5.5.2 E region electron density proﬁles
We have seen in Chapter 4 that the IRI model does not accurately predict electron
densities below the E region peak. The IRI model overestimates electron densities
and the underlying conductivities there. Since electron density proﬁles derived
from the α Chapman function reproduce E region density proﬁles measured by a
bistatic coherent scatter radar at the Jicamarca Radio Observatory [Shume et al,
2005a], our model represents E region electron densities below the E region peak
by a Chapman function. In Figure 5.3, we have shown, (i) an example electron
density proﬁles derived from the Chapman function (dots), which will be utilized
in the numerical calculation, and (ii) IRI model electron density proﬁle (solid line).
The proﬁles are constructed for a March 22, 2003, 1100 local time conditions. To
derive the electron density proﬁles, based on the α Chapman function, the E region
peak density and solar zenith angle data were obtained from IRI model parameter
speciﬁcations, and the neutral scale height was calculated using parameters from
the MSIS model. The electron density proﬁles used in the potential modeling
agrees with the FIRI lower ionosphere model (which is an improved IRI model
based on electron density data measured in situ by the Faraday rotation technique)
[Friedrich and Torkar, 2001].121
Figure 5.3: Electron density proﬁles in the equatorial ionosphere on March 22, 2003
1100 LT. Dark dots are the electron density proﬁle derived from the α Chapman
function, and the solid line represents electron densities from IRI model speciﬁca-
tions.
5.5.3 Anomalous collision eﬀects
Electric ﬁelds of short wavelength electrojet irregularities can enhance electron
transport via anomalous collisions [St.-Maurice, 1987; Ronchi and Sudan, 1990].122
The resulting changes in the properties of the medium, in turn, modify the growth
rate and Doppler velocity of the irregularities. Due to anomalous collision eﬀects
(or wave-particle collisions), an eﬀective electron collision frequency, νt
e, will then
have a classical collision component, νe, and an anomalous collision contribution,
ν∗
e , that is,
ν
t
e ≡ νe + ν
∗
e (5.42)
Using ﬁrst order smoothing of electric ﬁeld and density ﬂuctuations of electrojet
irregularities, St.-Maurice [1987], and Ronchi and Sudan [1990] have derived the
mathematical relation between anomalous electron collisions and the amplitude of























The introduction of anomalous collisions transforms the ordinary anisotropic




≡ Ψ◦ + Ψ
∗ (5.44)
where Ψ∗ is the addition due to anomalous eﬀects. Ψ◦ and Ψ∗ are given by the
ﬁrst and second terms of the right hand side of equation (5.45), respectively,
Ψ
0













where fj is the fractional part of ion species of type j.
As indicated in Chapter 3, reproducing the electrojet current density proﬁles
measured in situ has been a challenge. By inferring the anomalous collision fre-
quencies using a relative plasma density ﬂuctuation measurement from a rocket
ﬂight experiment [Pfaﬀ et al, 1987], Ronchi and Sudan [1990] have shown that the123
shape and magnitude of the equatorial electrojet calculated by their model can,
to a good extent, reproduce the measured current density proﬁles. Likewise, the
measured current density proﬁle was reproduced by St.-Maurice [1988]. The ef-
fect of the anomalous collision term is to decrease the magnitude of the calculated
electrojet current and elevate the altitude of the current maximum.
Our electrostatic potential model allows for anomalous eﬀects by using νt
e and
its byproduct, the eﬀective anisotropy factor Ψ
0. In order to close (5.43), we have
modeled the relative density ﬂuctuation by a Gaussian function following the work
of Ronchi and Sudan [1990]. The Gaussian model function is derived based on
plasma density irregularity data measured by rocket ﬂights in the equatorial E
region [Pfaﬀ et al, 1987]. We have used the anomalous eﬀects to constrain our
model calculations. The amplitude and width of the Gaussian function are tuned
such that the measured horizontal and vertical magnetic ﬁeld components derived
from Jicamarca magnetograms agree with model calculations. We discuss how
the Gaussian model is implemented in the computational model in the upcoming
section.
5.6 Vertical polarization electric ﬁeld and zonal current
The model was run for a March 22, 2003, 1100 local time geophysical conditions
to calculate the electric ﬁeld and current density in the equatorial E region in the
Peruvian sector. A one dimensional cut through the three dimensional simulation
space showing model results are displayed in Figure 5.4. The calculated vertical
polarization electric ﬁeld is shown in panel I, and the zonal current density in
panel II. The solid lines in both panels show model results in the absence of winds
whereas the dotted curves are model calculations done in the presence of winds. It124
Figure 5.4: Panel I shows calculated vertical polarization ﬁeld in the absence (solid
line) and presence (dotted lines) of zonal winds for March 22, 2003 1100 LT. Panel
II shows the calculated zonal current density in the absence and presence zonal
winds for the same date and local time.
is clearly shown in panel I that the strength of the polarization ﬁeld is enhanced
in proportion to uB in the peak region. On the other hand, the current is neither
signiﬁcantly enhanced nor reduced in the presence of zonal winds proving once
again the assertions of Chapter 3. The vertical polarization electric ﬁeld that drives
the electrojet Hall current maximizes at about 100 km altitude. The electrojet
current peaks at an altitude of about 103 km.125
5.7 Inferring zonal wind velocity proﬁles in the equatorial
E region
Mid- and high-latitude E region winds can be derived from incoherent scatter
radar (ISR) ion drift measurements. Near the magnetic equator, however, the ISR
technique generally fails due to clutter from plasma irregularities in the equatorial
electrojet. This paper presents a technique which utilizes the electrojet irregulari-
ties themselves for inferring zonal winds in the equatorial E region.
Type I and II spectra are radar signatures of electrojet irregularities that are
observed if the Farley-Buneman and gradient-drift instabilities are excited [Farley,
1985]. The electrojet current and the irregularities are mainly driven by the verti-
cal polarization electric ﬁeld, an outcome of the complex interaction between the
horizontal geomagnetic ﬁeld geometry, the Cowling conductivity, the background
zonal electric ﬁeld, and the zonal winds. The Doppler shifts of the irregularities
are related to the polarization electric ﬁeld, the winds, and the dynamo ﬁelds they
induce by a linear dispersion relation [Fejer et al, 1975; Rogister and D’Angelo,
1970; Fejer and Kelley, 1980]. The winds hence modulate the Doppler shifts of ir-
regularities [Sato, 1975; Balsley et al, 1976; Broche et al, 1978; Devasia and Reddy,
1995; Hysell et al, 2002]. Doppler shift proﬁles from the electrojet measured rou-
tinely at Jicamarca are therefore a potential source of information about the lower
thermosphere winds.
Utilizing the presence of electrojet plasma irregularities, coherent scatter radar
techniques have been employed as a diagnostic tool to infer electric ﬁelds [Bals-
ley, 1969, 1973; Balsley et al, 1976; Reddy et al, 1987; Devasia and Reddy, 1995;
Hysell and Burcham, 2000; Chau and Woodman, 2004] as well as electron density126
proﬁles [Hysell and Chau, 2001; Shume et al, 2005a]. These parameters cannot
be derived from incoherent scatter radar techniques due to the clutter produced
by the irregularities themselves. Coherent scatter from the electrojet is routinely
monitored using a variety of antenna conﬁgurations at the Jicamarca Radio Ob-
servatory (JRO).
5.7.1 Central question
The central question is, given measured Doppler shifts of type II radar echoes,
how can we infer zonal wind velocity proﬁles in the equatorial electrojet? We have
developed a numerical strategy that combines theoretical models, coherent and
incoherent scatter radar measurements, and magnetometer observations. A three
dimensional numerical model which solves for the electrostatic potential (which
was described in the previous section) throughout the low-latitude ionosphere is
run, assuming a zonal neutral wind proﬁle and incorporating measurements of
the background zonal electric ﬁeld derived from incoherent scatter radar mea-
surements. The model predicts the vertical proﬁle of type II echo Doppler shifts
according to the linear dispersion relation for gradient drift waves. These proﬁles
are compared with proﬁles measured using a 50 MHz radar with an oblique, narrow
antenna beam at Jicamarca. The neutral wind proﬁle is then tuned for optimal
model-data agreement. Magnetometer data are incorporated to help account for
eﬀects of anomalous eﬀects and thereby constrain the model.
5.7.2 Research review: zonal wind estimation
Ever since so-called type I and II radar echoes were ﬁrst observed, attempts have
been made to extract wind estimates from them. Balsley et al [1976] pointed127
out that, since the Doppler shifts are functions of the neutral wind velocity, the
latter can be indirectly inferred from the radar echo. Broche et al [1978] made a
theoretical analysis of the linear dispersion relation and pointed out that, not only
the winds themselves but also the dynamo electric ﬁelds they generate must be
considered. Reddy et al [1987] inferred vertical proﬁles of the zonal electric ﬁeld in
the equatorial ionosphere in the Indian sector from measured phase velocities of
Type II radar echoes, but their inference ignored the inﬂuence of the zonal winds
at electrojet heights. However, zonal winds in the equatorial ionosphere are not
negligible as shown by rocket chemical release experiments [Larsen and Odom,
1997; Larsen, 2002]. Devasia and Reddy [1995] outlined a method to calculate
zonal wind proﬁles in the equatorial electrojet region from the phase velocity of
Type II echoes, but their method has limited practical applicability since they
neglected the eﬀects of the background electric ﬁeld. A comprehensive theoretical
and computational treatment of the problem was presented by Hysell et al [2002],
who drove a three-dimensional potential model for the equatorial electrojet region
with winds derived from the NCAR TIME-GCM model. They predicted radar
data generally consistent with observations but did not solve the inverse problem
and infer winds from radar measurements. We take up the problem of inverting
winds from coherent radar data from here.
5.7.3 Type II radar echo observations at the Jicamarca
Radio Observatory
An oblique coherent scatter radar system is used at the Jicamarca Radio Obser-
vatory to measure Doppler shifts of electrojet irregularities. The oblique system
is comprised of a 50 MHz radar with an antenna array of 16 widely spaced tilted128
Yagi elements. The antenna arrays are arranged obliquely in such a way that a
component of the Doppler velocity of the zonally propagating plasma irregularities
can be captured.
Doppler velocities of type II echoes used for inferring wind proﬁles were esti-
mated from the following experimental arrangement. The main radiation beam is
directed westward at an angle of 53.3◦ to the zenith and have a half power full
beamwidth of about 1◦. The width of the transmitted pulse was 10µs, and the
corresponding range resolution of the experiments was 1.5 km. The backscatter
spectra observed with the oblique antenna system generally show signatures of
both type I and type II echoes, similar to those shown in Figure 2.6 and Fig-
ure 2.7, respectively. We have separated out type II Doppler shifts from type I for
the purpose of zonal wind proﬁle inference. To accomplish that, we have used a
Gaussian function ﬁtting procedure. The procedure followed is to ﬁt the measured
Doppler spectra with a superposition of double Gaussian curves. We interpret the
Doppler shift of the spectral component with narrower width and which saturates
close to the ion acoustic speed as type I, and the ones with a greater spectral width
as type II. To calculate the altitude of the scatters, we estimated the range based
on the radar scattering geometry. The measured Doppler shift proﬁles of type II
echoes are shown in Figure 5.7 and Figure 5.8 by circles with error bars. The solid
line running through them is the predicted Doppler proﬁle, which is discussed in
the next section. The expected uncertainty was about 7 m/s.129
5.7.4 Techniques for calculating E region zonal wind ve-
locity proﬁles
Experimentally, type II Doppler velocities are estimated utilizing the radar ex-
periments described above. Theoretically, our numerical model predicts Doppler
velocity proﬁles. To be able to make the prediction, we have formulated an expres-
sion for the Doppler velocity of gradient drift irregularities from the linear theory
of electrojet instabilities (described in Chapter 2). The Doppler velocity is a func-
tion of the polarization electric ﬁeld, radar zenith angle, zonal wind velocity, and
the anisotropy factor Ψ
0. Techniques for retrieving zonal wind proﬁles presented
below invloves combining the linear dispersion relation for gradient drift irregu-
larities, the three dimensional electrostatic potential model, and Doppler velocity
proﬁles of Type II radar echoes. The model tunes the winds as described below
for best model-data agreement.
The linear dispersion relation of electrojet irregularities
According to the linear theory, the Doppler frequency of electrojet irregularities
can be written as (2.44). A result which was derived by [Fejer et al, 1975; Rogister
and D’Angelo, 1970; Fejer and Kelley, 1980].
In the electrojet region, electrons are magnetized, νe  Ωe. The motion of
electrons is thus more or less completely decoupled from the neutral atmosphere
motion, and is controlled by the geomagnetic ﬁeld. The drift velocity of electrons
can therefore very well be approximated by the E × B drift, where the total vector
electric ﬁeld E has a background component (E◦) and a perturbation electric ﬁeld
component (−∇Φ).
Due to heavy mass of ions, ions are collisional, νin  Ωi. The motion of ions130
is thus controlled by collision with the neutral atmosphere. The ion drift velocity
can therefore be approximated by the neutral zonal wind velocity throughout the
electrojet region.
Utilizing the above physical grounds, the Doppler velocity of type II irregular-























where β is the radar zenith angle, E◦ is the background zonal electric ﬁeld, u(p)
is zonal wind proﬁle. Due to shortage of reliable vertical wind information, the
inﬂuence of vertical winds on the electrojet system is ignored altogether in our
wind estimation algorithm. The inﬂuence of meridional winds on the expression for
the Doppler velocity (5.46) is ignored as well since meridional winds blow almost
parallel to the geomagnetic ﬁeld near the magnetic equator and have negligible
dynamo eﬀects there.
Procedures for inferring zonal wind velocity proﬁles
We have employed the following numerical scheme for zonal wind proﬁle infer-
ence: The model estimates zonal wind velocities iteratively. Winds are expressed
in terms of a linear combination of a linearly independent basis functions. They
are related to the vertical extensions of the Hough basis functions and consists
of the diurnal and semi-diurnal tidal modes shown in Figure 5.5 [Chapman and
Lindzen, 1970]. Initially, the model is driven by wind proﬁle based on NCAR
TIME-GCM model predictions. Doppler shift proﬁles are then predicted using
(5.46) and compared with the Doppler velocity proﬁle measured by the oblique co-
herent scatter radar. Iteration continues by updating the winds, adding a fraction
of the diﬀerence between the measured and predicted Doppler proﬁles each time.131
Figure 5.5: Basis functions used in the zonal wind inference. We have used a linear
combination of the orthogonal diurnal and semidiurnal tidal modes shown in the
ﬁgure derived from the vertical extension of the hough functions [Chapman and
Lindzen, 1970].
Model-data agreement is seen to improve rapidly, ﬁrst at low altitudes and later
higher up. Iteration ceases when the χ2 diﬀerence between modeled and measured
Doppler shifts falls below a threshold, at which point the zonal wind proﬁle has132
been estimated.
5.7.5 Model constraints
The calculation of the potential in a least square sense is constrained by: (i) the
background zonal electric ﬁeld, E◦, which we have derived from incoherent scatter
data from the Jicamarca radar, and (ii) horizontal and vertical magnetometer data,
which can be predicted from the currents that ﬂow in our model.
Electric ﬁeld
We have performed the model calculation procedure for March 22, 2003, 1100 LT
conditions. For this run, the background electric ﬁeld constraining the model was
set to 0.4 mV
m . This electric ﬁeld value is extracted from average vertical plasma
drift radar data. In relation to this, Chau and Woodman [2004] have pointed out
that average vertical drifts derived from incoherent scatter data agree with vertical
drifts from the so called 150 km echoes at Jicamarca. Below 150 km, however, we
expect the zonal electric ﬁeld to vary with altitude. The strategy we adopted to get
the proper background zonal electric ﬁeld is to make an initial guess and modify
the guess in such away that the calculated electric ﬁeld at the top of the simulation
space, E◦ − 1
hφ
∂Φ
∂φ, matches the electric ﬁeld data derived from the radar, which
was 0.4 mV
m for the date and local time mentioned above.
Magnetic ﬁeld
Our wind estimation was also constrained by the horizontal and vertical magne-
tometer data from March 22, 2003, 1100 LT. The net measured horizontal and
vertical components of magnetometer deﬂections, which are caused by the electro-133
jet current, are obtained by subtracting the horizontal and vertical components
measured at the Jicamarca radar site, located at 2◦ North magnetic latitude, from
those measured at Piura, an oﬀ equatorial station at 6◦8’ North magnetic latitude.
The resulting horizontal and vertical components are again subtracted from the
nighttime baseline magnetometer records at Jicamarca. This was done to remove
current sources other than the equatorial electrojet which might cause magnetome-
ter deﬂections. The horizontal and vertical magnetic ﬁeld components calculated
Figure 5.6: Comparison between the horizontal and vertical components of the
measured and calculated magnetic ﬁeld (nT) on March 22, 2003. Circles are mea-
sured horizontal components, stars are calculated horizontal components, crosses
are measured vertical components, and dots are calculated vertical components.
by our model were compared with the measured horizontal and vertical compo-
nents of magnetic ﬁeld at Jicamarca. The magnetic ﬁeld calculations, along with
the wind estimations, are repeated by varying the turbulence strength parameter
until the agreement between the calculated and measured magnetic ﬁelds is close.
Setting the density ﬂuctuation amplitude to 2% of the background density, a value
within the range of rocket measured relative density ﬂuctuation [Pfaﬀ et al, 1987],
the calculated and measured magnetic ﬁelds agree well. The calculated horizontal134
and vertical components were found to be 38 and 17 nT respectively, and the mea-
sured horizontal and vertical components were 40 and 21 nT for March 22, 2003
at 1100 local time.
We have run the potential model on quarter of an hour intervals from 930 LT
to 1400 LT for the day mentioned above. The zonal background electric ﬁeld is
time varying and is updated at each time step according to the Jicamarca drifts
database. We have varied the turbulence strength parameter, |δn
n |, from 2 to
5% to force agreement between the calculated magnetic ﬁeld components. The
wind proﬁles and magnetic ﬁeld components were calculated using the procedures
described above. The results of the magnetic ﬁeld comparison are depicted in
Figure 5.6. Circles and stars are measured and calculated horizontal magnetic
ﬁeld components, respectively. The crosses and dots are measured and calculated
vertical magnetic ﬁeld components, respectively. Overall, the agreement is sat-
isfactory over the time span in question. We were able to recover magnetometer
observations using measured electric ﬁelds, type II electrojet Doppler shift proﬁles,
incorporating reasonable turbulence strength parameters, and assuming plausible
wind values.
5.7.6 Calculated zonal wind proﬁles
The calculated zonal wind velocity proﬁle (broken line with error bars) for March
22, 2003, 1100 LT is plotted in ﬁgure Figure 5.7. The coordinate convention we
have employed here is that positive values imply eastward directed zonal winds
but westward-propagating electrojet irregularities. Also shown on the same graph
are measured (dots with error bars) and model predicted (solid line) type II echo
Doppler shifts. The calculated Doppler velocity proﬁle has clearly reproduced135
the measured type II echo Doppler shift proﬁle. The Doppler shifts agreement
and the magnetic ﬁeld components comparison mentioned above suggest that the
calculated winds are representative of daytime zonal wind proﬁles in the equatorial
electrojet region.
The calculated wind proﬁle shown in Figure 5.7 has a magnitude of about 60
m/s and directed eastward at the center of the electrojet. The wind is directed
westward with a relatively smaller magnitude at the lower edge of the electrojet.
As shown by equation (5.46), eastward dynamo winds slow down gradient drift
waves in the daytime by opposing the driving vertical polarization electric ﬁelds
whereas westward winds speed up the propagating irregularities. The calculated
wave Doppler velocity around 106 km would have been faster, had the magnitude
of the eastward wind been smaller than that calculated. Westward winds were
needed in the bottomside to drive the waves in the collisional lower electrojet
region.
The model was also run for a September 24, 2003, 1025 LT conditions. We
have followed procedures identical to the March 22, 2003, 1100 LT model run. For
this run, a background electric ﬁeld value of 0.475 mV
m was used. The resulting
predicted wind proﬁles are plotted in Figure 5.8. The amplitude and phase of the
calculated wind proﬁles are comparable to the March 22, 2003, 1100 LT calculated
zonal winds.
5.7.7 Uniqueness and sensitivity
The calculated potential at a given altitude is a function of the winds not only at
that altitude but also all altitudes below. In other words, the inﬂuence of winds
telegraphs from lower altitude of the simulation space through to higher altitudes136
Figure 5.7: Comparison of the calculated zonal wind velocity proﬁle (broken line)
in the equatorial E region with winds measured by WINDII instrument onboard
the UARS satellite (crosses, stars, dots, and triangles). The solid line shows the
calculated phase velocity. The dots with error bars are phase velocities of type II
echoes.137
Figure 5.8: Same as Figure 5.7 but for September 24, 2003, 1025 local time.
by the model potential calculations. Winds do not generate dynamo ﬁelds in the
lower edge of the electrojet (below about 93 - 95 km altitudes), however, since
conductivities drop signiﬁcantly in that region. Zonal winds could, therefore, be
uniquely inverted from Doppler velocity data since winds have negligible dynamo138
eﬀect below altitudes for which we have Doppler shift data. Hence, the ionosphere
medium works such that uniqueness of the wind solution we sought for is guar-
anteed. This same argument was also used in a modeling work by Devasia and
Reddy [1995].
We have conducted an ensemble analysis of the wind calculation to examine the
sensitivity of the employed numerical procedures. We have examined the response
of the calculated wind proﬁles to variations in the Doppler and electric ﬁeld data
within the uncertainities of their respective measurements. The results of the
analysis are displayed by the error bars on the calculated wind proﬁles (broken
lines) in Figure 5.7 and Figure 5.8, the rms spread is about 8 m/s on average.
5.7.8 Zonal wind validation
Figure 5.7 also shows made a comparison between the calculated winds and a
wind data set measured by the WINDII instrument onboard Upper Atmopshere
Research Satellite (UARS). UARS had a nearly circular orbit at 585 km inclined at
57◦ to the equator. The instruments onboard were mounted at 90◦ to the spacecraft
velocity vector and could see to 80◦ latitude in one hemisphere and to 34◦ to the
other [Reber et al, 1993]. The WINDII instrument recorded zonal and meridional
wind components over a large span of latitudes, longitudes and altitudes. The
data used in our study were recorded by the WINDII instrument when it looked
within ±5◦ of the latitude and longitude of the Jicamarca radar site. The data
correspond to September 19, 1992 early afternoon (crosses), October 31, 1992 late
morning (stars), and November 26, 1992 early afternoon (dots and triangles). The
local time and solar ﬂux level of the data are comparable with our model run
conditions. As can be seen in the ﬁgure, the calculated wind proﬁle has the same139
envelope and phasing as the WINDII wind proﬁles shown by the symbols. The
amplitude of the calculated zonal wind is also consistent with the November 26,
1992 WINDII data.
The phase and amplitude of the calculated wind proﬁle of September 24, 2003,
1025 LT is also in good agreement with WINDII data. This comparison is shown
in Figure 5.8. The WINDII instrument data here were from September 4, 1995
early afternoon (dots), November 13, 1996 late morning (stars), November, 14
1995 late morning (crosses and triangles). The two instances of zonal wind pre-
dictions (March 22, 1100 LT and September 24, 1025 , 2003) argue that the wind
proﬁles produced by our procedure reveal the attributes of local wind proﬁles in
the equatorial electrojet.
5.7.9 Temporal behavior
To study the behavior of the wind oscillations as a function of time, we have run
the model over a span of time. We have followed identical numerical procedures
as the above model runs. The temporal characteristics of the calculated zonal
wind proﬁles for March 22 and September 24, 2003 are displayed in Figure 5.9 and
Figure 5.10, respectively. Each curve in the graphs represents the speciﬁc local
time shown by the legend on the right top corners of the ﬁgures. In Figure 5.9,
the uppermost wind proﬁle corresponds to 0930 LT and the lowermost to 1400
LT. In Figure 5.10, the uppermost wind proﬁle corresponds to 0938 LT and the
lowermost to 1218 LT. On both these days, the phases of the wind oscillations
show a slow descent. The wind oscillations in both ﬁgures exhibit an average
vertical wavelength of about 15 km. The March 22, 2003 wind proﬁles propagate
downward about 4.5 km in about 5 hours. The September 22, 2003 wind proﬁles140
Figure 5.9: Temporal characteristics of the calculated zonal wind proﬁles on March
22, 2003.
propagate downward about 3 km in about 2 hours and 45 minutes. The phase of
the March 22, 2003 wind makes approximately one full oscillation in about 13 hours
or about two oscillations in a day. The September 22, 2003 phase shows similar141
Figure 5.10: Same as Figure 5.9 but for September 24, 2003.
behavior, making one complete oscillation in about 13.5 hours. The downward
phase progression of the wind oscillations is therefore nearly semidiurnal.
Using incoherent scatter ion line drift measurements at Arecibo Radio Obser-
vatory, Harper et al [1976] have shown eastward and southward winds to have142
a downward propagation pattern with approximate periods within the range of
10 - 13 hours. Bernard and Spizzichino [1971] have shown wind and tempera-
ture proﬁle data between 95 and 140 km derived from incoherent scatter radar
experiment at Nancay (France) to have a dominant semidiurnal periodicity with
downward phase propagation. Bernard [1974] has also found semi-diurnal prop-
agating E region tidal modes using incoherent scatter radar (ISR) measurements
in Saint Santin (France). The phase oscillations of the model predicted as well
as the ISR measured zonal wind proﬁles have therefore semidiurnal period with
the phase progressing downwards. However, the vertical wavelength of the winds
measured by Bernard and Spizzichino [1971] and Bernard [1974] are about three
times larger than the wavelength of the winds calculated by our computational
procedure. On the other hand, the model wind results have the same phasing and
comparable wavelength as the E region zonal wind proﬁles measured by rocket-
born chemical release experiments conducted in the equatorial ionosphere [Larsen,
2002; Larsen and Odom, 1997], although, the rocket wind data is characterized typ-
ically by larger amplitude oscillations. The discrepancy in amplitude of the two
wind estimates may lie in the inherent diﬀerences between the radar and rocket ex-
perimental techniques. The calculated wind proﬁles were extracted from spatially
and temporally averaged Doppler velocities of type II radar echoes, whereas each
point of the wind proﬁles measured by the rocket chemical release experiment was
sampled from single spatial location instantly.
5.8 Findings summarized
Zonal wind velocity proﬁles in the equatorial E region are inferred by combining
a three-dimensional electrostatic potential model with type II radar echoes in the143
equatorial electrojet. The model predicted zonal wind velocity proﬁles agree well
with winds measured by the WINDII instruement onboard the UARS satellite.
The phases of the calculated winds progress downward with a period of about half
a day which might be an indication of the semidiurnal tidal waves.Chapter 6
Validating wind proﬁle estimates using
additional radar diagnostics
6.1 Introduction
This chapter reports on equatorial electrojet experiments conducted on July 26,
2005, at the Jicamarca Radio Observatory. Various radar experiments, namely
bistatic and oblique coherent scatter radar and radar imaging experiments, were
carried out concurrently to study background parameters and wave behavior. The
experiments also included runs of the new AMISR -7 UHF radar system.
The Doppler shifts of type I radar echoes relative to a neutral wind frame are
generally thought to saturate at the ion acoustic speed, that is, (
ωk
k )u ' Cs, for a
radar pointing in the direction of mean plasma ﬂow. However, in the Earth’s frame,
where observations of type I radar echoes are carried out, type I Doppler shifts are
expected to be shifted further by the line-of-sight projection of the neutral wind
velocity.
We have not made use of the extra information imparted by type I echoes so
far in this dissertation. Here, we do so in order to help validate the wind proﬁle
estimates derived from type II echoes. We also consider wave motion inferred from
interferometric imaging of large-scale electrojet irregularities. At low altitudes,
large scale wave velocities are mainly thought to be indicative of the local neutral
winds.
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6.2 Type I echoes from the Jicamarca main antenna
Figure 6.1 and Figure 6.2 show type I radar echoes observed on July 26, 2005
using the vertically looking Jicamarca main antenna. Figure 6.1 shows Doppler
July 26, 2005 1106 LT
99.7 100.2 100.6 101.1
Figure 6.1: Type I radar spectra measured using the vertical main Jicamarca
antenna on July 26, 2005, 1106 LT. Normalized power is plotted versus Doppler
velocity in meters per second. The altitude in kilometers corresponding to each
spectrum is shown below. Power is normalized by a factor of an aggregate of power
in each Doppler bin.
July 26, 2005 1214 LT
99.7 100.2 100.6 101.1 101.5 102.0
Figure 6.2: Same as Figure 6.1 but for July 26, 2005, 1214 LT.
velocities observed at 1106 LT, and the spectra in Figure 6.2 were observed at 1214146
LT. The Doppler velocities of the type I echoes are about 350 m/s (Figure 6.1)
and about 400 m/s (Figure 6.2).
The irregularities causing the type I echoes are generated by Farley-Buneman
instabilities triggered by primary large scale gradient drift irregularities. These up-
ward and downward propagating waves whose signatures are shown by the down-
shifted and upshifted spectra, respectively, in Figure 6.1 and Figure 6.2, were
observed at zero zenith angle where the radar points in the ﬂow direction of the
two-stream waves. Their Doppler velocity generally saturates at the ion-acoustic
speed since vertical wind speeds are generally considered to have negligible mag-
nitude. The phase velocities 350 m/s at 1106 LT (Figure 6.1) and 400 m/s at
1214 LT (Figure 6.2) therefore correspond to the ion acoustic speeds (Cs) at the
respective local times. The increase in phase velocity between the two observations
indicates an increase in temperature, of which the ion acoustic speed is a function.
For large zenith angles, however, the eﬀects of zonal winds have to be taken into
consideration in explaining Doppler shifts of irregularity spectra.
6.3 Theoretical estimate of type I phase velocities
Using linear theory, equations (2.44) and (2.45), assuming that the ions are strongly
coupled with the neutral atmosphere in the E region, and invoking the fact that
the Farley-Buneman irregularities are observed when the electron/ion relative drift
speed along the radar line of sight exceeds the ion-acoustic threshold speed, the
phase velocity of type I echoes for a radar pointing at a zenith angle β in the










where the plus and minus signs are associated with westward and eastward winds,
respectively.
6.4 Zonal wind estimates
Zonal wind proﬁles estimated utilizing the numerical technique described in Chap-
ter 5 are presented in Figure 6.3 with solid curves in the left half of the panels
(for altitudes below about 102 km). When type II echoes are nonexistent or hard
to distinguish, zonal winds can be inferred from altitudinal variations of type I
radar echoes. Panels II - IV in Figure 6.3 present zonal wind estimates derived
from height varying phase velocities of type I radar echoes shown with solid lines
(for altitudes above about 102 km). We have employed phase velocity proﬁles of
oblique type I echoes, equation (6.1) and the ion acoustic speeds derived from short
wavelength coherent radar echoes shown in Figure 6.1 and Figure 6.2 to solve for
the wind proﬁles, u. Actually, the dotted lines in these panels show type I phase
velocity oﬀsets from the ion acoustic speed (whose value is shown in the top right
corner in each panel).
The following features of the wind proﬁles can be discerned from Figure 6.3:
(i) a westward wind speeds of about 65 - 75 m/s around 100 km altitude, (ii) a
phase reversal of the wind direction to eastward in the bottomside of the electrojet
roughly coincident with reversal of direction of phase velocity of type II echoes
(shown with circles with error bars) from westward to eastward (true for all panels
save panel IV), and (iii) wind proﬁles inferred independently from type I and type
II radar echoes show a fairly good continuity.
Height variations of type I echoes occurring above about 102 km altitude (dot-
ted lines in Figure 6.3, panels II - IV) can be caused by variations in the thermo-148
Figure 6.3: Calculated zonal wind velocity proﬁles (solid lines) in the equatorial
E region on July 26, 2005 at 1014, 1106, 1214 and 1336 local times are shown in
panel I, II, III, and IV, respectively. Circles with error bars are phase velocities of
type II echoes. Solid lines plotted over them show the calculated phase velocity
proﬁles. Oﬀsets from the ion acoustic speed of the phase velocities of type I echoes
are shown with dots.149
spheric winds. Winds are thought to move the irregularities and hence can speed
up (or slow down) the phase velocities of type I echoes. The wind proﬁles shown in
Figure 6.1, panels II - IV, were extracted from the movement of the irregularities.
The merger between the wind proﬁles derived from type II echoes and the ones
derived from type I echoes support the validity of the techniques used.
6.5 Oblique type I radar echoes
Figure 6.4 and Figure 6.5 show the Doppler velocities of type I echoes observed by
the oblique looking radar at Jicamarca on July 26, 2005. The ﬁgures correspond
to 1106 and 1214 LT, respectively. The corresponding velocities for the two sets
of spectra are about 400 m/s and 450 m/s, respectively. We have made use of
these velocity measurements along with wind estimates shown in Figure 6.3, type
I echoes in Figure 6.1 and Figure 6.2, and equation (6.1) to gain physical insights
into the Doppler shift characteristics of oblique type I radar echoes.
Given Cs = 350 m/s from Figure 6.1, a westward wind of u ≈ 65 m/s for 1106
LT from Figure 6.3 around the altitude region 100±1 km (panel II), and taking
β = 53.8◦ for the oblique antenna at Jicamarca, the phase velocity (6.1) becomes
ωk
k = 400 m/s in agreement with the observed phase velocity shown in Figure 6.4.
Likewise at 1214 LT, for a westward wind of u ≈ 70 m/s around the altitude region
100±1 km (Figure 6.3, panel III) and Cs= 400 m/s (Figure 6.2), the phase velocity
(6.1) becomes
ωk
k = 450 m/s in agreement with Figure 6.5. Therefore, the presence
of a westward wind evidently explains the Doppler shifts of type I oblique echoes
observed at large zenith angle (Figure 6.4 and Figure 6.5).150
July 26, 2005 1106 LT
Figure 6.4: Type I radar spectra measured using the oblique coherent scatter
radar at Jicamarca on July 26, 2005, 1106 LT. Normalized power is plotted versus
Doppler velocity in meters per second. The bottom left spectrum correspond to
99.0 km altitude and the top right spectrum correspond to 102.8 km. The sepa-
ration between two consecutive spectra is about 250 meters. Power is normalized
by a factor of an aggregate of power in each Doppler bin.
6.6 Wind proﬁles inferred from propagation properties of
large-scale electrojet turbulence at low altitudes
Linear theory for large scale irregularities, equation (2.48), indicates that phase
velocities of large scale electrojet irregularities depend on the strength of the elec-
tric ﬁeld and background parameters. In the lower electrojet below about 98 km
altitude, the motion of drifting electrons is inhibited by ion neutral collisions.151
July 26, 2005 1214 LT
Figure 6.5: Same as Figure 6.4 but for July 26, 2005, 1214 LT.
In addition, at those altitudes, electron collision frequencies might not be much
smaller compared to electron gyro frequencies. These lead to diminishing phase
velocities of the normally westward propagating large scale irregularities. Actually,
the large scale wave phase velocities are at times found to reverse to eastward in
the bottomside, as shown by radar interferometric experiments at Jicamarca. This
is illustrated in Figure 6.6 (a movie of the propagating large scale waves clearly
shows this). The eastward propagation of the waves observed in the bottomside
must be due to the presence of eastward winds at those altitudes. The reversal,
to eastward, of the calculated wind proﬁles (Figure 6.3, panels I - III) in the lower

































































































Conclusion and Future work
An electrostatic potential model has been combined with coherent/incoherent scat-
ter radar measurements to study the equatorial electrojet region, the region where
an intense zonal current excites a broadband spectrum (ranging from meter scales
to kilometers) of ﬁeld aligned plasma irregularities. Accordingly, this ﬁnal chapter
presents (i) summaries of major research ﬁndings reported in the dissertation, and
(ii) future research plans.
7.1 Conclusion
1. We have reported equatorial E region electron density proﬁles measured with
a new bistatic coherent radar system operating between Jicamarca (trans-
mitter) and Paracas (receiver), Peru. We have utilized the quasi-longitudinal
approximation of radio wave propagation in a cold magnetoplasma, which
functionally relates electron density and Faraday rotation of the coherently
scattered signal. Electron density proﬁles are constructed by numerically
diﬀerentiating the Faraday angle with respect to altitude. The radar esti-
mated electron density proﬁles agree well with (i) electron density proﬁle
derived from the α Chapman function, and (ii) density proﬁles measured in
situ by rocket ﬂight experiments. The peak measured electron densities are
in good agreement with the IRI-2001 peak electron density estimates. The
measured peak densities are also in good agreement with the peak electron
denisities measured by the Jicamarca Digisonde Portable Sounder (DPS-4).
However, it is worth mentioning that the measured and IRI proﬁles depart
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drastically below the E region peak. The latter which represented by a math-
ematical function overestimates electron density proﬁles below the E region
peak. Electron density data are available only at altitudes and local times
when strong plasma irregularities are present, limiting their usefulness in cer-
tain kinds of statistical studies and making then unsuitable, for instance, for
tracking the E region peak altitude over time. The bistatic system is now
permanently installed at Jicamarca and Paracas for continuously monitoring
electron density proﬁles in the equatorial electrojet region. The E region
electron density proﬁles are being deposited in the CEDAR database for use
by the space geophysics community.
2. We have reported on zonal wind proﬁles in the equatorial electrojet region in
the South American sector extracted from Doppler radar measurements of
type II echoes from the obliquely looking radar at the Jicamarca Radio Ob-
servatory. Zonal wind proﬁles are retrieved by combining a three-dimensional
electrostatic potential model with predictions and measurements of type II
echoes in the equatorial electrojet. The conventional electron collision fre-
quency was modiﬁed to incorporate anomalous collision eﬀects. Our model
calculations are consistent with magnetometer and vertical plasma drift data
measured by the incoherent scatter radar at the Jicamarca Radio Observa-
tory. We sought wind proﬁles which brings the measured and calculated
phase velocities of type II echoes to closer agreement. Accordingly, a com-
parative iterative procedure has been employed. The magnitude and phasing
of the calculated zonal wind velocity proﬁles agree well with winds measured
by the WINDII instrument onboard the UARS (Upper Atmosphere Research
Satellite). It is evident from the temporal properties of the calculated wind155
that the phase progresses downward with a period of about half a day which
might be a signature of the semidiurnal tide. The downward phase pro-
gression of the zonal winds appear to inﬂuence the electrodynamics of the
local plasma by modulating the magnitude and direction of the polariza-
tion electric ﬁelds through a dynamo mechanism. Concurrent bistatic and
oblique coherent scatter radar experiments would be conducted at Jicamarca
to investigate the inﬂuences of the downward phase progression of the winds
might have on the E region plasma density proﬁles and plasma instabilities.
The amplitude and phase of the calculated zonal wind proﬁles are in gen-
eral agreement with representative wind proﬁles measured by the WINDII
instrument onboard the Upper Atmosphere Research Satellite (UARS). The
calculated winds also have the same general characteristics as zonal wind
proﬁles measured by rocket-borne chemical release experiments. However,
the magnitude of the latter are larger than the former. The temporal be-
havior of the calculated zonal winds suggests a downward phase progression
with a roughly semidiurnal period.
7.2 Future work
We plan to pursue the following research areas pertinent to the equatorial iono-
sphere: (i) the pre-reversal enhancement of the zonal electric ﬁeld in the equatorial
ionosphere. (ii) Plasma ﬂow characteristics of the topside equatorial F region dur-
ing spread F conditions.156
7.2.1 Pre-reversal enhancement of the zonal electric ﬁeld
in the equatorial ionosphere
Introduction
During early evening hours, the low altitude plasma in the equatorial ionosphere
is lifted up to higher altitudes [Woodman, 1970; Fejer, 1981]. The plasma uplift
is due to enhancement of the zonal electric ﬁeld. Theories put forward by vari-
ous researchers for explaining the observed electric ﬁeld enhancement have been
reviewed in Chapter 2. To summarize them: (i) Farley et al [1986] explained the
enhancement of the zonal ﬁeld in terms of electric ﬁelds mapped back from the
magnetically connected oﬀ equatorial ionosphere to the F region, (ii) Haerendel
and Eccles [1992] explained it in terms of the divergence of the equatorial elec-
trojet during the evening due to conductivity reduction and the vertical current
demanded by the F region, and (iii) Eccles [1998a, b] explained it in terms of the
edge eﬀect of the vertical polarization electric ﬁeld formed during the evening and
morning hours.
Here we will analyze the behavior of the divergence free current equation to
study electric ﬁeld enhancements near the solar terminators. For that purpose,






















where E◦ = |E◦|, Ek = |Ek|, and pressure and gravity driven currents are ignored
for the simplicity.157
Let us consider the various terms in the right hand side of (7.1) to analyze
their contribution to the variations of the Pedersen and Hall currents driven by
the zonal polarization ﬁeld Eφ.
Case 1: Divergence of zonal current
When the zonal current driven by the vertical polarization ﬁeld and the background
electric ﬁelds diverge, a need arises for a zonal polarization electric ﬁeld to keep




















(hphq[σH(Ep + uB) + σPE◦]) (7.2)
Due to a reduction in the content of conductivities, the right hand side diverges
drastically around the solar terminator. In such circumstances, the zonal electric
ﬁeld EI
φ needs to be enhanced while approaching the terminator where σP and σH
are signiﬁcantly diminished. In the E region, divergences of both σH(Ep+uB) and
σPE◦ contribute to the process. According to the second term in the right hand
side of (7.2), the zonal ﬁeld drives a vertical Hall current out of the E region to
further reduce the conductivity there. The feedback is to further speed up plasma
uplift from the E region. This result was found by Haerendel and Eccles [1992].













This due to the fact that Pedersen current ﬂows in the F region but Hall current
is conﬁned in the E region. Integrating (7.3) in a longitudinal sector ranging from
φ1 to φ2 well before the terminator and in the terminator, respectively,
σP(φ2)(Eφ(φ2) + E◦(φ2)) = σP(φ1)(Eφ(φ1) + E◦(φ1)) (7.4)158
where the variation of the scale factors is ignored for simplicity. They will not be,
however, ignored in actual numerical calculations.
Obviously, the conductivity σP(φ2) is much smaller than σP(φ1). Therefore,
by a similar argument as above, there arises a demand for a signiﬁcant increase in
the zonal ﬁeld EI
φ + E◦ at φ2 compared to EI
φ + E◦ at φ1.
Case 2: Divergence of vertical current
The evening plasma uplift might also be described in terms of divergence of vertical




















(hφhq[σP(Ep + uB) − σHE◦]) (7.5)
If the vertically diverging vertical current is also diverging zonally, which is
likely true around the terminator, the zonal ﬁeld EII
φ adjusts such that the overall
current remains solenoidal.












(hφhqσP(Ep + uB)) (7.6)
Vertical Pedersen current decays during evening hours due to cancelation by

















(hφhqσP(Ep + uB))dφ (7.7)
The ﬁeld EII
φ at φ2 should be larger than at φ1 since the integrand in (7.7) is
larger at φ1 than at φ2 .159
Case 3: Divergence of parallel current
Divergence of parallel current might also contribute to zonal ﬁeld enhancement

























The plan in this regard is therefore to assess the relative importance of the mecha-
nisms mentioned above for enhancement of the equatorial zonal electric ﬁeld using
realistic ionospheric modeling. These eﬀorts would help us to establish the dom-
inant physical mechanism or the relative contributions of the various factors for
the ﬁeld enhancement.
7.2.2 Spectral analysis of ﬂow characteristics of the topside
equatorial F region plasma
Results of spectral analysis of electric ﬁeld ﬂuctuation data from the AE-E (At-
mospheric Explorer -E) satellite have been reported by Shume and Hysell [2004].
The manuscript is attached in Appendix A of the dissertation. The ﬁndings can
be summarized as follows.
Plasma drift data from the AE-E satellite were spectrally analyzed to investi-
gate the characteristics of the ﬂow in the topside equatorial F region ionosphere
during strong spread F conditions. Plasma ﬂow around rapidly rising depletions
is thought to exhibit behavior similar to two-dimensional Kolmogorov turbulence,
but only on ﬂux tubes with suﬃciently small integrated ion-neutral collision fre-
quencies. We found that one-dimensional spectra computed from vertical plasma160
drift measurements made in such depletions on such ﬂux tubes tend to display a
-5/3 spectral index over scale sizes from about 1–100 km, suggesting the opera-
tion of an inverse energy cascade. This universal spectral form is evidence of an
inertial regime of the underlying ionospheric interchange instability. Analytical
and numerical magnetic ﬂux tube integrated modeling were used to identify the
local times and ﬂux tubes where inertial eﬀects are most likely to be important in
equatorial spread F ﬂows and were used determine the threshold convection speeds
necessary.
Plasma drift data were taken from the Ion Drift Meter (IDM) onboard AE-
E satellite. The IDM measured cross-track drifts in the vertical and horizontal
directions. However, the drift measurements were sequential rather than simulta-
neous. Vector cross-track drift estimates therefore were not be obtained. In the
spectral analysis mentioned above, we made use only of the vertical drift measure-
ments and made the assumption that these drifts are dominated by perpendicular
plasma drifts.
The nonuniform sampling of the vertical drift measurements due to coordinate
switching was compounded by numerous dropouts in the data stream from the
instrument. Due to this the AE-E plasma drift data were not ideal for spectral
analysis purposes. Therefore, the conclusions made, based on the Lomb peri-
odogram technique, about the spectral behavior of plasma drifts were tentative.
To make deﬁnitive conclusions, we need to investigate the ﬂow characteristics by
looking into more data.
In the future, we will seek to obtain additional data from other satellites to
expand the turbulence spectral analysis. In particular, spectral analysis would be
conducted utilizing the ROCSAT-1 satellite’s (Republic of China Satellite) equato-161
rial plasma density and electric ﬁeld ﬂuctuation data. The ROCSAT-1 spacecraft
is a low inclination (35◦) circular orbit at about 600 km altitude and thus provides
complete coverage in local time of the low latitude about every 90 minutes. Its IPEI
(Ionospheric Plasma Electrodynamic Instrument) payload consists of four sensors
that measure the ion number density, velocity vector, temperatures, and composi-
tion [Yeh et al, 2001]. We will also seek plasma density and drift data to perform
spectral analysis from the upcoming low latitude satellite mission, C/NOFS (Com-
munication/Navigation Outage Forecast System).Appendix A
Spectral analysis of plasma drift
measurements from the AE-E
(Atmospheric Explorer - E) satellite:
evidence of an inertial subrange in
equatorial spread F
A.1 Introduction
While the cause of plasma irregularities associated with equatorial spread F (ESF)
events was once controversial, it is now known that ionospheric interchange insta-
bilities are responsible [Woodman and La Hoz, 1976]. The irregularities emerge
ﬁrst in the bottomside of the F region where ion-neutral collisions are frequent
and where a balance between Pedersen currents and currents driven by gravity
determines the dynamics of the instability; this is the collisional ﬂow regime. The
collisional regime has been shown to produce laminar ﬂows in which the domi-
nant nonlinear eﬀect is plasma steepening [Scannapieco and Ossakow, 1976; Costa
and Kelley, 1978; Zargham and Seyler, 1987; Hysell et al., 1994b]. However, the
action of the instability is such that depleted regions of plasma are convected
rapidly upward, past the F peak and into the topside ionosphere where ion-neutral
collisions are less frequent. It has been postulated that, at suﬃciently high alti-
tudes, polarization currents associated with ion inertia and strong convection may
come into play and compete with or even dominate Pedersen currents in balanc-
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ing currents driven by gravity and preserving quasineutrality in the vicinity of
the rising depletions [Ott, 1978; Kelley and Ott, 1978]. If so, then the dynam-
ics of the ﬂow (in the so-called “inertial regime”) might be expected to assume a
turbulent state reminiscent of two-dimensional Navier Stokes turbulence [Kintner
and Seyler, 1985; Hassam et al., 1986; Zargham and Seyler, 1989]. In this case,
the dominant nonlinear eﬀect might be expected to be turbulent cascades leading
to inertial range spectra. This eﬀect could have important implications for radio
scintillations caused by ESF since the irregularity spectra for collisional and iner-
tial regime ﬂows would diﬀer [Zargham and Seyler, 1989]. However, experimental
evidence for inertial regime ﬂows in spread F is inconclusive. In the only exper-
iment explicitly addressing the issue, Jahn and LaBelle [1998] found no evidence
of inertial range spectra in data taken from a sounding rocket encounter with a
spread F plume in project Guar´ a. Conversely, Alfven wave signatures detected
by Aggson et al. [1992] in a San Marco satellite encounter with ESF irregularities
argues strongly for the importance of polarization currents in some ESF events.
This paper is the third in a series that argues that inertial regime ﬂows can
exist in fully-developed ESF. In the ﬁrst, McDaniel and Hysell [1997] solved an-
alytically and self-consistently for the ﬂow around a rising depleted ﬂux tube of
circular cross-section in a realistic ionosphere. They found a window of local times
and apex heights for which the depletion should rise suﬃciently rapidly for po-
larization currents to become comparable in magnitude to Pedersen currents in
the tube’s vicinity. However, this only happened if the tube was deeply depleted.
The irregularities seen by Jahn and LaBelle [1998] were neither deeply depleted
nor rapidly moving, and it may therefore have been that the convection was too
weak to excite inertial eﬀects in that case. McDaniel and Hysell [1997] went on to164
compute the power spectra of intense density irregularities observed by the DE-
II spacecraft during ESF over many orbits and found that data corresponding to
the prescribed window exhibited universal k−5/3 one-dimensional power spectra for
scale sizes greater than about 1 km, suggesting the existence of an inverse energy
cascade. Expanding upon the idea, McDaniel [1998] used wavelet analysis and
localized the regions of irregularities with -5/3 spectral indices to those with large
amplitudes.
In the second paper in the series, Hysell and Shume [2002a] performed a the-
oretical analysis of the inertial interchange instability in a plasma. The necessity
for the plasma to be inhomogeneous for inertial eﬀects to be important means
that the resulting ﬂow must be essentially diﬀerent from Navier Stokes turbulence,
which occurs in homogeneous ﬂuid ﬂows. Nevertheless, Hysell and Shume [2002a]
showed that an inverse energy cascade characterized by one-dimensional velocity
spectra scaling as k−5/3, still occurs in the inhomogeneous system. Similar results
had been obtained earlier by Zargham [1988].
In this paper, we seek further evidence for inertial regime eﬀects, plasma turbu-
lence, and inertial range spectra in equatorial spread F. We use plasma drift data
taken by ion drift meter (IDM) on the AE-E satellite. As predictions of inertial
range spectra obeying speciﬁc scaling laws apply strictly to velocity spectra, these
data should be more direct telltales of plasma turbulence than the DE II plasma
density data examined previously. Furthermore, by working with drift measure-
ments, we can assess how strongly driven the plasma ﬂow is directly rather than
relying on model predictions based on idealized ﬂow geometries, as was done by
McDaniel and Hysell [1997].165
A.2 Data Presentation
We analyzed data from the AE-E satellite taken between 1978 and 1980 when the
satellite had a nearly circular orbit with a mean altitude that varied between about
325 km and 450 km at diﬀerent times in that interval. Because of its 19.7◦ incli-
nation, the satellite probed magnetic ﬂux tubes with a broad range of magnetic
apex heights. Out of the entire AE-E data archive we identiﬁed approximately 35
distinct ESF events with deep density depletions (99% or more) and with veloc-
ity ﬂuctuations suggesting active instabilities for our study. All longitudes were
considered, but most of the data correspond to the Atlantic sector.
Plasma density and drift data were taken from the ion drift meter (IDM) [Han-
son and Heelis, 1975]. The sample rates for densities and drift measurements are
16 and 32 Hz, implying a spatial resolution of about 480 and 240 m, respectively.
The IDM measured cross-track drifts in the vertical and horizontal directions.
However, the drift measurements were sequential rather than simultaneous, with
one Cartesian component being sampled at a time for intervals of either 2/3 or 4
s. Vector cross-track drift estimates therefore cannot be obtained. For our studies,
we made use only of the vertical drift measurements and made the assumption
that these drifts are dominated by perpendicular plasma drifts (E × B drifts), a
reasonable assumptions at small dip latitudes and a necessary one in any case.
The nonuniform sampling of the vertical drift measurements due to coordi-
nate switching is compounded by numerous dropouts in the data stream from the
instrument. In order to spectrally analyze the drift data, we utilized the Lomb pe-
riodogram technique, which can be viewed as a least-squares ﬁt of harmonic basis
functions (sinusoids) to the available data [Lomb, 1976]. While being computa-
tionally expedient, this technique is not a signal processing panacea; when applied166
to our data, the algorithm has a tendency to produce spectral artifacts (spurs)
at harmonics of the switching period. However, the predictability of the spurs in
question makes them readily identiﬁable and excisable. We detrended the vertical
drift data and then computed sliding window Lomb periodograms from them. The
width of the sliding window was typically 256 s wide, a time span comparable
to the eddy turnover time for the smallest scale features of interest in the ﬂow
under study and therefore small enough to satisfy the stationarity requirements
for spectral estimation. The spectra of velocity ﬂuctuations that resulted gener-
ally exhibited power law scaling from an outer scale of about 100 km to an inner
scale of a few km, where the instrument noise ﬂoor caused the spectra to become
ﬂat. The slopes of the spectra in this scale size regime were determined through
least-squares ﬁtting.
Based on the analysis of McDaniel and Hysell [1997], we expect inertial eﬀects
to be most important for about an hour after sunset when the equatorial ionosphere
is at its highest and on ﬂux tubes with apex points above the F peak but not so
high that the anomaly crests contribute signiﬁcantly to the integrated Pedersen
conductivity. In the 35 data sets we chose, there turn out to be only half dozen
instances when the satellite passed through intense ESF irregularities within this
approximate window of magnetic apex heights (∼600–900 km) and local times
(∼20–21 LT). Three of the half dozen instances we identiﬁed are shown in Figures
1 through 3. The top and second panels of each present plasma density and ion
drift measurements recorded by the spacecraft during its passage through spread F
events. The continuous line in the latter is a smoothed curve intended as a rough
proxy for a true zero, taking into account satellite pointing errors that can bias
the drift velocity estimate. Spectrograms calculated with a sliding window Lomb167
periodogram are depicted in the third panel. The fourth panel shows the slope
of each spectrum in the range of scale sizes between about 1–100 km, determined
with a Levenberg Marquardt ﬁtting technique. Overall, the slopes for all the AE-E
drift data generally fall between -1 and -3 and can vary rapidly and erratically in
time.
As revealed in the fourth panels in each ﬁgure, however, the spectral index tends
to gravitate toward values close to -5/3 (broken line) (within the range -5/3 ±0.05)
when the density irregularities are intense, the velocity ﬂuctuations are signiﬁcant,
and when the satellite was in or near the window of local times and magnetic apex
heights prescribed above. This trend is evident in all of the applicable datasets we
examined. Below, we quantify the condition for inertial regime ﬂow the ionosphere
more precisely and argue that the AE-E dataset, limited as it is, oﬀers tentative
evidence that such a ﬂow can exist in topside spread F.
A.3 Analysis
McDaniel and Hysell [1997] analyzed the plasma ﬂow around rising, completely
depleted ﬂux tubes of circular cross section. The considered background currents
due to gravity and the background electric ﬁeld along with the resulting Pedersen
currents driven by polarization charges accumulating on the depletion walls and
polarization currents associated with irregular plasma ﬂow around the rising de-






























in which the ﬁrst, second, and third terms correspond to currents driven by gravity,
Pedersen currents, and polarization currents, respectively. Here, h is the scale
factor for the longitude coordinate, g⊥ is the component of gravity perpendicular to
the geomagnetic ﬁeld B, V◦ is the depletion convection speed, E is the background
zonal electric ﬁeld, R◦ is the radius of the depletion, and where the other terms have
their usual meaning. A zero subscript designates values evaluated at the magnetic
dip equator, and the integration is over a magnetic ﬂux tube. This integration
represents the application of Kirchhoﬀ’s law to the summation of transverse current
components; magnetic ﬁeld lines are treated as equipotentials. To incorporate the





j fj/Ωij, where fj is the ion fraction for species j.
McDaniel and Hysell [1997] evaluated the integrals in (A.1) numerically, de-
riving plasma densities from the PIM model [Peddie and Fabiano, 1982], magnetic
ﬁelds from the IGRF model [Barton, 1997], composition from IRI [Bilitza et al,
1993], background electric ﬁelds from curves published by Fejer et al. [1995], and
temperatures necessary for computing collision frequencies according to formulas
given by Schunk and Walker [1973] from MSIS90 [Hedin, 1991]. They solved the
quadratic to predict depletion rise velocities V◦ for diﬀerent background condi-
tions and then, with that knowledge, compared the magnitudes of the second and
third terms in (A.1) to assess the relative importance of ion inertia (polarization
currents). They determined that depletions can be expected to rise as fast as
200–400 m/s at times just after sunset and on ﬂux tubes with apex heights of
about 600-900 km. In such events, polarization currents should be comparable to
or slightly larger than Pedersen currents in the vicinity of the depletions. Plasma
turbulence may then occur. It is important to note that plasma convection speeds169
well in excess of 400 m/s are known to arise in narrow, elongated, depleted chan-
nels feeding low-density plasma into the topside. Convection speeds much greater
than 1000 m/s have been observed in satellite datasets [Aggson et al., 1992] and in
radar observations in the “neck” of particularly intense radar plumes [Hysell et al.,
1994a]. However, the ﬂow is laminar rather than turbulent in such cases, however,
and inertial eﬀects are unlikely to be important in such cases. The overwhelming
majority of plasma depletions seen in the AE-E dataset have convection speeds
less than about 400 m/s.
Having access to velocity data for the current study, we will skip the ﬁrst
of these steps. We will evaluate the terms on the right side of (A.1) numerically,
equate them, and solve for the depletion convection speed V◦ for which polarization
currents are as signiﬁcant as Pedersen currents. This can be interpreted as an
estimate of the threshold speed for plasma turbulence to set in. Neglecting E◦/B◦





where the averaging implied in (A.2) is determined by the integral forms in (A.1).
The larger the ﬂux-tube integrated collision frequency, the larger the threshold
convection speed. The larger the radius of curvature of the depletion, the larger
the threshold speed. The factor of 4 in (A.2) applies to circular depletions and will
diﬀer for diﬀerent conﬁgurations.
We have evaluated the “threshold” convection speed V◦ according to (A.1)
for conditions relevant to our AE-E data, retaining and estimating the background
electric ﬁeld from the model produced by Scherliess and Fejer [1999]. We interpret
R◦ as the radius of curvature of the plasma ﬂow, not just in excursions around a
rising depletion, but in any eddy in the ﬂow. The radius of an eddy if half its170
diameter which is half again the scale size associated with and eddy in spectral
analysis; since the outer scale of the ﬂows we examined were typically no more
than 100 km, we therefore set R◦ = 25 km. The curves that result should be taken
as rough indications of when and on what ﬂux tubes inertial eﬀects are most likely
to be important in spread F events.
The results of the subsequent calculations are shown in Figure A.1 through
Figure A.3. Figure A.1 was computed for conditions corresponding to the data in
Figure A.4 and imply that inertial eﬀects will be signiﬁcant in the window of local
times between about 19.5 and 21 LT and magnetic apex heights between about
600 and 900 km given the presence of convection speeds approaching 300 m/s.
By signiﬁcant, we mean that Pedersen and polarization currents in the vicinity
of the depletions will have comparable magnitudes. The ﬁrst four groups of
deep depletions evident in Figure A.4 meet the criteria and, indeed, exhibit a -
5/3 spectral index in their drifts. The event in Figure A.4 is unique in that it
is predicted to fall almost entirely within the inertial regime. This is not the
case for the data shown in Figure A.5. For this event, which is more typical of
what we ﬁnd in the AE-E database, the satellite just grazed but not cut through
the most favorable contours in Figure A.2 with only the earliest two patches of
irregularities having suﬃcient convection speeds for inertial eﬀects to have any
likelihood of being signiﬁcant. As predicted, however, it is only these irregularities
which exhibit a -5/3 spectral index in their one-dimensional velocity spectra. By
favorable, we mean inertial ﬂows are facilitated by the traits: early evening hours
in a range of 19:00 - 21:00 LT hours, 600-900km apex height and plasma convection
speed of about 200 - 400 m/s be all met for inverse cascade. The same can be
said of the observation in Figure A.6. This time too, the satellite merely grazed171
Figure A.1: Model run for February 25, 1978. Contours denote the velocity thresh-
old arising from equating the last two terms in equation 1 (see text).
the most favorable contours in Figure A.3. Only the earliest patch of irregularities
meet the criteria for signiﬁcant polarization currents to be present, and only these
irregularities diplay a spectral index close to -5/3. These three datasets, drawn
from a pool of a half-dozen comparable ones, constitute tentative but compelling
evidence for an inertial regime in equatorial spread F.
A.4 Summary and Conclusions
Using analytic and numerical modeling, we identiﬁed the local times and ﬂux
tubes where inertial eﬀects are most likely to be important in equatorial spread F172
Figure A.2: Model run for January 29, 1979. Contours denote the velocity thresh-
old arising from equating the last two terms in equation 1 (see text).
ﬂows and determined the threshold convection speeds necessary. We then searched
the AE-E satellite database for candidate plasma irregularities. Only a very few
candidates could be found. This is not because inertial regime ﬂows are necessarily
rare in the equatorial ionosphere but more due to idiosyncrasies in the orbit and
data collection schedule of the satellite. Nevertheless, the few datasets selected had
velocity spectral indices close to -5/3 in the regions thought to be most prone to
inertial eﬀects. This spectral index is telltale of an inverse cascade of energy from
intermediate scale sizes to long, similar to what occurs in two-dimensional Navier
Stokes turbulence in homogeneous neutral ﬂuids. The implication is that plasma
ﬂows in strongly-driven topside spread F occurring shortly after sunset should173
Figure A.3: Model run for January 26, 1980. Contours denote the velocity thresh-
old arising from equating the last two terms in equation 1 (see text).
have characteristic spectral forms and give rise to characteristic radio scintillation
spectra.
In the future, we hope to obtain additional data from satellites other than AE-
E to expand this analysis. In particular, the impending launch of the C/NOFS
satellite promises widespread availability of equatorial irregularity data, including
vector plasma drifts, over a broad range of local times and magnetic apex altitudes.
Furthermore, we can examine radio scintillation data for evidence of changes in the
irregularity spectrum during spread F events when inertial regime ﬂows are most
likely. Finally, there is reason to believe that coherent scatter Doppler spectra
received from scatter from irregularities in the inertial regime should have a pre-174
dictable characteristic form [Hysell and Shume, 2002b]. These avenues of research
will be pursued in the future.175
Figure A.4: AE-E satellite data for August 16, 1980.176
Figure A.5: AE-E satellite data for January 29, 1980.177
Figure A.6: AE-E satellite data for January 26, 1980.BIBLIOGRAPHY
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