In this paper we extend the results of the seminal work Barles show that a monotone scheme converges to the unique viscosity solution of the (fully nonlinear) parabolic path dependent PDE. An example of such monotone scheme is proposed. Moreover, in the case that the solution is smooth enough, we obtain the rate of convergence of our scheme.
Introduction
In this paper we aim to numerically solve the following fully nonlinear Path Dependent PDE (PPDE, for short) with terminal condition u(T, ω) = g(ω):
Lu(t, ω) := −∂ t u(t, ω) − G(t, ω, u, ∂ ω u, ∂ 2 ωω u) = 0, 0 ≤ t < T.
(1.1)
Peng [22] and Second Order Backward SDEs of Soner, Touzi and Zhang [25] as path dependent HJB equations. The notion of PPDE was proposed by Peng [23] . Based on the functional Itô calculus, initiated by Dupire [9] and further developed by Cont and Fournie [7] , Ekren, Keller, Touzi and Zhang [10] and Ekren, Touzi and Zhang [11, 12, 13 ] developed a viscosity theory for PPDEs.
In the Markovian case, namely u(t, ω) = v(t, ω t ), g(ω) = f (ω T ), and G(t, ω, y, z, γ) = F (t, ω t , y, z, γ) for some deterministic functions v, f, F , the PPDE (1.1) becomes a standard PDE with terminal condition v(T, x) = f (x):
Lv(t, x) := −∂ t v(t, x) − F (t, x, v, Dv, D 2 v) = 0, 0 ≤ t < T.
(1.2)
In their seminal work Barles and Souganidis [2] proposed some time discretization scheme for the above PDE and showed that, under certain conditions, the discretized approximation converges to the unique viscosity solution of the PDE. Their key assumption is the monotonicity of the scheme, see Theorem 2.7 (ii) below, which can roughly be viewed as the comparison principle for the discretized PDE. This work has been extended by many authors, either by improving the error analysis including the rate of convergence, or by proposing specific algorithms which indeed satisfy the required conditions, see e.g. [1, 3, 14, 16, 19, 26, 27] , to mention a few.
Our goal of this paper is to extend the work [2] to PPDE (1.1). Notice that the viscosity solution in [10, 11, 12, 13] is defined through some optimal stopping problem under nonlinear expectation, which is different from the standard viscosity theory for PDEs. Consequently, our notion of monotonicity for the scheme also involves the nonlinear expectation, see (3.3) below. This requires some technical estimates for the hitting time involved in the theory.
Then, following the arguments in [2] we show that our monotone scheme converges to the unique viscosity solution of the PPDE.
We next propose a specific scheme which satisfies all the conditions and thus indeed converges. Moreover, when the PPDE has smooth enough classical solution, we obtain the rate of convergence of our scheme.
In the semilinear case, there have been many works on numerical methods for the associated backward SDEs, see e.g. [4, 5, 17, 18, 20, 24, 29] . In particular, [17] used the arguments for viscosity theory of PPDEs. Moreover, [26] studied certain numerical approximation for path dependent HJB equations, in the language of second order BSDEs.
However, we should point out that most of these works are mainly theoretical studies and are not feasible, especially in high dimensions. Efficient numerical algorithms for path dependent PDEs, including the implementation of our discretization scheme in the present paper, remains a challenging problem and we shall explore further in our future research.
The rest of the paper is organized as follows. In §2 we introduce path dependent PDEs and its viscosity solutions, as well as monotone schemes for (standard) PDEs. In §3 we prove the main theorem, namely the convergence of monotone schemes. In §4 we propose a scheme which satisfies all the desired conditions. Finally in §5 we obtain the rate of convergence of our scheme in the case that the solution is smooth enough.
Preliminaries

Path dependent PDEs and viscosity solutions
In this subsection, we recall the setup and the notations of [11, 12, 13] .
The canonical setting
Let Ω : 
We define a semi-norm on Ω and a pseudometric on Λ as follows: for any (t, ω), (t ′ , ω ′ ) ∈ Λ,
Then (Ω, · T ) is a Banach space and (Λ, d) is a complete pseudometric space.
Remark 2.1. In [11, 12, 13] , following [9] we used pseudometric:
Clearly d and d ∞ induce the same topology, and all the results in [11, 12, 13] still hold true under d. However, when we consider the regularity of viscosity solutions, see (4.14) below, it is more natural to use d. Indeed, since B is typically a semimartingale, for t < t ′ we see that √ t ′ − t and B t t ′ are roughly in the same order.
We shall denote by L 0 (F T ) and L 0 (Λ) the collection of all F T -measurable random variables and F-progressively measurable processes, respectively. In particular, for any u ∈ L 0 (F), the progressive measurability implies that u(t, ω) = u(t, ω ·∧t ). Let C 0 (Λ) (resp. U C(Λ)) be the subset of L 0 (Λ) whose elements are continuous (resp. uniformly continuous) in (t, ω) under d. The corresponding subsets of bounded processes are denoted as C 0 b (Λ) and U C b (Λ). Finally, L 0 (Λ, R d ) denote the space of R d -valued processes with entries in L 0 (Λ), and we define similar notations for the spaces C 0 , C 0 b , U C, and U C b . We denote by T the set of F-stopping times, and H ⊂ T the subset of those hitting times h of the form For all L > 0, let P L denote the set of probability measures P on Ω such that there exist
and we define P ∞ := L>0 P L . We note that, when β P > 0, the second line above is equivalent to the existence of a d-dimensional P-Brownian motion W P satisfying:
We define the path derivatives via the functional Itô formula.
such that, for any P ∈ P ∞ , u is a local P-semimartingale and it holds:
The above ∂ t u, ∂ ω u and ∂ 2 ωω u, if they exist, are unique. Consequently, we call them the time derivative, the first order and second order space derivatives of u, respectively. Definition 2.3. We say u ∈ C 1,2 (Λ) is a classical solution (resp. supersolution, subsolu-
The shifted spaces
Fix 0 ≤ t ≤ T .
-Let Ω t := ω ∈ C([t, T ], R d ) : ω t = 0 be the shifted canonical space; B t the shifted canonical process on Ω t ; F t the shifted filtration generated by B t , P t 0 the Wiener measure on Ω t , and Λ t := [t, T ] × Ω t .
-For s ∈ [t, T ], define · s on Ω t and d on Λ t in the spirit of (2.1), and the sets L 0 (Λ t ) etc. in an obvious way.
-For s ∈ [0, t], ω ∈ Ω s and ω ′ ∈ Ω t , define the concatenation path ω ⊗ t ω ′ ∈ Ω s by:
Moreover, for a random time τ , we shall use the notation ξ τ,ω := ξ τ (ω),ω .
-Define T t , H t , P t L , P t ∞ , and C 1,2 (Λ t ) etc. in an obvious manner. It is clear that u t,ω ∈ C 0 (Λ t ) for any u ∈ C 0 (Λ) and (t, ω) ∈ Λ. Similar property holds for other spaces introduced above. Moreover, for any τ ∈ T (resp. h ∈ H) and any (t, ω) ∈ Λ such that t < τ (ω) (resp. t < h(ω)), it is clear that τ t,ω ∈ T t (resp. h t,ω ∈ H t ).
Viscosity solutions of PPDEs
We first introduce the spaces for viscosity solutions.
(i) We say u is right continuous in (t, ω) under d if: for any (t, ω) ∈ Λ and any ε > 0, there exists δ > 0 such that, for any (s,ω) ∈ Λ t satisfying d((s,ω), (t, 0)) ≤ δ, we have
(ii) We say u ∈ U if u is bounded from above, right continuous in (t, ω) under d, and there exists a modulus of continuity function ρ such that for any (t, ω), (t ′ , ω ′ ) ∈ Λ:
It is clear that U ∩ U = U C b (Λ). We also recall from [11] Remark 3.2 that Condition (2.6) implies that u has left-limits and positive jumps.
We next introduce the nonlinear expectations. Denote by
We now define viscosity solutions. For any
is a viscosity solution of PPDE (1.1) if it is both a viscosity subsolution and a viscosity supersolution.
As pointed out in [12] Remark 3.11 (i), without loss of generality in (2.7) we may always set h = h t ε for some small ε > 0:
Monotone schemes for (standard) PDEs
In this subsection we introduce the main result of Barles and Souganidis [2] . We shall follow the presentation in Guo, Zhang and Zhuo [16] . We first recall the definition of viscosity solutions for PDE (1.2): an upper (resp. lower) semicontinuous function v is called a viscosity subsolution (resp. viscosity supersolution) of PDE (
and any smooth function ϕ satisfying:
For the viscosity theory of PDEs, we refer to the classical references [8, 15, 28] .
We shall adopt the following standard assumptions:
(ii) F is continuous in t, uniformly Lipschitz continuous in (x, y, z, γ), and f is uniformly Lipschitz continuous in x.
(iii) PDE (1.2) is parabolic, that is, F is nondecreasing in γ.
(iv) Comparison principle for PDE (1.2) holds in the class of bounded viscosity solutions.
That is, if v 1 and v 2 are bounded viscosity subsolution and viscosity supersolution of PDE (1.2), respectively, and
h be an operator on the set of measurable functions ϕ : R d → R. For n ≥ 1, denote h := T n , t i := ih, i = 0, 1, · · · , n, and define:
The following convergence result is reported in [16] 
(ii) Monotonicity:
Then PDE (1.2) with terminal condition v(T, ·) = f has a unique bounded viscosity solution v, and v h converges to v locally uniformly as h → 0.
Monotone scheme for PPDEs
Our goal of this section is to extend Theorem 2.7 to PPDE (1.1). Similar to Assumption 2.6, we assume (ii) G is continuous in (t, ω), uniformly Lipschitz continuous in (y, z, γ), and g is uniformly continuous in ω. Denote by L 0 the Lipschitz constant of G in (z, γ).
(iv) Comparison principle for PPDE (1.1) holds in the class of bounded viscosity solutions. That is, if u 1 and u 2 are bounded viscosity subsolution and viscosity supersolution of PPDE (1.1), respectively, and
For the comparison principle in (iv) above, we refer to [13] for some sufficient conditions. Now for any (t, ω) ∈ [0, T ) × Ω and h ∈ (0, T − t), let T t,ω h be an operator on L 0 (F t t+h ). For n ≥ 1, denote h := T n , t i := ih, i = 0, 1, · · · , n, and define:
where we abuse the notation that:
The following main result is analogous to Theorem 2.7. 
where
(ii) Monotonicity: for some constant L ≥ L 0 and any
(iii) Stability: u h is uniformly bounded and uniformly continuous in ω, uniformly on h.
Moreover, there exists a modulus of continuity function ρ, independent of h, such that
Then PPDE (1.1) with terminal condition u(T, ·) = g has a unique bounded L-viscosity solution u, and u h converges to u locally uniformly as h → 0. (i) For the consistency condition (3.2), we require the convergence only for t ′ ≥ t.
(ii) The monotonicity condition in Theorem 2.7 (ii) is due to the maximum condition (2.10) in the definition of viscosity solutions for PDEs. In our path dependent case, the monotonicity condition (3.3) is modified in a way to adapt to (2.7).
(iii) Due to the uniform continuity required in the definition of viscosity solutions, the stability condition in Theorem 3.2 (iii) is somewhat strong. Note that this condition obviously implies the counterparts of the Stability and Boundary conditions in Theorem 2.7.
To prove the theorem, we need a technical lemma.
Lemma 3.4. Let L > 0, h ∈ H, τ ∈ T , τ ≤ h, and X ∈ U with modulus of continuity function ρ in (2.6). Assume
Proof. Let h correspond to O and t 0 in (2.2). We first claim there exist
and ω * such that
In particular, this implies that t * < h(ω * ). Then, for any P ∈ P t * L and δ ≤ δ 0 ,
proving (3.6).
We now prove (3.7) by contradiction. Assume (3.7) is not true, then
Note that B τ (ω) ∈ O whenever τ (ω) < h(ω). Recall (2.3) and let η(ω) denote the unit vector pointing from B τ (ω) to O c . Set η(ω) be a fixed unit vector when τ (ω) = h(ω). Then η ∈ F τ . ConstructP ∈ P 0 L as follows:
That is,P = P on F τ and dB
s., whereP τ,ω is the regular conditional probability distribution of P. Then, one can easily see that
This, together with (3.8), implies
Then, by (3.9), (2.6), and (3.10),
This contradicts with (3.5) when δ 0 is small enough, and thus (3.7) holds true.
Proof of Theorem 3.2. By the stability, u h is bounded. Define
Clearly u(T, ω) = g(ω) = u(T, ω), u ≤ u, and u, u are bounded and uniformly continuous.
We shall show that u (resp. u) is a viscosity L-supersolution (resp. L-subsolution) of PPDE (1.1). Then by the comparison principle we see that u ≤ u and thus u := u = u is the unique viscosity solution of PPDE (1.1). The convergence of u h is obvious now, which, together with the uniform regularity of u h and u, implies further the locally uniform convergence.
Without loss of generality, we shall only prove by contradiction that u satisfies the viscosity L-supersolution property at (0, 0). Assume not, then there exists ϕ 0 ∈ A L u(0, 0) with corresponding h ∈ H such that −c 0 := Lϕ 0 (0, 0) < 0. Denote
Recall (2.9) and denote h ε := h 0 ε ∧ ε 5 , c ε := 1 3 c 0 ε 5 . Note that h ε ≤ h for ε small enough, and by [12] 
Thus, for ε small, it follows from ϕ 0 ∈ A L u(0, 0) that
Let h k ↓ 0 be a sequence such that 16) and simplify the notations:
Note that X k is uniformly bounded. Then by (3.14) we have
Since u h is uniformly continuous, applying the monotone convergence theorem under nonlinear expectation E, see e.g. [11] Proposition 2.5, we have
Then, for all ε small enough and k large enough,
, t ≤ h ε (ω), and τ k := inf{t ≥ 0 :
We remark that here Y k , τ k depend on ε as well, but we omit the superscript ε for notational simplicity. Applying [11] Theorem 3.6, we know τ k ≤ h ε is an optimal stopping time for Y k 0 and thus
where h k ε := h t k * ,ω k ε . Let {t k i , i = 0, · · · , n k } denote the time partition corresponding to h k , and assume
Combine the above inequality and (3.18) we have
This implies
By the monotonicity condition (3.3) we have
We next use the consistency condition (3.2). For (t, ω) = (0, 0), set
By first sending k → ∞ and then ε → 0, we see that
which, together with (3.12), (3.16) , and the uniform continuity of ϕ and u k , implies
Then, by the consistency condition (3.2) we obtain from (3.19) that
This contradicts with (3.13).
An illustrative monotone scheme
We first remark that the monotonicity condition (3.3) is solely due to our definition of viscosity solution of PPDEs. It is sufficient but not necessary for the convergence of the scheme. In Markovian case, the PPDE (1.1) is reduced back to PDE (1.2). The schemes proposed in [14] and [25] satisfy the traditional monotonicity condition in Theorem 2.7, but violates our new monotonicity condition (3.3). However, as proved in [14, 25] , we know those schemes do converge.
The goal of this section is to propose a scheme which satisfies all the conditions in Theorem 3.2 and thus converges. However, to ensure the monotonicity condition (3.3), we will need certain conditions which are purely technical. Monotone schemes for general parabolic PPDEs is a challenging problem and we shall leave it for future research. We also remark that efficient implementation of such schemes, especially in high dimensions, is also a very challenging problem and will also be left for future research.
Our scheme will involve some parameters:
Let e i ∈ R d be the vector whose i-th component is 1 and all other components are 0, and e ij ∈ R d×d be the matrix whose (i, j)-th component is 1 and all other components are 0.
3) and introduce the following probability measures on
Now for h ∈ (0, T − t) and ϕ ∈ L 0 (F t t+h ), define
We now verify the conditions in Theorem 3.2. Proof. Without loss of generality, we assume (t, ω) = (0, 0). Let (t ′ , ω ′ , h, c) be as in (3.2), and for notational simplicity, at below we write (t ′ , ω ′ ) as (t, ω). Now for ϕ ∈ C 1,2 (Λ), denote ψ := c + ϕ t,ω (t + h, ·) ∈ L 0 (F t t+h ), and ϕ| s t := ϕ t,ω (s, B t ) − ϕ(t, ω). Send (t, ω, h, c) → (0, 0, 0, 0), by the functional Itô formula and the smoothness of ϕ, one can easily check that
Plug these into (4.3) and (4.4), we obtain (3.2) immediately.
To ensure the monotonicity condition (3.3), we need some additional conditions. Assumption 4.2. Assume G is differentiable in (z, γ) and one may choose µ i , σ i so that
The differentiability of G is just for convenience. For notational simplicity, at below we shall assume G is differentiable in y as well.
(ii) By setting σ i all equal, a sufficient condition for the third inequality in (4.5) is the following diagonal dominance condition: Proof. Without loss of generality, we assume (t, ω) = (0, 0) and denote
Then, recalling (4.3),
Note that here ∂ y G etc are deterministic. By (4.4) we have
By (4.5) we see that a 0 , a i , a ij ≥ 0, provided h is small enough. Note that
Then one may define the following probability measure: 10) and rewrite (4.8) as Remark 4.5. In generalP may not be in P L . However, we still have
We now verify the stability condition. Proof. We assume L and h are chosen so that T t,ω h satisfies the monotonicity condition (3.3).
(i) We first show that u h is uniformly bounded. Denote
, and recall (3.1). By (4.3) we have
Following the arguments for (4.11), for someP defined in the spirit of (4.9)-(4.10), we have
That is,
Note that C n = g ∞ . Then by the discrete Gronwall inequality we see that max 0≤i≤n C i ≤ C, where the constant C is independent of h.
Finally, for t ∈ (t i , t i+1 ), following similar arguments we can easily show that |u h (t, ω)| ≤
Therefore, u h is uniformly bounded.
(ii) We next show that u h is uniformly Lipschitz continuous in ω.
Note that G is uniform Lipschitz continuous in ω with certain Lipschitz constant L G . Then similar to (i) above, we have
Since L n = L g is the Lipschitz constant of g which is independent of h, we see that max 0≤i≤n L i is independent of h. Finally, as in the end of (i) above we see that u h (t, ·)
is uniformly Lipschitz continuous in ω, uniformly in t and h.
(iii) We now prove the following time regularity in two steps:
Step 1. We first assume t ′ = T and t = t i . For j = i + 1, · · · , n, in the spirit of (4.12),
we may defineP j such thatP j+1 =P j on F
where b j := ∂ y G(t j ) and c j :
). Denote Γ i := 1,
One may easily check that
One can easily show that EP n [ B t i T ] ≤ C √ T − t i . Then (4.13) holds in this case.
Step 2. We now verify the general case. Assume t i−1 ≤ t < t i and t j−1 ≤ t ′ < t j , then clearly i ≤ j. Since u h (t i , ·) and u h (t j , ·) are Lipschitz continuous in ω, by (4.12) and following the arguments in Step 1, one can similarly show that
These lead to (4.13) immediately.
Combine Lemmas 4.1, 4.4, and (4.6), it follows from Theorem 3.2 that 5 The case with classical solution
In this section, we obtain the rate of convergence of our scheme, provided that the PPDE has smooth enough solution. Denote We shall remark though, as we see in Buckdahn, Ma and Zhang [6] , in general ∂ t , ∂ ω i , ∂ ω j do not commute, and ∂ 2 ω i ω j u = Plug all these into (4.3) and recall that G is uniformly Lipschitz continuous in (y, z, γ), we obtain (5.2), and hence prove the theorem.
