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ABSTRACT 
 
This dissertation introduces, operationally defines, and empirically tests the 
influence of service buyer network structure complexity factors on supply disruptions. A 
large body of supply chain literature related to disruptions focuses on complexity factors 
in network structure of upstream suppliers to manufacturers; however, little is known 
about downstream network complexity, and even less is known about complexities 
associated with service buyer network and service configurations. We conceptualize 
business-to-business (B2B) service buyer network structure in terms of both its own 
operating network structure configuration (e.g. distance among organizational subunits) 
and the service offering configurations (e.g. number of services purchased).  
From theory, we posit that the B2B service buyer network structure varies in 
complexity, and in turn, the buyer can influence the service performance purchased by a 
service provider. The theoretical underpinnings of this premise are derived from service 
operations strategy literature, where customers play a role in the production and introduce 
task complexity and variation to service delivery systems. We extend this customer 
contact theory to B2B buyers’ internal enterprise networks. Our theory is particularly 
applicable to downstream B2B buyers of service providers, with service offerings that are 
information and knowledge intensive and/or continuous in nature (e.g. 
telecommunications, energy, Internet, etc.). Another boundary condition for our theory’s 
practicality is that customers play a role in the service delivery process.   
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This dissertation has three main objectives. First, it seeks to theoretically explain 
how physical network and service offering complexity factors, which are introduced by 
B2B service buyers, can influence service disruptions. Based on multidisciplinary 
literature such as complexity, service management, information systems, and network 
theory, propositions about network and service characteristics of B2B buyers are 
developed and transformed into hypotheses that are tested empirically. Second, we 
introduce sets of formative indicators of complexity based on both the characteristics of 
the buyers’ physical network structure and the service offerings. Finally, this dissertation 
empirically tests the theory that two types of B2B service buyer network structure 
complexity factors – physical structure and service offerings configurations – have a 
distinguishable influence on service disruptions. More specifically, the empirical model 
evaluates the effects of these two types of network complexity factors on the likelihood 
and mean time of service disruptions.  
To reach our objectives in this dissertation research, we employ secondary data 
from a large telecommunication company located in Brazil. The unit of analysis is a 
sample of B2B “buyers” (e.g. business customers) from this “service provider” (e.g. 
service company). One hundred ninety-four (194) B2B buyers were deemed applicable to 
be investigated in this study. The service provider granted access to all of its available 
customer data related to the buyers’ operational locations (e.g. buyers’ physical 
locations), service offerings, and supply disruptions spanning a 14-month period from 
March 2008 to April 2009. Because of the secondary nature of the data, an exploratory 
data analysis was performed to obtain a better understanding of the distributional 
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characteristics of the variables used in the study. Results show that many variables did 
not have a well-behaved, normal distribution, so transformations were made that 
improved their distributional forms for statistical analysis.  
Briefly, results of multiple logistics and ordinary least regression show that one 
salient complexity factor existent in the physical network and three in the service offering 
structures of B2B buyers were important in explaining the variability in the performance 
of service disruptions. Thus, the main contribution of this dissertation is to extend service 
management theory by shedding light onto B2B buyers and providing insights on how 
their physical network and service offering configurations may be important factors 
affecting service performance. While not directly measured in this study, from theory the 
study suggests that downstream network structures, B2B network structure complexity, 
and the resultant customer introduced variability, can induce supply disruptions. While 
these are typically beyond the control of (or at least not well-understood by) the service 
provider, they not only influence their customers’ performance but their own as well. For 
practitioners, our new B2B buyer network theory suggests that service providers might 
intervene more proactively in mitigating the variation introduced by the complexity of 
their customers’ internal enterprise network and service offering configurations.  
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CHAPTER 1 
 INTRODUCTION 
 
1.1. Background 
This dissertation aims to deepen our understanding of how network structure 
complexity factors, which are associated with a service provider’s downstream business-
to-business (B2B) buyers, can influence performance. For semantic clarity in this 
research, the company selling the service is referred to as the service provider; and the 
business customer that purchases one or more services is the B2B buyer. A B2B buyer is 
an enterprise with its own internal network of one or more operational units to which a 
service provider must supply its offerings.  Two salient constructs are associated with 
B2B service buyer network structure: 1) buyer physical network configuration and 2) 
service offering configuration purchased by buyers. The first construct refers to factors 
associated with the firm’s physical, intra-organizational network configuration that is 
comprised of one or more organizational subunits (e.g. number and location of branch, 
plants, etc.); the second refers to factors associated with the characteristics (or attributes) 
of the service offering configuration (e.g. number, volume, customization, etc.). Using 
these operational measures of the two constructs, we subject to rigorous empirical 
scrutiny a theory-based model that assesses the influence of B2B buyers’ physical 
network and service offering configuration factors on supply disruptions. 
In this dissertation, we propose a new B2B service buyer network theory that 
explains, in part, how attributes of physical network and service offering configurations 
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related to complexity can influence service performance that is outside the traditional 
control of the service provider. Our theory is particularly useful for B2B services where 
buyers play a role in service co-production, and for offerings that are information and 
knowledge intensive and/or continuous. Take, for example, banks that purchase 
telecommunications services from a single provider. Each bank has its own physical 
network structure of branches and a different portfolio of services purchased from the 
provider. Similarly, the telecommunications company may have B2B buyers that are 
manufacturing enterprises with their plant network.   
Drawing upon network complexity theory and service operations strategy 
literatures, in particular, we propose that complexity-related aspects, which are associated 
with B2B buyers’ physical network and service offering configurations, introduce more 
operational and task variability, as well as uncertainty, into the service delivery system, 
which in turn will influence supply disruptions. Since B2B service buyers, like other 
service customers, typically provide a bundle of tangible and intangible inputs into the 
service delivery process (e.g. co-produce the service offerings), they can impact 
performance. In other words, downstream service buyers can introduce significant 
uncertainty and variability to the service delivery system due to their own idiosyncratic 
service network structures that are comprised of organizational subunits spread out in 
different geographic locations, where a variety of service offerings is delivered by the 
same service provider. Viewing B2B buyers as organizational structures characterized by 
having multiple locations (Ghoshal and Bartlett, 1990; Lovelock, 1980) and multiple 
services (Cook et al., 1999; Oliveira and Roth, 2010; Rosenzweig and Roth, 2007) 
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provides a new perspective about the potential inherent complexity existent in these 
structures and the varying complexity of the services delivered at many buyer locations.  
As depicted in Figure 1.1, traditional supply chain management literature focuses 
on the upstream complexity of supplier networks; and there is significant emphasis on 
supply networks associated with manufacturing enterprises and physical distribution of 
goods. There is relatively little academic literature on service supply chains, in general. 
None of the extant literature combines the notions of downstream B2B buyer physical 
network and service offering configurations to supply disruptions. This dissertation 
represents a first step in the theory-building process because we conceptualize, 
operationally define, and test this phenomenon: how complexity-related configuration 
attributes of B2B buyer network structures are associated with supply disruptions given 
by an upstream service provider. In fact, theory building relies on the existence of good 
theoretical definitions and measurement (Wacker, 2004), which motivates this 
dissertation for its first research question: How can B2B service buyer network structures 
be conceptualized in terms of physical network and service offering configuration 
complexity factors?    
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Fig. 1.1. B2B Service Supply Chain 
*The circle represents the network structure that is the focus of this dissertation. 
 
Conceptualizing about B2B service buyer network structure raises another central 
issue related to the assessment of complexity indicators. As indicated earlier, complexity 
of the B2B buyer network depends on certain network and service offering characteristics 
(or attributes). For example, some network attributes are the number and relative position 
of organizational subunits in the context of a single B2B buyer. To illustrate, a B2B 
buyer may have services delivered into 3 organizational subunits relatively close to one 
another, while another B2B buyer may have services delivered into 25 organizational 
subunits spread out over a large area. The latter network structure may be more 
operationally complex than the former due to such factors as knowledge sharing (see 
Roth and Shockley, 2010 for an example of the many complexities of knowledge sharing 
among retail services). Similarly, some examples of service characteristics are the level 
of customization and number of services delivered to the organizational subunits of a 
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single B2B buyer. For example, a given B2B buyer may have only 7 services, which are 
not highly customized, while another B2B buyer may have 58 services, which are highly 
customized, delivered to their organizational subunits. In this case, the latter network 
structure is more complex than the former. There might be other variables that help to 
capture the complexity in B2B service buyer network structures, leading to the second 
research question driving this dissertation: What are the formative, complexity-based 
indicators of B2B service buyer network structure?  
The variation in complexity among B2B buyer network structures may influence 
service performance. Here we draw upon the notion of a customer-supplier duality role 
played by customers in service, generally; and from classic customer contact theory of 
service operations, the notion of customer-introduced variability in service delivery 
(Chase and Tansik, 1983; Frei, 2006; Kellog and Chase, 1995; Kellog and Nie, 1995; 
Roth and Menor, 2003; Sampson, 2000; Xue et al., 2007).  
Importantly, customer-supplier duality refers to the fact that customers not only 
consume services, but they also supply inputs for service production, which may be even 
more germane for impacting the nature of the B2B buyer-supplier relationship 
(Fitzsimmons and Fitzsimmons, 2008). For example, as depicted in Figure 1.2., in 
telecommunication services, B2B buyers are responsible for managing equipment and 
software within their facilities to be able to connect with the telecommunication service 
provider backbone, allowing for transmission of digital data. Thus, the service provider 
requires a variety of inputs from its buyers, and often this means co-production of 
services. Moreover, the quality of buyers’ input will influence the general level of 
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delivered service quality. The quality of customer input can be affected by a number of 
factors, including the customers’ knowledge-based competency with the technology and 
the resources they put into their internal systems architecture. Thus, if B2B buyers 
provide a poor quality input into the system, then the overall resulting service quality will 
be impacted. According to Sampson (2000), “This implies that service providers need to 
understand the capabilities of their service providers, so that relevant conditions can be 
communicated to customers up front”  (359).  
 
Fig. 1.2. B2B Telecommunication Services Co-production Environment  
 
In this dissertation, the complexity existent in the service network structure of 
B2B buyers may adversely influence the buyer-supplier relationship in the supply chain. 
A major implication for service supply chain management is this: service network 
structure complexity factors may potentially influence the quality of inputs provided by 
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B2B buyers for co-production of services, and therefore, for overall performance of 
services. More specifically, service network complexity factors are posited to be 
associated with performance of service disruptions. More generally, in the supply chain 
management literature network, complexity (i.e. high variation and large number of 
upstream suppliers) has been conceptualized as directly affecting the likelihood of 
disruptions (Choi and Krause, 2006; Craighead et al., 2007; Harland et al., 2003). The 
basic tenet in this line of reasoning is that increasing network complexity tends to make 
companies more vulnerable to disruptions by not being able to fully manage such 
complexity. In other words, because companies often have limited management 
competencies and resources to handle external factors, such as variability of inputs in the 
supply chain, they may experience more operational problems that potentially lead to 
disruptions. Extending this line of reasoning, it is possible to articulate how different 
levels of downstream B2B service buyer network structure complexity factors may also 
affect the variability of inputs during the co-production process of business services, 
which leads to the third research question: What is the influence of B2B service buyer 
network structure complexity factors on disruptions?    
 
1.2. Gaps in the Supply Chain and Service Management Literature 
The concept of service network structure of B2B buyers has not been empirically 
explored in the service and operations management literature. As illustrated previously in 
Figure 1.1., service supply chain studies have adopted a simplistic view of buyers, some 
of which do not even consider B2B buyer internal network and service offering 
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complexity determinants. Most studies have focused on business-to-consumers (B2C) 
attributes. Furthermore, many of the extant literature models do not take into account the 
potential variance in network structures induced externally from B2B buyers that are co-
producers in a service delivery system. For example, the supply chain models proposed 
by Lee and Billington (1995), Croxton et al. (2001), and Ellram et al. (2004) view 
customers as single and simple entities, rather than considering the complexities 
associated with the customer’s own network and service offering configurations. Also, 
complexity is not a simple construct to conceptualize and measure, which makes it 
difficult for empirical researchers to test. Thus, this dissertation discusses one important 
enhancement in the existent models of service supply chain by addressing B2B service 
buyer network structure complexity factors.  
Moreover, neither B2B buyers’ physical network nor B2B buyers’ service 
offering configuration characteristics have been fully explored in the empirical service 
and operations management literature. In the case of network characteristics, some 
studies have examined certain attributes of network configuration, such as the number of 
locations (Kadushin, 2004; Kotha and Orne, 1989), distance (Bell and Zaheer, 2007; Choi 
and Hong, 2002; Randall and Ulrich, 2001; Schilling and Phelps, 2007), and proximity to 
resources (Nachum et al., 2008). Adding to prior related research, we evaluate 
simultaneously both network and service offering configuration attributes of B2B buyers 
in the context of service delivery. 
Service offering complexity characteristics, on the other hand, have been 
previously defined in the service literature (Argote, 1982; Danaher and Mattson, 1998; 
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Shostack, 1977; Skaggs and Huffman, 2003; Vroomen et al., 2005). For example, Skaggs 
and Huffman (2003) define service complexity as a function of the level of coordination 
in the service delivery process. Danaher and Mattson (1998) conceptualize service 
complexity as a result of the number of interactions and interrelations of activities 
performed by a service provider and buyers. However, these definitions have not been 
considered in the context of B2B service buyers’ physical network structure. Moreover, 
many conceptualizations of service offering complexity are limited operationally since 
they fail to capture its determinants. First, as chapter 2 of this dissertation will discuss, 
service offering characteristics can be a function of the degree of service novelty, as 
suggested by Novak and Eppinger (2001) for the case of products. Second, they can also 
be a function of the number and volume of services purchased from a single supplier. For 
instance, some B2B buyers may purchase only a couple services from a given supplier, 
while others may purchase hundreds. Finally, service complexity factors may be a 
function of how service offerings are distributed among the organizational subunits of a 
B2B buyer. Some organizational subunits may utilize more services than others, creating 
some variability within the B2B buyer organizational network. Thus, the 
conceptualization of service offering configuration complexity drivers made here 
attempts to capture a more enriched picture of service complexity than those 
conceptualized by previous definitions.  
Finally, studies about disruptions have explored a myriad of variables related to 
supply chain disruptions but have not hypothesized any relationship regarding the 
complexity emerging from B2B service buyer network structures. For example, related to 
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supply chain disruption, studies have investigated firms’ characteristics such as 
operational choices and problems (e.g. outsourcing, supply delays, and machine 
breakdown) (Chopra and Sodhi, 2004; Hendricks and Singhal, 2003, 2005a; Kleindorfer 
and Saad, 2005; Tomlin, 2006); practices and culture (Braunscheidel and Suresh, 2009); 
preventive maintenance (Johnson, 2000); decision-making perceptions and behavior 
(Ellis et al., 2010; Zsidisin, 2003b); labor turnover (Jiang et al., 2009); supply chain and 
supplier characteristics (Choi and Krause, 2006; Craighead et al., 2007; Zsidisin and 
Ellram, 2003; Zsidisin and Smith, 2005); and events, like natural and planned 
catastrophes (Knemeyer et al., 2009); demand uncertainty (Spekman and Davis, 2004; 
Wagner and Bode, 2006); and even threats to customer life and safety (Zsidisin, 2003a). 
We note that the supply chain literature has paid significant attention to manufacturing 
supply chains and has for the most part neglected the potential idiosyncratic problems 
arising from the customer duality role in co-production that differentiates service from 
goods supply chains. In this respect, this dissertation begins to fill the gap by 
investigating how complexity-based physical network and service offerings 
characteristics of B2B buyers may influence disruptions.   
 
1.3. Research Purpose and Model 
The major purpose of this dissertation is to develop and test a theory of B2B 
service buyer network structure. We propose that each B2B service buyer has its own 
physical network and service offering configurations that drive delivery system 
complexity, uncertainty, and customer-introduced variation. The variety in complexity 
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among B2B buyers’ physical network and service offering structure configurations 
becomes an additional challenge for service providers, especially considering the 
consequences of having many B2B buyers involved in service co-production (i.e. 
customer-supplier duality roles), as in the case of downstream service supply chains.  
In addition, because service network structure is a multidimensional construct, the 
second objective of this dissertation is to understand those formative indicators that are 
able to capture as many complexity dimensions of network structures as pertain to service 
delivery. In doing so, this research attempts to theoretically derive complexity-based 
formative indicators of physical network and service offering variables that may be 
related to the B2B buyer network structure.  
The third purpose of this study is to understand the relationship between the B2B 
service buyer network structure complexity drivers existing in physical network and 
service offering configuration constructs, and measures of service performance. More 
specifically, this research evaluates the relationship between formative indicators of 
network and service configuration complexity and performance of service disruptions 
The proposed model is summarized in Figure 1.3. This model casts B2B service 
buyer network structure in terms of two salient constructs: network and service 
configuration complexity factors. It identifies key formative indicators that form each of 
these constructs.  
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Fig. 1.3. Proposed Theoretical Model  
 
1.4. Dissertation Contribution 
The contributions of this dissertation to the service supply chain management 
field are as follows: First, this research introduces the concept of B2B service buyer 
network structure, extending previous service supply chain models by showing that 
individual B2B buyers have their own network structures where service offerings are 
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delivered to one or more of each buyer’s subunits. By introducing this conceptualization 
of service supply chains, this dissertation differentiates service supply chain structures 
designed for B2B and B2C buyers. Briefly, the structure of the former tends to be more 
complex than that of the latter, incurring additional challenges for providers managing 
B2B buyers. Consequently, new service supply chain models as well as service supply 
chain strategies should distinguish between B2C and B2B buyers. Moreover, theory 
extends previous propositions regarding the number (Cook et al., 1999) and variety of 
services purchased by buyers (Smeltzer and Ogden, 2002) as well as the multiple site 
nature of B2B buyers (Lovelock, 1980), therefore enriching the service management 
literature. 
Second, drawing from and extending the current literature, this research 
introduces new formative buyer network structure indicators that drive complexity in 
B2B services, and thus deepens our understanding of network complexity as adding 
variation to service delivery systems. For instance, exploring the B2B service buyer 
network structure allows for identification of variables not commonly identified. One 
example of an indicator introduced here is the novelty aspect of services. Novak and 
Eppinger (2001) introduced this indicator for the case of products, but it has not been 
used for the case of services. Another example is the variable “network density” that has 
been previously conceptualized (Craighead et al., 2007) but has not yet been measured.  
Finally, this study contributes to supply chain disruption literature by developing 
a new theory of B2B service buyer network structure on service performance. We model 
the relationship between B2B service buyer network structure complexity factors and 
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service disruptions. Importantly, the threat of disruption may potentially emanate from 
the complexity existent in servicing B2B buyers in different service network structures. 
The supply chain disruption literature has neglected service supply chains and B2B buyer 
structure as a source of disruptions. Thus, enriching our understanding of these issues 
may open opportunities for further research and practice.   
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CHAPTER 2 
LITERATURE REVIEW 
 
2.1. Theoretical Background 
2.1.1. Service supply chain models and customers 
Manufacturing and service supply chain models generally share the common view 
of supply chains as a network of interconnected firms, from suppliers to final customers. 
For example, the manufacturing model adopted by Hewlett-Packard and reproduced by 
Lee and Billington (1995) portrays the supply chain as a network of suppliers, 
manufacturers, and final customers. Similar perspectives are adopted by the Supply 
Chain Council (SCOR) and Croxton et al. (2001), whose models view the supply chain as 
a chain of linear-like processes flowing from supplier’s supplier until end customers. 
Traditional models in supply chain management textbooks also reproduce these views of 
supply chains (Chopra and Meindl, 2007; Fawcett et al., 2007; Simchi-Levi et al., 2008).  
Traditional models do a good job of providing an overall picture of the supply 
chain, but they are limited in providing in-depth and rich insights about idiosyncrasies 
existent on the different tiers along the chain, especially tiers downstream. Even less is 
known about customers of service models. Briefly discussed in the traditional view, the 
customer is, typically, responsible for consuming and/or processing products and services 
provided by upstream suppliers in the chain. A more detailed analysis, however, shows 
that they can be distinguished according to two types: B2C buyers and B2B buyers.   
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B2B buyers differ from B2C buyers in some characteristics. First, B2B buyers are 
organizations and institutions while B2C buyers are individuals and, therefore, B2B 
buyers tend to purchase services in larger quantities than those purchased by B2C buyers 
(Cook et al., 1999; Oliveira and Roth, 2010; Rosenzweig and Roth, 2007). Second, given 
the large number of services purchased, B2B buyers have to deal with a greater variety of 
services while B2C buyers do not. Third, because B2B buyers are organizations, they 
tend to have larger organizational structures and multiple sites when compared to the 
typically simple structure and site of B2C buyers (Lovelock, 1980). Finally, B2B buyers 
tend to have more sophisticated service needs than B2C buyers. B2B buyers may use 
services as inputs for other purposes (Wynstra et al., 2006) while B2C typically use 
services for their own needs. 
Despite the existence of such differences, there are few empirical studies in the 
literature exploring services in the context and from the perspective of B2B buyer 
networks. A summary of studies exploring services from a B2B buyer’s context and 
perspective is shown in Table 2.1. The first conclusion drawn from these studies is that 
they explore perceptions of B2B buyers’ managers and employees about provision of 
services and/or service providers. Few studies adopted a supply chain management 
approach and concentrated on understanding differences between purchasing of services 
and goods (Jackson et al., 1995; Smeltzer and Ogden, 2002). The majority have used a 
marketing lens and focused on examining buyer satisfaction and perceived value in a 
variety of business service relationship contexts (Bandapudi and Leon, 2002; Cambra-
Fierro and Polo-Redondo, 2008; Edvardsson et al., 2008; Hansen et al., 2008; Howden 
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and Pressey, 2008; Lewin, 2009; Sharma et al., 1999; van der Valk, 2008; van der Valk et 
al., 2009; Vosgerau et al., 2008; Whipple et al., 2010). 
The second conclusion is that studies do not take into account overall structural 
characteristics of B2B buyer networks and their influence on service supply chain 
production processes. By structural characteristics we mean those previously discussed, 
namely that B2B buyers are organizations and have different service needs, purchase a 
large number of services, and are located in multiple sites. In this sense, a major 
contribution regarding B2B buyer service requirements comes from the work of Wynstra 
et al. (2006) and van der Valk et al. (2009), who propose a classification of business-
supplier ongoing interactions based on the type of services applications that are employed 
by B2B buyers. Briefly, the type of service application affects the objectives of buyer-
supplier ongoing interactions. As stated by ……(year, p.#), “These objectives, in turn, 
put demands on the organizational resources available for the interaction.” Later work 
developed by van der Valk et al. (2009) provides some empirical evidence supporting the 
classification proposed by Wynstra et al. (2006) and its consequences for organizational 
resources. Taken together, these arguments provide some support for the conclusion that 
organizational resources and capabilities necessary to maintain the buyer-supplier 
ongoing interaction during service production and delivery processes vary as a function 
of the type of service application used by B2B buyers.  
 
 
 
   18 
Table 2.1. Studies about B2B Buyer Service Perspective 
    
Author Study focus 
Jackson et al. (1995) Examine differences in goods and services from the buyer's perspective 
Sharma et al. (1999) Propose and test a model of antecedents and consequences of relationship marketing concerning business service salespeople behavior  
Smeltzer and Ogden 
(2002)  
Explore differences in purchase of services and materials based on buyer's 
perception 
Bendapudi and Leone 
(2002) 
Examine the B2B interactions involving customer, service provider, and 
service provider's key contact employee  
Wynstra et al. (2006) Propose a classification of business services according to the use of such services by the buyer 
Vandaele and Gemmel 
(2006) Investigate the satisfaction of buying firms with business services  
Rosenzweig and Roth 
(2007) 
Develop a B2B buyer-seller competence associated with the seller side of 
Internet 
van der Valk (2008) Investigate ongoing processes between business service provider and buyer 
Vosgerau et al. (2008) Investigate how inaccurate perception of business buyers can be beneficial for service relationship 
Cambra-Fierro and Polo-
Redondo (2008)  Analyze the concept of satisfaction in buyer-supplier relationship 
Claassen et al. (2008)  Investigate performance outcomes of vendor-managed inventory 
Edvardsson et al. (2008) Develop a conceptualization that explores the dynamics in the relationship initiation process in service-dominant settings 
Hansen et al. (2008) Examine a model of antecedents and consequences of customer-perceived value in B2B service relationships 
Howden and Pressey 
(2008) Examine dimensions of customer value in professional services relationships 
Lewin (2009) Examine the impact of downsized suppliers on buyer satisfaction 
van der Valk et al. (2009) Develop theory on buyer-supplier interaction in the context of business services 
Martinsuo and Ahola 
(2010) Explore supplier integration practices into buyer's project 
Whipple et al. (2010) Examine collaborative and transactional relationships in the manufacturing and service settings 
 
 
 
   19 
Although Wynstra et al. (2006) and van der Valk et al. (2009) provided insights 
about the type of services applications that are employed by B2B buyers, no other study 
has explored the remaining two structural characteristics of B2B buyers. First, the large 
amount of services (e.g. number and volume) purchased by a single B2B buyer (Cook et 
al., 1999) may be a source of complexity, and thereby require a variety of organizational 
resources to maintain such ongoing interactions between B2B buyer and service provider. 
For example, some B2B buyers may purchase thousands of computer software licenses 
for their employees’ usage in daily operations, while other B2B buyers may purchase a 
few hundred. The operational structure and infrastructure as well as volume of task 
necessary to co-produce these services are likely to vary as a function of the volume of 
services purchased. 
Second, extending this line of reasoning, we speculate on how the multiple site 
characteristics of B2B buyers may influence the organizational resources necessary 
during service co-production and delivery processes. As in the case of services, B2B 
buyers may also vary in the number of locations in which they perform operations. Some 
B2B buyers may have a few subunits located close to one another, while other B2B 
buyers may have a large number of subunits spread out over a large area. It is reasonable 
to assume that the complexity and organizational resources and capabilities challenges 
faced by B2B buyers with these distinct physical network characteristics are likely to be 
different. 
Because B2B buyers assume an important role in service supply chains, variation 
in the factors affecting the complexity of their structural network characteristics may 
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influence the distribution of organizational resources and capabilities, and thereby 
influence service performance outcomes. In the context of service supply chains, B2B 
buyers tend to assume a buyer-supplier duality role, not only receiving and using 
services, but also supplying information and/or tasks necessary to co-produce those 
services (Sampson, 2000). For this reason, the next section discusses the role of 
customers as co-producers of services.  
 
2.1.2. Customers as co-producers 
Introduced by Sampson (2000), the concept of the customer-supplier duality role 
in service supply chains is not novel and has its origins in the work of Eigler and 
Langeard (1977), Chase (1978), and Lovelock and Young (1979). These earlier works 
were the first to call attention to the importance of customer participation and interaction 
during the production and consumption of services. One important conclusion is that 
customers influence service operations performance because they become a source of 
uncontrollable inputs into service delivery systems. It becomes difficult for service 
providers to predict customers’ patterns and behaviors and plan for demand. Another 
important conclusion, therefore, is that service providers have to design systems that take 
into account this variability of customers’ inputs.   
During the evolution of service management theory, literature recognized two 
perspectives about customer participation in the service delivery processes. First, the 
classic customer contact model (Chase and Tansik, 1983) posits that the potential 
operating efficiency of service delivery systems is a function of the degree of customer 
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direct contact with the service provider. The rationale is that, by being different from one 
another, customers introduce uncertainty into service systems, thereby decreasing 
efficiency. Thus, the higher the customer direct contact, the lower the operating 
efficiency of a service system. For this reason, service providers have to design 
processes, control mechanisms, and work tasks to reduce the interference of customers 
during the service production process.    
A second perspective claims that customers can be viewed as “partial employees” 
that help to improve service productivity by performing tasks that economize resources 
for service providers (Mills et al., 1983; Mills and Morris, 1986). Different than the 
customer contact model, this model attempts to make use of customers as contributors for 
service performance. This model recognizes customers’ differences and limitations but 
proposes to capture information about customers and prepare them in all phases involved 
in the service production process.     
Regardless of the perspective adopted, customers are assumed to be a part of 
service provider production processes and are likely to influence service supply chain 
outcomes (Fitzsimmons and Fitzsimmons, 2008). As is fully recognized by the service 
management literature, the influence of customers on service outcomes is due to 
variability in the inputs provided by them to service systems. Several studies have shown 
that customers vary in their characteristics, motivation, ability, and level of resources 
necessary to co-produce services, which in turn influence the quality and performance of 
services (Andreassen and Lindstead, 1998; Bettencourt and Gwinner, 1996; Bitner et al., 
1997; Cook et al., 1999; Frei, 2006; Larrson and Bowen, 1989; Xue et al., 2007).  
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This variation in customers’ characteristics and their impact on service production 
and performance has led to other improvements in service management theory. Xue and 
Harker (2002) propose the concept of customer efficiency to evaluate how effectively 
customers participate in the co-production process. An efficient customer tends to 
consume fewer resources to produce more or the same amount of output in the service 
co-production process. Xue et al. (2007) empirically tested the concept of customer 
efficiency in retail banking. Briefly, the authors found evidence suggesting that efficient 
customers contribute positively to bank profitability.  
More recently, Frei (2006) argues that customers interfere in service co-
production processes by becoming sources of variability. The author points out that 
customers introduce five types of variability during the entire service process. First, 
customers vary in the time they want services, making it difficult for service providers to 
plan capacity and match demand. Second, customers vary in their requests, trying to 
customize their orders to accommodate their needs. Third, customers vary in their 
capability to interact and co-produce the services. Some customers may have greater 
knowledge about how to participate in the service delivery process, while other 
customers may not. Fourth, customers vary in the effort they make to perform the tasks 
expected of them. Finally, customers vary in their subjective preferences, introducing 
uncertainty to service design systems.  
Based on a service-dominant logic perspective (Vargo and Lusch, 2004), Moeller 
(2008) extends the rationale presented here by providing details on how customer 
resources and capabilities are integrated to actively co-produce services together with 
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service providers. She presents a framework in which the service provision is depicted in 
different stages that involve varying levels of service provider and customer resources. In 
its most basic stage, service provider facilities are the primordial mechanism and resource 
used to accomplish tasks necessary to produce services. In a second stage, service 
provider and customer resources are used to transform inputs into service outputs. In the 
last stage, customers act as co-creators of services by using goods or services to achieve 
their goals. A major implication of Moeller’s framework is that the ability and resources 
employed by customers to actively participate during the co-production process of 
services become a central issue for service performance. If customers do not possess the 
resources or ability to interact with service providers, then the service supply chain 
performance outcomes may be negatively affected.   
Extending the line of reasoning presented so far, we claim that B2B buyers also 
vary in their service network structures, with some of them being more complex than 
others; this in turn may affect their ability to coordinate efforts with service providers to 
encounter and perform tasks needed to co-produce services within their own multiple 
location facilities. B2B buyers with more complex structures need more resources and 
capabilities to manage goods and services within their facilities than customers with less 
complex structures. Because complexity in buyer service network structures becomes a 
central issue to co-production of services, we discuss this construct in more detail in the 
next section.  
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 2.1.3. Complexity 
Complexity is a latent construct that has been conceptualized in different streams 
of research. In management, organizational theorists are among the first to define 
complexity in the context of organizations (Blau and Schoenherr, 1971; Galbraith, 1973; 
Perrow, 1986). For Simon (1962, p.468), complexity can be a result of “a large number of 
parts that interact in a nonsimple way.” In this sense, Blau (1970) derives a series of 
propositions in which he demonstrates that, as organizations increase, so does the number 
and interaction of structural components that make them up, which in turn create internal 
differentiation. This differentiation is what makes organizations and systems complex 
because it leaves room for autonomous, independent, heterogeneous, and “nonsimple” 
interactions among parts and components (Amaral and Uzzi, 2007). It is a common 
understanding among organizational theorists that the large number of parts interacting 
among one another leaves room for increasing differentiation within organizations, 
thereby creating complexity (Blau and Schoenherr, 1971). For this reason, organizational 
management researchers conceptualize complexity as a function of variables like 
specialization, verticalization, and standardization (Daft, 1995; Price and Mueller, 1986; 
Pugh and Hickson, 1968), since those variables capture the number of elements and 
degree of differentiation in organizations.   
In supply chain management and service management literature, researchers have 
adopted a similar perspective. In his dissertation about manufacturing complexity, 
Gabriel (2007) verifies that almost all definitions of such construct are conceptualized in 
terms of the number and level of interconnections among parts making up a system. In 
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manufacturing strategy, Kotha and Orne (1989) define product complexity as a function 
of the number of final products a firm produces. Similarly, definitions of service 
complexity are based mainly on aspects like the number of and interaction among 
processes necessary to deliver a service (Danaher and Mattson, 1998; Shostack, 1977; 
Skaggs and Huffman, 2003), as will be shown in section 2.2.3. The supply chain 
management literature also shares this perspective about complexity. For example, supply 
chain complexity is commonly defined as a consequence of the number and degree of 
differentiation of buyers and suppliers along the chain (Bozarth et al., 2009; Choi and 
Hong, 2002; Choi and Krause, 2006; Craighead et al., 2007; Pathak et al., 2007; Vachon 
and Klassen, 2002). 
It is important to note, however, that some researchers have tried to find richer 
and extended conceptualizations of complexity. For example, Novak and Eppinger 
(2001) define product complexity not only as a function of the number and 
interconnectedness of parts, but also as a function of the degree of novelty of those parts. 
According to these authors, new product technologies or architectures may create 
instability and confusion for the interactions known by manufacturer and suppliers that is 
necessary to produce the product, increasing complexity. Their idea of product 
complexity relies on the concept of task complexity, which is viewed as the complexity 
and uncertainty resulting from the number and interconnectedness of subtasks performed 
during the execution of tasks (Galbraith, 1974). A similar idea can be applied to the case 
of co-production of services in which B2B buyers also have to perform tasks and 
subtasks within their organizational facilities. 
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Vroomen et al. (2005) view service complexity as a function of the degree of 
customization, purchasing frequency, and facility to make decisions about service 
attributes. Bozarth et al.(2009) include product life-cycle as another component of 
complexity. Thus, although many different definitions of complexity have been proposed 
in the literature, there is still room for improvement and different conceptualizations.   
A major implication of complexity is that it affects the level of input uncertainty 
and coordination in service delivery systems and processes (Argote, 1982). As previously 
stated, greater differentiation within a system increases uncertainty, defined here as “the 
difference between the amount of information required to perform the task and the 
amount of information already possessed by the organization” (Galbraith, 1973, p.5). 
Structures that are more complex tend to be more internally differentiated, becoming 
more likely to experience uncertainty in their inputs given the large amount of distinct 
and potentially disconnected information existent in the structure. Consequently, 
uncertainty becomes another theoretical pillar sustaining the rationale for considering 
B2B service buyer network structure complexity as a source of disruptions, and it is 
discussed in more detail in the next section. 
 
2.1.4. Uncertainty     
Following an organizational theory perspective, uncertainty affects “[…] the 
ability of the organization to preplan or to make decisions about activities in advance of 
their execution” (Galbraith, 1973, p.4). The uncertainty has three major sources. First, it 
can be a function of the diversity of outputs produced by a system, like the number of 
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products, services, and customers. Second, it can be a function of the number of different 
input resources in a system, like the variety of machines or customers interacting in a 
service delivery system. Finally, uncertainty can be a function of the level of goal 
difficulty existent in a given activity.   
The way uncertainty is defined by Galbraith (1973) is similar to the way 
complexity is defined, since both can be functions of the number of parts, components, 
products, services, and customers making up a system. It is important to clarify, however, 
that they do not represent the same phenomenon because a system can be complex but 
not necessarily uncertain. One system can be composed of a large number of interacting 
parts, which creates a large number of interactions. But if this system is designed in such 
a way that the large number of interactions occurs in a consistent, regular, and predictable 
manner, then the uncertainty is minimized. On the other hand, if the system is not 
designed to handle such complexity, then uncertainty tends to increase. Thus, although 
complexity and uncertainty are similarly defined and are related to each other, they do 
not represent the same phenomenon.  
In service management, customers are viewed as a source of uncertainty 
stemming from the environment. The customer contact model (Chase and Tansik, 1983) 
clearly views differences in customer attitudes and behaviors as a source of uncertainty in 
service systems. For Argote (1982) there are multiple sources of uncertainty and she 
specifically views variability in patient inputs as the major source of uncertainty in 
emergency units of hospitals. Following a similar perspective, Larsson and Bowen (1989, 
p.217) argue that “customer inputs can be (a) his/her specification of desired outcomes; 
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(b) his/her body, mind, and/or goods to be serviced; and (c) his/her actions participating 
in the service production.” Because only the customer controls these inputs, they are 
unknown and become a source of incomplete information for service providers. In other 
words, given the specific characteristics of each customer, the service provider does not 
know what, where, when, and how the customer inputs are going to be processed.  
In this dissertation, B2B service buyer network structures can be viewed as a 
source of uncertainty in two ways. First, the complexity inherent in these structures 
makes B2B buyers more likely to miss information necessary to perform their activities 
as co-producers during service delivery processes. Following the theoretical arguments 
presented so far, B2B buyers with more complex structures are more likely to face 
greater internal uncertainty than B2B buyers with less complex structures, which in turn 
may decrease their ability to coordinate actions to co-produce the service. Second, 
different complexity levels of B2B buyer service network structures create input 
uncertainty for the service providers, given the unknown variability stemming from these 
B2B buyer structures. That is, variability inherent in the complexity of B2B buyer 
structures may result in variability of inputs that the service provider may not be able to 
plan for and act on in advance.  
 
2.2. General Theoretical Premises 
Based on the theoretical arguments borrowed from service supply chain 
management, service management, and organizational management, we now present and 
discuss the concept of B2B service buyer network structure complexity factors. Our 
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premises draw upon the previously mentioned conceptualizations of complexity and 
apply them to the case of B2B buyers of services. However, given the characteristics of 
these structures, we review the literature on network and service complexity in order to 
capitalize on previous definitions and understand how the concept presented here is 
related to others. In addition, this section discusses the theoretical rationale for a set of 
indicators that can be used to capture the B2B service buyer network structure and the 
inherent complexity associated within its two dimensions: network and service offering 
configuration. This section ends with a discussion on how such configurational, 
complexity-related factors may affect service disruptions.     
  
2.2.1. B2B service buyer network structure complexity factors 
Drawing on the management and service literature (Auster, 1990; Ghoshal and 
Bartlett, 1990; Shostack, 1977; Skaggs and Huffman, 2003; Whetten, 1981), B2B service 
buyer network structure complexity is defined as the complexity resulting from provision 
of services from a single supplier to a given B2B buyer whose network structure is 
composed of multiple organizational subunits spread out over a given area. Following an 
organizational management theoretical perspective, the increasing number of services and 
locations of B2B buyer organizational subunits leave room for increasing internal 
differentiation, which in turn leads to complexity. The characteristics of the network 
structure complexity for B2B buyers of services introduced here can be broken down into 
factors related to two main constructs: service offering configuration and physical 
network configuration. Because there are no direct measures of these configurations, in 
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this dissertation we propose that service offering and physical network configuration are 
composed of formative indicators that drive different aspects of B2B service buyer 
network structure, as illustrated in Figure 1.3. (see page 8), and these are associated with 
supply disruptions. In future research, we recommend testing an alternative 
conceptualization of complexity that follows Choi and Krause (2006) and treats 
complexity as a high-order, latent construct composed of reflective indicators; which 
capture its multiple dimensions, as mediators, and directly assess the relative importance 
of our drivers on each dimension. 
The complexity factors investigated in this dissertation are conceptualized to 
influence service supply disruptions. The argument made here is that B2B buyers facing 
highly-complex factors in their physical network and service offering configurations may 
have more difficulty in coordinating actions, performing tasks, and co-producing services 
within their facilities. For example, Vachon and Klassen (2002) conducted a study 
investigating the effect of supply chain complexity on delivery performance in a sample 
of 469 companies from 19 countries. Their conceptualization of complexity drivers 
encompasses the uncertainty, number, and interconnectedness of parts, tasks, and 
echelons in the chain, among other elements. They hypothesized that complexity, 
emanating from complicated product/process and management uncertainty, affects 
delivery performance. Results provide strong evidence suggesting that complicated 
process and management uncertainty are related to delivery performance. In another 
example, Choi and Hong (2002) conducted a multiple-case study to explore the network 
structure of automotive companies. Among other variables analyzed, complexity was 
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conceptualized to have an impact on coordination between a given automotive company 
and its suppliers.  
Thus, we rely on these previous studies to extend their line of reasoning by arguing 
that complexity may influence B2B buyer ability to co-produce services within their 
structure. Also, as product and service complexity increase (Harland et al., 2003) and 
firms become more dependent on each other during co-operation activities (Hallikas et 
al., 2004), the likelihood of disruptions also increases. Because of the inherent co-
production characteristics of services (Fitzsimmons and Fitzsimmons, 2008; Roth and 
Menor, 2003), it is argued that B2B service buyer network structures may affect the 
performance of service disruptions (e.g. likelihood and mean time of service disruptions) 
in the sense that they may hinder the ability of service provider and B2B buyer to quickly 
coordinate actions and recover from potential unplanned disruptive events, thereby 
increasing the likelihood and magnitude of service disruptions.   
 
2.2.2. Physical network configuration complexity factors 
Network configuration has been consistently discussed in the service and 
operations and supply chain management literature as well as in the strategic 
management and organizational theory literatures. In the operations management 
literature, network configuration can be traced back to distribution and facility location 
problems. Briefly, these problems are concerned with the relation between a given point 
(e.g. manufacturer’s facilities) and other points located at a certain distance (e.g. 
distributor’s facilities). In their study about response time of emergency services, for 
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example, Kolesar and Blum (1973) analyze the relationship between the number of 
locations a given emergency unit is responsible for and the spatial response distance to 
achieve such locations. Another example is the work developed by Abernathy and 
Hershey (1972) in which their location model provides the optimal location for hospitals 
according to different performance criteria.   
Nowadays, most operations and management science textbooks, for example, 
have network models, like transportation, transshipment, and shortest-path models, to 
teach managers how to deal with issues such as the distribution and facility location 
problems mentioned above (Balakrishnan et al., 2007; Taylor, 2007; Winston and 
Venkataramanan, 2003). These textbooks also introduce some of the most common 
characteristics of network configuration: nodes and arcs. In these models, nodes are 
starting and ending points where a given product, material, or truck has its origin and 
travels to its destination. Arcs are routes or paths connecting two nodes. A network may 
have multiple nodes and arcs, which means multiple ways of moving from the origin 
node to the terminal node.  
Network configuration is also discussed in the supply chain management 
literature. For instance, supply chain management textbooks and research articles portray 
supply chains as the intricate relationship among suppliers, manufacturers, and customers 
(nodes); which are typically viewed as nodes in a network of interactions (arcs) (Chen 
and Paulraj, 2004; Choi et al., 2001; Choi and Hong, 2002; Chopra and Meindl, 2007; 
Craighead et al., 2007). The major concern in this literature is how a company should 
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design its network of relationships with other buyers and suppliers in such way that it can 
economize resources and maximize profits.  
In this sense, Fawcett et al. (2007) call attention to the complexity existent in a 
supply chain that comes from a large number of suppliers and buyers distributed among 
many different tiers. Choi and Krause (2006) share a similar perspective about supply 
complexity by viewing it as resulting from the number of suppliers and their inter-
relationships. That is, the size of a supply chain network measured by the number of 
suppliers and buyers – and therefore by the number of linkages among them – is related 
to the degree of complexity in the chain. In their conceptual study, Choi and Krause 
(2006) derive some propositions regarding the supply chain complexity. First, a higher 
number of suppliers increases the transaction costs a given buyer faces due to the increase 
in the frictional costs of negotiating with multiple suppliers. Second, a rising number of 
suppliers tends to decrease the supply risk of disruptions until an optimal point, after 
which it increases again. This happens because, after reaching an optimal point, the 
increasing number of suppliers might be associated with unreliable deliveries. Third, 
because of the limited quality of relationships between the buyer and a high number of 
suppliers, the responsiveness performance of the supplier is likely to diminish. Finally,  
increasing the number of suppliers helps the buyer to boost innovation because of its 
exposure to multiple sources of knowledge. However, after reaching an optimal point, it 
may be difficult for the buyer to manage the random and unstructured information 
coming from a high number of suppliers, decreasing the buyer’s ability to innovate.  
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 Not surprisingly, there is now a movement toward supply base rationalization 
and reduction in order to strike the balance between the number of suppliers and the 
buyer’s performance in a diverse range of operational criteria (Burt, 1989; Cousins, 1999; 
Ogden, 2006).  In other words, due to the negative effects of supply chain complexity on 
multiple operational activities, it is imperative that managers re-evaluate the sources of 
such complexity, like the number of suppliers, if they want to get strategic benefits from 
the supply chain as a whole (Choi and Krause, 2006). 
These definitions of complexity share some similarities, like the number of 
suppliers or nodes in a network, but they also vary in some elements that compose such a 
construct. For example, network problems in the management science literature basically 
deal with the number of points and distance in a network. In the supply chain 
management literature, network complexity is conceptualized in terms of number and 
variability of suppliers and even uncertainty in the supply chain. However, the literature 
has not conceptualized network complexity in terms of the B2B buyer’s intra-
organizational network structure and its major components, which can be viewed as the 
corporate network of linkages among all organizational subunits of a given B2B buyer 
(Ghoshal and Bartlett, 1990; Rudberg and Olhager, 2003; Whetten, 1981).  
The conceptualization of a B2B buyer intra-organizational network structure 
made here is similar to that of a manufacturing network. Schmenner (1982) was one of 
the first authors to call attention to the problem of manufacturing networks, given that 
most manufacturing management decisions used to be made for each manufacturing plant 
in isolation without taking into account the network of other manufacturing plants. Shi 
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and Gregory (1998) conducted a set of case studies about internationalization of 
manufacturing networks. They conceptualized a manufacturing network as the set of 
manufacturing plants that are connected to one another, where the decision of one 
manufacturing plant has an influence on the others. Thus, physical network configuration 
refers to the physical characteristics existent in B2B buyers’ intra-organizational network, 
composed of organizational subunits connected to each through the ownership of a 
unique B2B buyer.  Four salient physical network characteristics that are indicators of 
complexity are now discussed.  
 
2.2.2.1. Number of locations 
As discussed in section 2.1.3., the number of locations where services are delivered 
within a B2B buyer network structure may influence network configuration complexity 
because an increasing number of locations tends to increase differentiation in a network 
structure. In addition, a large number of points where organizational subunits are located 
tends to increase geographic scope (Kotha and Orne, 1989) and complexity (Kadushin, 
2004) because more interactions and flow of information and materials may happen 
within the structure. This increase in scope and complexity poses additional challenges 
for B2B buyer intra-firm coordination of resources and activities (Rudberg and Olhager, 
2003). In the supply chain management literature, the number of nodes, customers, and 
suppliers have been conceptualized and used as important elements of supply chain 
complexity studies that influence performance (Bozarth et al., 2009; Choi et al., 2001; 
Choi and Hong, 2002; Craighead et al., 2007).  
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Proposition 1: The number of locations where services are delivered increases 
the number of interactions and service encounters that the B2B buyer and service 
provider have to plan for, thereby increasing service supply disruptions. 
 
2.2.2.2. Distance 
The distance that a B2B buyer needs to travel to reach all its nodes in the network 
structure may also influence network configuration complexity simply because higher 
distances may require more resources and coordination to manage all nodes. Also, greater 
distances may involve different routes and physical conditions, increasing the number of 
options available for a B2B buyer to choose. Distance has been conceptualized and 
employed in the supply chain management studies as a variable affecting complexity 
(Choi and Hong, 2002) and product variety and performance (Randall and Ulrich, 2001). 
Organizational management studies have also shown the negative effects of distance on 
transmission of knowledge (Bell and Zaheer, 2007) and on firm innovation (Schilling and 
Phelps, 2007). Accordingly, distance should increase service supply disruptions. 
Proposition 2: Higher distances that tend to increase B2B buyer needs for better 
coordination and distribution of resources in the network structure will act to increase 
service supply disruptions. 
 
2.2.2.3. Density of network structure 
Density of network structure has been proposed by Craighead et al. (2007) as one 
element forming the complexity of a supply chain structure. The authors developed a 
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conceptual model in which density of supply chain network is defined as a function of the 
supply chain area in which buyers and supplier are located. Stock et al. (2000) employed 
a similar variable called geographic dispersion, the objective of which was to assess the 
number of supply chain agents (e.g. suppliers and customers) located in different 
continents. Their results show that geographically dispersed firms needed more 
sophisticated logistic resources to achieve a high business performance.  
Relying on these previous studies, network structure density is defined here as the 
geographical spacing encompassing all organizational units within a B2B buyer network 
structure, with network structure density being inversely related to geographical spacing. 
That is, holding constant a given area, the smaller the number of B2B buyer 
organizational nodes over this given area, the smaller its density. Thus, highly-dense 
network structures are characterized by a higher number of nodes that tend to be close to 
one another, while lowly-dense network structures are characterized by a lower number 
of nodes. These lowly-dense network structures may have a low number of interactions 
and flow of materials, which reduces complexity and therefore the need for information 
to complete tasks.    
Proposition 3: As the density of a network structure increases, so does the number 
of B2B buyer organizational nodes, thereby increasing service supply disruptions.    
 
2.2.2.4. Position of organizational subunits 
Finally, borrowing from social network theory (Freeman, 1979; Kadushin, 2004), 
position of a B2B buyer organizational subunit can be defined as how close it is to a 
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given point in the network structure; which in turn leads to another social theory concept: 
centrality. A central node is one that reaches all other nodes through the fewest number of 
links and distance (Freeman, 1979). Other criteria can also be used to define the central 
node and, therefore, the center of a network structure. A classic example is the work of 
Abernathy and Hershey (1972) in which the centers of health-care organizations vary 
depending on three criteria analyzed: maximum utilization, minimum distance per capita, 
and minimum distance per encounter. Among the innumerable criteria available, the 
maximum availability of resources existent in a B2B organizational subunit was chosen 
to define the central node; because integration with service provider and co-production 
processes may require a considerable amount of B2B buyer resources, depending on the 
type of service purchased (Roth and Menor, 2003; van der Valk et al., 2009; Wynstra et 
al., 2006). Thus, the central node can be defined as the B2B buyer organizational unit 
with the greatest amount of resources relative to all other nodes in the B2B buyer 
network structure. Conversely, peripheral position is that in which a B2B buyer 
organizational unit is far away from the central node.  
These concepts have been applied in the related management literature to 
investigate the effects of position and location of organizations on hospital performance 
(Goldstein et al., 2002), human cognition (Perry-Smith and Shalley, 2003; Walker, 1985), 
collaboration (Stuart, 1998), and firm capabilities (Zaheer and Bell, 2005); and they can 
also be applied in this study to hypothesize the effects of the B2B buyer organizational 
unit’s position on geographic complexity. The rationale is that B2B buyer organizational 
units close to the center are likely to have access to more resources and to manage them 
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better than those organizational units occupying peripheral positions. Therefore, a B2B 
buyer network structure composed of a large number of peripheral organizational units is 
likely to be more complex to manage than one composed of the same number of 
organizational units occupying a central position.    
Proposition 4: B2B buyer organizational subunits occupying central positions 
tend to be close to the center node of a network structure where decisions are made and 
resources tend to be scarce, thereby acting to reduce supply disruptions. 
 
2.2.3. Service offering configuration complexity factors 
Service offering configuration structure refers to the characteristics of services 
purchased by the B2B buyer from a single service provider that add to the complexity of 
the product and delivery system. Some support of service offering configuration affecting 
complexity has been proposed in the marketing and service operations management 
literature. For instance, Shostack (1987, p.35) defines “service’s complexity by analyzing 
the number and intricacy of the steps required to perform it.” Adopting a similar 
perspective, Skaggs and Huffman (2003, p.776) view complexity in the service 
production process as “a specific form of coordination that is affected by the number of 
processes required to produce the service as well as by the dependency among these 
processes.” The definition provided by Danaher and Mattson (1998) shares the same 
conceptual perspective; but the authors extend these definitions by specifically including 
the interaction between buyer and supplier during the service delivery process. Huete and 
Roth (1988) view the potential customization of service content in the banking industry 
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as driving delivery system complexity. The proposition developed by Vroomen et al. 
(2005) encompasses a richer definition by viewing complex services as a function of the 
number of attributes, the degree of customization, the purchasing frequency, and how 
difficult it is to understand them.  
These definitions, however, are not sufficient to describe all complexity 
dimensions existent in services because they fail to consider other attributes, such as 
degree of novelty and the amount of services purchased by the buyer (Cook et al., 1999; 
Oliveira and Roth, 2010; Rosenzweig and Roth, 2007). None of the definitions account 
for B2B buyer characteristics, such as service offering diversity at the multiple-site 
location where services are delivered (Lovelock, 1980; Rudberg and Olhager, 2003). For 
example, some organizational subunits may amass a larger number of services than other 
organizational subunits, creating points that are intense in service usage and some 
variability in the number of services delivered to different organizational subunits. For 
these reasons, we propose five complexity factors associated with service offering 
configuration complexity in the context of B2B buyers:  1) number of services purchased 
from a single supplier; 2) degree of service novelty; 3) number of organizational subunits 
that concentrate an abnormal number of services when compared to other organizational 
subunits; 4) variation in the number of services delivered to different organizational 
subunits; and 5) degree of customization.  
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2.2.3.1. Number of services purchased 
As discussed previously, the number of parts making up a system is one of the 
key components of complexity and has been extensively used to define and measure this 
construct (Damanpour, 1996; Price and Mueller, 1986; Pugh and Hickson, 1968; Simon, 
1962). For this reason, complexity has also been conceptualized in other settings as a 
function of the number of final products (Kotha and Orne, 1989); number of distinct 
pieces of information to be processed (Banker et al., 1998); number of suppliers (Bozarth 
et al., 2009; Choi and Hong, 2002; Craighead et al., 2007; Vachon and Klassen, 2002); 
and number of customers (Bozarth et al. 2009). A fairly straightforward measure, the 
number of parts has simply been operationalized as a countable variable. 
As discussed earlier, researchers in the service management literature have 
similarly conceptualized complexity in services offerings due to the number of processes 
to be performed during the service delivery process (Shostack, 1977; Skaggs and 
Huffman, 2003). No study, however, has used the number of services purchased by a 
buyer as a complexity factor related to service supply disruptions, as proposed in this 
study. 
Relying on these past studies, then, this study conceptualizes that the number of 
services purchased by a B2B buyer may influence the degree of complexity in its service 
configuration structure. The major argument here is that the amount of services 
purchased by a given B2B buyer tends to increase the number of simultaneous processes 
necessary for co-production and delivery of those services. Rather than planning for one 
service encounter, now service provider and B2B buyer must plan for many service 
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encounters, which pose additional challenges for coordination of efforts and increase the 
likelihood of failures during the delivery process. In addition, more services imply a 
bigger structure and delivery system necessary to co-produce the service (Roth and 
Menor, 2003).   
Proposition 5: The number of services purchased by a B2B buyer increases the 
number of interactions and service encounters that B2B buyer and service provider have 
to plan for, thereby increasing the service supply disruptions. 
 
2.2.3.2. Degree of service novelty 
The degree of service novelty refers to how novel a service is and can be viewed 
as an important element influencing service configuration complexity. While novelty was 
not mentioned in the service management literature as a source of complexity, it was 
applied by Novak and Eppinger (2001) in the context of product complexity. They 
conducted an empirical study on the automotive industry, and their measures for degree 
of product novelty were primarily questions regarding the use of a given automotive 
component on previous vehicles.  The authors argue that new product technologies or 
architectures may create instability and confusion for the interactions known by 
manufacturers and suppliers that are necessary to perform tasks to produce products, 
increasing their complexity.  
This line of reasoning can also be applied in the case of services because a novel 
service may require a technology or design whose knowledge is not entirely disseminated 
among all parties involved during the delivery process. Perhaps either buyers or suppliers 
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may find themselves in the process of learning how some tasks and/or technologies can 
be used to improve the delivery process of a novel service. This is the case, for example, 
for telecommunication services in which voice services, like land lines, have been used 
for more than a century; while data services, like data network services, have been 
recently developed and not extensively used by buyers (Fransman, 2001). Another 
example is software services in which the parties involved tend to invest a substantial 
effort just to gain comprehension of the service being used (Fjestad and Hamlen, 1983). 
In an introductory article for the Production and Operations Management special issue on 
academic research in high-technology industries, Beckman and Sinha (2005) corroborate 
this idea by saying:  
 What makes production and operations management research in the context of high tech  
 industry both challenging and exciting is that the product and process technologies tend to  
 be complex and cutting edge (Beckman and Sinha, 2005, p.117) 
 
Proposition 6: Novel services tend to be composed of elements that may not be 
totally disseminated and understood by all parties involved during the co-production 
process, thereby increasing service supply disruptions. 
 
2.2.3.3. Number of organizational subunits intense in services  
Organization subunits intense in service use are those that purchase and use a 
large number of services for their daily needs, and they have not been cited in the service 
operations and service supply chain management literature as a source of complexity. As 
discussed in the introduction, one major contribution of this study is to present new 
formative indicators to capture the complexity phenomenon, which is the case for the 
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present variable. The number of organizational subunits with high levels of service 
intensity is based on two characteristics of B2B buyers. The first characteristic recognizes 
that B2B buyers can have a variety of organizational subunits located in multiple sites. 
Our earlier example presented in chapter 1 was that of a bank, which usually has 
operations performed in the headquarters and in multiple branches located over a given 
area, such as a state or even a country. It can have operations in ten different locations or 
in a thousand. That is, B2B buyers vary in their number of organizational subunits. 
The second characteristic recognizes that B2B buyers tend to purchase services in 
greater quantities than those purchased by B2C buyers. In our example, a bank may 
outsource the cleaning and security activities to other suppliers, purchasing these services 
instead of producing them internally. In this case, the bank purchases more cleaning and 
security services than a family or a person purchases. Another example is computer 
software, like word processing, commonly purchased by companies.  A banking 
enterprise will typically purchases hundreds and even thousands of copy licenses in 
contrast to individual users where the quantity is quite small.  
We now examine these two characteristics together in the case of B2B service 
buyers. As illustrated, B2B buyers have multiple organizational subunits performing 
operations in different locations. Because each organizational subunit may vary in size, 
operational function, and other characteristics, it may purchase a different volume of 
services than other organizational subunits. For example, the bank headquarters tends to 
have more organizational functions and be larger than the branches because typically the 
headquarters centralizes decisions, develops strategic plans and actions, and stores and 
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manages all user account information. Therefore, the headquarters is likely to use more 
services from a given supplier than any other branch in its structure.  
For illustrative purposes, again, we now assume a hypothetical situation in which 
the bank headquarters purchases one thousand copies of a given management software, 
for example SAP, while the branches may need, on average, only five copies each. In this 
case, the headquarters has a higher usage intensity of software for management than the 
branches. On the other hand, one cannot assume that headquarters will always use more 
services than a branch. If the bank headquarters is relatively lean and has a number of 
substantially larger organizational subunits performing supporting activities, such as 
transaction processing, these subunits may also purchase a larger number of services than 
the branches and other small organizational subunits. Thus, it is possible for a service 
buyer to have multiple large organizational subunits with greater service usage intensity 
than their smaller subunit counterparts. Service usage intensity has an effect on a service 
buyer’s distribution of resources and capabilities necessary to coordinate and perform all 
tasks that are necessary to co-produce and use the service. The larger the number of 
organizational subunits that are intense in service usage, the higher the task and 
operational complexity the B2B buyer faces in order to successfully achieve service 
performance goals.     
Proposition 7: The number of organizational subunits with high levels of service 
intensity will adversely affect service supply disruption. 
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2.2.3.4. Variability in the number of services purchased 
Variability in a system is another element that has been viewed as a contributor 
for complexity. The central idea behind variability is that it is associated with information 
heterogeneity and human cognitive limitations. In an experiment conducted to evaluate 
subjects’ ability to deal with different amounts of information, Malhotra (1982) provided 
subjects with different numbers of product options. His findings lead to the conclusion 
that as the number of product options given to a subject increases, the number of correct 
choices made by her or him decreases.  
In fact, the mass customization literature has other examples of association 
between variability and complexity. Huffman and Kahn (1998) conducted two 
experiments to test how the way in which information was presented to buyers reduced 
the complexity inherent to variability products’ alternative. They conclude that suppliers 
should develop processes to help buyers learn about their own preferences in order to 
deal with complexity inherent in product variability. Salvador and Forza (2004) 
developed an empirical study to explore customization issues in Italian firms. One of 
their findings is that salesmen responsible for presenting products for buyers had 
problems handling the complexity existent in a high number of product options.  
In other research settings, variability has also been viewed as a determinant for 
complexity. For instance, in manufacturing strategy, Kotha and Orne (1989) claim that 
variety of final products increases product complexity. In their work, Deshmukh et al. 
(1998) view static manufacturing complexity as a result of system component variety. In 
their effort to empirically measure supply chain complexity, Bozarth et al. (2009) include 
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demand variability (Lee et al., 1997) as one source driving downstream complexity. They 
used a perceptual measure of demand variability by asking respondents to judge the 
degree to which product demands are stable. 
The idea of variability can extend to the case of B2B buyers because some of 
them have organizational subunits located in different addresses (multiple site) and 
performing a variety of operational functions, as discussed above. This characteristic of 
B2B buyers implies variability in the number of services purchased by each 
organizational subunit since each one might purchase a given number of services that is 
different from that purchased by other organizational subunits. If these organizational 
subunits vary in operational functions they perform, then they might have heterogeneity 
in the distribution of resources necessary to perform such functions. In this case, 
organizational subunits may employ business services to different applications (Wynstra 
et al., 2006) and may have different levels of capabilities and resources to interact with 
the service provider and co-produce those services within their facilities (Moeller, 2008).  
Proposition 8: Variability in the number of services purchased by a B2B buyer 
increases heterogeneity among its organizational subunits, which in turn increases 
service supply disruptions.   
 
2.2.3.5. Degree of service customization 
Customization can be viewed as another variable associated with the complexity 
construct because customizing implies tailoring some service attribute specifically to 
match a given buyer’s needs (Da Silveira et al., 2001; Duray, 2002; Kotha, 1995; Peters 
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and Saidin, 2000; Pine, 1993; Tu et al., 2001). The process of customizing can be aided 
by strategies like modularity (Gupta and Roth, 2007; McCutcheon et al., 1994, Pine 
1993) and process flexibility (Broekhuizen and Alsem, 2002; Da Silveira et al., 2001; 
Pine, 1993; Tu et al., 2001; Zipkin, 2001), but it still implies delivery of services with a 
combination of attributes that may not be easily replicable. Also, the resources necessary 
to customize a service may not be easily acquired since a specific combination of service 
attributes may require resources that are not readily available. In other words, because the 
service is not “on-the-shelf,” it may be more difficult for buyer and supplier to get and 
combine resources to co-produce the service. 
One example of the relationship between customization and complexity is the 
study conducted by Vroomen et al. (2005) to investigate profitable customers of complex 
services provided on the Internet. The fact that the service can be tailor-made according 
to buyer preferences is one of the main characteristics used by the authors to distinguish 
complex from non-complex services. The authors argue that, in this case, the decision-
making process tends to have more steps and evaluation points so customers can 
understand the offers and choose those which best match their needs. Based on the major 
characteristics proposed by them as a definition for complexity, the authors used a 
mortgage loan service as a proxy for complex service.  
Another example is the work developed by Ghosh et al. (2006) to investigate the 
levels of control buyers and suppliers should have over customization decisions. The 
authors conceptualize complex products as those that are designed to match customer 
needs and have product interfaces that allow for combination of component parts. In their 
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conceptualization, the authors also highlight the importance of buyer knowledge and 
capability to evaluate supplier’s offers. Following a similar approach to that of Vroomen 
et al. (2005), Ghosh et al. (2006) selected four industries to serve as proxies for complex 
products: industrial machinery and equipment, electrical and electronic equipment, 
transportation equipment, and instruments and related products. The authors, however, 
conducted a series of interviews with managers of those industries to verify that they 
could really serve as proxies for complexity. 
These issues concerning customization can also be employed in the context of 
business services because some of these services are likely to be more customized than 
others. In this case, more customized services can be viewed as an indicator of 
complexity because the process of customizing puts demands on both buyer and supplier. 
Whether such demands be for knowledge or resources and capabilities required for 
customization, buyers and suppliers must be able to match them if they want to 
successfully co-produce the service. 
Proposition 9: Customization requires acquisition and coordination of resources 
from B2B buyers and service providers that are designed specifically for B2B buyers’ 
needs and may not be easily acquired and managed, thereby negatively impacting service 
supply disruption. 
  
2.3. Empirical Model 
We now develop a model of B2B service buyer network structure in which the 
physical network configuration and service offering configuration complexity factors 
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discussed in section 2.2. are turned into hypotheses. The objective is to empirically test a 
set of hypotheses generated from the propositions developed. In this process, it is 
important to identify a set of operational measures that can be used to test those 
hypotheses. Since this is a new concept, no measures exist in the literature that capture 
the physical network configuration and service offering configuration dimensions 
discussed previously. For this reason, we use secondary data from B2B buyers of 
telecommunication services to come up with operational measures and test the 
propositions presented in the previous section.   
The basic assumption made here is that increasing physical network configuration 
and service offering configuration complexity factors worsens disruptions, which means 
that more and longer disruptions are likely to occur. Conversely, decreasing those 
complexity factors in a B2B service buyer network structure reduces the negative impact 
of disruptions, which means that disruptions tend to be rare and shorter. Below, the basic 
rationale behind each proposition is reviewed in order to clearly state the connection 
between the proposition and the hypothesis. The first set of hypotheses concerns the 
physical network configuration complexity factors. According to the literature review, 
increasing the number of locations, or nodes, in a physical network configuration  
increases service supply disruptions.  
HN1:  Increasing the number of nodes in a B2B service buyer network   
   structure increases: 
  (A) the likelihood of disruptions  
  (B) the mean time of disruptions 
 
Similar rationale is applied to the case of the distance in a physical network 
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configuration, since higher distances tend to decrease the access to all nodes and to 
resources, increasing service supply disruptions. 
HN2:  Increasing the distance in a B2B service buyer network structure  
   increases: 
   (A) the likelihood of disruptions  
  (B) the mean time of disruptions 
 
In dense physical network structures, there are more B2B buyer organizational 
nodes to be managed, which may make the flow of information and resources more 
difficult, increasing problems of coordination. In dispersed physical network structures, 
on the other hand, there are fewer nodes to be managed, which may facilitate the flow of 
information and resources, facilitating coordination and reducing service supply 
disruptions. 
HN3: Increasing the network density of a B2B buyer service network   
   structure increases: 
(A) the likelihood of disruptions  
(B) the mean time of disruptions 
 
The percentage of central nodes tells how many nodes are close to the headquarters 
of a B2B service buyer network structure, which in turn may influence the speed of the 
decision-making process and actions as well as availability of resources, and that in turn 
may facilitate co-production of service and decrease service supply disruptions. 
HN4: Increasing the percentage of central nodes in a B2B buyer service  
   network structure decreases: 
  (A) the likelihood of disruptions  
  (B) the mean time of disruptions 
 
The second set of hypotheses is concerned about the effect of service offering 
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configuration complexity factors on service supply disruptions. One of the basic pillars of 
the complexity construct is the number of parts a system has. The same rationale is 
applied here to hypothesize the adverse effect of the number of novel and non-novel 
services on service supply disruptions.  
HS1:  Increasing the number of novel services in the B2B service buyer  
   network structure increases: 
  (A) the likelihood of disruptions  
  (B) the mean time of disruptions 
 
HS2:  Increasing the number of non-novel services in the B2B service buyer  
   network structure increases: 
  (A) the likelihood of disruptions  
  (B) the mean time of disruptions 
 
Novel services tend to be composed of elements and processes that may not be 
totally understood by all parties involved in their co-production. On the other hand, non-
novel services tend to be composed of parts and processes that may be fully disseminated 
and understood by all parties. Consequently, increasing the number of novel services over 
the number of non-novel services adversely affects service supply disruptions.  
HS3:  Increasing the ratio novel-to-non-novel services in the B2B service  
   network structure increases: 
  (A) the likelihood of disruptions  
  (B) the mean time of disruptions 
 
As the variability in the number of novel and non-novel services in a B2B service 
buyer network structure increases, so does the complexity that the B2B buyer has to deal 
with to distribute resources and coordinate actions, which in turn may increase the 
likelihood of disruptions and the time to recover from a disruption.   
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HS4:  Increasing the coefficient of variation in novel services in the B2B  
   service buyer network structure increases: 
  (A) the likelihood of disruptions  
  (B) the mean time of disruptions 
 
HS5:  Increasing the coefficient of variation in non-novel services in the B2B  
   service buyer network structure increases: 
  (A) the likelihood of disruptions 
  (B) the mean time of disruptions 
 
A service network structure with a large number of nodes that are intense in the 
usage of digital services tends to be more complex than one with a small number of those 
nodes, because more resources and coordination are needed to co-produce this type of 
services.   
HS6:  Increasing the number of digital service heavy user nodes in the B2B  
   service buyer network structure increases: 
  (A) the likelihood of disruptions  
  (B) the mean time of disruptions 
 
Customization also increases complexity because it introduces service elements that 
are tailored specifically for the needs of a given B2B buyer and that may not be easily 
acquired, deployed, and used by B2B buyers and service providers during the co-
production process. 
HS7:          Increasing the percentage of digital services that are highly customized  
   in a B2B buyer service network structure increases: 
  (A) the likelihood of disruptions  
  (B) the mean time of disruptions 
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CHAPTER  3 
METHODOLOGY 
 
3.1. Research Context 
The scope of this study concerns the B2B service buyer network structure of 
telecommunication services in the context of Brazil’s largest telecommunication service 
provider and its B2B buyers located in the state of Rio Grande do Sul, the southernmost 
state of Brazil. In 2008, the state of Rio Grande do Sul was the fifth-most populated state 
of Brazil, having a population of about 10.5 million inhabitants, which represents 5.2% of 
Brazil’s entire population. It is the fourth-wealthiest state of Brazil with an annual gross 
domestic product (GDP) of about 110 billion U.S. dollars, which corresponds to 6.8% of 
Brazil’s total GPD. Its economy is based, primarily, in agriculture and manufacturing, 
producing and exporting products like soy, rice, wheat, steel, wine, cars, trucks, and 
consumer products.  
The telecommunication service provider is composed of former state government 
telecommunication companies that worked independently and were privatized in 1998. 
At that time, the Brazilian government together with the state government of each 
Brazilian state conducted a privatization process to sell state-owned telecommunication 
companies for private corporations. As a result, three business groups acquired these 
companies and formed the three largest carriers in Brazil. In 2008, two of those three 
carriers conducted a merger process and became the largest telecommunication service 
provider in Brazil, which supplies the data for this research. This telecommunication 
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service provider has more than 10,000 employees and operations spread out over all 26 
Brazilian states. It also has 40 million customers (including B2B and B2C) and market 
share of land and mobile services of 85% and 25%, respectively.   
During the privatization process, the Brazilian government changed and created 
new regulations that allowed and incentivized new incumbents to enter into the 
telecommunication industry.  The competition, therefore, has evolved substantially since 
that time. Before this process, the market was a monopoly in which only the government 
had rights to operate and sell services in the market. Today, the industry is composed of 
eight large carriers, which have more than 10 million customers each, operating in all 
product markets, from landlines to data network services. In more specific market 
segments, like business services, the industry is composed of more than 20 carriers and 
dozens of small and medium suppliers. Consequently, the competition varies depending 
on the type of product analyzed. For instance, Teixeira et al. (2005) used the Herfindhal 
index, a measure of market concentration, to evaluate competition in different product 
markets in the Brazilian telecommunication industry. Their results show that, for 
example, the market for landlines is highly concentrated within a few competitors, while 
the market for business services, like data network services, is intense in competition.   
 
3.2. Population and Sample 
3.2.1. Population 
The population is defined as the group of B2B buyers in which the following 
conditions hold: (i) the B2B buyer must purchase, at least, one telecommunication service 
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based on digital technology, hereafter called digital services; and (ii) have operations 
located in, at a minimum, two different counties in the state of Rio Grande do Sul. The 
major purpose of the first condition is to assure that B2B buyers participate actively 
during the co-production process of services. This happens because digital services can 
only be delivered if certain equipment, such as routers, switchers, modems, and even 
computers, are installed into B2B buyer facilities. The major objective of this equipment 
is to allow for the connection between the telecommunication service provider backbone 
network structure and the B2B buyer intra-organizational network structure. Because the 
major purpose of a telecommunication service is to transmit and receive information (e.g. 
data or voice) from one location to another, service provider and buyer have to be 
connected to each other in order to make it happen. In this case, the B2B buyer has to 
have the structure (e.g. temperature-controlled rooms) and infrastructure (e.g. skilled 
personnel) necessary to manage the equipment within its own facilities in order to co-
produce and guarantee the continuous provision of services. To illustrate, Figure 1.2. 
(page 6) reproduces the exact same figure existent in the manual for installation and 
maintenance supplied by the telecommunication service provider mentioned in this study 
to B2B buyers purchasing any service that is based on digital technology. As shown in 
Figure 1.2., the telecommunication service provider installs equipment inside B2B buyer 
facilities to allow for their connection. 
 The second condition for a B2B buyer to compose the population is to have 
operations located in at minimum two different counties in the state of Rio Grande do 
Sul, Brazil.  The major purpose of this condition is to assure for B2B buyers that have a 
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network structure and guarantee the measurement for the formative indicators proposed 
in this study. For instance, B2B buyers that perform operations in only on location do not 
have measures of distance among organizational subunits. 
Table 3.1 summarizes information about the population of B2B buyers. Briefly, 
the population is composed of 4,887 B2B buyers summing up to 32,756 digital services 
and 469,436 analog services and a market share of more than 17 million dollars per 
month.  
 
Table 3.1. Population Characteristics  
  
  Population
1 
      
B2B Buyers with digital services 4,887 
Number of digital services 32,756 
Number of analog services 496,346 
Monthly expenses with digital services2 USD 17,641,182.86  
      
B2B Service Network  Structure Frequency % of Population 
Single nodes 3,108 63.6% 
Two nodes 788 16.1% 
Multiple nodes 961 19.7% 
Missing3 30 0.6% 
      
B2B Industry      
Manufacturer 1,233 25.2% 
Retailer 886 18.1% 
Services 2,082 42.6% 
Government 686 14.0% 
Notes: 1 Population of B2B buyers located in the state of Rio Grande do Sul, Brazil  
(Base = January 2009). 2 Monthly expenses on January 2009. 3 Missing data here is  
caused by error in the telecommunication service provider database impeding  
identification of the B2B network structure. 
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3.2.2. Sampling Frame 
The sampling frame for this study was the list of B2B buyers existent in the 
telecommunication service provider database. This service provider was the only one that 
agreed to participate by providing secondary data about its B2B buyers. Consequently, 
one limitation of this study is the coverage error due to the fact that some B2B buyers in 
the population may not purchase any service from this telecommunication service 
provider and, therefore, may not be included in its database (Dillman, 2007). However, 
the negative impact of coverage error in the sampling process may be substantially 
reduced given the large coverage provided by the telecommunication service provider, as 
indicated by its large market share of landlines (85%).  
The database from which the secondary data about B2B buyers comes from is the 
main one used by the telecommunication service provider to manage its daily operations. 
To obtain information about the quality of the data, we conduced some interviews with 
managers at the telecommunication service provider. According to them, the database is 
viewed as a map that guide them through the decision making process. If the map has 
wrong information, then it is likely to lead managers to make poor decisions about 
operations performed for those B2B buyers. For this reason, they have a team of 
employees responsible for managing its database and coordinating actions with personnel 
in other data collection points to control for and reduce potential errors in data and 
storage collection procedures. In fact, they mentioned that, after the privatization process 
in 1998, the telecommunication carrier devoted substantial effort to clean, organize, and 
update its information systems in order to guarantee reliability and accuracy of its data.   
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3.2.3. Sample 
To obtain the secondary data, we conducted a series of meetings with some 
managers at the telecommunication service provider in order to explain the purpose of 
this study. These meetings were also important to clarify the type of data we wanted and 
the type of data it was available for disclosure. From the part of the telecommunication 
service provider, the major concern was to guarantee the confidentiality of its B2B 
buyers’ information. The telecommunication service provider allows the publication of 
research results based on the sample provided given that such results come from the 
aggregated sample, or sub-samples, and where identification of B2B buyers’ names is not 
possible. 
We established three major objectives. The first two goals of the sample process 
were related to the population conditions discussed previously. The first objective was to 
maximize the sample size of B2B buyers having services based on digital technology. 
Because the major goal of this research is to understand the B2B service buyer network 
structure complexity, it is important that the sample contains B2B buyers that have 
services that can contribute to complexity. B2B buyers possessing only services based on 
analog technology could not be used as units of analysis since those services do not meet 
the requirements of complexity and co-production characteristics articulated in this study.  
The second objective was related to the second condition imposed for a B2B 
buyer to be in the population: it has to perform operations in two different locations. 
Thus, the objective was to maximize not only the number of B2B buyers possessing 
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services based on digital technology, but also the number of B2B buyers having physical 
network structures with more than one node. Again, given that the major objective of this 
research is to understand and come up with a definition for B2B service buyer network 
structure, an effort was made to obtain the highest number of B2B buyers with operations 
located in more than one county, thereby characterizing a network structure. As discussed 
previously, B2B buyers performing operations in only one location could be properly 
used to investigate the definition proposed here.  
Finally, the third objective was related to sample representativeness of the 
population. In other words, the sample should preserve as much as possible the major 
characteristics of the population existent in the telecommunication service provider 
database. Then, it was necessary to define the strata to be used during the sample process 
since the existence of multiple criteria could make it difficult. For example, the sample 
could attempt to represent population in terms of B2B buyers’ monthly expense, which 
may result in a sample that does not necessary represent other strata, like the B2B buyers 
with number of services, even though both may be correlated. Other strata, like the 
number of B2B buyers in each county, could be used and the problem would still remain. 
In face with this problem, we decided to choose a stratification process to replicate the 
real types of B2B service buyer network structures existent in the population of B2B 
buyers. As the major purpose of this study is to reveal and understand the service network 
structures, it is important to have a real representation of them. However, a central 
problem emerged: The population was not composed of such amount of B2B buyers with 
network structures composed of multiple nodes that allowed for a satisfactory sample 
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size. Thus, one research design trade-off arises: Should the sample size fully represent the 
population but be not large enough for further analytical procedures? Or should the 
sample size be large enough even if a perfect representation of population could not be 
maintained? The answer for this trade-off comes from the two major objectives of the 
sample process: maximize the number of B2B buyers having digital services and network 
structures composed of multiple nodes. Thus, population representativeness could be 
sacrificed if necessary to guarantee enough sample size of the type of B2B service buyer 
network structures discussed before. 
The telecommunication service provider agreed with the three objectives of the 
sample process but a new problem emerged: how to chose those B2B buyers to get data 
from and achieve those objectives at the same time? The major barrier was that 
maximizing the first two objectives would make the telecommunication service provider 
to reveal a substantial portion of a high value market share composed, since it would 
provide information about B2B buyers that have multiple nodes network structures and 
purchase more added value services based on digital technology. To solve this problem, 
the telecommunication service provider set a target for the amount of information 
released, agreeing to provide a sample size composed of 400 B2B buyers, in which 50% 
of them have network structures with two nodes or more. Another condition was that the 
total number of digital services in the sample size could not be higher than one-fourth of 
all digital services provided for the entire population of B2B buyers.    
Thus, after solving all these issues, the sample selection process was conducting 
in the following manner. First, the entire population of B2B buyers was classified into 
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four major industry categories (strata): manufacturing, government, services, and retail. 
Second, the amount and percentage of B2B buyers in each category is recorded to serve 
as one of the guidelines for sample selection process. Third, each B2B buyer had its total 
number of digital services computed to allow for computation of the total number of 
digital services in the sample. Fourth, a target number of 400 B2B buyers were 
established as the sample size. This sample, then, was divided in two sub-samples: 200 
B2B buyers with a single node network and 200 B2B buyers with multiple nodes network 
structures. The sub-sample of 200 B2B buyers with multiple nodes network structure was 
divided in other two sub-samples: 30% composed of B2B buyers with two node network 
structure and 70% composed of B2B buyers with more than two nodes network 
structures. Thus, this stage of sample process yielded three independent samples. Fifth, a 
target number of 8,000 digital services were established by the telecommunication 
service provider as another threshold criteria to limit the sample size. Sixth, each B2B 
buyer had its name turned into a number to allow for randomness in the selection process. 
Seventh, a random selection process of B2B buyers was performed according to the 
following rules:  
a) The selection process of B2B occurred in successive rounds until the target 
number of B2B buyers in each sub sample being achieved. 
b) In each round, the number of B2B buyers selected from each industry category 
followed the proportion relative to that industry category.  
c) At the end of each round, the total number of digital service for the entire 
sample was computed.  
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It is important to mention that six B2B buyers (three B2B buyers with two nodes 
and three B2B buyers with more than two nodes) were dropped from the sample because 
they were direct competitors instead of final B2B buyers. That is, seven B2B buyers 
purchased digital services to sell to other B2B buyers. To avoid confounding effects due 
to the lack of information about these competitors or the B2b buyers they were selling 
those digital services to, they were dropped from the total sample. Also, because of the 
large number of single node B2B buyers in the population, the telecommunication service 
provider included some additional cases, above the target sub-sample of 200 cases of 
single node B2B buyers. The final sample is composed of 408 B2B buyers and Table 3.2 
summarizes information about it. 
 
Table 3.2. Sample Characteristics 
  
  Sample                                         
      
B2B Buyers with digital services 408 
Number of digital services 8,840 
Number of analog services 110,390 
Monthly expenses with digital services1 USD 3,201,838.62  
      
B2B Service Network Structure Frequency % of Sample 
Single nodes 215 52.7% 
Two nodes 57 13.0% 
Multiple nodes 137 34.3% 
Missing 0 0.0% 
      
B2B Industry      
Manufacturer 112 27.5% 
Retailer 62 15.2% 
Services 190 46.6% 
Government 44 10.8% 
Notes: 1 Monthly expense on January 2009.     
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3.2.4. Sub-sample of two- and multiple-node B2B buyers 
Given that the objective of this study is to explore the concept of B2B service 
buyer network structure, these structures should be composed of two or more nodes. For 
this reason, only a sub-sample of the total sample was used in this study. This sub-sample 
is composed of 194 B2B buyers whose service network structure has two or more nodes. 
Table 3.3 summarizes information about the sub-sample.  
 
Table 3.3. Two- and Multiple-node B2B Buyers’ Sub-sample Characteristics 
  Sub-Sample 
  Sum Mean (Std Dev) 
B2B Buyers with digital services 194 - 
Number of digital services 8,078 41.64 (128.58) 
Number of analog services 16,403 84.55 (280.94) 
Occurrence of disruption 133 0.69 (0.46) 
Mean time of disruption (min) 62,469 322 (626.76) 
      
B2B Buyer Network Structure Frequency Relative Freq. 
Two nodes 57 29.4% 
Multiple nodes 137 70.6% 
Missing 0 0.0% 
     
Size (phone extensions)     
Bellow 99 130 67.01% 
Between 100 and 299 31 15.98% 
Bellow 300 and 499 5 2.58% 
Above 500 28 14.43% 
      
B2B Industry      
Manufacturer 46 23.7% 
Retailer 35 18.0% 
Services 98 50.5% 
Government 15 7.7% 
 
 
3.3. Two- Versus Multiple-node B2B Buyers: The Proposed Model Revised 
The primary purpose of this study is to understand and explore how physical 
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network configuration and service offering configuration complexity factors form the 
B2B service buyer network structure. Then, the research design is concerned, firstly, in 
testing the main effects of each complexity factor (formative indicators) on the dependent 
variables. However, the research design also considers the differences in the two and 
multiple nodes B2B buyers service network structures sub-samples and how these 
differences may have an impact on the complexity of service network structures. Thus, 
the research design is concerned, secondly, in testing the effect of the formative 
indicators on each sub-sample of B2B buyers. Creating interaction terms between the 
independent variables and a dummy variable indicating whether a B2B buyer has two or 
more nodes in its service network structure allows for testing the effects of formative 
indicators on each sub-sample of B2B buyers and provides a deeper understanding of the 
effects of these formative indicators. Fig. 3.2 shows the proposed model revised. 
The model has the moderator effect of B2B buyers having two nodes or multiple 
nodes. The major reason for this decision is the fact that two-node B2B buyers do not 
have heavy user nodes and variation in digital and in analog services out of the center.   
The revised model, thus, can be viewed as an improvement to the proposed model 
because it improves the understanding about formative indicators and does not lose 
information about the impact of the amount of nodes in a service network structure.  
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Fig.3.2. The Proposed Theoretical Model Revised 
 
3.4. Formative Measurement 
The proposed model and its revised version raise questions about the nature of 
indicators used here to measure the constructs forming the B2B service buyer network 
structure concept. Different than the reflective nature of indicators employed in empirical 
studies that are based on perceptual measures, indicators in this study are characterized 
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by their formative nature because of the following reasons. First, from a conceptual 
standpoint the indicators are responsible for varying degrees of physical network 
configuration and complexity factors in those B2B service buyer network structures. In 
other words, indicators cause and define characteristics of complexity, instead of being 
caused by or being manifestations of complexity (Diamantopoulos and Winklhofer, 
2001). For example, a high number of digital services is a complexity factors of service 
offering configuration.  Second, because indicators define different characteristics of 
physical network and service offering configuration, they do not measure the same 
characteristics (Jarvis et al., 2003). Third, because indicators measure different 
characteristics, they are not interchangeable and, therefore, they are not expected to share 
variance (Diamantopoulos and Winklhofer, 2001). Finally, the indicators do not have the 
same antecedents. For example, the reasons that lead a B2B buyer to purchase digital 
services may not be the same reasons that lead it to purchase different amounts for their 
organizational subunit. Thus, the proposed model and its revised version are composed of 
formative indicators and such characteristics guided the data analysis process.    
 
3.5. Variables 
All variables used in this study are based on secondary data provided by the 
telecommunication service provider. As typical with secondary data, it has been 
previously collected for other purposes and is going to be used here to compose the 
formative indicators for further analytical analysis.  
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3.5.1. Service offering configuration variables 
This set of variables was designed to capture information about the service offering 
configuration complexity factors existent in B2B buyer network structures. During the 
process of designing these variables, we conducted some interviews with 10 managers at 
the telecommunication service provider and at B2B buyers. Results from these interviews 
provided two important insights for measurement of service offering configuration 
variables. First, we identified that the central node of a B2B service buyer network 
structure tended to have a disproportional amount of services than the other nodes in the 
structure. To control for the impact of this characteristic and to obtain more information 
about the service offering configuration complexity factors, we design some service 
offering configuration variables to capture this nuance: characteristics of services in and 
out of the center. 
Second, we identify two basic types of telecommunication services in this industry 
that are used here as proxies for novel and non-novel services: services based on digital 
technology, hereafter called digital services; and services based on analog technology, 
hereafter called analog services. Analog services are based on a simple and disseminated 
technology (Fransman, 2001).  One example of service provided through analog 
technology is landlines that allow customers to make local and long distance calls. The 
technology necessary to make this service happens was developed in the late 1800’s and 
has been fully disseminated since then (Oslin, 1992).  Base on a simple technology, a pair 
of wires, analog services do not require sophisticated technology and can be viewed, in 
fact, as based on old technology (Oslin, 1992). Thus, most B2B buyers already possess 
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the knowledge required to co-produce and operate voice services.  
Digital services, on the other hand, are based on more sophisticated, innovative, and 
constantly up-to-date technology (Fransman, 2001). These services based are transmitted 
not only by traditional wires, but also by other mechanisms like optical fiber, satellite, 
and radio frequency. Some examples of digital services are: data network systems 
services, internet services, and all other services used to transmit and receive bytes. 
Digital services have been recently developed, with the first services been offered during 
1980’s. This type of service is based on recent advances made on computer industry, like 
the constant development in capacity of new chip processors and storage devices.  Hence, 
these two types of services have different degrees of novelty, in which digital services are 
here used as a proxy for novel services, while analog services are used as a proxy for 
non-novel services.  
 
3.5.1.1. Digital services in the center (DSC) 
This variable corresponds to the total number of digital services existent in the 
central node of a B2B service buyer network structure. As this variable is ready for use in 
the database, the only task was to identify the central node of each B2B service buyer 
network structure. This variable is useful because it helps to distinguish between digital 
services that are more complex and require intense participation from B2B buyer and 
analog services that are less complex and not so intense in B2B buyer during the co-
production process.  
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3.5.1.2. Analog services in the center  (ASC) 
This variable corresponds to the total number of analog services existent in the 
central node of a B2B service buyer network structure. Similar to the previous variable, 
this one is also ready in the database provided by the telecommunication service provider. 
 
3.5.1.3. Ratio digital-to-analog services in the center (RDAC) 
It refers to the amount of digital services in comparison to the amount of analog 
services in the center. It provides information about how complex in terms of co-
production the center of a B2B service buyer network structure is. The higher this 
number, the higher the number of digital services in comparison to the number of analog 
services, and thereby the more complex the center tends to be. Very straightforward, this 
variable is simply the ratio of the number of digital services by the number of analog 
services delivered in the center of a B2B service buyer network structure. 
 
3.5.1.4. Average number of digital services out of the center (ADOC) 
It refers to the total number of digital services delivered to all nodes, except the 
central one, divided by the total number of nodes minus one, which excludes the central 
nodes. This variable provides information about the complexity of the service 
configuration structure out of the center. 
 
3.5.1.5. Average number of analog services out of the center (AAOC) 
It is the analog counterpart of the previous variables. This variable refers to the total 
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number of analog services delivered to all nodes, except the central one, divided by the 
total number of nodes minus one, which excludes the central node. 
 
3.5.1.6. Coefficient of variation in digital services (CVD) 
This variable measures the amount of variation in the number of digital services 
delivered among all nodes, excluding the central one. The higher its score, more variation 
exists in a B2B service buyer network structure. In order to compute this coefficient, it is 
necessary to obtain the mean and standard deviation of the number of services delivered 
in all nodes of a B2B buyer. Then, the coefficient is obtained dividing the standard 
deviation by the mean. 
 
3.5.1.7. Coefficient of variation in analog services (CVA) 
This variable is similar to the previous one but for the case of analog services. It 
refers to the amount of variation in the number of analog services delivered among all 
nodes, excluding the central one. Operationally, it is the standard deviation in the number 
of analog services delivered to all nodes, except the central one, divided by its mean. The 
higher its score, more variation exists in a B2B service buyer network structure. 
 
3.5.1.8. Number of nodes with high levels of digital service intensity (DSIN) 
It refers to the total number of nodes in a B2B service buyer network structure that 
are considered intense in the use of digital services when compared to the all other nodes. 
That is, this variable measures the amount of nodes that use digital services in such 
   72 
quantities that are above the typical use. Operationally, first, we compute the mean and 
standard deviation of the number of digital services delivered to all nodes, except the 
central one. Second, we compute a threshold value for each B2B buyer. This threshold 
value is of the summation of the mean and one standard deviation of the number of 
digital services delivered to a B2B buyer. Third, the amount of digital services existent in 
each node is compared to this threshold value. Those nodes having with digital services 
above the threshold value are considered intense in service use.  Finally, counting the 
number of nodes that are intense in service use gives the final score for this variable. 
 
3.5.1.9. Percentage of digital service that are highly customized (PDHC) 
It measures the proportion of digital services delivered to a B2B buyer that are 
highly customized. It is important to note that all digital services are customized 
according to some characteristics, but some are more customizable than others, which 
means that some have more customizable characteristics than other. This variable 
differentiates those that are considered highly customized than those that are not. To 
define which services are highly customized, we conduct interviews with 5 operations 
managers and 5 sales account managers. Based on these interviews and information 
existent in the dataset, it was possible to identify those digital services that were highly 
customized in each B2B service buyer network structure. Table 3.4 summarizes all 
service configuration variables presented in this section.  
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Table 3.4. Service Offering Configuration Variables Characteristics 
Variable 
Code 
Variable Description Hypothesis 
DSC Digital services in the center 
It is the total number of digital services delivered in 
the center of a B2B service buyer network structure 
HS1A and 
HS1B 
ASC Analog services in the center 
It is the total number of analog services delivered in 
the center of a B2B service buyer network structure 
HS2A and 
HS2B 
RDAC Ratio digital-to-analog services in the center 
It is the ratio of the total number of digital services 
delivered in the center to the total number of analog 
services delivered in the center of a B2B service buyer 
network structure 
HS3A and 
HS3B 
ADSO 
Average number of 
digital services out of 
the center 
It is the total number of digital services delivered in all 
other nodes but the central node of a B2B service 
buyer network structure 
HS1A and 
HS1B 
AASO 
Average number of 
analog services out of 
the center 
It is the total number of analog services delivered in 
all other nodes but the central node of a B2B service 
buyer network structure 
HS2A and 
HS2B 
CVD 
Coefficient of variation 
in digital services out 
of the center 
It is the an index that measures the amount of variation 
in the number of digital services delivered to the nodes 
of a B2B service buyer network structure but the 
central one 
HS4A and 
HS4B 
CVA 
Coefficient of variation 
in analog services out 
of the center 
It is the an index that measures the amount of variation 
in the number of analog services delivered to the 
nodes of a B2B service buyer network structure but 
the central one 
HS5A and 
HS5B 
DSIN 
Number of nodes with 
high levels of service 
intensity 
It is the total number of nodes, except the central node, 
that are intense in the use of digital services 
HS6A and 
HS6B 
PDHC 
Percentage of digital 
services that are highly 
customized 
It is the percentage of total digital services delivered to 
a B2B buyer that are considered highly customized 
HS7A and 
HS7B 
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3.5.2. Physical network configuration variables 
This set of variables was designed to capture information about the network 
configuration complexity existent in B2B service buyer network structures.  
 
3.5.2.1. Total number of nodes (TNN) 
This variable is the total number of locations where a B2B buyer has operations in 
its service network structure. In other words, the number of locations where digital 
services are delivered determines the number of nodes a B2B buyer has.  
 
3.5.2.2. Network density (ND) 
This variable measures the concentration or dispersion of B2B buyer physical 
network structure. The higher this measure, more concentrated a B2B physical network 
structure is.  It is also a measure to determine how close nodes are to one another within 
the network structure. The higher this measure, more close to one another nodes are. 
Operationally, it is the total number of nodes divided by the area where these nodes are 
located multiplied by 1,000. It can be interpreted as the number of nodes per 1,000 Km2. 
 
3.5.2.3. Average distance (AD) 
It measures the average distance, in kilometers, from the central node to any given 
node in a B2B network structure. Operationally, first, the distance from the central node 
to all other nodes is taken. Second, all distances are summed up. Finally, the summation 
of distances is divided by the total number of nodes minus one, which is the central node.  
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3.5.2.4. Percentage of central nodes (PCN) 
It is relative measure that shows the proportion of overall nodes that are located in 
the central area of a B2B service buyer network structure. The higher this variable score, 
the higher the number of nodes that are located in the central area. As a counterpart, it 
also provides information about the proportion of nodes that are in the peripheral area 
since the difference between 100 minus the percentage of central nodes results in the 
percentage of nodes in the peripheral area. Operationally, it is simply the total number of 
nodes located in the central area divided by the overall total number of nodes in a B2B 
buyer service network structure. Table 3.5 summarizes information about network 
configuration variables.  
 
Table 3.5. Physical Network Configuration Variables Characteristics  
Variable 
Code 
Variable Description Hypothesis 
TNN Total number of nodes 
It is the total number of nodes (locations where the B2B 
buyer has an operation) in a B2B service buyer network 
structure  
HN1A and 
HN1B 
AD Average distance 
It is the average distance from the central node to any 
other node in a B2B service buyer network structure 
HN2A and 
HN2B 
ND Network density It measures the network concentration/dispersion.  
HN3A and 
HN3B  
PCN Percentage of central nodes 
It is the percentage of total nodes of a B2B service buyer 
network structure that are in the central area 
HN4A and 
HN4B 
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3.5.3. Control variables 
3.5.3.1. Industry 
This is a set of dummy variables that indicates in which industry category group a 
B2B buyer is. There are four major industry categories: manufacturing, services, retail, 
and government. Consequently, the dataset has 3 dummy variables with government 
being the baseline industry category. The dataset provided by the telecommunication 
service provider contains information about the production activity of each B2B buyer, 
allowing for identification of industry. 
 
3.5.3.2. Size (SIZE) 
This variable attempts to provide information about the size of each B2B buyer. It 
measures the amount of phone extensions existent in each B2B buyer service network 
structure. The rationale for this variable is that the number of phone extensions is likely 
to be highly correlated with the real number of employees since phone extensions are 
used by them to make phone calls. The dataset provides information about the number of 
phone extensions existent in each B2B buyer service network structure. 
 
3.5.3.3. Contracted responsiveness (CONRES) 
This variable attempts to capture the contracted responsiveness provided by the 
telecommunication service provider for recovering digital service after a disruption. The 
responsiveness on the location where the B2B buyer has a service delivered. It is 
established in the service contract and is not negotiable. The telecommunication service 
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provider has 4 different levels of responsiveness depending on the location its digital 
services are delivered: (i) locations type A, recovery time after a disruption = 2 hours; (ii) 
locations type B, recovery time after a disruption = 4 hours; (iii) locations type C, 
recovery time after a disruption = 6 hours, and (iv) locations type D, recovery time after a 
disruption = 8 hours. These varying levels of responsiveness can be view as a scale from 
1 to 4, where 1 is the worst responsiveness and 4 the best responsiveness. Thus, the 
locations type can be assigned to this scale, as show in Table 3.6. 
 
Table 3.6. Contracted Responsiveness Characteristics 
Location type A B C D 
Time to recover 2h 4h 6h 8h 
Responsiveness level 4 3 2 1 
Scale Best     Worst 
 
 Operationally, this variable is the weighted sum of the number of digital services 
delivered to a B2B buyer in each type of location divided by the total number of digital 
services delivered to this B2B buyer. For example, a B2B buyer may have digital services 
distributed in the following manner: 4 in locations type A (quality=4), 2 in locations type 
B (quality=3), 1 in locations type C (quality=2), and 2 in location type D (quality=1). The 
weighted sum is (4x4) + (2x3) + (1x2) + (2x1) = 26. The total number of digital services 
is 10. Thus, the score for contracted responsiveness in this illustrative example is equal to 
26 divided by 10, yielding an overall quality measure of 2.6. Table 3.7 summarizes 
information about control variables characteristics.  
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Table 3.7. Control Variables Characteristics  
Variable 
Code Variable Description 
SIZE Size It measures the size of B2B buyer in terms of number of phone extensions 
DUMANUF 
DURETAIL 
DUSERV 
Industry It is a set of dummy variables indicating the industry category of each B2B buyer 
CONRESP Contracted responsiveness 
It measures the responsiveness of service provider that is 
contracted and provided to a given B2B buyer 
 
 
3.5.4. Dependent variables 
3.5.4.1. Occurrence of disruption (DISR) 
This variable measures the occurrence of a disruption in any digital service 
delivered to a B2B buyer in any node of its service network structure during a period of 
13 months. Some B2B buyer had disruption while others do not. Thus, this is a binary 
variable where 1 indicates the occurrence of a disruption and 0 the absence of any 
disruption during the period measured. 
 
3.5.4.2. Mean time of disruption (MTD) 
This variable measures the mean time of all disruption that occurred in any digital 
service delivered to a B2B buyer in any node of its service network structure during a 
period of 13 months. The time of a disruption is defined as the time elapsed between the 
occurrence of a disruption and its complete recovery as recorded by the 
telecommunication service provider. The data set contains information about the 
disruption time for each digital service for all B2B buyers. Such information specifies the 
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date and time the disruption began and date and time it finished, allowing for 
computation. Table 3.8 summarizes information about dependent variables.  
 
Table 3.8. Dependent Variables Characteristics  
Variable 
Code Variable Description 
DISR Occurrence of disruption 
It is a binary variable indicating whether a B2B buyer had a 
disruption 
MTD Mean time of disruption 
It is the mean time of disruption that occurred with all digital 
services of a B2B buyer 
 
 
3.6. Operationalization of Variables 
Some formative indicators in the conceptualization of physical network 
configuration complexity factors are based on variables involving distances, area, and 
density and position of nodes. In order to operationalize these, and other variables, I use 
the ArcGis software version 9.2. The following steps were used to come up with 
measures for network formative indicators: 
1) Identification of the geographic position where each node is located. Each node 
is a dot in our map (see Figure 3.3). Because each node has a specific position in the two-
dimension geographical space, the latitude and longitude of each node was identified in 
order to plot it in the ArcGis software. This procedure was performed for all nodes of all 
B2B buyers with more than one node. Identifying the geographical information of each 
node allowed us to use ArcGis software tools to measure distances and establish areas of 
network structure. 
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2) Definition of central node. As discussed in the literature review section, the 
central node was defined as the one with the greatest amount of resources. According to 
qualitative interviews with information technology managers from seven B2B buyers and 
five sales account managers from the telecommunication service provider, the node with 
such characteristic is the headquarters of a B2B buyer. Thus, following the findings from 
qualitative interviews the headquarters of the B2B buyer was determined as the central 
node. Figure 3.3 illustrate steps 1 and 2 by indicating in the map of state of Rio Grande 
do Sul, Brazil, all locations where a given B2B buyer perform operations as well as by 
highlighting the central location of this service network structure.  
 
Fig. 3.3. Identification of B2B Buyer’s Nodes and Central Node 
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3) Definition of central area of a B2B buyer physical network. To define the central 
area of a B2B buyer physical network, first, the distance between the farthest node and 
the central node of a given B2B buyer physical network structure was measured. Second, 
the radius of the central area was defined as one-fourth of the highest distance. Finally, 
the central area was established by drawing a circumference with the radius starting at the 
central node. Therefore, B2B buyers with larger distances have larger central areas, while 
B2B buyers with smaller distances have small central areas.  
4) Identification of central and peripheral nodes. After determining the central 
area, tools available in ArcGis software was used to identify those nodes within the 
central area as central nodes and the others as peripheral nodes. Figure 3.4 illustrates step 
3 and part of step 4.  
 
Fig. 3.4. Identification of B2B Buyer’s Central Area and Central Nodes 
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3.7. Data Analysis 
Data analysis procedure follows two stages. In a first stage, an exploratory data 
analysis is conducted. The main reason to conduct an exploratory data analysis is the fact 
that this is a secondary data that was collected primarily for other purposes. Also, because 
the main purpose of this study is to come up with formative indicators for B2B service 
buyer network structure, it is important to understand the basic characteristic of these 
variables.  
In a second stage, two multiple regression analyses are conducted depending on the 
dependent variable analyzed. The first is a multiple logistic regression analysis used to 
analyze the impact of formative indicators on the occurrence of disruption. The second is 
a multiple ordinary least squares regression employed to investigate the impact of 
formative indicators on the mean time of disruptions.  
 
3.7.1. Exploratory data analysis 
The major objective of the exploratory data analysis stage is to understand the basic 
characteristics of variables used in this study. As mentioned above, this study is all based 
on secondary data provided by the telecommunication service provider, and it was 
originally collected for other purposes. In addition, the formative indicators proposed and 
measured in this study were never employed in other studies, which makes even more 
critical to explore their characteristics prior to multivariate and more sophisticated 
statistical analysis.  
The exploratory data analysis is based on univariate analysis of variables. 
   83 
Descriptive statistics and box plot graphs of each variable is obtained and analyzed. 
Depending on the characteristic of each variable, a transformation procedure is performed 
and compared against its original score (Tukey, 1977). In searching for a transformation 
that provides a symmetrical distribution to the data, the following transformation 
techniques were employed: inverse, square root, squared, cubed, natural logarithm, and 
log10.       
 
3.7.2. Hierarchical multiple regression approach 
The analytical process encompasses two major statistical procedures: multiple 
logistic and ordinary least square regression. Multiple logistic regression was employed 
to test the effect of formative indicators of physical network and service offering 
configuration complexity factors on the occurrence of disruptions in digital services, 
while ordinary least square regression was employed to test the effect of formative 
indicators on the mean time of each disruption in this type of services. Therefore, the 
resulting sample size is different depending on the dependent variable analyzed. For 
example, in the case of multiple logistic regression models, the sample is composed of all 
B2B buyers because the dependent variable is the occurrence or non-occurrence of 
disruptions. In the case of ordinary least square regression models, the sample is 
composed of only those B2B buyers that had a disruption and, thereby, have information 
about their mean time of disruption.   
 The regression strategy adopted to test the effect of formative predictors on the 
dependent variables was a hierarchical approach. Blocks of variables are formed and each 
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block is entered in the models one at a time, and the contribution of each block of 
variables to improvement in the in model fit was assessed in comparison to a simpler 
model (Cohen et al., 2003; Jaccardi and Turrisi, 2003). That is, the strategy adopted was 
to test the incremental effect of variables for improvement in the model’s fit.  
a) Block of Control Variables – variables employed to control common 
confounding effects. 
b) Block of Physical Network Configuration Variables – variables employed to 
capture information about physical network configuration complexity 
factors. 
c) Block of Service Offering Configuration Variables – variables employed to 
capture information about service offering configuration complexity 
factors. 
d) Block of Physical Network Configuration Interaction Variables – variables 
employed to test the interaction effect of physical network configuration 
variables and a dummy variable indicating whether a B2B buyer has a 
network structure composed of two or multiple nodes. 
e) Block of Service Offering Configuration Interaction Variables – variables 
employed to test the interaction effect of service offering configuration 
variables and a dummy variable indicating whether a B2B buyer has a 
network structure composed of two or multiple nodes. 
Seven models were developed to test the effect of variables in both multiple logistic 
and ordinary least square regression analysis. Model 1 is a baseline model and contains 
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only the control variables. Model 2 has control variables plus physical network 
configuration variables. Model 3 has control variables plus service offering configuration 
variables. Model 4 has control variables, physical network and service offering 
configuration variables. Model 5 and Model 6 are extensions of Model 4 by adding 
physical network and service offering configuration interaction variables, respectively. 
Model 7 is the full mode and contains all blocks of variables. Table 3.9 summarizes all 
models analyzed. 
 
Table 3.9: Characteristics of Regression Models 
Block Model 1 
Model 
2 
Model 
3 
Model 
4 
Model 
5 
Model 
6 
Model 
7 
Control Variables 
 X X X X X X X 
Physical network configuration 
variables  X  X X X X 
Service offering configuration 
variables   X X X X X 
Physical network interaction 
Variables     X  X 
Service offering interaction 
Variables      X X 
 
For multiple logistic regression analysis, the contribution of each block of variables 
was assessed through a likelihood ratio test that measures the significance of the change 
in the log likelihood from a simpler model to a model containing more variables (Cohen 
et al., 2003; Tabachnick and Fidell, 2007). In the case of ordinary least squares regression 
analysis, the contribution of each block of variables was assessed through an F statistical 
test that measures the significance of a change in the amount of variance accounted for by 
adding a new set of variables to a simpler model (Jaccardi and Turrisi, 2003). 
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3.7.3. Evaluating and interpreting predictors in logistic regression 
 
In the case of multiple logistic regression models, the significant effect of each 
individual predictor was assessed through a likelihood ratio test that evaluates the 
significance change in the likelihood of a model with k predictors and a simpler model 
with k – 1 predictors (Cohen et al., 2003). State differently, each predictor was removed 
from a given model, one at a time, and the change in the model likelihood was assessed.  
There are three forms to report results of individual predictors in each multiple 
logistic regression model (Cohen et al., 2003). First, the coefficient for each individual 
predictor is provided in the logit form. That is, the coefficient of each predictor is 
analogous to those coefficients in ordinary least square regression but the dependent 
variable is expressed in a logit function. Second, the odds of each predictor are also 
provided and they mean the predicted odds of being a case. In this study, the odds of a  
given predictor tell the chance of a B2B buyer has disruption. Finally, the predicted 
probabilities are provided only for those predictors that are significant in a given model. 
The predicted probabilities are calculated as follow: (i) the mean of each variable is 
multiplied by its respective coefficient in the model; (ii) all products in step (i) are 
summed up; (iii) the exponential of the summation in step (ii) is taken; and (iv) the 
predicted probability is given by the exponential result in step (iii) divided by one plus 
the exponential. Low and high predicted probabilities are given, respectively, by the 
mean minus one standard deviation and the mean plus one standard deviation for the 
significant predictor holding all other predictors constant in their means. This study is 
going to provide all three forms of reporting logistic regression result. However, because 
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interpretation of coefficients and odds ratio is not quite straightforward, this study is 
place greater emphasis on interpretation of predicted probabilities.  
 
3.7.4. Residual diagnostics 
Residual analysis for multiple logistic and ordinary least square regression models 
were both based on those residuals resulting from the full model (Model 7), which 
contains the following block of variables: control; physical network configuration, 
service offering configuration, physical network configuration interaction, and service 
offering configuration interaction. That is, the residual diagnostics were based one the 
residuals from only one mode, the Model 7, considered the full model. It is important to 
note, though, that the sample size for multiple logistic and ordinary least square 
regression models is different, given that these two regression model evaluate different 
dependent variables, as mentioned previously.  
A measure of discrepancy and a measure of leverage were employed to evaluate 
and identify potential influential B2B buyers in each regression model proposed. In the 
case of multiple logistic regression models, the measure of discrepancy employed is the 
change in Chi-square deviance. A deviance residual evaluates the contribution of each 
case to the overall model deviance (Cohen et al., 2003). The change in Chi-square 
deviance, therefore, evaluates the contribution for improvement in model fit by deleting a 
specific case. There is no cut-off value for change in Chi-square to help researchers to 
make a decision because it depends on the distribution of the data. In the case of multiple 
ordinary least square regression models, the measure of discrepancy employed is the 
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studentized deleted residual. Briefly, this measure evaluates whether a particular case 
significantly influences the y-intercept (Cohen et al., 2003). As suggested in the literature 
(Tabachnick and Fidell, 2007), the cut-off value adopted in the decision making process 
is plus or minus 3.    
The measure of leverage employed to evaluate influential cases in the multiple 
logistic regression models is the change in the overall beta model. This measure is 
analogous to Cook’s distance in ordinary least square regression (Hamilton, 2009). The 
“Cook’s distance compares the predicted Y with case i included and deleted for all cases 
included in the dataset” (Cohen et al, 2003, p: 404). Similar to the measure of 
discrepancy, there is no cut-off value suggested in the literature and the decision to 
eliminate influential cases was based on the distribution of the data. The Cook’s distance 
was also used in the case of ordinary least square regression models to identify cases 
influencing the model. An additional measure of leverage helps to identify extreme cases 
in the sample. It was employed in the case of multiple ordinary least squares regression 
models to identify cases that are far from the mean values on the set of independent 
variables A cut-off value for this measure was based on characteristics of the distribution 
of the data.  
 
3.7.5. Mulicollinearity 
Multicollinearity problems in multiple logistic regression models were assessed 
through an evaluation of the size of standard errors. According to Tabachnick and Fidell 
(2007), extremely large standard errors are indication of multicollinearity problems. 
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Multicollinearity problems in the case of multiple ordinary least square regression were 
assessed based on the variation inflation factor (VIF) (Hair et al., 2006), and a cut-off of 
10 was used to determine the existence of large multicollinearity and identify the 
problematic variables. In the case of variables applied to models testing only their main 
effects, multicollineratity was not a problem in any of those models. Multicollinearity 
problems rose, though, when interaction terms between pairs of variables were 
introduced to the models, as will be discussed in more detail sin the next chapter.  
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 CHAPTER 4 
 RESULTS 
 
4.1. Exploratory Data Analysis 
The exploratory data analysis encompasses a series of analysis whose major 
objective is to uncover and understand the distribution of variables employed in this 
study. As such, a series of univariate analysis was performed including: descriptive 
statistics, distribution histogram, and box plot graphs. This section presents only results 
from box plot graph since it brings enough visual information about the shape of 
distribution and its potential outliers (Tukey, 1977). The only exception is the dependent 
variable occurrence of disruption since it is a binary variable and, therefore, does not 
have distribution assumptions to meet. The descriptive statistics for all variables are 
presented in the section Appendix.  
 
4.1.1. Dependent variable: occurrence of disruption 
Because “occurrence of disruption” is a binary variable, its distribution is not 
expected to have the characteristics of a normal distribution. Also, there is no reason to 
use a box plot graph to analyze its distribution. Thus, Figure 4.1 presents a histogram 
showing that the number of B2B buyers that had a disruption is 133 and the number of 
B2B buyers that did not have a disruption is 61.  
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Fig.4.1. Histogram for the Dependent Variable: “Occurrence of Disruption” 
 
4.1.2. Dependent variable: mean time of disruption 
Figure 4.2 shows the box-plot for “mean time of disruption”, and its transformed 
version, for those B2B buyers that had disruptions. The distribution presented in the box-
plots is a sub-sample of the total sample. This sub-sample contains only those 133 B2B 
buyers that had a disruption. B2B buyers that did not have any disruption are not in this 
sub-sample and, therefore, are not in the box plots shown in the Figure 4.2. Results show 
that the “mean time of disruption” is not normally distributed and presents some potential 
outliers. A transformation using the logarithm on base 10 helps the variable to achieve a 
more normal distribution. However, one potential outlier remains and is eliminated to 
avoid problems in further statistical analysis: B2B buyer #1047 (position #45 in the 
dataset). 
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Fig. 4.2. Box Plot for Original and Transformed Dependent Variable: “Mean Time of          
              Disruption”  
 
 
4.1.3. Independent variables 
Figures 4.3 to 4.15 shows the box plot for the all independent variables 
employed in this study.  
Fig. 4.3. Box Plot for Original and Transformed Independent Variable: “Number of  
   Digital Services in the Center (DSC)” 
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Fig. 4.4.Box Plot for Original and Transformed Independent Variable: “Number of    
             Analog Services in the Center (ASC)”  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.5. Box Plot for Original and Transformed Independent Variable: “Ratio Digital-to- 
              Analog Services in the Center (RDAC)” 
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Fig. 4.6. Box Plot for Original and Transformed Independent Variable: “Average Number       
              of Digital Services Out of the Center (ADSO)”  
 
 
 
 
 
 
Fig. 4.7. Box Plot for Original and Transformed Independent Variable: “Average Number            
              of Analog Services Out of the Center (AASO)” of a B2B buyer service network     
              structure 
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Fig 4.8. Box Plot for Original and Transformed Independent Variable: “Coefficient of      
             Variation in Digital Services (CVD)” 
 
 
 
 
 
 
 
 
 
 
Fig 4.9. Box Plot for Original and Transformed Independent Variable: “Coefficient of      
             Variation in Analog Services (CVA)” 
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Fig. 4.10. Box Plot for Original and Transformed Independent Variable: “Number of    
     nodes with high levels of digital service intensity (DSIN)” 
 
 
 
        
       
Fig. 4.11. Box Plot for Original and Transformed Independent Variable: “Total number o 
      of nodes (TNN)” 
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Fig. 4.12. Box Plot for Original and Transformed Independent Variable: “Percentage of   
                Digital Services that Are Highly Customized (PDHC)” 
  
 
 
 
 
 
 
 
 
 
Fig 4.13. Box Plot for Original and Transformed Independent Variable: “Network   
       Density (ND)” 
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Fig 4.14. Box Plot for Original and Transformed Independent Variable: “Average       
     Distance (AD)” 
 
 
 
 
 
 
 
 
 
 
Fig 4.15. Box Plot for Original and Transformed Independent Variable: “Percentage of  
                Central Nodes (PCN)” 
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The common pattern of most variables is a positively skewed distribution with 
high kurtosis. The only exceptions are “average distance (AD)” and “percentage of 
central node (PCN)”, whose distributions follow a normal distribution shape. In the case 
of these two variables that have a distribution close to being normal, a logarithm 
transformation does not contribute for a better the distribution. Thus, it is possible to use 
these two variables in their original scores without compromising the estimation.    
The variables “number of nodes with high levels of digital service intensity 
(DSIN)” and “percentage of digital services that are highly customized (PDHC)” also 
show different characteristics. They have a large number of B2B buyers with zero score 
for these variables. In the case of these variables, a logarithm transformation does not 
help to improve their distribution. The conservative solution adopted was the creation of 
dummy variables. The first binary dummy variable is called “digital service intensity” 
(DUDSIN) and indicates whether a B2B buyer has nodes with high levels of digital 
service intensity (code 1) or not (code 0). The second binary dummy variable is called 
“highly customized digital services” (DUHCDS) and indicates whether a B2B buyer has 
digital services that are highly customized (code 1) or not (code 0).   
The other variables also have a large number of B2B buyers with low scores and a 
few B2B buyers with very large scores. Some B2B buyers have such large scores that 
they could be classified as outliers (see Figures 4.3 to 4.12). In the case of these variables, 
a logarithm transformation is helpful and, after employing a transformation using a 
logarithm on base 10, the distribution of most variables is improved.  
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4.2. Logistic Regression Results 
4.2.1.Residual diagnostics 
The full logistic regression model (Model 7) was used for residual diagnostics 
purposes because this model contains all blocks of variables. The total sample analyzed 
was 193 B2B buyers, given that the B2B buyer #1047 was eliminated because its extreme 
value for the mean time of disruption.  
According to the distribution of probabilities, a cut-off of 5 for the Chi-squared 
deviance was adopted to classify B2B buyers as influential for further analysis. Two B2B 
buyers were identified and eliminated: #2035 and #1224. In the case of measure of 
leverage, a cut-off of 2 for the deviance in overall beta was adopted. Two other B2B 
buyers were identified and eliminated: #235 and #3840. Finally, a fifth B2B buyer was 
eliminated because of excess of missing data. Table 4.1 presents the pairwise correlations 
for variables employed in all logistics models using a final sample of 188 B2B buyers.      
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Table 4.1. Correlation Table for Logistic Regression Models 
 
  1 2 3 4 5 6 7 8 9 
1 DISR 1.00         
2 SIZElog10 0.25* 1.00        
3 DUMANUF -0.08 -0.12 1.00       
4 DURETAIL -0.02 0.06 -0.25* 1.00      
5 DUSERV 0.07 -0.02 -0.57* -0.47* 1.00     
6 CONRES 0.06 0.17* -0.19* 0.04 0.17 1.00    
7 DSClog10 0.26* 0.36* -0.16* 0.13 -0.10 0.05 1.00   
8 ASClog10 0.17* 0.34* -0.14 0.16 -0.13 0.14 0.22* 1.00  
9 RDAClog10 0.17* 0.11 -0.07 0.17 -0.04 -0.13 0.44* 0.38* 1.00 
10 ADSOlog10 0.31* 0.25* -0.14 0.08 0.06 -0.01 0.41* 0.03 0.28* 
11 AASOlog10 0.11 0.26* -0.03 0.18 -0.12 0.16* 0.06 0.49* 0.07 
12 CVDlog10 0.34* 0.39* -0.19* 0.04 0.09 0.11 0.21* 0.21* 0.12 
13 CVAlog10 0.27* 0.36* -0.15* 0.07 0.01 0.13 0.24* 0.24* 0.09 
14 DUDSIN 0.29* 0.34* -0.28* 0.13 0.08 0.08 0.45* 0.24* 0.25* 
15 DUHCDS -0.06 0.10 -0.08 -0.06 -0.03 0.07 0.19* 0.14* 0.20* 
16 TNNlog10 0.33* 0.50* -0.29* 0.13 0.03 0.04 0.41* 0.30* 0.07 
17 NDlog10 -0.08 -0.21* 0.24* 0.00 -0.21* -0.14* 0.00 -0.03 0.03 
18 AD 0.11 0.23* -0.20* -0.06 0.15* 0.13 0.11 0.09 -0.02 
19 PCN -0.02 -0.16* -0.02 0.08 -0.04 0.01 -0.10 -0.13 -0.16* 
 
  10 11 12 13 14 15 16 17 18 
1 DISR          
2 SIZElog10          
3 DUMANUF          
4 DURETAIL          
5 DUSERV          
6 CONRES          
7 DSClog10          
8 ASClog10          
9 RDAClog10          
10 ADSOlog10 1.00         
11 AASOlog10 -0.01 1.00        
12 CVDlog10 0.56* 0.27* 1.00       
13 CVAlog10 0.33* 0.44* 0.64* 1.00      
14 DUDSIN 0.48* 0.26* 0.75* 0.55* 1.00     
15 DUHCDS 0.07 -0.10 0.03 -0.05 0.04 1.00    
16 TNNlog10 0.39* 0.24* 0.67* 0.56* 0.70* 0.02 1.00   
17 NDlog10 -0.10 -0.13 -0.33* -0.37* -0.27* 0.03 -0.36* 1.00  
18 AD 0.03 0.07 0.22* 0.20* 0.21* 0.10 0.40* -0.75* 1.00 
19 PCN -0.04 -0.28* -0.25 -0.29* -0.22* -0.07 -0.26* 0.36* -0.39* 
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4.2.2. Logistic regression model 1 
The objective of Logistic Model 1 is to test the effect of control variables in 
relation to the Intercept-only Model and set a baseline model against which other models 
can be compared to. The model contains 5 predictors: size (SIZElog10), industry dummy 
manufacturing (DUMANUF), industry dummy retail (DURETAIL), industry dummy 
service (DUSERV), and contracted responsiveness (CONRES).  
Results in Table 4.2 show that the Chi-square difference between the -2log 
likelihood from Intercept-only Model and Logistic Model 1 is statistically significant (p < 
0.01), suggesting that the block of control variables provides a better fit to the data than 
the Intercept-only Model. Overall, Model 1 accounts for approximately 7% of the null 
deviance.  
 
Table 4.2. Logistic Regression Results for Model 1 
  Predicted probabilities 
  Coefficient 
Odds 
Ratio  LR Test R
2
L Low High Mean 
Std 
Dev 
Constant -2.72 -             
SIZElog10 1.65 5.21 14.63*** 6.26% 52.7% 75.3% 2.09 0.48 
DUMANUF1 0.04 1.04 0.00      
DURETAIL1 0.06 1.06 0.01      
DUMSERV1 0.44 1.56 0.40      
CONRES -0.03 0.97 0.02      
                  
-2Log likelihood Intercept-only model  233.92           
-2Log likelihood Model 1  217.48           
LR χ2 difference   16.44***           
Overall R2L   7.03%           
 * p < 0.1   ** p< 0.05    *** p < 0.01           
Note: Low predicted probability is computed as the mean minus one standard deviation of log10 multiplied by the coefficient.            
High predicted probability is computed as the mean plus one standard deviation of log10 multiplied by the coefficient. 1 Government 
Is the baseline industry.   
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According to results, the log of the odds of a B2B buyer having a disruption in a 
digital service is positively related to “size” (p < 0.01). The odds of having a disruption 
are multiplied by 5.21 for each unit increase in the size of a B2B buyer. In terms of 
predicted probabilities, a B2B buyer with 122 phone line extensions has a predicted 
probability of having a disruption of approximately 53%. On the other hand, a B2B buyer 
with 129 phone line extensions has a predicted probability of having a disruption of 75%. 
The variable size, however, is the only predictor that is statistically significant. It 
accounts for 6.26% of the null deviance in Model 1. Results in Table 4.3 also allow the 
construction of the following predictive model: 
logit (disruption) =  - 2.72 + 1.65SIZElog10 + 0.04DUMANUF  
          + 0.06DURETAIL + 0.44DUSERV – 0.03CONRES 
 
The validity of predicted probabilities is shown in Table 4.3. Using a cutoff point 
of 0.5, Model 1 correctly predicts 68.09% overall disruptions in digital services. 
However, validity of predictions is much better for those B2B buyers that did have a 
disruption (99.22%) than for those that did not have it (0.00%). 
 
Table 4.3. Predicted Probabilities for Model 1  
  Predicted   
Observed Disruption No disruption % Correct 
Disruption 128 1 99.22% 
No disruption 59 0 0.00% 
Overall % correct   68.09% 
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4.2.3. Logistic model 2 
The objective of Logistic Model 2 is to test the effect of physical network 
configuration variables on the “occurrence of disruptions” in digital services taking into 
account the control variables. Therefore, Model 2 is an increment to Model 1 having all 
predictors already in Model 1 plus the following set of predictors: “total number of 
nodes” (TNNlog10), “network density” (NDlog10), “average distance” (AD), and 
“percentage of central nodes” (PCN).  
As shown in Table 4.4, a test for the Chi-square difference between the -2log 
likelihood of Model 2 and the Intercept-only Model is statistically significant (p < 0.01), 
suggesting that the block of control variables and physical network configuration 
variables contributes for a better fit to the data than a model with no variable. Overall, 
Model 2 accounts for approximately 15% of the null deviance in the model. Comparing 
Models 1 and 2, the Chi-square difference for the -2log likelihoods is also significant (p < 
0.05) and the R2L increment of 8.97% suggests that the network configuration variables 
contribute to a better fit to the data than Model 1.  
Model 2 shows that the log of the odds of a B2B buyer having a disruption is 
positively related to “total number of nodes” (p < 0.01), providing support for hypothesis 
HN1A. The odds of a B2B buyer having a disruption is multiplied by 10.40 for each unit 
increment in the number of nodes in its structure. In an alternative way, the probability 
for a B2B buyer with 3 nodes of having a disruption is approximately 57%, while the 
probability for a B2B buyer with 9 nodes of having a disruption is 83%. Based on results 
in Table 4.4, the following predicted model is built: 
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logit (disruption) =  - 3.27 + 0.88SIZElog10 + 0.79DUMANUF    
           + 0.24DURETAIL + 0.85DUSERV – 0.01CONRES                                       
                                + 2.34TNNlog10 + 0.47NDlog10 + 0.003AD + 0.98PCN 
 
Table 4.4. Logistic Regression Results for Model 2  
  
Predicted 
probabilities 
  
Coefficient Odds Ratio  LR Test R
2
L 
Low High 
Mean Std Dev 
Constant -3.27 -        
SIZElog10 0.88 2.40        
DUMANUF1 0.79 2.20        
DURETAIL1 0.24 1.28        
DUSERV1 0.85 2.34        
CONRES 0.01 1.01        
           
Physical network configuration variables       
TNNlog10 2.34 10.40 18.79*** 8.03% 57.6% 83.0% 0.71 0.46 
NDlog10 0.47 1.60 2.33      
AD 0.00 1.00 1.18       
PCN 0.98 2.68 1.96      
           
-2Log likelihood Model Intercept-only  233.92      
-2Log likelihood Model 2  197.98      
LR χ2 difference   35.93***      
Overall R2L   15.36%      
           
LR χ2 difference to Model 1  19.49***      
R2L increment to Model 1   8.97%      
 * p < 0.1   ** p< 0.05    *** p < 0.01          
Note: Low predicted probability is computed as the mean minus one standard deviation of log10 multiplied by the coefficient. High 
predicted probability is computed as the mean plus one standard deviation of log10 multiplied by the coefficient. 1Government is the 
baseline industry. 
 
The validity of predicted probabilities is shown in Table 4.5. Model 2 correctly 
predicts 71.28% overall disruptions in digital services, a small increase when compared 
to Model 1. However, Model 2 makes an improvement in predicted probabilities for 
those B2B buyers that did not have a disruption. For this type of B2B buyers, Model 1 
did not make any correct prediction while Model 2 correctly predicts 57.58%. On the 
other hand, Model 2 decreases the correct predicted probabilities for those B2B buyers 
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that had a disruption. Model 1 correctly predicts 99.22% of B2B buyer having a 
disruption, while Model 2 correctly prediction 74.19%. 
 
Table 4.5. Predicted Probabilities for Model 2  
  Predicted   
Observed Disruption No disruption % Correct 
Disruption 115 40 74.19% 
No disruption 14 19 57.58% 
Overall % correct   71.28% 
 
 
4.2.4. Logistic model 3   
 The objective of Logistic Model 3 is to test the effect of service offering 
configuration variables on the “occurrence of disruption” in digital services by taking into 
account the control variables. Therefore, Logistic Model 3 is an increment in the number 
of variables when compared to Logistic Model 1, containing all variables from this model 
plus: “digital services in the center” (DSClog10),  “analog services in the center” 
(ASClog10), “ratio digital-to-analog services in the center” (RDAClog10), “average 
number of digital services out of the center” (ADSOlog10), “average number of analog 
services out of the center” (AASOlog10), “coefficient of variation in digital service” 
(CVDlog10), “coefficient of variation in analog services” (CVAlog10), “digital service 
intensity” (DUDSIN), and “highly customized digital services (DUHCDS).  
According to results in Table 4.6, the Chi-square difference between the -2log 
likelihood of Logistic Model 3 and the Intercept-only Logistic Model is statistically 
significant (p < 0.01), demonstrating that the block of control and service offering 
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configuration variables contributes to a better fit to the data than a model without any 
predictor. Logistic Model 3 accounts for about 19% of the null deviance. Comparing 
Logistic Models 3 and 1, the significant Chi-square difference for the -2log likelihoods (p 
< 0.01) and the R2L model fit increment of approximately 13% suggest that the service 
configuration variables provide a substantial improvement in the model fit when 
compared to a model containing control and physical network configuration variables.  
 
Table 4.6: Logistic Regression Results for Model 3  
  
Predicted 
probabilities 
  
Coefficient Odds Ratio  LR Test R
2
L 
Low High 
Mean Std Dev 
Constant -0.74 -             
SIZElog10 0.82 2.27             
DUMANUF 0.58 1.78             
DURETAIL 0.03 1.03            
DUSERV 0.80 2.22            
CONRES 0.04 1.04            
                  
Service offering configuration variables             
DSClog10 0.91 2.49 4.99** 2.13% 62% 84% 0.58 0.66 
ASClog10 0.29 1.34 1.35           
RDAClog10 0.12 1.13 0.17           
ADSOlog10 0.24 1.27 0.94           
AASOlog10 -0.09 0.92 0.11           
CVDlog10 0.64 1.89 3.36* 1.44% 60% 85% 0.52 0.50 
CVAlog10 0.12 1.13 0.22           
DUDSIN2 -0.65 0.52 0.77           
DUHCDS3 -0.74 0.48 3.43* 1.47% 76% 73% 0.40 0.10 
                 
-2Log likelihood Intercept-only Model 233.92           
-2Log likelihood Model 3  188.82          
LR χ2 difference   45.09***          
Overall R2L   19.27%          
                 
LR χ2 difference to Model 1   28.65***          
R2L increment to Model 1  13.18%           
 * p < 0.1   ** p< 0.05    *** p < 0.01        
Note: Low predicted probability is computed as the mean minus one standard deviation of log10 multiplied by the coefficient.            
High predicted probability is computed as the mean plus one standard deviation of log10 multiplied by the coefficient. 1 Government 
Is the baseline industry. 2 The baselgine group is formed by B2B buyers not having heavy user nodes. 3 The baseline group is formed 
by B2B buyer not having services that are highly customized. 
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In the block of service configuration variables, the “number of digital services in 
the center” of a B2B service buyer network structure is positively associated with the 
“occurrence of disruption” (p < 0.0.5), providing support for HS1A. This means that for 
each unit increase in the “number of digital services” multiply the odds of a B2B buyer of 
having a disruption by 2.49. For illustrative purposes, a B2B buyer that has 1 digital 
service in its center has 62% of chance of having a disruption. On the other hand, a B2B 
buyer that has about 7 digital services has 84% of chance of having a disruption. In this 
model, 2.13% of the null deviance is accounted for by this independent variable. 
The log of the odds of a B2B buyer having a disruption in a digital service is 
positively related to the “coefficient of variation in the number of digital services” in a 
B2B service buyer network structure (p < 0.1), providing support for HS4A. Each 
additional unit in increase in the variation of digital services multiply the odds of a B2B 
buyer of having a disruption by 1.89. The low predicted probability of a disruption is 
60%, while the high predicted probability of a disruption is about 85%.  
Finally, the dummy variable “highly customized digital services” is negatively 
associated with occurrence of disruptions (p < 0.1), providing partial support for H7A, 
since the effect observed is in the opposite direction of that hypothesized. A B2B buyer 
that has a highly customized digital service in its service network structure has its odds of 
having a disruptions multiplied by 0.48. The predicted probability of having a disruption 
for this B2B buyer is 73%, while the predicted probability for a B2B buyer that does not 
have any highly customized service is 76%. Results in Table 4.6 allows for the 
construction of the following prediction model: 
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logit (disruption) = -0.74 + 0.82SIZElog10 + 0.58DUMANUF + 0.03DURETAIL 
                               + 0.80DUSERV + 0.04CONRES + 0.91DSClog10 
         + 0.29ASClog10 + 0.12 RDAClog10 + 0.24ADSOlog10   
                               - 0.09AASOlog10 + 0.64CVDlog10 + 0.12CVAlog10  
                               - 0.65 DUDSIN – 0.74DUHCDS 
 
   The validity of predicted probabilities in Logistic Model 3 is shown in Table 
4.7. This model correctly predicts 75.00% of overall cases in digital services.  
 
Table 4.7. Predicted Probabilities for Model 3  
  Predicted   
Observed Disruption No disruption % Correct 
Disruption 113 31 87.60% 
No disruption 16 28 47.46% 
Overall % correct       75.00% 
 
 
4.2.5. Logistic model 4  
The objective of Logistic Model 4 is to test the conjoint effect of physical network 
and service offering configuration variables as an increment to Logistic Model 1. It is, 
therefore, an increment to Logistic Model 1 and contains all variables from models 1, 2, 
and 3. Results in table 4.8 show that the Chi-square difference between the -2log 
likelihood of Logistic Model 4 and the Intercept-only Logistic Model is statistically 
significant (p < 0.01), suggesting that the block of control, physical network and service 
offering configuration variables contributes to a better fit to the data than a model without 
any predictors.  
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Table 4.8. Logistic Regression Results for Model 4  
 
  
Predicted 
probabilities 
  
Coef. Odds Ratio  LR Test R
2
L 
Low High 
Mean Std Dev 
Constant -1.48 -             
SIZElog10 0.62 1.87             
DUMANUF1 0.80 2.22             
DURETAIL1 -0.04 0.96             
DUSERV1 0.88 2.41             
CONRES 0.05 1.05             
                  
Physical network configuration variables            
TNNlog10 1.67 5.33 4.19** 1.79% 58% 90% 0.58 0.65 
NDlog10 0.51 1.67 2.23      
AD 0.01 1.01 2.41      
PCN 1.69 5.43 4.21** 1.80% 90% 96% 0.52 0.26 
          
Service offering configuration variables       
DSClog10 0.84 2.32 3.91** 1.67% 67% 86% 0.58 0.65 
ASClog10 0.13 1.14 0.26      
RDAClog10 0.37 1.45 1.39      
ADSOlog10 0.17 1.18 0.42      
AASOlog10 0.09 1.09 0.1      
CVDlog10 0.54 1.71 2.17      
CVAlog10 0.19 1.21 0.44      
DUDSIN2 -1.09 0.34 2.05      
DUHCDS3 -0.68 0.51 2.74* 1.17% 94.0% 93.0% 0.39 0.10 
                 
-2Log likelihood Intercept-only Model 233.92          
-2Log likelihood Model 4  179.26           
LR χ2 difference   54.65***          
Overall R2L    23.36%          
                 
LR χ2 difference to Model 1  38.22***           
R2L increment to Model 1 13.40%           
 * p < 0.1   ** p< 0.05    *** p < 0.01             
Note: Low predicted probability is computed as the mean minus one standard deviation of log10 multiplied by the coefficient.            
High predicted probability is computed as the mean plus one standard deviation of log10 multiplied by the coefficient. 1 Government 
Is the baseline industry. 2 The baselgine group is formed by B2B buyers not having heavy user nodes. 3 The baseline group is formed 
by B2B buyer not having services that are highly customized. 
 
 
Overall, Logistic Model 4 accounts for about 23.36% of the null deviance. 
Comparing Models 1 and 4, the Chi-square difference for the -2log likelihoods is also 
significant (p < 0.01) and the R2L increment of approximately 13.40% of the null 
deviance. Taken together these results suggest that the physical network and service 
   111 
offering configuration variables provide a substantial improvement in the model fit than a 
model containing only the control variables. 
In terms of service offering configuration variables, results show that the log of 
the odds of a B2B buyer having a disruption in a digital service is positively associated 
with the “number of digital services in the center” (DSClog10) of a B2B buyer service 
network structure (p < 0.05), providing support for HS1A. Each additional digital service 
multiplies the odds of a B2B buyer of having a disruption by 2.32. For those B2B buyers 
that do not have any digital service in the center of its network structure, the model 
predicts a probability of 67% of a disruption in digital services delivered in other nodes. 
For those B2B buyers that have about 9 digital services in the center of their network 
structure, the model predicts a probability of 86% of a disruption. The “number of digital 
services in the center” of a B2B service buyer network structure is responsible for 1.67% 
of the null deviance in the model.  
The dummy variable “highly customized digital services” is negatively associated 
with occurrence of disruptions (p < 0.1), providing partial support for HS7A, since the 
effect observed is in the opposite direction of that hypothesized. The odds of a B2B buyer 
of having a disruption is multiplied by 0.51 if this B2B buyer has highly customized 
digital services in its service network structure. The predicted probability of having a 
disruption for this B2B buyer is 94%, while the predicted probability for a B2B buyer 
that does not have any highly customized service is 90%.  
In the block of physical network configuration variables, log of the odds of a B2B 
buyer having a disruption is positively related to “total number of nodes” (p < 0.01), 
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providing support for hypothesis HN1. Each unit increase in the number of nodes in a 
B2B service buyer network structure multiplies the odds of a B2B buyer of having a 
disruption by 5.33. In an alternative way, the probability for a B2B buyer with 3 nodes of 
having a disruption is approximately 58%, while the probability for a B2B buyer with 9 
nodes of having a disruption is 90%.  
Due to suppression effect, the “percentage of central nodes” in a B2B service 
buyer structure is now significant and positively associated with the likelihood of a 
disruption (p < 0.05). Because this variable is not significantly correlated to the 
dependent variable, we perform an additional test to evaluate the suppression effect. We 
regress “occurrence of a disruption” on “percentage of central nodes” and the model is 
not statistically significant. This result suggest that the significance of this variable in the 
model is not valid and do not provide support for HN3A.  
Results in Table 4.8 also allow for the construction of the following prediction 
model: 
logit (disruption) = - 1.48 + 0.62SIZElog10 + 0.80DUMANUF - 0.04DURETAIL 
                               + 0.88DUSERV + 0.05CONRES + 1.67NODlog10 
                               + 0.51NDlog10 + 0.01AD + 1.69PCN + 0.84DSClog10  
          + 0.13ASClog10 + 0.37RDAClog10 + 0.17ADSOlog10  
          + 0.09AASOlog10 + 0.54CVDlog10 + 0.19CVAlog10  
          -1.09 DUDSIN – 0.68DUHCDS  
 
The validity of predicted probabilities in Logistic Model 4 is shown in Table 4.9. 
This model correctly predicts 73.94% of overall cases of digital services. 
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Table 4.9: Predicted probabilities for Model 4  
  Predicted   
Observed Disruption No disruption % Correct 
Disruption 110 30 78.57% 
No disruption 19 29 60.42% 
Overall % correct   73.94% 
 
 
4.2.6. Logistic model 5  
The objective of Logistic Model 5 is to test the interaction effect between the 
dummy variable “two/multiple nodes” and all other physical network configuration 
variables on “occurrence of disruption” in digital services. Following the hierarchical 
approach strategy in this study, Logistic Model 5 is an increment in the number of 
variables to that of Logistic Model 4. Thus, Logistic Model 5 contains all variables from 
Logistic Model 4 and the resulting interactions between the dummy variable 
“two/multiple nodes” and the following variables: “network density” (DUMULT x 
NDlog10) and “percentage of central nodes” (DUMULT x PCN). The interaction 
resulting from the interaction between the dummy variable and “average distance” 
(DUMULT x AD) was discarded because of multicollinearity problems, as shown in the 
inflated standard errors, even after centering all variables prior to entering the model. 
This occurs because the “average distance” is normally correlated at some extent with the 
variables “network density” and “percentage of central nodes”. Including an additional 
correlation resulting from the interaction term of this variable with others causes the 
multicollinearity problems experienced in this model.  
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As shown in Table 4.10, the Chi-square difference between the -2log likelihood of 
Logistic Model 5 and that of the Intercept-only Model is significant (p < 0.01), but the 
Chi-square difference between -2log likelihood of Model 5 and that of Model 4 is not 
significant (p = 0.94). Thus, Logistic Model 5 does not provide a significant 
improvement in the model fit.  
Results of Logistic Model 5 also show that the interaction variables are not 
statistically significant in predicting the log of odds of B2B buyers of having a disruption. 
These results also allow the construction of the following prediction model: 
logit (disruption) = - 1.47 + 0.65SIZElog10 + 0.81DUMAUF + 0.006DURETAIL 
                                + 0.89DUSERV  + 0.03CONRES + 1.60TNNlog10 
                                + 0.55NDlog10 + 0.005AD + 1.45PCN + 0.85DSClog10 
          + 0.14ASClog10 + 0.35 RDAClog10 + 0.17ADSOlog10  
                                 + 0.06AASOlog10 + 0.54CVDlog10 + 0.19CVAlog10 
                                - 1.08 DUDSIN – 0.68DUHCDS – 0.12DUMULTxNDlog10 
                                + 0.42DUMULTxPCN 
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Table 4.10. Logistic Regression Results for Model 5  
  
  
Predicted 
probabilities 
  
Coefficient Odds Ratio  LR Test R
2
L 
Low High 
Mean Std Dev 
Constant -1.47               
SIZElog10 0.65 1.92             
DUMANUF1 0.81 2.25             
DURETAIL1 0.01 1.01             
DUSERV1 0.90 2.46             
CONRES 0.04 1.04             
                  
Physical network configuration variables              
TNNlog10 1.61 4.98             
NDlog10 0.56 1.74             
AD 0.01 1.01             
PCN 1.45 4.27             
                  
Service offering configuration variables              
DSClog10 0.86 2.36             
ASClog10 0.14 1.15             
RDAClog10 0.36 1.43             
ADSOlog10 0.17 1.19             
AASOlog10 0.06 1.07             
CVDlog10 0.54 1.72             
CVAlog10 0.20 1.22             
DUDSIN2 -1.08 0.34             
DUHCDS3 -0.68 0.51             
                  
Physical network interaction variables               
DUMULTxNDlog10 -0.12 0.88 0.08           
DUMULTxPCN 0.42 1.53 0.07           
                  
-2Log likelihood Intercept-only Model 233.92           
-2Log likelihood Model 5  179.14           
LR χ2 difference  54.77***           
Overall R2L  23.41%           
               
LR χ2 difference to Model 4   0.12           
R2L increment to Model 4  0.07%           
* p < 0.1    ** p< 0.05    *** p < 0.01                  
Note: Low predicted probability is computed as the mean minus one standard deviation of log10 multiplied by the coefficient.            
High predicted probability is computed as the mean plus one standard deviation of log10 multiplied by the coefficient. 1 Government 
Is the baseline industry. 2 The baselgine group is formed by B2B buyers not having heavy user nodes. 3 The baseline group is formed 
by B2B buyer not having services that are highly customized. 
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The validity of predicted probabilities in Logistic Model 5 is shown in Table 4.11. 
This model correctly predicts 73.94% of overall cases in digital services. The interaction 
variables included in the model does not improve its validity.     
 
Table 4.11. Predicted Probabilities for Model 5  
  Predicted   
Observed Disruption No disruption % Correct 
Disruption 110 30 78.57% 
No disruption 19 29 60.42% 
Overall % correct   73.94% 
 
 
4.2.7. Logistic Model 6  
 The objective of Logistic Model 6 is to test the additional effect of the interaction 
variables involving the dummy variable “two/multiple nodes” and service offering 
configuration variables on “occurrence of disruption” in digital services. Following the 
hierarchical approach strategy employed in this study, Logistic Model 6 is an increment 
in the number of variables to that of Logistic Model 4, containing all the same variables 
of this model plus the interactions between the dummy “two/multiple nodes” and the 
following variables: “ratio digital-to-analog services in the center” (DUMULT x 
RDAClog10), “average number of digital services out of the center” (DUMULT x 
ADSOlog10), “average number of analog services out of the center” (DUMULT x 
AASOlog10), “highly customized digital services” (DUMULT x DUHCDS).  
Two variables were deleted in this model: interaction between the dummy 
variable “two/multiple nodes” and “digital services in the center” and interaction between 
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the dummy variable “two/multiple nodes” and “analog services in the center”. The major 
reason for deleting these variables is that B2B buyers with two nodes in their service 
network structure concentrate large portion of their digital and analog services in the 
center of their structures. This characteristic of two nodes B2B buyers creates 
multicollinearity problems with the already main effects of those variables in the model.  
It is also important to mention that the following interaction variables were 
dropped from all logistic and ordinary least square models in this study: “coefficient of 
variation in digital service” (DUMULT x CVDlog10), “coefficient of variation in analog 
services” (DUMULT x CVAlog10), dummy variable “digital service intensity” 
(DUMULT x DUDSIN).  The main reason for their exclusion is that B2B service buyer 
network structures composed of two nodes do not have variation out of its central node 
since there is only another node in the B2B service buyer network structure. Also, this 
type of B2B buyers does not have heavy users out of the central node. Thus, for these 
reasons, the interaction terms listed above were dropped from all models employed in this 
study. 
Results of Logistic Model 6 (see Table 4.12) show that the interaction service 
offering variables are not statistically significant in predicting the log of odds of B2B 
buyers of having a disruption. The Chi-square difference between the -2log likelihood of 
Logistic Model 6 and that of the Intercept-only Logistic Model is significant (p < 0.01), 
but the Chi-square difference between -2log likelihood of Logistic Model 6 and that of 
Logistic Model 4 is not significant (p = 0.37).  
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Table 4.12. Logistic Regression Results for Model 6  
  
Predicted 
probabilities 
  
Coef Odds Ratio  LR Test R
2
L 
Low High 
Mean Std Dev 
Constant -1.41               
SIZElog10 0.47 1.60             
DUMANUF1 0.76 2.13             
DURETAIL1 -0.15 0.86             
DUSERV1 0.84 2.32             
CONRES 0.05 1.06             
                  
Physical network configuration variables               
TNNlog10 2.05 7.77             
NDlog10 0.59 1.80             
AD 0.01 1.01             
PCN 1.66 5.26             
                  
Service offering configuration variables              
DSClog10 0.92 2.50             
ASClog10 0.11 1.11             
RDAClog10 0.36 1.44             
ADSOlog10 0.05 1.05             
AASOlog10 -0.22 0.81             
CVDlog10 0.57 1.77             
CVAlog10 0.10 1.10             
DUDSIN2 -1.32 0.27             
DUHCDS3 -0.96 0.38             
                  
Service offering interaction variables            
DUMULTxRDAClog10 0.03 1.03 1.35           
DUMULTxADSOlog10 0.16 1.17 0.21           
DUMULTxAASOlog10 0.65 1.92 0.12           
DUMULTxDUHCDS 0.45 1.57 0.01           
                  
-2Log likelihood Model Intercept-only 233.92           
-2Log likelihood Model 6  177.19           
R χ2 difference   56.73***           
Overall R2L   24.25%           
                
LR χ2 difference to Model 4   1.96           
R2L increment to Model 4   1.15%           
* p < 0.1    ** p< 0.05    *** p < 0.01 
Note: Low predicted probability is computed as the mean minus one standard deviation of log10 multiplied by the coefficient.            
High predicted probability is computed as the mean plus one standard deviation of log10 multiplied by the coefficient. 1 Government 
Is the baseline industry. 2 The baselgine group is formed by B2B buyers not having heavy user nodes. 3 The baseline group is formed 
by B2B buyer not having services that are highly customized. 
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Based on results in Table 4.12, it is possible to construct the following prediction 
model: 
logit (disruption) = -1.41 + 0.47SIZElog10 + 0.76DUMANUF – 0.15DURETAIL 
                               + 0.84DUSERV + 0.05CONRES + 2.05NODlog10 
                               + 0.59NDlog10 + 0.01AD + 1.66PCN + 0.92DSClog10 
          + 0.11ASClog10 + 0.36RDAClog10 + 0.05ADSOlog10  
          - 0.22AASOlog10 + 0.57CVDlog10 + 0.10CVAlog10   
           -1.32 DUDSIN – 0.96DUHCDS          
                               + 0.03DUMULTxRDAClog10 + 0.16DUMULTxADSOlog10          
                               + 0.65DUMULTxAASOlog10 + 0.45DUMULTxDUHCDS  
 
The validity of predicted probabilities in Logistic Model 6 is shown in Table 4.13. 
This model correctly predicts 75.53% of overall cases in digital services, almost no 
difference in correct predictions when compared to Logistic Model 5.   
 
Table 4.13. Predicted Probabilities for Model 6  
  Predicted   
Observed Disruption No disruption % Correct 
Disruption 111 28 79.86% 
No disruption 18 31 63.27% 
Overall % correct   75.53% 
 
 
4.2.8. Logistic model 7  
The objective of Model 7 is to test the additional effect of the interaction variables 
involving physical network and service offering configuration variables on “occurrence 
of disruption” in digital services. Thus, according to the hierarchical approach strategy, 
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Logistic Model 7 is an increment in the number of variables to that of Logistic Model 4, 
containing all the same variables of models 5 and 6.  
Results of Logistic Model 7 (see Table 4.14) show that the physical network and 
service offering configuration interaction variables are not statistically significant in 
contributing for a better model fit. The Chi-square difference between the -2log 
likelihood of Logistic Model 7 and that of the Intercept-only Logistic Model is significant 
(p < 0.01), but the Chi-square difference between -2log likelihood of Logistic Model 7 
and that of Logistic Model 4 is not significant (p = 0.87). Thus, Logistic Model 7 does 
not provide a significant improvement in the model fit by adding the service 
configuration interaction variables to Logistic Model 4.  Based on results in Table 4.14, it 
is possible to construct the following prediction model: 
logit (disruption) = -1.43 + 0.51SIZElog10 + 0.79DUMANUF – 0.08DURETAIL 
                               + 0.87DUSERV + 0.04CONRES + 2.00NODlog10 
                               + 0.65NDlog10 + 0.01AD + 1.14PCN + 0.93DSClog10 
          + 0.12ASClog10 + 0.32RDAClog10 + 0.05ADSOlog10  
          - 0.27AASOlog10 + 0.57CVDlog10 + 0.09CVAlog10   
           -1.32 DUDSIN – 0.97DUHCDS – 0.15DUMULTxNDlog10  
          + 0.591DUMULTxPCN + 0.08DUMULTxRDAClog10 
          + 0.16DUMULTxADSOlog10 + 0.70DUMULTxAASOlog10 
          + 0.48DUMULTxDUHCDS  
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Table 4.14. Logistic Regression Results for Model 7 
  
Predicted 
probabilities 
  
Coef. Odds Ratio  LR Test R
2
L 
Low High 
Mean Std Dev 
Constant -1.43              
SIZElog10 0.51 1.66             
DUMANUF1 0.79 2.20             
DURETAIL1 -0.08 0.92             
DUSERV1 0.87 2.38             
CONRES 0.04 1.04             
                  
Physical network configuration variables              
TNNlog10 2.00 7.40             
NDlog10 0.65 1.91             
AD 0.01 1.01             
PCN 1.14 3.14             
                  
Service offering configuration variables              
DSClog10 0.93 2.54             
ASClog10 0.12 1.12             
RDAClog10 0.32 1.38             
ADSOlog10 0.05 1.05             
AASOlog10 -0.27 0.77             
CVDlog10 0.57 1.77             
CVAlog10 0.09 1.10             
DUDSIN2 -1.32 0.27             
DUHCDS3 -0.97 0.38             
                  
Physical network interaction variables              
DUMULTxNDlog10 -0.15 0.86 1.87           
DUMULTxPCN 0.91 2.49 0.13           
                  
Service offering interaction variables               
DUMULTxRDAClog10 0.08 1.08 0.85           
DUMULTxADOClog10 0.16 1.17 0.79           
DUMULTxAAOClog10 0.70 2.01 0.89           
DUMULT x DUHCDS 0.48 1.61 0.34           
                  
-2Log likelihood Model Intercept-only 233.92           
-2Log likelihood Model 7  176.82           
R χ2 difference  57.08***           
Overall R2L  24.40%           
                
LR χ2 difference to Model 4  2.43           
R2L increment to Model 4  1.36%           
* p < 0.1    ** p< 0.05***      p < 0.01 
Note: Low predicted probability is computed as the mean minus one standard deviation of log10 multiplied by the coefficient.            
High predicted probability is computed as the mean plus one standard deviation of log10 multiplied by the coefficient. 1 Government 
Is the baseline industry. 2 The baselgine group is formed by B2B buyers not having heavy user nodes. 3 The baseline group is formed 
by B2B buyer not having services that are highly customized. 
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The validity of predicted probabilities in Logistic Model 7 is shown in Table 4.15. 
This model correctly predicts 76% of overall cases in digital services, a slightly 
improvement in correct predictions when compared to Logistic Model 4.  
 
Table 4.15. Predicted Probabilities for Model 7  
  Predicted   
Observed Disruption No disruption % Correct 
Disruption 111 27 80.43% 
No disruption 18 32 64.00% 
Overall % correct   76.06% 
 
 
4.3. Ordinary Least Square (OLS) Regression Results 
4.3.1. Residual diagnostics 
Residual diagnostics of OLS regression was based those residuals resulting from 
the full model (Model 7), which contains the following blocks of variables: control; 
physical network configuration, service offering configuration, physical network and 
service offering interaction variables. The total sample analyzed was 132 B2B buyers, 
given that the B2B buyer #1047 was eliminated because its extreme value for the 
dependent variable mean time of disruption. This sample contains only those B2B buyers 
that had a disruption. 
According to results from the studentized deleted residuals, the following five 
B2B buyers were influential on the OLS regression model:  #3530, #1966, #1767, and 
#1922. In addition, results from Cook’s distance showed that B2B buyer #311 and #3530 
were influential cases for predicted mean time of disruption. Finally, result from leverage 
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diagnostics indicated that the B2B buyer #235 was also influential. In sum, regression 
diagnostics indicated that 6 B2B buyers were influential for overall results and should be 
removed from the sample. Based on a sample of 126 B2B buyers, Table 4.16 presents the 
pairwise correlation for variables used in all OLS regression models. 
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Table 4.16. Correlation Table for OLS Regression Models 
 
  1 2 3 4 5 6 7 8 9 
1 MTD 1.00         
2 SIZElog10 0.19* 1.00        
3 DUMANUF 0.02 -0.16 1.00       
4 DURETAIL 0.11 0.09 -0.23* 1.00      
5 DUSERV -0.19* -0.07 -0.56* -0.47* 1.00     
6 SUPQLT -0.19* 0.20* -0.15 -0.01 0.10 1.00    
7 DSClog10 0.37* 0.41* -0.17* 0.18* -0.19* 0.06 1.00   
8 ASClog10 0.04 0.40* -0.19* 0.17 -0.09 0.17 0.24* 1.00  
9 RDAClog10 0.11 0.05 -0.10 0.17 0.01 -0.18* 0.36* 0.28* 1.00 
10 ADSOlog10 0.26* 0.20* -0.10 0.15 -0.05 -0.07 0.40* 0.03 0.33* 
11 AASOlog10 0.14 0.31* -0.14 0.17 -0.07 0.09 0.10 0.51* -0.03 
12 CVDlog10 0.16 0.38* -0.24* 0.14 0.03 0.07 0.25* 0.23* 0.10 
13 CVAlog10 0.20* 0.37* -0.17 0.08 0.02 0.07 0.23* 0.21* 0.03 
14 DUDSIN 0.22* 0.08 0.16 0.00 -0.21* -0.02 -0.01 0.08 -0.12 
15 DUHCDS -0.07 0.12 -0.11 -0.05 0.00 0.10 0.14 0.06 0.20* 
16 TNNlog10 0.34* 0.44* -0.35* 0.21* -0.03 -0.02 0.48* 0.37* 0.09 
17 AD -0.01 -0.14 0.26* -0.05 -0.19* -0.10 -0.01 -0.11 -0.04 
18 PCN 0.09 0.17 -0.20* -0.01 0.09 0.08 0.14 0.16 0.03 
19 NDlog10 0.02 -0.15 0.13 -0.01 -0.08 0.10 -0.08 -0.26* -0.18* 
 
  10 11 12 13 14 15 16 17 18 
1 MTD          
2 SIZElog10          
3 DUMANUF          
4 DURETAIL          
5 DUSERV          
6 SUPQLT          
7 DSClog10          
8 ASClog10          
9 RDAClog10          
10 ADSOlog10 1.00         
11 AASOlog10 0.06 1.00        
12 CVDlog10 0.52* 0.33* 1.00       
13 CVAlog10 0.34* 0.46* 0.66* 1.00      
14 DUDSIN -0.18* -0.13 -0.34* -0.22* 1.00     
15 DUHCDS 0.09 -0.08 0.09 -0.03 -0.03 1.00    
16 TNNlog10 0.34* 0.27* 0.67* 0.57* 0.03 0.09 1.00   
17 AD -0.07 -0.20* -0.39* -0.47* 0.06 0.00 -0.38* 1.00  
18 PCN -0.03 0.13 0.22* 0.27* 0.13 0.13 0.44* -0.73* 1.00 
19 NDlog10 -0.05 -0.29* -0.29* -0.31* 0.19* -0.18* -0.28* 0.44* -0.46* 
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4.3.2. OLS regression model 1 
The objective of OLS Model 1 is to set a baseline model against which all other 
models can be compared to. This model contains 5 predictors: “size” (SIZElog10), 
“industry dummy manufacturing” (DUMANUF), “industry dummy retail” (DURETAIL), 
“industry dummy service” (DUSERV), and “contracted responsiveness” (CONRES). 
Results in Table 4.17 suggest that the block of control variables in the model are 
significant in explaining the variance in the “mean time of disruption” for digital services 
(p < 0.01). Overall, OLS Model 1 accounts for 9% of the variance in the dependent 
variable, after adjusting for the number of variables in the model. The residual sum of 
square errors suggests that the model can be substantially improved by adding other 
variables to the model. 
 
Table 4.17. ANOVA Table for OLS Regression Model 1 
Source SS df MS F R2 Adj R2 
Model 0.61 5 0.12 
Residual 4.05 120 0.03 
Total 4.67 125 0.03 
3.65*** 0.13 0.09 
 * p < 0.1   ** p< 0.05   *** p < 0.01      
 
According to results in Table 4.18, the “mean time of disruption” of digital 
services is positively related to “size” (p < 0.05). Each additional unit increase in “size” 
of a B2B buyer increases the “mean time of disruption” by 0.07. On the other hand, the 
“mean time of disruption” is negatively associated to “contracted responsiveness” (p < 
0.01). For each unit increase in the level of “contracted responsiveness” associated with a 
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B2B buyer the “mean time of disruption” decreases by 0.05. Finally, the “industry 
dummy service” is negatively related to the dependent variable (p < 0.1), which means 
that B2B buyers form service industry has a 0.13 decrease in the “mean time of 
disruption” when compared to B2B buyers from government industry.   
 
Table 4.18. OLS Regression Results for Model 1 
  
  Coef. Std Coef. Std. Error t-stat p-value Confidence interval (95%) 
Constant 2.66  0.11 23.47 0.00 2.43 2.88 
SIZElog10 0.07 0.19 0.03 2.15 0.03 0.00 0.13 
DUMANUF1 -0.09 -0.20 0.07 -1.33 0.18 -0.24 0.04 
DURETAIL1 -0.06 -0.11 0.07 -0.83 0.40 -0.21 0.08 
DUSERV1 -0.13 -0.33 0.06 -1.97 0.05 -0.25 0.00 
CONRES -0.05 -0.24 0.02 -2.70 0.00 -0.09 -0.01 
Note: 1Government is the baseline industry category      
 
Based on results presented in Table 4.18, it is possible to build the following 
prediction model: 
mean time of disruption (log 10) = 2.66 + 0.07SIZElog10 – 0.09DUMANUF 
                                                        -0.06DURETAIL – 0.13DUSERV 
                                                        - 0.05CONRESP 
 
4.3.3. OLS regression model 2 
The objective of OLS Model 2 is to test the effect of physical network 
configuration variables on “mean time of disruption” in digital services taking into 
account the control variables. Therefore, OLS Model 2 is an increment to OLS Model 1, 
containing all variables already in OLS Model 1 plus the following set of predictors: 
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“total number of nodes” (TNNlog10), “network density” (NDlog10), “average distance” 
(AD), and “percentage of central nodes” (PCN).  
Results in Table 4.19 suggest that the block of control and physical network 
configuration variables is significant in explaining the variance in the “mean time of 
disruption” for digital services (p < 0.01). Overall, OLS Model 2 accounts for 14.74% of 
the variance in the dependent variable, after adjusting for the number of variables in the 
model. The significance in the R2 Change (p < 0.05) indicates that OLS Model 2 
contributes for an improvement in the model fit. 
 
Table 4.19. ANOVA Table for Regression Model 2 
Source SS df MS F R2 Adj R2 R2 Change 
Model 0.97 9 0.10 
Residual 3.69 116 0.03 
Total 4.66 125 0.03 
3.4*** 0.20 0.14 2.81** 
 * p < 0.1   ** p< 0.05   *** p < 0.01  
 
According to results of OLS Model 2 (see Table 4.20), the only control variable 
that still has a significant effect for the “mean time of disruption” is “contracted 
responsiveness” (p < 0.05). Each additional unit in the scale of “contracted 
responsiveness” provided to a B2B buyer decreases the “mean time of disruption” by 
0.05.   
Among the physical network variables, the “total number of nodes” is the only 
variable that has a significant effect on the “mean time of disruption” of digital services. 
The positive significant effect of the “total number of nodes” (p < 0.01) shows that for 
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each additional unit in the “number of total nodes” in a B2B service buyer network 
structure increases the “mean time of disruption” by 0.10, providing support for HN1B.       
 
Table 4.20. OLS Regression Results for Model 2 
  Coef. 
Std 
Coef. Std. Error t-stat p-value Confidence interval (95%) 
Constant 2.56  0.12 22.13 0.00 2.33 2.79 
SIZElog10 0.03 0.12 0.03 1.02 0.31 -0.03 0.10 
DUMANUF1 -0.01 -0.11 0.07 -0.09 0.93 -0.15 0.14 
DURETAIL1 -0.03 -0.06 0.07 -0.37 0.72 -0.17 0.12 
DUSERV1 -0.07 -0.25 0.07 -0.99 0.32 -0.20 0.07 
CONRES -0.05 -0.25 0.02 -2.37 0.02 -0.09 -0.01 
         
Physical network configuration variables     
TNNlog10 0.10 0.04 0.05 2.89 0.00 0.03 0.17 
NDlog10 0.02 0.03 0.03 0.56 0.58 -0.04 0.07 
AD 0.01 0.00 0.00 0.56 0.57 0.00 0.00 
PCN 0.11 0.07 0.07 1.49 0.14 -0.04 0.25 
Note: 1Government is the baseline industry category    
 
Based on results presented in Table 4.20, it is possible to build the following 
prediction model: 
mean time of disruption (log10) = 2.56 + 0.03SIZElog10 – 0.01DUMANUF 
                                                        -0.03DURETAIL – 0.07DUSERV 
                                                        - 0.05CONRESP + 0.10TNNlog10  
             + 0.02NDlog10 + 0.01AD + 0.11PCN 
 
4.3.4. OLS regression model 3  
The objective of OLS Model 3 is to test the effect of service offering 
configuration variables on “mean time of disruption” in digital services taking into 
account control variables. Following the hierarchical approach, OLS Model 3 is an 
increment to OLS Model 1, containing all variables already in this model plus the 
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following set of predictors: “digital services in the center” (DSClog10), “analog services 
in the center” (ASClog10), “ratio digital-to-analog services in the center” (RDAClog10), 
“average number of digital services out of the center” (ADSOlog10), “average number of 
analog services out of the center” (AASOlog10), “coefficient of variation in digital 
service” (CVDlog10), “coefficient of variation in analog services” (CVAlog10), the 
dummy variable “digital service intensity” (DUDSIN), and the dummy variable “highly 
customized digital services” (DUHCDS). 
According to results in Table 4.21, Model 3 is significant in explaining the 
variance in the “mean time of disruption” for digital services (p < 0.01). Overall, OLS 
Model 3 accounts for 23.78% of the variance in the “mean time of disruption”, after 
adjusting for the number of variables in the model. The significance in the R2 Change (p 
< 0.01) indicates that the block of service offering configuration variables has a 
significant impact for improvement in the model fit. 
 
Table 4.21. ANOVA Table for OLS Regression Model 3 
Source SS df MS F R2 Adj R2 R2 Change 
Model 1.50 14 0.10 
Residual 3.16 111 0.02 
Total 4.66 125 0.03 
3.79*** 0.32 0.23 3.48*** 
* p < 0.1   ** p< 0.05   *** p < 0.01    
 
Results in Table 4.22 shows that control and service offering configuration 
variables have significant effects for the “mean time of disruption”. Among the control 
variables, “contracted responsiveness remains significant” (p < 0.05) even after 
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controlling for service configuration variables in the model. Each additional unit in the 
“contracted responsiveness” provided to a B2B buyer decreases the “mean time of 
disruption” by 0.04.   
 
Table 4.22. OLS Regression Results for Model 3 
 Coef. Std Coef. Std. Error t-stat p-value Confidence interval (95%) 
Constant 2.60  0.11 22.78 0.00 2.37 2.82 
SIZElog10 0.01 0.01 0.04 0.07 0.95 -0.07 0.07 
DUMANUF1 -0.03 -0.06 0.08 -0.36 0.72 -0.18 0.12 
DURETAIL1 -0.03 -0.06 0.07 -0.42 0.67 -0.18 0.12 
DUSERV1 -0.04 -0.11 0.07 -0.61 0.54 -0.18 0.10 
CONRES -0.04 -0.18 0.02 -2.16 0.03 -0.08 0.00 
         
Service offering configuration variables      
DSClog10 0.10 0.32 0.03 2.97 0.00 0.03 0.16 
ASClog10 -0.03 -0.17 0.02 -1.51 0.13 -0.07 0.01 
RDAClog10 0.01 0.03 0.03 0.27 0.78 -0.04 0.06 
ADSOlog10 0.02 0.10 0.02 0.96 0.34 -0.02 0.07 
AASOlog10 0.04 0.17 0.02 1.63 0.11 -0.01 0.09 
CVDlog10 0.01 0.08 0.02 0.62 0.54 -0.03 0.06 
CVAlog10 0.01 0.07 0.02 0.63 0.53 -0.03 0.06 
DUDSIN2 0.15 0.31 0.04 3.39 0.00 0.06 0.24 
DUHCDS3 -0.04 -0.10 0.03 -1.16 0.25 -0.11 0.03 
Note: 1 Government is the baseline group for industries. 2 B2B buyers not having digital service heavy user nodes is  
the baseline group. 3 B2B buyers not having digital services that are highly customized is the baseline group. 
 
Among the service configuration variables, the “number of digital services in the 
center” of a B2B service buyer network structure is positively associated with the “mean 
time of disruption” (p < 0.01), providing support for HS1B. Each additional unit in the 
“number of digital service in the center” increases the mean time of disruption in 0.10. 
Also, the existence of nodes with high levels of “digital service intensity” in the structure 
has a positive effect on the “mean time of disruption” (p < 0.01), providing support for 
HS6B. B2B buyer having nodes with high levels of “digital service intensity” increases 
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the “mean time of disruption” by 0.15 when compared to B2B buyers not having a heavy 
user node. Based on results presented in Table 4.22, it is possible to build the following 
prediction model: 
mean time of disruption (log 10) = 2.60 + 0.002SIZElog10 – 0.03DUMANUF 
                                                        -0.03DURETAIL – 0.04DUSERV 
                                                        - 0.04CONRESP + 0.10DCSlog10  
                       - 0.03ASClog10 + 0.01RDAClog10                                      
                                                        + 0.02ADSOlog10 + 0.04AASOlog10 
                                                        + 0.01CVDlog10 + 0.01CVAlog10 
                                                        + 0.15DUDSIN – 0.04DUHCDS 
 
4.3.5. OLS regression model 4 
The objective of OLS Model 4 is to test the effect of control, physical network 
and service offering configuration variables on “mean time of disruption” in digital 
services. Thus, OLS Model 4 is an increment to OLS Model 1, containing the same 
variables of Model 1 plus the physical network and service offering configuration set of 
predictors presented in Models 2 and 3. 
Results in Table 4.23 show that Model 4 is significant in explaining the variance 
in the “mean time of disruption” for digital services (p < 0.01). Overall, this model 
accounts for 23.08% of the variance in the “mean time of disruption”, after adjusting for 
the number of variables in the model. The significance in the R2 Change (p < 0.0.5) 
indicates that the blocks of physical network and service offering configuration variables 
have a significant impact for improvement in the model fit. 
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Table 4.23. ANOVA Table for OLS Regression Model 4 
Source SS df MS F R2 Adj R2 R2 Change 
Model 1.59 15 0.08 
Residual 3.07 110 0.02 
Total 4.66 125 0.03 
3.08*** 0.34 0.23 2.62*** 
 * p < 0.1   ** p< 0.05   *** p < 0.01     
 
 
Table 4.24. OLS Regression Results for Model 4 
 Coef. Std Coef. Std. Error t-stat p-value Confidence interval (95%) 
Constant 2.53  0.13 19.49 0.00 2.27 2.79 
SIZElog10 0.01 0.01 0.04 0.07 0.95 -0.07 0.07 
DUMANUF1 -0.01 -0.02 0.08 -0.11 0.91 -0.16 0.15 
DURETAIL1 -0.03 -0.06 0.08 -0.40 0.69 -0.18 0.12 
DUSERV1 -0.03 -0.09 0.07 -0.48 0.63 -0.18 0.11 
CONRES -0.04 -0.16 0.02 -1.67 0.10 -0.08 0.01 
        
Physical network configuration variables     
TNNlog10 0.06 0.20 0.05 1.21 0.23 -0.04 0.16 
NDlog10 0.02 0.10 0.03 0.69 0.49 -0.04 0.08 
AD 0.01 0.05 0.00 0.38 0.70 0.00 0.00 
PCN 0.05 0.07 0.08 0.70 0.49 -0.10 0.21 
        
Service offering configuration variables     
DSClog10 0.07 0.24 0.04 2.01 0.05 0.00 0.15 
ASClog10 -0.04 -0.21 0.02 -1.73 0.09 -0.08 0.01 
RDAClog10 0.02 0.08 0.03 0.69 0.49 -0.04 0.07 
ADSClog10 0.02 0.10 0.02 0.96 0.34 -0.02 0.07 
AASOlog10 0.05 0.21 0.02 1.89 0.06 0.00 0.10 
CVDlog10 -0.01 -0.01 0.03 -0.05 0.96 -0.06 0.06 
CVAlog10 0.01 0.07 0.03 0.55 0.58 -0.04 0.06 
DUDSIN2 0.13 0.26 0.05 2.54 0.01 0.03 0.22 
DUHCDS3 -0.04 -0.10 0.04 -1.08 0.28 -0.11 0.03 
Note: 1 Government is the baseline group for industries. 2 B2B buyers not having digital service heavy user nodes is  
the baseline group. 3 B2B buyers not having digital services that are highly customized is the baseline group. 
 
 
 
 
   133 
According to results in Table 4.24, none network configuration variable is 
significant. Four service configuration variables are significant in explaining the variance 
in the dependent variable. First, the “number of digital services in the center” of a B2B 
service buyer network structure is positively associated with the mean time of disruption 
(p < 0.1). Each additional unit in the “number of digital service in the center” increases 
the mean time of disruption in 0.07. Second, the “number of analog services in the 
center” of a B2B buyer service network structure is negatively associated with the mean 
time of disruption (p < 0.1). Each additional unit in the number of analog services in the 
center decreases the mean time of disruption in 0.04. Third, the “average number of 
analog services out of the center” is positively associated with the dependent variable (p 
< 0.1), and each additional unit increase in the this predictor increases the mean time of 
disruption by 0.05. Finally, the dummy variable “digital service intensity” has a positive 
effect on the mean time of disruptions (p < 0.05). B2B buyer having a node with high 
levels of digital service intensity increases the mean time of disruption by 0.13 when 
compared to B2B buyers not having a heavy user node.    
Although “number of analog services in the center” and “average number of 
analog services out of the center” are positively associated with the dependent variable, 
these results are not valid because of suppression effects of other variables in the model. 
That is, these two variables are not correlated to the dependent variable but, because other 
variables in the model, they become significant predictors in the OLS regression model. 
To evaluate the effect of these variables, we perform bivariate tests regressing only the 
four significant independent variables separately on the dependent variable “mean time of 
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disruption”. This additional test helps to determine whether the individual predictors are 
significant in explaining the variance in the dependent variable without any other 
predictors in the model. If a given predictor is significant even after removing all other 
predictors in the model, then there is strong evidence that such predictor influences the 
dependent variables. If the predictor is not significant after removing all other predictors 
in the model, then there is evidence suggesting a suppression effect due to inclusion of 
other variables. From four service offering configuration variables that are significant in 
Model 4, only the “number of digital services in the center” of a B2B service buyer 
network structure and the dummy variable “digital service intensity” are significant in the 
model, providing support for HS1B and HS6B.       
Based on results presented above, a predictive model is shown: 
mean time of disruption (log 10) = 2.53 + 0.002SIZElog10 – 0.01DUMANUF 
                                                        -0.03DURETAIL – 0.04DUSERV 
                                                        + 0.10TNNlog10 + 0.02NDlog10 + 0.01AD  
                        + 0.11PCN - 0.04CONRES + 0.07DCSlog10  
                       - 0.04ASClog10 + 0.02RDAClog10   
                        + 0.02ADSOlog10 + 0.05AASOlog10 
                                                        - 0.001CVDlog10 + 0.01CVAlog10 
                                                        + 0.13DUDSIN – 0.04DUHCDS 
 
4.3.6. OLS model 5  
The objective of OLS Model 5 is to test the interaction effect between the dummy 
variable “two/multiple nodes” and all other physical network configuration variables on 
“mean time of disruption” after taking into account control, physical network, and service 
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offering configuration variables. Following the hierarchical approach, OLS Model 5 is an 
increment to OLS Model 4, and it contains all variables from this model plus the resulting 
interactions between the “two/multiple nodes” and the following variables: “network 
density” (DUMULT x NDlog10), and “percentage of central nodes” (DUMULT x PCN). 
The interaction between the “dummy two/multiple nodes” and the “average distance” is a 
problematic variable because the “average distance” is normally correlated at some 
extend with the variables “network density” and “percentage of central nodes”. Including 
an additional correlation resulting from the interaction term of this variable with others 
causes the multicollinearity problems experienced in this model. It is important to note 
that all variables, except the dummy variables, were mean centered prior to entering the 
model and prior to creation of interaction terms. The variance inflation factor (VIF) of 
variables was substantially reduced after mean centering them but the VIF for this 
interaction term remained high.   
Results of model fit are shown in Table 4.25. OLS Model 5 is significant in 
explaining the variance in the “mean time of disruption” for digital services (p < 0.01). 
Overall, this model accounts for 21.28% of the variance in the “mean time of disruption”, 
after adjusting for the number of variables in the model. However, the inclusion of the 
interaction variables in the model does not help to improve the model fit (p = 0.79) 
beyond the fit provided by OLS Model 4. 
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Table 4.25. ANOVA Table for OLS Regression Model 5 
Source SS df MS F R2 Adj R2 R2 Change 
Model 1.61 21 0.07 
Residual 3.05 104 0.02 
Total 4.67 125 0.03 
2.61*** 0.34 0.21 0.23 (p = 0.79) 
* p < 0.1   ** p< 0.05   *** p < 0.01   
 
 
Table 4.26. OLS Regression Results for Model 5 
 Coef. Std Coef. Std. Error t-stat p-value Confidence interval (95%) 
Constant 2.53  0.13 19.07 0.00 2.26 2.79 
SIZElog10 0.01 0.01 0.04 0.09 0.93 -0.07 0.07 
DUMANUF1 0.01 -0.01 0.08 -0.06 0.95 -0.16 0.15 
DURETAIL1 -0.03 -0.05 0.08 -0.33 0.74 -0.18 0.13 
DUSERV1 -0.03 -0.08 0.07 -0.44 0.66 -0.18 0.11 
CONRES -0.04 -0.16 0.02 -1.68 0.10 -0.08 0.01 
        
Physical network configuration variables       
TNNlog10 0.06 0.20 0.05 1.23 0.22 -0.04 0.17 
NDlog10 0.02 0.10 0.04 0.57 0.57 -0.05 0.09 
AD 0.01 0.06 0.00 0.40 0.69 0.00 0.00 
PCN 0.01 0.00 0.13 0.01 0.99 -0.25 0.25 
        
Service offering configuration variables       
DSClog10 0.07 0.24 0.04 1.94 0.06 0.00 0.15 
ASClog10 -0.04 -0.20 0.02 -1.65 0.10 -0.08 0.01 
RDAClog10 0.02 0.07 0.03 0.66 0.51 -0.04 0.07 
ADSClog10 0.02 0.10 0.02 0.95 0.35 -0.02 0.07 
AASOlog10 0.05 0.21 0.03 1.83 0.07 0.00 0.10 
CVDlog10 0.01 -0.02 0.03 -0.10 0.92 -0.06 0.06 
CVAlog10 0.01 0.07 0.03 0.52 0.61 -0.04 0.06 
DUDSIN 0.13 0.26 0.05 2.52 0.01 0.03 0.22 
DUHCDS -0.04 -0.09 0.04 -0.99 0.32 -0.11 0.04 
        
Physical network interaction variables       
DUMULTxNDlog10 0.01 0.01 0.04 0.07 0.94 -0.08 0.09 
DUMULTxPCN 0.09 0.09 0.15 0.58 0.56 -0.21 0.38 
Note: 1 Government is the baseline group for industries. 2 B2B buyers not having digital service heavy user nodes is  
the baseline group. 3 B2B buyers not having digital services that are highly customized is the baseline group. 
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Corroborating with the previous results, results in Table 4.26 show that no 
interaction variable is significant in explaining the variance in the “mean time of 
disruption”. Results in Table 4.26 also allow the construction of the following predictive 
model: 
 mean time of disruption (log10) = 2.53 + 0.01SIZElog10 + 0.01DUMANUF                     
                                                       - 0.03DURETAIL - 0.03DUSERV                
                                                       - 0.04CONRES + 0.06TNNlog10 
                                                       + 0.02NDlog10 + 0.01AD + 0.01PCN  
                                                       + 0.07DSClog10 - 0.04ASClog10  
                                                       + 0.02RDAClog10 + 0.02ADSOlog10              
                                      + 0.05AASOlog10 + 0.01CVDlog10  
                                                       + 0.01CVAlog10 + 0.13 DUDSIN  
                                                       - 0.04DUHCDS + 0.01DUMULTxNDlog10      
                                 + 0.09DUMULTxPCN  
                                                         
4.3.7. OLS model 6 
The objective of OLS Model 6 is to test the interaction effect between the dummy 
variavle “two/multiple nodes” and all service offering configuration variables on “mean 
time of disruption” after taking into account control, physical network and service 
offering configuration variables. Following the hierarchical approach, OLS Model 6 is an 
increment to OLS Model 4, and it contains all variables already in OLS Model 4 plus the 
resulting interactions between the “two/multiple nodes” and the following variables: 
“ratio digital-to-analog services in the center” (DUMULT x RDAClog10), “average 
number of digital services out of the center” (DUMULT x ADSOlog10), “average 
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number of analog services out of the center” (DUMULT x AASOlog10), “highly 
customized digital services” (DUMULT x DUHCDS). 
Two variables were deleted in this model: interaction between “two/multiple 
nodes” and “digital services in the center” and interaction between “two/multiple nodes” 
and “analog services in the center”. The major reason for deleting these variables is that 
B2B buyers with two nodes in their service network structure concentrate large portion of 
their digital and analog services in the center of their structures. This characteristic of two 
nodes B2B buyers creates multicollinearity problems with the already main effects of 
those variables in the model.  
Table 4.27 shows the results of model fit, indicating that OLS Model 6 is 
significant in explaining the variance in the “mean time of disruption” for digital services 
(p < 0.01). Overall, this model accounts for 21.37% of the variance in the “mean time of 
disruption”, after adjusting for the number of variables in the model. The lack of 
significance of R2 change (p = 0.79) demonstrates that the inclusion of the service 
interaction variables in OLS Model 4 does not contributes for a better model fit when 
compared to the contribution made by the network interaction variables in OLS Model 4. 
According to results in Table 4.28, none service interaction variable is significant 
in explaining the variance in the “mean time of disruption”.  
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Table 4.27. ANOVA Table for OLS Regression Model 6 
Source SS df MS F R2 Adj R2 R2 Change 
Model 1.64 22 0.07 
Residual 3.02 103 0.02 
Total 4.66 125 0.03 
2.54*** 0.35 0.21 0.42(p=0.79) 
 * p < 0.1   ** p< 0.05   *** p < 0.01    
 
 
Table 4.28. OLS regression results for Model 6 
  Coef. Std Coef. Std. Error t-stat p-value Confidence interval (95%) 
Constant 2.52  0.14 18.62 0.00 2.25 2.79 
SIZElog10 0.01 -0.01 0.04 -0.09 0.93 -0.08 0.07 
DUMANUF1 0.01 0.01 0.08 0.06 0.95 -0.15 0.16 
DURETAIL1 -0.02 -0.03 0.08 -0.20 0.84 -0.17 0.14 
DUMSERV1 -0.01 -0.04 0.07 -0.20 0.84 -0.16 0.13 
CONRES -0.03 -0.15 0.02 -1.53 0.13 -0.08 0.01 
        
Physical network configuration variables     
TNNlog10 0.06 0.20 0.05 1.20 0.23 -0.04 0.17 
NDlog10 0.03 0.12 0.03 0.84 0.40 -0.04 0.09 
AD 0.01 0.08 0.00 0.54 0.59 0.00 0.00 
PCN 0.05 0.06 0.08 0.60 0.55 -0.11 0.21 
        
Service offering configuration variables     
DSClog10 0.07 0.23 0.04 1.91 0.06 0.00 0.14 
ASClog10 -0.03 -0.18 0.02 -1.48 0.14 -0.08 0.01 
RDAClog10 0.01 0.00 0.05 0.01 0.99 -0.10 0.11 
ADSOlog10 -0.01 -0.03 0.04 -0.17 0.87 -0.08 0.06 
AASOlog10 0.05 0.23 0.04 1.45 0.15 -0.02 0.12 
CVDlog10 -0.01 -0.05 0.03 -0.29 0.77 -0.07 0.05 
CVAlog10 0.02 0.10 0.03 0.73 0.47 -0.03 0.07 
DUDSIN2 0.12 0.25 0.05 2.42 0.02 0.02 0.22 
DUHCDS3 -0.05 -0.13 0.07 -0.76 0.45 -0.19 0.08 
        
Service interaction variables      
DUMULTxRDAClog10 0.02 0.06 0.05 0.30 0.76 -0.09 0.12 
DUMULTxADSOlog10 0.05 0.18 0.04 1.09 0.28 -0.04 0.13 
DUMULTxAASOlog10 -0.01 -0.02 0.04 -0.17 0.87 -0.09 0.08 
DUMULTxDUHCDS 0.02 0.04 0.08 0.24 0.81 -0.13 0.17 
Note: 1 Government is the baseline group for industries. 2 B2B buyers not having digital service heavy user nodes is  
the baseline group. 3 B2B buyers not having digital services that are highly customized is the baseline group. 
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Results in Table 4.28 allow the construction of the following predictive model: 
 mean time of disruption (log10) = 2.52 + 0.01SIZElog10 + 0.01DUMANUF                     
                                                       - 0.02DURETAIL - 0.01DUSERV                
                                                       - 0.03CONRES + 0.06TNNlog10 
                                                       + 0.03NDlog10 + 0.01AD + 0.05PCN  
                                                       + 0.07DSClog10 - 0.03ASClog10  
                                                       + 0.01RDAClog10 – 0.01ADSOlog10              
                                      + 0.05AASOlog10 – 0.01CVDlog10  
                                                       + 0.02CVAlog10 + 0.12 DUDSIN  
                                                       - 0.05DUHCDS + 0.02DUMULTxRDAClog10 
                                  + 0.05DUMULTxADSOlog10  
                                                       - 0.01DUMULTxAASOlog10   
                                                        + 0.02DUMULTxDUHCDS  
 
4.3.8. OLS regression model 7  
 
 
The objective of OLS Model 7 is to test the additional effect of the physical 
network and service offering interaction variables on “mean time of disruption”. Thus, 
according to the hierarchical approach strategy, OLS Model 7 is the full model and it is 
an increment in the number of variables to that of OLS Model 4. It is important to note 
that those variables dropped in OLS models 5 and 6 were also dropped in this model 
because of the same reasons. Results of model fit are shown in Table 4.29. Overall, this 
model accounts for 20.37% of the variance in the “mean time of disruption”, after 
adjusting for the number of variables in the model. However, the inclusion of the network 
and service interaction variables in the model is not significant (p = 0.88). 
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Table 4.29. ANOVA Table for OLS Regression Model 7 
Source SS df MS F R2 Adj R2 R2 Change 
Model 1.66 24 0.07 
Residual 3.00 101 0.02 
Total 4.66 125 0.03 
2.33*** 0.35 0.20 0.39 (p=0.88) 
 * p < 0.1   ** p< 0.05   *** p < 0.01     
 
 
Table 4.30. OLS Regression Results for Model 7 
  Coef. Std Coef. Std. Error t-stat p-value Confidence interval (95%) 
Constant 2.29  0.16 14.45 0.00 1.98 2.61 
SIZElog10 0.01 -0.01 0.04 -0.12 0.91 -0.08 0.07 
DUMANUF1 0.01 0.03 0.08 0.16 0.88 -0.15 0.18 
DURETAIL1 -0.01 -0.02 0.08 -0.10 0.92 -0.16 0.15 
DUMSERV1 -0.01 -0.02 0.08 -0.11 0.91 -0.16 0.14 
CONRES -0.04 -0.16 0.02 -1.60 0.11 -0.08 0.01 
        
Physical network configuration variables     
TNNlog10 0.06 0.21 0.05 1.21 0.23 -0.04 0.17 
NDlog10 0.03 0.16 0.04 0.82 0.42 -0.05 0.11 
AD 0.01 0.08 0.00 0.55 0.58 0.00 0.00 
PCN -0.04 -0.05 0.14 -0.26 0.80 -0.31 0.24 
        
Service offering configuration variables     
DSClog10 0.07 0.23 0.04 1.88 0.06 0.00 0.15 
ASClog10 -0.03 -0.17 0.02 -1.36 0.18 -0.08 0.01 
RDAClog10 -0.01 -0.04 0.05 -0.18 0.86 -0.12 0.10 
ADSOlog10 -0.01 -0.03 0.04 -0.17 0.87 -0.08 0.07 
AASOlog10 0.04 0.20 0.04 1.18 0.24 -0.03 0.12 
CVDlog10 -0.01 -0.05 0.03 -0.32 0.75 -0.07 0.05 
CVAlog10 0.02 0.09 0.03 0.67 0.51 -0.04 0.07 
DUDSIN2 0.12 0.25 0.05 2.43 0.02 0.02 0.22 
DUHCDS3 -0.05 -0.14 0.07 -0.75 0.46 -0.19 0.09 
        
Physical network interaction variables      
DUMULTxNDlog10 0.01 -0.01 0.04 -0.10 0.92 -0.09 0.08 
DUMULTxPCN 0.13 0.13 0.16 0.79 0.43 -0.19 0.45 
        
Service offering interaction variables      
DUMULTxRDAClog10 0.03 0.10 0.06 0.49 0.62 -0.08 0.14 
DUMULTxADSOlog10 0.05 0.18 0.04 1.06 0.29 -0.04 0.13 
DUMULTxAASOlog10 0.01 0.01 0.04 0.09 0.93 -0.08 0.09 
DUMULTxDUHCDS 0.03 0.06 0.08 0.33 0.74 -0.13 0.18 
Note: 1 Government is the baseline group for industries. 2 B2B buyers not having digital service heavy user nodes is  
the baseline group. 3 B2B buyers not having digital services that are highly customized is the baseline group. 
   142 
According to results in Table 4.30, none service interaction variable is significant 
in explaining the variance in the “mean time of disruption”. Results in Table 4.30 allow 
the construction of the following predictive model: 
 mean time of disruption (log10) = 2.29 + 0.01SIZElog10 + 0.01DUMANUF                     
                                                       - 0.08DURETAIL - 0.01DUSERV                
                                                       - 0.04CONRES + 0.06TNNlog10 
                                                       + 0.03NDlog10 + 0.01AD – 0.04PCN  
                                                       + 0.07DSClog10 - 0.03ASClog10  
                                                       - 0.01RDAClog10 – 0.01ADSOlog10              
                                      + 0.04AASOlog10 – 0.01CVDlog10  
                                                       + 0.02CVAlog10 + 0.12 DUDSIN  
                                                       - 0.05DUHCDS – 0.01DUMULTxNDlog10      
                                 + 0.13DUMULTxPCN  
                                                       + 0.03DUMULTxRDAClog10   
                                                        + 0.05DUMULTxADSOlog10  
                                                       + 0.01DUMULTxAASOlog10   
                                                        + 0.03DUMULTxDUHCDS  
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CHAPTER 5 
DISCUSSION 
 
5.1. Analysis of Control Variables 
The block of control variables explained less than 10% of the variance in 
occurrence and mean time of disruption in the sample analyzed. In the case of occurrence 
of disruption, only size is significant, while in the case of mean time of disruption other 
variables are also significant. The significance of size means that B2B buyers with higher 
number of phone line extensions are more likely to experience more and longer 
disruptions than B2B buyer with lower number of phone line extensions. If we assume 
that the number of phone line extensions is a reasonable proxy for number of employees, 
then it is possible to speculate that more employees, and therefore larger organization 
structures, tend to have more and longer disruptions. This conclusion is explained by the 
fact that larger organization structures tend to purchase more services, which increases 
the likelihood of disruptions. In addition, larger organization structures may be more 
internally differentiated, becoming complex to manage. In the case of co-production of 
services, more complex organizations implies more barriers to coordinate actions with the 
service provider, therefore, increasing the time necessary to coordinate actions between 
B2B buyer and service providers. Size, however, is significant only in the simplest 
models but not in models that include additional variables, like network and service 
configuration variables. This means that other network and service configuration 
variables may also capture part of organizational size in their measures. 
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Contracted responsiveness provided by the service provider is other control 
variable that is significant in explaining results in the models. Different than size, though, 
contracted responsiveness is only significant in explaining the variance in the mean time 
of disruption and not in the occurrence of disruptions. Overall, contracted responsiveness 
is significant and negatively related to mean time of disruption in OLS models 1, 2, and 
3. This evidence suggests that the time of disruption decreases as the overall level of 
contracted responsiveness increases. This result confirms the expectation of shorter 
disruptions in locations where the service provider has shorter time to respond to service 
disruptions.  
What is interesting in this result is that the occurrence of disruption is not affected 
by the service provider contracted responsiveness, which raises some concerns. One 
potential explanation may reside on the way this variable is measured. Because it is 
measured as a function of the time given by the service provider to recover from a 
disruption, this variable may capture the availability of resources after a disruption have 
occurred and may not capture the availability of resources before such disruption. This 
line of reasoning implies that the resources necessary to provide and recover a service 
significantly differ and may not be correlated to each other.  
Another potential explanation is that the time to recover after a disruption depends 
heavily on the service provider, while the occurrence of a disruption does not necessarily 
depend solely on it. This explanation finds some support on the co-production nature of 
services analyzed in this dissertation. As discussed in section 3.2 about the population 
and sample frame, these services require the active participation of B2B buyers during 
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the co-production process. B2B buyers participate actively by performing routines and 
providing and maintaining computers, switches, hubs, and others sophisticated 
equipments within their own organizational boundaries, which require also skilled 
personnel and proper structure and infra-structure. That is, B2B buyers assume a buyer-
supplier role (Sampson, 2000) in this type of services. Consequently, the service provider 
may not be able to interfere and assure that all procedures are properly followed, which 
may affect the continuity of service provision and increasing the likelihood of 
disruptions. This explanation, then, is aligned with the theoretical assumptions proposed 
by Sampson (2000), Frei (2006), and Moeller (2008) since B2B buyer may vary in their 
resources and capabilities employed during the co-production process.  
Finally, the dummy variable for B2B buyers in the service industry is significant 
and negatively related to the mean time of disruption, which means that B2B buyer of 
service firms recover faster after a disruption than firms in the government industry, the 
baseline group. Although this variable is significant only in the simplest model 
containing the control variables, it suggests that some variability in the mean time of 
disruption may be also a function of differences in B2B buyers’ characteristics. Unless 
the service provider provides a different service quality for B2B buyers in the service 
industry, which seems unlikely, this group of B2B buyers may have some characteristics 
that allow them to recover faster.    
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5.2. Influence of Physical Network Configuration Variables on Disruptions 
The block of physical network configuration variables explains about 9% of 
variance in the occurrence of disruptions and 5% of variance in the mean time of 
disruptions. Results show that the total number of nodes is the only significant in 
explaining variance in the dependent variables. Results for the total number of nodes in a 
B2B service buyer network structure show that increasing the number of nodes increases 
the likelihood and the time of disruptions, supporting HN1A and HN1B. It seems logical 
that the likelihood of disruptions increases given that the number of services is potentially 
higher in a larger multiple-node structure when compared to a smaller multiple-node 
structure. However, even after controlling for the number of services in the structure, as 
in Logistic Model 4, the likelihood of disruptions is still influenced by the total number of 
nodes in the structure. Thus, the number of nodes in a B2B service buyer network 
structure may be potentially affecting B2B buyers’ ability to co-produce 
telecommunication services within their facilities. On the other hand, after controlling for 
the number of services (OLS Model 4), the time of disruption is not influenced by this 
variable.  
Based on this analysis, we can argue that the number of nodes may influence the 
ability of B2B buyers to co-produce services in a structure that is already established 
(prior to a disruption), but may not influence the ability of B2B buyer and service 
provider to coordinate actions to recover after a disruption has occurred. In the case of 
occurrence of disruptions, it may be difficult for B2B buyers to have resources and 
capabilities to co-produce the service equally well-distributed in all nodes of their 
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structure. They may have more and better resources and capabilities in some nodes than 
in other nodes. Another explanation for these significant differences in occurrence and 
mean time of disruptions may be the fact that service provider resources and capabilities 
may be more important than B2B buyer resources and capabilities to recover after 
disruption. In other words, it is the service provider’s responsibility to recover a 
disruption, not the B2B buyer. Because the service provider may have its resources and 
capabilities better distributed in all its network structure, the total number of nodes in 
B2B buyer service network structure may be irrelevant, given that the service provider 
has resources close to all nodes.  
 
5.3. Influence of Service Configuration Variables on Disruptions 
Results show that the contribution of the block of service offering configuration 
variables varies according to the dependent variable analyzed. Service offering 
configuration variables explain 13% of variance in occurrence of disruptions and 14% of 
variance in mean time of disruptions after taking into account control variables. These 
results suggest that service offering configuration variables play an important role in 
determining complexity in B2B service buyer network structures. However, results also 
suggest that not all service offering configuration variables have the same influence on 
complexity, given the lack statistical significance of some formative indicators. We 
discuss these results in detail bellow. 
The formative indicator number of digital service in the center of a B2B buyer 
service network structure is significant and positively related to occurrence and time of 
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disruptions, supporting HS1A and HS1B. From the perspective of complexity, the higher 
the number of digital services, the higher the number of equipments and connections that 
are needed by B2B buyer to co-produce the service internally. Similarly, the service 
provider also has an increase in the number of connections and equipments devoted to a 
specific B2B buyer. The structure and infrastructure between B2B buyer and service 
provider tends to increase with an increase in the number of digital services, and some 
equipments may concentrated a large number of services. During a disruption, B2B buyer 
and service provider may face coordination problems to identify and work on the 
physical connections (e.g. wires or radio) used to deliver a service that is disrupted. For 
example, isolating a physical connection of a service that is disrupted from all other 
physical connections of services that are not disrupted, but that share the same structure, 
may take a longer time as the number of physical connections increases. Thus, the time of 
tasks and procedures that has to be performed to recover after a disruption may be 
influenced by the time to identify and isolate a physical connection from all other 
physical connections existent in a B2B buyer service network structure. Hence, it is 
possible to argue that increasing the number of digital services may affect task 
complexity to co-produce services, thereby affecting the service performance and the 
likelihood of disruptions. 
The formative factor digital service intensity (dummy variable), which indicates 
the existence of nodes with high levels of digital service intensity, is significant and 
positively related to mean time of disruptions, supporting HS6B. This means that B2B 
buyers having organizational subunits that purchase a relative large number of digital 
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services increases the mean time of disruptions. Having organizational subunits that are 
intense in digital service usage implies a higher number of digital services and a higher 
number of connections between B2B buyer and service provider. In this case, more 
digital services require more structural and infrastructural resources like proper rooms, 
computers, switches, wires, and skilled personnel, among others. As the number of these 
components increase, B2B buyer and service provider needs more information to perform 
all procedures and tasks necessary to co-produce the services. Furthermore, the number 
of digital service heavy user nodes affects the distribution of resources in the service 
network structure, creating variability in B2B buyer organizational subunits resources 
and capabilities. For example, organizational subunits purchasing more digital services 
tend to have larger structures to co-produce services than organizational subunits 
purchasing less digital services. Consequently, some organizational units are likely to 
have more resources and capabilities than others, creating variability in the ability of B2B 
buyers to perform tasks and provide proper maintenance in equipments used to co-
produce the service. In this scenario, disruptions may occur in organizational subunits 
that have less resources and capabilities. In addition, this variability in B2B buyer 
capability may interfere in service provider operations and create operational problems, 
affecting the performance of services from the service provider perspective (Frei, 2006).  
 The dummy variable indicating the existence of digital services that are highly 
customized is other formative indicator that is significant, supporting HS7A. Contrary to 
what we expected, this variables is negatively related to the occurrence of disruption, that 
is, digital services that are more customized tend to experience less disruptions. One 
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possible explanation might be the communication and intense participation of B2B 
buyers during the customization process. One of the major characteristics of mass 
customization is the key role played by customers in the process of mass customization, 
since organizations have to elicit information from customers in order to customize 
products and services (Ahlström and Westbrook, 1999; Bardacki and Whitelock, 2003; 
Broekhuizen and Alsem, 2002; Da Silveira et al., 2001; Duray, 2002; Hart, 1994; Tseng 
and Piller, 2003).  Tseng and Piller (2003) argue that customers can be seemed as an 
additional operational input during the production process, that is, they can be viewed as 
co-designers of customization, a view also shared by Broekhuizen and Alsem (2002), 
Duray et al. (2000) and Hart (1994) among other authors. This involvement of B2B 
buyers during the design stage of customization of services may make B2B buyers more 
aware of their role in the co-production process, which in turn may make them to develop 
the necessary capabilities to co-produce the service. In addition, highly customized 
services force service provider and B2B buyer to meet and design the service options and 
characteristics before implementing and delivering the service. This process may help the 
learning process of B2B buyers, since they are involved in designing issues and have to 
learn about services and their requirements to be able to make decisions. Also 
customizing requires from service providers to make investments in equipments and 
structure to fit a specific B2B buyer need, which may lead to a more detailed planning 
and better designing of the service delivery system. These factors may come into play to 
improve B2B buyer and service provider capabilities and reduce uncertainty and 
variability in the service co-production process.  
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Taken together these results suggest that service offering configuration 
complexity factors in the context of B2B services should be viewed as a function of 
innumerous variables like those explored in this research. Other variables than the 
traditional ones typically investigated in previous studies can provide a richer picture of 
complexity, extending it to other domains and contexts. There might be other variables in 
other research contexts that may also play an important role in service complexity.  
These results also suggest that theory development in service management of B2B 
services should take into account the characteristics of B2B buyers for performance and 
quality of those services that require great involvement and participation buyers during 
the co-production process. As recently suggested by some authors (Xue and Harker, 
2002; Frei, 2006), buyers actively influence service performance by efficiently 
performing the tasks they are suppose to and by having appropriate resources and 
capabilities to do so. Our findings extend these theoretical underpinnings by 
demonstrating that the complexity in B2B service buyer network structure may affect 
their ability to distribute resources and capabilities as well as to develop learning 
capabilities to perform tasks and efficiently participate during the co-production process.   
 
5.4. Physical Network Versus Service Offering Configuration Complexity Factors  
The lack of significance in three of four physical network configuration variables 
(average distance, network density, and percentage of central nodes) raises some 
questions. First, one may argue that the sample size is not large enough to detect the 
effect size of physical network configuration variables on occurrence and mean time of 
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disruptions. However, none of these three physical network configuration variables are 
correlated with the dependent variables analyzed. In the case of occurrence of 
disruptions, the sample size has 188 observations and these variables did not show any 
significant correlation with this dependent variable. This sample size is not small to 
consider the lack of significance a problem of power to detect a relationship.  
This analysis leads us to speculate about the second issue: physical network 
variables may not be important for production of information and knowledge-intensive 
services, like telecommunication services. Recent technology developments may make 
physical barriers, like distance, to be unimportant compared to other more important 
barriers.  On the other hand, service offering configuration variables seem to play a more 
important role in determining occurrence and mean time of disruptions. The three service 
offering configuration variables that are significant help to explain more variance than the 
variance explained by the total number of nodes.  
This conclusion turns the discussion to analysis of two forces in the service 
supply chain: the potential complexity emanating from physical network configuration 
factors and the potential complexity emanating from service offering configuration 
factors. The complexity originating from the physical network configuration factors can 
be viewed as similar to that of network and supply chain complexity. Both are related to 
physical variables in the chain: nodes, buyers, suppliers, distance, supply chain density, 
among others. On the other hand, the complexity originating from the service network 
configuration factors can be viewed as similar to that related to task complexity because 
co-production of services involves performing tasks and subtasks to make the service 
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happen. Results found in this dissertation research suggest that disruptions of information 
and knowledge-intensive and continuous services may be more influenced by tasks-
related factors than by network-related factors.     
Moving even further, we could extend this argument for other contexts and 
speculate that buyers and suppliers in supply chains of information technology industry 
of information and intensive-knowledge services may have their supply chain 
performance influenced by configuration factors related to task complexity. That is, in 
these industries, physical supply chain configurations may not be as important as 
configuration factors like those of service offering analyzed in this study. Perhaps the 
availability of information and communication technology may help firms to overcome 
physical barriers. It is not necessary for a firm to be physically present in all points of a 
supply or network structure. A firm may use information and communication technology 
to perform tasks and control subunits remotely. In addition, buyers and suppliers can use 
information technology to place an order, negotiate, and update information about each 
other’s inventory (e.g. vendor-managed inventory). This line of reasoning, then, puts 
emphasis on capabilities and learning capabilities to perform tasks related to information 
and communication technologies, not on capabilities to overcome distances.      
Finally, we conclude by saying that theory in service management should be 
broadened to consider the service buyer network structure of B2B buyers. Not explored 
before, the service network structure of B2B buyers may be an important factor 
influencing service performance. This is the case for buyers that have an active role in co-
producing the service, as in the case of digital services analyzed in this study. We 
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speculate that the design of the B2B service buyer network structure may play a role in 
B2B buyer ability to distribute resources and capabilities necessary to co-produce 
services. For some supply chain industries, physical network configuration factors may 
be more relevant in the supply chain design and performance. For others, service offering 
configuration factors may be relevant. Additional research is needed to explore these 
issues with more conclusive arguments.   
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CHAPTER  6 
CONCLUSION 
 
The objective of this dissertation was to introduce and conceptualize the B2B 
service buyer network structure concept and empirically measure and test its effect on 
service disruptions. Based on multidisciplinary literature on organizational management, 
service management, operations management, and network theory, we provide an 
operational conceptualization of B2B service buyer network structure. Given the 
complexity nature of this phenomenon, we broke down the concept in two parts: physical 
network configuration and service offering configuration. We presented propositions in 
which we introduced and defined formative indicators to be employed in an attempt to 
capture the these two dimensions. 
  Using secondary data from real B2B buyers in the telecommunication industry, 
we empirically explored the characteristics of variable used as formative indicators for 
B2B service buyer network structure complexity. Results showed that the data did not 
have the expected normal shape distribution, and transformations were employed to make 
them more appropriate for further analytical procedures. We, then, investigated the effect 
of these physical network and service offering complexity factors on service disruptions. 
Results showed that the total number of nodes in the B2B service buyer network structure 
was the only physical network configuration complexity factor important in explaining 
the variance in the occurrence and mean time of disruptions. In the group of service 
offering configuration complexity factors, the number of digital services in the center, the 
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existence of digital service heavy user nodes, and the existence of digital services that are 
highly customized were significant in explaining the variance in the service disruptions 
dependent variables. These results suggest that service offering complexity factors  play a 
greater role in service disruptions than the role played by physical network configuration 
complexity factors. 
We also conclude that B2B service buyer network structure is a real phenomenon 
not studied before that may become one important factor influencing service performance 
of services that have active participation of B2B buyers during their co-production. By 
operationalizing this concept, we showed that physical network and service offering 
configuration are two constructs composing this phenomenon and playing an important 
role in explaining variance in service disruptions. Results suggest that B2B buyers with 
more complex service network structures are more likely to have more and longer 
disruptions than those disruptions faced by B2B buyer with less complex structures.  
 
6.1. Implications for Theory 
We contribute to service management literature by developing a theory-based 
model in which we introduced the concept of B2B service buyer network structure and 
and empirically tested its effect on service disruptions. Our theoretical model shows that 
physical network and service offering complexity factors of B2B buyers are related to 
service disruptions. Our argument is that those complexity factors existent in B2B service 
buyer network structure may affect B2B buyers’ resources and capabilities to co-produce 
services within their organizational boundaries. Given the results obtained, we speculate 
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that information and knowledge-intensive services may be more influenced by service 
offering configuration complexity factors than by physical network configuration 
complexity factors. 
In this sense, we also add to the recent developments made in the service 
management literature claiming that customers can be efficient for service co-production 
(Xue and Harker, 2002) but that they also introduce variability to operations by 
possessing varying capabilities (Frei, 2006). Our contribution relies, thus, on the fact that 
efficiency and capabilities may be a function of the B2B service buyer network structure. 
Other contribution of this dissertation is to introduce and provide an operational 
conceptualization of B2B service buyer network structure complexity. Thus, from a 
supply chain management perspective, this concept should have an impact on supply 
chain models developed and presented in the literature because this concept shows that 
B2B buyers have their own structure. By focusing specifically on the downstream supply 
chain, we demonstrate that B2B buyers may vary in the complexity of their structures, 
which in turn may pose additional challenges for delivery performance of suppliers. 
Suppliers must understand how these different structures may affect their operations and 
then plan for them. Thus, supply chain models should be more concerned about the 
variance emanating from B2B buyer supply chain structures. 
Finally, we contribute to the supply chain disruption literature by demonstrating 
that B2B buyers, and their service network structures, can be viewed as one important 
source of risk of disruptions. In fact, by focusing on services, we shed light on how the 
participation of B2B buyers may influence disruptions. Complexity in B2B buyer service 
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network structure can be one factor affecting B2B buyer and service provider ability to 
co-produce services, increasing the likelihood of disruptions.   
 
6.2. Implications for Practice 
One contribution of this dissertation for supply chain and service managers is to 
show that their operations may be influenced by characteristics of B2B service buyer 
network structure. By understanding such influence in their operations, managers can 
plan and manage B2B buyers’ potential interference in daily operations. For example, 
service provider can create capability buffers for those B2B buyers whose structures are 
more likely to vary and affect service operations.   
Also, service managers could map the service network structure of their B2B 
buyers in order to identify those characteristics that play an important role in determining 
service performance. Depending on the nature of the service, some characteristics may be 
more important than others, and identifying these characteristics can potentially increase 
the likelihood of a successful service delivery. For example, in the case of services 
analyzed in this study, service managers could invest more effort in developing service 
delivery design processes that fit better to those B2B buyers whose service network 
structures have more nodes.   
Finally, by understanding the importance of B2B buyer service network structure, 
supply chain and service managers could provide training to those B2B buyers that 
presented more complex structures, so that they can manage such complexity. For 
example, during the design stage of the service delivery process, service managers could 
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involve and intensify the communication with B2B buyers in order to make them aware 
of their role in the co-production process.  
 
6.3. Limitations 
One limitation of this dissertation is the sample size analyzed which may limit the 
power of statistical tests to detect significant effects of independent variables on the 
dependent variables analyzed. The problem of power becomes even more serious 
considering the case of the dependent variable mean time of disruption, since it is a sub-
sample composed of only those B2B buyers that had a disruption. In addition, some 
models analyzed had a large number of independent variables, reducing the degrees of 
freedom necessary to detect effects of variables. 
Another limitation of this dissertation is the distribution characteristics of some 
variables analyzed since they do not have a normal shape distribution even after some 
transformations have been employed. For example, the variable number of digital service 
heavy user nodes has a skewed distribution in its original and transformed versions.  
Another limitation is the lack of information about supplier’s contribution for 
service disruptions. The supplier quality measure employed in this study helped to 
provide some insights about how service provider capabilities may affect service 
disruptions. However, this measure is limited in its ability to provide a richer picture of 
the entire service delivery system designed by the service provider and its effect on 
service provider disruptions.   
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Finally, the secondary data provide information about the service network 
structure of B2B buyers but do not provide information about their organizational 
structure and capabilities. Thus, although it was possible to speculate some conclusions 
about B2B buyer participation in the co-production process, it is important that some 
other variables be used to capture B2B buyer capabilities in co-producing services within 
their organizational boundaries. Similarly, more information is needed about the 
organizational structure of B2B buyers if one wants to understand how they manage 
complexity. 
 
6.4. Future Research 
Considering the limitations existent in this dissertation, future studies could 
investigate B2B buyer capabilities to co-produce services internally. In this sense, 
primary data could be gathered to measure if B2B buyers have structural and 
infrastructural characteristics and capabilities necessary to efficiently participate during 
the service delivery process. To achieve this goal, future studies could begin to 
understand the co-production nature of services and design measurement instruments to 
capture those capabilities needed for their co-production with B2B buyers.  
From a measurement perspective, future studies could develop subjective 
measures to capture similar information captured by the secondary data presented in this 
study, increasing validity of findings. Also, they could come up with additional formative 
indicators not explored in this study, extending the way B2B buyer service network 
structure complexity is conceptualized, operationalized, and measured.    
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Future studies could also apply and extend the concept of B2B buyer service 
network structure to other industries in search for external validation. For example, other 
studies could explore whether this concept plays a role in determining the performance of 
enterprise resource planning systems and other management tools from software industry, 
since these tool tends to be distributed in all organizational subunits of B2B buyers. For 
example, enterprise resource planning software services could employ some of the 
variables analyzed in this study to understand how physical network and service offering 
configuration complexity factors may influence the implementation and delivery of this 
type of service. Similarly, studies could evaluate the concept of B2B buyer service 
network structure complexity in B2C industries like electrical energy, entertainment (e.g. 
cable TV), and Internet services, among others. 
Another potential area of research is to explore whether B2B service buyer  
network structures are similar for B2B buyers with similar characteristics, like B2B 
buyers in the same industry. Finding a pattern of structures in groups of B2B buyers may 
help service management literature to develop strategies and models that help to 
understand and predict those structures and service performance.   
Finally, future studies could investigate whether tightly-coupled buyers and 
suppliers are less likely to experience disruptions. That is, are tightly-coupled buyers and 
suppliers more likely to experience better service performance than those buyers and 
suppliers that are loosely coupled? Also, are there organization structure designs more 
appropriate for certain service network structures? In other words, can buyers and 
suppliers rely on organization and even inter-organization design to deal with and 
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attenuate the negative impact of physical network and service offering configuration 
complexity factors?     
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Appendix A. Descriptive Statistics for Original and Transformed Variable Total 
Number of Nodes (TNN) 
 
 
  TNN TNNLog10 
N Valid 194 194 
 Missing 0 0 
Mean  20.52 0.8028 
Median  4 0.6021 
Mode  2 0.3 
Std. Deviation 49.101 0.56172 
Variance  2410.904 0.316 
Skewness  4.313 1.234 
Std. Error of Skewness 0.175 0.175 
Kurtosis  20.974 0.755 
Std. Error of Kurtosis 0.347 0.347 
Minimum  2 0.3 
Maximum  347 2.54 
Sum  3980 155.74 
Percentiles 10 2 0.301 
 20 2 0.301 
 30 2.5 0.3891 
 40 3 0.4771 
 50 4 0.6021 
 60 6 0.7782 
 70 9 0.9542 
 80 17 1.2304 
 90 45 1.6528 
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Appendix B. Descriptive Statistics for Original and Transformed Variable Average 
Distance (AD)   
  AD AD Log10 
N Valid 194 194 
 Missing 0 0 
Mean  115.3131 1.8782 
Median  91.0815 1.9594 
Mode  11 1.04 
Std. Deviation 89.55498 0.45539 
Variance  8020.095 0.207 
Skewness  0.677 -0.631 
Std. Error of Skewness 0.175 0.175 
Kurtosis  -0.445 -0.514 
Std. Error of Kurtosis 0.347 0.347 
Minimum  377 2.58 
Maximum  5 0.70 
Percentiles 10 15.2506 1.1832 
 20 28.8445 1.4601 
 25 35.8115 1.5539 
 30 42.2872 1.6262 
 40 67.0889 1.8267 
 50 91.0815 1.9594 
 60 139.3315 2.144 
 70 165.9818 2.2201 
 75 183.8804 2.2645 
 80 204.0202 2.3097 
 90 234.0698 2.3693   
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Appendix C. Descriptive Statistics for Original and Transformed Variable Network 
Density (ND) 
 
 
  ND ND Log10 
N Valid 194 194 
 Missing 0 0 
Mean  14.9487 -0.0051 
Median  0.6446 -0.1907 
Mode  0.1 -1.02 
Std. Deviation 59.51626 0.94088 
Variance  3542.185 0.885 
Skewness  6.783 0.73 
Std. Error of Skewness 0.175 0.175 
Kurtosis  55.052 -0.111 
Std. Error of Kurtosis 0.347 0.347 
Minimum  600 2.78 
Maximum  0.04 -1.45 
Percentiles 10 0.0892 -1.0498 
 20 0.1256 -0.9011 
 25 0.1527 -0.8161 
 30 0.1894 -0.7228 
 40 0.3335 -0.4769 
 50 0.6446 -0.1907 
 60 1.3314 0.1243 
 70 3.2149 0.507 
 75 4.462 0.6485 
 80 6.3857 0.8052 
 90 20.5263 1.3122 
Multiple modes exist. The smallest value is shown  
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Appendix D. Descriptive Statistics for Original and Transformed Variable 
Percentage of Central Nodes (PCN)   
  PCN PCN Log10 
N Valid 194 194 
 Missing 0 0 
Mean  0.0754 -1.5499 
Median  0.01 -2 
Mode  0.01 -2 
Std. Deviation 0.10695 0.59803 
Variance  0.011 0.358 
Skewness  1.828 0.724 
Std. Error of Skewness 0.175 0.175 
Kurtosis  3.318 -1.24 
Std. Error of Kurtosis 0.347 0.347 
Minimum  0.01 -2 
Maximum  0.57 -0.25 
Sum  14.64 -300.68 
Percentiles 10 0.01 -2 
 20 0.01 -2 
 25 0.01 -2 
 30 0.01 -2 
 40 0.01 -2 
 50 0.01 -2 
 60 0.01 -2 
 70 0.0824 -1.0843 
 75 0.1222 -0.9131 
 80 0.1638 -0.7856 
 90 0.26 -0.585  
   168 
Appendix E. Descriptive Statistics for Original and Transformed Variable Digital 
Services in the Center (DSC) 
  
  DSC DSC Log10 
N Valid 194 194 
 Missing 0 0 
Mean  12.0409 0.5837 
Median  4.01 0.6031 
Mode  1.01 0 
Std. Deviation 30.36717 0.68356 
Variance  922.165 0.467 
Skewness  6.521 -0.831 
Std. Error of Skewness 0.175 0.175 
Kurtosis  54.659 3.948 
Std. Error of Kurtosis 0.347 0.347 
Minimum  0.01 -2 
Maximum  314.01 2.5 
Sum  2335.94 113.24 
Percentiles 10 1.01 0.0043 
 20 1.01 0.0043 
 25 1.01 0.0043 
 30 2.01 0.3032 
 40 3.01 0.4786 
 50 4.01 0.6031 
 60 5.01 0.6998 
 70 7.01 0.8457 
 75 9.01 0.9547 
 80 12.01 1.0795 
 90 24.51 1.3893  
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Appendix F. Descriptive Statistics for Original and Transformed Variable Analog 
Services in the Center (ASC) 
  
  ASC ASC Log10 
N Valid 194 194 
 Missing 0 0 
Mean  21.5719 0.5576 
Median  5.01 0.6998 
Mode  2.01 0.3 
Std. Deviation 68.87361 1.03648 
Variance  4743.574 1.074 
Skewness  7.116 -1.181 
Std. Error of Skewness 0.175 0.175 
Kurtosis  59.402 1.545 
Std. Error of Kurtosis 0.347 0.347 
Minimum  0.01 -2 
Maximum  708.01 2.85 
Sum  4184.94 108.18 
Percentiles 10 0.01 -2 
 20 1.01 0.0043 
 25 2.01 0.3032 
 30 2.01 0.3032 
 40 3.01 0.4786 
 50 5.01 0.6998 
 60 7.01 0.8457 
 70 11.51 1.0607 
 75 14.26 1.1539 
 80 21.01 1.3224 
 90 39.51 1.5967  
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Appendix G. Descriptive Statistics for Original and Transformed Variable Ratio 
Digital to Analog Services in the Center (RDAC) 
  
  RDAC RDAC Log10 
N Valid 194 194 
 Missing 0 0 
Mean  1.4005 -0.4592 
Median  0.51 -0.2924 
Mode  0.01 -2 
Std. Deviation 2.94671 0.85311 
Variance  8.683 0.728 
Skewness  5.528 -0.479 
Std. Error of Skewness 0.175 0.175 
Kurtosis  42.394 -0.445 
Std. Error of Kurtosis 0.347 0.347 
Minimum  0.01 -2 
Maximum  29.01 1.46 
Sum  271.7 -89.08 
Percentiles 10 0.01 -2 
 20 0.0725 -1.1397 
 25 0.11 -0.9586 
 30 0.1918 -0.7171 
 40 0.3433 -0.4643 
 50 0.51 -0.2924 
 60 0.635 -0.1972 
 70 1.01 0.0043 
 75 1.3433 0.1282 
 80 1.6865 0.227 
 90 3.7957 0.5786   
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Appendix H. Descriptive Statistics for Original and Transformed Variable Average 
Number of Digital Services Out of the Center (ADSO) 
  
  ADSO ADSO Log10 
N Valid 194 194 
 Missing 0 0 
Mean  0.8198 -0.7239 
Median  0.51 -0.2924 
Mode  0.01 -2 
Std. Deviation 1.15912 0.96046 
Variance  1.344 0.922 
Skewness  2.782 -0.358 
Std. Error of Skewness 0.175 0.175 
Kurtosis  10.066 -1.501 
Std. Error of Kurtosis 0.347 0.347 
Maximum  7.46 0.87 
Minimum  0.01 -2 
Percentiles 10 0.01 -2 
 20 0.01 -2 
 25 0.01 -2 
 30 0.01 -2 
 40 0.21 -0.6778 
 50 0.51 -0.2924 
 60 0.7243 -0.1401 
 70 1.01 0.0043 
 75 1.1188 0.0487 
 80 1.3433 0.1282 
 90 2.01 0.3032  
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Appendix I. Descriptive Statistics for Original and Transformed Variable Average 
Number of Analog Services Out of the Center (AASO)   
  AASO AASO Log10 
N Valid 194 194 
 Missing 0 0 
Mean  2.3516 -0.1167 
Median  1.3433 0.1282 
Mode  0.01 -2 
Std. Deviation 5.19789 0.86953 
Variance  27.018 0.756 
Skewness  9.776 -1.191 
Std. Error of Skewness 0.175 0.175 
Kurtosis  116.022 0.583 
Std. Error of Kurtosis 0.347 0.347 
Maximum  0.34 -0.464 
Minimum  0.01 -2 
Percentiles 10 0.01 -2 
 20 0.3433 -0.4643 
 25 0.51 -0.2924 
 30 0.6767 -0.1696 
 40 1.01 0.0043 
 50 1.3433 0.1282 
 60 1.76 0.2455 
 70 2.26 0.3541 
 75 2.5551 0.4074 
 80 3.01 0.4786 
 90 4.9931 0.6979   
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Appendix J. Descriptive Statistics for Original and Transformed Variable 
Coefficient of Variation of Digital Services (CVD)   
  CVD CVD Log10 
N Valid 194 194 
 Missing 0 0 
Mean  0.8094 -0.9241 
Median  0.319 -0.4975 
Mode  0.01 -2 
Std. Deviation 1.34515 1.05324 
Variance  1.809 1.109 
Skewness  3.866 0.059 
Std. Error of Skewness 0.175 0.175 
Kurtosis  23.477 -1.802 
Std. Error of Kurtosis 0.347 0.347 
Maximum  11.67 1.07 
Minimum  0.01 -2 
Percentiles 10 0.01 -2 
 20 0.01 -2 
 25 0.01 -2 
 30 0.01 -2 
 40 0.01 -2 
 50 0.319 -0.4975 
 60 0.6044 -0.2187 
 70 1.01 0.0043 
 75 1.1627 0.0654 
 80 1.4242 0.1536 
 90 2.0886 0.3195  
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Appendix K. Descriptive Statistics for Original and Transformed Variable 
Coefficient of Variation of Digital Services (CVA) 
 
 
  CVA CVA Log10 
N Valid 194 194 
 Missing 0 0 
Mean  0.6251 -0.9006 
Median  0.3896 -0.4094 
Mode  0.01 -2 
Std. Deviation 1.09177 0.97173 
Variance  1.192 0.944 
Skewness  5.919 -0.135 
Std. Error of Skewness 0.175 0.175 
Kurtosis  51.312 -1.748 
Std. Error of Kurtosis 0.347 0.347 
Maximum  11.42 1.06 
Minimum  0.01 -2 
Percentiles 10 0.01 -2 
 20 0.01 -2 
 25 0.01 -2 
 30 0.01 -2 
 40 0.01 -2 
 50 0.3896 -0.4094 
 60 0.5793 -0.2371 
 70 0.7936 -0.1004 
 75 0.8694 -0.0608 
 80 0.9797 -0.0089 
 90 1.4242 0.1536  
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Appendix L. Descriptive Statistics for Original and Transformed Variable Number 
of Digital Heavy User Nodes (DHUN)   
  DHUN DHUN Log10 
N Valid 194 194 
 Missing 0 0 
Mean  1.5925 -1.0877 
Median  0.01 -2 
Mode  0.01 -2 
Std. Deviation 3.83816 1.19241 
Variance  14.732 1.422 
Skewness  4.089 0.643 
Std. Error of Skewness 0.175 0.175 
Kurtosis  19.569 -1.377 
Std. Error of Kurtosis 0.347 0.347 
Maximum  27.01 1.43 
Minimum  0.01 -2 
Percentiles 10 0.01 -2 
 20 0.01 -2 
 25 0.01 -2 
 30 0.01 -2 
 40 0.01 -2 
 50 0.01 -2 
 60 0.01 -2 
 70 1.01 0.0043 
 75 1.01 0.0043 
 80 2.01 0.3032 
 90 5.01 0.6998  
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Appendix M. Descriptive Statistics for Original and Transformed Variable 
Percentage of Digital Services that Are Highly Customized (PDHC)   
  PDHC PDHC Log10 
N Valid 194 194 
 Missing 0 0 
Mean  0.3132 -1.2709 
Median  0.01 -2 
Mode  0.01 -2 
Std. Deviation 0.41214 0.91681 
Variance  0.17 0.841 
Skewness  0.801 0.499 
Std. Error of Skewness 0.175 0.175 
Kurtosis  -1.142 -1.716 
Std. Error of Kurtosis 0.347 0.347 
Minimum  0.01 -2 
Maximum  1.01 0 
Sum  60.76 -246.56 
Percentiles 10 0.01 -2 
 20 0.01 -2 
 25 0.01 -2 
 30 0.01 -2 
 40 0.01 -2 
 50 0.01 -2 
 60 0.01 -2 
 70 0.5714 -0.2432 
 75 0.6865 -0.1635 
 80 0.885 -0.0531 
 90 1.01 0.0043  
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Appendix N. Descriptive Statistics for Original and Transformed Variable Mean 
Time of Disruption (MTD) 
 
 
  MTD MTD Log10 
N Valid 133 133 
 Missing 0 0 
Mean  469.6987 2.5701 
Median  340.5 2.5334 
Mode  102a 2.01a 
Std. Deviation 710.26704 0.24329 
Variance  504479.264 0.059 
Skewness  9.661 1.404 
Std. Error of Skewness 0.21 0.21 
Kurtosis  103.495 6.432 
Std. Error of Kurtosis 0.417 0.417 
Minimum  102 2.01 
Maximum  8115 3.91 
Percentiles 10 200.6 2.3044 
 20 255.9429 2.4098 
 30 284.44 2.4555 
 40 315.1667 2.4999 
 50 340.5 2.5334 
 60 377.5375 2.5781 
 70 462.7411 2.6662 
 80 558.083 2.7475 
 90 681.4373 2.8341 
a Multiple modes exist. The smallest value is shown 
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