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Abstract
We prove global existence for solutions arising from small initial data for a large class of quasilinear
wave equations satisfying the “weak null condition” of Lindblad and Rodnianski, significantly enlarging
upon the class of equations for which global existence is known. In addition to the usual weak null
condition, we require a certain hierarchical structure in the semilinear terms. Included in this class are
the Einstein equations in harmonic coordinates, meaning that a special case of our results is a new proof
of the stability of Minkowski space. Our proof also applies to the coupled Einstein-Maxwell system
in harmonic coordinates and Lorenz gauge, as well as to various model scalar wave equations which
do not satisfy the null condition. Our proof also applies to the Einstein(-Maxwell) equations in wave
coordinates (and Lorenz gauge) if, after writing the equations as a set of nonlinear wave equations, we
then “forget” about the gauge conditions, choosing initial data for the reduced equations which does
not satisfy the gauge condition. The methods we use allow us to treat initial data which only has a
small “degenerate energy”, involving a weight that degenerates at null infinity, so the usual (unweighted)
energy might be unbounded. We also demonstrate a connection between the weak null condition and
geometric shock formation, showing that equations satisfying the weak null condition can exhibit “shock
formation at infinity”, of which we provide an explicit example. The methods that we use are very
robust and adaptable, including a generalisation of the p-weighted energy method of Dafermos and
Rodnianski [DR10a], adapted to the dynamic geometry using constructions similar to those pioneered by
Christodoulou and Klainerman [CK93]. This means that our proof applies in a wide range of situations,
including those in which the metric remains close to, but never approaches the flat metric in some
spatially bounded domain, and those in which the “geometric” null infinity and the “background” null
infinity differ dramatically, for example, when the solution exhibits shock formation at null infinity.
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Chapter 1
Introduction and overview
1.1 Introduction
After local existence and uniqueness, one of the most fundamental and foundational issues regarding
a PDE is that of global existence of its solutions. When the PDE in question is nonlinear, it is often
extremely difficult to address this issue in full, but a first step towards a complete understanding can
sometimes be made by restricting to suitably small initial data. This problem is also important in itself,
as it can be interpreted as a kind of “stability” of the trivial solution. It addresses the following question:
do all suitably small perturbations of the trivial initial data lead to solutions which, at least, exist for
all time? In answering this question, we usually have to obtain a good understanding of the solutions
and their asymptotics, meaning that stronger kinds of stability (for example, “asymptotic stability”) are
often also proved.
In this paper we examine this problem as it pertains to (systems of) nonlinear wave equations in 3+1
dimensions. These systems are ubiquitous in physics, playing a role in many fields, from fluid dynamics
to general relativity. As such, understanding the behaviour of their solutions is of the utmost importance.
The (local and global) behaviour of linear waves is, of course, well understood, and the solution to the
local-in-time problem is also classical, at least in the high-regularity setting (see, for example, [Sog08]).
In fact, standard methods show that all nonlinear wave equations of the sort we will study in this paper
have local-in-time solutions, given sufficiently smooth data.
In contrast, the global-in-time behaviour of solutions to nonlinear wave equations is far more subtle
and intricate. For example, the scalar wave equation1
φ = (∂tφ)2 −
3∑
i=1
(∂iφ)
2 (1.1)
has global solutions for all small initial data, whereas the equation
φ = (∂tφ)2 (1.2)
possesses solutions arising from arbitrarily small initial data, but which blow up2 in a finite time (see
[Joh81]). So, while it is true that certain nonlinear wave equations possess global solutions for small
initial data, other equations exhibit finite-time blowup, and these equations can look superficially very
similar. An important question then becomes the following: what are the conditions on the nonlinearity
which guarantee global existence for small initial data?
A small set of particular nonlinear equations can be transformed by some “trick” into simpler (e.g.
linear) equations (see the example attributed to Nirenberg in [Kla80]) allowing for their solutions to be
analysed. However, the first major insight which allowed a whole class of nonlinearities to be treated
was made by Klainerman ([Kla80]). Here, Klainerman identified a condition on the nonlinearities which
1Here, as elsewhere in this work,  is the standard flat space wave operator in four dimensions, i.e.  = −∂2t + ∆.
2In fact, the situation is even worse: all non-trivial, smooth, compactly supported initial data leads to solutions that
blow up in a finite time!
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was later3 proven (independently, in both [Kla86] and [Chr86]) to guarantee global existence for all
sufficiently small data. This condition is usually known as the null condition, but in this work, in order
to avoid confusion with our subject, we will refer to it as the classical null condition.
The identification of the classical null condition was important in a number of respects. First, it
made it possible to examine a system of equations and to determine that it possesses global solutions
for small initial data, simply by examining the structure of the equations, i.e. without constructing the
solutions or carrying out any detailed estimates. This is of particular importance when the equations
in question arise from physics, since, as we have already noted, it frequently has an interpretation as
a global stability result. Second, it identifies the relevant difference between equations (1.1) and (1.2):
the former satisfies the classical null condition while the latter does not. Third, the null condition can
be interpreted physically, and this provides insight into the failure of global existence in equations like
equation (1.2). Specifically, the null condition rules out nonlinear interactions between wave packets that
are travelling along the same outgoing null geodesic. This makes sense in view of the fact that wave
packets that are localised around the same outgoing null geodesic can interact for an arbitrarily long
time, in contrast to those which are travelling in different directions.
Despite its many successes, the classical null condition does not quite give a complete answer to
the question “what are the structural conditions on a nonlinear wave equation which guarantee global
existence for small data?” To be precise, although the classical null condition is sufficient to guarantee
global existence for small data, it is not necessary. Indeed, several systems4 have been discovered
which, although they do not satisfy the classical null condition, nevertheless possess global solutions for
all sufficiently small initial data. All of these systems obey a weaker condition, called the “weak null
condition” (first described in [LR03]). We postpone the definition of this condition to section 1.2, as it
is slightly technical and requires the introduction of some notation.
Thus far, no general proof has been presented proving that all nonlinear wave equations satisfying
the weak null condition in fact possess global solutions for sufficiently small data. Such a proof would
do for the weak null condition what Klainerman’s work [Kla80] achieved for the classical null condition.
The work presented here takes a significant step in this direction. Specifically, we identify a large
class of systems that satisfy, in addition to the weak null condition, an extra hierarchical condition on
the nonlinearities. This hierarchical condition generalises the algebraic condition on the semilinear terms
identified in [Ali06] and extended in [HY18], in that our semilinear hierarchy is allowed to consist of more
than two “layers”, and (perhaps more significantly) in that we allow for quasilinear wave equations.
After introducing the hierarchical weak null condition, we then show that all systems satisfying this
condition possess global solutions for all sufficiently small initial data. As far as we are aware, all systems
that have been studied so far, and which possess global solutions for all sufficiently small initial data, are
actually of this hierarchical form. In particular, the Einstein equations in wave coordinates are a special
case of the equations we study. However, we cannot show that all equations satisfying the weak null
condition are of this hierarchical form. The small-data global existence of solutions obeying the weak
null condition but not obeying our hierarchical condition (if any such equations exist!) thus remains
open.
One example of a system obeying this weak null hierarchical condition is the Einstein equations
in harmonic (or “wave”) coordinates. This has already been shown to have global solutions for small
initial data in the pioneering work of Lindblad and Rodnianski [LR10], however, their methods differ
significantly from the methods used here. For one thing, we use the rp-weighted energy method, which
they did not; this is discussed in more detail below. Also, [LR10] made significant use of the wave
coordinate condition itself5. If this condition holds, then there are significant simplifications in many of
the calculations, however, it cannot be assumed to hold for the more general equations we consider in
this work.
It is worth pointing out that the simplifications offered by the wave coordinate condition can be
utilised in at least two ways. First, it would be possible to obtain a much shorter and simpler proof of
global stability, which nevertheless uses the rp-weighted energy method. For example, we can use the
extra structure in the Einstein equations to avoid the need to introduce a “geometric foliation”, and this
3The original paper of Klainerman [Kla80] was limited to spaces with spacial dimension at least six, whereas we are
concerned here with equations in R× R3.
4Chief among these systems are the Einstein equations in wave coordinates, which we will discuss in depth later.
5For the “reduced Einstein equations”, which are a set of nonlinear wave equations, it turns out that, if this condition
is imposed on the initial data, then it remains true throughout the solution.
5
in turn would simplify our analysis drastically. There are many other issues, for example, involving error
terms with “critical” decay rates, which can also be handled in a quicker and simpler way using the wave
coordinate condition. Overall, this would lead to a much shorter and simpler proof, which would still
retain the advantages of the rp-weighted method.
Alternatively, we could retain the geometrical approach and instead use the extra structure to gain
additional control over the solutions. For example, when carrying out the p-weighted energy estimates,
it appears that it would be possible to take larger values of p in the Einstein equations than in the more
general systems that we consider, and this would lead to several important consequences, such as the
existence of the radiation field and faster decay towards timelike infinity.
We do not carry out either of these programmes in full in this work. Instead, we have chosen to
keep the analysis as general as possible, and so we have not assumed that the wave coordinate condition
holds. This means that our approach can be applied to a much larger range of problems, and is not
limited to the Einstein equations in wave coordinates. For example, we can treat the “reduced Einstein
equations”, which are the Einstein equations expressed in wave coordinates, but we do not have to use
initial data which satisfies the wave coordinate condition.
For a more complete discussion of the extra structures present in the Einstein equations, and the
ways this can be used to help the analysis, see subsection 1.5.9.
Before moving on to discuss some of the issues raised above in more detail, we briefly mention some
of the methods used in our proof. We have endeavoured, as far as possible, to use methods which are as
robust as possible, and which will generalise most easily to other settings. Of particular note is our use of
the rp-weighted energy method, introduced in [DR10a]. This method avoids the use of a large number of
approximate symmetries to obtain decay, and instead relies on showing that, through a suitable foliation,
the energy itself decays. It can therefore be applied in a range of situations in which the approximate
symmetries are absent, or are otherwise difficult to make use of due to the presence of fields which do
not interact well with these approximate symmetries6.
Furthermore, these methods provide a “black box” that can be used in other problems. Specifically,
consider wave equations on a manifold made up of two regions: an “asymptotic region” which is similar
to the space we study, joined to an “interior region” which might be significantly more complicated7. In
such a case, the methods presented in this paper can be easily adapted to handle the asymptotic region,
provided that suitable control over the solution is established in the interior region, reducing the problem
to one of studying the interior region alone. This kind of approach has already proved extremely fruitful
in the context of linear waves on black hole backgrounds - see, for example [DR10b; DRS16; DR11;
Mos16a; Mos16b].
Overview
1.2 The weak null condition
Let {L,L,XA} be a “null frame”, consisting of the outgoing null vector field8 L = ∂t + ∂r, the ingoing
null vector field L = ∂t−∂r and orthonormal vector fields X1, X2 tangent to the spheres of constant t and
r (see figure 1.1). Then the classical null condition rules out any quadratic nonlinear terms proportional
to (Lφ)2. One way to understand why this ensures global existence is to realise that we expect a different
decay rate for (Lφ) compared to the other derivatives. For example, if φ satisfies the linear wave equation
6An example of the latter situation is the presence of a Klein-Gordon field (i.e. a massive scalar field) coupled to the
wave equations. For example, one can consider the stability of Minkowski space with a massive scalar field. In this case,
the scaling vector field does not have good commutation properties with the Klein-Gordon field, however, in this case this
difficulty can be overcome ([LM16; Wan16])
7Perhaps the most important of such situations are the “asymptotically flat” spacetimes of general relativity.
8Here, t, x1, x2, x3 are standard rectangular coordinates on R4, and r =
√
(x1)2 + (x2)2 + (x3)2.
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and arises from smooth, compactly supported data, then it is fairly easy to obtain the bounds
|Lφ|
|X1φ|
|X2φ|
 . (1 + t)−2
|Lφ| . (1 + t)−1
As such, we refer to the L derivatives as “bad derivatives”, and the other null frame derivatives as
“good derivatives”. The classical null condition ensures that, in every pair of derivatives appearing in
the quadratic nonlinear terms, at least one derivative is a “good derivative”. Note that, throughout this
work, we are restricting to derivative nonlinearities, at least in the quadratic nonlinear terms.
Figure 1.1: A diagram of the null frame vector fields. The vector fields L and L are both null, future
directed, and orthogonal to the spheres of constant r and t. The vector field L points away from the
origin r = 0 while the vector field L points toward the origin. The vector fields XA are tangent to the
spheres of constant r and t. Note that we have suppressed a dimension, so these spheres appear as circles.
Note also that in the null frame that we actually use, the time t must be replaced by the “geometric
retarded time” τ .
Motivated by these kinds of considerations, Ho¨rmander introduced asymptotic systems (see [Ho¨r87;
Ho¨r97]). To construct the asymptotic system corresponding to a given set of nonlinear wave equations,
we first “throw away” all the terms that involve only good derivatives, together with quadratic terms
that involve at least one good derivative, and also all cubic and higher order terms. In this way, we
can obtain transport equations for the variables (rLφ) along the outgoing null geodesics. For example,
if φ satisfies a linear wave equation or a wave equation obeying the classical null condition, then the
corresponding equation for φ in the asymptotic system is
L(rLφ) = 0
The solution to this transport equation is trivially obtained by integrating from the surface on which we
place initial data.
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On the other hand, if φ satisfies (1.2), then the corresponding asymptotic system can be written as
L(rLφ) =
1
4
r−1(rLφ)2
If we define u = t−r and work in coordinates (u, r, θ, φ), then L = ∂∂r . So, with respect to this coordinate
system, we can write the asymptotic system as
∂
∂ log r
(rLφ) =
1
4
(rLφ)2
This has the form of a Riccati equation. Suppose that (rLφ) takes the value (rLφ)0 at some point
on the initial data surface with r coordinate r0, and consider the solution along an integral curve of L
originating from this point, parameterised by r. Then the solution along this integral curve is given by
(rLφ)(r) =
1
((rLφ)0)−1 − 14 (log r − log r0)
In particular, if ((rLφ)0)
−1 is ever positive, then the solution will become singular at the point
r = r0e
4((rLφ)0)
−1
In particular, (rLφ)0 can be arbitrarily small, and yet the solution will still become singular in finite
time.
In these two cases, at least, the asymptotic system correctly predicts the behaviour of solutions to
the associated wave equations. This motivates the following:
Definition 1.2.1 (The weak null condition). Let φ(a) be a system of nonlinear wave equations such
that the corresponding asymptotic system possesses global solutions for all sufficiently small initial data.
Suppose also that, for all sufficiently small initial data, the solutions to the asymptotic system obey the
bound
|(rLφ(a))| . (1 + r)C
where  = sup(initial data) |rLφ(a)| and C is any fixed numerical constant.
Then we say that the system satisfies the weak null condition.
The condition on the growth rate of the solution must be made for technical reasons - see chapter 5.
1.2.1 The semilinear hierarchy
A simple example of a system which does not obey the classical null condition but which does obey the
weak null condition is the following:
φ1 = 0
φ2 = (∂tφ1)2
(1.3)
The presence of the term (∂tφ1)
2 in the equation for φ2 means that this system fails to satisfy the classical
null condition. However, the corresponding asymptotic system is
∂
∂ log r
(rLφ1) = 0
∂
∂ log r
(rLφ2) =
1
4
(rLφ1)
2
where, again, we are working in (u, r, θ, φ) coordinates, where u = t− r. This evidently obeys the weak
null condition: rLφ1 is just a constant, and (rLφ2) can grow logarithmically. Similarly, it is easy to
show that the original set of wave equations (1.3) possesses global solutions for small initial data: these
equations can first be solved for φ1, and then this can be treated as a source term in the equation for φ2.
8
For a slightly more complicated example, we can consider the following system:
φ1 = 0
φ2 = (∂tφ1)(∂tφ2)
(1.4)
Again, the presence of the term (∂tφ1)(∂tφ2) in the equation for φ2 means that this system fails to satisfy
the classical null condition. This time, the corresponding asymptotic system is
∂
∂ log r
(rLφ1) = 0
∂
∂ log r
(rLφ2) =
1
4
(rLφ1)(rLφ2)
This asymptotic system predicts that (rLφ2) can grow like r
C, so the system obeys the weak null
condition. Again, it is possible to show that the asymptotic system accurately describes the global
dynamics of the system9, but the proof of this is significantly more involved.
Common to both of these examples is a certain hierarchical structure in the semilinear terms. In fact,
it turns out that with a suitable handling of quasilinear terms, all examples which have been studied so
far exhibit a hierarchical in their semilinear terms. This semilinear hierarchy is of the following form:
Definition 1.2.2 (The semilinear hierarchy).
• Each field φ(a) can be placed into a certain set of fields Φ[n], with [n] = 0, 1, . . . , N1
• The quadratic semilinear terms in the wave equations for fields in the set Φ[0] obey the classical
null condition
• The quadratic semilinear terms in the wave equation for a field in the set Φ[n] (with n ≥ 1) that
involve two L derivatives involve either a pair of fields from lower in the hierarchy, or a pair
consisting of one field in the set Φ[n] together with a field in the set Φ[0]
see figure 1.2 for a diagrammatic representation of this hierarchy.
We will refer to such systems as systems satisfying the hierarchical weak null condition. It is fairly
easy to see that all such systems also satisfy the weak null condition, as defined above. It is equations of
this form that we will handle in this paper. Indeed, the main result of this paper is that systems obeying
the hierarchical weak null condition admit global solutions for sufficiently small initial data.
1.2.2 Quasilinear equations
In the discussion above, we have focussed exclusively on semilinear equations. However, there are also
examples of quasilinear wave equations which obey the weak null condition. For example, in [Ali03]
Alinhac studied equations of the form
φ+ c(φ)2 /∆φ = 0 (1.5)
where /∆ is the Laplacian operator on the sphere of radius r and c(0) = 1 is smooth. Also, in [Lin08]
Lindblad studied the equation
(g−1)ab(φ)∂a∂bφ = 0 (1.6)
where this equation is given in the standard rectangular coordinates, and where (g−1)ab(φ) = mab +
hab(φ), with mab the (inverse of the) Minkowski metric, and hab(φ) some tensor with rectangular com-
ponents that are linear10 in φ. Finally, Lindblad-Rodnianski studied the Einstein equations in wave
coordinates in [LR10]. In this form, the Einstein equations take the form of a system of quasilinear wave
equations for the wave-coordinate components of the metric.
In all of these cases, the authors were able to show global existence for sufficiently small initial data,
despite the quasilinear nature of the equations. In fact, these equations were also shown to obey the
9In other words, the solution to the asymptotic system and the solution to the original system of wave equations have
the same asymptotics.
10In fact, quadratic and higher order terms can be included in the metric, but these lead to cubic (and higher order)
nonlinearities in the wave equation, which are much easier to handle.
9
Bottom level of the hierarchy 
First level of the hierarchy
Second level of the hierarchy
Figure 1.2: A figure illustrating the structure of the semilinear hierarchy in a case where the hierarchy
consists of three levels. On the left, we illustrate the three levels, with the pairs of arrows between
the levels representing possible pairs of “bad” semilinear terms. On the right, we show a diagram of
a particular system of wave equations satisfying the hierarchical null condition, also with three levels,
and where each pair of “legs” represents a bad semilinear term. Note that each pair of legs either has
the property that both legs point to fields at a lower level of the hierarchy, or it has the property that
one leg points to a field at the bottom level and one leg points to a field at the same level. The system
illustrated is of the form
˜gφ(1) = 0
˜gφ(2) = 0
˜gφ(3) = (∂φ(1))(∂φ(3))
˜gφ(4) = (∂φ(1))(∂φ(2))
˜gφ(5) = (∂φ(1))(∂φ(6))
˜gφ(6) = (∂φ(3))(∂φ(4))
˜gφ(7) = (∂φ(4))2 + (∂φ(2))(∂φ(7))
weak null condition (see [Lin92] for the first two equations, and [LR03] for the Einstein equations). A
key point is that, in the case of a quasilinear system, the wave operator needs to be modified by the
addition of certain semilinear terms. This is the reason why, for example, Lindblad studied the equation
(g−1)ab∂a∂bφ = 0 rather than gφ = 0: these two equations differ by certain semilinear terms, related
to the Christoffel symbols in rectangular coordinates. This modified wave operator is sometimes called
the reduced wave operator.
In this paper, we generalise this idea to more complicated systems of quasilinear wave equations,
and show how to construct the appropriate “reduced” wave operator for these systems. The semilinear
hierarchy is then defined with respect to this reduced wave operator, i.e. we require that the hierarchical
structure is present in the semilinear terms after making the suitable modification to the wave operator.
Furthermore, the component of the metric perturbation11 which multiplies two “bad” derivatives is
required to be in the set of fields Φ[0], that is, it is required to be at the bottom level of the hierarchy.
Note that the cases covered by Alinhac and Lindblad are scalar wave equations, so there is no question of
a hierarchy, whereas the Einstein equations in wave coordinates are rather special, since, along with the
wave equations, we also have the harmonic coordinate condition itself, which is not a wave equation but
a relation between certain first derivatives of the metric components. See chapter 5 for further details of
11Specifically, the metric is given in terms of rectangular indices as gab = mab + hab, where m is the Minkowski metric,
and the hab depend on the fields φ(a). Then the component in question is hLL.
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the general quasilinear structures that we consider, and see subsection 1.5.9 for further discussion of the
Einstein equations in wave coordinates.
1.2.3 Changing the basis sections
A natural question to ask, given the discussion above, is whether all systems of equations which satisfy
the weak null condition also satisfy the hierarchical weak null condition. Unfortunately, this is not the
case, and in fact there exist rather trivial counterexamples. Consider the system
φ1 = (∂tφ1 − ∂tφ2)2
φ2 = (∂tφ1 − ∂tφ2)2
This system does not exhibit a hierarchy in its semilinear terms. Nevertheless, it does satisfy the weak
null condition, and indeed possesses global solutions for sufficiently small data. This is easily seen by
defining φ3 := φ1 − φ2; then the system for the variables φ3, φ2 is identical in form to the system (1.3).
Of course, our proof also holds in for systems of this kind. In other words, if a system can be put into
a form which does exhibit a semilinear hierarchy by a redefinition of the fields, then our proof clearly
shows that this system possesses global solutions for sufficiently small initial data.
Stated more geometrically, the example above illustrates a “change of basis sections”: see chapter 5
for a more detailed discussion. Informally, this might be called a “field redefinition”. Suppose that we
have a set of N1 fields satisfying a system of nonlinear wave equations on a manifold M. Then we can
consider changing variables to a different set of N1 fields, satisfying equations that can be deduced from
the original set of equations. It may be the case that the hierarchy is only evident after such a “field
redefinition”.
The Einstein equations in wave coordinates offer another example of this kind of phenomenon. In this
case, the wave-coordinate components of the metric satisfy a set of nonlinear wave equations, however,
in this form the nonlinear terms in these equations do not have a hierarchical structure. A hierarchical
structure is, however, present (see [LR03]); it is made manifest by considering the null-frame components
of the metric, rather than the wave-coordinate components (see figure 1.7). In this case, the transforma-
tion from wave-coordinate components to null-frame coordinates is point dependent, that is, a different
transformation12 needs to be applied at each point in the manifold M. Hence, when expanding the
fields with respect to the new basis of sections, the new fields will satisfy wave equations with additional
inhomogeneous terms, due to the action of the wave operator on the change-of-basis operator. Handling
this needs extra care, particularly when the change-of-basis also depends on the solution itself, as is the
case for the Einstein equations - in this case, the null frame is constructed to be null with respect to the
metric, but the metric is the solution of the equations! However, we are also able to handle this kind of
case with our methods.
In summary, we can extend our theorem to apply to systems of equations which only exhibit a
semilinear hierarchy after a change of basis sections, and moreover, we can allow (with some technical
restrictions) this change-of-basis to depend on the point on the manifold at which we change the basis,
and even to depend on the solution to the wave equation.
We are now ready to state the first version of the theorem proved in this work:
Theorem 1.2.3 (Main theorem, first version). All systems of nonlinear wave equations with derivative
nonlinearities satisfying the hierarchical weak null condition possess global solutions for sufficiently small
initial data.
Note that [Ali06] considers a special case of this hierarchical structure, where all but one field is at the
“bottom level”, and consequently there are only two levels in the hierarchy. Furthermore, [Ali06] only
considered semilinear equations. Also, despite the title of this article, it did not establish that “blowup
at infinity” actually occurs - this is done for the first time, as far as we are aware, in appendix C of this
work.
12This is the case even if the metric g is the flat Minkowski metric m since, for example, we have Li = x
i
r
.
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1.2.4 Example systems
We now provide some examples of systems to which our analysis applies. We have already mentioned the
semilinear systems given in equations (1.3) and (1.3). More generally, we could consider the semilinear
system
φ(a) =
(
F
(b)(c)
(a)
)µν
∂µφ(b)∂νφ(c)
where the tensor fields F are independent of the fields φ(a) and satisfy(
F
(b)(c)
(a)
)µν
=
(
F
(c)(b)
(a)
)µν
(
F
(b)(c)
(a)
)
LL
:=
(
F
(b)(c)
(a)
)µν
LµLν(
F
(b)(c)
(a)
)
LL
= 0 if
{
a > b , or
a = b and c ≥ 1
This generalises systems (1.3) and (1.3) to hierarchies of arbitrarily high order, and to a wider class of
nonlinearities.
We can also handle quasilinear equations, including the scalar quasilinear equations studied by Al-
inhac (1.5) and Lindblad (1.6). We can combine these examples with those above, to form quasilinear
systems of nonlinear wave equations with the semilinear structure: that is, systems of the form
˜gφ(a) =
(
F
(b)(c)
(a)
)µν
∂µφ(b)∂νφ(c)
where ˜g is the “reduced” wave operator associated with the metric g (see chapter 5) and the tensor
fields
(
F
(b)(c)
(a)
)µν
are required to satisfy the same conditions as above. Here, g = m+ h, where m is the
Minkowski metric and h = O(φ) is such that the field hLL can be expressed in terms of fields φ(a) that
are at the bottom level of the hierarchy.
Additionally, we can handle situations in which a point-dependent change of basis is required to make
the semilinear hierarchy manifest. For example, consider the nonlinear covector wave equation
Uµ = (divU)Kν(DµUν)
where Kν is some fixed (bounded) covector field and D is the covariant derivative operator. Here, Uµ is
to be treated as a spacetime covector. This equation could be “scalarised” by expressing it with respect
to the usual rectangular vector fields, in which case it takes the form
Ua = (divU)Kc(∂aUc)
where now the rectangular components of U , Ua, are a set of scalar fields. The semilinear hierarchy in
this system can be made manifest by expressing the system in a null frame, in which it reads
(U)L =
(
−1
2
(LU)L − 1
2
(LU)L + (/g
−1)AB(XAU)B
)
(LU)K
(U)L =
(
−1
2
(LU)L − 1
2
(LU)L + (/g
−1)AB(XAU)B
)
(LU)K
(U)A =
(
−1
2
(LU)L − 1
2
(LU)L + (/g
−1)AB(XAU)B
)
(XAU)K
see chapter 2 for an overview of the notation used here. One important point is that derivatives act on
the rectangular components, as indicated by the fact that the frame indices are placed outside of brackets.
Hence, for example,
(LU)L := (LUa)L
a
Importantly, the only term involving two “bad” derivatives is the term (LU)L(LU)K , which appears
in the equation for the field UL. However, this “bad” semilinear term involves the field UL, while the
12
equation for the field UL has the classical null structure. In other words, UL is at the bottom level of
the hierarchy (as are the fields UA), while UL is at the first level of the hierarchy. A semilinear version
of this equation could also be developed, in which the metric is allowed to depend on the fields U , but
care must be taken in this case to ensure that the principle symbol does not change.
Next, we mention the Einstein equations in wave coordinates. These were shown to admit global
solutions in the pioneering work of [LR10]. The equations take the form
˜ghab = Fab(∂h, ∂h) +O(h(∂h)2)
where the components of the metric g in wave coordinates are given by
gab = mab + hab
where mab are the components of the Minkowski metric in the standard rectangular coordinates
13. The
fields inhomogeneous terms Fab are given by
Fab(∂h, ∂h) = (g
−1)cd(g−1)ef
(
1
4
(∂ahcd)(∂bhef )− 1
2
(∂ahce)(∂bhdf )
)
+Qab(∂h, ∂h)
where the semilinear terms Qab satisfy the classical null condition. Again, expressed relative to these
wave coordinates, no semilinear hierarchy is present. However, if we express these fields relative to the
null frame, then we find that the only term which does not obey the classical null condition is in fact
FLL(∂h, ∂h) = −1
4
(Lh)LL(Lh)LL − 1
2
(Lh)LL(/g
−1)/µ/ν(Lh)/µ/ν +
1
2
(/g
−1)/µ/ν(Lh)L/µ(Lh)L/ν − |̂L/h|
2
where (̂L/h)
/µ/ν
is the trace-free part of the tensor (L/h)/µ/ν (again, see chapter 2 for the notation used here).
The important point is that this appears as the semilinear term in the equation for hLL, but there is no
term of the form (Lh)2LL in FLL. In other words, every null frame metric component is at the bottom
level of the hierarchy, except for hLL which is at the first level of the hierarchy.
In fact, there is a lot more structure in the Einstein equations that can be exploited, which can give
improved behaviour relative to most of the other systems discussed above. This additional structure was
used extensively throughout the proof of Lindblad-Rodnianski [LR10]. See subsection 1.5.9 for a more
detailed discussion of this extra structure and the ways in which it can be exploited. One important
point to note, however, is that these other structures require both the gauge condition and the constraint
equations to be satisfied. We can, instead, consider the Einstein equations in wave coordinates, and then
forget the gauge condition and the constraint equations. This might actually be important for certain
applications - for example, in numerical relativity, it is often impossible to impose a gauge condition
and the constraint equations exactly. Alternatively, on a more technical note, certain proofs rely on an
iterative procedure, where solutions only satisfy the constraints or the gauge conditions in the limit.
In these cases, the work done here shows (for the first time) that the resulting equations admit global
solutions for sufficiently small data14.
Finally, we mention the coupled Einstein-Maxwell system, in harmonic coordinates and Lorenz gauge.
This was first treated in [Zip00], using a framework similar to that used by Christodoulou and Klainerman
in [CK93]. A treatment similar to that outlined below was later given in [Loi08] (see also [Spe14]). Here,
we work in harmonic coordinates xa as above, so the functions xa satisfy
gxa = 0
We also work in Lorenz gauge, so the field strength F is given by the exterior derivative of a one-form
A which in turn satisfies the gauge condition
divA = DµAµ = 0
13i.e. m00 = −1, mij = δij and mi0 = 0
14Note that, in general, solutions to these equations will have different asymptotics to solutions that also satisfy the
constraints and the gauge conditions.
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Using the Lorenz gauge condition, the Maxwell equations DµFµν = 0 can be seen to imply the following
equation for the one-form A:
gAµ −R νµ Aν = 0
where Rµν is the Ricci curvature of the manifold. Expanding this in terms of the basis of one forms
associated with harmonic coordinates dxa, and using the harmonic coordinate condition, we find that
the harmonic coordinate components of A satisfy the wave equations
gAa − (g−1)cd(g−1)be(∂chae + ∂ahce − ∂ehac)(∂dAb) = 0
Similarly, we can deduce the equations satisfied by the harmonic coordinate components of the metric
component perturbations hab.
We will call the system obtained in this way the reduced Einstein-Maxwell equations. If we express
this system relative to the null frame, then we can see that is obeys a semilinear hierarchy. Specifically,
dropping terms involving “good” derivatives and ignoring numerical constants, we obtain a system of
the following form:
(˜gh)LL ∼ 0
(˜gh)LL ∼ 0
(˜g/h)L ∼ 0
(˜gA)L ∼ (LA)L(Lh)LL
(˜gA)L ∼ (LA)L(Lh)LL + (LA)L(Lh)LL + (L /A) · (L/h)L
(˜g /A) ∼ (LA)L(L/h)L + (L /A)(Lh)LL
(˜g/h)L ∼ (LA)L(L /A)
(˜g/h) ∼ ((LA)L)2
(˜g/h)LL ∼ (Lh)LL(Lh)LL + (Lh)LL(L/h) + (L/h)L(L/h)L + (L/h)2 + (LA)L(LA)L + (L /A)2
Showing that this system obeys a semilinear hierarchy with four levels. Hence our proof shows that
this system admits global solutions for all sufficiently small initial data. Note, however, that the gauge
conditions can be used again to replace certain “bad” derivatives with “good” ones. If we perform these
substitutions, then the system simplifies considerably and we find
(˜gh)LL ∼ 0
(˜gh)LL ∼ 0
(˜g/h)L ∼ 0
(˜gA)L ∼ 0
(˜gA)L ∼ 0
(˜g/h)L ∼ 0
(˜g/h) ∼ 0
(˜g/h)LL ∼ (L̂/h)2 + (L /A)2
which exibits a hierarchy with only two levels. Note that these two systems will exhibit different asymp-
totics. The first system can be treated entirely as a system of nonlinear wave equations, while the second
system requires us to posit initial data which satisfies both the harmonic coordinate condition and the
Lorenz gauge condition. Nevertheless, both systems admit global solutions for sufficiently small initial
data.
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1.3 The rp-weighted energy method
Now that we have detailed the kinds of equations to which our proof applies, and placed these in the
context of previous results, it is time to turn our attention to the methods used to prove global existence.
We employ various different techniques to achieve our results, but, conceptually, the central method is
the method of rp-weighted energy estimates. This was introduced in [DR10a] in the context of linear
wave equations, in which context it has proved extremely versatile and useful - see, for example, [Are11;
Hol10; DR10b; DRS16; DRS18; DHR16; Kei16; Joh18] (see also [LS06] for a related, though conceptually
different approach using fractional Morawetz estimates). On the other hand, the method has so far seen
fairly limited use in the context of nonlinear wave equations, although it has been used for semilinear
equations with the classical null condition [Yan15] as well as certain quasilinear equations in which the
quasilinear terms are particularly well behaved ([Yan16; Yan13]).
At the heart of this approach is the idea that, through a suitable foliation, the energy of a solution
to a wave equation should decay. In this way, the method differs from other vector-field based methods
(see [Kla86] for the “commuting vector fields” approach, and e.g. [Mor68] for the “vector field multi-
plier” approach), which typically seek to show that the energy is conserved (or, possibly, grows slowly).
When dealing with nonlinear equations, establishing boundedness is typically insufficient for closing the
argument, and we generally find that it is necessary to prove some form of pointwise decay for certain
quantities. Both the rp-weighted energy method and these older vector field methods rely on commuting
the equation with a certain set of vector fields, before applying a suitable Sobolev inequality, in order
to achieve this decay. They differ in that the older methods rely entirely on the use of a set of vector
fields which grow in a suitable manner to obtain this decay. In contrast, the rp-weighted energy method
obtains some of the required decay (specifically, decay towards timelike infinity) simply by establishing
that the energy itself decays.
The rp-weighted method has many advantages over alternative methods. In common with other
vector field based methods, it is extremely robust, and can be applied to a variety of different situations
with minimal modifications. In particular, it does not rely on any exact special properties of the manifold
on which we are seeking a solution, which means that it is suitable for use with quasilinear problems,
where the metric typically varies with the solution, and the resulting solutions do not posses any exact
symmetries. In addition, the rp-weighted method has an advantage over other vector field methods in
that it does not require commuting with as many vector fields, since (as mentioned above) we do not
need to obtain all of the decay through the use of suitably growing vector fields. This, in turn, brings
at least three advantages. First, the rp-weighted method is suitable for use on manifolds which do not
possess as many approximate15 symmetries - for example, black hole spacetimes, which do not admit
translation, boost or scaling symmetries. Second, the method does not require an a priori assumption
that the metric eventually settles down to some given metric (see [Yan16]). Third, the rp-weighted
method is suitable for handling wave equations that are coupled to other types of equations, in the case
where those other equations do not have good commutation properties with all of the vector fields used
in the older methods.
Another big advantage of the rp-weighted method, in comparison to other vector field based methods,
is that it achieves a certain decoupling of problems relating to wave propagation (this point was already
appreciated and emphasised in [DR10a]). It is common to encounter problems where the setting can
be divided into two regions: an “interior” region exhibiting complicated dynamics, and an “exterior” or
“asymptotic” region which is similar to flat space16 In these cases, the rp-weighted method can be used
to control the solution in the asymptotic region, provided that certain other estimates can be established
in the interior region. There are many different “interior” regions, but all “exterior” regions exhibiting
suitable asymptotics can be handled at once using the rp-weighted energy estimates. This leaves the
only problem as that of establishing suitable estimates in the interior. For this reason, the rp-weighted
energy estimates have been referred to as a “black box” for handling the asymptotic region.
15Here, “approximate symmetries” should be understood as meaning that the error terms one encounters if the symmetry
is not exact can all be dealt with.
16Again, black hole spacetimes provide an illustrative example of this situation.
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1.3.1 The need for a geometric foliation
As stated above, at the core of the rp-weighted method is the idea that, through a suitable foliation,
the energy of waves decays. It turns out that a “suitable” foliation is one whose leaves are achronal17,
asymptotically null, and where points are related to each other by flowing along a vector field that is
uniformly timelike18.
In this paper, we are dealing with quasilinear wave equations, i.e. equations in which the metric
depends on the solution to the equations. At the same time, we are also working with equations on
R× R3. Hence there are two possible interpretations of a “null hypersurface”, which we will refer to as
the “background” and the “geometric” interpretations respectively. Since our foliations are only required
to be asymptotically null, they can be made to agree with one another in some spatially compact region.
On the one hand, we can use the “background” structure of the manifold as R × R3 to define
“null” hypersurfaces. That is, if (t, x1, x2, x3) are the standard coordinates on R × R3 (i.e. t ∈ R and
(x1, x2, x3) ∈ R3) then we can define the “background” radial coordinate r := √(x1)2 + (x2)2 + (x3)2.
Then, we can define the variable u(background) as u = t − r. A possible foliation of our spacetime is
then given by joining the level sets of u(background) in the region r ≥ r0 to the level sets of t in the
region r ≤ r0. We refer to this as the “background null foliation”. In the region r ≥ r0 it is null
with respect to the Minkowski metric m, which, in the (t, x1, x2, x3) coordinate system, has components
m = diag(−1, 1, 1, 1).
On the other hand, the dynamic metric g can be used to define null geodesics. In other words, we
can consider null geodesics with respect to the metric g that appears in the system of wave equations,
and which can depend on the solution to that system. To be more precise: we can define the function
u by the requirement that u = t − r0 on the surface r = r0, and that u is constant along outgoing null
geodesics19 originating from the surface r = r0. Again, we can join the level sets of u in the exterior
region r ≥ r0 to the level sets of t in the interior region r ≤ r0 to define a foliation. We refer to this20
as the “geometric null foliation”. See figure 1.3 for diagrams of these different foliations. Note that the
foliations agree in the region r ≤ r0, but can differ in the region r ≥ r0.
It is with respect to the geometric foliation that we can expect energy decay. This should be obvious
from the fact that the wave equations are not defined with reference to the “background” structure
(i.e. the Minkowski metric m or the coordinates (t, x1, x2, x3, x4)) but, instead, they make use of the
“geometric” structure provided by the metric g. To put this another way: we can expect the majority
of the energy of the waves to flow along the characteristic curves for the wave equation, which are just
the null geodesics of the metric g. Therefore, it appears that we need to use the geometric null foliation
and not the background null foliation.
We shouldn’t give up on the background foliation so easily, however. After all, things are a lot
easier if we can work with a foliation that is defined independently of the solution we are seeking.
Indeed, when proving the nonlinear stability of Minkowski space, Lindblad and Rodnianski [LR10] used
a “background” foliation, whereas Christodoulou and Klainerman [CK93] define their foliation in a fully
“geometric” manner. This is one of main reasons that the proof given in [LR10] is vastly simpler (and
shorter!) than that given in [CK93]. Moreover, [Yan16] managed to use a “background” null foliation,
together with rp-weighted energy estimates, to handle certain quasilinear wave equations.
However, the authors of both [LR10] and [CK93] worked with foliations with uniformly spacelike
leaves, and, unlike the case of null leaves, we can expect a foliation that is spacelike with respect to
m to be spacelike with respect to g as well. Furthermore, the equations considered in [Yan13] involve
quasilinear terms that are particularly well behaved. Indeed, from the point of view of energy estimates,
these quasilinear equations behave like wave equations with the classical null condition, with a few
minor additional complications. Indeed, [Yan13] could have used a foliation by hyperboloidal leaves,
17Strictly speaking, achronality is not required - [Yan13] used a foliation by leaves which are asymptotically null but
might be timelike in places. Nevertheless, there are “enough” leaves which are asymptotically achronal in a suitable fashion
for this foliation to work.
18This last condition is required in order to rule out foliations like the “hyperboloidal foliation” used, for example, in
[Kla85; LM15; LM16], in which the leaves of the foliation asymptotically approach each other, while also being asymptot-
ically null. Because the leaves approach one another asymptotically, we cannot expect the energy to decay through such a
foliation!
19It is fairly easy to see that such a u satisfies the eikonal equation g−1(du, du) = 0.
20Perhaps we should say that this foliation is only truly “geometric” (i.e. defined relative to the metric g) in the region
r ≥ r0. However, as long as g and m are suitably close, the leaves of this foliation will be spacelike (with respect to g) in
the region r ≤ r0, which is all that we require.
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Figure 1.3: “Penrose diagrams” illustrating the geometric and non-geometric foliations with respect
to different compactifications. In all three figures, the red lines depict the leaves of the “background”
foliation, while the blue lines represent the leaves of the “geometric” foliation. The solid black line on
the left of each figure is the line r = 0, and the dotted black line in the interior of each figure represents
the hypersurface r = r0. Note that all of the foliations agree in the region r ≤ r0.
In subfigure i), we have compactified with respect to the “background” geometry, so that the lines of
constant (t−r) are straight lines at forty five degrees. In other words, this is a conformal compactification
with respect to the “background” metric m, and not the metric g. Note that, if we reduce the space to a
two dimensional space by quotienting out by the usual action of SO(3) on the spheres of constant (t− r)
and r, then the “geometric” foliation is not invariant under this action. Hence the red lines cannot really
represent the geometric foliation - they can be taken either as an indication of the type of behaviour of
this foliation, or alternatively, as representing a single angle on the sphere.
Subfigure ii) shows the same foliations, but this time we have performed a conformal compactification
with respect to the dynamic metric g, so that this time the hypersurfaces of constant u are drawn as
straight lines at forty five degrees. In other words, this is a true Penrose diagram for the manifold (M, g).
Note that the hypersurfaces of constant (t−r) (i.e. the red lines) can be timelike in some regions (though
not in the region r ≤ r0), which is one reason why this foliation is unsuitable. The same comments apply
as above: this time, the blue lines can only really be taken as representing a single angle on the leaves
of the background foliation.
Subfigure iii) shows another possible scenario. We have again compactified with respect to the dynamic
metric g. However, this time, the leaves of constant t− r all approach the same value of u. We expect
to see energy decay through the geometric foliation, but, in this case, it is clear that we cannot expect
the energy to decay through the background foliation.
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which are spacelike and only asymptotically null (as used in [Mos16a]), which would have avoided the
issues associated with timelike portions of the leaves.
Despite the potential advantages, it is in fact not possible to use the background null foliation in the
case we consider. Nor is it possible to adapt this foliation in a simple way in order to produce a suitable
foliation21. The reason for this can be easily seen from figure 1.3. The issue is that the leaves of the
background null foliation and the leaves of the geometric null foliation can diverge from one another - it
turns out that they can diverge at a rate ∼ r, for initial data of size . Hence, as shown in figure 1.3
iii), it might be the case that the energy of a wave decays with respect to the geometric foliation but
does not decay with respect to the background foliation.
It is worth comparing this with the case studied in [Yan13]. There, the quasilinear terms behave
better, and it is possible to show that the leaves of a geometric foliation can only move away from
the background null leaves by some finite amount. Ultimately, this is responsible for the fact that
the background foliation is “good enough” to apply the rp-weighted energy method: we can expect
energy decay with respect to the background foliation, since this closely follows the geometric foliation.
Alternatively, we can compare our case with the special case of the Einstein equations in harmonic
coordinates. Here, the leaves of the background foliation and the leaves of the geometric foliation
diverge, but they only diverge logarithmically, and (using the special structures present in the Einstein
equations) it is possible to correct for this by modifying the background leaves in a manner that depends
only on the initial ADM mass of the spacetime. No such modification is available in the general case
that we consider.
We therefore use a geometric null foliation in this work. We note that, although this increases the
complexity of our treatment, we also gain something from this approach. Namely, this method gives
some insight into the geometric origin of various observed phenomena, such as the slow decay towards
null infinity, which can arise due to “shock formation at infinity” (see section 1.4.1). Also, since we are
making full use of the geometric structure in the equations, we can expect our estimates to be slightly
sharper than they would otherwise be.
We also note here that, in common with other approaches, an important part of our analysis involves
foliating the leaves themselves (i.e. the level sets of u) by “spheres”. In [CK93] these spheres are the
intersection of the outgoing null foliation with surfaces of constant “time”, where these constant time
surfaces are themselves chosen to be maximal. In [Spe16], where a “background” structure is present,
the spheres are the intersection of the surfaces of constant u with the level sets of the “background”
time coorinate t. Finally, in numerous applications (for example [Luk18]), an ingoing null foliation is
constructed, and the “spheres” are the intersections of the ingoing and outgoing null leaves. In our case,
since we are interested in using the rp-weighted energy method, it is natural to define the spheres as the
intersection of the surfaces of constant u and the surfaces of constant r. In this sense, our coordinates
are similar to the classic “Bondi coordinates” near null infinity [Bon60].
1.3.2 The need for geometric commutators
The necessity of using a geometric foliation immediately leads to the requirement that we use geometric
commutators. To see why, we can focus on the angular momentum vector fields, i.e. the vector fields
that generate rotations. With respect to the “background” geometry, these vector fields can be written
as
Ω(ij) := x
i∂j − xj∂i
where i, j = 1, 2, 3. These vector fields are tangent to the spheres r = constant, t = constant. Vector
fields of this kind play a central role in obtaining pointwise bounds, since they can be used in conjunction
with the Sobolev inequality on the sphere to provide pointwise bounds with decay in r.
The leaves of our geometric foliation, however, are not themselves foliated by spheres of constant r
and t. In other words, the vector fields Ω(ij) are not tangent to the “spheres” of constant u and r, if
u is defined geometrically as above (see figure 1.4). Said yet another way, the leaves of the geometric
foliation are not “spherically symmetric” from the point of view of the background geometry. If we want
21In the special case of the Einstein equations in wave coordinates it is actually possible to use the ADM energy to adapt
the background foliation into a suitable foliation. This can be done in a way that depends on the initial data, but does not
require a full solution to be constructed in the future of the initial data surface. However, the fact that this can be done
relies heavily on the additional structures present in the Einstein equations, which are not present in a general system of
the type we study.
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to use the Sobolev inequality on these “spheres”, then we must construct appropriate vector fields which
are tangent to them, we cannot simply use the “background” angular momentum operators.
Figure 1.4: A more detailed diagram of our foliation, suppressing only one dimension. We have drawn
this from the point of view of the “background geometry”, i.e. the coordinate functions xa would define
a square grid on this diagram.
The line r = 0 is drawn as a dashed black line in the centre of the diagram. The red cylinder represents a
surface of constant r, while the blue “cone” represents a surface of constant τ . Note that, since the curves
of constant τ are defined “geometrically” (in the region r ≥ r0), this cone is deformed relative to the
standard cone. The blue “cone” and the red cylinder intersect along the green curve, which represents
a “sphere” of constant τ and r. If we had not suppressed one dimension, then the green deformed circle
would be replaced by a deformed sphere.
The “background” angular momentum operators act by rigidly rotating the (red) cylinder of constant r
around the axis r = 0. It should be clear, from this diagram, that the vector fields which generate these
rotations are not tangent to the (green) “sphere”. In other words, this “sphere” is not invariant under
the action of the background angular momentum operators.
The approach taken in [Chr07] and subsequently [Spe16] is to project the angular momentum opera-
tors onto the spheres, using a projection operator which is constructed from the metric g. Although we
will not take precisely the same approach (see subsection 1.5.5 for the details), our methods are similar in
spirit. The key point is that the commutation operators are constructed in such a way that they depend
on the metric g, and hence they depend on the solution to the wave equation. This, in turn, is responsible
for a lot of the technical difficulties we must overcome: for example, we are encounter error terms in the
energy estimates that depend on the connection coefficients of the null frame, but unlike the Christof-
fel symbols associated with a “background” coordinate system, these connection coefficients cannot be
computed directly from the metric perturbations. Instead, we can derive various transport equations for
these connection coefficients along outgoing null geodesics, which we then use to estimate the connection
coefficients. A much more serious problem is encountered when we try to perform the energy estimates
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at “top order” (that is, after commuting the maximal number of times with the commutation operators),
since the estimates we can obtain using the transport equations appear to “lose derivatives”. In other
words, when performing the energy estimates for Y nφ, where Y is any commutation operator, we seem
to encounter terms that depend on Y n+1φ. To overcome this difficult we rely on a number of special
features of the null frame connection coefficients, which we detail in subsection 1.5.1 below.
1.4 Slow decay towards null infinity due to the weak null con-
dition
We now come to one of the most important differences between systems that only obey the weak null
condition, and systems with the classical null condition: the solutions to the former can decay at a slower
rate towards null infinity compared to solutions of the latter. In fact, if φ solves a wave equation with
the classical null condition, then it is possible to obtain the bound
|∂φ| . (1 + r)−1
where this bound is also uniform22 in the parameter u. Note that this rate is the same as the sharp
rate for linear wave equations. On the other hand, we find that, if φ solves a wave equation with the
hierarchical weak null condition, then we can only obtain a bound of them form
|∂φ| . (1 + r)−1+
This factor of r makes a fundamental difference in the analysis, as we shall see below. For now, we will
concentrate on the origin of this slow decay, and its relationship to the weak null condition.
There are actually two possible sources of this behaviour. First, if we examine the asymptotic system
corresponding to the semilinear system
φ1 = 0
φ2 = (∂tφ1)(∂tφ2)
then we find that it has solutions that behave like
rLφ2 ∼ r
So, in some situations, we can view the semilinear nonlinear terms as giving rise to slow decay towards
null infinity. In other words, if we treat the semilinear terms as a forcing term, and substitute for the
expected behaviour, then the slow decay of the forcing term towards null infinity naturally leads to slower
decay for the solutions towards null infinity. This contrasts with the case of semilinear terms obeying the
classical null condition. For example, if φ obeys the linear wave equation, then we have the behaviour
|(∂tφ)2| . r−2
|(∂tφ)2 − (∂rφ)2| ∼ r−3
So the latter term, which obeys the classical null condition, decays much more rapidly towards null
infinity than the former term, which does not obey the classical null condition.
More interestingly, we can also observe this kind of behaviour in quasilinear systems, even in cases
where the semilinear terms behave well. For example, we can consider the system
˜gφ = 0
gab = mab + hab(φ)
which was previously treated in [Lin08]. This equation effectively has no semilinear terms - all the
difficulty is caused by the quasilinear term. However, even in this case, we find that we cannot obtain
the rate r−1 for higher derivatives, i.e. we cannot improve on the estimate ∂Y nφ ∼ r−1+, where Y
22In fact, it is possible to obtain decay in u as well as in r, but to keep this discussion as simple as possible we will ignore
the u behaviour for now.
20
stands for any commutation operator and23 n ≥ 1. The reason for this is that such systems can exhibit
“shock formation at infinity”, which causes their solutions to behave differently from those of the linear
wave equation. We explore this issue in more depth in the next section.
Another interesting consequence of this slow decay towards null infinity is that we need to develop
estimates which work in the case of “error terms” that decay slowly towards null infinity. These error
terms can either be generated by nonlinearities (as we have mostly considered above), or alternatively
they can be put in “by hand”, and treated as external “forcing terms”. For example, we can consider
the wave equations
˜gφ(A) = F(A)
where the F(A) are some known functions on the manifold. Since our estimates must work with slowly
decaying error terms, we are able to allow the F(A) to decay slowly in r too - for example, we can have
F ∼ r−2− if φ is at the bottom level of the hierarchy, and F ∼ r−2+ if φ is higher in the hierarchy.
Perhaps more interestingly, we can allow the rectangular components of the metric to be given by
gab = mab + h
(0)
ab + h
(1)
ab (φ)
where h
(1)
ab (φ) are some terms depending on the solution to the wave equations (as considered above),
but where h
(0)
ab are some known functions. Then the h
(0)
ab must be chosen such that the associated null
connection components decay suitably in r, but this decay can be very slow: for example, we can allow
tr/g χ ∼ r−1+. Moreover, at least in a region of bounded r, we do not require the functions h(0)ab to decay
in t at all! This is potentially very important in applications where the “end state” is not expected to
be trivial, flat space.
1.4.1 “Shock formation” at null infinity and the weak null condition
We have already mentioned several times that the leaves of the geometric foliation can diverge from
their “background” counterparts polynomially. To say this more precisely: we can introduce the “inverse
foliation density” µ, which measures the separation of the leaves of the foliation relative to the background
geometry. When this quantity becomes zero, then the leaves of the foliation come together and a shock
forms. It turns out that, in the case of a wave equation satisfying the weak null condition, we can obtain
the bounds (1 + r)−C . µ . (1 + r)C, which means that µ remains bounded away from zero (and
infinity), so shocks cannot form. However, it is possible for the inverse foliation density to approach
zero at null infinity (see figure 1.5). This is the phenomena that we refer to as “shock formation at
infinity”, and it is responsible for the difference in the decay rates of certain quantities (such as Lφ) in
the quasilinear case.
In fact, µ satisfies a transport equation along the outgoing null geodesics which has the form
∂r logµ ∼ (Lh)LL
Here, (Lh)LL is one of the metric components, and so it can be expressed algebraically in terms of the
derivatives of the fields φ. It is therefore essential that we can obtain the bound
|(Lh)LL| . (1 + r)−1
and our definition of the weak null hierarchy ensures this, since the field hLL is required to be at the
bottom level of the hierarchy. Substituting this bound into the evolution equation for µ, we recover the
bounds claimed above for the inverse foliation density.
It is interesting to compare this to the case where the equations satisfy the classical null condition,
and to the case where the weak null condition is not satisfied. In the former case, µ satisfies a transport
equation of the form
∂r logµ ∼ ∂¯h
i.e. only “good derivatives” appear on the right hand side. Since these quantities decay at a rate ∼ r−2,
these terms are integrable in r and we find that µ and its inverse are bounded. In other words, the leaves
23Actually, a small improvement can be made, giving only a logarithmic loss of decay, but we still do not obtain the rate
r−1.
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"shock" formation 
at infinity finite time shock 
formation
Figure 1.5: This figure shows several conformal compactifications with respect to the background geome-
try, together with (in blue) a geometric foliation at a single fixed angle on the sphere (see the comments
in the caption of figure 1.3).
Subfigure i) shows the kind of foliation which arises if the wave equation actually satisfies the classical
null condition but is nevertheless quasilinear - see [Yan13] for examples of this kind of equation. Note
that no shocks can form.
Subfigure ii) shows a possible behaviour for systems of the kind we are studying, i.e. equations satisfying
the weak null condition. Note that, after some time, the characteristics can converge, signalling that a
shock is forming. However, this can only happen at null infinity. In other words, the shock cannot form
at any finite value of r. This is a crucial fact which allows us to prove the global existence result.
Finally, subfigure iii) shows the possible behaviour of a system which does not satisfy the weak null con-
dition, and for which shocks form at a finite value of r. Note that it is not possible to extend the solution
classically past the point where the shock forms, since certain derivatives of the solution (actually, the
“bad” derivatives) blow up there. See [Chr07] or [Spe16] for more details.
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of the geometric foliation cannot separate or come together in any significant manner (see figure 1.5,
subfigure i)).
On the other hand, suppose that we are considering an equation that does not satisfy the weak null
condition. Then, if we define the rescaled vector field Lˇ := µL, we find that µ satisfies a transport
equation of the form
∂rµ ∼ (Lˇh)LL
Even when the equation does not satisfy the weak null condition, it can still be possible (see [Chr07;
Spe16]) to obtain the bound
|(Lˇh)LL| . (1 + r)−1
Note two important difference: the transport equation is for the quantity µ rather than logµ, and the
vector field Lˇ has taken the place of the vector field L. Note that this is not sufficient to conclude global
existence and positivity for µ: instead, we will typically have
|µ− µ0| ∼ C log
(
1 + r
1 + r0
)
where µ = µ0 when r = r0. We can then expect µ to vanish, and a shock to form, when r is approximately
r ∼ exp
(
− 1
C
)
(see figure 1.5, subfigure iii)) and indeed there are many examples of equations (and initial data sets)
where this does indeed happen ([Chr07; Spe16; Hol+16]), the most famous of which being the Euler
equations in fluid dynamics.
From this point of view, we can view equations with the weak null condition as lying exactly on
the borderline between equations with the classical null condition and shock-forming equations. Shocks
cannot form, but they can almost form, and, as we head towards null infinity, they get closer and closer to
forming. At the same time, dispersion causes the amplitude of the waves to tend to zero as we move out
towards null infinity. The practical upshot of this is that certain derivatives of the waves do not behave
in the same was as their linear counterparts. In particular, if we rescale the solution by multiplying by
a factor of r to compensate for the usual dispersion, then we find that the L derivative of the solution
is not continuous in the limit r →∞ (see figure 1.6). Another way to say this is that the solutions φ do
not asymptotically approach solutions to the linear wave equation.
null 
infinity
Figure 1.6: A cartoon showing “shock formation at infinity”. In the upper part of the diagram, we
follow a wave packet along an outgoing null geodesic as r → ∞. Dispersion causes the wave (and its
derivatives) to decay, so that in the limit the function φ is trivial.
In the lower part of the diagram, we rescale the wave packet by a factor of r, so that we are now following
the “radiation field” rφ rather than the field φ. This rescaling counterbalances the dispersion, so the
radiation field does not decay as we head towards null infinity. Instead, as r → ∞ a shock can develop
in the radiation field, meaning that certain derivatives of the radiation field do not have a finite limit as
r →∞. In fact, it is the “bad” derivative L(rφ) which may not have a finite limit.
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1.4.2 The need for a sharp Morawetz-type estimate
As mentioned above, semilinear terms which do not obey the classical null condition decay more slowly
towards null infinity. This causes some serious difficulties when attempting to perform the energy esti-
mates. It turns out that the quasilinear case also leads to similar error terms, provided that the “reduced”
wave operator takes the place of the standard wave operator. To illustrate these difficulties, we will first
outline an approach24 which works for wave equations satisfying the classical null condition Then, we will
explain why this approach fails for wave equations that only satisfy the weak null condition: essentially,
it is because we do not have a sharp Morawetz estimate. Then we will explain how this difficulty can
be overcome using a more standard vector field method (for example, as it is done in [LR10]). We are
led to the necessity of developing similar techniques for use in conjunction with the rp-weighted energy
method, which we will outline in the next subsection.
Suppose that we want to control solutions to a semilinear equation of the form
φ = (∂φ)(∂¯φ)
where ∂¯ stands for one of the “good” derivatives (that is, L or one of the angular derivatives) and ∂
can be any derivative. This equation obeys the classical null condition. By using the standard energy
estimate (for example, multiplying by ∂tφ and integrating by parts) we can obtain the estimate∫
{t=t1}∩{r≤r0}
|∂φ|2 +
∫
{u=t1−r0}∩{r≥r0}
|∂¯φ|2 ≤
∫
{t=t0}∩{r≤r0}
|∂φ|2 +
∫
{u=t0−r0}∩{r≥r0}
|∂¯φ|2
+
∫ t1
τ=t0
(∫
{t=τ}∩{r≤r0}
|∂¯φ||∂φ|2
)
dτ
+
∫ t1
τ=t0
(∫
u={τ−r0}∩{r≥r0}
|∂¯φ||∂φ|2
)
dτ
where the standard volume forms are left implicit. The last two terms are the “error terms” - they would
be absent if we were looking at the linear wave equation.
Now, we assume that we can obtain the same kinds of pointwise bounds for these quantities as in the
linear case. In particular, we can assume that we have the bound
|∂¯φ| . (1 + r)−2
Then, we must control the spacetime integral of (1 + r)−2|∂φ|2. Fortunately, if we make the assumption
that the energy is bounded by some constant E , then we can also prove the Morawetz (or integrated local
energy decay) estimate, which has the form∫ t1
τ=t0
(∫
{t=τ}∩{r≤r0}
(1 + r)−1−δ|∂φ|2
)
dτ +
∫ t1
τ=t0
(∫
{u=τ−r0}∩{r≥r0}
(1 + r)−1−δ|∂φ|2
)
dτ . δ−1E
(1.7)
where δ > 0 can be chosen to be any positive constant.
Combining these two estimates, we can verify that the energy is indeed bounded: we have∫
{t=t1}∩{r≤r0}
|∂φ|2 +
∫
{u=t1−r0}∩{r≥r0}
|∂¯φ|2 ≤
∫
{t=t0}∩{r≤r0}
|∂φ|2 +
∫
{u=t0−r0}∩{r≥r0}
|∂¯φ|2 + δ−1E
The first two terms on the right hand side are the initial energy, and the last term can be made very
small by taking   δ. This allows us to improve the energy bound, (i.e. to obtain a stronger bound
than E on the energy) which allows us to close the argument.
Let us see what happens if we try to repeat this process in the case where the nonlinearity only
satisfies the weak null condition. We will again consider the model system
φ1 = 0
φ2 = (∂φ1)(∂φ2)
24This approach is, essentially, the one followed in [Yan13].
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Of course, everything proceeds as usual for the field φ1. However, when we try to perform the energy
estimate for φ2 we find that we must bound the terms∫ t1
τ=t0
(∫
{t=τ}∩{r≤r0}
|∂φ1||∂φ2|2
)
dτ +
∫ t1
τ=t0
(∫
{u=τ−r0}∩{r≥r0}
|∂φ1||∂φ2|2
)
dτ
If we substitute the bound |∂φ1| . (1 + r)−1 then we find that we must control terms of the form∫ t1
τ=t0
(∫
{t=τ}∩{r≤r0}
(1 + r)−1|∂φ2|2
)
dτ +
∫ t1
τ=t0
(∫
{u=τ−r0}∩{r≥r0}
(1 + r)−1|∂φ2|2
)
dτ
but in this case we cannot use the Morawetz estimate! In particular, we cannot take δ → 0 in equation
(1.7), since the right hand side includes the factor δ−1. In fact, it is fairly easy to construct counterex-
amples to the “δ = 0 Morawetz estimate”25, for example, by using geometric optics or Gaussian beams
[Sbi15].
It is instructive to see how this issue is resolved in the formalism of the “classical” vector field method.
Here, we use a foliation by surfaces of constant t. Also, the decay estimates involving decay in r are
replaced by decay estimates with decay in t. We find ourselves with the inequality∫
t=t1
|∂φ2|2 ≤
∫
t=t0
|∂φ2|2 +
∫ t1
τ=t0
(∫
{t=τ}
|∂φ1||∂φ2|2
)
dτ
Now, after substituting the bound |∂φ1| . (1 + t)−1 we can use the Gronwall inequality to deduce a
bound of the form ∫
{t=t1}
|∂φ2|2 . (1 + t1)C
∫
{t=t0}
|∂φ2|2
In other words, the energy of the field φ2 grows slowly in time
26. To say this another way, as t→∞ we
gradually lose control over the energy of the solution. It turns out, however, that we still retain sufficient
control to close all of the required estimates.
Evidently we need a similar approach, but adapted to the rp-weighted method. We develop this in
the next section.
1.4.3 The degenerate energy at null infinity, and a “sharp” Morawetz-type
estimate
We have emphasised above that the solutions to equations which lack the classical null condition can
behave differently from their linear counterparts near null infinity. There is a conceptual difference, then,
between the approach we take - where the leaves of the foliation reach null infinity - and an approach
using surfaces of constant t, which only approach null infinity in the limit t→∞. As we have seen, we
can only hope to obtain energy estimates which degenerate towards null infinity. Since the leaves of our
foliation reach null infinity, this means that we need to work with an energy that degenerates towards
null infinity.
Inspired by the above calculations, we could try including a factor of (1 + t)−C in the energy
estimates. However, sine we are using the rp method, we will mostly working with u, r coordinates, and
so it is more natural27 to include a weight of the form (1 + r)−C. If we include this decaying weight,
then it generates additional terms when we integrate by parts in the energy estimates, and our energy
estimates will “degenerate” as r →∞. It turns out that the some of the additional terms have a “good
sign”, meaning that they contribute spacetime integrals that can be placed on the left hand side of the
inequality. Meanwhile, other terms have a “bad sign” and must be included on the right hand side of
the inequality. It turns out, however, that the terms with the “good sign” involve the bad derivatives,
25By this we mean a statement of the form (1.7), with δ set to 0 on the left hand side and set to 1 on the right hand side.
26It is this slow growth of the energy that will eventually be responsible for the worse pointwise behaviour of φ2. But
note that we have not had to assume that φ2 ∼ t−1!
27We could, of course, try a weight of the form (1 + r+u)−C, but it turns out that, when we construct u geometrically,
certain derivatives of u behave differently than might be expected and consequently this kind of weight does not work well.
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while the terms with the “bad sign” involve only the good derivatives. In other words, if we continue to
study the model system (1.4) and we try this approach, then we can obtain an estimate of the form∫
{t=t1}∩{r≤r0}
(1 + r)−C|∂φ2|2 +
∫
{u=t1−r0}∩{r≥r0}
(1 + r)−C|∂¯φ2|2
+
∫ t1
τ=t0
(∫
{t=τ}∩{r≤r0}
C(1 + r)−1−C|∂φ2|2
)
dτ
+
∫ t1
τ=t0
(∫
{u=τ−r0}∩{r≥r0}
C(1 + r)−1−C|∂φ2|2
)
dτ
.
∫
{t=t0}∩{r≤r0}
(1 + r)−C|∂φ|2 +
∫
{u=t0−r0}∩{r≥r0}
(1 + r)−C|∂¯φ|2
+
∫ t1
τ=t0
(∫
{t=τ}∩{r≤r0}
(
C(1 + r)−1−C|∂¯φ2|2 + (1 + r)−C|∂φ1||∂φ2|2
))
dτ
+
∫ t1
τ=t0
(∫
{u=τ−r0}∩{r≥r0}
(
C(1 + r)−1−C|∂¯φ2|2 + (1 + r)−C|∂φ1||∂φ2|2
))
dτ
Note that the term which we now have control over (i.e. the spacetime integral of C(1 + r)−1−C|∂φ2|2)
could also be controlled by choosing δ = C in the Morawetz estimate, so it may appear that we have not
gained anything. However - and this is the crucial point - the error terms arising from the nonlinearity
are also multiplied by the factor (1 + r)−C. This means that, if we substitute |∂φ1| . (1 + r)−1, and
if C is sufficiently large, then the error terms arising from the nonlinearity can now be absorbed by the
left hand side. This is in marked contrast to the previous approach we described, where the standard
energy estimate is combined with the Morawetz estimate.
We still need to control the new error terms on the right hand side, which now only involve the
good derivatives of φ2. Note that we can use the standard Morawetz estimate to control these terms in
the region r ≤ r0. There are several options for dealing with these terms, but since we are using the
rp-weighted energy estimates, we can use these to control this term. In fact, if we use the rp weighted
estimates with the choice p = δ, then we find that we can bound a term of the form∫ t1
τ=t0
(∫
{u=τ−r0}∩{r≥r0}
(
δ(1 + r)−1+δ|∂¯φ2|2
))
dτ
so, for any choice δ > 0, this estimate provides sufficient control. Of course, when performing this
estimate there are other error terms which we need to control, but we will postpone our discussion of
these terms until the main body of the paper.
In a sense, we have achieved our goal of establishing a “sharp” Morawetz estimate. Although we only
control the spacetime integral of (1 + r)−1−C|∂φ|2, which could already be done using the Morawetz
estimate, all the other terms now appear with a weight of (1 + r)−C, so relative to this weight, we have
achieved the “sharp” weight r−1. In summary, if we allow the implicit constant to depend on r0, and if
we set
w := (1 + r)−C
then we can obtain the bound∫
{t=t1}∩{r≤r0}
|∂φ|2 +
∫
{u=t1−r0}∩{r≥r0}
(
w|∂¯φ|2 + r−2+δ|L(rφ)|2)+ ∫ t1
τ=t0
(∫
{t=τ}∩{r≤r0}
C|∂φ|2
)
dτ
+
∫ t1
τ=t0
(∫
{u=τ−r0}∩{r≥r0}
(
Cw(1 + r)−1|∂φ|2 + δ(1 + r)−1+δ|∂¯φ|2)) dτ
.
∫
{t=t0}∩{r≤r0}
|∂φ|2 +
∫
{u=t0−r0}∩{r≥r0}
(
w|∂¯φ|2 + r−2+δ|L(rφ)|2)
(1.8)
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There are a couple of points to note in the above inequality. The first is that, although we have
obtained the “sharp” Morawetz estimate, we have had to add the p-weighted flux term to the initial
energy. This means that, in order to obtain this kind of inequality, we need some additional information
about the initial data: in particular, the L derivatives of the initial data need to decay appropriately28.
The second point to be made about equation (1.8) is that it concerns the weighted energy rather than the
standard energy. In other words, we must include the weight w in the energy. This has some important
consequences for the later analysis: if we try to obtain pointwise bounds by the usual combination of
energy estimates and Sobolev embeddings, then the weight w will lead to slightly worse pointwise decay
in r. This means that, following this strategy, there is no hope of obtaining the sharp pointwise bounds
(∂φ) ∼ r−1, even though we need to establish this bound for fields at the bottom level of the hierarchy!
The solution to this problem will be outlined in subsection 1.5.1, but note that a similar problem was
also encountered when using the “classical” vector field method, since here the energy estimate include
a factor that grows as tC, but pointwise bounds of the form (∂φ) ∼ t−1 are required.
1.4.4 Slow decay towards timelike infinity due to the weak null condition,
upper bounds on the value of p in the rp-weighted energy and the
non-existence of a radiation field
The idea of the rp-weighted energy method is to show that the energy decays through a suitable foliation.
The rate of decay that can be obtained corresponds to the maximum value of p that can be taken in the
eponymous energy estimates. For example, in their original paper [DR10a], Dafermos and Rodnianski
took values of p up to (and including) p = 2. This leads to decay rates for the energy of u−2, which, in
turn, leads to the pointwise bounds
|φ| .
{
(1 + r)−1(1 + u)−
1
2
(1 + r)−
1
2 (1 + u)−1
and related bound for the derivatives of φ.
In their papers [AAG18b] (and [AAG18b]), Angelopoulos et al. were able to obtain improved decay
(i.e. faster rates of decay in u) for higher spherical harmonics in wave equations on black hole spacetimes,
using a modified version of the rp-weighted method. This used the fact that the value of p can effectively
be taken larger than 2 for higher spherical harmonics. On the other hand, [Yan13] was able to show the
global existence for solutions to wave equations with the classical null condition using only p = 1 + δ for
δ > 0. This, however, leads to the pointwise bounds
|φ| .
{
(1 + r)−1(1 + u)−
1
2 δ
(1 + r)−
1
2 (1 + u)−
1
2− 12 δ
which has significantly worse decay in u. Nevertheless, this was found to be sufficient to close all of
required bounds.
For most nonlinear equations, the limiting factor for the maximum value of p is the decay in r of
the nonlinear terms. Certainly, when the equations satisfy the weak null condition but not the classical
null condition, then the nonlinear terms decay slowly towards null infinity and this limits the maximum
value of p. In fact, we find that the maximum value of p that we can take is only p = 1− C. Since we
also work with the degenerate energy rather than the usual energy, this leads to the bounds
|φ| .
{
(1 + r)−1+C(1 + u)
1
2C
(1 + r)−
1
2+C(1 + u)−
1
2+
1
2C
Note that the first inequality actually grows in u. Importantly, the sum of the exponents is greater than
−1 in this case, whereas in the other cases it is less than −1. The fact that this sum is smaller than −1
played a role in the argument of [Yan13], so we find that we must modify the argument to take this into
account. Nevertheless, we find that we can adapt the argument to work even in the case of this very
28Another consequence of the fact that we need to use the p-weighted estimate even to show boundedness is that we
obtain slightly worse decay towards timelike infinity, i.e. slightly worse decay in u.
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weak decay in u. Indeed, it is a general feature that, while we must be very careful with decay rates in
r, we have some “room” with regards to decay in u, and so (in the latter case) we can make do with
sub-optimal decay.
A few words should be said at this point about the “classical” vector field method of Klainerman.
As a direct consequence of commuting with a large set of vector fields, this method is able to achieve the
rate
|φ| . (1 + t)−1+C(1 + u)− 12
even in the case that φ solves an equation without the classical null condition. Note the improvement in
the u decay over that stated previously. The fact that this method achieves improved decay in u reflects
a certain advantage in this method over the rp-weighted method, but this comes with a corresponding
cost. First, various quantities (for example, the metric components) must be assumed a priori to decay
in t. Decay in t, of course, implies decay in u. On the other hand, the rp-weighted method can be made
to work even if such quantities never29 decay in t but are only bounded (see [Yan16]), while decaying
suitably in r. Since the rp-weighted energy method allows for worse behaviour in u for the equations, it
is natural that it also obtains weaker estimates in this sense30. Second, the fact that the classical vector
field method requires commuting with a large set of vector fields can cause problems in a number of
situations, a point that we have made several times already.
1.5 Other technical issues
There are numerous additional technical issues which we have had to overcome in this work. Most
of these issues have already been encountered at various points in the literature, and our strategy for
overcoming them follows, to a significant extent, the approaches taken by previous authors. However,
certain concessions have to be made to our specific problem, and the approaches must be adapted slightly
in order to be made to work. We describe some of these technical issues in the following subsections.
1.5.1 Recovering sharp decay rates near null infinity
Several times above, we have stressed the need to recover the sharp bounds
|∂φ| . (1 + r)−1
at least for the fields at the bottom level of the hierarchy (and especially for the field hLL). But it is clear
from our discussion above - specifically, our discussion of the degenerate energy - that we will not be
able to recover this sharp rate from the usual combination of energy estimates and Sobolev inequalities.
In fact, for fields at the n-th level in the hierarchy, we begin with the assumption that
|∂φ| . (1 + r)−1+C(n)
but, for the same reason, we cannot recover this bound from the combination of energy estimates and
Sobolev inequalities, because the degenerate energy always causes worse decay in r than the rate assumed
initially. Hence, we actually have the same problem at all levels of the hierarchy.
We solve this problem by using the same kind of argument that was used in, for example, in [Lin08] and
[LR10]31. This argument consists of integrating the equations of motion along outgoing null geodesics.
In other words, we return to the asymptotic system, but this time we reintroduce the terms which were
“dropped” to form the asymptotic system. However, we treat these “reintroduced” terms (all of which,
29Throughout this work, we have endeavoured to assume the least possible decay in u for various quantities (especially
the metric components and the connection components) with a view to future applications. Given the discussion in this
section, it may be surprising that we need to assume any decay at all in u for these quantities, but for technical reasons
certain combinations of connection coefficients are required to decay in u. Note, however, that this decay can be very slow -
u−δ is enough - and also that, in the special case of the Einstein equations, we can use the extra structure in the equations
to avoid this assumption (see subsection 1.5.9).
30Note, however, that we think of the decay towards null infinity (that is, decay in r or t) as the critical decay, which
can cause problems for closing the estimates. The decay in u is typically of secondary importance.
31Note that, in [LR10], a different argument was used to recover many of these bounds. In particular, we can recover
the improved bound |Lh|LL . (1 + r)−2 using additional structure in the Einstein equations - see subsection 1.5.9.
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by definition, involve good derivatives) as error terms, using the bounds that we have already obtained
on the good derivatives.
For example, consider the model equation
φ1 = 0
φ2 = (∂tφ1)2
Then we can write the second equation in the null frame as
−L(rLφ2) = −r /∆φ2 − Lφ2 + r1
4
(Lφ1 + Lφ1)
2
Assuming that we can show the bound32 /∆φ2 ∼ r−3+C, and substituting the other pointwise bounds
that we have already been able to show using the Sobolev embedding and energy estimates, we find
L(rLφ2) . (1 + r)−2+C + 2(1 + r)−1
So, integrating along the integral curves of L, we find that we can obtain the bound
|Lφ2| . (1 + r)−1 log(2 + r)
Note that this improves on the rate of decay in r compared to what can be obtained using Sobolev
embedding and energy estimates alone.
Similar ideas allow us to improve the rates of decay of other fields. In particular, if φ is at the bottom
level of the hierarchy, then the terms on the right hand side of the transport equation for rLφ turn
out to be integrable in r, which means that we can recover the sharp bounds ∂φ ∼ (1 + r)−1 for these
fields. This approach also works for quasilinear equations. For example, in the null frame, the quasilinear
equation
˜g(φ)φ = 0
can be written as
−L(rLφ) = −r /∆φ− Lφ+ Γ(φ) · ∂φ
where the Γ(φ) are related to the null-frame connection coefficients. In particular, using the “reduced”
wave operator ˜g rather than the standard geometric wave operator g results in these error terms
being integrable in r. This can be viewed as the motivation for using the reduced wave operator in the
definition of the weak null hierarchy.
1.5.2 Avoiding a loss of regularity at top-order
In subsection 1.3.2 we saw that, in our setting, we will need to use commutator vector fields which depend
on the solution. A consequence of this approach is that some of our estimates appear to lose derivatives:
when we are estimating the energy of Y nφ, where the Y ’s are commutation operators, we appear to
need knowledge of the energy of Y n+1φ. This, of course, leads to problems when trying to perform the
“top-order” energy estimates.
This kind of phenomena was encountered (and successfully dealt with) in the monumental work of
Christodoulou and Klainerman [CK93]. Before we provide details of the solution to this problem, there
are several relevant differences between the approach of [CK93] and our present approach, which we will
need to sketch first.
The foliation used in [CK93] was, in a sense, entirely geometric. That is, they constructed an outgoing
null foliation, similar to our foliation by outgoing null leaves of constant u. At the same time, [CK93]
also constructed a geometric foliation by spacelike surfaces (surfaces of “constant time”). Note that
[CK93] made no use at all of any kind of “background” structure, so it was necessary to construct the
surfaces of constant time solely using the geometry associated with the dynamic metric g. The “spheres
of constant time and u”, which are the intersections of these two foliations, form an important part of
the definition of the null frame, and their geometry is therefore intimately connected to the properties
of the null frame connection coefficients.
32In fact, this bound follows easily from using the energy estimates and the Sobolev embedding for φ2 after commuting
sufficiently many times with angular derivatives.
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In contrast, we are making use of the “background” geometry, so we can use this to help define our
“spheres”. We have already discussed (see subsection 1.3.1) the fact that we cannot use a background
foliation to define the outgoing “null” hypersurfaces, however, we see no need to define the other foliation
(and thereby the “spheres”) in a geometric manner. In other words, we could use the “background” time
coordinate t to define the “surfaces of constant time”, and then define the “spheres” as the intersections
of the leaves of this foliation with the leaves of the foliation by outgoing null surfaces (see [Spe16] for
an example of this approach). However, since we are using the rp-weighted energy method, it is more
natural to use the background radial coordinate r =
√
(x1)2 + (x2)2 + (x3)2, and then to define the
spheres as the intersection of the (geometric) null surfaces with the (background) constant r surfaces.
This choice has some consequences regarding the aforementioned loss of derivatives at top order. If we
had chosen to use an entirely “background geometry” based approach, then the connection coefficients
could be written directly in terms of the derivatives of the metric components, and so there would not
be any issues regarding a loss of derivatives. On the other hand, in the “fully geometric” approach of
[CK93], all of the connection coefficients must be controlled by integrating various PDEs satisfied by
these quantities. Therefore, a great deal of care must be taken to avoid losing derivatives in this process,
and indeed this occupies a large amount of the proof of [CK93].
Our approach (in common with that of [Spe16]) occupies a middle ground between these two strate-
gies. Since we use a “semi-geometric” approach - using the geometric outgoing null leaves together with
the background r = constant hypersurfaces - it turns out that some of the null-frame connection coeffi-
cients can be written directly in terms of the derivatives of the (background components of the) metric,
while for others we must rely on integrating the associated PDEs. Therefore, we only need to confront
the loss-of-regularity issue in a few special cases.
We will not discuss all of the connection coefficients here, but rather, we will take a consider a couple
of the most difficult quantities. First, consider the quantity tr/g χ(small), where χ is the extrinsic curvature
of the spheres r = constant considered as submanifolds of the hypersurfaces of constant u, χ(small) is χ
minus the Minkowski value, and we take the trace with respect to the metric induced on the sphere by
the ambient metric g. This quantity satisfies a transport equation along the outgoing null geodesics of
the form
L
(
r2 tr/g χ(small)
)
= r2( /∆h)LL + . . .
where the ellipses stand for terms that are either lower order or that can be written as exact L derivatives.
If we integrate this equation along the integral curves of L, then we find that, in order to control tr/g χ
we need to control two derivatives of h. This is worrying, since we expect the connection coefficients to
behave like first derivatives of the metric, and indeed this will eventually lead to a loss of derivatives.
Note that integrating this equation leads to the pointwise bound
tr/g χ(small) . (1 + r)−2+C
The way around the problem of a loss of derivatives was found in [CK93], and it consists of using the
wave equation to rewrite ( /∆h)LL as a perfect L derivative, plus some lower order terms. Specifically, we
obtain an equation of the form
L
(
r2 tr/g χ(small)
)
= r2(gh)LL + L
(
r2(Lh)LL
)− r(Lh)LL + . . .
Now, (gh)LL is also lower order by assumption, and the second term on the right hand side can be
moved onto the left hand side. In this way we can estimate tr/g χ(small) in terms of the first derivatives
of the metric. Note, however, that this approach loses some decay: if we used this equation to obtain a
pointwise bound, then we would only be able to show
tr/g χ(small) . (1 + r)−1
Another example of a quantity which appears in our estimates and apparently leads to a loss of
derivatives is /∇2 logµ, that is, the second angular derivatives of the logarithm of the inverse foliation
density. This quantity appears in our energy estimates after we apply one commutation operator, so
we should hope that it can be controlled in terms of the second derivatives of the metric. However, the
transport equation for logµ takes the form
L logµ ∼ (∂h)
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so, if we commute this equation twice with angular derivatives, in order to control /∆ logµ, then we find
that we need to control three derivatives of the metric. Again, a na¨ıve approach here leads to a loss
of derivatives. For this reason, [CK93] introduced the “smoothing foliation”. Instead of following this
scheme, we take the approach of [Spe16], which is to derive an equation linking the spherical Laplacian
of logµ to the time derivatives of tr/g χ(small). Then, using elliptic estimates, we can control all of the
second angular derivatives of logµ given control over the spherical Laplacian of logµ. As above, we find
that although this avoids a loss of derivatives, it also leads to worse pointwise bounds, which we discuss
in the subsequent subsection.
1.5.3 Avoiding decay loss at top-order
As well as a loss of derivatives, we also encounter an apparent loss of decay at the top order in our
energy estimates, which, at first sight, appears to ruin our changes of closing the estimates. The origin
of this phenomenon is perhaps easiest to understand if we imagine that we are using energy estimates
(and commutation operators) based on the background geometry, rather than the geometric foliation and
geometrically constructed commutation operators. However, the same problem arises in both cases.
First, imagine that we are using an entirely background -based approach, Suppose that we commute
a maximum number of n times. It is fairly easy to see that, when performing the (degenerate) energy-
boundedness estimate for the field Y mφ, we will encounter an error term of the form∫ t1
τ=t0
(∫
{t=τ}∩{r≤r0}
(
w(Y Hab)DaDbY
n−1φ
)
(DY nφ)
)
dτ
+
∫ t1−r0
τ=t0−r0
(∫
{u=τ}∩{r>r0}
(
w(Y Hab)DaDbY
n−1φ
)
(DY nφ)
)
dτ
where (g−1)ab = (m−1)ab + Hab. Since gab = mab + hab(φ), it is possible to express the fields Hab in
terms of the fields φ.
Now, it is possible to express all the second derivatives DaDb in terms of the wave operator, derivatives
of time derivatives, derivatives of angular derivatives or lower order terms. For the purposes of this
argument, we ignore the terms proportional to the wave operator, as well as the lower order terms (these
are much easier to control). This means that, effectively, we can replace DaDbY n−1φ with DY nφ.
The problem comes when we consider the term (Y H)ab. It should be clear that we at least need to
show ∣∣(Y H)ab∣∣ . (1 + r)−1
Although we can just about obtain this inequality for the field φ, we cannot obtain this kind of pointwise
bound after commuting (i.e. we cannot obtain |Y φ| . (1 + r)−1), but we find that we necessarily lose
some decay in r after commuting.
To deal with this kind of problem, [LR10] used the wave coordinate condition for the Einstein equa-
tions (see subsection 1.5.9). However, in the general case we are considering, this condition cannot be
expected to hold. On the other hand, Lindblad (in [Lin08]) gave an alternative approach to dealing with
this problem. The idea is not to replace DaDbY n−1φ with DY nφ, but instead to commute first with
the operators Da and only afterwards to commute with the operators Y . Suppose that we have already
obtained the required bounds for Y n−1φ. Commuting one more time with Da, error term appearing in
the energy estimate for the field DY n−1φ is∫ t1
τ=t0
(∫
t=τ∩{r≤r0}
(
w(∂Hab)DaDbY
n−1φ
)
(DY nφ)
)
dτ
+
∫ t1−r0
τ=t0−r0
(∫
u=τ∩{r>r0}
(
w(∂Y Hab)DaDbY
n−1φ
)
(DY nφ)
)
dτ
In other words, the problematic term Y H is replaced by the term ∂H. Now, we can also write
|(∂Hab)DaDbY n−1φ| ∼ |(∂H)LL(D2Y n−1φ)|+ good derivatives + lower order terms
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The terms involving good derivatives and the lower order terms are comparatively easy to control. It
turns out that it is possible to obtain the sharp r−1 bound for the quantity |(∂H)LL|. Hence we can
control the energy of the field DY n−1φ. In other words, we can bound the spacetime integral∫ t1−r0
τ=t0−r0
(∫
u=τ∩{r>r0}
w(1 + r)−1|D2Y n−1φ|2
)
dτ
Now, we can return to the energy estimate for field Y nφ. Let us also choose a different weight factor
w˜ for this estimate. Now, we can write the error term as∫ t1−r0
τ=t0−r0
(∫
u=τ∩{r>r0}
(
w˜(Y Hab)DaDbY
n−1φ
)
(DY nφ)
)
dτ
.
∫ t1−r0
τ=t0−r0
(∫
u=τ∩{r>r0}
(
w˜(1 + r)−1+C|D2Y n−1φ||DY nφ|))dτ
.
∫ t1−r0
τ=t0−r0
(∫
u=τ∩{r>r0}
(
w˜(1 + r)−1+2C|D2Y n−1φ|2 + w˜(1 + r)−1|DY nφ|2)) dτ
The second term is precisely the kind of thing we wanted. On the other hand, if we choose
w˜ = (1 + r)−2Cw
then the first term has already been controlled!
The discussion above mirrors that in [Lin08]. However, this presupposes a “background geometry”
based approach. On the other hand, we will make use of both a geometric foliation and geometric
commutator vector fields, so we do not encounter precisely the same error term, nor do we use precisely
the same language. Nevertheless, we do encounter an analogue of this difficulty. Specifically, we encounter
the error term ∫ t1−r0
τ=t0−r0
(∫
u=τ∩{r>r0}
(
w|r /∇φ|| /∇2Y n−1 logµ||DY nφ|
))
dτ
where now u is to be understood as the geometrically defined retarded time variable. As already men-
tioned, at top-order we can use elliptic estimates to relate ( /∇2Y n−1 logµ) to (DTY n−1 tr/g χ(small)),
where T is the geometric analogue of the vector field ∂t. Furthermore, we can relate (DTY n−1 tr/g χ(small))
to the quantity (DDTY n−1h)LL, and hence to the quantity33 (DDTY n−1φ). By following this sequence
of estimates, we find that we must bound the term∫ t1−r0
τ=t0−r0
(∫
u=τ∩{r>r0}
(
w|Y φ||DDTY n−1φ||DY nφ|
))
dτ
Note that we have written r /∇φ ∼ Y φ since we are commuting with the angular derivatives weighted by
r (see subsection 1.5.5).
Clearly we will run into exactly the same problem: the quantity (Y φ) cannot be shown to decay
at the sharp rate ∼ r−1 but only at a rate ∼ r−1+C. If we were to write DT = Y and then try to
estimate this error term, we would find it impossible to bound. The way around this problem is to use
the insight of [Lin08]: we should attempt to first bound the energy of DTY n−1φ, and only afterwards
bound the energy of Y nφ. It turns out that the error term involving the second angular derivatives of
logµ does not appear at top-order in the energy estimate for DTY n−1φ. In fact, if we only commute
once with the commutation operators, then the quantity /∇2 logµ only appears when we commute with
angular derivatives. Hence, we can actually perform the energy estimate for the field DTY n−1φ without
running into this problem. Afterwards, as before, we can return to the energy estimate for Y nφ and use
a slightly more degenerate weight, together with the estimate we have already shown for the energy of
DTY n−1φ to bound the error term.
33In this discussion we are ignoring the fact that there might be multiple φ’s, i.e. we might be dealing with a system of
equations rather than just a single scalar wave equation. This is done entirely to simplify the discussion and the notation:
the reader is free to re-insert labels for the different fields φ(a).
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One important point to note in the discussion above is that we only need to commute with DT
first, and not all of the translation operators Da as in [Lin08]. However, this approach could have been
used in [Lin08] too - all second derivatives DaDbφ can be written in terms of first derivatives of DTφ,
first derivatives of angular derivatives of φ, gφ, and lower order terms34. Commuting only with time
translation, and avoiding commuting with the spatial translations, matches the spirit of the rp-weighted
energy method.
1.5.4 The problem of multiple good derivatives
There is another situation in which we seem to lack sufficient decay to close the estimates. However,
unlike the cases above, this problem arises only as a consequence of our use of the rp-weighted energy
estimate and has not yet been encountered in similar problems.
To explain this problem, we will need notation for several different sets of vector fields. Let us write
Z to stand for either the vector field DT or the (weighted) covariant angular derivative operators r /∇. If
the reader prefers, these latter can be replaced by the angular momentum operators Ωij . We also write
Z to stand for any of the vector fields used in the “classical” vector field method: that is, Z can be any
of the translation operators Da, or the angular momentum operators Ωij = xi∂j − xj∂i, or the boosts
Ω0i = t∂i + x
i∂t, or the scaling operator S = t∂t + x
i∂i.
If we use the “classical” vector field method, then we have the bound
|∂¯φ| . (1 + t)−1|Zφ| (1.9)
for any scalar field φ. In other words, we can exchange a good derivative for a commutation operator,
and if we do so then we gain a decaying factor ∼ t−1. Similarly, if we encounter a term involving second
derivatives, but all of those derivatives are good, then we have the bound
|∂¯2φ| . (1 + t)−1|∂¯Zφ|+ (1 + t)−1|∂¯φ| (1.10)
so again, we can essentially swap one of the “good” derivative operators for a vector field Z and a
decaying factor ∼ t−1.
Now, consider what happens if we try to commute only with the operators Z = {DT , r /∇} in the
spirit of the rp-weighted energy method. Then, if the “good” derivative is an angular derivative, we can
clearly write
| /∇φ| . r−1|Z φ|
which is analogous to the first estimate above. On the other hand, we cannot do this if the “good”
derivative is an L derivative. Nevertheless, it turns out that we can still obtain “improved” estimates
for the L derivatives (both for L2 bounds and pointwise bounds), primarily through the use of the flux
terms in the rp-weighted energy estimates.
However, things are not so straightforward in the case of second derivatives. If we encounter a term
of the form (∂¯2φ), then if at least one of the derivatives is an angular derivative, we can improve the
estimate as above. For example, we have
|∂¯ /∇φ| . r−1|∂¯Zφ|+ r−1|∂¯φ| (1.11)
This leaves us with the case of two L derivatives. Here, we cannot play the same game: the best we
can do is to write
|LLφ| . |LTφ|+ |gφ|+ r−1|∂Z φ|+ r−1|∂φ|
where we have used the fact that T ∼ L+ L. The only dangerous term is the first one. If we ignore the
other terms, we have essentially replaced the second L derivative with one of the commutation operators,
but we have not gained any additional decay in r at all!
This causes problems in handling exactly one of the error terms that arises after commuting. Specif-
ically, when commuting with the angular derivatives and then performing, say, the (weighted) energy
boundedness estimate we encounter the error term∫ t1−r0
τ=t0−r0
(∫
u=τ∩{r>r0}
(
w|r /∇ logµ||LLφ||DZ φ|))dτ
34Note, however, that [Lin08] uses the “old” vector field method to obtain decay, so a large number of vector fields is
used for commutation. In particular, this already includes the translation vector fields ∂a, so little would be gained by this
modification.
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Similarly, suppose that we consider the error terms after having commuted n times with the commutation
operators. Then in the same estimate we encounter the two error terms∫ t1−r0
τ=t0−r0
(∫
u=τ∩{r>r0}
w
(|Z n logµ||LLφ||DZ nφ|+ |r /∇ logµ||DLDLZ n−1φ||DZ nφ|)) dτ (1.12)
We will discuss each of these error terms in turn. Each of them causes problems: the first due to a lack
of pointwise decay, and the second due to a lack of decay in L2.
Consider the first error term in equation (1.12). If we follow the logic above, and replace |LLφ| with
|LTφ|, then we must note that even in the best possible case we can only obtain the decay rate
|LTφ| . (1 + r)− 32
This is because we are limited by the poor decay towards null infinity (see section 1.4) to the range p ≤ 1
in the p-weighted energy estimates. Consequently, even if we imagine that we could actually achieve
p = 1 (which we can’t), we would only obtain the decay rate above. On the other hand, we can expect
the behaviour Z n logµ ∼ (1 + r) /DZ nφ, since we have to integrate in r to obtain bounds for Z n logµ.
Hence, we can expect this first error term to behave like∫ t1−r0
τ=t0−r0
(∫
u=τ∩{r>r0}
w(1 + r)−
1
2 |DZ nφ|2
)
dτ
but the decay rate of r−
1
2 is well outside the range we can control. Indeed, even with the help of the
“sharp” Morawetz estimate (see subsections 1.4.2 and 1.4.3), we need the coefficient to decay at least as
fast as (1 + r)−1. As we have stressed, this is the sharp decay rate that we can obtain by this method.
Next, consider the second error term in equation (1.12). The best pointwise decay rate that we can
obtain for the angular derivatives of the foliation density is |r /∇ logµ| ∼ rC. Again, if we follow the
method outlined above, we end up having to bound the term∫ t1−r0
τ=t0−r0
(∫
u=τ∩{r>r0}
w
(
(1 + r)C|DLDTZ n−1φ||DZ nφ|
))
dτ
Here, we have to bound a spacetime integral with a coefficient that grows (modulo the weight factor
w) in r. If we try to do this using the Morawetz estimates then we are again out of luck: we need a
coefficient that decays at least like r−1, not one that grows like rC.
There are several potential approaches to dealing with these problems, all of which, however, are
antithetical to the spirit of the rp-weighted method to a greater or lesser extent. With regard to the
first problem (i.e. the problem of the pointwise decay of (LLφ)) there appears to be no option but to
improve the pointwise decay of (LLφ). This can be done by commuting a single time, before commuting
with anything else, with the vector field rL. Of course, in the spirit of the rp-weighted energy method,
we would prefer to commute with as few vector fields as possible, but commuting with rL at least once
appears inevitable35.
With regard to the second problem - that of the L2 bound involving a factor that grows in r - there
are at least two approaches which can be taken. The first approach is to try to bound the integral in
question using the flux terms in the p-weighted energy estimate. The maximum value of p that we can
take in the p-weighted energy estimate is p = 1−C. If we apply this to the field /DTZ n−1φ then it can
be used to produce a bound of the form∫
u=u1∩{r≥r0}
(1 + r)−C| /DL /DTZ n−1φ|2 . E0
for any u1 such that the surface {u = u1} ∩ {r ≥ r0} lies in the future of the initial data surface, and
where E0 is some constant depending on the initial data. Hence, if we choose w appropriately36, then we
35Note that this vector field does not generate a symmetry of Minkowski space. Nevertheless, the error terms that are
produced by commuting with rL can all be controlled, and some are even beneficial for the p-weighted estimates.
36Again, we must choose different weight factors for the case where the final commutation operator is a weighted angular
derivatives, and for the case where the final commutation operator is DT , and then we must rely on the fact that these
“bad error terms” do not appear when commuting with DT . In general, we can use a “less degenerate” energy when we
apply the commutation operator DT compared with the case when we apply a weighted angular derivative.
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can obtain the bound∫ t1−r0
τ=t0−r0
(∫
{u=τ}∩{r>r0}
w
(
(1 + r)C|DLDTZ n−1φ||DZ nφ|
))
dτ
.
∫ t1−r0
τ=t0−r0
(∫
{u=τ}∩{r>r0}
w
(
(1 + r)1+2C|DLDTZ n−1φ|2 + (1 + r)−1|DZ nφ|2
))
dτ
. E0(t1 − t0) +
∫ t1−r0
τ=t0−r0
(∫
{u=τ}∩{r>r0}
w
(
(1 + r)−1|DZ nφ|2))dτ
Although the second term is of the right form, the first term grows in the parameter t1, and at an
unacceptable rate. This can be corrected if we presuppose some decay in u for the quantity (r /∇ logµ).
Again, this is slightly opposed to the spirit of our work: since the rp-weighted method can handle
geometries which do not settle down to flat space, we would prefer not to assume pointwise bounds with
decay in τ .
An alternative method for controlling these error terms is to commute again with the vector field rL,
after having commuted with the other vector fields. This approach is much simpler than the approach
outlined above. If we write Y to stand for any of the commutation operators /DT , r /∇, or r /DL, then we
can immediately write our error term as37∫ τ1−r0
τ=t0−r0
(∫
{u=τ}∩{r>r0}
w| /∇ logµ||DY nφ||DY nφ|
)
dτ
if we drop some lower order terms which are easy to control. Now, we do not need the quantity /∇ logµ
to decay in u, and, by making use of the fact that one of the derivatives is a “good” derivative, then
we can bound this integral. Indeed, we are effectively in the same situation as we would be if we had
commuted with the “full” set of vector fields Z that were discussed at the beginning of this subsection.
Note that, when we commute with the operator rDL, we must also control all of the error terms that
this produces. It turns out that this requires commuting not just once with the operator rDL, but n
times, where n is the maximum number of times that we commute with the other operators. In other
words, we must treat the operator rDL and the other commutation operators Z equally.
Both of the approaches outlined above have advantages and drawbacks. We choose the second
approach, since it is slightly simper and since we avoid making the a priori assumption of decay38 in u.
Throughout this proof, we have attempted to make our methods as robust and adaptable as possible, with
an eye to future applications. In many possible future applications, we cannot hope for the connection
coefficients to decay in u, since, for example, the spacetime is expected to approach some unknown
member of a family of solutions. Since we do not know which member of the family it will approach, we
must allow for various quantities to lack decay in u. On the other hand, even in spacetimes that are far
from “symmetric”39, we can hope to commute with rDL at least in the asymptotic region.
It is worth noting that the presence of this error term is closely linked to the behaviour of angular
derivatives of the foliation density. If we were to change40 our “spheres” of constant u and r, and thereby
change the definition of the “angular derivatives” (since these are defined as tangent to the spheres),
then a judicious choice might relieve us entirely of this problematic error term. In the special case of
the Einstein equations, the extra structure present in the equations does seem to allow for such a choice,
which in turn relieves us of the burden of deciding between a priori decay for connection coefficients,
and commuting with extra vector fields, both of which are undesirable. However, in the general case we
are studying here we have not been able to use such an approach successfully.
37Here, D stands for a covariant derivative in the direction of one of the good derivatives. Actually, we want to commute
with covariant derivatives which are projected onto the spheres (see subsection 1.5.5), but we will ignore this point for now.
38It turns out that, for very technical reasons, we still need to assumed a very small amount of decay in u, at the rate
u−δ, for particular combinations of the null frame connection components.
39By “symmetric” in this case, we mean that the error terms produced by commuting with rDL are similar to those
produced by commuting with rDL in Minkowski space. In this case, these “error terms” do not vanish, even in the
Minkowski space case.
40Strictly speaking, the “spheres” themselves would remain invariant, but the projection operator /Π changes under the
kind of transformation we have in mind.
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1.5.5 Commuting with the covariant derivative operator on the spheres and
the vector bundle B
We now move on to another aspect of our approach which differs slightly from many previous approaches
to similar problems. We have already mentioned the importance of commuting with angular derivatives:
in conjunction with the Sobolev embedding on the sphere, this is our primary way of obtaining pointwise
bounds. Also in subsection 1.3.2 we saw that we necessarily have to use geometrically defined angular
derivatives.
One option for these commutation operators is to use the background “angular momentum operators”
Ωij = x
i∂j − xj∂i, and then to project these onto the (geometrically defined) spheres using a projection
operator constructed from the metric g. This is the approach taken in, for example, [Chr07]. However,
this strategy can run into some problems if we try to use it in situations which are not approximately
spherically symmetric.
We have emphasised our desire to use methods which are as robust and adaptable as possible, so
that they can easily be applied to a variety of different situations. In keeping with this general approach,
we will not commute with the (projected) angular momentum operators, but instead we will commute
with the covariant derivatives on the spheres. This approach has found success even when the space
in question is not even approximately spherically symmetric, for example, in rotating black holes (see
[DHR13]).
In many of the previous uses of this method, the authors treated the Einstein equations (or a related
system) in a way which does not explicitly reference the wave equation. Instead of using harmonic coor-
dinates to treat the Einstein equations as a system of quasilinear wave equations, these authors typically
choose coordinates to fix various components of the metric, so that the metric takes a particularly sim-
ple form. The dynamics of the system is then encoded in a set of first order PDEs for the connection
coefficients, which link the connection coefficients to the curvature coefficients, together with the Bianchi
identities - another set of first order PDEs, but this time relating derivatives of the curvature coefficients
to combinations of the curvature coefficients and the connection coefficients. This powerful approach
was taken in [CK93], and it has since been refined and used extensively throughout the literature (for
example, see [Bie10; DHR13; Daf14; AL17; Luk18; Chr09], and references therein).
When pursuing this approach, the quantities involved - typically, the null frame connection coefficients
and the null frame components of the curvature tensor - are treated either as scalar fields or as tensor
fields “on the spheres”. In other words, we can use the null frame to construct a projection operator
which projects onto the spheres, and then these tensor fields are spacetime tensor fields that are invariant
under this projection. The operator /∇ can then be viewed as the projection of the covariant derivative
operator (with respect to the ambient metric g) onto the spheres. This operator raises the order of the
tensor field it is applied to: for example, if φ is a scalar field, then /∇φ is a covector field.
An important feature of this kind of method, as practised in the references given above, is that it
treats first order PDEs. Therefore, commuting with the operator r /∇ can be done to some extent “by
hand” - it is fairly easy to compute the commutators of first order operators with the covariant derivative,
and it is also not too difficult to apply first order differential operators to the projection operators even
though they raise the degree of the quantity in question.
On the other hand, we are dealing directly with wave equations, which are second order operators.
Consequently, commuting with the operator r /∇ is significantly more complicated. Additionally, if φ
is not a scalar field but a higher order tensor field on the spheres, then it is not at all clear what is
meant by the wave operator applied to φ. To confront these issues, we develop a more systematic - and
more geometric - treatment, which we outline here. Note that an equivalent construction was developed
in [HS16; HS17], however, these papers deal only with linear equations. By contrast, we develop this
formalism for the fully nonlinear problem, in which the metric depends on the solution to the wave
equation.
Consider the vector bundle B whose fibres, at any point p ∈ M, are given by the cotangent space,
at the point p, of the (unique) sphere through the point p. Clearly, this is a two-dimensional vector
bundle over M. Given a section φ of this vector bundle, we can identify a corresponding section ϕ of
the cotangent bundle of M (i.e. a covector field ϕ), by requiring that
(i) the restriction of ϕ to a sphere is given by φ
(ii) ϕ is invariant under the projection operator
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Similarly, given a covector field on M we can restrict it, at each point, to the sphere though that point,
and in this way we form a section of the vector bundle B.
We equip B with a connection /D as follows: for any vector field X on M, we define /DXφ to be the
section of B corresponding (using the above correspondence) to the covector field DXϕ, where D is the
standard Levi-Civita connection on the cotangent bundle. This means that to calculate /DXφ we can
first compute DXϕ, and then we restrict this covector field at each point p to the sphere through the
point p. In a similar way we can deal with higher rank “tensors” which are “tangent to the spheres”.
We stress that this connection /D is not the same as the connection on the spheres defined by viewing
them as submanifolds ofM, and using the Levi-Civita connection associated with the metric induced on
the spheres by the ambient metric g. This latter connection - which we write as /∇ - is a connection on
the (co)tangent bundles of each individual sphere. On the other hand, /D is a connection on the vector
bundle B, which is a vector bundle over the whole of the manifold M, and not a vector bundle over a
single sphere like the (co)tangent bundle of a sphere. Hence, we can make sense of objects like /DLφ,
though we cannot make sense of objects like /∇Lφ, since L is not a vector in the tangent space of any
specific sphere41. We also stress that /D is not the same as the covariant derivative D : for example, if
φ is a covector field on M such that the projection of this covector field onto the spheres vanishes at
every point, then /Dφ = 0 whereas Dφ need not vanish. Also note that, given a scalar field φ on M,
/Dφ = Dφ = dφ is a section of the cotangent bundle, whose fibres are four-dimensional vector spaces,
whereas /∇φ is actually a section of B, whose fibres are two-dimensional vector spaces.
With this in mind we can take a systematic approach to commuting with the operator r /∇. This
operator raises the rank of “tensor fields that are tangent to the spheres”, which are really sections of
B or its higher-rank analogues. The natural extension of the wave operator to sections of B is given
by /gφ := (g−1)µν /Dµ /Dνφ, where φ is a section of B (or its higher-rank analogues). The error terms
that we obtain by commuting with the operator r /∇ typically involve the curvature of the connection
/D , and derivatives of this curvature. As we have tried to emphasise above, the connection /D is not the
same as the Levi-Civita connection D , and nor is its curvature. For example, some of the null-frame
components of the curvature tensor of /D are nonzero even in the case of flat Minkowski space. On the
other hand, the curvature tensor involves two “spacetime indices”, so it is not the same as the curvature
of the connection induced on the spheres.
For a complete discussion of this topic, together with our calculations of the null-frame components
of the curvature tensor, we refer the reader to chapter 7.
1.5.6 Elliptic estimates in the region near r = 0
Our main tool for deriving pointwise bounds will be the Sobolev inequalities on the spheres, together
with commutation with the operator r /∇. However, this approach fails to yield good pointwise estimates
in the region close to r = 0, since the commutation operator r /∇ is trivial there.
Instead, in the region r ≤ r0, we will rely on commutation with the time-translation vector field T ,
together with elliptic estimates. This approach has been used previously, for example in [Yan13]. The
main point is that, if we subtract off the terms involving (up to two) time derivatives, then the geometric
wave operator g (restricted to an individual leaf of our foliation) is uniformly elliptic in the region
r ≤ r0. Then, we can use standard Schauder estimates to control various Ho¨lder norms of the solution.
Importantly, this approach matches our general philosophy: it is extremely robust, and essentially
relies on nothing more than that we can commute with a timelike vector field. In fact, unlike some of
the other pointwise estimates, the elliptic estimates do not rely on any kind of (weak) null structure
in the equations. The only drawback is that this method fails to provide us with any kind of decay in
r. However, since we only apply these estimates in a region of bounded r, this does not cause us any
problems.
41Here our notation differs slightly from that used in, for example [DHR13], where the authors do write /∇L (or rather,
/∇4 since e4 in their work corresponds to our vector L). In their work, if the vector field X is not tangent to the spheres,
then we are to understand their derivative operator /∇X in the same way as our operator /DX . We prefer to keep things
as clear as possible, and also to make explicit the fact that /D can be viewed as a connection on a two-dimensional vector
bundle over the entire manifold M, a fact which is only implicit in [DHR13].
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1.5.7 Improved energy decay for time derivatives
Another aspect of the rp-weighted method is that, suitably modified, it can allow us to recover improved
decay in u for time derivatives of the solution, as well as for the solution in a spatially bounded region.
This modified rp-weighted method was first used in [Sch13], and has recently been refined and employed
to great success in [AAG18b; AAG18a]. In this paper, we show that these improved decay estimates can
also be used in the nonlinear setting.
These improved decay estimates can be obtained in several ways, but all of them rely on commuting
with a (possibly weighted) version of the vector field L. In the original method [Sch13], we commute with
L, and then find that the maximum value of p can be increased - for linear equations, it can be increased
from 2 to 4. Other, more recent methods ([AAG18b; AAG18a]) rely on commuting with rL or even
r2L. In our case, we will struggle to commute with r2L due to the slow decay of the error terms towards
null infinity, but we find that the other approaches are open to us. Indeed, we are already commuting
with rL (see the discussion in subsection 1.5.4) so this is the approach we take. Note that this has some
technical advantages over commuting with L and then taking a higher value of p - for example, we can
treat φ and rLφ in a similar way in the p-weighted energy estimates42.
One outcome of these estimates is improved decay in u of the energy of the field Tφ relative to the
field φ. This, of course, can be translated into improved pointwise decay (in u) for the field Tφ and its
derivatives. Another outcome of these estimates is an improved rate of decay (again, in u) in a region
of bounded r. In fact, using the Morawetz estimate we can already pick out a subset of times (or values
of u) such that the energy in a region of bounded r decays more rapidly. The improved decay for the
energy of Tφ then allows us to interpolate between these times.
The astute reader might think of using these improved estimates to deal with the problems outlined
in subsection 1.5.4. After all, the problematic term discussed there the lack of sufficient decay in u for
a T derivative, which is precisely the kind of thing that we can improve upon by using the improved
p-weighted estimates. However, in order to employ these methods we have to commute with rL, which
already fixes the problem discussed in subsection 1.5.4! Moreover, in order to actually obtain any
improvement in the rates of decay in u, we must also assume additional a priori decay in u for various
other quantities.
For a complete discussion of these improved estimates see appendix A.
1.5.8 Semi-global existence and uniqueness
Although we have not yet been explicit about it, our central argument takes the form of a bootstrap
or continuity argument. In other words, we will begin by making a set of assumptions regarding the
solution, which can be imposed initially by choosing suitable initial data, and which should also hold for
some (possibly short) amount of “time”43 beyond the time where the initial data is posed, say, for all
times less than t1. These assumptions will dictate the pointwise decay rates for various quantities, as
well as some L2-based bounds on various “energies”. Under these assumptions, we will show that the
bounds that we have assumed actually hold with smaller constants up to the time t1, a process which is
referred to as “improving” or “recovering” the estimates. Then, by continuity, the original bounds must
hold beyond the time t1. It is then straightforward to establish that these bounds hold for all time, and
therefore that the solution exists globally.
It is true that the main difficulty of such an argument is usually the establishing of the “improved”
bounds, and indeed this occupies nearly all of our time in this paper. However, another necessary
ingredient in using such an argument to prove global existence is a suitable “local existence” (and
uniqueness) result. By “suitable” here, we mean that it is an argument establishing local existence given
initial data that satisfies the assumed pointwise and L2 bounds (or perhaps under weaker assumptions).
Moreover, the proof should also establish that, while the solution exists, the quantities satisfying the
aforementioned bounds are at least continuous in time.
For the kinds of nonlinear wave equations we are studying, this local existence result is classical when
the initial data is posed on a spacelike hypersurface. See, for example, [Sog08]. In fact, one does not need
42There are additional potential advantages, but these are related to obtaining sharp improved estimates, which are not
available to us. From this point of view, there are even greater advantages to be had by commuting with r2L
43Of course, in our case, we will use the “retarded time” u in the region r ≥ r0. The level sets of this function are null,
not spacelike.
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to assume any kind of (weak) null structure in order to deduce the required local existence result: even
equations like φ = (∂tφ)2 admit local solutions given initial data satisfying the required bounds44.
However, we are not placing initial data on an initial spacelike hypersurface - “Cauchy data” - but
rather (at least in the region r ≥ r0) we are placing data on an initial null hypersurface - “characteristic
data”. In other words, when we ask for local existence, we need local existence in u and not local
existence in t. This should already be regarded as a “semi-global” result: in our coordinate system, it
is global in r but local in u. This is reflected by the fact that, already, such a result does not hold for
the equation φ = (∂tφ)2, since transverse derivatives of the solution can blow up instantaneously. Note
that a detailed result of this form has been proven in [Luk12].
We also have to prove this result in the case where the initial data does not have finite energy, but
only finite degenerate energy together with a finite p-weighted flux. Hence the result we need is rather
atypical. Nevertheless we find that, by using the weak null hierarchical structure present in the equation,
local existence in u can be established. See appendix B for the full details.
1.5.9 Additional structure in the Einstein equations in wave coordinates
Several times throughout the introduction we have mentioned that there is extra structure in the Einstein
equations (in harmonic coordinates) that can be used to show that solutions to these equations behave
significantly better than solutions to the more general equations we are studying. In this section we will
detail this extra structure and outline the ways in which it can help to improve various estimates. Note
that we do not pursue these estimates fully in this work: taking full advantage of the extra structure
means, in some cases, changing our approach in some significant ways. Instead, in the main body of the
text we simply point out on occasion how the extra structure can make improve certain estimates.
One major source of additional structure in the Einstein equations in harmonic coordinates is the
harmonic coordinate condition itself. In fact, this was used to great effect in [LR10] to prove the nonlinear
stability of Minkowski space in harmonic coordinates. It also provided an essential tool in related work,
for example [LM16; Hun16; Hun18; Wya18]. Since we do not use this structure, the proof that we give
provides the first proof of the global existence of solutions to the nonlinear wave equations that constitute
the Einstein equations in harmonic coordinates treated in isolation; these equations are sometimes called
the “reduced Einstein equations”. On the other hand, if we prescribe initial data that satisfies the
harmonic coordinate condition, and which (consequently) also satisfies the constraint equations, then we
can couple the system of quasilinear wave equations (the “reduced Einstein equations”) to the equation
defining the harmonic coordinate condition. If we had used that structure, then many parts of the proof
would have been significantly easier, and we could also have obtained improved decay estimates for many
quantities.
The harmonic coordinate condition means that the map M → R4 given by the “background” or
“rectangular” coordinates is a wave map. This implies that certain first derivatives of the metric fields
components are related to other first derivatives of other metric components. Specifically, in terms of
rectangular Christoffel symbols, this gives the relation
(g−1)abΓabc = 0 (1.13)
It turns out that, if the initial data satisfies this condition and also satisfies the constrain equations, then
this “gauge condition” propagates.
If we expand equation equation (1.13) by first writing gab = mab+hab where mab are the rectangular
components of the Minkowski metric, and then expand the resulting equation in the null frame, we find
that it relates certain bad derivatives of the metric to other good derivatives. Specifically, we have
|LaLb∂hab|
|(/g−1)ab∂hab|
|/Π ba Lc∂hbc|
 ∼ |∂¯h|
Here, /g is the metric induced on the spheres and /Π is the projection onto the spheres. The important
point is that all of these quantities, which we would normally treat as bad derivatives, can actually be
44Solutions to this equation nevertheless blow up in finite time, because the “required bounds” do not hold uniformly in
time.
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written in terms of good derivatives. Consequently they can be expected to decay much more rapidly in
r than they would otherwise be expected to.
This has far-reaching consequences for our proof. For example, the transport equation for the foliation
density now reads
L logµ ∼ (∂¯h)
so that we can expect the inverse foliation density µ to be uniformly bounded in r. In other words,
“shocks at infinity” cannot form, and the equations behave more like quasilinear equations with the
classical null condition than the general quasilinear equations we consider.
Additionally, if we substitute for some of the “bad” derivatives in the wave equations ghab = Fab
(see subsection 1.2.4) and then express these equations relative to the null frame, we again see that the
only “bad” terms are contained in FLL. However, now they take the form
FLL ∼ −|̂L/h|
2
In other words, the Einstein equations are more like the model system
φ1 = 0
φ2 = (∂φ1)2
than the model system
φ1 = 0
φ2 = (∂φ1)(∂φ2)
which previously appeared to match the structure of the semilinear terms more closely. Note that these
two systems have different asymptotics, with (∂φ2) ∼ r−1+ in the first case, and (∂φ2) ∼ r−1 log r in
the second case.
It turns out that the quantity L logµ is also the kind of quantity which often appears as an error
term in the energy estimates with a critical decay rate. In fact, the only other source of error terms with
a critical decay rate in r arise from the semilinear terms. With this in mind, we see that, for all the null
components of h apart from hLL, we will not have to employ the degenerate energy - we can work with
the usual energy instead.
In a similar vein, it should be possible to take larger values of p (specifically, p > 1) in the p-weighted
energy estimates for all of the metric components apart from hLL. This not only means that related
quantities will decay faster in u, but it also means that the radiation fields limr→∞ rh can be shown
to exist for these other metric components. This in turn has further consequences for the “scattering
problem”.
Additionally, we note that the error terms discussed in section 1.5.4 can potentially be avoided if we
make a slightly different definition of the radial coordinate r, so that the “spheres” are changed. One
simple way this might be done is through a conformal transformation - i.e. writing the equations with
reference to a conformally rescaled metric Ω2g instead of the metric g. The idea is then to choose Ω so
that this specific error term does not occur. We must be careful, however, to ensure that this conformal
transformation leaves the weak null hierarchy intact, and does not introduce additional error terms that
we cannot deal with. When we try to carry out this process in the general case, we discover that the
additional error terms decay very slowly in r, and also that the asymptotic system of the resulting system
is altered. Using the wave coordinate condition, however, it appears that neither of these problems arises
when dealing with the Einstein equations45. It might therefore be possible to avoid commuting with rL
altogether. This would have the consequence of significantly enlarging the initial data set which can be
considered to be “sufficiently small” to ensure global existence.
Finally, note that there is additional special structure in the semilinear structure of the Einstein
equations. Specifically, the only “bad” semilinear terms have the form
|̂∂/h|
2
45Although the conformal factor required does introduce some extra error terms, and it is not completely clear that these
error terms can all be adequately handled, even in the case of the Einstein equations.
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but we can establish the sharp pointwise bound |̂∂/h| . (1 + r)−1 for these fields. In other words, the
only bad semilinear terms involve a pair of good fields. Because of this, we can expect slightly better
pointwise decay46. In addition, and perhaps more importantly, this semilinear structure allows us to
perform the energy estimates directly on the fields hab, that is, on the rectangular (or wave coordinate)
components of the metric, rather than on the null-frame components.
To explain this point, suppose that we want to perform the energy estimates on all of the fields
Y nhab. Each of these fields is a combination of all of the null frame components of Y nh. As such, we
can expect the semilinear terms to include terms of the form
(̂L/h) ̂( /DLY n/h)
and in fact these will be the hardest semilinear terms to control. This second term can then be re-
expressed in terms of the rectangular components. Substituting the pointwise bound for the first term,
we effectively have to control terms of the form
(1 + r)−1( /DY nhab)
and this has just enough decay for us to handle. Hence we see that we only need to distinguish between
the various null-frame components of the fields for the purpose of making the pointwise bounds - when
bounding the energy, we are able to treat the rectangular components directly. This, indeed, is the
approach taken in [LR10].
On the other hand, we can imagine the case where the semilinear term FLL contains a term of the
form
(Lh)LL(Lh)LL
In fact, this term is present if we do not substitute for other terms using the wave coordinate condition.
Then, if we try to follow the approach above and estimate the energy of Y nh, there are two important
error terms we will encounter: those of the form
(Lh)LL( /DLY
nh)LL
which can be treated exactly as above, and also those of the form
(Lh)LL( /DLY
nh)LL
which cannot. To see why, note that we only expect the pointwise bound (Lh)LL . (1+r)−1+C. Hence,
if we try to estimate the energy of the field (Y nhab) directly, then we find a semilinear term that behaves
as
(1 + r)−1+C( /DY nhab)
the coefficient of which does not have sufficient decay in r. However, if we can estimate the energy of the
null-frame components of Y nh instead of the rectangular components of Y nh then we can handle such
terms by using the following strategy: when estimating the energy of the field (Y nh)LL there are no
such error terms, so there is no problem in estimating the energy of this field. Then, when estimating the
energy of the field (Y nh)LL we can use a “more degenerate” weight w, in comparison with the weight
used in bounding the energy of the field (Y nh)LL.
All this means that, in order to work with the more general case, we need to develop a strategy for
dealing with the energy of the null frame components. In even more generality, we can allow for some
point dependent change of basis sections, as long as this change-of-basis satisfies appropriate conditions.
See subsection 1.2.3 for an overview. Because of the special semilinear structure of the Einstein equations
in wave coordinates, all of this can be avoided.
1.6 Statement of the theorem and structure of the proof
We can now give a more complete version of our main theorem. For a complete version of the theorem,
with all technical details included, see 17.0.1. 1.2.3
46Specifically, we can expect |∂h|LL ∼ r−1 log r instead of r−1+C
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Figure 1.7: A diagram of the semilinear structures present in the Einstein equations in wave coordinates.
As before, a pair of arrows originating at the field φ and pointing to the fields ψ1 and ψ2 means that, in
the wave equation for φ, the “bad” semilinear term (Lψ1)(Lψ2) appears.
In subfigure i), we see the semilinear structure present in the Einstein equations in wave coordinates
when expressed in terms of the wave-coordinate components of the metric perturbation h. Every possible
pair of arrows is present, since every possible combination of “bad” terms appears in every equation. In
other words, there is no structure present in the semilinear terms: the weak null condition is not evident.
In subfigure ii), we show the semilinear structure in the Einstein equations in wave coordinates expressed
in terms of the null frame components of h. Note that it is natural to regard the field (/hL)µ = /Π
a
µ L
bhab
as a single field, which, however, takes values in the space of covector fields that are tangent to the
spheres. In other words, /hL defines a section of the vector bundle B, rather than a section of M× R.
The field /hL can be treated identically, while the field /ˆh takes values in the space of symmetric, trace-free,
rank (0, 2) tensor fields on the spheres.
Note that subfigure ii) shows the presence of a semilinear hierarchy in the Einstein equations. In fact,
there are only two levels of the hierarchy, and only the field (hLL) appears above the bottom level.
This is the structure that is present in the Einstein equations in wave coordinates if we simply use the
wave coordinate condition to write the Einstein equations as a system of quasilinear wave equations
(sometimes called the “reduced Einstein equations”).
Subfigure iii) shows what happens if we also use the wave coordinate condition to rewrite some of
the “bad” derivatives in terms of “good derivatives” of other fields. In other words, we are no longer
just dealing with the reduced Einstein equations: we have coupled these equations with the constraint
equations and the wave coordinate condition. In this case, there are still two levels in the semilinear
hierarchy, but the semilinear structure is much simpler, and there is only one “bad” semilinear term.
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Theorem 1.6.1 (Main theorem, second version). Let φ(a) be a set of scalar fields satisfying the wave
equations
˜g(φ)φ(a) = F(a)
on R4, where the inhomogeneous terms F(a) satisfy the weak null hierarchical condition, possibly after a
change of basis sections for the fields. We also allow for this change-of-basis to depend on the point p on
the manifold M, and to depend on the solutions φ, provided that the map which performs this change-
of-basis satisfies suitable bounds. The metric g(φ) is to be written, relative to the standard coordinates
on R4, as
gab = mab + hab(φ)
where mab = diag(−1, 1, 1, 1). The “metric perturbations” hab can in turn be written as
hab = h
(0)
ab + h
(1)
ab (φ)
where h
(0)
ab are some prescribed functions, satisfying some suitable “smallness” condition, which, however,
does not imply decay towards timelike infinity for most metric quantities. The scalar fields h
(1)
ab (φ) are
to be linear in the fields φ, plus higher order terms, and the field h
(1)
LL is to reside at the bottom level of
the weak null hierarchy.
Suppose that the initial degenerate energy and the initial p-weighted energy of the fields φ(a) is
sufficiently small. Here, we choose the weight w = (1 + r)−C(a) and p = 1 − C(a), with the constant
C(a) depending on the level in the hierarchy of the field φ(a). Suppose that the same conditions also hold
for the fields Y nφ(a), where Y stands for any of the operators in the set { /DT , r /∇, r /DL} and n ≤ N for
some sufficiently large N .
Then there exists a global solution {φ(a)} to the system of wave equations. In addition, this solution
obeys various bounds in both L2 and L∞. The L2 bounds include that the degenerate energy decays
along a foliation by outgoing null hypersurfaces. The pointwise bounds are, in general, slightly worse
than those that can be obtained for the linear wave equation: in particular, we have the decay rates
|DY nφ(a)| . (1 + r)−1+C(n,a). Importantly, the constant C(0,a) vanishes if φ(a) is at the bottom level
of the weak null hierarchy.
We now outline the structure of the proof of this theorem, as presented in the rest of the paper.
Chapter 2 introduces much of the notation we use, and also presents the geometric setting of our
proof. For example, we define the foliation that we use, the null frame, we define the “spheres” and
the geometric coordinates. We also give a more thorough treatment of the wave coordinate condition,
although we do not assume that this condition is satisfied for our proof.
In chapter 3 we derive certain transport equations along outgoing null geodesics. These are the
transport equations which will allow us to control the “eikonal” function u. As such, they are intimately
connected with the behaviour of the foliation by outgoing null geodesics, and their structure is essential
for ruling out shock formation (except, possibly, for “shock formation at infinity”).
Chapter 4 defines the rest of the null frame connection coefficients. Algebraic relations between
some of these quantities and the first derivatives of h are then deduced - in particular, in the region
r ≤ r0, all of the connection coefficients are related (algebraically) to h and its first derivatives, while
in the region r ≥ r0 this is true only for a subset of the connection coefficients. We also derive some
equations for related quantities: for example, the derivatives of the rectangular components of the null
frame, and derivatives of the projection operator. Additionally, we express both the scalar wave operator
and the projected wave operator (which acts on sections of B) in terms of the null frame vector fields
and connection coefficients.
In chapter 5 we discuss, in full detail, the weak null hierarchy, which is our main structural restriction
on the equations. This involved digressions into the definition of the “reduced wave operator” ˜, as well as
changing the basis sections when dealing with a system of wave equations, including “point dependent”
changes of basis sections. We also include a discussion of the action of a conformal rescaling on the
structure of the equations, which is essential in the light of the “radial normalisation” condition that we
impose in the rest of the paper.
Chapter 6 presents a thorough investigation into the geometry of the outgoing null cones, i.e. the
surfaces of constant u. In particular, we derive numerous equations for those null frame connection
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coefficients which cannot be written algebraically in terms of h and its derivatives in the region r ≥ r0.
Most of these equations take the form of transport equations along the integral curves of L, including
transport equations for a specially modified versions of the connection coefficient tr/g χ, which allow us
to avoid “losing a derivative”. There are also elliptic equations for various quantities on the spheres.
Chapter 7 is devoted to the geometry of the the vector bundle B. Most importantly, in this chapter
we derive explicit expressions for the null frame components of the curvature of this vector bundle,
defined with respect to the connection /D . The null frame components of the curvature are expressed in
terms of h and its derivatives, and also the null frame connection coefficients and their derivatives.
Chapter 8 presents various calculations relating to deformation tensors. These are of general use
throughout the rest of the proof, but in particular, in chapter 8 we use them to compute quantities
associated with using various vector fields as multipliers in the energy estimates. A multiplier is the
analogue of the vector field ∂t in the standard energy estimate, which can be obtained by multiplying by
(∂tφ) and integrating by parts. In this chapter, we include a prescription for modifying the multipliers
by lower order terms (necessary for both the Morawetz estimate and the p-weighted estimates). We also
compute various error terms associated with the multipliers, in particular, the “bulk” error terms, which
are spacetime integrals over terms constructed from the deformation tensors. Since the multipliers are
defined geometrically, we find that these error terms involve the null frame connection coefficients.
Chapter 9 presents the relevant calculations for commuting with the commutation operators Y .
We begin by computing the commutators of the operators Y with various other first order operators.
Then, we present a systematic treatment of the terms produced by commuting the projected (reduced)
wave operator with either a “vector field”-type operator (such as /DT ) or a “higher rank” operator (such
as r /∇. We then apply this to our set of commutation operators Y . Finally, we present (schematically)
the equations satisfied by various geometric quantities (such as the null frame connection coefficients)
after having commuted some arbitrary number of times with the commutation operators.
Chapter 10 presents the technical tools that we use to obtain pointwise bounds from L2 bounds,
namely, elliptic estimates in the region r ≤ r0 and Sobolev embedding on the spheres in the region
r ≥ r0.
Chapter 11 gives a number of valuable results which we use as part of our energy estimates, including
various Hardy inequalities, coarea formulae and estimates for the spherical mean of a function in terms
of its degenerate energy. We also compute the various “boundary” error terms that are present in the
energy estimates - that is, error terms which are integrals over a single leaf of the foliation, rather than
spacetime integrals. Again, since both the foliation and the multiplier vector fields are constructed
geometrically, these error terms involve the null frame connection coefficients.
In chapter 12 we finally present the various bootstrap bounds which we make. Before this chapter, all
of our computations are abstract and the results are completely general. After this chapter, we assume
that various quantities are “small”. We include both pointwise and L2 bootstrap bounds in this chapter.
In chapter 13 we finally begin to carry out the energy estimates. There are three basic types
of energy estimates that we use: the weighted T energy estimate, the Morawetz estimate, and the p-
weighted estimate. In this chapter, we present each of these energy estimates, along with expressions for
the associated error terms, assuming the pointwise bootstrap bounds from the previous chapter.
Chapter 14 brings together the energy estimates of the preceding chapter in order to establish
first boundedness of the degenerate energy, and then degenerate energy decay. In particular, we use all
three of the basic energy estimates from the previous chapter, and combine them in order to control
all of their associated error terms simultaneously. We also obtain boundedness and decay for various
spacetime integrals (or “bulk terms”) in this chapter. Finally, we include a discussion of the case where
a point-dependent change of basis section is made before carrying out the energy estimates.
Chapter 15 is focussed on establishing pointwise bounds. In other words, assuming the pointwise
bootstrap bounds hold, we derive other pointwise bounds on various quantities which relate them, in the
end, to the energy of the fields and their derivatives. We include pointwise bounds on the fundamental
quantities - the fields φ(a) and their derivatives - as well as pointwise bounds on all the relevant geometrical
quantities, such as the foliation density or the null frame connection coefficients. We also give pointwise
bounds in the region r ≤ r0 using elliptic estimates.
While all of the previous analysis has focussed on the abstract equation /˜gφ = F , in chapter 16
we finally compute the (schematic form of the) inhomogeneous terms F for the specific equations we are
dealing with. This involves collecting together all of the error terms coming from both the “original”
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inhomogeneous terms (that is, the terms F(a) in the equations ˜gφ(a) = F(a)) as well as all of the error
terms caused by commuting the commutator operators Y through the reduced wave operator ˜g. We
then use the bootstrap bounds (both the L2 bounds and the L∞ bounds) to estimate the size of these
inhomogeneous terms. In particular, this involves deriving L2 bounds for various geometric error terms
(for example, error terms involving the null frame Christoffel symbols), which relate these quantities to
various L2-based quantities involving the metric and its derivatives. At this point we have to use the
equations we have previously derived for these geometric quantities, including the modified transport
equations and the elliptic equations in order to avoid a loss of derivatives. Finally, we include in this
chapter another discussion of the issue of a point-dependent change of basis, and how this affects the
estimates if it is necessary to perform such a change.
Finally, chapter 17 brings together all of the estimates of the preceding chapters, to finish the proof
of global existence for small initial data.
We also include three appendices. Appendix A presents the improved energy estimates, which,
among other things, establish additional decay in u for the energy associated with the T derivative of a
field, under the assumption of additional pointwise decay in u for various geometric quantities.
Appendix B outlines a proof of the semi-global existence and uniqueness of solutions to the kinds
of nonlinear wave equations we are considering, where “semi-global” means local in u but global in r.
Note that this kind of result already fails for equations like φ = (∂tφ)2.
Finally, note that our proof is consistent with “shock formation at infinity”, as outlined above, but
this does not imply that this kind of behaviour actually occurs, or even that it is possible. To address
this issue, in appendix C, we presents an explicit example of shock formation at infinity for a particular
wave equation obeying the weak null condition, showing that shocks really can form at infinity. In fact,
we present a family of initial data for this equation consisting of smooth, compactly supported functions,
which can be made arbitrarily small. Nevertheless, every member of this family of initial data exhibits
shock formation at infinity. Furthermore, the shocks form “immediately”, that is, they form as r → ∞
on the initial data surface, despite the initial data being trivial47 in the region r ≥ r0.
In addition to showing that shocks can form at infinity, appendix C also gives explicit examples of
“blowup at infinity” - i.e. examples of systems where the solutions actually do not have the same asymp-
totics as the linear equations. This issue has been discussed extensively in the literature, particularly
by Alinhac ([Ali95; Ali03; Ali06; Ali12]) but, using our methods, we are able to give the first explicit
example of such “blowup” for these kinds of equations, albeit arising from (arbitrarily small) initial data
that is compactly supported on an initial (asymptotically) characteristic slice, rather than from an initial
spacelike slice.
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Chapter 2
Preliminaries
2.1 The basic geometric set-up
2.1.1 Rectangular coordinates, the eikonal function and foliations
We begin with a 4-dimensional manifold M endowed with both a dynamical Lorentzian metric g and a
“background” Minkowski metric m.
Definition 2.1.1 (Rectangular coordinates and the radial function). We define the standard rectangular
coordinates on R4, (x0, x1, x2, x3) := (t, x1, x2, x3), with respect to which the Minkowski metric is given
by m = diag(−1, 1, 1, 1). In addition, we define the standard radial function
r :=
√
(x1)2 + (x2)2 + (x3)2 (2.1)
Definition 2.1.2 (The eikonal function). We define an outgoing eikonal function u with initial data on
the hypersurface r = r0, satisfying
g−1(du, du) = 0 for r > r0
u
∣∣
r=r0
= t− r (2.2)
for some fixed radius r0. We extend u to a function on the whole of M by setting
u := t− r for r ≤ r0 (2.3)
Definition 2.1.3 (The hyperboloidal time). We define the geometric hyperboloidal time variable τ by
τ :=
{
t if r ≤ r0
u+ r0 if r ≥ r0
(2.4)
Remark 2.1.4 (Continuity of τ). Note that the function τ is continuous, since at r = r0 we have u = t−r0.
Definition 2.1.5 (Hypersurfaces and the foliations). Using these coordinates, we foliate the future of
some initial hypersurface Στ0 := {x ∈M|τ(x) = τ0} by the hypersurfaces
Στ := {x ∈M|τ(x) = τ} (2.5)
We also define the “cut-off” versions of these hypersurfaces:
tΣτ := {x ∈M|τ(x) = τ, t(x) ≤ t} (2.6)
as well as the “cut-off” version of the surface of constant t:
τ1
τ0Σ¯t := {x ∈M|t(x) = t, τ0 < τ(x) ≤ τ1} (2.7)
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We define the “spheres” of constant τ and r:
Sτ,r := {x ∈M|τ(x) = τ, r(x) = r} (2.8)
and similarly the “spheres” of constant τ and t:
S¯τ,t := {x ∈M|τ(x) = τ, t(x) = t} (2.9)
Finally, we define the spacetime region
Mτ2τ1 := {x ∈M|τ(x) ∈ [τ1, τ2]} (2.10)
as well as the “cut-off” versions of these spacetime regions:
TMτ2τ1 := {x ∈M|τ(x) ∈ [τ1, τ2], t(x) ≤ T} (2.11)
Figure 2.1: A causal diagram of the various spacetime regions. Note that, if we imagine that every point
on the diagram represents a sphere Sτ,r (so that this is a sketch of the (τ, r) plane), then we cannot
really draw the curves of constant t in the region r ≥ r0, because the sphere ¯St,r does not correspond
to any spheres Sτ,r. In this sense, we can view the curves of constant t sketched on the diagram, in the
region r ≥ r0, as actually being curves at some particular fixed angle on the sphere.
Definition 2.1.6 (Induced metrics). Recall that we have a background metric g on M. This metric
induces (by restriction) a metric g on the hypersurface Στ , as well as a metric /g on the sphere Sτ,r.
2.1.2 Indices
We make use of the following conventions relating to indices.
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Definition 2.1.7 (Abstract indices). Greek indices µ, ν, ρ, . . . will be used to label abstract indices,
with the usual convention that raised indices refer to the tangent space and lowered indices refer to
the cotangent space. So, for example, in the expression Aµ, the index µ serves only to indicate that
the quantity A is a vector. Consequently, any expression involving only Greek indices will transform
covariantly, and repeated Greek indices indicate contractions in the usual way.
Definition 2.1.8 (Rectangular components). Lower case Latin indices from the start of the alphabet
a, b, c, . . . refer to the rectangular coordinate system (x0, x1, x2, x3) and the corresponding bases induced
on the tangent and cotangent spaces. So, for example, ga,b := g(∂a, ∂b), and for a vector V , V
a :=
V (xa) = dxa · V .
Lower case Latin indices from the middle of the alphabet i, j, k, . . . refer to the spatial rectangular
coordinates (x1, x2, x3). For instance, the radial function r satisfies r2 =
∑3
i=1(x
i)2. Note that, unlike
other types of indices, we will sum over repeated spatial rectangular indices regardless of whether those
indices are raised or lowered. For example, we understand xidxi to mean
∑3
i=1 x
idxi.
Definition 2.1.9 (Angular components). Upper case Latin indices A,B,C, . . . refer to the geometric
angular coordinates (ϑ1, ϑ2) defined below. These are coordinates on the spheres Sτ,r. Although we
shall fix this coordinate system on the spheres (see section 2.2) many of the expressions involving these
indices transform covariantly and so can be reinterpreted as referring to Sτ,r-tensors.
Remark 2.1.10 (Index conventions). Unless explicitly stated, we adopt the usual summation convention,
i.e. repeated indices which refer to a particular coordinate system are summed over.
We use the dynamic metric g and its inverse g−1 to lower and raise either abstract indices or rectangu-
lar indices. For example, given a vector field V µ with rectangular components V a, we define Vµ := V
νgµν
and Va := V
bgab. Likewise, we use the restriction of the metric to the spheres /g and its inverse (/g)
−1 to
lower and raise indices of Sτ,r-tensors.
Definition 2.1.11 (Frame components). Finally, we will also make use of frame indices: given a vector
field V , we define lower frame indices by contractions, using the metric g if necessary. For example, for
a 1-form ω we define ωV := ω(V ) = ωµV
µ, while for a vector Z we define ZV := g(Z, V ) = Z
µV νgµν .
Note that we do not actually need to have defined a frame in order to define these lower “frame” indices!
On the other hand, given a frame (V0, V1, V2, V3) of vector fields spanning the tangent space Tp(M)
at a point p, we can also define raised vector indices by expanding vectors in this frame, or by expanding
covectors in the basis (V [0 , V
[
1 , V
[
2 , V
[
3 ), where we define
(V [)µ := V
νgµν (2.12)
To be precise, we define raised frame indices for a vector field Z by expanding
Z := ZV0V0 + Z
V1V1 + Z
V2V2 + Z
V3V3
while for a covector ω we define the raised frame indices by
ω := ωV0V [0 + ω
V1V [1 + ω
V2V [2 + ω
V3V [3
Since the frame consists of linearly independent vector fields spanning the tangent space, if g is non-
degenerate then these relations uniquely define the frame components ZVa and ωVa for a = 0, 1, 2, 3.
Note that, when frame indices are used for the angular vector fields XA, in order to avoid cluttering
the notation we will make the identifications V A := V XA and VA := VXA .
Definition 2.1.12 (Musical notation). In general, we define musical duals of a vector field V and a
covector field ω by using the metric and its inverse as follows: for all vector fields Z, we define
V [ · Z := g(V,Z)
g(ω], Z) := ω · Z
(2.13)
and we extend these definitions to general tensors in the obvious way.
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Definition 2.1.13 (Indices outside derivative operators). If frame indices are placed outside of a delim-
iter, then any operators inside the delimiter are to be applied before contracting with the frame fields,
and they are applied to the rectangular indices. For example, given a tensor hµν and some operator, say
the vector field Z, we have
(Zh)LL := L
aLb(Zhab)
|Zh|LL := |LaLb(Zhab)|
Note that this means that the operator does not operate on the frame fields.
Definition 2.1.14 (Symmetric and antisymmetric tensors). We use round brackets to donate the totally
symmetric part of a tensor, and square brackets to donate the totally antisymmetric part of a tensor.
For example, given a tensor T = Tµν , we define
T(µν) =
1
2
(Tµν + Tνµ)
T[µν] =
1
2
(Tµν − Tνµ)
(2.14)
We also use vertical lines to indicate that the enclosed indices are not included in any symmetrisation
or antisymmetrisation, for example
T(µ|ν|ρ) =
1
2
(Tµνρ + Tρνµ) (2.15)
2.1.3 Derivative Operators
We will make use of the standard exterior derivatives and Lie derivatives. In addition, we define several
other derivative operators:
Definition 2.1.15 (Covariant derivatives). We define the covariant derivative operator D with respect
to the metric g. Likewise, we define the flat covariant derivative ∇ with respect to the metric m, and
finally, we define the covariant derivative with respect to the metric /g, which acts on functions or tensors
defined on the spheres Sτ,r and their associated tangent and cotangent bundles.
Definition 2.1.16 (Second order operators). We also define the second order operators
g := (g−1)µνD2µν := (g−1)µνDµDν
 := (m−1)µν∇2µν := (m−1)µν∇µ∇ν
/∆ := (/g
−1)AB /∇2AB := (/g−1)AB /∇A /∇B
(2.16)
Note that, although we have not yet defined the coordinates {ϑA} which are involved in the definition of
/∆ appearing above, this expression is evidently covariant and so it is actually independent of the choice
of coordinates {θA}.
Definition 2.1.17 (Rectangular derivatives). The rectangular derivative vector fields are defined by
∂t :=
∂
∂t
∣∣∣
x1,x2,x3
∂x1 :=
∂
∂x1
∣∣∣
t,x2,x3
∂x2 :=
∂
∂x2
∣∣∣
t,x1,x3
∂x3 :=
∂
∂x3
∣∣∣
t,x1,x2
(2.17)
In other words, when taking derivatives relative to the rectangular coordinates, it is understood that the
other rectangular coordinates are to be held fixed.
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2.2 The Null Frame and Geometric Coordinates
2.2.1 Definition of the null frame and geometric coordinates
Definition 2.2.1 (The outgoing null geodesic generator). We define the vector field
(L(Geo))
µ := −(g−1)µν∂νu for r ≥ r0 (2.18)
Since u satisfies the eikonal equation 2.2 in the region r ≥ r0, the vector field L(Geo) is null in this region.
We can also see that, for r ≥ r0, L(Geo) is geodesic:
(DL(Geo)L(Geo))
µ = (Dνu)(DνD
µu)
= (Dνu)(DµDνu)
=
1
2
Dµ
(
g(L(Geo), L(Geo))
)
= 0
where we have used the torsion-free property of the Levi-Civita connection.
We extend L(Geo) to the region r ≤ r0 by choosing L to be the unique vector field such that, in this
region,
• L(Geo) is null and future-directed
• L(Geo) is orthogonal to the spheres St,r (using the metric g)
• L(Geo)(r) = µ−1
Definition 2.2.2 (The inverse foliation density). We define a very important quantity, the inverse
foliation density µ by
µ−1 := −(g−1)(dr, du) (2.19)
Note that this is actually only the inverse foliation density in the region r ≥ r0. Nevertheless, we will
also write µ for this quantity in the region r < r0.
Definition 2.2.3 (The null vector fields L and L). Using the foliation density we can define the vector
L by
L := µL(Geo) (2.20)
Note that this vector field is null everywhere and satisfies L(r) = 1. Now, we define L by setting L to
be the unique null vector field satisfying
• L is null and future-directed
• L is orthogonal to the spheres St,r (using the metric g)
• g(L,L) = −2
Definition 2.2.4 (Coordinates on the spheres). We now need to define coordinates on the spheres Sτ,r.
We fix an atlas {(Dα, ϑ1α, ϑ2α)}α=1,2 on the sphere S0,r0 , where the Dα are open subsets of S0,r0 which
satisfy S0,r0 = D1 ∪ D2. We transport these coordinates onto the spheres S0,r for r < r by using the
Euclidean vector field −xir ∂i, i.e. setting
−x
i
r
∂iϑ
A
α = 0
Now, we transport these coordinates onto the whole of the spacetime tube r ≤ r0 by using the Euclidean
time translation vector field ∂t := ∂0, i.e. we set
∂ϑAα
∂t
∣∣∣
x1,x2,x3
= 0 for r ≤ r0
note that the vector field ∂t is tangent to the hypersurface r = r0, so this definition is well-defined.
Finally, we extend the coordinates to the region r > r0 by transporting the coordinates using the vector
field L, i.e. we set
LϑAα = 0 for r > r0
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Definition 2.2.5 (The angular vector fields XA). In the region now covered by coordinates arising from
one of the open sets Dα, we define the vector fields
X1 :=
∂
∂ϑ1
∣∣∣
τ,r,ϑ2
X2 :=
∂
∂ϑ2
∣∣∣
τ,r,ϑ1
(2.21)
Remark 2.2.6 (Suppression of angular indices). There will be occasions in which we will deal with Sτ,r
tensors of undetermined rank. In this case, we will suppress the associated angular indices, and use a
dot to donate contraction using the metric on Sτ,r, and take norms using the metric /g and its inverse.
For example, if φµ := φAdϑ
A is an Sτ,r one-form, we define
|φ|2 = φ · φ = (/g−1)ABφAφB
Remark 2.2.7 (Suppressing the coordinate chart label). As we have already mentioned, many of our
expressions transform covariantly under a change of basis for the tangent space of the Sτ,r. In particular,
this means that, without ambiguity, we can suppress the coordinate chart label α.
Definition 2.2.8 (The null frame). We define the null frame as the set of vector fields {L,L,X1, X2}.
Remark 2.2.9. From now on we will assume that the null frame spans the tangent space TpM at every
point p ∈M. This will eventually be justified when we close the argument.
Definition 2.2.10 (Geometric coordinates). We refer to the coordinates (τ, r, ϑ1, ϑ2) as the geometric
coordinates
Remark 2.2.11 (Standard angular coordinates in the region r < r0). We may assume that the coordinates
ϑA are the standard coordinates {ϕ, θ} in the region r < r0. In particular, this yields the expressions
[L,XA] = 0
[L,XA] = 0
m(XA, XB) = r
2γ˚AB
(2.22)
in the region r < r0, where γ˚ is the standard round metric on the unit sphere.
Definition 2.2.12 (The reference metric on the spheres). We shall also make use of a reference metric
γ˚ on the spheres Sτ,r. We construct γ˚ as follows: for all r > 0, there is a natural identification between
the sphere Sτ,r and the sphere S2 (considered as a subset of R3), defined by the map
piS2 : Sτ,r → S2 ⊂ R3
(x0, x1, x2, x3) 7→ (r−1x1, r−1x2, r−1x3) (2.23)
Note that, if (x0, x1, x2, x3) ∈ Sτ,r then we have
(x1)2 + (x2)2 + (x3)2 = r2
Note also that, in the region r ≤ r0, x0 is constant on the sphere Sτ,r, but this is not necessarily the
case in the region r > r0.
Now, S2 ⊂ R3 is equipped with the standard round metric γ. We define the metric γ˚ as the pullback
of this metric γ to the sphere Sτ,r under the maps given above. Specifically, we define
γ˚ := (piS2)
∗(γ) (2.24)
Similarly, we define dvolS2 as the pullback to the sphere Sτ,r of the standard volume form on the
sphere S2 under the map piS2 .
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2.2.2 The radial vector field and a normalisation condition on the metric
Definition 2.2.13 (The vector field R). We define the radial vector field
Rµ := (g−1)µν∂νr (2.25)
Property 2.2.14 (The radial component of the metric). We shall assume the following condition on
the radial component of the metric g:
g(R,R) = g−1(dr, dr) = 1 for r ≥ r0 (2.26)
Note that this implies the following condition on the rectangular components of g−1:
3∑
i,j=1
(g−1)ijxixj = r2 (2.27)
Remark 2.2.15. Property 2.2.14 can always be imposed by means of a conformal transformation. In fact,
we will use such a transformation in order to impose this condition on the kinds of equations we shall
treat later.
2.2.3 Basic identities involving the null frame and the geometric coordinates
Proposition 2.2.16 (Metric contractions of the null frame vector fields). In the region r ≥ r0, we have
the following expressions for the contractions of the null frame vector fields:
g(L,L) = 0
g(L,L) = −2
g(L,XA) = 0
g(L,L) = 0
g(L,XA) = 0
g(XA, XB) = /gAB
(2.28)
Proof. These expressions follow from the definitions together with the following calculations:
g(L,XA) = µg(L(Geo), XA) = µXAu = 0
g(XA, XB) = /g(XA, XB) = /gAB
Proposition 2.2.17 (Raising and lowering frame indices). Given a vector V , its upper and lower frame
indices are related by
VL = −2V L
VL = −2V L
VA = /gABV
B
(2.29)
Similar relations hold for tensors of any rank.
Proof. Expanding the vector V in the null frame, we have
V = V LL+ V LL+ V AXA (2.30)
Taking inner products with the null frame proves the proposition.
Proposition 2.2.18 (Expressing the radial vector field R in the null frame).
R =
1
2
(L− L) (2.31)
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Proof. R is g-orthogonal to the spheres Sτ,r, since g(R,XA) = XA(r) = 0. Hence we can set
R = RLL+RLL
Now, we have
g(R,R) = 1 = −4RLRL
and also
g(R,L) = µg(R,L(Geo))
= −µg−1(dr, du)
= 1 = −2RL
Combining the previous two identities yields (2.31)
Proposition 2.2.19 (The action of the null frame on the geometric coordinates). Define the Sτ,r-tangent
vector field b by
b :=
(
LϑA
)
XA (2.32)
Then
Lu = 2µ−1 (2.33)
and the action of the null frame on the geometric coordinates is given by
Lτ = 0
Lr = 1
LϑA = 0
Lτ = 2µ−1
Lr = −1
LϑA = bA
XAτ = 0
XAr = 0
XAϑ
B = δBA
(2.34)
Proof. The identities in (2.34) follow immediately from the definitions and the following two computa-
tions:
Lr = µL(Geo)r
= −µg−1(du,dr) = 1
Additionally, making use of proposition 2.2.18 we have
Lr = Lr − 2R(r)
= 1− 2g(R,R) = −1
Proposition 2.2.19 immediately yields the following corollary:
Corollary 2.2.20 (The null frame in terms of coordinate vector fields). Define the coordinate induced
vector fields
∂τ :=
∂
∂τ
∣∣∣
r,ϑ1,ϑ2
∂r :=
∂
∂r
∣∣∣
τ,ϑ1,ϑ2
(2.35)
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Then we have
L = ∂r
L = 2µ−1∂τ − ∂r + bAXA
(2.36)
Conversely, the null frame can be expressed in terms of the coordinate induced vector fields:
∂τ =
1
2
µ
(
L+ L− bAXA
)
∂r = L
(2.37)
Remark 2.2.21 (Geometric interpretation of b). Note that the vector field b can be viewed as the projec-
tion of L onto the spheres Sτ,r by the natural projection associated with the coordinate induced vector
fields (not the null frame!). That is, we can define a projection operator p which acts on vector fields V
as
p(V ) := V − V (r)∂r − V (τ)∂τ
and then p(L) = b.
2.2.4 Commutators of the null frame vector fields
Corollary 2.2.20 leads to the following expressions for the commutators of the null frame vector fields:
Proposition 2.2.22 (Commutators of the null frame). The commutators of the null frame vector fields
satisfy:
[L,XA] = 0
[L,L] = −µ−1(Lµ)(L+ L) + (µ−1(Lµ)bA + (LbA))XA
[L,XA] = µ
−1(XAµ)(L+ L)−
(
µ−1(XAµ)bB + (XAbB)
)
XB
[XA, XB ] = 0
(2.38)
Remark 2.2.23 (Sτ,r-covariant expressions). The expression for [L,XA] can be made explicitly Sτ,r-
covariant by noting that, in our frame,
/LAb = LAb = [XA, bBXB ] = (XAbB)XB
where /L denotes the Lie derivative restricted to the spheres. We have
[L,XA] = µ
−1(XAµ)(L+ L)−
(
µ−1(XAµ)bB + (/LAbB)
)
XB
2.2.5 The projection operators
Definition 2.2.24 (The projection operator onto the spheres Sτ,r). We define the projection operator
onto the spheres Sτ,r as
/Π
µ
ν := δ
µ
ν +
1
2
LνL
µ +
1
2
LνL
µ (2.39)
Then we easily see that
/Π
µ
ν L
ν = 0
/Π
µ
ν L
ν = 0
/Π
µ
ν (XA)
ν = (XA)
µ
/Π
ρ
µ /Π
σ
ν gρσ = /gµν
(2.40)
Remark 2.2.25 (Schematic notation for projection operators). Given a tensor φ of indeterminate rank,
we shall occasionally write /Π(φ) to denote the tensor obtained by projecting all the indices of φ using
the projection operator /Π. For example, if φ is a one-form, then (/Π(φ))µ = Π
ν
µ φν .
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Definition 2.2.26 (Products of projection operators). We define the notation
/Π
ν1...νn
µ1...µn := /Π
ν1
µ1
/Π
ν2
µ2 . . . /Π
νn
µn (2.41)
We can also define projected derivative operators:
Definition 2.2.27 (The projected exterior derivative). Given a function f , we define
/dµf :=
(
/df
)
µ
:= /Π
ν
µ (df)ν (2.42)
Definition 2.2.28 (Projected covariant derivatives). We define the projected covariant derivative op-
erator /DZ , for any one-form Z, by first taking the covariant derivative in the Z direction, DZ , and then
projecting the lower indices of the resulting tensor using /Π. For example, given a one-form φµ, we have
/DZφµ := Π
ν
µ DZφν
Note that, if φ = φσ1...σn is a rank (0, n) Sτ,r-tangent tensor, then /DAφ = /∇Aφ. On the other hand,
/∇Lφ ≡ 0 but /DLφ does not necessarily vanish.
The operator /D is also compatible with the metric in the sense that /Dµgνρ = Π
λ
ν Π
σ
ρ Dµgλσ = 0.
Finally, note that for a scalar field φ, /Dφ = Dφ = dφ.
The operator /D can be viewed as giving rise to a connection on the bundle of Sτ,r-tangent tensor
fields (see chapter 7)
Definition 2.2.29 (The projected wave operator). We also define the projected wave operator /g,
defined by the formula
/gφ := (g−1)µν /Dµ /Dνφ (2.43)
i.e. we project each covariant derivative and then contract them using g. Note that this is not the same
as first applying the geometric wave operator g and then projecting using /Π: this operator differs from
the one we have defined by some first order terms. For example, for a one-form φµ, we have
/gφα = /Π
β
α (g
−1)µνDµ
(
/Π
γ
β Dνφγ
)
(2.44)
which differs from /Π
β
α gφβ by the first order term /Π
β
α (g
−1)µν
(
Dµ /Π
γ
β
)
Dνφγ .
Note also that the operator /g is not the same as applying the operator (/g−1)µν /Dµ /Dν . Nor is this
latter operator the same as the operator /∆: in fact,
(/g
−1)µν /Dµ /Dνφ = (/g
−1)µν /Dµ
(
−1
2
Lν /DLφ−
1
2
Lν /DLφ+ /∇νφ
)
= /∆φ− 1
2
(/g
−1)µν(DµLν) /DLφ−
1
2
(/g
−1)µν(DµLν) /DLφ
Proposition 2.2.30 (Frame components of the projected exterior differential of a function). For any
function f , we have
/dAf =
(
/df
)
A
= XA(f)
/dLf =
(
/df
)
L
= 0
/dLf =
(
/df
)
L
= 0
(2.45)
Proof. This follows from the first three lines of (2.40)
Remark 2.2.31 (Sτ,r–tensors and spacetime tensors). We slightly abuse notation in order to avoid dis-
tinguishing between Sτ,r–tensors and tensors embedded in spacetime. For example, we use the notation
/g to denote both the metric induced on the spheres Sτ,r (which is an Sτ,r–tensor) and also to denote
the restriction of the metric g to the spheres, i.e. /gµν =
/Π
ρ
µ /Π
σ
ν gρσ, which is a spacetime tensor. The
context will make clear which is meant.
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2.2.6 Relations between the null frame and rectangular coordinates
Since the rectangular derivatives span the tangent space toM, we have the standard expressions for the
null frame vectors in terms of rectangular derivatives:
L = La∂a
L = La∂a
XA = (/dAx
a)∂a
(2.46)
In addition, we can express the rectangular derivatives in terms of the null frame vectors:
∂a = −
(
1
2
La
)
L−
(
1
2
La
)
L+ (XA)a(/g
−1)ABXB (2.47)
Sometimes we will consider sets of fields labelled by rectangular indices. The obvious example of
such a set is the set of scalar fields hab. In such cases it is often desirable to consider a related set of
scalar fields, which are instead labelled by the null frame. An obvious way to do this is simply to project
onto the null frame by using the rectangular components of the null frame vector fields. Unfortunately,
the rectangular components of the angular vector fields (XA)
a are expected to grow as r. Hence, for
example, the (scalar) field hAB will have different asymptotic behaviour to the (scalar) field hab. On the
other hand, the fields hAB can be regarded as the components of an Sτ,r tangent tensor field, and this
tensor field has the same asymptotics as the scalar field h (when measured using the Riemannian metric
on the spheres). To be more precise, we will introduce the rectangular frame angular one-forms, which
are a set of one-forms, labelled with rectangular indices, which can be used to form Sτ,r-tangent tensor
fields from sets of fields labelled by rectangular indices.
Definition 2.2.32 (The rectangular frame angular one-forms). We define the rectangular frame angular
one-forms as the set of one-forms, labelled by rectangular coordinates, given by the fields
/Π
a
µ := (/g
−1)AB(XA)µ(XB)a (2.48)
2.3 Schematic notation and norms
We will use the following schematic notation in order to simplify many of the expressions in the following
sections.
Definition 2.3.1 (Schematic notation for angular derivatives, and “good” and “bad” derivatives). We
will use the following notation for angular derivatives:
/∇µ := /Π νµ /Dν (2.49)
in other words, when we write /∇ we mean the covariant derivative with respect to the metric /g. For
example, for a scalar field φ, /∇φ is the one-form /Π νµ Dνφ = /dµφ. To define norms of the angular
derivatives, we take contractions using the inverse metric /g
−1. So, for example, for a scalar field φ we
define
| /∇φ| :=
√
(/g
−1)µν( /∇µφ)( /∇νφ) (2.50)
We will write “good” derivatives schematically as
∂¯ ∈ {L,X1, X2} (2.51)
so, for example, by ∂¯φ we mean any one of the following: Lφ, X1φ or X2φ. Similarly, we write
|∂¯φ| :=
√
|Lφ|2 + | /∇φ|2 (2.52)
Likewise, if φ is an Sτ,r tensor, then corresponding notation will be used, with vector fields replaced by
projected covariant derivatives. For example, we have
| /Dφ| :=
√
| /DLφ|2 + (/g−1)AB /DAφ · /DBφ (2.53)
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Recall that, for Sτ,r tensors, contractions are taken with respect to the metric /g.
Finally, general (and possibly “bad”) frame derivatives of a field φ will be written as ∂φ, i.e. ∂φ may
be any of the following: Lφ, Lφ, X1φ or X2φ. For scalar fields φ, we write
|∂φ| :=
√
|Lφ|2 + |Lφ|2 + | /∇φ|2 (2.54)
and, if φ is an Sτ,r-tensor
| /Dφ| :=
√
| /DLφ|2 + | /DLφ|2 + (/g−1)AB /DAφ · /DBφ (2.55)
Likewise, we can use our frame fields to define a norm of higher rank tensors in the obvious way. For
example, for a symmetric (0, 2)-tensor hµν , we write
|h| := |hLL|+ 2|hLL|+ 2|/hL|+ |hLL|+ 2|/hL|+ |/h| (2.56)
where we have defined the Sτ,r-tangent tensor fields
(/hL)µ := /Π
ν
µ L
ρhρν
(/hL)µ := /Π
ν
µ L
ρhρν
(/h)µν := /Π
ρ
µ /Π
σ
ν hρσ
Remark 2.3.2. One must be careful to distinguish between the schematic notation for general derivatives
∂φ and the notation we are using for rectangular derivatives ∂aφ. The schematic notation does not have
indices, whereas the notation for the rectangular derivatives includes lower case Latin indices. Note
that schematically written quantities such as |∂φ| depend on the null frame, whereas the rectangular
derivatives do not. It will turn out, however, that |∂φ| ∼∑a |∂aφ|.
Definition 2.3.3 (Norms of Sτ,r–tensors). For an Sτ,r–tensor, say ζ = ζ
AXA, norms are taken by
contracting using the metric /g and its inverse. For example, we have
|ζ| :=
√
ζAζB/gAB
Definition 2.3.4 (The frame components and frame norm of fields labelled by rectangular indices). Let
hab be a set of scalar fields labelled by a symmetric pair of rectangular indices. Then we define the set
of frame components of h:
(h)(frame) :=
{
hLL , hLL , L
a /Π
b
µ hab , hLL , L
a /Π
b
µ hab , /Π
a
µ /Π
b
ν hab
}
(2.57)
Note that (h)(frame) contains scalar fields (e.g. hLL), Sτ,r-tangent one forms (e.g. L
a /Π
b
µ hab) and a
symmetric Sτ,r-tangent tensor field (the field /Π
a
µ /Π
b
ν hab). This notation can be generalised to deal with
sets of Sτ,r-tangent tensor fields; for example, consider the fields /∇hab. Then we define
( /∇h)(frame) :=
{
LaLb∇µhab , LaLb /∇µhab , La /Π bν /∇µhab , LaLb /∇µhab , La /Π bν /∇µhab , /Π aν /Π bρ /∇µhab
}
We also define the “frame norm” of h:
|h|(frame) :=
√ ∑
X∈(h)(frame)
|X|2 (2.58)
Note in particular that, when combining this notation with the other notation defined above for the
norms of tensor fields, the transformation from the rectangular frame to the null frame is to be carried
out after derivatives of the fields labelled by rectangular indices are taken. For example, we have
|∂h|(frame) :=
√
|Lh|2(frame) + |Lh|2(frame) + | /∇h|2(frame)
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Definition 2.3.5 (The rectangular components and rectangular norm). Similarly to the definitions
given above, if we have a set of scalar fields labelled by rectangular indices, say hab, then we can write
schematically
h(rect) :=
{
hab
∣∣ a, b ∈ {0, 1, 2, 3}} (2.59)
and we can define the rectangular norm:
|h|(rect) :=
√∑
a,b
|hab|2 (2.60)
Definition 2.3.6 (The notation /h). Sometimes, we will use the notation /h or /hX to denote the angular
components of the field h, which is normally labelled by rectangular indices. Specifically, we define
/hµν := /Π
a
µ /Π
b
ν hab
and, for any vector field X with rectangular components Xa, we define
/hXµ := X
a /Π
b
µ hab
We define similar notation for derivatives. For example, if X is a vector field, then we define
(X/h)µν := /Π
a
µ /Π
b
ν (Xhab)
Definition 2.3.7 (The notation a . b, a & b and a ∼ b). Given two quantities a and b, the notation
a . b means that there is a numerical constant C (independent of all variables which we consider) such
that a ≤ Cb. Similarly, the notation a & b means that there is a numerical constant c such that a ≥ cb.
Finally, the notation a ∼ b means that both a . b and a & b.
We use these same notations with subscripts to donate the fact that the implicit constants can depend
on the variables in the subscripts. For example, the notation a .p b means that there is a constant C(p),
depending on p but independent of all other variables, such that a ≤ C(p)b.
Definition 2.3.8 (Cut-off functions). Let us define, once and for all, a smooth cut-off function χ0(r),
which satisfies
χ0(r) =
{
1 if r ≥ 1
0 if r ≤ 12
(2.61)
Then, we define the scaled cut-off functions: for R,R1, R2 > 0 and R2 ≥ R1,
χ(R)(r) := χ0(R
−1r)
χ(R1,R2)(r) := χ(R1)(r)
(
1− χ(R2)
) (2.62)
2.3.1 Geometric differential operators
We also define some geometric derivative operators for tensors on the spheres Sτ,r:
Definition 2.3.9 (The divergence of Sτ,r vectors and tensors). Let Z = Z
AXA be an Sτ,r vector, and
let Y = Y ABXA ⊗XB be a symmetric tensor on the sphere Sτ,r. Then we define the divergence of Z
and Y as follows:
/divX := /∇AZA = XAZA + /ΓAABZB
( /divY )A := /∇BY AB = XBY AB + /ΓABCY CB + /ΓBBCY AC
(2.63)
Note that these quantities are covariantly defined with respect to a change of basis for the tangent space
of the sphere Sτ,r, i.e. under such a change of basis /divX transforms as a scalar and /divY transforms as
a vector.
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Definition 2.3.10 (The curl of Sτ,r vectors and tensors). Again, let Z = Z
AXA be an Sτ,r vector, and
let Y = Y ABXA⊗XB be a symmetric tensor on the sphere Sτ,r. Let /ε = /εABdϑA⊗ dϑB be the volume
form of sphere Sτ,r induced by the metric /g, normalised by /ε12 =
√
det /gAB (recall that the ordered set
of vector fields (X1, X2) are chosen to induce the same orientation as the standard Minkowski vector
fields (∂θ, ∂φ)).
Note that /ε
AB
/εAB = 2, and also that /∇A/εBC = 0. Moreover, note that any antisymmetric tensor
on the sphere Sτ,r of rank 2 must be proportional to /ε. We define the curl of the vector field Z and the
tensor field Y as follows:
/∇[AZB] :=
1
2
( /curlZ)/εAB
⇒ /curlZ = /εAB /∇AZB = /εABXAZB
/∇[AYB]C :=
1
2
( /curlY )C/εAB
⇒ ( /curlY )A = /εBC /∇BY AC = /εBC
(
XBY
A
C + /Γ
A
BDY
D
C
)
(2.64)
Note that these quantities transform covariantly (as a scalar and a vector, respectively) under orientation-
preserving transformations of the frame (X1, X2).
2.4 Expressions for the metric
In this section we collect together various expressions for the spacetime metric g.
2.4.1 Basic expressions for the metric
Definition 2.4.1 (The tensors h and H). We define the tensors h and H by the equations
gµν := mµν + hµν
(g−1)µν := (m−1)µν +Hµν
(2.65)
The tensors h and H are to be thought of as “small”, in a way which shall be made precise later.
Using h and H can also establish the following proposition:
Proposition 2.4.2 (The metric and its inverse in rectangular coordinates). In rectangular coordinates
the metric and its inverse are given by
g = −dt2 + (dx1)2 + (dx2)2 + (dx3)2 + habdxadxb
g−1 = −(∂t)2 + (∂x1)2 + (∂x2)2 + (∂x3)2 +Hab(∂xa)(∂xb)
(2.66)
2.4.2 The metric in geometric coordinates
In the region r < r0, we only need the basic expressions for the metric given in subsection 2.4.1. However,
in the region r ≥ r0 we have the following expression for the spacetime metric:
Proposition 2.4.3. In the region r ≥ r0, the metric is given by
g =− µ2dτ2 − 2µdτdr + /gAB
(
dϑA − 1
2
µbAdτ
)(
dϑB − 1
2
µbBdτ
)
(2.67)
Proof. Using proposition 2.2.16 and corollary 2.2.20 we can calculate the following metric components:
g(∂τ , ∂τ ) = −µ2 + 1
4
µ2bAbB/gAB
g(∂τ , ∂r) = −µ
g(∂τ , XA) = −1
2
µbB/gBA
g(∂r, ∂r) = 0
g(∂r, XA) = 0
g(XA, XB) = /gAB
(2.68)
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Combining these expressions leads to equation (2.67).
Remark 2.4.4 (Relation to Bondi coordinates). The geometric coordinates are, in some ways, similar to
“Bondi coordinates” near infinity: as r →∞, τ ∼ u. Note, however, that the radial coordinate r is not
related in the standard way to the volume of the spheres Sτ,r, but is instead simply the “background”
radial coordinate associated with the rectangular coordinates. It turns out that we could exchange r for
the area radius of the spheres without changinve very much - in particular, the decay rates of various
quantities would not be qualitatively different. A more serious problem is the factors of µ in the above
expressions, which mean that the usual decay rates for asymptotically flat spacetimes near null infinity
are not respected, since we expect the behaviour µ ∼ r.
Proposition 2.4.5 (The volume form expressed in geometric coordinates). In the region r ≥ r0, the
volume form associated with the metric g is given in terms of the geometric coordinates as
dvolg = −µ
√
det /gdτ ∧ dr ∧ dϑ1 ∧ dϑ2 (2.69)
where the determinant of /g is taken relative to the coordinates ϑ1, ϑ2. Alternatively, we regard the tensor
/g as defining a metric on the spheres Sτ,r; then the spacetime volume form is
dvolg = −µdτ ∧ dr ∧ dvol(S2,/g) (2.70)
where dvol(S2,/g) is the volume form on S2 equipped with the induced metric /g.
Proof. This follows from a direct computation, beginning with the form of the metric in geometric
coordinates given equation (2.67). The choice of orientation is in accordance with the standard choices.
Note that, if f ′(α) = 0 then we have G = /g, and the expressions above simplifies.
Definition 2.4.6 (The scalar Ω). We now have two metrics on the spheres Sτ,r, given by /g and γ˚
respectively. We define the scalar Ω as the square root of the ratio of their respective volume forms, i.e.
dvolg = −µdτ ∧ dr ∧ dvol(S2,G) = −µΩ2dτ ∧ dr ∧ dvol(S2 ,˚γ)
In other words, we define Ω by √
det /g = Ω
2
√
det γ˚
Note that this defines a scalar density on the spheres.
2.4.3 The metric in the null frame
Proposition 2.4.7 (The metric in the null frame). In the region r ≥ r0, we have the following expressions
for the metric and its inverse:
gµν = −1
2
LµLν −
1
2
LµLν + /gµν
gµν = −1
2
LµLν − 1
2
LµLν + (/g
−1)µν
(2.71)
Proof. To establish the expression for the metric, we contract the expression given above with each pair
of vectors in the null frame (L,L,X1, X2). For example, we have that
g(L,L) = −2
while on the other hand,(
−1
2
LµLν −
1
2
LµLν + /gµν
)
LµLν = −1
2
LµL
µLνL
ν = −1
2
(g(L,L))
2
= −2
In fact, the first line of (2.71) holds for all pairs of frame vectors. Hence, as long as the null frame spans
the tangent space, the first line of equation (2.71) is true. The second line follows by raising indices using
the inverse metric g−1.
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2.4.4 Christoffel symbols
We also define the rectangular Christoffel symbols:
Definition 2.4.8 (Rectangular Christoffel symbols). The rectangular Christoffel symbols are defined by
Da∂b := Γ
c
ab∂c (2.72)
Proposition 2.4.9 (Rectangular Christoffel symbols in terms of h). The rectangular Christoffel symbols
can be defined in terms of rectangular derivatives of h as follows:
Γcab =
1
2
(g−1)cd (∂ahbd + ∂bhad − ∂dhab) (2.73)
Proof. This proposition follows from the standard expression for the Christoffel symbols in a coordinate
induced basis, together with the fact that the coefficients of the Minkowski metric are constants in
rectangular coordinates, i.e. ∂ambc = 0
2.5 Second fundamental forms
In this section we define the second fundamental forms and provide alternative expressions for them.
Definition 2.5.1 (The second fundamental forms χ and χ). We define the second fundamental forms
χ and χ as follows:
χ :=
1
2
/LLg
χ :=
1
2
/LLg
(2.74)
where /L denotes the projection onto the spheres of the Lie derivative. To be clear, in abstract index
notation we have
χµν =
1
2
/Π
ρ
µ /Π
σ
ν (LLg)ρσ
χ
µν
=
1
2
/Π
ρ
µ /Π
σ
ν (LLg)ρσ
We also have alternative expressions for the second fundamental forms, which are often more useful:
Proposition 2.5.2 (Alternative expressions for χ and χ). The only nonzero frame components of the
second fundamental forms χ and χ are given by
χAB = g(DAL,XB)
χ
AB
= g(DAL,XB)
(2.75)
Proof. We prove the proposition for χ; the χ case is similar. First, note that, by equation (2.40), the
only frame components of χ that can be nonzero are χAB . Now, we have
2χAB = LLg(XA, XB)
= L (g(XA, XB))− g([L,XA], XB)− g(XA, [L,XB ])
= g(DLXA, XB) + g(XA,DLXB)− g([L,XA], XB)− g(XA, [L,XB ])
= g(DAL,XB) + g(XA,DBL)
= g(DAL,XB)− g(DBXA, L)
= g(DAL,XB)− g(DAXB , L)
= 2g(DAL,XB)
Where we have made use of the torsion-free property of the metric to set [L,XB ] = DLXB −DBL, and
we have used of the fact that [XA, XB ] = 0.
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Definition 2.5.3 (Trace and trace-free parts of second fundamental forms). We will also decompose the
tensors χ and χ into their trace and trace-free parts:
tr/g χ := (/g
−1)ABχAB
χˆAB := χAB − 1
2
/gAB tr/g χ
tr/g χ := (/g
−1)ABχ
AB
χˆ
AB
:= χ
AB
− 1
2
/gAB tr/g χ
(2.76)
2.6 The wave coordinate condition
One application for the methods developed in this paper are the Einstein equations in “wave coordinates”
or “harmonic coordinates”. In this case, the rectangular coordinates themselves obey (scalar) wave
equations, that is,
gxa = 0 (2.77)
which is equivalent to the condition on the rectangular Christoffel symbols
(g−1)bcΓabc = 0 (2.78)
This can be written in the null frame as
− Lb(Lhab)− Lb(Lhab)− 2/gbc( /∇chab) + (LbLc − /gbc)(∂ahbc) = 0 (2.79)
We can contract this equation with the rectangular components of the null frame La, La and /Π
a
µ . This
leads to the expressions
0 = (Lh)LL + 2/g
µν( /∇µh)Lν + (/g−1)µν(Lh)µν
0 = (/g
−1)µν(Lh)µν + (Lh)LL + 2/gµν( /∇µh)Lν
0 = /Π
a
µ L
b(Lhab) + /Π
a
µ L
b(Lhab) + 2(/g
−1)νρ /Π aµ /Π
b
ν ( /∇ρhab) + (/g−1)νρ( /∇µh)νρ − ( /∇µh)LL
(2.80)
The Einstein equations, when supplemented with the wave coordinate condition, take the form of a
set of nonlinear wave equations for the rectangular components of the metric perturbation hab. Moreover,
these equations satisfy the “weak null condition” (see chapter 5), and so the analysis of this paper can
be applied to these equations.
What’s more, for many of the calculations which follow, the Einstein equations in wave coordinates
actually behave much better than a more general wave equation with the weak null condition. The reason
for this is that the wave coordinate condition itself implies better behaviour for certain derivatives of the
metric, as we can see from the equations in (2.80). Specifically, the quantities
(Lh)LL , (/g
−1)µν(Lh)µν , /Π
a
µ L
b(Lhab)
actually behave like good derivatives, despite containing the “bad derivative” L. This changes the
behaviour of certain quantities dramatically, leading to different asymptotics for the metric components
compared with the more general case we have in mind, and making certain computations much easier.
This fact was used extensively in the work of Lindblad and Rodnianski [LR10] and was crucial for their
proof of the stability of Minkowksi space.
One advantage of our approach is that the stability of Minkowksi space can be inferred without
making additional use of the wave coordinate condition, beyond using it to write the Einstein equations
as a set of nonlinear wave equations with the weak null condition. Our approach would therefore allow
the use of more general gauge conditions, where one does not expect to gain such good behaviour from
the gauge conditions alone.
It is very important to note that we do not assume that the wave coordinate condition holds in what
follows. However, we will point out the occasions in which using this condition leads to improvements
in the behaviour of certain quantities.
62
Chapter 3
Transport equations for eikonal
quantities
In this chapter we will derive transport equations in the outgoing null direction L for quantities associated
with the eikonal function u. Note that we shall eventually study a coupled wave equation/eikonal equation
system, and so establishing appropriate a priori bounds on the eikonal function is crucial for our global
existence result. Rather than directly estimating u, we will instead estimate its derivatives: µ as well as
the rectangular components of L. Recall that µ is related to the L derivative of u, by Lu = 2µ−1, while
the rectangular components of L are related to the rectangular derivatives of u by La = µ(g−1)ab∂bu.
We first establish the transport equation satisfied by the inverse foliation density µ in the region
r ≥ r0 (recall that µ = 1 in the region r < r0).
Proposition 3.0.1 (The transport equation for µ). In the region r ≥ r0, the inverse foliation density µ
satisfies the following transport equation along integral curves of L:
µ−1(Lµ) =
1− LiLi
r
− 1
2
(Lh)LL +
1
4
(Lh)LL +
1
4
(Lh)LL (3.1)
Proof. Recall that the vector field L(Geo) is geodesic. Consequently, we find that
DL(Geo)L(Geo) = 0
⇒ DL(µ−1L) = 0
⇒ DLL = µ−1(Lµ)L
(3.2)
expanding the equation (3.2) in terms of the rectangular vector fields ∂a, we find
µ−1(Lµ)L = LaDa(Lb∂b)
= (LLa)∂a + L
aLbDa∂b
= (LLa)∂a + L
aLbΓcab∂c
(3.3)
Now, we wish to contract this (vector) equation with the 1-form dr = r−1xidxi. We first note a few
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identities which are obtained by acting on r with the null frame vector fields:
Lr = 1⇒ Lix
i
r
= 1
Lr = −1⇒ Lix
i
r
= −1
L(Lr) = 0⇒ (LLi)x
i
r
+
LiLi
r
− L
ixi
r2
= 0
⇒ (LLi)x
i
r
+
LiLi
r
− 1
r
= 0
(/g
−1)ai
xi
r
= (/g
−1)ab∂br
= (g−1)cd /Π ac /Π
b
d ∂br
= (g−1)cb /Π ac (/dr)b
= (g−1)cb /Π ac
(
−1
2
(/dLr)Lb −
1
2
(/dLr)Lb + (/g
−1)AB(/dAr)(XB)b
)
= 0
Returning to equation (3.3) and contracting with dr, we find
µ−1(Lµ) = (LLi)
xi
r
+ LaLbΓiab
xi
r
=
1− LiLi
r
+
1
2
LaLb(g−1)id (∂ahbd + ∂bhad − ∂dhab) x
i
r
=
1− LiLi
r
+
1
2
LaLb
(
−1
2
LiLd − 1
2
LiLd + (/g
−1)id
)
(∂ahbd + ∂bhad − ∂dhab) x
i
r
=
1− LiLi
r
− 1
4
(
LaLbLd − LaLbLd
)
(∂ahbd + ∂bhad − ∂dhab)
=
1− LiLi
r
− 1
2
LaLb(Lhab) +
1
4
LaLb(Lhab) +
1
4
LaLb(Lhab)
proving the proposition.
We can also derive a transport equation for the rectangular components of L:
Proposition 3.0.2 (Transport equation for the rectangular coefficients of L). In the region r ≥ r0, the
rectangular coefficients of L satisfy the following transport equation:
LLa =
(
1− LiLi
r
+
1
4
(Lh)LL
)
La +
1
4
(Lh)LLL
a
+ (/g
−1)AB
(
1
2
(/dBh)LL − (Lh)BL
)
(XA)
a
(3.4)
Proof. We return to equation (3.3), but this time we contract with dxa and substitute for L(logµ) to
find
LLa = L(logµ)La − ΓabcLbLc
=
(
1− LiLi
r
− 1
2
LbLc(Lhbc) +
1
4
LbLc(Lhbc) +
1
4
LbLc(Lhbc)
)
La
− 1
2
(
−1
2
LaLd − 1
2
LaLd + (/g
−1)ad
)
LbLc (∂bhcd + ∂chbd − ∂dhbc)
=
(
1− LiLi
r
+
1
4
LbLc(Lhbc)
)
La +
1
4
LbLc(Lhbc)L
a
+ (/g
−1)AB
(
1
2
LbLc(/dBhbc)− (XB)bLc(Lhbc)
)
(XA)
a
(3.5)
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Remark 3.0.3 (Redundant equations). In the previous proposition we established transport equations
for all four rectangular components of L. However, these components are not all independent: they are
constrained by the relation Lr = 1, which we could use to express one of the rectangular components of
L in terms of the other three.
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Chapter 4
Null frame connection coefficients
In this chapter we define the null frame connection components and compute the covariant derivatives
the vectors in our null frame. We then find relations between some of the null connection components and
derivatives of the rectangular components of h, and compute derivatives of the rectangular components
of the null frame, to complement the transport equations for the rectangular components of L above.
4.1 Null frame decomposition of the connection coefficients
Definition 4.1.1 (The scalar ω). We define the scalar quantity ω as
ω :=
{
µ−1Lµ = L(logµ) if r ≥ r0
0 if r < r0
(4.1)
Definition 4.1.2 (The Sτ,r-1-form ζ). We define the Sτ,r 1-form ζ by its action on the frame vectors
XA:
ζ(XA) := g(DAL,L) (4.2)
We can extend ζ to a 1-form on M by setting ζ(L) = ζ(L) = 0.
Definition 4.1.3 (The angular connection coefficients). We define the angular connection coefficients
/Γ via the following equation:
/∇AXB := /ΓCABXC (4.3)
Definition 4.1.4 (The Sτ,r-tangent vector fields σ(A)). For (A) ∈ {1, 2}, we define the Sτ,r-tangent
vector field σ(A) as follows:
σ(A) := /LXA(µb)
= /Π (LXA(µb))
(4.4)
Note that the index labelled as (A) above should not be treated as a tensor index on the spheres Sτ,r,
i.e. it does not transform covariantly under a change of basis for the tangent space of the spheres.
Proposition 4.1.5 (Null frame connection coefficients). In the region r ≥ r0, the covariant derivative
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may be decomposed in the null frame as follows:
DLL = ωL
DLL = −ωL− ζAXA
DLXA = −1
2
ζAL+ χ
B
A XB
DLL = ωL+
(
ζA + 2( /∇A logµ)
)
XA
DLL = −ωL+ 2( /∇A logµ)XA
DLXA = µ
−1(/dAµ)L+
1
2
(
ζA + 2( /∇A logµ)
)
L+
(
χ B
A
− µ−1σ B(A)
)
XB
DAL = −1
2
ζAL+ χ
B
A XB
DAL =
1
2
ζAL+ χ
B
A
XB
DAXB =
1
2
χ
AB
L+
1
2
χABL+ /∇AXB
(4.5)
Proof. Contract each connection coefficient with the null frame components, and make use of the defini-
tions of ω, ζ, χ and χ, as well as the commutation identities 2.2.22. For example, to compute DLL we
start from
DLL = −1
2
g(DLL,L)L− 1
2
g(DLL,L)L+ (/g
−1)ABg(DLL,L)XB
and we now find
g(DLL,L) =
1
2
L(g(L,L)) = 0
g(DLL,L) = −g(L,DLL) = −ω
g(DLL,XA) = −g(L,DLXA) = −g(L,DAL) = −ζA
where we have made use of the identity [L,XA] = 0 as well as the equation DLL = ωL, which follows
from the fact that DL(Geo)L(Geo) = 0.
Proposition 4.1.6 (Relation between bA and /dAµ). Using the connection coefficients, we can relate L
derivatives of bA to angular derivatives of µ. We have
LbA + (L logµ)bA = −2ζA − 2µ−1(/g−1)AB(/dBµ) (4.6)
Proof. We have
XAµ = −1
2
µ2[XA, L]u
= −µ[XA, L]L
=
1
2
µg([XA, L], L)
=
1
2
µ
(
g(DAL,L)− g(DLXA, L)
)
=
1
2
µ
(
g(DLL,XA)− g(DAL,L)
)
=
1
2
µ (−ζA + g(DLL,XA) + g([L,L]XA))
=
1
2
µ (−2ζA − g([L,L], XA))
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On the other hand, we have that
LbA = [L,L]ϑA
= [L,L]A
= (/g
−1)ABg([L,L], XB)− 1
2
g([L,L], L)bA
= (/g
−1)ABg([L,L], XB)− 1
2
g(DLL,L)b
A
= (/g
−1)ABg([L,L], XB)− µ−1(Lµ)bA
Combining the previous two equations proves the proposition.
4.2 Recentred variables
We define several “recentred variables” by subtracting off their background Minkowski values.
Definition 4.2.1 (Recentred variables). We define the following variables:(
χ(small)
)
AB
:= χAB − 1
r
/gAB
tr/g χ(small) := tr/g χ−
2
r(
χ
(small)
)
AB
:= χ
AB
+
1
r
/gAB
tr/g χ(small) := tr/g χ+
2
r
µ(small) := µ− 1
Li(small) := L
i − x
i
r
L0(small) := L
0 − 1
Li(small) := L
i +
xi
r
L0(small) := L
0 − 1
(4.7)
4.3 Schematic notation for error terms
On many occasions the precise form of certain error terms is not important, and we can instead express
the error terms schematically. Grouping together expressions which we expect to have similar behaviour,
we define our notation below. Note that the sets of fields we define below are nested in such a way that
we always include terms with strictly better behaviour alongside terms with the “typical” behaviour
expected of a given grouping.
Definition 4.3.1 (Error terms). We define the error terms
Γ :=
{
(∂hab) , (∂h)(frame) , ζ , /∇ logµ , tr/g χ(small) , χˆ , ω , tr/g χ(small) , χˆ ,
(1 + r)−1La(small) , (1 + r)
−1La(small)
}
(4.8)
Note that we omit the quantities σ(A). This is because we will express all quantities as tensor fields on
the spheres Sτ,r, and in this case the term σ(A) cannot arise, since it does not transform as a tensor with
respect to the index (A).
Definition 4.3.2 (Good error terms). We define the “good” error terms
Γ(good) :=
{
(∂¯hab) , (∂¯h)(frame) , tr/g χ(small) , χˆ , (1 + r)
−1Li(small)
}
(4.9)
These are expected to decay faster toward null infinity compared to the general error terms Γ.
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Remark 4.3.3 (The regularity of the error terms). Certain error terms - in particular, tr/g χ(small), χˆ,
tr/g χ(small), χˆ and
/∇ logµ - have slightly worse regularity properties than might be desired. Specifically,
although we would expect to be able to estimate these quantities in terms of the first derivatives of
the metric, in fact we can only estimate these quantities by integrating equations involving the second
derivatives of the metric. This will cause issues when trying to estimate the highest order error terms.
It turns out that the equations for tr/g χ(small) and tr/g χ(small) can be modified so that these quantities
are estimated in terms of the first derivatives of the metric1. At the same time, we find that all of the
good derivatives of these quantities can be estimated without losing a derivative (i.e. the good derivatives
can be estimated in terms of the curvature). It turns out that this is sufficient to close our estimates.
We also define the following schematic notation:
Definition 4.3.4 (Schematic notation for the frame fields). We will sometimes make use of the following
notation: we use X(frame) to stand for any one of the fields L
a, La or /Π
a
. Note that there are a total of
eight possible scalar fields, and four Sτ,r-tangent one-forms, which X(frame) can stand for.
We will also use X¯(frame) to stand for any one of the three frame fields L
i
(small).
Finally, we use the notation X(frame, small) to stand for any of the frame fields
L0(small) := L
0 − 1
Li(small) := L
i − r−1xi
L0(small) := L
0 − 1
Li(small) := L
i + r−1xi
4.4 Relations between the connection coefficients and deriva-
tives of h
It is possible to deduce transport equations for the connection coefficients directly, but this approach will
generally lead to regularity problems, i.e. we will lose a derivative if we try to couple energy estimates for
h directly to the transport equations for the connection coefficients. In fact, we will have to overcome this
obstacle when dealing with the second fundamental form χ. However, the other connection coefficients
can be directly related to derivatives of the rectangular components of h and to the second fundamental
form χ, meaning that we only have to overcome this problem once!
Proposition 4.4.1 (ζ in terms of derivatives of h). In the region r ≥ r0, we have the following two
expressions for the connection coefficient ζµ:
ζµ = 2L
i
(small)r
−1 /Π iµ −
1
2
(L/h)Lµ +
1
2
(L/h)Lµ − 1
2
( /∇µh)LL +
1
2
( /∇µh)LL
= 2Li(small)r
−1 /Π iµ −
1
2
(L/h)Lµ +
1
2
(L/h)Lµ − 1
2
( /∇µh)LL +
1
2
( /∇µh)LL
(4.10)
Schematically, the Sτ,r-tangent one-form ζµ satisfies
|ζ| . |∂h|(frame) +
∣∣∣∣Li/dxir
∣∣∣∣ (4.11)
Proof. Expanding in rectangular coordinates:
−1
2
ζAL+ χ
B
A XB = DAL
= (XA)
aDa(L
b∂b)
= (/dAL
a)∂a + (XA)
aLbΓcab∂c
(4.12)
1Note, however, that in the case of tr/g χ(small) this results in a loss of decay towards infinity.
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Now, we wish to contract this equation with the covector dr. Note that XA(r) = 0, and also that
(dr)c =
1
2 (Lc − Lc). Finally, we note that
Li
xi
r
= 1
⇒ (/dALi)
xi
r
+ Li
/dAx
i
r
= 0
Returning to equation (4.12) and contracting with dr we find
ζA = 2L
i
/dAx
i
r
− (XA)aLb(Lc − Lc)Γcab
= 2Li
/dAx
i
r
− 1
2
(XA)
aLb(Lc − Lc) (∂ahbc + ∂bhac − ∂chab)
= 2Li
/dAx
i
r
− 1
2
(/dAx
a)Lb(Lhab) +
1
2
(/dAx
a)Lb(Lhab)− 1
2
La(Lb − Lb)(/dAhab)
Alternatively, we can expand the equation DAL = − 12ζAL+ χ BA XB and contract with dr to find
ζA = 2L
i /dAx
i
r
− 1
2
(/dAx
a)Lb(Lhab) +
1
2
(/dAx
a)Lb(Lhab)− 1
2
La(Lb − Lb)(/dAhab)
which proves the proposition.
Remark 4.4.2. The proposition above immediately leads to the following identity:
2Li
/dAx
i
r
− 1
2
La(Lb − Lb)(/dAhab) = 2Li
/dAx
i
r
− 1
2
La(Lb − Lb)(/dAhab)
In fact, this can be deduced from a special case of the following proposition, which uses the condition
g−1(dr, dr) = 1 to relate certain derivatives of the metric.
Remark 4.4.3 (Improved behaviour for ζ using the wave coordinate condition). Recall that the wave
coordinate condition leads to improved behaviour of certain derivatives of the rectangular components of
the metric, see section 2.6. In particular, the quantity (Lh)AL behaves like a good derivative, despite the
presence of the L derivative. Thus, if the wave coordinate condition holds, the connection component ζ
behaves like a good derivative of h, but in the more general case that we are considering it behaves like
an L derivative.
Proposition 4.4.4 (Relations between first derivatives of the metric). For any vector field V , in the
region r ≥ r0 we have
− 1
4
(LV g)(L− L , L− L) + (L− L)(V (r)) = 0 (4.13)
Proof. Since g−1(dr, dr) = 1, we take Lie derivatives in the V direction to find
0 = (LV g−1)(dr, dr) + 2g−1(LV dr, dr)
= −(LV g)(R,R) + 2g−1(dıV dr, dr)
= −(LV g)(R,R) + 2ıRdıV dr
where we have made use of Cartan’s formula. Note that the identity in the previous remark now follows
from setting V = XA and expanding in rectangular coordinates.
Proposition 4.4.5 (Relationship between χ, χ and derivatives of h). In the region r ≥ r0, the second
fundamental form χ can be expressed in terms of the second fundamental form χ and the first derivatives
of h as follows:
χ
AB
=χAB − 2
r
(/dAx
i)(/dBx
i) +
1
2
(Lh)AB − 1
2
(Lh)AB
+
1
2
(/dBh)LA −
1
2
(/dBh)LA +
1
2
(/dAh)LB −
1
2
(/dAh)LB
(4.14)
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Schematically, we have∣∣∣∣χµν + 1r /gµν
∣∣∣∣ . ∣∣∣∣χµν − 1r /gµν
∣∣∣∣+ 1r ∣∣∣/gµν − (/dµxi)(/dνxi)∣∣∣+ |∂h|(frame) (4.15)
Proof. We recall that, using the radial vector field R, we have that
L = L− 2R
⇒ χ
AB
= χAB − 2g(DAR,XB)
= χAB − 2(DAdr) ·XB
= χAB − 2DA
(
xi
r
dxi
)
·XB
= χAB − 2
r
(/dAx
i)(/dBx
i) +
2xi
r
Γiab(XA)
a(XB)
b
= χAB − 2
r
(/dAx
i)(/dBx
i)
− x
i
r
(
−1
2
LiLc − 1
2
LiLc + (/g
−1)ic
)
(XA)
a(XB)
b(∂ahbc + ∂bhac − ∂chab)
= χAB − 2
r
(/dAx
i)(/dBx
i) +
1
2
(Lc − Lc)(XA)a(XB)b(∂ahbc + ∂bhac − ∂chab)
where we have used the properties of the covariant derivative to write g(DAR,XB) = (DAR[) · XB =
(DAdr) ·XB , and we have also used
0 = (/g
−1)Aa(XAr) = (/g−1)Aa(XA)i
xi
r
= (/g
−1)ia
xi
r
Remark 4.4.6 (Improved behaviour of tr/g χ using the wave coordinate condition). Similarly to ζ, if the
wave coordinate condition holds then tr/g χ behaves like a good derivative of h, whereas in the general
case it behaves like an L derivative. To see this, note that the wave coordinate condition leads to an
improved estimate on (/g
−1)AB(Lh)AB (see section 2.6), which is precisely the “bad derivative” term
appearing in tr/g χ.
Proposition 4.4.7 (Transport equation for the metric on the spheres /g). The induced metric on the
spheres /g and its inverse satisfy the following evolution equation along the integral curves of L:
L
(
r−2/gAB
)
= 2r−2(χ(small))AB
L
(
r2(/g
−1)AB
)
= −2r2(χ(small))AB
(4.16)
Proposition 4.4.8 (Transport equations for the vector fields σ(A)). The vector fields σ(A) satisfy the
following transport equations along the integral curves of L:
/LLσ(A) = −2( /∇Aµ)ζ − 2µ /∇Aζ − 2 /∇A /∇]µ (4.17)
Proof. We first note that
σ(A) = /Π[XA, µb] = [XA, µb] (4.18)
where we have used the fact that b is S[τ,r]-tangent. Now, we have
/LLσ(A) = /Π ([L, [XA, µb]])
= /Π ([XA, [L, µb]] + [µb, [XA, L]])
= /LA (LL(µb))
(4.19)
where in the second line we have used the Jacobi identity, and in the third line we have used the fact
that [XA, L] = 0. Now, we make use of proposition 4.1.6:(
/LLσ(A)
)α
= /Π
α
β LA
(
−2µζβ − 2 /∇βµ
)
= −2( /∇Aµ)ζα − 2µ( /∇Aζ)α − 2 /∇A /∇αµ
(4.20)
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4.5 Derivatives of the rectangular components of the null frame
Recall that in chapter 3 we derived transport equations for the rectangular components of L. Now that
we have defined the null frame connection coefficients, we can also find expressions for some of the other
derivatives of the rectangular components of the null frame vector fields. In addition, we can derive
expressions for derivatives of the rectangular components of some of the recentred variables Li(small) and
Li(small).
Proposition 4.5.1 (Transport equations for the rectangular components of the null frame). The rect-
angular components null frame vector fields La and Lb, and the Sτ,r-tangent one forms /Π
a
µ satisfy the
following system of transport equations along the integral curves of L:
LLa =
(
1− LiLi
r
+
1
4
(Lh)LL
)
La +
1
4
((Lh)LL)L
a
+ (/g
−1)µν
(
1
2
( /∇µh)LL − /Π bµ Lc(Lhbc)
)
/Π
a
ν
LLa =
1
4
(
(Lh)LL
)
La +
(
LiLi − 1
r
+
1
2
(Lh)LL − 1
4
(Lh)LL
)
La
− 1
2
(/g
−1)µν
(
4Li
/∇µxi
r
+ 2/Π
b
µ L
c(Lhbc)− ( /∇µh)LL
)
/Π
a
ν
/DL
(
/Π
a
µ
)
=
(
−Li /∇µx
i
r
+
1
4
( /∇µh)LL
)
La +
1
4
( /∇µh)LLLa
+
1
2
(/g
−1)νρ
(
Lb /Π
c
µ ( /∇νhbc)− Lb /Π cν ( /∇µhbc)− /Π bµ /Π cν (Lhbc)
)
/Π
a
ρ
(4.21)
In addition, the fields rLi(small) satisfy the transport equations
L(rLi(small)) =
1
4
((Lh)LL) (rL
i
(small))−
(
Lj(small)L
j
(small)
)
Li +
1
4
(r(Lh)LL)L
i
(small)
+ (/g
−1)µν
(
1
2
r( /∇µh)LL − La /Π bµ r(Lhab)
)
/Π
i
ν
(4.22)
Schematically, these equations can be written as
/DL
LaLa
/Π
a
 = ((∂¯h)(frame) + 1
r3
(rLi(small))(rL
i
(small)) +
1
r2
/Π
i
(rLi(small))
)
·
LaLa
/Π
a

L(rLi(small)) = (∂¯h)(frame)(rL
i
(small)) +
(
r(∂¯h)(frame) +
1
r2
(rLj(small))(rL
j
(small))
)
·
LiLi
/Π
i
 (4.23)
Proof. Each of the expressions above is deduced from expanding the corresponding expressions for the
covariant derivatives in rectangular coordinates. The most technically involved calculation is for /DL /Π
a
µ ,
for which we can first computed DL /Π
a
µ = DL
(
(/g
−1)AB(XA)µ(XB)a
)
. The only term we now need to
calculate is L(XA)
a, which we do as follows:
DLXA = DL ((XA)
a∂a) =
(
L(XA)
a + (XA)
bLcΓabc
)
∂a
⇒ L(XA)a = −1
2
ζAL
a + χ BA (XB)
a − (XA)bLcΓabc
and we can now expand the Christoffel symbols Γabc using the definition 2.4.8, substitute for ζ using
proposition 4.4.1 and substitute for ω using proposition 3.0.1. We also note that
Lj
xj
r
= 1⇒ Lj(small)
xj
r
= 0
72
so
LiLi − 1 = Li(small)Li(small)
Additionally, we have
Li /∇µxi =
xi
r
/∇µxi + Li(small) /∇µxi
=
1
2r
/∇µ(xixi) + Li(small) /∇µxi
=
1
2r
/∇µ(r2) + Li(small) /∇µxi
= Li(small) /∇µxi
where we have used the facts that xixi = r2 as well as the fact that /∇r = 0.
Proposition 4.5.2 (Angular derivatives of rectangular components of the null frame). The rectangular
components of the null frame satisfy the following equations in the region r ≥ r0
/dµL
a =
1
4
(
2Li
/∇µxi
r
+ ( /∇µh)LL
)
La +
1
4
(
( /∇µh)LL
)
La
− 1
2
(/g
−1)νρ
(
Lb /Π
c
ν ( /∇µhbc) + /Π bµ /Π cν (Lhbc)− Lb /Π cµ ( /∇νhbc)− 2χµν
)
/Π
a
ρ
/dµL
i
(small) =
1
4
(
2Lj
/∇µxj
r
+ ( /∇µh)LL
)
Li +
1
4
(
( /∇µh)LL
)
Li
− 1
2
(/g
−1)νρ
(
Lb /Π
c
ν ( /∇µhbc) + /Π bµ /Π cν (Lhbc)− Lb /Π cµ ( /∇νhbc)− 2(χ(small))µν
)
/Π
i
ρ
/dµL
a =
1
4
(
( /∇µh)LL
)
La +
(
Li
/∇µxi
r
+
1
4
( /∇µh)LL
)
La
− 1
2
(/g
−1)νρ
(
/Π
b
µ /Π
c
ν (Lhbc) + L
b /Π
c
ν ( /∇µhbc)− Lb /Π cµ ( /∇νhbc)− 2χµν
)
/Π
a
ρ
=
1
4
(
( /∇µh)LL
)
La +
(
Li
/∇µxi
r
+
1
4
( /∇µh)LL
)
La
+
(
χµν − 2
r
/Π
i
µ /Π
i
ν −
1
2
/Π
c
µ /Π
d
ν (Lhcd)− Lc /Π dν ( /∇µhcd) +
1
2
Lc /Π
d
µ ( /∇νhcd)
)
/Π
a
ρ
/dµL
i
(small) =
1
4
(
( /∇µh)LL
)
Li +
(
Lj
/∇µxj
r
+
1
4
( /∇µh)LL
)
Li
− 1
2
(/g
−1)νρ
(
/Π
b
µ /Π
c
ν (Lhbc) + L
b /Π
c
ν ( /∇µhbc)− Lb /Π cµ ( /∇νhbc)− 2(χ(small))µν
)
/Π
a
ρ
/∇µ /Π aν =
1
4
(
Lb /Π
c
ν ( /∇µhbc) + Lb /Π cµ ( /∇νhbc)− /Π bµ /Π cν (Lhbc) + 2χµν
)
La
+
1
4
(
Lb /Π
c
ν ( /∇µhbc) + Lb /Π cµ ( /∇νhbc)− /Π bµ /Π cν (Lhbc) + 2χµν
)
La
+
1
2
(/g
−1)ρσ
(
−/Π bν /Π cρ ( /∇µhbc)− /Π bµ /Π cρ ( /∇νhbc) + /Π bµ /Π cν ( /∇ρhbc)
)
/Π
a
σ
=
1
4
(
2χµν − 4
r
/Π
i
µ /Π
i
ν + L
b /Π
c
ν ( /∇µhbc) + Lb /Π cµ ( /∇νhbc)
)
La
+
1
4
(
Lb /Π
c
ν ( /∇µhbc) + Lb /Π cµ ( /∇νhbc)− /Π bµ /Π cν (Lhbc) + 2χµν
)
La
+
1
2
(/g
−1)ρσ
(
−/Π bν /Π cρ ( /∇µhbc)− /Π bµ /Π cρ ( /∇νhbc) + /Π bµ /Π cν ( /∇ρhbc)
)
/Π
a
σ
(4.24)
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Schematically, we have
/∇
LaLa
/Π
a
 = ((∂h)(frame) + 1
r
+ Γ + Li(small)
/∇xi
r
+ Li(small)
/∇xi
r
)LaLa
/Π
a

/∇
(
Li(small)
Li(small)
)
=
(
(∂h)(frame) + Γ + L
i
(small)
/∇xi
r
+ Li(small)
/∇xi
r
)LaLa
/Π
a

(4.25)
Proof. We again expand the corresponding expressions from 4.1.5. For the final equation, note that
(XA)
µ /∇µ /Π aν = /DA /Π aµ
= /DA
(
(/g
−1)BC(XB)µ(XC)a
)
=
(
XA(/g
−1)BC
)
(XB)µ(XC)
a + (/g
−1)BC( /DAXB)µ(XC)
a + (/g
−1)BC(XB)µ(XA(XC)a)
For the final line, we rewrite χ in terms of χ using proposition 4.4.5.
Similarly, we can prove the following:
Proposition 4.5.3 (Transport equations for rectangular components in the L direction). The rectan-
gular components of the vector fields and the projection operators also satisfy the following equations in
the region r ≥ r0:
LLa =
(
−
Li(small)L
i
(small)
r
+
1
4
(Lh)LL − 1
2
(Lh)LL +
1
4
(Lh)LL +
1
4
(Lh)LL
)
La +
1
4
((Lh)LL)L
a
+ (/g
−1)µν
(
2Li(small)
/∇µxi
r
− Lb /Π cµ (Lhbc)−
1
2
( /∇µh)LL + ( /∇µh)LL − Lb /Π cµ (Lhbc)
+ Lb /Π
c
µ (Lhbc) + 2 /∇µ logµ
)
/Π
a
ν
LLa =
1
4
(
(Lh)LL
)
La
+
(
Li(small)L
i
(small)
r
+
1
2
(Lh)LL − 1
4
(Lh)LL − 1
4
(Lh)LL +
1
2
(Lh)LL − 1
4
(Lh)LL
)
La
+ (/g
−1)µν
(
1
2
( /∇µh)LL − Lb /Π cµ (Lhbc) + 2( /∇µ logµ)
)
/Π
a
ν
/DL /Π
a
µ =
(
/∇µ logµ+
1
4
( /∇µh)LL
)
La +
(
Li(small)
/∇µxi
r
− 1
4
( /∇µh)LL +
1
2
( /∇µh)LL + /∇µ logµ
)
La
− 1
2
(/g
−1)νρ
(
/Π
b
µ /Π
c
ν (Lhbc) + L
b /Π
c
ν ( /∇µhbc)− Lb /Π cµ ( /∇νhbc)
)
/Π
a
ρ
(4.26)
Schematically, we have
/DL
LaLa
/Π
a
 = ((∂h)(frame) + Li(small)Li(small)
r
+ Li(small)
/∇xi
r
+ /∇ logµ
)LaLa
/Π
a
 (4.27)
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4.6 Derivatives of the projection operator /Π
On several occasions we will need to take derivatives of the projection operator /Π. These are given in
the following set of propositions:
Proposition 4.6.1 (Derivatives of the projection operator). The covariant derivatives of the projection
operator /Π are given by
DL /Π
ν
µ = −
1
2
(Lµζ
ν + ζµL
ν)
DL /Π
ν
µ =
1
2
(
ζρ + 2( /∇ρ logµ)) (/gµρLν + Lµ /Π νρ )+ ( /∇ρ logµ)(Lµ /Π νρ + /gµρLν)
/Π
σ
ρ Dσ /Π
ν
µ =
1
2
χ σρ
(
/gµσL
ν + Lµ /Π
ν
σ
)
+
1
2
χ σ
ρ
(
Lµ /Π
ν
σ + /gµσL
ν
) (4.28)
Another frequently encountered term is of the form /Π · (D /Π)Dφ, where φ is an Sτ,r-tangent tensor
field. Despite first appearences, these terms are actually zero-th order in the field φ, i.e. they do not
depend on any of the derivatives of φ. The following proposition makes this clear.
Proposition 4.6.2. Let φ be a rank one Sτ,r-tangent vector field, i.e. φµ = φ
A(XA)µ. Then we have
/Π
ν
µ (DL /Π
ρ
ν )(DLφ)ρ = 0
/Π
ν
µ (DL /Π
ρ
ν )(DLφ)ρ = −
1
2
ζµ
(
ζν + 2 /∇ν logµ)φν
/Π
ν
µ (DL /Π
ρ
ν )(/Π
σ
λ Dσφρ) = −
1
2
ζµχ
σ
λ φσ
/Π
ν
µ (DL /Π
ρ
ν )(DLφ)ρ = −
1
2
(
ζµ + 2 /∇µ logµ
)
ζνφν
/Π
ν
µ (DL /Π
ρ
ν )(DLφ)ρ =
1
2
(
ζµ + 4 /∇µ logµ
) (
ζν + 2 /∇ν logµ)φν
/Π
ν
µ (DL /Π
ρ
ν )(/Π
σ
λ Dσφρ) =
1
2
(
(ζµ + 2 /∇µ logµ)χ νλ + 2( /∇µ logµ)χ νλ
)
φν
/Π
ν
µ (/Π
λ
σ Dλ /Π
ρ
ν )(DLφ)ρ = −
1
2
χσµζ
νφν
/Π
ν
µ (/Π
λ
σ Dλ /Π
ρ
ν )(DLφ)ρ =
1
2
(
2χµσ( /∇ν logµ) + χµσ
(
ζν + 2 /∇ν logµ))φν
/Π
ν
µ (/Π
ξ
σ Dξ /Π
ρ
ν )(/Π
κ
λ Dκφρ) =
1
2
(
χσµχ
ν
λ
+ χ
σµ
χ νλ
)
φν
(4.29)
Schematically, we can write
/Π ·
(
DL /Π
DL /Π
)
·
(
DLφ
DLφ
)
= Γ · Γ · φ
/Π ·
(
DL /Π
DL /Π
)
· ((/Π ·D)φ) = Γ · (1
r
+ Γ
)
· φ
/Π · ((/Π ·D)Π) · (DLφ
DLφ
)
= Γ ·
(
1
r
+ Γ
)
· φ
/Π · ((/Π ·D)Π) · ((/Π ·D)φ) = (1
r
+ Γ(good)
)
·
(
1
r
+ Γ
)
· φ
(4.30)
Proof. We derive one of the expressions above, the others follow from very similar calculations. We have
/Π
ν
µ (DL /Π
ρ
ν )(DLφ)ρ = −
1
2
ζA /Π
ν
µ (Lν(XA)
ρ + (XA)νL
ρ) (DLφ)ρ
= −1
2
ζA(XA)µL
ρ(DLφ)ρ
= −1
2
ζA(XA)µ(DLL)
ρφρ
= −1
2
(XA)µζ
A
(
ζB + 2µ−1(/dBµ
)
φB
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where we have made use of the expressions in propositions 4.1.5 and 4.6.1, as well as the fact that φ is
Sτ,r-tangent.
Proposition 4.6.3 (Derivatives of the rectangular components of the projection operators). On occasion
we will also need to compute the derivatives of the rectangular components of the projection operators.
These are computed in a similar way to the derivatives of the rectangular components of the null frame,
and are given by the following equations:
L/Π
b
a =
(
−Li(small)
/∇µxi
r
+
1
4
( /∇µh)LL
)
/Π
µ
a L
b
+
1
4
( /∇µh)LL /Π µa Lb
+ (/g
−1)µν
(
−Li /∇µx
i
r
+
1
4
( /∇νh)LL −
1
2
Lc /Π
d
ν (Lhcd)
)
La /Π
b
µ
+
1
4
(/g
−1)µν
(
( /∇νh)LL − 2Lc /Π dν (Lhcd)
)
La /Π
b
µ
L/Π
b
a =
(
/∇µ logµ+
1
4
( /∇µh)LL
)
/Π
µ
a L
b
+
(
Li(small)
/∇µxi
r
− 1
4
( /∇µh)LL +
1
2
( /∇µh)LL + /∇µ logµ
)
/Π
µ
a L
b
+ (/g
−1)µν
(
/∇ν logµ−
1
2
Lc /Π
d
ν (Lhcd) +
1
4
( /∇νh)LL
)
La /Π
b
µ
+ (/g
−1)µν
(
Li(small)
/∇µxi
r
− 1
4
( /∇µh)LL +
1
2
( /∇µh)LL −
1
2
(L/h)Lµ + /∇µ logµ
)
La /Π
b
µ
/∇µ /Π ba =
(
1
4
Lc /Π
d
ν ( /∇µhcd) +
1
4
Lc /Π
d
µ ( /∇νhcd)−
1
4
/Π
c
µ /Π
d
ν (Lhcd) +
1
2
χ
µν
)
/Π
ν
a L
b
+
(
1
4
Lc /Π
d
ν ( /∇µhcd) +
1
4
Lc /Π
d
µ ( /∇νhcd)−
1
4
/Π
c
µ /Π
d
ν (Lhcd) +
1
2
χµν
)
/Π
ν
a L
b
+ (/g
−1)νρ
(
−1
4
Lc /Π
d
ρ ( /∇µhcd) +
1
4
Lc /Π
d
µ ( /∇ρhcd)−
1
4
/Π
c
µ /Π
d
ρ (Lhcd) +
1
2
χ
µρ
)
La /Π
b
ν
+ (/g
−1)νρ
(
−1
4
Lc /Π
d
ρ ( /∇µhcd) +
1
4
Lc /Π
d
µ ( /∇ρhcd)−
1
4
/Π
c
µ /Π
d
ρ (Lhcd) +
1
2
χµρ
)
La /Π
b
ν
(4.31)
Schematically, we have
L/Π
b
a =
(
Li(small)
/∇xi
r
+ (∂¯h)(frame)
)
·
(
La
La
)
· (/Πa)
L/Π
b
a =
(
Li(small)
/∇xi
r
+ (∂h)(frame) + /∇ logµ
)
·
(
La
La
)
· (/Πa)
/∇/Π ba =
(
1
r
+ Γ
)
·
(
La
La
)
· (/Πa)
(4.32)
4.7 Null frame decompositions of the wave operator
In this section we will establish several different expressions for the scalar wave operator in terms of the
null frame and the connection coefficients.
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4.7.1 Decomposition of the scalar wave operator
Proposition 4.7.1 (Null decompositions of the scalar wave operator). Let φ be a scalar function. Then
in the region r ≥ r0 the wave operator can be decomposed as
gφ = −1
2
LLφ− 1
2
LLφ+ /∆φ− 1
2
(
tr/g χ+ ω
)
Lφ− 1
2
(
tr/g χ− ω
)
Lφ+ ( /∇α logµ)/dαφ
= −LLφ+ /∆φ− 1
2
(tr/g χ+ 2ω)Lφ−
1
2
tr/g χLφ− ζα/dαφ
(4.33)
Additionally, in the same region the r-weighted wave operator can be decomposed as
rgφ = −L (rLφ) + r /∆φ− 1
2
(tr/g χ(small) + 2ω)rLφ−
1
2
(tr/g χ)rLφ− ζαr/dαφ (4.34)
Proof. The wave operator is given by
gφ = (g−1)µνDµDνφ
=
(
−1
2
LµLν − 1
2
LµLν + (/g
−1)µν
)
DµDνφ
= −1
2
LLφ− 1
2
LLφ+ (/g
−1)ABXAXBφ+
1
2
(DLL)φ+
1
2
(DLL)φ− (DAXB)φ
Now, using the expressions in proposition 4.1.5 the identity
/∆φ = (/g
−1)ABXAXBφ− ( /∇AXB)φ
proves the first line of the proposition. To prove the second line, we commute L and L using the
expressions in proposition 2.2.22. Finally, to prove the r-weighted wave operator decomposition, we
recall that tr/g χ = 2r
−1 + tr/g χ(small).
4.7.2 Decomposition of the projected wave operator
Proposition 4.7.2 (Null decompositions of the projected wave operator). Let φ be an Sτ,r tensor. Then
in the region r ≥ r0 the projected wave operator can be decomposed as
/gφ = −
1
2
/DL /DLφ−
1
2
/DL /DLφ+ /∆φ−
1
2
(
tr/g χ+ ω
)
/DLφ−
1
2
(
tr/g χ− ω
)
/DLφ+ ( /∇α logµ) /∇αφ
= − /DL /DLφ+ /∆φ−
1
2
(
tr/g χ+ 2ω
)
/DLφ−
1
2
tr/g χ /DLφ+ ζ
α /∇αφ
+
1
2
(
/DL /DLφ− /DL /DLφ− /D [L,L]φ
)
(4.35)
Proof. This follows in the same way as the proof of the first line of equation (4.33). Note that there is
an extra term in the second expression above relative to the second expression in equation (4.33), due to
the fact that the covariant derivatives generate curvature factors when commuted past each other. These
curvature terms can be expressed in terms of the connection coefficients and the Riemann curvature of
M , but an alternative description can be given in terms of the curvature of /D , interpreted as a connection
on the vector bundle of Sτ,r-tangent tensor fields - see chapter 7.
4.8 Geometric quantities in the region r ≤ r0
We will also need to express the various geometric quantities (such as the rectangular components of the
null frame, or the null frame connection coefficients) in the region r ≤ r0. Note that, in this region, we
simply have τ = t = x0, so that all quantities are “non-geometric”, and are really defined in terms of
the rectangular components of the metric. Hence, we will find that we can express all of these quantities
algebraically in terms of the quantities hab.
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Proposition 4.8.1 (The rectangular components of the null frame components in the region r ≤ r0). In
the region r ≤ r0, the rectangular components of the frame fields L, L, and the rectangular components
of the tensor field /Π can be expressed algebraically in terms of the rectangular components of the tensor
field h. Furthermore, the “small” components of these fields can be expressed as a linear combination
of the rectangular components of h, plus some error term which is at least quadratic in the rectangular
components of h.
Proof. Recall that L is defined as an outgoing null vector field, satisfying L(r) = 1, and normal to the
spheres of constant r and τ . Hence, we can write (in terms of the rectanglar coordinate vector fields)
L = A∂t +
xi
r
∂i
Then, the condition that L is null implies that A satisfies a certain quadratic equation. The condition
that L is outgoing picks out one of the solutions to this equation, and so we obtain
A =
xi
r h0i +
√(
xi
r h0i
)
+ (1− h00)
(
1 + x
ixj
r2 hij
)
1− h00
From this, we also find that L(small) can be expressed as
L(small) = A(small)∂t
where
A(small) =

xi
r h0i +
√(
xi
r h0i
)
+ (1− h00)
(
1 + x
ixj
r2 hij
)
1− h00
− 1
=
xi
r
h0i +
1
2
xixj
r2
hij +
1
2
h00 +O(|h(rect)|2)
Next, we recall that L is defined to be another null vector field normal to the spheres and satisfying
g(L,L) = −2. By the condition that L is null, normal to the spheres and ingoing we find that
L = B
(
A∂t − x
i
r
∂i
)
where A is as above, and B > 0 is some other function that we need to determine2. By the condition
g(L,L) = −2 we find that B is given by
B =
(
1 +
1
2
xixj
r2
hij +A(small) +
1
2
(A(small))
2 −A(small)h00 − 1
2
(A(small))
2h00
)−1
= 1− x
i
r
h0i − x
ixj
r2
hij − 1
2
h00 +O(|h(rect)|2)
This then allows us to write
L(small) = (BA− 1)∂t − (B − 1)
xi
r
∂i
Finally, we note that the projection operator /Π
ν
µ can be defined in terms of these other fields as
/Π
ν
µ = δ
ν
µ +
1
2
LµL
ν +
1
2
LµL
ν
2Note that, unlike in the region r ≥ r0, for reasons of regularity at the origin we avoid imposing g−1(dr, dr) = 1 in the
region r ≤ r0. Hence, we cannot immediately conclude that B = 1.
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This differs from the “standard” (flat or background) projection operator by the addition of another
“small” tensor field. Specifically, if we define
(/Π(background))
ν
µ := δ
ν
µ +
1
2
(L− L(small))µ(L− L(small))ν +
1
2
(L− L(small))µ(L− L(small))ν
Then we define the tensor field
/Π(small) := /Π− /Π(background)
Then it should be clear from the considerations above that the rectangular components of /Π(small) can
be expressed in terms of the rectangular components hab.
Proposition 4.8.2 (The “inverse foliation density” in the region r ≤ r0). In the region r ≤ r0, the
funciton µ can be expressed algebreically in terms of the rectangular components of h. In particular,
µ = 1 + µ(lin) +O(|h(rect)|2), where µ(lin) is linear in the rectangular components of h.
Proof. Recall that the quantity3 µ is defined as
µ−1 := −(g−1)(dr, du)
where, in the region r ≤ r0 , we have defined u by
u := t− r
Hence we have
µ−1 = (g−1)(dr, dr − dt)
= 1 +
xixj
r2
Hij − x
i
r
H0i
where we recall that g−1 = m−1 +H.
Many geometric quantities are not continuous at r = r0, or else not differentiable here. This will not
cause a serious problem: for example, the rectangular components of the frame fields are continuous at
r = r0 but not differentiable there. When calculating the derivatives of these quantities in the region
r ≥ r0, we use the formulae which are derived in section 4.5. For example, although the the quantity
LLa is not continuous at r = r0, we can use the expression given in proposition 3.0.2 to calculate LL
a in
the region r ≥ r0, while in the region r ≤ r0 we can simply take the L derivative of given in proposition
4.8.1 to express this in terms of derivatives of the metric.
However, the inverse foliation density µ is not continuous at r = r0, and in the region r ≥ r0 we will
calculate µ by integrating the transport equation in proposition 3.0.1. Hence, we must find the correct
“initial value” for this quantity.
Proposition 4.8.3 (The value of µ as r ↘ r0). As r → r0 from above, we have
lim
r↘r0
µ =
1
Hti x
i
r + α
(
1 +Hij x
ixj
r2
)
where α is defined as
α =
−Hti xir −
√
1 + (Hij +HtiHtj) x
ixj
r2
1 +Hij x
ixj
r2
Proof. Recall that in the region r ≥ r0, u is defined by
u
∣∣
r=r0
= t− r
g−1(du,du) = 0
3We remind the reader that this is not actually the foliation density in the region r ≤ r0!
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Hence, the tangential derivatives of u on the surface r = r0 are prescribed as part of the “initial data”,
while the transverse derivatives of u are determined by the eikonal equation.
We have
du =
∂u
∂t
∣∣∣
r,ϑA
dt+
∂u
∂r
∣∣∣
t,ϑA
dt+
∂u
∂ϑA
∣∣∣
r,t
dϑA
and also (
∂u
∂t
∣∣∣
r,ϑA
) ∣∣∣∣
r=r0
= 1(
∂u
∂ϑA
∣∣
r,t
) ∣∣∣∣
r=r0
= 0
by our prescription of the initial data. On the other hand, the r derivative of u can be calculated from
the eikonal equation: if we set (
∂u
∂r
∣∣∣
t,ϑA
) ∣∣∣∣
r=r0
= α
then the eikonal equation gives us
(g−1)tt + 2(g−1)trα+ (g−1)rrα2 = 0
Expanding this in terms of the fields Hab, we have
−1 +Htt + 2Htix
i
r
α+
(
1 +Hij
xixj
r2
)
α2 = 0
Since u is supposed to be a retarded solution to the wave equation, we pick the negative root of this
quadratic equation for α. This gives us
α =
−Hti xir −
√
1 + (Hij +HtiHtj) x
ixj
r2
1 +Hij x
ixj
r2
Next, we recall that µ is defined by
µ :=
−1
g−1(du,dr)
Although u is continuous at r = r0, it is not continuously differentiable. However, its derivatives as
r ↘ r0 are found using the above calculations: we have
lim
r↘r0
µ =
1
Hti x
i
r + α
(
1 +Hij x
ixj
r2
)
Note that α = −1 +O(H), so limr↘r0 µ = 1 +O(H). For our global existence result, this is actually
all that is needed.
Proposition 4.8.4 (The connection component ω in the region r ≤ r0). In the region r ≤ r0, the
connection component ω can be expressed as
ω = ω(lin) +O
(
(h(rect), ∂h(rect))
2
)
where ω(lin) is linear in the rectangular components of h and their first derivatives.
Proof. Recall that ω is defined by the relation
ω = −1
2
g(DLL,L)
Expanding this in rectangular coordinates, we find that
ω = −1
2
Lagab(LL
b)− 1
2
(Lh)LL +
1
4
(Lh)LL
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Now, we note that
LL0 = LL0(small)
and
LLi =
Li
r
− x
i
r2
+ LLi(small)
=
Li(small)
r
+ LLi(small)
so we can write
LLa =
La(small)
r
− δa0
L0(small)
r
+ LLa(small)
and in the end we obtain
ω = −1
2
La(LL
a
(small))−
1
2
LaL
a
(small)
r
+
1
2
L0L
0
(small)
r
− 1
2
(Lh)LL +
1
4
(Lh)LL
Recalling that La(small) can be expressed in terms of the rectangular components of h, plus some higher
order terms, yields the proposition.
Proposition 4.8.5 (The connection component χ in the region r ≤ r0). The rectangular components of
the connection component χ in the region r ≤ r0 can be expressed as
χab =
2
r
/gab + (χ(lin))ab +O
(
1
r
|h(rect)|2
)
+O (|∂h(rect)||h(rect)|)
where (χ(lin))ab are linear functions of the derivatives of the rectangular components of h.
Proof. The connection component χ is defined as the extrinsic curvature of the spheres Sτ,r with respect
to the vector field L. Specifically, we have
χµν =
1
2
/Π
ρ
µ /Π
σ
ν (LLg)ρσ
so, in rectangular coordinates, we have
χab =
1
2
/Π
c
a /Π
d
b (LLg)cd
=
1
2
/Π
c
a /Π
d
b (Lgcd + (∂cL
e)ged + (∂dL
e)gce)
=
1
2
/Π
c
a /Π
d
b (Lhcd + (∂cL
e)(med + hed) + (∂dL
e)(mce + hce))
=
1
2
/Π
c
a /Π
d
b (Lhcd) + ( /∇aLe)/Π db (med + hed) + ( /∇bLe)/Π da (med + hed)
Now, we have
/∇aL0 = /∇aL0(small)
and
/∇aLi =
/Π
i
a
r
+ /∇aLi(small)
So, putting these calculations together, we have
/∇aLb =
1
r
/Π
b
a + /∇aLb(small) −
1
r
δb0 /Π
0
a
and so
χab =
2
r
/gab +
1
2
/Π
c
a /Π
d
b (Lhcd) + ( /∇aLe(small))/Π db (med + hed) + ( /∇bLe(small))/Π da (med + hed)
− 1
r
/Π
0
a /Π
d
b (m0d + h0d)−
1
r
/Π
0
b /Π
d
a (m0d + h0d)
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Note that we actually have (/Π(background))
d
b m0d = 0, and also (/Π(background))
0
b = 0, so these last two
terms are actually quadratic in h. So, we have
(χ(small))ab =
1
2
/Π
c
a /Π
d
b (Lhcd) + ( /∇aLe(small))/Π db (med + hed) + ( /∇bLe(small))/Π da (med + hed)
− 1
r
/Π
0
a /Π
d
b (m0d + h0d)−
1
r
/Π
0
b /Π
d
a (m0d + h0d)
=
1
2
/Π
c
a /Π
d
b (Lhcd) + ( /∇aLe(small))(/Π(background)) db med + ( /∇bLe(small))(/Π(background)) da med
+O
(
1
r
|h(rect)|2
)
+O (|∂h(rect)||h(rect)|)
Recalling that Le(small) can be expressed algebraically in terms of hab in the region r ≤ r0 proves the
proposition.
Proposition 4.8.6 (The connection component χ in the region r ≤ r0). The rectangular components of
the connection component χ in the region r ≤ r0 can be expressed as
χ
ab
= −2
r
/gab + (χ(lin))ab +O
(
1
r
|h(rect)|2
)
+O (|∂h(rect)||h(rect)|)
where (χ
(lin)
)ab are linear functions of the derivatives of the rectangular components of h.
Proof. The connection component χ is defined as the extrinsic curvature of the spheres Sτ,r with respect
to the vector field L. Specifically, we have
χ
µν
=
1
2
/Π
ρ
µ /Π
σ
ν (LLg)ρσ
Hence, we can repeat the steps of proposition 4.8.5, replacing L with L. This leads to
χ
ab
=
1
2
/Π
c
a /Π
d
b (Lhcd) + ( /∇aLe)/Π db (med + hed) + ( /∇bLe)/Π da (med + hed)
Now, this time we have
/∇aL0 = /∇aL0(small)
and
/∇aLi = −
/∇ ia
r
+ /∇aLi(small)
so
/∇aLb = −
1
r
/Π
b
a + /∇aLb(small) +
1
r
δb0 /∇ 0a
and we finally obtain
χ
ab
= −2
r
/gab +
1
2
/Π
c
a /Π
d
b (Lhcd) + ( /∇aLe(small))/Π db (med + hed) + ( /∇bLe(small))/Π da (med + hed)
+
1
r
/Π
0
a /Π
d
b (m0d + h0d) +
1
r
/Π
0
b /Π
d
a (m0d + h0d)
= −2
r
/gab +
1
2
/Π
c
a /Π
d
b (Lhcd) + ( /∇aLe(small))(/Π(background)) db med + ( /∇bLe(small))(/Π(background)) da med
+O
(
1
r
|h(rect)|2
)
+O (|∂h(rect)||h(rect)|)
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Proposition 4.8.7 (The connection component ζ in the region r ≤ r0). In the region r ≤ r0, the
rectangular components of ζ can be expressed as
ζa = (ζ(lin))a +O
(|h(rect)||∂h(rect)|)
where (ζ(lin))a are linear in the derivatives of the rectangular components of h.
Proof. Recall that ζ is defined relative to the null frame as
ζA = g(DAL,L)
Expanding in rectangular coordinates we obtain
ζA = g(DA(L
a∂a), L
b∂b)
= g
(
(XAL
a)∂a + (XA)
cLaΓdac∂d, L
b∂b
)
= (XAL
a)Lbgab + (XA)
cLaLbΓdacgdb
= (XAL
a)Lbgab +
1
2
(
(Lh)AL + (XAh)LL − (Lh)AL
)
We can write this in a form that transforms covariantly under diffeomorphisms of the spheres:
ζ/α = ( /∇/αLa)Lbgab +
1
2
(
(Lh)L/α + ( /∇/αh)LL − (Lh)L/α
)
Recalling that the rectangular components of L can be expressed in terms of h in the region r ≤ r0
proves the proposition.
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Chapter 5
The reduced wave operator, the
weak null structure and
non-commutation with null frame
Now that we have developed some notation and established some basic properties of the wave operator
and the null frame connection coefficients, we are finally in a position to discuss the weak null structure.
The “weak null structure” of the equations we are considering in this paper really consists of two
conditions: one on the derivatives of the metric component hLL, which must be shown to decay at a
suitable rate, and another on the semilinear terms, which must obey a suitable hierarchy. In this chapter,
we will elaborate on this hierarchy, which will impact the way in which error terms are considered in the
deformation tensor calculations of chapter 8, and eventually in the energy estimate of chapters 11 and
13. There are also particular issues for the Einstein equations, which occur due to the fact that the null
frame does not commute with the wave operator, which we will address here. In fact, we will develop a
more general framework, which can be used to handle situations where the structure of the equations is
only evident after a point-dependent change of variables.
Before turning to these issues, we first note that the errors arising from the quasilinear structure
are related to the behaviour of the inverse foliation density µ in our framework: it is evident from
proposition 3.0.1 that, if (Lh)LL decays at a slower rate than r
−1 then we cannot hope to control µ.
Even with the rate (Lh)LL ∼ r−1 we can expect µ to grow at a rate r, and this is a cause of many
of the difficulties encountered in this paper. Note, however, that use of the wave coordinate condition
prohibits this growth, since in this case (Lh)LL decays at a rate which is integrable in r. Hence µ is in
fact uniformly bounded in r if the wave coordinate condition holds.
5.1 The reduced wave operator
In order to elaborate on the hierarchy we require for the semilinear terms, we first introduce the reduced
wave operator ˜g. This is related to the reduced wave operator gab∂a∂b used in [Lin08]. The reason for
introducing this operator is that, for wave equations of the form
˜gφ = 0
we can expect the sharp decay rate ∂φ ∼ r−1. This is not true, in general, for equations of the form
gφ = 0
where g = g(φ), for which we can only obtain decay at a rate ∂φ ∼ r−1+. These sharp decay rates will
play an important role in defining our semilinear structure.
Definition 5.1.1 (The reduced wave operator). We define the reduced wave operator as follows: for a
scalar field φ,
˜gφ := gφ+ χr0ωLφ (5.1)
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Similarly, for an Sτ,r-tangent tensor field φ we define
/˜gφ := /gφ+ χr0ω /DLφ (5.2)
Note that we could, instead, have defined the reduced wave operator as the operator
g + χr0
1
4
(Lh)LLL
since, ignoring terms with better behaviour, ω = 14 (Lh)LL. However, we choose to use ω in our definition
in order to simplify various formulae in the following sections, and to keep our discussion as geometric
as possible.
5.2 The semilinear hierarchy
Returning to the issue of the semilinear terms, we first observe that systems of wave equations of the
kind we are considering can be written as
˜g(φ)φ(A) = F(A)(φ, ∂φ) (5.3)
where (A) labels the different fields, and bold text is used to refer to the vector of fields (φ(1), φ(2), . . .).
For example, in the case of the the Einstein equations in harmonic coordinates, the fields in question are
the rectangular components of the metric perturbation components hab. These are naturally labelled by
pairs of rectangular indices, so we can write
˜ghab = Fab (5.4)
Recall that lower case latin indices refer to components in the rectangular frame, and so the field hab is
in fact a scalar field, despite appearances.
More formally, let V be a finite dimensional vector space, and let φ be a section of the trivial V -
bundle over the manifoldM. Given a choice of frame for this vector bundle, i.e. a choice of vector fields
(v(1), v(2), . . .) which are linearly independent at every point, we can decompose φ relative to this frame.
That is, we can write
φ = φ(1)v
(1) + φ2v
(2) + . . .
For example, for the Einstein equations in wave coordinates, we can choose the vector space V to be
the space of symmetric 4× 4 matrices. This space comes equipped with a canonical frame, namely, the
matrices M (ij) with components
M
(ij)
ab := δ
i
aδ
j
b (5.5)
and where we can restrict to i ≥ j.
The biggest problem arising from the semilinear terms F(A) is that they do not have the classical
null structure. In other words, they contain terms of the form (∂φ(B))(∂φ(C)), in addition to the easily
controlled “null forms” (∂φ(B))(∂¯φ(C)), which contain at least one good derivative. In order to control
these terms, we shall require that the fields φ(A) obey a suitable hierarchy. To be precise, we require
that the vector space V splits into a (finite) direct sum of linear subspaces V[i], that is,
V =
⊕
[i]≥0
V[i] (5.6)
We also define the related linear subspaces
W[i] :=
⊕
[j]≤[i]
V[j] (5.7)
This set of nested linear subspaces W[i] will provide the hierarchy we need. We require that the subspaces
W[i] are respected by the frame in the following sense. Let piV be the canonical projection onto the fibres.
Then we require that, for all (A), and all points x ∈M,
piV (v
(A), x) ∈W[i] (5.8)
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for some [i], independent of x. In other words, each frame vector field lies unambiguously in one of the
subspaces W[i].
We can now define schematic notation for the fields as follows. We write Φ[i] for the frame components
of a field φ such that
piV (φ, x) ∈W[i] (5.9)
i.e. Φ[i] represents a set of fields φ(A) such that φ(A)v
(A) projects into the subspace W[i] at all points.
We shall informally write φ(A) ∈ Φ[i] to mean that φ(A)v(A) ∈W[i].
As mentioned above, there are really two components of the “weak null structure” which we require,
one of which concerns the quasilinear structure (see section 5.1), and the other of which concerns the
semilinearities. The structure that we require from the semilinear terms is the following: the “bad”
semilinear terms (∂φ(B))(∂φ(C)) must respect respect the hierarchy defined by the subspaces W[i]. By
this, we mean that the wave equation satisfied by a field φ(A), where φ(A)v
(A) (with no sum over (A))
projects into the subspace W[i], can be written schematically as
˜gφ(A) = (∂Φ[i])(∂Φ[0]) + (∂Φ[i−1])(∂Φ[i−1]) + null forms + cubic terms (5.10)
In other words, the “bad” semilinear terms either involve pairs of fields at a lower level in the hierarchy,
or else a field in the same level in the hierarchy paired with a field at the bottom level.
We also require a special structure for fields at the bottom level, i.e. the fields Φ[0]. These must
satisfy an equation of the form
˜gφ(A) = null forms + cubic terms (5.11)
In other words, there are no dangerous semilinear terms on the right hand side.
Finally, having stated the weak null structure as it arises in the structure of the semilinear terms, we
can now state the relevant structure which will allow us to deal with the quasilinear terms. In fact, with
the notation developed above, this is very easy: for the field hLL(φ) we require the condition
hLL(φ) ∈ Φ[0] (5.12)
In other words, the field hLL can be expressed in terms of fields appearing at the bottom level of the
hierarchy.
With the help of this hierarchy, we aim to construct a series of energy estimates, which become pro-
gressively “worse” as we ascend the hierarchy. The fact that these energy estimates become increasingly
degenerate as we ascend the hierarchy will eventually lead to increasingly weak pointwise bounds for the
fields which are higher in the hierarchy. Thus, when deriving the energy estimates, we must be able to
assume worse pointwise bounds for the fields which are higher in the hierarchy. That it is still possible
to derive the necessary energy estimates is due precisely to the fact that the semilinear terms respect
the hierarchy, as outlined above.
Of particular note in the definition of this hierarchy is the addition of the term ω(Lφ) to the wave
operator in order to form the reduced wave operator. In particular, this plays an important role when
considering the equation for the field hLL. At first sight this term appears extremely dangerous, since
we have ω ∼ (Lh)LL, and wave equations of the form
φ = (Lφ)2 (5.13)
were shown to exhibit finite-time blowup for all nontrivial initial data [Joh81]. Note, however, that the
wave operator appearing in (5.13) is the flat wave operator and not the geometric wave operator g.
Moreover, the geometric wave operator, expressed in the null frame, already contains terms of this type
(see (4.33)), and this term is “cancelled” by the modification of the wave operator to the reduced wave
operator.
5.3 Relation to the weak null condition
The “weak null condition” was not originally stated in terms of a hierarchy of the kind described above.
Rather, it was has been stated as follows: the asymptotic system possesses global solutions for small
initial data. To form the asymptotic system, we simply neglect the terms which are expected to have
better behaviour, i.e. those terms involving good derivatives. This leads to the following conjecture:
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Conjecture 5.3.1 (Weak null conjecture, na¨ıve version). If the asymptotic system corresponding to
a system of wave equations admits global solutions for sufficiently small initial data, then so does the
system of wave equations.
Actually, this conjecture is almost certainly false, since we can construct systems where the solutions
to the asymptotic system grow far too rapidly (see section 5.4). Instead, the weak null conjecture is
often stated as follows:
Conjecture 5.3.2 (Weak null conjecture). If the asymptotic system corresponding to a system of wave
equations admits global solutions for sufficiently small initial data, and if those solutions grow no faster
than (rLφ) ∼ rC, then the system of wave equations also admits global solutions for sufficiently small
initial data.
Now, a natural question to ask is the following: do all systems of nonlinear wave equations which
satisfy the weak null condition obey a hierarchy of the form given above? We can immediately answer
this in the negative by providing the following (fairly trivial) counterexample: take a system of wave
equations which does obey such a hierarchy, and make a linear change of frame. The resulting system
will not obey the hierarchy, despite possessing global solutions.
To be more explicit, consider the following example of a semilinear system obeying the weak null
condition:
φ(0) = 0
φ(1) = (Lφ(1))(Lφ(0))
This clearly obeys a hierarchy of the kind considered above, where we have
V[0] =
{
φ(0)
}
V[1] =
{
φ(1)
}
However, if we define the field φ˜(0) := φ(0) + φ(1) then the system above is equivalent to the system
φ˜(0) = (Lφ˜0)(Lφ1)− (Lφ1)2
φ(1) = (Lφ˜0)(Lφ1)− (Lφ1)2
This system evidently does not obey a hierarchy of the kind discussed above; the bad semilinear terms
appearing on the right hand side involve every field. Interestingly, for this system, we have the asymptotic
behaviour (∂φ˜0) ∼ r−1+ and (∂φ1) ∼ r−1+. However, one cannot obtain this result through the usual
bootstrap type argument; we instead need to “undo” the linear transformation and then make bootstrap
assumptions on the original fields φ(0) and φ(1).
We could overcome this objection by broadening our class of systems to include all systems which can
be brought into a suitable heirarchical structure by means of a linear transformation on the frame fields.
Of course, our proof easily applies in this case. Note that we can restrict to linear transformations of
this kind without loss of generality, since we are neglecting cubic and higher order terms.
Even if we broaden the class of allowed systems in this way, we can still find systems of nonlinear wave
equations which do not obey a hierarchy of the kind we require: see section 5.4. Unusually, some of the
asymptotic systems associated with the systems we construct in section 5.4 have very rapidly growing
solutions, meaning that, if the asymptotic system accurately predicts the behaviour of the fields, then we
would expect these fields to grow exponentially or even super-exponentially. Indeed, it is very doubtful
in these cases whether the asymptotic system really does give an accurate prediction for the behaviour
of the fields, since in these cases cubic and higher order terms would be expected to have large effects.
By considering such cases it might be possible to construct a couterexample to the original conjecture
5.3.1.
It would be interesting to know whether all systems which obey the weak null condition and, in
addition, only admit solutions with the asymptotic behaviour (∂φ) ∼ r−1+, can be transformed into a
system admitting a hierarchy of the kind described in section 5.2 by means of a linear transformation.
We first establish that systems with the hierarchy defined in the section above obey the weak null
condition, that is, the associated asymptotic systems admit global solutions for all sufficiently small initial
data. Moreover, the solutions to these asymptotic systems all predict the behaviour (∂φ(A)) ∼ r−1+ for
general φ(A), and (∂φ(A)) ∼ r−1 for φ(A) ∈W[0].
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Proposition 5.3.3 (Systems obeying the hierarchy of section 5.2 obey the weak null condition). Let
{φ(A)} be a collection of fields obeying nonlinear wave equations which admit a hierarchy of the kind
described in section 5.2. Then the associated asymptotic system admits global solutions for all sufficiently
small data, where by “small” we mean
sup
(A)
sup
t=0
(|Lφ(A)| , |rLφ(A)|) ≤  (5.14)
for some sufficiently small .
Moreover, the solutions to the asymptotic system obey the bounds
|Lφ(A)| . (1 + r)−1 for φ(A) ∈ V[0]
|Lφ(A)| . (1 + r)−1+C for φ(A) ∈ V[n] , n ≥ 1
(5.15)
where C is some suitably large constant, and the initial data satisfies the bound |rLφ(A)|
∣∣
t=0
≤ .
Proof. Recall that the r-weighted wave operator was expressed in proposition 4.7.1 as
rgφ = −L(rLφ) + r /∆φ− 1
2
(tr/g χ(small) + 2ω)rLφ− (tr/g χ)rLφ− ζAr /∇Aφ
Hence, if ˜gφ(A) = F(A) then we have
−L(rLφ(A)) + r /∆φ(A) − 1
2
(tr/g χ(small))rLφ(A) − (tr/g χ)rLφ(A) − ζAr /∇Aφ(A) = rF(A)
Note that the use of the reduced wave operator has cancelled the term −ωrLφ on the left hand side.
Let us write the “bad” semilinear terms appearing in the F(A) as
F(A) = F
(BC)
(A) (Lφ(B))(Lφ(C)) + null forms + cubic terms
for some constants F
(BC)
(A) . Let us also define the fields
rLφ(A) := ξ(A)
Now, the asymptotic system corresponding to the equation above is a system of transport equations
for the fields Φ(A) along the integral curves of L, obtained by dropping second derivatives which contain
two good derivatives, as well as all terms involving null forms (or terms with equivalent behaviour, such
as ζ(∂¯φ) or (tr/g χ)(∂φ)), and additionally we drop all cubic terms. Finally, we allow ourselves to cut-off
the semilinear terms for all r ≤ 1. This leads to an easier treatment of the axis r = 0, and can be
justified by the availability of elliptic estimates to control the behaviour of fields in this region in the full
problem.
Hence, the asymptotic system corresponding to the system above is
−L(ξ(A)) = r−1χ0(r)F (BC)(A) ξ(B)ξ(C)
where χ0(r) is the smooth cut-off function introduced in equation (2.61).
If we use the coordinates (u, r, ϑA) then L = ∂∂r . Defining the new variable
y := log r
the asymptotic system becomes
∂
∂y
ξ(A) = −χ(ey)F (BC)(A) ξ(B)ξ(C) (5.16)
The hierarchy discussed in section 5.2 states that, if φ(A) ∈ Φ[i] then F (BC)(A) = 0 unless one of the
following conditions is satisfied:
1. Both φ(B) and φ(C) ∈ Φ[i−1] or
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2. φ(B) ∈ Φ[i] and φ(C) ∈ Φ[0], or φ(B) ∈ Φ[0] and φ(C) ∈ Φ[i]
Moreover, if φ(A) ∈ Φ[0] then F (BC)(A) = 0 for all B,C.
Now, with the help of this hierarchy, we can solve system (5.16) with the use of a boostrap. We first
set
F˜ := sup
A,B,C
∣∣∣F (BC)(A) ∣∣∣ (5.17)
and we consider a particular integral curve of L. If this curve intersects the axis r = 0 (which corresponds
to y = −∞ then regularity of Lφ(A) requires that ξ(A) = 0 at y = −∞. Moreover, this integral curve
will enter the region y ≤ 0, after which the right hand side of equation (5.16) vanishes. Hence the unique
regular solution along this integral curve is ξ(A) = 0 for all (A).
Henceforth we consider an integral curve of L which intersects the initial data surface t = 0 at y = y0.
The bootstrap assumptions we make along this curve are the following:
|ξ(A)| ≤ 2 inf{ey0 , } for φ(A) ∈ Φ[0]
|ξ(A)| ≤ 2 inf{ey0 , }+  exp
(
C˜F˜2n(y − y0)
)
for φ(A) ∈ Φ[n]
for some large constant C˜ which we determine below. We can check that these bootstrap bounds hold
initially. Since the initial data satisfies
|Lφ(A)|
∣∣
t=0
≤ 
|rLφ(A)|
∣∣
t=0
≤ 
this implies that
|ξ(A)|
∣∣
t=0
≤ inf{ey , }
so it is easy to see that the bootstrap assumptions hold initially and, by continuity, at least for all
sufficiently small values of y.
Now, we can use the equations (5.16) to improve the bootstrap. If φ(A) ∈ Φ[0] then the asymptotic
system for φ(A) is simply
∂
∂y
ξ(A) = 0
and so ξ(A) is just constant and equal to its initial value. In particular this improves the bootstrap
assumption by a factor of 1/2.
Now consider a field φ(A) ∈ Φ[n]. For simplicity let us assume that y0 ≤ 0; the case y0 > 0 follows
similarly. Making use of the bootstrap assumptions, together with the bound ξ(A) ≤  for φ(A) ∈ Φ[0]
obtained above, we find that the derivative of ξ(A) satisfies∣∣∣∣ ∂∂y ξ(A)
∣∣∣∣ ≤ F˜ (22ey0 + 2 exp(C˜F˜wn(y − y0))+ (2ey0 +  exp(C˜F˜2n−1(y − y0)))2)
≤ F˜ 2
(
(2ey0 + 4e2y0) + 2 exp
(
y0 + C˜F˜2
n−1(y − y0)
)
+ 2 exp
(
C˜F˜2n(y − y0)
))
from which it follows that
|ξ(A)| ≤ ey0 + 6F˜ 2(y − y0) + 4(C˜−1)2−n exp
(
y0 + C˜F˜2
n−1(y − y0)
)
+ (C˜−1)21−n exp
(
C˜F˜2n(y − y0)
)
It is now easy to check that, by taking  sufficiently small and C˜ sufficiently large, the bootstrap assump-
tions can be improved.
A continuity argument now shows that the bootstrap assumptions in fact hold for all values of y,
that is, all along the integral curve of L.
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5.4 Other asymptotic systems
As mentioned at the start of this chapter, there are asymptotic systems which do not obey a semilinear
hierarchy of the kind described in section 5.2, but which nevertheless admit global solutions for suitably
small initial data. Some of these can be transformed into a form admitting of a suitable hierarchy by
a linear transformation on the fields. However, there are other systems which cannot be transformed
in this way, and which lead to very different asymptotic behaviour. In this section we will construct
such a system, and show that it leads to the behaviour Lφ ∼ er . We cannot treat the nonlinear wave
equations associated with such systems by our methods, and indeed it is highly doubtful whether they
in fact possess global solutions for small data, especially if they include cubic nonlinearities which would
be expected to dominate.
Proposition 5.4.1 (A nonlinear wave equation with an asymptotic system admitting exponentially
growing solutions). Consider the following set of (semilinear) nonlinear wave equations:
φ(1) = 0
φ(2) = −4(Tφ(1))(Tφ(2))
φ(3) = −4(Tφ(2))(Tφ(3))
(5.18)
Then the associated asymptotic system admits global solutions for sufficiently small initial data. Using
the coordinate u = t − r on the initial surface t = 0, suppose that the initial data for the asymptotic
system are given in terms of ξ(A) = rLφ(A) as
ξ(A)
∣∣
t=0
(u, ϑA) = ξ˚(i)(u, ϑ
A)
Then the solution of the asymptotic system is the following: for u > 0, we have ξ(A) = 0, while for u < 0
we have
ξ(1)(u, r, ϑ
A) = ξ˚(1)(u, ϑ
A)
ξ(2)(u, r, ϑ
A) = ξ˚(2)(u, ϑ
A)
(
r
−u
)ξ˚(1)(u,ϑA)
ξ(3)(u, r, ϑ
A) = ξ˚(3)(u, ϑ
A) exp
(
(−u)ξ˚(1)(u,ϑA)ξ˚(2)(u, ϑA)
(
ξ˚(1)(u, ϑ
A)
)−1
rξ˚(1)(u,ϑ
A)
)
In particular, if there is some point on the initial data surface such that both ξ˚(1) and ξ˚(2) are strictly
positive, then |ξ(3)| ∼ er
Proof. The asymptotic system associated with the system in the proposition is
Lξ(1) = 0
Lξ(2) = r
−1ξ(1)ξ(2)
Lξ(3) = r
−1ξ(2)ξ(3)
It is now easy to verify that the solution provided in the proposition solves these equations with initial
data which vanishes for integral curves of L = ∂/∂r which intersect the axis, and with the initial data
specified in the proposition at t = 0 along integral curves of L which intersect this hypersurface.
Remark 5.4.2. It does not appear likely that the nonlinear wave equations with asymptotic systems of
this kind would possess global solutions in general. The original motivation for conjecture 5.3.1 was
that both “good” derivatives and cubic terms are expected to behave better than the “bad” derivatives
Lφ. Assuming that the asymptotic system provides a good approximation for the behaviour of the bad
derivatives, it is then hoped that energy estimates are sufficient to prove that the good derivatives indeed
behave well. One can then justify “dropping” these terms from the asymptotic system.
There are several problems for this approach when considering systems of the type considered in this
section. First, cubic and higher order terms cannot be expected to behave “better”, when the field φ
and its derivatives are expected to grow exponentially, rather than to decay. Indeed, by including a term
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of the form (Lφ(3))
3 in the asymptotic system it is fairly easy to see that solutions will blow up in finite
time. Additionally, even if the good derivatives do behave “better” by the expected factor of r−1, terms
which are quadratic in the good derivatives might still large enough to have a dramatic effect on the
solution, and possibly to lead to finite-time blowup. For this reason, conjecture 5.3.1 must be modified
to conjecture 5.3.2.
We have already seen examples of systems which do obey the conditions of conjecture 5.3.2, but
which do not obey the hierarchical null condition. However, the examples we have given up to now can
all be written in terms of other variables which do obey the hierarchical null condition, by changing the
basis sections. Below we give an example of a system where this is not possible, and yet the weak null
condition is still obeyed.
Proposition 5.4.3 (A system with bounded solutions to the asymptotic system but lacking the weak
null hierarchy). Consider the system
φ(1) = 4
I3 − I2
I1
(Tφ(2))(Tφ(3))
φ(2) = 4
I1 − I3
I2
(Tφ(3))(Tφ(1))
φ(3) = 4
I2 − I1
I3
(Tφ(1))(Tφ(2))
for positive constants I1, I2, I3. Then the corresponding asymptotic system admits global solutions for
all small intial data. Moreover, for a generic choice of the constants I1, I2, I3, the system cannot be
reduced to one with the semilinear hierarchy by a change of basis sections.
Proof. If we define rLφ(i) := ξ(i), then the asymptotic system is
I1Lξ(1) = (I3 − I2)r−1ξ(2)ξ(3)
I2Lξ(2) = (I1 − I3)r−1ξ(3)ξ(1)
I3Lξ(3) = (I2 − I1)r−1ξ(1)ξ(2)
Writine rL = ∂/∂(log r) we obtain
I1
∂
∂ log r
ξ(1) = (I3 − I2)ξ(2)ξ(3)
I2
∂
∂ log r
ξ(2) = (I1 − I3)ξ(3)ξ(1)
I3
∂
∂ log r
ξ(3) = (I2 − I1)ξ(1)ξ(2)
These are the Euler equations for the motion of a rigid body with moments of inertia I1, I2, I3 about the
principle axes. The solutions are therefore bounded, i.e. the asymptotic system predicts the behaviour
Lφ(i) ∼ r−1
On the other hand, for generic I1, I2, I3 there are no closed-form solutions, indicating that the system
cannot be transformed into a simple system obeying the weak null condition.
For this particular system, it may be possible to prove global existence for the corresponding set of
wave equations, using the fact that we expect each field to obey the sharp r−1 decay rate1. However, it
is clear that the dynamics of systems of ODEs with quadratic nonlinearities can be quite complicated,
and we expect that even more intricate systems can be designed, which satisfy the weak null condition
but for which our methods cannot be easily adapted. However, we have not been able to construct such
a system.
1We would also have to prove a kind of stability result for the Euler equations, showing that, if a torque is applied that
satisfies particular bounds, then the resulting solutions still remain bounded.
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Finally, we remark on the “quasilinear condition” hLL ∈ Φ[0]. This appears necessary in order to avoid
the formation of shocks in finite time. Specifically, the inverse foliation density satisfies the transport
equation
L logµ = (Lh)LL + good terms
The good terms are easy to control. If we only have the bound (Lh)LL ∼ r−1+C, then we can expect the
foliation density µ to grow exponentially in r, but then the error terms involving µ and its derivatives
would be completely uncontrollable. We can also compare this with the work of [Spe16], which showed
in the context of a scalar wave equation that, generically, shocks will form in the case where we cannot
obtain a bound like (Lh)LL ∼ r−1.
5.5 Non-commutation with the null frame
As mentioned in the introduction, one of the applications we have in mind for the methods developed
in this paper is to the Einstein equations in wave coordinates. In this case, the fields φ(A) which obey
nonlinear wave equations are the rectangular components of the metric perturbations hab. The associated
semilinear terms Fab do obey a hierarchy of the kind described above, but this is only evident when the
equations are contracted with the rectangular components of the null frame La, La and /Π
a
µ .
In the language developed above, this means that we need to change the frame {v(A)} from the
canonical frame for symmetric matrices (5.5) to one based on the null frame vector fields L, L and XA.
We have already mentioned several such changes of basis, but previously in this chapter these changes
were assumed to be “global” in the sense that the new frame was related to the old frame by some fixed
linear map. On the other hand, changing basis to one which depends on the frame vector fields is a
“point dependent” change of frame, represented by a linear map which depends on the base manifold
M. Hence the change-of-frame operator does not commute with the null frame.
To make this more precise, let w(A
′) = M
(A′)
(A) (x)v
(A) be an alternative set of frame vector fields, so
that the (point-dependent) change of frame matrix M
(A′)
(A) is non-degenerate at every point x ∈M. Then
we can write
φ(A) = M
(A′)
(A) (x)φ(A′)
Since the change of frame matrix M
(A′)
(A) depends on the point x ∈ M, this change of frame will not
commute with the wave operator. Specifically, if φ(A) satisfies the wave equation (5.3) then φ(A′) will
satisfy
gφ(A′) = (M−1)(A)(A′)F(A) − (M−1)(A)(A′)
(
gM (B
′)
(A)
)
φ(B′) − 2(M−1)(A)(A′)
(
DαM
(B′)
(A)
) (
Dαφ(B′)
)
The second and third terms on the right hand side reflect the fact that the change of frame matrix M
does not commute with the wave operator.
We will not “fully” change frame in the sense described above, where we use an alternative set of
fields φ(A′) to describe the state of the system, but only “partially” change frame. The reason for this
is that the change of frame we require (namely, a change to the null frame) depends on the fields φ
themselves. In other words, the matrix M
(B′)
(A) actually depends on the fields φ, in addition to depending
directly on the spacetime point x. This means that the second order term gM (B
′)
(A) would introduce
additional, leading order error terms which could not be controlled. Instead, we will “partially” change
frame, which means that we will first take take derivatives of the fields in the original frame v(A), and
then change frame afterwards. In other words, we will estimate quantities like∣∣∣(∂φ(A)) (M−1)(A′)(A) ∣∣∣2
In order to estimate quantities of this kind, we will have to define a kind of modified energy momentum
tensor, see section 14.4.
We have already seen hints of this kind of structure in our definition of quantities such as (∂h)LL. In
this case, we are changing frame from the rectangular frame to the null frame associated with symmetric
matrices, but the change of frame occurs outside the derivative operator.
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5.6 Compatibility with the radial normalisation condition
Recall that our geometric set-up required the property 2.2.14, i.e. that the radial vector field Rµ =
(g−1)µν(dr)ν has unit norm with respect to the dynamical metric g. However, the systems we have
introduced in this section need not satisfy this property, so it would appear that our geometric set-up
does not apply.
In this section we will show that any system of quasilinear wave equations of the form given in
equation (5.3), with a metric g(φ) not necessarily obeying the radial normalisation property 2.2.14, may
be recast (by means of a conformal transformation) into a system of quasilinear wave equations of the
same form but with a metric g˚(φ) which does obey the radial normalisation property. Moreover, if the
original system satisfies the weak null condition, then so does the new system.
Define the scalar field Ω(R) by
(Ω(R))
−2 := χ(r0)(r)(g
−1)(dr, dr) + (1− χ(r0))
= 1− χ(r0)
(
xixj
r2
hij +O(h2)
)
(5.19)
where χ(r0)(r) is the smooth cut-off function defined in equation (2.62). Ω(R) is evidently determined by
the fields hij , which in turn depend (say, linearly - higher order terms are easier to handle) on the fields
φ(A).
We now define the conformally rescaled metric g˚ by
g˚ := (Ω(R))
2g (5.20)
Note that, by construction, g˚(R,R) = 1 in the region r ≥ r0.
To understand the action of this conformal transformation on the reduced wave operator ˜g, we must
first understand its action on the vector fields L, L, the foliation density µ and the connection coefficient
ω. Recall that L is defined as an outgoing null vector field, orthogonal to the spheres, and normalised by
L(r) = 1. Vector fields which are null with respect to g are also null with respect to g˚, and orthogonality
is also preserved, so we find that L is invariant under this transformation.
On the other hand, recall that L was defined2 by as the future directed, null vector field, orthogonal
to the spheres and satisfying g(L,L) = −2. Hence, under a conformal rescaling, we need to use a new
vector field L˚ in place of L, defined by
L˚ := (Ω(R))
−2L
Next, recall that µ is defined by the equation µ = −1/(g−1 (du,dr)). The coordinate function r is
invariant under the conformal map since it is defined with respect to the “background”, independently of
the metric g. Additionally, the coordinate u is invariant under the conformal map, since L is invariant,
and this vector field is all that is required to construct u. This means that the new foliation density µ˚
is related to the old foliation density µ by
µ˚ := (Ω(R))
2µ
Finally, we can compute the new connection coefficient ω˚. Recall that ω satisfies L logµ = ω. Using
the expression for µ˚, together with the invariance of the vector field L, we find
ω˚ = 2L log(Ω(R)) + ω
Note that L log(Ω(R)) ∼ Lφ, so this behaves like a good derivative.
Next, we need to write the wave operator with respect to the rescaled metric g˚ instead of the metric
g. For this we can use a standard formula: we obtain
g˚φ(A) = (Ω(R))−2gφ+ 2Ω−4(˚g−1)µν(Dµ log Ω(R))(Dνφ(A)) (5.21)
Putting this all together, we find that if the fields φ(A) satisfy the quasilinear wave equations ˜gφ(A) =
F(A), then, written with respect to the conformally rescaled metric, we have
˜g˚φ(A) = Ω−2F(A) − 2(L log Ω(R))(L˚φ(A)) + 2(Ω(R))−4(˚g−1)µν(∂µ log Ω(R))(∂νφ(A))
2Unlike the vector field L, it is a consequence of the radial normalisation condition that L(r) = −1, so we cannot assume
that this is true yet.
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Note that Ω(R) = 1 + O(φ). This means that all of the additional terms on the right hand side
are either cubic terms, or else they involve at most one L˚ derivative. Therefore, if the original system
satisfied the weak null condition, then so will the new system. Furthermore, the hierarchical structure
of the semilinear terms is also unchanged.
In summary, if we are given a system of wave equations satisfying the hierarchical null condition,
then, by writing these equations with respect to a conformally rescaled metric we can impose the radial
normalisation condition, and this procedure does not change the null structure of the equations.
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Chapter 6
Equations governing the geometry of
the null cones
The nonlinear wave equations we are studying are coupled to a set of equations determining the geometry
of the null cones (and the spheres Sτ,r) via the metric g. In order to close our estimates we must establish
equations governing the evolution of certain quantities describing this geometry. Specifically, we require
estimates on the null frame connection coefficients described in chapter 4.
Some of the null frame connection coefficients can be written in terms of the rectangular components
of the metric perturbation using our normalisation condition, as we have seen in chapters 3 and 4.
Specifically, we can estimate the scalar field ω and the vector field ζ directly in this way; see propositions
3.0.1 and 4.4.1 respectively. Furthermore, the foliation density µ satisfies the transport equation given
in proposition 3.0.1, and so derivatives of µ can be estimated by commuting this transport equation and
then integrating along the integral curves of the vector field L.
The remaining null frame connection coefficients are tr/g χ, χˆ, tr/g χ and χˆ. Of these, the latter two
can be written in terms of the former two, as shown in proposition 4.4.5. Thus, we are left with the
problem of establishing equations governing the evolution of tr/g χ and χˆ.
The approach we take is to first establish an evolution equation for tr/g χ along the integral curves
of L. Crucially, this evolution equation does not lose derivatives. That is, tr/g χ can be estimated in
terms of the first derivatives of the metric. Furthermore, we can use this equation to establish pointwise
estimates on tr/g χ(small), which, importantly, show that this quantity decays faster than r
−1.
We will also establish a transport equation for χˆ, which, however, does lose a derivative, in the sense
that Lχˆ will behave like second derivatives of the metric. Then, we will make use of the Codazzi equations
to show that χˆ satisfies an elliptic system, which will allow us to estimate derivatives of χˆ tangent to
the spheres, without losing a derivative, and which can also be used to obtain pointwise bounds on χˆ.
Combining these two equations, we can estimate the derivatives of χˆ tangent to the null cones without
losing a derivative. Note that, in order to estimate derivatives of χˆ transverse to the outgoing null cones,
we still have to have a priori control over certain third derivatives of the metric.
Aditionally, note that the procedure outlined above to estimate derivatives of the foliation density µ
also involves a loss of derivatives, except in the L direction. Specifically, we should expect µ to behave
like a metric component, but in order to estimate it we must integrate equation (3.1), which involves
first derivatives of the metric. To solve this problem, we will show that µ also solves an elliptic equation,
which couples the behaviour of angular derivatives of µ to tr/g χ. Hence, we are also able to estimate
derivatives of µ tangent to the outgoing null cones without a loss of derivatives.
Finally, the elliptic systems we establish are only useful1 given pointwise bounds on the Gauss cur-
vature of the spheres Sτ,r. Hence we will also establish an evolution equation for the Gauss curvature of
these spheres.
1In fact, this problem can be avoided by making use of the uniformization theorem together with the fact that the
elliptic systems we write down are conformally covariant in two dimensions, see [CK93].
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6.1 The Riemann curvature tensor
The equations governing the behaviour of the connection coefficients involve the Riemann curvature
tensor. We first state our conventions regarding this tensor, and then examine in more depth certain
null frame components of this tensor.
Definition 6.1.1. We define the Riemann curvature tensor as follows: for any vector fields V , W , X,
Y we have
R(V,W,X, Y ) := g(DVDWX −DWDVX −D[V,W ]X,Y ) (6.1)
Proposition 6.1.2 (The Riemann curvature tensor in terms of the rectangular components of the
metric). We can relate the Riemann curvature tensor to the derivatives of the rectangular components
of the metric via the equation
R dabc = Da
(
Γdbc∂d
)−Db (Γdac∂d) (6.2)
where we recall that the rectangular Christoffel symbols Γabc are defined in terms of the derivatives of h in
proposition 2.4.9. Recall that the Christoffel symbols are a set of scalar quantities, labelled by rectangular
indices, while the operators ∂a are a set of vector fields, also labelled by rectangular indices.
Proof. We have
R dabc ∂d = (DaDb −DbDa)∂c
= Da
(
Γdbc∂d
)−Db (Γdac∂d)
Proposition 6.1.3 (Expressions for the rectangular Christoffel symbols). We can express the null frame
components of the vector fields Γcab∂c as follows:
ΓaLL∂a =
1
4
(
(Lh)LL − 2(Lh)LL
)
L− 1
4
(Lh)LLL+
1
2
(/g
−1)µν
(
2La /Π
b
µ (Lhab)− ( /∇µh)LL
)
/∇ν
ΓaLL∂a = −
1
4
(Lh)LLL− 1
4
(Lh)LLL+
1
2
(/g
−1)µν
(
La /Π
b
µ (Lhab) + L
a /Π
b
µ (Lhab)− ( /∇µh)LL
)
/∇ν
/Π
b
µ Γ
a
Lb∂a = −
1
4
(
La /Π
b
µ (Lhab) + ( /∇µh)LL − La /Π bµ (Lhab)
)
L− 1
4
( /∇µh)LLL
+
1
2
(/g
−1)νρ
(
/Π
a
µ /Π
b
ν (Lhab) + L
a /Π
b
ν ( /∇µhab)− La /Π bµ ( /∇νhab)
)
/∇ρ
ΓaLL∂a = −
1
4
(Lh)LLL+
1
4
(
(Lh)LL − 2(Lh)LL
)
L+
1
2
(/g
−1)µν
(
La /Π
b
µ (Lhab)− ( /∇µh)LL
)
/∇ν
/Π
b
µ Γ
a
Lb∂a = −
1
4
( /∇µh)LLL−
1
4
(
La /Π
b
µ (Lhab) + ( /∇µh)LL − La /Π bµ (Lhab)
)
L
+
1
2
(/g
−1)νρ
(
/Π
a
µ /Π
b
ν (Lhab) + L
a /Π
b
ν ( /∇µhab)− La /Π bµ ( /∇νhab)
)
/∇ρ
/Π
b
µ /Π
c
ν Γ
a
bc∂a = −
1
4
(
La /Π
b
ν ( /∇µhab) + La /Π bµ ( /∇νhab)− /Π aµ /Π bν (Lhab)
)
L
− 1
4
(
La /Π
b
ν ( /∇µhab) + La /Π bµ ( /∇νhab)− /Π aµ /Π bν (Lhab)
)
L
+
1
2
(/g
−1)ρσ
(
/Π
a
ν /Π
b
ρ ( /∇µhab) + /Π aµ /Π bρ ( /∇νhab)− /Π aµ /Π bν ( /∇ρhab)
)
/∇σ
(6.3)
Note also that Γabc = Γ
a
cb.
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One particular component of the Riemann tensor has a special structure, meaning that it can be
expressed as perfect L derivatives, plus some lower order terms. This structure will play a vital role in
allowing us to avoid losing derivatives in the estimates for tr/g χ.
Definition 6.1.4 (The tensor field α). We define the symmetric, Sτ,r-tangent tensor field α by its
(linear) action on a pair of Sτ,r-tangent vector fields XA and XB :
α(XA, XB) := RLALB (6.4)
Note that α is symmetric. We can also view α as a spacetime tensor, where we define its action on the
frame fields L and L by α(L, ·) = α(L, ·) = 0.
Proposition 6.1.5 (The structure of the tensor α). The tensor α can be expressed as
αAB =
1
2
L ((Lh)AB − (XAh)BL − (XBh)AL) + 1
2
(
/∇A /∇Bh
)
LL
− 1
4
(Lh)LLχAB +
(
Err(α)
)
AB
(6.5)
where the error term is given schematically by
Err(α) = (∂¯h)(frame) · (∂h)(frame) +
(
χ+ χ+ ζ +
Li(small)L
i
(small)
r
+ Li(small)
/∇xi
r
)
· (∂¯h)(frame) (6.6)
Proof. We begin by noting that
RLALB = g
(
La(XA)
bLc
(
Da(Γ
d
bc∂d)−Db(Γdac∂d)
)
, XB
)
= g
(
DL (Γ
a
AL∂a)−DA (ΓaLL∂a)− (LLa)(XA)bΓcab∂c + (XALa)LbΓcab∂c , XB
)
where we have used the fat that [XA, L] = 0, and so XAL
a = L(XA)
a. We now substitute in the
expressions from propositions 6.1.3 and propositions 4.5.1 and 4.5.2 for the Christoffel symbols and the
derivatives of the rectangular components of the null frame respectively. Finally, we also make use of
proposition 4.1.5 for the null connection coefficients.
Proposition 6.1.6 (The structure of tr/g α). The scalar field tr/g α can be written as a perfect L deriva-
tive, plus some error terms which will be shown to be lower order. Specifically, we have
tr/g α = L
(
1
2
(/g
−1)µν /Π aµ /Π
b
ν (Lhab)− (/g−1)µνLa /Π bν ( /∇µhab)
)
+
1
2
( /∆h)LL − ω tr/g χ+ Err(tr/g α,low)
= L
(
1
2
(/g
−1)µν /Π aµ /Π
b
ν (Lhab)− (/g−1)µνLa /Π bν ( /∇µhab) +
1
2
(Lh)LL
)
+
1
2
(˜gh)LL + Err(tr/g α,high)
(6.7)
where the error terms are given schematically by
Err(tr/g α,low)
Err(tr/g α,high)
}
= (∂¯h)(frame) · (∂h)(frame) +
(
χ+ χ+ ζ +
Li(small)L
i
(small)
r
+ Li(small)
/∇xi
r
)
· (∂¯h)(frame)
(6.8)
Proof. The first line of (6.7) follows from proposition 6.1.5. For the second line, we make use of propo-
sition 4.7.1 to express the second angular derivatives of h in terms of LLh and lower order terms2.
2Note that the Einstein equations directly imply that tr/g α = 0, since RLL = − 12RLLLL− 12RLLLL+ (/g−1)ABRLALB ,
and the first two terms vanish identically.
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6.2 The transport equations for tr/g χ and χˆ
Proposition 6.2.1 (The transport equation for the frame components of χ). The null frame components
of the connection coefficient χ satisfies the transport equation
LχAB = αAB + ωχAB + χ
C
A χBC (6.9)
Proof. We have
LχAB = Lg(DAL,XB)
= g(DLDAL,XB) + g(DAL,DLXB)
= RLALB + g(DADLL,XB) + χ
C
A χBC
= RLALB − g(DLL,DAXB) + χ CA χBC
= RLALB + ωχAB + χ
C
A χBC
Proposition 6.2.2 (The transport equation for the tensor fields χ and χ(small)). The connection coef-
ficient χµν satisfies the transport equation
/DLχµν = /Π
a
µ /Π
b
ν RLaLb + ωχµν − χ ρµ χρν (6.10)
and the connection coefficient (χ(small))µν satisfies the transport equation
/DL
(
χ(small)
)
µν
= /Π
a
µ /Π
b
ν RLaLb+ω
(
χ(small)
)
µν
+ωr−1/gµν−
(
χ(small)
) ρ
µ
(
χ(small)
)
ρν
−2r−1 (χ(small))µν
(6.11)
Proof. We have already established the transport equation for the null frame components of χ, which is
given by equation (6.9). Now, we have
(XA)
µ(XB)
ν /DLχµν = (XA)
µ(XB)
νDLχµν
= LχAB − (DLXA)µ(XB)νχµν − (DLXB)µ(XA)νχµν
= LχAB − 2χ CA χCB
(6.12)
from which equation (6.10) follows. To prove (6.11) we simply substitute the definition χ(small) = χ−r−1/g.
Proposition 6.2.3 (The transport equation for tr/g χ). tr/g satisfies the following transport equation
along the integral curves of the vector field L:
L tr/g χ = tr/g α+ ω tr/g χ−
1
2
(
tr/g χ
)2
− χˆ · χˆ (6.13)
Proof. Recall that L/gAB = 2χAB . From this it follows that
L
(
(/g
−1)AB
)
= −2χAB
Combining this with equation (6.9) proves the proposition.
Proposition 6.2.4 (Transport equations for the modified versions of tr/g χ). By making use of the struc-
ture of tr/g α we can find transport equations which either lead to improved decay or improved regularity
for tr/g χ. Specifically, we can define the modified versions of tr/g χ:
X(low) := tr/g χ(small) −
1
2
(/g
−1)µν /Π aµ /Π
b
ν (Lhab) + (/g
−1)µνLa /Π bν ( /∇µhab)
X(high) := tr/g χ(small) −
1
2
(/g
−1)µν /Π aµ /Π
b
ν (Lhab) + (/g
−1)µνLa /Π bν ( /∇µhab)−
1
2
(Lh)LL
(6.14)
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Then these quantities satisfy the transport equations
L
(
r2X(low)
)
=
1
2
r2( /∆h)LL − 1
2
r−2
(
r2X(low)
)2 − r2χˆ · χˆ+ r2Err(X(low))
L
(
r2X(high)
)
=
1
2
r2(˜gh)LL + r2ωX(high) + 2rω − 1
2
r2(X(high))2 − r2χˆ · χˆ+ r2Err(X(high))
(6.15)
where the error terms are given schematically by
Err(X(low))
Err(X(high))
}
= (∂¯h)(frame) · (∂h)(frame) +
(
χ+ χ+ ζ +
Li(small)L
i
(small)
r
+ Li(small)
/∇xi
r
)
· (∂¯h)(frame)
(6.16)
Proof. We make use of the structure of tr/g α, as established in proposition 6.1.6, together with the trans-
port equation for tr/gχ established in proposition 6.2.3, and we also substitute for ω from the definition
4.1.1 and proposition 3.0.1. Note that the potentially dangerous term (∂h)LL tr/g χ(small) cancels.
Remark 6.2.5. Note the additional r weights in the transport equation for X(low) (the first line of equation
(6.15)). These will allow us to show improved decay in r for the quantity X(low). On the other hand, note
that the term ( /∆h)LL appears on the right hand side of this equation, meaning that, in order to estimate
X(low), we already require estimates on the second derivatives of h. This is the “loss of derivatives”
referred to previously. On the other hand, to estimate X(high) we only need information about the first
derivatives of h.
Proposition 6.2.6 (The transport equation for the frame components of χˆ). The null frame components
of χˆ satisfy the transport equation
LχˆAB = αˆAB + ωχˆAB +
1
2
/gABχˆ · χˆ+ χˆ CA χˆCB (6.17)
Proof. Recall that we define
χˆAB := χAB − 1
2
/gAB tr/g χ
Also recall that L/gAB = 2χAB . Hence, substituting for Lχ from equation (6.9) and for L tr/g χ from
equation (6.13) proves the proposition.
Proposition 6.2.7 (The transport equation for χˆ). The Sτ,r-tangent tensor field χˆ satisfies the following
transport equation along the integral curves of L:
/DL
(
r2χˆµν
)
= r2αˆµν + r
2ωχˆµν +
1
2
r2/gµν |χˆ|2 − r2χˆ ρµ χˆρν − 2χˆµν tr/g χ(small) (6.18)
Proof. We begin by noting that
LχˆAB = X
µ
AX
ν
B /DLχˆµν + χˆµA /DLX
µ
B + χˆµB /DLX
µ
A
= XµAX
ν
B
(
/DLχˆµν + χˆµρχ
ρ
ν + χˆνρχ
ρ
µ
)
= XµAX
ν
B
(
/DLχˆµν +
2
r
χˆµν + 2χˆµν tr/g χ(small) + 2χˆ
ρ
µ χˆνρ
)
Inserting the expression from the previous proposition on the left hand side, and then rearranging
this expression gives
/DLχˆµν = −
2
r
χˆµν − 2χˆµν tr/g χ(small) − χˆ ρµ χˆνρ + αˆµν + ωχˆµν +
1
2
/gµν |χˆ|2
Now multiplying by r2 proves the proposition.
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6.3 Additional transport equations
We will also occasionally require equations for both Lχ and Lχ. These are best given as tensorial
equations, rather than equations for the frame components.
Proposition 6.3.1 (An equation for /DLχµν). χµν satisfies the transport equation
/DLχµν = /Π
ρ
µ /Π
σ
ν RLρLσ +
1
2
/∇µζν +
1
2
/∇νζµ + 2 /∇2µν logµ+
1
2
ζµζν + ζµ /∇ν logµ+ ζν /∇µ logµ
+ 2( /∇µ logµ)( /∇ν logµ) + ωχµν −
1
2
χ σµ χνσ −
1
2
χ σ
µ
χνσ
(6.19)
Proof. We find
LχAB = RLALB + /∇A
(
ζB + 2 /∇B(logµ)
)
+
1
2
ζAζB + ζA /∇B(logµ) + ζB /∇A(logµ)
+ 2( /∇A logµ)( /∇B logµ) + ωχAB + χ CA χBC + χ CA g([L,XB ], XC) + χ CB g([L,XA], XC)
Symmetrising over A and B, and bringing out the factor (XA)
µ(XB)
ν proves the proposition.
Proposition 6.3.2 (An equation for /DLχµν). The tensor field χ satisfies the transport equation
/DLχµν =
/Π
ρ
µ /Π
σ
ν RLρLσ −
1
2
/∇µζν −
1
2
/∇νζµ +
1
2
ζµζν − ωχµν −
1
2
χ σµ χσν −
1
2
χ σ
µ
χσν (6.20)
Proof. Similarly to above, we can calculate
Lχ
AB
= RLALB − /∇AζB +
1
2
ζAζB − ωχAB + χ CA χBC
Now, symmetrising over A and B and bringing out a factor of (XA)
µ(XB)
ν proves the proposition.
6.4 The elliptic system for χˆ
In this section we will express the divergence of χˆ in terms of angular derivatives of tr/g χ, second
derivatives of h and some lower order terms. It turns out that this system can be used to establish
pointwise estimates of χˆ as well as higher order estimates on angular derivatives of χˆ. Indeed, combined
with proposition 6.2.7 and the elliptic estimates of chapter 10 this will allow us to estimate all the good
derivatives of χˆ without losing derivatives. This plays a crucial role in our eventual bootstrap argument
- see chapter 15 and 17.
Proposition 6.4.1 (The divergence of χˆ). χˆ satisfies the equation(
/div χˆ
)
µ
=
1
2
/∇µ tr/g χ− (/g−1)νρRµνLρ +
1
4
ζµ tr/g χ−
1
2
ζν χˆµν (6.21)
Proof. We calculate
XAχBC = XAg(DBL,XC)
= g(DADBL,XC) + g(DBL,DAXC)
= RABLC + g(DBDAL,XC) + g(DBL,DAXC)
= RABLC +XBg(DAL,XC) + g(DBL,DAXC)− g(DAL,DBXC)
= RABLC +XBχAC +
1
2
ζBχAC − 1
2
ζAχBC + /Γ
D
ACχBD − /ΓDBCχAD
from which the “Codazzi equations” follow:
/∇AχBC − /∇BχAC = RABLC +
1
2
ζBχAC − 1
2
ζAχBC
Contracting with (/g
−1)AC and recalling that /∇ commutes with /g and its inverse, and finally decomposing
χ into its trace and trace-free parts, we prove the proposition.
100
6.5 The spherical laplacian of the foliation density
We must be careful to avoid a loss of derivatives in terms involving angular derivatives of the foliation
density µ. To this end, we will derive an equation3 for the spherical laplacian of µ, linking its behaviour
to that of T tr/g χ(small). Combined with elliptic estimates and estimates on the Gauss curvature of the
spheres of constant τ and r, this will allow us to estimate angular derivatives of µ at the level of first
derivatives of h.
Proposition 6.5.1 (The spherical laplacian of µ). µ satisfies the equation
/∆ (logµ) = 2T (tr/g χ)− (/g−1)µνRLµLν − tr/g α− /divζ − 2| /∇ logµ|2 − 2ζµ /∇µ(logµ) +
1
2
(tr/g χ)
2
+
1
2
(tr/g χ)(tr/g χ)−
1
2
|ζ|2 + χˆ · χˆ+ χˆ · χˆ
(6.22)
Proof. We begin by computing LχAB . We find
LχAB = RLALB + /∇A
(
ζB + 2 /∇B(logµ)
)
+
1
2
ζAζB + ζA /∇B(logµ) + ζB /∇A(logµ)
+ 2( /∇A logµ)( /∇B logµ) + ωχAB + χ CA χBC + χ CA g([L,XB ], XC) + χ CB g([L,XA], XC)
Additionally, we can compute
L(/g
−1)AB = −(/g−1)AC(/g−1)BDL/gCD
= −2χAB − (/g−1)AC(/g−1)BD (g([L,XC ], XD) + g([L,XD], XC))
Combining the above two equations we find that
L tr/g χ = (/g
−1)ABRLALB + /divζ + 2 /∆ logµ+ 2| /∇ logµ|2 + 2ζA /∇A(logµ) +
1
2
|ζ|2 − χ · χ+ ω tr/g χ
Recalling that 2T = L+L, we can add equation (6.13) to the equation above to proves the proposition.
6.6 The Gauss curvature and its evolution equation
The Gauss curvature of the spheres Sτ,r plays an important role in various elliptic estimates. In this
section we give our conventions for defining the Gauss curvature, and derive an equation for its evolution
along the integral curves of L.
Definition 6.6.1 (The Gauss curvature). We define the Gauss curvature K as
K :=
1
2
(/g
−1)µρ(/g−1)νσ /Rµνρσ (6.23)
where /R is the Riemann curvature associated with the metric /g on the sphere Sτ,r.
Proposition 6.6.2 (Basic properties of the Gauss curvature). The Riemann curvature tensor associated
with the metric /g can be expressed in terms of the Gauss curvature as
/Rµνρσ = K
(
/gµρ/gνσ − /gµσ/gνρ
)
(6.24)
Similarly, the Ricci curvature tensor can be expressed as
/Rµν = K/gµν (6.25)
Moreover, the Gauss curvature can be expressed in terms of the Riemann curvature tensor of (M, g)
along with the second fundamental forms χ and χ:
K =
1
2
(/g
−1)µρ(/g−1)νσRµνρσ − 1
2
χˆ · χˆ+ 1
4
tr/g χ tr/g χ (6.26)
3An alternative approach would be to derive a propagation equation for /∆ log µ in the L direction, which gains a
derivative relative to the na¨ıve estimate. To do this, we would commute the equation given in proposition 3.0.1 with /∆,
and then use the fact that /∆h(rect) can be written in terms of a perfect L derivative, ˜gh(rect) and lower order terms.
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Proof. The first two equations in the proposition above follow from standard arguments regarding the
symmetries of the Riemann tensor on a two dimensional manifold. For the third equation, note that
RABCD = g(DADBXC −DBDAXC , XD)
= g
(
DA
(
1
2
χ
BC
L+
1
2
χBCL+ /∇BXC
)
−DB
(
1
2
χ
AC
L+
1
2
χACL+ /∇AXC
)
, XD
)
=
1
4
χ
BC
χAD +
1
4
χBCχAD −
1
4
χ
AC
χBD − 1
4
χACχBD + g
(
/∇A /∇BXC − /∇B /∇AXC , XD
)
=
1
4
χ
BC
χAD +
1
4
χBCχAD −
1
4
χ
AC
χBD − 1
4
χACχBD +
/RABCD
where we have used the fact that [XA, XB ] = 0. The third part of the proposition above now follows
from contracting the equation above with (/g
−1)AC(/g−1)BD.
Proposition 6.6.3 (The transport equation for the Gauss curvature). In the region r ≥ r0, the Gauss
curvature of the spheres Sτ,r satisfies the evolution equation
LK =
1
2
/∆ tr/g χ− /∇µ /∇ν χˆµν −K tr/g χ (6.27)
Alternatively, this can be written as
L(r2K) =
1
2
r2 /∆ tr/g χ(small) − r2 /∇µ /∇ν χˆµν − r2K tr/g χ(small) (6.28)
Proof. We consider a one parameter family of metrics (with parameter ρ) on S2, defined as follows. Fix
some constant u, and define
/g(ρ) = /g
∣∣
Sτ,ρ
i.e. we consider the induced metrics on the spheres Sτ,r(ρ) where τ is a constant and r(ρ) = ρ. For the
rest of this proof we will use a dot above quantities to denote derivatives with respect to the parameter
ρ, so, for example,
/˙g :=
d
dρ
(
/g(ρ)
)
Note that, from the expressions 2.2.20
We first note that
∂
∂ρ
∣∣∣∣
u,ϑA
= L
Hence, we find that
/˙gAB = LL/gAB = 2χAB
A standard computation (using, for example, normal coordinates) reveals that
/˙Γ
A
BC =
1
2
(/g
−1)AD
(
/∇B /˙gCD + /∇C /˙gBD − /∇D /˙gBC
)
and so we have
/˙Γ
A
BC = /∇Bχ AC + /∇Cχ AB − /∇AχBC
Another standard calculation (which can again be done in normal coordinates) leads to the expression
/˙R
D
ABC = /∇A /˙Γ
D
BC − /∇B /˙Γ
D
AC
and hence
/˙R
C
ACB = /∇A /˙Γ
C
CB − /∇C /˙Γ
C
AB
= /∇A /∇B tr/g χ− /∇C /∇Aχ CB − /∇C /∇Bχ CA + /∆χAB
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Next, we note that
d
dρ
(
/R
C
ACB (/g
−1)AB
)
= (/g
−1)AB /˙R
C
ACB + /R
C
ACB
˙(/g
−1)
AB
and now,
˙(/g
−1)
AB
= −2χAB
Combining the above equations leads to the proposition.
6.7 The transport equations for the quantities associated with
the spheres Sτ,r
We also need a evolution equations for the metric /g on the spheres Sτ,r and the scalar density Ω.
Additionally, we require evolution equations for the null frame components of the Christoffel symbols /Γ.
These are provided by the following propositions:
Proposition 6.7.1 (The evolution equation for /g). The metric /g satisfies the following transport equation
in the outgoing L direction:
/LL
(
r−2/gµν − γ˚µν
)
= 2r−2
(
χ(small)
)
µν
(6.29)
Proof. The induced metric on the spheres /g satisfies
/LL/gµν = 2χµν
Hence we find
/LL
(
r−2/gµν
)
= 2r−2
(
χµν − r−1/gµν
)
= r−2
(
χ(small)
)
µν
On the other hand, by the definition of the metric γ˚, it is Lie-transported along the integral curves
of L, i.e.
/LLγ˚µν = 0
Proposition 6.7.2 (Evolution equation for Ω). The scalar quantity Ω satisfies the evolution equation
along the integral curves of L
L log Ω =
1
2
tr/g χ
=
1
r
+
1
2
tr/g χ(small)
(6.30)
Proof. Recall that we defined Ω by
det /g = Ω
4 det γ˚
Now, taking derivatives along the L direction, and recalling that γ˚ is Lie transported along this direction,
we find (
(/g
−1)µνLL/gµν
)
det /g = 4Ω
3(LΩ) det γ˚
⇒ (/g−1)µν /LL/gµν = 4L log Ω⇒ 2 tr/g χ = 4L log Ω
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Chapter 7
The geometry of the vector bundle
of Sτ,r tangent tensor fields
We can regard an Sτ,r tangent tensor fields as a section of a particular vector bundle overM, where the
fibres are diffeomorphic to the cotangent space of S2. To put it another way, not only do these tensors
live in the cotangent bundle of M, but they live in a subset of the cotangent bundle which can itself
be regarded as a vector bundle over M. If we restrict to Sτ,r-tangent one-forms, then we will call the
associated bundle B.
We can regard the differential operator /D as providing a connection on the vector bundle B. Indeed,
it is easy to verify that /D verifies the properties of a connection on this vector bundle: in particular, if φ
is a section of B then /Dφ is also a section of B (note that this is not the case for the Dφ, so D does not
provide us with a connection on B, while /D does). Indeed, we have the following elementary proposition:
Proposition 7.0.1. /D defines a metric connection on B with fibre metric /g−1.
Proof. Let φ1, φ2 be sections of B. We can use /g−1 to define the inner product between φ1 and φ2 as
follows: we first note that
B ⊂ T ∗(M)
and so we can regard φ1 and φ2 as defining the one-forms (φ1)µ and (φ2)µ in the cotangent spaces of
M. Then we define the inner product
〈φ1, φ2〉 := (/g−1)µν(φ1)µ(φ2)ν
Now we note that, since φ1 and φ2 ∈ B we can also write
〈φ1, φ2〉 := (g−1)µν(φ1)µ(φ2)ν
and so
dµ〈φ1, φ2〉 = dµ
(
(/g
−1)νρ(φ1)ν(φ2)ρ
)
= (/g
−1)νρ (Dµ(φ1)ν) (φ2)ρ + (/g−1)νρ(φ1)ν (Dµ(φ2)ρ)
= (/g
−1)νρ
(
/Dµ(φ1)ν
)
(φ2)ρ + (/g
−1)νρ(φ1)ν
(
/Dµ(φ2)ρ
)
= 〈 /Dφ1, φ2〉+ 〈φ1, /Dφ2〉
Hence /D is a metric connection on B with the metric /g−1.
Note that, despite being a metric connection, /D is not simply the Levi-Civita connection associated
with /g, since this is defined on the Riemannian manifolds with metric /g, namely the spheres Sτ,r. Indeed,
this connection is precisely /∇. These two connections agree when evaluated in the directions of Sτ,r-
tangent vector fields, i.e.
/∇Xφ = /DXφ if X ∈ T (Sτ,r)
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However, if X is not tangent to the spheres then the two connections differ. For example, /∇Lφ = 0,
while in general /DLφ 6= 0.
When commuting the wave equation, we will encounter terms of the form
[ /Dµ, /Dν ]φ
where φ ∈ B. These terms are naturally expressed in terms of the curvature of the connection /D (which
is not the Riemann curvature of M, which is the curvature of the connection D !). Moreover, since the
basic quantities we will be able to estimate are the rectangular components of the metric perturbations
hab, it is essential that we express this curvature in terms of the derivatives of the fields hab.
Proposition 7.0.2 (The connection coefficients in the basis /∇xa). Relative to the basis /∇xa, the con-
nection coefficients associated with /D can be expressed as
ω ab = /Π
a
c d/Π
c
b − /Π ad Γdcbdxc (7.1)
so that the connection itself can be written as
/Dφ =
(
dφa + ω
b
a φb
)
/∇xa (7.2)
for any section φ of B.
Proof. Let φ be a section of B. Then we can expand φ in terms of the sections /∇xa, where xa are the
rectangular coordinate functions, as follows:
φ = φa /∇xa
Note that there are four sections /∇xa, for a = 0, 1, . . . 4 which clearly span the space of sections of B.
However, at each point inM the space of sections is two dimensional, so it would be sufficient to consider
a basis consisting of a pair of sections. Nevertheless, the components of φ, φa are uniquely defined by
φa := φ · ∂a
Note that we can also write
φ = φadx
a
and, since φ is actually Sτ,r-tangent, these two expressions are equivalent.
Additionally, note that, since /Π
ν
µ φν = φµ it follows that
Π ba φb = φa
Now, we have
/Dφ = /D
(
φa /∇xa
)
=
(
dφa + ω
b
a φb
)
/∇xa (7.3)
where ω ba are the connection coefficients of /D in the basis of sections /∇xa; a set of one-forms in T ∗(M).
Indeed, this expression defines the connection coefficients relative to this basis. The connection coeffi-
cients can be found by using the relationship
(ω ab )µ /∇νxb = /Dµ /∇νxa
= /Π
ρ
ν Dµ
(
/Π
σ
ρ ∂σx
a
)
= /Π
ρ
ν Dµ
(
/Π
a
ρ
)
= /Π
b
ν (∂b)
ρDµ
(
/Π
a
ρ
)
= /Π
b
ν ∂µ /Π
a
b − /Π bν /Π aρ Dµ(∂b)ρ
= /Π
b
ν
(
∂µ /Π
a
b − /Π aρ (∂µxc)Γdcb(∂d)ρ
)
= /Π
b
ν
(
∂µ /Π
a
b − /Π ad Γdcb(∂µxc)
)
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Note that /Π
b
ν = /∇νxb. Hence we can write
ω ab = d/Π
a
b − /Π ad Γdcbdxc
Finally, we note that we are free to project the “upper” rectangular index of the connection coefficient
using the projection operator /Π expressed in the rectangular frame; this follows from the defining equation
for the connection coefficients (equation (7.3)) together with the fact that /Π
b
a φb = φa. Hence, we have
ω ab = /Π
a
c d/Π
c
b − /Π ad Γdcbdxc
Note that the connection coefficients of /D , acting on sections of the cotangent bundle of M, relative
to the basis dxa is given by Γabcdx
c. This is evidently not the same as the connection coefficients ω ab ,
which is yet another reminder that the connection /D differs from the connection D .
Proposition 7.0.3 (An alternative expression for the connection /D). We can also express the connection
/D as
/Dφ =
(
/Π
c
a dφc + ω˜
b
a φb
)
/∇xa (7.4)
where
ω˜ ba := /Π
c
a ω
b
c
are a collection of one-forms on M which satisfy
ω˜ ba = /Π
c
a /Π
b
d ω˜
d
c
Proof. We saw above that the connection can be expressed as
/Dφ =
(
dφa + ω
b
a φb
)
/∇xa
where φ is a section section of B with components φa given by
φ = φa /∇xa
Now, we have (
dφa + ω
b
a φb
)
/∇µxa =
(
dφa + ω
b
a φb
)
/Π
a
µ
=
(
dφa + ω
b
a φb
)
/Π
c
µ /Π
a
c
=
(
/Π
c
a dφc + /Π
c
a ω
b
c φb
)
/Π
a
µ
=
(
/Π
c
a dφc + ω˜
b
a φb
)
/∇µxa
Proposition 7.0.4 (The curvature of the connection /D). Define the curvature of the connection /D as
the collection of two forms on M with components(
Ω ba
)
µν
φb /∇xa := [ /Dµ, /Dν ]φ (7.5)
where φ is any sufficiently smooth section of B. Then we have
Ω ba = /Π
c
a /Π
b
d
(
dω˜ dc + d/Π
e
c ∧ d/Π de
)
+ ω˜ ca ∧ ω˜ bc (7.6)
Proof. We can extend the operator /D to act on sections of the cotangent bundle of M by simply using
the operator D in this case1. Then we find
/Dµ /Dνφ = /Dµ
((
/Π
b
a Dνφb +
(
ω˜ ba
)
ν
φb
)
/∇xa
)
=
(
/Π
b
a Dµ
(
/Π
c
b Dνφc +
(
ω˜ cb
)
ν
φc
)
+ (ω˜ ca )µ
(
/Π
b
c Dνφb +
(
ω˜ bc
)
ν
φb
))
/∇xa
=
(
/Π
b
a Dµ
(
/Π
c
b
)
Dνφc + /Π
c
a D
2
µνφc + /Π
b
a
(
Dµ
(
ω˜ cb
)
ν
)
φc + (ω˜
c
a )ν Dµφc + (ω˜
c
a )µDνφc
+ (ω˜ ca )µ
(
ω˜ bc
)
ν
φb
)
/∇xa
1In fact, the curvature of /D , is independent of the choice of connection on the cotangent bundle.
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and so it is fairly easy to see that
[ /Dµ, /Dν ]φ =
(
/Π
c
a d/Π
b
c ∧ dφb + /Π ca dω˜ bc φb + ω˜ ca ∧ ω˜ bc φb
)
µν
/∇xa
We can write the first term on the right hand side in a more convenient form as follows: we have
φa = /Π
b
a φb
⇒ dφa =
(
d/Π
b
a
)
φb + /Π
b
a dφb
⇒ /Π ba dφb = /Π ca
(
d/Π
b
c
)
φb + /Π
b
a dφb
⇒ /Π ca
(
d/Π
b
c
)
φb = 0
⇒
(
d/Π
c
a ∧ d/Π bc
)
φb + /Π
c
a dφb ∧ d/Π bc = 0
so we have
[ /Dµ, /Dν ]φ =
(
d/Π
c
a ∧ d/Π bc + /Π ca dω˜ bc + ω˜ ca ∧ ω˜ bc
)
φb /∇xa
Finally, we note that we are free to use the rectangular components of the projection operators to
“project” the index b (since φb = /Π
c
b φc) and the index a (since /∇xa = /Π ac /∇xc), proving the proposition.
Proposition 7.0.5 (The connection coefficients ω˜ expressed in terms of derivatives of the rectangular
components of the metric). Using the notation
(X/h)Y µ := (Xhab)Y
a /Π
b
µ
(X/h)µν := (Xhab)/Π
a
µ /Π
b
ν
( /∇µ/h)Xν := ( /∇µhab)Xa /Π bν
( /∇µ/h)νρ := ( /∇µhab)/Π aν /Π bρ
for any vector fields X and Y ∈ T (M), we find
(
ω˜ ab
)
µ
= Lµ /Π
ν
b /Π
a
ρ (/g
−1)ρσ
(
1
4
( /∇ν/h)Lσ +
1
4
(L/h)νσ − 1
4
( /∇σ/h)Lν
)
+ Lµ /Π
ν
b /Π
a
ρ (/g
−1)ρσ
(
1
4
( /∇ν/h)Lσ +
1
4
(L/h)νσ − 1
4
( /∇σ/h)Lν
)
+ /Π
c
µ /Π
ν
b /Π
a
ρ (/g
−1)ρσ /Π λc
(
−1
2
( /∇ν/h)λσ −
1
2
( /∇λ/h)νσ +
1
2
( /∇σ/h)λν
) (7.7)
Proof. We begin with the expression(
ω˜ ab
)
µ
= /Π
c
b /Π
a
d
(
∂µ /Π
d
c − Γdce∂µxe
)
Note that, from proposition 4.6.3, the first term vanishes, since d/Π
b
a vanishes when we project both its
indices using /Π.
Expanding in terms of the null frame, we have(
ω ab
)
µ
=
1
2
LµL
e /Π
c
b /Π
a
d Γ
d
ce +
1
2
LµL
e /Π
c
b /Π
a
d Γ
d
ce − /Π cµ /Π db /Π ae Γecd
Expanding the rectangular Christoffel symbols in terms of derivatives of h proves the proposition.
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Proposition 7.0.6 (An expression for the curvature of the connection /D). The curvature of the con-
nection /D , expressed relative to the basis of sections of B given by /∇xa and in terms of derivatives of
the rectangular components of h when possible, has the following form:
(
Ω ab
)
µν
=
(
1
8
r−1(/g−1)λσ /Π
ρ
b /Π
a
σ
( (
/DL(r /∇ρ/h)
)
Lλ
− ( /DL(r /∇λ/h))Lρ − ( /DL(r /∇ρ/h))Lλ
+
(
/DL(r /∇λ/h)
)
Lρ
)
+ l.o.t.(Ω,L∧L)
)
Lµ ∧ Lν
+
(
1
4
r−1 /Π ρc /Π
σ
b /Π
δ
d (/g
−1)ad
( (
/∇ρ(r /∇δ/h)
)
Lσ
− ( /∇ρ(r /∇σ/h))Lδ − ( /DL(r /∇δ/h))ρσ
+
(
/DL(r /∇σ/h)
)
ρδ
)
+ l.o.t.(Ω,L∧/Π)
)
Lµ ∧ /Π cν
+
(
1
4
r−1 /Π ρc /Π
σ
b /Π
δ
d (/g
−1)ad
( (
/∇ρ(r /∇δ/h)
)
Lσ
− ( /∇ρ(r /∇σ/h))Lδ − ( /DL(r /∇δ/h))ρσ
+
(
/DL(r /∇σ/h)
)
ρδ
)
+ l.o.t.(Ω,L∧/Π)
)
Lµ ∧ /Π cν
+
(
1
2
r−1 /Π ρc /Π
σ
b /Π
δ
e /Π
λ
d (/g
−1)ae
((
/∇λ(r /∇σ/h)
)
ρδ
− ( /∇λ(r /∇δ/h))ρσ)+ l.o.t.(Ω,/Π∧/Π))/Π cµ ∧ /Π dν
(7.8)
where the lower order terms are given schematically as
l.o.t.(Ω,L∧L) = r−1(∂h)(frame) +
 (∂h)(frame)/∇ logµ
r−1Li(small) /Π
i
 ·
 (∂h)(frame)/∇ logµ
r−1Li(small) /Π
i

l.o.t.(Ω,L∧/Π) = r
−1( /∇h)(frame) +

( /∇h)(frame)
(Lh)(frame)
( /∇ logµ)
χ
r−1 /Πi ⊗ /Πi
r−1Li(small) /Π
i

·
(
( /∇h)(frame)
(Lh)(frame)
)
+ χ
(
/∇ logµ
r−1Li(small) /Π
i
)
+ ( /∇ logµ)(r−1 /Πi ⊗ /Πi)
l.o.t.(Ω,L∧/Π) = r
−1( /∇h)(frame) +
(
(∂¯h)(frame)
(r−1Li(small) /Π
i
)
)
·
 (∂¯h)(frame)χ
r−1 /Πi ⊗ /Πi

l.o.t.(Ω,/Π∧/Π) =
 (∂¯h)(frame)χ
r−1 /Πi ⊗ /Πi
 · ((∂¯h)(frame)
χ
)
Proof. Recall the expression(
Ω ba
)
µν
= /Π
c
a /Π
b
d
(
dω˜ dc + d/Π
e
c ∧ d/Π de + ω˜ ec ∧ ω˜ de
)
We will focus on each of the three terms on the right in turn. First, we calculate dω, which includes the
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highest order terms. We have
(
dω˜ ab
)
µν
= (dL[)µν /Π
ρ
b /Π
a
σ (/g
−1)σλ
(
1
4
( /∇ρ/h)Lλ +
1
4
(L/h)ρλ − 1
4
( /∇λ/h)Lρ
)
+ (dL[)µν /Π
ρ
b /Π
a
σ (/g
−1)σλ
(
1
4
( /∇ρ/h)Lλ +
1
4
(L/h)ρλ − 1
4
( /∇λ/h)Lρ
)
+ (d/Π
c
)µν /Π
ρ
b /Π
a
σ (/g
−1)σλ /Π δc
(
1
2
( /∇ρ/h)δλ +
1
2
( /∇δ/h)ρλ −
1
2
( /∇λ/h)δρ
)
+
1
2
L
(
/Π
ρ
b /Π
a
σ (/g
−1)σλ
(
1
4
( /∇ρ/h)Lλ +
1
4
(L/h)ρλ − 1
4
( /∇λ/h)Lρ
))
Lµ ∧ Lν
− /Π ρc /∇ρ
(
/Π
σ
b /Π
a
λ (/g
−1)λδ
(
1
4
( /∇σ/h)Lδ +
1
4
(L/h)σδ − 1
4
( /∇δ/h)Lσ
))
Lµ ∧ /Π cν
− 1
2
L
(
/Π
ρ
b /Π
a
σ (/g
−1)σλ
(
1
4
( /∇ρ/h)Lλ +
1
4
(L/h)ρλ − 1
4
( /∇λ/h)Lρ
))
Lµ ∧ Lν
− /Π ρc /∇ρ
(
/Π
σ
b /Π
a
λ (/g
−1)λδ
(
1
4
( /∇σ/h)Lδ +
1
4
(L/h)σδ − 1
4
( /∇δ/h)Lσ
))
Lµ ∧ /Π cν
+
1
2
L
(
/Π
ρ
b /Π
a
σ (/g
−1)σλ /Π δc
(
1
2
( /∇ρ/h)δλ +
1
2
( /∇δ/h)ρλ −
1
2
( /∇λ/h)δρ
))
Lµ ∧ /Π cν
+
1
2
L
(
/Π
ρ
b /Π
a
σ (/g
−1)σλ /Π δc
(
1
2
( /∇ρ/h)δλ +
1
2
( /∇δ/h)ρλ −
1
2
( /∇λ/h)δρ
))
Lµ ∧ /Π cν
− /Π κd /∇κ
(
/Π
ρ
b /Π
a
σ (/g
−1)σλ /Π δc
(
1
2
( /∇ρ/h)δλ +
1
2
( /∇δ/h)ρλ −
1
2
( /∇λ/h)δρ
))
/Π
d
µ ∧ /Π cν
We do not have to expand all of the terms above, since we will eventually project both of the
rectangular indices (a and b in the formula above) using /Π. Hence, for example, any term proportional
to La or Lb can safely be ignored.
Now, using propositions 4.1.5, 4.5.1, 4.5.2, 4.5.3 and 4.6.1 we find that(
dL[
)
µν
=
1
2
ωLµ ∧ Lν − /Π ρc ( /∇ρ logµ)Lµ ∧ /Π cν
=
(
−1
2
Li(small)L
i
(small)
r
− 1
4
(Lh)LL +
1
8
(Lh)LL +
1
8
(Lh)LL
)
Lµ ∧ Lν
− /Π ρc ( /∇ρ logµ)Lµ ∧ /Π cν
(
dL[
)
µν
=
1
2
ωLµ ∧ Lν − /Π ρc ( /∇ρ logµ)Lµ ∧ /Π cν
=
(
−1
2
Li(small)L
i
(small)
r
− 1
4
(Lh)LL +
1
8
(Lh)LL +
1
8
(Lh)LL
)
Lµ ∧ Lν
− /Π ρc ( /∇ρ logµ)Lµ ∧ /Π cν
(
d/Π
c)
µν
/Π
δ
c = −
1
2
(ζδ + /∇δ logµ)Lµ ∧ Lν
−
(
1
2
χ δ
c
+
1
4
(/g
−1)σδ /Π λc
(
( /∇σ/h)Lλ − ( /∇λ/h)Lσ − (L/h)σλ
))
Lµ ∧ /Π cν
−
(
1
2
χ δc +
1
4
(/g
−1)σδ /Π λc
(
( /∇σ/h)Lλ − ( /∇λ/h)Lσ − (L/h)σλ
))
Lµ ∧ /Π cν
+
1
2
(/g
−1)ρδ /Π κd /Π
λ
c
(−( /∇λ/h)ρκ − ( /∇κ/h)ρλ + ( /∇ρ/h)λκ) /Π cµ ∧ /Π dν
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where, for the final lines, we have also made use of the calculation
Dµ /Π
c
ν = Dµ
(
/Π
ρ
ν /Π
c
ρ
)
= /Π
c
ρ Dµ /Π
ρ
ν + /Dµ /Π
c
ν
Next, we note the following calculations, which will help us to expand the expressions above:
/Π
a
c /DL
(
/Π
c
µ
)
=
1
2
(/g
−1)ρν /Π aρ
(
/∇ν/h)Lµ − ( /∇µ/h)Lν − (L/h)µν
)
/Π
c
b /DL
(
/Π
µ
c
)
= /DL
(
gbc(/g
−1)µν /Π cν
)
= (/g
−1)µν/gbc( /DL /Π
c
ν ) + (/g
−1)µν /Π ρb (L/h)νρ
=
1
2
(/g
−1)µν /Π ρb
(
(L/h)νρ + ( /∇ρ/h)Lν − ( /∇ν/h)Lρ
)
/Π
a
c /DL
(
/Π
c
µ
)
=
1
2
(/g
−1)νρ /Π aρ
(
( /∇ν/h)Lµ − (L/h)µν − ( /∇µ/h)Lν
)
/Π
c
b /DL
(
/Π
µ
c
)
= (/g
−1)µν/gbc( /DL /Π
c
ν ) + (/g
−1)µν /Π ρb (L/h)νρ
=
1
2
(/g
−1)µν /Π ρb
(
(L/h)νρ + ( /∇ρ/h)Lν − ( /∇ν/h)Lρ
)
/Π
a
c /∇ρ
(
/Π
c
µ
)
=
1
2
(/g
−1)σλ /Π aλ
(
( /∇σ/h)ρµ − ( /∇ρ/h)µσ − ( /∇µ/h)ρσ
)
/Π
c
b /∇ρ
(
/Π
µ
c
)
= (/g
−1)µν/gbc( /∇ρ /Π
c
ν ) + (/g
−1)µν /Π σb ( /∇ρ/h)νσ
=
1
2
(/g
−1)µν /Π σb
(
( /∇ρ/h)νσ + ( /∇σ/h)νρ − ( /∇ν/h)ρσ
)
Finally, we will need to deal with terms involving second derivatives. These also need to be rewritten
in a convenient way, to involve derivatives of Z h for commutation operators Z , or to make use of the
fact that ˜ghab = Fab. We have
/DL
(
( /∇ρ/h)Lλ
)
= r−1
(
/DL
(
r /∇ρ/h
))
Lλ
− r−1( /∇ρ/h)Lλ +
(
LiLi − 1
r
)
( /∇ρ/h)Lλ
− 2(/g−1)σκ
(
Li(small)
/∇κxi
r
)
( /∇ρ/h)σλ −
(
Li(small)
/∇λxi
r
)
( /∇ρh)LL
+
1
4
( /∇ρ/h)Lλ(Lh)LL +
1
2
( /∇ρ/h)Lλ(Lh)LL −
1
4
( /∇ρ/h)Lλ(Lh)LL
+ 2(/g
−1)σκ( /∇ρ/h)σλ(L/h)Lκ − (/g−1)σκ( /∇ρ/h)σλ( /∇κh)LL +
1
4
( /∇ρh)LL( /∇λh)LL
+
1
4
( /∇ρh)LL( /∇λh)LL +
1
2
(/g
−1)σκ( /∇ρ/h)Lσ( /∇κ/h)Lλ −
1
2
(/g
−1)σκ( /∇ρ/h)Lσ( /∇λ/h)Lκ
− 1
2
(/g
−1)σκ( /∇ρ/h)Lσ(L/h)κλ
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/DL
((
/∇ρ/h
)
δλ
)
= r−1
(
/DL
(
r /∇ρ/h
))
δλ
− r−1 ( /∇ρ/h)δλ − (Li(small) /∇δxir
)
( /∇ρ/h)Lλ
−
(
Li(small)
/∇λxi
r
)
( /∇ρ/h)Lδ +
1
4
( /∇ρ/h)Lδ( /∇λh)LL +
1
4
( /∇ρ/h)Lδ( /∇λh)LL
+ (/g
−1)σκ( /∇ρ/h)δσ( /∇κ/h)Lλ + (/g−1)σκ( /∇ρ/h)δσ( /∇λ/h)Lκ − (/g−1)σκ( /∇ρ/h)δσ(L/h)λκ
+
1
4
( /∇ρ/h)Lλ( /∇δh)LL +
1
4
( /∇ρ/h)Lλ( /∇δh)LL + (/g−1)σκ( /∇ρ/h)λσ( /∇κ/h)Lδ
+ (/g
−1)σκ( /∇ρ/h)λσ( /∇δ/h)Lκ − (/g−1)σκ( /∇ρ/h)λσ(L/h)δκ
/DL
((
/∇ρ/h
)
Lλ
)
= r−1
(
/DL
(
r /∇ρ/h
))
Lλ
+ r−1
(
/∇ρ/h
)
Lλ
−
(
Li(small)L
i
(small)
r
)
( /∇ρ/h)Lλ
+ 2(/g
−1)σκ
(
Li(small)
/∇κxi
r
)
( /∇ρ/h)σλ + 2(/g−1)σκ( /∇κ logµ)( /∇ρ/h)σλ
+ ( /∇λ logµ)( /∇ρh)LL +
(
Li(small)
/∇λxi
r
)
( /∇ρh)LL + ( /∇λ logµ)( /∇ρh)LL
+
1
4
( /∇ρ/h)Lλ(Lh)LL −
1
2
( /∇ρ/h)Lλ(Lh)LL +
1
4
( /∇ρ/h)Lλ(Lh)LL +
1
4
( /∇ρ/h)Lλ(Lh)LL
+
1
4
( /∇ρ/h)Lλ(Lh)LL − (/g−1)σκ( /∇ρ/h)σλ(L/h)Lκ −
1
2
(/g
−1)σκ( /∇ρ/h)σλ( /∇κh)LL
+ (/g
−1)σκ( /∇ρ/h)σλ( /∇κh)LL − (/g−1)σκ( /∇ρ/h)σλ(L/h)Lκ + (/g−1)σκ( /∇ρ/h)σλ(L/h)Lκ
+
1
4
( /∇ρh)LL( /∇λh)LL −
1
4
( /∇ρh)LL( /∇λh)LL +
1
2
( /∇ρh)LL( /∇λh)LL
− 1
2
(/g
−1)σκ( /∇ρ/h)Lσ(L/h)λκ −
1
2
(/g
−1)σκ( /∇ρ/h)Lσ( /∇λ/h)Lκ +
1
2
(/g
−1)σκ( /∇ρ/h)Lσ( /∇κ/h)Lλ
/DL
(
( /∇ρ/h)δλ
)
= r−1
(
/DL
(
r /∇ρ/h
))
δλ
+ r−1( /∇ρ/h)δλ + ( /∇λ logµ)( /∇ρ/h)Lδ + ( /∇δ logµ)( /∇ρ/h)Lλ
+
(
Li(small)
/∇λxi
r
)
( /∇ρ/h)Lδ +
(
Li(small)
/∇δxi
r
)
( /∇ρ/h)Lλ + ( /∇λ logµ)( /∇ρ/h)Lδ
+ ( /∇δ logµ)( /∇ρ/h)Lλ +
1
4
( /∇ρ/h)Lδ( /∇λh)LL −
1
4
( /∇ρ/h)Lδ( /∇λh)LL +
1
2
( /∇ρ/h)Lδ( /∇λh)LL
+
1
2
(/g
−1)σκ( /∇ρ/h)δσ(L/h)λκ +
1
2
(/g
−1)σκ( /∇ρ/h)δσ( /∇λ/h)Lκ −
1
2
(/g
−1)σκ( /∇ρ/h)δσ( /∇κ/h)Lλ
+
1
4
( /∇ρ/h)Lλ( /∇δh)LL −
1
4
( /∇ρ/h)Lλ( /∇δh)LL +
1
2
( /∇ρ/h)Lλ( /∇δh)LL
+
1
2
(/g
−1)σκ( /∇ρ/h)λσ(L/h)δκ +
1
2
(/g
−1)σκ( /∇ρ/h)λσ( /∇δ/h)Lκ −
1
2
(/g
−1)σκ( /∇ρ/h)λσ( /∇κ/h)Lδ
/∇ρ
(
( /∇σ/h)Lδ
)
= r−1
(
/∇ρ(r /∇σ/h)
)
Lδ
+
1
2
(
Li(small)
/∇ρxi
r
)
( /∇σ/h)L/δ + χ κρ ( /∇σ/h)δκ +
1
2
χρδ( /∇σh)LL
−
(
1
r
/Π
i
ρ /Π
i
σ
)
( /∇σh)LL +
1
2
χρδ( /∇σh)LL +
1
4
( /∇σ/h)Lδ( /∇ρh)LL +
1
4
( /∇σ/h)Lδ( /∇ρh)LL
− 1
2
(/g
−1)κλ( /∇σ/h)δκ( /∇ρ/h)Lλ −
1
2
(/g
−1)κλ( /∇σ/h)δκ(L/h)ρλ +
1
2
(/g
−1)κλ( /∇σ/h)δκ( /∇λ/h)Lρ
+
1
4
( /∇σh)LL( /∇µ/h)Lν +
1
4
( /∇σh)LL( /∇ν/h)Lµ −
1
4
( /∇σh)LL( /∇ρ/h)Lδ −
1
4
( /∇σh)LL( /∇δ/h)Lρ
+
1
4
( /∇σh)LL(L/h)ρδ −
1
2
(/g
−1)κλ( /∇σ/h)Lκ( /∇ρ/h)δλ −
1
2
(/g
−1)κλ( /∇σ/h)Lκ( /∇δ/h)ρλ
+
1
2
(/g
−1)κλ( /∇σ/h)Lκ( /∇λ/h)ρδ
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/∇ρ
(
( /∇σ/h)Lδ
)
= r−1
(
/∇ρ(r /∇σ/h)
)
Lδ
+
(
Li(small)
/∇ρxi
r
)
( /∇σ/h)Lδ +
(
1
r
/Π
i
ρ /Π
i
δ
)
( /∇σh)LL + χ κρ ( /∇σ/h)δκ
+
1
2
χ
ρδ
( /∇σh)LL +
1
4
( /∇σ/h)Lδ( /∇ρ/h)LL +
1
4
( /∇σ/h)Lδ( /∇ρ/h)LL −
1
2
(/g
−1)κλ( /∇σ/h)δκ(L/h)ρλ
− 1
2
(/g
−1)κλ( /∇σ/h)δκ( /∇ρ/h)Lλ +
1
2
(/g
−1)κλ( /∇σ/h)δκ( /∇λ/h)Lρ +
1
4
( /∇σh)LL( /∇ρ/h)Lδ
+
1
4
( /∇σh)LL( /∇δ/h)Lρ −
1
4
( /∇σh)LL(L/h)ρδ −
1
4
( /∇σh)LL(L/h)ρδ +
1
4
( /∇σh)LL( /∇ρ/h)Lδ
+
1
4
( /∇σh)LL( /∇δ/h)Lρ −
1
2
(/g
−1)κλ( /∇σ/h)Lκ( /∇ρ/h)λδ −
1
2
(/g
−1)κλ( /∇σ/h)Lκ( /∇δ/h)λρ
+
1
2
(/g
−1)κλ( /∇σ/h)Lκ( /∇λ/h)ρδ
/∇κ
(
( /∇ρ/h)δλ
)
= r−1
(
/∇ρ(r /∇σ/h)
)
Lδ
+
1
2
χλκ( /∇ρ/h)Lδ +
1
2
χδκ( /∇ρ/h)Lλ +
1
2
χλκ( /∇ρ/h)Lδ +
1
2
χδκ( /∇ρ/h)Lλ
−
(
1
r
/Π
i
κ /Π
i
λ
)
( /∇ρ/h)Lδ −
(
1
r
/Π
i
κ /Π
i
δ
)
( /∇ρ/h)Lλ +
1
4
( /∇ρ/h)Lδ( /∇κ/h)Lλ
+
1
4
( /∇ρ/h)Lδ( /∇λ/h)Lκ −
1
4
( /∇ρ/h)Lδ( /∇κ/h)Lλ −
1
4
( /∇ρ/h)Lδ( /∇λ/h)Lκ +
1
4
( /∇ρ/h)Lδ(L/h)λκ
− 1
2
(/g
−1)ζξ( /∇ρ/h)δζ( /∇κ/h)λξ −
1
2
(/g
−1)ζξ( /∇ρ/h)δζ( /∇λ/h)κξ +
1
2
(/g
−1)ζξ( /∇ρ/h)δζ( /∇ξ/h)λκ
+
1
4
( /∇ρ/h)Lλ( /∇κ/h)Lδ +
1
4
( /∇ρ/h)Lλ( /∇λ/h)Lκ −
1
4
( /∇ρ/h)Lλ( /∇κ/h)Lδ −
1
4
( /∇ρ/h)Lλ( /∇δ/h)Lκ
+
1
4
( /∇ρ/h)Lλ(L/h)δκ −
1
2
(/g
−1)ζξ( /∇ρ/h)λζ( /∇κ/h)δξ −
1
2
(/g
−1)ζξ( /∇ρ/h)λζ( /∇δ/h)κξ
+
1
2
(/g
−1)ζξ( /∇ρ/h)λζ( /∇ξ/h)δκ
/DL
(
(L/h)ρλ
)− /DL ((L/h)ρλ) = −(Li(small) /∇ρxir
)
(L/h)Lλ −
(
Li(small)
/∇λxi
r
)
(L/h)Lρ
−
(
Li(small)
/∇ρxi
r
)
(L/h)Lλ −
(
Li(small)
/∇λxi
r
)
(L/h)Lρ − ( /∇ρ logµ)(L/h)Lλ
− ( /∇λ logµ)(L/h)Lρ − ( /∇ρ logµ)(L/h)Lλ − ( /∇λ logµ)(L/h)Lρ
+
1
4
( /∇ρ/h)LL(L/h)Lλ +
1
4
(L/h)Lλ( /∇ρh)LL +
1
2
(/g
−1)σκ(L/h)λσ( /∇κ/h)Lρ
− 1
2
(/g
−1)σκ(L/h)λσ( /∇ρ/h)Lκ +
1
4
( /∇λ/h)LL(L/h)Lρ +
1
4
(L/h)Lρ( /∇λh)LL
+
1
2
(/g
−1)σκ(L/h)ρσ( /∇κ/h)Lλ −
1
2
(/g
−1)σκ(L/h)ρσ( /∇λ/h)Lκ
− 1
4
(L/h)Lλ( /∇ρh)LL +
1
4
(L/h)Lλ( /∇ρh)LL −
1
2
(L/h)Lλ( /∇ρh)LL
− 1
2
(/g
−1)σκ(L/h)λσ( /∇κ/h)Lρ +
1
2
(/g
−1)σκ(L/h)λσ( /∇ρ/h)Lκ
− 1
4
(L/h)Lρ( /∇λh)LL +
1
4
(L/h)Lρ( /∇λh)LL −
1
2
(L/h)Lρ( /∇λh)LL
− 1
2
(/g
−1)σκ(L/h)ρσ( /∇κ/h)Lλ +
1
2
(/g
−1)σκ(L/h)ρσ( /∇λ/h)Lκ
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/DL
(
( /∇ρ/h)σδ
)− /∇ρ ((L/h)σδ) = −(Li /∇δxir
)
( /∇ρ/h)Lσ −
(
Li
/∇σxi
r
)
( /∇ρ/h)Lδ −
1
2
χδρ(L/h)Lσ
− 1
2
χσρ(L/h)Lδ − 1
2
χδρ(L/h)Lσ − 1
2
χσρ(L/h)Lδ − χ λρ ( /∇λ/h)σδ
+
(
1
r
/Π
i
ρ /Π
i
δ
)
(L/h)Lσ +
(
1
r
/Π
i
ρ /Π
i
σ
)
(L/h)Lδ +
1
4
( /∇ρ/h)Lσ( /∇δh)LL
+
1
4
( /∇ρ/h)Lσ( /∇δh)LL +
1
2
(/g
−1)λκ( /∇ρ/h)σλ( /∇κ/h)Lδ
− 1
2
(/g
−1)λκ( /∇ρ/h)σλ( /∇δ/h)Lκ −
1
4
(L/h)Lσ( /∇ρ/h)Lδ −
1
4
(L/h)Lσ( /∇δ/h)Lρ
− 1
4
(L/h)Lσ( /∇ρ/h)Lδ −
1
4
(L/h)Lσ( /∇δ/h)Lρ +
1
4
(L/h)Lσ(L/h)δρ
+
1
2
(/g
−1)λκ(L/h)σλ( /∇δ/h)κρ −
1
2
(/g
−1)λκ(L/h)σλ( /∇κ/h)δρ
+
1
4
( /∇ρ/h)Lδ( /∇σh)LL +
1
4
( /∇ρ/h)Lδ( /∇σh)LL +
1
2
(/g
−1)λκ( /∇ρ/h)δλ( /∇κ/h)Lσ
− 1
2
(/g
−1)λκ( /∇ρ/h)δλ( /∇σ/h)Lκ −
1
4
(L/h)Lδ( /∇ρ/h)Lσ −
1
4
(L/h)Lδ( /∇σ/h)Lρ
− 1
4
(L/h)Lδ( /∇ρ/h)Lσ −
1
4
(L/h)Lδ( /∇σ/h)Lρ +
1
4
(L/h)Lδ(L/h)σρ
+
1
2
(/g
−1)λκ(L/h)δλ( /∇σ/h)κρ −
1
2
(/g
−1)λκ(L/h)δλ( /∇κ/h)σρ
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/DL
(
( /∇ρ/h)σδ
)− /∇ρ ((L/h)σδ) = ( /∇ρ logµ)(L/h)σδ + ( /∇ρ logµ)(L/h)σδ + ( /∇δ logµ)( /∇ρ/h)Lσ
+ ( /∇σ logµ)( /∇ρ/h)Lδ + ( /∇δ logµ)( /∇ρ/h)Lσ + ( /∇σ logµ)( /∇ρ/h)Lδ
+
(
Li(small)
/∇δxi
r
)
( /∇ρ/h)Lσ +
(
Li(small)
/∇σxi
r
)
( /∇ρ/h)Lδ
−
(
1
r
/Π
i
ρ /Π
i
δ
)
(L/h)Lσ −
(
1
r
/Π
i
ρ /Π
i
δ
)
(L/h)Lδ − χ κρ ( /∇κ/h)σδ
− 1
2
χ
ρδ
(L/h)Lσ − 1
2
χ
ρσ
(L/h)Lδ +
1
4
( /∇ρ/h)Lσ( /∇δh)LL
− 1
4
( /∇ρ/h)Lσ( /∇δh)LL −
1
4
( /∇ρ/h)Lσ( /∇δh)LL −
1
2
(/g
−1)κλ( /∇ρ/h)σκ(L/h)δλ
− 1
2
(/g
−1)κλ( /∇ρ/h)σκ( /∇δ/h)Lλ +
1
2
(/g
−1)κλ( /∇ρ/h)σκ( /∇λ/h)Lδ
− 1
4
(L/h)Lσ( /∇ρ/h)Lδ −
1
4
(L/h)Lσ( /∇δ/h)Lρ +
1
4
(L/h)Lσ(L/h)ρδ
+
1
4
(L/h)Lσ(L/h)ρδ − 1
4
(L/h)Lσ( /∇ρ/h)Lδ −
1
4
(L/h)Lσ( /∇δ/h)Lρ
+
1
2
(/g
−1)κλ(L/h)σκ( /∇ρ/h)δλ +
1
2
(/g
−1)κλ(L/h)σκ( /∇δ/h)ρλ
− 1
2
(/g
−1)κλ(L/h)σκ( /∇λ/h)ρδ +
1
4
( /∇ρ/h)Lδ( /∇σh)LL −
1
4
( /∇ρ/h)Lδ( /∇σh)LL
− 1
4
( /∇ρ/h)Lδ( /∇σh)LL −
1
2
(/g
−1)κλ( /∇ρ/h)δκ(L/h)σλ
− 1
2
(/g
−1)κλ( /∇ρ/h)δκ( /∇σ/h)Lλ +
1
2
(/g
−1)κλ( /∇ρ/h)δκ( /∇λ/h)Lσ
− 1
4
(L/h)Lδ( /∇ρ/h)Lσ −
1
4
(L/h)Lδ( /∇σ/h)Lρ +
1
4
(L/h)Lδ(L/h)ρσ
+
1
4
(L/h)Lδ(L/h)ρσ − 1
4
(L/h)Lδ( /∇ρ/h)Lσ −
1
4
(L/h)Lδ( /∇σ/h)Lρ
+
1
2
(/g
−1)κλ(L/h)δκ( /∇ρ/h)σλ +
1
2
(/g
−1)κλ(L/h)δκ( /∇σ/h)ρλ
− 1
2
(/g
−1)κλ(L/h)δκ( /∇λ/h)ρσ
Note that, in the formulae above, we have used equation 4.4.5 to replace χ − 12 (L/h) by χ and good
derivatives, or, in some cases, to replace χ− 12 (L/h) by χ and a combination of L and angular derivatives.
Although it is easy to see why we have made the former substitution (χ and the good derivatives of
the metric generally behave better than χ and the bad derivatives of the metric), the latter requires
some explanation. The reason for this unusual substitution is that the most difficult error term we will
encounter takes the form div Ω ba and, when calculating this quantity, we will need to take L derivatives
of some quantities, and L derivatives of others. For those quantities where we will later take an L
derivative, it is preferable to write the quantity in terms of L derivatives or χ, while if we will later take
an L derivative, then it is preferable to write the quantity in terms of L derivatives and χ.
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Putting this all together, we have the following expression:
/Π
a
c /Π
d
b (dω˜
c
d )µν
=
(
1
8
r−1(/g−1)λσ /Π
ρ
b /Π
a
σ
((
/DL(r /∇ρ/h)
)
Lλ
− ( /DL(r /∇λ/h))Lρ − ( /DL(r /∇ρ/h))Lλ + ( /DL(r /∇λ/h))Lρ)
+ l.o.t.(dω,L∧L)
)
Lµ ∧ Lν
+
(
1
4
r−1 /Π ρc /Π
σ
b /Π
δ
d (/g
−1)ad
((
/∇ρ(r /∇δ/h)
)
Lσ
− ( /∇ρ(r /∇σ/h))Lδ − ( /DL(r /∇δ/h))ρσ + ( /DL(r /∇σ/h))ρδ)
+ l.o.t.(dω,L∧/Π)
)
Lµ ∧ /Π cν
+
(
1
4
r−1 /Π ρc /Π
σ
b /Π
δ
d (/g
−1)ad
((
/∇ρ(r /∇δ/h)
)
Lσ
− ( /∇ρ(r /∇σ/h))Lδ − ( /DL(r /∇δ/h))ρσ + ( /DL(r /∇σ/h))ρδ)
+ l.o.t.(dω,L∧/Π)
)
Lµ ∧ /Π cν
+
(
1
2
r−1 /Π ρc /Π
σ
b /Π
δ
e /Π
λ
d (/g
−1)ae
((
/∇λ(r /∇σ/h)
)
ρδ
− ( /∇λ(r /∇δ/h))ρσ)+ l.o.t.(dω,/Π∧/Π))/Π cµ ∧ /Π dν
where the lower order terms are given schematically by
l.o.t.(dω,L∧L) = (∂h)(frame)
(
r−1 + (∂h)(frame) + /∇ logµ+ r−1Li(small) /Πi
)
l.o.t.(dω,L∧/Π) = r
−1( /∇h)(frame) + ( /∇ logµ)
(
( /∇h)(frame)
(Lh)(frame)
)
+
(
r−1Li(small) /Π
i
r−1Li(small) /Π
i
)
( /∇h)(frame)
+ (r−1 /Πi ⊗ /Πi)
(
( /∇h)(frame)
(Lh)(frame)
)
+ χ
(
( /∇h)(frame)
(Lh)(frame)
)
+ ( /∇h)(frame)( /∇h)(frame)
+ ( /∇h)(frame)(Lh)(frame) + (Lh)(frame)(Lh)(frame)
l.o.t.(dω,L∧/Π) = r
−1( /∇h)(frame) + (r−1Li(small) /Πi)( /∇h)(frame) + (r−1 /Πi ⊗ /Πi)(Lh)(frame)
+ χ(∂¯h)(frame) + (∂¯h)(frame)(∂¯h)(frame)
l.o.t.(dω,/Π∧/Π) = (r
−1 /Πi ⊗ /Πi)( /∇h)(frame) + χ( /∇h)(frame) + ( /∇h)(frame)(∂¯h)(frame)
Note the important cancellation in the terms l.o.t.(dω,L∧/Π) of terms proportional to ( /∇ logµ)(Lh)(frame),
which would otherwise have caused serious problems.
Next, we shall compute the terms
/Π
c
a /Π
b
d d/Π
e
c ∧ d/Π de
From proposition 4.6.3 we find that
/Π
c
a ∂µ /Π
e
c = Lµ
((
−1
2
( /∇ν logµ)−
1
8
( /∇νh)LL
)
/Π
ν
a L
e
+
(
−1
2
r−1Li(small) /Π
i
ν −
1
2
/∇ν logµ+
1
8
( /∇νh)LL −
1
8
( /∇νh)LL
)
/Π
ν
a L
e
)
+ Lµ
((
1
2
r−1Li(small) /Π
i
ν −
1
8
( /∇νh)LL
)
/Π
ν
a L
e +
(
−1
8
( /∇νh)LL
)
/Π
ν
a L
e
)
+ /Π
c
µ
((
1
2
χ
ac
+
1
4
( /∇c/h)La +
1
4
( /∇a/h)Lc −
1
4
(L/h)ac
)
Le
+
(
1
2
χac +
1
4
( /∇c/h)La +
1
4
( /∇a/h)Lc −
1
4
(L/h)ac
)
Le
)
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and also that
/Π
b
d ∂µ /Π
d
e = Lµ
((
−1
2
( /∇ρ logµ) +
1
4
(L/h)Lρ − 1
8
( /∇ρh)LL
)
Le(/g
−1)ρσ /Π bσ
+
(
−1
2
r−1Li(small) /Π
i
ρ −
1
2
/∇ρ logµ+
1
8
( /∇ρh)LL −
1
4
( /∇ρh)LL +
1
4
(L/h)Lρ
)
Le(/g
−1)ρσ /Π bσ
)
+ Lµ
((
1
2
r−1Li(small) /Π
i
ρ −
1
8
( /∇ρh)LL +
1
4
(L/h)Lρ
)
Le(/g
−1)ρσ /Π bσ
+
(
−1
8
( /∇ρh)LL +
1
4
(L/h)Lρ
)
Le(/g
−1)ρσ /Π bσ
)
+
((
1
2
χ
µρ
− 1
4
( /∇µ/h)Lρ +
1
4
( /∇ρ/h)Lµ −
1
4
(L/h)µρ
)
Le(/g
−1)νρ /Π dν
+
(
1
2
χµρ − 1
4
( /∇µ/h)Lρ +
1
4
( /∇ρ/h)Lµ −
1
4
(L/h)µρ
)
Le(/g
−1)νρ /Π dν
)
and so we have, schematically
/Π
c
a /Π
b
d d/Π
e
c ∧ d/Π de =
(
( /∇ logµ)(r−1Li(small) /Πi) + (r−1Li(small) /Πi)(r−1Li(small) /Πi) + ( /∇ logµ)(∂¯h)(frame)
+ (r−1Li(small) /Π
i
)(∂¯h)(frame) + ( /∇h)(frame)(∂h)(frame)
)
Lµ ∧ Lν
+
(
χ( /∇ logµ) + χ(r−1Li(small) /Πi) + ( /∇ logµ)(r−1 /Πi ⊗ /Πi)
+ χ
(
( /∇h)(frame) + (Lh)(frame)
)
+ ( /∇ logµ) (( /∇h)(frame) + (Lh)(frame))
+ (r−1Li(small) /Π
i
)
(
( /∇h)(frame) + (Lh)(frame)
)
+ (r−1 /Πi ⊗ /Πi) (( /∇h)(frame) + (Lh)(frame))
+
(
( /∇h)(frame) + (Lh)(frame)
) (
( /∇h)(frame) + (Lh)(frame)
))
Lµ ∧ /Π cν
+
(
χ(r−1Li(small) /Π
i
) + (r−1Li(small) /Π
i
)(r−1 /Πi ⊗ /Πi) + χ(∂¯h)(frame)
+ (r−1Li(small) /Π
i
)(∂¯h)(frame) + (r
−1 /Πi ⊗ /Πi)(∂¯h)(frame)
+ (∂¯h)(frame)(∂¯h)(frame)
)
Lµ ∧ /Π cν
+
(
χ · χ+ χ(r−1 /Πi ⊗ /Πi) + χ(∂¯h)(frame) + (r−1 /Πi ⊗ /Πi)(∂¯h)(frame)
+ (∂¯h)(frame)(∂¯h)(frame)
)
/Π
c
µ ∧ /Π dν
Finally, we must compute the term
/Π
c
a /Π
b
d ω˜
e
c ∧ ω˜ de
From proposition 7.0.5 we see that, schematically, we have
/Π
c
a /Π
b
d ω˜
e
c ∧ ω˜ de = (∂h)(frame)(∂¯h)(frame)Lµ ∧ Lν + ( /∇h)(frame)
(
( /∇h)(frame) + (Lh)(frame)
)
Lµ ∧ /Π cν
+ ( /∇h)(frame)(∂¯h)(frame)Lµ ∧ /Π cν + ( /∇h)(frame)( /∇h)(frame) /Π cµ ∧ /Π dν
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Definition 7.0.7 (Abstract indices for sections of B). We will now use slashed greek indices to label
abstract fibre indices associated with the vector bundle B. So, for example, if φ is a section of B then
we write
φ/µ := φa /∇/µxa
Since /D is a metric connection with metric /g, we can make use of /g and its inverse to make sense of
raised indices referring to the vector bundle B, for example, we have
φ/µ := (/g
−1)/µ/νφa /∇/νxa
Similarly, we can use this notation to make sense sections of vector bundles over M whose fibres are
products of the fibres2 of B or the appropriate dual vector spaces. Then, the covariant derivative /D can
be extended to act on these vector bundles in the obvious way. So, for example, the curvature Ω can be
expressed as the quantity Ω
/β
/α µν
. Finally, note that we can extend the covariant derivative /D to act on
this kind of object by using the standard covariant derivative D when applied to indices referring to the
tangent or cotangent bundle of M.
Finally, note that we can pass freely between spacetime indices µ, ν and the fibre indices /µ, /ν using
the projection operators /Π. For example, given a spacetime covector we can define a section of B by
projecting the covector using /Π. Likewise, given a section φ of B, we can extend this to a spacetime
covector by the prescription φ(L) = φ(L) = 0.
Proposition 7.0.8 (The quantities T νΩ/α/βµν , rΩ/α/βµ/γ and rL
νΩ/α/βµν). The quantity T
νΩ/α/βµν is given
by
T νΩ/α/βµν = −
1
4
LµΩ/α/βLL +
1
4
LµΩ/α/βLL −
1
2
/Π
ν
µ Ω/α/βLν −
1
2
/Π
ν
µ Ω/α/βLν
=
1
8
r−1
(
− ( /DL(r /∇/α/h))L/β + ( /DL(r /∇/β/h))L/α + ( /DL(r /∇/α/h))L/β − ( /DL(r /∇/β/h))L/α)Lµ
+
1
8
r−1
((
/DL(r /∇/α/h)
)
L/β
− ( /DL(r /∇/β/h))L/α − ( /DL(r /∇/α/h))L/β + ( /DL(r /∇/β/h))L/α)Lµ
+
1
4
r−1
((
/∇/γ(r /∇/β/h)
)
L/α
−
(
/∇/γ(r /∇/α/h)
)
L/β
− ( /DL(r /∇/β/h))/α/γ + ( /DL(r /∇/α/h))/β/γ
)
/Π
/γ
µ
+
1
4
r−1
((
/∇/γ(r /∇/β/h)
)
L/α
−
(
/∇/γ(r /∇/α/h)
)
L/β
− ( /DL(r /∇/β/h))/α/γ + ( /DL(r /∇/α/h))/β/γ
)
/Π
/γ
µ
+ l.o.t.(Ω,L∧L)(Lµ + Lµ) +
(
l.o.t.(Ω,L∧/Π) + l.o.t.(Ω,L∧/Π)
)
/Π
/γ
µ
and the quantity
rΩ/α/βµ/γ = r /Π
ν
/γ Ω/α/βµν
is given by
rΩ/α/βµ/γ =
1
4
((
/∇/γ(r /∇/β/h)
)
L/α
−
(
/∇/γ(r /∇/α/h)
)
L/β
− ( /DL(r /∇/β/h))/α/γ + ( /DL(r /∇/α/h))/β/γ
)
Lµ
+
1
4
((
/∇/γ(r /∇/β/h)
)
L/α
−
(
/∇/γ(r /∇/α/h)
)
L/β
− ( /DL(r /∇/β/h))/α/γ + ( /DL(r /∇/α/h))/β/γ
)
Lµ
+
1
2
((
/∇/γ(r /∇/α/h)
)
/βµ
−
(
/∇/γ(r /∇/β/h)
)
/αµ
− ( /∇µ(r /∇/α/h))/β/γ + ( /∇µ(r /∇/β/h))/α/γ
)
+ r ·
(
l.o.t.(Ω,L∧/Π)
)
Lµ + r ·
(
l.o.t.(Ω,L∧/Π)
)
Lµ + r ·
(
l.o.t.(Ω,/Π∧/Π)
)
/Π
/γ
µ
2The fibres of B being, of course, the vector spaces consisting of the set of Sτ,r-tangent one-forms at a point.
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Finally, the quantity rLνΩ/α/βµν is given by
rLνΩ/α/βµν =
(
1
4
(/g
−1)λσ /Π ρb /Π
a
σ
((
/DL(r /∇ρ/h)
)
Lλ
− ( /DL(r /∇λ/h))Lρ − ( /DL(r /∇ρ/h))Lλ + ( /DL(r /∇λ/h))Lρ)
+ rl.o.t.(Ω,L∧L)
)
Lµ
+
(
1
2
r−1 /Π ρc /Π
σ
b /Π
δ
d (/g
−1)ad
(
− ( /∇ρ(r /∇δ/h))Lσ + ( /∇ρ(r /∇σ/h))Lδ + ( /DL(r /∇δ/h))ρσ
− ( /DL(r /∇σ/h))ρδ )+ rl.o.t.(Ω,L∧/Π))/Π cν
Proof. This follows immediately from proposition 7.0.6 and the definition Tµ = 12 (L
µ + Lµ).
Proposition 7.0.9 (The divergences of T νΩ/α/βµν , rΩ/α/βµ/γ and rL
νΩ/α/βµν). The divergences of the Sτ,r-
tangent tensor fields T νΩ/α/βµν , rΩ/α/βµ/γ and rL
νΩ/α/βµν satisfy the schematic equations
/D
µ (
T νΩ/α/βµν
)
= r−1
(
/D /DT
(
r /∇h))
(frame)
+ r−2
(
/D
(
r /∇ (r /∇h)))
(frame)
+ r−1 /˜g(r /∇h)(frame)
+ Γ(−1) ·

(∂Th)(frame)(
D(r /∇h))
(frame)
(˜gh)(frame)
DTχ(small)
r /∇χ(small)
r−1 /DT (r /∇ logµ)
/∇(r /∇ logµ)
Γ(−1) · Γ(−1,small)

(7.9)
and
/D
µ
(
rΩ/α/βµ/γ
)
= r−1
(
/D
(
r /∇(r /∇h)))
(frame)
+
(
/˜g(r /∇h)
)
(frame)
+ Γ(−1) ·

(
/D(r /∇h))
(frame)
r(˜gh)(frame)
r−1(r /∇)2 logµ
r /∇χ(small)
rΓ(−1) · Γ(−1,small)
 (7.10)
and also
/D
µ (
T νΩ/α/βµν
)
=
(
/DL
(
/DT (r /∇h)
))
(frame)
+ r−1
(
/∇ (r /∇(r /∇h)))
(frame)
+
(
/˜g(r /∇h)
)
(frame)
+ rΓ(−1) ·

(L(Th))(frame)
(˜gh)(frame)
r−1
(
/D(r /∇h))
(frame)
/∇χ(small)
Γ(−1) · Γ(−1,small)

(7.11)
where we have defined
Γ(−1) :=
{
r−1 , (∂h)(frame) , χ , /∇ logµ , r−1Li , r−1Li , r−1 /Πi ⊗ /Πi
}
Γ(−1,small) :=
{
(∂h)(frame) , χ(small) , /∇ logµ , r−1Li(small) , r−1Li(small)
}
and where it is possible that additional factors of r−1 might be present3
3Note that we will only be considering this kind of error term away from the origin, and so terms with additional factors
of r−1 are better behaved.
118
Proof. We begin by computing
/D
µ
(
fLLµ + f
LLµ + f/γ /Π
/γ
µ
)
where fL and fL are Sτ,r-tangent tensor fields, as is f/γ /Π
/γ
µ (XA)
µ. Then we find
/D
µ
(
fLLµ + f
LLµ + f/γ /Π
/γ
µ
)
= /DLf
L + /DLf
L + /∇/γf/γ + (tr/g χ+ ω)fL + (tr/g χ− ω)fL −
(
/∇/γ logµ
)
f/γ
Now we turn to the quantity
/D
µ (
T νΩ/α/βµν
)
Using the expression given in 7.0.8 we find that
/D
µ (
T νΩ/α/βµν
)
= −1
8
r−1
(
/DL /DL(r /∇/α/h)
)
L/β
+
1
8
r−1
(
/DL /DL(r /∇/β/h)
)
L/α
+
1
8
r−1
(
/DL /DL(r /∇/α/h)
)
L/β
− 1
8
r−1
(
/DL /DL(r /∇/β/h)
)
L/α
+
1
8
r−1
(
/DL /DL(r /∇/α/h)
)
L/β
− 1
8
r−1
(
/DL /DL(r /∇/β/h)
)
L/α
− 1
8
r−1
(
/DL /DL(r /∇/α/h)
)
L/β
+
1
8
r−1
(
/DL /DL(r /∇/β/h)
)
L/α
+
1
4
r−1
(
/∆(r /∇/β/h)
)
L/α
− 1
4
r−1
(
/∆(r /∇/α/h)
)
L/β
− 1
4
r−1
(
/∇/γ /DL(r /∇/β/h)
)
/α/γ
+
1
4
r−1
(
/∇/γ /DL(r /∇/α/h)
)
/β/γ
+
1
4
r−1
(
/∆(r /∇/β/h)
)
L/α
− 1
4
r−1
(
/∆(r /∇/α/h)
)
L/β
− 1
4
r−1
(
/∇/γ /DL(r /∇/β/h)
)
/α/γ
+
1
4
r−1
(
/∇/γ /DL(r /∇/α/h)
)
/β/γ
+ . . .
=
1
4
r−1
(
/DL /DT (r /∇/β/h)
)
L/α
+
1
4
r−1
(
/˜g(r /∇/β/h)
)
L/α
− 1
4
r−1
(
/DL /DT (r /∇/α/h)
)
L/β
− 1
4
r−1
(
/˜g(r /∇/α/h)
)
L/β
+
1
4
r−1
(
/DL /DT (r /∇/β/h)
)
L/α
+
1
4
r−1
(
/˜g(r /∇/β/h)
)
L/α
− 1
4
r−1
(
/DL /DT (r /∇/α/h)
)
L/β
− 1
4
r−1
(
/˜g(r /∇/α/h)
)
L/β
− 1
4
r−2
(
/DL(r
2 /∇/γ /∇/β/h)
)
/α/γ
− 1
4
r−2
(
/DL(r
2 /∇/γ /∇/β/h)
)
/α/γ
+
1
4
r−2
(
/DL(r
2 /∇/γ /∇/α/h)
)
/β/γ
+
1
4
r−2
(
/DL(r
2 /∇/γ /∇/α/h)
)
/β/γ
+ l.o.t.(div(TΩ))
where the ellipsis in the first equality stand for some lower order terms which, however, are different
from the lower order terms denoted by l.o.t.(div(TΩ)) (though schematically they are the same). These
lower order terms are given schematically by
l.o.t.(div(TΩ)) = ( /DΓ(−1,small)) · Γ(−1) + ( /DΓ(−1)) · Γ(−1,small)
with possible additional factors of r−1.
Note that we have, schematically,
/DΓ(−1) =

Γ(−1) · Γ(−1)
(∂Th)(frame)(
/D(r /∇h))
(frame)
(˜gh)(frame)
Z χ(small)
r−1 /DT (r /∇ logµ)
/∇(r /∇ logµ)

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and
/DΓ(−1,small) =

Γ(−1,small) · Γ(−1)
(∂Th)(frame)(
/D(r /∇h))
(frame)
(˜gh)(frame)
Z χ(small)
r−1 /DT (r /∇ logµ)
/∇(r /∇ logµ)

where again, additional factors of r−1 might be present, in addition to factors of the form La, La or /Πa
which are expected to behave like constants.
Next, we turn to the quantity
/D
µ
(
rΩ/α/βµ/γ
)
= /D
µ
(
r /Π
ν
/γ Ω/α/βµν
)
This requires a more delicate treatment, since the factor of r can potentially cause a slower decay in
the radial direction. This could cause serious problems: when commuting we will encounter error terms
involving this quantity, and to close our estimates we require it to decay no slower than r−2+. In
particular, even terms of the form r(∂h)(frame)(∂¯h)(frame) in rΩ/α/βµ/γ can be problematic: if we take a
derivative of this quantity then we can expect terms of the form r(∂Z h)(frame)(∂¯h)(frame), which does
not have the required decay.
Using proposition 7.0.8 we find that
/D
µ
(
rΩ/α/βµ/γ
)
=
1
4
r−1
(
/DL
(
r /∇/γ(r /∇/β/h)
))
L/α
− 1
4
r−1
(
/DL
(
r /∇/γ(r /∇/α/h)
))
L/β
+
1
4
r−1
(
/DL
(
r /∇/γ(r /∇/β/h)
))
L/α
− 1
4
r−1
(
/DL
(
r /∇/γ(r /∇/α/h)
))
L/β
+
1
2
r−1
(
/∇/µ
(
r /∇/γ(r /∇/α/h)
))
/β/µ
− 1
2
r−1
(
/∇/µ
(
r /∇/γ(r /∇/β/h)
))
/α/µ
+
1
2
(
/˜g(r /∇/β/h)
)
/α/γ
− 1
2
(
/˜g(r /∇/β/h)
)
/α/γ
+ l.o.t.(div(/Ω))
where the lower order terms are given schematically by
l.o.t.(div(/Ω)) = /DL
(
r
(
l.o.t.(Ω,L∧/Π)
))
+ /DL
(
r
(
l.o.t.(Ω,L∧/Π)
))
+ /∇
(
r
(
l.o.t.(Ω,/Π∧/Π)
))
+ Γ(−1)

(
/D(Z h)
)
(frame)
r
(
l.o.t.(Ω,L∧/Π)
)
r
(
l.o.t.(Ω,L∧/Π)
)
r
(
l.o.t.(Ω,/Π∧/Π)
)

Using the expressions for the lower order terms given in proposition 7.0.6 we have (again schematically)
/DL
(
r
(
l.o.t.(Ω,L∧/Π)
))
= Γ(−1) ·

(
DL(r /∇h)
)
(frame)
(L(rLh))(frame)
/DL
(
r /∇ logµ)
/DL
(
rχ
(small)
)
rΓ(−1,small) · Γ(−1)

We now note that we have
(L(rLh))(frame) = −r(˜gh)(frame) + r( /∆h)(frame) −
1
2
r tr/g χ(small)(Lh)(frame) −
1
2
r tr/g χ(Lh)(frame)
− rζα( /∇αh)(frame)
= r(˜gh)(frame) +
(
/∇(r /∇h))
(frame)
+ rΓ(−1)(∂h)(frame)
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where in the second line we have given a schematic expression.
We also note that
/DL(r /∇α logµ) = r /∇α(L logµ)− r
(
χ(small)
) β
α
/∇β logµ
= r /∇α
(
−r−1Li(small)Li(small) −
1
2
(Lh)LL +
1
4
(Lh)LL +
1
4
(Lh)LL
)
− r (χ(small)) βα /∇β logµ
=
(
/D(r /∇h))
(frame)
+ rΓ(−1)Γ(−1,small)
and
/DL
(
r(χ
(small)
)/µ/ν
)
= r /Π
/ρ
/µ
/Π
/σ
/ν RL/ρL/σ −
1
2
r /∇/µζ/ν −
1
2
r /∇/νζ/µ +
1
2
rζ/µζ/ν − rωχ/µ/ν + χ/µ/ν
= (L(rLh))(frame) +
(
/∇(r /∇h))
(frame)
+
(
/DL(r /∇h)
)
(frame)
+
(
/DL(r /∇h)
)
(frame)
+ rΓ(−1) · Γ(−1,small)
where in the second line we have expanded the Riemann tensor in terms of the rectangular derivatives
of h, and also substituted for ζ, ω and χ using propositions 4.4.1, 3.0.1 and 4.4.5.
Note that the term rRL/µL/ν is actually better behaved than a term of the form rRL/µL/ν , since we have
r(LLh)(frame) =
1
2
r(LTh)(frame) − r(LLh)(frame)
The second term can be estimated in a similar way to previously, but the first term behaves only like
r−δ, rather than r−1+ as required.
In summary, we have
/DL
(
r
(
l.o.t.(Ω,L∧/Π)
))
= Γ(−1) ·

(
/D(r /∇h))
(frame)
r(˜gh)(frame)
rΓ(−1) · Γ(−1,small)

where, possibly, additional factors of r−1 might be present.
Next, we examine the term
/DL
(
r
(
l.o.t.(Ω,L∧/Π)
))
From proposition 7.0.6 we have, schematically,
/DL
(
r
(
l.o.t.(Ω,L∧/Π)
))
= Γ(−1)
(
/DL(r /∇h)
)
(frame)
+ Γ(−1) (L(rLh))(frame) + Γ(−1)
(
/DL
(
Li(small) /Π
i
))
+ Γ(−1,small)
(
/DL(rχ)
)
+ Γ(−1,small)
(
/DL
(
/Π
i ⊗ /Πi
))
Now, we have, schematically,
(L(rLh))(frame) = (˜gh)(frame) + rΓ(−1)(∂h)(frame)
and
/DL
(
Li(small) /Π
i
)
= rΓ(−1) · Γ(−1,small)
/DL
(
/Π
i ⊗ /Πi
)
= rΓ(−1) · Γ(−1,small)
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Also, we note that
/DL(rχ/µ/ν) = /DL
(
r(χ(small))/µ/ν + /g/µ/ν
)
= r /Π
/ρ
/µ
/Π
/σ
/ν RL/ρL/σ +
1
2
r /∇/µζ/ν +
1
2
r /∇/νζ/µ + 2r /∇2/µ/ν logµ+
1
2
rζµζν
+ ζµr /∇ν logµ+ ζνr /∇µ logµ+ 2r( /∇µ logµ)( /∇ν logµ) + rωχµν + (χ(small)))/µ/ν
− 1
2
r(χ(small)))
/σ
/µ (χ(small)))/σ/ν −
1
2
r(χ
(small)
))
/σ
/µ (χ(small)))/σ/ν
where we have used proposition 6.3.1. Again, note the presence of the component of the Riemann tensor
RL/ρL/σ, in which the highest order terms either involve at least one angular derivative, or a term of the
form (LLh)(frame), meaning that these terms have additional decay in r as required. Indeed, we find
that, schematically,
/DL(rχ/µ/ν) =
(
/D(r /∇h))
(frame)
+ (L(rLh))(frame) + r
−1(r /∇)2 logµ+ rΓ(−1) · Γ(0,small)
Note that these error terms first show up when we commute for a second time, i.e. when we are in
the process of estimating third derivatives of the metric. Thus we can esimate a term of the form
r−1(r /∇)2 logµ by using its transport equation in the L direction without encountering any regularity
issues.
In summary, we have, schematically,
/DL
(
r
(
l.o.t.(Ω,L∧/Π)
))
= Γ(−1)

(
/D(r /∇h))
(frame)
r
(
˜gh
)
(frame)
r−1(r /∇)2 logµ
rΓ(−1) · Γ(0,small)

Finally, we turn to the angular derivative term
/∇
(
r ·
(
l.o.t.(Ω,/Π∧/Π)
))
Substituting again for this term using proposition 7.0.6 we find
/∇
(
r ·
(
l.o.t.(Ω,/Π∧/Π)
))
= Γ(−1) ·

(
/D(r /∇h)
)
(frame)
r /∇χ(small)
rΓ(−1) · Γ(−1,small)

Again we note that r /∇χ = r /∇χ(small) can be estimated by using its transport equation in the L direction,
which requires us to have control over third derivatives of the metric.
Finally, note that the computation of the divergence of rLνΩ/α/βµν can be calculated using very similar
computations to the divergence of T νΩ/α/βµν .
122
Chapter 8
Deformation tensor calculations
In this chapter we will calculate the deformation tensors associated with various vector fields. These
expressions will later be used both for performing energy estimates and estimating the error terms
produced when commuting.
8.1 Basic deformation tensor calculations and the multiplier
vector fields
Definition 8.1.1 (Deformation tensors). We define the deformation tensor (Z)pi associated with a vector
field Z as follows:
(Z)piµν := DµZν +DνZµ (8.1)
Proposition 8.1.2 (The deformations tensor (L)pi and (L)pi). In the region r ≥ r0 the deformation
tensor associated with the null vector L is given by
(L)piµν = −ωLµLν − 1
2
ωLµLν −
1
2
ωLµLν − Lµ(ζν + µ−1/dνµ)
− (ζµ + µ−1/dµµ)Lν + 2χµν
(8.2)
while in the region r < r0 the rectangular components of the deformation tensor are
(L)piab = 2rγ˚ab + Lhab − 2Lc∂(ahb)c (8.3)
For r ≥ r0 the deformation tensor associated with the null vector L is
(L)piµν =
1
2
ωLµLν +
1
2
ωLµLν − µ−1Lµ(/dνµ)− µ−1(/dµµ)Lν + ωLµLν
+ Lµζν + ζµLν + 2χµν
(8.4)
while in the region r < r0 the deformation tensor associated with L has the rectangular components
(L)piab = −2rγ˚ab + Lhab − 2Lc∂(ahb)c (8.5)
Proof. We decompose the deformation tensors in the null frame and then contract with each vector field
in the null frame. That is, we set
(Z)pi = (Z)pi
LL
LL+ (Z)pi
LL
LL+ (Z)pi
LL
LL+ (Z)pi
LA
LXA +
(Z)pi
AL
XAL+
(Z)pi
LL
LL+ (Z)pi
LA
LXA
+ (Z)pi
AL
XAL+
(Z)pi
AB
XAXB
where, for example (Z)piLA = − 12 (/g−1)AB
(
g(DBZ,L) + g(DLZ,XB)
)
. We then use proposition 4.1.5 to
compute each one of these inner products.
In the region r < r0, we make use of the identity
(Z)piab = ∂aZb + ∂bZa + 2Γ
c
abZc (8.6)
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as well as the commutation identities of the null frame in the region r < r0.
We now introduce the multiplier vector fields and compute their associated deformation tensors.
Before doing this, we first define the vector field T , which will be used in the definition of the multiplier
vector fields.
Definition 8.1.3 (The vector field T ). We define the vector field T as
T :=
1
2
(L+ L) (8.7)
Definition 8.1.4 (Multiplier vector fields). We define the set of multiplier vector fields, Z as follows:
Z := {wT , wfR(r)R , fL(r)rpL } (8.8)
for w, fR, and fL functions of r to be determined below, and for p a positive constant. We will sometimes
refer to the function w as a “weight function”.
Remark 8.1.5 (µ Weighted multipliers). It would be possible to use modified, “weighted” multiplier
vector fields which incorperate powers of µ in order to eliminate the terms of the form ω(Lφ) from the
energy estimates. Specifically, if we define
Tˇ :=
1
2
(L+ µL)
Rˇ :=
1
2
(L− µL)
then the worst terms 12ωLµLν in the deformation tensors are eliminated, and the corresponding error
terms in the energy estimates will also be removed.
Note, however, that there are additional error terms in the energy estimates which arise from the
semilinear structure, and these can be comparable to the errors removed in this way. For example, let φ
be a field satisfying the “reduced wave equation”
gφ+ ωLφ = 0
Then the additional error terms are precisely of the same form as those “removed” by the use of the
weighted multipliers. In order to remove these error terms, we should instead use the weighted multipliers
of the form
Tˇ (−1) :=
1
2
(
L+ µ−1L
)
More generally, defining
Tˇ (s) :=
1
2
(L+ µsL)
and choosing s appropriately, we can remove error terms of the form ω(Lφ)2 in the energy estimates.
Note, however, that this stratagy can only be used to remove error terms of the form (Lh)LL(Lφ)
2 in
the energy estimates; error terms involving other fields, such has (Lφ(1))(Lφ)
2 where φ(1) 6= hLL cannot
be removed in the same way. Note also that modifying the multiplier vector fields in this way produces
additional error terms in the energy estimates, of which the most dangerous has the form
µ−1(Tµ)| /∇φ|2
If we were able to show that µ is bounded in r (as in the case of the Einstein equations), and if we also
know that Tµ decays at a rate which is integrable in τ (which can possibly be shown using the improved
decay estimates for T derivatives, in appendix A) then we can handle such terms. However, as mentioned
in the introduction we wish to close our estimates without making use of the improved decay estimates,
and we also cannot generally show that Tµ is bounded in r; it might grow like r. For these reasons we
will not use the modified vector fields.
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Proposition 8.1.6 (Deformation tensors of the multiplier vector fields). The deformation tensors as-
sociated with the multiplier vector fields Z ∈ Z are as follows:
In the region r ≥ r0, the deformation tensor of the weighted vector field wT is
(wT )piµν =
1
2
(wω − w′)LµLν −
1
2
(wω − w′)LµLν − 1
2
w(/g
−1)AB
(
ζA + 2µ
−1/dAµ
)
(Lµ(XB)ν + (XB)µLν)
+
1
2
w(/g
−1)ABζA
(
Lµ(XB)ν + (XB)µLν
)
+ w
(
(χ(small))µν + (χ(small))µν
)
(8.9)
while in the region r ≤ r0 the deformation tensor of the vector field wT , expressed in rectangular
indices, is
(wT )piab = wThab − 2wT c∂(ahb)c + 1
2
w′(∂ar)(Lb + Lb) +
1
2
w′(∂br)(La + La) (8.10)
In the region r ≥ r0 the deformation tensor of the vector field wfR(r)R (the “weighted Morawetz
vector field”) is
(wfRR)piµν =
1
2
(wf ′R + w
′fR − ωwfR)LµLν − 1
2
(wf ′R + w
′fR + ωwfR)
(
LµLν + LµLν
)
+
1
2
(wf ′R + w
′fR − ωwfR)LµLν −
1
2
ζAwfR (Lµ(XA)ν + (XA)µLν)
− 1
2
ζAwfR
(
Lµ(XA)ν + (XA)µLν
)
+ wfR
(
χµν − χµν
) (8.11)
while in the region r ≤ r0 the associated deformation tensor is
(wfRR)piab =
1
2
(wf ′R + w
′fR) (La − La) (Lb − Lb) + wfRrγ˚ab −
1
2
wfR (Lhab − Lhab)− wfRRc∂(ahb)c
(8.12)
In the region r ≥ r0 the deformation tensor of the vector field fL(r)rpL is
(fLr
pL)piµν =
(
prp−1fL + rpf ′L − ωrpfL
)
LµLν
− 1
2
(
prp−1fL + rpf ′L + ωr
pfL
) (
LµLν + LµLν
)
− rpfL(/g−1)AB(ζA + 2µ−1/dAµ) (Lµ(XB)ν + (XB)µLν)
+ 2rpfLχµν
(8.13)
Proof. These computations are similar to those in proposition 8.1.2. We also make use of the fact that
(f(r)Z)piµν = f(r)
(Z)piµν + f
′(r)
1
2
(Lµ − Lµ)Zν + f ′(r)
1
2
Zµ(Lν − Lν)
for any function f(r) and vector field Z.
Remark 8.1.7. We will later pick the function fL(r) to be supported only in the range r ≥ r0, so we will
not need any expressions relating to the vector field fLr
pL in the region r < r0.
8.2 Energy momentum tensors and compatible currents
Definition 8.2.1 (The energy momentum tensor). For any Sτ,r-tangent tensor field φ, we define the
associated energy momentum tensor Q as
Qµν [φ] := ( /Dµφ) · ( /Dνφ)−
1
2
gµν(g
−1)αβ( /Dαφ) · ( /Dβφ) (8.14)
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Definition 8.2.2 (The energy momentum tensors after a point-dependent change of basis for the fields).
As mentioned above, we will also need to consider a point-dependent change of basis for the fields φ, and
the associated energy momentum tensors require some modification.
Let φ(a) be a collection of N Sτ,r-tangent tensor fields labelled by the index (a). Let M
(a)
(A) (x) be
a point-dependent change of basis matrix, that is, a collection of scalar fields such that, at every point
x ∈M, the matrix M (a)(A) has rank N . Define the fields
φ(A) := M
(a)
(A)φ(a) (8.15)
where, as usual, repeated pairs of indices are summed over if one indix appears in the raised position
and the other appears in the lowered position. Associated with the fields φ(A) we define the energy
momentum tensors
(Q(A))µν [φ] := M
(a)
(A) M
(b)
(A)
(
( /Dµφ(a)) · ( /Dνφ(b))−
1
2
gµν(g
−1)αβ( /Dαφ(a)) · ( /Dβφ(b))
)
(8.16)
Remark 8.2.3 (The paradigm case for a point-dependent change of basis). When analysing the Einstein
equations in harmonic coordinates, in order to make the semilinear structure apparent we need to change
from rectangular coordinates to null frame coordinates. That is, we begin by considering the fields hab,
labelled by the symmetric pair of rectangular indices (ab) since these are the fields which satisfy a set of
nonlinear wave equations. However, in order to make use of the weak null structure we must change to
fields labelled by null frame indices. In other words, we take the matrices M to be
M
(ab)
(LL) := L
aLb
M
(ab)
(LL) := L
aLb
M
(bc)
(La) := L
b /Π
c
a
M
(ab)
(LL) := L
aLb
M
(bc)
(La) := L
b /Π
c
a
M
(cd)
(ab) := /Π
c
a /Π
d
b
Since the rectangular components of the null frame fields L, L and /Π are functions of the metric per-
turbations hab, which are themselves scalar fields on M, this is a point-dependent change of basis. It is
important to remember that, from the point of view of regularity, the scalar fields M are the same order
as the metric perturbations h.
Proposition 8.2.4 (The divergence of the energy momentum tensor). Let φσ1...σn be a rank (0, n)
tensor. Then the associated energy momentum tensor satisfies the following equation:
DνQ
ν
µ[φ] =
(
/gφ
) · /Dµφ+ ( /Dνφ) · ([ /Dµ , /Dν ]φ) (8.17)
Proof. Taking the divergence of equation (8.14) proves the proposition. Note that the commutator term
vanishes in the case that φ is a scalar field. Note also that this term can be expressed in terms of the
curvature Ωµν .
Proposition 8.2.5 (The divergence of the energy momentum tensors after a point-dependent change of
basis). We borrow notation from the notation already developped for the null components of derivatives
of the rectangular components of the metric perturbations ((∂h)LL for example), in which indices outside
of parentheses are contracted after differential operators are first applied to the rectangular components.
Thus, for example, for a set of scalar fields φ(a) we write
(Lφ)(A) := M
(a)
(A)(Lφ(a))
Then, for a set of Sτ,r-tangent tensor field φ(a), we have
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ZµDν(Q(A))
ν
µ[φ] =
(
/gφ
)
(A)
· ( /DZφ)(A) + ( /Dνφ)(A) · ([ /Dµ , /Dν ]φ)(A)
+
1
2
g(Z,L)
(
LM
(a)
(A)
)
( /DLφ(a)) · ( /DLφ)(A) +
1
2
g(Z,L)
(
LM
(a)
(A)
)
( /∇φ(a)) · ( /∇φ)(A)
− 1
2
(
LM
(a)
(A)
)
( /DLφ(a)) · ( /∇/Π(Z)φ)(A) −
1
2
(
LM
(a)
(A)
)
( /∇/Π(Z)φ(a)) · ( /DLφ)(A)
+
1
2
g(Z,L)
(
LM
(a)
(A)
)
( /DLφ(a)) · ( /DLφ)(A) +
1
2
g(Z,L)
(
LM
(a)
(A)
)
( /∇φ(a)) · ( /∇φ)(A)
− 1
2
(
LM
(a)
(A)
)
( /DLφ(a)) · ( /∇/Π(Z)φ)(A) −
1
2
(
LM
(a)
(A)
)
( /∇/Π(Z)φ(a)) · ( /DLφ)(A)
− 1
2
g(Z,L)
(
/∇αM (a)(A)
)
( /∇αφ(a)) · ( /DLφ)(A) −
1
2
g(Z,L)
(
/∇αM (a)(A)
)
( /DLφ(a)) · ( /∇αφ)(A)
− 1
2
g(Z,L)
(
/∇αM (a)(A)
)
( /∇αφ(a)) · ( /DLφ)(A) −
1
2
g(Z,L)
(
/∇αM (a)(A)
)
( /DLφ(a)) · ( /∇αφ)(A)
+
(
/∇αM (a)(A)
)
( /∇αφ(a)) · ( /∇/Π(Z)φ)(A) +
(
/∇αM (a)(A)
)
( /∇/Π(Z)φ(a)) · ( /∇αφ)(A)
+
1
2
(
/∇/Π(Z)M (a)(A)
)
( /DLφ(a)) · ( /DLφ)(A) +
1
2
(
/∇/Π(Z)M (a)(A)
)
( /DLφ(a)) · ( /DLφ)(A)
−
(
/∇/Π(Z)M (a)(A)
)
( /∇φ(a)) · ( /∇φ)(A)
(8.18)
Remark 8.2.6 (Further remarks on proposition 8.2.5). There are a large number of additional error terms
appearing in the formulae given in proposition 8.2.5, each of which involves a derivative of the change of
basis matrix ∂M , multiplied by a derivative of the field in the original basis /Dφ(a), and then multiplied
by a derivative of the field in the new basis ( /Dφ)(A).
The important point about these error terms is that not all of them are necessarily “small”, i.e. they
do not all need to come with a factor of . This is because we can seperately estimate the terms involving
the field in the original basis, and indeed we can perform the energy estimates in such a way that the
energy of these terms is already suitably small.
This is best illustrated with an example, for which we shall turn to the paradigmatic example of
fields φ(ab) labelled by rectangular indices (ab). let X, Y ∈ {L,L, /Πa}. Then, when performing energy
estimates associated with the fields φXY , and using the multiplier vector field Z, we will encounter
additional error terms of the form∫
M
(
1
r
( /∇φ)XY · ( /DZφ)(frame) +
1
r
( /∇φ)(frame) · ( /DZφ)XY
)
dvolg
The idea we use to estimate these terms is to exploit the fact that at least one of the derivatives
involved is a good derivative. Moreover, since the rectangular components of the null frame are of order
one, we have
(∂φ)(frame) ∼ (∂φ)(rect)
The rectangular components of φ are themselves functions of the fields φ(A), and so can be assumed to
behave similarly to the worst of these fields, i.e. the fields at the highest level of the semilinear hierarchy.
Hence, if Z is a multiplier of order unity (for example, if Z = T ) then we estimate∫
M
(
1
r
( /∇φ)XY · ( /Dφ)(frame) + 1
r
( /∇φ)(frame) · ( /Dφ)XY
)
dvolg
.
∫
M
(
r−1+δ| /∇φ|2XY + −1r−1−δ| /Dφ|(frame) + −1r−1+δ| /∇φ|2(frame) + r−1−δ| /Dφ|2XY
)
dvolg
Assuming that we have already improved the energy estimates at the highest level of the hierarchy, we
can estimate the terms involving φXY .
On the other hand, if we are doing the p-weighted energy estimates, where Z = rpL, we instead
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estimate∫
M
(
rp−1( /∇φ)XY · ( /DLφ)(frame) + rp−1( /∇φ)(frame) · ( /DLφ)XY
)
dvolg
.
∫
M
(
rp−1| /∇φ|2XY + −1rp−1| /DLφ|(frame) + −1rp−1−δτ2δ| /∇φ|2(frame) + rp−1+δτ−2δ| /DLφ|2XY
)
dvolg
Importantly, not only can these terms now be estimated, but these error terms are consistent with a
taking a larger value for p for some of the null-decomposed components of φ. In particular, it may
be possible, in certain cases, to take p > 1 for certain null decomposed components of the equations.
Whether is in fact possible will depend on the structure of the inhomogeneous term FXY .
Definition 8.2.7 (Compatible currents). Associated to a scalar field φ and a vector field Z we have the
following two “currents”:
(Z)Jµ[φ] := ZνQ
µν [φ]
(Z)K[φ] :=
1
2
(Z)pi
µν
Qµν [φ]
(8.19)
Proposition 8.2.8 (Compatible current identity). The divergence of the current (Z)J satisfies the fol-
lowing identity:
Dµ
(Z)Jµ[φ] = (Z)K[φ]− ω( /DLφ) · ( /DZφ) + /˜gφ · ( /DZφ) +
(
[ /Dµ , /Dν ]φ
) · ( /Dµφ)Zν (8.20)
Proof. This is a straightforward application of the previous proposition.
Definition 8.2.9 (Modified compatible currents). Given an Sτ,r-tangent tensor field φ, a vector field Z
and a function fZ we associate the following modified compatible currents:
(Z, fZ)J˜µ[φ] := (Z)J
µ
[φ] +
1
2
fZ(g
−1)µνφ · ( /Dνφ)−
1
4
(g−1)µν(DνfZ)|φ|2
(Z, fZ)K˜[φ] := (Z)K[φ] +
1
2
fZ(g
−1)µν /Dµφ · /Dνφ−
1
4
(gfZ)|φ|2
(8.21)
Proposition 8.2.10 (Modified compatible current identity). An easy calculation yields the following
identity:
Dµ
(
(Z, fZ)J˜
µ
[φ]
)
= (Z, fZ)K˜[φ]− ω( /DLφ) ·
(
( /DZφ) +
1
2
fZφ
)
+ /˜gφ ·
(
( /DZφ) +
1
2
fZφ
)
+
(
[ /Dµ , /Dν ]φ
) · ( /Dµφ)Zν (8.22)
Proposition 8.2.11 (Modified compatible current identity after a point-dependent change of basis).
We can also calculate
Dµ
(
(Z, fZ)J˜
µ
[φ](A)
)
= (Z, fZ)K˜[φ](A) − ω( /DLφ)(A) ·
(
( /DZφ)(A) +
1
2
fZφ(A)
)
+ ( /˜gφ)(A) ·
(
( /DZφ)(A) +
1
2
fZφ(A)
)
+
(
[ /Dµ , /Dν ]φ
)
(A)
· ( /Dµφ)(A)Zν
− 1
4
(LM
(a)
(A) )
(
fzφ(a) · ( /DLφ)(A) + fzφ(A) · ( /DLφ(a))− (LfZ)φ(A) · φ(a)
)
− 1
4
(LM
(a)
(A) )
(
fzφ(a) · ( /DLφ)(A) + fzφ(A) · ( /DLφ(a))− (LfZ)φ(A) · φ(a)
)
+
1
2
( /∇αM (a)(A) )
(
fzφ(a) · ( /∇αφ)(A) + fzφ(A) · ( /∇αφ(a))− ( /∇αfZ)φ(A) · φ(a)
)
(8.23)
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8.3 The (modified) compatible multiplier currents
To each vector field Z ∈ Z we shall associate (modified) compatible currents.
Definition 8.3.1 (The weighted T -energy currents). To the weighted vector field wT we associate the
following (unmodified) compatible currents:
(wT )Jµ[φ] = wTνQ
µν [φ]
(wT )K[φ] =
1
2
(wT )pi
µν
Qµν [φ]
(8.24)
Proposition 8.3.2 (An expression for the bulk weighted T -energy current term (wT )K). The bulk
weighted T -energy current (wT )K can be decomposed as follows:
(wT )K[φ]− wω( /DLφ) · ( /DTφ) := −
1
2
w′| /DLφ|2 + wErr(wT, bulk)[φ] (8.25)
where, in the region r ≥ r0,
Err(wT, bulk)[φ] =
1
2
∂r(logw)| /DLφ|2 −
1
4
ω| /DLφ|2 −
1
4
ω| /DLφ|2
+
1
4
(
tr/g χ(small) + tr/g χ(small) − 2ω
)
( /DLφ) · ( /DLφ)
− 1
2
(ζα + 2 /∇α logµ)( /DLφ) · ( /∇αφ) +
1
2
ζα( /DLφ) · ( /∇αφ)
+
1
2
(
(χˆ)αβ + (χˆ)αβ
)
( /∇αφ) · ( /∇βφ)
(8.26)
which can be expressed schematically as
Err(wT, bulk)[φ] = ∂r(logw)| /Dφ|2 + ω( /Dφ)2 + Γ( /Dφ) · ( /Dφ) (8.27)
while in the region r < r0, using the fact that T
0 = 1 and T i = 0, we have∣∣Err(T, bulk)[φ]∣∣ . |∂r(logw)|| /Dφ|2 + |∂h|(rect)|g|2(rect)| /Dφ|2 (8.28)
Proof. This follows easily from the expressions given in 8.1.6. In order to obtain the expressions for the
error terms, we also need to use the expressions for ω, ζ and χ given in propositions 3.0.1, 4.4.1 and
4.4.5, as well as the equations
1− LiLi = −2LiLi(small) − Li(small)Li(small)
Li/dAx
i = Li(small)/dAx
i
where the second equality follows from the fact that
xi/dAx
i =
1
2
/dA(x
ixi) = r/dAr = 0
Definition 8.3.3 (The weighted Morawetz currents). We define the weighted Morawetz currents as the
modified compatible currents (Z, fZ)J˜ and (Z, fZ)K˜ with the choices Z = wfRR and fZ = 2wr
−1fR. We
abbreviate these as follows:
(wR)J˜ [φ] := (wfRR, 2r
−1wfR)J˜ [φ]
(wR)K˜[φ] := (wfRR, 2r
−1wfR)K˜[φ]
(8.29)
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Proposition 8.3.4 (An expression for the bulk weighted Morawetz current (wR)K˜). The bulk weighted
Morawetz current (wR)K˜ can be decomposed as follows:
(wR)K˜[φ]− ωwfR( /DLφ) ·
(
/DRφ+ r
−1φ
)
=
1
4
wf ′R| /DLφ|2 +
1
4
wf ′R| /DLφ|2 +
(
r−1wfR − 1
2
wf ′R
)
| /∇φ|2 − 1
2
r−1wf ′′R|φ|2 + wErr(R, bulk)
(8.30)
where, in the region r ≥ r0, the error term Err(wR, bulk) is given by
Err(wR, bulk)[φ] :=
1
4
ωfR| /DLφ|2 −
1
4
ωfR| /DLφ|2 −
1
2
fRζ
α( /DLφ) · ( /∇αφ)−
1
2
fRζ
α( /DLφ) · ( /∇αφ)
− 1
2
ωfR| /∇φ|2 + 1
2
fR
(
χˆαβ − χˆαβ
)
( /∇αφ) · ( /∇βφ)
+
1
4
fR
(
tr/g χ(small) − tr/g χ(small) − 2ω
)
( /DLφ) · ( /DLφ)
− 1
4
(r−1f ′R − r−2wfR)
(
2ω − tr/g χ(small) + tr/g χ(small)
)
|φ|2
− ωr−1fR( /DLφ) · φ+
1
4
∂r(logw)fR| /DLφ|2 +
1
4
∂r(logw)fR| /DLφ|2
− 1
2
∂r(logw)fR| /∇φ|2 − 1
2
r−1
(
w′′
w
fR − ∂r(logw)f ′R
)
|φ|2
− 1
4
r−1∂r(logw)fR
(
2ω − tr/g χ(small) + tr/g χ(small)
)
|φ|2
(8.31)
which can be expressed schematically as
Err(R, bulk)[φ] = ωfR( /Dφ)
2 + fRΓ( /Dφ) · ( /Dφ) + (r−1f ′R − r−2fR)Γ|φ|2
+ fRωr
−1( /DLφ) · φ+ ∂r(logw)fR| /Dφ|2 + r−1
(
w′′
w
fR + ∂r(logw)f
′
R
)
|φ|2
+ r−1∂r(logw)fRΓ|φ|2
(8.32)
and in the region r < r0 the error term satisfies
Err(R, bulk) .
(|wfR|+ |r−1wfR|+ |r−1w′f ′R|+ |r−1w′′fR|) (|h|+ |∂h|(rect)) (| /Dφ|2 + |φ|2) (8.33)
Proof. This calculation makes use of propositions 8.1.6 and the definition of the modified current 8.2.9.
Note also that, for a function fR = fR(r), we have
gfR = f ′′R + ωf ′R −
1
2
(
tr/g χ− tr/g χ
)
f ′R
Definition 8.3.5 (The currents (L,p)J˜ and (L,p)K˜). We define the p-weighted energy currents as the
modified compatible currents (Z, fZ)J˜ and (Z, fZ)K˜ with the choices Z = fLr
pL and fZ = 2r
p−1fL. We
abbreviate these as follows:
(L,p)J˜ [φ] := (fLr
pL, 2rp−1fL)J˜ [φ]
(L,p)K˜[φ] := (fLr
pL, 2rp−1fL)K˜[φ]
(8.34)
Remark 8.3.6 (Alternative forms for the p-weighted estimates). We could have used a modified version
of the p weighted estimates, incorperating the weight Ω instead of weights r. Specifically, we could have
chosen Z = fLr
pL and fZ = 2fLr
pL(log Ω). Then, instead of defining ψ := rφ we would define ψ := Ωφ.
This leads to some cancellations among the error terms, which are important if we wish to take p ≥ 1.
However, due to other error terms (which are not removable in this way) we are restricted to the range
p < 1 in any case, so we choose to use the simpler versions of the p weighted estimates.
A fairly straightforward calculation yields the following two proposition:
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Proposition 8.3.7 (An expression for the bulk p-weighted energy current for p ≤ 1). In the region
r ≥ R, the bulk p-weighted energy current (L,p)K˜ can be decomposed as follows:
(L,p)K˜[φ]− ωfLrp( /DLφ) ·
(
/DLφ+ r
−1φ
)
=
1
2
prp−1fL| /DLφ|2 +
1
2
(2− p)rp−1fL| /∇φ|2 + 1
2
p(1− p)rp−3fL|φ|2 + Err(L,p,bulk)
(8.35)
where Err(L,p,bulk) is given by the following expression:
Err(L,p,bulk) :=
1
2
(rpf ′L − rpfLω) | /DLφ|2
+
1
2
rpfL
(
tr/g χ(small) − 2ω
)
( /DLφ) · ( /DLφ)
− rpfL(ζα + 2 /∇α logµ)( /DLφ) · ( /∇αφ) + rpfLχˆαβ( /∇αφ) · ( /∇βφ)
− 1
2
(rpf ′L − 2fLrpω)| /∇φ|2
− rp−2
(
1
2
rf ′′L + pf
′
L +
1
4
((p− 1)fL + rf ′L)
(
2ω − tr/g χ(small) + tr/g χ(small)
))
|φ|2
− rp−1fLω( /DLφ) · φ
(8.36)
Schematically, the error term is given by
Err(L,p,bulk) − 1
2
(1− p)fLrp−2ω|φ|2 = rp(f ′L + fLω)| /DLφ|2 + rpfL
(
tr/g χ(small) − 2ω
)
( /DLφ) · ( /DLφ)
+ rpfL
(
ζ
/∇ logµ
)
( /DLφ) · ( /∇φ) +
rpfLχˆrpf ′L
rpfLω
 ( /∇φ)2
+
(
rp−1f ′′L
rp−2f ′L
)
(φ)2 + rp−2
(
(p− 1)fL
rf ′L
)
·
(
tr/g χ(small)
tr/g χ(small)
)
(φ)2
(8.37)
Proposition 8.3.8 (An expression for the bulk p-weighted energy current in terms of ψ). Define the
Sτ,r-tangent tensor field
ψ := rφ (8.38)
Then, in the region r ≥ R, the bulk p-weighted energy current (L,p)K˜ can be decomposed as follows:
(L,p)K˜[φ]− ωfLrp( /DLφ) ·
(
/DLφ+ r
−1φ
)
=
1
2
fLr
p−3 (p| /DLψ|2 + (2− p)| /∇ψ|2)− 12µ−1r−2L (µpfLrp|φ|2)+ 12prp−2f ′L|φ|2
+ Err(L,p,bulk) +
1
2
pωrp−2fL|φ|2
(8.39)
Remark 8.3.9. Note that in proposition 8.3.7 we are limited to the range p ≤ 1 in order for the coefficient
of |φ|2 to be positive. In fact, the presence of semilinear terms which do not satisfy the classical null
condition also limits us to the range p ≤ 1.
The most dangerous error term in the above expressions appears to be rpfL(tr/g χsmall − 2ω)( /DLφ) ·
( /DLφ). This involves a “bad derivative” /DLφ, which can only be controlled with the help of the Morawetz
vector field, which can control such a term but only with a decaying weight in r. Hence, this term limits
the maximum value of p which can be picked. Note that, interestingly, the quantity
(
tr/g χ(small) − 2ω
)
has improved regularity compared to tr/g χ(small), but worse decay.
Note that we are also limited to the range p ≤ 2 in order to ensure that the coefficient of | /∇ψ|2 has a
good sign; this restriction holds even in the linear case (see [DR10a; Mos16a]). Note that, in general, the
semilinear terms lead to more difficulties, and it is these which will actually limit the maximum value
for p.
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Another dangerous error term in proposition 8.3.8 is the term 12ωr
p−2|φ|2. If we imagine, for a
moment, that we could take p > 1, then it is only possible to control this term if we assume that the
part of ω which behaves like r−1 either decays in τ or is uniformly positive. Note again that, if the wave
coordinate condition holds, then ω decays faster than r−1 anyway.
One might think that the term proportional to tr/g χr
p−2|φ|2 is even more dangerous, since tr/g χ has
worse decay in r than ω. However, if we perform the p weighted energy estimates with a weight Ωp
instead of rp, then this term vanishes. On the other hand, this introduces other error terms, which
require us to have improved control over the foliation density µ.
Note, however, that both of these last terms discussed above can be handled in the case p < 1 without
too much difficulty, and this is the approach that we will take.
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Chapter 9
Commuting
In order to obtain L∞ bounds we shall need to commute the wave equation with various operators. A
standard approach is to commute with some set of vector fields, but following [DHR13] we shall commute
with both vector fields and covariant derivatives. To be precise, we will commute with the operator /DT ,
where T = 12 (L+L), as well as the differential operators r /∇. Note that the former may be applied to a
tensor field without changing the rank of that field, whereas the latter is an operator which maps tensors
of rank (0, n) to tensors of rank (0, n + 1). As discussed in detail in chapter 7, these tensor fields can
either be interpreted as sections of the cotangent bundle, or as sections of the bundle B.
In this section, we will also compute the terms created by commuting with the vector field r /DL.
These calculations can be used (see appendix A) to give improved decay in τ for the field /DTφ, and for
the original field φ in the region r ≤ r0. Although these improved decay estimates do not form part
of our scheme for proving global existence, they are interesting consequences of commuting with the
operator r /DL. More importantly, we will also be able to prove p-weighted energy estimates for the field
r /DLφ, that is, we will be able to control terms of the form∫
Στ
rp
(
/DL(r
2 /DLφ)
)2
dvolΣτ +
∫
Mτ1τ
rp−1
(
/D(r /DLφ)
)2
dvolg
Estimates of these quantities (in particular, the second term appearing above) turn out to be crucial in
closing our scheme. In particular, we will find that commuting with the operator r /∇ generates an error
term which can only be controlled using an estimate of this form.
We first define the commutation operators:
Definition 9.0.1 (The commutation operators). We define the set of commutation operators
Z :=
{
/DT , r /∇
}
We use the schematic notation Z nf to mean a quantity involving n operators from the set Z applied
to the field f .
We also commute with the operator r /DL, however, we will obtain slightly different results for fields
after commuting with this operator. In particular, we will not show boundedness or decay for the
(weighted) T -energy of fields after commuting with r /DL, however, we will still obtain the p-weighted
energy estimates. With this in mind, we also define the extended set of commutation operators:
Definition 9.0.2 (The extended set of commutation operators). We define the set
Y :=
{
r /DL , /DT , r /∇
}
= Z ∪ {r /DL}
We use the schematic notation Y nf to mean a quantity involving n operators from the set Y applied
to the field f .
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9.1 Some useful identities for computing error terms from com-
mutators
In this section we collect together several useful identities which can be used to simplify expressions
which arise when computing commutators.
Definition 9.1.1 (Rectangular components of second derivatives). Let φ be a scalar field. Then we
define
D2abφ := ∂a∂bφ− Γcab∂cφ (9.1)
Note that D2abφ are the rectangular components of the tensor field DµDνφ.
Proposition 9.1.2 (A more explicit expression for the Riemann tensor). The rectangular components
of the Riemann tensor can be expressed as
Rabcd =
1
2
(
D2achbd +D
2
bdhac −D2adhbc −D2bchad
)
+
1
4
(g−1)ef
(
(∂ahfd)(∂ehbc) + (∂ahce)(∂bhfd) + (∂ahcf )(∂dhbe)− (∂ahfd)(∂bhce)
− (∂ahfd)(∂chbe)− (∂ahed)(∂fhbc) + (∂bhfd)(∂chae) + (∂bhcf )(∂ehad)
+ (∂bhed)(∂fhac)− (∂bhce)(∂fhad)− (∂bhfd)(∂ehac)− (∂bhcf )(∂dhae)
+ (∂chae)(∂fhbd) + (∂chbf )(∂ehad) + (∂chaf )(∂dhbe)− (∂chbe)(∂fhad)
− (∂chbf )(∂dhae)− (∂chaf )(∂ehbd) + (∂dhbe)(∂fhac) + (∂dhae)(∂fhbc)
+ (∂dhbe)(∂fhac)− (∂dhae)(∂fhbc) + (∂ehbc)(∂fhad) + (∂ehad)(∂fhbc)
+ (∂ehbd)(∂fhac)− (∂ehac)(∂fhbd)− (∂ehbd)(∂fhac)− (∂ehad)(∂fhbc)
)
(9.2)
Note that the rectangular components of the metric perturbation hab are scalar fields, while D2ab represents
the rectangular components of the second covariant derivative.
The proposition above will allow us to express the components of the Riemann tensor in terms of
derivatives of the rectangular components of h. We also need the following proposition, which can be
used to express the second covariant derivatives of the rectangular components of h in terms of derivatives
of “commuted” field, i.e. the fields Zhab where Z is either the operator DT or the operator r /∇.
Proposition 9.1.3 (Expressing second covariant derivatives in terms of the commutation operators). We
can express all second derivatives of a scalar field in terms of first derivatives of fields after commutation
operators have been applied, plus some lower order terms.
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Let φ be a scalar field. Then its second derivatives can be expressed as
LaLbD2abφ = 2LTφ− /∆φ+ ˜gφ+
1
2
(
tr/g χ
)
Lφ+
1
2
(
tr/g χ− 2ω
)
Lφ+ ζα /∇αφ
LaLbD2abφ = /∆φ− ˜gφ−
1
2
(tr/g χ− 2ω)Lφ−
1
2
(tr/g χ)Lφ
La /Π
b
µ D
2
abφ = r
−1 /DL(r /∇µφ) +
1
2
ζµLφ− r−1 /∇µφ
LaLbD2abφ = 2LTφ− /∆φ+ ˜gφ+
1
2
(tr/g χ− 2ω)Lφ+
1
2
(tr/g χ)Lφ− ζα /∇αφ
La /Π
b
µ D
2
abφ = r
−1 /DL(r /∇µφ)− ( /∇µ logµ)Lφ−
1
2
(
ζµ + 2( /∇µ logµ)
)
Lφ+ r−1 /∇µφ
/Π
a
µ /Π
b
ν D
2
abφ = /∇2µνφ−
1
2
χ
µν
Lφ− 1
2
χµνLφ
(9.3)
Definition 9.1.4 (The Sτ,r-tangent tensor fields /R, /RZ and /RZW ). We define the Sτ,r-tangent tensor
field (
/R
)
µνρσ
:= /Π
αβγδ
µνρσRαβγδ (9.4)
Given a vector field Z (which is not necessarily Sτ,r-tangent itself) we define the Sτ,r-tangent tensor field(
/RZ
)
µνρ
:= /Π
αβγ
µνρZ
σRσαβγ (9.5)
Similarly, given a pair of vector fields Z, W we define the Sτ,r-tangent tensor field(
/RZW
)
µν
:= /Π
αβ
µνZ
σW ρRσραβ (9.6)
Proposition 9.1.5 (An expression for R(frame)). The frame components of the Riemann tensor are
given, schematically, by
R(frame) = (∂Th)(frame) +
(
∂(r /∇h))
(frame)
+(˜gh)(frame) +Γ · (∂h)(frame) +(∂h)(frame) · (∂h)(frame) (9.7)
Proposition 9.1.6 (The curvature components /R, /RL, /RL and /RLL). The curvature components /R,
/RL, /RL and /RLL frequently occur in error terms. These terms are given schematically by:
/R =
(
r−1 /∇(r /∇h) + r−1|∂h|+ |Γ(good)||∂h|+ |Γ||∂¯h|
)
(frame)
/RL =
(
r−1 /DL(r /∇h) + r−1 /∇(r /∇h) + r−1|∂h|+ |Γ(good)||∂h|+ |Γ||∂¯h|
)
(frame)
/RL =
(
r−1 /DL(r /∇h) + r−1 /∇(r /∇h) + r−1|∂h|+ |Γ||∂h|
)
(frame)
/RLL =
(
r−1 /DL(r /∇h) + r−1 /DL(r /∇h) + r−1|∂h|+ |Γ||∂h|
)
(frame)
(9.8)
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Proof. Since /D
2
abφ are the rectangular components of the tensor field DµDνφ we can calculate, for
example,
La /Π
b
µ D
2
abφ = L
ν /Π
ρ
µ D
2
νρφ
= /Π
ρ
µ DL
(
/Π
σ
ρ Dσφ
)− /Π ρµ (DL /Π σρ )Dσφ
= /DL /∇µφ+
1
2
ζµDLφ
= r−1 /DL
(
r /∇µφ
)
+
1
2
ζµDLφ− r−1 /∇µφ
Proposition 9.1.7 (First derivatives of the projection operator). The first derivatives of the projection
operator /Π are given by
/Π
λ
σ Dµ
(
/Π
ρ
λ
)
=
1
4
ζσLµL
ρ − 1
4
(
ζσ + 2( /∇σµ)
)
LµL
ρ − 1
2
( /∇σµ)LµLρ
+
1
2
χµσL
ρ +
1
2
χ
µσ
Lρ
(9.9)
Proof. This is a short computation making use of proposition 4.6.1. Note that the tensor computed
above is “transverse” in the sense that
(XA)ρ
(
/Π
λ
σ Dµ
(
/Π
ρ
λ
))
= 0 (9.10)
By a similar (though more lengthy) computation we can prove the following related proposition:
Proposition 9.1.8 (Applying the wave operator to the projection operator). The projection operator
/Π satisfies the following identity:
/Π
ν
λ g /Π
ρ
ν =
(
−1
2
/DL /∇λ logµ+
1
4
/DLζλ +
1
2
/divχ
λ
− ω( /∇λ logµ)−
1
2
ωζλ +
1
4
ζλ tr/g χ−
1
4
ζαχ
αλ
)
Lρ
+
(
−1
4
/DL
(
ζλ + 2 /∇λ logµ
)
+
1
2
/divχλ − 1
4
ζλ tr/g χ−
1
2
( /∇λ logµ) tr/g χ+
1
4
ζαχ
αλ
)
Lρ
+
(
ζλζ
α + ( /∇λ logµ)ζα + ζλ( /∇α logµ) + χαβχβλ + χαλχβλ
)
/Π
ρ
α
(9.11)
which is given schematically by
/Π
ν
λ g /Π
ρ
ν =

/∇ω
/DLζ
/divχ
(small)
Γ · (r−1 + Γ)
Lρ +

/DLζ
/∇ω
/divχ(small)
Γ · (r−1 + Γ)
Lρ +
 r−2r−1Γ
Γ · Γ
 /Πρ (9.12)
where we have suppressed the index λ on the right hand side.
Proposition 9.1.9 (Commuting L and L through the reduced wave operator). Let φα be an Sτ,r-tangent
one-form. Then we have, schematically,
Lα˜gφα =
(
r−1
Γ
)
/Dφ+
 /DLζ/∇ω
/divχ(small)
 · φ+ Γ · (r−1
Γ
)
· φ
Lα˜gφα =
(
r−1
Γ
)
/Dφ+
 /DLζ/∇ω
/divχ
(small)
 · φ+ Γ · (r−1
Γ
)
· φ
(9.13)
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9.2 Commuting with first order operators
In many situations we simply need to commute the commutation operators with the first order operators
/DL, /DL and /∇. We have
Proposition 9.2.1 (Commuting /DT with first order operators). We have the following schematic ex-
pressions:
[ /DL , /DT ]φ = −
1
2
ω /DLφ−
1
2
ω /DLφ− (ζα + /∇α logµ) /∇αφ+
1
2
LµLν [ /Dµ , /Dν ]φ
[ /DL , /DT ]φ =
1
2
ω /DLφ+
1
2
ω /DLφ+ (ζ
α + /∇α logµ) /∇αφ−
1
2
LµLν [ /Dµ , /Dν ]φ
[ /∇/α , /DT ]φ = −
1
2
( /∇/α logµ) /DLφ−
1
2
( /∇/α logµ) /DLφ+
1
2
(
(χ(small))
/β
/α + (χ(small))
/β
/α
)
/∇/βφ
+ /Π
µ
/α T
ν [ /Dµ, /Dν ]φ
(9.14)
where the terms involving the curvature of B (i.e. terms involving [ /Dµ, /Dν ]φ) are absent if φ is a scalar
field.
Proposition 9.2.2 (Commuting /DrL with first order operators). We have
[ /DL , /DrL]φ = /DLφ
[ /DL , /DrL]φ = (−1 + rω) /DLφ+ rω /DLφ+ 2r(ζα + /∇α logµ) /∇αφ− rLµLν [ /Dµ, /Dν ]φ
[ /∇/α , /DrL]φ = rχ /β/α /∇/β + r /Π
µ
/α L
ν [ /Dµ , /Dν ]φ
(9.15)
where, again, the terms involving [ /Dµ, /Dν ]φ are absent if φ is a scalar field.
Proposition 9.2.3 (Commuting r /∇ with first order operators). We have
[ /DL , r /∇/α]φ = −r(χ(small)) /β/α /∇/βφ+ rLµ /Π
ν
/α [ /Dµ /Dν ]φ
[ /DL , r /∇/α]φ = r( /∇/α logµ) /DLφ+ r( /∇/α logµ) /DLφ− r(χ(small))
/β
/α
/∇/βφ+ rLµ /Π ν/α [ /Dµ /Dν ]φ
[ /∇/α , r /∇/β ]φ = r /Π µ/α /Π
ν
/β [ /Dµ /Dν ]φ
(9.16)
where again, the terms which are linear in φ are absent if φ is a scalar field. Note that in many cases
we will not need to make use of the final equality, since we have
r /∇α /∇βφ = /∇α
(
r /∇βφ
)
and so, if we do not care about the order in which the derivatives are applied, we can avoid commuting
them. Note also that the final term can be expressed either in terms of the Gauss curvature K, or the
curvature of B, Ω.
9.3 Preliminary commutation calculations
Throughout this chapter we will require the deformation tensors associated with the commutation opera-
tors /DT and r /∇. Here, T = 12 (L+L) is the same vector field which has already appeared as a multiplier.
The deformation tensor of T was already calculated in proposition 8.1.6, so in the following proposition
we will calculate the deformation tensor associated with the operator r /∇.
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Note that, as in the case of the multiplier vector fields, it would be possible to modify the commutation
operators (in particular, we could use a µ-weighted version of the vector field T ) in order to remove some
of the worst terms. However, as before we expect terms which are at least this bad to appear due to
the semilinear terms, and so we prefer to treat all of these terms together, making use of the semilinear
hierarchy to close our estimates. Moreover, modifying the vector fields in this way introduces additional
error terms which are not possible to control without improved estimates on Tµ, which we cannot, in
general prove1.
Definition 9.3.1 (Higher order deformation tensors). We can also define the higher order deformation
tensor (Ξ)pi associated with higher order operators. In particular, let Ξ be a field which defines, at every
point, a vector in the vector space formed by taking the Cartesian product of the tangent space at that
point, with the space of Sτ,r-tangent one-forms at that point. In terms of abstract indices, we can write
this tensor as Ξ
µ
/α . Then, we associate to Ξ the deformation tensor:
(Ξ)pi/αµν := /Π
/β
/α
(
DµΞ/βν +DνΞ/βµ
)
= /DµΞ/αν + /DνΞ/αµ
(9.17)
where in the second line we must remember that the covariant derivative /D “projects” all the slashed
indices using /Π.
Proposition 9.3.2 (The deformation tensor associated with the operator r /∇). The deformation tensor
of the operator r /∇ is given by
(r/Π)pi/αµν = −1
2
r( /∇/α logµ)(LµLν + LµLν)− r( /∇/α logµ)LµLν
+
1
2
r
(
(χ(small))/αµLν + (χ(small))/ανLµ
)
+
1
2
r
(
(χ
(small)
)/αµLν + (χ(small))/ανLµ
)) (9.18)
Remark 9.3.3 (The trace (r/Π)pi
ρ
/αρ ). Note that the trace of the deformation tensor satisfies
(r/Π)pi
ρ
/αρ = 2rµ
−1 /∇/αµ (9.19)
Definition 9.3.4 (Commutation currents). Given a vector field Z, we define the associated commutation
current (Z)J [φ] as follows:
(Z)J µ[φ] := (Z)pi
µν · /Dνφ−
1
2
(
trg
(Z)pi
)
· /Dµφ (9.20)
Likewise, given a tensor field Ξ
µ
/α we can define the associated commutation current:
(Ξ)J
µ
/α [φ] :=
(Ξ)pi
µν
/α · /Dνφ−
1
2
(
(g−1)ρσ (Ξ)pi/αρσ
)
· /Dµφ (9.21)
Proposition 9.3.5 (Basic commutation identity with vector fields). The projected reduced wave operator
satisfies the following commutation identity with a vector field operator /DZ :
/˜g( /DZφ) = /DZ( /˜gφ) + /Dµ(Z)J [φ]µ +
1
2
(
trg
(Z)pi
)
/˜gφ− (Zω) /DLφ+ ω /D [L,Z]φ−
1
2
ω
(
tr/g
(Z)pi
)
/DLφ
+ [ /Dµ , /Dν ]
(
Zν /D
µ
φ
)
+ /D
µ (
Zν [ /Dµ , /Dν ]φ
)
+ ωLµZν [ /Dµ , /Dν ]φ
(9.22)
1Once again, if the wave coordinate condition holds, then we can in fact prove improved estimates on µ, by commuting
the equation for (Lh)LL in (2.80)
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Proof. This follows by direct, but fairly long computation, making use of the definition of the commu-
tation current (Z)J [φ]. We have
/g /DZφ = /Dµ /D
µ (
Zν /Dνφ
)
= /Dµ
(
(DµZν) /Dνφ+ Z
ν /D
µ
/Dνφ
)
= (gZν) /Dνφ+ 2(DµZν) /Dµ /Dνφ+ Zν /Dµ /D
µ
/Dνφ
= /DZ
(
/gφ
)
+
(
Dµ
(Z)pi
µν
)
/Dνφ− (DµDνZµ) /Dνφ+ (Z)pi
µν
/Dµ /Dνφ+ (D
µZν)[ /Dµ, /Dν ]φ
+ Zν [ /Dµ, /Dν ]( /Dµφ) + Z
ν /D
µ
[ /Dµ, /Dν ]φ
= /DZ
(
/gφ
)
+
(
Dµ
(Z)pi
µν
)
/Dνφ−
1
2
(
Dµ trg
(Z)pi
)
/D
µ
φ+ (Z)pi
µν
/Dµ /Dνφ+ [ /Dµ, /Dν ]
(
Zν /D
µ
φ
)
+ /D
µ (
Zν [ /Dµ, /Dν ]φ
)
= /DZ
(
/gφ
)
+ /Dµ
(
(Z)pi
µν
/Dνφ−
1
2
(
trg
(Z)pi
)
/D
µ
φ
)
+
1
2
(
trg
(Z)pi
)
/gφ
+ [ /Dµ, /Dν ]
(
Zν /D
µ
φ
)
+ /D
µ (
Zν [ /Dµ, /Dν ]φ
)
and we also have
ω /DL /DZφ = /DZ
(
ω /DLφ
)
+ ω
(
/DL /DZφ− /DZ /DLφ− /D [L,Z]φ
)− (Zω) /DLφ+ ω /D [L,Z]φ
Remark 9.3.6. Note that, in the case that φ is a scalar field, all of the terms involving commutators of
the covariant derivatives vanish2. This is evidently the fact when the commutator is applied directly to
the field φ, and we also have
[Dµ,Dν ] (Z
νDµφ) = R νµν ρZ
ρDµφ+R νµν ρZ
νDρφ
= Ric[g]µνZ
µDνφ− Ric[g]νµZµDνφ
= 0
Proposition 9.3.7 (Basic commutation identity with tensorial operators). The operator Ξ
µ
/α
/Dµ satisfies
the following commutation identity:
/˜g(Ξ
µ
/α
/Dµφ) = Ξ
µ
/α
/Dµ( /˜gφ) + /Dµ(Ξ)J [φ]
µ
/α +
1
2
(
(Ξ)pi
µ
/αµ
)
/˜gφ− (Ξ µ/α Dµω) /DLφ
+ ω
(
( /DLΞ
µ
/α )− Ξ
ν
/α (DνL
µ)
)
/Dµφ−
1
2
ω
(
(Ξ)pi
µ
/αµ
)
/DLφ+ [ /Dµ , /Dν ]
(
Ξ
ν
/α
/D
µ
φ
)
+ /D
µ
(
Ξ
ν
/α [ /Dµ , /Dν ]φ
)
+ ωLµΞ
ν
/α [ /Dµ , /Dν ]φ
(9.23)
Proof. This follows from a computation which is very similar to the proof of proposition 9.3.5. One must
be careful to distinguish between different types of indices when applying the operators /D .
Remark 9.3.8. Unlike the expression (9.22), the term [ /Dµ , /Dν ]
(
Ξ
ν
/α
/D
µ
φ
)
does not in general vanish,
even if φ is a scalar field. In fact, in this case we have
[ /Dµ , /Dν ]
(
Ξ
ν
/α D
µφ
)
= Ω
/β
µν/α Ξ
ν
/β
/D
µ
φ
9.4 Null frame decomposition of the commutation currents
The commutation currents (T )J [φ], (rL)J [φ] and (r/Π)J [φ] have the following null frame decomposi-
tions:
2Of course, the term ω /D [L,Z]φ does not necessarily vanish!
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Proposition 9.4.1 (Null frame decomposition of (T )J [φ]). The null frame components of the commu-
tation current (T )J [φ] are given by
(T )JL[φ] = −1
2
(
tr/g χ(small) + tr/g χ(small)
)
/DLφ− ω /DLφ− ζα /∇αφ
(T )JL[φ] = ω /DLφ−
1
2
(
tr/g χ(small) + tr/g χ(small)
)
/DLφ+
(
ζα + 2 /∇α logµ) /∇αφ
/Π
ν
µ
(
(T )Jµ[φ]
)
= −1
2
(
ζµ + 2 /∇µ logµ
)
/DLφ+
1
2
ζµ /DLφ+
(
χˆ νµ + χˆ
ν
µ
)
/∇νφ
(9.24)
Proposition 9.4.2 (Null frame decomposition of (rL)J [φ]). The null frame components of the com-
mutation current (T )J [φ] are given by
(rL)JL[φ] = −
(
2 + r(tr/g χ(small))
)
/DLφ
(rL)JL[φ] = −2(1− rω) /DLφ−
(
2 + r(tr/g χ(small))
)
/DLφ+ 2r
(
ζµ + /∇µ logµ) /∇µφ
/Π
ν
µ
(
(rL)J ν [φ]
)
= −r (ζµ + /∇µ logµ) /DLφ− (1 + rω) /∇µφ+ 2rχˆ νµ /∇νφ
(9.25)
Proposition 9.4.3 (Null frame decomposition of (r/Π)J [φ]). The null frame components of the higher
order commutation current (r/Π)J [φ] are given by
(r/Π)J/αL[φ] = −r(χ(small)) /β/α /∇/βφ
(r/Π)J/αL[φ] = 2r( /∇/α logµ) /DLφ− r(χ(small))
/β
/α
/∇/βφ
/Π
ν
µ
(
(r/Π)J
/αν
[φ]
)
=
1
2
r(χ
(small)
)/αµ /DLφ+
1
2
r(χ(small))/αµ /DLφ− r( /∇/α logµ) /∇µφ
(9.26)
Proposition 9.4.4 (Decomposition of the commutation current of the vector field T ). Define the com-
mutation current
(T )K [φ] := /Dµ
(
(T )J [φ]
)µ
+
1
2
(
tr/g
(T )pi
)
/˜gφ− (Tω) /DLφ−
1
2
ω
(
tr/g
(T )pi
)
/DLφ+ ω /D [L,T ]φ (9.27)
Then (T )K [φ] can be decomposed as
(T )K [φ] = (T )K (pi,L)[φ] +
(T )K (pi,L)[φ] +
(T )K (pi,/Π)[φ] +
(T )K (pi,elliptic)[φ] +
(T )K (pi,good)[φ]
+ (T )K (φ)[φ] +
(T )K (low)[φ]
(9.28)
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where the various terms are defined by
(T )K (pi,L)[φ] :=
1
2
( /divζ) /DLφ
(T )K (pi,L)[φ] :=
(
1
2
(T tr/g χ(small)) +
1
2
(T tr/g χ(small))−
1
2
( /divζ)
)
/DLφ
(T )K (pi,/Π)[φ] :=
(
1
2
( /DT ζ
α)− ( /∇αω)
)
/∇αφ
(T )K (pi,elliptic)[φ] := −( /∆ logµ) /DLφ+
(
( /div χˆ)α + ( /div χˆ)α
)
/∇αφ
(T )K (pi,good)[φ] :=
(
1
4
(L tr/g χ(small)) +
1
4
(L tr/g χ(small))−
1
2
(Lω)
)
/DLφ
+
(
−1
4
(L tr/g χ(small))−
1
4
(L tr/g χ(small))−
1
2
(Lω)
)
/DLφ− ( /DLζα) /∇αφ
(T )K (φ)[φ] := ω /DL /DTφ+ ζ
αr−1 /DL(r /∇αφ)− ω /DL /DTφ− (ζα + 2 /∇α logµ)r−1 /DL(r /∇αφ)
+
(
χˆαβ + χˆαβ +
1
2
(
tr/g χ(small) + tr/g χ(small)
)
(/g
−1)αβ
)
r−1 /∇α(r /∇βφ)
(9.29)
and (T )K (low) is given schematically by
(T )K (low)[φ]σ1...σn = Γ ·
(
r−1
Γ
)
· ( /Dφ) +
 ωLµLν(ζµ + 2 /∇µ logµ)Lν
ζµLν
 [ /Dµ , /Dν ]φ (9.30)
Note that, importantly, the terms involving the curvature Ω in the above expression are not present
if φ is a scalar field.
Proposition 9.4.5 (Decomposition of the commutation current of the vector field rL). The commutation
current
(rL)K [φ] := /Dµ
(
(rL)J [φ]
)µ
− (rLω) /DLφ+
1
2
(
tr/g
(rL)pi
)
/˜gφ+ ω /D [L,rL]φ−
1
2
ω(tr (rL)pi) /DLφ (9.31)
can be decomposed as
(rL)K [φ] = (rL)K (large)[φ] +
(rL)K (pi,L)[φ] +
(rL)K (pi,L)[φ] +
(rL)K (pi,/Π)[φ] +
(rL)K (φ)[φ]
+ (rL)K (low)[φ]
(9.32)
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where the various terms are defined by
(rL)K (large)[φ] := /∆φ+ r
−1 /DL
(
r /DLφ
)
+ r−1 /DLφ
(rL)K (pi,L)[φ] :=
(
1
2
rL(tr/g χ(small))− r(Lω)
)
/DLφ
(rL)K (pi,L)[φ] :=
(
1
2
r(L tr/g χ(small))− r( /divζ)− r( /∆ logµ)− r(Lω)
)
/DLφ
(rL)K (pi,/Π)[φ] :=
(−r( /DLζα)− 2r( /∇αω) + 2r( /divχˆ)α) /∇αφ
(rL)K (φ)[φ] := (tr/g χ(small) − ω)r /∆φ+ 2rχˆµν /∇µ /∇νφ− 2(ζµ + /∇µ logµ) /DL(r /∇µφ)− ω /DL
(
r /DLφ
)
(9.33)
and where (rL)K (low) is given schematically by
(rL)K (low)[φ] = rω /˜gφ+ rΓ · Γ · ( /Dφ) +
 1rω
r tr/g χ(small)
( ω
tr/g χ(small)
)
/DLφ
+ r(ζµ + /∇µ logµ)Lν [ /Dµ , /Dν ]φ
(9.34)
Proposition 9.4.6 (Decomposition of the commutation current of the differential operator r /∇). Define
the commutation current
(r/Π)K [φ]/α := /Dµ
(
(r/Π)J [φ]
) µ
/α
− r( /∇/αω) /DLφ+ ω
(
/DL(r /Π
µ
/α )
)
/Dµφ− ω
(
r /∇/αLµ
)
/Dµφ
− 1
2
(
(r/Π)pi
β
/αβ
)
ω /DLφ+
1
2
(
(r/Π)pi
β
/αβ
)
/˜gφ
(9.35)
Then (r/Π)K [φ]/α can be decomposed as
(r/Π)K [φ]/α =
(r/Π)K (pi,L)[φ]/α +
(r/Π)K (pi,L)[φ]/α +
(r/Π)K (pi,/Π)[φ]/α +
(r/Π)K (pi,elliptic)[φ]/α
+ (r/Π)K (pi,good)[φ]/α +
(r/Π)K (φ)[φ]/α +
(r/Π)K (r /DL)[φ]/α +
(r/Π)K (low)[φ]/α
(9.36)
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where the various terms are defined by
(r/Π)K (pi,L)[φ]/α :=
(
1
4
r
(
/∇/α tr/g χ(small)
)
− r /∇/αω
)
/DLφ
(r/Π)K (pi,L)[φ]/α :=
(
1
4
r
(
/∇/α tr/g χ(small)
)
− r /∇/αω
)
/DLφ
(r/Π)K (pi,/Π)[φ]/α :=
(
1
2
r
(
/DLχ(small)
) β
/α
+
1
2
r
(
/DLχ(small)
) β
/α
)
/∇/βφ
(r/Π)K (pi,elliptic)[φ]/α :=
(
1
2
r( /div χˆ)/α
)
/DLφ+
(
1
2
r( /div χˆ)/α
)
/DLφ−
(
r /∇β /∇/α logµ
)
/∇βφ
(r/Π)K (φ)[φ]/α := (χ(small))
β
/α
/DL
(
r /∇βφ
)
+ (χ
(small)
)
β
/α
/DL
(
r /∇βφ
)− 2( /∇/α logµ) /∇β(r /∇βφ)
(r/Π)K (r /DL)[φ]/α := −( /∇/α logµ) /DL
(
r /DLφ
)
(9.37)
and the current (r/Π)K (low)[φ] is given schematically by
(r/Π)K (low)[φ] = rΓ ·
(
r−1
Γ
)
· /Dφ+
(
r(χ
small
)
µ
/α L
ν
r(χ)
µ
/α L
ν
)
· [ /Dµ , /Dν ]φ (9.38)
Note that, as before, the terms involving the curvature components do not appear in the case that φ
is a scalar field.
Remark 9.4.7 (Explanation of the various error terms). From the point of view of regularity, the most
dangerous error terms are those which involve top order derivatives of the connection coefficients,
i.e. the terms given in K(pi,L), K(pi,L), and K(pi,A). In particular, terms involving T (tr/g χ(small)) and
r /∇α(tr/g χ(small)) are the most difficult to control. Of these, the terms appearing in K(pi,L) require the
most delicate handling, since these are critical from the point of view of regularity and also require good
decay properties.
The terms given inK(pi,elliptic) can be estimated in terms of other quantities by using elliptic estimates,
while the terms appearing in K(pi,good) can be estimated straightforwardly using the transport equations
satisfied by the connection coefficients. The terms appearing in (T )K(low) are lower order and are easily
controlled.
The terms appearing in K(φ) are relatively easy to control, with the important exception of the term
ω /DL /DTφ in
(T )K(φ). This is “critical” from the point of view of decay, and also contains a bad derivative
of the field in question, namely /DTφ. It is this term which is responsible for the energy growth for higher
order energies in quasilinear equations, even if there are no semilinear terms.
The terms in (r/Π)K (pi,/Π)[φ]/α also require some special handling: to control these we must use the
transport equations satisfied by χ and χ and the structure of the curvature component RL/αL/β .
The term in (r/Π)K(r /DL) needs some special treatment: see the following remark.
Finally, we reiterate that all terms involving the curvature tensor Ω do not arise if φ is a scalar field.
This is important, since the components of this tensor are second order in the metric (and hence second
order in the fields), but since they do not arise for scalar fields they can never be above leading order.
Remark 9.4.8 (The error term (r/Π)K(r /DL)). The term in
(r/Π)K(r /DL) is the only term arising from
commuting with r /∇ and /DT which also requires us to commute with r /DL. In other words, if this term
did not arise here, then we could get away with commuting with the operators r /∇ and /DT alone; there
would be no need to commute with r /DL.
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One could ask the following question: is it possible to change our set-up so that this term does not
arise? For example, we could try changing the way the spheres S(τ,r) are defined, so that the operator
r /∇ has slightly different commutation properties with the wave operator. In fact, if we choose our
normalisation so that
g−1(dr, dr) = µ−1
instead of g−1(dr, dr) = µ−1, then this error term can be avoided. However, the conformal transformation
needed to enforce this condition will introduce new inhomogeneous terms of the form
/D
µ
(logµ) /Dµφ
These terms involve a term of the form
(Lh)LL( /DLφ)
which does not have the null structure. Even worse, there is a term of the form
(L logµ)( /DLφ)
which behaves like r( /DLφ). An error term of this form cannot be controlled. Note, however, that the
additional structure arising from the wave coordinate condition might allow us to control such a term,
provided that we can arrange, for example, that T logµ ∼ τ−1−δ. In other words, we need sufficient
decay in τ (and no growth in r) for this quantity.
9.5 Additional error terms in the commutators
In the expressions for the commutators with a vector field (in proposition 9.3.5) or with a tensor field (in
proposition 9.3.7) there are additional error terms which have not been considered in the section above.
These error terms involve the curvature of the vector bundle B, and they vanish if φ is a scalar field with
the exception of a single term which appears when commuting with r /∇.
Proposition 9.5.1 (Additional error terms from commuting with T ). Let φ be an Sτ,r-tangent tensor
field. Then the additional error terms when commuting with T are given schematically by
[ /Dµ , /Dν ]
(
T ν /D
µ
φ
)
+ ωLµT ν [ /Dµ , /Dν ]φ+ /D
µ (
T ν [ /Dµ , /Dν ]φ
)
=
(
r−1
(
/D(Z h)
)
(frame)
Γ(−1) · Γ(−1,small)
)
· /Dφ+

r−1
(
/˜g(Z h)
)
(frame)
r−1
(
/D(Z 2h)
)
(frame)
Γ(−1) · ( /DZ h)(frame)
Γ(−1) · (˜gh)(frame)
Γ(−1) ·Z χ(small)
r−1Γ(−1)Z 2 logµ
Γ(−1) · Γ(−1) · Γ(−1,small)

· φ (9.39)
where additional factors of r−1 may be present. Additionally, if φ is in fact a scalar field, then these
terms vanish identically.
Proof. We have
[ /Dµ , /Dν ]
(
T ν /D
µ
φ/α1.../αn
)
= T νΩ
/β
/α1 µν
/D
µ
φ/β/α2.../αn + . . .+ T
νΩ
/β
/αn µν
/D
µ
φ/α1.../αn−1/β
So, using proposition 7.0.8 we have, schematically,
[ /Dµ , /Dν ]
(
T ν /D
µ
φ
)
=
(
r−1
(
/D(Z h)
)
(frame)
+ Γ(−1) · Γ(−1,small)
)
· /Dφ
Similarly, we find that, schematically,
ωLµT ν [ /Dµ , /Dν ]φ =
(
r−1Γ(−1,small)
(
/D(Z h)
)
(frame)
+ Γ(−1) · Γ(−1) · Γ(−1,small)
)
· φ
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Finally, using proposition 7.0.9 we have
/D
µ (
T ν [ /Dµ , /Dν ]φ
)
=
(
r−1
(
/D(Z h)
)
(frame)
Γ(−1) · Γ(−1,small)
)
· /Dφ+

r−1
(
/˜g(Z h)
)
(frame)
r−1
(
/D(Z 2h)
)
(frame)
Γ(−1) · ( /DZ h)(frame)
Γ(−1) · (˜gh)(frame)
Γ(−1) ·Z χ(small)
r−1Z 2 logµ
Γ(−1) · Γ(−1) · Γ(−1,small)

· φ
where there may be additional factors of r−1.
Proposition 9.5.2 (Additional error terms from commuting with r /∇). Let φ be an Sτ,r-tangent tensor
field. Then the additional error terms when commuting with r /∇ are given schematically by
[ /Dµ , /Dν ]
(
r /Π
ν
/α
/D
µ
φ
)
+ rωLµ /Π
ν
/α [ /Dµ , /Dν ]φ+ /D
µ
(
r /Π
ν
/α [ /Dµ , /Dν ]φ
)
=
(
( /∇Z h)(frame)
rΓ(−1) · Γ(−1)
)
· ( /Dφ) +

r−1 /D(Z 2h)(frame)
/˜g(Z h)(frame)
Γ(−1) ·
(
/D(Z h)
)
(frame)
rΓ(−1) · (˜gh)(frame)
r−1Γ(−1) ·Z 2 logµ
Γ(−1) ·Z χ(small)
rΓ(−1) · Γ(−1) · Γ(−1)

· φ
(9.40)
where additional factors of r−1 may be present.
If φ is a scalar field, then the only nonzero terms are given schematically by
[ /Dµ , /Dν ](/Π
ν
/α D
µφ) = ( /∇Z h)(frame) · (Dφ) + rΓ(−1) · Γ(−1)(Dφ)
Proof. We have
[ /Dµ , /Dν ]
(
r /Π
ν
/α
/D
µ
φ/α1.../αn
)
= r /Π
ν
/β Ω
/β
/α µν
/D
µ
φ/α1.../αn + r /Π
ν
/α Ω
/β
/α1 µν
/D
µ
φ/β/α2.../αn + . . .
. . .+ r /Π
ν
/α Ω
/β
/αn µν
/D
µ
φ/α1.../αn−1/β
= rΩ
/β
/α µ/β
/D
µ
φ/α1.../αn + rΩ
/β
/α1 µ/α
/D
µ
φ/β/α2.../αn + . . .+ rΩ
/β
/αn µ/α
/D
µ
φ/α1.../αn−1/β
So, using proposition 7.0.8 we have, schematically,
[ /Dµ , /Dν ]
(
r /Π
ν
/α
/D
µ
φ/α1.../αn
)
= ( /∇Z h)(frame) · ( /Dφ) + rΓ(−1) · Γ(−1)( /Dφ)
Similarly, we have
rωLµ /Π
ν
/α [ /Dµ , /Dν ]φ = Γ(−1) · ( /∇Z h)(frame) · φ+ rΓ(−1) · Γ(−1) · Γ(−1) · φ
Finally, using proposition 7.0.9 we have
/D
µ
(
r /Π
ν
/α [ /Dµ , /Dν ]φ
)
=
(
( /∇Z h)(frame)
rΓ(−1) · Γ(−1)
)
· ( /Dφ) +

r−1 /D(Z 2h)(frame)
/˜g(Z h)(frame)
Γ(−1) ·
(
/D(Z h)
)
(frame)
rΓ(−1) · (˜gh)(frame)
r−1Γ(−1) ·Z 2 logµ
Γ(−1) ·Z χ(small)
rΓ(−1) · Γ(−1) · Γ(−1)

· φ
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where additional factors of r−1 might be present.
If φ is a scalar field, then the only nonzero terms in all of the above calculations are
rΩ
/β
/α µ/β
Dµφ
Proposition 9.5.3 (Additional error terms from commuting with rL). Let φ be an Sτ,r-tangent tensor
field. Then the additional error terms when commuting with rL are given schematically by
[ /Dµ , /Dν ]
(
rLν /D
µ
φ
)
+ ωLµrLν [ /Dµ , /Dν ]φ+ /D
µ (
rLν [ /Dµ , /Dν ]φ
)
=
( (
/D(Z h)
)
(frame)
rΓ(−1) · Γ(−1,small)
)
· /Dφ+

r−1
(
/DL
(
r /DLZ h
))
(frame)
Γ(−1) (L (rLh))(frame)
( /˜gZ h)(frame)
rΓ(−1)(˜gh)(frame)
r−1
(
/DZ 2h
)
(frame)
Γ(−1)
(
/DZ h
)
(frame)
Γ(−1)Z χ(small)
r−1Γ(−1)Z 2 logµ
rΓ(−1)Γ(−1)Γ(−1,small)

· φ (9.41)
Proof. We have
[ /Dµ , /Dν ]
(
rLν /D
µ
φ/α1.../αn
)
= rLνΩ
/β
/α1 µν
/D
µ
φ/β/α2.../αn + . . .+ rL
νΩ
/β
/αn µν
/D
µ
φ/α1.../αn−1/β
= −1
2
rΩ
/β
/α1 LL
/DLφ/β/α2.../αn + rΩ
/β /γ
/α1 L
/∇/γφ/β/α2.../αn + . . .
. . .− 1
2
rΩ
/β
/αn LL
/DLφ/α1.../αn−1/β + rΩ
/β /γ
/αn L
/∇/γφ/α1.../αn−1/β
So, using proposition 7.0.8 we have, schematically,
[ /Dµ , /Dν ]
(
rLν /D
µ
φ
)
=
((
/D(Z h)
)
(frame)
+ rΓ(−1) · Γ(−1,small)
)
· /Dφ
Similarly, we find that, schematically
rωLµLν [ /Dµ , /Dν ]φ = ω
((
/D(Z h)
)
(frame)
+ rΓ(−1) · Γ(−1,small)
)
· φ
Next, we consider
/D
µ (
rLν [ /Dµ , /Dν ]φ
)
We have
/D
µ
(
rLνΩ
/β
/α µν
)
=
1
2
/DL
(
rΩ
/β
/α LL
)
+ r /∇/γΩ /β
/α /γL
Schematically, this is
/DL
((
/D(Z h)
)
(frame)
+ rΓ(−1) · Γ(−1,small)
)
+ r /∇
(
r−1
(
/D(Z h)
)
(frame)
+ Γ(−1) · Γ(−1,small)
)
Recalling the definitions of Γ(−1) and Γ(−1,small) we have
r /∇Γ(−1) =

( /DZ h)(frame)
Z χ(small)
r−1Z 2 logµ
rΓ(−1) · Γ(−1,small)

and
r /∇ ( /D(Z h))
(frame)
=
(
/D(Z 2h)
)
(frame)
+ rΓ(−1)
(
/D(Z h)
)
(frame)
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Next, we note that
/DL
(
/D(Z h)
)
(frame)
=

(
/DL /DLZ h
)
(frame)(
/DL /∇Z h
)
(frame)(
/DL /DLZ h
)
(frame)
Γ(−1)
(
/D(Z h)
)
(frame)

=

(
/˜gZ h
)
(frame)
r−1
(
/DZ 2h
)
(frame)
r−1
(
/DL
(
r /DLZ h
))
(frame)
Γ(−1)
(
/D(Z h)
)
(frame)

and also
/DLΓ(−1) =

r−2
(L∂h)(frame)
/DLχ
r−1Γ(−1)

Now, using proposition 6.2.2 we have
/DLχ =

α
r−1ω
r−1χ(small)
ωχ(small)
χ(small)χ(small)

and we can estimate
α = r−1 (L(rLh))(frame) + r
−1
(
/DZ h
)
(frame)
+ Γ(−1)Γ(−1,small)
In summary, we have, schematically,
/D
µ
(
rLνΩ
/β
/α µν
)
=

r−1
(
/DL
(
r /DLZ h
))
(frame)
Γ(−1) (L (rLh))(frame)
( /˜gZ h)(frame)
rΓ(−1)(˜gh)(frame)
r−1
(
/DZ 2h
)
(frame)
Γ(−1)
(
/DZ h
)
(frame)
Γ(−1)Z χ(small)
r−1Γ(−1)Z 2 logµ
rΓ(−1)Γ(−1)Γ(−1,small)

9.6 Notation for commuted fields
Given a field φ we use the following notation for repeatedly commuted fields: we write Z Nφ to mean
Z Nφ := Z(1) . . .Z(N)φ (9.42)
where, for each n, Z(n) is either /DT or r /∇. Similarly, we write
Y Nφ := Y(1) . . .Y(N)φ (9.43)
where, for each n, Y(n) is either /DT , r /∇, or r /DL.
147
Note that the rank of these quantities depends on the number of times r /∇ appears in the commuting
operators, but if φ is a scalar field the maximum rank of Z Nφ or Y Nφ is N . We define
|Z Nφ| :=
∑
|Z(1) . . .Z(N)φ| (9.44)
where the sum is taken over all ordered sets of commutation operators (Z(1), . . . ,Z(N)), where for all
n ≤ N , we have Z(n) ∈ { /DT , r /∇}. Similarly, we can define /DZ Nφ and | /DZ Nφ| for the derivatives
of the commuted field φ, and finally we can define /DZ Nφ and | /DZ Nφ| for the good derivatives of the
commuted field. The same notation will be used for the set Y instead of the set Z , with the obvious
modification that we allow operators of the form r /DL to appear.
9.7 Commuted equations for geometric quantities
We will need to establish suitable equations which will allow us to estimate various geometric quantities
(such as the foliation density µ, the connection coefficients Γ etc.) after having commuted some number
of times with the operators Y ∈ { /DT , r /∇, r /DL}. These are presented in this section.
In the previous sections, we have only encountered the connection coefficients Γ or a low number of
derivatives of these. Since these quantities have only appeared with a small number of derivatives in the
previous expressions, they will mostly be estimated in L∞, in which case our previous division of the
connection coefficients into the sets Γ and Γ(good) was sufficient for our purposes. However, from this
point onwards we need a more detailed breakdown of the error terms.
Definition 9.7.1 (Detailed error terms). We define the following sets, which will be used schematically
from now on:
Γ˜(−1,large) :=
{
r−1 , r−1X(frame) , r−1xa
}
Γ˜(0,large) :=
{
1 , X(frame)
} ∪ Γ˜(−1,large)
Γ˜
(n)
(C(n),large)
:=
{
Y ≤nX(frame)
} ∪ Γ˜(0,large)
Γ˜
(n)
(−1− 32 δ)
:=
(DY
≤nh)(frame) , DY ≤nh(rect) , Y ≤n tr/g χ(small)
Y ≤nχˆ , r−1X¯(frame)

Γ˜
(n)
(−1) :=
{
(∂h)LL , ω , r
−1X(frame, small)
} ∪ Γ˜(n)(−1−2δ)
Γ˜
(n)
(−1+C(n)) :=

( /DY ≤nh)(frame) , /DY ≤nh(rect) , Y ≤n tr/g χ(small) , Y
≤nχˆ
Y ≤n−1 /∇ logµ , r−1Y ≤nX(frame, small)
 ∪ Γ˜(n)(−1)
Γ˜
(n)
(− 12+δ)
:=
{
(Y ≤nh)(frame) , Y ≤nh(rect)
} ∪ Γ˜(n)(−1+C(n))
Γ˜
(n)
(C(n))
:=
{
Y ≤n logµ
} ∪ Γ˜(n)
(− 12+δ)
∪
(
rΓ˜
(n)
(−1+C(n))
)
(9.45)
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Now, from these basic ingredients we build up the sets Γ
(n)
(a) by applying the following set of rules:
Γ˜
(n)
(a) ⊂ Γ(m)(b) if n ≤ m and a ≤ b
Γ˜
(n)
(a,large) ⊂ Γ(m)(b,large) if n ≤ m and a ≤ b
Γ˜
(n1)
(a) · Γ˜(n2)(b) ⊂ Γ(max{n1,n2})(a+b)
Γ˜
(n1)
(a) · Γ˜(n2)(b,large) ⊂ Γ(max{n1,n2})(a+b)
Γ˜
(n1)
(a,large) · Γ˜(n2)(b,large) ⊂ Γ(max{n1,n2})(a+b,large)
The idea is that the upper index indicates the number commutation operators appearing, while the
lower index indicates the expected behaviour as a function of r. So, for example, we would expect to
be able to estimate the quantities in Γ
(2)
−1−δ in terms of quantities involving two Y operators, and the
expected behaviour is Γ
(2)
−1−δ ∼ r−1−δ. Those quantities which are labelled “large” behave the same
way, except that these quantities are not expected to come with the small factor of .
Note that, since C(n)  C(n−1) we have, for example,
Γ
(n)
(C(n))
· Γ(n)(C(n)) ⊂ Γ
(n)
(C(n+1))
Note also that the reason for including the factor 32 in the definition of the term Γ
(n)
(−1− 32 δ)
so that we
have, for example,
Γ
(n)
(−1− 32 δ)
Γ
(n)
(C(n),large)
= Γ
(n)
(−1−δ)
In other words, we will not have to count factors of  when dealing with error terms of this form. However,
this will require us to eventually improve the rate of decay in the bootstrap bounds so that, for example,
(∂¯h)(rect) ∼ r−1− 32 δ.
We now need some preparatory calculations, which allow us to commute with the operators Z and
Y an arbitrary number of times.
Proposition 9.7.2. Let φ be an Sτ,r-tangent tensor field, and suppose that C(n)  C(n−1). Then we
have, schematically,
[Z n, /D ]φ =
∑
j+k≤n−1
Γ
(j+1)
(C(j+1))
/DZ kφ+
∑
j+k≤n−1
Γ
(j)
(C(j))
/DZ kφ+
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1))Z
kφ
and
[Z n, /D ]φ =
∑
j+k≤n−1
Γ
(j)
(−1+C(j)) /DZ
kφ+
∑
j+k≤n−1
Γ
(j+1)
(−δ) /DZ
kφ+
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1))Z
kφ
=
∑
j+k≤n−1
Γ
(j)
(−δ) /DZ
kφ+
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1))Z
kφ
Additionally, if φ is a scalar field, then we have
[Z n, /D ]φ =
∑
j+k≤n−1
Γ
(j+1)
(C(j+1))
/DZ kφ+
∑
j+k≤n−1
Γ
(j)
(C(j))
/DZ kφ+
∑
j+k≤n−1
Γ
(j)
(−1+C(j))Z
kφ
and
[Z n, /D ]φ =
∑
j+k≤n−1
Γ
(j+1)
(−δ) /DZ
kφ+
∑
j+k≤n−1
Γ
(j)
(−1+C(j))Z
kφ
Proof. Using propositions 9.2.1 and 9.2.3 as well as proposition 7.0.6 we have, schematically
Z /Dφ = /DZ φ+ Γ
(0)
(C(0))
/Dφ+ Γ
(1)
(C(1))
/Dφ+
 ΩLLrΩL/α
rΩL/α
 · φ
= /DZ φ+ Γ
(0)
(C(0))
/Dφ+ Γ
(1)
(C(1))
/Dφ+
 r−1( /DZ h)(frame)( /∇Z h)(frame)
rΓ(−1) · Γ(−1,small)
 · φ
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where, if φ is a scalar field, then the terms which are linear in φ (rather than its derivatives) are absent.
Note that, in the case that /D = /∇ we do not commute the derivatives, but instead view r /∇ as a
commutation operator Z . Hence we avoid picking up a factor of Γ
(0)
(−1,large). Making use of proposition
9.1.6 and the definitions above, we find that we can in fact write
Z /Dφ = /DZ φ+ Γ
(0)
(C(0))
/Dφ+ Γ
(1)
(C(1))
/Dφ+ Γ
(1)
(−1+C(1))φ
On the other hand, commuting with the “good” derivatives, we find
Z /Dφ = /DZ φ+ Γ
(0)
(−1+C(0)) /Dφ+ Γ
(1)
(−δ) /Dφ+
(
ΩLL
rΩL/α
)
· φ
= /DZ φ+ Γ
(0)
(−1+C(0)) /Dφ+ Γ
(1)
(−δ) /Dφ+

r−1( /DZ h)(frame)
( /∇Z h)(frame)
Γ(−1) · Γ(−1)
rΓ(−1) · (∂¯h)(frame)
 · φ
= /DZ φ+ Γ
(0)
(−1+C(0)) /Dφ+ Γ
(1)
(−δ) /Dφ+ Γ
(1)
(−1−δ) · φ
Now we suppose that, for all n ≤ N , we have
Z n /Dφ = /DZ nφ+
∑
j+k≤n−1
Γ
(j+1)
(C(j+1))
/DZ kφ+
∑
j+k≤n−1
Γ
(j)
(C(j))
/DZ kφ+
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1))Z
kφ
and
Z n /Dφ = /DZ nφ+
∑
j+k≤n−1
Γ
(j)
(−1+C(j)) /DZ
kφ+
∑
j+k≤n−1
Γ
(j+1)
(−δ) /DZ
kφ+
∑
j+k≤n−1
Γ
(j+1)
(−1−δ)Z
kφ
These equations evidently hold for N = 1, as shown above.
Note that this means that acting with an operator Z on a term of the form Γ
(n)
(−δ) or Γ
(n)
(C(n))
serves to
add one to the index n, at least for n ≤ N−1. This is either immediate from the definitions of these terms
(invlolving n commutation operators) or follows from commuting the commutation operators through /D
or /D . For example,
Z n /Dh(rect) = /DZ
nh(rect) +
∑
j+k≤n−1
Γ
(j+1)
(C(j+1))
/DZ kh(rect) +
∑
j+k≤n−1
Γ
(j)
(C(j))
/DZ kh(rect)
+
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1))Z
kh(rect)
= Γ
(n)
(−1+C(n)) +
∑
j+k≤n−1
Γ
(j+1)
(C(j+1))
Γ
(k)
(−1− 32 δ)
+
∑
j+k≤n−1
Γ
(j)
(C(j))
Γ
(k)
(−1+C(k))
+
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1))Γ
(k)
(− 12+δ)
= Γ
(n)
(−1+C(n))
where for the final line it is important to note that, for all j + k such that j + k ≤ n− 1, we have
C(n)  C(j) + C(k)
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Now, we can compute
Z N+1 /Dφ = Z
(
Z N /φ
)
= Z
(
/DZ Nφ+
∑
j+k≤N−1
Γ
(j+1)
(C(j+1))
/DZ kφ+
∑
j+k≤N−1
Γ
(j)
(C(j))
/DZ kφ
+
∑
j+k≤N−1
Γ
(j+1)
(−1+C(j+1))Z
kφ
)
= /DZ N+1φ+ Γ
(0)
(C(0))
/DZ Nφ+ Γ
(1)
(−1+C(1))Z
Nφ+
∑
j+k≤N−1
Γ
(j+2)
(C(j+2))
/DZ kφ
+
∑
j+k≤N−1
Γ
(j+1)
(C(j+1))
/DZ k+1φ+
∑
j+k≤N−1
Γ
(j+1)
(C(j+1))
/DZ kφ
+
∑
j+k≤N−1
Γ
(j)
(C(j))
(
/DZ k+1φ+ Γ
(0)
(C(0))
/DZ kφ+ Γ
(1)
(C(1))
Z kφ
)
+
∑
j+k≤N−1
(
Γ
(j+2)
(−1+C(j+2))Z
kφ+ Γ
(j+1)
(−1+C(j+1))Z
k+1φ
)
= /DZ N+1φ+
∑
j+k≤N
Γ
(j)
(C(j))
/DZ kφ+
∑
j+k≤N
Γ
(j+1)
(−1+C(j+1))Z
kφ
where in the last line we have used Γ
(j)
(C(j))
Γ
(0)
(C(0))
= Γ
(j+1)
(C(j))
, and other similar equations, which all
follow from the fact that C(j) is sufficiently large compared with C(j−1).
Hence, the claim holds also for all n ≤ N + 1, and so, by induction, it holds for all n.
The proof for the case of good derivatives follows from an almost identical calculation.
Proposition 9.7.3. Let φ be an Sτ,r-tangent tensor field, and suppose that C(n)  C(n−1). Then we
have, schematically,
[Y n, /D ]φ =
∑
j+k≤n−1
(
1 + Γ
(j+1)
(C(j+1))
)
/DY kφ+
∑
j+k≤n−1
Γ
(j)
(C(j))
/DY kφ+
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1))Y
kφ
(9.46)
On the other hand, if we commute with a “good” derivative then we have
[Y n, /D ]φ =
∑
j+k≤n−1
Γ
(j)
(−1+C(j)) /DY
kφ+
∑
j+k≤n−1
(
1 + Γ
(j+1)
(−δ)
)
/DY kφ+
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1))Y
kφ
=
∑
j+k≤n−1
Γ
(j)
(−δ) /DY
kφ+
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1))Y
kφ
Proof. Using proposition 9.2.2 we have, schematically,
[r /DL, /D ]φ = /DLφ+ Γ
(1)
(C(1))
/Dφ+ Γ
(0)
(0)
/Dφ+
(
rΩLL
r/ΩL
)
φ
and so, making use of the proposition above, we have
[Y , /D ]φ = /DLφ+ Γ
(1)
(C(1))
/Dφ+ Γ
(C(0))
(0)
/Dφ+
(
rΩLL
r/ΩL
)
φ
Relative to the proposition above, the only difference is the appearence of the term /DLφ (with the “large”
coefficient) and so this proposition follows straightforwardly. The same is true when we commute with
good derivatives.
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Proposition 9.7.4. Let φ be any Sτ,r-tangent tensor field. Then we have
Z n /DLφ = /DLZ
nφ+ Γ
(0)
(−1)Z
nφ+
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1)) /DZ
kφ+
∑
j+k≤n−1
Γ
(j+1)
(−1−δ)Z
kφ
Proof. Using propositions 9.2.1 and 9.2.3 we find that, schematically, for any Sτ,r-tangent tensor field φ,
[ /DL , /DT ]φ = ω /DTφ+ Γ
(1)
(−1+C(1)) /Dφ+ ΩLL · φ
= Γ
(0)
(−1) · /DTφ+ Γ(1)(−1+C(1)) /Dφ+ Γ
(1)
(−2+C(1)) · φ
[ /DL , r /∇]φ = χ(small) · r /∇φ+ rΩL/α · φ
= Γ
(0)
(−1−δ) · (r /∇φ) + Γ(1)(−1−δ) · φ
where we have also made use of the structure of the structure of the tensor Ω given in proposition 7.0.6.
So, putting these together, we can write
[ /DL ,Z ]φ = Γ
(0)
(−1)Z φ+ Γ
(1)
(−1+C(1)) /Dφ+ Γ
(1)
(−1−δ)φ
Now, suppose that, for all n ≤ N we have
Z n /DLφ = /DLZ
nφ+ Γ
(0)
(−1)Z
nφ+
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1)) /DZ
kφ+
∑
j+k≤n−1
Γ
(j+1)
(−1−δ)Z
kφ
Clearly this holds for N = 1, by the previous calculation.
Now, we can compute
Z N+1 /DLφ = Z /DLZ
Nφ+ Γ
(1)
(−1+C(1))Z
Nφ+ Γ
(0)
(−1)Z
N+1φ+
∑
j+k≤N−1
Γ
(j+2)
(−1+C(j+2)) /DZ
kφ
+
∑
j+k≤N−1
Γ
(j+1)
(−1+C(j+1))Z /DZ
kφ+
∑
j+k≤N
Γ
(j+1)
(−1−δ)Z
kφ
= /DLZ
N+1φ+ Γ
(0)
(−1)Z
N+1φ+ Γ
(1)
(−1+C(1)) /DZ
Nφ+ Γ
(1)
(−1−δ)Z
Nφ
+
∑
j+k≤N
Γ
(j+1)
(−1+C(j+1)) /DZ
kφ+
∑
j+k≤N
Γ
(j+1)
(−1−δ)Z
kφ
+
∑
j+k≤N−1
Γ
(j+1)
(−1+C(j+1))
 /DZ k+1φ+ ∑
l+m≤k−1
Γ
(l)
(−δ) /DZ
mφ+
∑
l+m≤k−1
Γ
(l+1)
(−1+C(l+1))Z
mφ

Now, we can write
/DZ mφ = /DLZ
mφ+ r−1Z m+1φ
and so, in the end, we find
Z N+1 /DLφ = /DLZ
N+1φ+ Γ
(0)
(−1)Z
N+1φ+
∑
j+k≤N
Γ
(j)
(−1+C(j)) /DZ
kφ+
∑
j+k≤N
Γ
(j+1)
(−1−δ)Z
kφ
so the proposition holds also for n = N + 1, and so it holds for all n.
Proposition 9.7.5. Let φ be any Sτ,r-tangent tensor field. Then we have
Y n /DLφ =
∑
j≤n
/DLY
jφ+
∑
j≤n
Γ
(0)
(−1)Y
jφ+
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1)) /DY
kφ+
∑
j+k≤n−1
Γ
(j+1)
(−1−δ)Y
kφ
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Proof. Using proposition 9.2.2 we find that
r /DL /DLφ = /DL(r /DLφ)− /DLφ
Combining this with the calculations in the previous proposition, we find that
[ /DL ,Y ]φ = /DLφ+ Γ
(0)
(−1)Y φ+ Γ
(1)
(−1+C(1)) /Dφ+ Γ
(1)
(−1−δ)φ
Now, we suppose that, for all n ≤ N , schematically we have
Y n /DLφ =
∑
j≤n
/DLY
jφ+ Γ
(0)
(−1)Y
nφ+
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1)) /DY
kφ+
∑
j+k≤n−1
Γ
(j+1)
(−1−δ)Y
kφ
Applying one more operator Y we have
Y N+1 /DLφ =
∑
j≤N
Y /DLY
jφ+ Γ
(1)
(−1+C(1))Y
Nφ+ Γ
(0)
(−1)Y
N+1φ+
∑
j+k≤N−1
Γ
(j+2)
(−1+C(j+2)) /DY
kφ
+
∑
j+k≤N−1
Γ
(j+1)
(−1+C(j+1))Y /DY
kφ+
∑
j+k≤N−1
Γ
(j+2)
(−1−δ)Y
kφ+
∑
j+k≤n−1
Γ
(j+1)
(−1−δ)Y
k+1φ
=
∑
j≤N
(
/DLY
j+1φ+ Γ
(0)
(−1)Y
j+1φ+ Γ
(1)
(−1+C(1)) /DY
jφ+ Γ
(1)
(−1−δ)Y
jφ
)
+ Γ
(1)
(−1+C(1))Y
nφ
+ Γ
(1)
(−1)Y
N+1φ+
∑
j+k≤N−1
Γ
(j+1)
(−1+C(j+1)) /DY
kφ+
∑
j+k≤N−1
Γ
(j)
(−1+C(j)) /DY
k+1φ
+
∑
j+k≤N−1
Γ
(j+2)
(−1+C(j)) /DY
k+1φ
where we have made use of the previous propositions to commute Y and /D , and to commute Y and /D .
Collecting terms shows that, schematically
Y N+1 /DLφ =
∑
j≤N+1
/DLY
jφ+ Γ
(0)
(−1)Y
N+1φ+
∑
j+k≤N
Γ
(j+1)
(−1+C(j+1)) /DY
kφ+
∑
j+k≤N
Γ
(j+1)
(−1−δ)Y
kφ
Proposition 9.7.6 (An alternative expression for [Y n, /DL]φ). Let φ be any Sτ,r-tangent tensor field.
Suppose that the operator /DT appears k times in the expansion of Y
n. Then we have
[ /DL,Y
n]φ− kωY nφ =
∑
j+k≤n−1
Γ
(j+1)
(−1−δ)Y
k+1φ+
∑
j+k≤n−1
k≤n−2
Γ
(j)
(−1+C(j))Y
k+1φ
Proof. This follows from the previous proposition, together with the fact that /D ∼ r−1Y .
We will also occasionally need to commute the operators Y and Z . Clearly, the commutator [Y ,Z ]
can be expressed in terms of the operators Z unless Y = r /DL. Thus, we only need to consider [r /DL,Z ].
Proposition 9.7.7 (Commuting Z with (r /DL)). . For any Sτ,r-tangent tensor field φ, we have,
schematically
[Z , r /DL]φ = Γ
(0)
(0)
/DTφ+
(
Γ
(1)
(−1+C(1)) + r(χ(small))
)
Z φ+
(
rΩLL + r
2 /ΩL
)
φ (9.47)
Proof. We consider the two cases Z = /DT and Z = r /∇. First, we have
[ /DT , r /DL]φ =
1
2
rω /DLφ+
1
2
rω /DLφ+ r(ζ
α + /∇α logµ) /∇αφ−
1
2
rΩLL · φ
= Γ
(0)
(0)
/DTφ+ Γ
(1)
(−1+C(1))Z φ+ rΩLL · φ
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and
[r /∇, r /DL]φ = r2(χ(small)) · /∇φ+ r2 /ΩL · φ
= r(χ(small)) ·Z φ+ r2 /ΩL · φ
so, putting these together we have
[Z , r /DL]φ = Γ
(1)
(0)Z φ+ Γ
(1)
(−δ)φ
Now, suppose that for all n ≤ N we have
[Z , (r /DL)
n]φ =
∑
j+k≤n−1
Γ
(j+1)
(C(j+1))
Y k+1φ
This clearly holds in the case N = 1, by the calculation above. Then we have
[Z , (r /DL)
N+1]φ = [Z , (r /DL)
N ](r /DLφ) + (r /DL)
N [Z , r /DL]φ
=
∑
j+k≤N−1
Γ
(j+1)
(C(j+1))
Y k+1(r /DLφ) + (r /DL)
N
(
Γ
(1)
(0)Z φ+ Γ
(1)
(−δ)φ
)
=
∑
j+k≤N−1
Γ
(j+1)
(C(j+1))
Y k+2φ+
∑
j+k≤N
Γ
(j+1)
(C(j+1))
Y k+1φ+
∑
j+k≤N
Γ
(j+1)
(−δ) Y
kφ
=
∑
j+k≤N
Γ
(j+1)
(C(j+1))
Y k+1φ
proving the inductive step.
Proposition 9.7.8 (Transport equations for commuted rectangular components of the frame fields).
After applying the operators Y n times, the rectangular components of the frame fields satisfy transport
equations of the form
/DLY
nX(frame) = Γ
(0)
(−1)Y
nX(frame) + Γ
(0)
(0,large)( /DY
nh)(frame) + Γ
(0)
(−2,large)(rY
nX¯(frame))
+ Γ
(n−1)
(−1+C(n−1))
/DL
(
rY nX¯(frame)
)
= Γ
(0)
(−1)Y
n(rX¯(frame)) + Γ
(n)
(−1+C(n))Γ
(0)
(− 32 δ)
+ rΓ
(0)
(0,large)( /DY
nh)(frame) + rΓ
(n−1)
(−1−δ)
Proof. From proposition 4.5.1 we have
/DLX(frame) = (∂¯h(rect))X
3
(frame) + r
−2X2(frame)(rX¯(frame)) + r
−3X(frame)(rX¯(frame))2
L(rX¯(frame)) = (∂¯h(rect))X
2
(frame)(rX¯(frame)) + r(∂¯h(rect))X
3
(frame) + r
−2X(frame)(rX¯(frame))2
which we can write schematically as
/DLX(frame) = Γ
(0)
(−1−δ)X(frame)
L(rX¯(frame)) = Γ
(0)
(−1−δ)(rX¯(frame)) + r(∂¯h(rect))X
3
(frame)
Applying the operator Y n to the first of these equations and using proposition 9.7.5, we find
/DLY
nX(frame) = [ /DL,Y
n]X(frame) +
∑
j+k≤n
Γ
(j)
(−1−δ)Y
kX(frame)
=
∑
j≤n
Γ
(0)
(−1)Y
jX(frame) +
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1)) /DY
kX(frame)
+
∑
j+k≤n
Γ
(j)
(−1−δ)Y
kX(frame)
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We can further decompose
/DY kX(frame) = r
−1Y k+1X(frame)
where we have used the fact that /Dφ = r−1Y φ. Hence we have
/DLY
nX(frame) =
∑
j≤n
Γ
(0)
(−1)Y
nX(frame) +
∑
j+k≤n−1
Γ
(j+1)
(−2+C(j+1))Y
k+1X(frame)
+
∑
j+k≤n
Γ
(j)
(−1−δ)Y
kX(frame)
so we conclude that
/DLY
nX(frame) = Γ
(0)
(−1)Y
nX(frame) + Γ
(n)
(−1−δ) + Γ
(n−1)
(−1+C(n−1))
If we pay attention to the highest order terms, then we actually find that
/DLY
nX(frame) = Γ
(0)
(−1)Y
nX(frame) + Γ
(0)
(0,large)( /DY
nh)(frame) + Γ
(0)
(−2,large)(rY
nX¯(frame)) + Γ
(n−1)
(−1+C(n−1))
Similarly, applying the operator Y n to the equation for L(rX¯(frame)), we have
/DL
(
rY nX¯(frame)
)
= [ /DL,Y
n]
(
rX¯(frame)
)
+
∑
j+k≤n
Γ
(j)
(−1−δ)
(
rY kX¯(frame)
)
+ r( /DY nh)(frame)X(frame)
+ rΓ
(0)
(−1−δ)(Y
nX(frame)) + rΓ
(n−1)
(−1−δ)
=
∑
j≤n
Γ
(0)
(−1)Y
j(rX¯(frame)) +
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1))
(
/D
(
rY kX¯(frame)
))
+
∑
j+k≤n−1
Γ
(j+1)
(−1−δ)(rY
kX¯(frame)) +
∑
j+k≤n
Γ
(j)
(−1−δ)
(
rY kX¯(frame)
)
+ r( /DY nh)(frame)X(frame) + rΓ
(n−1)
(−1−δ)
Again, we can substitute the good derivatives for r−1Y to find
/DL
(
rY nX¯(frame)
)
= Γ
(0)
(−1)Y
n(rX¯(frame)) + Γ
(n)
(−1+C(n))Γ
(0)
(− 32 δ)
+ rΓ
(0)
(0,large)( /DY
nh)(frame) + rΓ
(n−1)
(−1−δ)
Proposition 9.7.9 (Transport equations for Y nX(frame, small)). After commuting with the operators Z
n times, the “small” null frame components X(frame, small) satisfy equations of the form
/DLZ
nX(frame, small) = Γ
0
(−1)Z
nX(frame) + Γ
(n)
(−1− 12 δ)
+ Γ
(n−1)
(−1+C(n−1)) (9.48)
Proof. We have
L0(small) = L
0 − 1
Li(small) = L
i − x
i
r
L0(small) = L
0 − 1
Li(small) = L
i +
xi
r
So the evolution equations for L0(small) and L
0
(small) obey identical transport equations to those for L
0
and L0. On the other hand, we have
Y
(
xi
r
)
=
(
r−1
1
)
Xi(frame)
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so that, schematically,
/DL(Z
nX(frame, small)) = /DL
(
Z nX(frame) +Z
n−1X(frame)
)
Hence these quantities, too, obey transport equations which are schematically of the same form as those
for Z nX(frame).
Proposition 9.7.10 (Transport equation for Y nµ). The commuted versions of the foliation density µ
satisfy transport equations of the form
/DL (Y
n logµ) = Γ
(0)
(−1)Y
n logµ+
∑
j+k≤n−1
Γ
(j+1)
(−1−δ)(Y
k logµ) + Γ
(0)
(−1,large)
(
Y nX¯(frame)
)
+ ( /DY nh)(frame) + Γ
(0)
(−1−δ)(Y
nX(frame)) + Γ
(n−1)
(−1+3C(n−1))
(9.49)
Proof. Recall proposition 3.0.1, which we can write schematically as
L logµ = r−2xiLi(small) + r
−1Li(small)L
i
(small) + (∂h)LL + (∂¯h)(frame)
= r−2xiX¯(frame) + r−1(X¯(frame))2 + (∂h)LL + (∂¯h)(frame)
Commuting with Y n, we find
/DL (Y
n logµ) = [ /DL,Y
n] logµ+ Γ
(0)
(−1)
(
r−1Y nX¯(frame)
)
+
∑
j+k≤n−1
Γ
(j)
(−1+C(j),large)(Y
k+1X¯(frame))
+ r−3
∑
j+k≤n−1
Y j(rX¯(frame))Y
k(rX¯(frame)) + ( /DY
nh)(frame)
+ Γ
(0)
(−1−δ)(Y
nX(frame)) + Γ
(n−1)
(−1+C(n−1)) +
∑
j+k≤n
(
[ /D ,Y j ]h(rect)
) (
Y kX(frame)
)2
= Γ
(0)
(−1)Y
n logµ+
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1))Y
k+1 logµ+ Γ
(0)
(−1,large)
(
Z nX¯(frame)
)
+
∑
j+k≤n−1
Γ
(j)
(C(j),large)
(r−1Y k+1X¯(frame)) + r−3
∑
j+k≤n−1
Y j(rX¯(frame))Y
k(rX¯(frame))
+ ( /DY nh)(frame) + Γ
(0)
(−1−δ)(Y
nX(frame)) + Γ
(n−1)
(−1+C(n−1))
+
∑
j+k≤n
(
Γ
(j)
(C(j))
Γ
(0)
(−1−δ) + Γ
(j−1)
(−1+2C(j−1))
)
Γ
(k)
(C(k))
= Γ
(0)
(−1)Y
n logµ+
∑
j+k≤n−1
Γ
(j+1)
(−1−δ)(Y
k logµ) + Γ
(0)
(−1,large)
(
Y nX¯(frame)
)
+ ( /DY nh)(frame) + Γ
(0)
(−1−δ)(Y
nX(frame)) + Γ
(n−1)
(−1+3C(n−1))
Remark 9.7.11. The expression given in the proposition above “loses” a derivative in a certain sense:
the foliation density µ is expected to behave like a metric components h, since its derivative ω is a
connection coefficient. However, by integrating the expression for /DL (Z
n logµ) above, we see that we
can estimate Z n logµ on the level of ( /DZ nh). In other words, logµ can be estimated in terms of the
first derivatives of the metric, rather than the metric itself, and for this reason we say that this expression
loses derivatives.
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Proposition 9.7.12 (An expression for Y nω). We have, schematically,
Y nω =
(
r−1Γ(0)(0,large) + Γ
(0)
(−1+C(0))
) (
Z nX¯(frame)
)
+ Γ
(0)
(−1−δ)
(
Z nX(frame)
)
+ ( /DZ nh)LL
+ ( /DZ nh)(frame) + Γ
(n)
(C(n))
Γ
(0)
(−1−δ) + Γ
(n−1)
(−1+3C(n−1))
(9.50)
Proof. Recall definition 4.1.1, which gives ω = L logµ. Combining this with proposition 3.0.1 we have,
schematically,
ω = r−2xiX¯(frame) + r−1X¯2(frame) + (∂h)LL + (∂¯h)(frame)
Now, applying the operator Y n we have
Y nω = Γ
(0)
(0,large)
(
r−1Y nX¯(frame)
)
+
∑
j+k≤n−1
Γ
(j)
(C(j),large)
Γ
(k)
(−1−δ)
+ r−3
∑
j+k≤n
Y j
(
rX¯(frame)
)
Y k
(
rX¯(frame)
)
+ Γ
(0)
(−1+C(0))(Y
kLa) + Γ
(0)
(−1−δ)(Y
kX(frame))
+
∑
j+k≤n
k≤n−1
(
( /DY jh(rect)) + [ /D ,Y
j ]h(rect))
)
(Y kX(frame))
2
Now we note that, schematically,
[Y n, /D ]h(rect) = Γ
(n)
(C(n))
Γ
(0)
(−1−δ) + Γ
(n−1)
(−1+2C(n−1))
Additionally, we note that
L0 = 1 + L0(small)
Li =
xi
r
+ Li(small)
and so, schematically,
Y nLa = Y nX¯(frame) + Y
n−1X(frame)
and so finally
Y nω =
(
r−1Γ(0)(0,large) + Γ
(0)
(−1+C(0))
) (
Z nX¯(frame)
)
+ Γ
(0)
(−1−δ)
(
Z nX(frame)
)
+ ( /DZ nh)LL
+ ( /DZ nh)(frame) + Γ
(n)
(C(n))
Γ
(0)
(−1−δ) + Γ
(n−1)
(−1+3C(n−1))
Proposition 9.7.13 (An expression for Y nζ). The derivatives of the connection coefficient ζ satisfy an
equation of the following schematic form:
Y nζ = ( /DY nh)(frame) + Γ
(0)
(−1+C(0))(Y
nX(frame)) + r
−1Γ(0)(0,large)(Y
nX¯(frame)) + Γ
(n)
(C(n))
Γ
(0)
(−1−δ)
+ Γ
(n−1)
(−1+2C(n−1))
(9.51)
Proof. Recall proposition 4.4.1, which we can write schematically as
ζ = (∂h)(frame) + r
−1X(frame)X¯(frame)
where we have made use of the fact that
Li
/∇µxi
r
= r−1Li(small) /Π
i
µ
157
which in turn follows from the fact that /∇r2 = /∇(xixi) = 0.
Applying an operator Y n times we find
Z nζ =
∑
j+k+l≤n
(
( /DY jh(rect)) + [ /D ,Y
j ]h(rect)
)
(Y kX(frame))(Z
lX(frame))
+ r−1
∑
j+k≤n
(Y jX(frame))(Y
kX¯(frame))
= ( /DY nh)(frame) + Γ
(0)
(−1+C(0))(Y
nX(frame)) + r
−1Γ(0)(0,large)(Z
nX¯(frame)) + Γ
(n)
(C(n))
Γ
(0)
(−1−δ)
+ Γ
(n−1)
(−1+2C(n−1))
Proposition 9.7.14 (A transport equation for Y n tr/g χ for a low number of derivatives). The commuted
trace of the renormalised second fundamental form Z n tr/g χ(small) satisfies a transport equation along
the integral curves of L which can be given schematically by the following system:
Y nX(low) = Y n tr/g χ(small) + ( /DY nh)(frame) + Γ(0)(−1−δ)(Z nX(frame)) + Γ(n)(−δ)Γ(0)(−1+C(0))
+ Γ
(0)
(−δ)Γ
(n)
(−1+C(n)) + Γ
(n−1)
(−1−δ)
/DL
(
r2Y nX(low)
)
= Γ
(0)
(−1)
(
r2Z nX(low)
)
+ r( /DY n+1h)(frame) + r( /DY
nh(rect))Γ
(1)
(C(1),large)
+ Γ
(0)
(1−δ)( /DY
nh)(frame) + Γ
(1)
(−δ)(Y
nX(frame)) + Γ
(0)
(− 12+δ)
Γ
(n)
(C(n))
+ r2Γ
(0)
(−1−δ)Γ
(n)
(−1−δ) + Γ
(n−1)
(−δ)
(9.52)
Proof. Recall proposition 6.2.3, which we can write schematically as the following system:
X(low) = tr/g χ(small) + (∂¯h)(frame)
L
(
r2X(low)
)
= r−2(r2X(low))2 + r( /DZ h)(frame) + r2(χˆ)2 + r2(∂¯h)(frame)(∂h)(frame)
+ r2Γ(∂¯h)(frame) + rX(frame)X¯(frame)(∂¯h)(frame)
= r−2(r2X(low))2 + r( /DZ h)(frame) + r2(∂h)(frame)(∂¯h)(frame) + r2Γ(0)(−1−δ)Γ(0)(−1−δ)
where are making use of the expression in terms of X(low) rather than X(high).
If we commute n times with a commutation operator Y , and make use of the fact that
[Y n , /D ]h(rect) = Γ
(n)
(−1+C(n))Γ
(0)
(− 12+δ)
+ Γ
(n−1)
(−1−δ)
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(which follows from proposition 9.7.3), then we obtain the following system:
Y nX(low) = Y n tr/g χ(small) + ( /DY nh)(frame) + Γ(0)(−1−δ)(Z nX(frame))
+ Γ
(0)
(− 12+δ)
Γ
(n)
(−1+C(n)) + Γ
(n−1)
(−1−δ)
/DL
(
r2Y nX(low)
)
= [ /DL,Y
n]r2X(low) + r−2
∑
j+k≤n
(
Y jr2X(low)
) (
Y kr2X(low)
)
+ r
∑
j+≤n
(
( /DY j+1h(rect)) + [ /D ,Y
j ]Z h(rect))
)
Γ
(k)
(C(k),large)
+ r
∑
j+k+`≤n
(
( /DY j+1h(rect)) + [ /D ,Y
j ]Z h(rect))
)
× (( /DY k+1h(rect)) + [ /D ,Y k]Z h(rect)))Γ(`)(2C(`),large)
+ r2
∑
j+k≤n
Γ
(j)
(−1−δ)Γ
(k)
(−1−δ)
=
∑
j≤n
Γ
(0)
(−1)
(
r2Y jX(low)
)
+
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1))
(
/D(r2Y kX(low))
)
+ r2
∑
j+k≤n−1
Γ
(j+1)
(−1−δ)Y
kX(low) + Γ(0)(−1−δ)
(
r2Y nX(low)
)
+ r( /DY n+1h)(frame)
+ r( /DY nh(rect))Γ
(1)
(C(1),large)
+ Γ
(0)
(1−δ)( /DY
nh)(frame) + Γ
(1)
(−δ)(Y
nX(frame))
+ Γ
(0)
(− 12+δ)
Γ
(n)
(C(n))
+ r2Γ
(n)
(−1−δ)Γ
(0)
(−1−δ) + Γ
(n−1)
(−δ)
= Γ
(0)
(−1)
(
r2Z nX(low)
)
+ r( /DY n+1h)(frame) + r( /DY
nh(rect))Γ
(1)
(C(1),large)
+ Γ
(0)
(1−δ)( /DY
nh)(frame) + Γ
(1)
(−δ)(Y
nX(frame)) + Γ
(0)
(− 12+δ)
Γ
(n)
(C(n))
+ r2Γ
(n)
(−1−δ)Γ
(0)
(−1−δ) + Γ
(n−1)
(−δ)
The proposition above also has the undesirable feature that is loses a derivative. That is, we can use
it to estimate Z n tr/g χ(small) in terms of ( /DZ
n+1h)(frame), together with other, lower order quantities.
This is not a problem when we are engaged in proving pointwise bounds, where some loss of derivatives
is unavoidable in any case, occurring, for example, in the Sobolev inequalities.
However, the loss of derivatives will lead to problems when we are required to estimate Z n tr/g χ(small)
in L2. Since tr/g χ(small) is one of the connection coefficients, we can hope to estimate it on the same
level as the derivatives of the metric; i.e. we could hope to be able to estimate Z n tr/g χ(small) in terms
of ( /DZ nh)(frame). It turns out that we require such a bound in order to close our estimates, however, it
cannot be obtained by using the previous expression. Instead, we must use the following proposition.
Proposition 9.7.15 (A transport equation for Y n tr/g χ for a high number of derivatives). Suppose that
the rectangular components of the metric satisfy
˜ghab = Fab
Then the quantity Y n tr/g χ(small) obeys a transport equation along the integral curves of L which can be
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written in the following form:
Y nX(high) = Y n tr/g χ(small) + ( /DY nh)LL + ( /DY nh)(frame) + Γ(0)(−1+C(0))(Y
nX¯(frame))
+ Γ
(0)
(−1−δ)(Y
nX(frame)) + Γ
(n−1)
(−1+2C(n−1))
/DL
(
r2Y nX(high)
)
= Γ
(0)
(−1)
(
r2Y nX(high)
)
+ r2(Y nF )LL + r
2(F )(frame)(Y
nX¯(frame))
+ r2
∑
j+k≤n
j,k≤n−1
Γ
(j)
(C(j),large)
(Y kF )(frame) + r(Y
nω) + r2Γ
(0)
(−1−δ)( /DY
nh)(frame)
+ r2Γ
(0)
(−1+C(0))( /DY
nh)(frame) + Γ
(0)
(− 12+δ)
Γ
(n)
(C(n))
+ r2Γ
(n)
(−1−δ)Γ
(0)
(−1−δ)
+ r2
∑
j+k≤n
j,k≤n−1
Γ
(j)
(−1+C(j))Γ
(k)
(−1+C(k))
Proof. Using the second expression given in proposition 6.2.3 we have the following system for tr/g χ(small),
given schematically:
X(high) = tr/g χ(small) + (∂h)LL + (∂¯h)(frame)
L
(
r2X(high)
)
= r2(˜gh)LL + ω
(
r2X(high)
)
+ rω + r−2
(
r2X(high)
)2
+ r2(χˆ)2 + r2(∂¯h)(frame)(∂h)(frame)
+ r2
(
Γ + r−1X¯2(frame) + r
−1X(frame)X¯(frame)
)
(∂¯h)(frame)
= r2FLL + Γ
(0)
(−1)
(
r2X(high)
)
+ rω + r−2
(
r2X(high)
)2
+ r2(∂h)(frame) · (∂¯h)(frame)
+ r2Γ
(0)
(−1−δ) · Γ(0)(−1−δ)
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Now commuting n times with an operator Y , we obtain a system of the form
Y nX(high) = Y n tr/g χ(small) + ( /DY nh)LL + ( /DY nh)(frame) + Γ(0)(−1+C(0))(Y
nX¯(frame))
+ Γ
(0)
(−1−δ)(Y
nX(frame)) + Γ
(n−1)
(−1+2C(n−1))
/DL
(
r2Y nX(high)
)
= [ /DL,Y
n]r2X(high) + r2(Y nF )LL + r2(F )(frame)(Y nX¯(frame))
+ r2
∑
j+k+l≤n
j,k,l≤n−1
(Y jF(rect))(Y
kX(frame))(Y
lX(frame)) + r
∑
j≤n
(Y jω)
+ Γ
(0)
(−1)r
2(Y nX(high)) + r2Γ(0)(−1−δ)( /DY nh)(frame) + r2Γ(0)(−1+C(0))( /DY
nh)(frame)
+ r2Γ
(n)
(−1−δ)Γ
(0)
(−1−δ) + r
2
∑
j+k≤n
j≤n−1
k≤n−1
Γ
(j)
(−1+C(j))Γ
(k)
(−1+C(k))
= Γ
(0)
(−1)
(
r2Y nX(high)
)
+ r2(Y nF )LL + r
2(F )(frame)(Y
nX¯(frame))
+ r2
∑
j+k≤n
j,k≤n−1
Γ
(j)
(C(j),large)
(Y kF )(frame) + r(Y
nω) + r2Γ
(0)
(−1−δ)( /DY
nh)(frame)
+ Γ
(0)
(− 12+δ)
Γ
(n)
(C(n))
+ r2Γ
(0)
(−1+C(0))( /DY
nh)(frame) + r
2Γ
(n)
(−1−δ)Γ
(0)
(−1−δ)
+ r2
∑
j+k≤n
j,k≤n−1
Γ
(j)
(−1+C(j))Γ
(k)
(−1+C(k))
where we have again made the substitution /D = r−1Y .
Proposition 9.7.16 (A transport equation for the commuted tensor field χˆ). After applying n of the
operators Y to the trace-free tensor field χˆ, the resulting fields satisfy transport equations along the
integral curves of the vector field L which can be written in the form
Y nXˆ = Y nχˆ+ ( /DY nh)(frame) + (∂¯h(rect))Γ(0)(0,large)(Y nX(frame)) + Γ(n)(−δ)Γ(0)(−1+C(0))
+ Γ
(0)
(−δ)Γ
(n)
(−1+C(n)) + Γ
(n−1)
(−1−δ)
/DL
(
r2Y nXˆ
)
= r( /DY n+1h)(frame) + r( /DZ h(rect))Γ
(0)
(0,large)(Y
nX(frame)) + rΓ
(1)
(C(1),large)
( /DY nh(rect))
+ Γ
(0)
(−1)(r
2Y nXˆ ) + r2Γ(0)(−1−δ)( /DY nh)(frame) + Γ(0)(− 12+δ)Γ
(n)
(C(n))
+ r2Γ
(0)
(−1−δ)Γ
(n)
(−1−δ)
+ rΓ
(n−1)
(−1−δ)
(9.53)
Proof. Recall proposition 6.2.7, which, when combined with proposition 6.1.5 can be written schemati-
cally in the form
Xˆ = χˆ+ (∂¯h)(frame)
/DL
(
r2Xˆ
)
= r( /DZ h)(frame) + r
2ωXˆ + r−2(r2Xˆ )2 + r2(∂h)(frame)(∂¯h)(frame) + r2Γ(0)(−1−δ)Γ(0)(−1−δ)
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Now, commuting with Y n we obtain a system of the form
Y nXˆ = Y nχˆ+ ( /DY nh)(frame) + (∂¯h(rect))Γ(0)(0,large)(Y nX(frame)) + Γ(0)(− 12+δ)Γ
(n)
(−1+C(n))
+ Γ
(n−1)
(−1−δ)
/DL
(
r2Y nXˆ
)
= [ /DL,Y
n]r2Xˆ + r( /DY n+1h)(frame) + r([ /D ,Y n]Z h)(frame)
+ r( /DZ h(rect))Γ
(0)
(0,large)(Y
nX(frame)) + rΓ
(1)
(C(1),large)
( /DY nh(rect)) + Γ
(0)
(−1)(r
2Y nXˆ )
+ r2Γ
(0)
(−1−δ)Γ
(n)
(−1−δ) + r
2Γ
(0)
(−1−δ)( /DY
nh)(frame) + r
2Γ
(0)
(−1+C(0))( /DY
nh)(frame)
+ Γ
(0)
(− 12+δ)
Γ
(n)
(C(n))
+ rΓ
(n−1)
(−1−δ)
= r( /DY n+1h)(frame) + r( /DZ h(rect))Γ
(0)
(0,large)(Y
nX(frame)) + rΓ
(1)
(C(1),large)
( /DY nh(rect))
+ Γ
(0)
(−1)(r
2Y nXˆ ) + r2Γ(0)(−1−δ)( /DY nh)(frame) + Γ(0)(− 12+δ)Γ
(n)
(C(n))
+ r2Γ
(0)
(−1−δ)Γ
(n)
(−1−δ)
+ rΓ
(n−1)
(−1−δ)
The proposition above is useful for obtaining information about the L derivative of χˆ. However, this
equation also “loses a derivative”: in order to estimate Y nχˆ using this equation, we must already be
in possession of information regarding ( /DY n+1h). On the other hand, we would expect χˆ to behave
similarly to (∂¯h). The resulting problems can be overcome with the use of elliptic estimates, which
involve estimating the divergence of χˆ, that is, the tensor field
/∇ν χˆνµ
In order to estimate sufficiently many derivatives of χˆ, we will in fact have to commute the equations for
this quantity with the operators Y . This is achieved in the next few propositions.
Proposition 9.7.17 (Commuting the equation for the divergence of χˆ). Let φµν be a symmetric, trace-
free, Sτ,r-tangent tensor field. Define
/div
(
rn /∇nφ)
µα1...αn
:= (/g
−1)σρ /∇ρ
(
rn /∇α1 . . . /∇αnφµσ
)
Then the Sτ,r-tangent tensor fields Y nχˆ obey equations of the form
/div(Y nχˆ) = r−1( /DY n+1h)(frame) + r−1Y (n+1) tr/g χ(small) +
∑
j≤n
r−1Γ(j)(−1+C(j))
+
∑
j+k≤n
Γ
(j)
(−1+C(j))Γ
(k)
(−1−δ)
Proof. Recall proposition 6.4.1, which we can write schematically as
/divχˆ = /∇ tr/g χ(small) + r−1( /DZ h)(frame) + r−1Γ(0)(−1+C(0)) + Γ
(0)
(−1+C(0)) · Γ
(0)
(−1−δ)
Commuting with an operator Y n times, we obtain an equation of the form
/divY nχˆ = [/g
−1 /∇,Y n]χˆ+
∑
j≤n+1
r−1Y j tr/g χ(small) + r
−1( /DY n+1h)(frame) + r−1Γ
(n)
(−1+C(n))
+
∑
j+k≤n
Γ
(j)
(−1+C(j))Γ
(k)
(−1−δ)
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Recall that /D is a metric connection with metric /g, so Y commutes with /g and /g−1. Hence, making use
of the propositions above we have
/divY nχˆ =
∑
j≤n+1
r−1Y j tr/g χ(small) + r
−1( /DY n+1h)(frame) + r−1Γ
(n)
(−1+C(n))
+
∑
j+k≤n
Γ
(j)
(−1+C(j))Γ
(k)
(−1−δ)
Proposition 9.7.18 (Commuting the equation for /DTY
nχˆ).
Proof. Proposition 6.3.1 gives
/DLχˆµν = /Π
ρ
µ /Π
σ
ν RLρLσ −
1
2
/gµν(/g
−1)ρσRLρLσ +
1
2
/∇µζν +
1
2
/∇νζµ −
1
4
/gµν
/divζ + 2 /∇2µν logµ
− /gµν /∆ logµ+
1
2
ζµζν − 1
4
/gµν |ζ|2 + ζµ /∇ν logµ+ ζν /∇µ logµ−
1
2
/gµν
(
ζ · /∇ logµ)
+ 2( /∇µ logµ)( /∇ν logµ)− /gµν | /∇ logµ|2 + ωχˆµν −
1
2
χˆ σµ χˆνσ −
1
2
χˆ σν χˆµσ − r−1χˆµν + r−1χˆµν
− 1
2
tr/g χ(small)χˆµν −
1
2
tr/g χ(small)χˆµν +
1
4
/gµν χˆ
ρσχˆ
ρσ
so, schematically, we have
/DLχˆ = r
−1( /DY h)(frame) + /∇2 logµ+ r−1Γ(0)(−1+C(0)) + Γ
(1)
(−1+C(1))Γ
(1)
(−1+C(1))
Now, commuting with Y n−1 and using proposition 9.7.3 we find that, schematically,
/DLY
n−1χˆ = [ /D ,Y n−1]χˆµν +
∑
j≤n
r−1( /DY jh)(frame)
+
∑
j+k+`≤n−1
r−1([ /D ,Y j ]Y h(rect))(Y kX(frame))(Y `X(frame)) + /∇2Z n−1 logµ
+ [ /∇2,Y n−1] logµ+ r−1Γ(n−1)(−1+C(n−1)) +
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1))Γ
(k+1)
(−1+C(k+1))
= Γ
(1)
(−1+C(1))Γ
(n)
(−1+C(n)) + Γ
(n−1)
(−1−δ) + r
−1( /DY nh)(frame)
+ Γ
(1)
(−2+C(1))(Y
n−1X¯(frame)) + /∇2Z n−1 logµ
Combining this with proposition 9.7.16 we find that
/DTY
n−1χˆ = [ /D ,Y n−1]χˆ+
∑
j≤n
r−1( /DY jh)(frame)
+
∑
j+k+`≤n−1
r−1([ /D ,Y j ]Y h(rect))(Y kX(frame))(Y `X(frame)) + /∇2Z n−1 logµ
+ [ /∇2,Y n−1] logµ+ r−1Γ(n−1)(−1+C(n−1)) +
∑
j+k≤n−1
Γ
(j+1)
(−1+C(j+1))Γ
(k+1)
(−1+C(k+1))
= Γ
(1)
(−1+C(1))Γ
(n)
(−1+C(n)) + Γ
(n−1)
(−1−δ) + r
−1( /DY nh)(frame)
+ Γ
(1)
(−2+C(1))(Y
n−1X¯(frame)) + /∇2Z n−1 logµ
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Proposition 9.7.19 (An expression for Y n tr/g χ in terms of other quantities). The null frame connec-
tion component Y n tr/g χ(small) are related to various other quantities via equations with the following
schematic form:
Y n tr/g χ(small) = Y
n tr/g χ(small) + ( /DY
nh)(frame) + Γ
(0)
(−1+C(0))(Y
nX(frame)) + Γ
(1)
(C(1))
( /DY nh)(frame)
+ Γ
(0)
(−δ)Γ
(n)
(−1+C(n)) + Γ
(n−1)
(−1−δ)
Proof. Recall proposition 4.4.5, which we can take the trace of and then write schematically as
tr/g χ(small) = tr/g χ(small) + r
−1
(
2−
3∑
i=1
/Π
i
µ /Π
µi
)
+ (∂h)(frame)
and we find that we can write
2−
3∑
i=1
/Π
i
µ /Π
µi
= 2−
3∑
i=1
(
δiµ +
1
2
LµL
i +
1
2
LµL
i
)(
(g−1)µi +
1
2
LµLi +
1
2
LµLi
)
= 2−
3∑
i=1
(
(g−1)ii + LiLi
)
=
3∑
i=1
(
−Hii + x
i
r
Li(small) −
xi
r
Li(small) − Li(small)Li(small)
)
where we recall the definition of the tensor field H, which we have so far not made much use of:
(g−1)µν := (m−1)µν +Hµν
where m is the Minkowski metric, with values relative to the rectangular indices
mij = δij
m00 = −1
m0i = mi0 = 0
Hence, we have Hij = −hij +O
(
(h(rect))
2
)
. Putting this together, we find, schematically
tr/g χ(small) = tr/g χ(small) + (∂h)(frame)
+ r−1
(
h(rect) +
xi
r
X(frame, small) +X(frame, small)X¯(frame) +O
(
(h(rect))
2
))
= tr/g χ(small) + (∂h)(frame) + r
−2xiX(frame, small) + Γ
(0)
(−1,large)Γ
(0)
(−δ) + Γ
(0)
(−1−δ)
Applying the operators Y n, we find (again, schematically)
Y n tr/g χ(small) = Y
n tr/g χ(small) + ( /DY
nh)(frame) + ([ /D ,Y
n]h)(frame)
+ Γ
(0)
(−1+C(0))(Y
nX(frame)) + r
−2xi(Y nX(frame, small)) + Γ
(n)
(−1−δ)
Now, using proposition 9.7.3 proves the proposition.
Proposition 9.7.20 (An expression for Y nχˆ). The tensor fields Y nχˆ can be expressed, schematically,
in terms of other quantities as
Y nχˆ = Y nχˆ+ ( /DY nh)(frame) + Γ
(0)
(−1+C(0))(Y
nX(frame)) + Γ
(0)
(−1,large)(Y
nh)(frame) + Γ
(0)
(−δ)Γ
(n)
(−1+C(n))
+ Γ
(n−1)
(−1+2C(n−1))
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Proof. Recall proposition 4.4.5. Taking the trace-free part of the expression given in that proposition,
we find that χˆ obeys an equation of the form
χˆ = χˆ+ (∂h)(frame) + r
−1
3∑
i=1
(
/Π
i ⊗ /Πi − 1
2
/g(/g
−1)ii
)
To estimate this last term, we first denote by T(rect) the vector field with values relative to the rectangular
coordinate system
T 0(rect) = 1
T i(rect) = 0
In other words, relative to the rectangular coordinates system xa, we have
T(rect) = ∂x0 = ∂t
Then, we can write
3∑
i=1
/Π
i
µ /Π
i
ν −
1
2
/gµν(/g
−1)ii =
(
/gµα/gνβ −
1
2
/gµν/gαβ
)(
(m−1)αβ + Tα(rect)T
β
(rect)
)
=
(
/gµα/gνβ −
1
2
/gµν/gαβ
)(
(g−1)αβ −Hαβ + Tα(rect)T β(rect)
)
=
(
/gµα/gνβ −
1
2
/gµν/gαβ
)(
(/g
−1)αβ −Hαβ + Tα(rect)T β(rect)
)
= −Hˆµν +
(
/gµα/gνβ −
1
2
/gµν/gαβ
)
Tα(rect)T
β
(rect)
Now, we can decompose the tensor fields /g relative to the rectangular one-forms dxa. That is, we write
/gµν = /gab(dx
a)µ(dx
b)ν
and we also recall that
/gµν = gµν +
1
2
LµLν +
1
2
LµLν
= mµν + hµν +
1
2
LµLν +
1
2
LµLν
Hence, we have
/gµαT
α
(rect) =
(
ga0 +
1
2
ga0(L0L
0 + L0L
0) +
1
2
gai(L0L
i + L0L
i)
)
(dxa)µ
=
(
ga0
(
1− L0L0 + 1
2
h0b(L
0Lb + L0Lb)
)
− 1
2
gai(L
0Li + L0Li)
+
1
2
gaih0a(L
aLi + LaLi)
)
(dxa)µ
=
(
ga0
(
−L0(small) − L0(small) − L0(small)L0(small) +
1
2
h0b(L
0Lb + L0Lb)
)
− 1
2
gai
(
r−1xiL0(small) − r−1xiL0(small) + Li(small) + Li(small) + L0(small)Li(small)
+ L0(small)L
i
(small)
)
+
1
2
gaih0a(L
aLi + LaLi)
)
(dxa)µ
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and so, schematically,
/gµαT
α
(rect) = g(rect)
(
X(frame, small) + (X(frame, small))
2 + h(rect)(X(frame))
2
+ r−1xiX(frame, small)
)
Putting this all together, we have, schematically,
χˆ = χˆ+ (∂h)(frame) + r
−1h(frame) + r−1(g(rect))2(X(frame, small))2 + r−1(g(rect))2(X(frame, small))4
+ r−1(g(rect))2(h(rect))2(X(frame))4 + r−1(g(rect))r−2(xiX(frame, small))2 + r−1O
(
(h(frame))
2
)
= χˆ+ (∂h)(frame) + r
−1h(frame) + r−1Γ
(0)
(0,large)(X(frame, small))
2 + r−1Γ(0)(0,large)h(rect)
Now, applying the operators Y n we find that, schematically,
Y nχˆ = Y nχˆ+ ( /DY nh)(frame) + ([ /D ,Y
n]h)(frame) + Γ
(0)
(−1+C(0))(Y
nX(frame)) + Γ
(0)
(−1,large)(Z
nh)(frame)
+ Γ
(n−1)
(−1+2C(n−1))
Substituting for the third term using proposition 9.7.2 proves the proposition.
Proposition 9.7.21 (Commuting the expression for /∆µ). Suppose that the rectangular components of
h satisfy equations of the form
˜ghab = Fab
for some scalar fields Fab. Then we have the following expression for the commuted version of /∆ logµ:
/∆Z n−1 logµ = Γ(0)(−1−δ)Y
n logµ+ (1 + Γ
(0)
(C(0))
)Y n tr/g χ(small) + r
−1Y nζ + r−1( /DY nh)(frame)
+
∑
j+k≤n−1
(Y jF )(rect)Γ
(k)
(C(k),large)
+ Γ
(n)
(−1+C(n))Γ
(0)
(−1+C(0))
+
∑
j+k≤n
j,k≤n−1
Γ
(j)
(−1+C(j))Γ
(k)
(−1+C(k))
(9.54)
Proof. Recall proposition 6.5.1 for the spherical laplacian of µ, which we can write schematically as
/∆ logµ = T tr/g χ+ (/g
−1)µνRLµLν + tr/g α+ r
−1Z ζ + Γ(0)(−1+C(0)) · Γ
(0)
(−1+C(0))
and, using propositions 9.1.2 and 9.1.3 we have
(/g
−1)µνRLµLν + tr/g α = r
−1( /DY h)(frame) + (˜gh)(frame) +
 r−1Γ
(∂h)(frame)
 (∂h)(frame)
= r−1( /DY h)(frame) + F(frame) + Γ
(1)
(−1+C(1)) · Γ
(0)
(−1+C(0))
so, schematically we have
/∆ logµ = T tr/g χ(small) + r
−1Z ζ + r−1( /DY h)(frame) + F(frame) + Γ
(0)
(−1+C(0)) · Γ
(1)
(−1+C(1))
This time, we only need to commute (n− 1) times with the operators Z . We find
/∆Z n−1 logµ = [ /∆,Z n−1] logµ+ /DTY
n−1 tr/g χ(small) + [ /D ,Y
n−1] tr/g χ(small) + r
−1Y nζ
+ r−1( /DY nh)(frame) +
∑
j+k≤n−1
(Y jF )(rect)Γ
(k)
(C(k),large)
+ Γ
(n)
(−1+C(n))Γ
(0)
(−1+C(0))
+
∑
j+k≤n
j,k≤n−1
Γ
(j)
(−1+C(j))Γ
(k)
(−1+C(k))
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Before we can make further progress, we need to compute [ /∆,Z n] logµ. We again remark that /D is
a metric connection on B, with fibre metric /D . Thus we find
[ /∆ ,Z n−1] = (/g−1)µν [ /∇µ /∇ν ,Z n−1]
= (/g
−1)µν
(
/∇µ[ /∇ν ,Z n−1] + [ /∇µ ,Z n−1] /∇ν
)
so, schematically,
[ /∆ ,Z n−1] logµ = r−1Z [ /∇,Z n−1] logµ+ [ /∇,Z n−1] (r−1Z logµ)
and so, using propositions 9.2.1 and 9.2.3 we obtain
[ /∇ ,Y n−1] logµ = Γ(1)(−1+C(1))Y
n−1 logµ+ Γ(n−2)(−1+2C(n−2))
and hence
[ /∆ ,Y n−1] logµ = r−1Γ(1)(−1+C(1))Y
n logµ+ Γ
(n−1)
(−2+2C(n−2))
Putting this together with the expression for [ /DT ,Y
n−1] given in proposition 9.7.3, we find
/∆Z n−1 logµ = r−1Γ(1)(−1+C(1))Y
n logµ+ (1 + Γ
(0)
(C(0))
)Y n tr/g χ(small) + r
−1Y nζ + r−1( /DY nh)(frame)
+
∑
j+k≤n−1
(Y jF )(rect)Γ
(k)
(C(k),large)
+ Γ
(n)
(−1+C(n))Γ
(0)
(−1+C(0))
+
∑
j+k≤n
j,k≤n−1
Γ
(j)
(−1+C(j))Γ
(k)
(−1+C(k))
(9.55)
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Chapter 10
Elliptic estimates and Sobolev
embedding
In this chapter we provide estimates for several different systems of the form O(Φ) = F , for some
differential operator O, and some inhomogeneous term F . The systems are elliptic in the following
sense: if the operator O is an n-th order differential operator, then we obtain estimates for n derivatives
of Φ in terms of F .
Note that these estimates are only elliptic in the above sense assuming a lower bound on the Gauss
curvature K of the spheres Sτ,r. Thus in order to make use of these bounds, we will have to couple these
equations to the equation for the evolution of the Gauss curvature given in proposition 6.6.3.
Proposition 10.0.1 (Elliptic estimates for solutions to Poisson’s equation). Let Φ be a scalar field on
the sphere Sτ,r. Then Φ satisfies the following equation:
| /∇2Φ|2 +K| /∇Φ|2 = ( /∆Φ)2 + /∇µ
(
( /∇µ /∇νΦ)( /∇νΦ)− ( /∇νΦ)( /∆Φ)
)
(10.1)
and so Φ satisfies the following estimate:∫
Sτ,r
(
| /∇2Φ|2 +K| /∇Φ|2
)
dvol/g =
∫
Sτ,r
( /∆Φ)2dvol/g (10.2)
On the other hand, if Φ is a higher order Sτ,r-tangent tensor field, then we have∫
Sτ,r
(
| /∇2Φ|2
)
dvol/g .
∫
Sτ,r
(
( /∆Φ)2 +K| /∇Φ|2 + | /∇K|| /∇Φ||Φ|) dvol/g (10.3)
Proof. We begin from the equation
| /∇2Φ|2 = ( /∇µ /∇νΦ) · ( /∇µ /∇νΦ)
We now integrate by parts, and use the fact that, since the sphere Sτ,r is two-dimensional, the Riemann
curvature of Sτ,r may be expressed in terms of the Gauss curvature as
/Rµνρσ = K
(
/gµρ/gνσ − /gµσ/gνρ
)
(10.4)
For the case of a scalar field, we need to keep track of the signs of the various terms, but for the general
case we simply commute the derivatives and integrate by parts.
Proposition 10.0.2 (Elliptic estimates for div-curl systems of vector fields). Let Φ be a vector field on
the sphere Sτ,r. Then Φ satisfies the following equation
| /∇Φ|2 +K|Φ|2 = ( /curl Φ)2 + ( /div Φ)2 + /∇µ
(
( /∇νΦµ)Φν − ( /div Φ)Φµ
)
(10.5)
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and so we have the following estimate:∫
Sτ,r
(| /∇Φ|2 +K|Φ|2) dvol/g = ∫
Sτ,r
(
( /curl Φ)2 + ( /div Φ)2
)
dvol/g (10.6)
On the other hand, if Φ is a higher order tensor field, and we define
( /divΦ)α1...αn := /∇µΦµα1...αn
1
2
/µν( /curlΦ)α1...αn := /∇[µΦν]α1...αn
then we have ∫
Sτ,r
(| /∇Φ|2)dvol/g . ∫
Sτ,r
(
( /curl Φ)2 + ( /div Φ)2 +K|Φ|2)dvol/g (10.7)
Proof. We begin by decomposing the derivatives of Φ into their symmetric and antisymmetric parts:
| /∇Φ|2 = ( /∇µΦν)(1
2
/∇µΦν +
1
2
/∇νΦµ + /∇[µΦν]
)
⇒ | /∇Φ|2 = ( /∇µΦν) ( /∇νΦµ)+ ( /curl Φ)2
We now integrate by parts to deal with the first term on the right hand side in a similar way to proposition
10.0.1.
The proof in the case of higher order fields is almost identical, except that some additional terms
involving the Gauss curvature are produced when commuting derivatives.
Remark 10.0.3. We will actually not make any use of the proposition above regarding div-curl systems,
but we include it here for completeness and because, with a different choice of normalisation, we would
have had to use this kind of estimate. These elliptic estimates are useful for avoiding derivative loss when
estimating vector fields such as ζ, however, due to our choice of normalisation of dr, we have been able
to write ζ directly in terms of the derivatives of h. This would not have been the case if we had chosen,
for example (following Christodoulou-Klainerman) r to be an affine parameter along the integral curves
of L, and in that case we would have to turn to elliptic estimates in order to avoid a loss of derivatives
associated with terms of the form /∇Z nζ.
Proposition 10.0.4 (Elliptic estimates for Hodge systems of symmetric trace-free tensor fields). Now let
Φ be a tensor field on the sphere Sτ,r which is symmetric and trace-free, i.e. Φ
µν = Φνµ and Φµν/gµν = 0.
Then Φ satisfies the following equation:
| /∇Φ|2 + 2K|Φ|2 = 2| /div Φ|2 + /∇µ
(
Φνρ /∇νΦµρ − Φµρ( /div Φ)ρ
)
(10.8)
and so Φ satisfies the following estimate:∫
Sτ,r
(| /∇Φ|2 + 2K|Φ|2) dvol/g = ∫
Sτ,r
(
2| /div Φ|2) dvol/g (10.9)
On the other hand, if Φ is a higher order Sτ,r-tangent tensor field which is symmteric and trace-free
in its first two indices, then, defining the divergence in the obvious way, we have∫
Sτ,r
(| /∇Φ|2)dvol/g . ∫
Sτ,r
(| /div Φ|2 +K|Φ|2)dvol/g (10.10)
Proof. We proceed in a similar way to the proof of proposition 10.0.2. This time, additional terms arise
when commuting the covariant derivatives, and so it is important to make use of the fact that Φ is
trace-free and symmetric. In this way it is fairly easy to derive the equation
| /∇Φ|2 + 2K|Φ|2 = | /div Φ|2 + | /curl Φ|2 + /∇µ
(
Φνρ /∇νΦµρ − Φµρ( /div Φ)ρ
)
where we recall that
( /curl Φ)µ := /
νρ /∇νΦρµ
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We claim that
( /curl Φ)µ =
∗( /div Φ)µ
where ∗ denotes the Hodge star; i.e.
∗( /div Φ)µ = /
ν
µ ( /div Φ)ν
To prove this, note that
/
ν
µ
/∇ρΦνρ = /∇ρ
(
 νµ Φνρ
)
Now, we decompose the tensor field /
ν
µ φνρ into its irreducible parts:
/
ν
µ φνρ = (Φ(1))µρ + (Φ(2))/gµρ + (Φ(3))/µρ
where Φ(1) is symmetric and trace-free, and Φ(2) and Φ(3) are given by
Φ(2) := /
µνφµν
Φ(3) :=
1
2
/
µρ
(
/
ν
µ φνρ
)
=
1
2
/g
µνφµν
These expressions are valid for any tensor field Φ. However, in our case Φ is symmetric and trace-free,
so Φ(2) = Φ(3) = 0. Hence
 νµ φνρ = 
ν
ρ φµρ
and so we find that
∗( /div Φ)µ = /∇
ρ
(
/
ν
µ Φνρ
)
= /∇ρ
(
/
ν
ρ Φνµ
)
= /
ρν /∇ρΦνµ
= ( /curl Φ)µ
Moreover, it is easy to show that
|∗( /div Φ)| = |( /div Φ)|
and so
|( /curl Φ)| = |( /div Φ)|
As usual, the calculations are similar in the case of a higher order field, with some additional terms
involving the Gauss curvature produced when commuting derivatives.
Proposition 10.0.5 (Sobolev embedding). Let φ be an Sτ,r-tangent tensor field, and suppose that the
Gauss curvature of the sphere Sτ,r satisfies the bound
|K − r−2| . r−2−δ
Suppose also that the rectangular components of the metric satisfy
|/gab| . 1
|(/g−1)ab| . 1
|/Γabc| . r−1
| /∇/Γabc| . r−2
where /Γ
a
bc are the rectangular components of the Christoffel symbols associated with the covariant deriva-
tive operator /∇. In other words, we have
/∇a∂b = /Γcab∂c
Then
r2
(||f ||L∞(Sτ,r))2 . ∫
Sτ,r
(
|f |2 + r2| /∇f |2 + r4| /∇2f |2
)
dvol/g (10.11)
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Proof. Define the rescaled metric on the sphere Sτ,r
r2˚/g := /g
For a tensor field φµ1...µn we write
|φ|˚
/g
:= φµ1...µnφν1...νn (˚/g
−1
)µ1ν1 . . . (˚/g
−1
)µnνn
First, we shall deal with the case of a scalar field f . Then we have∫
Sτ,r
(
|f |2 + r2| /∇f |2 + r4| /∇2f |2
)
dvol/g =
∫
Sτ,r
(
|f |2 + | /∇f |2
/˚g
+ | /∇2f |2
/˚g
)
r2dvol˚
/g
where we note that the Levi-Civita connections of /g and /˚g agree, since the metrics themselves differ only
by a conformal factor r2 which is constant on the sphere Sτ,r.
Now, we can compute the Gauss cuvature of /˚g, denoted by K˚. We find that
K˚ = r2K
So, using the hypothesis of the proposition, we have
|K˚ − 1| . r−δ
In particular, K˚ is always positive, and is bounded above and below. Indeed, for sufficiently small ,
we have
1
2
≤ K˚ ≤ 3
2
Under these conditions on the Gauss curvature, it can be shown (see e.g. [Aub98]) that an inequality of
the following form holds, with an implicit constant which is uniformly bounded above and below: for
any scalar field f , (||f ||L∞(Sτ,r))2 . ∫
Sτ,r
(
|f |2 + | /∇f |2
/˚g
+ | /∇2f |2
/˚g
)
dvol˚
/g
(10.12)
Now, for a higher order tensor field fµ1...µn we have
|f |˚
/g
= rn|f |
and also, using the bounds on /˚gab and (˚/g
−1
)ab, we can show
|f |˚
/g
∼ rn
∑
a1,...,an
|fa1...an |
| /∇f |˚
/g
∼ rn+1
 ∑
a1,...,an
| /∇fa1...an |+
∑
a,b,c
|Γabc||f |˚/g

| /∇2f |˚
/g
∼ rn+2
 ∑
a1,...,an
| /∇2fa1...an |+
∑
a,b,c
|/Γabc|| /∇f |˚/g +
∑
a,b,c
| /∇/Γabc |˚/g|f |˚/g

where we recall that /Γ
a
bc are the rectangular components of the Christoffel symbols associated with the
metric /g. Hence, using the Sobolev inequality for scalar fields given above, we have(||fa1...an ||L∞(Sτ,r))2 . ∫
Sτ,r
(
|fa1...an |2 + | /∇fa1...an |2/˚g + |fa1...an |
2
/˚g
)
dvol˚
/g
Summing over the rectangular indices, and using the expressions above and the bounds for the Christoffel
symbols and their derivatives, we find
||f ||L∞(Sτ,r) .
∫
Sτ,r
r−n
(
|f |2
/˚g
+ | /∇f |2
/˚g
+ | /∇2f |2
/˚g
)
dvol˚
/g
.
∫
Sτ,r
(
|f |2 + r2| /∇f |2 + r4| /∇2f |2
)
r−2dvol/g
Multiplying by r2 proves the proposition in the case of a tensor field.
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Remark 10.0.6 (An alternative proof of the Sobolev embedding). We note here that we could give an
alternative proof of the proposition above, using the fact that we have a map Sτ,r → S2, i.e. a map from
Sτ,r to the unit sphere, given by flowing along the integral curves of L. We also have a second metric γ on
Sτ,r, given by the pull-back of the standard round metric on the unit sphere by this mapping. Using this
second metric, we can rewrite the derivatives /∇ in terms of the standard angular derivatives (i.e. using
the Levi-Civita connection of γ), with an error term given by the difference between the two connections.
This difference can be expressed in terms of a tensor field on the spheres, which can itself be expressed
in terms of quantities of the form /∇γ. These terms can then finally be controlled by commuting the
equation /Lγ = 0 with the operator /∇, which is the covariant derivative with respect to /g.
Proposition 10.0.7 (Derivatives of spherical integrals). Let φ be any scalar field. Then we have the
following two equations for the derivatives of the spherical integrals of φ:
d
dr
(∫
Sτ,r
φdvol/g
)
=
∫
Sτ,r
((
1− 1
2
f ′(α)µ
)(
Lφ+ (tr/g χ)φ
)
− 1
2
f ′(α)µ
(
Lφ+ (tr/g χ)φ
)
+
1
2
f ′(α)µ
(
bA/dAφ+ µ
−1 /∇A(µbA)φ
))
dvol/g
d
dτ
(∫
Sτ,r
φdvol/g
)
=
∫
Sτ,r
1
2
µ
((
Lφ+ (tr/g χ)φ
)
+
(
Lφ+ (tr/g χ)φ
)
−
(
bA/dAφ+ µ
−1 /∇A(µbA)φ
))
dvol/g
(10.13)
Proof. In this proof, we shall use the notation ∂r = ∂r
∣∣
τ,ϑ1,ϑ2
, i.e. it is to be understood that the vector
field ∂r is defined with respect to the {τ, r, ϑA} coordinate system.
Let ϕ(λ) be the diffeomorphism defined by flowing along the integral curves of the vector field ∂r by
an affine distance λ, i.e. given a point p ∈ R4, we have ddλϕ(λ)(p) = ∂r ◦ ϕ(λ)(p), and ϕ(0) is the identity
map on R4. Then ∫
Sτ,r+λ
φ dvol/g =
∫
Sτ,r
ϕ∗(λ)(φ)dvolϕ∗(λ)(/g)
The standard relationship between the derivatives of the determinant of a matrix and its trace then
allows us to see that
d
dλ
∣∣∣
λ=0
dvolϕ∗
(λ)
(/g) =
1
2
(/g
−1)AB
(
/L∂r/g
)
AB
=
1
2
tr/g
(
(∂r)/pi
)
Now, we use corollary 2.2.20 to find that
∂r =
(
1− 1
2
µf ′(α)
)
L− 1
2
µf ′(α)L+
1
2
µf ′bAXA
which, together with proposition 8.1.2 implies
(∂r)/piAB = 2
(
1− 1
2
µf ′(α)
)
χAB − µf ′(α)χAB + f ′ /∇(A
(
µbB)
)
In a similar way, we can prove the second equality given in the proposition, where we now make use
of the relation
∂
∂τ
∣∣∣
r,ϑ1,ϑ2
=
1
2
µ
(
L+ L− bAXA
)
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Chapter 11
The framework for energy estimates
In this chapter we present the abstract framework in which we perform energy estimates, which are
of fundamental importance to our analysis, and perform some preliminary calculations related to the
energy estimates. We first present several useful propositions which allow us to quantify the energies
that we consider and to compare them with the standard L2 norms. We will also present propositions
which will allow us to deal with lower order terms, as well as propositions which allow us to estimate
L2 norms on the spheres Sτ,r in terms of the energy. Combining these with Sobolev embedding on the
spheres will lead to pointwise bounds in terms of the energy. Finally, we present the fundamental energy
flux identity in an abstract form. This will be used in subsequent chapters, along with specific choices
for the associated vector fields and an L∞ bootstrap in order to prove various L2 bounds.
Note that many of the propositions in this section make use of the various definitions of hypersurfaces
given in definition 2.1.5.
11.1 Preliminary calculations relating to the energy estimates
Throughout this section we will need to use the expressions
∂
∂τ
∣∣∣∣
r,ϑ1,ϑ2
=
1
2
µ
(
L+ L− bAXA
)
∂
∂r
∣∣∣∣
τ,ϑ1,ϑ2
= L
(11.1)
Proposition 11.1.1 (The volume form on Στ ). In the region r ≥ r0, the hypersurface Στ is null. We
choose the volume form on the surfaces Στ to be
dvolg = Ω
2dr ∧ dvolS2 (11.2)
Proposition 11.1.2 (The induced volume form on the spheres Sτ,r). In the region r ≥ r0, the induced
volume form on the sphere Sτ,r is given by
dvol/g = dvol(S2,/g) = Ω
2dvolS2 (11.3)
Proposition 11.1.3 (The induced volume form on hypersurfaces of constant t). In the region r ≥ r0,
the induced volume form on a hypersurface of constant t is given by
dvol(Σ¯t) :=
(
2
L0 + L0 − b0
)−1√
L0L0 − (/g−1)AB(XA)0(XB)0Ω2dr ∧ dvolS2 (11.4)
On the other hand, in the region r ≤ r0 the induced volume form on a hypersurface of constant t is
given by
dvol(Σt) = (g
−1)00
√
det gdx1 ∧ dx2 ∧ dx3 (11.5)
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Proof. Note that
∂t
∂τ
∣∣∣∣
r,ϑ1,ϑ2
=
1
2
µ
(
L0 + L0 − bA(XA)0
)
and also that
|dt| =
√
L0L0 − (/g−1)AB(XA)0(XB)0
Proposition 11.1.4 (Estimating the spherical mean of a tensor field in terms of its energy). Let φ be
an Sτ,r-tangent tensor field. Let t be such that the sphere Sτ,r is in the interior of the sphere S¯τ,t, where
both spheres are being considered as subsets of the hypersurface Στ .
Let α < 1, and let r ≥ r0. Then we have∫
Sτ,r
|φ|2dvolS2 . 1
(1− α)
1
r1−α
∫
tΣτ
(1 + r′)−α
(| /DLφ|2) (r′)2dr′ ∧ dvolS2
+
∫
S¯τ,t
|φ|2dvolS2
(11.6)
where the implicit constant depends only on α and r0.
Similarly we can estimate∫
S¯τ1,t
|φ|2dvolS2 .
∫
S¯τ0,t
|φ|2dvolS2
+
1
(1− α) supx∈S¯τ1,t
{
1
r(x)1−α
}∫
τ1
τ0
Σ¯t
(1 + r′)−α
(| /DLφ|2 + | /DLφ|2 + Err(t−∂r)[φ]) (r′)2dr′ ∧ dvolS2
(11.7)
Finally, by combining the above two inequalities we can estimate∫
Sτ,r
|φ|2dvolS2 . 1
(1− α)
1
r1−α
∫
tΣτ
(1 + r′)−α
(| /DLφ|2) (r′)2dr′ ∧ dvolS2
+
1
(1− α) supx∈S¯τ1,t
{
1
r(x)1−α
}∫
τ1
τ0
Σ¯t
(1 + r′)−α
(| /DLφ|2 + | /DLφ|2 + Err(t−∂r)[φ]) (r′)2dr′ ∧ dvolS2
+
∫
S¯τ0,t
|φ|2dvolS2
(11.8)
The error term in the above inequalities satisfy:
∣∣Err(t−∂r)[φ]∣∣ . |L0(small)|+ |L0(small)|+ |b0|∣∣L0 + L0 − b0∣∣ (| /DLφ|2 + | /DLφ|2)+ |L0||b0|∣∣L0 + L0 − b0∣∣ | /∇φ|2 (11.9)
Proof. To prove the first inequality, let Rt(τ, ϑ
1, ϑ2) be the value of r such that, along the line τ(x) = τ ,
ϑ1(x) = ϑ1, ϑ2(x) = ϑ2, we have r(x) = Rt(τ, ϑ
1, ϑ2) when t(x) = t. We abbreviate this as Rt. Then we
have ∫
Sτ,r
|φ|2dvolS2 =
∫
S2
(∫ Rt
r′=r
∂|φ|
∂r′
(τ, r′, ϑ1, ϑ2)dr
)2
dvolS2 −
∫
S¯τ,t
|φ|2dvolS2
+
∫
S2
2|φ(τ, r, ϑ1, ϑ2)||φ(τ,Rt, ϑ1, ϑ2)|dvolS2
.
∫
S2
(∫ Rt
r′=r
∂|φ|
∂r′
(τ, r′, ϑ1, ϑ2)dr
)2
dvolS2 +
∫
S¯τ,t
|φ|2dvolS2
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By Cauchy-Schwarz we have
∫
S2
(∫ Rt
r′=r
∂|φ|
∂r′
(τ, r′, ϑ1, ϑ2)dr
)2
dvolS2
.
(∫ sup(ϑ1,ϑ2) Rt
r′=r
(r′)−2+αdr′
)(∫
tΣτ
(1 + r)−α
(
∂|φ|
∂r
)2
r2dr ∧ dvolS2
)
. 1
(1− α)
1
r1−α
∫
tΣτ
(1 + r)−α
(
∂|φ|
∂r
)2
r2dr ∧ dvolS2
(11.10)
where we have assumed that α < 1 and r ≥ r0.
Now, we recall the expression for ∂r given in (11.1). Additionally, for any vector field X we have
(X|φ|)2 =
(
X
√
φσ1...σnφ
σ1...σn
)2
=
(
1
2
|φ|−1X (φσ1...σnφσ1...σn)
)2
= |φ|−2 (φσ1...σnDXφσ1...σn)2
= |φ|−2 (φσ1...σn /DXφσ1...σn)2
≤ | /DXφ|2
where the penultimate line follows from the fact that φ is Sτ,r-tangent. The considerations above lead
to the bound∫
Sτ,r
|φ|2dvolS2 . 1
(1− α)
1
r1−α
∫
S2
∫ Rt
r′=r
(1 + r)−α
(| /DLφ|2) r2dr ∧ dvolS2 + ∫
S¯τ,t
|φ|2dvolS2
The second and third inequalities are proven similarly, where we also need to make use of the calcu-
lation
∂
∂r
∣∣∣∣
t,ϑA
=
(
L0 − b0
L0 + L0 − b0
)
L−
(
L0
L0 + L0 − b0
)
L+
(
L0
L0 + L0 − b0
)
bAXA
=
1
2
(L− L) +
(
L0(small) − L0(small) − b0
)
2(L0 + L0 − b0) (L− L) +
(
L0
L0 + L0 − b0
)
bAXA
Proposition 11.1.5 (Estimating the spherical mean of a field defined by a point dependent change of
basis). Let φ(A) = M
(a)
(A) φ(a), where M is a (possibly point dependent) change of basis matrix, and the
φ(a) are some Sτ,r-tangent tensor fields which all have the same rank. Write
|φ(orig)| := sup
(a)
|φ(a)|
and similarly define quantities involving derivatives, e.g.
| /Dφ(orig)| := sup
(a)
| /Dφ(a)|
Finally, we define
|M(A)| := sup
(a)
|M (a)(A) |
and similarly for derivatives of the change of basis matrix M .
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Then we have∫
Sτ,r
|φ(A)|2dvolS2 . 1
(1− α)
1
r1−α
∫
tΣτ
(1 + r)−α
(
| /DLφ|2(A) + |LM(A)|2|φ(orig)|2
)
(r′)2dr′ ∧ dvolS2
+
1
(1− α) supx∈S¯τ1,t
{
1
r(x)1−α
}∫
τ1
τ0
Σ¯t
(1 + r)−α
(
| /DLφ|2(A) + | /DLφ|2(A) + |∂M(A)|2|φ(orig)|2
+ Err(t−∂r)[φ](A)
)
(r′)2dr′ ∧ dvolS2
+
∫
S¯τ0,t
|φ(A)|2dvolS2
(11.11)
where the error term satisfies The error term in the above inequalities satisfy:
∣∣Err(t−∂r)[φ](A)∣∣ . |L0(small)|+ |L0(small)|+ |b0|∣∣L0 + L0 − b0∣∣
(
| /DLφ|2(A) + | /DLφ|2(A) + |∂M(A)|2|φ(orig)|2
)
+
|L0||b0|∣∣L0 + L0 − b0∣∣
(
| /∇φ|2(A) + | /∇M(A)|2|φ(orig)|2
) (11.12)
Proof. By proposition 11.1.4 we have∫
Sτ,r
|φ(A)|2dvolS2 . 1
(1− α)
1
r1−α
∫
tΣτ
(1 + r)−α
(| /DLφ(A)|2) (r′)2dr′ ∧ dvolS2
+
1
(1− α) supx∈S¯τ1,t
{
1
r(x)1−α
}∫
τ1
τ0
Σ¯t
(1 + r)−α
(| /DLφ(A)|2 + | /DLφ(A)|2 + Err(t−∂r)[φ(A)]) (r′)2dr′ ∧ dvolS2
+
∫
S¯τ0,t
|φ(A)|2dvolS2
Now, we have
| /DLφ(A)|2 = | /DL
(
M
(a)
(A) φ(a)
)
|2
=
∣∣∣( /DLφ)(A) + (LM (a)(A) )φ(a)∣∣∣2
. || /DLφ|2(A) + |LM(A)|2|φ(orig)|2
and the other terms can be treated similarly.
Remark 11.1.6 (The notation |φ|(A)). We will sometimes use the notation |φ|(A) instead of |φ(A)|. That
is, when referring to a field defined by a point dependent change of basis, we might place the index (A)
outside of the delimiter, even when there is no derivative operator inside the delimiter. In such a case,
there is no difference between |φ(A)| and |φ|(A), unlike, for example | /DLφ(A)| and | /DLφ(A)|, which denote
different objects: in the former, the matrix M is applied to the field φ and then the derivative operator
/D is applied, while in the latter the derivative operator is applied before the matrix M .
Proposition 11.1.7 (Weighted Hardy inequality on the surface tΣτ ). We can use the following weighted
version of Hardy’s inequality to estimate integrals of |φ|2 in terms of its derivatives, as long as the term
involving |φ|2 is multiplied by a factor which decays at a rate at least as fast as (1 + r)−2.
Let 0 ≤ α < 1. Then the following inequality holds: for all Sτ,r-tangent tensor fields φ,∫
tΣτ
(1 + r)−1−αr−1|φ|2r2dr ∧ dvolS2 ≤ 1
(1− α)2
∫
tΣτ
(1 + r)−α| /DLφ|2 r2dr ∧ dvolS2
+
1
(1− α)
∫
S¯τ,t
(1 + r)−α|φ|2rdvolS2
(11.13)
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Additionally, if f(r) is a compactly supported function, supported away from the origin, and α 6= 1,
then we have ∫
tΣτ
r−αf |φ|2dr ∧ dvolS2 ≤ 1
(1− α)2
∫
tΣτ
fr−α| /DLφ|2 r2dr ∧ dvolS2
+
1
|1− α|
∫
tΣτ∩ supp(f ′)
r1−αf ′|φ|2dr ∧ dvolS2
Finally, note that if α > 1 then we have∫
tΣτ∩{r≥r0}
r−α|φ|2dr∧dvolS2 . 1
(α− 1)2
∫
Στ∩{r≥r0}
r2−α| /DLφ|2dr∧dvolS2+
1
α− 1
∫
Sτ,r0
r1−α|φ|2dvolS2
Proof. First consider the case 0 < α < 1. We have∫
tΣτ
(1 + r)−1−α|φ|2rdr ∧ dvolS2
=
∫
tΣτ
∂r
(
(1 + r)−α(1 + αr)
α(1− α) −
1
α(1− α)
)
|φ|2dr ∧ dvolS2
≤ 1
1− α
(∫
tΣτ
(1 + r)−1−α
(
∂|φ|2
∂r
∣∣∣∣
τ,ϑ1,ϑ2
)
r2dr ∧ dvolS2 +
∫
S¯τ,r
(1 + r)−α|φ|2rdvolS2
)
where in the last line we have integrated by parts. Now, making use of the second expression in equation
(11.1), for any δ > 0 we have∫
tΣτ
(1 + r)−α|φ|2rdr ∧ dvolS2
≤ 1
1− α
(∫
tΣτ
(
δ(1 + r)−1−αr|φ|2 + δ−1(1 + r)−1−αr3| /DLφ|2
)
dr ∧ dvolS2
+
∫
S¯τ,r
(1 + r)−α|φ|2rdvolS2
)
Choosing δ(1− α)−1 sufficiently small so that the first term on the right hand side can be absorbed by
the left hand side proves the proposition in the case 0 < α < 1.
Now consider the case α = 0. We have∫
tΣτ
(1 + r)−1|φ|2rdr ∧ dvolS2
=
∫
tΣτ
∂r (r − log(1 + r)) |φ|2dr ∧ dvolS2
.
∫
tΣτ
r2
(1 + r)
(
∂|φ|2
∂r
∣∣∣∣
τ,ϑ1,ϑ2
)
dr ∧ dvolS2 +
∫
S¯τ,r
|φ|2r dvolS2
.
∫
tΣτ
(
δ
r
(1 + r)
|φ|2 + δ−1 r
3
(1 + r)
| /DLφ|2
)
dr ∧ dvolS2 +
∫
S¯τ,r
|φ|2r dvolS2
Once again we can pick δ sufficiently small that the first term on the right hand side can be absorbed
by the left hand side.
The proof of the second part of the proposition follows in almost exactly the same way; the condition
on the support of f ensures that the integrals are well-defined. Finally, for the third part of the proposition
we note that taking α > 1 means that the boundary term on S¯t,r has the “right” sign and so can be
ignored.
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Proposition 11.1.8 (Weighted Hardy inequality on the surface tΣτ after a point dependent change of
basis). Let 0 ≤ α < 1, and let φ(a) be a collection of Sτ,r-tangent tensor fields. Let φ(A) = M (a)(A) , and
use the same notational conventions as above. Then∫
tΣτ
(1 + r)−1−αr−1|φ|2(A)r2dr ∧ dvolS2
. 1
(1− α)2
∫
tΣτ
(1 + r)−α
(
| /DLφ|2(A) + |LM(A)|2|φ(orig)|2
)
r2dr ∧ dvolS2
+
1
(1− α)
∫
S¯τ,t
(1 + r)−α|φ|2(A)rdvolS2
(11.14)
Additionally, if f(r) is a compactly supported function, supported away from the origin, and α 6= 1,
then we have ∫
tΣτ
r−αf |φ|2(A)dr ∧ dvolS2
. 1
(1− α)2
∫
tΣτ
fr−α
(
| /DLφ|2(A) + |LM(A)|2|φ(orig)|2
)
r2dr ∧ dvolS2
+
1
|1− α|
∫
tΣτ∩ supp(f ′)
r1−αf ′|φ|2(A)dr
Proof. To prove this proposition, we begin by applying proposition 11.1.7 to the field φ(A). We then use
/DL(φ(A)) = M
(a)
(A)
/DLφ(a) + (LM
(a)
(A) )φ(a)
= ( /DLφ)(A) + (LM
(a)
(A) )φ(a)
Proposition 11.1.9 (Weighted Hardy inequality on the surface Σ¯t). Similarly to proposition 11.1.7, let
0 ≤ α ≤ 1. Then the following inequality holds: for all Sτ,r-tangent tensor fields φ,∫
τ1
τ0
Σt
(1 + r)−1−α|φ|2rdr ∧ dvolS2
. 1
(1− α)2
∫
τ1
τ0
Σt
(1 + r)−α
(| /DLφ|2 + | /DLφ|2 + Err(t−∂r)[φ]) r2dr ∧ dvolS2
+
1
(1− α)
∫
S¯τ0,t
(1 + r)−α|φ|2rdvolS2
(11.15)
Proof. The proof is almost identical to the proof of proposition 11.1.7. Note that an additional term
appears at the “inner” boundary S¯τ1,t when integrating by parts, but this term has a good sign and so
can be dropped.
Proposition 11.1.10 (Weighted Hardy inequality on the surface Σ¯t after a point dependent change of
basis). Similarly to proposition 11.1.8, let 0 ≤ α ≤ 1. Let φ(a) be a collection of Sτ,r-tangent tensor
fields of the same rank, and let φ(A) := M
(a)
(A) φ(a). Then∫
τ1
τ0
Σt
(1 + r)−1−α|φ|2(A)rdr ∧ dvolS2
. 1
(1− α)2
∫
τ1
τ0
Σt
(1 + r)−α
(
| /DLφ|2(A) + | /DLφ|2(A) + |∂M(A)|2|φ(orig)|2 + Err(t−∂r)[φ](A)
)
r2dr ∧ dvolS2
+
1
(1− α)
∫
S¯τ0,t
(1 + r)−α|φ|2(A)rdvolS2
(11.16)
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Sometimes we will encounter lower order terms on surfaces of constant t, whose coefficients decay
in τ rather than in r. Since τ also increases as we move outwards along these hypersurfaces, it is also
possible to prove a Hardy inequality involving these kinds of weights.
Proposition 11.1.11 (Weighted Hardy inequality on the surface Σ¯t with decaying weights in τ). Simi-
larly to proposition 11.1.7, let 0 ≤ α ≤ 1. Then the following inequality holds: for all Sτ,r-tangent tensor
fields φ, ∫
τ1
τ0
Σt
(1 + r)−α(1 + τ)−2|φ|2dr ∧ dvolS2
.
∫
τ1
τ0
Σt
(1 + r)−α
(|µ|2| /Dφ|2 + Err(t−∂τ )[φ]) r2dr ∧ dvolS2
+
∫
S¯τ0,t
(1 + r)−α(1 + τ)−1|φ|2r2dvolS2
(11.17)
where
|Err(t−∂τ )[φ]| . |µ|2(1 + r)−α(1 + α2)
∣∣∣∣L0 + L0 − b02L0
∣∣∣∣2 ((1 + r)−2 + r−2)|φ|2
+ |µ|2(1 + r)−α
(∣∣∣∣L0 − L0 − b0L0
∣∣∣∣2 + |b|2
)
| /Dφ|2
(11.18)
Proof. We can calculate
∂
∂τ
∣∣∣∣
t,ϑ1,ϑ2
= −1
2
µ
(
L0 − b0
L0
)
L+
1
2
µL− 1
2
µbAXA
and so, in particular, we have
∂r
∂τ
∣∣∣∣
t,ϑ1,ϑ2
= −µ
(
L0 + L0 − b0
2L0
)
Hence we have∫
τ1
τ0
Σt
(1 + r)−α(1 + τ)−2|φ|2r2dr ∧ dvolS2
=
∫
τ1
τ0
Σt
−(1 + r)−α
(
∂
∂τ
(1 + τ)−1
)
|φ|2r2dr ∧ dvolS2
=
∫
τ1
τ0
Σt
(1 + r)−α
((
µ
(
L0 + L0 − b0
2L0
)
(α(1 + r)−1 − 2r−1)(1 + τ)−1
)
|φ|2
+ 2(1 + τ)−1µ
(
−1
2
(
L0 − b0
L0
)
/DLφ+
1
2
/DLφ−
1
2
bA /∇Aφ
)
· φ
)
r2dr ∧ dvolS2
−
∫
S¯τ1,t
(1 + r)−α(1 + τ)−1|φ|2r2dr ∧ dvolS2 +
∫
S¯τ0,t
(1 + r)−α(1 + τ)−1|φ|2r2dr ∧ dvolS2
.
∫
τ1
τ0
Σt
(
(1 + α2)|µ|2
∣∣∣∣L0 + L0 − b02L0
∣∣∣∣2 ((1 + r)−2 + r−2)(1 + r)−α|φ|2
+ (1 + r)−α|µ|2
(
1 +
∣∣∣∣L0 − b0L0
∣∣∣∣2 + |b|2
)
| /Dφ|2
)
r2dr ∧ dvolS2
+
∫
S¯τ0,t
(1 + r)−α(1 + τ)−1|φ|2r2dr ∧ dvolS2
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By using proposition 11.1.4 we can estimate the spherical mean of a field φ in terms of an “energy”
type quantity. The estimate in proposition 11.1.4 is also useful when estimating the spherical mean of
a field which is “weighted” by some factor of rk, but only when k < 1. However, we sometimes need to
estimate the spherical mean of a field weighted by a higher power of r, for which we use the following
pair of propositions.
Proposition 11.1.12 (An estimate for higher weighted spherical integrals of |φ|2). Let ψ = rφ, and let
r ≥ r0. Then the spherical mean of φ satisfies∫
Sτ,r
|φ|2dvolS2 .
(r0
r
)2 ∫
Sτ,r0
|φ|2dvolS2 + 1
1− pr
−1−p
∫
Στ∩{r0≤r′≤r}
(r′)p| /DLψ|2dr′ ∧ dvolS2
Proof. Following calculations which are almost identical to those in proposition 11.1.4 we have, for p < 1,∫
Sτ,r
|ψ|2dvolS2 .
∫
Sτ,r0
|ψ|2dvolS2 + 1
1− pr
1−p
∫
Στ∩{r0≤r′≤r}
(r′)p| /DLψ|2dr′ ∧ dvolS2
and so∫
Sτ,r
|φ|2dvolS2 .
(r0
r
)2 ∫
Sτ,r0
|φ|2dvolS2 + 1
1− pr
−1−p
∫
Στ∩{r0≤r′≤r}
(r′)p| /DLψ|2dr′ ∧ dvolS2
Proposition 11.1.13 (An estimate for higher weighted integrals of |φ|2). Define
E(T,α) = lim
t→∞
(∫
tΣτ
(1 + r)−α
(| /DLφ|2) (r)2dr ∧ dvolS2
+
∫
τ1
τ0
Σ¯t
(1 + r)−α
(| /DLφ|2 + | /DLφ|2 + Err(t−∂r)[φ]) (r)2dr ∧ dvolS2
+
∫
S¯τ0,t
|φ|2dvolS2
)
E(L,p) =
∫
Στ∩{r≥r0}
rp|Lψ|2dr ∧ dvolS2
where, as usual, ψ = rφ.
Then we have∫
Στ∩{r≥r0}
rp−δ|φ|2dr ∧ dvolS2 . (r0)1+α 1
(1− α)(1− p+ δ)E
(T,α) + δ−1(r0)−δE(L,p)
Proof. Again, following calculations which are almost identical to those in proposition 11.1.4 we have,
for p < 1, ∫
Sτ,r
|ψ|2dvolS2 .
∫
Sτ,r0
|ψ|2dvolS2 + 1
1− pr
1−p
∫
Στ∩{r0≤r′≤r}
(r′)p|Lψ|2dr′ ∧ dvolS2
The first term is can be bounded by bounded by E(T,α) (using proposition 11.1.4) and the integrand in
the second term is bounded by E(L,p).
Now, multiplying by r−2+p−δ and integrating from r = r0 to infinity, we obtain∫
Στ∩{r≥r0}
r−2+p−δ|ψ|2dr ∧ dvolS2 . (r0)1+α 1
(1− α)(1− p+ δ)E
(T,α) + δ−1(r0)−δE(L,p)
180
It is often useful to have an expression relating spacetime integrals to spatial integrals, which are
then integrated over time. In particular, such an expression is necessary when controlling certain error
terms by the corresponding flux terms on the hypersurfaces Στ , with the help of Gronwall’s inequality.
As such, we have the following expression, which is an easy application of the coarea formula.
Proposition 11.1.14 (The coarea formula for spacetime integrals). Let f be any smooth function on
M. Then∫
tMτ1τ0
f dvolg =
∫ τ1
τ0
(∫
tΣτ∩r<r0
f(g−1)00
√
−det g dx1 ∧ dx2 ∧ dx3 +
∫
tΣτ∩r≥r0
fΩ2dr ∧ dvolS2
)
dτ
(11.19)
where the determinant det g is calculated relative to the rectangular coordinates xa.
We also have a coarea formula relating spacetime integrals to integrals over the level sets of the
function t:
Proposition 11.1.15 (The coarea formula for spacetime integrals). Let f be any smooth function on
M. Then∫
tMτ1τ0
f dvolg =
∫ t
t′=τ0
(∫
τ1
τ0
Σ¯t′∩r<r0
(fg−1)00
√
−det g dx1 ∧ dx2 ∧ dx3 +
∫
tΣτ∩r≥r0
fdvol(Σ¯t′ )
)
dt′
(11.20)
where the determinant det g is calculated relative to the rectangular coordinates xa.
Proposition 11.1.16 (Gronwall inequality). We shall prove the following form of Gronwall’s inequality:
Let f(t) > 0, h(t) > 0 be continuous functions, let g(t) ≥ 0 ∈ L1loc and let G(t, T ) > 0 be a C1,
nondecreasing function of its first argument, satisfying G(T, T ) ≥ 0 for any T . Suppose f satisfies the
integral inequality
h(T ) + f(T ) ≤
∫ T
T0
(
g(t)f(t)
)
dt+ f(T0) + h(T0) +G(T, T0) (11.21)
for all T ≥ 0.
Then f satisfies
h(T ) + f(T ) ≤ exp
(∫ T
T0
g(t)dt
)(
f(T0) + h(T0) +G(t, T0)
)
(11.22)
for all T ≥ 0.
Proof. First, we assume that, for all T0 ≤ T ≤ Tmax and for some δ0 > 0, we have
f(T ) + h(T ) ≤ (1 + δ0) exp
(∫ T
T0
(1 + δ0)g(t)dt
)(
f(T0) + h(T0) +G(T, T0)
)
(11.23)
Since δ0 > 0 this clearly holds (by continuity) for some Tmax > T0. Now, from the inequality (11.21)
satisfied by f , we find that, for all T ≤ Tmax,
f(T ) + h(T ) ≤
∫ T
T0
(1 + δ0)g(t) exp
(∫ t
T0
(1 + δ0)g(t
′)dt′
)(
f(T0) + h(T0) +G(t, T0)
)
dt
+ f(T0) + h(T0) +G(T, T0)
181
Now, we calculate∫ T
T0
(1 + δ0)g(t) exp
(∫ t
T0
(1 + δ0)g(t
′)dt′
)(
f(T0) + h(T0) +G(t, T0)
)
dt+ f(T0) + h(T0) +G(T, T0)
=
∫ T
T0
(
∂t
(
exp
(∫ t
T0
(1 + δ0)g(t
′)dt′
)(
f(T0) + h(T0) +G(t, T0)
))
− exp
(∫ t
T0
(1 + δ0)g(t
′)dt′
)
∂tG(t, T0)
)
dt+ f(T0) + h(T0) +G(T, T0)
= exp
(∫ T
T0
(1 + δ0)g(t)dt
)(
f(T0) + h(T0) +G(T, T0)
)
−
∫ T
T0
exp
(∫ t
T0
(1 + δ0)g(t
′)dt′
)
∂tG(t, T0)dt
≤ exp
(∫ T
T0
(1 + δ0)g(t)dt
)(
f(T0) + h(T0) +G(T, T0)
)
where in the last line we have used the facts that ∂tG(t, T0) ≥ 0.
Hence, the original bound on f (equation (11.23)) actually holds without the first factor of (1 + δ0)
up to the time Tmax. Hence, the bound (11.23) actually holds for T in the range T ∈ [T0, Tmax + δ1] for
some δ1 > 0. Hence we can take Tmax =∞.
Now, we have shown that the bound in equation (11.23) holds for all T and for all δ > 0. Suppose,
for the sake of contradiction, that it does not hold for δ = 0. Then there is some time T1 > T0 such that
f(T1) + h(T1) > exp
(∫ T1
T0
g(t)dt
)(
f(T0) + h(T0) +G(t, T0)
)
Since this is a strict inequality, for all sufficiently small δ it must be that
f(T1) + h(T1) > (1 + δ0) exp
(∫ T1
T0
(1 + δ0)g(t)dt
)(
f(T0) + h(T0) +G(t, T0)
)
since the right hand side is continuous in δ0. But this contradicts the bounds which we have already
established. Hence we can set δ0 = 0 in equation (11.23).
Proposition 11.1.17 (An integral inequality). Let f(t) be an integrable function satisfying the bound∫ τ1
τ
f(t)dt ≤ C(1 + τ)α
for all τ ≥ τ0 and for all τ1 ≥ τ , and where C > 0 and α are constants.
Then, if β ≥ 0 is non-negative constant such that α+ β < 1, we have∫ τ1
τ
(1 + t)βf(t)dt ≤ C
(
1 +
β
α+ β
)
(1 + τ)α+β
Proof. If α+ β < 1 then we have∫ τ1
τ
(1 + t)βf(t)dt =
∫ τ1
τ
(1 + t)β
∂
∂t
(
−
∫ τ1
t
f(t′)dt′
)
dt
=
∫ τ1
τ
β(1 + t)−1+β
(∫ τ1
t
f(t′)dt′
)
dt+ (1 + τ)β
∫ τ1
τ
f(t)dt
≤ Cβ
∫ τ1
τ
(1 + t)−1+α+βdt+ C(1 + τ)α+β
≤ C
(
1 +
β
α+ β
)
(1 + τ)α+β
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11.2 Boundary terms in the energy estimates
Given a vector field Z ∈ Z, there will be a corresponding boundary term in the energy estimate of the
form ∫
Στ
ı((Z)J)dvolg
Similarly, given a modified energy current (Z,fZ)J˜ we will find that the energy estimate involves a
boundary term of the form ∫
Στ
ı((Z,fZ )J˜)dvolg
In this section, we will provide expressions for the boundary terms corresponding to the (modified) energy
currents (Z)J (or (Z,fZ)J˜) corresponding to each of the multiplier vector fields Z ∈ Z.
Proposition 11.2.1 (The weighted T -energy boundary term). The boundary term on tΣτ in the
weighted T -energy is given by the following expression:
∫
tΣτ
ı(wT )Jdvolg =
∫
tΣτ
1
2
w
((
1− 1
2
µf ′(α)
)
( /DLφ)
2 + | /∇φ|2
)
Ω2dr ∧ dvolS2 (11.24)
In addition, the boundary term on a surface of constant t in the T -energy is given by
∫
{t=t0}
ı(T )Jdvolg =
∫
{t=t0}
1
2
1
(L0 + L0 − b0)w
(| /DLφ|2 + | /DLφ|2 + 2| /∇φ|2 + Err(T,t0-bdy))Ω2dr ∧ dvolS2
(11.25)
where Err(T,t0-bdy) satisfies
|Err(T,t0-bdy)| .
(
|(L(small))0|+ |(L(small))0|+ | /∇t|
) (| /DLφ|2 + | /DLφ|2 + | /∇φ|2) (11.26)
Proof. We begin by noting that
(wT )Jµ[φ] =
1
2
w( /DLφ+ /DLφ) · /Dµφ−
1
4
w(Lµ + Lµ)
(−( /DLφ) · ( /DLφ) + | /∇φ|2)
(g−1)µν(dτ)ν = −µ−1Lµ
and we also make use of the fact that Lτ + Lτ = 2µ−1, together with the expressions in propositions
2.4.5 and 11.1.1. Additionally, we make use of the fact that the volume form can be written as
dvolg := − 2
(L0 + L0 − b0)dt ∧ dr ∧ dvol(S2,G)
and that
(dt)µ := −1
2
L0Lµ − 1
2
L0Lµ + /∇µt
Proposition 11.2.2 (The weighted Morawetz boundary terms). The boundary term in the weighted
Morawetz energy estimate corresponding to the modified energy current (wR)J˜ [φ] is given by
∫
tΣτ
ı(wR)J˜dvolg =
∫
tΣτ
1
2
w
(
fR| /DLφ|2 − fR| /∇φ|2 + 4r−1fRφ · ( /DLφ)
+ 2(r−2fR − r−1f ′R − r−1fR∂r(logw))|φ|2
)
Ω2dr ∧ dvolS2
(11.27)
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In addition, the boundary term on a surface of constant t in the Morawetz estimate is given by∫
{t=t0}
ı(R)J˜dvolg =
∫
{t=t0}
2
(L0 + L0 − b0)wErr(wR,t0-bdy)Ω
2dr ∧ dvolS2 (11.28)
where the error term satisfies
|Err(wR,t0-bdy)| . |fR|
(
1 + |(L(small))0|+ |(L(small))0|+ | /∇t|
)(
| /DLφ|2 + | /DLφ|2 + | /∇φ|2
+
(
r−1|f ′R||fR|−1 + r−2 + r−1fR∂r(logw)
) |φ|) (11.29)
Proof. Recall that the modified energy current associated to the Morawetz vector field is
(wR)J˜
µ
[φ] = (wfRR)Jµ[φ] + 2r−1wfRφ · /Dµφ−Dµ
(
wr−1fR
) |φ|2
We contract this with the one-form (dτ)µ, and make use of proposition 2.4.5. A slightly involved but
straightforward calculation leads to the expressions in the proposition.
Proposition 11.2.3 (The p-weighted boundary term). The boundary term in the p-weighted estimate,
corresponding to the modified energy current (L,p)J˜ [φ] is given by∫
tΣτ
ı(L,p)J˜dvolg =
∫
tΣτ
(
fLr
p−2( /DLψ)
2 − 1
2
r−2
∂
∂r
∣∣∣
τ,ϑ1,ϑ2
(
fLr
p+1|φ|2))Ω2dr ∧ dvolS2
=
∫
tΣτ
(
fLr
p−2( /DLψ)
2 + Err(L,p-bdy)
)
Ω2dr ∧ dvolS2 −
∫
S¯τ,t
1
2
fLr
p−1|φ|2Ω2 dvolS2
(11.30)
Where the error term satisfies
|Err(L,p-bdy)| .
∣∣∣∣∣ ∂∂r
∣∣∣∣
τ,ϑ1,ϑ2
log Ω− r−1
∣∣∣∣∣ rp−1|φ|2 (11.31)
Proof. Recall that the modified energy current (L,p)J˜ [φ] is given by
((L,p)J˜ [φ])µ = ((fLr
pL)J)µ + rp−1fLφDµφ− 1
2
∂µ
(
rp−1fL
)
φ2
A long computation, beginning by taking the inner product of this energy current with the one-form dτ ,
leads to the first expression in (11.30). To obtain the second expression, we integrate by parts, picking
up a term from the derivative of the quantity Ω.
11.3 The (modified) energy identity
The fundamental identity which we will use to obtain control over L2-type quantities is the energy
identity (suitably modified by lower order terms).
Proposition 11.3.1 (The (modified) energy identity). Let Z, fZ be a smooth vector field and a smooth
function on the manifold M. Let N ⊂ M be any precompact subset of M, and assume that φ is a
smooth function on M. Then the following energy identity is a consequence of the divergence theorem
and proposition 8.2.10∫
N
(
div (Z,fZ)J˜ [φ]
)
dvolg
=
∫
N
(
(Z, fZ)K˜[φ]− ω( /DLφ) ·
(
( /DZφ) +
1
2
fZφ
)
+
(
/˜gφ
)
·
(
( /DZφ) +
1
2
fZφ
)
+
(
[ /Dµ , /Dν ]φ
) · ( /Dµφ)Zν)dvolg
=
∫
∂N
ı(Z,fZ )J˜[φ]dvolg
(11.32)
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Remark 11.3.2. The smoothness conditions on Z and fZ can obviously be relaxed, by taking smooth
approximations to some non-smooth vector field and function. In addition, the precompactness condition
can also be dropped if we already know that φ is in a suitable Sobolev space, and if we have suitable
bounds on the vector field Z and the function fZ so that the integrals in the above expression can be
bounded by the Sobolev norm in question.
Proposition 11.3.3 (The (modified) energy identity after a point-dependent change of basis). Let Z,
fZ be a smooth vector field and a smooth function on the manifold M. Let N ⊂ M be any precompact
subset of M, and assume that φ is a smooth function on M.
Let φ(a) be a collection of scalar fields labelled by the index (a), and let M
(a)
(A) be a (possibly point-
dependent) change-of-basis matrix, i.e. a collection of scalar fields such that, at every point, the rank of
the matrix M
(a)
(A) is equal to the number of scalar fields φ(a).
Then we have the following energy identity:∫
N
(
div (Z,fZ)J˜ [φ](A)
)
dvolg =
∫
N
(
(Z, fZ)K˜[φ](A) − ω( /DLφ)(A) ·
(
( /DZφ)(A) +
1
2
fZφ(A)
)
+
(
/˜gφ
)
(A)
·
(
( /DZφ)(A) +
1
2
fZφ(A)
)
+
(
[ /Dµ , /Dν ]φ
)
(A)
· ( /Dµφ)(A)Zν + Err(∂M)[φ](A)
)
dvolg
=
∫
∂N
ı(Z,fZ )J˜[φ](A)dvolg
(11.33)
where, as usual, indices outside parentheses or other delimiters are understood as being contracted
after the relevant differential operators have been applied. For example,
(Z,fZ)J˜ [φ](A) = ZνQ
µν [φ](A) +
1
2
fZ(g
−1)µνφ(A) · ( /Dνφ)(A) −
1
4
(g−1)µν(DνfZ)|φ(A)|2
= ( /Dµφ)(A) · ( /DZφ)(A) −
1
2
Zµ
(−( /DLφ)(A) · ( /DLφ)(A) + ( /∇φ)(A) · ( /∇φ)(A))
+
1
2
fZ(g
−1)µνφ(A) · ( /Dνφ)(A) −
1
4
(g−1)µν(DνfZ)|φ(A)|2
= M
(a)
(A) M
(b)
(A)
(
( /Dµφ(a)) · ( /DZφ(b))−
1
2
Zµ
(−( /DLφ(a)) · ( /DLφ(b)) + ( /∇φ(a)) · ( /∇φ(b)))
+
1
2
fZ(g
−1)µνφ(a) · ( /Dνφ(b))−
1
4
(g−1)µν(DνfZ)φ(a) · φ(b)
)
(11.34)
We use the schematic notation φ(orig) to mean the supremum over the values of the fields in the
original basis, that is
|φ(orig)| := sup
(a)
|φ(a)| (11.35)
We extend this notation in the obvious ways for derivatives of the φ(a), so, for example,
| /Dφ(orig)| := sup
(a)
| /Dφ(a)|
|M(A)| := sup
(a)
|M (a)(A) |
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In terms of this notation, the error term associated with the derivatives of M satisfies
∣∣Err(∂M)[φ](A)∣∣ . |g(Z,L)|(|LM(A)|| /Dφ(orig)|| /Dφ|(A) + |LM(A)|| /∇φ(orig)|| /∇φ|(A)
+ | /∇M(A)|| /∇φ(orig)|| /Dφ|(A) + | /∇M(A)|| /Dφ(orig)|| /∇φ|(A)
)
+ |g(Z,L)|
(
|LM(A)|| /∇φ(orig)|| /∇φ|(A) + |LM(A)|| /DLφ(orig)|| /DLφ|(A)
+ | /∇M(A)|| /∇φ(orig)|| /DLφ|(A) + | /∇M(A)|| /DLφ(orig)|| /∇φ|(A)
)
+ |/Π(Z)|
(
|LM(A)|| /Dφ(orig)|| /∇φ|(A) + |LM(A)|| /∇φ(orig)|| /Dφ|(A)
+ |LM(A)|| /DLφ(orig)|| /∇φ|(A) + |LM(A)|| /∇φ(orig)|| /DLφ|(A)
+ | /∇M(A)|| /∇φ(orig)|| /∇φ|(A) + | /∇M(A)|| /Dφ(orig)|| /DLφ|(A)
+ | /∇M(A)|| /DLφ(orig)|| /Dφ|(A)
)
+ |fZ |
(
|LM(A)|| /Dφ(orig)||φ|(A)|+ |LM(A)||φ|(orig)|| /Dφ(orig)|(A)
+ |LM(A)|| /DLφ(orig)||φ|(A)|+ |LM(A)||φ|(orig)|| /DLφ(orig)|(A)
+ | /∇M(A)|| /∇φ(orig)||φ|(A)|+ | /∇M(A)||φ|(orig)|| /∇φ(orig)|(A)
)
+ |LfZ ||LM(A)||φ(orig)||φ|(A) + |LfZ ||LM(A)||φ(orig)||φ|(A)
+ | /∇fZ || /∇M(A)||φ(orig)||φ|(A)
(11.36)
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Chapter 12
The bootstrap
In this chapter we initiate the bootstrap, i.e. we state a series of bounds which we shall later improve.
These bounds will be pointwise, or L∞ bounds for the lower derivatives, as well as L2-based bounds for
higher derivatives. For the sake of clarity, we will state the pointwise bounds for all relevant quantities,
including those quantities which can be expressed in terms of other quantities - in other words, our
pointwise bounds are not all independent of each other.
12.1 Constants
In order to state the bootstrap assumptions, we first need to define a whole set of large and small
constants, and also establish the relationships between them.
We begin by defining a collections of constants:
0 C(0)  C(1)  C(2)  . . . (12.1)
We further “subdivide” the intervals between the constants by introducing another set of constants,
with two numbered indices, satisfying (for all n)
C(n−1)  C(n,1)  C(n,2)  . . . C(n) (12.2)
Finally, we introduce the very large constant C˚ which obeys
C˚  C(n) (12.3)
for all n.
While the constants C(n) and C(n,m) are involved in the pointwise bounds, we also need some constants
in order to specify the L2 bootstrap bounds. These will eventually be related to the constants C(n) and
C(n,m), though they are not precisely the same. We introduce some set of constants
0 C[0]  C[1]  C[2]  . . .
C[n−1]  C[n,1]  C[n,2]  . . . C[n]
(12.4)
In contrast, δ is some small constant, which will later be chosen suitably small, although the very
small constant  satisfies
 δ
Note that the notation A  B means that, for all large constants C which appear when comparing
A and B, we have CA < B. In particular, we have C(n,m) < δ.
Finally, β is a fixed constant in the range
0 < β <
1
2
We should think of the constants β, δ and  as satisfying the relationship
 δ  β
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12.2 Pointwise bootstrap bounds
We shall assume that the following pointwise bounds hold at all times τ satisfying τ0 ≤ τ ≤ τmax.
Pointwise bounds on the fields: for all n ≤M1, for all φ(A), in the region r ≥ 12r0 we have
|Y nφ(A)| ≤ (1 + r)− 12+δ (12.5)
We also have the following pointwise bounds on the fields and their first derivatives, yielding improved
decay in r at the expense of worse behaviour at large τ :
|φ(A)|+ |Y φ(A)| ≤ (1 + r)−1+C[N1](1 + τ)C(N1)δ (12.6)
Additionally, we have the following pointwise bounds on the fields and their first derivatives, giving
decay in τ and a better constant for the lowest order quantities: for all φ(A) and for all values of r we
have
|φ(A)| ≤ 3(1 + r)− 12+δ(1 + τ)−β
|Y φ(A)| ≤ 5(1 + r)− 12+δ(1 + τ)−β
|∂φ(A)| ≤ 5(1 + r)−1+C(0,m)(1 + τ)−β
|∂Y φ(A)| ≤ 5(1 + r)−1+C(1,m)
(12.7)
Note that, at the lowest order, we have even smaller quantities (of order 3 or 5 rather than ).
Pointwise bounds on the derivatives of the fields: for all n ≤M1 and for any field φ(A) in the region
r ≥ 12r0 we have
| /DY nφ(A)| ≤ 
(
(1 + r)−1 + (1 + r)−1+δ(1 + τ)−β
)
(12.8)
We also have the following bounds on the derivatives of the fields, giving more detailed information
about decay in r: for all n ≤M1 and for φ(A) ∈ Φ[m], in the region r ≥ 12r0 we have
| /DY nφ(A)| ≤ (1 + r)−1+C(n,m) (12.9)
Additionally, we have the following pointwise bounds on the derivatives of the fields, giving decay
also in τ for the lowest order quantities: for φ(A) ∈ Φ[m] and for all values of r we have
|∂φ(A)| ≤ (1 + r)−1+C(0,m)(1 + τ)−β (12.10)
In particular, the bad derivatives of the “good fields” obey the following bounds: for φ(A) ∈ Φ[0], in the
region r ≥ 12r0
|∂φ(A)| ≤ 
(
(1 + r)−1−δ + (1 + r)−1(1 + τ)−β
)
(12.11)
We also have the following pointwise bounds on the “good” derivatives of the fields: for all n ≤M1,
in the region r ≥ 12r0
| /DY nφ(A)| ≤ (1 + r)−1−δ (12.12)
Again, for the lowest order derivatives we have an improved estimate which gives decay also in τ : for
all fields φ(A), for all values of r we have
| /Dφ(A)| ≤ (1 + r)−1−δ(1 + τ)−β (12.13)
Pointwise bounds on the derivatives of the fields in the region r ≤ 12r0: for all n ≤M1
|∂n+1φ(A)| ≤  (12.14)
Pointwise bounds on the metric components: for all n ≤M1, in the region r ≥ 12r0
|Y nhab| ≤ (1 + r)− 12+δ
|Y nh|(frame) ≤ (1 + r)− 12+δ
(12.15)
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Pointwise bounds on the derivatives of the metric components: for all n ≤M1, in the region r ≥ 12r0
| /DY nhab| ≤ 
(
(1 + r)−1 + (1 + r)−1+δ(1 + τ)−β
)
| /DY nh|(frame) ≤ 
(
(1 + r)−1 + (1 + r)−1+δ(1 + τ)−β
) (12.16)
We also have the following estimates, giving stronger control over the behaviour of the derivatives in
the r direction: in the region r ≥ 12r0, for all n ≤M1
| /DY nhab| ≤ (1 + r)−1+C(n)
| /DY nh|(frame) ≤ (1 + r)−1+C(n)
(12.17)
Additionally, we have the following estimates on the derivatives of the “good” components of the
metric:
|∂h|LL ≤ 
(
(1 + r)−1−δ + (1 + r)−1(1 + τ)−β
)
(12.18)
Pointwise bounds on the derivatives of the metric components in the region r ≤ 12r0: for allm ≤M1−1
|∂m+1hab| ≤ 
|∂m+1h|(frame) ≤ 
(12.19)
Pointwise bounds on the “good” derivatives of the metric components: for all m ≤M1, in the region
r ≥ 12r0
| /DY mhab| ≤ (1 + r)−1−δ
| /DY mh|(frame) ≤ (1 + r)−1−δ
(12.20)
Pointwise bounds on the foliation density:
|µ| ≤ (1 + )(1 + r)C(0)
|µ−1| ≤ (1 + )(1 + r)C(0)
Note that these bounds are to hold in both the regions r ≤ r0 and r ≥ r0.
We also have the following bounds on the derivatives of the foliation density: for all 0 ≤ n ≤ N1,
|Y n logµ| ≤  (1 + (1 + r)δ(1 + τ)−β)
|r /∇Z n−1 logµ| ≤  (r−1 + (1 + r)−1+δ(1 + τ)−β) (12.21)
Again, we can give the following bounds on derivatives of the foliation density, which give stronger
control in r: for all 0 ≤ n ≤M1
|Y n logµ| ≤ (1 + r)C(n) (12.22)
Pointwise bounds on the connection coefficients: ω satisfies the “zero-th order” bounds:
|ω| ≤  ((1 + r)−1−δ + (1 + r)−1(1 + τ)−β) (12.23)
additionally, for all 0 ≤ n ≤M1, the “bad” connection coefficients satisfy the bounds
|Y nω| ≤  ((1 + r)−1 + (1 + r)−1+δ(1 + τ)−β)
|Y nζ| ≤  ((1 + r)−1 + (1 + r)−1+δ(1 + τ)−β)
|Y n tr/g χ(small)| ≤ 
(
(1 + r)−1 + (1 + r)−1+δ(1 + τ)−β
)
|Y nχˆ| ≤  ((1 + r)−1 + (1 + r)−1+δ(1 + τ)−β)
(12.24)
as well as the following bounds, which give stronger bounds in r:
|Y nω| ≤ (1 + r)−1+C(n)
|Y nζ| ≤ (1 + r)−1+C(n)
|Y n tr/g χ(small)| ≤ (1 + r)−1+C(n)
|Y nχˆ| ≤ (1 + r)−1+C(n)
(12.25)
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Additionally, the “good” connection coefficients obey the following estimates: for all n ≤M1,
|Y n tr/g χ(small)| ≤ (1 + r)−1−δ
|Y nχˆ| ≤ (1 + r)−1−δ
(12.26)
Finally, certain combinations of connection coefficients satisfy the following bounds, giving uniform
decay in τ :
| /∇ logµ| . (1 + r)−1+C(1)(1 + τ)−C∗δ
|ζ| . (1 + r)−1+C(0)(1 + τ)−C∗δ
|χ(small) + χ(small)| . (1 + r)−1+C(0)(1 + τ)−C
∗δ
Note that these are the only quantities related to the metric which are required to decay uniformly in
τ . Note, however, that the uniform decay in τ is at a very slow rate: we only require decay like τ−C
∗δ.
Note that all of the null frame connection coefficients are considered only in the region r ≥ r0; in the
region r ≤ r0 we deal directly with derivatives of the rectangular components of h.
Pointwise bounds on the rectangular components of the frame fields: in the region r ≥ 12r0 we have
|La(small)| ≤ 
|La(small)| ≤ 
|/Π aµ | ≤ 1 + 
(12.27)
and for all n ≤M1
|Y nLa| ≤ 2(1 + r)C(n)
|Y nLa| ≤ 2(1 + r)C(n)
|Y n /Π aµ | ≤ 2(1 + r)C(n)
|Y nLa(small)| ≤ (1 + r)C(n)
|Y nLa(small)| ≤ (1 + r)C(n)
(12.28)
and the following bounds on the “good” rectangular components of the frame fields: for n ≤M1
|Y nLi(small)| ≤ (1 + r)−δ (12.29)
Recall that the fields L and L can be expressed directly in terms of the metric components in the region
r ≤ r0.
Pointwise bounds on other geometric quantities: for n ≤M1, in the region r ≥ r0
|Y nb| ≤ + (1 + r)C(n)(1 + τ)−β (12.30)
We also have ∣∣∣√−det g − 1∣∣∣ ≤  ∣∣r2K − 1∣∣ ≤  (12.31)
For n ≤M1 ∣∣∣Y n (r−2/gµν − γ˚µν)∣∣∣ .  (12.32)
The scalar Ω obeys
1−  ≤ Ω
r
≤ 1 +  (12.33)
The rectangular coordinate t can be expressed in terms of the geometric coordinates, in terms of
which it satisfies
|t− τ − r| . r (12.34)
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Remark 12.2.1 (Long range, non-decaying perturbations). We remark here that we have allowed many
quantities, including derivatives of the metric components, to include a part which decays in r but not
in τ . In fact, our bootstrap assumptions are such that, at fixed r, no geometric quantity is assumed a
priori to decay in τ , except for a few specific combinations of connection coefficients.
Note also that many of the geometric perturbations are allowed to include “long ranged” and non
decaying (in τ) parts. That is, the non-decaying in τ part is allowed to decay at the rate r−1. On
the other hand, the decaying (in τ) parts of many geometric quantities quantities (for example, ζ or
tr/g χ(small)) is allowed to be “super long ranged”, that is, to decay at a rate even slower than r
−1.
In fact, we will recover bounds which include decay in τ . Thus, for example, we will eventually
recover a bound of the form
|∂φ(A)| ≤ 1
2
(1 + r)−1+C(0)(1 + τ)−β
from which it follows trivially that
|∂φ(A)| ≤ 1
2

(
(1 + r)−1 + (1 + r)−1+C(0)(1 + τ)−β
)
improving the bootstrap bound in question. However, we retain the non-decaying terms in our bootstrap
argument, partly because our methods can accommodate them without serious difficulty, and partly be-
cause there are important problems for which a non-decaying source term might be present (in particular,
a long-ranged source: see section 1.4 of the introduction).
Finally, note that all of the assumptions involving the operator r /DL applied to some field are required
only so that we can control the term /∇ logµ( /DL(r /DLφ) appearing in the commutator with r /∇, and the
additional error terms appearing when commuting with r /DL. If we could find another way to control
this single term, then it would be unnecessary to commute with r /DL, and consequently we could replace
the bootstrap bounds with the corresponding bounds after having replaced Y with Z . Note that this
is in fact the case for the Einstein equations in harmonic coordinates.
12.3 L2 based bootstrap bounds
L2 bootstrap assumptions for the fields: for φ(a) ∈ Φ[m], and for n ≤ N2, and for any τ1 ≥ τ ≥ τ0 we
assume the bootstrap bounds∫
Στ
(1 + r)−C[n,m] | /DY nφ(a)|2dvolΣτ +
∫
Στ∩{r≤r0}
| /DY nφ(a)|2dvolΣτ ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ∫
Στ∩{r≥r0}
δ(1 + r)
1
2 δ| /DLY nφ(a)|2dvolΣτ ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ∫
Στ∩{r≥r0}
δ(1 + r)1−C[n,m] | /DL(rY nφ(a))|2r−2dvolΣτ ≤ 2(N2+2−n)(1 + τ)C(n)δ∫
Mτ1τ
C[n,m](1 + r)
−1−C[n,m] | /DY nφ(a)|2dvolΣτ ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ∫
Mτ1τ
(
δ2(1 + r)−1−δ| /DY nφ(a)|2 + δ2(1 + r)−3−δ|Y nφ(a)|2
)
dvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ∫
Mτ1τ
δ(1 + r)−1+
1
2 δ| /DY nφ(a)|2dvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ
(12.35)
Similarly, if φ(A) = M
(a)
(A)φ(a), where M
(a)
(A) is a change-of-basis matrix, then we assume that, if
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φ(A) ∈ Φ[m], then we have the bootstrap bounds∫
Στ
(1 + r)−C[n,m] | /DY nφ|2(A)dvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ∫
Στ
δ(1 + r)
1
2 δ| /DLY nφ|2(A)dvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ∫
Στ
δ(1 + r)1−C[n,m] | /DL(rY nφ)|2(A)r−2dvolg ≤ 2(N2+2−n)(1 + τ)C(n)δ∫
Mτ1τ
C[n,m](1 + r)
−1−C[n,m] | /DY nφ|2(A)dvolg ≤ δ−12(N2+2−n)(1 + τ)−1+C(n)δ∫
Mτ1τ
δ(1 + r)−1−δ| /DY nφ|2(A)dvolg ≤ δ−12(N2+2−n)(1 + τ)−1+C(n)δ∫
Mτ1τ
δ(1 + r)−1+
1
2 δ| /DY nφ|2(A)dvolg ≤ δ−12(N2+2−n)(1 + τ)−1+C(n)δ
(12.36)
We also assume the following L2 bootstrap assumptions for the metric components:∫
Στ
(1 + r)−C[n] | /DY nh(rect)|2dvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ∫
Στ
δ(1 + r)
1
2 δ| /DLY nh(rect)|2dvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ∫
Στ
δ(1 + r)1−C[n] | /DL(rY nh(rect))|2r−2dvolg ≤ 2(N2+2−n)(1 + τ)C(n)δ∫
Mτ1τ
C[n](1 + r)
−1−C[n] | /DY nh(rect)|2dvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ∫
Mτ1τ
δ(1 + r)−1−δ| /DY nh(rect)|2dvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ∫
Mτ1τ
δ(1 + r)−1+
1
2 δ| /DY nh(rect)|2dvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ
(12.37)
and ∫
Στ
(1 + r)−C[n] | /DY nh|2(frame)dvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ∫
Στ
δ(1 + r)
1
2 δ| /DLY nh|2(frame)dvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ∫
Στ
δ(1 + r)1−C[n,m] | /DL(rY nh)|2(frame)r−2dvolg ≤ 2(N2+2−n)(1 + τ)C(n)δ∫
Mτ1τ
C[n](1 + r)
−1−C[n] | /DY nh|2(frame)dvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ∫
Mτ1τ
δ(1 + r)−1−δ| /DY nh|2(frame)dvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ∫
Mτ1τ
δ(1 + r)−1+
1
2 δ| /DY nh|2(frame)dvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ
(12.38)
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and finally ∫
Στ
(1 + r)−C[n,0] | /DY nh|2LLdvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ∫
Στ
δ(1 + r)
1
2 δ| /DLY nh|2LLdvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ∫
Στ
δ(1 + r)1−C[n,0] | /DL(rY nh)|2LLr−2dvolg ≤ 2(N2+2−n)(1 + τ)C(n)δ∫
Mτ1τ
C[n,0](1 + r)
−1−C[n,0] | /DY nh|2LLdvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ∫
Mτ1τ
δ(1 + r)−1−δ| /DY nh|2LLdvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ∫
Mτ1τ
δ(1 + r)−1+
1
2 δ| /DY nh|2LLdvolg ≤ 2(N2+2−n)(1 + τ)−1+C(n)δ
(12.39)
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Chapter 13
Energy estimates
In this chapter we will use the bootstrap estimates from the previous chapter to prove various energy
estimates. Our strategy will be to first write out the energy estimates with the error terms which follow
from the bootstrap. These will then be combined in order to prove a boundedness and Morewetz (or
“integrated local energy decay”) estimate, as well as several different p-weighted energy estimates.
In this chapter we present the three basic energy estimates, arising from the use of the currents
associated with the vector fields T (the “T -energy” estimate), R (the “Morawetz” energy estimate)
and rpL (the “p-weighted” energy estimate). Each of these generates error terms, which we will later
control by adding together suitable combinations of the basic energy inequalities, and using the Gronwall
inequality.
Note that, from now on, the value of r0 is considered fixed, and so all implicit constants are allowed
to depend on r0.
Note also that these estimates can be proved under the bootstrap assumptions of chapter 12, but
with the constants C(n) and C(n,m) replaced the larger constant C˚. These assumptions are therefore
strictly weaker than those of chapter 12; we only need the more detailed bootstrap assumptions when
estimating the inhomogenous terms F and when improving some of the pointwise bounds.
Remark 13.0.1 (The constant C(φ)). The constant C(φ) must be chosen suitably for each field φ(A)
appearing in the system of wave equations we are studying. Additionally, different constants must be
chosen for the commuted fields; that is, we can consider the set of fields Y nφ(A) for various choices of
n, (A) and different collections of differential operators Y , and this constant must be allowed to take
different values depending on which field we are estimating. However, C(φ) is not a function of the value
of φ: it is a constant, taking the same value at all points in M. Rather, it depends on where the field φ
fits into the structure of the set of wave equations under consideration.
13.1 The basic weighted T energy estimates
Proposition 13.1.1 (The basic weighted T -energy estimate). Let φ be an Sτ,r-tangent tensor field
satisfying the equation
/˜gφ = F
for some Sτ,r-tangent tensor field F . Define the weighted T energy of φ
E(wT )[φ](τ, t, τ0) :=
∫
tΣτ∩{r≤r0}
w
(| /DLφ|2 + | /DLφ|2 + | /∇φ|2) r2dr ∧ dvolS2
+
∫
tΣτ∩{r≥r0}
w
(| /DLφ|2 + | /∇φ|2) r2dr ∧ dvolS2
+
∫
τ
τ0
Σ¯t
w
(| /DLφ|2 + | /DLφ|2 + | /∇φ|2) r2dr ∧ dvolS2
(13.1)
for τ > τ0. Assume that all the bootstrap assumptions from chapter 12 hold. Choose the weight function
w to be
w = (1 + r)−C(φ) (13.2)
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Then, for all sufficiently large constants C(φ) and for any α > 0 we have the following bound for the
energy E(wT )[φ]:
E(wT )[φ](τ, t, τ0) +
∫
tMττ0
C(φ)(1 + r)
−1w| /Dφ|2dvolg . E(wT )[φ](τ0, t, τ0)
+
∫
tMττ0
w
(
(1 + τ)−1−δ| /Dφ|2 + C(φ)(1 + r)−1| /Dφ|2 + (1 + r)−3|φ|2
+ (1 + r)−2−δ(1 + τ)−1−δ|φ|2 + −1(1 + r)|F |2 + (1 + r)−1−δ| /Dφ|2
)
dvolg
(13.3)
where, if φ is in fact a scalar field, then the terms involving only φ (and not its derivatives) on the right
hand side of the inequality above are not present.
Proof. Applying the energy estimate 11.3.1 to the field φ, using the multiplier wT , in the spacetime
region tMττ0 , the compatible current identity 8.2.8 gives∫
tΣτ
ı(wT )J[φ]dvolg +
∫
τ0
τ Σ¯t
ı(wT )J[φ]dvolg −
∫
tΣτ0
ı(wT )J[φ]dvolg
=
∫
tMττ0
(
(wT )K[φ]− wω( /DLφ) · ( /DTφ) + wF · ( /DTφ) + wTµ([ /Dµ, /Dν ]φ) · ( /Dνφ)
)
dvolg
where, if φ is a scalar field, then the final term on the right hand side clearly vanishes.
We will first show that the terms on the right hand side (the “bulk terms”) are bounded by the
spacetime integral given in the proposition, and then we will deal with the boundary terms. We will
concentrate on the region r ≥ r0 below; in the region r ≤ r0 it is easy to see that suitable bounds hold.
In particular, in this region r is bounded, so no decay in r is necessary.
Now, from proposition 8.3.2 we have, schematically,
(wT )K[φ]− wω( /DLφ) · ( /DTφ)−
1
2
C(φ)(1 + r)
−1w| /Dφ|2
= C(φ)(1 + r)
−1w| /Dφ|2 + wω| /Dφ|2 + wΓ( /Dφ) · ( /Dφ)
Note that the bounds in chapter 12 imply, in particular,
|Γ| ≤  ((1 + r)−1 + (1 + r)−1+δ(1 + τ)−β)
|ω| ≤ (1 + r)−1
and so, making use of these bounds we have∣∣∣∣(wT )K[φ]− wω( /DLφ) · ( /DTφ)− 12C(φ)(1 + r)−1w| /Dφ|2
∣∣∣∣
. (1 + r)−1w| /Dφ|2 + (1 + r)−1+δ(1 + τ)−βw| /Dφ|| /Dφ|+ C(φ)(1 + r)−1w| /Dφ|2
. (1 + r)−1w| /Dφ|2 + (1 + τ)−1−2β+2δw| /Dφ|2 + C(φ)(1 + r)−1w| /Dφ|2
The next term on the right hand side is estimated as∣∣wF · ( /DTφ)∣∣ . (1 + r)−1w| /Dφ|2 + −1(1 + r)w|F |2
These are the only terms which arise if φ is a scalar field; the terms discussed below are only present
if φ is a higher rank tensor field.
The final term is given schematically as
wTµ
(
[ /Dµ, /Dν ]φ
) · ( /Dνφ) = w
ΩLL · /Dφ/ΩL · /∇φ
/ΩL · /∇φ
 · φ
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where we remind the reader that /ΩL refers to the Sτ,r-tangent tensor field /Π
ν
µΩLν/α/β , and similarly for
/ΩL.
Let us first consider the region r ≥ r0. Using the expressions for the components of the curvature Ω
given in chapter 7 together with the bootstrap we easily find that
wTµ
(
[ /Dµ, /Dν ]φ
) · ( /Dνφ) . w ((1 + r)−2 + (1 + r)−2+δ(1 + τ)−β) |φ|| /Dφ|
. (1 + r)−1w| /Dφ|2 + (1 + r)−3w|φ|2 + (1 + r)−3+2δ(1 + τ)−2βw|φ|2
We can further estimate
w(1 + r)−3+2δ(1 + τ)−2β |φ|2 . w(1 + r)−3−2δ|φ|2 + w(1 + r)−2−2δ(1 + τ)−1−δ|φ|2
where the first quantitiy on the right hand side is sufficient to bound the left hand side in the region
r ≤ τ , and the second quantity bounds the right hand side in the region r ≥ τ , and we have used the
fact that β  δ.
In the region r ≤ r0 we can bound the same terms by simply using the schematic expression
Tµ ([Dµ,Dν ]φ) ·
(
/D
ν
φ
) ∼ ΩabcdT aφ · ( /Dφ)
∼ (∂2h(rect) + (∂hrect) · (∂hrect))φ · ( /Dφ)
. |φ|2 + | /Dφ|2
where we have used the bootstrap bounds in the region r ≤ r0. Note that all of the components of Ω
are “small” (meaning that they vanish if h = 0) except for the angular components, which behave as
Ω/α/β ∼ r−2
We now put together all of the above calculations, and choose C(φ) sufficiently large to absorb all of
the error terms of the form (1 + r)−1| /Dφ|2 by the positive bulk term on the left hand side.
Now we need to estimate the boundary terms. From proposition 11.2.1 we have∫
tΣτ
ı(wT )Jdvolg =
∫
tΣτ
1
2
w
(| /DLφ|2 + | /∇φ|2)Ω2dr ∧ dvolS2
Now, the bootstrap bound on Ω implies
Ω2 ∼ r2
and so ∫
tΣτ
ı(wT )Jdvolg ∼
∫
tΣτ
w
(| /DLφ|2 + | /∇φ|2) r2dr ∧ dvolS2
Finally the boundary term on a surface of constant t in the weighted T -energy is given by∫
{t=t0}
ı(wT )Jdvolg
=
∫
{t=t0}
1
2
1
(L0 + L0 − b0)w
(| /DLφ|2 + | /DLφ|2 + 2| /∇φ|2 + Err(wT,t0-bdy)) dr ∧ dvol(S2,G)
=
∫
{t=t0}
1
2
1
(L0 + L0 − b0)w
(| /DLφ|2 + | /DLφ|2 + 2| /∇φ|2 + Err(wT,t0-bdy))Ω2dr ∧ dvolS2
where we have the bound
|Err(wT,t0−bdy)| .
(
|(L(small))0|+ |(L(small))0|+ | /∇t|
)
| /Dφ|2
Note that /∇µt = /Π 0µ . Hence the bootstrap assumptions imply that
|Err(T,t0−bdy)| . | /Dφ|2
Moreover, we have
|L0 + L0 − b0 − 2| . 
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hence we can conclude that ∫
{t=t0}
ı(wT )Jdvolg ∼
∫
{t=t0}
w
(| /Dφ|2) r2dvolS2
Putting together all of the calculations above proves the proposition.
13.2 The basic weighted Morawetz energy estimate
Proposition 13.2.1 (The basic Morawetz energy estimate). Let φ be an Sτ,r-tangent tensor field sat-
isfying the equation
/˜gφ = F
for some Sτ,r-tangent tensor field F . Choose the weight function
w := (1 + r)−C(φ)
Assume that all the bootstrap assumptions from chapter 12 hold. Then for all sufficiently small  we have∫
tMττ0
(
δ(1 + r)−1−
1
2 δ| /Dφ|2 + χ(r0)(r)(1 + r)−1−C(φ)| /∇φ|2 + δ
(
1 +
1
2
δ
)
r−1(1 + r)−2−
1
2 δ|φ|2
)
dvolg
. E(T,C(φ))[φ](τ, t, τ0) + E(T,C(φ))[φ](τ0, t, τ0)
+
∫
tMττ0
w
(
(1 + C(φ))(1 + r)
−1| /Dφ|2 + (1 + τ)−1−δ| /Dφ|2 + r−1(1 + r)−1−δ(1 + τ)−1−δ|φ|2
+ (1 + C(φ))r
−1(1 + r)−2|φ|2 + −1(1 + r)|F |2
)
dvolg
+
∫
S¯t,τ0
(1 + r)−C(φ)r|φ|2dvolS2 +
∫
S¯t,τ
(1 + r)−C(φ)r|φ|2dvolS2
(13.4)
where χ(r0)(r) is the smooth monotone cut-off function defined in equation (2.62).
Moreover, if the field φ is in fact a scalar field, then the terms∫
tMττ0
−1(1 + r)−3|φ|2dvolg
and ∫
tMττ0∩{r<r0}
−1r−2|φ|2dvolg
are absent.
Proof. We apply the energy estimate to the field φ in the spacetime region tMττ0 , with the modified
energy current (wR)J˜ [φ], and with the choices
fR(r) := 1− (1 + r)− 12 δ+C(φ)
w(r) := (1 + r)−C(φ)
Using the modified compatible current identity 8.2.10 We obtain∫
tΣτ
ı(wR)J˜[φ]dvolg +
∫
τ0
τ Σ¯t
ı(wR)J˜[φ]dvolg −
∫
tΣτ0
ı(wR)J˜[φ]dvolg
=
∫
tMττ0
(
(wR)K˜[φ]− ωwfR( /DLφ) ·
(
/DRφ+ r
−1φ
)
+ wfRF ·
(
/DRφ+ r
−1φ
)
+ wfRR
ν
(
[ /Dµ, /Dν ]φ
) · ( /Dµφ))dvolg
(13.5)
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As before we shall first estimate the bulk terms, and then turn to the boundary terms.
Making use of proposition 8.3.4, together with the facts that
f ′R =
(
1
2
δ − C(φ)
)
(1 + r)−1−
1
2 δ+C(φ)
f ′′R = −
(
(1 +
1
2
δ − C(φ)
)(
1
2
δ − C(φ)
)
(1 + r)−2−
1
2 δ+C(φ)
w′ = −C(φ)(1 + r)−1−C(φ)
w′′ = C(φ)
(
1 + C(φ)
)
(1 + r)−2−C(φ)
we have
(wR)K˜[φ]− ωwfR( /DLφ) ·
(
/DRφ+ r
−1φ
)
=
1
8
(δ − 2C(φ))(1 + r)−1− 12 δ
(| /DLφ|2 + | /DLφ|2)
+
(
(1 + r)1+
1
2 δ−C(φ) − (1 + r)− 14 (δ − 2C(φ))r
r(1 + r)1+
1
2 δ
)
| /∇φ|2 + 1
4
δ
(
1 +
1
2
δ
)
r−1(1 + r)−2−
1
2 δ|φ|2
+ wErr(wR,bulk)
(13.6)
The error term will be dealt with below; we first turn to the other terms. We first note that, if  is
chosen sufficiently small relative to δ and C(φ), then we have (δ − 2C(φ)) ≥ 12δ. The only term which
needs additional consideration is the coefficient of | /∇φ|2; in the region r ≥ r0 this satisfies
(1 + r)1+
1
2 δ−C(φ) − (1 + r)− 14 (δ − 2C(φ))r
r(1 + r)1+
1
2 δ
& w(1 + r)−1
where the implicit constant depends only on r0. In the region r < r0 we instead have the bound
(1 + r)1+
1
2 δ−C(φ) − (1 + r)− 14 (δ − 2C(φ))r
r(1 + r)1+
1
2 δ
& (δ − 2C(φ))(1 + r)−1− 12 δ
Choosing  sufficiently small compared to δ, we have δ − 2C(φ) ≥ 12δ. Hence we have the inequality
(1 + r)1+
1
2 δ−C(φ) − (1 + r)− 14 (δ − 2C(φ))r
r(1 + r)1+
1
2 δ
& χ(r0)(r)w(1 + r)−1 + δ(1 + r)−1−
1
2 δ
The error term in (13.6) can be estimated, using the bootstrap bounds of chapter 12 together with
the expression given for the error term in proposition 8.3.4, as∣∣Err(wR,bulk)∣∣ . (1 + C(φ))(1 + r)−1| /Dφ|2 + (1 + r)−1+δ(1 + τ)−β | /Dφ|| /Dφ|
+ (1 + C(φ))r
−1(1 + r)−2+δ(1 + τ)−β |φ|2 + (1 + C(φ))r−1(1 + r)−2|φ|2
+ (1 + r)−2| /Dφ||φ|
. C(φ)(1 + r)−1| /Dφ|2 + (1 + τ)−1−δ| /Dφ|2 + r−1(1 + r)−1−δ(1 + τ)−1−δ|φ|2
+ C(φ)r
−1(1 + r)−2|φ|2
The next term can be bounded as follows:∣∣wωfR( /DLφ) · ( /DRφ+ r−1φ)∣∣ . (1 + r)−1w| /Dφ|2 + (1 + r)−3w|φ|2
where we have used the fact that, as r → 0, fR ∼ δr.
In a similar way, we can bound∣∣wfRF ( /DRφ+ r−1φ)∣∣ . (1 + r)−1w| /Dφ|2 + (1 + r)−3w|φ|2 + −1(1 + r)w|F |2
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Next, we turn to those terms which are absent if φ is a scalar field. First, in the region r ≥ r0 we can
bound∣∣wfRRν ([ /Dµ, /Dν ]φ) · ( /Dµφ)∣∣ . (1 + r)−1w| /Dφ|2 + (1 + r)−3w|φ|2 + (1 + r)−2−2δ(1 + τ)−1−δw|φ|2
where the computations are almost identical to those appearing in the T -energy estimate. In the region
r ≤ r0 we can similarly bound∣∣fRRν ([ /Dµ, /Dν ]φ) · ( /Dµφ)∣∣ . (|∂2h|+ |∂h|2) |φ||∂φ|
Since, in this region, r is bounded, and the bootstrap bounds |∂h| ≤  and |∂2h| ≤  are sufficient to
give the same estimate in this region.
Next, we need to estimate the boundary terms. Unlike in the T -energy estimate, these do not come
with any particular sign, and we only aim to show that they can be bounded by the terms appearing in
the T -energy.
From proposition 11.2.2, using the fact that |fR| < 1, we have∫
tΣτ
ı(wR)J˜dvolg .
∫
tΣτ
w
(
| /Dφ|2 + r−1(1 + r)−1|φ|2
)
Ω2dr ∧ dvolS2
Using the bootstrap bounds on Ω we find∫
tΣτ
ı(wR)J˜dvolg .
∫
tΣτ
w
(
| /Dφ|2 + r−1(1 + r)−1|φ|2
)
r2dr ∧ dvolS2
. E(T,C(φ))[φ](τ, t, τ) +
∫
tΣτ
(1 + r)−1−C(φ)|φ|2rdr ∧ dvolS2
Now, we can use the Hardy inequality of proposition 11.1.7 together with the fact that C(φ)  1 to
show ∫
tΣτ
(1 + r)−1w|φ|2rdr ∧ dvolS2 .
∫
tΣτ
w| /DLφ|2r2dr ∧ dvolS2 +
∫
S¯r,t
w|φ|2rdvolS2
Hence we find that∫
tΣτ
(1 + r)−1w|φ|2rdr ∧ dvolS2 . E(T,C(φ))[φ](τ, t, τ) +
∫
S¯r,t
w|φ|2rdvolS2
Next, we turn to the boundary term on ττ0Σ¯t, i.e. the part of the boundary on which t is constant.
Again, using proposition 11.2.2 together with the bootstrap bounds of chapter 12 we find∫
τ
τ0
Σ¯t
ı(wR)J˜dvolg .
∫
τ
τ0
Σ¯t
w
(| /Dφ|2 + r−1(1 + r)−1) |φ|2r2dr ∧ dvolS2
We can now use the other version of the Hardy inequality, given in proposition 11.1.9, to estimate
the lower order term. Making use of the bootstrap bounds, it is easy to show∫
τ
τ0
Σ¯t
w(1 + r)−1|φ|2rdr ∧ dvolS2 .
∫
τ
τ0
Σ¯t
w| /Dφ|2r2dr ∧ dvolS2 +
∫
S¯τ0,t
w|φ|2rdvolS2
This finishes the calculation of the boundary terms. Putting all of the calculations above together,
and absorbing terms when appropriate (assuming, in particular, that  δ) proves the proposition.
13.3 The basic p-weighted energy estimates
Proposition 13.3.1. Let φ be an Sτ,r-tangent tensor field satisfying the equation
/˜gφ = F1 + F2 + F3
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for some Sτ,r-tangent tensor fields F1, F2, F3. Let ψ := rφ. Define the p-weighted energy of φ
E(L,p)[φ](τ,R) :=
∫
tΣτ
χ(2r0,R)r
p| /DLψ|2 dr ∧ dvolS2 (13.7)
for some constant R, and where the cut-off function χ(2r0,R) is defined in equation (2.62).
Assume that all the bootstrap assumptions from chapter 12 hold. Let 0 < p ≤ δ, and choose t
sufficiently large relative to R and τ so that
supp(χr0,R) ∩ ττ0Σ¯t = ∅
Then, for all sufficiently small δ, and for all sufficiently small  (depending on δ) we have
E(L,p)[φ](τ,R) +
∫
tMττ0
χ(2r0,R)
(
prp−1| /DLφ|2 + (2− p)rp−1| /∇φ|2 + p(1− p)rp−3|φ|2
)
dvolg
. E(L,p)[φ](τ0, R)
+
∫
tMττ0
(
(1 + r)−1−δ| /Dφ|2 + χ(2r0,R)rp−2(1 + τ)−1−δ| /DLψ|2
+ χ(2r0,R)(p− 1)rp−2−δ(1 + τ)−1−δ|φ|2 + −1χ(2r0,R)rp(1 + τ)1+δ|F1|2
+ −1χ(2r0,R)r
p+1−2δ(1 + τ)6δ|F2|2 + −1χ(2r0,R)rp+1|F3|2 + χ(2r0,R)rp−3|φ|2
)
dvolg
+
∫
tMττ0∩{r0≤r≤2r0}
(| /Dφ|2 + |φ|2) dvolg
+
∫
tΣτ
(1 + r)p−δ| /DLφ|2r2dr ∧ dvolS2 +
∫
S¯t,τ
(1 + r)p+1−δ|φ|2dvolS2
+
∫
tΣτ0

1
(1− p+ δ)2 (1 + r)
p−δ| /DLφ|2r2dr ∧ dvolS2 +
∫
S¯t,τ0

1
(1− p+ δ) (1 + r)
p+1−δ|φ|2dvolS2
+
∫ τ
τ0
(∫
tΣτ′∩{ 12R≤r≤R}
p−2rp−1| /Dφ|2r2dr ∧ dvolS2 +
∫
Sτ,R
p−1rp|φ|2dvolS2
)
dτ
(13.8)
where, if φ is in fact a scalar field, then the term in the spacetime integral involving
χ(r0,R)r
p−3|φ|2
is not present.
On the other hand, for all positive values of p < 1, if t is sufficiently large compared to R and (τ−τ0),
then we can define the cut-off p-weighted energy
E(L,p)[φ](τ,R) :=
∫
tΣτ
χ(2r0,R)r
p−2| /DLψ|2dr ∧ dvolS2 (13.9)
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Then, for all sufficiently small δ and for all sufficiently small  (depending on δ) we have
E(L,p)[φ](τ,R) +
∫
tMττ0
χ(2r0,R)
(
prp−1| /DLφ|2 + (2− p)rp−1| /∇φ|2 + p(1− p)rp−3|φ|2
)
dvolg
. E(L,p)[φ](τ0, R)
+
∫
tMττ0
(
χ(2r0,R)(1 + r)
p−2(1 + τ)1−2β | /Dφ|2 + χ(2r0,R)rp−2(1 + τ)−1−C(φ)| /DLψ|2
+ χ(2r0,R)r
p−2− 12 δ(1 + τ)−1−δ|φ|2 + −1χ(r0,R)rp(1 + τ)1+δ|F1|2
+ −1χ(r0,R)r
p+1−4δ(1 + τ)6δ|F2|2 + −1χ(2r0,R)rp+1|F3|2 + χ(r0,R)rp−3|φ|2
)
dvolg
+
∫
tMττ0∩{r0≤r≤2r0}
(| /Dφ|2 + |φ|2) dvolg
+
∫
tΣτ

1
(1− p+ δ)2 r
p−δ| /DLψ|2dr ∧ dvolS2 +
∫
Sτ,R

1
(1− p+ δ)r
p+1−δ|φ|2dvolS2
+
∫
tΣτ0

1
(1− p+ δ)2 r
p−δ| /DLψ|2dr ∧ dvolS2 +
∫
Sτ0,R

1
(1− p+ δ)r
p+1−δ|φ|2dvolS2
+
∫ τ
τ0
(∫
tΣτ′∩{ 12R≤r≤R}
p−2rp−1| /Dφ|2r2dr ∧ dvolS2 +
∫
Sτ,R
p−1rp|φ|2dvolS2
)
dτ
(13.10)
Again, if φ is a scalar field then the final term in the spacetime integral, involving the term
χ(r0)r
p−3|φ|2
is not present.
Proof. We apply the energy estimate to the field φ in the spacetime region tMττ0 , with the modified
energy current (L,p)J˜ [φ]. We also choose the function fL(r) to be
fL(r) = χ(2r0,R)(r)
Using the modified compatible current identity 8.2.10 we obtain∫
tΣτ
ı(L,p)J˜[φ]dvolg +
∫
τ0
τ Σ¯t
ı(L,p)J˜[φ]dvolg −
∫
tΣτ0
ı(L,p)J˜[φ]dvolg
=
∫
tMττ0
(
(L,p)K˜[φ]− ωfL( /DLφ) ·
(
rp /DLφ+ r
p−1φ
)
+ fL(F1 + F2 + F3) ·
(
rp /DLφ+ r
p−1φ
)
+ fLr
pLν
(
[ /Dµ, /Dν ]φ
) · ( /Dµφ))dvolg
(13.11)
As before we shall first estimate the bulk terms, and then turn to the boundary terms.
First, using proposition 8.3.7 we have
(L,p)K˜[φ]− ωfL( /DLφ) ·
(
rp /DLφ+ r
p−1φ
)
=
1
2
fLr
p−1 (p| /DLφ|2 + (2− p)| /∇φ|2 + p(1− p)r−2|φ|2)
+ Err(L,p,bulk)
We estimate the error terms in two different ways, depending on whether p < δ or p ≥ δ. First, for very
small values of p (specifically, p ≤ δ), we can use the bootstrap bounds from chapter 12 to bound∣∣Err(L,p,bulk)∣∣ . rpf ′L| /Dφ|2 + (rp−1f ′′L + rp−2f ′L) |φ|2 + fLrp−1(1 + τ)−β | /DLφ|| /Dφ|
+ fLr
p−1−δ| /DLφ|| /Dφ|+ fLrp−1+δ(1 + τ)−β | /DLφ|| /∇φ|+ fLrp−1| /∇φ|2
+ fL(p− 1)rp−3+δ(1 + τ)−β |φ|2 + fL(p− 1)rp−3|φ|2
(13.12)
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Now, we estimate the error term as follows:∣∣Err(L,p,bulk)∣∣ . rpf ′L| /Dφ|2 + (rp−1f ′′L + rp−2f ′L)|φ|2 + (1 + r)−1−δ| /Dφ|2
+ fLr
2p−1+δ(1 + τ)−2β | /DLφ|2 + fLr2p−1−δ| /DLφ|2 + fLrp−1| /∇φ|2
+ fLr
p−1+2δ(1 + τ)−β | /DLφ|2 + fL(p− 1)rp−3+δ(1 + τ)−β |φ|2 + fL(p− 1)rp−3|φ|2
We further decompose these error terms as follows. We have
fLr
2p−1+δ(1 + τ)−2β | /DLφ|2 ≤ fLr2p−1−δ| /DLφ|2 + fLr2p−δ(1 + τ)−1−δ| /DLφ|2
where, in fact, the inequality holds without the second term in the region r ≤ τ (the “interior”), and
without the first term in the region r ≥ τ (the “exterior”), and where we have used that δ  β. Moreover,
we have p ≤ δ, so we actually obtain
fLr
2p−1+δ(1 + τ)−2β | /DLφ|2 ≤ fLrp−1| /DLφ|2 + fLrp(1 + τ)−1−δ| /DLφ|2
We also have
fLr
2p−δ(1 + τ)−1−δ| /DLφ|2 . fLr2p−2−δ(1 + τ)−1−δ| /DLψ|2 + fLr2p−2−δ(1 + τ)−1−δ|φ|2
The next error term satisfies
fLr
2p−1−δ| /DLφ|2 ≤ fLrp−1| /DLφ|2
where we have used the fact that p ≤ δ.
Finally, we estimate
fL(p− 1)rp−3+δ(1 + τ)−β |φ|2 ≤ fL(p− 1)rp−3−δ|φ|2 + fL(p− 1)rp−2−δ(1 + τ)−1−δ|φ|2
where, again, the first term on the right hand side is all that is needed in the interior, while the second
term is all that is needed in the exterior, and we have used δ  β.
This completes the calculations needed for the term Err(L,p,bulk) for very small values of p. In
summary, we have shown that, for p ≤ δ,∣∣Err(L,p,bulk)∣∣ . rpf ′L| /Dφ|2 + (rp−1f ′′L + rp−2f ′L)|φ|2 + (1 + r)−1−δ| /Dφ|2
+ fLr
p−1| /DLφ|2 + fLrp−2(1 + τ)−1−δ| /DLψ|2 + fL(p− 1)rp−3|φ|2
+ fLr
p−1| /∇φ|2 + fL(p− 1)rp−2−δ(1 + τ)−1−δ|φ|2
For larger values of p, we can estimate the error term (13.12) as∣∣Err(L,p,bulk)∣∣ . rpf ′L| /Dφ|2 + (rp−1f ′′L + rp−2f ′L)|φ|2 + fLrp−2(1 + τ)1−δ| /Dφ|2
+ fLr
p(1 + τ)−1−β | /DLφ|2 + fLrp−2δ(1 + τ)−1+δ| /DLφ|2
+ fLr
p−1+2δ(1 + τ)−2β | /DLφ|2 + fLrp−1| /∇φ|2 + fL(p− 1)rp−3+δ(1 + τ)−β |φ|2
+ fL(p− 1)rp−3|φ|2
We also need to further decompose these terms. We have
rp−2δ(1 + τ)−1+δ| /DLφ|2 . rp−1−δ| /DLφ|2 + rp(1 + τ)−1−δ| /DLφ|2
where the first term on the right hand side bounds the left hand side in the interior (r ≤ τ) and the
second term bounds it in the exterior (r ≥ τ).
Similarly, we can bound
rp−1+2δ(1 + τ)−2β | /DLφ|2 . rp−1+2δ−2β | /DLφ|2 + rp−2β+3δ(1 + τ)−1−δ| /DLφ|2
. rp−1| /DLφ|2 + rp(1 + τ)−1−δ| /DLφ|2
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In each of the calculations above, we have a term of the form rp(1 + τ)−1−δ| /DLφ|2. We can further
estimate this as
rp(1 + τ)−1−δ| /DLφ|2 . rp−2(1 + τ)−1−δ| /DLψ|2 + rp−2(1 + τ)−1−δ|φ|2
In fact, the lower order term with the critical decay in r, that is, rp−2(1 + τ)−1−δ|φ|2, is absent. This
term can only arise from the terms involving ω, which decays at the critical rate r−1. However, the
relevant terms are
−ωrpfL( /DLφ) · ( /DLφ)− ωrp−1fl( /DLφ) · φ = −ωrp−1fL( /DLψ) · ( /DLφ)
so the lower order term is absent. The remaining terms involving φ and not its derivatives have improved
decay in r.
Finally, we estimate the term
rp−3+δ(1 + τ)−β |φ|2 . rp−3+δ−β |φ|2 + rp−2−β(1 + τ)−1−δ|φ|2
. rp−3|φ|2 + rp−2(1 + τ)−1−δ|φ|2
In summary, we have shown that∣∣Err(L,p,bulk)∣∣ . rpf ′L| /Dφ|2 + (rp−1f ′′L + rp−2f ′L)|φ|2 + fLrp−2(1 + τ)1−δ| /Dφ|2
+ fLr
p−2(1 + τ)−1−δ| /DLψ|2 + fLrp−2−
1
2 δ(1 + τ)−1−δ|φ|2 + fLrp−1| /DLφ|2
+ fLr
p−1| /∇φ|2 + fL(p− 1)rp−3|φ|2
We also need to estimate the terms involving the derivatives of fL. We do this in the same way,
regardless of the value of p. Using the coarea formula 11.1.14 we have∫
tMττ0
(
rpf ′L| /Dφ|2 + (rp−1f ′′L + rp−2f ′L)|φ|2
)
dvolg
=
∫
tMττ0∩{r0≤r≤2r0}
(
rpχ′(2r0)| /Dφ|2 + (rp−1χ′′(2r0) + rp−2χ′(2r0))|φ|2
)
dvolg
+
∫ τ
τ0
(∫
tΣτ′
(
−rpχ′(R)| /Dφ|2 − (rp−1χ′′(R) + rp−2χ′(R))|φ|2
)
Ω2dr ∧ dvolS2
)
dτ ′
.
∫
tMττ0∩{r0≤r≤2r0}
(
| /Dφ|2 + |φ|2
)
dvolg
+
∫ τ
τ0
(∫
tΣτ′∩{ 12R≤r≤R}
(
rp−1| /Dφ|2 + rp−3|φ|2
)
r2dr ∧ dvolS2
)
dτ ′
where in the last line we have used the fact that Ω ∼ r as well as
|χ′(R)| . R−1
|χ′′(R)| . R−2
which follows from the definition of the cut off functions in equation (2.62). Moreover, the derivatives of
the cut-off funciton χ(R) are supported only in the region
1
2R ≤ r ≤ R. Hence we have, for example,
χ′(R)(r) . r−1
We further estimate the zero-th order term by using the Hardy inequality (proposition 11.1.7) and
also using the fact that p < 1:∫ τ
τ0
(∫
tΣτ′∩{ 12R≤r≤R}
rp−1|φ|2dr ∧ dvolS2
)
dτ ′
.
∫ τ
τ0
(∫
tΣτ′∩{ 12R≤r≤R}
p−2rp−1| /DLφ|2r2dr ∧ dvolS2 +
∫
Sτ′,R
p−1rp|φ|2dvolS2
)
dτ ′
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Next, we estimate the term involving the inhomogeneity F1 + F2 + F3. We have
fL(F1 + F2 + F3) ·
(
rp /DLφ+ r
p−1φ
)
. fLrp−3+4δ(1 + τ)−6δ
∣∣ /DLψ∣∣2 + fLrp−2(1 + τ)−1−δ| /DLψ|2
+ fLr
p−1| /DLφ|2 + fLrp−3|φ|2 + −1fLrp(1 + τ)1+δ|F1|2
+ −1fLrp+1−4δ(1 + τ)6δ|F2|2 + −1fLrp+1|F3|2
Similarly to before, we have
fLr
p−3+4δ(1 + τ)−6δ
∣∣ /DLψ∣∣2 . fLrp−1| /DLφ|2 + fLrp−3−δ|φ|2
+ fLr
p−2(1 + τ)−1−δ| /DLψ|2 + fLrp−2−δ(1 + τ)−1−δ|φ|2
Next, we have to estimate the error term involving curvature terms, which is not present if φ is a
scalar field. If r ≥ r0 then we have
fLr
pLν
(
[ /Dµ, /Dν ]φ
) · /Dµφ . fLrp|ΩLL|| /DLφ||φ|+ fLrp|ΩL/α|| /∇φ||φ|
Note the absence of a “bad derivative” term /Dφ, which follows from the fact that
LµLν [ /Dµ, /Dν ]φ = 0
Hence, using the expressions in chapter 7 we obtain
fLr
pLν
(
[ /Dµ, /Dν ]φ
) · /Dµφ . fLrp−1| /Dφ|2 + fLrp−3|φ|2 + fLrp−2−δ(1 + τ)−1−δ|φ|2
where we have used the fact that δ  β.
We also have to deal with this term in the region 12r0 ≤ r ≤ r0 (recall that fL ≡ 0 in the region
r ≤ 12r0). Here, the bootstrap bounds lead easily to the estimate
fLr
pLν ([Dµ,Dν ]φ) · /Dµφ . 
(|φ|2 + | /Dφ|2)
This concludes the required estimates for the bulk terms; we must now estimate the boundary terms
arising in the p-weighted estimates. Using proposition 11.2.3 together with the fact that fL is supported
away from ττ0Σ¯t we have∫
tΣτ
ı(L,p)J˜[φ]dvolg =
∫
tΣτ
fLr
p−2 (| /DLψ|2 + Err(L,p−bdy))Ω2dr ∧ dvolS2
where ∣∣Err(L,p−bdy)∣∣ . +
∣∣∣∣∣ ∂∂r
∣∣∣∣
τ,ϑ1,ϑ2
log Ω− r−1
∣∣∣∣∣ r|φ|2
Now, we have
∂
∂r
∣∣∣∣
τ,ϑ1,ϑ2
log Ω− r−1 = L log Ω− r−1
=
1
2
tr/g χ− r−1
=
1
2
tr/g χ(small)
so, using the bootstrap bounds we find that
+
∣∣∣∣∣ ∂∂r
∣∣∣∣
τ,ϑ1,ϑ2
log Ω− r−1
∣∣∣∣∣ r|φ|2 . r(1 + r)−1−δ|φ|2
Now, we need to further estimate the corresponding error term, which (using the support of fL) can
be bounded by ∫
tΣτ
fLr
p−δ|φ|2dr ∧ dvolS2
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Again, this term will be estimated in different ways depending on whether p < δ or p > δ.
If p < δ then we estimate this term in terms of the T energy. Specifically, using the fact that
0 < fL < 1 we can use the first part of proposition 11.1.7 to show∫
tΣτ
fLr
p−δ|φ|2dr ∧ dvolS2 . 1
(1− p+ δ)2
∫
tΣτ
(1 + r)p−δ| /DLφ|2r2dr ∧ dvolS2
+

(1− p+ δ)
∫
S¯τ,t
(1 + r)p+1−δ|φ|2 dvolS2
On the other hand, if p > δ then we make use of the second part of proposition 11.1.7, applied to the
field ψ = rφ. We choose α = 2 + δ − p. Since p < 1, we have α > 1. We obtain∫
tΣτ
fLr
p−2−δ|ψ|2dr ∧ dvolS2
.
∫
tΣτ∩{r≤R}

(
1− χ(2r0)
)
rp−2−δ|ψ|2dr ∧ dvolS2
.
∫
tΣτ∩{r0≤r≤2r0}
(r0)
−1|χ′(2r0)|rp+1−δ|φ|2dr ∧ dvolS2
+
1
(1− p+ δ)2
∫
tΣτ∩{r≤R}
rp−δ| /DLψ|2dr ∧ dvolS2 +
1
(1− p+ δ)
∫
Sτ,R
rp+1−δ|φ|2dvolS2
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Chapter 14
Boundedness and energy decay
In this chapter we will combine the basic energy estimates (established in the previous chapter) to
prove bounds on solutions to inhomogenous wave equations on manifolds whose metric components and
connection coefficients obey the bootstrap bounds of chapter 12. Note that these bounds also apply to
linear wave equations on such manifolds.
The approach we take will be to prove progressively better and better decay in τ for a degenerate
energy, that is, a quantity which is similar to the energy, but includes an additional factor of the form
(1 + r)−C, meaning that this energy degenerates as r → ∞. The necessity for using this kind of
degenerate energy comes from the presence of certain error terms in the energy estimates, which decay
at the critical rate (1 + r)−1, and can only be controlled by the use of a Gronwall inequality, rather than
being absorbed by some “bulk terms” associated with the energy currents.
As mentioned above, we will aim to prove progressively stronger decay in τ for this degenerate energy.
We will begin by using the weighted T energy estimate to prove that the degenerate energy grows at
most exponentially fast in τ . Note that, in order to prove this kind of bound for a linear wave equation
with respect to a foliation by uniformly spacelike leaves (e.g. with respect to the foliation given by
surfaces of constant t) it is only necessary that the metric components and their derivatives be bounded,
and moreover, it is the full energy, rather than the degenerate energy, that can be controlled1. This is
because the error terms arising in the T energy estimate can be controlled with the help of the boundary
terms in the T energy, which involve all the derivatives of φ when evaluated on a spacelike hypersurface,
together with a Gronwall inequality. However, we require our estimates to be given with respect to
an (asymptotically) null foliation, and the T energy evaluated on these leaves only involves the “good
derivatives”. Hence it cannot be used to bound bulk error terms involving the bad derivatives.
If the equations we were dealing with obeyed a stronger version of the null condition then these error
terms could be handled with the use of an integrated local energy decay estimate. For example, if the
equations obeyed the classical null condition of [Kla80] or if the coefficient of the “good metric term”
hLL depended only on the good derivatives of φ, then the bulk error terms in the T energy would be of
the form (1 + r)−1−δ| /Dφ|2, and these can be controlled by the Morawetz energy current. In our case,
however, these terms decay at the critical rate of (1+r)−1, and so extra work is required even to conclude
that the energy grows at most exponentially. In fact, this is accomplished by the inclusion of the weight
w = (1 + r)−C, which generates a positive bulk term in the weighted T energy estimate involving the
bad derivatives term | /DLφ|2. Note that there are also other bulk error terms which cannot be controlled
by the Morawetz estimate, since they decay at a supercritical rate (1 + r)−1+Cδ. Fortunately, all of
these error terms only involve the good derivatives, so these can also be controlled by appealing to the
Gronwall inequality. However, this leads to exponential growth in τ for the degenerate energy! Such an
estimate is very far from providing sufficient control to recover the bootstrap bounds, which requires the
energy to decay at least at the rate (1 + τ)−2β .
Next, we need to incorporate the p weighted energy estimates in order to improve the decay in τ of
the degenerate energy. Note that the p-weighted estimates contribute a positive bulk term involving the
good derivatives, and with a weight which behaves like (1 + r)−1+p. Hence, by adding the p-weighted
estimate with p ∼ Cδ to the Morawetz and T energy estimates, we can absorb the error terms which
1Note, however, that in this case the energy grows like t, where t parameterises the leaves of the foliation.
206
previously led to exponential growth in τ . Moreover, there are certain error terms in the p-weighted
energy estimates which can be controlled if the degenerate energy is known a priori to be finite (this is
the reason for first considering only the weighted T estimate). Putting these estimates together will lead
to boundedness of the degenerate energy. Additionally, these estimates will allow us to prove a version
of “integrated local energy decay”; we will be able to show that a spacetime integral of a weighted,
energy-type quantity (including, importantly, the “bad derivatives”) is also bounded by uniformly in τ .
These estimates are still not sufficiently powerful to be useful in closing our bootstrap bounds. Indeed,
we need to show that the energy decays at a rate (1 + τ)−2β , and so far we have only shown that it is
bounded. In order to upgrade our estimates, we need to include the p-weighted estimates with higher
values of p. Note that there are error terms in the p-weighted estimates, with p = P ≥ Cδ, which tend
to zero if the p-weighted energy with p = P −Cδ is already known to be finite. Hence we need to prove
the p-weighted estimates for all values of p in the interval (Cδ, 1−C). Once we have proved this, these
estimates can be used to show that the degenerate energy decays at a rate of the form (1 + τ)−1+C,
which is sufficiently fast to be useful in closing the bootstrap bounds.
14.1 Exponential growth of the degenerate energy and inte-
grated local energy
In this section we will use the weighted T energy estimate to prove that the degenerate energy grows at
most exponentially in τ .
Lemma 14.1.1 (Exponential growth of the degenerate energy and integrated local energy). Let φ be
an Sτ,r-tangent tensor field satisfying
/˜gφ = F
for some Sτ,r tangent tensor field F . Suppose that F satisfies the bounds∫
tMττ0
w
(
−1(1 + r)|F |2) dvol . E˜ exp (C[φ](τ − τ0))
where
w = (1 + r)−C[φ]
and E˜ is some constant.
Suppose that all the bootstrap bounds of chapter 12 are satisfied. Suppose, moreover, that the initial
energy for φ satisfies
E(T,C[φ])(τ0, t, τ0) . E0
Finally, suppose C˜ is sufficiently large compared to C[φ].
Then, for all sufficiently small δ, for all sufficiently small  and for all sufficiently large C˜ we have
E(T,C[φ])(τ, t, τ0) +
∫
tMττ0
C[φ]w(1 + r)
−1| /Dφ|2dvolg .
(
E0 + E˜
)
exp
(
2C˜(τ − τ0)
)
(14.1)
Proof. Using the basic weighted T energy estimate 13.1.1, for sufficiently large C[φ], together with the
bounds assumed in the lemma, we have
E(T,C[φ])[φ](τ, t, τ0) +
∫
tMττ0
C[φ]w(1 + r)
−1| /Dφ|2dvolg
. E(T,C[φ])[φ](τ0, t, τ0) +
∫
tMττ0
(
C[φ]w(1 + r)
−1+δ| /Dφ|2
)
dvolg + (E0 + E˜) exp
(
C[φ](τ − τ0)
)
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Now, we can write∫
tMττ0
(
C[φ]w(1 + r)
−1+δ| /Dφ|2
)
dvolg
=
∫ τ
τ0
(∫
tΣτ′
C[φ](1 + r)
−1+δ−C[φ]| /Dφ|2Ω2dr ∧ dvolS2
)
dτ ′
.
∫ τ
τ0
(∫
tΣτ′
C[φ](1 + r)
−1+δ−C[φ]| /Dφ|2r2dr ∧ dvolS2
)
dτ ′
.
∫ τ
τ0
(∫
tΣτ′
C[φ]w| /Dφ|2r2dr ∧ dvolS2
)
dτ ′
Hence we have∫
tΣτ
w| /Dφ|2r2dr ∧ dvolS2 +
∫
τ
τ0
Σ¯t
w| /Dφ|2r2dr ∧ dvolS2 +
∫
tMττ0
C[φ]w(1 + r)
−1| /Dφ|2dvolg
.
∫
tΣτ
w| /Dφ|2r2dr ∧ dvolS2 +
∫ τ
τ0
(∫
tΣτ′
w| /Dφ|2r2dr ∧ dvolS2
)
dτ ′ + (E0 + E˜) exp
(
C[φ](τ − τ0)
)
so, using the Gronwall inequality of proposition 11.1.16 with the choices
f(τ) =
∫
tΣτ′
w| /Dφ|2r2dr ∧ dvolS2
h(τ) =
∫
τ
τ0
Σ¯t
w| /Dφ|2r2dr ∧ dvolS2 +
∫
tMττ0
C[φ]w(1 + r)
−1| /Dφ|2dvolg
g(τ) = C
G(τ, τ0) = (E0 + E˜) exp
(
C˜(τ − τ0)
)
where C is the implicit constant in the preceding inequality. We find∫
tΣτ
w| /Dφ|2r2dr ∧ dvolS2 +
∫
τ
τ0
Σ¯t
w| /Dφ|2r2dr ∧ dvolS2 +
∫
tMττ0
C[φ]w(1 + r)
−1| /Dφ|2dvolg
. eC(τ−τ0)
(
E(T,C[φ])[φ](τ0, t, τ0) + E˜eC˜(τ−τ0)
)
.
(
E0 + E˜
)
exp
(
(C + C˜)(τ − τ0)
)
so, choosing C˜ ≥ 2C proves the lemma.
14.2 Boundedness of the degenerate energy, the integrated local
energy, and the p-weighted energy estimate for very small
p
Lemma 14.2.1 (Energy boundedness, the integrated local energy decay estimate and the p-weighted
energy estimate for very small p). Let φ be an Sτ,r-tangent tensor field satisfying
/˜gφ = F = F1 + F2 + F3
for some Sτ,r tangent tensor fields F1, F2 and F3. Let τ2 ≥ τ1. Suppose that these satisfy the bound∫
tMτ2τ1
−1
(
(1 + r)1−C[φ]|F |2 + (1 + r) 12 δ(1 + τ)1+δ|F1|2 + (1 + r)1−3δ(1 + τ)6δ|F2|2
+ (1 + r)1+
1
2 δ|F3|2
)
dvolg . E˜1
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Choose the weight function
w = (1 + r)−C[φ]
Suppose, moreover, that the initial energy of φ satisfies
E(wT )(τ2, t, τ1) . E1
and
δ3E(L, 12 δ)(τ1, R) . E1
where t is sufficiently large relative to R, τ1 and τ2 so that
{r ≤ R} ∩ {τ2τ1Σ¯t} = ∅ (14.2)
Define the modified weight
w˜ = (1 + r)−
1
2C[φ]
Suppose additionally that there is some τ0 ≤ τ1 such that
E(w˜T )(τ0, t, τ0) . E0
Furthermore, on the initial hypersurface tΣτ0 suppose that we have∫
S¯t,r
|φ|2dvolS2 . E0(t− τ0)−1+ 12C[φ]
Finally, suppose that all the bootstrap bounds of chapter 12 are satisfied.
Then, for all sufficiently small δ, for all sufficiently small  we have
δ3E(L, 12 δ)[φ](τ2, R) + E(wT )[φ](τ2, t, τ1)
+
∫
tMτ2τ1
(
δ2(1 + r)−1−
1
2 δ| /Dφ|2 + δχ(r0)(r)(1 + r)−1−C[φ]| /∇φ|2 + δ2r−1(1 + r)−2−
1
2 δ|φ|2
+ C[φ](1 + r)
−1−C[φ]| /Dφ|2
+ χ(2r0,R)
(
δ4r−1+
1
2 δ| /DLφ|2 + δ3r−1+
1
2 δ| /∇φ|2 + δ3r−3+ 12 δ|φ|2
))
dvolg
. δ−1E1 + δ−1E˜1
+
(
E0 + E˜0
)(
(t− τ)− 12C[φ] + (τ − τ1)(t− τ0)−1+ 32 δ + −1R−1+ 32 δeC˜(τ−τ0)
)
(14.3)
In particular, suppose that the conditions of the lemma hold in the limit R → ∞, t → ∞, where
the limit is taken such that (14.2) is true. For example, we could take t = 2(τ2 + R) which, under
the bootstrap assumptions, can be seen to imply (14.2). We could then take the limit R → ∞, with t
considered a function of R, and τ0, τ1, τ2 fixed (finite) constants. Then we define the energies
E(wT )[φ](τ) := lim
t→∞ E
(wT )[φ](τ, t, τ)
E(L,α)[φ](τ) := lim
R→∞
E(L,α)[φ](τ,R) (14.4)
Then we have the bound
δ3E(L, 12 δ)[φ](τ2) + E(wT )[φ](τ2)
+
∫
Mτ2τ1
(
δ2(1 + r)−1−
1
2 δ| /Dφ|2 + δχ(r0)(r)(1 + r)−1−C[φ]| /∇φ|2 + δ2r−1(1 + r)−2−
1
2 δ|φ|2
+ C[φ](1 + r)
−1−C[φ]| /Dφ|2
+ χ(2r0)
(
δ4r−1+
1
2 δ| /DLφ|2 + δ3r−1+
1
2 δ| /∇φ|2 + δ3r−3+ 12 δ|φ|2
))
dvolg
. δ−1E1 + δ−1E˜1
(14.5)
In particular, this implies the following three estimates:
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1. Degenerate energy boundedness:
E(wT )[φ](τ2) . δ2E(L, 12 δ)[φ](τ1) + δ−1E(wT )[φ](τ1) + δ−1E˜1
2. Integrated local energy decay:∫
Mτ2τ1
(
δ2(1 + r)−1−
1
2 δ| /Dφ|2 + δχ(r0)(r)(1 + r)−1−C[φ]| /∇φ|2 + δ2r−1(1 + r)−2−
1
2 δ|φ|2
+ C[φ](1 + r)
−1−C[φ]| /Dφ|2
)
dvolg
. δ2E(L, 12 δ)[φ](τ1) + δ−1E(wT )[φ](τ1) + δ−1E˜1
3. p-weighted energy estimate with p = 12δ
E(L, 12 δ)[φ](τ2)
+
∫
Mτ2τ1
(
χ(2r0)
(
δr−1+
1
2 δ| /DLφ|2 + r−1+
1
2 δ| /∇φ|2 + r−3+ 12 δ|φ|2
))
dvolg
. δ−1E(L, 12 δ)[φ](τ1) + δ−4E(wT )[φ](τ1) + δ−4E˜1
Proof. We begin by choosing the weight function w = (1 + r)−C[φ]. We multiply the basic weighted
Morawetz energy estimate (equation (13.4)) by δ. We also multiply the basic p-weighted estimate (13.8),
by δ3, with the choice p = 12δ. We add together these two estimates, and also add the basic weighted
T energy estimate (equation (13.3)). We also assume some numerical bound on δ, so that δ  1.
Performing these energy estimates in the region tMτ2τ1 , using the facts that  δ we obtain the lengthy
expression
E(wT )[φ](τ2, t, τ1) +
∫
tMτ2τ1
C[φ](1 + r)
−1−C[φ]| /Dφ|2dvolg
+
∫
tMτ2τ1
(
δ2(1 + r)−1−
1
2 δ| /Dφ|2 + δχ(r0)(r)(1 + r)−1−C[φ]| /∇φ|2 + δ2r−1(1 + r)−2−
1
2 δ|φ|2
)
dvolg
+ δ3E(L, 12 δ)[φ](τ2, R)
+
∫
tMτ2τ1
χ(2r0,R)
(
δ4r−1+
1
2 δ| /DLφ|2 + δ3r−1+
1
2 δ| /∇φ|2 + δ3r−3+ 12 δ|φ|2
)
dvolg
. E(wT )[φ](τ2, t, τ1) + δ3E(L, 12 δ)[φ](τ1, R)
+
∫
tMτ2τ1
w
(
(1 + τ)−1−δ| /Dφ|2 + (1 + C[φ])(1 + r)−1| /Dφ|2 + (1 + C[φ])r−1(1 + r)−2|φ|2
+ r−1(1 + r)−1−δ(1 + τ)−1−δ|φ|2 + −1(1 + r)|F |2
)
dvolg
+
∫
tMτ2τ1
(
δ3χ(2r0,R)r
1
2 δ−2(1 + τ)−1−δ| /DLψ|2 + δ3χ(2r0,R)r
1
2 δ−2− 12β(1 + τ)−1−δ|φ|2
+ δ3−1χ(2r0,R)r
1−δ(1 + τ)2β |F |2
)
dvolg
+
∫
S¯t,τ1
δ(1 + r)−C[φ]r|φ|2dvolS2 +
∫
S¯t,τ2
δ(1 + r)−C[φ]r|φ|2dvolS2
+
∫
tΣτ1
(1 + r)−
1
2 δ| /DLφ|2r2dr ∧ dvolS2 +
∫
S¯t,τ1
(1 + r)1−
1
2 δ|φ|2dvolS2
+
∫
tΣτ2
(1 + r)−
1
2 δ| /DLφ|2r2dr ∧ dvolS2 +
∫
S¯t,τ2
(1 + r)1−
1
2 δ|φ|2dvolS2
+
∫ τ2
τ1
(∫
tΣτ′∩{ 12R≤r≤R}
δ5rδ−1| /Dφ|2r2dr ∧ dvolS2 +
∫
Sτ,R
δ4|φ|2dvolS2
)
dτ
(14.6)
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where, if φ is a scalar field, then the terms∫
tMτ1τ0
(
w(1 + δC[φ])r
−1(1 + r)−2|φ|2 + δ2χ(r0,R)r
1
2 δ−3|φ|2
)
dvolg
are absent.
Note that we have already absorbed many of the error terms on the right hand side by the positive
terms on the left hand side. For example, most of the “bulk” error terms arising in the T -energy
estimate have been absorbed by the bulk terms appearing in the Morawetz estimate. At the same time,
the “boundary” terms in the Morawetz estimate have been absorbed by the boundary terms in the
T -energy estimate. It is possible to accomplish both these tasks at the same time because  δ  1.
Many of the remaining error terms on the right hand side of the expression above can absorbed by
the left hand side in the region r ≤ 12R, using the facts that  is very small compared to all the other
parameters and that δ is small compared to the other parameters except for . Moreover, the constant
C˚ is large, but we still have C˚ 12δ. Hence we have, for example, in the region r ≤ 12R
(1 + C[φ])(1 + r)
−1| /Dφ|2  C˚δ3χ(2r0,R)r−1+C˚δ| /Dφ|2 + δ2(1 + r)−1−δ| /Dφ|2
where the first term on the right hand side bounds the left hand side in 2r0 ≤ r ≤ 12R, and the second
term bounds it in the region 0 ≤ r ≤ 2r0. Note that we cannot bound these terms in this way in the
region r ≥ 12R. However, their contribution in this region can be absorbed into the final line of the
expression (14.6).
By also making use of the Hardy inequalities, we can deal with the terms∫
tMτ2τ1
r−1(1 + r)−2|φ|2dvolg
in a similar way (similarly for terms which are “better” than this, in that they have additional decay in
r). The additional boundary term obtained when applying the Hardy inequality can be absorbed into
the final term on the right hand side of (14.6).
Additionally, since δ  β, then we can use the first part of the Hardy inequality 11.1.7 to bound the
term ∫
tMτ2τ1
δ3χ(2r0,R)r
1
2 δ−2−β(1 + τ)−1−δ|φ|2dvolg
.
∫
tMτ2τ1
β−2δ3(1 + r)
1
2 δ−β(1 + τ)−1−δ| /DLφ|2dvolg
+
∫ τ2
τ1
(∫
S¯t,τ
β−1δ3r
1
2 δ+1−β(1 + τ)−1−δ|φ|2dvolS2
)
dτ
Furthermore, we have the bound∫
tMτ2τ1∩{r<r0}
δ3
(| /Dφ|2 + |φ|2) dvolg  ∫
tMτ2τ1∩{r<r0}
δ2
(
(1 + r)−1−δ| /Dφ|2 + r−1(1 + r)−2−δ|φ|2)dvolg
using the fact that δ is sufficiently small compared to r0 (which, as before, is considered a fixed constant
now, so that all other variables can depend implicitly on r0).
Next, we observe that, since C[φ] δ we have∫
tΣτ2
(1 + r)−
1
2 δ| /DLφ|2r2dr ∧ dvolS2 . E(wT )(τ2, t, τ2)
and similarly for the boundary term on tΣτ1 .
Now, we shall deal with the error terms on the spheres S¯τ,R, for various values of τ . To bound these,
we need to use lemma 14.1.1. The most difficult to control terms are those with the largest r-weights,
which in fact arise from the Morawetz current, and are of the form∫
S¯t,τ1
(1 + r)−C[φ]r|φ|2dvolS2
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We handle these by making use of proposition 11.1.4. Indeed, we have∫
S¯t,τ1
(1 + r)−C[φ]r|φ|2dvolS2 ≤ sup
r∈S¯t,τ1
{
r1−C[φ]
}∫
S¯t,τ1
|φ|2dvolS2
. sup
r∈S¯t,τ1
{
r1−C[φ]
}(
sup
r∈S¯t,τ1
{
r−1+
1
2C[φ]
}∫
τ1
τ0
Σ¯t
(1 + r)−
1
2C[φ]| /Dφ|2r2dr ∧ dvolS2 +
∫
S¯t,τ0
|φ|2dvolS2
)
To obtain bounds on the behaviour of r on the spheres S¯t,τ , we observe that for r ≥ r0
∂t
∂r
∣∣∣∣
τ,ϑ1,ϑ2
= L(t) = L0 = 1 +O((1 + r)−δ)
while at r = r0 we have t = τ + r0. Hence we obtain the bound
|t− r − τ | .  (1 + r)1−δ − (1 + r0)1−δ)
so the reverse triangle inequality implies, in particular,
r ∼ (t− τ) for r ≥ r0
Eventually, we have obtained the bound∫
S¯t,τ1
(1 + r)−C[φ]r|φ|2dvolS2 . (t− τ1)− 12C[φ]
∫
τ1
τ0
Σt
(1 + r)−
1
2C[φ]| /Dφ|2r2dr ∧ dvolS2
+ (t− τ1)1−C[φ]
∫
S¯t,τ0
|φ|2dvolS2
. (t− τ1)− 12C[φ]E(w˜T )(τ0, t, τ0) + (t− τ1)1−C[φ]
∫
S¯t,τ0
|φ|2dvolS2
In exactly the same way, we can bound the error terms on the sphere S¯t,τ2 .
There is also an error term arising from the integral over τ of boundary terms on the spheres Sτ,r.
We bound this as∫ τ2
τ1
(∫
Sτ,R
|φ|2dvolS2
)
dτ .
∫ τ2
τ1
(
R−1+
1
2C[φ]E w˜T (τ, t, τ0) +
∫
S¯t,τ0
|φ|2dvolS2
)
dτ
. R−1+ 12C[φ]
(∫ τ2
τ1
E w˜T (τ, t, τ0)
)
+ (τ2 − τ1)
∫
S¯t,τ0
|φ|2dvolS2
. R−1+ 12C[φ]
(∫ τ2
τ1
E w˜T (τ, t, τ0)
)
+ (τ2 − τ1)
∫
S¯t,τ0
|φ|2dvolS2
Next, we will deal with the error terms arising from the spacetime integral over the region 12R ≤ r ≤ R.
Since in this region r ∼ R, we have∫ τ2
τ1
(∫
tΣτ′∩{ 12R≤r≤R}
rδ−1| /Dφ|2r2dr ∧ dvolS2
)
dτ
. R−1+δ+ 12C[φ]
∫ τ2
τ1
(∫
tΣτ′∩{ 12R≤r≤R}
r−
1
2C[φ] | /Dφ|2r2dr ∧ dvolS2
)
dτ
. R−1+2δ
∫ τ2
τ1
E w˜T (τ, t, τ0)
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Putting together all of the considerations above, we are able to simplify equation (14.6) to obtain
E(wT )[φ](τ2, t, τ1) +
∫
tMτ2τ1
C[φ](1 + r)
−1−C[φ]| /Dφ|2dvolg
+
∫
tMτ2τ1
(
δ2(1 + r)−1−
1
2 δ| /Dφ|2 + δχ(r0)(r)(1 + r)−1−C[φ]| /∇φ|2 + δ2r−1(1 + r)−2−
1
2 δ|φ|2
)
dvolg
+ δ3E(L, 12 δ)[φ](τ2, R)
+
∫
tMτ2τ1
χ(2r0,R)
(
δ4r−1+
1
2 δ| /DLφ|2 + δ3r−1+
1
2 δ| /∇φ|2 + δ3r−3+ 12 δ|φ|2
)
dvolg
. E(wT )[φ](τ2, t, τ1) + δ3E(L, 12 )[φ](τ1, R) + (t− τ2)− 12C[φ]E(w˜T )(τ0, t, τ0)
+
∫
tMτ2τ1
w
(
−1r−1(1 + r)−2|φ|2 + −1(1 + r)|F |2
)
dvolg
+
∫
tMτ2τ1
(
δ3χ(2r0,R)r
1
2 δ−2(1 + τ)−1−δ| /DLψ|2 + w(1 + τ)−1−δ| /Dφ|2
+ δ3−1χ(2r0,R)r
1−δ(1 + τ)2β |F |2
)
dvolg
+ (t− τ0)1−C[φ]
∫
S¯t,τ0
|φ|2dvolS2 +R−1+2δ
(∫ τ2
τ1
E w˜T (τ, t, τ0)
)
+ (τ2 − τ1)
∫
S¯t,τ0
|φ|2dvolS2
(14.7)
Using the conditions on the inhomogeneous term F and the conditions on the initial data, we can
further simplify this to find
E(wT )[φ](τ2, t, τ1) +
∫
tMτ2τ1
C[φ](1 + r)
−1−C[φ]| /Dφ|2dvolg
+
∫
tMτ2τ1
(
δ2(1 + r)−1−
1
2 δ| /Dφ|2 + δχ(r0)(r)(1 + r)−1−C[φ]| /∇φ|2 + δ2r−1(1 + r)−2−
1
2 δ|φ|2
)
dvolg
+ δ3E(L, 12 δ)[φ](τ2, R)
+
∫
tMτ2τ1
χ(2r0,R)
(
δ4r−1+
1
2 δ| /DLφ|2 + δ3r−1+
1
2 δ| /∇φ|2 + δ3r−3+ 12 δ|φ|2
)
dvolg
. E˜1 + E1 + (t− τ2)− 12C[φ]E0 + (τ2 − τ1)(t− τ0)−1+ 12C[φ]E0
+
∫
tMτ2τ1
(
δ3χ(2r0,R)r
1
2 δ−2(1 + τ)−1−δ| /DLψ|2 + δ3χ(2r0,R)r
1
2 δ−2− 12β(1 + τ)−1−δ|φ|2
+ w(1 + τ)−1−δ| /Dφ|2
)
dvolg
+R−1+2δ
(∫ τ2
τ1
E w˜T (τ, t, τ0)
)
(14.8)
Now, to handle this final term, we appeal to lemma 14.1.1. If C[φ] is sufficiently large, then we find
that we can bound
E w˜T (τ, t, τ0) .
(
E0 + E˜0
)
eC˜(τ−τ0)
and so we have
R−1+2δ
(∫ τ2
τ1
E w˜T (τ, t, τ0)
)
. −1R−1+2δ
(
E0 + E˜0
)
eC˜(τ2−τ0)
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We can also use the Hardy inequality to estimate the term∫
tMτ2τ1
δ3χ(2r0,R)r
1
2 δ−2− 12β(1 + τ)−1−δ|φ|2dvolg
. 
∫ τ2
τ1
(1 + τ)−1−δ
(∫
tΣτ
(1 + r)−
1
2β+
1
2 δ| /DLφ|2r2dr ∧ dvolS2
)
dτ
+ 
∫ τ2
τ1
(1 + τ)−1−δ
(∫
S¯t,τ
r1−
1
2β+
1
2 δ|φ|2dvolS2
)
dτ
and the second term on the right hand side of the above inequality can be estimated as

∫ τ2
τ1
(1 + τ)−1−δ
(∫
S¯t,τ
r1−
1
2β+
1
2 δ|φ|2dvolS2
)
dτ
. 
∫ τ2
τ1
(1 + τ)−1−δ(t− τ)− 12β+ 12 δ+ 12C[φ]
(∫
τ
τ0
Σ¯t
(1 + r)−
1
2C[φ]|φ|2dvolS2
)
dτ
. (1 + τ1)−1−δ(t− τ2)− 12β+ 12 δ+ 12C[φ]
(
E0 + E˜0
)
eC˜(τ2−τ0)
Although this quantity grows rapidly in τ2, for fixed τ2 and τ1 it tends to zero in the limit t→∞. This
is the limit we will later take.
We have now arrived at the inequality
E(wT )[φ](τ2, t, τ1) +
∫
tMτ2τ1
C[φ](1 + r)
−1−C[φ]| /Dφ|2dvolg
+
∫
tMτ2τ1
(
δ2(1 + r)−1−
1
2 δ| /Dφ|2 + δχ(r0)(r)(1 + r)−1−C[φ]| /∇φ|2 + δ2r−1(1 + r)−2−
1
2 δ|φ|2
)
dvolg
+ δ3E(L, 12 δ)[φ](τ2, R)
+
∫
tMτ2τ1
χ(2r0,R)
(
δ4r−1+
1
2 δ| /DLφ|2 + δ3r−1+
1
2 δ| /∇φ|2 + δ3r−3+ 12 δ|φ|2
)
dvolg
. E1 + E˜1 + (t− τ2)− 12C[φ]
(
E0 + E˜0
)
+ (τ2 − τ1)(t− τ0)−1+2δ
(
E0 + E˜0
)
+
∫
tMτ2τ1
(
δ3χ(2r0,R)r
1
2 δ−2(1 + τ)−1−δ| /DLψ|2 + (1 + τ)−1−δ| /Dφ|2
)
dvolg
+
(
E0 + E˜0
)
eC˜(τ2−τ0)
(
−1R−1+
3
2 δ + (t− τ2)− 12β+ 12 δ+ 12C[φ]
)
Now, we can appeal to the Gronwall inequality 11.1.16, this time with the choices
h(τ) =
∫
tΣτ
w| /Dφ|2r2dr ∧ dvolS2 +
∫
τ
τ0
Σ¯t
w| /Dφ|2r2dr ∧ dvolS2
+
∫
tMττ1
(
C[φ](1 + r)
−1−C[φ]| /Dφ|2δ2(1 + r)−1− 12 δ| /Dφ|2 + δχ(r0)(r)(1 + r)−1−C[φ]| /∇φ|2
+ δ2r−1(1 + r)−2−
1
2 δ|φ|2
)
dvolg
f(τ) =
∫
tΣτ
(
δ3χ(2r0,R)r
1
2 δ| /DLψ|2 + w| /Dφ|2
)
dr ∧ dvolS2
G(τ, τ1) = E1 + E˜1 +
(
E0 + E˜0
)(
(t− τ)− 12C[φ] + (τ − τ1)(t− τ0)−1+ 32 δ + −1R−1+ 32 δeC˜(τ−τ0)
+ (t− τ)− 12β+ 12 δ+ 12C[φ]eC˜(τ−τ0)
)
g(τ) = (1 + τ)−1−δ
214
Note that here τ0, R and t are considered fixed constants. In particular, the “initial time” appearing as
the second argument of G is τ1, not τ0.
Since g(τ) is integrable, and since  δ, we obtain, for all τ2 ≥ τ1 ≥ τ0
f(τ2) + h(τ2) . f(τ1) + h(τ1) +G(τ2, τ1)
Note in particular that, for any fixed τ1 and τ2, if we take the limits t → ∞ and R → ∞ then
G(τ2, τ1)→ E˜1, implying the final part of the lemma.
14.3 Decay of the degenerate energy and integrated local en-
ergy, and the p-weighted energy estimate for large p
In the previous section we established boundedness of the degenerate energy, as well as some additional
estimates (integrated local energy decay and the p-weighted energy estimate with very small p). Although
these estimates already give us some control over the solution φ, they are insufficient to close the bootstrap
assumptions of chapter 12. For this, we need to show that the degenerate energy decays, and that is the
subject of this section.
In order to prove decay, we will again use the p-weighted energy estimate, but this time with p ∼ 1
instead of p ∼ δ. Then, this can be combined with the estimates of the previous sections (in particular
the degenerate energy boundedness estimate) to prove degenerate energy decay.
Lemma 14.3.1 (The p weighted energy estimates for large p). Let φ be an Sτ,r-tangent tensor field
satisfying
/˜gφ = F = F1 + F2 + F3 = F4 + F5 + F6
for some Sτ,r-tangent tensor fields F , F1, . . . , F6. Let these tensor fields satisfy∫
Mττ0
(
−1χ(r0)
(
r1−C[φ](1 + τ)1+δ|F4|2 + r2−C[φ]−2δ(1 + τ)6δ|F5|2 + r2−C[φ]|F6|2
))
dvolg
. E˜0(1 + τ)C[φ]δ
∫
Mτ1τ
−1
((
(1 + r)1−C[φ]|F |2 + (1 + r) 12 δ(1 + τ)1+δ|F1|2 + (1 + r)1− 72 δ(1 + τ)6δ|F2|2
+ (1 + r)1+
1
2 δ|F3|2
))
dvolg . E˜0(1 + τ)−1+C[φ]δ
Define
w˜ = (1 + r)−
1
2C[φ]
Let the initial data of φ satisfy
E(w˜T )[φ](τ0) . E0
E(L,1−C[φ])[φ](τ0) . E0∫
S¯t,r
|φ|2dvolS2 . E0(t− τ0)−1+ 12C[φ]
Finally, suppose that all of the bootstrap bounds of chapter 12 hold.
Then, for sufficiently small , for sufficiently small δ, and for sufficiently large constants C[φ], for all
τ ≥ τ0 we have
E(L,1−C[φ])[φ](τ) +
∫
Mττ0
χ(2r0)r
−C[φ] (| /DLφ|2 + | /∇φ|2 + C[φ]r−2|φ|2) dvolg
. δ−8δ−1(E0 + E˜0)(1 + τ)C[φ]δ
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Proof. In order to establish decay of the integrated local energy, and to increase p, we will rely on a
double continuity argument. Suppose that we have∫
tMττ0
(1 + τ)1−δ(1 + r)−1−C[φ]| /Dφ|2dvolg . (C[φ])−1δ−8δ
−1κ(E0 + E˜0)(1 + τ)1−κ (14.9)
for all κ ∈ [δ, κ(max)], for some κmax ≤ 1. Note that, by lemma 14.2.1 we can at least take κ(max) = δ.
Additionally, suppose that for all p ∈ [δ, p(max)], and for all R, we have
E(L,p)[φ](τ,R) +
∫
tMττ0
χ(2r0,R)
(
prp−1| /DLφ|2 + (2− p)rp−1| /∇φ|2 + p(1− p)rp−3|φ|2
)
dvolg
. (C[φ])−1δ−8δ
−1κ(E0 + E˜0)(1 + τ)1−κ
(14.10)
Again, this certainly holds for p(max) = δ and for κ = δ. We will refer to equations (14.9) and (14.10) as
the “internal bootstrap assumptions”. These will be closed in the course of this proof.
Now we return to equation (13.10). For p ≤ 1− C[φ] we have
E(L,p)[φ](τ,R) +
∫
tMττ0
χ(2r0,R)
(
prp−1| /DLφ|2 + (2− p)rp−1| /∇φ|2 + p(1− p)rp−3|φ|2
)
dvolg
. E(L,p)[φ](τ0, R)
+
∫
tMττ0
(
χ(2r0,R)(1 + r)
−1−C[φ](1 + τ)1−δ| /Dφ|2 + χ(2r0,R)rp−2(1 + τ)−1−δ| /DLψ|2
+ χ(2r0,R)r
p−2− 12 δ(1 + τ)−1−δ|φ|2 + χ(2r0,R)rp−3|φ|2 + −1χ(r0,R)rp(1 + τ)1+δ|F1|2
+ −1χ(r0,R)r
p+1−4δ(1 + τ)6δ|F2|2 + −1χ(r0,R)rp+1|F3|2
)
dvolg
+
∫
tΣτ

1
(1− p+ δ)2 r
p−δ| /DLψ|2dr ∧ dvolS2 +
∫
Sτ,R

1
(1− p+ δ)r
p+1−δ|φ|2dvolS2
+
∫
tΣτ0

1
(1− p+ δ)2 r
p−δ| /DLψ|2dr ∧ dvolS2 +
∫
Sτ0,R

1
(1− p+ δ)r
p+1−δ|φ|2dvolS2
+
∫ τ
τ0
(∫
tΣτ′∩{ 12R≤r≤R}
p−2r−| /Dφ|2r2dr ∧ dvolS2 +
∫
Sτ′,R
p−1r1−|φ|2dvolS2
)
dτ
Making use of the internal bootstrap assumptions made at the beginning of the proof, together with
the assumptions of the inhomogeneity F , we find that, for 12δ ≤ p ≤ p(max) + δ we have
E(L,p)[φ](τ,R) +
∫
tMττ0
χ(2r0,R)
(
prp−1| /DLφ|2 + (2− p)rp−1| /∇φ|2 + p(1− p)rp−3|φ|2
)
dvolg
. (C[φ])−1δ−8δ
−1κ(E0 + E˜0)
(
δ−1+8δ
−1κ(1 + τ)C[φ]δ + (1 + τ)1−κ +

(1− p+ δ)2 (1 + τ)
1−κ
+

(1− p+ δ)2 (1 + τ0)
1−κ
)
+
∫
tMττ0
(
χ(2r0,R)r
p−2(1 + τ)−1−δ| /DLψ|2 + χ(2r0,R)rp−2−
1
2 δ(1 + τ)−1−δ|φ|2
)
dvolg
+
∫
Sτ,R

1
(1− p+ δ)r
p+1−δ|φ|2dvolS2
+
∫ τ
τ0
(∫
tΣτ′∩{ 12R≤r≤R}
p−2r−| /Dφ|2r2dr ∧ dvolS2 +
∫
Sτ′,R
p−1r1−|φ|2dvolS2
)
dτ
Using lemma 14.2.1 we have∫
tΣτ′∩{ 12R≤r≤R}
p−2r−δ| /Dφ|2r2dr ∧ dvolS2 . p−2R−δ+C[φ]δ−1E0
216
and so we easily obtain∫ τ
τ0
(∫
tΣτ′∩{ 12R≤r≤R}
p−2r−δ| /Dφ|2r2dr ∧ dvolS2
)
dτ ′ . p−2(τ − τ0)R− 12 δδ−1E0
Importantly, this quantity tends to zero as R→∞.
Next, we consider the boundary terms on the spheres. First, we note that, for any p′ < 1 we have
∫
Sτ,R
|ψ|2dvolS2 =
∫ R
r0
(∫
Sτ,r
∂|ψ|
∂r
dvolS2
)2
dr −
∫
Sτ,r0
|ψ|2dvolS2 + 2
∫
S2
|ψ(τ,R, ϑ)||ψ(τ, r0, ϑ)|dvolS2
.
∫ R
r0
(∫
Sτ,r
∂|ψ|
∂r
dvolS2
)2
dr +
∫
Sτ,r0
|ψ|2dvolS2
. R1−p′
∫ R
r0
(∫
Sτ,r
rp
′ | /DLψ|2dvolS2
)
dr + (r0)
2
∫
Sτ,r0
|φ|2dvolS2
. R1−p′
∫
Στ∩{r0≤r≤R}
rp
′ | /DLψ|2dr ∧ dvolS2 + (r0)2E0
where in the last line we have used the first part of proposition 11.1.4.
Hence we have∫
Sτ,R
rp+1−δ|φ|2dvolS2 =
∫
Sτ,R
rp−1−δ|ψ|2dvolS2
. Rp−p′−δ
∫
Στ∩{r0≤r≤R}
rp
′ | /DLψ|2dr ∧ dvolS2 +Rp−1−δ(r0)2E
Now, we make the further restriction p ≤ p(max) + 12δ. Then we can choose p′ = p(max). We find∫
Sτ,R
rp+1−δ|φ|2dvolS2 =
∫
Sτ,R
rp−1−δ|ψ|2dvolS2
. Rp−p(max)−δ
∫ R
r0
∫
Sτ,r
rp(max) | /DLψ|2dvolS2dr +Rp−1−δ(r0)2E0
. R− 12 δ
(
E(L,p(max))[φ](τ, 2R) + E0
)
. R− 12 δδ−1(E0 + E˜0)
(
(1 + τ)C[φ]δ + δ1−8δ
−1κ(1 + τ)1−κ
)
where we again note that we are allowing implicit constants to depend on r0. Note that this quantity
tends to zero as R→∞.
We also need to deal with the bulk zero-th order terms. Using the second part of the Hardy inequality
11.1.7 we have∫
tMττ0
(
χ(2r0,R)r
p−2− 12 δ(1 + τ)−1−δ|φ|2
)
dvolg
. δ−2
∫
tMττ0
(
χ(2r0,R)r
p−2− 12 δ(1 + τ)−1−δ| /DLψ|2
)
dvolg + δ
−1
∫
tMττ0∩{r0≤r≤2r0}
(1 + τ)−1−δ|φ|2dvolg
+ δ−1
∫
tMττ0∩{
1
2R≤r≤R}
rp−3+δ(1 + τ)−1−δ|φ|2dvolg
The first term on the right hand side is bounded by δ−2−8δ
−1κ(E0 + E˜0)(1 + τ)1−κ−δ by the (internal)
bootstrap bound, since p− 3 + δ ≤ p(max)− 2. Similarly, the second term is bounded by δ−2E by the use
of the integrated local energy decay estimate. Note that these terms also appear with a factor of , and
/(δ3) 1.
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For the third term, using the previous calculation we have∫
Sτ,r′
|ψ|2dvolS2 . (r′)1−p
′
∫
Στ∩{r0≤r≤r′}
rp
′ | /DLψ|2dr ∧ dvolS2 + (r0)2E0
Multiplying by (r′)p−3+δ and integrating from r′ = r0 to R, we obtain∫ R
r′=r0
(∫
Sτ,r′
|φ|2rp−1+δdvolS2
)
dr′ . Rp−p′−1+δ
∫
Στ∩{r0≤r≤r′}
rp
′ | /DLψ|2dr ∧ dvolS2 + (r′)p−2+δ(r0)2E0
we now choose p′ = p(max), to obtain∫
Στ∩{r0≤r≤R}
|φ|2rp−3+δr2dr ∧ dvolS2
. Rp−p(max)−1+δ
∫
Στ∩{r0≤r≤r′}
rp(max) | /DLψ|2dr ∧ dvolS2 +Rp−2+δ(r0)2E0
. Rp−p(max)−1+δ(C[φ])−1δ−8δ
−1κ(E0 + E˜0)
(
(1 + τ)C[φ]δ + (1 + τ)1−κ
)
+Rp−2+δE0
Since p < 1 and p ≤ p(max) + 12δ both of these terms tend to zero as R → ∞. Note that both of these
terms also appear inside an integral over τ , with the weight (1 + τ)−1−δ.
Finally, using 11.1.4 we can bound∫ τ
τ0
(∫
Sτ′,R
p−1r1−δ|φ|2dvolS2
)
dτ ′ . (τ − τ0)R− 12 δδ−1E0
In summary, we have
E(L,p)[φ](τ,R) +
∫
tMττ0
χ(2r0,R)
(
prp−1| /DLφ|2 + (2− p)rp−1| /∇φ|2 + p(1− p)rp−3|φ|2
)
dvolg
. δ−8δ−1κ(C[φ])−1(E0 + E˜0)
(
δ−1+8δ
−1κ(1 + τ)C[φ]δ + (1 + τ)1−κ +

(1− p+ δ)2 (1 + τ)
1−κ
+

(1− p+ δ)2 (1 + τ0)
1−κ + f˜(τ,R)
)∫
tMττ0
(
χ(2r0,R)r
p−2(1 + τ)−1−δ| /DLψ|2
)
dvolg
where
|f˜(τ,R)| . R−1+ 32 δ(1 + τ)1−κ−δ +R−1+δ(1 + τ)−δ +R− 12 δ(1 + τ)
Now, we can appeal to the Gronwall inequality (proposition 11.1.16). We find that, for p ≤ p(max) + 12δ
and p < 1− C[φ], we have
E(L,p)[φ](τ,R) +
∫
tMττ0
χ(2r0,R)
(
prp−1| /DLφ|2 + (2− p)rp−1| /∇φ|2 + p(1− p)rp−3|φ|2
)
dvolg
. δ−8δ−1κ(C[φ])−1(E0 + E˜0)
(
δ−1+8δ
−1κ(1 + τ)C[φ]δ + (1 + τ)1−κ +

(1− p+ δ)2 (1 + τ)
1−κ + f˜(τ,R)
)
In fact, the factor f˜(τ,R) can be dropped from the right hand side. This is because we can take the
limit R → ∞. The left hand side is monotonically non-decreasing as R increases, while f˜(τ,R) → 0 as
R→∞. Hence we have, in fact,
E(L,p)[φ](τ,R) +
∫
tMττ0
χ(2r0,R)
(
prp−1| /DLφ|2 + (2− p)rp−1| /∇φ|2 + p(1− p)rp−3|φ|2
)
dvolg
. δ−8δ−1κ(C[φ])−1(E0 + E˜0)
(
δ−1+8δ
−1κ(1 + τ)C[φ]δ + (1 + τ)1−κ
)
meaning that the range of p can in fact be extended to p ≤ sup{1 − C[φ], p(max) + 12δ}. By iterating
this argument, we can evidently increase p up to the limit p = (1 − C[φ]). In other words, the second
internal bootstrap bound 14.10 holds for all p ≤ 1− C[φ].
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We also need to show that κ can be increased. Suppose that we have
κ ≤ 1− C[φ]δ
Let us also assume that
8δ−1κ ≥ 1
Then, by combining the result of the calculation above with lemma 14.2.1 we find that we can bound
E(L,1−C[φ])[φ](τ) +
∫
Mττ0
(
C[φ](1 + r)
−1−C[φ]| /Dφ|2 + δ2(1 + r)−1−δ| /Dφ|2
+ χ(2r0)
(
r3−C[φ]| /DLφ|2 + r−3C[φ]| /∇φ|2 + C[φ]r−2−3C[φ]|φ|2
))
dvolg
. δ−8δ−1κ(C[φ])−1(E0 + E˜0)(1 + τ)1−κ
for all τ . Now, by the pigeonhole principle, we can pick a diadic sequence of times τn such that∫
Στn
(
C[φ](1 + r)
−1−C[φ]| /Dφ|2 + δ2(1 + r)−1−δ| /Dφ|2
+ χ(2r0)
(
r−3C[φ]| /DLφ|2 + r−3C[φ]| /∇φ|2 + C[φ]r−2−3C[φ]|φ|2
))
r2dr ∧ dvolS2
. δ−8δ−1κ(C[φ])−1(E0 + E˜0)(1 + τn)−κ
In particular, at these times we have
E(wT )[φ](τn) . δ−8δ−1κ(C[φ])−1(E0 + E˜0)(1 + τn)−κ
Moreover, the above calculations also lead to the conclusion that for all τ ≥ τ0 we have
E(L,1−C[φ])[φ](τ) . δ−8δ−1κ(C[φ])−1(E0 + E˜0)(1 + τn)1−κ
We need to interpolate between these two inequalities in order to obtain decay in τ for the quantity
E(L, 12 δ)[φ](τ). Using Ho¨lder’s inequality, at the times τn we have
E(L, 12 δ)[φ](τn) =
∫
Στn
χ(2r0)r
1
2 δ| /DLψ|2dr ∧ dvolS2
.
(∫
Στn
χ(2r0)r
1−C[φ]| /DLψ|2dr ∧ dvolS2
) 1
p
(∫
Στn
χ(2r0)r
−C[φ]| /DLψ|2dr ∧ dvolS2
) 1
q
where, as usual, we have set ψ := rφ, and where the exponents are chosen as
p =
1
1
2δ + C[φ]
q =
1
1− 12δ − C[φ]
Moreover, we have∫
Στn
χ(2r0)r
−C[φ]| /DLψ|2dr ∧ dvolS2 .
∫
Στn
w
(| /Dφ|2 + r−1(1 + r)−1|φ|2) r2dr ∧ dvolS2
. E(wT )[φ](τn)
where in the last line we have used the Hardy inequality.
Consequently, we find that
E(L, 12 δ)[φ](τn) . δ−8δ−1κ(C[φ])−1(E0 + E˜0)(1 + τn)−κ
′
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where κ′ is defined as
κ′ := κ− 1
2
δ − C[φ]
Note that, since  δ  1, we have
κ′ ≥ κ− 3
4
δ
Hence, at the times τn, we have
E(wT )[φ](τn) + E(L, 12 δ)[φ](τn) . δ−8δ−1κ(E0 + E˜0)(1 + τn)−κ+ 34 δ
Now, we can apply lemma 14.2.1 at the intermediate times τ ∈ [τn, τn+1]. In particular, we find that∫
Mττn
(1 + r)−1−C[φ]| /Dφ|2dvolg . (C[φ])−1δ−1−8δ
−1κ(E0 + E˜0)(1 + τn)−κ+ 34 δ
Since the sequence {τn} is diadic, and τn ≤ τ ≤ τn+1, in fact we have, for all τ1 ≥ τ ≥ τ0∫
Mττ1
(1 + r)−1−C[φ]| /Dφ|2dvolg . (C[φ])−1δ−1−8δ
−1κ(E0 + E˜0)(1 + τn)−κ+ 34 δ
Now, by again decomposing the interval [τ0, τ1] into a sum of diadic intervals, we have∫
Mττ0
(1 + τ)1−C[φ](1 + r)−1−C[φ]| /Dφ|2dvolg
≤ (C[φ])−1
dlog(τ−τ0)e∑
n=0
∫
Mτ0+en
τ0+e
(n−1)
C[φ](1 + τ)
1−C[φ](1 + r)−1−C[φ]| /Dφ|2dvolg
. (C[φ])−1
dlog(τ−τ0)e∑
n=0
δ−1−8δ
−1κE0(1 + τ0 + e(n−1))1−κ− 14 δ
Recall that we are assuming that
κ ≤ 1− C[φ]δ
The sum above is bounded by a geometric series, and we find that∫
Mττ0
(1 + τ)1−C[φ](1 + r)−1−C[φ]| /Dφ|2dvolg . (C[φ])−2(δ)−2−8δ
−1κE0(1 + τ)1−κ− 14 δ
Now, we note that
δ−2−8δ
−1κ = δ−8δ
−1(κ+ 14 δ)
Hence we find that, as long as κ ≤ 1−C[φ]δ, we can improve κ to κ+ 14δ. In other words, beginning
with the assumption that the integrated local energy decays like τ1−κ, we have shown that, in fact, the
integrated local energy decays like τ1−κ−
1
4 δ. Recall that lemma 14.2.1 ensures that the inequality holds
for κ = 12δ.
Iterating the argument above, we can clearly increase κ up to a point where
κ = 1− C[φ]δ
Provided only that C[φ] is sufficiently large. In other words, the internal bootstrap bounds 14.9 and
14.10 can be improved.
Inspection of the proof above also yields the following two decay estimates, the first of which will
be crucial in obtaining pointwise decay in τ and eventually closing the bootstrap bounds of chapter
12. In fact, the following two corollaries hold with decay at the rate (1 + τ)−1+
3
4 δ, but to prevent the
notation from becoming cluttered we state them with the decay rate (1 + τ)−1+δ, which is sufficient for
our purposes.
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Corollary 14.3.2 (Degenerate energy decay). Let the conditions of lemma 14.3.1 hold. Let
w = (1 + r)−C[φ]
Then the degenerate energy decays in τ as
E(wT )[φ](τ) . δ−8δ−1(E0 + E˜0)(1 + τ)−1+C[φ]δ
for all τ ≥ τ0.
Corollary 14.3.3 (Decay of the integrated local energy). Let the conditions of lemma 14.3.1 hold.
Then integrated local energy decays in τ as∫
Mτ1τ
(
δ2(1 + r)−1−
1
2 δ| /Dφ|2 + δχ(r0)(r)(1 + r)−1−C[φ]| /∇φ|2 + δ2r−1(1 + r)−2−
1
2 δ|φ|2
+ C[φ](1 + r)
−1−C[φ]| /Dφ|2
)
dvolg . δ−8δ
−1
(E0 + E˜0)(1 + τ)−1+C[φ]δ
for all τ ≥ τ0.
Note that this second corollary follows from the “internal boostrap” argument employed in the proof
of the lemma, with κ = 1 − δ. Strictly speaking, we have only shown this for the last term in the
integrand, but it is easy to modify the proof above to include the other spacetime integral terms given
above.
Corollary 14.3.4 (Decay of the p weighted energy for p = 12δ). Let the conditions of lemma 14.3.1
hold.
Then the p-weighted energy with p = 12δ decays in τ as
E(L, 12 δ)[φ](τ) +
∫
Mτ1τ
χ2r0r
−1+ 12 δ
(
| /DLφ|2 + | /∇φ|2 + δr−3+
1
2 δ|φ|2
)
dvolg
. δ−8δ−1(E0 + E˜0)(1 + τ)−1+C[φ]δ
for all τ ≥ τ0.
14.4 Energy estimates involving a point-dependent change of
basis
The energy estimates proved above are suitable for analysing solutions to systems of wave equations of
the form
gφ(a) = F(a)
However, we also want to consider systems of wave equations which require a point dependent change
of basis in order to reveal their structure, e.g. wave equations of the same form but where the weak null
structure is only apparent after transforming to a new basis of fields φ(A), defined by
φ(A) := M
(a)
(A) φ(a)
and where the change-of-basis matrix M can depend on the point on the manifold M, possible through
a dependence on the fields φ(a) themselves. An example of such a system is the Einstein equations in
harmonic coordinates, for which we must change from rectangular coordinates to a system of coordinates
based on the null frame. That is, in order to exploit the semilinear structure in the Einstein equations,
we must transform from the fields hab, which are the rectangular components of the metric perturbation,
to the fields XaY bhab, where X
a and Y a are the rectangular components of the null frame fields L, L
and /Πa.
In such a case, the approach we take will be to first prove energy estimates for the original components
of φ (i.e. the components φ(a), which correspond in the Einstein equations to the rectangular components
hab, and for which we can use the energy estimates above) and then to prove energy estimates for fields
in the new basis (corresponding, in the case of the Einstein equations, to the null frame components of
the fields h). Hence, for the estimates in this section, we will allow error terms involving the energy of
the field in the original basis.
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Lemma 14.4.1 (Energy boundedness, the integrated local energy decay estimate and the p-weighted
energy estimate for very small p after a point-dependent change of basis). Let φ(a) be a set of Sτ,r-tangent
tensor field labelled by (a), satisfying
/˜gφ(a) = F(a) = F(a,1) + F(a,2) == F(a,4) + F(a,5) + F(a,6)
for some collection of Sτ,r tangent tensor fields F(a), F(a,1) . . . F(a,6). Let τ2 ≥ τ1. Suppose that F(a),
F(a,1) and F(a,2) satisfy the bounds∫
tMτ2τ1
−1
(
(1 + r)1−C(a,orig)|F(a)|2 + (1 + r) 12 δ(1 + τ)1+δ|F(a,1)|2 + (1 + r)1− 72 δ(1 + τ)6δ|F(a,2)|2
+ (1 + r)1+
1
2 δ|F(a,3)|2
)
dvolg ≤ E˜(orig)(1 + τ)−1+C[φ]δ
Choose the weight functions associated to the φ(a)
w(a,orig) = (1 + r)
−C(a,orig)
Suppose, moreover, that the initial energy of φ(a) satisfies
E(w(a,orig)T )[φ(a)](τ2, t, τ1) ≤ E(orig)
and
E(L, 12 δ)[φ(a)](τ1, R) ≤ E(orig)
where t is sufficiently large relative to R, τ1 and τ2 so that
{r ≤ R} ∩ {τ2τ1Σ¯t} = ∅ (14.11)
Define the modified weight
w˜(a,orig) = (1 + r)
− 12C(a,orig)
Suppose additionally that there is some τ0 ≤ τ1 such that
E(w˜(a,orig)T )(τ0, t, τ0) ≤ E˜(orig)
Furthermore, on the initial hypersurface tΣτ0 suppose that we have∫
S¯t,r
|φ(a)|2dvolS2 ≤ E˜(orig)(t− τ0)−1+ 12C[φ]
Let φ(A) = M
(a)
(A) φ(a), where the change-of-basis matrix M
(a)
(A) is of maximal rank. Moreover, let
the matrix M satisfy
|M (a)(A) | . 1
|∂¯M (a)(A) | . (1 + r)−1−δ
|∂M (a)(A) | . (1 + r)−1 + (1 + r)−1+δ(1 + τ)−β
(14.12)
Denote
F(A) := M
(a)
(A) F(a)
F(A) = F(A,1) + F(A,2) + F(A,3) = F(A,4) + F(A,5) + F(A,6)
and suppose that F(A), F(A,1), F(A,2) and F(A,3) satisfy the bounds∫
tMτ2τ1
−1
(
(1 + r)1−C(A,new)|F(A)|2 + (1 + r) 12 δ(1 + τ)1+δ|F(A,1)|2 + (1 + r)1− 72 δ(1 + τ)6δ|F(A,2)|2
+ (1 + r)1+
1
2 δ|F(A,3)|2
)
dvolg ≤ E˜(new)(1 + τ)−1+C[φ]δ
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Choose a new weight function, associated with the new fields φ(A)
w(A,new) = (1 + r)
−C(A,new)
Suppose, moreover, that the initial energy of the fields φ(A) satisfy
E(w(A,new)T )[φ](A)(τ2, t, τ1) ≤ E(new)
and
E(L, 12 δ)[φ](A)(τ1, R) ≤ E(new)
Define the a new modified weight
w˜(A,new) = (1 + r)
− 12C(A,new)
Suppose additionally that at τ = τ0 we have
E(w˜(A,new)T )(τ0, t, τ0) ≤ E˜(new)
Furthermore, on the initial hypersurface tΣτ0 suppose that we have∫
S¯t,r
|φ(A)|2dvolS2 ≤ E˜(new)(t− τ0)−1+ 12C(A,new)
Suppose that all the bootstrap bounds of chapter 12 are satisfied.
Then, for all sufficiently small δ, for all sufficiently small  we have
δ3E(L, 12 δ)[φ](A)(τ2, R) + E(w(A,new)T )[φ](A)(τ2, t, τ1)
+
∫
tMτ2τ1
(
δ2(1 + r)−1−δ| /Dφ|2(A) + δχ(r0)(r)(1 + r)−1−C(A,new)| /∇φ|2(A) + δ2r−1(1 + r)−2−δ|φ|2(A)
+ C(A,new)(1 + r)
−1−C(A,new)| /Dφ|2(A)
+ χ(2r0,R)
(
δ4r−1+
1
2 δ| /DLφ|2(A) + δ3r−1+
1
2 δ| /∇φ|2(A) + δ3r−3+
1
2 δ|φ|2(A)
))
dvolg
. δ2E(L, 12 δ)[φ](A)(τ1, R) +
∑
(a)
E(L, 12 δ)[φ(a)](τ1, R) + δ−8δ
−1E(w(A,new)T )[φ](A)(τ1, t, τ1)
+ δ−2−8δ
−1∑
(a)
E(w(A,orig)T )[φ(a)](τ1, t, τ1) + δ−8δ
−1 E˜(new) + δ−2−8δ
−1 E˜(orig)
+ −1
(E(new) + δ−2E(orig)) ((t− τ)− 12C(a,orig) + (τ − τ1)(t− τ0)−1+ 32 δ + −1R−1+ 32 δeC˜(τ−τ0))
+
(E(new) + δ−2E(orig)) ((t− τ)− 12C(A,new) + (τ − τ1)(t− τ0)−1+ 32 δ + −1R−1+ 32 δeC˜(τ−τ0))
(14.13)
In particular, suppose that the conditions of the lemma hold in the limit R → ∞, t → ∞, where
the limit is taken such that (14.11) is true. For example, we could take t = 2(τ2 + R) which, under
the bootstrap assumptions, can be seen to imply (14.2). We could then take the limit R → ∞, with t
considered a function of R, and τ0, τ1, τ2 fixed (finite) constants. Then we define the energies
E(w(A,new)T )[φ](A)(τ) := lim
t→∞ E
(w(A,new)T )[φ](A)(τ, t, τ)
E(L,α)[φ](A)(τ) := lim
R→∞
E(L,α)[φ](A)(τ,R)
(14.14)
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Then we have the bound
δ3E(L, 12 δ)[φ](A)(τ2) + E(w(A,new)T )[φ](A)(τ2)
+
∫
Mτ2τ1
(
δ2(1 + r)−1−δ| /Dφ|2(A) + δχ(r0)(r)(1 + r)−1−C(φ)| /∇φ|2(A) + δ2r−1(1 + r)−2−δ|φ|2(A)
+ C(φ)(1 + r)
−1−C(φ)| /Dφ|2(A)
+ χ(2r0)
(
δ4r−1+
1
2 δ| /DLφ|2(A) + δ3r−1+
1
2 δ| /∇φ|2(A) + δ3r−3+
1
2 δ|φ|2(A)
))
dvolg
. δ2E(L, 12 δ)[φ](A)(τ1) +
∑
(a)
E(L, 12 δ)[φ(a)](τ1) + δ−8δ
−1E(w(A,new)T )[φ](A)(τ1)
+ δ−2−8δ
−1∑
(a)
E(w(A,orig)T )[φ(a)](τ1) + δ−8δ
−1 E˜(new) + δ−2−8δ
−1 E˜(orig)
(14.15)
In particular, this implies the following three estimates:
1. Degenerate energy boundedness:
E(w(A,new)T )[φ](A)(τ2) . δ2E(L, 12 δ)[φ](A)(τ1) +
∑
(a)
E(L, 12 δ)[φ(a)](τ1) + δ−1E(w(A,new)T )[φ](A)(τ1)
+ δ−2−8δ
−1∑
(a)
E(w(A,orig)T )[φ(a)](τ1) + δ−8δ
−1 E˜(new) + δ−2−8δ
−1 E˜(orig)
2. Integrated local energy decay:∫
Mτ2τ1
(
δ2(1 + r)−1−δ| /Dφ|2(A) + δχ(r0)(r)(1 + r)−1−C(φ)| /∇φ|2(A) + δ2r−1(1 + r)−2−δ|φ|2(A)
+ C(φ)(1 + r)
−1−C(φ)| /Dφ|2(A)
)
dvolg
. δ2E(L, 12 δ)[φ](A)(τ1) +
∑
(a)
E(L, 12 δ)[φ(a)](τ1) + δ−8δ
−1E(w(A,new)T )[φ](A)(τ1)
+ δ−2−8δ
−1∑
(a)
E(w(A,orig)T )[φ(a)](τ1) + δ−8δ
−1 E˜(new) + δ−2−8δ
−1 E˜(orig)
3. p-weighted energy estimate with p = 12δ
E(L, 12 δ)[φ](A)(τ2)
+
∫
Mτ2τ1
(
χ(2r0)
(
δr−1+
1
2 δ| /DLφ|2(A) + r−1+
1
2 δ| /∇φ|2(A) + r−3+
1
2 δ|φ|2(A)
))
dvolg
. δ−8δ−1E(L, 12 δ)[φ](A)(τ1) +
∑
(a)
δ−3E(L, 12 δ)[φ(a)](τ1) + δ−3−8δ
−1E(w(A,new)T )[φ](A)(τ1)
+ δ−5−8δ
−1∑
(a)
E(w(A,orig)T )[φ(a)](τ1) + δ−3−8δ
−1 E˜(new) + δ−5−8δ
−1 E˜(orig)
Additionally, if the inhomogeneous terms F(A,4), F(A,5) and F(A,6) satisfy∫
Mττ0
−1χ(r0)
(
r1−C(A,new)(1 + τ)1+δ|F(A,4)|2 + r2−C(A)−2δ(1 + τ)6δ|F(A,5)|2
+ r2−C(A,new)|F(A,6)|2
)
dvolg . E˜0(1 + τ)C[φ]δ
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and we suppose also that the initial data of φ(A) and φ(a) also satisfy
E(L,1−C(A))[φ](A)(τ0) . E0
E(L,1−C(a))[φ(a)](τ0) . E0∫
S¯t,r
|φ|2(A)dvolS2 . E0(t− τ0)−1+
1
2C(A)∫
S¯t,r
|φ(a)|2dvolS2 . E0(t− τ0)−1+ 12C(a)
Then, for sufficiently small , for sufficiently small δ, and for sufficiently large constants C(A), C(a),
for all τ ≥ τ0 we have
E(L,1−C(A))[φ](A)(τ) +
∫
Mττ0
χ(2r0)r
−C(A)
(
| /DLφ|2(A) + | /∇φ|2(A) + C(A)r−2|φ|2(A)
)
dvolg
. E(L,1−C(A))[φ](A)(τ1) +
∑
(a)
δ−2E(L,1−C(a))[φ(a)](τ1) + δ−3−8δ
−1E(w(A,new)T )[φ](A)(τ1)
+ δ−5−8δ
−1∑
(a)
E(w(A,orig)T )[φ(a)](τ1) + δ−3−8δ
−1 E˜(new) + δ−5−8δ
−1 E˜(orig)
Moreover, the degenerate energy decays in τ as
(1 + τ)1−C[φ]δE(w(A,new)T )[φ](A)(τ) . δ2E(L,1−C(A))[φ](A)(τ0) +
∑
(a)
E(L,1−C(a))[φ(a)](τ0)
+ δ−8δ
−1E(w(A,new)T )[φ](A)(τ0) + δ−2−8δ
−1∑
(a)
E(w(A,orig)T )[φ(a)](τ0)
+ δ−8δ
−1 E˜(new) + δ−2−8δ
−1 E˜(orig)
and the integrated local energy decays in τ as:
(1 + τ)1−C[φ]δ
∫
Mττ1
(
δ2(1 + r)−1−δ| /Dφ|2(A) + δχ(r0)(r)(1 + r)−1−C(φ)| /∇φ|2(A)
+ δ2r−1(1 + r)−2−δ|φ|2(A) + C(φ)(1 + r)−1−C(φ)| /Dφ|2(A)
)
dvolg
. δ2E(L,1−C(A))[φ](A)(τ0) +
∑
(a)
E(L,1−C(a))[φ(a)](τ0) + δ−8δ
−1E(w(A,new)T )[φ](A)(τ0)
+ δ−2−8δ
−1∑
(a)
E(w(A,orig)T )[φ(a)](τ0) + δ−8δ
−1 E˜(new) + δ−2−8δ
−1 E˜(orig)
and finally, the p-weighted energy estimate with p = 12δ decays in time as
(1 + τ)1−C[φ]δE(L, 12 δ)[φ](A)(τ)
+ (1 + τ)1−C[φ]δ
∫
Mττ1
(
χ(2r0)
(
δr−1+
1
2 δ| /DLφ|2(A) + r−1+
1
2 δ| /∇φ|2(A) + r−3+
1
2 δ|φ|2(A)
))
dvolg
. δ−1E(L, 12 δ)[φ](A)(τ1) +
∑
(a)
δ−3E(L, 12 δ)[φ(a)](τ1) + δ−3−8δ
−1E(w(A,new)T )[φ](A)(τ1)
+ δ−5−8δ
−1∑
(a)
E(w(A,orig)T )[φ(a)](τ1) + δ−3−8δ
−1 E˜(new) + δ−5−8δ
−1 E˜(orig)
Proof. The proof proceeds in almost the same way as lemmas 14.2.1 and 14.3.1 and corollaries 14.3.2
and 14.3.3, with the only new error terms arising from derivatives of M . Hence we will only sketch the
proof here, indicating the points at which the proof differs from those mentioned above.
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The new error terms in the energy estimates can be read off from proposition 11.3.3, specifically the
expression for the error term Err(∂M)[φ](A), with the choices
(Z, fZ) =

(w(A,new)T, 0)
(w(A,new)fRR, 2r
−1w(A,new)fR)
(fLr
1
2 δL, 2fLr
−1+ 12 δ)
with fR = 1 − (1 + r)−δ+C(A,new) and fL = χ(2r0,R)(r). Note that, for all these vector fields, /Π(Z)
vanishes.
We can now attempt to repeat the estimates of lemma 14.2.1, but this time incorporating the change
of basis. Specifically, we need to repeat the weighted T energy estimate, the weighted Morawetz estimate,
and the p-weighted estimate with p = 12δ.
When performing the weighted T -energy estimate and the weighted Morawetz estimate, we encounter
new error terms of the form
∫
M
w(A,new)
(
(1 + r)−1−δ| /Dφ(orig)|| /Dφ|(A) +
(
(1 + r)−1 + (1 + r)−1+δ(1 + τ)−β
) | /Dφ(orig)|| /Dφ|(A)
+ δ(1 + r)−2−δ| /Dφ(orig)||φ|(A) + δ(1 + r)−2−δ| /Dφ|(A)|φ(orig)|
+ δ(1 + r)−2+δ(1 + τ)−β |φ(orig)|| /DLφ|(A) + δ(1 + r)−2+δ(1 + τ)−β | /DLφ(orig)||φ|(A)
+ δ2
(
(1 + r)−3 + (1 + r)−3+δ(1 + τ)−β
) |φ(orig)||φ|(A))dvolg
These terms can then be bounded by the following collection of terms, for any small constant c:∫
M
(
cδ(1 + r)−1−δ| /Dφ|2(A) + (cδ)−1(1 + r)−1−δ| /Dφ(orig)|2 + cδ(1 + r)−1| /Dφ|2(A)
+ (cδ)(1 + r)−1| /Dφ(orig)|2 + cδ(1 + r)−1+δ(1 + τ)−β | /Dφ|2(A)
+ (cδ)−1(1 + r)−1+δ(1 + τ)−β | /Dφ(orig)|2 + cδ(1 + r)−3−δ|φ|2(A) + c−1δ(1 + r)−3+δ|φ(orig)|2
+ cδ(1 + r)−1+3δ(1 + τ)−2β | /DLφ|2(A) + cδ3(1 + r)−3+δ(1 + τ)−β |φ|2(A)
+ c−1δ(1 + r)−3+δ(1 + τ)−β |φ(orig)|2
)
dvolg
The terms involving φ(orig) and its derivatives have all appeared before in lemma 14.2.1, the only
difference being that they include the large numerical factor (cδ)−1 where before there was either a
coefficient of order 1 or a small coefficient of order δ. Hence, they cannot be absorbed by the left hand
side of the estimates. However, the terms involving φ(orig) and its derivatives can be estimated without
the change of basis, in other words, for these fields we can simply appeal directly to lemma 14.2.1, and
conclude the bounds of the relevant terms (which must then be multiplied by δ−1 or, at worse, δ−2).
On the other hand, the terms involving the new field φ(A) come with the small coefficient cδ or,
for those terms involving the field itself rather than its derivative, cδ2. These terms are otherwise of
precisely the same form as terms which appeared as error terms in lemma 14.2.1. In fact, we can see
from propositions 13.1.1, 13.2.1 and 13.3.1 that these error terms can be absorbed the the bulk terms in
the weighted T energy, the Morawetz estimate or the p-weighted estimate with p = 12δ, as long as c is
sufficiently small.
Hence, we can try to control these terms in the same way as was done in lemma 14.2.1. An additional
complication arises when we try to use the Hardy inequalities, where additional error terms appear; see
propositions 11.1.8 and 11.1.10. However, using the bounds assumed on the derivatives of M , we find
that proposition 11.1.8 yields
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∫
tΣτ
(1 + r)−1−αr−1|φ|2(A)r2dr ∧ dvolS2
. 1
(1− α)2
∫
tΣτ
(1 + r)−α
(
| /DLφ|2(A) + (1 + r)−2−2δ|φ(orig)|2
)
r2dr ∧ dvolS2
+
1
(1− α)
∫
S¯τ,t
(1 + r)−α|φ|2(A)rdvolS2
. 1
(1− α)2
∫
tΣτ
(1 + r)−α
(
| /DLφ|2(A) + (1 + r)−2δ| /DLφ(orig)|2
)
r2dr ∧ dvolS2
+
1
(1− α)
∫
S¯τ,t
(1 + r)−α|φ|2(A)rdvolS2 +
1
(1− α)2(1− 2δ − α)
∫
S¯τ,t
(1 + r)−2δ−α|φ|2(orig)rdvolS2
Here, the additional error terms involving φ(orig) have been dealt with by appealing again to the Hardy
inequality of proposition 11.1.7.
Similarly, proposition 11.1.10 gives∫
τ1
τ0
Σt
(1 + r)−1−α|φ|2(A)rdr ∧ dvolS2
. 1
(1− α)2
∫
τ1
τ0
Σt
(1 + r)−α
(
| /DLφ|2(A) + | /DLφ|2(A) + (1 + r)−2|φ(orig)|2
+ (1 + r)−2+2δ(1 + τ)−4β |φ(orig)|2 + Err(t−∂r)[φ](A)
)
r2dr ∧ dvolS2
+
1
(1− α)
∫
S¯τ0,t
(1 + r)−α|φ|2(A)rdvolS2
Again, we would like to make use of the Hardy inequality 11.1.9 to deal with the new error terms involving
φ(orig). There is a problem, however, with the integral of the term
(1 + r)−2+2δ(1 + τ)−2β |φ(orig)|2
which does not have sufficient decay in r to appeal to proposition 11.1.9. On the other hand, we have
(1 + r)−2+2δ(1 + τ)−2β |φ(orig)|2 . (1 + r)−2+2δ−2β |φ(orig)|2 + (1 + r)−2β+2δ(1 + τ)−2|φ(orig)|2
where the first term provides the bound in the interior region r ≤ τ , and the second in the exterior region
τ ≤ r. The first term can be bounded by making use of the Hardy inequality 11.1.9, and the second
term by making use of the alternative Hardy inequality 11.1.11, together with the bootstrap bounds.
In order to finish this proof, we also need to repeat the p-weighted estimate for p = 12δ, but including
the error terms arising from derivatives of M . These can also be read off from proposition 11.3.3, and
are of the form∫
M
χ(2r0,R)r
p
(
(1 + r)−1−δ| /Dφ(orig)|| /Dφ|(A) + (1 + r)−1+δ(1 + τ)−β | /DLφ(orig)|| /DLφ|(A)
+ (1 + r)−2−δ| /Dφ(orig)||φ|(A) + (1 + r)−2−δ| /Dφ|(A)|φ(orig)|
+ (1 + r)−2+δ(1 + τ)−β | /DLφ(orig)||φ|(A) + (1 + r)−2+δ(1 + τ)−β | /DLφ|(A)|φ(orig)|
+ (1 + r)−3+δ(1 + τ)−β |φ(orig)||φ|(A)
)
dvolg
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and they can be bounded by the terms∫
M
χ(2r0,R)r
p
(
cδ(1 + r)−1−δ| /Dφ|2(A) + (cδ)−1(1 + r)−1−δ| /Dφ(orig)|2 + cδ(1 + r)−1+δ(1 + τ)−β | /DLφ|2(A)
+ (cδ)−1(1 + r)−1+δ(1 + τ)−β | /DLφ(orig)|+ cδ(1 + r)−3−δ|φ|2(A)
+ (cδ)−1(1 + r)−1−δ| /Dφ(orig)|2 + cδ(1 + r)−1−δ| /Dφ|(A) + (cδ)−1(1 + r)−3−δ|φ(orig)|2
+ cδ(1 + r)−1+3δ(1 + τ)−2β | /DLφ|2(A) + (cδ)−1(1 + r)−1+3δ(1 + τ)−2β | /DLφ(orig)|2
+ (cδ)−1(1 + r)−3+3δ(1 + τ)−2β |φ(orig)|2
)
dvolg
Once again, the terms involving φ(A) and its derivatives can be absorbed by the bulk terms in the
Morawetz estimate and the p-weighted estimate, as long as p  cδ. In particular, this holds with
p ≥ 12δ, as long as c 12 . On the other hand, the terms involving φ(orig) have already been bounded. In
particular, the terms involving φ(A) (and not its derivatives) can be bounded by proposition 11.1.13 in
terms of the T -energy and the p-weighted energy, for all sufficiently small c. Note that these terms come
with the large factor (cδ)−1, whereas the quantities we can control come with the a factor δ.
Finally we note that, when performing the p-weighted estimates, it is necessary to treat one of the
error terms on the boundary as a total L derivative, and this also requires some extra care, because
( /DLφ)(A) is not a perfect L derivative, since the matrix M appears outside of the derivative operator.
In fact, the additional error terms can be read off from proposition 11.2.3:∫
tΣτ
χ(2r0R)r
p−1|LM(A)||φ|(A)|φ(orig)|Ω2dr ∧ dvolS2
.
∫
tΣτ
χ(2r0R)r
p−2−δ
(
cδ|φ|2(A) + (cδ)−1|φ(orig)|2
)
Ω2dr ∧ dvolS2
and this term is similar to other error terms already dealt with.
In order to prove the second part of the lemma, we also need to repeat the p-weighted energy estimates
with larger values of p, however, once again we can use the estimates above, splitting the error terms
into terms involving φ(A) which are of exactly the same form as those dealt with in lemma 14.3.1, and
error terms involving φ(orig) which are also of the same form as the error terms in lemma 14.3.1 but with
the large factor (cδ)−1 in place of the small factor δ.
In summary, picking c sufficiently small so that all of the conditions above hold, we have proved the
lemma.
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Chapter 15
Pointwise bounds
In this chapter we will prove pointwise bounds on fields φ and its derivatives, where the associated
degenerate energy is bounded. In fact, in order to use the Sobolev inequalities, we will need higher
order energies, involving not just the field φ but the fields Znφ, where we recall that Z either represents
differentiating with respect to the vector field T or applying the operator r /∇. In fact, in the region
r ≥ r0 we will rely on commuting with r /∇, together with Sobolev inequalities on the sphere Sτr , whereas
in the region r ≤ r0 we rely on commuting with /DT .
15.1 Pointwise bounds in the region r ≥ r0
15.1.1 Pointwise bounds on the field
Using the proposition above, we have the following bound on the fields themselves:
Proposition 15.1.1 (Pointwise bounds on the field in terms of its energy). Let φ be an Sτ,r-tangent
tensor field satisfying
2∑
n=0
E(wnT )[(r /∇)nφ](τ) . E˜
where wn = (1 + r)
−C((r /∇nφ).
Additionally, suppose that the initial data on Στ0 satisfies
lim
t→∞
2∑
n=0
∫
S¯τ0,t
|(r /∇)nφ|2 = 0
where τ0 ≤ τ , and suppose that all of the bootstrap bounds of chapter 12 hold.
Then, for all r ≥ r0 we have
|φ| .
√
E˜(1 + r)− 12+ 12C∗ (15.1)
where
C∗ := sup
0≤n≤2
C[(r /∇n)φ]
Proof. From proposition 11.1.4 we have∫
Sτ,r
2∑
m=0
r2m| /∇mφ|2dvolS2 .
2∑
m=0
(
r−1+C[φ]E(wmT )(τ, t, τ0)[(r /∇)mφ] +
∫
S¯τ0,t
|(r /∇)mφ|2dvolS2
)
Taking the limit t→∞, we find∫
Sτ,r
2∑
m=0
r2m| /∇mφ|2dvolS2 .
2∑
m=0
r−1+C[φ]E(wT )(τ)[(r /∇)mφ] . r−1+C(φ)E˜
Now, appealing to proposition 10.0.5, recalling that C∗ is at least as large the other constants and that
dvol/g ∼ r2dvolS2 , we prove the proposition.
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Combining this with corollary 14.3.2 we obtain the following result:
Proposition 15.1.2 (Pointwise decay of fields satisfying the wave equation). Let the conditions of
lemma 14.3.1 hold. In particular, this means that φ satisfies the wave equation
/˜gφ = F
where F , g and the initial data for φ satisfy the conditions given in lemma 14.3.1. Additionally, let the
same conditions be satisfied by the fields r /∇φ and (r /∇)2φ, not necessarily with the same inhomogenous
terms F . In other words, let
/˜g
(
(r /∇)mφ) = F(m)
for m = 0, 1, 2, and where the inhomogenous terms F(m) satisfy the conditions satisfied by F . Moreover,
the constants C[φ] can depend on the integer m, i.e. we have the constants C[φ] C[r /∇φ] and C[(r /∇)2φ].
Additionally, we set
C∗ = max
0≤n≤2
{
C[(r /∇)nφ]
}
Then we have
|φ| .
√
E˜(1 + τ)− 12+ 12C∗δ(1 + r)− 12+ 12C∗ (15.2)
Proof. We first set
w(m) = (1 + r)
−C[(r /∇)mφ]
Applying corollary 14.3.2 we find
E(w(m)T )[(r /∇)mφ](τ) . E˜(1 + τ)−1+C[(r /∇)nφ]δ
for m = 0, 1, 2. Now, applying proposition 15.1.1 we find that
|φ| .
√
E˜(1 + τ)− 12+ 12C∗(1 + r)− 12+ 12C∗
We also have an additional way to bound the field φ, which makes use of the boundedness of the
p-weighted energy to obtain improved decay in r relative to the proposition above, at the cost of slower
decay in τ .
Proposition 15.1.3 (Improved pointwise bounds on the field in terms of the p-weighed energy). Let φ
be an Sτ,r-tangent tensor field, and let r ≥ r0. Let wn(r) = (1 + r)−C(n) for any C(n) ≥ 0. Let p < 1.
Then we have
|φ|2 .
2∑
n=0
(
r−2E(wnT )[(r /∇)nφ](τ) + 1
1− pr
−1−pE(L,p)[(r /∇)nφ](τ)
)
(15.3)
Proof. Using proposition 11.1.12 we have∫
Sτ,r
|φ|2dvolS2 .
(r0
r
)2 ∫
Sτ,r0
|φ|2dvolS2 + 1
1− pr
−1−pE(L,p)[φ][τ ]
We can control the boundary term at r = r0 by using proposition 11.1.4, which allows us to obtain∫
Sτ,r
|φ|2dvolS2 . r−2E(wT )[φ](τ) + 1
1− pr
−1−pE(L,p)[φ](τ)
Commuting twice with r /∇, using Ω ∼ r and the Sobolev inequality on the sphere proves the proposition.
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15.1.2 Pointwise bounds on derivatives
Proposition 15.1.2 establishes decay in both τ and r for solutions to the wave equation. In particular, the
field φ itself, which is the field satisfying the wave equation, is shown to decay. Although this is important
to close our bootstrap, we have also made use of bootstrap assumptions on the decay of derivatives of
fields satisfying the wave equation. Indeed, in order to close the bootstrap arguments we must show that
the derivatives of the field decay faster (in r) than the field itself, and the “good” derivatives must be
shown to decay faster still.
We first need to prove a few preliminary propositions:
Proposition 15.1.4 (An estimate for spatial integrals of bad derivatives). Let φ be an Sτ,r-tangent
tensor field, and assume that the pointwise bootstrap bounds of chapter 12 hold. Then∫
tΣτ
(1 + r)−1−δ| /Dφ|2dr ∧ dvolS2 .
∫
tMτ+1τ
(
1∑
n=0
(1 + r)−1−δ| /DZ nφ|2 + (1 + r)−3−δ|φ|2
)
dr ∧ dvolS2
(15.4)
Proof. We have∫
tΣτ1
(1 + r)−1−δ| /Dφ|2r2dr ∧ dvolS2 .
∫ τ1+1
τ1
−∂τ
(∫
tΣτ
(1 + r)−1−δ| /Dφ|2Ω2dr ∧ dvolS2
)
dτ
.
∫
tMτ1+1τ1
(1 + r)−1−δ
(
∂
∂τ
∣∣∣∣
r,ϑ1,ϑ2
| /Dφ|2
)
µ−1dvolg
.
∫
tMτ1+1τ1
(1 + r)−1−δ
∣∣(L+ L− bAXA)| /Dφ|2∣∣dvolg
.
∫
tMτ1+1τ1
(1 + r)−1−δ
(| /DT /Dφ|+ r−1|b||r /∇ /Dφ|) | /Dφ|dvolg
.
∫
tMτ1+1τ1
(1 + r)−1−δ
(
| /D /DTφ|| /Dφ|+ r−1|b|| /D(r /∇)φ|| /Dφ|+ (1 + |b|)|Γ|| /Dφ|2 + |ΩLL||φ|| /Dφ|
+ (1 + |b|) (|/ΩL|+ |/ΩL|) |φ|| /Dφ|)dvolg
.
∫
tMτ1+1τ1
(1 + r)−1−δ
(
| /DZ φ|+ (1 + r)−1+2δ| /Dφ|+ (1 + r)−2+2δ|φ|
)
| /Dφ|dvolg
.
∫
tMτ1+1τ1
(1 + r)−1−δ
(| /DZ φ|2 + | /Dφ|2 + (1 + r)−3−δ|φ|2) dvolg
where we have used the fact that dvolg = −µΩ2dτ ∧ dr ∧ dvolS2 , and that
∂
∂τ
∣∣∣∣
r,ϑ1,ϑ2
=
1
2
µ
(
L+ L− bAXA
)
and also the calculations in propositions 9.4.4 and 9.2.3.
Corollary 15.1.5 (Decay for the spherical mean of the bad derivatives along a subsequence). Let φ be
an Sτ,r-tangent tensor field, and assume that the pointwise bootstrap bounds of chapter 12 hold. Suppose
also that the following integral over the entire spacetime region Στ (not just the “cut-off” spacetime
region tΣτ ) is finite:∫
Στ
(
1∑
n=0
δ2(1 + r)−1−δ| /DZ nφ|2 + δ2(1 + r)−3−δ|φ|2
)
dr ∧ dvolS2 ≤ E
Then there is a diadic sequence of radii rn, with rn →∞ as n→∞ such that∫
Sτ,rn
(
(1 + r)1−δ| /Dφ|2 + (1 + r)−3−δ|φ|2)dvolS2 ≤ (rn)−1δ−2E
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Proposition 15.1.6 (An expression for /DL
(Zn /DLφ)). Let φ be a scalar field satisfying
/˜gφ = F
for some scalar F , and suppose that all of the bootstrap bounds of chapter 12 hold.
Then for all r ≥ r0 we have
| /DL (Z nLφ) | . (1 + r)−1( /DZ nφ) + r−1| /DZ n+1φ|+
∑
j+k≤n−1
|Γ(j)(−1+C(j))|| /DZ
kφ|
+
∑
j+k≤n
|Γ(j)(−1+C(j))|| /DZ
kφ|+
∑
j+k≤n
|Γ(j)
(−1− 12 δ)
|| /DZ kφ|+
∑
j+k≤n
|Γ(j)(−2−δ)||Z kφ|
Similarly, if φ is a higher valence Sτ,r-tangent field, then
| /DL
(
Z n /DLφ
) | . (1 + r)−1( /DZ nφ) + r−1| /DZ n+1φ|+ ∑
j+k≤n−1
|Γ(j)(−1+C(j))|| /DZ
kφ|
+
∑
j+k≤n
|Γ(j)(−1+C(j))|| /DZ
kφ|+
∑
j+k≤n
|Γ(j)
(−1− 12 δ)
|| /DZ kφ|
+
∑
j+k≤n
|Γ(j+1)(−2+C(j+1))||Z
kφ|
Proof. We begin by noting that, if φ is a scalar field, then
LLφ = −˜gφ+ /∆φ− 1
2
tr/g χ(Lφ)−
1
2
tr/g χ(Lφ)− ζα /∇αφ (15.5)
which follows from proposition 4.7.1 together with the definition ˜gφ = gφ+ ωLφ.
On the other hand, if φ is a higher rank Sτ,r-tangent tensor field, then we have, schematically,
/DL /DLφ = − /˜gφ+ /∆φ−
1
2
tr/g χ(Lφ)−
1
2
tr/g χ(Lφ)− ζα /∇αφ+ ΩLL · φ (15.6)
which follows from proposition 4.7.2.
Hence, if φ is a scalar field then we have
|LLφ| . |F |+ r−1| /∇(r /∇φ)|+
(
r−1 + | tr/g χ(small)|
)
|∂φ|+
(
r−1 + |ζ|+ | tr/g χ(small)|
)
|∂¯φ|
while if φ is higher rank, then∣∣ /DL ( /DLφ)∣∣ . |F |+ r−1| /∇(r /∇φ)|+ (r−1 + | tr/g χ(small)|) |∂φ|+ (r−1 + |ζ|+ | tr/g χ(small)|) |∂¯φ|
+ |ΩLL||φ|
To prove the proposition we need to commute equations (15.5) and (15.6) with the operators Z n.
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Using propositions 9.7.4 and 9.7.2 we find, for a scalar field φ, schematically
/DL (Z
nLφ) = Γ
(0)
(−1)(Z
nLφ) +
∑
j+k≤n−1
Γ
(j)
(−1+C(j))( /DZ
kLφ) +
∑
j+k≤n−1
Γ
(j+1)
(−1−δ)(Z
kLφ) + (Z nF )
+ r−1(Z n /DZ φ) +
∑
j+k≤n
Γ
(j)
(−1−δ)(Z
kLφ) +
∑
j+k≤n
Γ
(j)
(−1+Cj)(Z
kLφ)
+
∑
j+k≤n
Γ
(j)
(−1+Cj)(Z
k /∇φ)
= Γ
(0)
(−1)( /DZ
nφ) +
∑
j+k≤n−1
Γ
(j)
(−1+C(j))( /DZ
kφ) +
∑
j+k≤n−1
Γ
(j)
(−2+C(j+1))(Z
kφ)
+
∑
j+k≤n−1
Γ
(j)
(−2+2C(j))( /DZ
k+1φ) +
∑
j+k≤n−1
Γ
(j)
(−3+2C(j))(Z
k+1φ)
+
∑
j+k≤n−1
Γ
(j+1)
(−1− 12 δ)
( /DZ kφ) +
∑
j+k≤n−1
Γ
(j+1)
(−2− 12 δ)
(Z kφ) + (Z nF ) + r−1( /DZ n+1φ)
+
∑
j+k≤n
Γ
(j)
(−1+Cj)( /DZ
kφ) +
∑
j+k≤n
Γ
(j)
(−2− 12 δ)
( /DZ kφ)
= Γ
(0)
(−1)( /DZ
nφ) + r−1( /DZ n+1φ) +
∑
j+k≤n−1
Γ
(j)
(−1+C(j))( /DZ
kφ) + (Z nF )
+
∑
j+k≤n
Γ
(j)
(−1+C(j))( /DZ
kφ) +
∑
j+k≤n
Γ
(j)
(−1− 12 δ)
( /DZ kφ) +
∑
j+k≤n
Γ
(j)
(−2− 12 δ)
(Z kφ)
On the other hand, if φ is a higher rank field, then we have additional lower order terms, and we find
/DL (Z
nLφ) = Γ
(0)
(−1)( /DZ
nφ) + r−1( /DZ n+1φ) +
∑
j+k≤n−1
Γ
(j)
(−1+C(j))( /DZ
kφ) + (Z nF )
+
∑
j+k≤n
Γ
(j)
(−1+C(j))( /DZ
kφ) +
∑
j+k≤n
Γ
(j)
(−1− 12 δ)
( /DZ kφ) +
∑
j+k≤n
Γ
(j+1)
(−2+C(j+1))(Z
kφ)
Proposition 15.1.7 (A pointwise estimate for the bad derivatives). Let φ be an Sτ,r-tangent tensor
field satisfying
/˜gφ = F
for some Sτ,r-tangent tensor field F of the same rank as φ, and suppose that all of the bootstrap bounds
of chapter 12 hold. Suppose also that∫
Στ∩{r≥r′}
(
r1−2δ
∑
0≤n≤2
|(r /∇)nF |2 + r−1−δ
∑
0≤n≤3
| /D(r /∇)nφ|2
)
r2dr ∧ dvolS2
+
∫
M∞τ ∩{r′≤r}
r−1−δ
3∑
n=0
| /DZ nφ|2dvolg ≤ E(1 + τ)−2κ
(15.7)
for some κ ≥ 0.
Then, for r ≥ r0 we have
| /DLφ| .
√
Er−1+δ(1 + τ)−κ∗ (15.8)
where
κ∗ :=
{
κ if κ ≤ 1
1 if κ > 1
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Proof. We apply (a very slight modification1 of) proposition 11.1.4 applied to the field
(
(r /∇)m /DLφ
)
,
with the choice α = −1 + 2δ, and integrating up to some maximum value r = R. Summing the resulting
inequalities for m = 0, 1, 2 we find
2∑
m=0
∫
Sτ,r′
|(r /∇)m /DLφ|2dvolS2
. (r′)−2+2δ
∫
Στ∩{r′≤r≤R}
r1−2δ
(
2(1 + r)−2| /DZ ≤2φ|2 + r−2| /DZ ≤3φ|2 +
∑
j+k≤1
|Γ(j)(−1+C(j))|
2| /DZ kφ|2
+
∑
j+k≤2
|Γ(j)(−1+C(j))|
2| /DZ kφ|2 +
∑
j+k≤2
|Γ(j)
(−1− 12 δ)
|2| /DZ kφ|2
+
∑
j+k≤2
|Γ(j+1)(−2+C(j+1))|
2|Z kφ|2 +
∑
n≤2
|Z nF |2
)
r2dr ∧ dvolS2
+
∫
Sτ,R
|(r /∇)≤2 /DLφ|2dvolS2
. (r′)−2+2δ
∫
Στ∩{r′≤r≤R}
( 2∑
n=0
2(1 + r)−1−2δ+2C(2)| /DZ nφ|2 +
3∑
n=0
(1 + r)−1−2δ| /DZ nφ|2
+
2∑
n=0
2(1 + r)−3−2δ+2C(3)|Z nφ|2 +
2∑
n=0
(1 + r)1−2δ|Z nF |2
)
r2dr ∧ dvolS2
+
∫
Sτ,R
|(r /∇)≤2 /DLφ|2dvolS2
. (r′)−2+2δ
∫
Στ∩{r′≤r≤R}
( 2∑
n=0
2(1 + r)−1−δ| /DZ nφ|2 +
3∑
n=0
(1 + r)−1−δ| /DZ nφ|2
+
2∑
n=0
2(1 + r)−3−δ|Z nφ|2 +
2∑
n=0
(1 + r)1−2δ|Z nF |2
)
r2dr ∧ dvolS2
+
∫
Sτ,R
2∑
n=0
(
2(1 + r)2C(1)| /DZ nφ|2 + 2(1 + r)−2+C(2)|Z nφ|2)dvolS2
We need some additional control on the terms∫
Στ∩{r′≤r≤R}
( 2∑
n=0
2(1 + r)−1−δ| /DZ nφ|2 +
2∑
n=0
2(1 + r)−3−δ|Z nφ|2
)
r2dr ∧ dvolS2
as well as the terms given as an integral over the sphere Sτ,R.
1Specifically, we integrate up to some maximum value of r rather than a maximum value of t.
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First, we note that, for τ ′ > τ we have∫
Στ∩{r≥r′}
( 2∑
n=0
2(1 + r)−1−δ| /DZ nφ|2 +
2∑
n=0
2(1 + r)−3−δ|Z nφ|2
)
r2dr ∧ dvolS2
=
∫
Στ′∩{r≥r′}
( 2∑
n=0
2(1 + r)−1−δ| /DZ nφ|2 +
2∑
n=0
2(1 + r)−3−δ|Z nφ|2
)
r2dr ∧ dvolS2
+
∫ τ ′
τ
∂
∂τ˜
(∫
Στ˜∩{r≥r′}
2∑
n=0
2(1 + r)−1−δ| /DZ nφ|2 +
2∑
n=0
2(1 + r)−3−δ|Z nφ|2
)
r2dr ∧ dvolS2
)
dτ˜
.
∫
Στ′
( 2∑
n=0
2(1 + r)−1−δ| /DZ nφ|2 +
2∑
n=0
2(1 + r)−3−δ|Z nφ|2
)
r2dr ∧ dvolS2
+
∫
Mτ′τ
( 2∑
n=0
2(1 + r)−1−δ|Z /DZ nφ|| /DZ nφ|+
2∑
n=0
2(1 + r)−3−δ|Z n+1φ||Z nφ|
)
dvolg
.
∫
Στ′
( 2∑
n=0
2(1 + r)−1−δ| /DZ nφ|2 +
2∑
n=0
2(1 + r)−3−δ|Z nφ|2
)
r2dr ∧ dvolS2
+
∫
Mτ′τ
( 3∑
n=0
2(1 + r)−1−
1
2 δ| /DZ nφ|2 +
3∑
n=0
2(1 + r)−3−
1
2 δ|Z nφ|2
)
dvolg
where we have used the fact that
∂
∂τ
∣∣∣∣
r,ϑA
= µT − 1
2
µbµ /∇µ
together with the fact that dvolg = −µΩ2dτ ∧ dr ∧ dvolS2 ∼ −µr2dτ ∧ dr ∧ dvolS2 .
Now, the conditions in given in the proposition imply that we can pick a dyadic sequence of times
τn →∞ such that∫
Στn
( 2∑
n=0
2(1 + r)−1−δ| /DZ nφ|2 +
2∑
n=0
2(1 + r)−3−δ|Z nφ|2
)
r2dr ∧ dvolS2 . 2δ−1E(1 + τn)−1
Since this sequence is dyadic, we can choose τ ′ to be a member of this sequence and, at the same time,
to satisfy τ ′ ∼ τ . Hence, choosing this value for τ ′, and using the assumptions of the proposition we find
that∫
Στ∩
( 2∑
n=0
2(1 + r)−1−δ| /DZ nφ|2 +
2∑
n=0
2(1 + r)−3−δ|Z nφ|2
)
r2dr ∧ dvolS2 . 2δ−1E(1 + τ)−1
In particular, the restriction of the integrand to the region r′ ≤ r ≤ R is also bounded by 2δ−1E(1+τ)−1.
Finally, to control the terms which are integrals over the sphere Sτ,R, we use corollary 15.1.5 and
choose R = rn to be one of the radii given in that corollary. Hence:∫
Sτ,rn
2∑
n=0
(
2(1 + r)2C(1)| /DZ nφ|2 + 2(1 + r)−2+C(2)|Z nφ|2) dvolS2
. 2δ−2E(1 + rn)−1+ 12 δ+2C(2)(1 + τ)−1
. 2δ−2E(1 + rn)−1+δ(1 + τ)−1
Recall also that we can choose a sequence of such rn’s such that rn →∞, in which this final term tends
to zero. Hence, using the conditions of the proposition to control the integrals of Z nF and the the good
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derivatives /DZ nφ,we have
2∑
m=0
∫
Sτ,r′
|(r /∇)m /DLφ|2dvolS2 . (r′)−2+2δE
(
(1 + τ)−2β + (1 + τ)−1
)
. (r′)−2+2δE(1 + τ)−2β
We remark here that, in the proposition above, we have made our first use of the “improved” pointwise
decay bootstrap assumptions, i.e. bootstrap assumptions of the form
Γ
(n)
(−1+C(n)) . (1 + r)
−1+C(n)
Previously we had only used the bootstrap assumptions of the form
Γ
(n)
(−1+C(n)) . (1 + r)
−1+δ(1 + τ)−β + (1 + r)−1−δ
which does not have such good uniform decay in r.
We also need to prove that the “good” derivatives of the field, /∇φ and /DLφ, obey improved pointwise
estimates.
Proposition 15.1.8 (Improved pointwise decay for angular derivatives). Let φ be an Sτ,r-tangent tensor
field satisfying
3∑
n=0
E(wnT )[(r /∇)nφ](τ) . E˜
where wn = (1 + r)
−C[r /∇nφ].
Suppose also that
2∑
n=0
E(L,2δ)[(r /∇)n(r /DLφ)](τ) . E˜
Additionally, suppose that the initial data on Στ0 satisfies
lim
t→∞
3∑
n=0
∫
S¯τ0,t
|(r /∇)nφ|2 = 0
where τ0 ≤ τ , and suppose that all of the bootstrap bounds of chapter 12 hold.
Then, for all r ≥ r0 we have
| /∇φ| .
√
E˜(1 + r)− 32+ 12C∗ (15.9)
where
C∗ = sup
0≤n≤3
C[(r /∇)nφ]
Proof. This proposition is easily proved by applying proposition 15.1.1 to the field (r /∇φ).
Proposition 15.1.9 (Improved pointwise decay for L derivatives). Let φ be an Sτ,r-tangent tensor field
satisfying
2∑
n=0
E(L,p)[(r /∇)n(r /DLφ)](τ) . E˜
Suppose also that φ satisfies the wave equation
/˜gφ = F
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and that ∫
Στ∩{r≥r′}
(
r1−2δ
∑
0≤n≤2
|(r /∇)nF |2 + r−1−δ
∑
0≤n≤3
| /D(r /∇)nφ|2
)
r2dr ∧ dvolS2
+
∫
M∞τ ∩{r′≤r}
r−1−δ
3∑
n=0
| /DZ nφ|2dvolg ≤ E1
and
3∑
n=0
E(wnT )[Z nφ] . E˜1
where wn = (1 + r)
−C(n).
Finally, suppose that for some τ0 ≤ τ we have
lim
t→∞
3∑
n=0
∫
S¯τ0,t
|Z nφ|2 = 0
Then for r ≥ r0 we have
| /DLφ| . r−4E1 +
1
1− pr
−3−pE
Proof. Using proposition 11.1.12 applied to the field (r /∇)nr /DLφ we obtain
2∑
n=0
∫
Sτ,r
|(r /∇)n /DLφ|2dvolS2 . r−4
2∑
n=0
∫
Sτ,r0
|(r /∇)n /DLφ|2dvolS2 +
1
1− pr
−3−p
2∑
n=0
E(L,p)[(r /∇)nr /DLφ](τ)
Now, we can estimate
2∑
n=0
∫
Sτ,r0
|(r /∇)n /DLφ|2dvolS2 .
2∑
n=0
∫
Sτ,r0
(|(r /∇)n /DTφ|2 + |(r /∇)n /DLφ|2) dvolS2
The first term is bounded during the proof of 15.1.1, and the second term is bounded during the proof
of proposition 15.1.7. We obtain
2∑
n=0
∫
Sτ,r0
|(r /∇)n /DTφ|2dvolS2 . (1 + r)−
1
2+
1
2C
∗
3∑
n=0
E(wnT )[Z nφ](τ) . E˜1(1 + r)− 12+ 12C∗
and
2∑
n=0
∫
Sτ,r0
|(r /∇)n /DLφ|2dvolS2 .
√
E˜1r−1+δ
Combining these bounds proves the proposition.
Remark 15.1.10 (An alternative way to obtain pointwise bounds for L derivatives). We remark here that
an alternative way of bounding the L derivatives is available to us, based on using the one-dimensional
Sobolev inequality on the half-line r ≥ r0. In order to use this, we need to have L2 bounds for both
r1+δLφ and L
(
r1+δLφ
)
which, in fact, are available to us in the form of the p-weighted energy estimates.
In fact, this approach2 can lead to improved decay for the L derivatives without commuting with the
operator r /DL, but, taking this approach, we would not simultaneously obtain decay in τ . Note that our
bootstrap assumptions do not actually require decay at a rate which is simultaneously better than r−1
and decaying in τ !
2Note that this is the approach taken in [Yan13].
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15.1.3 Improved pointwise bounds on bad derivatives
If we have already produced bounds on the “good” derivatives, then we can use these to produce improved
pointwise bounds on the “bad” derivatives by integration along the integral curves of L. These are a
kind of L∞-L∞ bound, since they make direct use of L∞ bounds of the kind we have proved above, in
order to improve certain other L∞ bounds.
Proposition 15.1.11. Let φ be an Sτ,r-tangent tensor field satisfying
˜gφ = F
for some Sτ,r-tangent tensor field F . Suppose that the pointwise bootstrap assumptions of chapter 12
hold, and, moreover, suppose that the “good” derivatives of φ satisfy
1∑
n=0
| /DZ φ| .
√
Er−1−δ
in the region r ≥ r0. If φ is not a scalar field but a higher rank tensor field, then suppose also that
|φ| .
√
Er− 12+δ
in the region r ≥ r0. Finally, in all cases, suppose that
sup
r=r0
| /DLφ| .
√
E
Then, if F satisfies
|F | . r−1−δ| /DLφ|+
√
Er−2−δ
in the region r ≥ r0, then for all r ≥ r0 we have
| /DLφ| . δ−1
√
Er−1 (15.10)
On the other hand, if F satisfies
|F | . r−1| /DLφ|+
√
Er−2+2C(F )
in the region r ≥ r0, then for all r ≥ r0 we have
| /DLφ| . C˜−1−1
√
Er−1+C˜ (15.11)
where the constant C˜ is chosen sufficiently large compared with the constant C(F ) and the implicit con-
stants in the other inequalities.
Proof. First, consider the case when φ is a scalar field. From proposition 4.7.1 we have
L(rLφ) = −r˜gφ+ r /∆φ− 1
2
(tr/g χ(small))(rLφ) +
(
1
r
− 1
2
tr/g χ(small)
)
rLφ− ζαr /∇φ
and so, we have
|(rLφ)(τ, r, ϑ1, ϑ2)| ≤ |(rLφ)(τ, r0, ϑ1, ϑ2)|
+
∫ r
r0
(
r′|F |+ (r′)−1| /∇r( /∇)φ|+ | tr/g χ(small)||r′Lφ|+
(
(r′)−1 + | tr/g χ(small)|
)
r′|Lφ|+ |ζ|r′| /∇φ|
)
dr′
Substituting in the assumed bounds on the good derivatives of φ, together with the pointwise bounds
on the connection coefficients assumed in chapter 12, we obtain
|(rLφ)(τ, r, ϑ1, ϑ2)| . r0|(Lφ)(τ, r0, ϑ1, ϑ2)|+
∫ r
r0
(
r′|F |+ r−1−δ|r′Lφ|+
√
Er−1−δ+C˚
)
dr′
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Now, if in the region r ≥ r0, F satisfies the bound
|F | . r−1−δ|Lφ|+
√
Er−2−δ
then we can estimate
|(rLφ)(τ, r, ϑ1, ϑ2)| . r0|(Lφ)(τ, r0, ϑ1, ϑ2)|+
∫ r
r0
(
r−1−δ|r′Lφ|+
√
Er−1−δ+C˚
)
dr′
and now, using the Gronwall inequality, we find
|Lφ| . r−1
(
|(Lφ)(τ, r0, ϑ1, ϑ2)|+ δ−1
√
E
)
If instead F satisfies the bound
|F | . r−1|Lφ|+
√
Er−2+2C(F )
then we can estimate
|(rLφ)(τ, r, ϑ1, ϑ2)| . r0|(Lφ)(τ, r0, ϑ1, ϑ2)|+
∫ r
r0
(
r−1|r′Lφ|+ C−1(F )−1
√
Er−1−2C(F )
)
dr′
for some constant C(F ) > 1. This time the Gronwall inequality yields
|Lφ| . r−1+C˜
(
|(Lφ)(τ, r0, ϑ1, ϑ2)|+
√
E
)
where the constant C˜ must be chosen sufficiently large compared with both C(F ) and the implicit constant
in the preceeding inequality.
Now, we need to generalise these results to the case when φ is an Sτ,r-tangent tensor field rather than
a scalar field. In this case before we are able to integrate, we first need to “scalarise” the equations by
contracting with the vector fields /Π
µ
a .
We first note that, from proposition 4.7.2 that, schematically,
/DL
(
r /DLφ
)
= −r /˜gφ+ r /∆φ−
1
2
r tr/g χ(small) /DLφ+
(
1− 1
2
r tr/g χ
)
/DLφ+ rζ /∇φ
+ rΩLLφ
(15.12)
Now, making use of proposition 4.5.1 together with the fact that
/Π
a
µ /Π
µ
b = δ
b
a
we find that ∣∣ /DL (/Πµa)∣∣ . (|∂¯h|(frame) + r−1|Li(small) /Πi|) · (|La|+ |La|+ |/Πa|)
and so, using the pointwise bootstrap assumptions, we have that∣∣ /DL (/Πµa)∣∣ . r−1−δ
in the region r ≥ r0.
Hence, contracting equation (15.12) with the vector fields /Π
µ1
a1 , . . . /Π
µn
an , and taking φ to be a rank
n tensor satisfying ˜gφ = F , we obtain∣∣∣L((r /DLφ)a1...an)∣∣∣ . r|Fa1...an |+ ∣∣∣( /∇(r /∇)φ)a1...an ∣∣∣+ r−1−δ ∣∣∣(r /DLφ)a1...an ∣∣∣
+
(
1 + rC(1)
) ∣∣∣∣( /Dφ)
a1...an
∣∣∣∣+ r−1+2C(1)|φ|
where we have also made use of the pointwise bootstrap bounds for the connection coefficients and the
curvature. Now, making use of the bounds assumed in the proposition for |φ| and | /Dφ|, we obtain∣∣∣L((r /DLφ)a1...an)∣∣∣ . r|Fa1...an |+ 2r−1−δ + r−1−δ ∣∣∣(r /DLφ)a1...an ∣∣∣
The rest of the proof follows in exactly the same way as the scalar case. Note that, strictly speaking,
this establishes bounds on the scalar fields
(
r /DLφ
)
a1...an
. However, since these bounds are established
for all sets of rectangular indices, and since also |/Π aµ | . 1 and |(/g−1)ab| ∼ 1, this actually establishes
bounds on the tensor field r /DLφ.
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15.2 Summary of pointwise estimates for solutions of the wave
equation
In the following lemma we bring together the pointwise bounds we have proved above, to give an overall
summary of pointwise decay results for solutions of the wave equation. Note that this can be viewed
as a result establishing pointwise bounds on solutions to the linear inhomogeneous wave equation on
manifolds whose geometry obeys the pointwise bounds given in chapter 12.
Lemma 15.2.1 (Pointwise bounds for solutions of the wave equation). Suppose that the pointwise
bootstrap bounds of chapter 12 hold. Suppose additionally that the fields hab satisfy
|˜gZ nh| . (1 + r)−1−2δ (15.13)
for n ≤ 2.
Let φ be an Sτ,r-tangent tensor field satisfying
/˜gφ = F = F1 + F2
for some Sτ,r-tangent tensor field F . Suppose also that
/˜g
(
(r /∇)mφ) = F(m) = F(m,1) + F(m,2)
for 0 ≤ m ≤ 4.
Also, suppose that, for 0 ≤ m ≤ 2 we have
/˜g(r /DL(r /∇)mφ) = /∆(r /∇)mφ+ r−1 /DL
(
r /DL
(
(r /∇)mφ))+ r−1 /DL ((r /∇)mφ)+ F(m,rL,1) + F(m,rL,2)
We write F(m,rL) := F(m,rL,1) + F(m,rL,2).
Suppose that the inhomogenous terms satisfy
4∑
m=0
∫
Mττ0
(
−1χ(r0)r
1−C[(r /∇)mφ](1 + τ)1+δ|F(m,1)|2
+ −1χ(r0)r
2−C[(r /∇)mφ]−2δ(1 + τ)2β |F(m,2)|2
)
dvolg . E0
4∑
m=0
∫
Mτ1τ
(
−1(1 + r)1−C[(r /∇)mφ]
(|F(m)|2 + |Z mF |2)+ −1(1 + r) 12 δ(1 + τ)1+δ|F(m,1)|2
+ −1(1 + r)1−δ(1 + τ)2β |F(m,1)|2
)
dvolg . E0(1 + τ)−1
2∑
m=0
∫
Mτ1τ
(
−1χ(2r0)r
1− 12 δ(1 + τ)2β |F(m,rL)|2
)
dvolg . E0(1 + τ)−1+C(m)δ
2∑
m=0
∫
Mττ0
(
−1χ(2r0)r
1−C[(r /∇)mφ](1 + τ)1+δ|F(m,rL,1)|2
+ −1χ(2r0)r
2−2δ+C[(r /∇)mφ](1 + τ)2β |F(m,rL,2)|2
)
dvolg . E0
for all τ ≥ τ0 and for all τ1 ≥ τ .
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Define
w(m) = (1 + r)
−C[(r /∇)mφ]
w˜(m) = (1 + r)
− 12C[(r /∇)mφ]
Suppose that the initial data for φ at τ = τ0 satisfies∫
S¯τ0,t
4∑
m=0
|Z mφ|2dvolS2 . E˜(t− τ0)−1+ 12C[Zmφ]
4∑
m=0
E(w˜mT )[Z mφ](τ0) . E˜
δ−1
4∑
m=0
E(L,1−C[Zmφ])[Z mφ](τ0) . E˜
2∑
m=0
E(L,1−C[Zmφ])[r /DLZ mφ](τ0) . E˜
Define
C∗ = max
0≤m≤4
C[(r /∇)mφ]
Then, if  is sufficiently small, in the region r ≥ r0 we have
|φ| .
√
E˜(1 + r)− 12+ 12C∗(1 + τ)− 12+ 12C∗δ
| /DLφ| .
√
E˜(1 + r)− 12+δ(1 + τ)− 12+ 12C∗δ
| /∇φ| .
√
E˜(1 + r)− 32+ 12C∗(1 + τ)− 12+ 12C∗δ
| /DLφ| .
√
E˜(1 + r)− 32+δ(1 + τ)− 12+ 12C∗δ
In particular, for sufficiently small δ we have
| /Dφ| .
√
E˜
(
(1 + r)−
1
2+
1
2C
∗(1 + τ)−β + (1 + r)−
3
2+δ
)
| /Dφ| .
√
E˜(1 + r)− 32+δ
Additionally, suppose that, in the region r ≥ r0, F satisfies the bound
|F | . r−1−δ| /DLφ|+
√
Er−2−δ
Then we have the following bound, giving improved decay in r for the bad derivatives:
| /DLφ| .
√
E(1 + r)−1
On the other hand, suppose instead that in the region r ≥ r0, F satisfies the bound
|F | . r−1| /DLφ|+
√
Er−2+C(F )
for some constant C(F ).
Then we have the following bound, giving improved decay in r for the bad derivatives:
| /DLφ| .
√
E(1 + r)−1+C˜
where C˜ is some constant which is sufficiently large compared with C(F ).
Proof. This result follows from combining all the pointwise bounds proven in this chapter with the energy
estimates of the previous chapter.
Remark 15.2.2. The precise number of operators Z in the proposition above is, in a certain sense,
wasteful. To be precise: if we wish only to bound |φ| pointwise, then we need only commute with the
operators Z twice. In order to obtain the first set of bounds on the derivatives | /Dφ|, we need only to
commute with the operators Z three times. Commuting four times is only required in order to obtain
the improved pointwise bounds on the bad derivatives stated at the end of the lemma. Commuting after
already applying the operator r /DL is, of course, only necessary in order to control the term | /DL(r /DLφ)|
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15.3 Pointwise decay estimates for Y nφ
Note that the summary above follows from bounds on the (weighted) T -energy, together with some
bounds on the p-weighted energies. To put this another way, we assume that the field φ satisfies a wave
equation with an inhomogeneous term which is suitably small. As such, we can use these bounds to give
pointwise bounds on fields like Z nφ and /DZ nφ. Note, however, that we also commute with the operator
r /DL, and the resulting fields do not satisfy an equation of the required form. On the other hand, we
can still establish p-weighted energy estimates after commuting with r /DL, so we need estimates for the
various quantities which only makes use of the p-weighted energy. These is given in this subsection.
In some of the following estimates, we encounter boundary terms at r = r0. Our strategy for dealing
with these will be to exchange operators Y for a combination of operators of the form Z and /˜g, making
use of the fact that, at r = r0, we do not have to worry about factors of r.
Proposition 15.3.1 (Exchanging derivatives of the sphere r = r0). Let φ satisfy
/˜Z `φ = F(`)
and we write F = F(0). Then, if we evaluate all the terms on the sphere r = r0, we have the following
schematic expression for Y nφ: for all n ≥ 0,
Y nφ = Z ≤nφ+ /DZ ≤n−1φ+ Y (≤n−2)F +
∑
j+k≤n−1
Γ
(j)
(0)
/DZ kφ+
∑
j+k+`≤n−1
Γ
(j)
(0)Y
k−1F(`) (15.14)
Proof. Suppose that, for all n ≤ N , on the sphere Sτ,r0 we have the schematic expression
Y nφ = Z ≤nφ+ /DZ ≤n−1φ+ Y (≤n−2)F +
∑
j+k≤n−1
Γ
(j)
(0)
/DZ kφ+
∑
j+k+`≤n−1
Γ
(j)
(0)Y
k−1F(`)
This is evidently true for N = 1, in which case we actually have
Y φ =
(
Z φ
r0 /DLφ
)
Note that we do not need to keep track of the decay of various quantities in r, since we are evaluating
these quantities at r = r0.
Now, we apply one more operator Y . Using the inductive hypothesis we have
Y N+1φ = Y Z ≤Nφ+ Y /DZ ≤N−1φ+ Y (≤N−1)F +
∑
j+k≤n−1
Γ
(j+1)
(0)
/DZ kφ+
∑
j+k≤n−1
Γ
(j)
(0)Y /DZ
kφ
+
∑
j+k+`≤n−1
Γ
(j+1)
(0) Y
k−1F(`) +
∑
j+k+`≤n−1
Γ
(j)
(0)Y
kF(`)
The third, fourth sixth and seventh terms on the right hand side are already of the required form.
For the first term, we note that either Y = Z or Y = r /DL, so when r = r0 we have
Y Z ≤Nφ =
(
Z ≤N+1φ
/DLZ
≤Nφ
)
For the remaining terms we treat separately the cases Y = Z and Y = r /DL. In the former case we
have
Z /DZ ≤N−1φ = /DZ ≤Nφ+ Γ(1)(0) /DZ
≤N−1φ
while in the latter case we make use of the computation
/DL /Dφ =
 /DL /DLφ/DL /DLφ
/DL /∇φ
 =

/DL /DTφ
/˜gφ
/∇(r /∇φ)
/Dφ
Γ
(1)
(0)
/Dφ
/DL(r /∇φ)

=

/DZ φ
/Dφ
Γ
(1)
(0)
/Dφ
F

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Combining the calculations above we find that
Y N+1φ = Z ≤N+1φ+ /DZ ≤Nφ+Y (≤N)F +
∑
j+k≤n
Γ
(j)
(0)
/DZ kφ+
∑
j+k≤n−1
Γ
(j)
(0)F(k) +
∑
j+k+`≤n
Γ
(j)
(0)Y
kF(`)
which proves the inductive step.
Proposition 15.3.2 (Pointwise bound on Y nφ). Set
w∗ := (1 + r)−C
∗
then for any p < 1 and for r ≥ r0 we have
|Y nφ|2 . 1
1− pr
−1−pE(L,p)[Y ≤n+2φ](τ) + r− 52+C∗E(w∗T )[Z ≤n+2φ](τ)
+ r−2
∫
Sτ,r0
|Y ≤nF |2 + ∑
j+k+`≤n+1
|Γ(j)(0)|2|Y k−1F(`)|2
 dvolS2
+ r−2
 sup
x∈Sτ,r0
j≤bn2 c
|Γ(j)(0)|2
∫
Sτ,r0
| /DZ ≤n− 1φ|2dvolS2
+ r−2
 sup
x∈Sτ,r0
j≤bn2 c
| /DZ jφ|2
∫
Sτ,r0
|Γ(j)(0)|2dvolS2
Proof. Following the calculations in proposition 15.1.3 (applied to the field Y nφ) we find that∫
Sτ,r
|Y nφ|2dvolS2 . r−2
∫
Sτ,r0
|Y nφ|2dvolS2 + 1
1− pr
−1−pE(L,p)[Y nφ](τ)
Next, we use proposition 15.3.1 to evaluate the boundary term at r0. We have∫
Sτ,r
|Y nφ|2dvolS2 . 1
1− pr
−1−pE(L,p)[Y nφ](τ)
+ r−2
∫
Sτ,r0
(
|Z ≤nφ|2 +
∑
j+k≤n−1
|Γ(j)(0)|2| /DZ kφ|2 + |Y ≤n−2F |2
+
∑
j+k+`≤n−1
|Γ(j)(0)|2|Y k−1F(`)|2
)
dvolS2
We bound the third term on the right hand side by a combination of L2 and L∞ estimates, where we
take the term with the lowest number of derivatives in L∞. We find∫
Sτ,r
|Y nφ|2dvolS2 . 1
1− pr
−1−pE(L,p)[Y nφ](τ) + r− 32+C∗E(w∗T )[Z ≤nφ](τ)
+ r−2
∫
Sτ,r0
|Y ≤n−2F |2 + ∑
j+k+`≤n−1
|Γ(j)(0)|2|Y k−1F(`)|2
 dvolS2
+ r−2
 sup
x∈Sτ,r0
j≤bn−22 c
|Γ(j)(0)|2
∫
Sτ,r0
| /DZ ≤n− 1φ|2dvolS2
+ r−2
 sup
x∈Sτ,r0
j≤bn−22 c
| /DZ jφ|2
∫
Sτ,r0
|Γ(j)(0)|2dvolS2
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Repeating the same calculation with φ replaced by Y ≤2φ and remembering that Y can be r /∇, and
finally using the Sobolev inequality on the spheres proves the proposition.
Corollary 15.3.3 (Pointwise bounds on /DY nφ). Again, let
w∗ := (1 + r)−C
∗
then for any p < 1 and for r ≥ r0 we have
| /DY nφ|2 . 1
1− pr
−3−pE(L,p)[Y ≤n+3φ](τ) + r− 92+C∗E(w∗T )[Z ≤n+3φ](τ)
+ r−4
∫
Sτ,r0
|Y ≤n+1F |2 + ∑
j+k+`≤n+2
|Γ(j)(0)|2|Y k−1F(`)|2
dvolS2
+ r−4
 sup
x∈Sτ,r0
j≤bn+12 c
|Γ(j)(0)|2
∫
Sτ,r0
| /DZ ≤n− 1φ|2dvolS2
+ r−4
 sup
x∈Sτ,r0
j≤bn+12 c
| /DZ jφ|2
∫
Sτ,r0
|Γ(j)(0)|2dvolS2
Proof. This follows immediately 15.3.2 together with the fact that | /Dφ| . r−1|Y φ|
Proposition 15.3.4 (An estimate for /DL(Y
nφ)). Suppose that φ is an Sτ,r-tangent tensor field satis-
fying
/˜gY nφ = F(Y ,n)
Suppose also that
|˜gh|(frame) . (1 + r)−2+C
∗
Then we have
| /DLY nφ| .
∑
j+k≤n
(1 + r)jC(1)| /DLZ kφ|+
∑
j+k≤n
(1 + r)1+jC(1)|F(Y ,k−1)|
+
1
1− pr
−2−p+δE(L,p)[Y ≤n+2φ](τ) + r−1− 52+δE(w∗T )[Z ≤n+2φ](τ)
+ r−3+δ
∫
Sτ,r0
|Y ≤nF |2 + ∑
j+k+`≤n+1
|Γ(j)(0)|2|Y k−1F(`)|2
 dvolS2
+ r−3+δ
 sup
x∈Sτ,r0
j≤bn2 c
|Γ(j)(0)|2
∫
Sτ,r0
| /DZ ≤n− 1φ|2dvolS2
+ r−3+δ
 sup
x∈Sτ,r0
j≤bn2 c
| /DZ jφ|2
∫
Sτ,r0
|Γ(j)(0)|2dvolS2
where the final term is absent if φ is a scalar field.
Proof. We are considering LY nφ. Recall that the Y ’s can either be Z or r /DL. If all the Y ’s are Z ’s
then we are done. Otherwise, there is at least one instance of the operator r /DL, and we commute the
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Y ’s so that an operator r /DL appears on the left. Using proposition 9.7.7 we can write
/DLY
nφ = /DL (Z
nφ) + /DL
(
(r /DL)Y
n−1φ
)
+ /DL
(
Γ
(0)
(0)
/DTY
n−2φ+
(
Γ
(1)
(−1+C(1)) + rχ(small)
)
Y n−1φ+
(
rΩLL + r
2 /ΩL
)
Y n−2φ
)
= /DL (Z
nφ) + /DL
(
(r /DL)Y
n−1φ
)
+ Γ
(1)
(C(1))
/DY n−2φ+ Γ(0)(0) /DY
n−1φ+ Γ(1)(−δ) /DY
n−1φ
+
(
/DLΓ
(1)
(−1+C(1)) + /DL(rχ(small))
)
Y (n−1)φ+ Γ(1)(C(1)) /DY
n−2φ
+ /DL
(
rΩLL + r
2 /ΩL
)
Y n−2φ
Using the expression for the wave equation 4.7.2 we have, schematically,
/DL
(
r /DL(Y
n−1φ)
)
= r /˜g(Y n−1φ) + ( /D(Y nφ)) + (1 + Γ(0)(−δ))( /DL(Y
n−1φ))
+ Γ
(1)
(C(1))
( /D(Y n−1φ)) + rΩLL(Y n−1φ)
= rF(Y ,n−1) + ( /D(Y nφ)) + (1 + Γ
(0)
(−δ))( /DL(Y
n−1φ))
+ Γ
(1)
(C(1))
( /D(Y n−1φ)) + Γ(1)(−1+C(1))(Y
n−1φ)
Next, we note that
/DLΓ
(1)
(−1+C(1)) = Γ
(2)
(−1+C(2))
which follows from writing /DL = 2 /DT − r−1r /DL.
We can use proposition 6.3.1 together with the pointwise bootstrap bounds to bound
| /DLχ(small)| . Γ(1)(−2+C(1)) + |˜gh|(frame)
Finally, using proposition 7.0.6 we have
/DL
(
rΩLL + r
2 /ΩL
)
= Γ
(1)
(−1+C(1))
Putting this all together, we have
| /DLY nφ| . | /DLZ nφ|+ r|F(Y ,n−1)|+ | /DY nφ|+ | /DLY n−1φ|+ (1 + r)C(1)| /DY n−1φ|
+ (1 + r)−1+C(2)|Y n−1φ|+ r|˜gh|(frame)|Y n−1φ|+ (1 + r)C(1)| /DLY n−1φ|
+ (1 + r)−1+C(1)|Y n−2φ|
Iterating this bound, we find that
| /DLY nφ| .
∑
j+k≤n
(1 + r)jC(1)| /DLZ kφ|+
∑
j+k≤n
(1 + r)1+jC(1)|F(Y ,k−1)|
+
∑
j+k≤n
(1 + r)(j+1)C(1)| /DY k−1φ|+ 
∑
j+k≤n
(1 + r)−1+C(2)+jC(1)|Y k−1φ|
+
∑
j+k≤n
(1 + r)jC(1)|˜gh|(frame)|Y k−1φ|
Now, substituting the bounds from proposition 15.3.2 and from corollary 15.3.3, together with the bound
we have assumed on |˜gh|(frame), and using the fact that δ   proves the proposition.
245
15.4 Pointwise estimates for other geometric quantities
We will eventually be considering solutions to wave equations in which the metric itself depends on
the solution to the wave equation. Hence, the components of the metric perturbation (both in the
rectangular and null frames) are assumed to satisfy suitable bounds, which will in fact follow in a simple
way from the relationship between these quantities and the solutions of some wave equations. More
complex relationships hold between the metric components and other geometric quantities, such as the
connection coefficients and the curvature. The goal of this section is to deduce bounds on these quantities,
under the assumption that the metric components and their derivatives behave similarly to solutions to
the wave equation.
Proposition 15.4.1 (Pointwise bounds on the rectangular components of the null frame). Suppose that
the metric components satisfy the bounds
|∂¯h|(frame) .
√
E(1 + r)−1−2δ
|hab|
∣∣
r=r0
.
√
E
then, for all sufficiently small E (compared to δ), we have
|La| ≤ 1 + C(0)δ−1
√
E
|La| ≤ 1 + C(0)δ−1
√
E
|/Πa| ≤ 1 + C(0)δ−1
√
E
|Li(small)| ≤ C(0)δ−1
√
Er−2δ
in the region r ≥ r0. In particular, this implies the bound
|X(frame, small)| ≤ C(0)
√
E
Proof. We prove this proposition by a continuity argument: suppose that, for all r0 ≤ r ≤ R, we have
the bounds
max{|La|, |La|, |/Πa|} ≤ 1 + C(0)δ−1
√
E
Li(small) ≤ C(0)δ−1
√
Er−δ
for some sufficiently large constant C(0).
Then, for all r0 ≤ r ≤ R, proposition 4.5.1 shows that the rectangular components of the null frame
satisfy a system of the form ∣∣∣∣∣∣ /DL
LaLa
/Π
a
∣∣∣∣∣∣ .
(√
Er−1−2δ + C2(0)δ−2Er−1−4δ
)
We wish to integrate these equations along the integral curves of L, but we first need to explain how to
integrate the tensorial equation for /DL /Π
a
. We have
L(|/Πa|2) = L (/Π aµ /Πµa) = 2/Πµa /DL (/Π aµ )
and so
|/Πa|2(τ, r, ϑ1, ϑ2) ≤ |/Πa|2(τ, r0, ϑ1, ϑ2) +
∫ r
r0
2/Π
µa /DL
(
/Π
a
µ
)
(τ, r′, ϑ1, ϑ2)dr′
Also, we noting (using proposition 4.8.1) that, at r = r0, we have
|La| ≤ 1 +
√
E
|La| ≤ 1 +
√
E
|/Πa| ≤ 1 +
√
E
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Hence, integrating these equations along the integral curves of L we find that3
max{|La|, |La|, |/Πa|} ≤ 1 +
√
E + Cδ−1
√
E + C2(0)δ−3E
where C is a constant related to the implicit constants in the transport equations. Hence, since
√E 
δ  1, if we choose C(0) sufficiently large then we can improved the bootstrap bounds, and so the bounds
on |La|, |La| and |/Πa| actually hold for all r0 ≤ r ≤ R+ ˜, for some ˜ > 0.
Now, we examine the transport equation for rLi(small), which is also presented in proposition 4.5.1.
We find that, for r ≤ R we have∣∣∣L(rLi(small))∣∣∣ . (√Er−3δ + (√E + C2(0)δ−2E) r−2δ)
and so, integrating this from r = r0 (where |Li(small)| .
√E - see proposition 4.8.1) and using the
relationships between the various constants, we find that, in the region r ≥ r0,
|Li(small)| . δ−1
√
Er−2δ
Now, this is an improvement over the bound assumed for Li(small), if C(0) is sufficiently large.
Hence, all of the bounds which were assumed to hold up to r = R actually hold for slightly larger
values of r, and so, by continuity, they hold for all values of r, proving the proposition.
Proposition 15.4.2 (A pointwise bound on the commuted rectangular components of the null frame
fields). Suppose that the pointwise bounds of chapter 12 hold. Additionally, we suppose that certain
improved versions of the pointwise bootstrap bounds of chapter 12 hold, in the following senses:
• when bounding a term involving m commutation operators Y , where m ≤ n we will assume the
bounds
|Γ(m−1)(−1+C(m−1))| .
√
E(1 + r)−1+C(m−1)
|Γ(m−1)(−1−δ)| .
√
E(1 + r)−1−(2−c[m])δ
where the constants c[m] are such that C[m]  c[m]  C(m).
• when bounding terms that directly involve the metric perturbation h or its derivatives, we assume
the bounds
|Y nh(rect)| .
√
E(1 + r)−2δ
| /DY nh(rect)| .
√
E(1 + r)−1+δ
| /DY nh|(frame) .
√
E(1 + r)−1+δ
| /DY nh(rect)| .
√
E(1 + r)−1−2δ
| /DY nh|(frame) .
√
E(1 + r)−1−2δ
Finally, suppose that √
E  
Then, for sufficiently small E and  we have
|Y nX(frame)| . (1 + r)C(n−1)
|Y nX¯(frame)| . δ−1
√
E(1 + r)−2δ
(15.15)
3Note a bound of the form |/Πa|2 ≤ 1 +√E, together with the fact that √E  1, implies the bound |/Πa| ≤ 1 +√E
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Proof. Recall proposition 9.7.8. Combining this with the bounds we have assumed above, in the region
r ≥ r0 we have the following bounds:
| /DLY nX(frame)| .
√
Er−1|Y nX(frame)|+
√
Er−1+C(n−1) + r−2 ∣∣rY nX¯(frame)∣∣∣∣ /DL (rY nX¯(frame))∣∣ . √Er−1 ∣∣rY nX¯(frame)∣∣+√Er−2δ
Using the expressions satisfied by the derivatives of the frame fields given in propositions 4.5.1, 4.5.3
and 4.5.2 we have the bounds
sup
Sτ,r0
|Y nX(frame)| . 1
sup
Sτ,r0
|rY nX¯(frame)| .
√
E
So, using the Gronwall inequality, we find that, for r ≥ r0
|rY nX¯(frame)| . δ−1
√
E(1 + r)1−2δ
and so
|Y nX¯(frame)| . δ−1
√
E(1 + r)−2δ
Now, subsituting this in to the bound for | /DLY nX(frame)| we obtain
| /DLY nX(frame)| .
√
Er−1|Y nX(frame)|+
√
Er−1+C(n−1) + δ−1
√
Er−1−δ
So, again, the Gronwall inequality gives us
|Y nX(frame)| .
(
1 +
√E
C(n−1)
+
√E
δ2
)
(1 + r)C(n−1)
assuming that
√E  C(n−1). Again, using this assumption together with the fact that   δ we
actually have
|Y nX(frame)| . (1 + r)C(n−1)
Proposition 15.4.3 (Pointwise bounds on Y nX(frame, small)). Suppose that the same conditions hold as
in proposition 15.4.2. Then we have
|Y nX(frame, small)| .
√E
C(n−1)
(1 + r)C(n−1) (15.16)
Proof. The proof of this proposition is very similar to the proof of the previous proposition. From
proposition 9.7.9, in the region r ≥ r0 we have
| /DLY nX(frame, small)| .
√
Er−1|Y nX(frame, small)|+
√
Er−1+C(n−1) + δ−1
√
Er−1−δ
This time, the initial data for Y nX(frame, small) is bounded by
√E (see proposition 4.8.1). Hence, using
the Gronwall inequality we can prove that, in fact,
|Y nX(frame, small)| .
( √E
C(n−1)
+
√E
δ2
)
(1 + r)C(n−1)
which, a fortiori proves the proposition.
Proposition 15.4.4 (A pointwise bound for µ). Suppose that
|h(rect)| .
√
E
|∂¯h|(frame) .
√
E(1 + r)−1−2δ
|∂h|LL .
√
E(1 + r)−1
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Then, for all sufficiently small E, there is some numerical constant C such that we have
|µ| ≤ 2(1 + r)C
√E
|µ−1| ≤ 2(1 + r)C
√E
(15.17)
Proof. Recall proposition 3.0.1. Combining this with the result of proposition 15.4.1 we have
|L logµ| . r−1
∣∣∣∣xir
∣∣∣∣ |X¯(small)|+ r−1|X¯(small)|2 + |∂¯h|(frame) + |∂h|LL
.
√
E (δ−1(1 + r)−1−2δ + (1 + r)−1)
Integrating from r = r0 (where µ = 1 +O(|h(rect)|) = 1 +O(
√E) - see proposition 4.8.3), we have
| logµ| .
√
E (δ−2(1 + r)−2δ + log(1 + r))
from which it follows that
|µ|
|µ−1|
}
≤ exp(C
√
Eδ−2)(1 + r)C
√E ≤ 2(1 + r)C
√E
where C is some numerical constant, and where we have chosen E sufficiently small relative to Cδ−2.
Proposition 15.4.5 (A pointwise bound for Y nµ). Suppose that the same conditions hold as in propo-
sition 15.4.2. Then we have the bounds
|Y n logµ| . δ−2
√
E(1 + r)δ
On the other hand, if we have
| /DY nh|LL .
√
E(1 + r)−1+C(n)
then
|Y n logµ| . C−1(n)−1
√
E(1 + r)C(n)
Proof. Recall proposition 9.7.10. Substituting the first pointwise bounds we have assumed, along with
the bounds for the frame components we have derived above, we obtain
| /DL (Y n logµ) | .
√
E(1 + r)−1(Y n logµ) + δ−1
√
E(1 + r)−1−δ +
√
E(1 + r)−1+δ
where we have used the fact that δ  . Making use of Gronwall’s inequality, together with the fact that
|Y n logµ| . √E at r = r0 (see proposition 4.8.3), we obtain the bound
|Y n logµ| . δ−2
√
E(1 + r)δ
On the other hand, making use of the alternative bound
| /DY nh|(frame) . E(1 + r)−1+C(n)
we instead obtain the bound
|Y n logµ| .
(
δ−2
√
E + C−1(n)−1
√
E
)
(1 + r)C(n)
Making use of the fact that  δ proves the second part of the proposition.
Proposition 15.4.6 (A pointwise bound on ω). Suppose that the metric perturbations satisfy
|h(rect)| .
√
E
|∂¯h|(frame) .
√
E(1 + r)−1−2δ
|∂h|LL .
√
E
Then the connection coefficient ω satisfies
ω . δ−1
√
E(1 + r)−1 (15.18)
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Proof. This follows directly from definition 4.1.1, and the bounds we have already obtained in proposition
15.4.2.
Proposition 15.4.7 (A pointwise bound for Y nω). Suppose that the same conditions hold as in propo-
sition 15.4.2. Then we have the bound
|Y nω| .
√
E(1 + r)−1+δ
On the other hand, if we also have the bound
| /DY nh|LL .
√
E(1 + r)−1+C(n)
then we have the bound
|Y nω| .
√
E(1 + r)−1+C(n)
Proof. Recall proposition 9.7.12. This proposition follows immediately from the expression given in
proposition 9.7.12 together with the bootstrap bounds we have assumed, the bounds in proposition
15.4.2 and the fact that
√E   1.
Proposition 15.4.8 (A pointwise bound on ζ). Suppose that the metric perturbations satisfy
|∂h|(frame) .
√
E(1 + r)−1+δ
|∂¯h|(frame) .
√
E(1 + r)−1−2δ
and suppose that E is sufficiently small.
Then the connection coefficient ζ satisfies
|ζ| .
√
E(1 + r)−1+δ (15.19)
in the region r ≥ r0.
On the other hand, if we have the bound
|∂h|(frame) .
√
E(1 + r)−1+C(0)
Then the connection coefficient ζ satisfies
|ζ| . δ−1
√
E(1 + r)−1+ (15.20)
in the region r ≥ r0.
Proof. From proposition 4.4.1 we have
|ζ| . |∂h|(frame) + r−1|Li(small)||/Πi|
and from proposition 15.4.1 we have
|Li(small)| . δ−1
√
Er−δ
|/Πi| ≤ 2
assuming
√E is small enough. Hence, using the bounds assumed on the derivatives of h we can prove
the proposition.
Proposition 15.4.9 (A pointwise bound on Y nζ). Suppose that the same conditions hold as in propo-
sition 15.4.2. Then we have the bound
|Y nζ| .
√
E(1 + r)−1+δ
On the other hand, if we also have the bound
| /DY nh|(frame) .
√
E(1 + r)−1+C(n)
then we have the bound
|Z nζ| .
√
E(1 + r)−1+C(n)
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Proof. Recall proposition 9.7.13. Substituting in the pointwise bounds we have assumed, together with
the bounds on the rectangular components of the null frame obtained in proposition 15.4.2, and using
the fact that  δ we obtain the results of the proposition.
Proposition 15.4.10 (A pointwise bound for tr/g χ(small)). Suppose that the bootstrap bounds hold.
Suppose in addition that the metric perturbations satisfy
|∂h|(frame) .
√
E(1 + r)−1+δ
|∂¯h|(frame) .
√
E(1 + r)−1−3δ
| /DZ h|(frame) .
√
E(1 + r)−1−2δ
Then we have
|X(low)| . δ−1
√
E(1 + r)−1−2δ (15.21)
in the region r ≥ r0.
Additionally, we have
| tr/g χ(small)| . δ−1
√
E(1 + r)−1−2δ (15.22)
Proof. Substituting the bounds we have assumed above into the transport equation for r2X(low) given in
proposition 6.2.3 we find ∣∣DL (r2X(low))∣∣ . r−2 ∣∣r2X(low)∣∣+√E(1 + r)−2δ
Now, since at r = r0 we can express χ in terms of the rectangular components of h and their derivatives
(see proposition 4.8.5), the initial data satisfies∣∣r2X(low)∣∣ ∣∣r=r0 . √E
Hence, using Gronwall’s inequality, we find∣∣r2X(low)∣∣ . δ−1√E(1 + r)1−2δ
which easily proves the first part of the proposition. To prove the second part, we note that, from
proposition 6.2.3 we have
|X(low) − tr/g χ(small)| . |∂¯h|(frame)
Using the bounds we have assumed for the derivatives of h and the triangle inequality we can prove the
second part of the proposition.
Proposition 15.4.11 (A pointwise bound for Y n tr/g χ(small)). Suppose that the same conditions hold as
in proposition 15.4.2. Suppose in addition that the “good” derivatives of the metric components satisfy
the following bounds, which include n+ 1 commutation operators:
| /DY n+1h|(frame) .
√
E(1 + r)−1−2δ
Then we have the bounds
|Y nX(low)| . δ−1
√
E(1 + r)−1−2δ
|Y n tr/g χ(small)| . δ−1
√
E(1 + r)−1−2δ+c[n−1]
(15.23)
Proof. Recall proposition 9.7.14. Substituting the bounds assumed in the proposition, we find∣∣ /DL (r2Y nX(low))∣∣ . √E(1 + r)−1 ∣∣r2Y nX(low)∣∣+ δ−1√E(1 + r)−2δ
Next we use the Gronwall inequality, together with the bounds on the initial data
|Y nX(low)|
∣∣
r=r0
.
√
E
which follows from the fact that X(low) can be expressed in terms of the rectangular derivatives of h at
r = r0.
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Next we note that, by substituting the bounds assumed in the proposition into the expression for
Z nX(low) given in proposition 9.7.14 we obtain∣∣∣Y nX(low) − Y n tr/g χ(small)∣∣∣ . δ−1√E(1 + r)−1−2δ+C(n−1)
Now, the triangle inequality gives the required bound on Y n tr/g χ(small).
Proposition 15.4.12 (A pointwise bound for χˆ). Suppose that the pointwise bootstrap bounds of chapter
12 hold. Additionally, suppose that the derivatives of the metric satisfy
|∂h|(frame) .
√
E(1 + r)−1+δ
|∂h|LL .
√
E(1 + r)−1
|∂¯h|(frame) .
√
E(1 + r)−1−3δ
| /DZ h|(frame) .
√
E(1 + r)−1−2δ
Then, for sufficiently small E, in the region r ≥ r0, we have
|χˆ| .
√
E(1 + r)−1−2δ (15.24)
Proof. Recall propositions 6.2.7 and 6.1.5. Multiplying by the equation given in proposition 6.2.7 by r2,
and substituting the expression for α given in 6.1.5, we find
| /DL
(
r2χˆ
) | . | tr/g χ(small)||r2χˆ|+ r−2|r2χˆ|2 + r| /DZ h|(frame) + |∂h|LL|r2χˆ|+ r2|∂¯h|(frame)Γ(0)(−1+C(0))
Substituting in the bounds we have assumed, we find, for r ≥ r0,
| /DL
(
r2χˆ
) | . (1 + r)−1−δ|r2χˆ|+√E(1 + r)−1|r2χˆ|+√E(1 + r)−2δ
We also have that
|χˆ|∣∣
r=r0
.
√
E
since χˆ can be expressed in terms of the derivatives of h at r = r0. Hence, applying Gronwall’s inequality,
we have
|r2χˆ|2 .
√
E(1 + r)1−2δ
for sufficiently small E , and for r ≥ r0.
Proposition 15.4.13 (A pointwise bound for Y nχˆ). Suppose that the same conditions hold as in
proposition 15.4.2. Suppose in addition that the “good” derivatives of the metric components satisfy the
following bounds, which include n+ 1 commutation operators:
| /DY n+1h|(frame) .
√
E(1 + r)−1−2δ
Then we have the bound
|Y nχˆ| . δ−1
√
E(1 + r)−1−2δ+c[n−1] (15.25)
Proof. Recall proposition 9.7.16. Substituting the bounds assumed in the proposition, we find∣∣ /DL (r2Y nχˆ)∣∣ . √E(1 + r)−1 ∣∣r2Y nχˆ∣∣+√E(1 + r)−2δ
Next we use the Gronwall inequality, together with the bounds on the initial data
|Y nX(low)|
∣∣
r=r0
.
√
E
which follows from the fact that X(low) can be expressed in terms of the rectangular derivatives of h at
r = r0 (see proposition 4.8.5).
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Proposition 15.4.14 (A pointwise bound for tr/g χ(small)). Suppose that the bootstrap bounds hold.
Suppose in addition that the metric perturbations satisfy
|h(rect)| .
√
E(1 + r)−2δ
|∂h|(frame) .
√
E(1 + r)−1+δ
|∂¯h|(frame) .
√
E(1 + r)−1−3δ
| /DZ h|(frame) .
√
E(1 + r)−1−2δ
Then we have
| tr/g χ(small)| . δ−1
√
E(1 + r)−1+δ
On the other hand, if we assume the bound
|∂h|(frame) .
√
E(1 + r)−1+C(0)
then we have the bound
| tr/g χ(small)| . δ−1
√
E(1 + r)−1+C(0)
Proof. Recall proposition 4.4.5. Taking the trace of the expression given in this proposition, we have
| tr/g χ(small)| . | tr/g χ(small)|+ |∂h|(frame) + r−1
∣∣∣∣∣2−
3∑
i=1
/Π
i
µ /Π
µi
∣∣∣∣∣
We deal with this final term by following the calculations in proposition 9.7.19. Specifically, we have∣∣∣∣∣2−
3∑
i=1
/Π
i
µ /Π
µi
∣∣∣∣∣ . |X(frame, small)|+ |h(rect)|+ |O(h(rect))2|
Now, using the bounds on h(rect) assumed in the proposition, along with the bounds on X(frame, small)
from proposition 15.4.1, we have ∣∣∣∣∣2−
3∑
i=1
/Π
i
µ /Π
µi
∣∣∣∣∣ . 1
where we have assumed that E  δ.
Now, substituting the first bounds we have assumed for ∂h, together with the bound for tr/g χ(small)
from proposition 15.4.10 proves the first part of the proposition. On the other hand, substituting the
second bound for ∂h we obtain the second part of the proposition.
Proposition 15.4.15 (A pointwise bound for Y n tr/g χ(small)). Suppose that the same bounds hold as in
proposition 15.4.2. Suppose additionally that
| /DY n+1h|(frame) .
√
E(1 + r)−1−2δ
Then we have
|Y n tr/g χ(small)| . δ−1
√
E(1 + r)−1+δ
If, in addition, we have the bound
| /DY nh|(frame) .
√
E(1 + r)−1+C(n)
then we can obtain the bound
|Y n tr/g χ(small)| . δ−1
√
E(1 + r)−1+C(n)
Proof. Recall proposition 9.7.19. Substituting the bounds we have assumed, along with the bounds
on Y nX(frame), Z
nX(frame, small) and Y
n tr/g χ(small) which were proved above, we obtain the required
bound.
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Proposition 15.4.16 (A pointwise bound for χˆ). Suppose that
|h|(rect) .
√
E(1 + r)−2δ
|∂h|(frame) .
√
E(1 + r)−1+δ
|∂¯h|(frame) .
√
E(1 + r)−1−3δ
| /DZ h|(frame) .
√
E(1 + r)−1−2δ
Then we have
|χˆ| . δ−1
√
E(1 + r)−1+δ (15.26)
If, in addition, we have the bound
|∂h|(frame) .
√
E(1 + r)−1+C(0)
then
|χˆ| . δ−1
√
E(1 + r)−1+C(0) (15.27)
Proof. Recall proposition 4.4.5. Subtracting the trace from the expression given in this proposition, we
have
|χˆ| . |χˆ|+ |∂h|(frame) + r−1
∣∣∣∣∣
3∑
i=1
(
/Π
i
µ /Π
i
ν −
1
2
/gµν
/Π
i
ρ /Π
ρi
)∣∣∣∣∣
To control this second term, we follow the calculations in proposition 9.7.20, which lead to the estimate∣∣∣∣∣
3∑
i=1
(
/Π
i
µ /Π
i
ν −
1
2
/gµν
/Π
i
ρ /Π
ρi
)∣∣∣∣∣ . (1 + |X(frame)|) (|h(rect)|+ |X(frame, small)|+O(|h(rect)|2))
So, substituting the bounds for h(rect) and (∂h)(frame) assumed in the proposition, along with the bounds
on X(frame) and X(frame, small) from the previous propositions, we have proved the proposition.
Proposition 15.4.17 (A pointwise bound for Y nχˆ). Suppose that the same bounds hold as in proposition
15.4.2. Suppose, additionally, that
| /DY n+1h|(frame) .
√
E(1 + r)−1−2δ
Then we have
|Y nχˆ| . δ−1
√
E(1 + r)−1+δ
If, in addition, we have
| /DY nh|(frame) .
√
E(1 + r)−1+C(n)
then
|Y nχˆ| . δ−1
√
E(1 + r)−1+C(n)
Proof. Recall proposition 9.7.20. Substituting the bounds we have assumed, along with the bounds
on Y nX(frame), Y
nX(frame, small) and Y
n tr/g χ(small) which were proved above, we obtain the required
bound.
Proposition 15.4.18 (A pointwise bound on Ω). Suppose that the same bounds hold as in proposition
15.4.11. Suppose also that
|h|(frame) .
√
E(1 + r)− 12+C˚δ
Then
Proof. Recall proposition 6.7.2. Substituting the bound that we have already obtained for tr/g χ(small) we
have ∣∣∣∣L log Ω− 1r
∣∣∣∣ . δ−1√E(1 + r)−1−2δ
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Note also that, at r = r0 we have
det /g
det γ˚
. (r0)2(1 + |h|(rect))
So, integrating from r = r0 we obtain
e−δ
−2√E .
∣∣∣∣Ωr
∣∣∣∣ . eδ−2√E
Note that we only need to provide a bound on Ω and not its higher derivatives. Similarly, we need
such a bound on the Gauss curvature of the spheres K:
Proposition 15.4.19 (A pointwise bound on the Gauss curvature K). Suppose that the Gauss curvature
K satisfies
|r2K| . 1 + 
Suppose also that the same conditions hold as in proposition 15.4.2, and also that
|Z 2h| .
√
E(1 + r)− 12+C˚δ
Then
|r2K| . 1 + δ−2
√
E
Proof. Recall proposition 6.6.3. Substituting the bounds that we have already obtained for tr/g χ(small)
and its first two derivatives, and also for χˆ and its first two derivatives, we have∣∣L(r2K)∣∣ . δ−1√E(1 + r)−1−2δ+c[1] + δ−1√E(1 + r)−1−2δ|r2K|
Now, if we substitute the bound for K in the proposition, and also note that at r = r0 we have
|r2K|∣∣
r=r0
. (r0)2(1 +
√
E)
then we obtain the bound
|r2K| . δ−2
√
E
15.5 Pointwise bounds in the region r ≤ r0
All of the pointwise bounds we have derived above apply exclusively to the region r ≥ r0. In order to
obtain pointwise bounds in the region r ≤ r0 we will instead use elliptic estimates.
Proposition 15.5.1 (A uniformly elliptic operator in the region r ≤ r0). Suppose that
|h(rect)| . 
Then for all sufficiently small , in the region r ≤ r0, the restriction of the operator
∆g := ˜g − (g−1)00T 2 − 2(g−1)00∂iT − (g−1)0c(g−1)ab
(
∂ahbc − 1
2
∂chab
)
T (15.28)
to Στ is a uniformly elliptic operator on functions
φ : Στ ∩ {r ≤ r0} → R
Moreover, the constant appearing in the uniformity condition can be chosen to be independent of τ .
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Proof. Note that in the region r ≤ r0, we have
˜g = g
since χr0 · ω /DLφ = 0 here. Expanding the wave operator in rectangular coordinates, we find, for any
scalar field φ,
gφ = (g−1)ab∂a∂bφ+ (g−1)ab(g−1)cd
(
∂ahbd − 1
2
∂dhab
)
∂cφ
= (g−1)00T 2φ+ 2(g−1)0i∂iTφ+ (g−1)ij∂i∂jφ+ (g−1)0c(g−1)ab
(
∂ahbc − 1
2
∂chab
)
Tφ
+ (g−1)ic(g−1)ab
(
∂ahbc − 1
2
∂chab
)
∂iφ
Hence we can express the operator ∆g acting on a scalar field φ as
∆gφ = (g
−1)ij∂i∂jφ+ (g−1)ic(g−1)ab
(
∂ahbc − 1
2
∂chab
)
∂iφ
Note that the restriction of this operator to the leaf Στ ∩ {r ≤ r0} can be expressed by an identical
formula.
The principle symbol of ∆g is therefore
σ(x, ξ) := (g−1)ij(x)ξiξj
for any vector field ξ on Στ ∩ {r ≤ r0}. To check that ∆g is uniformly elliptic, we need to show that
σ(x, ξ) & |ξ|2
with some implicit constant which is uniform in x. But we can calculate, for sufficiently small 
(g−1)ij(x)ξiξj =
(
(m−1)ij +Hij(x)
)
ξiξj
= |ξ|2 +Hij(x)ξiξj
≥ 1
2
|ξ|2
where the last line follows from
Hij = −hij +O(h2(rect))
and the fact that the rectangular components of h areO(). Hence, for all sufficiently small , the operator
∆g is uniformly elliptic. Moreover, the bounds we have used can all be chosen to be independent of τ ,
since we have the (uniform in τ) bound h(rect) . 
Proposition 15.5.2 (H2 and C0,
1
2 bounds). Let φ be a scalar field satisfying
˜gφ = F
Suppose that ∫
Στ∩{r≤r0}
(
(∂Tφ)2 + (Tφ)2 + |φ|2 + F 2) dvolΣg . E
Suppose also that
||hrect||L∞[Στ∩{r≤r0}] . 
||∂hrect||L∞[Στ∩{r≤r0}] . 
Then we have
||φ||H2[Στ∩{r≤ 34 r0}] .
√
E
||φ||
C0,
1
2 [Στ∩{r≤ 34 r0}]
.
√
E
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Proof. Since φ satisfies the wave equation, we have
∆gφ = F − (g−1)00T 2φ− 2(g−1)0i∂iTφ− (g−1)0c(g−1)ab
(
∂ahbc − 1
2
∂chab
)
Tφ
Moreover, ∆g is uniformly elliptic and gab, ∂gab ∈ L∞ (since gab = mab + hab and the mab are just
constants). Hence it is easy to show (for example, by considering the elliptic equation satisfied by the
cut-off function χ( 34 r0,r0) · φ) that∫
Στ∩{r≤ 34 r0}
∑
i,j
|∂i∂jφ|2dvolg .
∫
Στ∩{r≤r0}
(|∆gφ|2 + |φ|2)dvolg
and so, since the lower order term is controlled by assumption, we have
||φ||2H2[Στ∩{r≤ 34 r0}] . E
Now, using the Sobolev inequality we can immediately show the C0,
1
2 bound.
Proposition 15.5.3 (H3 and C1,
1
2 bounds). Let φ be a scalar field satisfying
˜gφ = F
where
||hrect||L∞[Στ∩{r≤r0}] . 
||∂hrect||L∞[Στ∩{r≤r0}] . 
and suppose that
||φ||2H1[Στ∩{r≤ 34 r0}] . E
||Tφ||2H2[Στ∩{r≤ 34 r0}] . E
||T 2φ||2H1[Στ∩{r≤ 34 r0}] . E
||F ||2H1[Στ∩{r≤ 34 r0}] . E
||h||2H2[Στ∩{r≤ 34 r0}] . E
||Th||2H1[Στ∩{r≤ 34 r0}] . E
Then we have
||φ||H3[Στ∩{r≤ 23 r0}] .
√
E
||φ||
C1,
1
2 [Στ∩{r≤ 23 r0}]
.
√
E
Proof. As before, we have
∆gφ = F − (g−1)00T 2φ− 2(g−1)0i∂iTφ− (g−1)0c(g−1)ab
(
∂ahbc − 1
2
∂chab
)
Tφ (15.29)
Next, we commute equation (15.29) with the vector fields ∂i. Using the notation ∂ to stand for any
of the derivatives ∂i, i ∈ {1, 2, 3}, it is easy to obtain the inequality
|∆g∂φ| . |∂F |+ |∂T 2φ|+ |∂2Tφ|+ (|∂h|+ |Th|) |∂Tφ|
+ |∂h| (|T 2φ|+ |∂Tφ|+ |∂2φ|)+ (|∂2h|+ |∂Th|) |Tφ|
Now, the elliptic estimates tell us that
||φ||2H3[Στ∩{r≤ 23 r0}] . ||F ||
2
H1[Στ∩{r≤ 34 r0}] + ||T
2φ||2H1[Στ∩{r≤ 34 r0}] + ||Tφ||
2
H2[Στ∩{r≤ 34 r0}]
+ ||h||2H2[Στ∩{r≤ 34 r0}] + ||Th||
2
H1[Στ∩{r≤ 34 r0}] + ||φ||
2
H1[Στ∩{r≤ 34 r0}]
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and so, by the conditions of the proposition, together with the Sobolev inequality we have
||φ||2
C1,
1
2 [Στ∩{r≤ 23 r0}]
Proposition 15.5.4 (Ck,
1
2 estimates). Let φ be a scalar field satisfying
˜gφ = F
and suppose that
||F ||
Ck,
1
2 [Στ∩{r≤ 23 r0}]
.
√
E
||h||
Ck+1,
1
2 [Στ∩{r≤ 23 r0}]
.
√
E
||Th||
Ck,
1
2 [Στ∩{r≤ 23 r0}]
.
√
E
||T 2φ||
Ck,
1
2 [Στ∩{r≤ 23 r0}]
.
√
E
||Tφ||
Ck+1,
1
2 [Στ∩{r≤ 23 r0}]
.
√
E
||φ||C0[Στ∩{r≤ 23 r0}] .
√
E
for some k ≥ 0.
Then we have
||φ||
Ck+2,
1
2 [Στ∩{r≤ 12 r0}]
.
√
E
Proof. This follows immediately from the interior Schauder estimates, together with the expression in
equation (15.29) for the elliptic equation satisfied by φ.
Remark 15.5.5 (The need for the C0,
1
2 and C1,
1
2 bounds). If we want to set k = 0 in the higher order
interior Schauder estimates above, then we need to already have C1,
1
2 bounds on h and Tφ, as well as
C0,
1
2 bounds on Th and T 2φ, and a C0 bound on φ. Since we will treat equations in which h depends
(smoothly) on the fields φ, these requirements reduce to C1,
1
2 bounds on φ and Tφ and C0,
1
2 bounds on
T 2φ. Hence, we need to first establish these bounds, for which we use the other propositions.
When we perform the elliptic estimates, it is necessary to restrict the estimates to a sequence of
progressively smaller balls. Hence, we need additional control over various quantities in the region
1
2r0 ≤ r ≤ r0.
Proposition 15.5.6 (Pointwise bounds in the region 12r0 ≤ r ≤ r0). Suppose that the pointwise bootstrap
bounds of chapter 12 hold. Suppose, in addition, that φ is an Sτ,r-tangent tensor field satisfying
/˜g(r /∇)nφ = Fn
n = 0, 1, 2, 3, and for some Sτ,r tangent tensor fields Fn satisfying∫
Στ∩{r≤r0}
|Fn|2 .
√
E
Suppose additionally that φ satisfies
3∑
m=0
∫
Στ∩{ 12 r0≤r≤r0}
(| /D(r /∇)mφ|2 + |(r /∇)mφ|2)dr ∧ dvolS2 . E
Then we have
sup
Sτ,r
(|φ|2 + | /Dφ|2) . E + ∫
Sτ,r0
3∑
m=0
(|Z mφ|2 + | /DZ mφ|2)dvolS2
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Proof. Following similar steps to proposition 11.1.4, but this time choosing r ∈ [ 12r0, r0], we find that for
a scalar field φ∫
Sτ,r
|φ|2dvolS2 =
∫
S2
(∫ r0
r′=r
∂φ
∂r′
(τ, r, ϑ1, ϑ2)dr′
)2
dvolS2 −
∫
Sτ,r0
|φ|2dvolS2
+
∫
S2
2φ(τ, r, ϑ1, ϑ2)φ(τ, r0, ϑ
1, ϑ2)dvolS2
. r0
∫
S2
∫ r0
r′=r
(
∂φ
∂r′
)2
dr′dvolS2 +
∫
Sτ,r0
|φ|2dvolS2
The computation for a higher rank Sτ,r-tangent tensor field is similar: we can consider the sum of the
squares of the rectangular components, and use the bootstrap bounds to pass back to an estimate for
|φ|2.
Under the pointwise bootstrap assumptions the first term is bounded by the degenerate energy.
Hence, for r ∈ [ 12r0, r0] we have ∫
Sτ,r
|φ|2dvolS2 . E +
∫
Sτ,r0
|φ|2dvolS2
Applying the same computation to the fields Z mφ, and recalling that Z can be r /∇, we can use
the Sobolev embedding on the sphere (proposition 10.0.5) to show the pointwise bound in the region
1
2r0 ≤ r ≤ r0
sup
Sτ,r
(|φ|2| /DTφ|2 + | /∇φ|2) . E + 3∑
m=0
∫
Sτ,r0
|Z mφ|2dvolS2
Note that we cannot take r to be arbitrarily small in this way, due to the factor of r in the Sobolev
inequality on the sphere. This is the reason for using elliptic estimates for small r.
Next, we want to estimate the derivatives of φ in the region 12r0 ≤ r ≤ r0. We note that, in this
region
| /DTφ| = |Z φ|
| /∇φ| . |Z φ|
So, if we are prepared to apply one more operator Z then we immediately obtain pointwise control of
the T derivatives and the angular derivatives. The only derivative we do not gain control over is the ∂r
derivative.
Recall the notation R for the vector field ∂r. We note that, in the region r ≤ r0, for an Sτ,r-tangent
tensor field φα1...αn we can estimate
/˜gφα1...αn = (m−1)ab /D
2
abφα1...αn +H
ab /D
2
abφα1...αn
= − /DT /DTφα1...αn + /DR /DRφα1...αn +
2
r
/DRφα1...αn + /∆(m)φα1...αn + (DTT )
µ /Dµφα1...αn
− (DRR)µ /Dµφα1...αn +
(
/DT /Π
β1...βn
α1...αn
)
DTφβ1...βn −
(
/DR /Π
β1...βn
α1...αn
)
DRφβ1...βn
− ( /m−1)µν
(
/∇µ /Πβ1...βnα1...αn
)
Dνφβ1...βn +H
ab /D
2
abφα1...αn
where the operator /∆(m) is the standard laplacian operator on the spheres, i.e.
/∆(m) := ( /m
−1)µν /∇µ /∇ν
and where /m is the restriction of the Minkowski metric m to the spheres Sτ,r. The error terms are
bounded by the bootstrap assumptions. Hence we have
| /DR /DRφ| . |F |+ | /DZ φ|+ | /Dφ|+ |φ|+ |H(rect)|| /D2φ|
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in the region r ≤ r0. Using the bootstrap bounds on |H(rect)|, this last term can be absorbed into the
others. Then, following similar calculations to those given above, we can show that
sup
Sτ,r
| /DRφ|2 . E +
3∑
m=0
∫
Sτ,r0
|Z mφ|2dvolS2
Since R, T and the angular derivatives /∇ span the tangent space of M, this completes the required
bounds for /Dφ.
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Chapter 16
Estimates for the inhomogeneous
term F
In the previous chapters we have proved energy decay subject to certain pointwise bounds, and we have
also recovered comparable pointwise bounds from the decay of certain higher order energies. However,
we are not yet in a position to close the bootstrap, since the energy estimates (and some of the pointwise
bounds) were only proved subject to certain bounds on the inhomogeneous term F . The object of this
chapter is to show how to recover these bounds on F .
For the first time in this chapter, instead of considering a general system of the form
/˜gφ = F
for some Sτ,r-tangent tensor field φ and some unspecified Sτ,r-tangent tensor field F , we shall instead
consider systems of the form
˜gφ(A) = F(A,0)
F(A,0) = F
(0)
(A,0) +
(
F
(BC)
(A,0)
)µν
(∂µφB)(∂νφC) +O
(
φ(∂φ)2
) (16.1)
where the φ(A) are a set of scalar fields. Note that we can easily add additional higher order terms, for
example cubic terms of the form (∂φ)3, but for clarity we will not include these terms.
In the expression given above, the term F
(0)
(A,0) is some fixed function which obeys all of the relevant
bounds. On the other hand, the coefficients (
F
(BC)
(A,0)
)
LL
are required to satisfy certain conditions, related to the weak null condition.
Under these conditions, together with the pointwise and L2 bootstrap bounds on the φ(A) and their
derivatives, we will show that F(A,0) satisfies all of the bounds required of the inhomogeneous term, as
discussed above.
Next, we commute this system with the operators Z n, creating a system of the form
/˜gZ nφ(A) = F(A,n)
We now need to show that F(A,n) also obeys all of the bounds required of the inhomogeneous term. In
order to do this, we need to first construct F(A,n), and then show that all of the terms in F(A,n) can be
suitably controlled. This is the main computation carried out in this chapter.
First, we summarise the required bounds on the inhomogeneous term F . We need L2 bounds of the
following forms:∫
Mττ0
(
−1χ(r0)r
1−C(φ)(1 + τ)1+δ|F |2
)
dvolg . E(1 + τ)C[φ]δ
∫
Mτ1τ
(
−1(1 + r)1−C(φ)|F |2 + −1(1 + r)1−δ(1 + τ)2β |F |2
)
dvolg . E(1 + τ)−1
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These L2 bounds are required to hold for all F(A,n), n ≤M2.
Additionally, for some smaller number M3 < M2, the following pointwise bounds are required to hold
in the region r ≥ r0: if φ(A) ∈ Φ[0] then we require
|F(A,n)| . r−1−δ| /DLφ(A)|+
√
Er−2−δ
on the other hand, if φ(A) ∈ Φ[m] then we require
|F(A,n)| . r−1| /DLφ(A)|+
√
Er−2+C(A,n)
16.1 Bounds on the inhomogeneous terms before commuting
We aim to show that the inhomogeneous terms F(A,n) satisfy all the bounds above. This will be achieved
via an induction argument, so we first need to show that the bounds hold for the “base case”, that is,
before commuting the equations.
Proposition 16.1.1 (L2 bounds for the inhomogeneous terms before commuting). Let φ(A) be a set of
scalar fields satisfying the equations
˜gφ(A) = F(A,0)
F(A,0) = F
(0)
(A,0) +
(
F
(BC)
(A,0)
)µν
(∂µφB)(∂νφC) +O
(
φ(∂φ)2
)
where we further decompose
F
(0)
(A,0) = F
(0)
(A,0,1) + F
(0)
(A,0,2) + F
(0)
(A,0,3)
= F
(0)
(A,0,4) + F
(0)
(A,0,5) + F
(0)
(A,0,6)
We require that the tensor fields F
(BC)
(A,0) have constant rectangular components
1. Also, we suppose
that they satisfy2 the structural equations(
F
(BC)
(A,0)
)µν
=
(
F
(CB)
(A,0)
)µν
(
F
(BC)
(A,0)
)
LL
= 0 if φ(A) ∈ Φ[0](
F
(BC)
(A,0)
)
LL
= 0 if φ(A) ∈ Φ[n] and either
{
φ(B) ∈ Φ[n+1]
φ(B) ∈ Φ[n] and φ(C) ∈ Φ[m] , m ≥ 1
Suppose moreover that the terms F
(0)
(A,0) satisfy the following conditions: if φ(A) ∈ Φ[0], then∫
Mττ0
−1
(
(1 + r)1−C[0,0]|F (0)(A,0)|2 + (1 + r)
1
2 δ(1 + τ)1+δ|F (0)(A,0,1)|2 + (1 + r)1−3δ(1 + τ)2β |F (0)(A,0,2)|2
+ (1 + r)1+
1
2 δ|F (0)(A,0,3)|2
)
dvolg .
1
C[0,0]
E˜(1 + τ)−1
∫
Mττ0∩{r≥r0}
−1
(
r1−C[0,0](1 + τ)1+δ|F (0)(A,0,4)|2 + r2−C[0,0]−2δ(1 + τ)2β |F (0)(A,0,5)|2
+ r2−C[0.0]|F (0)(A,0,6)|2
)
dvolg .
1
C[0,0]
E˜
1This condition can easily be weakened to the condition that the rectangular components are bounded.
2Again, these conditions can be weakened: in a bounded region, the frame coefficients of F
(BC)
(A,0)
need only be bounded,
and the coefficients which we set to 0 can actually be nonzero but decaying sufficiently fast in r.
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On the other hand, if φ(A) ∈ Φ[m], then suppose that∫
Mττ0
−1
(
(1 + r)1−C[0,m]|F (0)(A,0)|2 + (1 + r)
1
2 δ(1 + τ)1+δ|F (0)(A,0,1)|2 + (1 + r)1−3δ(1 + τ)2β |F (0)(A,0,2)|2
+ (1 + r)1+
1
2 δ|F (0)(A,0,3)|2
)
dvolg .
1
C[0,m]
E˜(1 + τ)−1+C(0,m)δ
∫
Mττ0∩{r≥r0}
−1
(
r1−C[0,m](1 + τ)1+δ|F (0)(A,0,4)|2 + r2−C[0,m]−2δ(1 + τ)2β |F (0)(A,0,5)|2
+ r2−C[0.m]|F (0)(A,0,6)|2
)
dvolg .
1
C[0,m]
E˜(1 + τ)C(0,m)δ
Furthermore, suppose that both the pointwise bounds and the L2 bounds of chapter 12 hold.
Then, for all sufficiently small , we can decompose F(A,0) as
F(A,0) = F(A,0,1) + F(A,0,2) + F(A,0,3)
= F(A,0,4) + F(A,0,5) + F(A,0,6)
where, if φ(A) ∈ Φ[0], then∫
Mττ0
−1
(
(1 + r)1−C[0,0]|F(A,0)|2 + (1 + r) 12 δ(1 + τ)1+δ|F(A,0,1)|2 + (1 + r)1−3δ(1 + τ)2β |F(A,0,2)|2
+ (1 + r)1+
1
2 δ|F(A,0,3)|2
)
dvolg .
1
C[0,0]
E˜(1 + τ)−1
∫
Mττ0∩{r≥r0}
−1
(
r1−C[0,0](1 + τ)1+δ|F(A,0,4)|2 + r2−C[0,0]−2δ(1 + τ)2β |F(A,0,5)|2
+ r2−C[0.0]|F(A,0,6)|2
)
dvolg .
1
C[0,0]
E˜
On the other hand, if φ(A) ∈ Φ[m], then∫
Mττ0
−1
(
(1 + r)1−C[0,m]|F(A,0)|2 + (1 + r) 12 δ(1 + τ)1+δ|F(A,0,1)|2 + (1 + r)1−3δ(1 + τ)2β |F(A,0,2)|2
+ (1 + r)1+
1
2 δ|F(A,0,3)|2
)
dvolg .
1
C[0,m]
E˜(1 + τ)−1+C(0,m)δ
∫
Mττ0∩{r≥r0}
−1
(
r1−C[0,m](1 + τ)1+δ|F(A,0,4)|2 + r2−C[0,m]−2δ(1 + τ)2β |F(A,0,5)|2
+ r2−C[0,m]|F(A,0,6)|2
)
dvolg .
1
C[0,m]
E˜(1 + τ)C(0,m)δ
Proof. We consider each of the terms in F(A,0) in turn, and we show that they obey the required bounds.
Note that F
(0)
(A,0) satisfies the L
2 bounds by assumption. In addition to assuming the pointwise bootstrap
bounds of chapter 12, we will also make use of the L2 bootstrap bounds from sections 12.3 and 16.3.
First, we shall consider the bounds on F which require decay in τ . These bounds are related to the
T -energy estimate, the Morawetz estimate and the p-weighted energy estimate with small p. First, we
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suppose that φ(A) ∈ Φ[0]. Then we have∫
Mττ0
−1(1 + r)1−C[0,0]
∣∣∣(F (BC)(A,0) )µν (∂µφB)(∂νφC)∣∣∣2 dvolg
.
∫
Mττ0
−1(1 + r)1−C[0,0]
(|∂φ|2|∂¯φ|2) dvolg
where we write φ to stand for any of the fields φ(A). Substituting the pointwise bounds for (∂¯φ) and
then the L2 bootstrap bounds from chapter 12 we have∫
Mττ0
−1(1 + r)1−C[0,0]
∣∣∣(F (BC)(A,0) )µν (∂µφB)(∂νφC)∣∣∣2 dvolg
.
∫
Mττ0
(1 + r)−1−2δ−C[0,0]|∂φ|2dvolg
. E˜δ−1(1 + τ)−1+C(0,0)δ
Since  δ this gives the required bound in the case φ(A) ∈ Φ[0].
Similarly, we can use the pointwise bounds on φ and ∂φ to bound∫
Mττ0
−1(1 + r)1−C[0,0]|φ|2|∂φ|4dvolg
.
∫
Mττ0
3(1 + r)−2+2δ−C[0,0]|∂φ|2dvolg
. E˜3δ−1(1 + τ)−1+C(0,0)δ
Next, suppose that φ(A) ∈ Φ[n]. Writing φ to stand for any of the fields φ(A), and φ[n] to stand for
any of the fields in Φ[n], we note that∫
Mττ0
−1(1 + r)1−C(φ(A))
∣∣∣(F (BC)(A,0) )µν (∂µφB)(∂νφC)∣∣∣2 dvolg
.
∫
Mττ0
−1(1 + r)1−C(φ(A))
(|∂φ|2|∂¯φ|2 + |∂φ[n−1]|4 + |∂φ[n]|2|∂φ[0]|2) dvolg
Substituting for the pointwise bounds from chapter 12 we have3∫
Mττ0
−1(1 + r)1−C[n]
∣∣∣(F (BC)(A,0) )µν (∂µφB)(∂νφC)∣∣∣2 dvolg
.
∫
Mττ0

(
(1 + r)−1−2δ−C[n]|∂φ|2 + (1 + r)−1−C[n]+2C(n−1)|∂φ[n−1]|2
+ (1 + r)−1−C[n]|∂φ[n]|2
)
dvolg
and now making use of the L2 bounds we find that, if
C[n] > C[n−1] + 2C(n−1)
then we have ∫
Mττ0
−1(1 + r)1−C[n]
∣∣∣(F (BC)(A,0) )µν (∂µφB)(∂νφC)∣∣∣2 dvolg
.
(
δ−2 +
1
C[n−1]
+
1
C[n]
)
E˜(1 + τ)−1+C(0,0)δ
3There are several possible choices regarding which terms to estimate in L∞ here.
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Hence, if C[n−1] is sufficiently large then we have the required bound.
To bound the other terms, we make the following choices: terms involving at least one “good”
derivative, together with cubic terms, are included in F(A,0,2) and F(A,0,5) respectively, while we include
the “bad” terms, involving only bad derivatives, in F(A,0,2) and F(A,0,4). To bound the term corresponding
to F(A,0,2) we need to bound∫
M
τ1
τ
−1(1 + r)1−3δ(1 + τ)2β
∣∣∣(F (BC)(A,0) )µν (∂µφB)(∂νφC)∣∣∣2 dvolg
Again, we begin with the case φ(A) ∈ Φ[0]. Then we have∫
Mτ1τ
−1(1 + r)1−3δ(1 + τ)2β
∣∣∣(F (BC)(A,0) )µν (∂µφB)(∂νφC)∣∣∣2 dvolg
.
∫
Mτ1τ
−1(1 + r)1−3δ(1 + τ)2β |∂φ|2|∂¯φ|2dvolg
.
∫
Mτ1τ
(1 + r)−1−5δ|∂¯φ|2dvolg
Now, using the bootstrap bounds we have∫
Mτ1τ
−1(1 + r)1−3δ(1 + τ)2β
∣∣∣(F (BC)(A,0) )µν (∂µφB)(∂νφC)∣∣∣2 dvolg
. E˜δ−1(1 + τ)−1
We need a similar bound for the case φ(A) ∈ Φ[n], with n ≥ 1. This time we have∫
Mτ1τ
−1(1 + r)1−3δ(1 + τ)2β
∣∣∣(F (BC)(A,0) )µν (∂µφB)(∂νφC)∣∣∣2 dvolg
.
∫
Mτ1τ
−1(1 + r)1−3δ(1 + τ)2β
(|∂φ|2|∂¯φ|2 + |∂φ[n−1]|4 + |∂φ[n]|2|∂φ[0]|2) dvolg
.
∫
Mτ1τ
−1(1 + r)−1−δ|∂φ|2dvolg
This term can be dealt with in exactly the same way as before, so we have∫
Mτ1τ
−1(1 + r)1−3δ(1 + τ)2β
∣∣∣(F (BC)(A,0) )µν (∂µφB)(∂νφC)∣∣∣2 dvolg . E˜δ−1(1 + τ)−1+C(0,n)δ
Note also that we can bound the cubic terms this way: we have∫
Mτ1τ
−1(1 + r)1−3δ(1 + τ)2β |φ|2|∂φ|4dvolg
.
∫
Mτ1τ
3(1 + r)−1−3δ|∂¯φ|dvolg
. 3E˜δ−1(1 + τ)−1+C(0,n)δdvolg
where the factor of (1 + τ)C(0,n)δ is absent if φ ∈ Φ[0].
Next, we bound the terms corresponding to F(A,0,5). Note that, as mentioned above, we only include
“good” terms in F(A,0,5). First, using the pointwise bootstraps we have∫
Mτ1τ
−1(1 + r)2−3δ(1 + τ)2β |∂φ|2|∂¯φ|2dvolg .
∫
Mτ1τ
(1 + r)−δ|∂¯φ|2dvolg
and so using the L2 bootstrap bounds we have∫
Mτ1τ
−1(1 + r)2−3δ(1 + τ)2β |∂φ|2|∂¯φ|2dvolg . E˜
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Similarly, we can bound∫
Mτ1τ
−1(1 + r)2−3δ(1 + τ)2β |φ|2|∂φ|4dvolg .
∫
Mτ1τ
3(1 + r)−1−δ|∂φ|2dvolg
which can be bounded as before.
Finally, we turn to those terms which can be bounded in F(A,0,4). Using the pointwise bootstrap
bounds we have∫
Mτ1τ
−1(1 + r)1−C[0,m](1 + τ)1+δ
(|∂φ[0]|2|∂φ[m]|2 + |∂φ[m−1]|2|∂φ[m−1]|2) dvolg
.
∫
Mτ1τ
−1(1 + r)1−C[0,m](1 + τ)1+δ
(
2(1 + r)−2|∂φ[m]|2 + 2(1 + r)−2+2C(0,m−1)|∂φ[m−1]|2
)
dvolg
.
∫
Mτ1τ
(1 + τ)1+δ
(
(1 + r)−1−C[0,m]|∂φ[m]|2 + (1 + r)−1−C[0,m]+2C(0,m−1)|∂φ[m−1]|2
)
dvolg
Now, we use the fact that C[0,m] − 2C(0,m−1) ≥ C[0,m−1] and break the interval [τ, τ1] into diadic pieces
to obtain∫
Mτ1τ
−1(1 + r)1−C[0,m](1 + τ)1+δ
(|∂φ[0]|2|∂φ[m]|2 + |∂φ[m−1]|2|∂φ[m−1]|2)dvolg
.
dlog(τ1−τ+1)e−1∑
j=0
∫
Mτ+ej+1−1
τ+ej−1
(1 + τ)1+δ
(
(1 + r)−1−C[0,m]|∂φ[m]|2
+ (1 + r)−1−C[0,m]+2C(0,m−1)|∂φ[m−1]|2
)
dvolg
.
dlog(τ1−τ+1)e−1∑
j=0
(τ + ej+1)
∫
Mτ+ej+1−1
τ+ej−1

(
(1 + r)−1−C[0,m]|∂φ[m]|2
+ (1 + r)−1−C[0,m−1]|∂φ[m−1]|2
)
dvolg
and so, using the L2 bootstrap bounds we have∫
Mτ1τ
−1(1 + r)1−C[0,m](1 + τ)1+δ
(|∂φ[0]|2|∂φ[m]|2 + |∂φ[m−1]|2|∂φ[m−1]|2)dvolg
. E˜
dlog(τ1−τ+1)e−1∑
j=0
(τ + ej+1)(τ + ej − 1)−1+C(0,m)δ
. E˜
dlog(τ1−τ+1)e−1∑
j=0
(τ + ej+1)C(0,m)δ
. 1
C(0,m)δ
E˜(1 + τ1)C(0,m)δ
16.2 Expressions for the inhomogeneous terms after commuting
In this section, we will begin with a system of equations satisfying
˜gφ(a) = F(a)
We then consider the system formed by commuting these equations with the operators Z or Y some
number of times, forming a system of equations of the form
˜gZ nφ(a) = F˜(a,n)
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or
˜gY nφ(a) − /∆Y n−1φ(a) − (2k − 1)r−1 /DL(r /DLY n−1φ(a))− (2k − 1)r−1 /DL(Y n−1φ(a)) = F˜(rL,a,n)
where k labels the number of times the operator r /DL appears in the operator expansion of Y
n.
We are aiming to show that the F˜(a,n) and F˜(rL,a,n) satisfy suitable L
2 bounds, so that we can use the
energy estimates proved in chapter 14 and appendix A. Before we can do this, we first need to discover
the structure of the inhomogeneous terms F˜(n) and F˜(rL,n).
Proposition 16.2.1 (The structure of the inhomogeneous terms after commuting once with /DT ). Sup-
pose that φ is an Sτ,r-tangent tensor field satisfying the equation
˜gφ = F
Then, if φ is a scalar field, Tφ satisfies the following equation, given schematically:
˜g(Tφ) = (TF ) +

r−1( /DZ h)(frame)
( /DZ h)(frame)
(˜gh)(frame)
Γ
(1)
(−2+2C(1))
 (Dφ) +
(
Z tr/g χ(small)
( /DZ h)(frame)
)
( /Dφ)
+ Γ
(0)
(−1) (D(Tφ)) + r
−1
 /∇ logµζ
(χ(small) + χ(small))
 ( /DZ φ)
(16.2)
On the other hand, if φ is a higher order Sτ,r-tangent tensor field, then /DTφ satisfies the following
equation, also given schematically:
˜g( /DTφ) = ( /DTF ) +

r−1( /DZ h)(frame)
( /DZ h)(frame)
(˜gh)(frame)
Γ
(1)
(−2+2C(1))
 ( /Dφ) +
(
Z tr/g χ(small)
( /DZ h)(frame)
)
( /Dφ) + Γ
(0)
(−1)( /D /DTφ)
+ r−1
 /∇ logµζ
(χ(small) + χ(small))
 ( /DZ φ) +

r−1
(
/˜g(Z h)
)
(frame)
r−1
(
/D(Z 2h)
)
(frame)
Γ
(1)
(−1+C(1)) · ( /DZ h)(frame)
Γ
(1)
(−1+C(1)) · (˜gh)(frame)
Γ
(1)
(−1+C(1)) ·Z χ(small)
Γ
(1)
(−2+C(1))Z
2 logµ
Γ
(1)
(−3+3C(1))

φ
(16.3)
Proof. First, recall proposition 9.3.5. This immediately lead to the expression
/˜g
(
/DTφ
)
= /DTF + /Dµ
(
(T )J
µ
)
+
1
2
(trg
(T )pi) /˜gφ− (Tω) /DLφ+ ω /D [L,T ]φ−
1
2
ω(trg
(T )pi) /DLφ
+ [ /Dµ , /Dν ](T
ν /D
µ
φ) + /D
µ (
T ν [ /Dµ , /Dν ]φ
)
+ ωLµT ν [ /Dµ , /Dν ]φ
Now, using proposition 9.4.4 we have, schematically,
/Dµ
(
(T )J
µ
)
+
1
2
(trg
(T )pi) /˜gφ− (Tω) /DLφ+ ω /D [L,T ]φ−
1
2
ω(trg
(T )pi) /DLφ
=
r
−1( /DZ h)(frame)
L tr/g χ(small)
Γ
(1)
(−2+2C(1))
 ( /Dφ) +

Z tr/g χ(small)
/∆ logµ
/divχˆ
( /DZ h)(frame)
 ( /Dφ) + Γ(0)(−1)( /D /DTφ)
+ r−1
 | /∇ logµ||ζ|
|χ(small) + χ(small)|
 ( /DZ φ) +(Γ(1)(−2+C(1))( /DZ h)(frame)
Γ
(1)
(−3+3C(1))
)
φ
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Some of these terms can be further simplified. From proposition 6.2.3 it is fairly easy to see that,
schematically,
L tr/g χ(small) = ( /DZ h)(frame) + (˜gh)(frame) + Γ
(1)
(−2−δ)
Also, from proposition 6.5.1 we have
/∆ logµ = Z tr/g χ(small) + (˜gh)(frame) + r−1( /DZ h)(frame) + Γ
(1)
(−2+2C(1))
Finally, from proposition 6.4.1 we have
/divχˆ = r−1Z tr/g χ(small) + r
−1( /DZ h)(frame) + Γ
(1)
(−2−δ)
Putting this all together leads to
/Dµ
(
(T )J
µ
)
+
1
2
(trg
(T )pi) /˜gφ− (Tω) /DLφ+ ω /D [L,T ]φ−
1
2
ω(trg
(T )pi) /DLφ
=

r−1( /DZ h)(frame)
( /DZ h)(frame)
(˜gh)(frame)
Γ
(1)
(−2+2C(1))
 ( /Dφ) +
(
Z tr/g χ(small)
( /DZ h)(frame)
)
( /Dφ) + Γ
(0)
(−1)( /D /DTφ)
+ r−1
 | /∇ logµ||ζ|
|χ(small) + χ(small)|
 ( /DZ φ) +(Γ(0)(−2+C(1))( /DZ h)(frame)
Γ
(0)
(−3+3C(1))
)
φ
Note that the terms involving φ (and not its derivatives) are absent if φ is a scalar field.
The remaining terms also vanish if φ is a scalar field. Using proposition 9.5.1 we have
[ /Dµ , /Dν ]
(
T ν /D
µ
φ
)
+ ωLµT ν [ /Dµ , /Dν ]φ+ /D
µ (
T ν [ /Dµ , /Dν ]φ
)
=
(
r−1
(
/D(Z h)
)
(frame)
Γ
(1)
(−2+2C(1))
)
( /Dφ) +

r−1
(
/˜g(Z h)
)
(frame)
r−1
(
/D(Z 2h)
)
(frame)
Γ
(1)
(−1+C(1)) · ( /DZ h)(frame)
Γ
(1)
(−1+C(1)) · (˜gh)(frame)
Γ
(1)
(−1+C(1)) ·Z χ(small)
Γ
(1)
(−2+C(1))Z
2 logµ
Γ
(1)
(−3+3C(1))

φ
(16.4)
Putting these calculations together proves the proposition.
Proposition 16.2.2 (The structure of the inhomogeneous terms after commuting once with r /∇). Sup-
pose that φ is an Sτ,r-tangent tensor field satisfying the equation
˜gφ = F
Then, if φ is a scalar field, r /∇φ satisfies the following equation, given schematically:
/˜g(r /∇φ) = r /∇F +

Z tr/g χ(small)
( /DZ h)LL
( /DZ h)(frame)
Γ
(1)
(−1+C(1))
 (∂φ) +
r(˜gh)(frame)r /∇2 logµ
Γ
(1)
(−1+2C(1))
 ( /∇φ) + Γ(0)(−1−δ)( /DZ φ)
+ Γ
(1)
(−1+C(1))( /DZ φ) + Γ
(1)
(−1+C(1))(L(rLφ))
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On the other hand, if φ is a higher rank tensor field, then r /∇ satisfies the an equation of the following
schematic form:
/˜g(r /∇φ) = r /∇F +

Z tr/g χ(small)
( /DZ h)LL
( /DZ h)(frame)
Γ
(1)
(−1+2C(1))
 ( /Dφ) +
r(˜gh)(frame)r /∇2 logµ
Γ
(1)
(−1+2C(1))
 ( /∇φ) + Γ(1)(−1−δ)( /DZ φ)
+ Γ
(1)
(−1+C(1))( /DZ φ) + Γ
(1)
(−1+C(1))( /DL(r /DLφ)) +

r−1 /D(Z 2h)(frame)
/˜g(Z h)(frame)
Γ
(1)
(−1+C(1))(˜gh)(frame)
Γ
(1)
(−1+C(1))Z
2 logµ
Γ
(1)
(−1+C(1))Z χ(small)
Γ
(1)
(−2+3C(1))

· (φ)
Proof. We recall proposition 9.3.7, which gives the expression
/˜g
(
r /∇/αφ
)
= r /∇/αF + /Dµ
(
(r/Π)J [φ]
µ
/α
)
+
1
2
(
(r/Π)pi
µ
/αµ
)
/˜gφ− (r /∇/αω) /DLφ
+ ω
((
/DL(r /Π
µ
/α )
)
− r /∇/αLµ
)
/Dµφ−
1
2
ω
(
(r/Π)pi
µ
/αµ
)
/DLφ+ [ /Dµ , /Dν ]
(
r /Π
ν
/α
/D
µ
φ
)
+ /D
µ
(
r /Π
ν
/α [ /Dµ , /Dν ]φ
)
+ rωLµΠ
ν
/α [ /Dµ , /Dν ]φ
Now, we can use proposition 9.4.6 to express the main error terms arising from commuting. First,
suppose that φ is a scalar field. Then we have
/Dµ
(
(r/Π)J [φ]
µ
/α
)
+
1
2
(
(r/Π)pi
µ
/αµ
)
˜gφ− (r /∇/αω)(Lφ) + ω
((
/DL(r /Π
µ
/α )
)
− r /∇/αLµ
)
Dµφ
− 1
2
ω
(
(r/Π)pi
µ
/αµ
)
(Lφ)
=

Z tr/g χ(small)
r( /divχˆ)
( /DZ h)LL
( /DZ h)(frame)
Γ
(1)
(−1+2C(1))
 (∂φ) +
(
r /DLχ(small) + r /DLχ(small)
r /∇2 logµ
)
( /∇φ) + Γ(1)(−1−δ)( /DZ φ) + Γ(1)(−1+C(1))( /DZ φ)
+ Γ
(1)
(−1+C(1))L(rLφ)
As above, we can use proposition 6.4.1 to write
r /divχˆ = Z tr/g χ(small) + ( /DZ h)(frame) + Γ
(0)
(−1−δ)
We can also use propositions 6.3.2 and 6.3.1 to express, schematically,
r /DLχ(small) + r /DLχ(small) =
/Π
a
µ /Π
a
ν RLµLν + r /∇ζ + r /∇2 logµ+ Γ(1)(−1+2C(1))
= r(˜gh)(frame) + ( /DZ h)(frame) + r /∇2 logµ+ Γ(1)(−1+2C(1))
Unlike in the case of commuting with a vector field, there are some additional error terms arising
even in the case that φ is a scalar. These are produced by the term
[ /Dµ, /Dν ]
(
r /Π
ν
/α D
µφ
)
= −1
2
rΩ
/β
L/β/α
(Lφ)− 1
2
rΩ
/β
L/β/α
(Lφ) + rΩ
/β
/γ/β/α
( /∇/γφ)
Note that the terms involving the Riemann curvature R (rather than the curvature Ω of the vector bundle
B) vanish by the symmetries of the Riemann tensor. The terms above can be given schematically, using
the expression in proposition 7.0.6, as
[ /Dµ, /Dν ]
(
r /Π
ν
/α D
µφ
)
=
(
( /DZ h)
Γ
(1)
(−1−δ)
)
(∂φ) + Γ
(1)
(−1+2C(1))(∂¯φ)
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On the other hand, if φ is a higher rank Sτ,r-tangent tensor field, then we have
/Dµ
(
(r/Π)J [φ]
µ
/α
)
+
1
2
(
(r/Π)pi
µ
/αµ
)
/˜gφ− (r /∇/αω) /DLφ+ ω
((
/DL(r /Π
µ
/α )
)
− r /∇/αLµ
)
/Dµφ
− 1
2
ω
(
(r/Π)pi
µ
/αµ
)
/DLφ
=

Z tr/g χ(small)
r( /divχˆ)
( /DZ h)(frame)
Γ
(1)
(−1+2C(1))
 ( /Dφ) +
(
r /DLχ(small) + r /DLχ(small)
r /∇2 logµ
)
( /∇φ) + Γ(1)(−1−δ)( /DZ φ) + Γ(1)(−1+C(1))( /DZ φ)
+ Γ
(1)
(−1+C(1)) /DL(r /DLφ) + Γ
(1)
(−1+C(1)) /Dφ+ Γ
(1)
(C(1))
/ΩLφ+ Γ
(1)
(−δ) /ΩLφ
The only terms which differ in their schematic form from the ones already present if φ is a scalar field
are the final two terms, involving the field φ itself rather than its derivatives. Again using proposition
7.0.6 these are given by
Γ
(1
(C(1))
/ΩL + Γ
(1)
−δ /ΩL = Γ
(1)
(−1+C(1))( /DZ h)(frame) + Γ
(1)
(−2−δ+C(1))
There are also new error terms arising from the “additional error terms” in the case that φ is a higher
order tensor field. These arise from the terms
/D
µ
(
r /Π
ν
/α [ /Dµ , /Dν ]φ
)
+ rωLµΠ
ν
/α [ /Dµ , /Dν ]φ
Proposition 9.5.2 gives the bound for these terms, proving the proposition.
Proposition 16.2.3 (The structure of the inhomogeneous terms after commuting once with r /DL).
Suppose that φ is an Sτ,r-tangent tensor field satisfying the equation
˜gφ = F
Then, if φ is a scalar field, rLφ satisfies the following equation, given schematically except for the
first four terms:
˜g(rLφ) = r(LF ) + /∆φ+ r−1L(rLφ) + r−1(Lφ) +

/D(Z h)(frame)
(L(rLh))(frame)
r(˜gh)LL
Γ
(0)
(−1)
 (∂φ) +

r(˜gh)(frame)
( /DZ h)(frame)
r /∆ logµ
Γ
(0)
(−1+2C(0))
 (∂¯φ)
+ Γ
(0)
(−1+C(0)) /D(Z φ) + Γ
(0)
(−1)L(rLφ) + rΓ
(0)
(−1)F
(16.5)
On the other hand, if φ is a higher order tensor field, then r /DLφ satisfies the following equation, also
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given schematically except for the first four terms:
/˜g(r /DLφ) = r( /DLF ) + /∆φ+ r−1 /DL(r /DLφ) + r−1( /DLφ) +

/D(Z h)(frame)
(L(rLh))(frame)
r(˜gh)LL
Γ
(0)
(−1)
 ( /Dφ)
+

r(˜gh)(frame)
( /DZ h)(frame)
r /∆ logµ
Γ
(0)
(−1+2C(0))
 ( /Dφ) +

r−1
(
/DL(r /DLZ h)
)
(frame)
Γ
(0)
(−1+C(0)) (L(rLh))(frame)
( /˜gZ h)(frame)
Γ
(0)
(C(0))
(˜gh)(frame)
r−1( /DZ 2h)(frame)
Γ
(0)
(−1+C(0))( /DZ h)(frame)
Γ
(0)
(−1+C(0))
(
Z χ(small)
)
Γ
(0)
(−2+C(0))Z
2 logµ
Γ
(0)
(−2+3C(0))

· φ+ Γ(0)(−1+C(0)) /D(Z φ)
+ Γ
(0)
(−1) /DL(r /DLφ) + rΓ
(0)
(−1)F
Proof. Again, we use proposition 9.3.5. First, suppose that φ is a scalar field. From proposition 9.4.5 we
find, schematically,
/Dµ
(
(rL)J [φ]
)µ
− (rLω) /DLφ+
1
2
(
tr/g
(rL)pi
)
/˜gφ+ ω /D [L,rL]φ−
1
2
ω(tr (rL)pi) /DLφ
= r(LF ) + /∆φ+ r−1L(rLφ) + r−1(Lφ) +
rL(tr/g χ(small))rLω
Γ
(0)
(−1)
 (Lφ) +

rL tr/g χ(small)
r /divζ
r /∆ logµ
rLω
r /DLζ
r /∇ω
r /divχˆ
Γ
(1)
(−1+2C(1))

(∂¯φ)
+ Γ
(0)
(−1+C(1)) /D(Z φ) + Γ
(0)
(−1)L(rLφ) + rΓ
(0)
(−1)˜gφ
Using proposition 6.2.2 we can write (again schematically)
r /DLχ(small) = r /Π
a
µ /Π
b
ν RLaLb + Γ
(0)
(−1)
and using proposition 9.1.2 we find that
r /Π
a
µ /Π
b
ν RLaLb = /D(Z h)(frame) + (L(rLh))(frame) + Γ
(0)
(−1−δ+C(0))
Next, using propositions 3.0.1, 3.0.2 and 4.5.1 we find that
rLω = (L(rLh))LL + (L(rLh))(frame) + Γ
(0)
(−1)
= r(˜gh)LL + (L(rLh))(frame) + ( /DZ h)(frame) + Γ
(0)
(−1)
and also, using proposition 4.5.2 as well, we have
r /∇ω = ( /D(Z h))
(frame)
+ Γ
(0)
(−1)
Additionally, using proposition 6.3.1 we have
rL tr/g χ = r(/g
−1)abRLaLb + r /divζ + r /∆ logµ+ Γ
(1)
(−1+2C(1))
= r(˜gh)(frame) + ( /DZ h)(frame) + r /∆ logµ+ Γ(1)(−1+2C(1))
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and using proposition 4.4.1 we have
r /divζ = ( /DZ h)(frame) + Γ
(1)
(−1+2C(1))
and also
r /DLζ = ( /DZ h)(frame) + (L(rLh))(frame) + r(˜gh)(frame) + Γ
(1)
(−1+2C(1))
Finally, using proposition 6.4.1 we have, schematically,
r /divχˆ = Z tr/g χ(small) + (/g
−1)/β/γR/α/βL/γ + Γ
(0)
(−1+C(0))
and, using proposition 9.1.2 we have
(/g
−1)/β/γR/α/βL/γ = ( /DZ h)(frame) + Γ
(0)
(−1− 12 δ)
finishing the calculations needed in the case that φ is a scalar field.
If φ is a higher rank tensor field, then there are additional error terms: in the “main error terms”
there is the additional error term
r(ζµ + /∇µ logµ)Lν [ /Dµ , /Dν ]φ = Γ(1)(C(1)) /ΩL · φ
and we can bound /ΩL using proposition 7.0.6, finding that
r(ζµ + /∇µ logµ)Lν [ /Dµ , /Dν ]φ =
(
Γ
(1)
(−1+C(1))( /DZ h)(frame)
Γ
(1)
(−1−δ+2C(1))( /DZ h)(frame)
)
· φ
The remaining “additional error terms” were computed in proposition 9.5.3, and are of the form
(
( /DZ h)(frame)
Γ
(1)
(−1+C(1))
)
· ( /Dφ) +

r−1
(
/DL(r /DLZ h)
)
(frame)
Γ
(1)
(−1+C(1)) (L(rLh))(frame)
( /˜gZ h)(frame)
Γ
(1)
(C(1))
(˜gh)(frame)
r−1( /DZ 2h)(frame)
Γ
(1)
(−1+C(1))( /DZ h)(frame)
Γ
(1)
(−1+C(1))
(
Z χ(small)
)
Γ
(1)
(−2+C(1))Z
2 logµ
Γ
(1)
(−2+3C(1))

· φ
Proposition 16.2.4 (The structure of the inhomogeneous terms after commuting n times with the
operators Z ). Suppose that φ is a scalar field satisfying the equation
˜gφ = F
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Then Z nφ satisfies the following schematic equation:
/˜gZ nφ = Z nF + Γ(0)(−1)( /DZ
nφ) + Γ
(1)
(−1+C(1))( /DZ
nφ) + Γ
(1)
(−1+C(1))
(
/DL(r /DLZ
n−1φ
)
+ (∂φ)( /DZ nh)LL +
r−1(∂φ)(∂¯φ)
r−1Z φ
 ( /DZ nh)(frame) + (∂φ)( /DZ nh)(frame)
+
 (∂φ)r(∂¯φ)
Z φ
 ( /˜gZ n−1h)(frame) + (∂φ)Z n tr/g χ(small) + (∂¯φ)(r /∇2Z n−1 logµ)
+
(
r−1( /DZ φ)
Γ
(1)
(−2+C(1))(Z φ)
)
(Z n logµ) +
∑
j+k≤n+1
j≤n−1
k≤n−1
Γ
(j)
(−1+C(j))( /DZ
kφ)
+
∑
j+k≤n
j≤n−1
k≤n−1
/˜g(Z jh)(frame)( /DZ kφ) +
∑
j+k≤n
j≤n−1
k≤n−1
r /˜g(Z jh)(frame)( /DZ kφ)
+
∑
j+k≤n+1
j≤n−1
k≤n−1
Γ
(j)
(−1+C(j))
(
/DL(Y Z
k−1φ)
)
+
∑
j+k≤n+1
j≤n−1
k≤n−1
Γ
(j)
(−2+2C(j))(Z
kφ)
Proof. The proof is by induction on n. First, note that the proposition clearly holds for n = 0. In fact,
by propositions 16.2.1 and 16.2.2, it also holds for n = 1. It is important to remember that φ is a scalar
field, so that no terms of the form ( /DZ 2h)(frame) arise until the second time we commute.
First, we perform a preliminary calculation. Let
F˜(n) := Z
nF + Γ
(0)
(−1)( /DZ
nφ) + Γ
(1)
(−1+C(1))( /DZ
nφ) + Γ
(1)
(−1+C(1))
(
/DL(r /DLZ
n−1φ
)
+ (∂φ)( /DZ nh)LL +
r−1(∂φ)(∂¯φ)
r−1Z φ
 ( /DZ nh)(frame) + (∂φ)( /DZ nh)(frame)
+
 (∂φ)r(∂¯φ)
Z φ
 ( /˜gZ n−1h)(frame) + (∂φ)Z n tr/g χ(small) + (∂¯φ)(r /∇2Z n−1 logµ)
+
(
r−1( /DZ φ)
Γ
(1)
(−2+C(1))(Z φ)
)
(Z n logµ) +
∑
j+k≤n+1
j≤n−1
k≤n−1
Γ
(j)
(−1+C(j))( /DZ
kφ)
+
∑
j+k≤n
j≤n−1
k≤n−1
/˜g(Z jh)(frame)( /DZ kφ) +
∑
j+k≤n
j≤n−1
k≤n−1
r /˜g(Z jh)(frame)( /DZ kφ)
+
∑
j+k≤n+1
j≤n−1
k≤n−1
Γ
(j)
(−1+C(j))
(
/DL(Y Z
k−1φ)
)
+
∑
j+k≤n+1
j≤n−1
k≤n−1
Γ
(j)
(−2+2C(j))(Z
kφ)
Then we can compute Z F˜(n). The only term which is a little bit difficult to estimate is
Γ
(1)
(−1+C(1))
(
Z /DL(Y Z
n−1φ)
)
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Using propositions 9.2.1 and 9.2.3 we have, schematically,
Γ
(1)
(−1+C(1))
(
Z /DL(r /DLZ
n−1φ)
)
= Γ
(1)
(−1+C(1))
(
/DL(rZ /DLZ
n−1φ)
)
+ Γ
(1)
(−1+C(1)) /DL( /DLZ
n−1φ)
+ Γ
(1)
(−1+2C(1)) /DL( /DLZ
n−1φ) + Γ(1)(−1−δ+C(1))r /∇( /DLZ
n−1φ)
+ Γ
(1)
(C(1))
ΩLL · /DL(Z n−1φ) + Γ(1)(C(1))r/ΩL · /DL(Z
n−1φ)
= Γ
(1)
(−1+C(1))
(
/DL(r /DLZ
nφ)
)
+ Γ
(1)
(−1+C(1))
(
rΓ
(0)
(−1)( /DL /DLZ
n−1φ)
)
+ Γ
(1)
(−1+C(1))
(
Γ
(1)
(−1+C(1))( /DL /DLZ
n−1φ)
)
+ Γ
(1)
(−1+C(1))
(
Γ
(1)
(−1−δ)(r /∇ /DLZ n−1φ)
)
+ Γ
(1)
(−1+C(1)) /DL( /DLZ
n−1φ) + Γ(1)(−2+2C(1)) /DL(r /DLZ
n−1φ)
+ Γ
(1)
(−1−δ+C(1))( /DLZ
nφ) + Γ
(1)
(−1+C(1)) /DL(Z
n−1φ)
+ (lower order terms)
= Γ
(1)
(−1+C(1))
(
/DL(r /DLZ
nφ)
)
+ Γ
(1)
(−1+C(1)−δ)( /DLZ
nφ)
+ (lower order terms)
where the lower order terms are already controlled by F(n).
It is now easy to see that we have
Z F˜(n) = F˜(n+1)
where the equality holds “schematically”, that is, the schematic expression for Z F˜(n) is given by F˜(n+1).
Now, we suppose that the proposition holds for some value of n, say n = n0. Commuting one more
time with /DT , and making use of proposition 16.2.1, we find
/˜g /DTZ n0φ = /DT F˜(n0) +

r−1( /DZ h)(frame)
( /DZ h)(frame)
(˜gh)(frame)
Γ
(1)
(−2+2C(1))
 ( /DZ n0φ) +
(
Z tr/g χ(small)
( /DZ h)(frame)
)
( /DZ n0φ)
+ Γ
(0)
(−1)( /D /DTZ
n0φ) + Γ
(1)
(−1−δ)( /DZ
n0+1φ) +

r−1
(
/˜g(Z h)
)
(frame)
r−1
(
/D(Z 2h)
)
(frame)
Γ
(1)
(−1+C(1)) · ( /DZ h)(frame)
Γ
(1)
(−1+C(1)) · (˜gh)(frame)
Γ
(1)
(−1+C(1)) ·Z χ(small)
Γ
(1)
(−2+C(1))Z
2 logµ
Γ
(1)
(−3+3C(1))

(Z n0φ)
(16.6)
and so we can easily see that
/˜g /DTZ n0φ = F˜(n0+1)
Indeed, we have already seen that Z F˜(n0) = F˜(n0+1). The only other terms which are leading order (in
the sense that they involve n0 + 1 commutation operators) are given by
Γ
(0)
(−1) /D(Z
n0+1φ) + Γ
(0)
(−1−δ) /D(Z
n0+1φ)
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which are included in the schematic expression for F˜(n0+1).
We need to perform a similar calculation after commuting with r /∇. Using proposition 16.2.2 we
obtain, schematically,
/˜g(r /∇Z n0φ) = r /∇F˜(n0) +

Z tr/g χ(small)
( /DZ h)LL
( /DZ h)(frame)
Γ
(1)
(−1+2C(1))
 ( /DZ n0φ) +
r(˜gh)(frame)r /∇2 logµ
Γ
(1)
(−1+2C(1))
 ( /∇Z n0φ)
+ Γ
(1)
(−1−δ)( /DZ
n0+1φ) + Γ
(1)
(−1+C(1))( /DZ
n0+1φ) + Γ
(1)
(−1+C(1))( /DL(r /DLZ
n0φ))
+

r−1 /D(Z 2h)(frame)
/˜g(Z h)(frame)
Γ
(1)
(−1+C(1))(˜gh)(frame)
Γ
(1)
(−1+C(1))Z
2 logµ
Γ
(1)
(−1+C(1))Z χ(small)
Γ
(1)
(−2+3C(1))

· (Z n0φ)
Now, the only new terms which are leading order and which are not already included in the schematic
expression for r /∇F˜(n0) ∼ F˜(n0+1) are
Γ
(1)
(−1−δ)( /DZ
n0+1φ) + Γ
(1)
(−1+C(1))( /DZ
n0+1φ) + Γ
(1)
(−1+C(1))
(
/DL(r /DLZ
n0φ)
)
and these terms also appear in the schematic expression for F˜(n0+1).
Putting these calculations together, we have shown that, if, schematically,
/˜gZ n0φ = F˜(n0)
then
/˜gZ n0+1φ = F˜(n0+1)
proving the inductive step.
Proposition 16.2.5 (The structure of the inhomogeneous terms after commuting n times with the
operators Y ). Suppose that φ is a scalar field satisfying the equation
˜gφ = F
Then, if the operator r /DL appears k times in the expansion of the operator Y
n (with k ≥ 1), we have
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the following schematic equation:
/˜gY nφ− k /∆Y n−1φ− (2k − 1)r−1 /DL(r /DLY n−1φ)− (2k − 1)r−1 /DL(Y n−1φ)
= Y nF + r−1 /D(Y ≤n−1φ) + Γ(1)(−1+C(1)) /D(Y
nφ) + Γ
(0)
(−1)( /DY
nφ)
+
r−1(∂φ)(∂¯φ)
r−1Y φ
( /DY nh)
(frame)
+ (∂φ)( /DY nh)LL + (∂φ)
(
/DY nh
)
(frame)
+
 (∂φ)r(∂¯φ)
Y φ
( /˜gY n−1h)
(frame)
+ (∂φ)Y n tr/g χ(small) + (∂¯φ)(r /∇2Z n−1 logµ)
+
(
r−1( /DY φ)
Γ
(1)
(−2+C(1))(Y φ)
)
(Y n logµ) +
∑
j+k≤n+1
j≤n−1
k≤n−1
Γ
(j)
(−1+C(j))( /DY
kφ)
+
∑
j+k≤n
j≤n−1
k≤n−1
r /˜g(Y jh)(frame)( /DY kφ) +
∑
j+k≤n+1
j≤n−1
k≤n−1
Γ
(j)
(−2+2C(j))(Y
kφ)
(16.7)
Proof. As above, we shall prove this proposition by induction on n. Using proposition 16.2.3 it is clear
that the proposition is true if n = 1.
Now, assume that the proposition is true for all n ≤ n0. We aim to show that it is also true for
n = n0 + 1. There are two cases to consider: either we are applying the operator r /DL to the quantity
Z n0φ, or we are applying some operator Y to a quantity Y n0φ, where the operator r /DL already appears
in the expansion of the operator Y n0 . We consider each of these cases in turn.
First, we compute the quantity
/˜g
(
r /DLZ
n0φ
)− /∆ (r /DLZ n0−1φ)− r−1 /DL ((r /DL (r /DLZ n0−1φ))− r−1 /DL (r /DL (Z n0−1φ))
i.e. the relevant quantity in the case that the only time r /DL appears in the operator Y
n0+1 is as the
first factor on the left hand side.
We make use of the schematic equation given in proposition 16.2.5 for /˜g (Z n0φ). Commuting one
more time with r /DL and using proposition 16.2.3 we find
/˜g(r /DLZ n0φ)− /∆Z n0φ− r−1 /DL
(
r /DLZ
n0φ
)− r−1 /DL (Z n0φ)
= r /DLF˜(n0) + rΓ
(0)
(−1)F˜(n0) +
 /D(Y h)(frame)r(˜gh)LL
Γ
(0)
(−1)
 ( /DZ n0φ)
+

r(˜gh)(frame)
( /DZ h)(frame)
r /∆ logµ
Γ
(1)
(−1+2C(1))
 ( /DZ n0φ) +

r−1
(
/DL(r /DLZ h)
)
(frame)
Γ
(1)
(−1+C(1)) (L(rLh))(frame)
( /˜gZ h)(frame)
Γ
(1)
(C(1))
(˜gh)(frame)
r−1( /DZ 2h)(frame)
Γ
(1)
(−1+C(1))( /DZ h)(frame)
Γ
(1)
(−1+C(1))
(
Z χ(small)
)
Γ
(1)
(−2+C(1))Z
2 logµ
Γ
(1)
(−2+3C(1))

· (Z n0φ) + Γ(1)(−1+C(1)) /D(Z
n0+1φ)
+ Γ
(0)
(−1) /DL(Y Z
n0φ)
(16.8)
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where the schematic expression for F˜(n0) is given in proposition 16.2.5. Using the schematic notation,
we therefore have
/˜g(r /DLZ n0φ)− /∆Z n0φ− r−1 /DL
(
r /DLZ
n0φ
)− r−1 /DL (Z n0φ)
= r /DLF˜(n0) + rΓ
(0)
(−1)F˜(n0) +
r(˜gh)LLΓ(1)(−1−δ)
Γ
(0)
(−1)
 ( /DZ n0φ)
+
(
r(˜gh)(frame)
Γ
(2)
(−1+C(2))
)
( /DZ n0φ) +

Γ
(2)
−2+2C(2)
( /˜gZ h)(frame)
Γ
(1)
(C(1))
(˜gh)(frame)
 · φ+ Γ(1)(−1+C(1)) /D(Z n0+1φ)
+ Γ
(0)
(−1) /DL(Y Z
n0φ)
(16.9)
Note that all of these terms are clearly of the required form, except, perhaps, for r /DLF˜(n0). However, it
is fairly easy to see that the schematic form of r /DLF˜(n0) is also of the required form: note that acting
with r /DL raises the index n in quantities like Γ
(n)
(−1+C(n)), while, to commute r /DL with the derivatives
/D we can use proposition 9.2.2.
One term which deserves further consideration is
(∂¯φ)r /DL
(
/∇2Z n0−1 logµ
)
We can write this term as
(∂¯φ)r /DL
(
r−2Z n0+1 logµ
)
= (∂¯φ)r−1 /DL
(
Z n0+1 logµ
)− 2(∂¯φ)r−2(Z n0+1 logµ)
and, using proposition 9.7.10 we have, schematically,
/DL
(
Z n0+1 logµ
)
= Γ
(0)
(−1)(Z
n0+1 logµ) +
∑
j+k≤n0
Γ
(j+1)
(−1−δ)(Z
k logµ)
+ Γ
(0)
(−1,large)
(
Z n0X¯(frame)
)
+ ( /DZ n0h)(frame) + Γ
(0)
(−1−δ)(Z
n0X(frame))
+ Γ
(n0)
(−1+3C(n0))
Note that using this computation means that we do not have to include a term of the form
(∂¯φ)
(
r−2Y n logµ
)
but only a term of the form
(∂¯φ)
(
r−2Z n logµ
)
We could do a similar computation for some of the other terms, but it will not be necessary.
Next, we deal with the case in which the operator r /DL has already been applied at least once. Let
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us suppose that it has been applied k times, where k ≥ 1. We set
F˜(rL,n) := Y
≤nF + r−1 /D(Y ≤n−1φ) + Γ(1)(−1+C(1)) /D(Y
nφ) + Γ
(0)
(−1)( /DY
nφ)
+
r−1(∂φ)(∂¯φ)
r−1Y φ
( /DY nh)
(frame)
+ (∂φ)( /DY nh)LL + (∂φ)
(
/DY nh
)
(frame)
+
 (∂φ)r(∂¯φ)
Y φ
( /˜gY n−1h)
(frame)
+ (∂φ)Y n tr/g χ(small) + (∂¯φ)(r /∇2Z n−1 logµ)
+
(
r−1( /DY φ)
Γ
(1)
(−2+C(1))(Y φ)
)
(Y n logµ) +
∑
j+k≤n+1
j≤n−1
k≤n−1
Γ
(j)
(−1+C(j))( /DY
kφ)
+
∑
j+k≤n
j≤n−1
k≤n−1
r /˜g(Z jh)(frame)( /DY kφ) +
∑
j+k≤n+1
j≤n−1
k≤n−1
Γ
(j)
(−2+2C(j))(Y
kφ)
Then, by the inductive hypothesis we have
/˜gY n0φ− k /∆Y n0−1φ− (2k − 1)r−1 /DL(r /DLY n0−1φ)− (2k − 1)r−1 /DL(Y n0−1φ) = F˜(rL,n0)
since at least one factor of r /DL appears in the operator Y
n0 . Now, we commute once more with Y .
This time, Y might be /DT , r /∇ or r /DL, and we consider each of these in turn.
We have
/˜g /DTY n0φ− k /∆ /DTY n0−1φ− r−1 /DL(r /DL /DTY n0−1φ)− r−1 /DL( /DTY n0−1φ)
= [ /˜g , /DT ]Y n0φ− [ /∆ , /DT ]Y n0φ− (2k − 1)[r−1 /DL
(
r /DL(·)
)
, /DT ]Y
n0φ− (2k − 1)[r−1 /DL , /DT ]Y n0φ
+ /DT F˜(rL,n0)
Since /DT (r) = 0, we can use proposition 9.2.1 to find (schematically)
[r−1 /DL , /DT ]Y
n0φ = Γ
(1)
(−2+C(1)) /DY
n0φ+ Γ
(1)
(−3+C(1))Y
n0φ
These terms are included in the schematic expression for F˜(rL,n0+1).
Next, we compute
[r−1 /DL
(
r /DL(·)
)
/DT ]Y
n0φ = /DL
(
[ /DL, /DT ]φ
)
+ [ /DL, /DT ] /DLφ+ r
−1[ /DL, /DT ]φ
= ω( /DL /DLY
n0φ+ /DL /DLY
n0φ) + Γ
(1)
(−2+C(1)) /DY
n0+1φ
= Γ
(0)
(−1) /˜gY
n0φ+ Γ
(1)
(−2+C(1)) /DY
n0+1φ
Next, using the fact that /D is a metric connection on B with fibre metric /g, together with proposition
9.2.1 we have
[ /∆, /DT ]Y
n0φ = (/g
−1)µν
(
/∇µ[ /∇ν , /DT ]Y n0φ+ [ /∇µ, /DT ] /∇νY n0φ
)
= Γ
(1)
(−2+2C(1)) /DY
n0+1φ+ Γ
(2)
(−1+C(2)) /DY
n0φ+ Γ
(2)
(−2+C(2))Y
n0φ
and all of these terms are in F(rL,n0+1).
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Next, we need to make use of proposition 16.2.1 to calculate [ /˜g, /DT ]Y n0φ. We find
[ /˜g, /DT ]Y n0φ =
(
Γ
(1)
(−2+2C(1))
(˜gh)(frame)
)
( /DY n0φ) + Γ
(0)
(−1)( /DY
n0+1φ) + Γ
(1)
(−1−δ)( /DY
n0+1φ)
+

Γ
(2)
(−2+2C(2))
r−1
(
/˜g(Z h)
)
(frame)
Γ
(1)
(−1+C(1))
(
/˜gh
)
(frame)
Y n0φ
Once again, all of these terms are in F˜(rL,n0+1)
Finally, we need to compute /DT F˜(rL,n0). It is straightforward to see that most of the terms produced
in this computation are in F˜(rL,n0+1) due to the fact that, for example, /DTΓ
(n)
(−1+C(n)) = Γ
(n+1)
(−1+C(n+1)).
The remaining terms are also easy to compute: when commuting /DT with /D or /D we only produce
error terms with better decay, and we certainly do not encounter any terms involving a higher number
of derivatives. Finally, we can use proposition 16.2.1 again to compute, for example,
[ /˜g, /DT ]Y n0−1h(rect) =
(
Γ
(1)
(−2+2C(1))
(˜gh)(frame)
)
( /DY n0−1h(rect)) + Γ
(0)
(−1)( /DY
n0h(rect))
+ Γ
(1)
(−1−δ)( /DY
n0h(rect)) +

Γ
(2)
(−2+2C(2))
r−1
(
/˜g(Z h)
)
(frame)
Γ
(1)
(−1+C(1))
(
/˜gh
)
(frame)
Y n0−1h(rect)
These terms appear multiplying the quantities (∂φ), r∂¯φ or Y φ, and can all be found in F˜(n0+1).
We need to repeat the steps above for the cases Y = r /∇ and Y = r /DL. First consider Y = r /∇.
Then we have
/˜g
(
r /∇Y n0φ)− k /∆ (r /∇Y n0−1φ)− (2k − 1)r−1 /DL (r /DL (r /∇Y n0−1φ))− (2k − 1)r−1 /DL (r /∇Y n0−1φ)
= [ /˜g , r /∇]Y n0φ− k[ /∆ , r /∇]Y n0φ− (2k − 1)[r−1 /DL
(
r /DL(·)
)
, r /∇]Y n0φ− (2k − 1)[r−1 /DL , r /∇]Y n0φ
+ r /∇F˜(rL,n0)
Now, using proposition 9.2.3 we have
[r−1 /DL, r /∇]Y n0φ = −(χ(small)) · /∇Y n0φ+ /ΩL · φ
= Γ
(0)
(−1−δ) /DY
n0φ+ Γ
(1)
(−2+C(1))φ
Next, we calculate
[r−1 /DL
(
r /DL(·)
)
, r /∇]Y n0φ = r−1[ /DL, r /∇]Y n0φ+ /DL
(
[ /DL, r /∇]Y n0φ
)
+ [ /DL, /∇](r /DLY n0φ)
= χ(small) · /∇Y n0φ+ /ΩL · Y n0φ+ /DL
(
rχ(small) · /∇Y n0φ+ r/ΩL · Y n0φ
)
+
(
r−1 + χ(small)
) · ( /∇(r /DLY n0φ) + /ΩL · r /DLY n0φ)
=
(
Γ
(1)
(−1−δ)
r−1
)
/DY n0+1φ+ Γ
(2)
(−2+C(2))Y
n0φ
Next, we can compute, schematically,
[ /∆, r /∇]Y n0φ = r[ /∆, /∇]Y n0φ
= r /∇ · ([ /∇, /∇]Y n0φ) + [ /∇, /∇](r /∇Y n0φ)
= /Ω · r /∇Y n0φ+ (r /∇/Ω) · Y n0φ
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Note that, in fact, /Ω can be expressed in terms of the Gauss curvature of the spheres K, together with
the metric /g. In any case, the expressions given in proposition 7.0.6 yield (schematically)
/Ω = r−2 + Γ(0)(−2−2δ)
so that we find
[ /∆, r /∇] =
(
r−1
Γ
(0)
(−1−δ)
)
/∇φ+ Γ1(−2−δ)φ
Again, it is easy to see that these terms appear in F˜(rL,n0+1).
Next, we can use proposition 16.2.2 to compute the term [ /˜g, r /∇]Y n0φ. We find
[ /˜g, r /∇]Y n0φ =

Z tr/g χ(small)
( /DZ h)LL
( /DZ h)(frame)
Γ
(1)
(−1+2C(1))
 ( /DY n0φ) +
r(˜gh)(frame)r /∇2 logµ
Γ
(1)
(−1+2C(1))
 ( /∇Y n0φ) + Γ(1)(−1−δ)( /DY n0+1φ)
+ Γ
(1)
(−1+C(1))( /DY
n0+1φ) +

r−1 /D(Z 2h)(frame)
/˜g(Z h)(frame)
Γ
(1)
(−1+C(1))(˜gh)(frame)
Γ
(1)
(−1+C(1))Z
2 logµ
Γ
(1)
(−1+C(1))Z χ(small)
Γ
(1)
(−2+3C(1))

· Y n0φ
= Γ
(1)
(−1+2C(1))( /DY
n0φ) +
(
r(˜gh)(frame)
Γ
(2)
(−1+C(2))
)
( /DY n0φ) + Γ
(1)
(−1−δ)( /DY
n0+1φ)
+ Γ
(1)
(−1+C(1))( /DY
n0+1φ) +

/˜g(Z h)(frame)
Γ
(1)
(−1+C(1))(˜gh)(frame)
Γ
(2)
(−2+C(2))
Y n0φ
again, these terms can be found in F˜(rL,n0+1)
Finally, we need to compute r /∇F˜(rL,n0). However, the details here are almost identical to the com-
putation of r /∇F˜(rL,n0), so we will not repeat them here.
We must deal with the final case, in which Y = r /DL. This is slightly different from the other cases,
since r /DL produces “large” error terms when commuted through the wave operator. As before, we begin
with the computation
/˜g
(
r /DLY
n0φ
)− k /∆ (r /DLY n0−1φ)− r−1(2k − 1) /DL (r /DL (r /DLY n0−1φ))
− r−1(2k − 1) /DL
(
r /DLY
n0−1φ
)
= [ /˜g , r /DL]Y n0φ− k[ /∆ , r /DL]Y n0φ− [r−1 /DL
(
r /DL(·)
)
, r /DL]Y
n0φ− [r−1 /DL , r /DL]Y n0φ
+ r /DLF˜(rL,n0)
We also have
[r−1 /DL, r /DL]Y
n0φ = 2r−1 /DLY
n0φ
Next, we have
[r−1 /DL
(
r /DL(·)
)
, r /DL]Y
n0φ = 2r−1 /DL
(
r /DLY
n0φ
)
= 2r−1 /DL
(
Y n0+1φ
)
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Using proposition 9.2.2 we also compute
[ /∆, r /DL]Y
n0φ = (/g
−1)µν
(
/∇µ[ /∇ν , r /DL]Y n0φ+ [ /∇µ, r /DL] /∇νY n0φ
)
=
(
r−1
χ(small)
)
/∇ (r /∇νY n0φ)+ (r /divχ(small)r/ΩL
)(
/∇Y n0φ)+ r( /div/ΩL)Y n0φ
=
(
r−1
Γ
(0)
(−1−δ)
)(
/DY n0+1φ
)
+ Γ
(1)
(−1−δ)
(
/DY n0φ
)
+ Γ
(2)
(−2−δ)Y
n0φ
To compute [ /˜g, r /DL]Y n0φ we make use of proposition 16.2.3. We find
[ /˜g, r /DL]Y n0φ = /∆Y n0φ+ r−1 /DL(r /DLY n0φ) + r−1( /DLY n0φ) +

/D(Z h)(frame)
(L(rLh))(frame)
r(˜gh)LL
Γ
(0)
(−1)
 ( /DY n0φ)
+

r(˜gh)(frame)
( /DZ h)(frame)
r /∆ logµ
Γ
(0)
(−1+2C(0))
 ( /DY n0φ) +

r−1
(
/DL(r /DLZ h)
)
(frame)
Γ
(0)
(−1+C(0)) (L(rLh))(frame)
( /˜gZ h)(frame)
Γ
(0)
(C(0))
(˜gh)(frame)
r−1( /DZ 2h)(frame)
Γ
(0)
(−1+C(0))( /DZ h)(frame)
Γ
(0)
(−1+C(0))
(
Z χ(small)
)
Γ
(0)
(−2+C(0))Z
2 logµ
Γ
(0)
(−2+3C(0))

· Y n0φ
+ Γ
(0)
(−1+C(0)) /D(Z Y
n0φ) + Γ
(0)
(−1) /DL(r /DLY
n0φ) + rΓ
(0)
(−1)F˜(rL,n0)
= r−1 /DL(r /DLY
n0φ) + r−1( /DLY
n0φ) + r−1( /DY n0φ) + Γ(0)(−1) /DL(Y
n0+1φ)
+ Γ
(0)
(−1+C(0)) /D(Z Y
n0φ) + rΓ
(0)
(−1)F˜(rL,n0) +
 Γ
(0)
(−1)
Γ
(1)
(−1−δ)
r(˜gh)LL
 ( /DY n0φ)
+
(
Γ
(2)
(−1+C(2))
r(˜gh)(frame)
)
( /DY n0φ) +

Γ
(2)
(−2+2C(2))
Γ
(0)
(C(0))
(˜gh)(frame)
( /˜gZ h)(frame)
 (Y n0φ)
(16.10)
Again, all of these terms appear in the schematic expression for F˜(rL,n0+1).
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Finally, we need to compute r /DLF˜(rL,n0+1). Using the inductive hypothesis, we have
r /DLF˜(rL,n0) = r /DLY
≤n0F + r /DL
(
r−1 /D(Y ≤n0−1φ)
)
+ r /DL
(
Γ
(1)
(−1+C(1)) /D(Y
n0φ)
)
+ r /DL
(
Γ
(0)
(−1)( /DY
n0φ)
)
+
r /DL (r−1(∂φ))r /DL ((∂¯φ))
r /DL
(
r−1Y φ
)
( /DY n0h)
(frame)
+
r−1(∂φ)(∂¯φ)
r−1Y φ
(r /DL ( /DY n0h))(frame) + r /DL ((∂φ)( /DY n0h)LL)
+ r /DL
(
(∂φ)
(
/DY n0h
)
(frame)
)
+
 r /DL(∂φ)r /DL (r(∂¯φ))
r /DLY φ
( /˜gY n0−1h)
(frame)
+
 (∂φ)(r(∂¯φ))
Y φ
(r /DL /˜gY n0−1h)
(frame)
+ r /DL
(
(∂φ)Y n0 tr/g χ(small)
)
+ r /DL
(
(∂¯φ)(r /∇2Y n0−1 logµ)
)
+
 r /DL (r−1( /DY φ))
r /DL
(
Γ
(1)
(−2+C(1))(Y φ)
) (Y n0 logµ)
+
(
r−1( /DY φ)
Γ
(1)
(−2+C(1))(Y φ)
)
(r /DLY
n0 logµ) +
∑
j+k≤n0+1
j≤n0−1
k≤n0−1
r /DL
(
Γ
(j)
(−1+C(j))( /DY
kφ)
)
+
∑
j+k≤n0
j≤n0−1
k≤n−1
r /DL
(
r /˜g(Z jh)(frame)( /DY kφ)
)
+
∑
j+k≤n0+1
j≤n0−1
k≤n−1
r /DL
(
Γ
(j)
(−2+2C(j))(Y
kφ)
)
These terms can all be bounded by terms found in F˜(rL,n0+1). For example, we have
r /DL
(
r−1 /D(Y ≤n0−1φ)
)
= r /DL
(
r−2 · r /D(Y ≤n0−1φ)
)
= r−1 /DL
(
Y ≤n0φ
)− 2r−1 /D(Y ≤n0−1φ)
To take another example, we find that
r /DL
(
(∂¯φ)(r /∇2Y n0−1 logµ)
)
=
(
/DY φ
/Dφ
)
· Γ(n0)(−1+C(n0)) + (∂¯φ) ·
(
r /∇2Y n0 logµ
[r /DL, r /∇2]Y n0−1 logµ
)
=
(
/DY φ
/Dφ
)
· Γ(n0)(−1+C(n0)) + (∂¯φ) ·
 r /∇2Y n0 logµr[r /DL, /∇] /∇Y n0−1 logµ
r /∇[r /DL, /∇]Y n0−1 logµ

now, using proposition 9.2.2 we have
r[r /DL, /∇] /∇Y n0−1 logµ = r2χ · /∇2Y n0−1 logµ+ r2 /ΩL · /∇Y n0−1 logµ
=
(
r−1 + Γ(0)(−1−δ)
)
Y n0+1 logµ+ Γ
(1)
(−1−δ)Γ
(n0)
(C(n0))
and similarly
r /∇[r /DL, /∇]Y n0−1 logµ = r2 /∇
(
χ · /∇Y n0−1 logµ)+ r2 /∇ (/ΩL · Y n0−1 logµ)
=
(
r−1 + Γ(0)(−1−δ)
)
Y n0+1 logµ+ Γ
(1)
(−1−δ)Γ
(n0)
(C(n0))
+ Γ
(2)
(−1−δ)Γ
(n0−1)
(C(n0−1))
Again, all of these terms can be found in F˜(rL,n0+1). The remaining terms can be dealt with similarly.
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In order to obtain improved decay estimates (see appendix A) we will also need the form of the
inhomogeneous term after commuting with /DTY
n−1. The important point here is that the operator /DT
appears at least once in every quadratic term.
Proposition 16.2.6 (The structure of the inhomogeneous term after commuting with ( /DT )
jY n−j).
Suppose that φ is a scalar field satisfying the equation
˜gφ = F
Then, if the operator r /DL appears k times in the expansion of the operator Y
n−j, and if j ≥ 1 then
we have the following schematic equation:
/˜g /D
j
TY
n−jφ− k /∆ /DjTY n−1φ− (2k − 1)r−1 /DL(r /DLY n−1φ)− (2k − 1)r−1 /DL(Y n−1φ)
= /D
j
TY
n−jF + r−1 /D(Y ≤n−1φ) +
 ( /∇ logµ)ζ
(χ(small) + χ(small))
 /D(Y nφ)
+ Γ
(0)
(−1)( /D /D
j
TY
n−jφ) + Γ(1)(−1−δ)( /D /D
j
TY
n−jφ) +
r−1(∂φ)(∂¯φ)
r−1Y φ
( /DY nh)
(frame)
+ (∂φ)( /DY nh)LL + (∂φ)
(
/DY nh
)
(frame)
+
 (∂φ)r(∂¯φ)
Y φ
( /˜gY n−1h)
(frame)
+ (∂φ)Y n tr/g χ(small) + (∂¯φ)(r /∇2 /DjTY n−j−1 logµ) +
(
r−1( /DY φ)
Γ
(1)
(−2+C(1))(Y φ)
)
(Y n logµ)
+
∑
j+k≤n+1
j≤n−1
k≤n−1
Γ
(j)
(−1+C(j))( /DY
kφ) +
∑
j+k≤n
j≤n−1
k≤n−1
r /˜g(Y jh)(frame)( /DY kφ)
+
∑
j+k≤n+1
j≤n−1
k≤n−1
Γ
(j)
(−2+2C(j))(Y
kφ)
(16.11)
Proof. Note that this expression differs only from that given in proposition 16.2.5 only by certain top
order terms. We will prove this proposition by induction on j. First, we show it for j = 1. Then, from
proposition 16.2.5 we have
/˜gY n−1φ− k /∆Y n−2φ− (2k − 1)r−1 /DL(r /DLY n−2φ)− (2k − 1)r−1 /DL(Y n−2φ)
= Y n−1F + r−1 /D(Y ≤n−2φ) + Γ(1)(−1+C(1)) /D(Y
n−1φ) + Γ(0)(−1)( /DY
n−1φ)
+
r−1(∂φ)(∂¯φ)
r−1Y φ
( /DY n−1h)
(frame)
+ (∂φ)( /DY n−1h)LL + (∂φ)
(
/DY n−1h
)
(frame)
+
 (∂φ)r(∂¯φ)
Y φ
( /˜gY n−2h)
(frame)
+ (∂φ)Y n−1 tr/g χ(small) + (∂¯φ)(r /∇2Z n−2 logµ)
+
(
r−1( /DY φ)
Γ
(1)
(−2+C(1))(Y φ)
)
(Y n−1 logµ) +
∑
j+k≤n
j,k≤n−2
Γ
(j)
(−1+C(j))( /DY
kφ)
+
∑
j+k≤n−1
j,k≤n−2
r /˜g(Y jh)(frame)( /DY kφ) +
∑
j+k≤n
j,k≤n−2
Γ
(j)
(−2+2C(j))(Y
kφ)
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Now, commuting one more time with /DT we have
/˜g /DTY n−1φ− k /∆ /DTY n−2φ− (2k − 1)r−1 /DL(r /DL /DTY n−2φ)− (2k − 1)r−1 /DL( /DTY n−2φ)
= [ /˜g, /DT ]Y n−1φ− k[ /∆, /DT ]Y n−2φ− (2k − 1)[r−1 /DL(r /DL·), /DT ](Y n−2φ)
− (2k − 1)[r−1 /DL, /DT ](Y n−2φ) + /DTY n−1F + r−1 /D( /DTY ≤n−2φ)
+ Γ
(1)
(−1+C(1)) /D( /DTY
n−1φ) + Γ(0)(−1)( /D /DTY
n−1φ) +
r−1(∂φ)(∂¯φ)
r−1Y φ
( /D /DTY n−1h)(frame)
+ (∂φ)( /D /DTY
n−1h)LL + (∂φ)
(
/DY n−1h
)
(frame)
+
 (∂φ)r(∂¯φ)
Y φ
( /˜g /DTY n−2h)
(frame)
+ (∂φ) /DTY
n−1 tr/g χ(small) + (∂¯φ)(r /∇2 /DTZ n−2 logµ)
+
(
r−1( /DY φ)
Γ
(1)
(−2+C(1))(Y φ)
)
( /DTY
n−1 logµ) +
∑
j+k≤n+1
j,k≤n−1
Γ
(j)
(−1+C(j))( /DY
kφ)
+
∑
j+k≤n
j,k≤n−1
r /˜g(Y jh)(frame)( /DY kφ) +
∑
j+k≤n+1
j,k≤n−1
Γ
(j)
(−2+2C(j))(Y
kφ)
where we have used propositions 9.2.1 to handle some of the lower order terms.
Now, we use proposition 16.2.1 to compute [ /˜g, /DT ]Y n−1φ. We have also computed the quantities
[ /∆, /DT ]Y
n−2φ, [r−1 /DL(r /DL·), /DT ](Y n−2φ) and (2k − 1)[r−1 /DL, /DT ](Y n−2φ) in the proof of proposi-
tion 16.2.5. In fact, these terms only involve lower order terms, with the exception of [ /˜g, /DT ]Y n−1φ.
This leads to
/˜g /DTY n−1φ− k /∆ /DTY n−2φ− (2k − 1)r−1 /DL(r /DL /DTY n−2φ)− (2k − 1)r−1 /DL( /DTY n−2φ)
= Γ
(0)
(−1)( /D /DTY
n−1φ) + r−1
 /∇ logµζ
(χ(small) + χ(small))
 ( /DY nφ) + /DTY n−1F
+ r−1 /D( /DTY
≤n−2φ) + Γ(1)(−1+C(1)) /D( /DTY
n−1φ) + Γ(0)(−1)( /D /DTY
n−1φ)
+
r−1(∂φ)(∂¯φ)
r−1Y φ
( /D /DTY n−1h)(frame) + (∂φ)( /D /DTY n−1h)LL + (∂φ)( /DY n−1h)(frame)
+
 (∂φ)r(∂¯φ)
Y φ
( /˜g /DTY n−2h)
(frame)
+ (∂φ) /DTY
n−1 tr/g χ(small)
+ (∂¯φ)(r /∇2 /DTZ n−2 logµ) +
(
r−1( /DY φ)
Γ
(1)
(−2+C(1))(Y φ)
)
( /DTY
n−1 logµ)
+
∑
j+k≤n+1
j,k≤n−1
Γ
(j)
(−1+C(j))( /DY
kφ) +
∑
j+k≤n
j,k≤n−1
r /˜g(Y jh)(frame)( /DY kφ)
+
∑
j+k≤n+1
j,k≤n−1
Γ
(j)
(−2+2C(j))(Y
kφ)
which is of the correct form.
Now, the proof for larger values of j follows from an almost identical calculation, where we begin
with the expression given in the proposition and, using this as the inductive hypothesis, we commute
one more time with /DT .
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16.3 L2 bounds for geometric error terms
In the previous section we found expressions for the inhomogeneous terms after commuting with Z n or
Y n. To make use of these, we have to show that the inhomogeneities produced by commuting in this
way satisfy suitable L2 based estimates, so that we can apply the energy estimates in chapter 14 and
appendix A, and that is the purpose of this section.
We first note that bounds for quantities which are given directly in terms of the fields φ(A) or
their derivatives follow immediately from the L2 bootstrap bounds of chapter 12. Similarly, since the
rectangular components of the metric perturbations can be expressed algebraically (and, effectively,
linearly) in terms of the fields φ(A), these terms can also be bounded directly in terms of the L
2 bootstrap
bounds.
On the other hand, there are many “auxiliary quantities” which we have introduced, and which are
linked by certain equations to the metric perturbations. Examples of such quantities are the foliation
density µ, the rectangular components of the null frame X(frame) and the extrinsic curvatures of the
sphere χ and χ.
Since many of the bounds we can establish on these auxiliary quantities involve the L2 norms of
other auxiliary quantities, we will establish these bounds in the context of another bootstrap argument.
Specifically, under the assumption that appropriate bootstrap bounds hold, we will bound the L2 norms
of the auxiliary quantities in terms of suitable L2 norms of the metric components h, in such a way that,
if the (higher order) energies associated with the metric components h obey suitable energy estimates,
then these bootstrap bounds on the auxiliary quantities can be improved.
16.3.1 L2 bootstrap assumptions for geometric quantities
From now on we will assume that the following bootstrap assumptions hold for the L2 norms of various
geometric quantities:
For all n ≤ N2 − 1,∫
Mτ1τ ∩{r≥r0}
(
C[n]r
−1−C[n]|Γ(n)(−1+C(n))|
2
)
dvolg . 2(N2+1−n)(1 + τ)−1+C(n)δ
∫
Mτ1τ ∩{r≥r0}
(
cδr−1−cδ|Γ(n)(−1+C(n))|
2
)
dvolg . 2(N2+1−n)(1 + τ)−1+C(n)δ
∫
Mτ1τ ∩{r≥r0}
(
δr−1+(
1
2−c[n])δ|Γ(n)(−1−δ)|2
)
dvolg . 2(N2+1−n)(1 + τ)−1+C(n)δ
(16.12)
and, at the top order, we have∫
Mτ1τ ∩{r≥r0}
(
δr−1−δ|Γ(N2)(−1+C(N2))|
2
)
dvolg . 2(1 + τ)−1+C(N2)δ (16.13)
16.3.2 L2 bounds for geometric quantities
Some of the auxiliary quantities mentioned above (the “easy” auxiliary quantities) can be expressed
directly in terms of derivatives of the rectangular components of the metric, or else in terms of other
auxiliary quantities. Many other auxiliary quantities satisfy transport equations in the L direction, and
these can be used to provide L2 bounds. Note that these bounds often involve a “loss of derivatives”.
As such, they are not suitable for bounding top order error terms, however, they can be used to provide
bounds on lower order error terms. Finally, for these quantities, we must find a way to establish L2
bounds at top-order without losing derivatives.
Proposition 16.3.1 (L2 bounds on the rectangular components of the frame fields). Suppose that the
pointwise bootstrap bounds of chapter 12 hold, as well as the L2 bootstrap assumptions of equation (16.12).
Then the commuted rectangular components of the frame fields Y nX(frame) satisfy the following L
2
based bounds: for all τ1 ≥ τ ≥ τ0, and for all n ≤ N2,
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∫
Mτ1τ ∩{r≥r0}
C[n]r
−3− 12C[n]|Y nX(frame, small)|2dvolg
.
(

δC[n]
+
1
C[n−1]C[n]
)
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
1
C[n]
r−1+(
1
2−c[n])δ| /DY nh|2(frame) +
1
C[n]
r−3−δ|Y nh(rect)|2
)
dvolg
also ∫
Mτ1τ ∩{r≥r0}
C[n]r
−3− 12C[n]|Y nX(frame)|2dvolg2
. C[n](τ1 − τ) +
(

δC[n]
+
1
C[n−1]C[n]
)
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
1
C[n]
r−1+(
1
2−c[n])δ| /DY nh|2(frame) +
1
C[n]
r−3−δ|Y nh(rect)|2
)
dvolg
and ∫
Mτ1τ
cδr−3−cδ|Y nX(frame, small)|2dvolg
.
(
2
cδ2
+

cδC[n−1]
)
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
1
cδ
r−1+(
1
2−c[n])δ| /DY nh|2(frame) +
1
cδ
r−3−δ|Y nh(rect)|2
)
dvolg
and finally,∫
Mτ1τ ∩{r≥r0}
δr−3+(
1
2−c[n])δ|Y nX¯(frame, small)|2dvolg
. 2(N2+2−n)(1 + τ)−1+C(n)δ +
∫
Mτ1τ ∩{r≥r0}
(
δr−1+(
1
2−c[n])δ| /DY nh|2(frame) + δr−3−δ|Y nh(rect)|2
)
dvolg
Proof. We begin with the bound for X¯(frame). Proposition 9.7.8 gives, schematically
/DL
(
rY nX¯(frame)
)
= Γ
(0)
(−1)Y
n(rX¯(frame)) + Γ
(n)
(−1+C(n))Γ
(0)
(− 32 δ)
+ rΓ
(0)
(0,large)( /DY
nh)(frame) + rΓ
(n−1)
(−1−δ)
so, using the third part of proposition 11.1.7 we have∫
Στ∩{r≥r0}
r−3+(
1
2−c[n])δ|rY nX¯(frame)|2dr ∧ dvolS2
.
∫
Στ∩{r≥r0}
r−1+(
1
2−c[n])δ| /DL
(
rY nX¯(frame)
) |2dr ∧ dvolS2 + ∫
Sτ,r0
|Y nX¯(frame)|2dvolS2
.
∫
Στ∩{r≥r0}
(
2r−3+(
1
2−c[n])δ|rY nX¯(frame)|2 + 2r−1−δ|Γ(n)(−1+C(n))|
2 + r−1+(
1
2−c[n])δ| /DY nh|2(frame)
+ r−1+(
1
2−c[n])δ|Γ(n−1)(−1−δ)|
)
dr ∧ dvolS2 +
∫
Sτ,r0
|Y nX¯(frame)|2dvolS2
(16.14)
Note that the first term on the right hand side can be absorbed on the left.
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To bound the final term, note that the rectangular components of the frame fields can be expressed
(at r = r0) in terms of the metric components h - see section 4.8. Using this, together with the L
2
bootstrap we can show∫
Mτ1τ ∩{r≥r0}
r−3+(
1
2−c[n])δ|rY nX¯(frame, small)|2dvolg
. δ−12(N2+2−n)(1 + τ)−1+C(n)δ +
∫
Mτ1τ ∩{r≥r0}
(
r−1+(
1
2−c[n])δ| /DY nh|2(frame)
)
dvolg
+
∫ τ1
τ ′=τ
(∫
Sτ′,r0
(|Y nh(rect)|2) dvolS2
)
dτ ′
Now, this last term can be estimated using proposition 11.1.4 applied to the field r−
1
2− 12 δY nh(rect)
and with the choice α = 0, giving∫
Sτ,r0
|Y nh(rect)|2dvolS2 .
∫
Στ∩{r≥r0}
(
r−1−δ| /DY nh(rect)|2 + r−3−δ|Y nh(rect)|2
)
r2dr ∧ dvolS2
Note that this same calculation can be performed for X(frame) as well as for X¯(frame). Note that, by
the pointwise bounds on the frame fields, we can estimate this in terms of the L2 norm of the “frame”
components rather than the rectangular components if we prefer. Returning to equation (16.14), we
have∫
Mτ1τ ∩{r≥r0}
δr−3+(
1
2−c[n])δ|Y nX¯(frame, small)|2dvolg
. 2(N2+2−n)(1 + τ)−1+C(n)δ +
∫
Mτ1τ ∩{r≥r0}
(
δr−1+(
1
2−c[n])δ| /DY nh|2(frame) + δr−3−δ|Y nh(rect)|2
)
dvolg
Next, we turn to the bounds for X(frame, small), for which we use proposition 9.7.8. Using this, we
find that
/DL
(
Y nX(frame, small)
)
= Γ
(0)
(−1)
(
Y kX(frame, small)
)
+ Γ
(0)
(0,large)( /DY
nh)(frame) + Γ
(0)
(−1,large)(Y
nX¯(frame))
+ Γ
(n−1)
(−1+C(n−1))
Now, using the third part of proposition 11.1.7 we have∫
Στ∩{r≥r0}
r−1−
1
2C[n]|Y nX(frame, small)|2dr ∧ dvolS2
. 1
(C[n])22
∫
Στ∩{r≥r0}
r1−
1
2C[n]| /DLY nX(frame,small)|2dr ∧ dvolS2 +
1
C[n]
∫
Sτ,r0
|Y nX(frame)|2dvolS2
and so ∫
Στ∩{r≥r0}
r−1−
1
2C[n]|Y nX(frame, small)|2dr ∧ dvolS2
.
∫
Στ∩{r≥r0}
(
1
(C[n])2
r−1−
1
2C[n]|Y nX(frame, small)|2 + 1
(C[n])22
r1−
1
2C[n]| /DY nh|2(frame)
+
1
(C[n])22
r−1−
1
2C[n]|Y nX¯(frame, small)|2
+
1
(C[n])22
r1−
1
2C[n]|Γ(n−1)(−1+C(n−1))|
2
)
dr ∧ dvolS2
+
1
C[n]
∫
Sτ,r0
|Y nX(frame, small)|2dr ∧ dvolS2
We can absorb the first term on the right hand side by the left hand side, as long as C[n] is sufficiently
large. Integrating over τ up to τ1, using the pointwise bootstrap assumption Ω ∼ r and the coarea
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formula, using the bound already established on Y nX¯(frame) and finally using the bootstrap assumptions
to bound the other terms, we have∫
Mτ1τ ∩{r≥r0}
r−1−
1
2C[n]|Y nX(frame, small)|2r−2dvolg
. 1
δ(C[n])2
2(N2+1−n)(1 + τ)−1+C(n)δ +
1
C[n−1](C[n])2
−12(N2+1−n)(1 + τ)−1+C(n−1)δ
+
∫
Mτ1τ ∩{r≥r0}
(
1
C2[n]
2
r−1+(
1
2−c[n])δ| /DY nh|2(frame) +
1
C2[n]
2
r−3−δ|Y nh(rect)|2
)
dvolg
+
1
C[n]
∫ τ1
τ ′=τ
(∫
Sτ′,r0
|Y nX(frame, small)|2r−2dvolg
)
dτ ′
Dealing with the final term as before, and using the fact that C(N−1)  C(n) we have∫
Mτ1τ ∩{r≥r0}
C[n]r
−1− 12C[n]|Y nX(frame, small)|2r−2dvolg
.
(

δC[n]
+
1
C[n−1]C[n]
)
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
1
C[n]
r−1+(
1
2−c[n])δ| /DY nh|2(frame) +
1
C[n]
r−3−δ|Y nh(rect)|2
)
dvolg
Next we note that the rectangular components of the frame fields differ from the “small” versions
by either a constant 1 or by the addition (or subtraction) of a term x
i
r . Then, since Y (1) = 0 and
Y (x
i
r ) = X(frame), we find∫
Mτ1τ ∩{r≥r0}
C[n]r
−1− 12C[n]|Y nX(frame)|2dr ∧ dvolS2
. C[n](τ1 − τ) +
(

δC[n]
+
1
C[n−1]C[n]
)
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
1
C[n]
r−1+(
1
2−c[n])δ| /DY nh|2(frame) +
1
C[n]
r−3−δ|Y nh(rect)|2
)
dvolg
where the only difference is due to the fact that the frame fields X(frame) have a “large” (O(1)) component
at r = r0, which we have integrated over time.
Now, by following almost identical calculations, for any c we have∫
Mτ1τ
cδr−1−cδ|Y nX(frame, small)|2dr ∧ dvolS2
.
(
2
cδ2
+

cδC[n−1]
)
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
1
cδ
r−1+(
1
2−c[n])δ| /DY nh|2(frame) +
1
cδ
r−3−δ|Y nh(rect)|2
)
dvolg
Proving the proposition.
Remark 16.3.2 (L2 bounds on quantities like (Y nX(frame))(∂φ)). When commuting, we will encounter
error terms in which many of the commutation operators fall on the rectangular components of the frame
fields. As such, we will need to estimate quantities like∫
Mτ1τ ∩{r≥r0}
r−1−C|Y nX(frame)|2|∂φ|2dvolg
The obvious way to estimate this kind of quantity is to first bound ∂φ in L∞ and then bound the
resulting quantity in L2. However, since we expect Y nX(frame) ∼ 1, this would require pointwise
288
bootstrap assumptions on ∂φ with a priori decay in τ , which we prefer to avoid. Instead, we note
that, schematically
Y nX(frame) = Y
nX(frame, small) + Y
n
(
xi
r
)
= Y nX(frame, small) +
(
1
r−1
)
Y n−1X(frame)
Iterating this argument we find (schematically)
Y nX(frame) =
∑
j+k≤n
r−jY kX(frame, small) +X(frame)
Thus we can estimate∫
Mτ1τ ∩{r≥r0}
r−1−C|Y nX(frame)|2|∂φ|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
∑
j≤n
r−1−C|Y jX(frame, small)|2|∂φ|2 + r−1−C|∂φ|2
 dvolg
Now, we can bound |∂φ| in L∞ to control the first term, and the second term can be bounded using L2
based bounds for φ.
Remark 16.3.3. Note that we have bounded
∫
M r
−3− 12C[n]|Y nX(frame, small)|2dvolg. The exponent in
the r-weight has an extra factor of 1/2 relative to what might be expected given the bootstrap bounds
of (16.12). This is included because it is possible to obtain this improved weight (a fact which can be
traced back to the fact that only good derivatives appear in the transport equations for the rectangular
components of the frame fiels), and this gives us more flexibility in the following estimates. Of course,
these estimates also hold without the factor of 1/2.
Proposition 16.3.4 (L2 bounds on Y nω below top-order). Suppose that all the bootstrap bounds hold.
Then for all n ≤ N2 − 1 we have∫
Mτ1τ ∩{r≥r0}
C[n]r
−1−C[n]|Y nω|2dvolg
. C[n]22(N+1−n)(1 + τ)−1+C[n]δ
+
∫
Mτ1τ ∩{r≥r0}
(
C[n]r
−1−C[n]| /DY nh|2(frame) + C[n]2r−1−δ| /DY nh(rect)|2
+ C[n]
2r−3−δ|Y nh(rect)|2
)
dvolg
and, for any c > 0,∫
Mτ1τ ∩{r≥r0}
cδr−1−cδ|Y nω|2dvolg
. 2
(
cδ−1 + 1
)
2(N+1−n)(1 + τ)−1+C[n]δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−cδ| /DY nh|2(frame) + r−1−δ| /DY nh(rect)|2 + r−3−δ|Y nh(rect)|2
+ δ−1r−1+2δ| /DY nh|2(frame)
)
dvolg
Proof. Recall proposition 9.7.12, which gives∫
Mτ1τ ∩{r≥r0}
r−1−C[n]|Y nω|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
r−1−C[n]
((
r−2 + 2r−2+2C(0)
) |Y nX¯(frame)|2 + |Γ(0)(−1−δ)|2|Y nX(frame)|2 + | /DY nh|2LL
+ 2r−2δ|Γ(n)(−1+C(n))|
2 + |Γ(n−1)(−1+3C(n−1))|
2
)
dr ∧ dvolS2
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and so, using proposition 16.3.1 together with the remark 16.3.2 we have∫
Mτ1τ ∩{r≥r0}
r−1−C[n]|Y nω|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[n]| /DY nh|2(frame) + r−1−δ| /DY nh(rect)|2 + r−3−δ|Y nh(rect)|2
+ δ−1r−1+2δ| /DY nh|2(frame) + 2r−1−δ|Γ(n)(−1+C(n))|
2
+ δ−1r−1+(2−
1
4 c[n])δ|Γ(n−1)(−1−δ)|2 + r−1−
1
2C[n]|Γ(n−1)−1+C(n−1)|2
)
dvolg
Finally, using the L2 bootstrap bounds in equation (16.12), we find∫
Mτ1τ ∩{r≥r0}
r−1−C[n]|Y nω|2dvolg
.
(
+
2
δ
+
2
δ
)
2(N+1−n)(1 + τ)−1+C[n]δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[n]| /DY nh|2(frame) + r−1−δ| /DY nh(rect)|2 + r−3−δ|Y nh(rect)|2
)
dvolg
In particular, using  δ we have∫
Mτ1τ ∩{r≥r0}
C[n]r
−1−C[n]|Y nω|2dvolg
. C[n]22(N+1−n)(1 + τ)−1+C[n]δ
+
∫
Mτ1τ ∩{r≥r0}
(
C[n]r
−1−C[n]| /DY nh|2(frame) + C[n]2r−1−δ| /DY nh(rect)|2
+ C[n]
2r−3−δ|Y nh(rect)|2
)
dvolg
Following along very similar lines, we have∫
Mτ1τ ∩{r≥r0}
r−1−cδ|Y nω|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
(
r−1−cδ| /DY nh|2(frame) + r−1−δ| /DY nh(rect)|2 + r−3−δ|Y nh(rect)|2
+ δ−1r−1+2δ| /DY nh|2(frame) + 2r−1−δ|Γ(n)(−1+C(n))|
2
+ δ−1r−1+(2−
1
4 c[n])δ|Γ(n−1)(−1−δ)|2 + r−1−
1
2 cδ|Γ(n−1)−1+C(n−1)|2
)
dvolg
and again using the pointwise bootstrap bounds we find∫
Mτ1τ ∩{r≥r0}
r−1−cδ|Y nω|2dvolg
. 2
(
δ−1 + δ−2 + (cδ)−1
)
2(N+1−n)(1 + τ)−1+C[n]δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−cδ| /DY nh|2(frame) + r−1−δ| /DY nh(rect)|2 + r−3−δ|Y nh(rect)|2
+ δ−1r−1+2δ| /DY nh|2(frame)
)
dvolg
so, using the facts that δ  1 proves the proposition.
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Proposition 16.3.5 (L2 bounds for ω at top order). Suppose that the bootstrap bounds hold. Then we
have∫
Mτ1τ ∩{r≥r0}
δr−1−δ|Y N2ω|2dvolg
. δ−14(1 + τ)−1+C[N2]δ +
∫
Mτ1τ ∩{r≥r0}
(
δr−1−δ| /DY N2h|2(frame) + δr−1−δ| /DY N2h|2(frame)
+ δr−3−δ|Y N2h|2(frame) + r−1+2δ| /DY N2h|2(frame)
)
dvolg
Proof. Following identical calculations to those in proposition 16.3.4 we have∫
Mτ1τ ∩{r≥r0}
r−1−δ|Y N2ω|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
(
r−1−δ| /DY N2h|2(frame) + r−1−δ| /DY N2h(rect)|2 + r−3−δ|Y N2h(rect)|2
+ δ−1r−1+2δ| /DY N2h|2(frame) + 2r−1−δ|Γ(N2)(−1+C(N2))|
2
+ δ−1r−1+(2−
1
4 c[N2])δ|Γ(N2−1)(−1−δ)|2 + r−1−
1
2 cδ|Γ(N2−1)−1+C(N2−1)|
2
)
dvolg
so, using the L2 bootstrap bounds from equations (16.12) and (16.13) we find∫
Mτ1τ ∩{r≥r0}
r−1−δ|Y N2ω|2dvolg
. 2(δ−1 + δ−2)2(1 + τ)−1+C[N2]δ
(
1 + δ−12 + c−2δ−22
)
4(1 + τ)−1+C[N2]δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−δ| /DY N2h|2(frame) + r−1−δ| /DY N2h(rect)|2 + r−3−δ|Y N2h(rect)|2
+ δ−1r−1+2δ| /DY N2h|2(frame)
)
dvolg
Finally, using the fact that δ  1 proves the proposition.
Proposition 16.3.6 (L2 bounds on Y nζ below top order). Suppose that all of the bootstrap bounds
hold.
Then, for n ≤ N2 − 1 we have∫
Mτ1τ ∩{r≥r0}
C[n]r
−1−2C[n]|Y nζ|2dvolg
. C[n]22(N2+1−n)(1 + τ)−1+C[n]δ
+
∫
Mτ1τ ∩{r≥r0}
(
C[n]r
−1−C[n]| /DY nh|2(frame) + C[n]r−1−
1
2C[n]| /DY nh|2(frame)
+ C[n]
2r−1−δ| /DY nh|2(rect) + C[n](+ (C[n])−2)r−3−δ|Y nh|2(frame)
+ C[n](δ
−1 + (C[n])−2)r−1+2δ| /DY nh|2(frame)
)
dvolg
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and ∫
Mτ1τ ∩{r≥r0}
cδr−1−cδ|Y nζ|2dvolg
. δ−122(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
cδr−1−
1
2 cδ| /DY nh|2(frame) + cδr−1−cδ| /DY nh|2(frame) + cδr−3−δ|Y nh|2(frame)
+ cr−1+2δ| /DY nh|2(frame)
)
dvolg
Proof. Recall proposition 9.7.13, which gives us∫
Mτ1τ ∩{r≥r0}
r−1−2C[n]|Y nζ|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[n]| /DY nh|2(frame) + r−3−C[n]|Y nX¯(frame)|2
+ r−1−C[n]|Γ(0)(−1+C(0))|
2|Y nX(frame)|2 + 2r−1−2δ|Γ(n)(−1+C(n))|
2
+ r−1−C[n]|Γ(n−1)(−1+C(n−1))|
2
)
dvolg
so, again making use of remark 16.3.2 and, subsequently, proposition 16.3.1 we have∫
Mτ1τ ∩{r≥r0}
r−1−C[n]|Y nζ|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[n]| /DY nh|2(frame) + r−1−δ| /DY nh(rect)|2 + r−3−δ|Y nh(rect)|2
+ δ−1r−1+2δ| /DY nh|2(frame) + 2r−3−
1
2C[n]|Y nX(frame, small)|2
+ 2r−1−2δ|Γ(n)(−1+C(n))|
2 + δ−1r−1+(2−
1
4 c[n])δ|Γ(n−1)(−1−δ)|2
+ r−1−C(n−1)|Γ(n−1)−1+C(n−1)|2
)
r2dr ∧ dvolS2
.
(
2
δ(C[n])2
+
2
C[n]C[n−1]
)
2(N2+1−n)(1 + τ)−1+C[n]δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[n]| /DY nh|2(frame) + r−1−
1
2C[n]| /DY nh|2(frame) + r−1−δ| /DY nh|2(rect)
+ (+ (C[n])
−2)r−3−δ|Y nh|2(frame) + (δ−1 + (C[n])−2)r−1+2δ| /DY nh|2(frame)
+ 2r−1−2δ|Γ(n)(−1+C(n))|
2 + δ−1r−1+(2−
1
4 c[n])δ|Γ(n−1)(−1−δ)|2
+ r−1−C(n−1)|Γ(n−1)−1+C(n−1)|2
)
dvolg
So, using the L2 bootstrap bounds from equation (16.12) to bound the terms which are expressed
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schematically, we have∫
Mτ1τ ∩{r≥r0}
r−1−2C[n]|Y nζ|2dvolg
.
(
+
2
δ
+
2
δ2
+
2
δ(C[n])2
+

C[n]C[n−1]
)
2(N2+1−n)(1 + τ)−1+C[n]δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[n]| /DY nh|2(frame) + r−1−
1
2C[n]| /DY nh|2(frame) + r−1−δ| /DY nh|2(rect)
+ (+ (C[n])
−2)r−3−δ|Y nh|2(frame) + (δ−1 + (C[n])−2)r−1+2δ| /DY nh|2(frame)
)
dvolg
Finally, using the fact that  δ and C[n]  1 proves the first part of the proposition.
Following almost identical calculations, we can show that∫
Mτ1τ ∩{r≥r0}
r−1−cδ|Y nζ|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
(
r−1−cδ| /DY nh|2(frame) + r−1−δ| /DY nh(rect)|2 + r−3−δ|Y nh(rect)|2
+ δ−1r−1+2δ| /DY nh|2(frame) + 2r−3−
1
2 cδ|Y nX(frame, small)|2 + 2r−1−2δ|Γ(n)(−1+C(n))|
2
+ δ−1r−1+(2−
1
4 c[n])δ|Γ(n−1)(−1−δ)|2 + r−1−
1
2 cδ|Γ(n−1)−1+C(n−1)|2
)
dvolg
so, again using proposition 16.3.1 and the fact that  cδ we find∫
Mτ1τ ∩{r≥r0}
r−1−cδ|Y nζ|2dvolg
. 3c−2δ−2
(

δ
+
1
C[n−1]
)
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−
1
2 cδ| /DY nh|2(frame) + r−1−cδ| /DY nh|2(frame) + r−3−δ|Y nh(rect)|2
+ δ−1r−1+2δ| /DY nh|2(frame) + 2r−1−2δ|Γ(n)(−1+C(n))|
2
+ δ−1r−1+(2−
1
4 c[n])δ|Γ(n−1)(−1−δ)|2 + r−1−
1
2 cδ|Γ(n−1)−1+C(n−1)|2
)
dvolg
Finally, substituting the L2 bounds from equation (16.12) we have∫
Mτ1τ ∩{r≥r0}
r−1−cδ|Y nζ|2dvolg
.
(
3c−2δ−2
(

δ
+
1
C[n−1]
)
+ 2δ−1 + 2δ−2 + 2(cδ)−1
)
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−
1
2 cδ| /DY nh|2(frame) + r−1−cδ| /DY nh|2(frame) + r−3−δ|Y nh|2(frame)
+ δ−1r−1+2δ| /DY nh|2(frame)
)
dvolg
Finally, using the fact that  cδ  δ  1 proves the proposition.
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Proposition 16.3.7 (L2 bounds on Y nζ at top order). Suppose the bootstrap bounds hold. Then we
have∫
Mτ1τ ∩{r≥r0}
δr−1−δ|Y N2ζ|2dvolg
. 4(1 + τ)−1+C(N2)δ +
∫
Mτ1τ ∩{r≥r0}
(
2δ−1r−1+
1
2 δ| /DY N2h|2(frame) + δr−1−δ| /DY N2h|2(frame)
+ 2r−3−δ|Y N2h|2(frame)
)
dvolg
(16.15)
Proof. From proposition 9.7.13 we have∫
Mτ1τ ∩{r≥r0}
r−1−δ|Y N2ζ|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
(
r−1−δ| /DY N2h|2(frame) + r−1−
1
2 δ|Y N2X¯(frame)|2
+ r−1−δ|Γ(0)(−1+C(0))|
2|Y N2X(frame)|2 + 2r−1−2δ|Γ(N2)(−1+C(N2))|
2
+ r−1−
1
2 δ|Γ(N2−1)(−1+C(N2−1))|
2
)
dvolg
Using remark 16.3.2 and then substituting for X(frame, small) from proposition 16.3.1 (and also using
 δ) we find∫
Mτ1τ ∩{r≥r0}
r−1−δ|Y N2ζ|2dvolg
. 6(1 + τ)−1+C(N2)δ
+
∫
Mτ1τ ∩{r≥r0}
(
2δ−2r−1+
1
2 δ| /DY N2h|2(frame) + 2δ−1r−3−δ|Y N2h|2(frame) + r−1−δ| /DY N2h|2(frame)
+ 2r−1−2δ|Γ(N2)(−1+C(N2))|
2 + r−1−
1
2 δ|Γ(N2−1)(−1+C(N2−1))|
2
)
dvolg
Now substituting the L2 bootstrap bounds in equation (16.12) and using 1 δ   we have∫
Mτ1τ ∩{r≥r0}
r−1−δ|Y N2ζ|2dvolg
. δ−14(1 + τ)−1+C(N2)δ +
∫
Mτ1τ ∩{r≥r0}
(
2δ−2r−1+
1
2 δ| /DY N2h|2(frame) + r−1−δ| /DY N2h|2(frame)
+ 2δ−1r−3−δ|Y N2h|2(frame)
)
dvolg
(16.16)
Proposition 16.3.8 (L2 bounds on tr/g χ(small) below top-order). Suppose that the bootstrap assumptions
hold. Then for all n ≤ N2 − 1 we have∫
Mτ1τ ∩{r≥r0}
δr−1+(
1
2−c[n])δ|Y n tr/g χ(small)|2dvolg
. 2(1 + c−1[n] )
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥ 12 r0}
(
δr−1+(
1
2−c[n])δ| /DY n+1h|2(frame) + δr−1+
1
2 δ| /DY nh|2(frame)
+ 2δr−1−δ| /DY nh|2(frame) + δr−1−δ| /DY nh|2(frame) + δr−3−δ|Y nh|2(frame)
)
dvolg
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Proof. We apply the third part of proposition 11.1.7. This time we apply it to the field χ(r0)(r)r
2Y nX(low)
and choose α = −3 + ( 12 − c[n])δ, obtaining∫
Στ∩{r≥r0}
r1+(
1
2−c[n])δ|Y nX(low)|2dr ∧ dvolS2
.
∫
Στ∩{r≥ 12 r0}
r−1+(
1
2−c[n])δ| /DL
(
r2Y nX(low)
) |2dr ∧ dvolS2 + ∫
Στ∩{ 12 r0≤r≤r0}
|Y nX(low)|2dr ∧ dvolS2
We deal with each of these terms in turn. First, using proposition 9.7.14 we have
/DL
(
r2Y nX(low)
)
= Γ
(0)
(−1)r
2Y nX(low) + rΓ(0)(0,large)
(
/DY n+1h
)
(frame)
+ rΓ
(1)
(C(1),large)
(
/DY nh
)
(frame)
+ Γ
(0)
(1−δ)( /DY
nh)(frame) + Γ
(1)
(−δ)(Y
nX(frame)) + Γ
(0)
(− 12+δ)
Γ
(n)
(C(n))
+ r2Γ
(0)
(−1−δ)Γ
(n)
(−1−δ) + rΓ
(0)
(kC(0),large)
Γ
(n−1)
(−1−δ)
and so we have the estimate∫
Στ∩{r≥r0}
r1+(
1
2−c[n])δ|Y nX(low)|2dr ∧ dvolS2
.
∫
Στ∩{r≥ 12 r0}
(
2r−1+(
1
2−c[n])δ|Y nX(low)|2 + r−1+( 12−c[n])δ| /DY n+1h|2(frame)
+ r−1+
1
2 δ| /DY nh|2(frame) + 2r−1−δ| /DY nh|2(frame)
+ 2r−3−c[n]δ|Y nX(frame, small)|2 + 2r−2+4δ|Γ(n)(−1+C(n))|
2 + 2r−1−δ|Γ(n)(−1−δ)|2
+ r−1+(
1
2−c[n−1])δ|Γ(n−1)(−1−δ)|2
)
r2dr ∧ dvolS2
+
∫
Στ∩{ 12 r0≤r≤r0}
|Y nX(low)|2dr ∧ dvolS2
so now, absorbing the first term on the right hand side by the left hand side, integrating over τ and using
the L2 bootstrap bounds from equation (16.12) we have∫
Mτ1τ ∩{r≥r0}
r−1+(
1
2−c[n])δ|Y nX(low)|2dvolg
. 2δ−1(1 + c−1[n] )
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Στ∩{r≥ 12 r0}
(
r−1+(
1
2−c[n])δ| /DY n+1h|2(frame) + r−1+
1
2 δ| /DY nh|2(frame)
+ 2r−1−δ| /DY nh|2(frame)
)
dvolg
+
∫
Mτ1τ ∩{ 12 r0≤r≤r0}
|Y nX(low)|2dr ∧ dvolS2
Next we need to deal with the final integral, which is an integral only over the region 12r0 ≤ r ≤ r0.
We note that, in this region (and in fact in the whole region r ≤ r0) we can express χ(small) (and hence
X(low)) directly in terms of h and ∂h. Indeed, we note that χ can expressed as
χ νµ = /Π
ν
a ( /∇µLa) + /Π bµ /Π νc LaΓcab
and so
tr/g χ(small) = ( /∇aLa(small)) + /Π bc LaΓcab
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For r ≤ r0, the rectangular components of the vector fields La and La can be expressed in terms of hab
as mentioned above, and so for r ≤ r0,
| tr/g χsmall)| . |h(rect)|+ |∂h(rect)|
and similarly for higher derivatives. Hence we obtain∫
Mτ1τ ∩{r≥r0}
r−1+(
1
2−c[n])δ|Y nX(low)|2dvolg
. 2δ−1(1 + c−1[n] )
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥ 12 r0}
(
r−1+(
1
2−c[n])δ| /DY n+1h|2(frame) + r−1+δ| /DY nh|2(frame)
+ 2r−1−δ| /DY nh|2(frame) + r−1−δ| /DY nh|2(frame) + r−3−δ|Y nh|2(frame)
)
dvolg
Finally, we need to relate X(low) to tr/g χ(small). Proposition 9.7.14 gives
|Y n tr/g χ(small)| . |Y nX(low)|+ | /DY nh|(frame) + |Γ(0)(−1−δ)||Y nX(frame)|+ (1 + r)−
1
2+δ|Y nΓ(n)(−1+C(n))|
+ |Γ(n−1)−1−δ |
This leads to error terms in the L2 bound for tr/g χ(small) which are similar to those already encountered.
Handling these in the same way as before, we prove the proposition.
Proposition 16.3.9 (L2 bounds on tr/g χ(small) at top order). Suppose that the bootstrap bounds hold.
Additionally, suppose that N2 ≤ 2N1, and that the inhomogeneous terms F satisfy the pointwise bounds
|Y nF |(frame) . (1 + r)−2+2C(n)
for all n ≤ N1.
Then we have∫
Mτ1τ ∩{r≥r0}
C[N2]r
−1−C[N2]|Y n tr/g χ(small)|2dvolg
. C[N2]5(1 + τ)−1+C(N2)δ
+
∫
Mτ1τ ∩{r≥ 12 r0}
(
C[N2]r
−1−C[N2]| /DY N2h|2LL + C[N2]3r−1−
1
2C[N2]| /DY N2h|2(frame)
+ C[N2]r
−1−δ| /DY N2h|2(frame) + C[N2]r−3−δ|Y N2h|2(frame)
+ C[N2]r
1−C[N2]|Y N2F |2LL +
∑
j≤N2−1
C[N2]
3r1−
1
2C[N2]|Y jF |2(frame)
)
dvolg
Proof. Following calculations almost identical to those at the start of the proof of proposition 16.3.8, we
find∫
Στ∩{r≥r0}
r1−C[N2]|Y N2X(high)|2dr ∧ dvolS2 .
∫
Στ∩{r≥ 12 r0}
r−1−C[N2]| /DL
(
r2Y N2X(high)
) |2dr ∧ dvolS2
+
∫
Στ∩{ 12 r0≤r≤r0}
|Y N2X(high)|2dr ∧ dvolS2
where, this time, we have applied proposition 11.1.7 to the field χ(r0)r
2X(high) with the choice α =
3− C[N2].
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Now, using propositions 9.7.15 together with proposition 9.7.12 we obtain
/DL
(
r2Y N2X(high)
)
= Γ
(0)
(−1)
(
r2Y N2X(high)
)
+ r2(Y N2F )LL + r
2(F )(frame)(Y
N2X¯(frame))
+ r2
∑
j+k≤N2
j,k≤N2−1
(Y jX(frame))(Y
kF )(frame) + r( /DY
N2h)LL
+ r2Γ
(0)
(−1−δ)( /DY
N2h)(frame) + r
2Γ
(0)
(−1+C(0))( /DY
N2h)(frame) + Γ
(0)
(− 12+δ)
Γ
(N2)
(C(N2))
+ r2Γ
(n)
(−1−δ)Γ
(0)
(−1−δ) + r
2
∑
j+k≤N2
j,k≤N2−1
Γ
(j)
(−1+C(j))Γ
(k)
(−1+C(k))
and so, using remark 16.3.2 to bound some of the “frame” terms, we find∫
Στ∩{r≥r0}
r1−C[N2]|Y nX(high)|2dr ∧ dvolS2
.
∫
Στ∩{r≥ 12 r0}
(
2r1−C[N2]|Y nX(high)|2 + r3−C[N2]|Y N2F |2LL + r3−C[N2]|F |2(frame)|Y nX¯(frame)|2
+ r5−C[N2]
∑
j+k≤N2
j,k≤N2−1
|Γ(j)(−1+C(j))|
2|Y kF |2(frame) + r1−C[N2]| /DY N2h|2LL
+ 2r1−2δ| /DY N2h|2(frame) + 2r1−
1
2C[N2]| /DY N2h|2(frame) + 2r2δ|Γ(N2)(−1+C(N2))|
2
+ 2r1−2δ|Γ(N2)(−1−δ)|2 +
∑
j+k≤n
j,k≤N2−1
r3−C[N2] |Γ(j)(−1+C(j))|
2|Γ(k)(−1+C(k))|
2
)
dr ∧ dvolS2
+
∫
Στ∩{ 12 r0≤r≤r0}
|Y N2X(high)|2dr ∧ dvolS2
Next, we use the fact that   1 to absorb the first term on the right hand side on the left hand
side. We also use the assumption that N2 ≤ 2N1, which means that we can bound some of the quadratic
terms in L∞. Finally, we use the pointwise assumptions on F , which allow us to obtain the bound∫
Στ∩{r≥r0}
r1−C[N2]|Y nX(high)|2dr ∧ dvolS2
.
∫
Στ∩{r≥ 12 r0}
(
r3−C[N2]|Y N2F |2LL + 2r−1−
1
2C[N2]|Y N2X¯(frame)|2 + r1−C[N2]| /DY N2h|2LL
+ 2r1−2δ| /DY N2h|2(frame) + 2r1−
1
2C[N2]| /DY N2h|2(frame)
+ 2r2δ|Γ(N2)(−1+C(N2))|
2 + 2r1−2δ|Γ(N2)(−1−δ)|2
+
∑
j≤N2−1
2r1−
1
2C[N2]|Γ(j)(−1+C(j))|
2 +
∑
j≤N2−1
2r3−
1
2C[N2]|Y jF |2(frame)
)
dr ∧ dvolS2
+
∫
Στ∩{ 12 r0≤r≤r0}
|Y N2X(high)|2dr ∧ dvolS2
As before, we can bound the final integral (which is an integral only over the region 12r0 ≤ r ≤ r0) by
using the fact that χ (and hence X(high)) can be expressed in terms of h and ∂h in this region. Finally,
after integrating over τ , we are in a position to use the L2 bounds. Noting especially that the L2 bound
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for X¯(frame) established in proposition 16.3.1 holds also in the case n = N2, we find∫
Mτ1τ ∩{r≥r0}
r−1−C[N2]|Y nX(high)|2dvolg
. 4(1 + τ)−1+C[N2]δ
+
∫
Mτ1τ ∩{r≥ 12 r0}
(
r−1−C[N2]| /DY N2h|2LL + 2r−1−
1
2C[N2]| /DY N2h|2(frame)
+
∑
j≤N2
r−1−δ| /DY jh|2(frame) +
∑
j≤N2
r−3−δ|Y jh|2(frame)
+ r1−C[N2]|Y N2F |2LL +
∑
j≤N2−1
2r1−
1
2C[N2]|Y jF |2(frame)
)
dvolg
Proposition 16.3.10 (L2 bounds on Y n tr/g χ(small) below top-order). Suppose that all the bootstrap
bounds hold, and also that n ≤ N2 − 1. Then∫
Mτ1τ ∩{r≥r0}
C[n]r
−1−C[n]|Y n tr/g χ(small)|2dvolg
.
(
2
C[n−1]
+
C[n]
3
δ
)
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
C[n]r
−1−C[n]| /DY nh|2(frame) + C[n]r−1+δ| /DY n+1h|2(frame)
+ C[n]r
−1+δ| /DY nh|2(frame) + C[n]r−3−δ|Y nh|2(frame)
)
dvolg
and also, for any c > 0,∫
Mτ1τ ∩{r≥r0}
cδr−1−cδ|Y n tr/g χ(small)|2dvolg
. c22(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
cδr−1−cδ| /DY nh|2(frame) + cδr−1+
1
2 δ| /DY n+1h|2(frame) + cδr−1+δ| /DY nh|2(frame)
+ cδr−3−δ|Y nh|2(frame) + 2r−3−
1
2 cδ|Y nh|2(frame)
)
dvolg
Proof. Recall proposition 9.7.19. This gives∫
Mτ1τ ∩{r≥r0}
r−1−C[n]|Y n tr/g χ(small)|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[n]|Y n tr/g χ(small)|2 + r−1−C[n]| /DY nh|2(frame)
+ 2r−3−
1
2C[n]|Y nX(frame, small)|2 + 2r−1− 12C[n]| /DY nh|2(frame)
+ 2r−1−2δ|Γ(n)(−1+C(n))|
2 + r−1−C[n]|Γ(n−1)(−1−δ)|2
)
dvolg
where, as usual, we have followed remark 16.3.2 to handle terms involving Y nX(frame).
Now, we can bound the norms of Y nX(frame, small) and tr/g χ(small) using propositions 16.3.1 and 16.3.8
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respectively, to find∫
Mτ1τ ∩{r≥r0}
r−1−C[n]|Y n tr/g χ(small)|2dvolg
.
(
2
δ(C[n])2
+

C[n]C[n−1]
+
2
δ
)
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[n]| /DY nh|2(frame) + r−1+
1
2 δ| /DY n+1h|2(frame) + r−1+
1
2 δ| /DY nh|2(frame)
+ r−3−δ|Y nh|2(frame) + 2r−1−2δ|Γ(n)(−1+C(n))|
2 + r−1−C[n]|Γ(n−1)(−1−δ)|2
)
dvolg
Next, substituting the bootstrap bounds from equation (16.13) and using C[n]  1 leads to∫
Mτ1τ ∩{r≥r0}
r−1−C[n]|Y n tr/g χ(small)|2dvolg
.
(

C[n]C[n−1]
+
2
δ
)
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[n]| /DY nh|2(frame) + r−1+δ| /DY n+1h|2(frame) + r−1+δ| /DY nh|2(frame)
+ r−3−δ|Y nh|2(frame)
)
dvolg
Proving the first part of the proposition.
Next, following almost identical calculations, we have∫
Mτ1τ ∩{r≥r0}
r−1−cδ|Y n tr/g χ(small)|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
(
r−1−cδ|Y n tr/g χ(small)|2 + r−1−cδ| /DY nh|2(frame) + 2r−3−
1
2 cδ|Y nX(frame, small)|2
+ 2r−1−
1
2 cδ| /DY nh|2(frame) + 2r−1−2δ|Γ(n)(−1+C(n))|
2 + r−1−cδ|Γ(n−1)(−1−δ)|2
)
dvolg
Again, we substitute the bounds from proposition 16.3.8 for the term involving Y n tr/g χ(small), and
the bounds from proposition 16.3.1 for the rectangular terms, and finally we use the bootstrap bounds
for the other terms, to find∫
Mτ1τ ∩{r≥r0}
r−1−cδ|Y n tr/g χ(small)|2dvolg
. 
2
δ
(
1 +
2
c2δ2
+

c2δC[n−1]
)
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−cδ| /DY nh|2(frame) + r−1+
1
2 δ| /DY n+1h|2(frame)
+ (1 + c−2δ−22)r−1+δ| /DY nh|2(frame) + r−3−δ|Y nh|2(frame)
+ 2c−1δ−1r−3−
1
2 cδ|Y nh|2(frame)
)
dvolg
Finally, using  cδ  1 proves the second part of the proposition.
Proposition 16.3.11 (L2 bounds on Y n tr/g χ(small) at top-order). Suppose that all the bootstrap bounds
hold, and also that N2 ≤ 2N1. Also suppose that, for n ≤ N1 we have
|Y nF |(frame) . (1 + r)−2+2C(n)
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Then∫
Mτ1τ ∩{r≥r0}
C[N2]r
−1−C[N2]|Y n tr/g χ(small)|2dvolg
. C[N2]δ−15(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
C[N2]r
−1−C[N2]| /DY N2h|2LL + C[N2]r−1−δ| /DY N2h|2(frame)
+ C[N2]
(
2 + (C[N2])
−2) r−1− 12C[N2]| /DY N2h|2(frame) + C[N2]r−3−δ|Y nh|2(frame)
+ C[N2]r
1−C[N2]|Y nF |2LL +
∑
j≤N2−1
C[N2]
3r1−
1
2C[N2]|Y jF |2(frame)
+ C[N2]
3r−1−2δ|Γ(N2)(−1+C(n))|
2 + C[N2]r
−1−C[n]|Γ(N2−1)(−1−δ)|2
)
dvolg
Proof. As in the proof of proposition 16.3.10, we have∫
Mτ1τ ∩{r≥r0}
r−1−C[N2]|Y n tr/g χ(small)|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[N2]|Y n tr/g χ(small)|2 + r−1−C[N2]| /DY nh|2(frame)
+ 2r−3−
1
2C[N2]|Y nX(frame, small)|2 + 2r−1− 12C[N2]| /DY nh|2(frame)
+ 2r−1−2δ|Γ(N2)(−1+C(n))|
2 + r−1−C[n]|Γ(N2−1)(−1−δ)|2
)
dvolg
As before, we can bound Y N2X(frame, small) using proposition 16.3.1, but this time we bound the
connection coefficient Y n tr/g χ(small) using proposition 16.3.9 instead of proposition 16.3.8. This gives∫
Mτ1τ ∩{r≥r0}
r−1−C[N2]|Y n tr/g χ(small)|2dvolg
. 4(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[N2]| /DY N2h|2LL + r−1−δ| /DY N2h|2(frame)
+
(
2 + (C[N2])
−2) r−1− 12C[N2]| /DY N2h|2(frame) + r−3−δ|Y nh|2(frame)
+ r1−C[N2]|Y nF |2LL +
∑
j≤N2−1
2r1−
1
2C[N2]|Y jF |2(frame)
+ 2r−1−2δ|Γ(N2)(−1+C(n))|
2 + r−1−C[n]|Γ(N2−1)(−1−δ)|2
)
dvolg
Finally, using the bootstrap bounds from equations (16.12) and (16.13) proves the proposition.
Proposition 16.3.12 (L2 bounds on the foliation density). Assuming that all the bootstrap bounds hold,
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the foliation density satisfies the following L2 estimate: for all n ≤ N2∫
Mτ1τ ∩{r≥r0}
C[n]r
−3−C[n]|Y n logµ|2dvolg
. 
(C[n])δ
(
1 +
1
δC[n−1]
)
2(N2+1−n)(1 + τ)−1+C(n)δ
+
1
(C[n])22
∫
Mτ1τ ∩{r≥r0}
(
C[n]r
−1−C[n]| /DY nh|2(frame) + C[n]r−1+
1
2 δ| /DY nh|2(frame)
+ C[n]r
−3−δ|Y nh|2(frame)
)
dvolg
and also ∫
Mτ1τ ∩{r≥r0}
cδr−3−cδ|Y n logµ|2dvolg
. c−3δ−3
(

δ
+
1
C[n−1]
)
2(N2+1−n)(1 + τ)−1+C(n)δ
+
1
cδ
∫
Mτ1τ ∩{r≥r0}
(
cδr1−cδ| /DY nh|2(frame) + c−3δ−3r−1+
1
2 δ| /DY nh|2(frame)
+ c−3δ−3r−3−δ|Y nh|2(frame)
)
dvolg
Proof. Using the third part of proposition 11.1.7 we have∫
Στ∩{r≥r0}
r−1−C[n]|Y n logµ|2dr ∧ dvolS2 . 1
C2[n]
2
∫
Στ∩{r≥r0}
r1−C[n]| /DL (Y n logµ) |2dr ∧ dvolS2
+
1
C[n]
∫
Sτ,r0
|Y n logµ|2dr ∧ dvolS2
So, using proposition 9.7.10 we have∫
Στ∩{r≥r0}
r−1−C[n]|Y n logµ|2dr ∧ dvolS2
. 1
(C[n])22
∫
Στ∩{r≥r0}
(
2r−1−C[n]|Y n logµ|2 + r−1−C[n]|Y nX¯(frame)|2
+ 2r−1−2δ|Y nX(frame, small)|2 + r1−C[n]| /DY nh|2(frame)
+ r1−
1
2C[n]|Γ(n−1)(−1+C(n−1))|
2
)
dr ∧ dvolS2
+
1
C[n]
∫
Sτ,r0
|Y n logµ|2dvolS2
The first term on the right hand side can be absorbed on the left hand side, for sufficiently large C[n].
Next, we integrate over τ and use the fact that Ω ∼ r. If we then use proposition 16.3.1 to bound
the second and third terms on the right hand side we find∫
Mτ1τ ∩{r≥r0}
r−3−C[n]|Y n logµ|2dvolg
. 1
(C[n])2δ
(
1 +
2
δ2
+
1
δC[n−1]
)
2(N2+1−n)(1 + τ)−1+C(n)δ +
1
C[n]
∫
Sτ,r0
|Y n logµ|2dr ∧ dvolS2
+
1
(C[n])22
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[n]| /DY nh|2(frame) + r−1+
1
2 δ| /DY nh|2(frame) + r−3−δ|Y nh|2(frame)
+ r1−
1
2C[n]|Γ(n−1)(−1+C(n−1))|
2
)
dvolg
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We can use the L2 bootstrap bounds of equation (16.12) to handle the last term in the integral over Στ .
Note that log µ = 0 on the surface r = r0. Hence T logµ = r /∇ logµ = 0 here. On the other hand,
rL logµ = rω, which can itself be estimated in terms of h(frame) and (Y h)(frame) (or (∂h(frame))) at
r = r0, so we can write
Y n logµ
∣∣
r=r0
=
∑
j≤n
Y jh(rect)
and so, controlling the term on the cylinder r = r0 as in proposition 16.3.1 and using  δ, we have∫
Mτ1τ ∩{r≥r0}
r−3−C[n]|Y n logµ|2dvolg
. 1
(C[n])2δ
(
1 +
1
δC[n−1]
)
2(N2+1−n)(1 + τ)−1+C(n)δ
+
1
(C[n])22
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[n]| /DY nh|2(frame) + r−1+
1
2 δ| /DY nh|2(frame) + r−3−δ|Y nh|2(frame)
+ r1−
1
2C[n]|Γ(n−1)(−1+C(n−1))|
2
)
dvolg
Finally, using the fact that  δ and the L2 bootstrap bounds proves the first part of the proposition.
Following very similar calculations, we have∫
Στ∩{r≥r0}
r−1−cδ|Y n logµ|2dr ∧ dvolS2 . 1
c2δ2
∫
Στ∩{r≥r0}
r1−cδ| /DL (Y n logµ) |2dr ∧ dvolS2
+
1
cδ
∫
Sτ,r0
|Y n logµ|2dr ∧ dvolS2
and so∫
Mτ1τ ∩{r≥r0}
r−3−cδ|Y n logµ|2dvolg
. 1
c2δ2
∫
Mτ1τ ∩{r≥r0}
(
2r−3−cδ|Y n logµ|2 + r−3−cδ|Y nX¯(frame)|2 + 2r−3−2δ|Y nX(frame, small)|2
+ r−1−cδ| /DY nh|2(frame) + r−1−
1
2 cδ|Γ(n−1)(−1+C(n−1))|
2
)
dvolg
+
1
cδ
∫ τ1
τ
(∫
Sτ′,r0
|Y n logµ|2dvolS2
)
dτ ′
Absorbing the first term by the left hand side, bounding the final term as before, and using the bootstrap
bounds and proposition 16.3.1 for the other terms, we have∫
Mτ1τ ∩{r≥r0}
r−3−cδ|Y n logµ|2dvolg
. c−4δ−4
(

δ
+
1
C[n−1]
)
2(N2+1−n)(1 + τ)−1+C(n)δ
+
1
c2δ2
∫
Mτ1τ ∩{r≥r0}
(
r1−cδ| /DY nh|2(frame) + c−4δ−4r−1+
1
2 δ| /DY nh|2(frame)
+ c−4δ−4r−3−δ|Y nh|2(frame)
)
dvolg
Remark 16.3.13. As in the case of the L2 bounds on the frame fields, the bounds established above for
the foliation density hold in the case n = N2, as well as for lower orders.
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We can use proposition 16.3.12 to control up to N2 derivatives of the foliation density. Note, however,
that we cannot use this to bound /∇2Y N2−1 logµ – a na¨ıve estimate would be to estimate this in terms
of Y N2+1 logµ, but using proposition 16.3.12 to bound this would involve N2 + 1 derivatives of h, which
we do not control. Instead, we use the following proposition.
Proposition 16.3.14 (L2 bounds on /∇2 logµ at top order). Suppose that the bootstrap bounds hold.
Suppose also that the inhomogeneous terms F(frame) satisfy the pointwise bounds
|Y nF |(frame) . 2(1 + r)−2+2C(n)
for all n ≤ N1. Also, suppose that N2 ≤ 2N1. Finally, let C[N2(j)] > 0 be any positive constant.
Then we have∫
Mτ1τ ∩{r≥r0}
C[N2(j)]r
−1−C[N2(j)]| /∇2Y N2−1 logµ|2dvolg
. C[N2(j)]δ−15(1 + τ)−1+C(N2)δ
+
∫
Mτ1τ ∩{r≥r0}
(
C[N2(j)]r
−1−(C[N2(j)]−2C(0))| /D /DTY N2−1h|2LL + C[N2(j)]r−1−δ| /DY N2h|2(frame)
+ C[N2(j)]
3r−1−
1
2C[N2(j)]| /DY N2h|2(frame) + C[N2(j)]3δ−2r−1+
1
2 δ| /DY N2h|2(frame)
+ C[N2(j)]r
−3−δ|Y N2h|2(frame) + C[N2(j)]r1−C[N2(j)]| /DTY N2−1F |2LL
+
∑
j≤N2−1
C[N2(j)]
3r1−
1
2C[N2(j)]|Y jF |2(frame) +
∑
k≤N2
C[N2(j)]r
−1|Y kF |(frame)
)
dvolg
Proof. Recall proposition 9.7.21, which gives
/∆Z n−1 logµ = Γ(0)(−1−δ)Y
n logµ+ (1 + Γ
(0)
(C(0))
) /DTY
n−1 tr/g χ(small) + r
−1Y nζ + r−1( /DY nh)(frame)
+
∑
j+k≤n−1
(Y jF )(rect)Γ
(k)
(C(k),large)
+
∑
j+k≤n
Γ
(j)
(−1+C(j))Γ
(k)
(−1+C(k))
(16.17)
Now, proposition 10.0.1 gives us∫
Sτr
| /∇2Z n−1 logµ|2dvolS2
.
∫
Sτr
(| /∆Z n−1 logµ|2 +K| /∇Z n−1 logµ|2 + | /∇K|| /∇Z n−1 logµ||Z n−1 logµ|) dvolS2
where we recall that K is the Gauss curvature of the sphere Sτ,r with respect to the metric /g. Using the
pointwise bounds on up to three derivatives of the metric, we find that∫
Sτ,r
| /∇2Z n−1 logµ|2dvolS2
.
∫
Sτ,r
(| /∆Z n−1 logµ|2 + r−4|Y n logµ|2 + r−3| /∇Z n−1 logµ||Z n−1 logµ|) dvolS2
.
∫
Sτ,r
(| /∆Z n−1 logµ|2 + r−4|Y n logµ|2 + r−4|Z n−1 logµ|) dvolS2
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and so, using remark 16.3.2 to control the derivatives of the frame fields, we find∫
Mτ1τ ∩{r≥r0}
r−1−
1
2C[N2]| /∇2Y N2−1 logµ|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
r−1−C[N2(j)]
(
2r−2−2δ|Y N2 logµ|2 + (1 + 2r2C(0)) | /DTY N2−1 tr/g χ(small)|2
+ r−2|Y N2ζ|2 + r−2| /DY N2h|2(frame)
+ r2
∑
j+k≤N2−1
|Y jF |2(frame)|Γ(k)(−1+C(k))|
2 +
∑
j≤N2−1
|Y jF |2(frame)
+
∑
k+`≤N2
|Γ(k)(−1+C(k))|
2|Γ(`)(−1+C(`))|
2
)
dvolg
Now, using the fact that N2 ≤ 2N1, we can use pointwise bootstrap bounds for Γ(≤N1)(−1+C(≤N1)) along with
the bounds assumed in the proposition for F to bound the quadratic terms, to find∫
Mτ1τ ∩{r≥r0}
r−1−C[N2(j)]| /∇2Y N2−1 logµ|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
(
r−1−(C[N2(j)]−2C(0))| /DTY N2−1 tr/g χ(small)|2 + 2r−3|Γ(N2)(−1+C(N2))|
2
+ r−3| /DY N2h|2 +
∑
j≤N2
r−1|Y jF |(frame) + r−3|Y N2ζ|2
)
dvolg
Next, we use proposition 16.3.7 to bound the term involving Y N2ζ, and the bootstrap bounds from
equation (16.12) to obtain∫
Mτ1τ ∩{r≥r0}
r−1−C[N2(j)]| /∇2Y N2−1 logµ|2dvolg
. δ−14(1 + τ)−1+C(N2)δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−(C[N2(j)]−2C(0))| /DTY N2−1 tr/g χ(small)|2 + 2δ−2r−1+
1
2 δ| /DY N2h|2(frame)
+ r−1−δ| /DY N2h|2(frame) + 2δ−1r−3−δ|Y N2h|2(frame) +
∑
j≤N2
r−1|Y jF |(frame)
)
dvolg
Finally, we use proposition 16.3.9 to find∫
Mτ1τ ∩{r≥r0}
r−1−C[N2]| /∇2Y N2−1 logµ|2dvolg
. (1 + δ−1)4(1 + τ)−1+C(N2)δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−(C[N2(j)]−2C(0))| /D /DTY N2−1h|2LL + r−1−δ| /DY N2h|2(frame)
+ 2r−1−
1
2C[N2(j)]| /DY N2h|2(frame) + 2δ−2r−1+
1
2 δ| /DY N2h|2(frame)
+ (1 + 2δ−1)r−3−δ|Y N2h|2(frame) + r1−C[N2(j)]| /DTY N2−1F |2LL
+
∑
j≤N2−1
2r1−
1
2C[N2(j)]|Y jF |2(frame) +
∑
k≤N2
r−1|Y kF |(frame)
)
dvolg
Now, δ  1 proves the proposition.
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Proposition 16.3.15 (L2 bounds on χˆ below top-order). Suppose that the bootstrap assumptions hold.
Then for all n ≤ N2 − 1 we have∫
Mτ1τ ∩{r≥r0}
δr−1+(
1
2−c[n])δ|Y nχˆ|2dvolg
. 2(1 + c−1[n] )
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥ 12 r0}
(
δr−1+(
1
2−c[n])δ| /DY n+1h|2(frame) + δr−1+
1
2 δ| /DY nh|2(frame)
+ 2δr−1−δ| /DY nh|2(frame) + δr−1−δ| /DY nh|2(frame) + δr−3−δ|Y nh|2(frame)
)
dvolg
Proof. Recall proposition 9.7.16. This gives us
/DL
(
r2Y nXˆ
)
= Γ
(0)
(−1)r
2Y nX(low) + rΓ(0)(C(0))( /DY
n+1h)(frame)
+ rΓ
(0)
(C(0),large)
( /DZ h(rect))(Y
nX(frame)) + rΓ
(1)
(C(1)+C(0),large)
( /DY nh(rect))
+ r2Γ
(0)
(−1−δ+C(0))( /DY
nh)(frame) + Γ
(0)
( 12+δ)
Γ
(n)
(−1+C(n)) + r
2Γ
(0)
(−1−δ+C(0))Γ
(n)
(−1−δ)
+ rΓ
(n−1)
(−1−δ+C(0))
Note that, apart from an additional factor of rC(0) in some of the error terms, Y nχˆ satisfies a trans-
port equation with an identical schematic form to that satisfied by Y n tr/g χ(low) (see proposition 16.3.8).
Indeed, these additional factors only multiply terms involving the fields h(frame) and its derivatives.
Hence, following an identical set of computations, we find
∫
Mτ1τ ∩{r≥r0}
r−1+(
1
2−c[n])δ|Y nXˆ |2dvolg
. 2δ−1(1 + c−1[n] )
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥ 12 r0}
(
r−1+(
1
2−c[n])δ| /DY n+1h|2(frame) + r−1+
1
2 δ| /DY nh|2(frame)
+ 2r−1−δ| /DY nh|2(frame) + r−1−δ| /DY nh|2(frame) + r−3−δ|Y nh|2(frame)
)
dvolg
Now, we need to relate Y nXˆ to Y nχˆ. Proposition 9.7.16 gives
Y nXˆ = Y nχˆ+ ( /DY nh)(frame) + (∂¯h(rect))Γ(0)(0,large)(Y nX(frame)) + Γ(n)(−δ)Γ(0)(−1+C(0))
+ Γ
(0)
(−δ)Γ
(n)
(−1+C(n)) + Γ
(n−1)
(−1−δ)
and so, in the region r ≥ r0
|Y nχˆ| . |Y nXˆ |+ | /DY nh|(frame) + |∂¯h(rect)||Y nX(frame)|+ r−1+C(0)|Γ(n)(−δ)|
+ r−δ|Γ(n)(−1+C(n))|+ |Γ
(n−1)
(−1−δ)|
Using this, it is easy to see that Y nχˆ satisfies the same bound in L2 as Xˆ .
Note that the proposition above also “loses” a derivative, so it cannot be used to bound Y N2 χˆ. For
this, we need the following proposition.
Proposition 16.3.16 (L2 bounds on χˆ at top order). Suppose that the bootstrap bounds hold. Suppose
also that the inhomogeneous terms F(frame) satisfy the pointwise bounds
|Y nF |(frame) . 2(1 + r)−2+2C(n)
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for all n ≤ N1. Also, suppose that N2 ≤ 2N1. Finally, suppose that
C[N2(T )] ≤ C[N2] − 2C(0)
Then we have∫
Mτ1τ ∩{r≥r0}
C[N2(j)]r
−1−C[N2(j)]
(|Y N2 χˆ|2)dvolg
. C[N2(j)]δ−15(1 + τ)−1+C(N2)δ∫
Mτ1τ ∩{r≥r0}
(
C[N2(j)]r
−1−C[N2(j+1)]| /D /DTY N2−1h|2LL + C[N2(j)]r−1−C[N2(j)]| /DY N2h|2LL
+ C[N2(j)]r
−1−δ| /DY N2h|2(frame) + C[N2(j)]3r−1−
1
2C[N2(j)]| /DY N2h|2(frame)
+ C[N2(j)]r
−1−C[N2(j)]| /DY nh|2(frame) + C[N2(j)]r−3−δ|Y N2h|2(frame)
+ C[N2(j)]r
1−C[N2(j)]| /DTY N2−1F |2LL +
∑
j≤N2−1
C[N2(j)]
3r1−
1
2C[N2(T )]|Y jF |2(frame)
+
∑
j≤N2
C[N2(j)]r
−1|Y jF |(frame)
)
dvolg
Proof. The proof of this proposition is perhaps the most complicated of any of the top-order L2 estimates
which we need to prove, since we have to consider each of the commutator operators /DT , r /DL and r /∇
in turn.
First, we examine /DTY
n−1χˆ. Using proposition 9.7.18 we have∫
Mτ1τ ∩{r≥r0}
r−1−C[N2(j)]| /DTY n−1χˆ|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
r−1−C[N2(j)]
(
r−2| /DY N2h|2(frame) + | /∇2Y N2−1 logµ|2 + 2r−2+2C(1)|Γ(N2)(−1+C(N2))|
2
+ |Γ(n−1)(−1+C(N2−1))|
2
)
dvolg
and we can use proposition 16.3.14 to bound the term involving /∇2Z n−1 logµ, together with the point-
wise bootstrap bounds, to obtain∫
Mτ1τ ∩{r≥r0}
r−1−C[N2]| /DTY n−1χˆ|2dvolg
. δ−14(1 + τ)−1+C(N2)δ∫
Mτ1τ ∩{r≥r0}
(
r−1−C[N2(j+1)]| /D /DTY N2−1h|2LL + r−1−δ| /DY N2h|2(frame)
+ 2r−1−
1
2C[N2(j)]| /DY N2h|2(frame) + 2δ−2r−1+
1
2 δ| /DY N2h|2(frame)
+ r−3−δ|Y N2h|2(frame) + r1−C[N2(j)]| /DTY N2−1F |2LL
+
∑
j≤N2−1
2r1−
1
2C[N2(j)]|Y jF |2(frame) +
∑
j≤N2
r−1|Y jF |(frame)
)
dvolg
(16.18)
Next, we examine r /DLY
n−1χˆ. Using proposition 9.7.16 we have, schematically,
r /DL(Y
n−1χˆ) = ( /DY nh)(frame) + Γ
(n−1)
(−1−δ)
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and so ∫
Mτ1τ ∩{r≥r0}
r−1−C[N2]|r /DLY N2−1χˆ|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
r−1−C[N2]
(
| /DY N2h|2(frame) + |Γ(N2−1)(−1−δ)|2
)
dvolg
. 4(1 + τ)−1+C(N2)δ +
∫
Mτ1τ ∩{r≥r0}
r−1−C[N2]| /DY nh|2(frame)dvolg
(16.19)
Finally, we treat the case where the final commutation operator applied is an angular derivative. In
this case, we can first use proposition 10.0.4 (together with the pointwise bounds on Ω and K) to obtain
the bound ∫
Sτ,r
(| /∇Y N2−1χˆ|2) dvolS2 . ∫
Sτ,r
(| /divY N2−1χˆ|2 + r−2|Y N2−1χˆ|2)dvolS2
and then we can use proposition 9.7.17 to bound ( /divY N2−1χˆ), which shows∫
Στ∩{r≥r0}
r1−C[N2]
(|r /∇Y n−1χˆ|2) dr ∧ dvolS2
.
∫
Στ∩{r≥r0}
r1−C[N2]
(
r−2| /DY N2h|2(frame) + r−2|Y N2 tr/g χ(small)|2 +
∑
j≤N2−1
r−2|Γ(j)(−1+C(j))|
2
+
∑
j+k≤N2−1
|Γ(j)(−1+C(j))|
2|Γ(k)(−1−δ)|2
)
r2dr ∧ dvolS2
.
∫
Στ∩{r≥r0}
(
r−1−C[N2]| /DY N2h|2(frame) + r−1−C[N2]|Y N2 tr/g χ(small)|2 + r−1−C[N2]|Γ(N2−1)(−1+C(n−1))|
2
+ 2r−1−
1
2C[N2] |Γ(N2−1)(−1−δ)|2
)
r2dr ∧ dvolS2
Integrating over τ and using Ω ∼ r, we can then use proposition 16.3.9 to bound the term involving
Y N tr/g χ(small) and the L
2 bootstrap bounds from equation (16.12) to find∫
Mτ1τ ∩{r≥r0}
r−1−C[N2]
(|r /∇Y n−1χˆ|2) dvolg
. 4(1 + τ)−1+C(N2)δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[N2]| /DY N2h|2LL + 2r−1−
1
2C[N2]| /DY N2h|2(frame) + r−1−C[N2]| /DY N2h|2(frame)
+ r−1−δ| /DY N2h|2(frame) + r−3−δ|Y N2h|2(frame)
+ r1−C[N2]|Y N2F |2LL +
∑
j≤N2−1
2r1−
1
2C[N2]|Y jF |2(frame)
)
dvolg
(16.20)
Combining equations (16.18), (16.19) and (16.20) proves the proposition.
Proposition 16.3.17 (L2 bounds on Y nχˆ below top-order). Suppose that the bootstrap bounds hold.
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Then for all n ≤ N2 the quantity Y nχˆ obeys the bound∫
Mτ1τ ∩{r≥r0}
r−1−C[n]|Y nχˆ|2dvolg
. 2(N2+2−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[n]| /DY nh|2(frame) + r−1+δ| /DY n+1h|2 + r−1+δ| /DY nh|2
+ r−3−C[n]|Y nh|2(frame)
)
dvolg
and also∫
Mτ1τ ∩{r≥r0}
cδr−1−cδ|Y nχˆ|2dvolg
. c2(1 + c−1[n] )
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
cδr−1−C[n]| /DY nh|2(frame) + cδr−1+
1
2 δ| /DY n+1h|2 + cδr−1+ 12 δ| /DY nh|2
+ cδr−3−C[n]|Y nh|2(frame) + cδ2r−1−2δ|Γ(n)(−1+C(n))|
2 + cδr−1−C[n]|Γ(n−1)(−1−δ)|2
)
dvolg
Proof. Recall proposition 9.7.20, which provides the schematic expression
Y nχˆ = Y nχˆ+ ( /DY nh)(frame) + Γ
(0)
(−1,large)(Y
nh)(frame) + Γ
(0)
(−1+C(0))(Y
nX(frame)) + Γ
(0)
(−δ)Γ
(n)
(−1+C(n))
+ Γ
(n−1)
(−1+2C(n−1))
and so we have∫
Mτ1τ ∩{r≥r0}
r−1−C[n]|Y nχˆ|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[n]|Y nχˆ|2 + r−1−C[n]| /DY nh|2(frame) + r−3−C[n]|Y nh|2(frame)
+ 2r−3−
1
2C[n]|Y nX(frame, small)|2 + 2r−1−2δ|Γ(n)(−1+C(n))|
2
+ r−1−C[n]|Γ(n−1)(−1−δ)|2
)
dvolg
Now, bounding the term involving Y nX(frame, small) using proposition 16.3.1 and the term involving
Y nχˆ using proposition 16.3.15, and using the fact that  δ, we have∫
Mτ1τ ∩{r≥r0}
r−1−C[n]|Y nχˆ|2dvolg
. δ−12(1 + c−1[n] )
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[n]| /DY nh|2(frame) + r−1+
1
2 δ| /DY n+1h|2 + r−1+ 12 δ| /DY nh|2
+ r−3−C[n]|Y nh|2(frame) + 2r−1−2δ|Γ(n)(−1+C(n))|
2 + r−1−C[n]|Γ(n−1)(−1−δ)|2
)
dvolg
Finally, using the L2 bootstrap bounds for the last two terms proves the first part of the proposition.
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Following very similar computations, we have∫
Mτ1τ ∩{r≥r0}
r−1−cδ|Y nχˆ|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
(
r−1−cδ|Y nχˆ|2 + r−1−cδ| /DY nh|2(frame) + r−3−cδ|Y nh|2(frame)
+ 2r−3−
1
2 cδ|Y nX(frame, small)|2 + 2r−1−2δ|Γ(n)(−1+C(n))|
2 + r−1−cδ|Γ(n−1)(−1−δ)|2
)
dvolg
again, substituting for Y nX(frame, small) using proposition 16.3.1 and the term involving Y
nχˆ using
proposition 16.3.15, and using the fact that  cδ  1 we have∫
Mτ1τ ∩{r≥r0}
r−1−cδ|Y nχˆ|2dvolg
. δ−12(1 + c−1[n] )
2(N2+1−n)(1 + τ)−1+C(n)δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[n]| /DY nh|2(frame) + r−1+
1
2 δ| /DY n+1h|2 + r−1+ 12 δ| /DY nh|2
+ r−3−C[n]|Y nh|2(frame) + 2r−1−2δ|Γ(n)(−1+C(n))|
2 + r−1−C[n]|Γ(n−1)(−1−δ)|2
)
dvolg
Again, bounding the final two terms using the L2 bootstrap bounds in equation (16.12) proves the second
part of the proposition.
Proposition 16.3.18 (L2 bounds on Y nχˆ at top-order). Suppose that the bootstrap bounds hold. Sup-
pose also that the inhomogeneous terms F(frame) satisfy the pointwise bounds
|Y nF |(frame) . 2(1 + r)−2+2C(n)
for all n ≤ N1. Also, suppose that N2 ≤ 2N1.
Then we have∫
Mτ1τ ∩{r≥r0}
C[N2]r
−1−C[N2]|Y N2 χˆ|2dvolg
. C[N2]δ−15(1 + τ)−1+C(N2)δ
+
∫
Mτ1τ ∩{r≥r0}
(
C[N2]r
−1−(C[N2]−2C(0))| /D /DTY N2−1h|2LL + C[N2]r−1−C[N2]| /DY N2h|2(frame)
+ C[N2]r
−1−δ| /DY N2h|2(frame) + C[N2]3r−1−
1
2C[N2(T )]| /DY N2h|2(frame)
+ C[N2]r
−1− 12C[N2]| /DY nh|2(frame) + C[N2]r−3−C[N2]|Y N2h|2(frame)
+ C[N2]r
1−C[N2]| /DTY N2−1F |2LL +
∑
j≤N2−1
C[N2]
3r1−
1
2C[N2]|Y jF |2(frame)
+
∑
j≤N2
C[N2]r
−1|Y jF |(frame)
)
dvolg
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Proof. As in proposition 16.3.17 we have∫
Mτ1τ ∩{r≥r0}
r−1−C[N2(j)]|Y N2 χˆ|2dvolg
.
∫
Mτ1τ ∩{r≥r0}
(
r−1−C[N2(j)]|Y N2 χˆ|2 + r−1−C[N2(j)]| /DY N2h|2(frame) + r−3−C[N2(j)]|Y N2h|2(frame)
+ 2r−3−
1
2C[N2(j)]|Y N2X(frame, small)|2 + 2r−1−2δ|Γ(N2)(−1+C(N2))|
2
+ r−1−C[N2(j)]|Γ(N2−1)(−1−δ)|2
)
dvolg
This time, we substitute for Y N2 χˆ from proposition 16.3.16. We also substitute for Y N2X(frame, small)
from proposition 16.3.1 and for the final two terms using the bootstrap bounds in equations (16.12) and
(16.13) to obtain∫
Mτ1τ ∩{r≥r0}
r−1−C[N2]|Y N2 χˆ|2dvolg
. δ−14(1 + τ)−1+C(N2)δ
+
∫
Mτ1τ ∩{r≥r0}
(
r−1−(C[N2]−2C(0))| /D /DTY N2−1h|2LL + r−1−C[N2]| /DY N2h|2(frame)
+ r−1−δ| /DY N2h|2(frame) + 2r−1−
1
2C[N2(T )]| /DY N2h|2(frame)
+ r−1−
1
2C[N2]| /DY nh|2(frame) + r−3−C[N2]|Y N2h|2(frame) + r1−C[N2]| /DTY N2−1F |2LL
+
∑
j≤N2−1
2r1−
1
2C[N2]|Y jF |2(frame) +
∑
j≤N2
r−1|Y jF |(frame)
)
dvolg
16.4 Putting together the L2 estimates
The bounds in the previous subsection allow us to relate L2 bounds for the various geometric quantities
to L2 bounds for the components of h. As we saw in section 16.2, these are the kinds of terms which
appear when commuting systems wave equations with the operators Y n.
In this section, we will return to the system of wave equations (16.1) and finally produce bounds on
the inhomogenous terms after commuting. In other words, we will start with a known system of wave
equations (satisfying the weak null condition) and produce bounds (in L2) for the inhomogeneity after
commuting n times with the commutation operators Y , where n ranges from 0 to N2. Note that we
have already produced such a bound in the case n = 0 in section 16.1.
Proposition 16.4.1 (L2 bounds for the inhomogeneous terms after commuting). Let φ(A) be a set of
scalar fields satisfying the equations
˜gφ(A) = F(A,0)
F(A,0) = F
(0)
(A,0) +
(
F
(BC)
(A,0)
)µν
(∂µφB)(∂νφC) +O
(
φ(∂φ)2
)
where we further decompose
F
(0)
(A,0) = F
(0)
(A,0,1) + F
(0)
(A,0,2) + F
(0)
(A,0,3)
= F
(0)
(A,0,4) + F
(0)
(A,0,5) + F
(0)
(A,0,6)
and we define (schematically)
F
(0)
(A,n) := Y
nF
(0)
(A,0)
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We require that the tensor fields F
(BC)
(A,0) have constant rectangular components
4. Also, we suppose
that they satisfy the structural equations(
F
(BC)
(A,0)
)µν
=
(
F
(CB)
(A,0)
)µν
(
F
(BC)
(A,0)
)
LL
= 0 if φ(A) ∈ Φ[0](
F
(BC)
(A,0)
)
LL
= 0 if φ(A) ∈ Φ[n] and either
{
φ(B) ∈ Φ[n+1]
φ(B) ∈ Φ[n] and φ(C) ∈ Φ[m] , m ≥ 1
Suppose moreover that the terms F
(0)
(A,n) satisfy the following conditions: if φ(A) ∈ Φ[0], then∫
Mττ0
−1
(
(1 + r)1−C[0,0]|F (0)(A,0)|2 + (1 + r)
1
2 δ(1 + τ)1+δ|F (0)(A,0,1)|2 + (1 + r)1−3δ(1 + τ)2β |F (0)(A,0,2)|2
+ (1 + r)1+
1
2 δ|F (0)(A,0,3)|2
)
dvolg .
1
C[0,0]
2(N2+2)(1 + τ)−1
∫
Mττ0∩{r≥r0}
−1
(
r1−C[0,0](1 + τ)1+δ|F (0)(A,0,4)|2 + r2−C[0,0]−2δ(1 + τ)2β |F (0)(A,0,5)|2
+ r2−C[0.0]|F (0)(A,0,6)|2
)
dvolg .
1
C[0,0]
2(N2+2)
and in general, if φ(A) ∈ Φ[m], then for 0 ≤ n ≤ N2∫
Mττ0
−1
(
(1 + r)1−C[n,m]|F (0)(A,n)|2 + (1 + r)
1
2 δ(1 + τ)1+δ|F (0)(A,n,1)|2 + (1 + r)1−3δ(1 + τ)2β |F (0)(A,n,2)|2
+ (1 + r)1+
1
2 δ|F (0)(A,n,3)|2
)
dvolg .
1
C[n,m]
2(N2−n+2)(1 + τ)−1+C(n,m)δ
∫
Mττ0∩{r≥r0}
−1
(
r1−C[n,m](1 + τ)1+δ|F (0)(A,n,4)|2 + r2−C[n,m]−2δ(1 + τ)2β |F (0)(A,n,5)|2
+ r2−C[n,m]|F (0)(A,n,6)|2
)
dvolg .
1
C[n,m]
2(N2−n+2)(1 + τ)C(n,m)δ
Furthermore, suppose that both the pointwise bounds and the L2 bounds of chapter 12 hold.
Define F(A,n) as follows: if Y
n contains no factors of the operator r /DL, then we define
/˜gY nφ(A) = F(A,n)
otherwise, if Y n contains k factors of the operator r /DL, k ≥ 1, then we define
/˜gY nφ(A) − k /∆Y n−1φ(A) − (2k − 1)r−1 /DL(r /DLY n−1φ)− (2k − 1)r−1 /DL(Y n−1φ) = F(A,n)
Then, for all sufficiently small , we can decompose F(A,n) as
F(A,n) = F(A,n,1) + F(A,n,2) + F(A,n,3)
= F(A,n,4) + F(A,n,5) + F(A,n,6)
4Note that this condition can be weakened: see the footnotes to proposition 16.1.1
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where, if φ(A) ∈ Φ[m], then we have∫
Mττ0
−1
(
(1 + r)1−C[n,m]|F(A,n)|2 + (1 + r) 12 δ(1 + τ)1+δ|F(A,n,1)|2 + (1 + r)1−3δ(1 + τ)2β |F(A,n,2)|2
+ (1 + r)1+
1
2 δ|F(A,n,3)|2
)
dvolg .
(
1
C[n,m]
+
2
δ6
)
2(N2+2−n)(1 + τ)−1+C(n)δ
∫
Mττ0∩{r≥r0}
−1
(
r1−C[n,m](1 + τ)1+δ|F(A,n,4)|2 + r2−C[n,m]−2δ(1 + τ)2β |F(A,n,5)|2
+ r2−C[n,m]|F(A,n,6)|2
)
dvolg .
(
1
C[n,m]
+
2
δ6
)
2(N2+2−n)(1 + τ)C(n)δ
Finally, we define F(A,N2(j)) as follows: if Y
N2−j contains k factors of the operator r /DL, k ≥ 1,
then we define
/˜g( /DT )jY N2−jφ(A) − k /∆( /DT )jY N2−1−jφ(A) − (2k − 1)r−1 /DL(r /DL( /DT )jY N2−1−jφ)
− (2k − 1)r−1 /DL( /DT )jY N2−1−jφ) = F(A,N2(j))
then we have∫
Mττ0
−1
(
(1 + r)1−C[N2(j),m]|F(A,N2(j))|2 + (1 + r)
1
2 δ(1 + τ)1+δ|F(A,N2(j),1)|2
+ (1 + r)1−3δ(1 + τ)2β |F(A,N2(j),2)|2 + (1 + r)1+
1
2 δ|F(A,N2(j),3)|2
)
dvolg
.
(
1
C[N2(j+1),m]
+
2
δ6
)
4(1 + τ)−1+C(N2(j))δ
∫
Mττ0∩{r≥r0}
−1
(
r1−C[N2(j),m](1 + τ)1+δ|F(A,[N2(j),4)|2 + r2−C[N2(j),m]−2δ(1 + τ)2β |F(A,[N2(j),5)|2
+ r2−C[N2(j),m]|F(A,[N2(j),6)|2
)
dvolg .
(
1
C[N2(j+1),m]
+
2
δ6
)
4(1 + τ)C(N2(j))δ
and∫
Mττ0
−1
(
(1 + r)1−C[N2(j),m]|F(A,N2(N2))|2 + (1 + r)
1
2 δ(1 + τ)1+δ|F(A,N2(N2),1)|2
+ (1 + r)1−3δ(1 + τ)2β |F(A,N2(N2),2)|2 + (1 + r)1+
1
2 δ|F(A,N2(N2),3)|2
)
dvolg
.
(
1
C[N2(N2),m]
+
2
δ6
)
4(1 + τ)−1+C(N2(N2))δ
∫
Mττ0∩{r≥r0}
−1
(
r1−C[N2(N2),m](1 + τ)1+δ|F(A,[N2(N2),4)|2
+ r2−C[N2(N2),m]−2δ(1 + τ)2β |F(A,[N2(N2),5)|2 + r2−C[N2(N2),m]|F(A,[N2(N2),6)|2
)
dvolg
.
(
1
C[N2(N2),m]
+
2
δ6
)
4(1 + τ)C(N2(N2))δ
Proof. Consider the field φ(A) ∈ Φ[m], which satisfies the equation ˜gφ(A) = F(A,0). We claim that
Y nF(A,0) satisfies the following bound, if n ≤ 2N1:
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|Y nF(A,0)| . (1 + r)−1| /DY nφ[m]|+ (1 + r)−1+C(0,m)| /DY nφ[0]|+ (1 + r)−1+C(0,m−1)| /DY nφ[m−1]|
+ (1 + r)−1−δ| /DY nφ|+ (1 + r)−1+C[n,N] | /DY nφ|+ (1 + r)−2+δ|Y nφ|
+
∑
j≤n/2
(1 + r)−1+C(j,N) |Γ(j−n)−1+C(j−1)|+ |F
(0)
(A,n)|
where we recall that φ[m] stands for any field in the set Φ[m], and we also recall that we write φ to stand
for any of the fields φ ∈ Φ[N ], where Φ[N ] represents the “highest” level of the hierarchy.
First, for n = 0, by the conditions on F we have, schematically,
F(A,0) = F
(0)
(A,0) + (F
(BC)
(A) )(∂φ[m])(∂φ[0]) + (F
(BC)
(A) )(∂φ[m−1])(∂φ[m−1]) + (F
(BC)
(A) )(∂φ)(∂¯φ)
+ (∂φ)2(φ) + cubic terms
(16.21)
where the cubic terms are easier to bound than those which we have displayed explicitly.
Therefore, using the pointwise bounds on the fields together with the fact that the frame components
F
(BC)
(A) are uniformly bounded, we find that
|F(A,0)| . |F (0)(A,0)|+ r−1|∂φ[m]|+ r−1+C(0,m)|∂φ[0]|+ r−1+C(0,m−1)|∂φ[m−1]|+ r−1−δ|∂φ|
+ r−1+C(0,N)|∂¯φ|+ 2r−2+C(0,N)|φ|
Now, we return to equation (16.21) and apply the operator Y n. Note that, since the rectangular
components of F
(BC)
(A) are constants, we have
Y n
(
(F
(BC)
(A) )(frame)
)
.
∑
j+k≤n
|Y jX(frame)||Y kX(frame)|
Hence we obtain, schematically,
Y nF(A,0) = F
(0)
(A,n) + (F
(BC)
(A) )(∂φ[0])( /DY
nφ[m]) + (F
(BC)
(A) )(∂φ[m])( /DY
nφ[0])
+ (F
(BC)
(A) )(∂φ[m−1])( /DY
nφ[m−1]) + (F
(BC)
(A) )(∂φ)( /DY
nφ)
+ (F
(BC)
(A) )(∂¯φ)( /DY
nφ) + (∂φ)(φ)( /DY nφ) + (∂φ)2(Y nφ)
+ (Y nX(frame, small))(∂φ)
2 +
∑
j+k≤n
j,k≤n−1
(
Γ
(j)
(−1+C(j))
)(
Γ
(k)
(−1+C(k))
)
Before we go any further, we should note that it is not the case that Y nF(A,0) = F(A,n). Indeed, this
would only be the case if the operators Y commuted with the (modified) wave operator /˜, which they
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do not. Instead, recall proposition 16.2.5. Combining this with the equation above, we have
F(A,n) = F
(0)
(A,n) + (F
(BC)
(A) )(∂φ[0])( /DY
nφ[m]) + (F
(BC)
(A) )(∂φ[m])( /DY
nφ[0])
+ (F
(BC)
(A) )(∂φ[m−1])( /DY
nφ[m−1]) + (F
(BC)
(A) )(∂φ)( /DY
nφ)
+ (F
(BC)
(A) )(∂¯φ)( /DY
nφ) + (∂φ)(φ)( /DY nφ) + (∂φ)2(Y nφ)
+ (Y nX(frame, small))(∂φ)
2 +
∑
j+k≤n
j,k≤n−1
(
Γ
(j)
(−1+C(j))
)(
Γ
(k)
(−1+C(k))
)
+ r−1 /D(Y ≤n−1φ(A)) + Γ
(1)
(−1+C(1)) /D(Y
nφ(A)) + Γ
(0)
(−1)( /DY
nφ(A))
+
r−1(∂φ(A))(∂¯φ(A))
r−1Y φ(A)
( /DY nh)
(frame)
+ (∂φ(A))( /DY
nh)LL + (∂φ(A))
(
/DY nh
)
(frame)
+
 (∂φ(A))r(∂¯φ(A))
Y φ(A)
( /˜gY n−1h)
(frame)
+ (∂φ(A))Y
n tr/g χ(small) + (∂¯φ(A))(r /∇2Z n−1 logµ)
+
(
r−1( /DY φ(A))
Γ
(1)
(−2+C(1))(Y φ)
)
(Y n logµ) +
∑
j+k≤n+1
j≤n−1
k≤n−1
Γ
(j)
(−1+C(j))( /DY
kφ(A))
+
∑
j+k≤n
j≤n−1
k≤n−1
r /˜g(Z jh)(frame)( /DY kφ(A)) +
∑
j+k≤n+1
j≤n−1
k≤n−1
Γ
(j)
(−2+2C(j))(Y
kφ(A))
(16.22)
The first bound we will consider is the one which does not allow for any decomposition of F(A,n):
that is, we will produce a bound on∫
Mττ0∩{r≥r0}
−1(1 + r)1−C[n,m]|F(A,n)|2dvolg
For this purpose, we use pointwise bounds with the maximum decay in r, for example, we use the
pointwise bounds
|Γ(j)(−1+C(j))| . (1 + r)
(−1+C(j))
which holds for j ≤ N1. Since 2N1 ≤ N2, we can use the pointwise bounds on at least one of each of the
factors in every quadratic term in equation (16.22) (in particular, we use the improved pointwise bounds
on ∂Y ≤1φ(A) and ∂¯Y ≤1φ(A)), to obtain the bound
|F(A,n)| . |F (0)(A,n)|+ (1 + r)−1| /DY nφ[m]|+ (1 + r)−1+C(0,m)| /DY nφ[0]|
+ (1 + r)−1+C(0,m−1)| /DY nφ[m−1]|+ (1 + r)−1+C(0,N)| /DY nφ|+ (1 + r)−1−δ| /DY nφ|
+ 2(1 + r)−2+2C(0,N)|Y nφ|+ 2(1 + r)−2+2C(0,N)|Y nX(frame, small)|
+ (1 + r)−1+C(N1)|Γ(n−1)(−1+C(n−1))|+ r
−1| /DY ≤n−1φ(A)|
+ 3(1 + r)−1+C(1)| /DY nφ(A)|+ 3(1 + r)−1| /DY nφ(A)|+ 3(1 + r)−1−δ| /DY nh|(frame)
+ 3(1 + r)−1+C(0,m)| /DY nh|LL + 3(1 + r)−1+C(0,m)| /DY nh|(frame)
+ 3(1 + r)−
1
2+δ| /˜gY n−1h|(frame) + 5(1 + r)−1+C(0,m)|Y n tr/g χ(small)|
+ |Y φ(A)|| /∇2Z n−1 logµ|+ 5(1 + r)−2−δ|Y n logµ|+
∑
j+k≤n
j,k≤n−1
r| /˜g(Z jh)(frame)|| /DY kφ(A)|
+ 3(1 + r)−2+2C(N)|Y ≤n−1φ(A)|
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We need to further estimate a couple of these terms. First, recall that we write(
/˜g(Z jh)
)
(frame)
= (F (j))(frame)
and, for n ≤ N1 we have
|F (j)|(frame) . 2(1 + r)−2+2C(j)
Similarly, we have, schematically,
( /˜gY n−1h)(frame) − ( /∆Y n−2h)(frame) − (2k − 1)r−1 /DL(Y n−1h)(frame) − (2k − 1)r−1 /DL(Y n−2h)(frame)
= (F (n−1))(frame)
where k is the number of times the operator r /DL appears in the expansion of Y
n−1 (c.f. proposition
16.2.5). Hence, we have
| /˜gY n−1h|(frame) . r−1| /DY n−1h|(frame) + r−1| /DY n−2h|(frame) + |F (n−1)|(frame)
Next, we bound the term |Y φ(A)|| /∇2Z n−1 logµ|. We do this in two different ways, depending on
whether n = N2 or n ≤ N2 − 1. If n ≤ N2 − 1 then we can use the bound
|Y φ(A)| . 5(1 + r)− 12+δ(1 + τ)−β
to bound this term as
|Y φ(A)|| /∇2Z n−1 logµ| . 5(1 + r)− 52+δ(1 + τ)−β |Y n+1 logµ|2
On the other hand, in the case n = N2 we bound this term using the bound
|Y φ(A)| . 5(1 + r)−1+C[N1](1 + τ)C(N1)δ
to bound it as
|Y φ(A)|| /∇2Y N2−1 logµ| . 5(1 + r)−1+C[N1](1 + τ)C(N1)δ| /∇2Y N2−1 logµ|
315
Putting these calculations together, we have, for n ≤ N2 − 1,∫
Mτ1τ
−1(1 + r)1−C[n,m]|F(A,n)|2dvolg
.
∫
Mτ1τ
(
−1(1 + r)1−C[n,m]|F (0)(A,n)|2 + (1 + r)−1−C[n,m]| /DY nφ[m]|2
+ (1 + r)−1−(C[n,m]−2C(0,m))| /DY nφ[0]|2 + (1 + r)−1−(C[n,m]−2C(0,m−1))| /DY nφ[m−1]|2
+ (1 + r)−1−(C[n,m]−2C(0,N))| /DY nφ|2 + (1 + r)−1−2δ| /DY nφ|2
+ 3(1 + r)−3−(C[n,m]−4C(0,N))|Y nφ|2 + 5(1 + r)−3−(C[n,m]−4C(0,N))|Y nX(frame, small)|2
+ (1 + r)−1−(C[n,m]−2C(N1))|Γ(n−1)(−1+C(n−1))|
2 + −1r−1−C[n,m]| /DY ≤n−1φ(A)|2
+ (1 + r)−1−(C[n,m]−2C(1))| /DY nφ(A)|2 + 3(1 + r)−1−2δ| /DY nh|2(frame)
+ 3(1 + r)−1−(C[n,m]−2C(0,m))| /DY nh|2LL + 3(1 + r)−1−(C[n,m]−2C(0,m))| /DY nh|2(frame)
+ 3(1 + r)2δ|F (n−1)|2(frame) + 5(1 + r)−1−(C[n,m]−2C(0,m))|Y n tr/g χ(small)|2
+ 5(1 + r)−4+2δ(1 + τ)−2β |Y n+1 logµ|2 + 5(1 + r)−3−2δ|Y n logµ|2
+ 3(1 + r)1−(C[n,m]−2C(N1,m))|F (≤n−1)|2(frame)
+ (1 + r)−3−(C[n,m]−4C(N))|Y ≤n−1φ(A)|2
)
dvolg
Using the conditions on the constants C(n,m), C[n,m], C(n) and C[n] (and re-ordering the terms) we
find∫
Mτ1τ
−1(1 + r)1−C[n,m]|F(A,n)|2dvolg
.
∫
Mτ1τ
(
−1(1 + r)1−C[n,m]|F (0)(A,n)|2 + (1 + r)2δ|F (n−1)|2(frame) + (1 + r)1−C[n−1,m]|F (≤n−1)|2(frame)
+ (1 + r)−1−C[n,m]| /DY nφ[m]|2 + (1 + r)−1−C[n,0]| /DY nφ[0]|2
+ (1 + r)−1−C[n,m−1]| /DY nφ[m−1]|2 + (1 + r)−1−2δ| /DY nφ|2 + (1 + r)−1−C[n−1,0]| /DY nφ|2
+ −1r−1−C[n,m]| /DY ≤n−1φ(A)|2 + 3(1 + r)−3−C[n−1,0]|Y nφ|2
+ (1 + r)−3−C[n−1,N]|Y ≤n−1φ(A)|2 + 5(1 + r)−3− 12C[n,m]|Y nX(frame, small)|2
+ 5(1 + r)−1−(C[n,m]−2C(0,m))|Y n tr/g χ(small)|2 + 5(1 + r)−4+2δ(1 + τ)−2β |Y n+1 logµ|2
+ 5(1 + r)−3−2δ|Y n logµ|2 + (1 + r)−1−C[n−1,N]|Γ(n−1)(−1+C(n−1))|
2
+ 3(1 + r)−1−2δ| /DY nh|2(frame) + 3(1 + r)−1−(C[n,m]−2C(0,m))| /DY nh|2LL
+ 3(1 + r)−1−C[n−1,0]| /DY nh|2(frame)
)
dvolg
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Now, we can use proposition 16.3.1 to bound the term involving Y nX(frame, small), proposition 16.3.8
to bound the term involving Y n tr/g χ(small), proposition 16.3.12 to bound the terms involving Y
n logµ
and Y n+1 logµ, and finally the bootstrap bounds in equation (16.12) to bound the lower order terms.
Using  C[n]δ for all n, this leads to the bound∫
Mτ1τ
−1(1 + r)1−C[n,m]|F(A,n)|2dvolg
. 2(N2+2−n)
(
(1 + τ)−1+C(n+1)δ−2β + (1 + τ)−1+C(n)δ
)
+
∫
Mτ1τ
(
−1(1 + r)1−C[n,m]|F (0)(A,n)|2 + (1 + r)2δ|F (n−1)|2(frame) + (1 + r)1−C[n−1,m]|F (≤n−1)|2(frame)
+ (1 + r)−1−C[n,m]| /DY nφ[m]|2 + (1 + r)−1−C[n,0]| /DY nφ[0]|2
+ (1 + r)−1−C[n,m−1]| /DY nφ[m−1]|2 + (1 + r)−1−2δ| /DY nφ|2 + (1 + r)−1−C[n−1,0]| /DY nφ|2
+ −1r−1−C[n,m]| /DY ≤n−1φ(A)|2 + 3(1 + r)−3−C[n−1,0]|Y nφ|2
+ (1 + r)−3−C[n−1,N]|Y ≤n−1φ(A)|2 + 5(1 + r)−1−δ(1 + τ)−2β | /DY n+1h|2(frame)
+ 3(1 + r)−1−δ| /DY nh|2(frame) + 3(1 + r)−1−(C[n,m]−2C(0,m))| /DY nh|2LL
+ 5(1 + r)−1+
1
2 δ(1 + τ)−2β | /DY n+1h|2(frame) +
(
3 +
5
δ5
)
(1 + r)−1+
1
2 δ| /DY nh|2(frame)
+
5
δ5
(1 + r)−3−δ|Y n+1h|2(frame) + 3(1 + r)−3−δ|Y nh|2(frame)
)
dvolg
Finally, we want to apply the L2 bootstrap bounds for derivatives of h and φ. We can consider two
possible cases: either φ(A) ∈ Φ[0] or φ(A) ∈ Φ[m] for m ≥ 1. In the first case, we have C(0,0) = 0, so∫
Mτ1τ
(
3(1 + r)−1−(C[n,m]−2C(0,m))| /DY nh|2LL
)
dvolg .
∫
Mτ1τ
(
3(1 + r)−1−C[n,0]| /DY nh|2LL
)
dvolg
. 1
C[n,0]
2(N2+2−n)(1 + τ)−1+C(n)
where in the second line we have used the bootstrap assumptions. On the other hand, in the second case
we have∫
Mτ1τ
(
3(1 + r)−1−(C[n,m]−2C(0,m))| /DY nh|2LL
)
dvolg .
∫
Mτ1τ
(
3(1 + r)−1−C[n,m−1]| /DY nh|2LL
)
dvolg
. 1
C[n,0]
2(N2+2−n)(1 + τ)−1+C(n)
so in both cases we are led to the same bound. Note that these are the only terms where we need to
consider the change-of-frame from the rectangular frame to the null frame, each of which defines different
sections of the vector bundle of symmetric matrices over M. The reason for this is that, for the other
terms, we can simply use
|∂h|(frame) ∼ |∂h|(rect) ∼ |∂φ[N ]|
and similarly for higher order quantities. If we estimate these terms in this way, then we lose information
about the hierarchy in the fields: we must estimate all terms as if they are the “worst” fields φ[N ]. Despite
this fact, the resulting estimates are sufficient to control the other error terms.
Now, we are finally in a position to apply the L2 bootstrap bounds for h and φ (see section 12.3).
Combining this with the fact that  δ  1 and that δ  β we have∫
Mτ1τ
−1(1 + r)1−C[n,m]|F(A,n)|2dvolg .
(
1
C[n,m]
+
2
δ6
)
2(N2+2−n)(1 + τ)−1+C(n)δ
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We need to provide a similar bound in the case n = N2. In this case, we need to distinguish between
the cases where the final commutation operator applied is /DT , and the case where it is an arbitrary
commutation operator. In fact, we will establish another hierarchy of estimates where, as we ascend the
hierarchy there are fewer and fewer factors of /DT in the expansion of Y
n, and the decay in r is also
progressively worse.
First, we consider the case where the final commutation operator applied is arbitrary, i.e. it could be
r /∇, r /DL or /DT . Following almost identical calculations to those above, we find∫
Mτ1τ
−1(1 + r)1−C[N2,m]|F(A,N2)|2dvolg
.
∫
Mτ1τ
(
−1(1 + r)1−C[N2,m]|F (0)(A,N2)|2 + (1 + r)2δ|F (N2−1)|2(frame)
+ (1 + r)1−C[N2−1,m]|F (≤N2−1)|2(frame) + (1 + r)−1−C[N2,m]| /DY N2φ[m]|2
+ (1 + r)−1−C[N2,0]| /DY N2φ[0]|2 + (1 + r)−1−C[N2,m−1]| /DY N2φ[m−1]|2
+ (1 + r)−1−2δ| /DY N2φ|2 + (1 + r)−1−C[N2−1,0]| /DY N2φ|2
+ −1r−1−C[N2,m]| /DY ≤N2−1φ(A)|2 + 3(1 + r)−3−C[N2−1,0]|Y N2φ|2
+ (1 + r)−3−C[N2−1,N]|Y ≤N2−1φ(A)|2 + 5(1 + r)−3− 12C[N2,m]|Y N2X(frame, small)|2
+ 5(1 + r)−1−(C[N2,m]−2C(0,m))|Y N2 tr/g χ(small)|2
+ |Y φ|| /∇2Z N2−1 logµ|2 + 5(1 + r)−3−2δ|Y N2 logµ|2
+ (1 + r)−1−C[N2−1,0]|Γ(N2−1)(−1+C(N2−1))|
2 + 3(1 + r)−1−2δ| /DY N2h|2(frame)
+ 3(1 + r)−1−(C[N2,m]−2C(0,m))| /DY N2h|2LL + 3(1 + r)−1−C[N2−1,0]| /DY N2h|2(frame)
)
dvolg
(16.23)
Using proposition 9.7.21 and the pointwise bounds we have∫
Mτ1τ
(
−1(1 + r)1−C[N2(j),m]r2|∂¯φ|2| /∇2Z N2−1 logµ|2
)
dvolg
.
∫ τ1
τ0
(∫ ∞
r=0
−1(1 + r)1−C[N2(j),m]r4 sup
Sτ,r
(|∂¯φ|2) ∫
S2
(
(1 + r)2C(0)| /DTY N2−1 tr/g χ(small)|2
+ 2r−2(1 + r)−2+2C(1)|Y N2 logµ|2 + r−2|Y nζ|2
+ r−2| /DY nh|2(frame) + 2(1 + r)−1+C(N1)|Γ(N2−1)(−1+C(N2−1))|
2
+ 2(1 + r)−1+C(N1)|F (≤N2−1)|2(frame)
)
dr ∧ dvolS2
)
dτ
For the first and last two terms on the right hand side, we use the bound r|∂¯φ| . |Y φ| . 3(1 +
r)−1+C[N1](1 + τ)C(N1)δ, while for the other terms we use the bound r|∂¯φ| . 3(1 + r)−δ(1 + τ)−β . This
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leads to the bound∫
Mτ1τ
(
−1r2|∂¯φ|2| /∇2 /DjTZ N2−j−1 logµ|2
)
dvolg
.
∫
Mτ1τ
(
3(1 + r)−1−(C[N2]−2C[N1]−2C(0))(1 + τ)C(N1)δ| /Dj+1T Y N2−j−2 tr/g χ(small)|2
+ 3(1 + r)−3−2δ(1 + τ)−2β |Y N2 logµ|2 + 3(1 + r)−3−2δ(1 + τ)−2β |Y nζ|2
+ 3(1 + r)−3−2δ(1 + τ)−2β | /DY nh|2(frame) + 3(1 + r)−1−
1
2C[N2](1 + τ)C(N1)δ|Γ(N2−1)(−1+C(N2−1))|
2
+ 3(1 + r)−1−
1
2C[N2](1 + τ)C(N1)δ|F (≤N2−1)|2(frame)
)
dvolg
Now, we return to equation (16.23). This time, we use proposition 16.3.1 to bound the term in-
volving Y N2X(frame, small), proposition 16.3.9 to bound the term involving Y
N2 tr/g χ(small), proposition
16.3.12 to bound the term involving Y N2 logµ, the bound derived above to bound the term involving
/∇2Z N2−1 logµ and the bootstrap bounds to bound the lower order terms. In this way we obtain∫
Mτ1τ
−1(1 + r)1−C[N2,m]|F(A,N2)|2dvolg
. 4(1 + τ)−1+C(N2)δ
+
∫
Mτ1τ
(
−1(1 + r)1−C[N2,m]|F (0)(A,N2)|2 + (1 + r)2δ|F (N2−1)|2(frame)
+ (1 + r)1−C[N2−1,m]|F (≤N2−1)|2(frame) + (1 + r)−1−C[N2,m]| /DY N2φ[m]|2
+ (1 + r)−1−C[N2,0]| /DY N2φ[0]|2 + (1 + r)−1−C[N2,m−1]| /DY N2φ[m−1]|2
+ (1 + r)−1−2δ| /DY N2φ|2 + (1 + r)−1−C[N2−1,0]| /DY N2φ|2
+ −1r−1−C[N2,m]| /DY ≤N2−1φ(A)|2 + 3(1 + r)−3−C[N2−1,0]|Y N2φ|2
+ (1 + r)−3−C[N2−1,N]|Y ≤N2−1φ(A)|2 + 3(1 + r)−1−(C[N2,m]−2C(0,m))| /DY N2h|2LL
+ 3(1 + r)−1−(C[N2,m]−2C[N1])(1 + τ)C(N1)δ| /DTY N2−1 tr/g χ(small)|2
+ 5δ−2(1 + r)−1−δ| /DY N2h|2(frame) + 5δ−4(1 + r)−1+
1
2 δ| /DY N2h|2(frame)
+ 5δ−3(1 + r)−3−δ|Y N2h|2(frame) + 3(1 + r)1−(C[N2,m]−2C(0,m))|Y N2F |2LL
+ 3(1 + r)1−(C[N2,m]−2C[N1])(1 + τ)C(N1)δ| /DTY N2−1F |2LL
+ 
∑
k≤N2−1
(1 + r)1−
1
2C[N2,m]|Y kF |2LL
)
dvolg
Now, we can use proposition 16.3.9 again to bound the term involving /DTY
N2−1 tr/g χ(small). Noting
the formula for [ /DL, /DT ] (see proposition 9.2.1) we find that the top order terms either include a /DT
operator or a quantity that can be estimated in L∞ and that gives additional decay in τ . Hence we
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obtain∫
Mτ1τ
−1(1 + r)1−C[N2,m]|F(A,N2)|2dvolg
. 4(1 + τ)−1+C(N2)δ
+
∫
Mτ1τ
(
−1(1 + r)1−C[N2,m]|F (0)(A,N2)|2 + (1 + r)2δ|F (N2−1)|2(frame)
+ (1 + r)1−C[N2−1,m]|F (≤N2−1)|2(frame) + (1 + r)−1−C[N2,m]| /DY N2φ[m]|2
+ (1 + r)−1−C[N2,0]| /DY N2φ[0]|2 + (1 + r)−1−C[N2,m−1]| /DY N2φ[m−1]|2
+ (1 + r)−1−2δ| /DY N2φ|2 + (1 + r)−1−C[N2−1,0]| /DY N2φ|2
+ −1r−1−C[N2,m]| /DY ≤N2−1φ(A)|2 + 3(1 + r)−3−C[N2−1,0]|Y N2φ|2
+ (1 + r)−3−C[N2−1,N]|Y ≤N2−1φ(A)|2 + 3(1 + r)−1−(C[N2,m]−2C(0,m))| /DY N2h|2LL
+ 3(1 + r)−1−(C[N2,m]−2C[N1])(1 + τ)C(N1)δ| /D /DTY N2−1h|2LL
+ 5δ−2(1 + r)−1−δ| /DY N2h|2(frame) + 5δ−4(1 + r)−1+
1
2 δ| /DY N2h|2(frame)
+ 5δ−3(1 + r)−3−δ|Y N2h|2(frame) + 3(1 + r)1−(C[N2,m]−2C(0,m))|Y N2F |2LL
+ 3(1 + r)1−(C[N2,m]−2C[N1])(1 + τ)C(N1)δ| /DTY N2−1F |2LL
+ 
∑
k≤N2−1
(1 + r)1−
1
2C[N2,m]|Y kF |2LL
)
dvolg
As before, we note that, either m = 0, in which case∫
Mτ1τ
3(1 + r)−1−(C[N2,m]−2C(0,m))(1 + τ)| /DY N2h|2LLdvolg
=
∫
Mτ1τ
3(1 + r)−1−C[N2,m]| /DY N2h|2LLdvolg
. 1
C[N2,m]
4(1 + τ)−1+C(N2)δ
while if m ≥ 1 then we have∫
Mτ1τ
3(1 + r)−1−(C[N2,m]−2C(0,m))| /DY N2h|2LLdvolg .
∫
Mτ1τ
3(1 + r)−1−C[N2,m−1]| /DY N2φ[0]|2dvolg
. 1
C[N2,m]
4(1 + τ)−1+C(N2)δ
On the other hand, we choose the constants so that
C[N2(j−1),m]  C[N2(j),m]
C(N2(j−1))  C(N2(j))
and C[N2(0),m] = C[N2,m], C(N2(0)) = C(N2). The idea is that the index j will label the number of times
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that /DT appears on the left hand side of the expansion of Y
n. Hence we have∫
Mτ1τ
3(1 + r)−1−(C[N2,m]−2C[N1])(1 + τ)C(N1)δ| /D /DTY N2−1h|2LLdvolg
.
∫
Mτ1τ
3(1 + r)−1−C[N2(1),m](1 + τ)C(N1)δ| /D /DTY N2−1h|2LLdvolg
So, using the bootstrap assumptions (see section 12.3) we have that∫
Mτ1τ
3(1 + r)−1−(C[N2,m]−2C[N1])(1 + τ)C(N1)δ| /D /DTY N2−1h|2LLdvolg
. 1
C[N2(1),m]
4(1 + τ)−1+C(N2(1))δ+C(N1)δ
. 1
C[N2(1),m]
4(1 + τ)−1+C(N2(0))δ
where we have used proposition 11.1.17 in the first line, and the fact that N(2)(0) N2(1) in the second
line. Hence, putting these last few calculations together, we have∫
Mτ1τ
−1(1 + r)1−C[N2(0),m]|F(A,N2(0))|2dvolg .
1
C[N2(1),m]
4(1 + τ)−1+C(N2(0))δ
We also need to provide bounds for F(A,N2(j)) with j ≥ 1. This time we must be more careful with
the decay in τ , since we must also show the improved decay in τ . We claim that, schematically, we have
F(A,N2(j)) = F
(0)
(A,N2(j))
+ (F
(BC)
(A) )(∂φ[0])( /DY
N2φ[m]) + (F
(BC)
(A) )(∂φ[m])( /DY
N2φ[0])
+ (F
(BC)
(A) )(∂φ[m−1])( /DY
N2φ[m−1]) + (F
(BC)
(A) )(∂φ)( /DY
N2φ)
+ (F
(BC)
(A) )(∂¯φ)( /DY
N2φ) + (∂φ)(φ)( /DY N2φ) + (∂φ)2(Y N2φ)
+ (Y N2X(frame, small))(∂φ)
2 +
∑
j+k≤N2
j,k≤N2−1
(
Γ
(j)
(−1+C(j))
)(
Γ
(k)
(−1+C(k))
)
+ r−1 /D(Y ≤N2−1φ)
+
 ( /∇ logµ)ζ
(χ(small) + χ(small))
 /D(Y N2φ(A)) + Γ(0)(−1)( /D /DjTY N2−jφ(A))
+ Γ
(1)
(−1−δ)( /D /D
j
TY
N2−jφ(A)) +
r−1(∂φ(A))(∂¯φ(A))
r−1Y φ(A)
( /DY N2h)
(frame)
+ (∂φ(A))( /DY
N2h)LL
+ (∂φ(A))
(
/DY N2h
)
(frame)
+
 (∂φ(A))r(∂¯φ(A))
Y φ(A)
( /˜gY N2−1h)
(frame)
+ (∂φ(A))Y
N2 tr/g χ(small)
+ (∂¯φ(A))(r /∇2 /DjTZ N2−j−1 logµ) +
(
r−1( /DY φ(A))
Γ
(1)
(−2+C(1))(Y φ(A))
)
(Y N2 logµ)
+
∑
j+k≤N2+1
j,k≤N2−1
Γ
(j)
(−1+C(j))( /DY
kφ(A)) +
∑
j+k≤N2
j,k≤N2−1
r /˜g(Y jh)(frame)( /DY kφ(A))
+
∑
j+k≤N2+1
j,k≤N2−1
Γ
(j)
(−2+2C(j))(Y
kφ(A))
(16.24)
In fact, proposition 16.2.6 provides us with most of the terms, while the first few terms follow from the
form of F(A,0).
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Now, using the pointwise bounds we have
|F(A,N2(j))| . |F (0)(A,N2(j))|+ (1 + r)−1(1 + τ)−β | /DY N2φ[m]|+ (1 + r)−1+C(0,m)(1 + τ)−β | /DY N2φ[0]|
+ (1 + r)−1+C(0,m−1)(1 + τ)−β | /DY N2φ[m−1]|+ (1 + r)−1+C(0,N)(1 + τ)−β | /DY N2φ|
+ (1 + r)−1−δ(1 + τ)−β | /DY N2φ|+ 2(1 + r)−2+2C(N)(1 + τ)−2β |Y N2φ|
+ (1 + r)−1+C(0,N1)
∣∣∣Γ(N2−1)(−1+C(N2−1))∣∣∣+ r−1| /D(Y ≤N2−1φ)|
+ (1 + r)−1+C(1))(1 + τ)−C
∗δ| /D(Y N2φ)|+ (1 + r)−1(1 + τ)−β | /D /DjTY N2−jφ|
+ 3(1 + r)−1−δ(1 + τ)−β | /DY N2h|(frame) + 3(1 + r)−1+C(0,m)(1 + τ)−β | /DY N2h|LL
+ 3(1 + r)−1+C(0,m)(1 + τ)−β | /DY N2h|(frame) + (1 + r)−δ(1 + τ)−β | /˜gY N2−1h|(frame)
+ 5(1 + r)−1+C(0,m)(1 + τ)−β |Y N2 tr/g χ(small)|+ r|∂¯φ|| /∇2 /DjTZ N2−j−1 logµ|
+ 5(1 + r)−2−δ(1 + τ)−β |Y N1 logµ|+
∑
j+k≤N2
j,k≤N2−1
r| /˜g(Y jh)|(frame)| /DY kφ|
+ (1 + r)−2+2C(N1)(Y ≤N2−1φ)
(16.25)
In particular, this gives us∫
Mτ1τ
−1(1 + r)1−C[N2(j),m]|F(A,N2(j))|dvolg
.
∫
Mτ1τ
(
−1(1 + r)−1−C[N2(j),m]|F (0)(A,N2(j))|2 + (1 + r)−1−C[N2(j),m](1 + τ)−2β | /DY N2φ[m]|2
+ (1 + r)−1−(C[N2(j),m]−2C(0,m))(1 + τ)−2β | /DY N2φ[0]|2
+ (1 + r)−1−(C[N2(j),m]−C(m−1))(1 + τ)−2β | /DY N2φ[m−1]|2
+ (1 + r)−1−
1
2C[N2(j),m](1 + τ)−2β | /DY N2φ|2 + (1 + r)−2−2δ(1 + τ)−2β | /DY N2φ|2
+ 3(1 + r)−3−
1
2C[N2(j),m](1 + τ)−4β |Y N2φ|+ (1 + r)−1− 12C[N2(j),m]
∣∣∣Γ(N2−1)(−1+C(N2−1))∣∣∣2
+ −1(1 + r)−1−C[N2(j),m]| /D(Y ≤N2−1φ)|2 + (1 + r)−1− 12C[N2(j),m](1 + τ)−C∗δ| /D(Y N2φ)|2
+ (1 + r)−1−C[N2(j),m](1 + τ)−2β | /D /DjTY N2−jφ|2 + 3(1 + r)−1−2δ(1 + τ)−2β | /DY N2h|2(frame)
+ 3(1 + r)−1−(C[N2(j),m]−2C(0,m))(1 + τ)−2β | /DY N2h|LL
+ 5(1 + r)−1−
1
2C[N2(j),m](1 + τ)−2β | /DY N2h|2(frame)
+ 3(1 + r)1−2δ(1 + τ)−2β | /˜gY N2−1h|2(frame)
+ 5(1 + r)−1−(C[N2(j),m]−2C(0,m))(1 + τ)−2β |Y N2 tr/g χ(small)|2
+ −1r2|∂¯φ|2| /∇2 /DjTZ N2−j−1 logµ|2 + 5(1 + r)−3−2δ(1 + τ)−2β |Y N1 logµ|2
+ 4(1 + r)1−
1
2C[N2(j),m](1 + τ)−2β | /˜g(Y ≤N2−1h)|2(frame)
+ (1 + r)−3−
1
2C[N2(j),m]|Y ≤N2−1φ|2
)
dvolg
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As above, we can bound some of the terms involving critical decay in r by considering separately the
cases m = 0 (in which case C(0,0) = 0) and m ≥ 0. This time, however, many of the terms have additional
decay in τ . We can use proposition 16.3.9 to bound the term involving Y N2 tr/g χ(small), obtaining∫
Mτ1τ
(
3(1 + r)−1−C[N2(j),0](1 + τ)−2β |Y N2 tr/g χ(small)|2
)
dvolg
. 7(1 + τ)−1−2β+C(N2)δ
+ (1 + τ)−2β
∫
Mτ1τ ∩{r≥ 12 r0}
(
3r−1−C[N2]| /DY N2h|2LL + 3r−1−
1
2C[N2]| /DY N2h|2(frame)
+ 3r−1−δ| /DY N2h|2(frame) + 3r−3−δ|Y N2h|2(frame)
+ 3r1−C[N2]|Y N2F |2LL +
∑
j≤N2−1
3r1−
1
2C[N2]|Y jF |2(frame)
)
dvolg
Next, we can use the coarea formula (proposition 11.1.14) to obtain∫
Mτ1τ
(
−1(1 + r)1−C[N2(j),m]r2|∂¯φ|2| /∇2 /DjTZ N2−j−1 logµ|2
)
dvolg
.
∫ τ1
τ0
(∫
Στ
(
−1(1 + r)1−C[N2(j),m]r2|∂¯φ|2| /∇2 /DjTY N2−j−1 logµ|2
)
r2dr ∧ dvolS2
)
dτ
.
∫ τ1
τ0
(∫ ∞
r=0
−1(1 + r)1−C[N2(j),m]r4 sup
Sτ,r
(|∂¯φ|2) ∫
S2
(
| /∇2 /DjTY N2−j−1 logµ|2
)
dr ∧ dvolS2
)
dτ
Now, using proposition 10.0.1 we obtain∫
Mτ1τ
(
−1(1 + r)1−C[N2(j),m]r2|∂¯φ|2| /∇2 /DjTZ N2−j−1 logµ|2
)
dvolg
.
∫ τ1
τ0
(∫ ∞
r=0
−1(1 + r)1−C[N2(j),m]r4 sup
Sτ,r
(|∂¯φ|2) ∫
S2
(
| /∆ /DjTY N2−j−1 logµ|2
+ r−4| /∇ /DjTY N2−j−1 logµ|2 + r−4| /DjTY N2−j−1 logµ|2
)
dr ∧ dvolS2
)
dτ
(c.f. proposition 16.3.14). Next, and similarly to before, we have∫
Mτ1τ
(
−1r2|∂¯φ|2| /∇2 /DjTZ N2−j−1 logµ|2
)
dvolg
.
∫
Mτ1τ
(
3(1 + r)−1−(C[N2]−2C[N1]−2C(0))(1 + τ)C(N1)δ| /Dj+1T Y N2−j−1 tr/g χ(small)|2
+ 3(1 + r)−3−2δ(1 + τ)−2β |Y N2 logµ|2 + 3(1 + r)−3−2δ(1 + τ)−2β |Y nζ|2
+ 3(1 + r)−3−2δ(1 + τ)−2β | /DY nh|2(frame) + 3(1 + r)−1−
1
2C[N2](1 + τ)C(N1)δ|Γ(N2−1)(−1+C(N2−1))|
2
+ 3(1 + r)−1−
1
2C[N2](1 + τ)C(N1)δ|F (≤N2−1)|2(frame)
)
dvolg
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Putting all of these calculations together, we find that∫
Mτ1τ
−1(1 + r)1−C[N2(j),m]|F(A,N2(j))|dvolg
. 7(1 + τ)−1−2β+C(N2)δ
+
∫
Mτ1τ
(
−1(1 + r)−1−C[N2(j),m]|F (0)(A,N2(j))|2 + (1 + r)−1−C[N2(j),m](1 + τ)−2β | /DY N2φ[m]|2
+ (1 + r)−1−(C[N2(j),m]−2C(0,m))(1 + τ)−2β | /DY N2φ[0]|2
+ (1 + r)−1−(C[N2(j),m]−C(m−1))(1 + τ)−2β | /DY N2φ[m−1]|2
+ (1 + r)−1−
1
2C[N2(j),m](1 + τ)−2β | /DY N2φ|2 + (1 + r)−2−2δ(1 + τ)−2β | /DY N2φ|2
+ 3(1 + r)−3−
1
2C[N2(j),m](1 + τ)−4β |Y N2φ|+ (1 + r)−1− 12C[N2(j),m]
∣∣∣Γ(N2−1)(−1+C(N2−1))∣∣∣2
+ −1(1 + r)−1−C[N2(j),m]| /D(Y ≤N2−1φ)|2 + (1 + r)−1− 12C[N2(j),m](1 + τ)−C∗δ| /D(Y N2φ)|2
+ (1 + r)−1−C[N2(j),m](1 + τ)−2β | /D /DjTY N2−jφ|2 + 3(1 + r)−1−δ(1 + τ)−2β | /DY N2h|2(frame)
+ 3(1 + r)−1−(C[N2(j),m]−2C(0,m))(1 + τ)−2β | /DY N2h|LL
+ 3(1 + r)−1−
1
2C[N2(j),m](1 + τ)−2β | /DY N2h|2(frame)
+ 3(1 + r)1−2δ(1 + τ)−2β | /˜gY N2−1h|2(frame) + 3(1 + τ)−2β(1 + r)−3−δ|Y N2h|2(frame)
+ 3(1 + τ)−2β(1 + r)1−C[N2]|Y N2F |2LL +
∑
j≤N2−1
5(1 + τ)−2β(1 + r)1−
1
2C[N2]|Y jF |2(frame)
+ 3(1 + r)−1−(C[N2]−2C[N1])(1 + τ)C(N1)δ| /Dj+1T Y N2−j−2 tr/g χ(small)|2
+ 3(1 + r)−3−2δ(1 + τ)−2β |Y N2 logµ|2 + 3(1 + r)−3−2δ(1 + τ)−2β |Y nζ|2
+ 3(1 + r)−1−
1
2C[N2](1 + τ)C(N1)δ|F (≤N2−1)|2(frame) + 3(1 + r)−3−2δ(1 + τ)−2β |Y N2 logµ|2
+ 3(1 + r)−3−
1
2C[N2(j),m]|Y ≤N2−1φ|2
)
dvolg
The terms involving Y N2ζ and Y N2 logµ can be controlled as before, using propositions 16.3.7 and
16.3.12 respectively. Importantly, every term either has additional decay in τ (at least (1 + τ)−C
∗δ) or
has additional factors of /DT or is lower order. In the latter two cases there might actually be growth in
τ , but only at the rate (1 + τ)C(N1)δ.
Using the L2 bootstrap bounds we therefore have∫
Mτ1τ
−1(1 + r)1−C[N2(j),m]|F(A,N2(j))|dvolg .
1
C[N2(j+1),m]
4(1 + τ)−1+C(N2(j+1))δ
Finally, we need to deal with the case in which j = N2, i.e. Y N2 = ( /DT )
N2 . The point is that this
case generates better error terms than the general case.
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We claim that, if φ(A) is a scalar field satisfying ˜gφ(A) = F(A), then ( /DT )nφ(A) = Tnφ(A) satisfies
˜g(Tnφ(A)) = TnF(A) + Γ(0)(−1)( /DT
nφ(A)) + Γ
(1)
(−1−δ)( /DZ
nh)(frame) + Γ
(0)
(−1+C(0))( /DZ
nh)(frame)
+
∑
j+k≤n−1
Γ
(j)
(−1+C(j))(F
(k))(frame) + Γ
(0)
(−1−δ)Z
n tr/g χ(small) +
∑
j+k≤n
Γ
(j)
(−1−δ)Γ
(k+1)
(−1+C(k+1))
We can prove this by induction on n. First, we note that it is evidently true if n = 0. Now, suppose that
this is true for some value n = n1. Then we have
˜g(Tn1+1φ(A)) = [˜g, T ]Tn1φ(A) + Tn1+1F(A) + Γ(0)(−1)( /DT
n1+1φ(A)) + Γ
(1)
(−1+C(1))( /DT
n1φ(A))
+ Γ
(0)
(−1)([ /D , T ]T
n1φ(A)) + Γ
(0)
(−1+C(0))( /DZ
n1+1h)(frame) + Γ
(1)
(−1+C(1))( /DZ
n1h)(frame)
+ Γ
(0)
(−1+C(0))([ /D , /DT ]Z
n1h)(frame) +
∑
j+k≤n1−1
Γ
(j+1)
(−1+C(j+1))(F
(k))(frame)
+
∑
j+k≤n1−1
Γ
(j)
(−1+C(j))(F
(k+1))(frame) +
∑
j+k≤n1−1
Γ
(j)
(−1+C(j))(F
(k))(frame)(TX(frame))
+ Γ
(1)
(−1−δ)Z
n1 tr/g χ(small) + Γ
(0)
(−1−δ)Z
n1+1 tr/g χ(small) +
∑
j,k≤n−1
Γ
(j+1)
(−1−δ)Γ
(k+1)
(−1+C(k+1))
+
∑
j,k≤n−1
Γ
(j)
(−1−δ)Γ
(k+2)
(−1+C(k+2))
Simplifying these expressions proves the inductive step. In particular, we use proposition 16.2.1 to com-
pute [˜g, T ]Tn1φ(A), and note that the term given there as Γ(1)(−1−δ)( /DZ φ) is actually Γ
(0)
(−1−δ)( /DZ φ) +
r−1Γ(1)(−1+C(1))( /DZ φ).
Notice that this time there is no term involving /∇2Y n−1φ. In particular, this means that we have
sufficient decay in r for all coefficients. Now, proceeding exactly as before, we find that∫
Mτ1τ
−1(1 + r)1−C[N2(N2),m]|F(A,N2(j))|dvolg
. 1
C[N2(N2)]
4
(
(1 + τ)−1+(C(N2(N2))−8)δ + (1 + τ)−1+(C(N2−1))δ
)
This gives us all of the required bounds on terms of the form
∫
Mτ1τ 
−1(1 + r)1−C[N2(N2),m]|F |2dvolg,
where we do not split the inhomogeneous term into different pieces.
When splitting the inhomogeneous terms into different parts, we can place all of the error terms into
F(A,n,2) and F(A,n,4) except for the terms with the superscript (0). In other words, we set
F(A,n,2) := F(A,n) − F (0)(A,n,2) − F (0)(A,n,3)
F(A,n,4) := F(A,n) − F (0)(A,n,4) − F (0)(A,n,5)
then, following the calculations above it should be clear that, for all n ≤ N2 − 1 we have∫
Mτ1τ
−1(1 + r)1−3δ(1 + τ)6δ|F(A,n,2)|2dvolg
. 1
C[N2(n+1),m]
2(N2+2−n)
(
(1 + τ)−1+(C(n)−2)δ + (1 + τ)−1+(C(n−1)+6)δ
)
In fact, we have more than enough decay in r this time. Similarly, we have∫
Mτ1τ
−1(1 + r)1−3δ(1 + τ)6δ|F(A,N2(j),2)|2dvolg
. 1
C[N2(j+1),m]
4
(
(1 + τ)−1+(C(N2(j))−2)δ + (1 + τ)−1+(C(N2(j+1))+6)δ + (1 + τ)−1+(C(N2−1)+6)δ
)
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and ∫
Mτ1τ
−1(1 + r)1−3δ(1 + τ)6δ|F(A,N2(N2),2)|2dvolg
. 1
C[N2(N2),m]
4
(
(1 + τ)−1+(C(N2(N2))−2)δ + (1 + τ)−1+(C(N2−1)+6)δ
)
Next, for n ≤ N2 we have∫
Mτ1τ
−1(1 + r)1−C[n](1 + τ)1+δ|F(A,n,2)|2dvolg
. 1
C[N2(n+1),m]
2(N2+2−n)
(
(1 + τ)(C(n)−7)δ + (1 + τ)(C(n−1)+1)δ
)
and similarly∫
Mτ1τ
−1(1 + r)1−C[N2(j)](1 + τ)1+δ|F(A,N2(j),2)|2dvolg
. 1
C[N2(j+1),m]
4
(
(1 + τ1)
(C(N2(j))−7)δ + (1 + τ1)(C(N2(j+1))+1)δ + (1 + τ1)(C(N2−1)+1)δ
)
and finally ∫
Mτ1τ
−1(1 + r)1−C[N2(j)](1 + τ)1+δ|F(A,N2(N2),2)|2dvolg
. 1
C[N2(N2),m]
4
(
(1 + τ1)
(C(N2(N2))−7)δ + (1 + τ1)(C(N2−1)+1)δ
)
16.5 Dealing with a point-dependent change of basis
We also need to consider the inhomogeneous term which appears on the right hand side of an equation
for some quantity which is obtained after a point-dependent change of basis, for example, the quantity
hLL. In general, suppose that the quantities φ(a) satisfy
/˜gφ(a) = F(a)
then we define F(A) by
M
(a)
(A)
/˜gφ(a) = F(A)
where M
(a)
(A) is the change-of-basis matrix (see section 14.4).
Note also from section 14.4 that there are additional error terms in this case, if the change of basis
matrix M
(a)
(A) is a function (and not just a constant) on the manifold M. We do not include these error
terms in our definition of F(A), because when we commute we do not apply the commutation operators
to the change-of-basis matrix: in other words, we set
F(A,Z φ) = M
(a)
(A)
/˜gZ φ(a)
From these considerations, it is easy to see that we have the following proposition, which is almost
identical to proposition 16.4.1.
Proposition 16.5.1 (L2 bounds for the inhomogeneous terms after commuting and a change of basis).
Let φ(a) be a set of scalar fields satisfying the equations
˜gφ(a) = F(a,0)
F(a,0) = F
(0)
(a,0) +
(
F
(bc)
(a,0)
)µν
(∂µφB)(∂νφC) +O
(
φ(∂φ)2
)
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where we further decompose
F
(0)
(a,0) = F
(0)
(a,0,1) + F
(0)
(a,0,2) + F
(0)
(a,0,3)
= F
(0)
(a,0,4) + F
(0)
(a,0,5) + F
(0)
(a,0,6)
and we define (schematically)
F
(0)
(a,n) := Y
nF
(0)
(a,0)
Now, let M
(a)
(A) be a (possibly point-dependent) change-of-basis matrix, and let us define
F
(0)
(A,0) := M
(a)
(A)F
(0)
(a,0)
F
(0)
(A,0,n) := M
(a)
(A)F
(0)
(a,0,n) for n = 1, . . . 6
F
(BC)
(A,0) := M
(a)
(A)(M
−1)(B)(b) (M
−1)(C)(c) F
(bc)
(a,0)
We require that the tensor fields F
(BC)
(A,0) have constant rectangular components (if not, then it should
be the case that we can include any non-constant parts in the lower order terms)5. Also, we suppose that
they satisfy the structural equations(
F
(BC)
(A,0)
)µν
=
(
F
(CB)
(A,0)
)µν
(
F
(BC)
(A,0)
)
LL
= 0 if φ(A) ∈ Φ[0](
F
(BC)
(A,0)
)
LL
= 0 if φ(A) ∈ Φ[n] and either
{
φ(B) ∈ Φ[n+1]
φ(B) ∈ Φ[n] and φ(C) ∈ Φ[m] , m ≥ 1
Suppose moreover that the terms F
(0)
(A,n) satisfy the following conditions: if φ(A) ∈ Φ[0], then∫
Mττ0
−1
(
(1 + r)1−C[0,0]|F (0)(A,0)|2 + (1 + r)
1
2 δ(1 + τ)1+δ|F (0)(A,0,1)|2 + (1 + r)1−3δ(1 + τ)2β |F (0)(A,0,2)|2
+ (1 + r)1+
1
2 δ|F (0)(A,0,3)|2
)
dvolg .
1
C[0,0]
δ−12(N2+2)(1 + τ)−1
∫
Mττ0∩{r≥r0}
−1
(
r1−C[0,0](1 + τ)1+δ|F (0)(A,0,4)|2 + r2−C[0,0]−2δ(1 + τ)2β |F (0)(A,0,5)|2
+ r2−C[0.0]|F (0)(A,0,6)|2
)
dvolg .
1
C[0,0]
δ−12(N2+2)
and in general, if φ(A) ∈ Φ[m], then∫
Mττ0
−1
(
(1 + r)1−C[n,m]|F (0)(A,n)|2 + (1 + r)
1
2 δ(1 + τ)1+δ|F (0)(A,n,1)|2 + (1 + r)1−3δ(1 + τ)2β |F (0)(A,n,2)|2
+ (1 + r)1+
1
2 δ|F (0)(A,n,3)|2
)
dvolg .
1
C[n,m]
δ−12(N2+2)(1 + τ)−1+C(n,m)δ
∫
Mττ0∩{r≥r0}
−1
(
r1−C[n,m](1 + τ)1+δ|F (0)(A,n,4)|2 + r2−C[n,m]−2δ(1 + τ)2β |F (0)(A,n,5)|2
+ r2−C[n,m]|F (0)(A,n,6)|2
)
dvolg .
1
C[0,m]
δ−12(N2+2)(1 + τ)C(n,m)δ
5Note that this condition can be weakened: see the footnotes to proposition 16.1.1
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Furthermore, suppose that both the pointwise bounds and the L2 bounds of chapter 12 hold.
Define F(A,n) as follows: if Y
n contains no factors of the operator r /DL, then we define
/˜gY nφ(A) = F(A,n)
otherwise, if Y n contains k factors of the operator r /DL, k ≥ 1, then we define
/˜gY nφ(A) − k /∆Y n−1φ(A) − (2k − 1)r−1 /DL(r /DLY n−1φ)− (2k − 1)r−1 /DL(Y n−1φ) = F(A,n)
Then, for all sufficiently small , we can decompose F(A,n) as
F(A,n) = F(A,n,1) + F(A,n,2) + F(A,n,3)
= F(A,n,4) + F(A,n,5) + F(A,n,6)
where, if φ(A) ∈ Φ[m], then we have∫
Mττ0
−1
(
(1 + r)1−C[n,m]|F(A,n)|2 + (1 + r) 12 δ(1 + τ)1+δ|F(A,n,1)|2 + (1 + r)1−3δ(1 + τ)2β |F(A,n,2)|2
+ (1 + r)1+
1
2 δ|F(A,n,3)|2
)
dvolg .
(
1
C[n,m]
+
2
δ6
)
δ−12(N2+2−n)(1 + τ)−1+C(n)δ
∫
Mττ0∩{r≥r0}
−1
(
r1−C[n,m](1 + τ)1+δ|F(A,n,4)|2 + r2−C[n,m]−2δ(1 + τ)2β |F(A,n,5)|2
+ r2−C[n,m]|F(A,n,6)|2
)
dvolg .
(
1
C[n,m]
+
2
δ6
)
δ−12(N2+2−n)(1 + τ)C(n)δ
Finally, we define F(A,N2(j)) as follows: if Y
N2−j contains k factors of the operator r /DL, k ≥ 1,
then we define
/˜g( /DT )jY N2−jφ(A) − k /∆( /DT )jY N2−1−jφ(A) − (2k − 1)r−1 /DL(r /DL( /DT )jY N2−1−jφ)
− (2k − 1)r−1 /DL( /DT )jY N2−1−jφ) = F(A,N2(j))
then we have∫
Mττ0
−1
(
(1 + r)1−C[N2(j),m]|F(A,N2(j))|2 + (1 + r)
1
2 δ(1 + τ)1+δ|F(A,N2(j),1)|2
+ (1 + r)1−3δ(1 + τ)2β |F(A,N2(j),2)|2 + (1 + r)1+
1
2 δ|F(A,N2(j),3)|2
)
dvolg
.
(
1
C[N2(j+1),m]
+
2
δ6
)
δ−14(1 + τ)−1+C(N2(j))δ
∫
Mττ0∩{r≥r0}
−1
(
r1−C[N2(j),m](1 + τ)1+δ|F(A,[N2(j),4)|2 + r2−C[N2(j),m]−2δ(1 + τ)2β |F(A,[N2(j),5)|2
+ r2−C[N2(j),m]|F(A,[N2(j),6)|2
)
dvolg .
(
1
C[N2(j+1),m]
+
2
δ6
)
δ−14(1 + τ)C(N2(j))δ
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and∫
Mττ0
−1
(
(1 + r)1−C[N2(j),m]|F(A,N2(N2))|2 + (1 + r)
1
2 δ(1 + τ)1+δ|F(A,N2(N2),1)|2
+ (1 + r)1−3δ(1 + τ)2β |F(A,N2(N2),2)|2 + (1 + r)1+
1
2 δ|F(A,N2(N2),3)|2
)
dvolg
.
(
1
C[N2(N2),m]
+
2
δ6
)
δ−14(1 + τ)−1+C(N2(N2))δ
∫
Mττ0∩{r≥r0}
−1
(
r1−C[N2(N2),m](1 + τ)1+δ|F(A,[N2(N2),4)|2
+ r2−C[N2(N2),m]−2δ(1 + τ)2β |F(A,[N2(N2),5)|2 + r2−C[N2(N2),m]|F(A,[N2(N2),6)|2
)
dvolg
.
(
1
C[N2(N2),m]
+
2
δ6
)
δ−14(1 + τ)C(N2(N2))δ
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Chapter 17
Proving the theorem
Now we are finally in a position to prove a detailed version of theorem 1.2.3, which is the main result of
this work.
Theorem 17.0.1 (Global existence for small initial data for systems of wave equations obeying the
hierarchical weak null condition). Let M be a smooth, four-dimensional Lorentzian manifold, equipped
with a set of smooth coordinate functions (which we call the rectangular coordinates) (x0, x1, x2, x3) with
respect to which the metric g has components
g(∂xa , ∂xb) = gab = mab + hab
where mab are the rectangular components of the Minkowksi metric: that is,
m00 = −1
m11 = m22 = m33 = 1
mab = 0 if a 6= b
Let V be a finite-dimensional, trivial vector bundle over M, so that V = M× V for some finite-
dimensional vector space V . Let (v(1), v(2), . . .) be a basis of smooth sections for V, so that, for every
point x ∈M, the vectors (v(1)(x), v(2)(x), . . .) span the vector space V .
Let φ = φ(a)v
(a) be a section of V, such that the components of φ(a) satisfy the system of wave
equations
˜gφ(a) = F(a)(x,φ, ∂φ)
where ˜g is the operator1
˜gφ := gφ+ ωLφ
Here, g = (g−1)µνDµDν is the “geometric” wave operator, where D is the covariant derivative with
respect to the metric g.
Let M be a section of the vector bundle with fibres that are invertible linear maps2 from V to V . Then
we can realise M as a section of the vector bundle M× V × V ∗, where V ∗ is the dual to V . We write
this section as M
(a)
(A)(x,φ). Suppose that the components of M with respect to the basis (v
(1), v(2), . . .)
are given by
M
(a)
(A) (x,φ) = M
(a)
(A) (x,φ)
where, if the pointwise bounds in section 12.2 hold, then these components satisfy the pointwise bounds3
|M (a)(A) | . 1
|∂¯M (a)(A) | . (1 + r)−1−δ
|∂M (a)(A) | . (1 + r)−1 + (1 + r)−1+δ(1 + τ)−β
(17.1)
1See chapter 2, and in particular definition 2.2.3 for the definition of the vector field L, and see chapter 4, definition
4.1.1 for the definition of the scalar field ω.
2Note, in particular, that M could be the identity map, in which case we say that we do not need to change the basis
of sections for V. Alternatively, M could be a constant linear map (i.e. independent of the point on the manifold M), in
which case we say that we do not need to perform a point-dependent change of basis.
3see chapter 2, section 2.2 for the definitions of the norms |∂φ| and |∂¯φ|.
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for some 12 > β > δ > 0
Define
F(A)(x,φ, ∂φ) := M
(a)
(A) (x,φ)F(a)(x,φ, ∂φ)
Suppose that the fields F(A) can be decomposed as
F(A) = F
(0)
(A)(x) +
(
F
(BC)
(A) (x)
)µν
(∂µφ)B(∂νφ)C +O
(
φ(∂φ)2
)
+O ((∂φ)3)
where the tensor fields F
(BC)
(A) have constant rectangular components
4.
Next, we suppose that the vector space V admits a decomposition as a direct sum
V = V[1] ⊕ V[2] ⊕ . . .⊕ V[N ]
such that each of the basis sections v(A)(x) = (M−1) (A)(a) v
(a)(x) is in precisely one of the subspaces
V[n] (in particular, v
(A)(x) is in the same subspace regardless of the point x on the manifold). We write
φ(A) ∈ Φ[n] if φ(A)(x)v(A)(x) ∈ V[n] for all x ∈M.
For any tensor field Fµν we define FLL := F
µνLµLν (again, see definition 2.2.3 for the definition of
the vector field L). Then we require that the tensor fields (F
(BC)
(A) )
µν satisfy the structural equations(
F
(BC)
(A)
)µν
=
(
F
(CB)
(A)
)µν
(
F
(BC)
(A)
)
LL
= 0 if φ(A) ∈ Φ[0](
F
(BC)
(A)
)
LL
= 0 if φ(A) ∈ Φ[n] and either
{
φ(B) ∈ Φ[n+1]
φ(B) ∈ Φ[n] and φ(C) ∈ Φ[m] , m ≥ 1
which we will refer to as the hierarchical weak null condition.
We require the following bounds for the inhomogeneous terms which are independent of the field
φ and its derivatives. Define F
(0)
(A,n) = Y
nF
(0)
(A), where each operator Y is any operator from the set
{ /DT , r /∇, r /DL} (see chapter 2 for this notation). Then we require the following bounds for these inho-
mogeneous terms F
(0)
(A):
Pointwise bounds: for all n ≤ N1, if φ(A) ∈ Φ[m] then we have
|F (0)(A,n)| ≤ (N2−2−n0)(1 + r)−2+2C(n0,m)(1 + τ)−β
for some sufficiently large constants C(n,m), which satisfy
C(n,m)  C(n,m−1)
and for all m1,m2
C(n,m1)  C(n−1,m2)
We also require the following special pointwise bound: if φ(A) ∈ Φ[0] then
|F (0)(A,0)| = |F (0)(A)| ≤ (N2−2)(1 + r)−2(1 + τ)−β
We also require some L2 bounds on these homogeneous terms. In order to state these, we first
decompose the homogeneous terms as follows:
F
(0)
(A,n) = F
(0)
(A,n,1) + F
(0)
(A,n,2) + F
(0)
(A,n,3)
= F
(0)
(A,n,4) + F
(0)
(A,n,5) + F
(0)
(A,n,6)
4Note that this condition can be weakened: see the footnotes to proposition 16.1.1
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then we require the L2 bounds∫
Mττ0
−1
(
(1 + r)1−C[n,m]|F (0)(A,n)|2 + (1 + r)
1
2 δ(1 + τ)1+δ|F (0)(A,n,1)|2 + (1 + r)1−3δ(1 + τ)2β |F (0)(A,n,2)|2
+ (1 + r)1+
1
2 δ|F (0)(A,n,3)|2
)
dvolg .
1
C[n,m]
2(N2−n+2)(1 + τ)−1+C(n,m)δ
∫
Mττ0∩{r≥r0}
−1
(
r1−C[n,m](1 + τ)1+δ|F (0)(A,n,4)|2 + r2−C[n,m]−2δ(1 + τ)2β |F (0)(A,n,5)|2
+ r2−C[n,m]|F (0)(A,n,6)|2
)
dvolg .
1
C[n,m]
2(N2−n+2)(1 + τ)C(n,m)δ
where δ is some sufficiently small constant and the C[n,m] are some sufficiently large constants, satisfying
C[n,m]  C[n,m−1]
and, for all m1,m2
C[n,m1]  C[n−1,m2]
and finally, for all n1, n2, m1, m2
C[n1,m1]  C(n2,m2)
Next, suppose that the rectangular components of the metric components can be expressed as
hab(x,φ) = h
(0)
ab (x) + h
(1)
ab (x,φ)
such that the following bounds hold: for all n ≤ N1
|Y nh(1)ab | .
∑
m≤n
∑
(a)
|Y mφ(a)|+O(|Y ≤nφ|2)
| /DY nh(1)ab | .
∑
m≤n
∑
(a)
| /DY mφ(a)|+O
 ∑
j+k≤n
| /DY jφ||Y kφ|

| /DY nh(1)ab | .
∑
m≤n
∑
(a)
| /DY mφ(a)|+O
 ∑
j+k≤n
| /DY jφ||Y kφ|

(see chapter 2 for the notation used here) and also such that we have the following bound
|∂h(1)|LL = |∂h(1)ab |LaLb .
∑
(A) |φ(A)∈Φ[0]
|∂φ|(A) +O(|φ||∂φ|)
Additionally, the lower order terms in the metric perturbations are required to satisfy the following point-
wise bounds, for all n ≤ N1
|Y nh(0)ab | ≤
1
2
(1 + r)−
1
2+δ
| /DY nh(0)ab | ≤
{
1
2
(
(1 + r)−1 + (1 + r)−1+δ(1 + τ)−β
)
1
2(1 + r)
−1+C(n)
| /DY nh(0)ab | ≤
1
2
(1 + r)−1−δ
where C(n) is some sufficiently large constant satisfying
C(n) ≥ C(n,m) for all m
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We also require the following bounds, giving additional control over lower order terms:
|∂h(0)ab | ≤
1
2
(1 + r)−1+C(0)(1 + τ)−C
∗δ
| /DY h(0)ab | ≤
1
2
(1 + r)−1+C(1)(1 + τ)−C
∗δ
|∂h(0)ab |LaLb ≤
1
2
(1 + r)−1
Finally, we suppose that the initial data for the fields φ(a) is posed on the hypersurface Στ0 , which
consists of two parts: the hypersurface5 {x0 = t0 = constant} ∩ {r ≤ r0} together with an outgoing
characteristic hypersurface emanating from the sphere r = r1, t = t0 and normal to this sphere.
The initial data is required to satisfy the following bounds: for φ(A) ∈ Φ[m] and for all n ≤ N2, we
have ∫
Στ0
(
(1 + r)−C[n,m]| /DY nφ|2(A) + (1 + r)1−C[n,m]| /DLY nφ|2(A)
)
dvolg ≤ 2(N2+3−n)
as well as the pointwise bounds∫
S¯t,r
|Y nφ|(A)dvolS2 . 2(N2+3−n)(t+ 1− t0)−1+ 12C[n,m]
Again, see chapter 2 for the definitions of the volume forms and the spheres S¯t,r.
Then, if N2 ≥ 8 and N2 − 4 ≥ N1 ≥ 4, for all sufficiently small  the system of wave equations
˜gφ(a) = F(a) has a unique, global solution, i.e. a unique solution in the region to the future of Στ0 .
Furthermore, this solution will obey the pointwise bounds and L2 bounds given in chapter 12, as well as
the L2 bounds6 in section 16.3.
Proof. This is the main result of this work, and as such we will essentially be appealing to all of the
results that we have proved so far.
We proceed under the bootstrap assumptions of chapter 12. We also make the bootstrap assumptions
on the L2 norms of various geometric quantities, as given in section 16.3. These latter bootstrap bounds
are to be regarded as, in a sense, auxiliary: we will very quickly be able to improve these bounds by
using the other bootstrap bounds.
Let τ(max) be the largest time such that these bootstrap bounds hold. We will first establish that
that all of the bootstrap bounds hold for some (potentially very short) time, by using the conditions on
the initial data.
First, we note that the required L2 bounds on the fields φ hold, at least up to some time τ1 > τ0,
by the semi-global existence result (see appendix B). Together with the relationship between the metric
fields hab and the fields φ that is assumed in the proposition, this implies that the remaining L
2 bootstrap
bounds from section 16.3 hold up to time τ1 > τ0. Then, using the bounds established in section 16.3
we find that the L2 bootstrap bounds for the various geometric terms (see section (16.12) and (16.13))
also hold for some short time.
Next, we note that the semi-global existence result of appendix B also provides us with pointwise
bounds on the fields φ. Together with the conditions on the initial data, this can be used to show that
the pointwise bootstrap bounds on the fields φ hold, at least up to some time τ1 > τ0. Again, noting the
relationships between the fields φ and the metric components hab, we conclude that the required bounds
on the metric components also hold for this short time. Finally, the calculations in chapter 15 show that
the pointwise bounds we require on the other geometric quantities also hold for this short time.
In summary, we have established that the time τ(max) > τ0. In other words, there is some small time
during which all of the bootstrap bounds hold.
Next, we aim to show that, in fact, at all times τ such that τ0 ≤ τ ≤ τ(max), the bootstrap bounds
can be improved. That is, the bootstrap bounds which we have assumed actually hold with an additional
factor of, say, 1/2 on the right hand side. Since we are restricting to the region τ0 ≤ τ ≤ τ(max), we
can attempt this task while assuming that the bootstrap bounds hold (without, of course, assuming the
improvement of a factor of 1/2!).
5Here, as elsewhere, r is defined relative to the rectangular coordinates by r =
√
(x1)2 + (x2)2 + (x3)2.
6In fact, the system will obey all of these bounds with an additional factor of, say 1/2 on the right hand side.
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Pointwise bounds on the inhomogeneous terms
Many of the bounds we need to improve involve bounds on the inhomogeneous terms in the various
wave equations we are considering. The structure of these terms, together with some L2 bounds relating
them to other quantities, were established in chapter 16. Using these expressions, together with the
bootstrap bounds, we can establish various pointwise and L2 bounds for the inhomogeneous terms.
Specifically, using proposition 16.2.5 together with the pointwise bootstrap bounds, we easily conclude
that
|Y nF |(A) . 2(1 + r)−2+2C(n,m)
if φ(A) ∈ Φ[m] and n ≤ N1 − 1.
Improving the L2 bounds on geometric quantities
The first (and easiest) of the bootstrap bounds which we can improve are the L2 bootstrap bounds
for the geometric quantities, which are stated in section 16.3.
If we combine propositions 16.3.1, 16.3.4, 16.3.6, 16.3.8, 16.3.10, 16.3.12, 16.3.15 and 16.3.17 then we
obtain the following bound: for all n ≤ N2 − 1, and for small enough  and δ,∫
Mτ1τ
(
C[n](1 + r)
−1−C[n]|Γ(n)(−1+C(n))|
2 + cδ(1 + r)−1−cδ|Γ(n)(−1+C(n))|
2
+ δ(1 + r)−1+(
1
2−c[n])δ|Γ(n)(−1−δ)|2
)
dvolg
.
(

δC[n]
+
1
C[n−1]C[n]
+
2
c3δ2
+

c3δ3C[n−1]
)
2(N2+1−n)(1 + τ)−1+C(n)δ
+
1
C[n]
∫
Mτ1τ
(
(1 + r)−1+
1
2 δ| /DY nh|2(frame) + (1 + r)−3−δ|Y nh(rect)|2
+ C[n]
3δ(1 + r)−1+
1
2 δ| /DY n+1h2(frame)
)
dvolg
so, using the bootstrap bounds for the metric fields we have∫
Mτ1τ
(
C[n](1 + r)
−1−C[n]|Γ(n)(−1+C(n))|
2 + cδ(1 + r)−1−cδ|Γ(n)(−1+C(n))|
2
)
dvolg
.
(

δC[n]
+
1
C[n−1]C[n]
+
2
c3δ2
+

c3δ3C[n−1]
)
2(N2+1−n)(1 + τ)−1+C(n)δ
In particular, if the C[n]’s are sufficiently large, and if  is sufficiently small compared to δ and c, then
we can improve the bootstrap bound to find∫
Mτ1τ
(
C[n](1 + r)
−1−C[n]|Γ(n)(−1+C(n))|
2 + cδ(1 + r)−1−cδ|Γ(n)(−1+C(n))|
2
)
dvolg
≤ 1
2
2(N2+1−n)(1 + τ)−1+C(n)δ
Next, we we combine propositions 16.3.1, 16.3.5, 16.3.7, 16.3.9, 16.3.11, 16.3.12, 16.3.16 and 16.3.18,
and use the pointwise bounds on the inhomogeneous terms which were obtained above. Then we obtain
the following bound:∫
Mτ1τ
(
δ(1 + r)−1−δ|Γ(n)(−1+C(n))|
2
)
dvolg
.
(
2
δ
+

δC[N2]
+
1
C[N2−1]C[N2]
+
2
δ4
+

δ3C[N−2−1]
)
2(1 + τ)−1+C(N2)δ
+
1
δ4
∫
Mτ1τ
(
(1 + r)−1−δ| /DY N2h|2(frame) + (1 + r)−3−δ|Y N2h|2(frame) + (1 + r)−1+
1
2 δ| /DY N2h|2(frame)
+ δ4(1 + r)1−C[N2]|Y N2F |2LL + δ4
N2−1∑
n=0
(1 + r)1−C[n]|Y nF |2LL
)
dvolg
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Now, using the bounds obtained in proposition 16.5.1 we can bound these last terms as∫
Mτ1τ
(
+ (1 + r)1−C[N2]|Y N2F |2LL +
N2−1∑
n=0
(1 + r)1−C[n]|Y nF |2LL
)
dvolg . δ−14(1 + τ)−1+C(N2)δ
Using the L2 bootstrap bounds it is again easy to see that, for  sufficiently small compared with δ and
for all sufficiently large constants C[n], we can improve the bounds to give us∫
Mτ1τ
(
δ(1 + r)−1−δ|Γ(n)(−1+C(n))|
2 + cδ(1 + r)−1−cδ|Γ(n)(−1+C(n))|
2
)
dvolg ≤ 1
2
2(1 + τ)−1+C(N2)δ
Thus all of the bounds in equations (16.12) and (16.12) have been improved.
First improvements of the pointwise bounds on the fields and the metric components
Some quantities can be controlled in L∞ directly using the energy estimates together with propositions
11.1.4 or 11.1.12 and the Sobolev embedding on the sphere, or the elliptic estimates (see section 15.5). In
other words, we mean the fields φ(a), their derivatives, and other quantities which are related algebraically
to them.
Using proposition 11.1.4 together with the Sobolev inequalities on the sphere (proposition 10.0.5)
and the L2 bootstrap bounds, we obtain, in the region r ≥ r0,
sup
Sτ,r
|Y nφ(a)| . N2−nr− 12+ 12C[n+2,m](1 + τ)− 12+ 12C(n+2)δ
if φ(a) ∈ Φ[m] and for all n ≤ N2 − 2. Similarly, if φ(A) ∈ Φ[m] then, using the pointwise bounds on the
matrices M
(a)
(A) we also obtain
sup
Sτ,r
|Y nφ|(A) . N2−nr− 12+ 12C[n+2,m](1 + τ)− 12+ 12C(n+2)δ
Alternatively, we can use proposition 11.1.12 together with the Sobolev inequalities to obtain
sup
Sτ,r
|Y nφ(a)| . r−1
∫
Sτ,r0
∑
j≤n+2
|Y jφ|2dvolS2
 12
+
1
C[n]
r−1+
1
2C[n]
∫
Στ∩{r≥r0}
∑
j≤n+2
(r′)1−C[j]| /DL(rY jφ)|2dr ∧ dvolS2
 12
so then, using the L2 bootstrap bounds for the second term together with the bounds we have already
established for the first term, we have
sup
Sτ,r
|Y nφ(a)| . N2−nr−1(1 + τ)− 12+ 12C(n+2)δ + 1
C[n]
N2−n−1r−1+
1
2C[n](1 + τ)
1
2C(n)δ
The first term is strictly smaller than the second, for sufficiently small . Hence
sup
Sτ,r
|Y nφ(a)| . 1
C[n]
N2−n−1r−1+
1
2C[n](1 + τ)
1
2C(n)δ
Next, by using the fact that the “good” derivatives can be expressed in terms of the commutation
operators, we have
sup
Sτ,r
| /DY nφ(a)| . N2−n−1r− 12+ 12C[n+3,m](1 + τ)− 12+ 12C(n+3)δ
in the region r ≥ r0, and for φ(a) ∈ Φ[m] and n ≤ N2 − 3. Similarly, if φ(A) ∈ Φ[m] then under the same
conditions
sup
Sτ,r
| /DY nφ|(A) . N2−n−1r− 12+ 12C[n+3,m](1 + τ)− 12+ 12C(n+3)δ
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Next, we can use proposition 15.1.7 to obtain a bound on the L derivatives. Before we can use this
proposition, we need to obtain a bound on the quantity∫
Στ∩{r≥r′}
(
r1−2δ
∑
0≤m≤2
|(r /∇)mF(A,n)|2
)
dvolΣτ
We can bound this by the following calculation: for any τ1 ≥ τ we have∫
Στ∩{r≥r′}
(
r1−2δ
∑
0≤m≤2
|(r /∇)mF(A,n)|2
)
dvolΣτ .
∫
Στ1∩{r≥r′}
(
r1−2δ
∑
0≤m≤2
|(r /∇)mF(A,n)|2
)
dvolΣτ
+
∫
Mτ1τ
(
r1−2δ∂τ
∣∣
r,ϑA
∑
0≤m≤2
|(r /∇)mF(A,n)|2
)
dvolg
and, using equation (11.1) and the pointwise bootstrap bounds we have, for any function φ,
|∂τ
∣∣
r,ϑA
φ| . µ (|Tφ|+ |r /∇φ|) . (1 + r)C(0)|Y φ|
Putting this together, we have∫
Στ∩{r≥r′}
(
r1−2δ
∑
0≤m≤2
|(r /∇)mF(A,n)|2
)
dvolΣτ .
∫
Στ1∩{r≥r′}
(
r1−2δ
∑
0≤m≤2
|Y mF(A,n)|2
)
dvolΣτ
+
∫
Mτ1τ
(
r1−
3
2 δ
∑
0≤m1≤3
|Y mF(A,n)|2
)
dvolg
Now, the L2 bootstrap bounds together with the bound on the inhomogeneous terms in proposition
16.4.1 imply that, for all n ≤ N2, we easily find that∫
Mτ1τ ∩{r≥r′}
(
r1−δ|F(A,n)|2
)
dvolΣτ . δ−12(N2+2−n)(1 + τ)−1+C(n)δ
Now, we note that |Y 2F(A,n)| and |Y 3F(A,n)| are not precisely the same as |F(A,n+3)| and |F(A,n+2)|,
because they do not include terms from commuting the Y n through the wave operator. However, as
should be clear from the proof of proposition 16.2.5, these terms do have the same schematic form as
|F(A,n+3)| and |F(A,n+2)| respectively. Hence, following exactly as in the proof of proposition 16.4.1, we
have, for any τ2 ≥ τ ,∫
Mτ2τ ∩{r≥r′}
(
r1−2δ
∑
0≤m≤2
|Y mF(A,n)|2
)
dvolΣτ . δ−12(N2−n)
and so we can find a sequence of times τn such that, at these times,∫
Στn
(
r1−2δ
∑
0≤m≤2
|Y mF(A,n)|2
)
dvolΣτ . δ−12(N2−n)(1 + τn)−1
Now, we choose τ1 to be one of these times, such that τ1 is comparable to τ . Then we also have∫
Mτ2τ ∩{r≥r′}
(
r1−2δ
∑
0≤m≤3
|Y mF(A,n)|2
)
dvolΣτ . δ−12(N2−1−n)(1 + τ)−1+C(n+3)δ
So, putting these calculations together, we find that∫
Στ∩{r≥r′}
(
r1−2δ
∑
0≤m≤2
|(r /∇)mF(A,n)|2
)
dvolΣτ . δ−12(N2−1−n)(1 + τ)−1+C(n+3)δ
Now we can use proposition 15.1.7. Together with the L2 bounds, this gives us the pointwise bound
| /DLY nφ(a)| . δ−
1
2 (N2−1−n)(1 + τ)−
1
2+
1
2C(n+3)δ
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for all n ≤ N2 − 3, from which it follows (using the pointwise bounds we are assuming on M (A)(a) ) that
we also have
| /DLY nφ|(A) . δ−
1
2 (N2−1−n)r−1+δ(1 + τ)−
1
2+
1
2C(n+3)δ
Putting together the calculations so far in this part of the proof, and using the fact that the rectangular
components of the metric are related to the fields, we can improve the pointwise bounds on the fields,
metric perturbations and their derivatives as follows: if r ≥ r0 then we have the improved bounds
|φ(a)| . N2r− 12+ 12C[2,m](1 + τ)− 12+ 12C(2)δ
|φ|(A) . N2r− 12+ 12C[2,m](1 + τ)− 12+ 12C(2)δ
|Y φ(a)| . N2−1r− 12+ 12C[3,m](1 + τ)− 12+ 12C(3)δ
|Y φ|(A) . N2−1r− 12+ 12C[3,m](1 + τ)− 12+ 12C(3)δ
|h(rect)| . N2r− 12+ 12C[2](1 + τ)− 12+ 12C(2)δ
|h|(frame) . N2r− 12+ 12C[2](1 + τ)− 12+ 12C(2)δ
|Y h(rect)| . N2−1r− 12+ 12C[3](1 + τ)− 12+ 12C(3)δ
|Y h|(frame) . N2−1r− 12+ 12C[3](1 + τ)− 12+ 12C(3)δ
additionally, for r ≥ r0 we have the following bounds, giving improved decay in r:
|φ(a)| . N2−1r−1+ 12C[2](1 + τ) 12C(2)δ
|φ|(A) . N2−1r−1+ 12C[2](1 + τ) 12C(2)δ
|Y φ(a)| . N2−2r−1+ 12C[3](1 + τ) 12C(3)δ
|Y φ|(A) . N2−2r−1+ 12C[3](1 + τ) 12C(3)δ
|h(rect)| . N2−1r−1+ 12C[2](1 + τ) 12C(2)δ
|h|(frame) . N2−1r−1+ 12C[2](1 + τ) 12C(2)δ
|Y h(rect)| . N2−2r−1+ 12C[3](1 + τ) 12C(3)δ
|Y h|(frame) . N2−2r−1+ 12C[3](1 + τ) 12C(3)δ
Also, for all n ≤ N2 − 2 we have the bounds
|Y nφ(a)| . N2−nr−1+ 12C[n+2](1 + τ) 12C(n+2)δ
|Y nφ|(A) . N2−nr−1+ 12C[n+2](1 + τ) 12C(n+2)δ
|Y nh(rect)| . N2−nr−1+ 12C[n+2](1 + τ) 12C(n+2)δ
|Y nh|(frame) . N2−nr−1+ 12C[n+2](1 + τ) 12C(n+2)δ
and for all n ≤ N2 − 3 we have the improved bounds
| /DY nφ(a)| . N2−1−nr− 32+ 12C[n+3](1 + τ)− 12+ 12C(n+3)δ
| /DY nφ|(A) . N2−1−nr− 32+ 12C[n+3](1 + τ)− 12+ 12C(n+3)δ
| /DY nh(rect)| . N2−1−nr− 32+ 12C[n+3](1 + τ)− 12+ 12C(n+3)δ
| /DY nh|(frame) . N2−1−nr− 32+ 12C[n+3](1 + τ)− 12+ 12C(n+3)δ
and finally, for all n ≤ N2 − 3 we have the improved bounds
| /DY nφ(a)| . δ− 12 N2−1−nr−1+δ(1 + τ)− 12+ 12C(n+3)δ
| /DY nφ|(A) . δ− 12 N2−1−nr−1+δ(1 + τ)− 12+ 12C(n+3)δ
| /DY nh(rect)| . δ− 12 N2−1−nr−1+δ(1 + τ)− 12+ 12C(n+3)δ
| /DY nh|(frame) . δ− 12 N2−1−nr−1+δ(1 + τ)− 12+ 12C(n+3)δ
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Note that all of these improved bounds improve the constant relative to the bootstrap constants in
section 12.2 by at least a factor7 of δ−
1
2 , as long as we take N2 ≥ 7. Note also that we must assume
that N1 ≤ N2 − 3 for all of these bounds to hold.
The bounds derived above improve almost all of the pointwise bootstrap bounds for the fields φ, their
derivatives and the metric fields h that were made in section 12.2, with the important exception of the
improved pointwise bootstraps. By this, we mean those bootstrap assumptions giving sharp decay in
r (often at the expense of decay in τ). Recovering these bounds is a more delicate matter, and in fact
it will involve simultaneously improving the pointwise bootstrap bounds on geometric quantities, so we
postpone it for now. Instead, we note that we are already in a position to improve the pointwise bounds
of the fields at the lowest order, so we turn to this next.
Improving the pointwise bounds on lowest-order quantities
We can use these bounds to improve the sharp pointwise bounds on the bad derivatives LY nφ at
lowest order. First, we note that, if φ(a) (or φ(A)) is in Φ[0], then the improved pointwise bounds above
give us the bounds
|F(a,0)| . δ− 12 2(N2−1)r− 52+ 12C[3]+δ(1 + τ)−1+C(3)δ
|F |(A,0) . δ− 12 2(N2−1)r− 52+ 12C[3]+δ(1 + τ)−1+C(3)δ
Next, we cam appeal to proposition 15.1.11, which gives us that, in the region r ≥ r0, we actually have
the improved bound
|Lφ(a)| . δ− 12 (N2−1)r−1(1 + τ)− 12+ 12C(3)δ
|Lφ|(A) . δ− 12 (N2−1)r−1(1 + τ)− 12+ 12C(3)δ
Note that, to prove this second bound, we can follow the construction of proposition 15.1.11, and combine
this with the bound
|LM (a)(A) | . r−1−δ
On the other hand, if φ(a) (or φ(A)) is in φ[m], for m ≥ 1, then we can obtain a sharp bound by an
induction argument. Suppose that, for all m ≤ m1, we have already obtained the improved pointwise
bounds
|Lφ(a)|
|Lφ|(A)
}
. δ− 12 (N2−1)r−1+ 12C(m) for φ(a) , φ(A) ∈ Φ[m]
Then, using the structure of the inhomogeneous term F(0,m1+1) we have
|F(0,m1+1)| . r−1|Lφ[m1+1]|+ δ−12(N2−1)r−2+C(m1)
Now, using proposition8 15.1.11, we obtain the bounds
|Lφ(a)|
|Lφ|(A)
}
. δ− 12 (N2−1)r−1+ 12C(m1+1) for φ(a) , φ(A) ∈ Φ[m1+1]
as long as C(m1+1) is sufficiently large compared with C(m1). This proves the inductive step.
Now, before we can improve the rest of the sharp pointwise bounds on the bad derivatives (that is, the
pointwise bounds giving improved decay in r after commuting) we need to first obtain some improved
bounds on the geometric error terms. This is because, in order to utilise proposition 15.1.11, we need
some improved bounds on the inhomogeneous terms F(a,n). Apart from the lowest-order terms, these
error terms will involve geometric quantities (such as tr/g χ etc.) and so in order to obtain an improvement
on the L derivatives we first need some improvement on these geometric quantities.
First improvements of the pointwise bounds on geometric quantities
7There is also a (potentially large) numerical constant in the improved bounds we have derived. However, for sufficiently
small  we still obtain an improvement.
8Technically, the field φ[m1+1] might not be the same as the field φ(a) that we are estimating, but it is at the same level
of the semilinear hierarchy, and the proof of proposition 15.1.11 can easily be adapted to this case.
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Using the improved bounds that we have already obtained (summarized directly above) we can begin
to improve the pointwise bounds on the various geometric quantities. We will prove the improved
bounds on geometric quantities using an induction on the number of commutation operators. We make
the inductive hypothesis:
Γ
(n)
(−1+C(n)δ) . 
N2−4−n(1 + r)−1+C(n)(1 + τ)−β
Γ
(n)
(−1−δ) . 
N2−4−n(1 + r)−1−(2−c(n))δ(1 + τ)−β
(17.2)
where, as was previously the case, β is some constant in the range (0, 12 ), satisfying
1
2 − β  C∗δ.
This means that, for each of the various geometric quantities, we will need to show both the inductive
step and the base case. The latter means showing the estimate before applying any commutation
operators, the former will be split up into two cases: we will first show that, assuming the inductive
hypothesis holds for all n ≤ n0 − 1, we have bounds of the form
Γ
(n0)
(−1+C(n0))
. N2−4−n0(1 + r)−1+δ(1 + τ)−β
Γ
(n0)
(−1−δ) . δ
−2N2−3−n0(1 + r)−1−(2−c(n0))δ(1 + τ)−β
Now, these bounds will be sufficient to recover the sharp pointwise decay of the fields φ and the metric
components h. Finally, after this is done, we can then return to the pointwise decay for the geometric
quantities, and finish proving the inductive step.
Improving the pointwise bounds on the rectangular components of the frame fields
We can now apply proposition 15.4.1. With the pointwise bounds we have now obtained on the
metric and its first derivatives, we can choose
√E = N2−1(1 + τ)− 12+ 12C(2)δ. This leads to the bounds
|X(frame)| ≤ 1 + Cδ−1N2−1(1 + τ)− 12+ 12C(3)δ
For some numerical constant C. Now, for  sufficiently small, this allows us to obtain the bound
|X(frame)| ≤ 1 + C(0)δ−1N2−1(1 + τ)− 12+ 12C(3)δ
From this proposition, we also obtain the bound
|X¯(frame)| . δ−1N2−1(1 + τ)− 12+ 12C(3)δ
which, for small enough , allows us to improve the bound on X¯(frame) to
|X¯(frame)| ≤ 1
2
(1 + r)−2β(1 + τ)−β
Similarly, proposition 15.4.3 allows us to improve the bounds X(frame, small) to
|X(frame)| ≤ C(0)δ−1N2−1(1 + τ)− 12+ 12C(3)δ
This finishes the proof of the “base case” in the inductive argument that establishes equations (17.2)
in the case of the rectangular components of the null frame fields.
Next, we use the first part of proposition 15.4.2. Now, using the bounds on the metric perturbations
h and their derivatives that we have already obtained, together with the inductive hypothesis for the
lower order geometric error terms, we can apply the first part of proposition 15.4.2 with the choice√E = N2−3−n0(1 + τ)−β , we find that, for all n0 ≤ N2 − 3 we have
|Y n0X(frame)| . (1 + r)C(n0−1)
|Y n0X¯(frame)| . δ−1N2−3−n0(1 + r)−2δ(1 + τ)−β
Similarly, using proposition 15.4.3 with we obtain the bound
|Y n0X(frame, small)| . N2−4−n0(1 + r)C(n0−1)(1 + τ)−β
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Note that these bounds are actually already strong enough to prove the inductive step for the quan-
tities X(frame, small) and X¯(frame, small) (see equation (17.2)).
First improvements of the pointwise bounds on the foliation density
Now we will obtain our first improvements on the foliation density. As above, we will be able to prove
the base case for the induction, but this time we will not be able to obtain the inductive step straight
away. Instead, we will be able to obtain an intermediate bound.
First, we can use proposition 15.4.4 with the choice
√E = N2−1(1 + τ)− 12+ 12C(3)δ. This gives use the
bounds
|µ| ≤ 2(1 + r)CN2−1(1+τ)−
1
2
+ 1
2
C(3)δ
|µ−1| ≤ 2(1 + r)CN2−1(1+τ)−
1
2
+ 1
2
C(3)δ
Next, the bounds we have recovered so far, along with the inductive hypothesis, allow us to use the
first part of proposition 15.4.5 with the choice
√E = N2−3−n0(1+τ)− 12+ 12C(n0+3)δ. This yields the bound
|Y n0 logµ| . δ−2N2−3−n0(1 + r)−1+δ(1 + τ)−β
First improvements of the pointwise bounds on the connection coefficient ω
Next, we will now attempt to improve the pointwise behaviour of the connection coefficient ω. Using
proposition 15.4.6 with the choice
√E = N2−1(1 + τ)− 12+ 12C(3)δ together with the bounds we have
obtained on h and ∂h, we obtain the bound
|ω| . N2−1(1 + r)−1(1 + τ)− 12+ 12C(3)δ
proving the base case for ω.
Now, we can use proposition 15.4.7 to bound higher derivatives of ω. Specifically, using the pointwise
bounds on the metric components and their derivatives, together with the inductive hypothesis, we can
apply the first part of proposition 15.4.7 with the choice
√E = N2−3−n0(1 + τ)−β , which yields
|Y nω| . N2−3−n0(1 + r)−1+δ(1 + τ)−β
First improvements of the pointwise bounds on the connection coefficient ζ
We now examine the connection coefficient ζ. Using proposition 15.4.8 together with the bounds we
have obtained on h and ∂h, we find that we can choose
√E = N2−1(1 + τ)− 12+ 12C(3)δ. This leads to the
bound
|ζ| . N2−1(1 + r)−1+C(0)(1 + τ)− 12+ 12C(3)δ
proving the base case for ζ.
Next, we use proposition 15.4.9 to improve the bounds on Y nζ. Substituting the pointwise bounds
on the metric components and their derivatives, together with the inductive hypothesis, we can apply
the first part of proposition 15.4.9 with the choice
√E = N2−3−n0(1 + τ)−β to obtain
|Y nζ| . N2−3−n0(1 + r)−1+δ(1 + τ)−β
Improving the pointwise bounds on the connection coefficient tr/g χ(small)
Using proposition 15.4.10 together with the bounds that we already possess for the metric perturba-
tions and their derivatives, we find that
| tr/g χ(small)| . δ−1N2−1(1 + r)−1−2δ(1 + τ)−
1
2+
1
2C(3)δ
Next, we apply proposition 15.4.11. Using the bounds on the metric components together with the
inductive hypothesis, this leads to the bound
|Y n tr/g χ(small)| . δ−1N2−3−n0(1 + r)−1−2δ+C(n−1)(1 + τ)−β
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Improving the pointwise bounds on the connection coefficient χˆ
Using proposition 15.4.12 together with the bounds that we already possess for the metric perturba-
tions and their derivatives, we find that
| tr/g χ(small)| . δ−1N2−1(1 + r)−1−2δ(1 + τ)−
1
2+
1
2C(3)δ
Next, we apply proposition 15.4.13. Using the bounds on the metric components together with the
inductive hypothesis, this leads to the bound
|Y n tr/g χ(small)| . δ−1N2−3−n0(1 + r)−1−2δ+C(n−1)(1 + τ)−β
First improvements of the pointwise bounds on the connection coefficient tr/g χ(small)
Using proposition 15.4.14 together with the bounds that we already possess for the metric perturba-
tions and their derivatives, we find that
| tr/g χ(small)| . δ−1N2−1(1 + r)−1+δ(1 + τ)−
1
2+
1
2C(3)δ
Next, we apply proposition 15.4.15. Using the bounds on the metric components together with the
inductive hypothesis, this leads to the bound
|Y n tr/g χ(small)| . δ−1N2−3−n0(1 + r)−1+δ(1 + τ)−β
First improvements of the pointwise bounds on the connection coefficient χˆ
Using proposition 15.4.16 together with the bounds that we already possess for the metric perturba-
tions and their derivatives, we find that
| tr/g χ(small)| . δ−1N2−1(1 + r)−1+δ(1 + τ)−
1
2+
1
2C(3)δ
Next, we apply proposition 15.4.17. Using the bounds on the metric components together with the
inductive hypothesis, this leads to the bound
|Y n tr/g χ(small)| . δ−1N2−3−n0(1 + r)−1+δ(1 + τ)−β
The sharp decay estimates on the field and metric components
Now that we have obtained preliminary bounds for all of the geometric quantities, we are in a position
to improve the pointwise bounds on the fields φ (and thereby on the metric perturbations h), in order to
recover the sharp pointwise bounds on these quantities. We will then be able to return to the geometric
quantities that need further improvement, and recover this additional improvement, which will finally
complete the proof of the inductive step.
We first make an additional inductive hypothesis: we suppose that, if either n ≤ n0 − 1 or if
m ≤ m0 − 1, then we have already obtained the bounds
| /DY nφ(A)| . (N2−3−n)(1 + r)−1+C(n,m)(1 + τ)−β (17.3)
for all φ(A) ∈ Φ[m]. Note that we have already proved this in the case n = 0 (i.e. before commuting).
We first show how to prove the “base case” for this induction. That is, we will prove this bound in
the case that m = 0, so that φ ∈ Φ[0], assuming that we have already obtained the bound for smaller
values of n. In this case, if we substitute the bounds that we have already obtained into the expression
for the inhomogeneous term given in proposition 16.2.5 then we easily obtain the bound
|F(A,n0)| . (1 + r)−1| /DY nφ(A)|+ (1 + r)−1| /DY nh|LL
+ (N2−2−n0)(1 + r)−2+2C(n0−1)(1 + τ)−β
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as long as n0 ≤ N2 − 4. Indeed, we could actually obtain a better bound, with slightly faster decay in τ
and r. For example, we now have the bound
|∂¯φ(A)||r /∇2Y n0−1 logµ| . N2−1(1 + r)− 32+C(3)(1 + τ)−1+ 12C(3)δr−1|Y n0+1 logµ|
. δ−22N2−4−n0(1 + r)− 52+δ+C(3)(1 + τ)−1+ 12C(3)δ−β
which has additional decay in r and τ compared to what we require, and, if N2 ≥ 2 it also has additional
factors of  (which more than compensate for the factor of δ−2). Similar bounds can be places on the
other terms, assuming that N2 ≥ 3. The worst decay in r comes from terms of the form
|∂Y φ|| /DY n0−1φ| . 2N2−6−n0(1 + r)−2+C(1)+C(n0−1)(1 + τ)− 12+ 12C(4)δ−β
which, again, has more than enough decay in r and τ , and additional factors of  if N2 > 3.
Now, we can follow the calculations in proposition 15.1.11, but applied to all the fields φ(A) ∈ Φ[0]
and simultaneously to the field hLL. Specifically, if we set
φ˜(0) =
(
(Y n0φ(A)|φ(A) ∈ Φ[0]) , (Y n0h)LL
)
then, treating this as a vector of fields, we have the vector differential inequality9
| /DL(rφ˜(0))| . (1 + r)−1|rφ˜(0)|+ (N2−2−n0)(1 + r)−1+2C(n0−1)(1 + τ)−β
where the norm of these vector quantities can be taken to be the sum of the absolute values of their
components10. We can integrate this from r = r0 along the integral curves of L. Note that, at r = r0,
we already have the bounds | /DY nφ(A)| . N2−1−n(1 + τ)−β , and | /DY nh|LL . N2−1−n(1 + τ)−β from
the “unimproved” bounds. Hence, using the Gronwall inequality, we arrive at the bounds
|φ˜(0)| . (N2−3−n0)(1 + r)−1+(2C(n0−1)+C)(1 + τ)−β
for some numerical constant C. Since C(n0,0)  C(n0−1) this proves that the inductive hypothesis (17.3)
holds in the “base case” m = 0, assuming that it holds for all n ≤ n0 − 1 and (with this value of n) for
any value of m.
Next, we will show that, if the inductive hypothesis (17.3) holds for all n ≤ n0 − 1 and it holds for
all m ≤ m0, then it also holds for m = m0 + 1. Let φ(A) ∈ Φ[m0+1]. Then, again by substituting the
bounds that we have already obtained (and those given by the inductive hypothesis) into the expression
for the inhomogeneous term given in proposition 16.2.5, we find the pointwise bound
|F(A,n0)| . (1 + r)−1| /DY nφ(A)|
+ (N2−2−n0)(1 + r)−2+2C(n0,m)(1 + τ)−β
where, again, we must take n0 ≤ N2 − 4. This time, the term with the worst decay in r is of the form
|∂φ[m]|| /DY n0φ[m]| . 2N2−4−n0(1 + r)−2+C(0,m)+C(n,m)(1 + τ)−1+ 12C(4)δ−β
Again, we have more than enough decay in r and τ , and we also have additional factors of  if N2 ≥ 2
(in general, we need N2 ≥ 3 as before).
Now, applying proposition 15.1.11 to the field φ(A) and using the bound for |F(A,n0)| obtained above,
we find that
| /DLY n0φ(A)| . (N2−3−n0)(1 + r)−1+(2C(n0,m)+C)(1 + τ)−β
. (N2−3−n0)(1 + r)−1+C(n0,m+1)(1 + τ)−β
9In order to obtain this inequality for the field (Y nh)LL, we have to commute the rectangular components L
a through
the differential operator L, but this can be achieved without adding any error terms that cannot be easily controlled using
the bounds that we already have on the derivatives of the rectangular components of the frame fields.
10Note that, if the operator Y n includes any factors of r /DL, then we do not actually have /˜gY nφ(A) = F(A,n), but
there are additional terms of the form /DY n+1φ on the right hand side. However, the “unimproved bounds” are sufficient
to show that this quantity behaves like N2−2−n0r−1−δτ−β .
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where C is some numerical constant, and the second line follows from the fact that C(n0,m+1)  C(n0,m).
This finishes the proof of the inductive step: we can now conclude that the bounds in equation (17.3)
holds for all values of m and for all n0 ≤ N2 − 4.
Now, using the algebraic relationship between the metric and the fields φ(A), we find that we can
improve the pointwise bounds on the bad derivatives of the metric. Specifically, for all n ≤ N2 − 4 we
obtain the bounds
| /DY nh|LL . (N2−3−n)(1 + r)−1+C(n,0)(1 + τ)−β
| /DY nh(rect)| . (N2−3−n)(1 + r)−1+C(n)(1 + τ)−β
| /DY nh|(frame) . (N2−3−n)(1 + r)−1+C(n)(1 + τ)−β
where the first inequality follows from the fact that hLL ∈ Φ[0], and the second and third follow from
the fact that C(n) = C(n,N1), the fact that h(rect) can be expressed in terms of the fields φ(A), and the
pointwise bounds on the rectangular components of the frame fields.
The sharp decay estimates on the geometric quantities
Now that we have obtained sharp decay estimates on the metric components, we can use these bounds
to obtain sharp decay estimates on various other geometric quantities. Specifically, we can upgrade the
pointwise decay that we have obtained above, to obtain
Γ
(n)
(−1+C(n)δ) . 
N2−4−n(1 + r)−1+C(n)(1 + τ)−β
matching the inductive hypothesis (17.2). We do this using the estimates in section 15.4. Since most
of the details are identical to those given above, we will not provide them here. For example, using
proposition 15.4.5, together with the bound that we have now obtained on the metric, we immediately
obtain
|Y n logµ| . C−1(n,0)N2−4−n(1 + r)−1+C(n,0)(1 + τ)−β
The other bounds follow from the estimates in section 15.4 in just as straightforward a manner.
Additionally we have the improved bounds on the scalar field Ω and the Gauss curvature K, which
follow from propositions 15.4.18 and 15.4.19:
|Ω|+ |Ω−1| . exp δ−2N2−4
|r2K| . 1 + δ−2N2−6
This finally allows us to prove the inductive step corresponding to the inductive hypothesis (17.2).
To recap our argument: we showed, using the unimproved bounds, the sharp pointwise bounds on the
fields φ, the metric components h, and the geometric quantities. We then made the inductive hypothesis
(17.2). This was sufficient to show some intermediate bounds on the geometric fields, which correspond
to the unimproved bounds on the fields and the metric components, but not to prove the inductive step
straight away. However, these intermediate bounds were then used to improve the bounds on the fields
and the metric components, and to obtain sharp decay estimates for these quantities. Finally, these
improved bounds were used to improve the bounds on the geometric quantities, finishing the proof of
the inductive step.
Improving the decay estimates in the region 12r0 ≤ r ≤ r0
In the region 12r0 ≤ r ≤ r0, the geometric components can be related algebraically to the rectangular
components of the metric h and their derivatives (see section 4.8). Furthermore, r is bounded, so we do
not need to worry about decay in the r direction.
Using proposition 15.5.6, together with the L2 bootstrap bounds, and bounding the inhomogeneous
terms in a similar way to above, we find that in the region 12r0 ≤ r ≤ r0, for all n ≤ N2 − 3 we have the
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bounds
|Y nφ(a)| . N2−n(1 + τ) 12C(n+2)δ
|Y nφ|(A) . N2−n(1 + τ) 12C(n+2)δ
|Y nh(rect)| . N2−n(1 + τ) 12C(n+2)δ
|Y nh|(frame) . N2−n(1 + τ) 12C(n+2)δ
| /DY nφ(a)| . N2−1−n(1 + τ) 12C(n+2)δ
| /DY nφ|(A) . N2−1−n(1 + τ) 12C(n+2)δ
| /DY nh(rect)| . N2−1−n(1 + τ) 12C(n+2)δ
| /DY nh|(frame) . N2−1−n(1 + τ) 12C(n+2)δ
Improving the decay estimates in the region r ≤ 12r0
In the region r ≤ 12r0 we can no longer rely on the angular derivatives r /∇ together with Sobolev
embedding on the sphere of radius r to obtain pointwise bounds, since r is not bounded from below in
this region. Instead, we shall use the elliptic estimates given in section 15.5. Note that r is also bounded
in this region, so we do not need to obtain decay in r.
First, using the expressions for the inhomogeneous term F (before commuting) given in the theorem,
for any given field φ(a) we have
˜gφ(a) = F(a)
where F(A) satisfies the bound
|F(A)| . |F (0)(a) |+ |∂φ|2
Using both the pointwise bootstrap assumptions (section 12.2) and the L2 bounds (section 12.3), we
find that ∫
Στ∩{r≤r0}
F 2dvolΣτ . 2
∫
Στ∩{r≤r0}
|∂φ|2dvolΣτ
. 2(N2+3)(1 + τ)−1+C(0)δ
The L2 bootstrap bounds also give us the bound∫
Στ∩{r≤r0}
(
(∂Tφ)2 + (Tφ)2 + |φ|2) dvolΣτ . 2(N2+1)(1 + τ)−1+C(1)δ
where we have used a Hardy inequality to bound the last term. In total we have the bound∫
Στ∩{r≤r0}
(
(∂Tφ)2 + (Tφ)2 + |φ|2 + |F |2) dvolΣτ . 2(N2+1)(1 + τ)−1+C(1)δ
Now, proposition 15.5.2 immediately gives us the bounds
||φ(a)||H2[Στ∩{r≤ 34 r0}] . 
N2+1(1 + τ)−
1
2+
1
2C(1)δ
||φ(a)||C0, 12 [Στ∩{r≤ 34 r0}] . 
N2+1(1 + τ)−
1
2+
1
2C(1)δ
The second bound gives us a pointwise bound on the field φ(a). Consequently, we also obtain the
corresponding bounds for the metric components:
||h(rect)||H2[Στ∩{r≤ 34 r0}] . 
N2+1(1 + τ)−
1
2+
1
2C(1)δ
||h(rect)||C0, 12 [Στ∩{r≤ 34 r0}] . 
N2+1(1 + τ)−
1
2+
1
2C(1)δ
344
Repeating these calculations with φ replaced by Tφ, we obtain11 the bound
||Tφ(a)||H2[Στ∩{r≤ 34 r0}] . 
N2(1 + τ)−
1
2+
1
2C(2)δ
We also find ∫
Στ∩{r≤r0}
(
(∂T 2φ(a))
2 + (T 2φ(a))
2
)
dvolΣτ . 2N2(1 + τ)−1+C(2)δ
using the L2 bounds from section 12.3. In particular, this gives us that
||T 2φ(a)||H1[Στ∩{r≤ 34 r0}] . 
N2(1 + τ)−
1
2+
1
2C(2)δ
Additionally, we have
||F ||H1[Στ∩{r≤ 34 r0}] . ||F
(0)||H1[Στ∩{r≤ 34 r0}] + ||(∂φ)(∂φ)||H1[Στ∩{r≤ 34 r0}]
. ||F (0)||H1[Στ∩{r≤ 34 r0}] + ||∂φ||H1[Στ∩{r≤ 34 r0}]||∂φ||
2
L∞[Στ∩{r≤ 34 r0}]
. ||F (0)||H1[Στ∩{r≤ 34 r0}] + ||φ||H2[Στ∩{r≤ 34 r0}]||∂φ||
2
L∞[Στ∩{r≤ 34 r0}]
where in the second line we have used a product estimate. Using the bounds we already have (together
with the bounds on F (0)) we have
||F ||H1[Στ∩{r≤ 34 r0}] . 
N2(1 + τ)−
1
2+
1
2C(2)δ
In summary, we have
||φ||2H1[Στ∩{r≤ 34 r0}] . 
2(N2+2)(1 + τ)−
1
2+
1
2C(0)δ
||Tφ||2H2[Στ∩{r≤ 34 r0}] . 
2N2(1 + τ)−
1
2+
1
2C(2)δ
||T 2φ||2H1[Στ∩{r≤ 34 r0}] . 
2N2(1 + τ)−
1
2+
1
2C(2)δ
||F ||2H1[Στ∩{r≤ 34 r0}] . 
N2(1 + τ)−
1
2+
1
2C(2)δ
||h||2H2[Στ∩{r≤ 34 r0}] . 
2(N2+1)(1 + τ)−
1
2+
1
2C(1)δ
||Th||2H1[Στ∩{r≤ 34 r0}] . 
2(N2+1)(1 + τ)−
1
2+
1
2C(1)δ
This, together with the bootstrap bound on h and ∂h, allows to to use proposition 15.5.3 to obtain
||φ||H3[Στ∩{r≤ 23 r0}] . 
N2(1 + τ)−
1
2+
1
2C(2)δ
||φ||
C1,
1
2 [Στ∩{r≤ 23 r0}]
. N2(1 + τ)− 12+ 12C(2)δ
Again, using the relationship between the metric components and the fields gives us the bounds
||h(rect)||H3[Στ∩{r≤ 23 r0}] . 
N2(1 + τ)−
1
2+
1
2C(2)δ
||h(rect)||C1, 12 [Στ∩{r≤ 23 r0}] . 
N2(1 + τ)−
1
2+
1
2C(2)δ
Now, we are in a position to apply the Ck,
1
2 estimates from proposition 15.5.4. First we note that,
by repeating the above calculations but with φ replaced by Tnφ, we can conclude the following: if
n ≤ N2 − 2, then
||Tnφ||
C1,
1
2 [Στ∩{r≤ 23 r0}]
. N2−n(1 + τ)− 12+ 12C(n+2)δ
11Note that in the region r ≤ r0, the rectangular components of T can be expressed directly in terms of the rectangular
components of h. Thus, the error terms found when commuting with T are all easily controlled, and can be written directly
in terms of lower order quantities.
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and if n ≤ N2 − 1 then
||Tnφ||
C0,
1
2 [Στ∩{r≤ 23 r0}]
. N2−n(1 + τ)− 12+ 12C(n+2)δ
Now, suppose that, for all k ≤ k0 we have already obtained the following bounds: if j ≤ N2 − k and
j ≤ N2 − 2, then
||T jφ||
Ck,
1
2 [Στ∩{r≤( 23−k0δ)r0}]
. 2δ−2k(1 + τ)− 12+ 12C(N2)δ
By the results above we can take k0 = 1.
Then, we also have
||T jh(rect)||Ck, 12 [Στ∩{r≤( 23−k0δ)r0}] . 
2δ−2k(1 + τ)−
1
2+
1
2C(N2)δ
since the metric components are linear in the fields φ(a). Furthermore, we can compute
||F ||
Ck0−2,
1
2 [Στ∩{r≤( 23−k0δ)r0}]
. ||F (0)||
Ck0−2,
1
2 [Στ∩{r≤( 23−k0δ)r0}]
+ ||(∂φ)2||
Ck0−2,
1
2 [Στ∩{r≤( 23−k0δ)r0}]
. ||F (0)||
Ck0−2,
1
2 [Στ∩{r≤( 23−k0δ)r0}]
+ ||∂φ||L∞[Στ∩{r≤( 23−k0δ)r0}]||φ||Ck0−1, 12 [Στ∩{r≤( 23−k0δ)r0}]
. 2δ−2k(1 + τ)− 12+ 12C(N2)δ
Hence we can apply proposition 15.5.4, which immediately gives us the bound
||T jφ||
Ck0+1,
1
2 [Στ∩{r≤( 23−k0δ)r0}]
. 2δ−2(k0+1)(1 + τ)− 12+ 12C(N2)δ
for all j ≤ N2 − k− 1. In other words, if we know these bounds hold for some k0 then they also hold for
k0 + 1, providing that k0 + 1 ≤ N2 − 2. Since we know that they hold for k0 = 1, they in fact hold for
all k0 ≤ N2 − 2.
In summary, for sufficiently small , we have obtained the improved bounds
||T jφ(a)||Ck, 12 [Στ∩{r≤ 12 r0}] ≤
1
2
(1 + τ)−
1
2+
1
2C(N2)δ
||T jh(rect)||Ck, 12 [Στ∩{r≤ 12 r0}] ≤
1
2
(1 + τ)−
1
2+
1
2C(N2)δ
for all j + k ≤ N2, and for k ≤ N2 − 2.
Summary of the improved pointwise bounds
In summary, we see that, as long as N2 ≥ 8 and  is sufficiently small, we can improve all of the
pointwise bootstrap assumptions in section 12.2 by at least a factor of 1/2.
Improving the L2 bounds on the fields and metric components
Finally, we come to the improvements of the L2 bootstrap bounds made in section 12.3. First we note
that, using proposition 16.4.1, for sufficiently small  we already have L2 bounds on the inhomogeneous
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terms. We also suppose that the initial data for φ satisfies
E(w˜T )[Y nφ(a)](τ0) . 1
C[n,m]
2(N2+2−n)
E(w˜T )[ /DjTY N2−jφ(a)](τ0) .
1
C[N2(j),m]
4
E(L,1−C[n,m])[Y nφ(a)](τ0) . 1
C[n,m]
2(N2+2−n)
E(L,1−C[N2(j),m])[ /DjTY N2−jφ(a)](τ0) .
1
C[N2(j),m]
4∫
S¯t,r
|Y nφ(a)|2dvolS2 . 1
C[n,m]
2(N2+2−n)(t− τ0)−1+ 12C[n,m]∫
S¯t,r
| /DjTY N2−jφ(a)|2dvolS2 .
1
C[N2(j),m]
2(N2+2−n)(t− τ0)−1+ 12C[N2(j),m]
E(w˜T )[Y nφ](A)(τ0) . 1
C[n,m]
2(N2+2−n)
E(w˜T )[ /DjTY N2−jφ](A)(τ0) .
1
C[N2(j),m]
4
E(L,1−C[n,m])[Y nφ](A)(τ0) . 1
C[n,m]
2(N2+2−n)
E(L,1−C[N2(j),m])[ /DjTY N2−jφ](A)(τ0) .
1
C[N2(j),m]
4∫
S¯t,r
|Y nφ|2(A)dvolS2 .
1
C[n,m]
2(N2+2−n)(t− τ0)−1+ 12C[n,m]∫
S¯t,r
| /DjTY N2−jφ|2(A)dvolS2 .
1
C[N2(j),m]
2(N2+2−n)(t− τ0)−1+ 12C[N2(j),m]
if φ(a) (or φ(A)) is in Φ[m].
Substituting these bound (for the inhomogeneous terms and the initial data) into lemma 14.3.1, and
using corollaries 14.3.4 and 14.3.2, we obtain identical bounds to those given as the L2 bootstrap bounds
in section 12.3, but with an additional factor of 1/C[n,m] or 1/C[N2(j),m] on the right hand side
12. Hence,
if we choose these constants sufficiently large, then we can improve the L2 bootstrap bounds.
Now all the bootstrap bounds in chapter 12 are improved, finishing the proof of the theorem.
12Note that there is also an implicit numerical constant in these bounds, which might be very large. Nevertheless,
choosing the constants C[n,m] and C[N2(j),m] sufficiently large, we can overwhelm this numerical constant.
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Appendix A
Improved energy decay
If we commute once with the operator r /DL, then we can improve the decay in r for L derivatives, which
was used in the main body of the paper. Additionally, we can improve the decay in τ for the energy of
/DTφ. The improved decay in r was used extensively in the main body of the paper, but in contrast we
did not need the additional decay in τ .
Note that, with the help of this improved energy decay, we will be able to obtain both improved
decay for the field /DTφ, as well as improved decay in the spacetime region r ≤ r(max) for some fixed
r(max).
The idea of obtaining improved decay for T derivatives in the context of the p-weighted estimates
first appears in [Sch13], where the commutation vector field is L (rather than rL), but this still allows
higher values of p to be taken in the p-weightes estimates, which translates into improved decay in τ .
This approach was expanded in [AAG18b] and [AAG18a], where the authors commute with both rL and
r2L and obtain greatly improved decay in τ . Note, however, that these papers deal with the linear wave
equation, albeit on black hole spacetimes. Thus, even without commuting, p can be taken to be 2, which
would actually be sufficient for our purposes (although we would have to lose a little bit of τ decay each
time we commute with r /∇ in this case).
A.1 Improved p-weighted estimates for r /DLφ
Proposition A.1.1 (The basic p-weighted energy estimates after commuting with r /DLφ). Suppose φ
is an Sτ,r-tangent tensor field such that, in the region r ≥ r0, r /DLφ satisfies the equation
/˜g(r /DLφ) = /∆φ+ (2k − 1)r−1 /DL
(
r /DLφ
)
+ (2k − 1)r−1 /DLφ+ F(rL,1) + F(rL,2) + F(rL,3) (A.1)
where k ∈ N satisfies k ≥ 1.
Suppose additionally that φ satisfies the equation
/˜gφ = F = F1 + F2 + F3
Assume that all the bootstrap assumptions from chapter 12 hold. Let 0 < p ≤ δ, and choose t
sufficiently large relative to R and τ so that
supp(χr0,R) ∩ ττ0Σ¯t = ∅
Then, for all positive values of p, if t is sufficiently large compared to R and (τ − τ0), then for all
sufficiently small  (depending on δ) we have
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E(L,p)[r /DLφ](τ,R) +
∫
tMττ0
χ(2r0,R)
(
prp−1| /DL(r /DLφ)|2 + (2− p)rp−1| /∇(r /DLφ)|2
+ p(1− p)rp−3|r /DLφ|2 + (2k − 1)rp−3
∣∣ /DL(r2 /DLφ)∣∣2 )dvolg
. E(L,p)[r /DLφ](τ0, R)
+
∫
tMττ0
(
χ(2r0,R)r
p−2(1 + τ)−1−δ| /DL(r /DLφ)|2 + χ(2r0,R)rp−1| /D(r /DLφ)|2
+ χ(2r0,R)r
p−1| /D(Z φ)|2 + χ(2r0,R)rp−2+2C(0)(1 + τ)1−δ| /D(Z φ)|2
+ χ(2r0,R)r
p−1+2C(0)| /Dφ|2 + χ(2r0,R)rp(1 + τ)−1−δ| /DLφ|2
+ χ(2r0,R)r
p−2(1 + τ)1−δ| /Dφ|2 + χ(2r0,R)rp−3+4C(0)|φ|2 + χ(2r0,R)rp(1 + τ)1−δ|F1|2
+ χ(2r0,R)r
p+1−2δ|F2|2 + χ(2r0,R)rp+1|F3|2 + −1χ(2r0,R)rp(1 + τ)1+δ|F(rL,1)|2
+ −1χ(2r0,R)r
p+1−2δ(1 + τ)6δ|F(rL,2)|2 + −1χ(2r0,R)rp+1|F(rL,3)|2
)
dvolg
+
∫
tMττ0∩{r0≤r≤2r0}
(| /D(Z φ)|2 + | /Dφ|2 + |φ|2)dvolg
+
∫
tΣτ
(1 + r)p−δ| /DL(r /DLφ)|2r2dr ∧ dvolS2 +
∫
S¯t,τ
(1 + r)p+1−δ|r /DLφ|2dvolS2
+
∫
tΣτ0

1
(1− p+ δ)2 (1 + r)
p−δ| /DL(r /DLφ)|2r2dr ∧ dvolS2
+
∫
S¯t,τ0

1
(1− p+ δ) (1 + r)
p+1−δ|r /DLφ|2dvolS2
+
∫ τ
τ0
(∫
tΣτ′∩{ 12R≤r≤R}
p−2rp−1| /D(r /DLφ)|2r2dr ∧ dvolS2 +
∫
Sτ,R
p−1rp|r /DLφ|2dvolS2
)
dτ
(A.2)
Where, if φ is a scalar field then the final term in the spacetime integral, involving the term
−1χ(r0)r
p−3|φ|2
is not present.
Proof. We repeat the calculations of proposition 13.3.1 applied to the field r /DLφ. The additional terms
are ∫
tMττ0
χ(2r0,R)
(
/∆φ+ r−1(2k − 1) /DL
(
r /DLφ
)
+ r−1(2k − 1) /DLφ
) (
rp /DL
(
r /DLφ
)
+ rp /DLφ
)
dvolg
=
∫
tMττ0
χ(2r0,R)
(
(2k − 1)rp−3 ∣∣ /DL(r2 /DLφ)∣∣2 + rp−2 /∇µ(r /∇µφ) ( /DL(r2 /DLφ)) )dvolg
The first term is positive and so gives an additional good term in the energy estimate, while the
second term can be controlled assuming that we already have control over r /∇φ.
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When applied to the field r /DLφ, the error terms in the p weighted energy can be estimated as
|Err(L,p,bulk)| . rpf ′L| /D(r /DLφ)|2 + (rp−1f ′′L + rp−2f ′L)|r /DLφ|2
+ fLr
p−1(1 + τ)−β | /DL(r /DLφ)|| /DL(r /DLφ)|+ fLrp−1−δ| /DL(r /DLφ)|| /DL(r /DLφ)|
+ fLr
p−1+δ(1 + τ)−β | /DL(r /DLφ)|| /∇(r /DLφ)|+ fLrp−1| /∇(r /DLφ)|2
+ fL(p− 1)rp−3+δ(1 + τ)−β |r /DLφ|2 + fL(p− 1)rp−3|(r /DLφ)|2
Now, we note that
/DL(r /DLφ) = −r /˜gφ+ r /∆φ−
(
1 +
1
2
r tr/g χ(small) −
1
2
rω
)
/DLφ+
(
−1
2
r tr/g χ(small) + rω
)
/DLφ
+ r
(
ζα + 2 /∇α logµ) /∇αφ− 12rLµLν [ /Dµ , /Dν ]φ
So, using the bootstrap bounds, we have
| /DL(r /DLφ)|2 . r2| /˜gφ|2 + | /D(r /∇φ)|2 + | /Dφ|2 + r2C(0)| /Dφ|2 + 2r−2+4C(0)|φ|2
Hence, we can estimate
rp−1(1 + τ)−β | /DL(r /DLφ)|| /DL(r /DLφ)|
. rp(1 + τ)−1−δ| /DL(r /DLφ)|2 + rp−1+2δ(1 + τ)−β | /DL(r /DLφ)|2 + rp−1| /DL(r /DLφ)|2
+ rp(1 + τ)1+δ−2β |F1|2 + rp+1−2δ(1 + τ)−β |F2|2 + rp+1(1 + τ)−2β |F3|2
+ rp−2(1 + τ)1+δ−2β | /Dφ|2 + rp−1| /DZ φ|2 + rp−1+2C(0)| /Dφ|2 + 3rp−3+4C(0)|φ|2
. rp(1 + τ)−1−δ| /DL(r /DLφ)|2 + rp−1| /DL(r /DLφ)|2
+ rp(1 + τ)1+δ−2β |F1|2 + rp+1−2δ(1 + τ)−β |F2|2 + rp+1(1 + τ)−2β |F3|2
+ rp−2(1 + τ)1+δ−2β | /Dφ|2 + rp−1| /DZ φ|2 + rp−1+2C(0)| /Dφ|2 + 3rp−3+4C(0)|φ|2
and
rp−1−δ| /DL(r /DLφ)|| /DL(r /DLφ)|
. rp−2δ(1 + τ)−1+δ| /DL(r /DLφ)|2 + rp−1| /DL(r /DLφ)|2 + rp(1 + τ)1−δ|F1|2
+ rp+1−2δ
(|F2|2 + |F3|2)+ rp−1−2δ| /DZ φ|2 + rp−2(1 + τ)1−δ| /Dφ|2
+ rp−2+2C(0)(1 + τ)1−δ| /Dφ|2 + 3rp−4+4C(0)(1 + τ)1−δ|φ|2
. rp(1 + τ)−1−δ| /DL(r /DLφ)|2 + rp−1| /DL(r /DLφ)|2 + rp(1 + τ)1−δ|F1|2
+ rp+1−2δ
(|F2|2 + |F3|2)+ rp−1−2δ| /DZ φ|2 + rp−2(1 + τ)1−δ| /Dφ|2
+ rp−2+2C(0)(1 + τ)1−δ| /Dφ|2 + 3rp−3−2δ+4C(0)|φ|2
Finally, we note that
rp−1+δ(1 + τ)−β | /DL(r /DLφ)|| /∇(r /DLφ)| . rp−1+2δ(1 + τ)−2β | /DL(r /DLφ)|2 + rp−1| /∇(r /DLφ)|2
. rp(1 + τ)−1−δ| /DL(r /DLφ)|2 + rp−1| /D(r /DLφ)|2
Putting the above calculations together, we conclude that
|Err(L,p,bulk)| . rpf ′L| /D(r /DLφ)|2 + (rp+1f ′′L + rpf ′L)| /DLφ|2
+ rp(1 + τ)−1−δ| /DL(r /DLφ)|2 + fLrp−1| /D(r /DLφ)|2 + fLrp(1 + τ)1−δ|F1|2
+ fLr
p+1−2δ|F2|2 + fLrp+1|F3|2 + fLrp−1| /D(Z φ)|2 + fLrp−1+2C(0)| /Dφ|2
+ fLr
p−2+2C(0)(1 + τ)1−δ| /D(Z φ)|2 + fLrp−2(1 + τ)1−δ| /Dφ|2 + fLrp−3+4C(0)|φ|2
+ fLr
p(1 + τ)−1−δ| /DLφ|2
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Next, we can estimate∫
tMττ0
χ(2r0,R)r
p−2 /∇µ(r /∇µφ)
(
/DL(r
2 /DLφ)
)
dvolg
.
∫
tMττ0
χ(2r0,R)
(
δ−1rp−1| /∇µ(r /∇µφ)|2 + δrp−3| /DL(r2 /DLφ)|2
)
dvolg
Putting these calculations together, and following steps similar to those followed in proposition 13.3.1,
we can prove the proposition.
Lemma A.1.2 (p-weighted energy estimates for r /DLφ). Suppose that the conditions of lemma 14.3.1
hold. In particular, the pointwise bootstrap bounds of chapter 12 are assumed to hold, as are the relevant
L2 based bounds for the inhomogeneity F . Suppose additionally that the same bounds hold with φ replaced
by Z φ.
Suppose also that r /DLφ satisfies the equation
/˜g(r /DLφ) = F(rL) = F(rL,1) + F(rL,2)
where F(rL), F(rL,1) and F(rL,2) satisfy the bounds∫
Mτ1τ
(
−1χ(2r0)r
1− 12 δ(1 + τ)2β |F(rL)|2
)
dvolg . E0(1 + τ)−1+C(φ)δ∫
Mττ0
(
−1χ(2r0)r
1−C(φ)(1 + τ)1+δ|F(rL,1)|2 + −1χ(2r0)r2−2δ+C(φ)(1 + τ)2β |F(rL,2)|2
)
dvolg . E0
Then, for −1 + 110δ ≤ p ≤ 32δ we have
E(L,p)[r /DLφ](τ1)
+
∫
Mτ1τ
χ(2r0)
(
(1 + p)rp−1| /DL(r /DLφ)|2 + (2− p)rp−1| /Dφ|2 + p(1− p)rp−1| /DLφ|2
)
dvolg
. E(L,p)[r /DLφ](τ) + δ−1E0(1 + τ)−1+C(φ)δ
(A.3)
On the other hand, for −1 + 110δ ≤ p ≤ 1− C(φ), we have
E(L,p)[r /DLφ](τ) +
∫
Mττ0
χ(2r0)
(
(1 + p− 1
10
δ)rp−1| /DL(r /DLφ)|2 + (2− p)rp−1| /Dφ|2
+ p(1− p)rp−1| /DLφ|2
)
dvolg
. E(L,p)[r /DLφ](τ0) + δ−1E0
(A.4)
Proof. We begin with proposition A.1.1. We first note that we can take p to be negative and still obtain
a positive bulk term. In fact, we have
prp−1| /DL(r /DLφ)|2 + rp−3| /DL(r2 /DLφ)|2 & (p+ 1− cδ)rp−1| /DL(r /DLφ)|2 − c−1δ−1rp−1| /DLφ|2
for any small constant c. Note that the spacetime integral of the second term can already be controlled,
for p ≤ 1− C(φ). Hence, if we choose p ≥ −1 + cδ (for any small c) then we still obtain a positive bulk
term for the spacetime integral of rp−1| /DL(r2 /DLφ)|2
Now we move on to the error terms. We first use the p-weighted estimate to control the term∫
tMττ1
χ(2r0,R)r
p−2−δ(1 + τ)−1−β | /DL(rφ)|2
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Using lemma 14.3.1 we have the following: for p ≤ 32δ,
E(L,p−δ)[φ](τ) . δ−1E0(1 + τ)−1+C(φ)δ
and so, if p ≤ 32δ,∫
tMττ1
χ(2r0,R)r
p−2−δ(1 + τ)−1−β | /DL(rφ)|2 . δ−1E0(1 + τ1)−1−β+C(φ)δ
On the other hand, if p ≤ 1 + δ − C(φ), then we have
E(L,p−δ)[φ](τ) . δ−1E0
and so, in this case,∫
tMττ1
χ(2r0,R)r
p−2−δ(1 + τ)−1−β | /DL(rφ)|2 . δ−1β−1E0(1 + τ1)−β
Next, we bound the terms involving the “good” derivatives. For p ≤ 12δ we have∫
tMττ1
δ−1χ(2r0,R)r
p−1
(
| /D(r /∇φ)|2 + | /Dφ|2
)
dvolg . p−1δ−1E0(1 + τ)−1+C(φ)δ
where, again, we have used lemma 14.3.1.
On the other hand, if p ≤ 1− C(φ), we have∫
tMττ1
δ−1χ(2r0,R)r
p−1| /D(r /∇φ)|2dvolg . p−1δ−1E0
Next, we bound the terms involving the “bad” derivatives, and the lower order terms. For p ≤
2− δ − C(φ) we have∫
tMττ1
χ(2r0,R)
(
rp−3+2C(0)| /D(r /∇φ)|2 + rp−5+2C(0)| /D(r /∇φ)|2) dvolg . δ−3E0(1 + τ)−2+2δ
Similarly, we can bound the terms in the region r ≤ 2r0 by∫
tMττ0∩{r0≤r≤2r0}
(| /D(Z φ)|2 + | /Dφ|2 + |φ|2) dvolg . δ−1E0(1 + τ)−2+2δ
Next, we need to bound the error terms on the spheres S¯. First, we consider p ≤ −1 + 14δ − 2C(0)
Following calculations similar to those in proposition 11.1.4, we have∫
S¯t,τ
rp+3−δ| /DLφ|2dvolS2
. (r(min)(t))−
1
4 δ
(∫ r(max)
r=r(min)(t)
(∫
Sr,τ
r−1+
1
4 δ
(
rp+3−δ| /DL /DLφ|2 + rp+1−δ| /DLφ|2
)
r2dvolS2
)
dr
+
∫
Sr(max),τ
rp+3−
1
2 δ| /DLφ|2dvolS2
) (A.5)
where
r(min)(t) = min
x∈S¯t,τ
r(x) ≥ r0
and r(max) satisfies r(max) > r(min)(t) but is otherwise arbitrary.
For p ≤ 34δ − C(φ) we have∫ ∞
r=r0
(∫
Sr,τ
rp+3−
3
4 δ| /DLφ|2dvolS2
)
dr ≤ δ−1E0
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Hence we can pick r(max) so that∫
Sr(max),τ
rp+3−
1
2 δ| /DLφ|2dvolS2 . δ−1E0(r(max))−1
Moreover, there is a sequence of such r(max) such that r(max) →∞.
Next, we note that, for all p ≤ 1 + 34δ − C(φ) we have∫ ∞
r=r(min)(t)
(∫
Sτ,r
(
rp−
3
4 δ| /DLφ|2
)
r2dvolS2
)
dr . E0
Finally, we have∫ ∞
r=r(min)
(∫
Sτ,r
rp+2−
3
4 δ| /DL /DLφ|2r2dvolS2
)
dr
.
∫ ∞
r=r(min)
(∫
Sτ,r
rp+2−
3
4 δ| /DL /DTφ|2r2dvolS2
)
dr +
∫ ∞
r=r(min)
(∫
Sτ,r
rp+2−
3
4 δ| /DL /DLφ|2r2dvolS2
)
dr
.
∫ ∞
r=r(min)
(∫
Sτ,r
rp+2−
3
4 δ| /DL /DTφ|2r2dvolS2
)
dr
+
∫ ∞
r=r(min)
(∫
Sτ,r
rp+2−
3
4 δ
(
r−2| /D(r /∇φ)|2 + r−2+2C(0)| /Dφ|2
)
r2dvolS2
)
dr
For p < 1 + 34δ − C(φ) we have∫ ∞
r=r(min)
(∫
Sτ,r
rp+2−
3
4 δ| /DL /DTφ|2r2dvolS2
)
dr . E0
For p ≤ 34δ − C(φ) we have∫ ∞
r=r(min)
(∫
Sτ,r
rp+2−
3
4 δ
(
r−2| /D(r /∇φ)|2
)
r2dvolS2
)
dr . E0
Finally, for p ≤ −1 + 14δ − 2C(0) we have∫ ∞
r=r(min)
(∫
Sτ,r
rp−
3
4 δ+2C(0)| /Dφ|2r2dvolS2
)
dr .
∫
Στ
(1 + r)−1−
1
2 δ| /Dφ|2r2dr ∧ dvolS2
and we also have∫
Στ
(1 + r)−1−
1
2 δ| /Dφ|2r2dr ∧ dvolS2
.
∫
Στ(max)
(1 + r)−1−
1
2 δ| /Dφ|2r2dr ∧ dvolS2
+
∫
Mτ(max)τ
(1 + r)−1−
1
2 δ
(
µ| /Dφ|2 + µ−1
∣∣∣∣ ∂∂τ ∣∣∣(r,ϑ) /Dφ
∣∣∣∣2
)
r2dτ ∧ dr ∧ dvolS2
Now, recall the expression for ∂∂τ
∣∣∣
(r,ϑ)
given in (11.1). Using this, we find
∣∣∣∣ ∂∂τ ∣∣∣(r,ϑ) /Dφ
∣∣∣∣2 . µ2| /D /Dφ|2
. µ2
(| /DZ φ|2 + | /Dφ|2 + |F |2)
353
and so we find∫
Στ
(1 + r)−1−
1
2 δ| /Dφ|2r2dr ∧ dvolS2
.
∫
Στ(max)
(1 + r)−1−
1
2 δ| /Dφ|2r2dr ∧ dvolS2
+
∫
Mτ(max)τ
(1 + r)−1−
1
2 δ
(| /DZ φ|2 + | /Dφ|2 + |F |2) dvolg
By the integrated local energy inequality (see corollary 14.3.3), we can choose some τ(max) so that the
first term is arbitrarily small. Moreover, the second term is bounded by E0 (in fact it decays in τ).
Putting together the calculations above, we see that, for p ≤ −1 + 14δ − 2C(0) we can bound∫ ∞
r=r(min)
(∫
Sτ,r
rp+2−
3
4 δ| /DL /DLφ|2r2dvolS2
)
dr . E0
Returning to equation (A.5) we have, for p ≤ −1 + 14δ − 2C(0),∫
S¯t,τ
rp+3−δ| /DLφ|2dvolS2 . δ−1E0
(
r(min)(t)
)− 14 δ
In particular, as t→∞ this term tends to zero.
We also need to bound this term for higher values of p. In this case, we write∫
S¯t,τ
rp+3−δ| /DLφ|2dvolS2
. (r(min)(t))−
1
4 δ
(∫ r(max)
r=r(min)(t)
(∫
Sr,τ
r−1+
1
4 δ
(
rp+1−δ| /DL(r /DLφ)|2
+
(
p+ 1− 3
4
δ
)
rp+1−δ| /DLφ|2
)
r2dvolS2
)
dr
+
∫
Sr(max),τ
rp+3−
1
2 δ| /DLφ|2dvolS2
)
So, if we suppose that we already know that∫
Στ∩{r≥r0}
rp−
3
4 δ| /DL(r /DLφ)|2dvolΣτ . δ−1E0
then we can conclude that ∫
S¯t,τ
rp+3−δ| /DLφ|2dvolS2 . δ−1E0
(
r(min)(t)
)− 14 δ
Next, we turn to the error terms in the region 12R ≤ r ≤ R. We have∫ τ
τ0
(∫
tΣτ′∩{ 12R≤r≤R}
rp−1| /D(r /DLφ)|2dvolΣτ
)
dτ
.
∫ τ
τ0
(∫
tΣτ′∩{ 12R≤r≤R}
rp−1
(
r2| /DLZ φ|2 + r2|F |2 + | /Dφ|2 + rC(0)| /Dφ|2
+ r−2+2C(0)|φ|2
)
dvolΣτ
)
dτ
And so, for p ≤ −δ we can bound this term by∫ τ
τ0
(∫
tΣτ′∩{ 12R≤r≤R}
rp−1| /D(r /DLφ)|2dvolΣτ
)
dτ . (τ − τ0)δ−1E0R−1
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In particular, as we take the limit R→∞ this term tends to zero.
On the other hand, for larger values of p we can estimate∫ τ
τ0
(∫
tΣτ′∩{ 12R≤r≤R}
rp−1| /D(r /DLφ)|2dvolΣτ
)
dτ
.
∫ τ
τ0
(∫
tΣτ′∩{ 12R≤r≤R}
(
rp−1| /DL(r /DLφ)|2 + rp−1|r /∇ /DLφ)|2
)
dvolΣτ
)
dτ
.
∫ τ
τ0
(∫
tΣτ′∩{ 12R≤r≤R}
(
rp−1| /DL(r /DLφ)|2 + rp−1| /DL(r /∇φ)|2 + 2rp−1−2δ| /∇φ|2
+ 2rp−3−2δ|φ|2
)
dvolΣτ
)
dτ
where we have used proposition 9.4.6 to commute r /∇ and /DL, as well as proposition 7.0.6 to handle the
lower order terms. Hence, if we already have∫
tΣτ′∩{r≥r0}
(
rp−1| /DL(r /DLφ)|2
)
dvolΣτ . δ−1E0
then we can bound∫ τ
τ0
(∫
tΣτ′∩{ 12R≤r≤R}
rp−1| /D(r /DLφ)|2dvolΣτ
)
dτ . δ−1E0(τ − τ0)R−1
Despite the fact that this grows in τ , it also vanishes in the limit R→∞ as required.
Finally, we encounter an error term involving the integral over the cylinder r = R. We can bound
this term in a similar way to the previous bounds of error terms on the spheres S¯τ,t. Specifically, for
p ≤ − 34δ − 2C(0) we have ∫
Sτ,R
rp+2| /DLφ|2dvolS2 . δ−1E0R−
1
4 δ
On the other hand, if we already know that∫
Στ∩{r≥r0}
rp−1+
1
4 δ| /DL(r /DLφ)|2dvolΣτ . δ−1E0
then we can conclude that ∫
S¯t,τ
rp+2| /DLφ|2dvolS2 . δ−1E0R−
1
4 δ
Note that these terms also have to be integrated over τ , but, importantly, they all tend to zero as R→∞.
Corollary A.1.3 (Decay of the p-weighted energy with p = δ). Suppose that the conditions of lemma
A.1.2 hold.
Then we have
E(L,δ)[r /DLφ](τ) . δ−1E(0)(1 + τn)−1+C(φ)δ (A.6)
Proof. Applying lemma A.1.2 with the choice p = 1− C(φ) we obtain, in particular, for all τ ≥ τ0,∫
Mττ0
χ(2r0)r
−C(φ) ∣∣ /DL(r /DLφ)∣∣2 dvolg . (1 + δ−1)E0
so we can pick a diadic sequence of times τn →∞ such that∫
Στn
χ(2r0)r
−C(φ)| /DL(r /DLφ)|2dvolΣτ . (1 + δ−1)E0(1 + τn)−1
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Additionally, at these times (and in fact at all times τ ≥ τ0) we have
E(L,1−C(φ))[r /DLφ](τ) . (1 + δ−1)E0
Interpolating between these two inequalities using Ho¨lder’s inequality, and using the fact that δ−1 ≥ 1
we have
E(L,δ)[r /DLφ](τn) . δ−1E0(1 + τn)−1+δ+C(φ)
Next, we appeal to lemma A.1.2 again, this time with the choice p = δ, for some time τ satisfying
τn ≤ τ ≤ τn+1. We find
E(L,δ)[r /DLφ](τ) . E(L,δ)[r /DLφ](τn) + δ−1E(0)(1 + τn)−1+C(φ)δ
. δ−1E(0)(1 + τn)−1+C(φ)δ
proving the corollary.
A.2 Improved energy estimates for /DTφ
The lemma above can be used to obtain improved bounds for quantities involving L derivatives. In
particular, it will play an important role in proving improved pointwise decay in r for L derivatives,
which in turn is necessary to control certain error terms arising when commuting with rL. On the other
hand, these estimates also lead to improved decay in τ for T derivatives, established in the following
lemma.
Lemma A.2.1 (Improved energy decay for /DTφ). Suppose that the same conditions as those assumed
in lemma A.1.2 hold. Suppose, in addition, that /DTφ satisfies
/˜g( /DTφ) = /∆ /DTφ+ (2k − 1)r−1 /DL(r /DL /DTφ) + (2k − 1)r−1 /DL( /DTφ) + F(T )
where
F(T ) = F(T,1) + F(T,2)
and the Sτ,r-tangent tensor fields F(1,T ) and F(2,T ) satisfy∫
Mτ1τ
(
−1χ(r0)r
1−C(φ)(1 + τ)1+δ|F(T )|2
)
dvolg . E0(1 + τ)1−K
∫
Mτ1τ
−1
(
(1 + r)1−C(φ)|F(T,1)|2 + (1 + r)1−δ(1 + τ)6δ|F(T,2)|2
)
dvolg . E0(1 + τ))−K
for some C(φ) > 0 sufficiently large, and for some constant K > 0.
Finally, suppose that the Z (i)φ (for i = 0, 1)satisfies
/˜gZ (i)φ = /∆Z (i)φ+ (2k − 1)r−1 /DL(r /DLZ (i)φ) + (2k − 1)r−1 /DL(Z (i)φ) + F(Z (i))
where F(Z (i)) satisfies ∫
Mτ1τ
(
−1χ(r0)r
1−C(φ)(1 + τ)1+δ|F(Z (i))|2
)
dvolg . E0(1 + τ)C(Z (i)φ)δ
∫
Mτ1τ
−1
(
(1 + r)1−C(φ)|F(T,1)|2 + (1 + r)1−δ(1 + τ)2β |F(T,2)|2
)
dvolg . E0(1 + τ))−1+C(Z (i)φ)δ
Then we can improve the decay of the energy of /DTφ to find
E(wT )[ /DTφ](τ) + E(L,
1
2 δ)[ /DTφ](τ) . δ−9E0(1 + τ)−1−K
∗
where K∗ is defined by
K∗ := min{K, 2− C( /DTφ)δ}
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Proof. Using lemma A.1.2 with the choice p = 1− C(r /DLφ), we find, in particular, that for all τ ≥ τ0∫
Mττ0
χ(2r0)r
−C(r /DLφ)| /DL(r /DLφ)|2dvolg . δ−1E0(1 + τ)C(r /DLφ)δ
So, we can pick a sequence of times τn →∞ such that∫
Στn
χ(2r0)
(
r−C(r /DLφ)| /DL(r /DLφ)|2
)
r2dr ∧ dvolS2 . δ−1E0(1 + τn)−1+C(r /DLφ)δ
Now, we can also apply lemma A.1.2 with the choice p = −C(r /DLφ). Choosing the initial time for
this estimate to be one of the τn and repeating the calculation above, we obtain a new sequence of times
τ ′n →∞ such that∫
Στ′n
χ(2r0)
(
r−1−C(r /DLφ)| /DL(r /DLφ)|2
)
r2dr ∧ dvolS2 . δ−1E0(1 + τ ′n)−2+
3
4 δ
Next, we use L = 2T − L to write
r−1−C(r /DLφ)| /DL(r /DLφ)|2 & r−1−C(r /DLφ)| /DL(r /DTφ)|2 − r−1−C(r /DLφ)| /DL
(
r /DLφ
) |2
& r−1−C(r /DLφ)| /DL(r /DTφ)|2 − r−1−C(r /DLφ)| /∇Z φ|2
− r−1−C(r /DLφ)+2C(0)| /Dφ|2 − 2r−1−2δ+2C(0)| /Dφ|2 − 2r−3−2δ+2C(0)|φ|2
− r1−C(r /DLφ)| /˜gφ|2
and so we have a sequence of times such that∫
Στ′n
χ(2r0)
(
r1−C(r /DLφ)| /DL /DTφ|2
)
r2dr ∧ dvolS2
. δ−1E0(1 + τ ′n)−2+
3
4 δ
+
∫
Στ′n
χ(2r0)
(
r−1−C(r /DLφ)| /DZ φ|2r−1−C(r /DLφ)| /Dφ|2 + r−1−C(r /DLφ)+2C(0)| /Dφ|2
+ 2r−1−δ| /Dφ|2 + r−3−δ|φ|2 + r1−C(r /DLφ)|F |2
)
r2dr ∧ dvolS2
Now, if we use corollaries 14.3.3 and 14.3.4 applied to the fields φ and Z φ, as well as the assumptions
on F and F(Z ), we find that∫
Mτ1τ
(
(1 + r)−1−
1
2 δ| /Dφ|2 + (1 + r)−3− 12 δ|φ|2 + (1 + r)−1+ 12 δ| /Dφ|2 + (1 + r)1− 12C(T )|F |2
+ (1 + r)−1−
1
2 δ| /DZ φ|2 + (1 + r)−3− 12 δ|Z φ|2 + (1 + r)−1+ 12 δ| /DZ φ|2
+ (1 + r)1−
1
2C(T )|F(Z )|2
)
dvolg
. δ−1E0(1 + τ)−1+C(Zφ)δ
where we have assumed that C(Z φ) ≥ C(φ). Hence there is a sequence of times τ ′′n such that∫
Στ′′n
(
(1 + r)−1−
1
2 δ| /Dφ|2 + (1 + r)−3− 12 δ|φ|2 + (1 + r)−1+ 12 δ| /Dφ|2 + (1 + r)1− 12C(T )|F |2
+ (1 + r)−1−
1
2 δ| /DZ φ|2 + (1 + r)−3− 12 δ|Z φ|2 + (1 + r)−1+ 12 δ| /DZ φ|2
+ (1 + r)1−
1
2C(T )|F(Z )|2
)
r2dr ∧ dvolS2
. δ−1E0(1 + τ ′′)−2+C(Zφ)δ
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Moreover (for example, by adding together the two spacetime integrals that led to these inequalities) we
can arrange things so that the times τ ′′n to coincide with the times τ
′
n. Hence, we have∫
Στ′n
χ(2r0)
(
r−1−C(T )| /DL(r /DTφ)|2
)
r2dr ∧ dvolS2 . δ−3E0(1 + τ ′n)−2+C(Zφ)δ
Next, we want to apply the p-weighted energy estimate to the field /DTφ, with the choice p = 1−C(T ).
From lemma 14.3.1 applied to the field /DTφ, we obtain
E(wT )[ /DTφ](τ) + E(L,
1
2 δ)[ /DTφ](τ) . δ−3E0(1 + τ)−1+C(/DT φ)δ
where
w = (1 + r)−C(/DT φ)
Note that his holds for all τ ≥ τ0, so a fortiori it holds for τ = τ ′n. In particular, at the times τ ′n we have
E(L,1−C(T ))[ /DTφ](τ ′n) + E(wT )[ /DTφ](τ ′n) + E(L,
1
2 δ)[ /DTφ](τ
′
n) . δ−3E0(1 + τ ′n)−1+C(/DT φ)δ
Following exactly the same steps as in lemma 14.3.1, but now using the fact that∫
Mτ1τ
(
−1χ(r0)r
1−C(T )(1 + τ)1+δ|F(T )|2
)
dvolg . E0(1 + τ)−K
∫
Mτ1τ
−1
(
(1 + r)1−C(T )|F(T,1)|2 + (1 + r)1−δ(1 + τ)2β |F(T,2)|2
)
dvolg . E0(1 + τ))−1−K
we can improve the decay of the energy of /DTφ to find, in analogy with corollaries 14.3.2 and 14.3.4
E(wT )[ /DTφ](τ) + E(L,
1
2 δ)[ /DTφ](τ) . δ−6E0(1 + τ)−1−K
∗
where
K∗ := min{K, 1− C( /DTφ)δ}
Note also that these calculations allows us to drop the reliance on a subsequence, and to show that
for all τ ≥ τ0 we have
E(L,1−C(T ))[ /DTφ](τ) . δ−7E0(1 + τ)−1−K
∗
If K > 1 − C(T ), so that K∗ = 1 − C /DTφ, then we can repeat this argument, with the new and
improved boundary estimates. In fact, this means that we can take
K∗ := min{K, 2− C( /DTφ)δ}
so that if K is sufficiently large, we have energy decay like τ−3+δ.
Note that, if the inhomogeneous terms after commuting with T decay sufficiently fast so that K > 1,
then the square root of the energy is integrable in τ . If the same statement is true for higher derivatives,
then we could obtain pointwise estimates on the T derivatives of the fields which are integrable in τ .
Note also that the proposition above can be used to provide improved decay in τ in a bounded
region, but since this requires different bootstrap assumptions (specifically, additional decay in τ for
certain quantities) we will not perform this estimate here.
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Appendix B
Semi-global existence and
uniqueness
In this appendix we outline the proof of semi-global existence and uniqueness for the kind of wave
equations we have considered in this work. By “semi-global” existence, we mean local in τ but global
in r. Due to the nature of the foliation by leaves of constant τ , this “local” existence should already be
seen as “semi-global” - it is global in r but local in τ , and certain kinds of wave equations (e.g. those
which do not satisfy the weak null condition) do not admit a result of this kind. Note also that we have
to work with finite degenerate energy and finite p-weighted energy, rather than the more standard finite
initial energy.
The first step of the proof is to establish existence and uniqueness for a suitable linear equation. The
linear equation that we need to solve is
/˜gφ = F
where we now consider g and F as a fixed metric and inhomogeneous term respectively. It is important
that we use the reduced wave operator /˜g rather than the standard wave operator /g here, since we will
later iterate these solutions, and it is only solutions to the linear equations involving the reduced wave
operator which will have the right asymptotics.
To obtain semi-global existence and uniqueness for the linear equations, we can (very slightly) adapt
the approach of [Ren90]. Consider the following situation: we are given “initial” data on a spacelike
hypersurface surface t = t0∩{u0 ≤ u ≤ u1}, together with data on the null surface u = u0∩{t0 ≤ t ≤ t1}.
Here, u0, u1, t0 and t1 are constants. Then we will produce a solution to the wave equation in the region
M(t0, t1, u0, u1) := {p ∈ M|t0 ≤ t(p) ≤ t1 & u0 ≤ u(p) ≤ u1}. See figure B.1 for a diagram of these
hypersurfaces and the spacetime region.
Consider the integral curves of L through the surface u = u0 ∩ {t0 ≤ t ≤ t1}. Following these
backwards (i.e. in the direction of decreasing t, that is, increasing r), we find that they intersect the
hypersurface t = t0 at some points. Again, see figure B.1. The idea, following Rendall [Ren90], is to find
a function φ1 such that
• φ1 = φ on the hypersurface u = u0 ∩ {t0 ≤ t ≤ t1}
• transverse derivatives of φ1 match the transverse derivatives of φ on the hypersurface u = u0∩{t0 ≤
t ≤ t1}, if φ satisfies the wave equation near this hypersurface
Let us explain this process in more detail. Define three functions1
f1 ∈ C∞({t = t0 ∩ {u0 ≤ u ≤ u1}} → R)
f2 ∈ C∞({t = t0 ∩ {u0 ≤ u ≤ u1}} → R)
f3 ∈ C∞({u = u0 ∩ {t0 ≤ t ≤ t1}} → R)
1Here we are assuming that we are given smooth initial data. If this is not the case, and the initial data is only in some
Sobolev space, then we can simply approximate the data by smooth data and take the limit.
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Figure B.1: A figure showing the various spacetime regions for use in the linear/semi-global existence
problems. Initial data is posed on the hypersurface Σ0, and we seek a solution in the (shaded blue)
region M(t0, t1, u0, u1). We produce this solution by first defining the functions φ2 and ρ in the entire
striped region, which includes a region to the past of Σ0. We then solve a wave equation for a quantitiy
χ, with initial data posed on the spacelike surface t = t0, again finding a solution in the striped region.
Finally, the solution we are seeking is constructed from both χ and φ2.
which are such that
f1
∣∣
{t=t0,u=u0} = f3
∣∣
{t=t0,u=u0}
We want to find a function φ such that
φ
∣∣
{t=t0∩{u0≤u≤u1}} = f1
(∂tφ)
∣∣
{t=t0∩{u0≤u≤u1}} = f2
φ
∣∣
{u=u0∩{t0≤t≤t1}} = f3
Note that we do not specify the derivatives of φ on the null part of the initial data surface.
Using the expression for the wave operator given in proposition 4.7.1, if φ satisfies the wave equation
˜gφ = F then we have
L (rLφ) +
1
2
(tr/g χ(small))rLφ = r /∆φ−
1
2
(tr/g χ)rLφ− ζαr /∇αφ− rF (B.1)
We can use this equation to find the initial value that rLφ should take along the null part of the initial
data. Specifically, we can define the quantity rLφ1 on the hypersurface u = u0 by the linear ODE
L (rLφ1) +
1
2
(tr/g χ(small))(rLφ1) = r /∆f3 −
1
2
(tr/g χ)rLf3 − ζαr /∇αf3 − rF
Note that we only take derivatives of f3 that are tangent to the initial data surface, so these quantities
are well defined. The initial values for these ODEs is defined as follows:
rLφ1
∣∣
t=t0,u=u0
= rL0f2
∣∣
t=t0,u=u0
+ lim
u↘u0
rLi(∂if1)
∣∣
t=t0,u=u
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Note that the spatial derivatives of f1 have to be defined as “one-sided” derivatives since f1 is only
defined for u ≥ u0.
Importantly, if we have the bounds
|rF | . (1 + r)−1+C
|rLf3| . (1 + r)−δ
|r /∆f3| . (1 + r)−1−δ
and if the usual pointwise bootstrap bounds hold on the geometric quantities, then the solution to the
linear ODE above satisfies the bound
|rLφ1| . (r|f2|+ r|∂f1|)
∣∣
{t=t0}∩{u=u0}(1 + r)
C
where we recall that ∂f1 refers to the spatial derivatives of f1. Note that r is bounded on the “sphere”
{t = t0} ∩ {u = u0}, so this gives us that Lφ1 ∼ r−1+C.
Higher transverse derivatives of φ1 can be determined by commuting with the vector field T and then
using the fact that T = 12 (L + L). For example, suppose that we set φ1
∣∣
{u=u0} = f3 and we have also
found Lφ1
∣∣
{u=u0} by following the process above. Then, to find rLTφ1 we have to solve the ODE
L (rLTφ1) +
1
2
(tr/g χ(small))(rLTφ1) = r /∆Tφ1 −
1
2
(tr/g χ)rLTφ1 − ζαr /∇αTφ1 + r[T, ˜g]φ1 − rT (F )
Note that all of the quantities on the right hand side involve at most one transverse derivative of φ1, so
these are all quantities which we already know. To be even more explicit, we have
L (rLTφ1) +
1
2
(tr/g χ(small))(rLTφ1) =
1
2
r /∆Lf3 − 1
4
(tr/g χ)rLLf3 −
1
2
ζαr /∇αLf3 +
1
2
r /∆(Lφ1)
− 1
4
(tr/g χ)rLLφ1 −
1
2
ζαr /∇αLφ1 + r[T, ˜g]φ1 − rT (F )
This expression only involves derivatives of f3 or Lφ1 which are tangential to the hypersurface u = u0.
Since we know these quantities everywhere on this hypersurface, we can compute these quantities. Note
that [T, ˜g]φ1 is some second order operator (see proposition 9.4.4) which we can express as
[T, ˜g]φ1 = −ω /DL /DTφ + (terms with at most one transversal derivative of φ)
so, schematically, we have
L (rLTφ1) +
(
ω +
1
2
tr/g χ(small)
)
(rLTφ1) = −rT (F ) + (good terms)
To find the initial conditions for this, we can use the wave equation 4.7.1 to find the required value of φ1
at the “corner” {u = u0} ∩ {t = t0}. Note that, using the wave equation, all the second derivatives on
the spacelike part of the initial data surface can be determined from the functions f1 and f2. Indeed, the
only terms which are not immediately given are the second transverse derivatives, but these can found
using the equation as
(g−1)00∂2t φ1 = −2(g−1)0i∂if2 − (g−1)ij∂i∂jf1 + (g−1)abΓ0abf2 + (g−1)abΓiab∂if1 − ωL0f2 − ωLi∂if1 + F
After we have found LTφ1, we can find LLφ1 by using
LLφ1 = 2LTφ1 − LLφ1
and we already know both the terms on the right hand side. Importantly, if |rT (F )| . (1 + r)C1
for large enough C1, and we have the usual bootstrap bounds for the geometric quantities, then the
propagation equation for LTφ1 (with suitable initial conditions) gives the bound
|LLφ1| . (1 + r)−1+2C1
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Since we are only presenting a sketch of this proof, we will not proceed any further, but it is clear
that, in this way, all transverse derivatives of φ1 on the initial data surface can be found. Moreover,
with the bounds we can assume on F and its derivatives, the transverse derivatives of φ1 decay at rates
∼ r−1+C. We can also repeat this entire process if φ is not a scalar field, but rather a section of the
vector bundle B, etc.
Now, we have seen that φ1 and all of its transverse derivatives can be defined on the initial data
surface. We then find a function φ2 which matches φ1 and all of its derivatives, but is defined on the
entire spacetime region M(t0, t1) (see figure B.1) - that is, over the intersection of the causal past of
{t = t1} ∩ {u ≥ u0} with the causal future of {t = t0}. Note that the only requirement on this function
is that it matches φ1 and all of its derivatives on the surface {u = u0} ∩ {t0 ≤ t ≤ t1}. Such a function
can be constructed using the Whitney embedding theorem [Ren90].
We now define a function ρ by
ρ :=
{
˜gφ2 if u ≤ u0
F if u > u0
By construction, this function is smooth. Now, we attempt to solve the equation
˜gχ = −˜gφ2 + ρ (B.2)
with vanishing initial data for χ on the spacelike hypersurface t = t0. In the region M˜(t0, t1, u0) (see
figure B.1), by a domain-of-dependence argument this is just the solution to a linear wave equation with
vanishing initial data, so by standard results χ = 0 in this region. Hence, the function (χ+ φ2) matches
the original initial data on the surface Σ0 (see figure B.1). Furthermore, in the causal future of this
hypersurface (i.e. in the region M(t0, t1) \ M˜(t0, t1, u0)) we have
˜g(χ+ φ2) = F
so (χ+φ2) is the solution we seek. We have already seen how to construct the function φ2; we construct
χ by solving the wave equation (B.2) which has initial data posed on a spacelike hypersurface. Moreover,
since this equation is linear, and the initial data has locally bounded energy (in fact, it has bounded
“degenerate energy”), the solution can be constructed in as large a region as we like.
Now that we have seen that a solution to the linear wave equation exists (and is unique), we can set
up an iteration scheme to find the local solution to the nonlinear problem. We seek a solution in the
region M0, which we regard as the space
M0 =
(
[0, ]× [0, r0]× S2
)
∪
(
[0, ]× (r0,∞)× S2
)
with points on the boundaries r = r0 identified in the obvious way, so that the region r ≤ r0 is provided
with coordinates t ∈ [0, ], r ∈ [0, r0], while the region r > r0 is provided with coordinates τ ∈ [0, ],
r ∈ (r0,∞), and both regions are provided with a map from the region in question to the unit sphere.
Note that our iteration scheme will ensure that the surfaces of constant u are null for every iterate, and
not just in the limit. Since we are only sketching the proof, we will focus on the region r ≥ r0, since this
is where all the difficulties lie.
Now, we define the null frame fields L, L, /∇ in terms of these coordinates by
L := ∂r
L(n) := 2(µ(n))
−1∂τ − ∂r + (b(n))(
/∇(n)
)
α
:=
(
/Π(n)
) β
α
/Dβ
where the projection operator /Π(n) is defined as(
/Π(n)
) β
α
= δβα +
1
2
Lα(L(n))
β +
1
2
(L(n))αL
β
Note that we do not need to include an index (n) on the vector field L, since it is always the same
irrespective of the iteration (i.e. it is independent of n). Similarly, we define the wave operator by
˜g(n)φ := −LL(n)φ+ /∆(n)φ−
1
2
tr/g χ(n)L(n)φ−
1
2
tr/g χ(n)Lφ− (ζ(n))α( /∇(n))φ
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and in general we can define various geometric quantities with an index (n) by including an index (n)
on all of the relevant geometric quantities2.
We define the quantities with index (0) as those that correspond to the vanishing of all of the fields
φ(a). In many cases, this means that the metric g is the Minkowski metric m, and the various quantities
take their Minkowski values. For example, in this case we would have µ(0) = 1 and tr/g χ(0) =
2
r .
We then iterate by solving linear system of wave equations
˜g(n)φ(a,n+1) = F(a,n)
where F(a,n) is the inhomogenous term corresponding to the field φ(a), with the fields φ(a,n) entered
instead of φ(a). Since both the wave operator and the inhomogenous terms depend only on the fields
φ(a,n−1) and not on the field φ(a,n), this is a set of linear equations. We can therefore construct a local
solution (and in fact, a global solution) using the method outlined above.
Note that the (linear) solutions constructed in this way will satisfy all of the bounds (both in L2 and
L∞) used in the main part of the proof3. Indeed, up until the point that we begin using the bootstrap
bounds, all of the proof may be taken as establishing energy bounds and pointwise bounds on linear
solutions on manifolds with suitable metrics. This also means that the metric in the next iteration also
obeys all of the required bounds, since the metric components and other geometric quantities (such as
the null frame connection components) are related to the solutions of the wave equation in the right
kinds of ways, as shown in the main body of the paper.
We need to show that this sequence of solutions converges, at least for sufficiently small . The
difference between the (n+ 1)-th iterate and the n-th iterate satisfies the wave equation
˜g(n)
(
φ(a,n+1) − φ(a,n)
)
=
(
˜g(n−1) − ˜g(n)
)
φ(a,n) + F(a,n) − F(a,n−1)
with vanishing initial data. We can expand this, first by expanding the wave operators, to obtain
˜g(n)
(
φ(a,n+1) − φ(a,n)
)
= −L
(
L(n−1)φ(a,n) − L(n)φ(a,n)
)
+
(
/∆(n−1) − /∆(n)
)
φ(a,n)
− 1
2
tr/g χ(n−1)L(n−1)φ(a,n) +
1
2
tr/g χ(n)L(n)φ(a,n)
− 1
2
(
tr/g χ(n−1) − tr/g χ(n)
)
Lφ(a,n)
− (ζ(n−1))α( /∇(n−1))φ(a,n) + (ζ(n))α( /∇(n))φ(a,n) + F(a,n) − F(a,n−1)
2Note that, for clarity of notation, we do not insert an index n into the subscript /g in terms like tr/g χ(n). Nevertheless,
the trace is taken here with respect to the metric /g(n)!
3This is why it is important to iterate using the reduced wave operator ˜g(n) rather than the standard wave operator
g(n)
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and then by writing everthing in terms of the null frame associated4 with the metric g(n−1), we obtain
˜g(n)
(
φ(a,n+1) − φ(a,n)
)
= −1
2
(h(n−1) − h(n))L(n)L
(
LL(n−1)φ(a,n)
)
− 1
2
(g(n−1))ab(L(n−1))
a(L(n) − L(n−1))b(LLφ(a,n))
− (/Π(n−1)) αa (L(n) − L(n−1))aL
(
( /∇(n−1)φ(a,n))
)
+
(
(/g
−1
(n−1))− (/g−1(n))
)αβ (
( /∇(n−1))α( /∇(n−1))βφ(a,n)
)
− 1
2
(
L
(
(g(n−1))abL
a
(n−1)(L(n) − L(n−1))b
)
+ tr/g χ(n−1) − tr/g χ(n)
)
(Lφ(a,n−1))
− 1
2
(
L
((
h(n−1) − h(n)
)
L(n)L
)
+ tr/g χ(n−1) − tr/g χ(n)
+
1
2
(
(h(n−1) − h(n))L(n)L
)
tr/g χ(n)
)
(L(n−1)φ(a,n))
−
(
ζα(n−1) − ζαn − (/g−1(n))βγ /ω
α
βγ
) (
( /∇(n−1))αφ(a,n)
)
+ F(a,n) − F(a,n−1)
where here, we note that /g(n) and /g(n−1) define two different metrics on the spheres. The difference
between the connections associated with these two metrics can be used to define a tensor field: we define
/ω by
( /∇(n−1))αXβ − ( /∇(n))αXβ = /ωβαγXγ
for all vector fields Xβ on the sphere.
We can continue to expand this expression in more detail. In particular, using the wave equation
satisfied by φ(a,n), we can replace the term LL(n−1)φ(a,n). Schematically, we obtain an expression of the
form
˜g(n)
(
φ(a,n+1) − φ(a,n)
)
=
(
r−1
(
/DY(n−1)φ(n)
)
+ r−1
(
/Dφ(n)
)) ((
φ(n) − φ(n−1)
)
+
(
(X(frame))(n) − (X(frame))(n−1)
))
+
(
∂¯(φ(n) − φ(n−1)) +
(
(Γ
(0)
(−1−δ))(n) − (Γ(0)(−1−δ))(n−1)
))
/Dφ(n)
+
(
∂¯
(
(X(frame))(n) − (X(frame))(n−1)
)
+
(
(Γ
(0)
(−1+C(0)))(n) − (Γ
(0)
(−1+C(0)))(n−1)
))
/Dφ(n)
+ F(a,n) − F(a,n−1)
where now all of the covariant derivatives are taken with respect to the metric g(n−1), and where φ(n)
stands for any of the fields φ(n,a). Note that similar inequalities can be obtained after commuting, but,
since we are only sketching the proof here, we will not enter into that issue.
Ignoring, for a moment, the final terms involving the inhomogeneous terms F(a,n) and F(a,n−1), note
each of the extra “error terms” on the right hand sides has good properties: each of them involves at least
one “good derivative” or “good” connection coefficient, so, morally, these error terms have the “classical
null condition”. Note also that every error term in the equation for the difference (φ(n+1)−φ(n)) involves
the difference between the previous iterates (φ(n) − φ(n−1)).
Now, suppose that φ(a) ∈ Φ[m]. Then, schematically, and neglecting easier terms, we can write
F(a,n) − F(a,n−1) ∼ (∂φ[0])(n)
(
(∂φ[m])(n) − (∂φ[m])(n−1)
)
+ (∂φ[m])(n−1)
(
(∂φ[0])(n) − (∂φ[0])(n−1)
)
+
(
(∂φ[m−1])(n) + (∂φ[m−1])(n−1)
) (
(∂φ[m−1])(n) − (∂φ[m−1])(n−1)
)
4Note that, for a scalar field φ, we have ( /∇(n))φ = ( /∇(n−1))φ, since both of these quantities are equal to the restriction
to the tangent space of the spheres of the covector dφ, and this notion is independent of the metric (and the metric on the
spheres). Of course, this is not the case for higher order quantities.
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Note that the coefficient of the term
(
(∂φ[m])(n) − (∂φ[m])(n−1)
)
decays like r−1. The coefficients of the
terms of the form
(
∂φ[m−1])(n) − (∂φ[m−1])(n−1)
)
do not decay at this sharp rate, however, these involve
fields which are lower in the hierarchy.
Now, let us define the norm
||φ||(C) := sup
τ∈[0,]
∫
Στ
(
(1 + r)−C|∂φ|2 + χr0r−1−C|L(rφ)|2
)
r2drdvolS2
+
∫
M0
(
C(1 + r)−1−C|∂φ|2 + χr0r−C|∂φ|2
)
dvolg
and further let us define
||φ||([m],C) := sup
φ(a)∈Φ[m]
||φ(a)||(C)
and finally, we define
||φ|| := sup
[m]
||φ||([m],C[m])
If we use the energy estimates from the main body of the paper, and pay attention to the error terms
above (together with the fact that the differences between the iterates have vanishing initial data) we
can obtain the bound
||(φ)(n+1) − (φ)(n)|| . 1
C[m]
||(φ)(n) − (φ)(n−1)||
If we take C[m] sufficiently large, then we see that our sequence of iterates converges as required.
Finally, note that, after a solution is found on the manifold
(
[0, ]×[0, r0]×S2
)
∪
(
[0, ]×(r0,∞)×S2
)
,
we can map this solution onto some subset of R4 as follows: first, the subset
(
[0, ] × [0, r0] × S2
)
is
mapped onto {x ∈ R4 | 0 ≤ t(x) ≤  , r(x) ≤ r0} in the obvious way. That is, the point (t1, r1, σ) (where
σ ∈ S2) is mapped to the point in R4 with t coordinate t1, r coordinate r1 and with spherical coordinate
corresponding to the point σ. Note that, by pulling back the coordinate functions t, x1, x2, x3 by this
map, we obtain “rectangular coordinates” on the manifold
(
[0, ]× [0, r0]× S2
)
.
In the region r ≥ r0 things are not so simple. However, we can find functions xa on the manifold(
[0, ] × (r0,∞) × S2
)
as follows: on the “inner boundary”, where r = r0, we begin with coordinates
corresponding to the rectangular coordinates constructed above (recall that points on the boundaries of
the two manifolds, i.e. at r = r0, are identified). Then, we extend these functions by solving the ODE
along an outgoing integral curve of L:
L(xa) = La
where the “rectangular components” La are themselves constructed by solving the transport equations
given in proposition 3.0.2. The coordinates xa then give the required map onto a subset of R4. Note
that, if we do this during the iteration process, then we obtain a different map for each iterate. For
example, if we use the solution φ(n) to construct this map, then the push-forward of the vector field L
will be null with respect to the metric g(n). Similarly, the push-forward of the function u will satisfy the
eikonal equation with respect to the metric g(n).
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Appendix C
An explicit example of shock
formation at infinity
In the main body of this work we have mentioned, several times, that our estimates are consistent with
a phenomenon that we have called “shock formation at infinity”. However, it is not clear that this
phenomenon actually does take place for any set of wave equations - for example, we can actually rule
out this kind of behaviour for the Einstein equations. However, in this appendix we will present a simple
equation, and an explicit solution, which exibits shock formation at infinity.
In fact, we do not need to construct the solution: we can use our control over the initial data to
choose data so that the shock forms instantaneously. To be more explicit: we can choose initial data so
that the inverse foliation density µ (which is not prescribed directly in the initial data, but which can
be computed from the data) tends to zero as r → 0. The data that we choose is smooth, compactly
supported and spherically symmetric. In fact, it will vanish in the region r ≥ r0
Consider the scalar quasilinear wave equation
˜gφ = 0
where the metric is given by
g :=
1(
1 + χ( 12 r0)φ+
1
4χ
2
( 12 r0)
φ2
) (−dt2 + χ( 12 r0)φdtdr + (1 + χ( 12 r0)φ)dr2)+ /gS2
where the cut-off function χ( 12 r0) is defined in equation (2.62), and /gS2 is the standard round metric on
the sphere of radius r. Note that this metric is identical to the Minkowksi metric in the region r ≤ 14r0.
With this metric1, if we choose axisymmetric initial data then the null frame vectors must lie in the
span of the coordinate vector fields ∂t and ∂r. Hence, in the axisymmetric case the null frame vector
fields are found to be
L = (1 + χ( 12 r0)φ)∂t + ∂r
L = ∂t − ∂r
Note that the metric satisfies the radial normalisation condition (as can also be seen directly by computing
g−1), and that the rectangular components of L are given by Li = x
i
r .
The metric component hLL is found to be
hLL = gLL −mLL = φ(2 + φ)
Furthermore, using proposition 4.8.3, we can compute the inverse foliation density as r ↘ r0. We find
that
µ =
1
1 + φ
1The chosen metric might appear to be “artificial”, but in fact we found this metric by first choosing L and L to be
particularly simple, which then specifies g−1. We then invert g−1 to find g.
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We choose the initial data for φ as follows: in the region r ≤ r0, on the surface t = t0 we fix
φ = χ( 12 r0)(r)(r − r0)
∂tφ = 0
for some  > 0. Note that, with these prescriptions, in the region r ≥ 12r0 we have
Lφ = 
Lφ = −
For r ≥ r0, on the surface u = t0 − r0, we choose the initial data
φ = (1− χ(3r0)(r))(r − r0)
Note that φ is continuous at r = r0. In fact, φ is smooth: this is easy to see, since it is the restriction of
a smooth function to the initial data surface. This smooth function can be chosen to be
φ˜ := (1− χ(3r0)(r))χ( 12 r0)(r)(r − r0)
We can compute the derivatives of φ in the region r ≥ r0, we have
Lφ = (1− χ(3r0)(r))− χ′(3r0)(r)(r − r0)
Note that, for r ≥ 3r0, both φ and Lφ vanish.
Now, we can compute the transverse derivative Lφ on the initial data, in the region r ≥ r0. Using the
wave equation given in proposition 4.7.1 and the fact that the data is spherically symmetric, together
with the form of the metric, we find that rLφ satisfies the transport equation
L (rLφ) = −1
2
tr/g χ(small) (rLφ)−
1
2
r tr/g χ(Lφ)
In fact, it turns out that, with our prescribed metric, tr/g χ(small) and tr/g χ(small) vanish identically. This
is because the metric on the spheres is the standard round metric on the sphere of radius r, and the
induced metric on the spheres is independent of t. Hence Lφ satisfies
L (rLφ) = Lφ
In other words, (rLφ− φ) is conserved along the initial data surface. At r = r0, we have Lφ = −, we
actually have
Lφ = −r0
r
+ (1− χ(3r0)(r))
(
1− r0
r
)
for r ≥ r0
In particular, we see that, for r ≥ 3r0, we have Lφ = − r0r .
We can also compute the initial value of µ (see proposition 4.8.3) as r ↘ r0. Recall that, for r ≥ r0,
u solves the eikonal equation, so g−1(du,du) = 0. At r = r0, g is the Minkowski metric, so we find that
lim
r↘r0
du
∣∣
r
= dt− dr
Hence, using the fact that g approaches the Minkowski metric as r → r0, we also find that
g−1(du,dr)→ −1 as r ↘ r0
and so µ→ 1 as r tends to r0 from above.
Now, a slightly detailed computation shows that we find that, in the region r ≥ r0, we have
(Lh)LL = 2Lφ+ 2φ(Lφ)− 2φ(Lφ)
(
2 + φ+ 14φ
2 + 14φ
3
1 + φ+ 14φ
2
)
Importantly, since φ = 0 for r ≥ 3r0, we have
(Lh)LL = −2r0
r
for r ≥ 3r0
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If we recall the transport equation for the inverse foliation density µ given in proposition 3.0.1, and
we substitute for Li (recalling that Li = x
i
r ) then we find that µ satisfies the transport equation
2
L logµ = −1
2
(Lh)LL +
1
4
(Lh)LL +
1
4
(Lh)LL
The first two terms vanish for r ≤ 3r0. Hence we can integrate the equation for µ, finding
logµ = C(r)+ log
((
r
r0
)− 12 r0)
where C(r) is given by
C(R) :=
1

∫ R
r=r0
(
−1
2
(Lh)LL +
1
4
(Lh)LL +
1
2
φ(Lφ)− 1
2
φ(Lφ)
(
2 + φ+ 14φ
2 + 14φ
3
1 + φ+ 14φ
2
))
dr
Note that all of these terms are compactly supported in r ≤ 3r0, and moreover they are at least O().
Hence C(r) is constant for r ≥ 3r0. In particular, C(3r0) is some bounded numerical constant. Moreover,
if we consider C(3r0) as a function of , then for all 0 <  < 1, C(3r0) is uniformly bounded by some
other numerical constant C˜.
In particular, for all , we have
µ ≤ eC˜
(r0
r
) 1
2 r0
In particular, for any positive value of , we have µ → 0 as r → ∞, signalling shock formation at
infinity. Note also that, if we choose  < 0 then we form an “anti-shock”, where µ→∞ as r →∞.
In summary, we have exhibited a family of smooth, compactly supported initial data for a wave
equation that satisfies the weak null condition, depending on a small parameter . The data is such that,
as  → 0, the initial data becomes trivial. In particular, for all sufficiently small values of , our main
theorem 17.0.1 guarantees a global solution. However, for every value of , the corresponding solution
exhibits immediate shock formation at infinity.
If we want to find an example of a set of wave equations where the derivatives of the fields actually
exhibit different asymptotic behaviour from the linear case, then we can study the exact same scenario,
but introduce a second field φ2 satisfying
˜gφ2 = (Tφ)2
and where φ2 is given trivial initial data over the entire initial data surface (including the spacelike
portion r ≤ r0). Then, using the wave equation, we find that on the initial data surface, in the region
r ≥ r0, Lφ2 satisfies the transport equation
L (rLφ2) = r(Tφ)
2 =
1
4
r(Lφ)2
substituting for Lφ from above, we have that, for r ≥ r0,
L (rLφ2) =
2r20
4r
and so Lφ2 is given by
Lφ2 =
2r20
4r
log
(
r
r0
)
so that this does not have the 1r decay of the linear equation. Similarly, if we consider the field φ3
satisfying
˜gφ2 = (Tφ)(Tφ3)
and again give φ3 trivial initial data, then we find that Lφ3 is given, on the initial data surface, in the
region r ≥ r0, by
Lφ3 =
1
r
(r0
r
) 1
4 
Both the fields φ2 and φ3 can be said to exhibit immediate “blowup at infinity”.
2Note that (Lh)LL = L(hLL), since in this particular case LL
a = 0.
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