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ABSTRACT
Dualization and deformations of the
Bar-Natan–Russell skein module
Andrea Heyman
This thesis studies the Bar-Natan skein module of the solid torus with a particular boundary curve
system, and in particular a diagrammatic presentation of it due to Russell. This module has deep
connections to topology and categorification: it is isomorphic to both the total homology of the
(n, n)-Springer variety and the 0th Hochschild homology of the Khovanov arc ring Hn.
We can also view the Bar-Natan–Russell skein module from a representation-theoretic viewpoint
as an extension of the Frenkel–Khovanov graphical description of the Lusztig dual canonical basis of
the Uq(sl2)-representation V
⊗2n
1 . One of our primary results is to extend a dualization construction
of Khovanov using Jones–Wenzl projectors from the Lusztig basis to the Russell basis.
We also construct and explore several deformations of the Russell skein module. One deforma-
tion is a quantum deformation that arises from embedding the Russell skein module in a space that
obeys Kauffman–Lins diagrammatic relations. Our quantum version recovers the original Russell
space when q is specialized to −1 and carries a natural braid group action that recovers the sym-
metric group action of Russell and Tymoczko. We also present an equivariant deformation that
arises from replacing the TQFT algebra A used in the construction of the rings Hn by the equiv-
ariant homology of the two-sphere with the standard action of U(2) and taking the 0th Hochschild
homology of the resulting deformed arc rings. We show that the equivariant deformation has the
expected rank.
Finally, we consider the Khovanov two-functor F from the category of tangles. We show that
it induces a surjection from the space of cobordisms of planar (2m, 2n)-tangles to the space of
(Hm, Hn)-bimodule homomorphisms and give an explicit description of the kernel. We use our
result to introduce a new quotient of the Russell skein module.
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CHAPTER 1. INTRODUCTION
Chapter 1
Introduction
The primary object of study in this thesis will be the Bar-Natan skein module of the solid torus
with a particular boundary curve system depending on a nonnegative integer n. A convenient
set of diagrammatics for this skein module was provided by Russell [19], and when using these
diagrammatics we refer to the equivalent space as the Russell skein module Rn. In Russell’s
graphical calculus, diagrams consist of dotted crossingless matchings, subject to certain Type I and
Type II relations (see Figure 2.5), and a basis of diagrams is given by those that have dots on outer
arcs only.
In [6], Frenkel and Khovanov introduce a graphical calculus for the Lusztig dual canonical basis
in tensor powers of irreducible representations of the quantum group Uq(sl2). In this thesis, we
will be primarily concerned with even tensor powers of the fundamental representation V1. In the
Frenkel–Khovanov calculus, the basis of the invariant subspace of V ⊗2n1 , denoted Inv(n), is exactly
given by crossingless matchings of 2n points. In this sense, we view the basis of Rn as an extension
of the graphical basis of Inv(n). Khovanov provides a description of the Lusztig canonical basis
using a graphical approach in [10]. He first gives a graphical interpretation of the traditional bilinear
form on V ⊗n1 and then constructs duals to the graphical dual Lusztig canonical basis of [6] using
Jones–Wenzl projectors. In Chapter 3, specializing to q = −1, we extend several of the results of
Frenkel and Khovanov to the Russell basis.
In particular, in Section 3.1.1 we extend the graphical description of the Khovanov bilinear
form on Inv(n) to Rn and show that it is well-defined, symmetric, and non-degenerate. As in the
Khovanov case, our bilinear form admits a diagrammatic description. It also allows us to introduce
1
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a new graphical calculus for the dual of the Russell space (see Section 3.1.2). The primary focus
of Chapter 3 is to graphically describe dual elements to Russell basis elements with respect to
this bilinear form. In Section 3.2.1, we review Khovanov’s construction of the Lusztig canonical
basis and tailor it to our set-up, which involves projecting to the invariant subspace Inv(n) and
specializing the value of q to −1. The main result lies in Section 3.2.2, Theorem 3.2.4, which extends
the graphical construction of the Lusztig canonical basis to construct the dual Russell basis of Rn
using Jones–Wenzl projectors. The proof of this result occupies the majority of Chapter 3.
While admitting a purely combinatorial description, the Russell skein module has strong topo-
logical significance. Recall that the (n, n)-Springer variety is the variety of complete flags in C2n
fixed by a nilpotent matrix with two Jordan blocks of size n. The following key result is due to
Russell:
Theorem 1.0.1 (Russell) Rn is isomorphic to the total homology of the (n, n)-Springer variety.
In [21], Russell and Tymoczko describe a natural, combinatorial action of the symmetric group
on a space isomorphic to the Russell skein module. They identify basis elements of that space, again
given by “standard” crossingless matchings with dots on outer arcs only, with homology generators
of Xn and show that the S2n action they define is the Springer representation. Their action can be
extended to the full Russell skein module by first rewriting any diagram with dots on inner arcs in
terms of standard dotted matchings using Type I and Type II relations and then applying the S2n
action previously defined. However, it should be noted that this extension does not have a local
description, in the sense that the action of the symmetric group generator si in general affects more
arcs than just those with endpoints numbered i or i+ 1.
In Chapter 4, we present a quantized version of the Russell skein module, denoted Rqn,k, that
is a deformation of the original skein module now considered over the ring Z[q, q−1] for some
fixed element q of the ground ring k with deformed Type I and Type II relations depending on
this parameter q (see Figure 4.1). Specializing to q = −1 recovers the original Russell space.
The deformed Type I and Type II relations are not local in the same sense as the original ones.
Instead, they are semi-local, in the sense that they involve an additional term for each undotted arc
containing the two arcs involved in the traditional Russell relations. In Section 4.1.2, we explain
that purely local quantum Russell relations are not possible.
2
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In Section 4.2 we first define spaces S˜qn,k that obey traditional Kauffman–Lins diagrammatic
relations. We then introduce spaces Sqn,k that are quotients of S˜
q
n,k and turn out to be isomorphic
to Rqn,k. Sections 4.3 and 4.4 describe the embedding of the quantum Russell space inside the
isomorphic spaces Sqn,k for generic q. As a consequence, we are able to identify a convenient basis
for Rqn,k and compute its dimension.
The embedding of Rqn,k in a quotient of a Kauffman–Lins space is advantageous, as Kauffman–
Lins diagrammatics are well-understood. In particular, the Kauffman–Lins space carries a natural
action of the braid group, where the action of the generator σi is given by attaching a positive
crossing between strands numbered i and i+ 1. In Section 4.5 we pull back the well-defined action
of B2n on S
q
n,k to the quantum Russell space. We observe that when we consider the subspace R
q
n,k
of R˜qn,k with a basis given by diagrams with dots on outer arcs only, which is isomorphic to the
quantum Russell space Rqn,k, the braid group action admits a fully local description (Figure 4.14),
as it does in the Russell–Tymoczko case. That is, the spaces fit into a commutative diagram
R
q
n,k
  //
∼=
44R˜
q
n,k
// // Rqn,k
where the leftmost and rightmost spaces both carry a B2n action, and the bent arrow represents
an isomorphism intertwining these actions, but only the action on the leftmost space is local.
In Section 4.6.1 we explain that, when q = 1, the Kauffman–Lins-induced braid group action
descends to a symmetric group action on R
q=1
n,k , and this action is identical to that of Russell and
Tymoczko. We note that the space on which Russell and Tymoczko define their action actually
corresponds with R
q=−1
n,k in our set-up, but there is no conflict because these spaces are naturally
isomorphic. When q = ±1, the obstruction to locality on the full quantum Russell space disappears,
so we extend the Russell–Tymoczko symmetric group action to the full q = 1 skein module in a
local manner in Section 4.6.2.
Russell’s result connecting Rn to the homology of the (n, n)-Springer variety came by working
with an alternate topological space S˜, whose homology and cohomology rings are isomorphic to
those of the Springer variety (and which was later shown by Wehrli [22] to actually be homeomorphic
to the Springer variety.) S˜ was introduced by Khovanov in [13], where he showed a parallel result
concerning its cohomology:
Theorem 1.0.2 (Khovanov) The cohomology of the (n, n)-Springer variety is isomorphic to the
3
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center of the arc ring Hn.
The rings Hn were invented by Khovanov in [12] when he extended his categorification of
the Jones polynomial to the categorification of a tangle invariant. The combination of these two
results of Russell and Khovanov provides an important link between the Russell skein module and
the world of categorification: Rn is isomorphic to the 0th Hochschild homology of the ring H
n.
This statement follows from the fact that the center of a ring is isomorphic to its 0th Hochschild
cohomology, the rings Hn are symmetric, and the following:
Proposition 1.0.3 For a finite-dimensional symmetric algebra A over a field k, Hochschild ho-
mology and cohomology are dual vector spaces, i.e., for n ≥ 0,
HHn(A) ∼= Homk(HHn(A),k).
In Chapter 5, Section 5.1, we give a direct proof of the isomorphism between Rn and HH0(H
n).
This isomorphism motivates our definition of what we call the “equivariant” deformation of the
Russell skein module. In Section 5.2.1, we first describe the equivariant deformation of the arc
rings Hn, which we call Hnh,t. This deformation comes by replacing the ring A used to define the
TQFT from the construction of the original rings Hn, which is isomorphic to the cohomology ring
of the two-sphere S2, by the equivariant cohomology of S2 with the standard action of U(2).
In Section 5.2.2, we consider the 0th Hochschild homology of the rings Hnh,t. We also present a
graphical deformation of the Russell skein module depending on h and t, Rh,tn , and show that
HH0(H
n
h,t)
∼= Rh,tn .
In Section 5.3, we show that Rh,tn is a free Z[h, t]-module and has the same rank over Z[h, t] that
Rn has over Z, justifying our description of Rh,tn as a deformation of Rn.
Finally, in Chapter 6, we return to the set-up of the rings Hn. We recall that the Khovanov
two-functor F associates to cobordisms of planar (2m, 2n)-tangles homomorphisms of (Hm, Hn)-
bimodules. We define two hom-spaces for any planar (2m, 2n)-tangles T1, T2: HomBN (T1, T2), the
space of tangle cobordisms from T1 to T2 modulo the local Bar-Natan relations, and Hom(m,n)(T1, T2),
the space of homomorphisms from F(T1) to F(T2) as (Hm, Hn)-bimodules. The main result of this
chapter is Theorem 6.2.10, which says that the map between these hom-spaces is in fact surjective:
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every bimodule homomorphism arises from a tangle cobordism in this way. Further, our theorem
gives an explicit description of its kernel.
Summing over all planar (m,n)-tangles T1, T2, we get a surjection
Hm+n ∼= HomBN (m,n) φm.n−−−→ Hom(m,n).
The composition of these maps takes the center of Hm+n to the center of Hom(m,n). While we
do not have a description of Z(Hom(m,n)), it contains im(φm,n|Z), which we show in Proposition
6.3.4 is isomorphic to Z(Hm)⊗Z(Hn). We conjecture that Z(Hom(m,n)) is in fact isomorphic to
Z(Hm)⊗ Z(Hn).
Thinking of the rings Hom(m,n) as quotients of Hm+n, in Section 6.4 for any integers m,n
we define a quotient of the Russell space Rm+n by considering HH0(Hom(m,n)) as a quotient of
HH0(H
m+n) ∼= Rm+n. In Section 6.5, we extend the surjectivity result to the equivariant case,
where x2 = t.
5
CHAPTER 2. PRELIMINARIES
Chapter 2
Preliminaries
2.1 The rings Hn
2.1.1 Definition
The rings Hn, sometimes referred to as arc rings, were introduced by Khovanov in [12] in the
context of the categorification of a tangle invariant that extends the Jones polynomial.
Their construction involves the two-dimensional topological quantum field theory (TQFT) func-
tor F used in the definition of Khovanov homology [11], the original of the link homology theories.
By a two-dimensional TQFT we mean a functor from the category of two-dimensional cobordisms
between closed one-manifolds to the category of abelian groups and group homomorphisms. It was
shown by Abrams [1] that two-dimensional TQFTs exactly correspond to commutative Frobenius
algebras. In our case, F will be defined by a Frobenius algebra A given as follows.
As a (graded) free abelian group, let A have rank two, spanned by 1 and X, with 1 in degree −1
and X in degree 1. Then introduce a commutative, associative multiplication map m : A⊗A → A,
graded of degree 1, by
12 = 1, 1X = X1 = X, X2 = 0.
The unit map ι : Z→ A is defined by ι(1) = 1. The trace map  : A → Z is defined by
(1) = 0, (X) = 1.
The functor F associates to a disjoint union of k circles the abelian group A⊗k. For the
elementary cobordisms, F associates m to the “pair of pants” cobordism from two circles to one
6
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circle, ι to the cup cobordism from the empty manifold to a single circle, and  to the cap cobordism
from a single circle to the empty manifold (see Figure 2.1).
F
A⊗A
A
m
F
A
ι
Z
F
Z

A
Figure 2.1: The TQFT functor F .
The cobordism from one circle to two circles is different from that from two circles to one circle
and is associated the map ∆ : A → A⊗A:
∆(1) = 1⊗X +X ⊗ 1, ∆(X) = X ⊗X.
Definition Let Bn denote the set of isotopy classes of pairwise disjoint embeddings of n arcs in
R× [0, 1] connecting in pairs 2n points on R×{1}. Elements of Bn will be referred to as crossingless
matching cups, or sometimes just crossingless matchings, of 2n points.
Given a crossingless matching cup m ∈ Bn, we let W (m) denote the reflection of m about the
line R× {12}, so that W (m) is a crossingless matching cap connecting 2n points on R× {0}.
We are now able to describe the space underlying the finite-dimensional graded ring Hn, for
n ≥ 0. As a graded abelian group, Hn decomposes into the direct sum
Hn =
⊕
a,b∈Bn
b(H
n)a,
where
b(H
n)a := F(W (b)a){n}.
Here W (b)a represents the closed one-manifold formed by gluing together the diagrams W (b)
and a along their 2n fixed points to get a disjoint union of manifolds that are isotopic to circles.
The notation {n} means that we shift the grading up by n, that is, if a graded G-module has
summand Gk in degree k, then G{n} has summand Gk−n in degree k.
To give Hn a ring structure, we must define its multiplication. First define uv to be 0 if
u ∈ d(Hn)c and v ∈ b(Hn)a where c 6= b. If this is not the case, then the multiplication maps
c(H
n)b ⊗ b(Hn)a → c(Hn)a
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will be defined as follows.
Given the one-manifolds W (c)b and W (b)a in R× [0, 1], we form the one-manifold W (c)bW (b)a
by vertically stacking W (c)b on top of W (b)a and scaling the second coordinate by a factor of 12 to
get a configuration of circles in R× [0, 1]. Consider the “simplest” cobordism, denoted S(b), from
bW (b) to Vert2n, the one-manifold of 2n arcs embedded vertically in R × [0, 1]. More precisely,
S(b) is a surface in R× [0, 1]× [0, 1] with bottom boundary equal to W (b)b, top boundary equal to
Vert2n, and S(b) is diffeomorphic to a disjoint union of n discs. Let IdW (c)S(b)Ida be the cobordism
W (c)bW (b)a→W (c)a
given by composing S(b) with the identity cobordisms from W (c) to itself and a to itself. By
applying the TQFT functor, we get a map
F(W (c)bW (b)a)→ F(W (c)a).
Composing with the canonical isomorphism F(W (c)b) ⊗ F(W (b)a) → F(W (c)bW (b)a), we get a
map
F(W (c)b)⊗F(W (b)a)→ F(W (c)a).
Note that the surface IdW (c)S(b)Ida has n saddle points, and both m and ∆ have degree 1, so that
the above map has degree n. Therefore, after shifting, the map
F(W (c)b){n} ⊗ F(W (b)a){n} → F(W (c)a){n}
is grading-preserving. This is the map that defines the associative multiplication
mc,b,a : c(H
n)b ⊗ b(Hn)a → c(Hn)a.
The unit 1 in Hn is the sum over all crossingless matchings a ∈ Bn of idempotent elements
1a ∈ aHna defined as the element 1⊗n ∈ A⊗n{n} = aHna .
With underlying abelian group structure, multiplication, and unit as above, Hn is now a graded,
associative, unital ring.
Example To clarify the ring structure of Hn, we examine the case where n = 2. B2 consists of
two crossingless matchings: that of two unnested adjacent arcs, which we call a, and that of two
8
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W (a)a W (a)b
W (b)a W (b)b
Figure 2.2: The diagrams underlying the ring H2.
nested arcs, which we call b. The diagrams W (a)a,W (a)b,W (b)a, and W (b)b are shown in Figure
2.2.
After applying F to those diagrams, we see that the structure of H2 as a graded abelian group
is given by
H2 = a(H
2)a ⊕ a(H2)b ⊕ b(H2)a ⊕ b(H2)b
= A⊗2{2} ⊕ A{2} ⊕ A{2} ⊕ A⊗2{2}.
As an example of the multiplication in H2, consider the map a(H
2)b⊗ b(H2)a → a(H2)a. This map
is induced by the “simplest” cobordism from W (a)bW (b)a to W (a)a, which involves two saddles
that first merge the two circles and then splits them:
A{2} ⊗ A{2} m−→ A{3} ∆−→ A⊗2{2}.
2.1.2 Role in categorification
To place the rings Hn in their appropriate context, it is important to mention that they were
constructed by Khovanov as part of the categorification of an extension of the Jones polynomial to
tangles [12]. We briefly explain that process here.
Definition A (m,n)-tangle is a one-dimensional cobordism in R2 × [0, 1] from the 0-manifold of
n points lying on the bottom boundary R2 × {0} to the 0-manifold of m points lying on the top
boundary R2 × {1}.
The extended Jones polynomial associates to a (2m, 2n)-tangle T a map J(T ) : Inv(n) →
Inv(m), where Inv(k) is defined to be the Uq(sl2)-invariant subspace of V
⊗2k
1 , with V1 the funda-
mental two-dimensional representation of Uq(sl2). We can consider tangles as the one-morphisms
9
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of a two-category in which objects correspond to nonnegative integers (the number of fixed points
on the boundary of a tangle) and two-morphisms are tangle cobordisms. We will restrict to the
subcategory of even tangles, in which objects are even integers and one-morphisms are tangles with
an even number of top and bottom endpoints. Khovanov’s work defines a functor from the two-
category of even tangles that turns an object 2n into the ring Hn, a (2m, 2n)-tangle T into a chain
complex of (Hm, Hn)-bimodules, and a tangle cobordism into a map of such chain complexes. After
categorification, J(T ) becomes a functor from KmP to KnP , where KnP is the category of bounded
complexes of graded projective Hn-modules.
2.2 The Bar-Natan–Russell skein module
In this section we will present the definition of the Bar-Natan–Russell skein module, which will
be our primary object of study, and survey previous results related to it. Key references are [19]
and [21].
2.2.1 Bar-Natan skein module of solid torus
In foundational work [2], Bar-Natan gives an alternate proof of Khovanov’s link homology, and more
generally its extension to tangles, coming from a more topological viewpoint. Khovanov’s original
construction forms a cube of resolutions, which is a complex of tensor products of the algebra A
formed by applying the functor F to closed one-manifolds obtained by resolving all crossings in the
tangle in all possible ways, with maps between then involving m or ∆ according to whether circles
are being merged or split.
Bar-Natan’s construction delays the application of F until later in the process. His cube of
resolutions consists of the one-mainfolds themselves, before the application of F , with the “maps”
between them replaced by marked cobordisms, where marked means that sheets in the cobordisms
may carry dots. In the Bar-Natan set-up, cobordisms are subject to the local relations of Figure
2.3, commonly referred to as the Bar-Natan relations. The fourth relation is commonly called the
“neck-cutting” relation.
These relations will be essential to the definition of what we will call the Bar-Natan skein
module. While such a skein module can be defined for any three-manifold M , we will only be
10
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= 0 = 1 = 0
= +
Figure 2.3: Local Bar-Natan relations
interested in the special case in which M = A× I, where A is the standard planar annulus. Also,
for n ≥ 0, we fix a boundary curve system cn consisting of 2n disjoint copies of the longitude of
the solid torus, considered to be embedded in A× {1} ⊂M , which we think of as the “top” of the
torus.
Definition For n ≥ 0, define BN n to be the Z-module generated by marked surfaces S ⊂ A × I
modulo isotopy with boundary cn subject to the local Bar-Natan relations of Figure 2.3. We refer
to BN n as the nth Bar-Natan skein module.
Example Figure 2.4 shows two surfaces which generate the skein module BN 1. Each surface is a
half-torus with boundary c1 ⊂ A×{1}. The surface on the left carries 0 dots, while the surface on
the right carries 1 dot. There are no Bar-Natan relations between these two surfaces.
A× {0}
A× {1}
c1
Figure 2.4: Generators for BN 1.
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2.2.2 Russell diagrammatics
In this thesis, we will primarily consider the Bar-Natan skein module in terms of a diagrammatic
calculus due to Russell [19].
Definition For 0 ≤ k ≤ n, let R˜n,k be the space of formal linear combinations with coefficients in
Z of diagrams, where a diagram is defined to be a crossingless matching of 2n fixed points on a line
decorated with k dots such that each arc carries at most one dot.
The Z-module Rn,k is defined to be the quotient of R˜n,k by certain relations which we now
describe. Let α and β be crossingless matchings of 2n points that have identical arcs except that
for some fixed points numbered a < b < c < d, α has arcs with endpoints (a, b) and (c, d) while β
has arcs with endpoints (a, d) and (b, c) (where we number the 2n fixed points 1 through 2n from
left to right.)
1. Type I relations: Let m1 and m2 be diagrams in R˜n,k that have the arc structure of α,
where m1 has the arc (a, b) dotted and the arc (c, d) undotted while m2 has the arc (a, b)
undotted and the arc (c, d) dotted. Similarly let m′1 and m′2 have the arc structure of β,
where m′1 has (a, d) dotted and (b, c) undotted while m′2 has (a, d) undotted and (b, c) dotted.
Suppose that m1,m2,m
′
1, and m
′
2 are identical away from arcs with endpoints a, b, c, d. Then
we impose the Type I relation
m1 +m2 −m′1 −m′2 = 0.
2. Type II relations: Let m3 ∈ R˜n,k have the arc structure of α with dots on the arcs (a, b)
and (c, d) and m′3 have the arc structure of β with dots on the arcs (a, d) and (b, c), where
m3 and m
′
3 are identical away from a, b, c, d. Then we impose the Type II relation
m3 −m′3 = 0.
See Figure 2.5 for pictures of the Russell relations. Due to the locality of the relations, only
arcs with endpoints at a, b, c, or d are shown, since any arcs not ending at a, b, c, d are identical in
each diagram of the relation.
12
CHAPTER 2. PRELIMINARIES
a a aa b b b bc c c cd d d d
+ +=
a b c d a b c d
=
Type I:
Type II:
Figure 2.5: Type I and Type II Russell relations
Definition We define the (n, k)-Russell skein module Rn,k to be the quotient of R˜n,k by all Type
I and Type II relations. We define the nth Russell skein module Rn to be ⊕0≤k≤nRn,k.
Theorem 2.2.1 (Russell) BN n and Rn are isomorphic as Z-modules.
Proof A sketch of the proof goes as follows. Given a marked surface in BN n, it can be reduced
using the Bar-Natan relations into a configuration of n half-tori where each sheet carries at most
one dot. Taking a vertical cross-section of such a configuration gives a dotted crossingless matching
of 2n points, where we place a dot on an arc if the corresponding half-torus in BN n was dotted.
Given any pair of half-tori, neither of which is nested inside any other half-torus, a tube can
be inserted between the two. Then, a neck-cutting relation can be performed in one of two ways,
either on the compressing disk inside the tube or on that which goes around the puncture and
has boundary along the tube and two half-tori. The results of these neck-cutting relations exactly
correspond with the Type I and Type II relations. 
Because they are isomorphic, we frequently refer to the Bar-Natan and Russell skein modules
jointly as the Bar-Natan–Russell skein module.
2.3 The quantum group Uq(sl2)
2.3.1 Definition
The representation theory of the quantum group Uq(sl2) plays a prominent role in the categorifica-
tion of certain low-dimensional topological invariants. We recall the necessary pieces of that story
here, following [8] and [3].
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Definition Let q be an indeterminate with a fixed value in C different from 0, 1,−1. The quantum
group Uq(sl2) is an associative algebra over C(q), the field of complex-valued rational functions in
q, with four generators labeled E,F,K,K−1 subject to the relations
KK−1 = K−1K = 1,
KE = q2EK, KF = q−2FK,
[E,F ] =
K −K−1
q − q−1 .
Uq(sl2) can be equipped with the structure of a Hopf algebra with comultiplication ∆ and counit
ε defined on generators by
∆(E) = E ⊗ 1 +K−1 ⊗ E
∆(F ) = F ⊗K + 1⊗ F
∆(K±1) = K±1 ⊗K±1.
and
ε(E) = ε(F ) = 0, ε(K) = ε(K−1) = 1.
The antipode will not be needed here.
2.3.2 Representation theory
The representation theory of Uq(sl2) is well-known. For any nonnegative integer n there is a unique
irreducible representation of Uq(sl2) of dimension n+ 1, denoted Vn. Vn has a basis labeled
{vm}, −n ≤ m ≤ n, m ≡ n(mod 2)
and the action of E,F, and K is given by
Evm =
[
n−m
2
]
vm+2
Fvm =
[
n+m
2
]
vm−2
K±1vm = q±mvm
where [n], sometimes referred to as “quantum n,” is defined as
[n] =
qn − q−n
q − q−1
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and vn+2 and v−n−2 are 0.
We refer to the one-dimensional representation V0 ∼= C(q) as the trivial representation and the
two-dimensional representation V1 ∼= C(q)v1 ⊕ C(q)v−1 as the fundamental representation. We
explicitly write out the actions of E,F, and K±1 on the basis elements of V1, since they will be
used frequently:
Ev1 = 0, Ev−1 = v1
Fv1 = v−1, Fv−1 = 0
K±1v1 = q±1v1, K±1v−1 = q∓1v−1.
The comultiplication ∆ defined above determines the action of Uq(sl2) on tensor products of
representations. We will need the following maps of representations intertwining the Uq(sl2) action:
ε1 : V1 ⊗ V1 → V0
ε1(v
1 ⊗ v1) = ε1(v−1 ⊗ v−1) = 0, ε1(v−1 ⊗ v1) = 1, ε1(v1 ⊗ v−1) = −q
δ1 : V0 → V1 ⊗ V1
δ1(1) = v
1 ⊗ v−1 − q−1v−1 ⊗ v1.
Lemma 2.3.1 The maps ε1 and δ1 satisfy the relations
(1⊗ ε1) ◦ (δ1 ⊗ 1) = 1 = (ε1 ⊗ 1) ◦ (1⊗ δ1)
ε1 ◦ δ1 = −q − q−1.
Proof By computation.
We define an intertwining map R1,1 : V1 ⊗ V1 → V1 ⊗ V1 in terms of δ1 and 1 by
R1,1 = q
1/2(δ1 ◦ 1) + q−1/2Id.
We also define Ti : V
⊗n
1 → V ⊗n1 for 1 ≤ i ≤ n− 1 by
Ti = 1
⊗(i−1) ⊗R1,1 ⊗ 1⊗(n−i−1).
Lemma 2.3.2 The elements T1, . . . , Tn−1 satisfy the relations
TiTi+1Ti = Ti+1TiTi+1
TiTj = TjTi, |i− j| > 1.
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Proof By computation.
Proposition 2.3.3 The elements T1, . . . , Tn−1 define an action of the nth braid group on V ⊗n1 .
Proof This follows immediately from the previous lemma.
Finally, we will need the notion of Jones–Wenzl projectors. Recall that the symmetric group
Sn is generated by the elementary transpositions s1, . . . , sn−1, with the relations
s2i = 1, sisi+1si = si+1sisi+1, sisj = sjsi |i− j| > 1.
For any permutation s ∈ Sn, define l(s) to be the number of pairs (i, j), 1 ≤ i < j ≤ n, such
that s(i) > s(j). Then there exists a presentation of s given by si1 · · · sil(s) . Such a presentation is
not unique, but any two must be related by a sequence of relations of the second and third type
of those above. We call such a presentation a reduced representation of s. Then it follows from
Lemma 2.3.2 that the following Uq(sl2)-intertwining endomorphism of V
⊗n
1 is well-defined:
T (s) := Ti1 · · ·Til(s) .
Definition The nth Jones–Wenzl projector pn is defined by
pn =
1
[n]−!
∑
s∈Sn
q−3l(s)/2T (s),
where [n]−! = [n]− · · · [1]−, and [i]− = (q−2i − 1)/(q−2 − 1).
For 1 ≤ i ≤ n− 1, define the Uq(sl2)-intertwining endomorphism of V ⊗n1 by
Ui := 1
⊗(i−1) ⊗ (δ1 ◦ ε1)⊗ 1⊗(n−i−1).
Proposition 2.3.4 The Jones–Wenzl projectors satisfy the properties
p2n = pn
pnUi = Uipn = 0, 1 ≤ i ≤ n− 1.
Theorem 2.3.5 Jones–Wenzl projectors satisfy the inductive relation
pn+1 = (pn ⊗ 1)− µn(pn ⊗ 1) ◦ Un ◦ (pn ⊗ 1),
where µ1 = 1/(−q − q−1) and µk+1 = (−q − q−1 − µk)−1.
For proofs of the previous proposition and theorem, see [9].
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2.3.3 Graphical calculus
A well-known diagrammatic description of the Uq(sl2) intertwiners discussed in the previous sub-
section was invented by Penrose, generalized by Kauffman, and utilized by Kauffman and Lins
to construct invariants of three-manifolds. This graphical calculus motivates our description of
the dual Russell basis in Chapter 3 and our construction of the quantum deformation of the Rus-
sell skein module in Chapter 4. We review its key pieces here, following [6] and the standard
references [3] and [9].
In the graphical calculus, an intertwiner from V ⊗m1 to V
⊗n
1 is drawn as a diagram on (m+n)/2
strands with m bottom and n top endpoints. Composition of maps corresponds to the vertical
stacking of diagrams, while tensor products correspond to horizontal placement.
The identity map on V ⊗n is drawn as n vertical lines. The intertwining maps ε1, δ1, and R1,1
correspond to the diagrams in Figure 2.6, where the relation in the second row comes from the
definition of R1,1.
ε1 δ1
R1,1 = q1/2 +q
−1/2
Figure 2.6: Graphical Uq(sl2) intertwiners.
The relations of Lemma 2.3.1 give us isotopy and evaluation of the closed circle:
= =
= −q − q−1
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We frequently refer to the expansion of the crossing as in Figure 2.6 and the evaluation of the
circle to −q − q−1 together as the Kauffman–Lins relations.
The intertwiner Ti is given by the following diagram.
· · · · · ·
1 i i+ 1 n
The Jones–Wenzl projector pn is depicted
· · ·
· · ·
n
with the label “n” occasionally omitted when the size is clear. From the definition of pn and the
expansion of the crossing R1,1, pn can always be expressed as a C(q)-linear combination of planar
tangles. For example:
= 1[2]−!
(
Id + q−3/2T1
)
= 1[2]−! ( +q
−3/2 )
= 1[2]−! ( +q
−1 +q−2 )
= 1q−2+1 ( (1 + q
−2) +q−1 )
= + 1q+q−1
Proposition 2.3.4 and Theorem 2.3.5 translate into Figures 2.7 and 2.8, respectively.
2.3.4 Lusztig canonical and dual canonical bases
Lusztig defined a canonical basis in tensor products of irreducible representations of quantum
groups. In particular, we consider tensor powers of the fundamental representation V1 of Uq(sl2).
A diagrammatic construction of the dual of his basis in (V ⊗n1 )
∗ ∼= V ⊗n1 was obtained by Frenkel
18
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· · ·
n
· · ·
n · · ·
n
· · ·
=
· · · · · ·
· · ·· · · · · ·
· · ·
= = 0
· · ·
Figure 2.7: Graphical relations involving projectors.
· · ·
n+ 1
· · ·
=
· · ·
n
· · ·
−µn
· · ·
n
· · ·
n
· · ·
Figure 2.8: Graphical description of inductive property of Jones–Wenzl projectors.
and Khovanov in [6]. In [10], Khovanov gives an explicit formula for the Lusztig canonical basis
using a diagrammatic approach. He describes the graphical interpretation of the natural bilinear
form on V ⊗n1 and constructs the duals to the Lusztig dual canonical basis elements with respect to
this form. The construction of the duals uses Jones–Wenzl projectors, and the details are reviewed
in Chapter 3. Also in that chapter, we extend Khovanov’s graphical Lusztig canonical basis for the
invariant subspace Inv(V ⊗2n1 ) under the Uq(sl2) action in the case q = −1 to a basis in the Russell
skein module.
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Chapter 3
Dualizing the Russell skein module
3.1 The dual Russell space
3.1.1 A bilinear form on the Russell space
Recall that Rn denotes the Z-module spanned by crossingless matchings of 2n points with at most
one dot on each arc subject to Russell’s Type I and Type II relations described in the previous
section. Elements of this space can be expressed as linear combinations of diagrams, drawn as
crossingless matching cups (with dots). In this section, we define a bilinear form on the space Rn,
that is, a map
〈·, ·〉 : Rn ⊗Rn → Z.
We define the pairing 〈a, b〉 of diagrams a, b in Rn as follows. First, rotate the diagram b by 180
degrees and replace each dot by an X. Then match the endpoints of the rotated diagram with the
endpoints of a to form a diagram whose connected components are closed circles decorated with
dots and X’s. We allow lines in the diagram to move up to isotopy, so we may deform our circles to
being round, and we allow dots and X’s to slide freely around the circle they are on but not past
one another. Finally, evaluate this diagram to an integer by multiplying the evaluations of each
component, defined according to the following rules:
• A closed circle with no dots or X’s evaluates to 2.
• A closed circle with the same number of dots and X’s (at least one of each) arranged in
alternating fashion evaluates to 1.
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• All other circles evaluate to 0.
Figure 3.1 shows the evaluation of circles in which no more than one dot and one X are present.
= 2 = 1 = 0 = 0
Figure 3.1: The evaluation of diagrams with at most one dot and one X.
Given the above definition of the pairing of diagrams of Rn, we extend to a bilinear form on all
of Rn by linearity.
Lemma 3.1.1 The bilinear form 〈·, ·〉 is nondegenerate and symmetric.
Proof It is clear that 〈·, ·〉 is nondegenerate because 〈a, a〉, where a is the horizontal reflection of
a, is non-zero for any diagram a ∈ Rn.
To see that 〈·, ·〉 is symmetric, for a, b diagrams in Rn, consider the closed circles constructed
in the definitions of 〈a, b〉 and 〈b, a〉 The closed diagrams are identical except that they have been
reflected across the horizontal axis and have dots and X’s interchanged. Observe that the evaluation
rules in the definition of 〈·, ·〉 are preserved under these transformations.
Proposition 3.1.2 The bilinear form 〈·, ·〉 is well-defined on Rn.
Proof We must check that the bilinear form respects all Type I and Type II Russell relations.
That is, given a relation r = 0 in Rn, we must have
〈r, a〉 = 0
for all a ∈ Rn. We begin with the assumption that r is a relation of Type I and consider the pairing
of r with an arbitrary diagram a. Recall that in the definition of 〈r, a〉, we first reflect a, change
dots of a to X’s, and then for each diagram in r match endpoints to form a linear combination of
collections of closed circles. Let i < j < k < l be the endpoints involved in the Type I relation of
r, so that the diagrams on the lefthand side of Figure 2.5 have arcs between points (i, j) and (k, l),
while the diagrams on the righthand side have arcs between points (i, l) and (j, k), with all other
arcs among all four diagrams are identical.
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When any diagram in r gets matched up with a, either all four points i, j, k, l will lie on a single
closed circle, or they will lie on two distinct circles. We assume that for the diagrams in r on
the lefthand side of the Type I relation of Figure 2.5, endpoints i, j, k, l will lie on a single circle,
whereas for the diagrams on the righthand side, i, l will lie on a circle distinct from the one on
which j, k lie. The opposite scenario will be completely symmetric.
Now let d be a diagram in r. The pairing 〈d, a〉 will be 0 unless d and a have the same number
of dots. We may ignore any closed circles in 〈d, a〉 not including the endpoints i, j, k, l, since they
will be identical in all four diagrams. Up to symmetry there are then four cases to check, shown in
Figure 3.2.
+ +=
+ +=
+ +=
+ +=
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
10 0 1
11 0 2
· · · · · · · · · · · ·
· · ·
· · ·
· · ·
· · ·
· · · · · ·
· · · · · ·
10 1 0
· · · · · · · · · · · ·
11 2 0
Figure 3.2: The bilinear form respects Type I relations.
We may repeat a similar argument for r of Type II, with only one case to check, shown in Figure
3.3. 
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=
· · ·
· · ·
· · ·
· · ·
1 1
Figure 3.3: The bilinear form respects Type II relations.
Note that the definition of the bilinear form 〈·, ·〉 is equivalent to imposing the local relations
between dots and X’s shown in Figure 3.4.
= =
Figure 3.4: Local relations defining the bilinear form on Rn.
Consider a Z-module A consisting of linear combinations of diagrams, where a diagram is a
vertical line decorated with dots and X’s subject to the local relations of Figure 3.4. Multiplication
of diagrams in A is given by vertical stacking. Then A is 5-dimensional over Z and isomorphic
to Z〈a, b〉/(a2 = b2 = 0, aba = a, bab = b), where a corresponds to a dot on the line and b
corresponds to an X. As a free abelian group, A then has a basis given by {1, a, b, ab, ba}. This
module has a complete set of three primitive orthogonal idempotents given by {ab, ba, 1− ab− ba},
and the associated quiver is shown in Figure 3.5, with the relation that the composition of any two
compatible arrows is the identity map. Note it follows that
A ∼= Z×Mat(2,Z).
ab ba 1− ab− ba
a
b
Figure 3.5: The quiver of an algebra defined by the local relations of Figure 3.4.
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Conjecture This bilinear form 〈·, ·〉 is positive definite.
3.1.2 A graphical calculus for the dual space
We now turn our attention to the dual Russell space. Before doing so, we must first be working
over a field, so we change our ground ring from Z to Q and define the dual space R∗n to be the
vector space of linear functionals Rn → Q.
By Lemma 3.1.1, the bilinear form 〈·, ·〉 : Rn ⊗ Rn → Q is nondegenerate, so it defines an
isomorphism from Rn to R
∗
n given by the map
x 7→ 〈·, x〉.
Diagrammatically, we draw the linear functional 〈·, x〉 ∈ R∗n as the 180 degree rotation of x with
dots changed to X’s, consistent with our definition of the bilinear form. Therefore in general we
consider R∗n to be a vector space spanned by crossingless matching caps of 2n endpoints decorated
withX’s, subject to the relations that a diagram with two adjacent X’s is zero and and the analogues
of the local Type I and Type II Russell relations shown in Figure 3.6.
+ +=
=
Figure 3.6: Local relations in R∗n.
For instance, R∗1 is the vector space with basis given by the diagrams of Figure 3.7.
,
Figure 3.7: Basis elements of R∗1.
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3.2 Finding the dual basis
In [21], Russell and Tymoczko define “standard” dotted crossingless matchings to be those that
have dots on outer arcs only and show that this set of diagrams forms a basis of Rn. Observe that
by applying Type I and Type II relations to elements of Russell’s graphical algebra, any element
can be expressed in such a way that dots are only carried by outer arcs of a crossingless matching
diagram. If a dotted arc is nested inside an undotted arc, then Type I relations can express the
diagram as a linear combination of diagrams where dots only appear on outer arcs. If two dotted
arcs are nested inside an undotted arc, a Type II relation can be applied.
Definition The Russell basis of Rn is defined to be the graphical basis consisting of dotted cross-
ingless matchings such that dots may only appear on outer arcs.
Given the Russell basis of Rn and the graphical calculus for the dual space R
∗
n, we would like
to construct the dual basis. We do this by first finding the duals of crossingless matchings without
dots by specializing work of Frenkel and Khovanov and then by extending their result to dualize
diagrams that do have dots present.
3.2.1 Dual basis elements without dots
In [6], Frenkel and Khovanov give a graphical presentation for the dual of the Lusztig canonical basis
of any tensor product Va1 ⊗ · · · ⊗ Van of irreducible finite-dimensional representations of Uq(sl2).
They also give an explicit formula for the canonical Lusztig basis stemming from an inductive
construction of duals to these graphical basis elements using Jones–Wenzl projectors. We will
specialize their work to construct graphical duals of those Russell basis elements that do not carry
dots.
We will use the standard graphical calculus of Uq(sl2) intertwiners, as reviewed in Section 2.3.3.
For now we work with generic q, though ultimately we will only need the specialization of these
results to q = −1.
Recall that V1 denotes the two-dimensional fundamental representation of Uq(sl2). Since this
is the only representation we will be working with, we drop the subscript and just write V . The
two standard basis vectors of the dual space will be denoted by v1 and v−1. Diagrammatically,
we will depict v1 as an up arrow and v−1 as a down arrow. A vector v1 ⊗ · · · ⊗ vn in the tensor
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product V ⊗n, where i = ±1, will then be depicted as a horizontal sequence of up and down arrows
numbered 1 through n from left to right, where the direction of the ith arrow is determined by i.
Definition We denote by {v1 ♥ · · · ♥ vn}, where i = ±1 for all i, the elements of the dual of
Lusztig’s canonical basis of V ⊗n.
Following [6], an element v1 ♥ · · · ♥ vn of the dual canonical basis of V ⊗n admits a geometric
interpretation. First, draw v1 ⊗ · · · ⊗ vn as a sequence of up/down arrows as described above.
Next, if the diagram contains a pair (up arrow, down arrow) such that
• the up arrow is to the left of the down arrow
• no arrows lie between the two arrows,
then we connect the two arrows into a simple unoriented arc that does not intersect anything.
Finally, we repeat this procedure until no such pairs of arrows remain.
Recall that in the usual graphical calculus of Uq(sl2), an arc represents the element of the
standard basis given by applying the local relation of Figure 3.8.
= −q
Figure 3.8: A relation in the graphical calculus of Uq(sl2) representations.
Example An example of a vector and its corresponding dual canonical basis vector in V ⊗6 is
shown in Figure 3.9.
v−1 ⊗ v1 ⊗ v1 ⊗ v−1 ⊗ v−1 ⊗ v1 =
v−1♥ v1♥ v1♥ v−1♥ v−1♥ v1 =
Figure 3.9: A sample element of the dual canonical basis of V ⊗6.
One can define the actions of E,F, and K±1 on elements of the dual canonical basis graphically
(see [6] Section 2.3). From this description, it is clear that the elements of the dual canonical
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basis of V ⊗n that are invariant under the action of Uq(sl2) are those which have only arcs and no
arrows. On the algebraic side, this means that a dual canonical basis vector v1 ♥ · · · ♥ vn in V ⊗n
is invariant under the Uq(sl2) action if and only if
∑n
i=1 i = 0 and for any i, 1 ≤ i ≤ n, we have∑i
j=1 j ≥ 0. This establishes a bijection
crossingless matchings of 2k points↔ dual canonical basis of Inv(V ⊗2k).
Before discussing how to dualize this graphical basis, we must first establish a graphical de-
scription of a bilinear form on V ⊗n that our bases will be dual with respect to, that is, we establish
a bilinear pairing
〈·, ·〉 : V ⊗n × V ⊗n → C[q, q−1].
Let y be a diagram representing a standard basis element vη1 ⊗ · · · ⊗ vηn of V ⊗n and let x be a
dual canonical basis vector,
x = v1 ♥ · · · ♥ vn .
We define
〈y, x〉
as follows. First, rotate the diagram of x by 180 degrees and reverse the orientations of all arrows.
Then match the top of the diagram for y with the bottom of the rotated diagram and evaluate
the resulting diagram locally according to the following rules. Each arc in the resulting diagram
evaluates to 0 if the orientations of the two ends are not compatible and 1 if they are compatible,
except in the cases of Figure 3.10.
= −q−1 = −q
Figure 3.10: Local rules defining the graphical bilinear form on V ⊗n.
Definition The element vn ♦ · · · ♦ v1 of V ⊗n, where i = ±1 for all i, is defined to be the dual
of v1 ♥ · · · ♥ vn with respect to the bilinear form defined above.
The collection of all elements {vn ♦ · · · ♦ v1} form the canonical basis of V ⊗n.
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We denote the canonical basis element of V ⊗n with lexicographically highest term v⊗x11 ⊗v⊗y1−1 ⊗
· · · ⊗ v⊗xk1 ⊗ v⊗yk−1 by v(x1, y1; . . . ;xk, yk), that is,
v(x1, y1; . . . ;xk, yk) = v
⊗x1
1 ♦ v
⊗y1
−1 ♦ · · · ♦ v⊗xk1 ♦ v⊗yk−1 .
The following lemma is due to Khovanov in [10].
Lemma 3.2.1 (Khovanov) 1. v(0, y1;x2, . . . ;xk, yk) = v
⊗y1
−1 ⊗ v(x2, y2; . . . xk, yk)
2. v(x1, y1; . . . , yk−1;xk, 0) = v(x1, y1; . . . ;xk−1, yk−1)⊗ vxk1
Also in [10], Khovanov gives the following inductive description of these canonical basis elements.
Theorem 3.2.2 (Khovanov) 1. If yi−1 ≥ xi and yi ≤ xi+1 then
v(x1, y1; . . . ;xk, yk) =
 xi + yi
xi
 (1⊗l ⊗ pxi+yi ⊗ 1⊗j)
(v(x1, y1; . . . ;xi−1, yi−1 + yi;xi + xi+1, yi+1; . . . ;xk, yk))
where l =
∑
t<i xt + yt, j =
∑
t>i xt + yt.
2. If y1 ≤ x2 then
v(x1, y1; . . . ;xk, yk) =
 x1 + y1
x1
 (px1+y1 ⊗ 1n−x1−y1)(v⊗y1−1 ⊗ v(x1 + x2, y2; . . . ;xk, yk)).
3. If yk−1 ≥ xk then
v(x1, y1; . . . ;xk, yk) =
 xk + yk
xk
 (1⊗n−xk−yk⊗pxk+yk)(v(x1, y1; . . . ;xk−1, yk−1+yk)⊗v⊗xk1 ).
Recall that pn denotes the Jones-Wenzl projector from V
⊗n to V ⊗n, which in the usual graphical
calculus is depicted by a box on n strands.
At this point, we specialize to q = −1. In this case, the inductive relationship satisfied by
Jones–Wenzl projectors (Figure 2.8) becomes:
= − nn+1
n 1 1 n 1 1
n 1
1
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Example We apply Theorem 3.2.2 to find a formula for the canonical basis vector
v−1 ♦ v1 ♦ v−1 ♦ v−1 ♦ v1 ♦ v1:
v−1 ♦ v1 ♦ v−1 ♦ v−1 ♦ v1 ♦ v1 = v−1 ♦ v1 ♦ v⊗2−1 ♦ v⊗21
= v(0, 1; 1, 2; 2, 0)
=
 1 + 2
1

q=−1
(1⊗1 ⊗ p3 ⊗ 1⊗2)(v(0, 3; 3, 0))
= −3(1⊗1 ⊗ p3 ⊗ 1⊗2)(v⊗3−1 ⊗ v⊗31 )
See Figure 3.11 for a graphical description.
−3
Figure 3.11: A graphical description of the canonical basis element v(0, 1; 1, 2; 2, 0).
To get dual elements to our crossingless matchings of 2n endpoints, we would like to project
our resulting vector onto the space of invariants Inv(n) = Inv(V ⊗2n). As outlined in [10] Section
3.3, this can be achieved by simply attaching a projector of size n to the diagram so that all down
arrows enter one side and all up arrows leave the other.
Note that when the projector is expanded in such an element of Inv(n), we end up with a linear
combination of arcs. The bilinear pairing of two collections of arcs evaluates each closed circle (up
to isotopy) to −q − q−1, according to the standard Kauffman-Lins relation. In particular, when
q = −1, a circle evaluates to 2, which is consistent with our bilinear form on the Russell space Rn.
From this point forward, when discussing duals of elements in Inv(n), we will draw the duals
as already having been rotated by 180 degrees (as is done in the definition of the bilinear form on
V ⊗n. This convention will be consistent with our graphical description of the dual Russell space,
whose diagrams have crossingless matching caps.
Example Building off of our previous example, we graphically compute the dual to the crossingless
matching shown in Figure 3.12 with the specialization q = −1. We view this matching as an element
of Inv(V ⊗6) corresponding to the dual canonical basis element v1♥ v1♥ v−1♥ v−1♥ v1♥ v−1.
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Figure 3.12: The element v1♥ v1♥ v−1♥ v−1♥ v1♥ v−1 of Inv(V ⊗6).
The dual of this element is v−1 ♦ v1 ♦ v−1 ♦ v−1 ♦ v1 ♦ v1, which was computed in the previous
example. So we need only project to the invariant space by attached a projector, rotate the diagram
by 180 degrees, and simplify the projectors. This is shown in Figure 3.13.
∗ = −3 = −2
= =
Figure 3.13: An example of the application of Theorem 3.2.2 to find the graphical dual of a
dottingless crossingless matching.
Figure 3.14 shows the dual basis elements for all crossingless matchings when n = 2 and n = 3.
3.2.2 Dual basis elements with dots
We now find a graphical description of elements dual to those diagrams in the Russell basis that
carry dots. Ideally, we would be able to express these dual elements as a single picture, rather than
a linear combination of pictures.
First we need to establish some notation. Any crossingless matching can be uniquely represented
by a sequence of up and down arrows by replacing the left endpoint of any arc by a down arrow
and the right endpoint by an up arrow. A Russell basis element may carry dots on outer arcs of
a crossingless matching. For each dot on an outer arc, place a dot on the corresponding up and
down arrows. Then, a Russell basis element may be denoted by
(x
x1
1 , y
y1
1 ; . . . ;x
xk
k , y
yk
k ),
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n = 2 ∗
=
∗
=−23
n = 3 ∗
=
∗= −34
∗= −34
∗
= −12
∗ = 3
2
1
3 1
4
Figure 3.14: Crossingless matchings and their duals for n = 2 and 3, q = −1.
where each (xi, yi) represents the number of consecutive down arrows and up arrows, numbered
from left to right, and the exponents xi or yi are 0 if the corresponding outermost arc does not
carry a dot and is 1 if it does. In recovering a Russell basis element from such a tuple, there is no
ambiguity over which arcs carry the dots since only outer arcs may carry them.
Example For example, the Russell basis element in Figure 3.15 is denoted by
(20, 10; 10, 20; 11, 11; 21, 21).
Figure 3.15: Example of notation for a Russell basis element.
Definition For a Russell basis element m = (x
x1
1 , y
y1
1 ; . . . ;x
xk
k , y
yk
k ), we define an integer r(m)
as follows:
r(m) = k + 1− γ − δ,
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where γ = #{(xxii , y
yi
i ) = (1
1, 11)} and
δ =

0 if x1 = yk = 1
1 if one of the following holds:
• k > 1, x1 = yk = 0, and
∑j
i=1 xi 6=
∑j
i=1 yi for any j < k
• k > 1 and one but not both of x1 , yk is 1
• k = 1 and x1 = 0
2 if k > 1, x1 = yk = 0, and
∑j
i=1 xi =
∑j
i=1 yi for some j < k.
Continuing the above example, we see that
r((20, 10; 10, 20; 11, 11; 21, 21)) = 4 + 1− 1− 1 = 3.
Let m∗ be the dual basis element dual to m with respect to the bilinear form of Section 3.1.1.
Lemma 3.2.3 If m is a Russell basis element such that r(m) = 1, then m must be of the form
m = (x01, y
0
1; 1
1, 11; . . . , 11, 11;x0k, y
0
k)
where x1 = y1 and xk = yk. In this case, m
∗ is as shown (up to scale) in Figure 3.16.
· · ·
x1 xk
α
m
x1
· · ·α
xk
m∗
Figure 3.16: m and m∗ when r(m) = 1. The labels x1 and xk denote the number of parallel arcs
represented by the single arc shown.
Proof First we show that any m = (x
x1
1 , y
y1
1 ; . . . ;x
xk
k , y
yk
k ) must be of the stated form. In order
for r(m) = 1, we must have
k = γ + δ.
Note that δ can only be 0, 1, or 2. First suppose that it is 0. Then k = γ, so it must be that
m = (11, 11; . . . , 11, 11). If δ = 1, then γ = k − 1, so we must have m = (11, 11; . . . 11, 11;x0k, y0k)
with xk = yk or m = (x
0
1, y
0
1; 1
1, 11; . . . ; 11, 11) with x1 = y1. Finally, if δ = 2, then γ = k − 2 and
m = (x01, y
0
1; 1
1, 11; . . . ; 11, 11;x0k, y
0
k) with x1 = y1 and xk = yk. Therefore in any of these three
cases, m is of the stated form.
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Denote the element shown on the right in Figure 3.16 by b. By abuse of notation, we will use
〈m, b〉 to denote the evaluation of the diagram obtained by matching the endpoints of m with the
endpoints of b and evaluating according to the rules of Section 3.1.1. To see that m is the unique
element of the Russell basis such that 〈m, b〉 6= 0, first note that any Russell basis element must
have exactly α dots in order to pair with b to something nonzero. Any Russell basis element with
undotted cups within the intervals (1, x1), (x1 +1, 2x1 +2α+xk), (2x1 +2α+xk+1, 2x1 +2α+2xk)
will pair to 0 with b because of the property of Jones-Wenzl projectors that
= = 0
It is clear that, up to scale, m is the only diagram that has α dots and no undotted cups within
those intervals. 
The following theorem gives an algorithm for constructing any m∗ and is proved by induction
on r(m).
Theorem 3.2.4 Any dual basis element with r > 1 can be constructed inductively by applying one
of the following.
1.
(x
x1
1 , y
y1
1 ; . . . ;x
xi
i , y
0
i ;x
0
i+1, y
yi+1
i+1 ; . . . ;x
xk
k , y
yk
k )
∗ = yi + xi+1
yi
 1⊗l⊗pyi+xi+1⊗1⊗j(xx11 , yy11 ; . . . ; (xi+xi+1)xi , (yi+yi+1)yi+1 ; . . . ;xxkk , yykk )∗
if xi ≥ yi and xi+1 ≤ yi+1.
2. (a)
(x
x1
1 , y
y1
1 ; . . . ;x
0
i , y
0
i ; 1
1, 11; . . . ; 11, 11;x0i+α+1, y
0
i+α+1; . . . , x
xk
k , y
yk
k )
∗
=
 xi + 2α+ yi+α+1
xi + 2α
 1⊗l ⊗ pyi+2α+xi+α+1 ⊗ 1⊗j(xx11 , yy11 ; . . . ;xxi−1i−1 , yyi−1i−1 ;
(xi + xi+α+1)
0, (yi + yi+α+1)
0; 11, 11; . . . , 11, 11;x
xi+α+2
i+α+2 , y
yi+α+2
i+α+2 ; . . . ;x
xk
k , y
yk
k )
∗
if xi = yi, xi+α+1 = yi+α+1, and i+ α+ 1 < k.
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(b)
(x
x1
1 , y
y1
1 ; . . . ;x
0
i , y
0
i ; 1
1, 11; . . . ; 11, 11;x0i+α+1, y
0
i+α1 ; . . . , x
xk
k , y
yk
k )
∗
=
 xi + 2α+ yi+α+1
xi
 1⊗l ⊗ pyi+2α+xi+α+1 ⊗ 1⊗j(xx11 , yy11 ; . . . ;xxi−1i−1 , yyi−1i−1 ;
11, 11; . . . , 11, 11; (xi + xi+α+1)
0, (yi + yi+α+1)
0;x
xi+α+2
i+α+2 , y
yi+α+2
i+α+2 ; . . . ;x
xk
k , y
yk
k )
∗
if xi = yi, xi+α+1 = yi+α+1, and i > 1.
3. (a)
(x
x1
1 , y
y1
1 ; . . . , x
0
i , y
0
i ; 1
1, 11; . . . ; 11, 11;x1i+α+1, y
1
i+α+1; . . . , x
k
k , y
k
k )
∗ = xi + 2α+ yi+α+1
yi+α+1 − 1
 1⊗l ⊗ pyi+2α+xi+α+1 ⊗ 1⊗j(xx11 , yy11 ; . . . ; (xi + xi+α+1 − 1)0,
(yi + yi+α+1 − 1)0; 11, 11; . . . ; 11, 11;xxi+α+2i+α+2 , y
yi+α+2
i+α+2 ; . . . ;x
xk
k , y
yk
k )
∗
if xi = yi and xi+α+1 = yi+α+1 6= 1, where xi and yi are taken to be 0 if i = 0.
(b)
(x
x1
1 , y
y1
1 ; . . . , x
1
i , y
1
i ; 1
1, 11; . . . ; 11, 11;x0i+α+1, y
0
i+α+1; . . . , x
k
k , y
k
k )
∗ = xi + 2α+ yi+α+1
xi − 1
 1⊗l ⊗ pyi+2α+xi+α+1 ⊗ 1⊗j(xx11 , yy11 ; . . . ;xxi−1i−1 , yyi−1i−1 ;
11, 11; . . . ; 11, 11; (xi + xi+α+1 − 1)0, (yi + yi+α+1 − 1)0; . . . ;xxkk , y
yk
k )
∗
if xi = yi 6= 1 and xi+α+1 = yi+α+1, where xi+α+1 and yi+α+1 are taken to be 0 if
i+ α = k.
In each statement, l = x1+y1+· · ·+xi−1+yi−1+xi and j = yi+α+1+xi+α+2+yi+α+2+· · ·+xk+yk,
with α taken to be 0 in the first case.
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Graphically, Theorem 3.2.4 says that the dual of m can be inductively constructed from the
dual of some m′ by attaching a projector of size yi + 2α + xi+α+1 between the first l and last j
strands of the diagram for (m′)∗.
On the way to proving Theorem 3.2.4, we will need the following lemma.
Lemma 3.2.5 Each of the statements of Theorem 3.2.4 reduces r by 1, and if r(m) > 1 then at
least one of them can be applied.
Proof First we see that each statement reduces r by 1.
• Statement 1 reduces k by 1 and leaves γ and δ unchanged.
• Statement 2a reduces k by 1 and leaves γ and δ unchanged if i > 0, and if i = 0 it increases
δ by 1 and leaves k and γ unchanged. Statement 2b is analogous.
• Statement 3a increases γ by 1 and leaves k and δ unchanged if i = 0, and if i = 0 it increases
each of k, δ, and γ by 1. Statement 3b is analogous.
Next we show that one of the statements of Theorem 3.2.4 can be applied. First, if m contains
some (xi, yi) such that xi 6= yi, then the first statement can be applied. If xi and yi are equal for all
i and r(m) > 1 then either xi = 1 for some i such that xi 6= 1 or not all (11, 11)’s are adjacent. If
xi = 1 for some i such that xi 6= 1, apply the operation of Statement 3a or 3b. If not all (11, 11)’s
are adjacent, the operation of Statement 2a or 2b can be applied. 
The following lemma will be key to the proof of Theorem 3.2.4.
Lemma 3.2.6 The equalities shown in Figure 3.17 hold up to sign.
Note: the first equality in Figure 3.17 with x = 0 is Lemma 3.1 from [10].
Proof We prove the first case: the others are proven by an analogous argument. First observe the
following manipulations of the left-hand side, obtained by applying the inductive relationship for
Jones-Wenzl projectors.
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· · ·
a
b c
d
=
· · · · · ·
a + d
x − y y
(
a+ d+ 2x
a+ 2y
)−1 (
2x
2y
)
if c = a+ 2y, b = d+ 2(x− y), 0 ≤ y ≤ x
· · · · · ·
a + d
x − y − 1 y
(
a+ d+ 2x
a+ 2y − 1
)−1 (
2x
2y + 1
)
if c = a+ 2y + 1, b = d+ 2(x− y)− 1, 0 ≤ y ≤ x− 1
0 otherwise
· · ·
a b
c
d =
· · · · · ·
a + d
x − y + 1 y
(
a+ d+ 2x+ 1
a+ 2y
)−1 (
2x+ 1
2y
)
if c = a+ 2y, b = d+ 2(x− y) + 1, 0 ≤ y ≤ x
· · · · · ·
a + d
x − y y
(
a+ d+ 2x+ 1
a+ 2y + 1
)−1 (
2x+ 1
2y + 1
)
if c = a+ 2y + 1, b = d+ 2(x− y), 0 ≤ y ≤ x
0 otherwise
· · ·
a b
c d =
· · · · · ·
a + d
x − y + 1 y + 1
(
a+ d+ 2x+ 2
a+ 2y + 1
)−1 (
2x+ 2
2y + 1
)
if c = a+ 2y + 1, b = d+ 2(x− y) + 1, 0 ≤ y ≤ x
· · · · · ·
a + d
x − y + 1 y
(
a+ d+ 2x+ 2
a+ 2y
)−1 (
2x+ 2
2y
)
if c = a+ 2y, b = d+ 2(x− y) + 2, 0 ≤ y ≤ x+ 1
0 otherwise
x
x
x
Figure 3.17: Lemma 3.2.6
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· · ·a
b c
d
x
=−a+d+2x−1a+d+2x
· · ·
a− 1
b− 1 c
d
x
1
1
= a+d+2x−1
a+d+2x · a+d+2x−2a+d+2x−1
· · ·
a− 1
b− 2 c
d
x
1
1
1
= a+d+2x−1a+d+2x · a+d+2x−2a+d+2x−1
· · ·
a− 1
b− 2 c
d
x
1
2
= · · · =−a+d+2x−1a+d+2x · · · − cc+1
· · ·
a− 1
c
d
x
1
b
= −a+d+2x−1a+d+2x · · · − cc+1
· · ·a− 1
c− 1
d
x
b
1
= (−1)b ca+d+2x
· · ·a− 1
c− 1
d
x
b
1
Now if a > c, by induction we can simplify the diagram, up to scale, to
· · ·a− c d
x
b
c
=
· · ·
xa− c c+ d = 0
Therefore for the left-hand side to be nonzero, we must have a ≥ c and b ≤ d + 2x, since
a + d + 2x = b + c. By a completely symmetric argument, we can conclude that for the left-hand
side to be nonzero, we must have
a ≤ c ≤ a+ 2x
d ≤ b ≤ d+ 2x.
Assuming these conditions, we now divide into two cases based on whether c differs from a by an
even number or an odd number. First suppose that
c = a+ 2y, 0 ≤ y ≤ x
and therefore
b = d+ 2(x− y).
First, we specialize the result of the previous calculation to this situation:
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· · ·a
d+ 2(x− y) a+ 2y
d
x
= (−1)d+2(x−y) a+2ya+d+2x
· · ·a− 1
a+ 2y − 1
d
x
d+ 2(x− y)
1
By induction on a, we find that this is equal to
(−1)d+2(x−y) a+2ya+d+2x · · · (−1)d+2(x−y) 2y+1d+2x+1
· · ·
2y
d
x
d+ 2(x− y)
a
Performing a symmetric argument, we may also inductively move the d strands from the middle
projector to between the two top projectors:
(−1)d+2(x−y) a+2ya+d+2x · · · (−1)d+2(x−y) 2y+1d+2x+1(−1)2y d+2(x−y)d+2x · · · (−1)2y 2(x−y)+12x+1
· · ·
2y
x
d+ 2(x− y)
a+ d
Next observe that in general we have
· · ·
= · · ·
because when the Jones–Wenzl projector is expanded into a linear combination of planar tangles,
only the term containing the tangle of all vertical lines will be nonzero, since any others will contain
two dots on a single strand.
Therefore, returning to our calculation and simplifying the coefficient, we obtain
(−1)a(d+2(x−y))+2yd
(
a+ d+ 2x
a+ 2y
)−1(
2x
2y
)
· · · · · ·
x− y ya+ d
as desired. The case where a = 2y+ 1 is completely analogous until the final step, where it is clear
that the diagram on the right-hand side in Figure 3.2.6 is the one obtained. 
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Simultaneously with Theorem 3.2.4, we will prove the following Lemma.
Lemma 3.2.7 1. Let m = (x
x1
1 , y
y1
1 ; . . . ;x
xk
k , y
yk
k ). Then
m∗ = (px1 ⊗ py1 ⊗ · · · ⊗ pxk ⊗ pyk)m∗.
2. Let m = (x
x1
1 , y
y1
1 ; . . . ;x
xi
i , y
yi
i ; 1
1, 11; . . . , 11, 11;x
xi+α+1
i+α+1 , y
yi+α+1
i+α+1 ; . . . ;x
xk
k , y
yk
k ) where x
xi
i =
y
yi
i and x
xi+α+1
i+α+1 = y
yi+α+1
i+α+1 . Then
m∗ = 1⊗(x1+y1+···+xi) ⊗ pyi+2β ⊗ 1⊗(2(α−β)+xi+α+1+yi+α+1+···+xk+yk)m∗
= 1⊗(x1+y1+···+xi+yi+2(α−β)) ⊗ pxi+β+1+2α ⊗ 1⊗(yi+α+1+xi+α+2+yi+α+2+···+xk+yk)m∗.
for any β such that 0 ≤ β ≤ α.
Proof Theorem 3.2.4 and Lemma 3.2.7 are proved simultaneously by induction on r. It is clear
that the statement of Lemma 3.2.7 holds for the base case r = 1 of Lemma 3.2.3.
First we show Statement 1. Let m = (x
x1
1 , y
y1
1 ; . . . ;x
xi
i , y
0
i ;x
0
i+1, y
yi+1
i+1 ; . . . ;x
xk
k , y
yk
k ), with
xi ≥ yi and xi+1 ≤ yi+1, and let m′ = (xx11 , y
y1
1 ; . . . ; (xi + xi+1)
xi , (yi + yi+1)
yi+1 ; . . . ;x
xk
k , y
yk
k ).
We want to show that g :=
 yi + xi+1
yi
 1⊗l ⊗ pyi+xi+1 ⊗ 1⊗j(m′)∗ is dual to m. This amounts
to showing that g paired with m is 1, and g paired with any Russell basis element b 6= m is zero.
By the inductive hypothesis of Lemma 3.2.7 and using the fact that xi ≥ yi and xi+1 ≤ yi+1, we
can pull projectors A and B off of (m′)∗ as shown in Figure 3.18, where |A| = |B| = xi+1 + yi.
(m′)∗
A B
yixi+1
Figure 3.18: The element g in the proof of Statement 1, where |A| = |B| = xi+1 + yi.
Note that there are xi+1 + yi undotted arcs joining A and B in m
′. For an arbitrary Russell
basis element b, we again use the notation 〈b, g〉 to denote the evaluation of the diagram obtained
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by matching endpoints of b and g according to the rules of Section 3.1.1. In order for 〈b, g〉 to be
nonzero, by the inductive hypothesis there must be at least one term in the linear combination
resulting from the expansion of the new projector that has xi+1 + yi arcs joining A and B. This
could only possibly happen if 〈b, g〉 is as shown in Figure 3.19, where all arcs of b that are not shown
are identical to those of m′. Lemma 3.2.6 shows that 〈b, g〉 is indeed nonzero, with the coefficient
appearing in the Lemma balancing that which appears in Theorem 3.2.4.
(m′)∗
A B
xi+1 yi
yi xi+1
Figure 3.19: The only possible nonzero pairing 〈b, g〉.
Therefore g = m∗. It is clear from Figure 3.18 and the inductive hypothesis that g satisfies the
conclusion of Lemma 3.2.7.
Next, we show Statement 2a of Theorem 3.2.4.
Suppose that m = (x
x1
1 , y
y1
1 ; . . . ;x
0
i , y
0
i ; 1
1, 11; . . . ; 11, 11;x0i+α+1, y
0
i+α+1; . . . ;x
xk
k , y
yk
k ) is such
that xi = yi, xi+α+1 = yi+α+1, and i + α + 1 < k. Let m
′ = (xx11 , y
y1
1 ; . . . ;x
i−1
i−1 , y
yi−1
i−1 ; (xi +
xi+α+1)
0, (yi + yi+α+1)
0; 11, 11; . . . , 11, 11;x
xi+α+2
i+α+2 , y
yi+α+2
i+α+2 ; . . . , x
xk
k , y
yk
k ). We want to show that
g :=
 xi + 2α+ yi+α+1
xi + 2α
 1⊗l ⊗ pyi+2α+xi+a+1 ⊗ 1⊗j(m′)∗ is dual to m. Again, this amounts to
showing that g paired with m is 1, and g paired with any Russell basis element b 6= m is zero.
By the induction hypothesis of Lemma 3.2.7, (m′)∗ = 1(x1+y1+···+xi−1+yi−1) ⊗ pxi+xi+α+1 ⊗
pxi+xi+α+1+2α ⊗ 1(xi+α+2+yi+α+2+···+xk+yk). Label the first of those two projectors A and the second
B. Therefore g is as shown in Figure 3.20 (with the scalar omitted).
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(m′)∗
A B
xi + 2αxi+α+1
Figure 3.20: The element g in the proof of Statement 2a, where |A| = xi + xi+α+1 and |B| =
xi + xi+α+1 + 2α.
Consider the evaluation of the pairing of g with an arbitrary Russell basis element b. Note that
there are xi+xi+α+1 arcs connecting m
′[l−xi+1, l+xi+α+1] with m′[l+xi+α+1+1, l+xi+2xi+α+1],
where in general we use m[a, b] to denote the subset of endpoints numbered i in the diagram m with
a ≤ i ≤ b, and α dotted cups in m′[l+xi+2xi+α+1 +1, l+xi+2xi+α+1 +2α]. Consider the pairing
of g with the arbitrary Russell basis element b. First suppose that b has some nonzero number p
of cups in b[l + xi + 2xi+α+1 + 1, l + xi + 2xi+α+1 + 2α]. Note that we must have 1 ≤ p ≤ xi+α+12 .
Then 〈b, g〉 is as shown in one of the pictures of Figure 3.21. In this picture, a and d represent the
number of parallel strands in the indicated arc, none of which carry a dot.
(m′)∗
xi + xi+α+1 xi + xi+α+1 + 2α
xi+α+1 xi + 2α
· · ·
p
d
· · ·
α− p
a
outermost arc may carry dot
xi + xi+α+1 + 2α
(m′)∗
xi + xi+α+1 xi + xi+α+1 + 2α
xi+α+1 xi + 2α
· · ·
p
d
· · ·
α− p− 1
a
outermost arc may carry dot
xi + xi+α+1 + 2α
Figure 3.21: Pairing of g with a Russell basis element with p > 0
Observe that d must be exactly xi+α+1 − 2p in the picture on the left or xi+α+1 − 2p − 1 in
the picture on the right, and a = xi. In either case, a + d < xi + xi+α+1. Therefore in any
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expansion of the newly added projector, there will be fewer than xi + xi+α + 1 arcs connecting
[l−xi+ 1, l+xi+α+1] with [l+xi+α+1 + 1, l+xi+ 2xi+α+1], so 〈b, g〉 = 0. We have thus established
that if 〈b, g〉 6= 0, then we must have p = 0.
If p = 0, then 〈b, g〉 is as shown in one of the pictures of Figure 3.22. In the picture on the right,
〈b, g〉 = 0 for any possible values of a and d since a = xi and d = xi+α+1 − 1, so there cannot be
xi + xi+α + 1 arcs connecting m
′[l− xi + 1, l+ xi+α+1] with m′[l+ xi+α+1 + 1, l+ xi + 2xi+α+1] in
any expansion of the new projector. In the picture on the left we must have a = xi and d = xi+α+1.
Here, a + d = xi + xi+α+1, so the diagram could possibly be nonzero. Therefore 〈b, g〉 = 0 except
possibly when a = xi and d = xi+α+1.
(m′)∗
xi + xi+α+1 xi + xi+α+1 + 2α
xi+α+1 xi + 2α
d
· · ·
α
a
outermost arc may carry dot
xi + xi+α+1 + 2α
(m′)∗
xi + xi+α+1 xi + xi+α+1 + 2α
xi+α+1 xi + 2α
d
· · ·
α− 1
a
outermost arc may carry dot
xi + xi+α+1 + 2α
Figure 3.22: Pairing of g with a Russell basis element with p = 0
In this case, 〈b, g〉 is shown in Figure 3.23. Lemma 3.2.6 shows that 〈b, g〉 is indeed nonzero,
with the coefficient appearing in the Lemma balancing that which appears in Theorem 3.2.4.
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(m′)∗
xi + xi+α+1 xi + xi+α+1 + 2α
xi+α+1 xi + 2α
xi+α+1· · ·
α
xi xi + xi+α+1 + 2α
Figure 3.23: Only possible nonzero pairing 〈b, g〉.
Therefore g = m∗. It is clear from Figure 3.23 and the inductive hypothesis that g satisfies the
conclusion of Lemma 3.2.7.
The proof of Statement 2b follows immediately from this one by left-right symmetry. The proof
of Statement 3a follows by a completely analogous argument, where g becomes as in Figure 3.24,
with |A| = xi + xi+α+1 and |B| = xi + xi+α+1 + 2α + 1, instead of as in Figure 3.20. Again, the
proof of Statement 3b follows from that of Statement 3a by left-right symmetry.
(m′)∗
A B
xi + 2α+ 1xi+α+1 − 1
Figure 3.24: The element g appearing in the right hand side of Statement 3a.

Corollary 3.2.8 r(m) is the number of projectors in m∗.
Proof In the base case r = 1, Lemma 3.2.3 shows that one projector is used. It is clear that every
statement in Theorem 3.2.4 adds a single projector and reduces r by one.
Figure 3.25 shows an example of how to build a dual basis element by applying Theorem 3.2.4
twice and the base case of Lemma 3.2.3. The coefficients have been omitted.
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∗
∗
∗
∗
(30, 30; 11, 11; 11, 11)
Lem 3.2.3
(20, 20; 11, 11; 10, 10; 11, 11)
Thm 3.2.4 (2a)
(31, 31; 10, 10; 11, 11)
Thm 3.2.4 (3a)
(21, 10; 10, 21; 10, 10; 11, 11)
Thm 3.2.4 (1)
Figure 3.25: Sample construction of a dual basis element using Theorem 3.2.4.
See Figure 3.26 for all graphical dual basis elements in the case n = 3.
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∗
=
∗
=
∗
=
∗
=
∗
=
∗
=
∗
=
∗
=
∗
=
∗
=
∗
=
∗
=
∗
=
∗
=
∗
=
∗
=
∗
=
∗
=
∗
=
∗
=
Figure 3.26: Graphical dual basis elements (up to scale) for n = 3.
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Chapter 4
A quantization of the Russell skein
module
4.1 The spaces R˜qn,k and R
q
n,k
4.1.1 The quantum Russell space
In this section we define a new quantum deformation of the Russell space.
Definition Let R˜qn,k = R˜n,k ⊗Z Z[q, q−1]. In other words, R˜qn,k is the space of linear combinations
of the same diagrams as those that give a basis of R˜n,k but now with coefficients in Z[q, q−1] instead
of Z.
When we talk about specializing q to a particular integer value a, we first regard Z as a Z[q, q−1]-
module Za whereby q acts as a. Then we define
R˜q=an,k = R˜
q
n,k ⊗Z[q,q−1] Za.
More generally, if a in a commutative ring k, we first regard k as a Z[q, q−1]-module ka where
q acts by a. Then we define
R˜q=an,k = R˜
q
n,k ⊗Z[q,q−1] ka.
Definition We introduce the quantum Russell relations as shown in Figure 4.1. As before, the
strand labels a, b, c, d are such that a < b < c < d. The arcs labeled x1, . . . , xα are the complete set
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of undotted arcs with endpoints (e1, e2) such that e1 < a and e2 > d. For each i, 1 ≤ i ≤ α, if the
arc labeled xi has endpoints (xi1 , xi2), ni is defined to be the number of dotted arcs with endpoints
(y1, y2) such that xi1 < y1 < a and d < y2 < xi2 . The relations are local in the sense that each of
the diagrams appearing in each type of relation are identical apart from the arcs shown.
a b c dx1xα· · · a b c d
a b c d x1· · ·
= +
a b c d
+q−1
· · ·xixα a b c d
+(1− q−2)∑αi=1 qiq−ni
Type I:
a b c d
=
a b c d
+(1− q−2)∑αi=1 qi−1q−ni
a b c d
Type II:
x1xα· · · x1xα· · ·
x1xα· · ·
x1xα· · · x1xα· · · x1· · ·· · ·xixα
Figure 4.1: The Type I and Type II quantum Russell relations
Example Figure 4.2 shows an application of a quantum Type I relation to the two bolded arcs in
an element of R˜q5,2.
= + +q−1 +(1− q−2)q
Figure 4.2: An example application of a quantum Type I relation.
Definition Define the quantum Russell space Rqn,k to be the quotient of R˜
q
n,k by the Type I and
Type II quantum Russell relations.
Remark When q = −1, the quantum Russell relations are the same as the original Russell rela-
tions. From this point forward we use the notation Rq=−1n,k and Rn,k interchangeably.
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Remark When q = 1, the space Rq=1n,k is isomorphic to the original Russell space Rn,k. The only
difference in the relations is that the q = 1 Type I relation has an extra minus sign, as shown in
Figure 4.3.
a a aa b b b bc c c cd d d d
+ +=−
Figure 4.3: The Type I quantum Russell relation with q = 1 differs from the original Type I Russell
relation by only a minus sign.
We note that there are two possible isomorphisms from Rq=1n,k to Rn,k given by the rescaling
of diagrams. One rescaling is given by multiplying a diagram by a factor of −1 for each pair of
nested arcs for which the outer arc is dotted and the inner arc is undotted. Another rescaling is
to multiply by −1 for each dotted arc nested in another (dotted or undotted) arc as well as an
additional factor of −1 if the diagram is “odd”. An diagram is defined to be odd if its underlying
undotted arc structure can be transformed to n adjacent unnested arcs in an odd number of moves,
where a move involves transforming a pair of arcs (a, b), (c, d) into (a, d), (b, c) or vice versa, with
a < b < c < d. Note that under either rescaling, the new Type I relation becomes the original and
the Type II relation is unchanged.
4.1.2 A note on locality
Note that the quantum Type I and Type II Russell relations are not as local as the original ones,
in the sense that the original relations only involved two arcs and the endpoints a, b, c, d, whereas
the quantum relations involve each undotted arc with one endpoint to the left of a and the other
to the right of d. Only when q = ±1 do the terms involving such arcs disappear. However, our
relations are still semi-local in the sense that arcs completely outside of the arc labeled xα as well
as those in between the labeled undotted arcs are unaffected by either Type I or Type II relations.
It turns out that this semi-locality is the best that we could hope for in a quantum version of
the Russell relations.
Proposition 4.1.1 There are no fully local Type I and Type II relations depending on a parameter
q producing a space of the same dimension as the original Russell space Rn,k.
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Proof In order to have such local relations, they must be consistent, in the sense that for a given
diagram in which two or more different relations may be performed, all choices of which to perform
first must yield equivalent linear combinations of diagrams. Consider the most generic local Type
I and Type II relations, where a(q), b(q), c(q), d(q) are any functions of q:
+c(q)+b(q)= a(q)
= d(q)
We will investigate what conditions are necessary on a(q), b(q), c(q), d(q) for a deformation of
the Russell space with these Type I and Type II relations to have the same dimension as the
original. First consider the following equality, obtained by first applying a Type I relation to the
outer undotted arc and the left of the two inner dotted arcs and then by applying the only possible
Type I or Type II relation to the resulting terms.
= a(q) +b(q) +c(q)
= a2(q) +a(q)b(q) +a(q)c(q)
+b(q)d(q) +c(q)d(q)
Next consider an expansion of the same element by first applying the other of the two possible
Type I relations:
= a(q) +b(q) +c(q)
= a(q)d(q) +a(q)b(q)
+c(q)d(q)+b(q)c(q)
+b2(q)
From these two computations, we see that in order to have consistency we must have
a(q) = b(q) = d(q).
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Given these constraints, next consider the following computation, given by first applying the only
possible Type II relation and then using the results of the previous computation.
= a(q)
= a3(q) +a3(q)
+a2(q)c(q)+a2(q)c(q)
+a3(q)
Alternatively, by first applying the only possible Type I relation, we see that
= a(q)
+a(q)c2(q)+a2(q)c(q) +a2(q)c(q)
+a(q) +c(q)
= a(q) +a(q)
+a(q)c(q) +a(q)c(q) +c
2(q)
= a(q) +a(q)
To have consistency, we conclude that
a(q) = ±1
and
a(q) = ±c(q),
so that a, b, c, and d may not depend on q. 
Remark The system where a = 1, c = −1 is the original Russell space, and that where a = 1, c = 1
is our q = 1 quantum Russell space.
4.2 The spaces S˜qn,k and S
q
n,k
First we define spaces S˜qn,k.
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Definition Fix 2(n + k) points on a horizontal line and place a box or “projector” around each
of the leftmost and rightmost k points. A diagram in S˜qn,k is defined to be an embedding of n+ k
arcs and a finite number of circles such that the boundary points of the arcs bijectively correspond
to the 2(n + k) fixed points. Additionally, we require that no arc has both of its endpoints inside
a single projector (such diagrams are defined to be 0). We define S˜qn,k to be the space of formal
linear combinations of such diagrams with coefficients in Z[q1/2, q−1/2] subject to local relations
for the expansion of a crossing and the evaluation of a circle given by traditional Kauffman–Lins
diagrammatics and shown in Figure 4.4.
q1/2 q−1/2+=
= −q − q−1
Figure 4.4: The traditional Kauffman–Lins diagrammatics. The other type of crossing is given by
the 90 degree rotation of the one pictured.
Remark For notational convenience we often suppress the dependence on q and simply write S˜n,k.
Remark The notational use of ‘∼’ in R˜qn,k and S˜n,k is unrelated.
Proposition 4.2.1 The space S˜n,k has a basis consisting of those diagrams that do not have any
circles or crossings between arcs.
Proof It is clear from the Kauffman–Lins relations that such diagrams are linearly independent,
since there are no crossings to expand or circles to remove. To see that they form a spanning
set, note that any diagram in S˜n,k that does have crossings between arcs may have those crossings
resolved one at a time by applying a Kauffman–Lins relation. Similarly, any diagram containing
circles may have them replaced by a coefficient of −q − q−1. Therefore any diagram in S˜n,k may
be expressed as a Z[q1/2, q−1/2]-linear combination of diagrams without crossings or circles.
See Figure 4.5 for two equivalent sample elements of S˜3,2.
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q +
+ +q−1
=
Figure 4.5: A sample element of S˜3,2.
We define an embedding ϕn,k : S˜n,k ↪→ S˜n,k+1 as follows. Given a diagram x in S˜n,k, add an
additional fixed point on both the left and right sides of the existing 2(n + k) points and expand
each projector to include a new fixed point. Add a new arc connecting the two new points, leaving
the original arcs of x in place. We define ϕn,k(x) to be this resulting element of S˜n,k+1 and extend
φn,k by linearity on an arbitrary element of S˜n,k. See Figure 4.6 for an example.
ϕ3,2
Figure 4.6: The embedding of a sample element of S˜3,2 into S˜3,3.
Definition For k ≥ 1, define the space Sqn,k to be coker(ϕn,k−1) = S˜qn,k/S˜qn,k−1. Again, we fre-
quently suppress q and just write Sn,k.
Proposition 4.2.2 Sn,k has a basis of diagrams without circles, crossings between arcs, or arcs
connecting the two projectors.
Proof We have already seen that S˜n,k has a basis of diagrams without circles or crossings, and
in particular these diagrams form a spanning set, so these diagrams remain a spanning set in the
quotient space Sn,k. Now we see that we may eliminate diagrams that have arcs connecting the
two projectors. Suppose that d is a diagram in Sn,k without circles or crossings that does have an
arc between its two projectors. Label the fixed points of d by 1, . . . , 2(n + k) from left to right.
Since d has no crossings, it must have an arc with endpoints 1 and 2(n+ k). Let d′ ∈ S˜n,k−1 be the
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diagram obtained from d by only looking at the arcs with endpoints 2, . . . , 2(n+ k)− 1. Then it is
clear that ϕn,k−1(d′) = d, so that d is trivial in Sn,k.
4.3 The map from R˜qn,k to S˜n,k
In this section we define a map ψ˜n,k : R˜
q
n,k → S˜qn,k. Ultimately, we would like this map to descend
to one from Rqn,k to S
q
n,k:
R˜qn,k
ψ˜n,k
//

S˜qn,k

Rqn,k
ψn,k
// Sqn,k
The map from Rqn,k to S
q
n,k is the subject of the following section.
Definition For x a diagram of R˜qn,k, define ψ˜n,k(x) as follows:
• Add k fixed points on each side of the existing 2n fixed points in x and surround each new
group by a projector.
• Do not modify the undotted arcs of x.
• Expand the dotted arcs of x one at a time from left to right. If a dotted arc connects endpoints
labeled i and j in x (i < j), replace it with two new arcs: one from i to the rightmost free
fixed point in the left projector and one from j to the rightmost free fixed point in the right
projector. The following conventions for crossings between expanded arcs are used:
– If a dotted arc of x is nested inside any undotted arcs, the left arc in the expansion
should pass underneath the undotted arcs and the right arc in the expansion should
pass over the undotted arcs.
– The expansion of a dotted arc of x should not intersect any undotted arc that did not
contain the dotted arc.
– If a pair of dotted arcs of x is nested, then the arcs in their expansions are disjoint.
– If a pair of dotted arcs of x is unnested, then the only point of intersection of the arcs
in their expansion should be where the right expanded arc of the left dotted arc passes
above the left expanded arc of the right dotted arc.
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• For each pair of nested dotted arcs in x, ψ˜n,k(x) gains a coefficient of q−1/2. (Note that when
q = 1 we may ignore this step.)
An example is shown in Figure 4.7. The map ψ˜n,k is then extended to all of R˜
q
n,k by linearity.
ψ˜4,3
q−
1
2
Figure 4.7: The expansion of an element of R˜q4,3. The undotted arc is bolded and highlighted blue
for clarity.
4.4 The relationship between Rqn,k and S
q
n,k
We will show that the map ψ˜n,k is indeed well-defined on the quotient space R
q
n,k, giving an embed-
ding of the quantum Russell skein module inside one which respects local traditional Kauffman–Lins
diagrammatic relations.
Prior to proving this result, we need to establish a lemma concerning a particular type of
diagram d in the Kauffman–Lins space Sqn,k, shown in Figure 4.8.
r
x1x2xα· · ·
Figure 4.8: The diagram d ∈ Sqn,k.
For clarity, not all arcs of d are pictured. All arcs that are interwoven with the arc between the
two projectors are shown and are labeled x1, x2, . . . , xα. The region labeled r is meant to represent
the sub-diagram present inside the arc labeled x1. The arcs from the box r to the left and right
projectors represent some number |r| of parallel arcs. Also not shown are sub-diagrams in between
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the arcs labeled x1, . . . , xα. A closeup of the region between arcs labeled xi−1 and xi is shown in
Figure 4.9.
xi xi−1
ci
ai
ai ci
bi
bi
Figure 4.9: A closeup of the region between the arcs xi−1 and xi in d.
For 2 ≤ i ≤ α, the labels ai, bi, and ci denote the number of parallel strands represented by the
single strand adjacent to the label. There may be additional arcs and crossings inside the dotted
boxes, but all arcs leaving those regions and entering one of the two projectors are shown. Again,
this is a closeup of only a part of the diagram d in Figure 4.8- the arcs present inside arc xi−1 and
outside arc xi remain.
Lemma 4.4.1 In the space Sqn,k, we have the equality
d = (1− q−2)
α∑
i=1
qi−1q
∑i
j=2(aj+bj)/2di,
where di is the diagram shown in Figure 4.10.
r
x1
xi−1xα
· · · · · ·
xi+1
Figure 4.10: The diagrams di of Lemma 4.4.1.
Note that in the diagram di, the region r and the regions in between the arcs x1, . . . , xα and outside
xα are identical to those in d (not pictured).
Proof Proof is by induction on α. First suppose that α = 1. Then we see
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r r r
d = = q1/2 +q−1/2
r r
= q +(1− q−2)
r
= (1− q−2)
where the last equality follows from the fact that a diagram with an unwoven arc between the
two projectors is trivial in Sqn,k.
Next suppose that the statement has been proven for α − 1 arcs. Then by expanding the two
crossings between the arc labeled x1 and the interwoven arc between the two projectors, we see
the following, where the highlighted region of a given diagram indicates the crossing(s) that are
resolved to obtain the following step:
r
x1x2xα· · ·
c2 c2
b2
b2
a2
a2
r· · ·c2 c2 b2
b2
a2
a2
r· · ·c2 c2
b2
b2
a2
a2
= (1− q−2) + q
r· · ·c2 c2 b2
b2
a2
a2
r· · ·c2 c2
b2
b2
a2
a2
= (1− q−2) + q · qa2/2
r· · ·c2 c2 b2
b2
a2
a2
r· · ·c2 c2
b2
b2
a2
a2
= (1− q−2) + q · qa2/2 · qb2/2
d =
= (1− q−2)d1 + q · q(a2+b2)/2d′
x1x2xα x1x2xα
x1x2xα x1x2xα
x1x2xα x1x2xα
where d1 and d
′ are the two diagrams appearing in the previous line.
We observe that the diagram d′ has one fewer arc interwoven with the arc between the two
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projectors. Therefore by the inductive hypothesis, we see that
d = (1− q−2)d1 + q · q(a2+b2)/2d′
= (1− q−2)d1 + q · q(a2+b2)/2 · (1− q−2) ·
α∑
i=2
qi−2q
∑i
j=3(aj+bj)/2di
= (1− q−2)d1 + (1− q−2) ·
α∑
i=2
qi−1q
∑i
j=2(aj+bj)/2di
= (1− q−2)
α∑
i=1
qi−1q
∑i
j=2(aj+bj)/2di.

Theorem 4.4.2 The map ψ˜n,k descends to a well-defined map from R
q
n,k to S
q
n,k, which we call
ψn,k.
Proof We need to show that for any quantum Type I or Type II Russell relation, the elements in
Sqn,k obtained by applying ψ˜ to the left and right-hand sides agree. For the quantum Type I relation,
let m denote the diagram on the left-hand side and mi the ith diagram appearing in the fourth
term on the right-hand side in Figure 4.1 (i.e, that corresponding to the index i in the summation).
Figure 4.11 shows the application of ψ˜ to m. In this picture, the boxes labeled A,B,C are meant
to be generic representations of dotted crossingless matchings. The thick lines coming out of each
dotted box after ψ˜ is applied represent several parallel strands that appear when the dotted arcs
inside the boxes are expanded. For the box A, the number |A| is defined to be the number of
dotted arcs that appear in the dotted crossingless matching that A represents, and similarly for
B,C. Also, for any diagram M in the Russell space,
p(M) := −(# pairs of nested dotted arcs in M)/2,
i.e., the coefficient of the diagram in ψ(M). The unlabeled dotted region represents the image
under ψ˜ of any additional arcs that might appear outside of the region (a, d). The crossings that
are expanded from one step to the next are highlighted.
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ψ˜ ( )
= q1/2q−p(m) +q
−1/2qp(m)
A B C
= q−p(m)
ψ(A) ψ(B) ψ(C)
ψ(A) ψ(B) ψ(C) ψ(A) ψ(B) ψ(C)
= q · qp(m)
+qp(m)
ψ(A) ψ(B) ψ(C)
+q−1qp(m)
ψ(A) ψ(B) ψ(C)
+qp(m)
+qp(m)
ψ(A) ψ(B) ψ(C)
+q−1qp(m)
ψ(A) ψ(B) ψ(C)
+q−|A|/2q−|B|/2qp(m)
ψ(A) ψ(B) ψ(C)
+q−1q−|A|/2q−|C|/2qp(m)
ψ(A) ψ(B) ψ(C)
ψ(A) ψ(B) ψ(C)
= ψ˜( )A B C +ψ˜( )A B C +q−1ψ˜( )A B C
+qp(m)
ψ(A) ψ(B) ψ(C)ψ(A) ψ(B) ψ(C)
= q · qp(m)
ψ(A) ψ(B) ψ(C)
+q|B|/2q−|C|/2qp(m)
ψ(A) ψ(B) ψ(C)
= q · q|A|/2q|B|q|C|/2qp(m)
ψ(A) ψ(B) ψ(C)
+q · q|A|/2q|B|q|C|/2qp(m)
ψ(A) ψ(B) ψ(C)
IV
IV
I
I
II
II
III
III
Figure 4.11: The Type I quantum Russell relations are preserved by ψ˜.
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From the result of the computations of Figure 4.11, we recover the first three terms appearing
in the quantum Type I relation. The fourth term appearing is almost of the form addressed in
Lemma 4.4.1, with the arcs x1, . . . , xα not pictured but belonging to the outside dotted region.
Denote the endpoints of each arc xi by (xi1 , xi2). To get our fourth term into the form of Lemma
4.4.1, we must untangle it from the expansion of any dotted arcs (not pictured) with both endpoints
between x11 and a, the number of which we denote a1, as well as any with both endpoints between
d and x12 , the number of which we denote b1. The result of applying Lemma 4.4.1 is analyzed
separately in Figure 4.12. For 2 ≤ i ≤ α, we define ai to be the number of dotted arcs in m with
endpoints (y1, y2) such that xi1 < y1, y2 < x(i−1)1 . Similarly, bi is the number of dotted arcs with
x(i−1)2 < y1, y2 < xi2 . This is consistent with the ai and bi that appear in Lemma 4.4.1.
q · q|A|/2q|B|q|C|/2q(a1+b1)/2qp(m)
ψ(A) ψ(B) ψ(C)
x1xα
= q · q|A|/2q|B|q|C|/2q(a1+b1)/2qp(m)(1− q−2)∑αi=1 qi−1q∑ij=2(aj+bj)/2
ψ(A) ψ(B) ψ(C)
= q · q|A|/2q|B|q|C|/2q(a1+b1)/2qp(m)(1− q−2)∑αi=1 qi−1q∑ij=2(aj+bj)/2q−#(dotted arcs ⊂xi in mi)
ψ(A) ψ(B) ψ(C)
= (1− q−2)∑αi=1 qiq−niq−∑ij=1(aj+bj)/2q−(|A|+|C|)/2qp(m)
ψ(A) ψ(B) ψ(C)
= (1− q−2)∑αi=1 qiq−ni ψ˜
x1· · ·· · ·xixα a b c dA B C
)(
x1xα
x1xα
x1xα
mi
Figure 4.12: Continuation of proof that Type I quantum Russell relations are preserved by ψ˜.
To reach the penultimate equality of Figure 4.12, note that inside the sum we have a factor of
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q−1 for each of the dotted arcs inside i in mi, which we classify into four types: those that are inside
B, those that are inside A or C, those that have both endpoints to the left of a or to the right of
d, and those that are nested in between i and the arc (a, d). The terms coming from the first class
cancel with the q|B|, and those in the second and third classes partly cancel with the q|A|/2, q|C|/2,
and q
∑α
j=1(aj+bj)/2. There are then exactly ni terms which do not cancel with anything, where ni
is the same as appears in the definition of the Type I and Type II quantum Russell relations of
Section 4.1.1.
The final equality follows from the fact that, if mi is the ith diagram appearing in the summation
in the Type I relation, then
p(mi) = p(m)− (|A|+ |C|)/2−
i∑
j=1
(aj + bj)/2,
since mi has |A|+ |C|+
∑i
j=1(aj + bj) more pairs of nested dotted arcs than m.
The proof for the quantum Type II relations is analogous.

Definition Let Bn,k be the subset of R
q
n,k consisting of dotted crossingless matchings that only
have dots on outer arcs.
Lemma 4.4.3 The images of the elements of the set Bn,k under ψn,k are linearly independent in
Sqn,k.
Proof Let m be an element of Bn,k. Then the only crossings in ψn,k(m) are between the right arc
in the expansion of each dotted arc of m with the left arc in the expansion of any dotted arcs to
its right.
Apply Kauffman–Lins diagrammatic relations to express ψn,k(m) as a linear combination of
diagrams without crossings with coefficients depending on q, that is, ψn,k(m) =
∑p
i=1 ci(q)Di
where the diagrams Di have no crossings. Note that all but one of the diagrams Di are trivial
because they contain an arc between the two projectors. Suppose the nontrivial term has index j,
so ψn,k(m) = cj(q)Dj .
We claim that the diagram Dj is unique to m. Suppose that for some m1,m2 in Bn,k, ψn,k(m1)
and ψn,k(m2) are nonzero multiples of the same crossingless diagram D. Then the n− k undotted
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arcs of m1 and m2 must be in the same positions, since ψ leaves these arcs in place. But since m1
and m2 can only have dots on outer arcs, their k dotted arcs have to be in the same positions as
well, so m1 = m2. 
Proposition 4.4.4 The elements of Bn,k form a basis of R
q
n,k as a Z[q, q
−1]-module.
Proof First we show that the elements of Bn,k form a spanning set of R
q
n,k. Suppose that a diagram
d in Rqn,k has one or more dots on inner arcs. If the nearest arc to a dotted inner arc is undotted,
then a Type I quantum Russell relation can be used to rewrite the diagram in terms of those with
strictly fewer arcs containing dotted arcs. If the nearest arc is dotted, then we may rearrange the
Type II quantum Russell relation and again apply to obtain a linear combination of diagrams with
strictly fewer arcs containing dotted arcs:
a b c d
=
a b c dx1xα· · · x1· · ·· · ·xixα
−(1− q−2)∑αi=1 qi−1q−ni
a b c dx1xα· · ·
Then Type I and Type II relations can be repeatedly applied until all diagrams have dots on
outer arcs only.
Next we show that the elements of Bn,k are linearly independent. Suppose to the contrary
that there is some dependence relation f1(q)b1 + · · · + fr(q)br = 0 in Rqn,k. Applying ψn,k to the
relation, by the linearity of ψn,k we would have a dependence relation among ψn,k(b1), . . . , ψn,k(br).
However, Lemma 4.4.3 shows that this cannot be. 
Proposition 4.4.5 The rank of Rqn,k as a Z[q, q
−1]-module is given by
rank(Rqn,k) =
 2n
n+ k
−
 2n
n+ k + 1
 = 2k + 1
n+ k + 1
 2n
n+ k
 .
Proof We employ a combinatorial argument, following that of Davis in [4]. First we claim that
the basis elements of Rqn,k (as given in Proposition 4.4.4) are in one-to-one correspondence with
paths on a grid from (0, 0) to (n + k, n − k) that lie entirely on or above the diagonal. Call the
space of all such paths Pn,k. To see the correspondence, we define inverse maps α : Bn,k → Pn,k
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and β : Pn,k → Bn,k. Given m, a dotted crossingless matching in Bn,k, look at its endpoints from
left to right. Define α(m) to be the path that steps down for each right endpoint of an undotted
arc and right for all other endpoints. It can be readily checked that such a path lies entirely on
or above the diagonal. Given a path p in Pn,k, translate it into a sequence of up and down arrows
where, starting from (0, 0), each step right becomes an up arrow and each step down becomes a
down arrow. Define β(p) as follows: for each down arrow, draw an undotted arc connecting it with
the first up arrow to its left. Connect the remaining up arrows in pairs from left to right with
dotted arcs. It can again be readily checked that β(p) is indeed an element of Bn,k and that α and
β are inverses. An example is shown in Figure 4.13.
α
β
Figure 4.13: An example of the maps α and β with n = 3, k = 1.
Now that the bijection has been established, we can count the paths in Pn,k. To do this, we
count all paths from (0, 0) to (n+k, n−k) and then subtract the “bad” ones, that is, the ones that
cross the diagonal. It is clear that the number of all such paths is
 2n
n+ k
, since a path contains
2n total steps, n+ k of which are to the right. For any bad path, there must be a first point below
the diagonal: label this point p. Reflecting the portion of the path after p (i.e. switching right with
down in the steps that follow) yields a new path from (0, 0) to (n − k − 1, n + k + 1). This is a
reversible process, so the number of bad paths is the same as the number of all paths from (0, 0)
to (n− k − 1, n+ k + 1), which is
 2n
n+ k + 1
. 
Remark There is also a representation-theoretic way of seeing the above statement. In [21], Russell
and Tymoczko show that the subspace of the original Russell space Rn,k spanned by diagrams
with 2n endpoints with k dots only on outer arcs has an action of the symmetric group S2n and
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corresponds to the same irreducible representation as the Young diagram with two rows of size
n+ k and n− k. The standard hook-length formula on this representation gives the same answer.
Combining several results from this section, in conclusion we have the following.
Proposition 4.4.6 The map ψn,k : R
q
n,k ⊗Z[q,q−1] Z[q1/2, q−1/2]→ Sqn,k is an isomorphism.
Proof Theorem 4.4.2 shows that this map is well-defined. We have established that the elements
of the set Bn,k form a basis of R
q
n,k and that the images of these elements under ψn,k are linearly
independent, so ψn,k is injective. To see that ψn,k is surjective, let m be an element of the basis
of Sqn,k given in Proposition 4.2.2, that is, a crossingless matching containing no arcs that have
both endpoints inside one of the projectors. From m we will construct an element b in Rqn,k such
that ψn,k(b) = m. First, the undotted arcs of b will exactly match the arcs of m that have neither
endpoint inside a projector. Next, if any arcs remain in m, find a pair of arcs (a, a′) such that a
has left endpoint inside the left projector, a′ has right endpoint inside the right projector, and the
only arcs between a and a′ have neither endpoint inside a projector. It is clear that such a pair
must exist since m has no crossings. If a has right endpoint in position i and a′ has left endpoint
in position j we replace a and a′ with a dotted arc from i to j and a factor of q1/2. We repeat
this process until no more pairs (a, a′) exist, at which point it is clear from the definition of ψ that
ψn,k(b) = m.
4.5 A braid group action on Rqn,k for generic q
4.5.1 A local braid group action on an isomorphic space
We now have an embedding of a quantum deformation of the Russell skein module into a space
that obeys Kauffman–Lins relations. Since Kauffman–Lins diagrammatics for generic q satisfy the
braid group relations, we look to define a braid group action on the quantum Russell space.
Further, we would like the action to be local in the sense that applying the braid group generator
σi to a diagram m produces a linear combination of diagrams that are the same as m apart from
arcs that have either i or i+ 1 as endpoints. We find that there is a local action of the braid group
on the subspace of R˜qn,k spanned by elements of Bn,k but that the construction does not extend to
the entire space R˜qn,k.
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The following proposition describes the braid group action on the Kauffman–Lins space Sn,k.
Proposition 4.5.1 The braid group B2n acts on S˜n,k as follows: a generator σi of B2n acts on
a diagram s in S˜n,k by attaching a positive crossing above the ith and i + 1st fixed points of s
(numbering left to right starting at the first point after the left projector) and then expanding the
crossing using Kauffman–Lins diagrammatics. This action descends to the quotient space Sn,k.
Proof That this defines a braid group action on S˜n,k follows from basic properties of Kauffman–
Lins diagrammatics. To see that the action descends to Sn,k, observe that if a diagram in S˜
q
n,k has
an arc between the two projectors, then it will still have such an arc when a crossing is applied,
since crossings are never attached to projectors.
Definition Let R
q
n,k be the subspace of R˜
q
n,k that consists of linear combinations of elements of
Bn,k with coefficients in Z[q, q−1].
Since the basis of R
q
n,k is the same as that of R
q
n,k, we have the following relationship among
all three spaces:
R
q
n,k
  //
∼=
44R˜
q
n,k
// // Rqn,k
We now look to define a braid group action on the space R
q
n,k such that the map pi ◦ ψ˜n,k|Rqn,k ,
where pi is the quotient map from S˜n,k to Sn,k, commutes with the braid group actions on R
q
n,k and
Sn,k:
R˜qn,k
pi◦ψ˜n,k
))
R
q
n,k
 
pi◦ψ˜n,k|Rq
n,k
//
 ?
OO
B2n
11
Sn,k B2n
oo
In the proof of Lemma 4.4.3, we showed that the images of the generators of R
q
n,k, that is, the
elements of Bn,k, are linearly independent in Sn,k. Therefore ψn,k|Rqn,k is injective. To define the
braid group action on each basis element b of R
q
n,k, then, we map b to Sn,k, apply the braid group
action there, and then pull the result back to R
q
n,k.
Proposition 4.5.2 There is a local braid group action on R
q
n,k given in Figure 4.14. The map
ψ˜n,k|Rqn,k : R
q
n,k → Sn,k respects the action of B2n.
64
CHAPTER 4. A QUANTIZATION OF THE RUSSELL SKEIN MODULE
Proof We need only show that the construction of the action described above, which involved first
passing to Sn,k, performing the braid group action there, and then pulling back to Rn,k, gives a
local action on Rn,k and that it is the one pictured in Figure 4.14. If this is the case, it is obvious
by construction that ψ˜n,k|Rn,k respects the braid group action.
That this action is local and that it is the one pictured in Figure 4.14 can be proven on a
case-by-case basis. As an example of the argument used, we establish this for the second picture
in Case 3. The argument is illustrated in Figure 4.15. The picture inside ψ on the left-hand side
is meant to represent a generic element of the type in Case 3, which has an undotted arc with left
endpoint in position i + 1 nested inside a dotted arc with left endpoint in position i. The dashed
boxes labeled A and D may contain any dotted crossingless matching with dots on outer arcs. The
dashed circles labeled B and C may contain any crossingless matching without dots, since they
are contained within a dotted arc. The thick lines on the right-hand side represent parallel strands
coming from the expansion of dotted arcs inside boxes A and D. We see that the diagrams coming
from the expansion of the crossing in Sn,k pull back to the desired ones in Rn,k. The proofs for the
other cases are completely analogous. 
ψ(σi· A D
B C
)
i i + 1
= ψ(A)
ψ(D)B C
= q1/2 +q−1/2
ψ ( )
i i + 1
ψ ( )
i i + 1
= q1/2 +q
−1/2
ψ(A) ψ(D)B Cψ(A) ψ(D)B C
A D
B CA D
B C
Figure 4.15: A sample computation showing that the action of B2n on R
q
n,k constructed via ψ is
local and as pictured in Figure 4.14.
4.5.2 A semi-local braid group action on Rqn,k
In the previous section, we saw that by restricting to a certain class of diagrams in Rqn,k, which
happen to form a basis, we get a local braid group action on an isomorphic space by looking at the
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Vertex Labelings M σi ·M
Case 1
i, i + 1 both on dotted arcs
Case 2
(i, i + 1) is an undotted arc
−q3/2
Case 3
(j, i) and (i + 1, k) have one dot
(the dotted arc is on right or left
depending on the sign of i− j)
+q1/2
Case 4
(j, i) and (i + 1, k) have no dots
q−1/2
q−1/2
q−1/2
q−1/2 +q1/2
q−1/2 +q1/2
q−1/2 +q1/2
i i + 1
i i + 1
i i + 1
i i + 1
j
k
i i + 1
j
k
i i + 1 kj
j i i + 1k
Figure 4.14: The local quantum braid group action on R
q
n,k.
66
CHAPTER 4. A QUANTIZATION OF THE RUSSELL SKEIN MODULE
braid group action on the images of these diagrams in Sqn,k and then pulling back the result. In
this section, we investigate what happens when we pull back the braid group action on the image
of any diagram in Rqn,k. We find that for 6 of 9 cases, the action remains completely local in the
same sense described above. For the remaining three cases, the action is semi-local in the same
sense that the quantum Russell relations are: an additional term appears for every undotted arc
containing the arcs of interest.
Theorem 4.5.3 Figure 4.16 describes a semi-local action of B2n on R
q
n,k.
In the three cases of Figure 4.16 in which a term involving a summation of diagrams appears,
the arcs labeled x1, . . . , xα form the complete set of undotted arcs containing the arcs in M with
endpoints i or i + 1. We denote the endpoints of the arc xj by (xj1 , xj2) and define nj to be the
number of dotted arcs in M with left endpoint between xj1 and arcs with endpoints i or i+ 1 and
right endpoint between arcs with endpoints i or i+ 1 and xj2 . This definition is analogous to that
which appears in the quantum Type I and Type II Russell relations. In all cases, the diagrams
appearing in σi ·M are identical to M apart from the arcs shown.
Proof This generalization of Proposition 4.5.2 follows by the same argument: in each case we map
the diagram M to Sqn,k via ψ, look at the braid group action there, and pull the result back. The
nonlocal terms that appear in three of the cases arise from the appearance of the same type of
diagram in Sqn,k that we saw in the proof of Theorem 4.12, that is, that of the form shown in Figure
4.10. We omit the details of this calculation.
Remark At this point, diagrams of the type in Figure 4.10 have shown up several times and
contributed to nonlocal terms both in the quantum Russell relations and in the braid group action.
One might hope that the obstruction to locality could be removed if we alter our definition of ψ. A
natural choice in a modified map ψ′ would be to make both arcs in the expansion of a dotted arc
nested in an undotted arc both go either over or under the undotted arc. Then, when diagrams in
R˜qn,k are mapped to S
q
n,k and crossings are expanded, it would be impossible to have an arc between
the two projectors that was interwoven with an undotted arc, and any such diagram would always
be trivial.
Suppose we chose the expanded arcs to go under the undotted arc. Then, we would have, for
example:
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q1/2 +q
−1/2σ2ψ′( ) =
The first term would disappear as desired, since a Reidemeister II move could be be performed to
separate the bottom two strands, producing a diagram with an arc between the two projectors,
which is zero in S2,1.
Of course, if we alter our definition of ψ, the quantum Russell relations would also have to be
modified so that ψ′ : Rqn,k → Sqn,k remains well-defined. Figure 4.17 shows that there is no clear
additional modification of ψ′ that would contribute to local quantum Russell relations that would
be preserved under ψ′.
ψ′( ) =C C
= Cq|C|/2
C
+q|C|/2+1 +q−1
C
ψ′( ) =A A
= Aq−3|A|/2 A+q−3|A|/2−1+q
A
Figure 4.17: There is no clear way to obtain quantum Russell relations that would be respected
by a map ψ′ that expands a dotted arc nested inside an undotted arc by having both strands pass
under.
4.6 Action of the symmetric group on Rq=1n,k
We now specialize the above discussion of a braid group action on R
q
n,k and R
q
n,k to the case q = 1.
4.6.1 The q = 1 specialization of the braid group action on R
q
n,k
Definition Denote by Z1 the one-dimensional Z[q, q−1]-module where q acts as the identity. Let
Rn,k ⊆ R˜q=1n,k be the space R
q
n,k ⊗Z[q,q−1] Z1. That is, Rn,k is the free abelian group with basis Bn,k.
Remark The basis elements of Rn,k are given by the same diagrams as those of R
q=1
n,k as well as
the original Russell space Rn,k = R
q=−1
n,k .
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Vertex Labelings M σi ·M
Case 1
i, i+ 1 both on dotted arcs
Case 2
(i, i+ 1) is an undotted arc
−q3/2
Case 3
(j, i) and (i+ 1, k) have one dot
(the dotted arc is on right or left
depending on the sign of i− j)
+q1/2
Case 4
(j, i) and (i+ 1, k) have no dots
q−1/2
q−1/2
q−1/2
q−1/2 +q1/2
q−1/2 +q1/2
q−1/2 +q1/2
i i + 1
ii + 1
i i+ 1
i i+ 1
j
k
i i+ 1
j
k
i i+ 1 kj
j i i+ 1k
x1· · ·
xα i i + 1x1· · ·
xα
+q1/2(1− q−2)
∑α
j=1
qj−1q−nj
i i + 1x1xαxj
x1xα ii + 1x1xα
−q1/2(1− q−2)
∑α
j=1
qjq−nj
i i + 1x1xαxj
i i + 1
i i + 1
q−1/2
ii + 1x1
· · ·
xα jk
ii + 1x1
· · ·
xα jk
q−1/2 −q3/2
i i + 1
x1
· · ·
xα jk
−q3/2(1− q−2)
∑α
j=1
qjq−nj
i i + 1
x1
· · ·
xj jk
· · ·
xα
Figure 4.16: The semi-local action of B2n on R
q
n,k.
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Remark In [21], Russell and Tymoczko call the elements of Bn,k “standard non crossing match-
ings.”
The relationship between the spaces R˜qn,k, R
q
n,k, R˜
q=1
n,k , and Rn,k can be visualized as follows:
R˜qn,k
q=1
// R˜q=1n,k
R
q
n,k
?
OO
q=1
// Rn,k
?
OO
Now consider the braid group action of the previous section on both R
q
n,k and S
q
n,k under the
specialization q = 1. When q = 1, the Kauffman–Lins expansion of the positive crossing is the
same as that of the negative crossing. Therefore we may neglect the orientation and depict both
positive and negative crossings as a single crossing as in Figure 4.18. So when q = 1, the actions of
σi and σ
−1
i are the same, and the braid group action described in the previous section descends to
an action of the symmetric group.
+=
= −2
Figure 4.18: The Kauffman–Lins diagrammatics when q is specialized to 1.
In Figure 4.19, we show the specialization of the braid group action of Figure 4.14 to an S2n
action on Rn,k. We denote the generators of S2n by si, which as previously explained corresponds
to both σi and σ
−1
i in the generic case.
Observation In [19], Russell gives an explicit correspondence between the basis elements of Rn,k
and generators of H∗(Xn), where Xn is the (n, n)-Springer variety. In [21], Russell and Tymoczko
define a symmetric group action on these basis elements and show that the action is the Springer
representation. Our action shown in Figure 4.19 is exactly the same as theirs. This is consistent
with a result in a follow-up paper of Russell [20], in which she describes a skein-theoretic formulation
of the symmetric group action on Rn,k which parallels ours on the space Sn,k.
70
CHAPTER 4. A QUANTIZATION OF THE RUSSELL SKEIN MODULE
Corollary 4.6.1 The q = 1 specialization of the quantum braid group action on R
q
n,k yields the
symmetric group representation corresponding to the Specht module of the partition (n+ k, n− k).
Taking the union over all k gives the well-known action of S2n on H∗(Xn).
Remark As previously mentioned, the traditional Russell skein module can be recovered from our
quantum Russell space by specializing q to −1. However, to get diagrammatics for the symmetric
group from the Kauffman–Lins space, we must specialize q to 1. Russell and Tymoczko avoid
this inconsistency by defining their action on the subspace of R˜n,k = R˜
q=−1
n,k spanned by standard
crossingless matchings, which happens to be isomorphic to the quotient of R˜n,k by the q = −1 Type
I and Type II relations. Instead, we view the space spanned by standard crossingless matchings
inside R˜q=1n,k , which we extend to all of R˜
q=1
n,k in the following section in such a way that respects the
q = 1 Russell relations.
4.6.2 A local extension of the symmetric group action to R˜n,k and Rn,k
Recall that in the case of generic q, it was not possible to extend our braid group action from R
q
n,k
to R˜qn,k in such a way that the action remained completely local. The braid group action on the
full quantum Russell space Rqn,k was shown in Figure 4.16.
Upon closer examination of Figure 4.16, we note that in the three cases in which nonlocal terms
appear, the nonlocal terms all contain a factor of (1− q−2). This means that when q = ±1, these
terms disappear and the braid group action is in fact completely local. Note that when q = ±1,
the types of diagrams M that appear in both Figure 4.14 (where we assumed dots appeared on
outer arcs only) and Figure 4.16 have the same action of σi.
Therefore in particular when q = 1, we may extend the Russell-Tymoczko symmetric group
action on Rn,k to all of R˜n,k in such a way that descends to an action on the q = 1 Russell space
Rq=1n,k . That is, if we let pi : S˜
q=1
n,k → Sq=1n,k be the quotient map, then we are able to extend the S2n
action from Rn,k to R˜
q=1
n,k in such a way that it commutes with the map pi ◦ ψ˜ and descends to Rq=1n,k .
See Figure 4.20 for a clarifying diagram.
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Vertex Labelings M si ·M
Case 1
i, i + 1 both on dotted arcs
Case 2
(i, i + 1) is an undotted arc
−
Case 3
(j, i) and (i + 1, k) have one dot
(the dotted arc is on right or left
depending on the sign of i− j)
+
+
Case 4
(j, i) and (i + 1, k) have no dots
+
+
i i + 1
i i + 1
i i + 1
i i + 1
j
k
i i + 1
j
k
i i + 1 kj
j i i + 1k
Figure 4.19: The Russell-Tymoczko action of the symmetric group on Rn,k
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Rq=1n,k
R˜n,k
Sn,k
pi ◦ ψ˜
S2n S2n
S2n
Rn,kS2n
ψ
Figure 4.20: The local S2n action on Rn,k can be extended to R˜n,k and R
q=1
n,k such that the diagram
commutes.
Proposition 4.6.2 Figure 4.21 defines a local action of the generators of S2n on diagrams of
R˜n,k that have dots on inner arcs. Together with the local definitions of Figure 4.19, this gives a
well-defined S2n action on R˜n,k that descends to R
q=1
n,k such that Figure 4.20 commutes.
i i+ 1 j l
i i+ 1 j l
M si ·M
−
Figure 4.21: An extension of the Russell-Tymoczko S2n action to R˜
q=1
n,k .
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Chapter 5
An equivariant deformation of the
Bar-Natan–Russell skein module
5.1 The Russell skein module and HH0(H
n)
Let Bn be the set of crossingless matchings on 2n points. That is, elements of Bn are pairings of
integers from 1 to 2n such that there is no quadruple i < j < k < l with (i, k) and (j, l) paired.
In [13], Khovanov defines a relation “→” on elements of Bn as follows:
Definition For a, b ∈ Bn we write a→ b if there is a quadruple i < j < k < l such that (i, j) and
(k, l) are pairs in a, (i, l) and (j, k) are pairs in b, and otherwise a and b are identical.
Recall that for crossingless matchings a and b in Bn, the component b(H
n)a of H
n is obtained
by applying the functor F to the collection of circles of W (b)a to obtain the underlying algebra
A⊗k, where W (b) is the vertical reflection of b and k is the number of circles in W (b)a. We index
the tensor factors from 1 to k by numbering the circles in W (b)a in the order in which the leftmost
point of a circle is encountered as we traverse the center line from left to right. See Figure 5.1 for
an example.
If a → b, let i and j be the indices of the tensor factors of elements of a(Hn)a and b(Hn)b
corresponding to the two circles that differ in W (a)a and W (b)b. Define aXb ⊂ a(Hn)a ⊕ b(Hn)b
to be the subspace generated by elements of one of the following forms:
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1
2
3
4
W (b)a
Figure 5.1: Numbering convention for the circles of W (b)a and the corresponding tensor factors of
aH
n
b
• axia + axja − bxib − bxjb, where the ∗xi∗’s have an x in tensor factor i and a 1 in tensor factor j,
the ∗x
j
∗’s have an x in tensor factor j and a 1 in tensor factor i, the ax∗a’s are in a(Hn)a, the
bx
∗
b ’s are in b(H
n)b, and they are all identical outside of tensor factors i and j.
• axi,ja − bxi,jb , where each term has an x in tensor factors i and j and are otherwise identical.
Lemma 5.1.1 The commutator module [Hn, Hn] is generated by all elements of a(H
n)b for a 6= b
and aXb for all a→ b.
Proof First, it is clear that any element of a summand a(H
n)b for a 6= b is in the commutator:
if y = x1 ⊗ · · · ⊗ xk is a generator of a(Hn)b (i = 0 or 1), and 1b = 1 ⊗ · · · ⊗ 1 ∈ bHnb , then
y = y − 0 = y · 1b − 1b · y.
All other elements of the commutator must belong to the component
⊕
a∈Bn
a(H
n)a. Such ele-
ments may only come from [a(H
n)b, b(H
n)a] where a 6= b, since [a(Hn)a, a(Hn)a] = 0. First suppose
that a and b are such that a→ b and let i and j be the indices of the tensor factors of a(Hn)a and
b(H
n)b corresponding to the two arcs that appear in the relation→. Without loss of generality take
i < j, so that the ith component of W (b)a is the one that is asymmetrical. Let p be an arbitrary
generator of a(H
n)b that has x’s in positions P ⊂ {1, . . . , n− 1} and 1’s elsewhere, and similarly q
a generator of b(H
n)a with x’s in positions Q ⊂ {1, . . . , n− 1} and 1’s elsewhere. Then
pq − qp =

0 if P ∩Q 6= ∅
ria + r
j
a − rib − rjb if P ∩Q = ∅ and i /∈ P ∪Q
ri,ja − ri,jb if P ∩Q = ∅ and i ∈ P ∪Q
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where ria is in a(H
n)a and has x’s in tensor factors i and those corresponding to P ∪ Q (some of
whose indices may have shifted by one between a(H
n)b and a(H
n)a) and 1’s elsewhere, r
j
a is in
a(H
n)a and has x’s in tensor factors j and those corresponding to P ∪Q and 1’s elsewhere, and rib
and rjb are similar except in b(H
n)b. The r
i,j
a and r
i,j
b are the same but with x’s in tensor factors i
and j as well as those corresponding to P ∪Q. Therefore any generator of [a(Hn)b, b(Hn)a] belongs
to aXb.
Finally, suppose that a 9 b. Then there exists a sequence a = a0, a1, . . . , ak = b such that for
each 0 ≤ i ≤ k − 1, either ai → ai+1 or ai+1 → ai. Let im, jm be the indices of the two arcs of
am and am+1 that change in the relation am → am+1 (where arcs are numbered from left to right).
Let xiam be the element of amH
n
am with x in the ith tensor factor and 1s elsewhere, and similarly
for xjam .
Observe that each product a01ak · ak1a0 is formed by successively merging and splitting the
circles corresponding to the arcs im, jm, so that
a01ak · ak1a0 = a01a1 · ((xi1a1 + xj1a1) · · · (x
ik−1
a1 + x
jk−1
a1 ))a11a0 .
Then
[a1b, b1a] = a1bb1a − b1aa1b
= a01a1 · ((xi1a1 + xj1a1) · · · (x
ik−1
a1 + x
jk−1
a1 ))a11a0
−ak1ak−1 · ((xi0ak−1 + xj0ak−1) · · · (x
ik−2
ak−1 + x
jk−2
ak−1))ak−11ak .
Observe that for any m,
(xi0am + x
j0
am) · · ·
̂
(x
im−1
am + x
jm−1
am ) · · · (xik−1am + xjk−1am )am1am−1 · am−11am =
am1am+1 · (xi0am+1 + xj0am+1) · · · ̂(ximam+1 + xjmam+1) · · · (x
ik−1
am+1 + x
jk−1
am+1)am+11am .
Therefore
[a1b, b1a] = [a01a1 , (x
i1
a1 + x
j1
a1) · · · (x
ik−1
a1 + x
jk−1
a1 )a11a0 ] + · · ·
+ [am−11am , (x
i0
am + x
j0
am) · · ·
̂
(x
im−1
am + x
jm−1
am ) · · · (xik−1am + xjk−1am )am1am−1 ] + · · ·
+ [ak−11ak , (x
i0
ak
+ xj0ak) · · · (x
ik−2
ak + x
jk−2
ak )ak1ak−1 ].
Thus [a(H
n)b, b(H
n)a] ⊆
∑
0≤i≤k−1[aiH
n
ai+1 , ai+1(H
n)ai ] and is generated by a subset of
∪0≤i≤k−1aiXai+1 . 
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Proposition 5.1.2 HH0(H
n) is isomorphic to the Russell skein module Rn as a Z-module.
Proof Recall that the skein module Rn is generated by crossingless matchings of 2n points, where
arcs are allowed to carry up to one dot, modulo the local Type I and Type II relations of Figure
2.5.
We get such relations for any a, b ∈ Bn such that a→ b or b→ a, where the relation→ is defined
as in [13]. We will construct an explicit isomorphism ϕ from this diagrammatically presented skein
module to HH0(H
n).
Recall that HH0(H
n) is isomorphic to Hn/[Hn, Hn]. For a diagram m in the Russell skein
module given by a dotted crossingless matching with underlying arc structure a, construct the
element ϕ(m) as follows. First, vertically reflect the arcs of a and glue the endpoints of m with the
reflected arcs to get n closed circles with dots, which we call dm. To get an element of a(H
n)a ⊂ Hn,
take the generator of a(H
n)a ⊂ Hn ∼= A⊗n that has an X in each tensor factor corresponding a
dotted circle in dm and 1 otherwise. Define ϕ(m) to be the class of this element in the quotient
Hn/[Hn, Hn] and extend ϕ to the full Russell skein module by linearity.
It is clear from previous lemma that ϕ is well-defined, as Type I and Type II Russell relations
get mapped to elements of aXb, which belong to the commutator [H
n, Hn]. Further, the previous
lemma guarantees that there is a one-to-one correspondence between the relations of the Russell
skein module and the elements of ∪a→baXb. Since all elements of a(Hn)b for a 6= b are in the
commutator, ϕ is surjective and thus an isomorphism. 
Remark Russell indirectly proves the previous proposition in [19]. She shows that the Bar-Natan
skein module is isomorphic to the homology of the topological space S˜ of [13]. Khovanov showed
that the cohomology of S˜ is isomorphic to HH0(Hn) ∼= Z(Hn). Therefore homology of S˜ is
isomorphic to HH0(H
n). Our argument gives a more direct isomorphism.
5.2 The equivariant deformation of the Russell skein module
In Section 5.1, we saw that the Russell skein module Rn is isomorphic to HH0(H
n), the 0th
Hochschild homology of the Khovanov arc ring Hn. In this section we construct a deformation of
Rn by considering the 0th Hochschild homology of a deformation of the ring H
n.
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5.2.1 Equivariant deformation of Hn
Recall that Hn, introduced by Khovanov [12], is constructed by taking a direct sum of algebras
(with a grading shift) obtained by applying a functor F to a diagram obtained by gluing together
two crossingless matchings of 2n points. The functor F associates to each circle in the diagram a
tensor factor of the ring A, where A is isomorphic to Z[X]/X2 with the usual multiplication, and
comultiplication and trace map as follows:
∆ : A → A⊗A
∆(1) = 1⊗X +X ⊗ 1,∆(X) = X ⊗X
 : A → Z
(1) = 0, (X) = 1.
Definition A Frobenius system F = (R,A, ,∆) consists of commutative rings R and A, with R
viewed as a subring of A sharing the identity element, together with an A-bimodule map ∆ : A→
A ⊗R A and an R-module map  : A → R such that ∆ is coassociative and cocommutative, and
(⊗ Id)∆ = Id.
We can think of A as belonging to a Frobenius system (R,A, ,∆) with  and ∆ described as
above and R = Z ⊂ Z[X]/X2.
Definition A Frobenius system F has rank two if there exists X ∈ A such that A ∼= R1⊕RX.
Observe that A has rank two over R. In [15], Khovanov describes how any rank two Frobenius
system produces a cohomology theory of links. Here we investigate an alternate such system with
a cohomological interpretation.
First observe that the ring A has a cohomological interpretation: it is isomorphic to the coho-
mology ring of the two-sphere S2, and  is the integration along the fundamental cycle on S2. As
described by Khovanov [15], there exist other rank two Frobenius systems with interpretations via
equivariant homology.
If G is a topological group acting continuously on S2, we can define
RG := H
∗
G(p,Z) = H∗(BG,Z),
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the G-equivariant cohomology ring of a point p (where BG is the classifying space of G), and
AG := H
∗
G(S
2,Z) = H∗(S2 ×G EG,Z),
the equivariant cohomology ring of S2. In several cases, (RG, AG) forms a part of a rank two
Frobenius system, with  induced by the integration along the fibers of the S2-fibration
S2 ×G EG→ BG.
In particular, take G to be the group U(2) with the usual action on S2. Then we obtain a rank
two Frobenius system with
RU(2) ∼= H∗(BU(2),Z) ∼= H∗(Gr(2,∞),Z) ∼= Z[h, t]
AU(2) ∼= H∗(S2 ×U(2) EU(2),Z) ∼= H∗(BU(1)×BU(1),Z) ∼= RU(2)[X], X2 = hX + t,
where deg(h) = 2 and deg(t) = 4, and
∆(1) = 1⊗X +X ⊗ 1− h1⊗ 1,∆(X) = X ⊗X + t1⊗ 1
(1) = 0, (X) = 1.
Definition Let Ah,t = AU(2) and define Hnh,t in the exact same way as Hn but with Ah,t in place
of A. We call Hnh,t the equivariant deformation of Hn.
As in the usual case of Hn, Hnh,t has a grading. The grading works exactly as before, but now
in the ring Ah,t, we take 1 to be in degree 0, X in degree 2, h in degree 2, and t in degree 4, so
that the relation X2 = hX + t is grading-preserving.
5.2.2 Equivariant deformation of Rn and associated graphical calculus
Recall that the original Russell module Rn is isomorphic to HH0(H
n). We use this fact as moti-
vation for constructing a new deformation of the Russell skein module. In this section, for mild
technical simplification, instead of working over Z, we work over a field k. With this modification,
the ring k[h, t] is local as a graded ring, and its graded Jacobson radical is the ideal (h, t).
Definition Define the equivariant deformation of Rn
Rh,tn := HH0(H
n
h,t).
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We now present a graphical description of Rh,tn analogous to the Russell calculus of dotted
crossingless matchings. Let R˜h,tn be the free k[h, t]-module generated by diagrams, where a diagram
is a crossingless matching of 2n points (drawn as cups below a horizontal line containing the 2n
fixed points) with each arc decorated by a finite number of dots.
We consider R˜h,tn as a graded module with grading inherited from k[h, t], again with 1 in degree
0, h in degree 2, and t in degree 4, and define the degree of a diagram to be twice its number of
dots.
Definition Let R
h,t
n be the quotient of R˜
h,t
n by the local relations shown in Figure 5.2.
= h +t
a b a b a b
+ −h = + −h
+t=+t
a b c d a b c d a b c d
a b c d a b c d
a b c d a b c d a b c d
a b c d a b c d
Type I:
Type II:
Dot reduction:
Figure 5.2: Local relations in the graphical deformation of the Russell skein module.
As in the original and quantum Russell skein modules, these relations are local in the sense that
all diagrams in each relation are identical apart from the arcs shown. Additionally, since arcs may
now carry more than one dot, we assume that for each diagram in a relation if we were to slide
all dots not involved in the relation away from the region shown and cut out that region, then the
resulting dotted arc segments would be identical in all diagrams.
Note that these relations are grading-preserving, so that R
h,t
n inherits a graded structure from
R˜h,tn .
Proposition 5.2.1 Rh,tn and R
h,t
n are isomorphic as k[h, t]-modules.
Proof First recall that Rh,tn = HH0(H
n
h,t)
∼= Hnh,t/[Hnh,t, Hnh,t]. We define a map ϕh,t : R˜h,tn → Rh,tn .
For a dotted crossingless matching m ∈ R˜h,tn with underlying arc structure a, construct ϕh,t(m) as
follows: First vertically reflect the arcs of a and glue the endpoints of m with those of the reflected
arcs to form a diagram dm. Then take the element of a(H
n
h,t)a
∼= A⊗nh,t that has a factor of X for
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each dot on the corresponding circle in dm and 1 if no dots are present and define ϕh,t(m) to be
the class of this element in the quotient Rh,tn . Extend this map to all of R
h,t
n by linearity. Note
that ϕh,t is graded of degree 0: it turns dots into factors of X, both of which have degree 2 in their
respective rings.
It is possible to show that ϕh,t descends to a well-defined isomorphism from R
h,t
n to HH0(H
n
h,t
using an argument completely analogous to that of Lemma 5.1.1 to show that the equivariant
Type I and Type II relations exactly correspond with generators of [Hnh,t, H
n
h,t] that belong to
⊕a∈Bna(Hnh,t)a ⊂ Hnh,t and that all elements of ⊕a6=b∈Bnb(Hnh,t)a ⊂ Hnh,t are in the commutator.
However, to avoid such a calculation, we alternatively draw our conclusion from the h = t = 0 case
of Proposition 5.1.2 and the following graded version of Nakayama’s Lemma:
Lemma 5.2.2 (Graded Nakayma’s Lemma) Let R be a ring graded by the nonnegative inte-
gers, and I a homogeneous ideal whose elements are positively graded. Let M be a graded R-module
with Mi = 0 for i  0. If homogeneous elements m1, . . .mn ∈ M have images in M/IM that
generate it as an R-module, then m1, . . . ,mn generate M as an R-module.
Note that ϕh,t is surjective: it is clear that all classes of elements of ⊕a∈Bna(Hnh,t)a are in the
image of ϕh,t, and elements of ⊕a6=b∈Bna(Hnh,t)b are contained in the commutator and are thus
trivial in Hnh,t/[H
n
h,t, H
n
h,t].
We take ϕ : R˜n → Hn/[Hn, Hn] as in Proposition 5.1.2 (where there it was considered a
map on the quotient space Rn) and modify it slightly: we enlarge the space R˜n to a space R˜
′
n,
where arcs in a diagram are allowed to carry more than one dot, and extend the map ϕ to a
map ϕ′ : R˜′n → Hn/[Hn, Hn] that sends all such new diagrams to 0. That is, the quotient space
R˜′n/ ker(ϕ′) is the same as that of R˜n/ kerϕ but with additional relations corresponding to the
h = t = 0 analogue of the dot reduction relation shown in Figure 5.3.
= 0
Figure 5.3: The h = t = 0 dot reduction relation.
Therefore we have the following commutative diagram of exact sequences of graded k[h, t]-
modules. Note that we have been considering the modules in the top row as k-modules, but
equivalently we may consider them as k[h, t]-modules where h and t act trivially.
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0 // k〈dot reduction, Type I, Type II〉   // R˜′n
ϕ′
// // Hn/[Hn, Hn] // 0
0 // kerϕh,t
  //
h,t=0
OO
R˜h,tn
ϕh,t
// //
h,t=0
OO
Hnh,t/[H
n
h,t, H
n
h,t]
//
h,t=0
OO
0
Then we may apply the graded Nakayama’s Lemma to get a generating set for kerϕh,t: take
R = k[h, t], I = (h, t), and M = kerϕh,t. kerϕh,t inherits its grading from that of R˜h,tn and the fact
that ϕh,t is graded. We know that the images of the equivariant dot reduction, Type I, and Type
II relations form a generating set of M/IM , so we can conclude that these equivariant relations
generate M . Therefore we have
R
h,t
n
∼= R˜h,tn / kerϕh,t ∼= Hnh,t/[Hnh,t, Hnh,t].

From now on, by abuse of notation, we will use Rh,tn to denote both HH0(H
n
h,t) and the graphical
space R
h,t
n .
5.3 Equivariant deformation has the expected rank
In this section, we return to working over Z instead of k. We will show that the space Rh,tn has the
correct size as a deformation of Rn, in the sense that its rank and basis are analogous to that of
Rn.
In Section 4.4 we saw that in the case of the quantum deformation Rqn, R
q
n could be decomposed
into a direct sum of spaces ⊕0≤k≤nRqn,k where each Rqn,k has a basis Bn,k of diagrams with k dots
on outer arcs only and rank 2k+1n+k+1
 2n
n+ k
 over Z[q, q−1]. In particular, specializing q = −1
recovers the original Russell space Rn, which therefore has rank
∑
0≤k≤n
2k+1
n+k+1
 2n
n+ k
 over Z.
With t and h present, we no longer have such a direct sum decomposition, since relations
involve diagrams with different numbers of dots. Therefore instead of considering the rank of each
summand separately, we consider the rank of the total space Rh,tn .
As before, we will use Bn,k to denote the set of diagrams in R
h,t
n that have k total dots on outer
arcs only with each arc carrying at most one dot. Define Bn to be ∪0≤k≤nBn,k.
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Theorem 5.3.1 Rh,tn has rank
∑
0≤k≤n
2k+1
n+k+1
 2n
n+ k
 over Z[h, t] and Bn forms a basis.
Proof The first part of the theorem follows immediately from the second and Proposition 4.4.5,
which counted the number of dotted crossingless matchings with dots on outer arcs only. We need
to see that the collection of diagrams with dots on outer arcs only and each arc carrying at most
one dot forms a basis.
It is easy to see that such diagrams form a spanning set. If a diagram has more than one dot
on an arc, then the first of the relations in Figure 5.2 may be applied to reduce the number of dots
on that arc. If a diagram has a dot on an inner arc, then a rearranged version of either a Type
I or Type II relation can be applied to express the diagram as a linear combination of ones with
strictly fewer arcs containing dotted arcs. These relations may be applied repeatedly until a linear
combination of diagrams with zero or one dot on outer arcs only is attained. Therefore we need
only show that such diagrams are linearly independent.
For a diagram d in Rh,tn , define the containment n(d) to be the sum over all dots in d of the
number of arcs in d containing the arc on which the dot lies, that is, if the dot lies on an arc a with
endpoints (a1, a2), the number of arcs b with endpoints (b1, b2) such that b1 < a1 and b2 > a2. We
use Rh,tn (≤ N) to denote the space generated by diagrams d in R˜h,tn with n(d) ≤ N and relations
being the subset of those in Figure 5.2 that only involve diagrams with containment ≤ N .
We will complete the proof of the theorem by induction on n(d). That is, we will assume that
Rh,tn (≤ N) has ∪0≤k≤nBn,k as a basis and show that Rh,tn (≤ N + 1) has the same basis.
For the base case Rh,tn (≤ 0), note that if a diagram d has n(d) = 0, that is it has no dots nested
in other arcs, so it is already has dots on outer arcs only. There are no Type I or Type II relations
in this space, so elements of Bn are clearly linearly independent in R
h,t
n (≤ 0).
Now suppose that Bn forms a basis of R
h,t
n (≤ N) and consider the same set inside Rh,tn (≤ N+1).
We must show that this set remains linearly independent. To see that such diagrams are linearly
independent, since we already know they form a spanning set, it is equivalent to show that expression
of any diagram as a linear combination of diagrams in Bn is unique. That is, when there is a choice
of which local relation to apply at any stage in the process, then any possible choice must ultimately
result in the same linear combination. To see that this is the case, we apply a strategy similar to
that used by Kuperberg [17] to show that non-elliptic webs form a basis of G2-spiders.
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Let d be a diagram in Rh,tn (≤ N + 1) of containment N + 1. Suppose that d can be expressed
as an element of Rh,tn (≤ N) in more than one way by applying a local relation of Figure 5.2. First
note that if the arcs involved in each of the potential relations do not overlap, then it is clear
that it will not matter which of the relations is applied first. Therefore we must only consider
cases in which the potential relations that could be applied share an arc. The cases that must be
checked are shown in Figure 5.4. For each diagram, the circled regions show each of the possible
containment-reducing relations that could be applied.
Figure 5.4: Cases to check that order of applying local relations does not matter.
We show the claim for the first, third, and fifth cases: the others follow by analogous argument.
In the first case, there are two Type I relations that could be applied (see Figure 5.5).
The first equality in each of the two calculations of Figure 5.5 is obtained by applying the indi-
cated Type I relation. As usual these are local pictures, and we assume that the regions not pictured
are identical in each diagram. After applying the relation, we see that the remaining diagrams are
elements of Rt,hn [≤ N ]. Therefore by the inductive hypothesis, each of those diagrams has a unique
expression as a linear combination of elements of Bn, so the choice of which containment-reducing
relation to apply next does not matter. By applying the remaining obvious Type I or Type II
relations on the arcs pictured and invoking the inductive hypothesis on Rt,hn [≤ N − 1], we see that
we arrive at the same answer in both computations.
Figure 5.6 proves the claim in the third case, following the same argument as above. In Figure
5.7, we examine the fifth case. Here, there are three relations that could be applied first involving
overlapping arcs: a dot reduction relation, or two possible Type I relations. 
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= + − −h +h
= + − −h +h
+ ( +t −t ) + ( −t +t )−
( )
−h +h +h2 −h2( )+ −h
+h −h −h2 +h2( )+ h
= + − −h +h
= ( +t −t )
+ + − −h +h( )
+ ( −t +t )−
−h +h +h2 −h2( )+ −h
+h −h −h2 +h2( )+ h
Figure 5.5: Order of applying two Type I relations does not matter.
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= +t −t
= ( +t −t )
+t −t −th +th( )+ t
−t +t +th −th( )+ −t
= +t −t
= ( +t −t )
+ +t −t −th +th( )
−t +t +th −th( )+ −t
t
Figure 5.6: Order of applying two Type II relations does not matter.
= h +t
= + −h − +h
= +h +t −h
− −t +t +h
= + −h − +h
= h +t −h
− −t +t +h
+
= h +t
= h +t
Figure 5.7: Order of applying dot reduction relation or two Type I relations does not matter.
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Chapter 6
Tangle cobordisms and
(Hm, Hn)-bimodule homomorphisms
6.1 Definitions
Let TL be the Temperley-Lieb 2-category. The objects of this category are nonnegative even
integers. The one-morphisms from 2n to 2m will be denoted B̂mn and are given by flat tangles
with 2m top and 2n bottom endpoints. For a, b ∈ B̂mn , the two-morphisms from a to b are isotopy
classes of admissible cobordisms from a to b, that is, cobordisms such that every generic horizontal
cross-section is a (2m, 2n)-tangle.
Recall that Khovanov defines a 2-functor F from the 2-category of tangle cobordisms to the
2-category of bimodules over the rings Hn, which in particular restricts to a 2-functor on TL. We
briefly review the definition of F on one- and two-morphisms of TL.
When we restrict to planar (2m, 2n)-tangles, instead of a chain complex of (Hm, Hn)-bimodules,
we just get a single (Hm, Hn)-bimodule, and a cobordism between planar tangles simply becomes
a homomorphism of bimodules. For a planar (2m, 2n)-tangle T , the functor F associates an
(Hm, Hn)-bimodule F(T ) by
F(T ) =
⊕
a,b
bF(T )a,
where the sum is over all a ∈ Bn and b ∈ Bm, and
bF(T )a := F(W (b)Ta){n}.
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The left action Hm ×F(T )→ F(T ) comes from maps
c(H
m)b × bF(T )a → cF(T )a
induced by the cobordism from W (c)bW (b)Ta to W (c)Ta which is the composition of the identity
cobordisms on W (c) and on Ta with the cobordism S(b) : bW (b)→ Vert2m defined in Section 2.1.1.
The right action of Hn is similarly defined.
Now let S be a cobordism between two planar (2m, 2n)-tangles T1, T2. Then, ignoring gradings,
S induces a map
F(S) : F(T1)→ F(T2)
as follows. Recall that F(T1) = ⊕a,bF(W (b)T1a) and F(T2) = ⊕a,bF(W (b)T2a), where both sums
are over a ∈ Bn and b ∈ Bm. Then for any such a and b, S induces a cobordism from W (b)T1a
to W (b)T2a given by composing S with the identity cobordisms on W (b) and on a, which in turn
induces a map of abelian groups F(W (b)T1a)→ F(W (b)T2a). F(S) is defined to be the sum over
all a, b of these maps.
Fix a commutative ring R, usually Z or Q. Let HomBN (T1, T2) be the free R-module generated
by tangle cobordisms with dots from T1 to T2 modulo the local Bar-Natan relations of Figure 2.3.
Addition of tangle cobordisms is defined formally.
Let Hom(m,n)(T1, T2) be the free R-module generated by (H
m, Hn)-bimodule homomorphisms
from F(T1) to F(T2), with addition given by usual pointwise addition of bimodule homomorphisms.
Then Khovanov’s functor gives a homomorphism of R-modules
φT1,T2 : HomBN (T1, T2)→ Hom(m,n)(T1, T2).
We now introduce two new rings, HomBN (m,n) and Hom(m,n).
Definition For any nonnegative integers m and n, define
HomBN (m,n) :=
⊕
T1,T2
HomBN (T1, T2)
and
Hom(m,n) :=
⊕
T1,T2
Hom(m,n)(T1, T2)
where both sums are over all T1 and T2 in B
m
n .
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Multiplication in HomBN (m,n) is induced by the maps
mBN : HomBN (T1, T2)×HomBN (T2, T3)→ HomBN (T1, T3)
given by vertical stacking of cobordisms. Multiplication in Hom(m,n) is induced by the maps
M : Hom(T1, T2)×Hom(T2, T3)→ Hom(T1, T3)
given by composition of homomorphisms.
Then the set of maps φT1,T2 induce a ring homomorphism
φm,n : HomBN (m,n)→ Hom(m,n).
Note that when T1 = T2 = T , the same multiplication maps above give EndBN (T ) and
End(m,n)(T ) natural ring structures as well.
6.2 Surjectivity of φm,n
In this section, we will show that the map φT1,T2 is surjective for any T1, T2 and give an explicit
description of its kernel. We first analyze the simpler case in which m = n and T1, T2 are both
the identity tangle Vert2n consisting of 2n vertical lines. In this case, End(n,n)(Vert2n) is just the
center of the ring Hn. Recall that Khovanov showed in [13] that
Z(Hn) ∼= Z[x1, . . . , x2n]/(x21, . . . , x22n, e1(x1, . . . , x2n), . . . , e2n(x1, . . . , x2n))
where ei(x1, . . . , x2n) is the ith elementary symmetric function in x1, . . . , x2n. The statement was
proven through a roundabout argument which expresses Z(Hn) as the cohomology of a certain
topological space S˜, which has the same cohomology as the (n, n)-Springer variety Bn,n. The
argument does not give an explicit map in either direction, so the xi’s cannot be interpreted as any
elements of Hn.
We claim that en+1(x1, . . . , x2n), . . . , e2n(x1, . . . , x2n) are actually redundant under the relations
x2i = 0, as each can be expressed in terms of the first n elementary symmetric polynomials.
Lemma 6.2.1 For 1 ≤ k ≤ n and x2i = 0,
en+k(x1, . . . , x2n) = e1(xn+k, . . . , x2n)en+k−1(x1, . . . , x2n)− e2(xn+k, . . . , x2n)en+k−2(x1, . . . , x2n)
+− · · ·+ (−1)n−ken−k+1(xn+k, . . . , x2n)e2k−1(x1, . . . , x2n).
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Proof Note that the elementary symmetric function em(x1, . . . , x2n) can be expressed as
em(x1, . . . , x2n) =
∑
{i1,...,im}⊂{1,...,2n}
xi1 · · ·xik .
Also observe that because of the relations x2i = 0, a product of elementary symmetric functions
em(xn+k, . . . , x2n)en+k−m(x1, . . . , x2n)
can be expressed as ∑
{i1,...,in+k}⊂{1,...,2n}
cmi1,...in+kxi1 · · ·xin+k ,
where
cmi1,...,in+k =
 |{i1, . . . , in+k} ∩ {1, . . . , 2n}|
m
 .
Note that each |{i1, . . . , in+k} ∩ {1, . . . , 2n}| is guaranteed to be at least one, because the first set
of that intersection has size n+k, the second has size n−k+1, and both are subsets of the same 2n-
element set. Therefore cmi1,...,in+k is nonzero for allm such that 1 ≤ m ≤ |{i1, . . . , in+k} ∩ {1, . . . , 2n}|.
Let ni1,...,in+k = |{i1, . . . , in+k} ∩ {1, . . . , 2n}|. Then on the right-hand side of the equation in
the statement of the Lemma, the coefficient of xi1 · · ·xin+k is
ni1,...,in+k∑
m=1
(−1)m+1
 ni1,...,in+k
m
 = 1,
which is the same as its coefficient on the left-hand side. 
The previous lemma allows each en+k to be written in terms of ei, where i < n+k. In particular,
en+1 can be written in terms of e1, . . . , en, and by induction so can en+k for any k.
For example, for n = 2,
e3(x1, x2, x3, x4) = (x3 + x4)(x1x2 + x1x3 + x1x4 + x2x3 + x2x4 + x3x4)− x3x4(x1 + x2 + x3 + x4)
= (x3 + x4)e2(x1, x2, x3, x4)− x3x4e1(x1, x2, x3, x4)
e4(x1, x2, x3, x4) = x4(x1x2x3 + x1x2x4 + x1x3x4 + x2x3x4)
= x4e3(x1, x2, x3, x4)
= x4((x3 + x4)e2(x1, x2, x3, x4)− x3x4e1(x1, x2, x3, x4)).
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Note that with the Bar-Natan relations present, any cobordism from Vert2n to itself can be
represented by one consisting of 2n parallel, vertical sheets with 0 or 1 dots on each sheet. Denote
the cobordism with one dot on the ith sheet and a coefficient of (−1)i+1 by ci. Then, as a module
over Z, EndBN (Vert2n) = HomBN (Vert2n,Vert2n) is generated by c1, . . . , c2n, with defining relations
c2i = 0 for all i.
Proposition 6.2.2 The map φVert2n,Vert2n : HomBN (Vert2n,Vert2n)→ Hom(n,n)(Vert2n,Vert2n)
is a surjection.
We prove Proposition 6.2.2 with the aid of the following key proposition:
Proposition 6.2.3 Over Z, the kernel of the ring homomorphism φVert2n,Vert2n is the two-sided
ideal generated by the first n elementary symmetric functions in ci, 1 ≤ i ≤ 2n.
Proof We proceed by induction on n. First suppose n = 1. There is only one crossingless matching
in this case. When a cobordism from Vert2 to itself is capped off by this arc on both ends, the
two sheets are joined into a single sheet and therefore cobordisms with a single dot on either sheet
produce the same bimodule homomorphism. Thus c1 + c2 is in the kernel, and it is clear that this
generates the whole kernel.
Now we proceed with the induction step. Let a denote an arbitrary crossingless matching in
Bn. We write a = ((i1, j1), . . . (in, jn)), where each pair represents the endpoints of an arc in a.
Observe that when a cobordism from Vert2n to itself is closed up by a on both sides, each sheet ik
becomes merged with the sheet jk so that dots on either the ikth or jkth sheets induce the same
map a(H
n)a → aHna . Therefore if we just look at the image of φVert2n,Vert2n projected onto the
summand a(H
n)a of H
n, the kernel will be given by the ideal Ia = (ci1 + cj1 , . . . , cin + cjn). More
generally, the kernel of φVert2n,Vert2n projected onto the summand a(H
n)b is Ia ∩ Ib. The kernel I
of φVert2n,Vert2n is then just the intersection of the ideals Ia over all a in B
n:
I =
⋂
((i1,j1),...,(in,jn))∈Bn
(ci1 + cj1 , . . . , cin + cjn).
Our claim is that I = (e1(c1, c2, . . . , c2n), . . . , en(c1, c2, . . . , c2n)). Now for some k in each cross-
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ingless matching, |ik − jk| = 1. Therefore, invoking the inductive hypothesis, we have
I =
⋂
((i1,j1),...,(in,jn))∈Bn
(cik + cjk , ci1 + cj1 , . . . , ̂cik + cjk , . . . , cin + cjn)
=
n⋂
i=1
 ⋂
((i1,j1)···(i,i+1)···(in,jn))
(ci + ci+1, ci1 + cj1 , . . . , ̂cik + cjk , . . . , cin + cjn)

=
n⋂
i=1
(ci + ci+1) ∩ ⋂
((i1,j1)···(i,i+1)···(in,jn))
(ci1 + cj1 , . . . , ̂cik + cjk , . . . , cin + cjn)

=
n⋂
i=1
(ci + ci+1, e1(c1, . . . , ĉi, ci+1, . . . , c2n), . . . , en−1(c1, . . . , ĉi, ci+1, . . . , c2n)),
where x̂ means that the variable x is omitted. We only need to intersect up to n rather than 2n
since any crossingless matching with an arc from i to i+ 1, i > n, must also have an arc from l to
l + 1 for some l ≤ n. Define
ej(c : i) = ej(c1, . . . , ĉi, ci+1, . . . , c2n).
Observe that
ej(c1, . . . , c2n) = ej(c : i) + (ci + ci+1)ej−1(c : i) + (cici+1)ej−2(c : i),
where ei(c : k) := 0 if i < 0. Therefore by manipulating the generators, we see that:
I =
n⋂
i=1
(ci + ci+1, e1(c : i) + (ci + ci+1), . . . , en−1(c : i) + (ci + ci+1)en−2(c : i) + cici+1en−3(c : i))
=
n⋂
i=1
(ci + ci+1, e1(c1, . . . , c2n), . . . , en−1(c1, . . . , c2n))
= ((c1 + c2)(c2 + c3) · · · (cn + cn+1), e1(c1, . . . , c2n), . . . , en−1(c1, . . . , c2n)).
To see the last equality, first look at the intersection of ideals in the quotient ring
Z[c1, . . . , c2n]/(e1(c1, . . . , c2n), . . . , en−1(c1, . . . , c2n)).
This ring is a unique factorization domain, so it is clear that ∩nk=1(ck + ck−1) = ((c1 + c2) · · · (cn +
cn+1)) since the ck + ck+1 are pairwise relatively prime. Then, when we quotient by c
2
1, . . . , c
2
2n, we
get the same statement, since all ideals are now principle. Finally, we can lift the statement back
to Z[c1, . . . , c2n]/(c21, . . . , c22n) to get the desired equality.
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Now observe the following formula, whose proof is analogous to that of Lemma 6.2.1:
(c1 + c2)(c2 + c3) · · · (cn + cn+1) = en(c1, . . . , c2n)− e1(cn+2, . . . c2n)en−1(c1, . . . , c2n)
+ · · ·+ (−1)n−1en−1(cn+2, . . . , c2n)e1(c1, . . . , c2n).
Therefore we now have that I = (e1(c1, c2, . . . , c2n), . . . , en(c1, c2, . . . , c2n)) as desired. 
Remark Note that we may interpret each generator of the kernel as a “divided power” of the first
elementary symmetric function in the following sense, where the last equality makes sense over Q:
ek(c1, c2, . . . , c2n) = e1(c1, c2, . . . , c2n)
(k) =
1
k!
e1(c1, c2, . . . , c2n)
k.
Over Q, we may apply a similar argument to show that the kernel of φVert2n,Vert2n is generated
by just the first elementary symmetric function, c1 + c2 + . . .+ c2n.
Now we can complete the proof of Proposition 6.2.2:
Proof Now we have that
Im(φVert2n,Vert2n)
∼= HomBN (Vert2n,Vert2n)/ker(φVert2n,Vert2n)
∼= Z[c1, . . . , c2n]/((c21, . . . , c22n, e1(c1, . . . , c2n), . . . , en(c1, . . . , c2n))
∼= Hom(n,n)(Vert2n,Vert2n).
So φVert2n,Vert2n is surjective. 
Now we may move on to the more general case of arbitrary planar (2m, 2n)-tangles T1 and T2.
To establish some notation, denote by ∩i,n the element of Bn−1n and by ∪i,n−1 the element of Bnn−1
pictured in Figure 6.1 below.
In [14], Khovanov proves the following proposition related to homomorphisms of (m,n)-bimodules,
where F∪ is the functor of tensoring with F(∪i,n−1) and F∩ is the functor of tensoring with F(∩i,n).
Proposition 6.2.4 (Khovanov) F∪{1} is left adjoint to F∩, and F∩{−1} is left adjoint to F∪.
The statement holds whether the tensor products are taken on the left or on the right. This adjoint-
ness comes from isotopies between compositions of cobordisms between Vert2(n−1) and ∩i,n∪i,n−1
and between Vert2n and ∪i,n−1∩i,n. More concretely, and ignoring gradings, the proposition gives
the isomorphisms
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1 2ni
· · · · · ·
1 i− 1 2(n− 1)
i
· · · · · ·
Figure 6.1: ∩i,n in Bn−1n and ∪i,n−1 in Bnn−1
• Hom(m,n)(∪i,m−1T1, T2) ∼= Hom(m−1,n)(T1,∩i,mT2), where T1 is a planar (2(m−1), 2n)-tangle
and T2 is a planar (2m, 2n)-tangle
• Hom(m,n)(T1, T2∩i,n) ∼= Hom(m,n−1)(T1∪i,n−1, T2), where T1 is a planar (2m, 2n)-tangle and
T2 is a planar (2m, 2(n− 1))-tangle
• Hom(m,n)(T1,∪i,m−1T2) ∼= Hom(m−1,n)(∩i,mT1, T2), where T1 is a planar (2m, 2n)-tangle and
T2 is a planar (2(m− 1), 2n)-tangle, and
• Hom(m,n)(T1∩i,n, T2) ∼= Hom(m,n−1)(T1, T2∪i,n−1), where T1 is a planar (2m, 2(n− 1))-tangle
and T2 is a planar (2m, 2n)-tangle.
We briefly explain the explicit maps underlying the first of these isomorphisms. The maps in
the other isomorphisms are analogous. In the first isomorphism, define
α : Hom(m,n)(∪i,m−1T1, T2)→ Hom(m−1,n)(T1,∩i,mT2)
as follows. For a map ϕ ∈ Hom(m,n)(∪i,m−1T1, T2), α(ϕ) is defined to be
(Id∩i,m ⊗ ϕ) ◦ (η ⊗ IdT1)
where η is the map from F(Vert2(m−1)) to F(∩i,m∪i,m−1) induced by the “birth” cobordism from
the empty (0, 0)-tangle to the closed circle. Conversely, we define
β : Hom(m−1,n)(T1,∩i,mT2)→ Hom(m,n)(∪i,m−1T1, T2)
that takes ψ ∈ Hom(m−1,n)(T1,∩i,mT2) to
(ν ⊗ IdT2) ◦ (Id∪i,m−1 ⊗ ψ)
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where ν is the map from F(∪i,m−1∩i,m) to F(Vert2m) induced by the saddle cobordism. Khovanov
explains in [14] that α and β are mutually inverse.
Example Disregarding grading shifts, Proposition 6.2.4 gives
Hom(1,1)(∪1,0∩1,1,Vert2) ∼= Hom(1,0)(∪1,0,∪1,0).
For bimodule maps ϕ ∈ Hom(1,1)(∪1,0∩1,1,Vert2) and ψ ∈ Hom(1,0)(∪1,0,∪1,0), the corresponding
maps α(ϕ) and β(ψ) under the isomorphism are pictured below in Figures 6.2 and 6.3. Here, the
blank space around ϕ and ψ represents a homomorphism of bimodules, while the new maps α(ϕ)
and β(ψ) are obtained by composing the olds maps with the pictured cobordisms in the manner
illustrated.
ϕ ϕ
α(ϕ)
Figure 6.2: Image of ϕ in Hom(1,0)(∪1,0,∪1,0)
ψ
ψ
β(ψ)
Figure 6.3: Image of ψ in Hom(1,1)(∪1,0∩1,1,Vert2)
It is easy to see that we have a similar statement of adjointness for tangle cobordisms modulo
Bar-Natan relations, given by bending a cobordism to move a cup or cap at one boundary to the
opposite boundary, as shown in Figure 6.4 below.
Lemma 6.2.5 The maps φT1,T2 respect adjointness.
Proof We show the statement in the case of ∪ being left adjoint to ∩; the other case is analogous.
Now if T1, T2 are planar (2m, 2n)-tangles, such that T1 = ∪i,m−1T ′1 with T ′1 a (2(m− 1), n)-tangle,
we wish to show that the following diagram commutes:
HomBN (T1, T2)
φT1,T2 //
∼=

Hom(m,n)(T1, T2)
∼=

HomBN (T
′
1,∩i,mT2)
φT ′1,∩i,mT2 // Hom(m−1,n)(T ′1,∩i,mT2)
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HomBN (∪1,0∩1,1,Vert2) HomBN (∩1,1,∩1,1)
Figure 6.4: Adjointness of cobordisms
Let S ∈ HomBN (T1, T2) be a cobordism in the Bar-Natan module, in the top left corner of the
above commutative diagram. Taking the path down and then right, we first turn S into an element
of HomBN (T
′
1,∩i,mT2) by bending the component of S whose boundary is ∪i,m−1 in T1 up to the
top boundary and then looking at the induced bimodule homomorphism:
T2
T ′1
T1
S
T2
T ′1
T1
S
∈ HomBN (T1, T2) ∈ Hom(m−1,n)(T ′1,∩i,mT2)
On the other hand, taking the path right and then down amounts to first considering S as
a bimodule map and then applying adjointness on the bimodule side. However, as we discussed
above, adjointness of bimodule maps can be visualized as in Figure 6.2, which consists of attaching
a new identity cobordism from an arc to itself and capping off the resulting circle on the bottom
boundary with a cobordism from the empty manifold:
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T2
T ′1
T1
S
T2
T ′1
T1
S
∈ HomBN (T1, T2) ∈ Hom(m−1,n)(T ′1,∩i,mT2)
It’s clear that these two processes of bending the existing cobordism and attaching the cobordism
described above are isotopic, and thus they induce the same bimodule homomorphisms. 
Using adjointness of bimodule homomorphisms, we can show the following:
Proposition 6.2.6 Any bimodule hom-space Hom(m,n)(T1, T2) is isomorphic to a direct sum of
hom-spaces of the form Hom(k,k)(Vert2k,Vert2k), k ≤ m,n.
Proof First note that by adjointness, any hom-space Hom(m,n)(T1, T2) is isomorphic to
Hom(m,m)(T1W (T2),Vert2m), where W (T2) is the reflection of T2. If T1W (T2) contains a circle, then
the hom-space is isomorphic to Hom(m,m)((T1W (T2))
′,Vert2m)⊕2, where (T1W (T2))′ is T1W (T2)
with the circle removed. This follows from a result of Khovanov in [12], which specialized to our
case says that
F(T1W (T2)) ∼= F((T1W (T2))′)⊗A ∼= F((T1W (T2))′){1} ⊕ F((T1W (T2))′){−1}.
So we may reduce to the case that T1W (T2) has no circles. Therefore we have reduced the problem
to showing that Hom(m,m)(T,Vert2m) has the desired property for any planar (2m, 2m)-tangle T .
Now we proceed by induction on m. If m = 0, the statement is clear. If T = Vert2m, the
statement is also clear. Otherwise, T can be written in the form T = ∪i,m−1T ′ for some i and some
T ′. Then by adjointness,
Hom(m,m)(T,Vert2m) ∼= Hom(m−1,m)(T ′,∩i,m)
∼= Hom(m−1,m−1)(T ′∪i,m−1,Vert2(m−1))
and we are done by induction. 
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Together with the matching isomorphism on the Bar-Natan side and using that the maps φT1,T2
respect adjointness, Proposition 6.2.6 gives us the following commutative diagram:
HomBN (T1, T2)
∼= //
φT1,T2

⊕
k HomBN (Vert2k,Vert2k)
⊕φVert2k,Vert2k

Hom(m,n)(T1, T2)
∼= //⊕
k Hom(k,k)(Vert2k,Vert2k)
In other words, the decomposition of Hom(m,n)(T1, T2) is compatible with the homomorphism
φT1,T2 .
Given this decomposition, we see that φT1,T2 : HomBN (T1, T2) → Hom(m,n)(T1, T2) is a sur-
jective map of R-modules, and we can describe its kernel. We know that the kernel of each map
φVert2k,Vert2k is generated by the first k elementary symmetric functions in c1, . . . , c2k. The kernel
of φT1,T2 is then given by the elements which correspond under adjointness to the kernel elements
of φVert2k,Vert2k for each k that appears in the decomposition of Proposition 6.2.6.
Example Consider the map φT1,T2 for T1 = T2 = ∪1,1. Note that via adjointness we have
Hom(2,1)(∪1,1,∪1,1) ∼= Hom(1,1)(Vert2,∩1,2∪1,1) ∼= Hom(1,1)(Vert2,Vert2)⊕2,
with the same isomorphisms on the Bar-Natan side. We know that the kernel of φVert2,Vert2 is
generated by e1(c1, c2) ∈ EndBN (Vert2). Using adjointness to find the corresponding elements of
EndBN (∪1,2), we see that the kernel of φT1,T2 is given by R-linear combinations of the rightmost
cobordisms in the correspondences of Figure 6.5. Recall that in the direct sum decomposition
Hom(1,1)(Vert2,∩1,2∪1,1) ∼= Hom(1,1)(Vert2,Vert2)⊕2, the map from the right-hand side to the left-
hand side assigns a factor of 1 to the circle for each map in the first summand and a factor of X
for each map in the second summand.
Considering all isotopy classes of tangles T1, T2 with the same number of endpoints, we also
have that the map φm,n is surjective as a map of vector spaces, with kernel spanned by the union of
elements spanning the kernel of each φT1,T2 . We now proceed to give a better description of these
kernel elements.
Definition Let a be any element of Bmn . For 1 ≤ i ≤ 2m, let ci(a) be the element of EndBN (a)
obtained by putting a single dot on top of the ith endpoint of a, crossing with the interval [0, 1],
and introducing a sign of (−1)i+1. For 1 ≤ i ≤ 2n, let c′i(a) be the analogous element of EndBN (a)
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( − , 0)
( −0, )
−
−
Figure 6.5: Kernel generators of φ⊕2Vert2,Vert2 and the corresponding elements of ker(φ∪1,2,∪1,2).
with dots placed at the bottom of a. Then define ek(a) ∈ EndBN (a) to be the kth elementary
symmetric function in c1(a), . . . , c2m(a) and ek(a)
′ to be the kth elementary symmetric function in
c′1(a), . . . , c′2n(a).
Lemma 6.2.7 ek(a) = e
′
k(a) for 1 ≤ k ≤ min{2m, 2n}.
Proof Any dots placed on strands of a which don’t belong to a cup or cap may be slid from one
end to the other, so ek(a) and ek(a)
′ might only differ due to dots placed on cups or caps. If a
contains a cup ∪i,m−1, then ci(a) + ci+1(a) = 0, so any terms in ek(a) involving ci(a) or ci+1(a)
will disappear for all possible k. Similarly, if a contains a cap ∩i,n, then c′i(a) + c′i+1(a) = 0, so any
terms involving c′i(a) or c
′
i+1(a) in e
′
k(a) disappear. Therefore both ek(a) and e
′
k(a) are only left
with terms involving strands that run from the top to the bottom of a.
Definition Given a ∈ Bmn , define the width w(a) to be the number of through-strands of a, that
is, the number of strands that run from the top of a to the bottom.
Corollary 6.2.8 ek(a) = 0 for k > w(a).
Proof In the proof of the previous proposition, we saw that for any k, any terms of ek(a) corre-
sponding to placing dots on a cup or cap of a disappeared. Therefore the only surviving terms
come from placing k dots on w(a) strands. So if k > w(a), then ek(a) = 0.
Proposition 6.2.9 The kernel of φm,n is the two-sided ideal I generated by the elements ek(a), 1 ≤
k ≤ w(a), for all a in Bmn .
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Proof We know that I consists of those elements of HomBN (a, b), a, b ∈ Bmn , which correspond
under adjointness to the first k elementary symmetric functions in c1, . . . , c2k for each k appearing
in the decomposition HomBN (a, b) ∼=
⊕
k EndBN (Vert2k).
Each ek(a) is clearly one of these elements, since ek(a) corresponds under adjointness to
ek(c1, . . . , c2l) ∈ ker(φVert2l), where l is the number of through-strands in a. On the other hand,
suppose S ∈ HomBN (a, b) corresponds under adjointness to ep(c1, . . . , c2k), 1 ≤ p ≤ k, for some
k appearing in the above decomposition. If the k-summand of the decomposition did not come
from removing a circle that arose under adjointness, then by sliding all dots on S to the boundary
containing a, it is clear that S is a multiple of ep(a). If the k-summand did come from removing a
circle, then a and b both contain some ∪i,m or ∩i,n, and S might have a dot on a component of the
form ∪i,m × [0, 1] or ∩i,n × [0, 1], as in the second correspondence of Figure 6.5. In that case, slide
all dots except those to the bottom, and it is clear that S is again a multiple of ep(a). 
In summary, we have shown the following Theorem:
Theorem 6.2.10 φm,n is a surjective ring homomorphism. Its kernel is the two-sided ideal gen-
erated by the elements ek(a) for a ∈ Bmn and 1 ≤ k ≤ w(a).
6.3 Properties of the rings Hom(m,n)
Now that we can express Hom(m,n) as a quotient of the better-understood ring HomBN (m,n), we
can investigate some of its properties. First, it will be useful to note the following:
Proposition 6.3.1 The rings HomBN (m,n) and H
m+n are isomorphic.
Proof Define a map γ from Hm+n to HomBN (m,n) as follows. Consider a generator of b(H
m+n)a
geometrically as the diagram W (b)a with a dot on each circle for each X in the corresponding
tensor factor. The map γ takes such an element, caps off each of the m + n circles with disks,
slices it where W (b) meets a and bends a to the bottom of the cobordism (producing an element
of HomBN (0,m+ n)) and then bending the first m strands over to the other side.
This map is a ring homomorphism, since the merging or splitting of circles that occurs in the
multiplication of Hm+n corresponds with the vertical stacking of the resulting cobordisms. The
process described above is clearly reversible, showing that it is an isomorphism. 
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Example Figure 6.6 shows an example for m = n = 1.
∈ H1+1 ∈ HomBN (1, 1)
Figure 6.6: Isomorphism γ from H2 to HomBN (1, 1)
The isomorphism of Proposition 6.3.1 allows us to give a set of mutually orthogonal idempotents
in Hom(m,n).
Proposition 6.3.2 For a ∈ Bmn , let ida in HomBN (m,n) be the identity cobordism given by a ×
[0, 1]. Then the set of elements {φm,n(ida)}a∈Bmn in Hom(m,n) forms a complete set of mutually
orthogonal idempotents.
Proof In Hm+n, idempotents are given by 1a = 1
⊗(m+n) ∈ a(Hm+n)a for all a ∈ Bm+n. They are
mutually orthogonal and satisfy
1 =
∑
a∈Bm+n
1a.
Under the isomorphism γ, the element 1a corresponds to the cobordism ida, where a is the (2m, 2n)-
tangle obtained from a by bending. Since γ and φm,n are both ring homomorphisms and take 1 to
1, this completes the proof.
Therefore as a left module over itself, we have the following decomposition of Hom(m,n);
Hom(m,n) ∼=
⊕
a∈Bmn
Hom(m,n)(−, a).
We can also partially describe the center of the rings Hom(m,n). First, we give an explicit
description of the center of the rings Hn.
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Proposition 6.3.3 Define ci to be the element of H
n given by
∑
a∈Bn xi(a), where xi(a) is the
element of a(H
n)a corresponding to the diagram W (a)a with a dot on the ith endpoint on the center
line and a sign of (−1)i+1. Then there is an isomorphism
Z[x1, . . . , x2n]/(x21, . . . , x22n, e1(x1, . . . , x2n), . . . , en(x1, . . . , x2n)) → Z(Hn)
xi 7→ ci.
Proof We know from [13] that the two spaces are isomorphic. The claim here is that the above
map is an explicit isomorphism. It easy to see that the ci are in Z(H
n). The fact that the ci satisfy
only the relations ci
2 = 0 and ei(c1, . . . , c2n) = 0 for 1 ≤ i ≤ 2n follows from the same argument
used in the proof of Proposition 6.2.3.
Therefore we may identify each xi with the explicit element ci. Because φm,n is surjective, it
maps the center of HomBN (m,n) into the center of Hom(m,n).
Proposition 6.3.4 The image of the map φm,n restricted to Z(HomBN (m,n)), which is isomorphic
to the center of Hm+n, is isomorphic to Z(Hm)⊗ Z(Hn). That is,
im(φm,n|Z) ∼= Z(Hm)⊗ Z(Hn).
Proof The generators x1, . . . , x2(m+n) of Z(H
m+n) can be translated into generators γ(x1), . . . , γ(x2(m+n))
of Z(HomBN (m,n)), where γ is the bending map of Proposition 6.3.1. For convenience, since each
γ(xi) is a sum of dotted tangles times the interval [0, 1], we can restrict to two dimensions by
considering the horizontal cross-section of each cobordism, obtaining a sum of dotted (2m, 2n)-
tangles. Similarly, in the definition of the generators ek(a) of ker(φm,n), we can replace ci(a) with
its cross-section, so that ek(a) can be thought of as a linear combination of dotted (2m, 2n)-tangles.
Note that because ker(φm,n) is generated by the elementary symmetric functions of dots on
through-strands, relations on the φm,n(γ(x1)), . . . , φm,n(γ(x2(m+n))) will be generated by the first
n elementary symmetric functions in φm,n(γ(x1)), . . . , φm,n(γ(xn)) and the first m elementary sym-
metric functions in φm,n(γ(xn+1)), . . . , φm,n(γ(x2(m+n))). The φm,n(γ(xi)) are then completely
determined by their components involving split (2m, 2n)-tangles, where a split tangle is one with
no through-strands.
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For each generator φm,n(γ(xi)) of im(φm,n|Z), express the generator as a sum
φm,n(γ(xi)) =
∑
j
Sij +
∑
k
Tik ,
where the Sij are the components of φm,n(γ(xi)) that are dotted split tangles and the Tik contain
through-strands. Each dotted split tangle Sij is of the form aijW (bij ), with aij ∈ Bm and bij ∈ Bn,
where each arc may carry up to one dot. Define a map
α : im(φm,n|Z)→ Z(Hm)⊗ Z(Hn)
that behaves on generators by ignoring the components Tik , and turns each Sij into an element of
Z(Hm)⊗Z(Hn) by attaching bij to the bottom of Sij and W (aij ) to the top to get n dotted circles
at the bottom half of the diagram and m dotted circles at the top. Each collection of dotted circles
gets mapped to the element of aij (H
m)aij and bij (H
n)bij , respectively, that has a 1 in each tensor
factor corresponding to an undotted circle and X for each dotted circle.
Then α is an isomorphism by the above discussion. 
Example When m = n = 1, Z(H1+1) is generated by 1, x1, x2, x3, x4, subject to x
2
i = 0 and
the elementary symmetric functions on the xi. The composition of φ1,1 with α on generators
γ(x1), . . . , γ(x4) of Z(HomBN (1, 1)) is pictured below. The diagrams on the left represent two-
dimensional identity cobordisms from the pictured tangle to itself with dots on the indicated sheets.
In the image im(φ1,1|Z), φ1,1(γ(x1)) = φ1,1(γ(x2)) and φ1,1(γ(x3)) = φ1,1(γ(x4)). Therefore α is a
well-defined isomorphism.
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+ ⊗
+ ⊗
+ ⊗
+ ⊗
+ ⊗
γ(1) =
γ(x1) =
γ(x2) =
γ(x3) =
γ(x4) =
∈ Z(HomBN (1, 1)) ∈ Z(H1)⊗ Z(H1)
Conjecture We conjecture that the map φm,n|Z : Z(HomBN (m,n)) → Z(Hom(m,n)) is surjec-
tive, so that
Z(Hom(m,n)) ∼= Z(HomBN (m,n))/(ker(φm,n) ∩ Z(HomBN (m,n)))
Remark The conjecture was confirmed via Magma for m = n = 1.
6.4 HH0(Hom(m,n)) as a quotient of the Russell skein module
In Chapter 5, we saw that HH0(H
n) was isomorphic to the Bar-Natan–Russell skein module. Now
we turn to HH0(Hom(m,n)). We define an analogue of the Russell skein module and show that it
is isomorphic to HH0(Hom(m,n)).
Definition Define the diagrammatic skein module R(m,n) to be the Z-module generated by cross-
ingless matchings of 2(m + n) points, where arcs may carry up to one dot, modulo the following
relations:
• Type I and Type II relations as before.
104
CHAPTER 6. TANGLE COBORDISMS AND (Hm, Hn)-BIMODULE HOMOMORPHISMS
• For each generator of φm,n over Z, pass to an element of Hm+n via the inverse of the map γ
of Proposition 6.3.1. Slide all dots to the bottom half of the diagram and cut off the top half,
leaving a (sum of) dotted crossingless matchings.
Example R(1,1) has one Type I relation, one Type II relation, and two relations from ker(φ1,1):
+ − −
−
−
Proposition 6.4.1 HH0(Hom(m,n)) and R(m,n) are isomorphic as Z-modules.
Proof Recall that Hom(m,n) can be expressed as a quotient of HomBN (m,n), which is isomorphic
to Hm+n. For any ring R and any ideal I, there is an isomorphism (R/I)/[R/I,R/I] ∼= R/([R,R]+
I). Therefore
HH0(Hom(m,n)) ∼= Hm+n/([Hm+n, Hm+n] + γ−1(ker(φm,n)))
and the statement follows from our earlier description of the commutator of the rings Hn and the
previous proposition.
6.5 The case X2 = t
We now extend the results of Section 6.2 to the SU(2)-equivariant deformation of the rings Hn.
This can be viewed as a specialization of the U(2)-equivariant case of Section 5.2.1 where instead
of the Ah,t ∼= Z[X]/(X2 = hX + t), we specialize h to 0, so the relations simply becomes X2 = t.
We denote the deformed arc rings in this case by Hnt . The local Bar-Natan relations in this setting
are the same as above, except that now
= t.
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First, we establish analogues of the elementary symmetric functions. For any natural number
n, we define functions etk(x1, . . . , x2n), 1 ≤ k ≤ n inductively. As the base, set et1(x1, . . . , x2n) =
e1(x1, . . . , x2n). To find e
t
k(x1, . . . , x2n), consider the expansion of (x1 + · · · + x2n)k under the
conditions x2i = t. The expansion will be of the form
(x1 + · · ·+ x2n)k = k!ek(x1, . . . , x2n) +
k−1∑
i=1
ci,kt
(k−i)/2ei(x1, . . . , x2n) + c0,ktk/2
where ci,k = 0 if i 6= k mod 2, 0 ≤ i ≤ k. Inductively define
etk(x1, . . . , x2n) :=
1
k!
(
(x1 + · · ·x2n)k −
k−1∑
i=1
ci,kt
(k−i)/2eti(x1, . . . , x2n)
)
.
For example, when n = 4 we obtain
et1(x1, . . . , x8) = e1(x1, . . . , x8)
et2(x1, . . . , x8) = e2(x1, . . . , x8) + 4t
et3(x1, . . . , x8) = e3(x1, . . . , x8)
et4(x1, . . . , x8) = e4(x1, . . . , x8)− 6t2.
Note in particular that etk(x1, . . . , x2n) = ek(x1, . . . , x2n) when k is odd.
We will show that the map φtm,n : Hom
t
BN (m,n) → Homt(m,n) is surjective and describe its
kernel using an argument parallel to that in Section 6.2.
Proposition 6.5.1 As a map of Z-modules, the kernel of φtVert2n,Vert2n is the two-sided ideal
generated by et1(c1, . . . , c2n), . . . , e
t
n(c1, . . . , c2n).
Proof The argument is completely analogous to that of Proposition 6.2.3. Our kernel It is again
given by
It =
⋂
((i1,j1),...,(in,jn))∈Bn
(ci1 + cj1 , . . . , cin + cjn).
Again we assume inductively that
It =
n⋂
k=1
(ck + ck+1, e
t
1(c1, . . . , ̂ck, ck+1, . . . , c2n), . . . , etn−1(c1, . . . , ̂ck, ck+1, . . . , c2n)).
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By manipulating generators, we see that
It =
n⋂
k=1
(ck + ck+1, e
t
1(c1, . . . , c2n), . . . , e
t
n−1(c1, . . . , c2n))
= ((c1 + c2)(c2 + c3) · · · (cn + cn+1), et1(c1, . . . , c2n), . . . , etn−1(c1, . . . , c2n)).
To see the first equality, note that if j is odd, then etj(c1, . . . , c2n) = ej(c1, . . . , c2n), so
etj(c1, . . . , c2n) = e
t
j(c1, . . . , ̂ck, ck+1, . . . , c2n) + (ck + ck+1)etj−1(c1, . . . , ̂ck, ck+1, . . . , c2n) +
(ckck+1)e
t
j−2(c1, . . . , ̂ck, ck+1, . . . , c2n)−mt(j−1)/2(ck + ck+1)
where m is the integer such that
etj−1(c1, . . . , ̂ck, ck+1, . . . , c2n) = ej−1(c1, . . . , ̂ck, ck+1, . . . , c2n) +mt(j−1)/2.
If j is even, define mjn,m
j
n−1, and m
j−2
n−1 so that
etj(c1, . . . , c2n) = ej(c1, . . . , c2n) +m
j
nt
(j−1)/2
etj(c1, . . . , ̂ck, ck+1, . . . , c2n) = ej(c1, . . . , ̂ck, ck+1, . . . , c2n) +m
j
n−1t
(j−1)/2
etj−2(c1, . . . , ̂ck, ck+1, . . . , c2n) = ej−2(c1, . . . , ̂ck, ck+1, . . . , c2n) +m
j−2
n−1t
(j−3)/2
Then
etj(c1, . . . , c2n) = e
t
j(c1, . . . , ̂ck, ck+1, . . . , c2n) + (ck + ck+1)etj−1(c1, . . . , ̂ck, ck+1, . . . , c2n) +
(ckck+1 +
mjn −mjn−1
mj−1n−1
t)etj−2(c1, . . . , ̂ck, ck+1, . . . , c2n).
Finally, by observing that
(c1 + c2) · · · (cn + cn+1) = etn(c1, . . . , c2n)− e1(cn+2, . . . , c2n)etn−1(c1, . . . , c2n) + · · ·+
(−1)n−1en−1(cn+2, . . . , c2n)et1(c1, . . . , c2n) +
nt(etn−2(c1, . . . , c2n) + · · ·+ (−1)n−3en−3(cn+2, . . . , c2n)et1(c1, . . . , c2n))
we see that
It = (et1(c1, . . . , c2n), . . . , e
t
n(c1, . . . , c2n))
as desired. 
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Proposition 6.5.2 The center of the ring Hnt is given by
Z[x1, . . . , x2n]/(x21 − t, . . . , x22n − t, et1(x1, . . . , x2n), . . . , etn(x1, . . . , x2n)).
Proof There is an obvious surjective map Φ : Hnt → Hn given by setting t to 0. Φ restricts to a
map on centers, Φ|Z : Z(Hnt )→ Z(Hn). From the proof of Proposition 6.2.3 it follows that the xi
generating Z(Hn) can be realized as
∑
a∈Bn xi(a), where xi(a) is the element of aH
n
a with an x in
the ith tensor factor and 1s elsewhere, and a sign of (−1)i+1. Viewing these elements in Hnt , it is
clear that they are also central there. That they satisfy only the generating relations x2i − t = 0
and et1(x1, . . . , x2n), . . . , e
t
n(x1, . . . , x2n) follows from Proposition 6.5.1. Therefore Φ|Z is surjective.
Now if Z(Hnt ) had some other generator independent from the x1, . . . , x2n, then there exists
some y, a generator of Z(Hnt ) independent from x1, . . . , x2n, such that Φ(y) = 0. Therefore y must
be a multiple of some power of t, i.e., y = tky′ where y′ has no factor of t and is also central in Hnt .
But Φ(y′) 6= 0 since y′ has no factor of t, so y′ cannot be independent from the xi, contradicting
our assumption. 
All other propositions from the previous section may be directly carried over to the case X2 = t,
and elements etk(a) may be defined analogously, giving the following theorem.
Theorem 6.5.3 φtm,n is a surjective ring homomorphism. Its kernel is the two-sided ideal generated
by the elements etk(a) for a ∈ Bmn and 1 ≤ k ≤ min{m,n}.
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