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The possibility to construct and parametrize the nonbonded interactions in atomistic force
fields based on the valence electron structure of molecules is explored in this paper. Three
different charge distribution models using simple valence electron based potential func-
tions are introduced and compared. It is shown that the three models can be constructed
such that they only require one adjustable parameter for the electrostatic potential of a
molecule. The accuracy of the electrostatic potential is evaluated for the three models and
compared to population-derived charges and higher order multipole moments for a set of
12 small molecules. Furthermore the accuracy and parametrization of the interaction ener-
gies of the three models is evaluated based on ab initio intermolecular interaction energies.
It is shown that the valence electron potential models provide systematic advantages over
conventional point charge models for the calculation of intermolecular interaction energies
even with the very simple potential functions used here.
a)Electronic mail: nuria.plattner@fu-berlin.de
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I. INTRODUCTION
Empirical atomistic force fields1–4 are a well established tool to calculate interatomic interactions
in atomistic simulations.5,6 Despite the high popularity of empirical force fields, commonly used
force field functions are still not sufficiently accurate for many applications. In order to improve
the force field accuracy, various methods have been proposed based on adding new terms to ex-
isting force field potential functions. The proceeding of adding terms without modifying existing
terms implies that existing force field functions are an optimal or at least necessary basis to de-
scribe interatomic interactions. This assumption is however questionable since the interaction
potential used in common empirical force fields is not systematically derived from the quantum
mechanical description of interatomic interactions, but determined based on the requirement to
reproduce a number of molecular properties, while being simple and robust to allow fast calcu-
lations of large systems. A popular strategy is to divide the interaction potential Vf f into bonded
and nonbonded terms, where the bonded terms include bonds, angles and dihedrals, and the non-
bonded terms include electrostatics described by point charges and a Lennard-Jones (LJ) potential
to represent dispersion and Pauli repulsion, as shown in Equation 1.
Vf f =Vbonds +Vangles +Vdihedrals +Velstat +VLJ (1)
While it is relatively straightforward with this function to fit parameters in order to obtain cor-
rect molecular geometries, obtaining optimal parameters for intermolecular interactions is more
involved and has been found dissatisfying in many cases. Therefore different methods have
been proposed to address this shortcoming, including more complex electrostatic interaction
potentials using higher order multipole moments7–13 or additional charge sites14–16 as well as
polarizabilities17–19. Atomic multipole moments and additional charge sites are just two different
mathematical descriptions of the anisotropic electrostatic potential around atoms. Therefore a
given electrostatic potential can always be expressed likewise in terms of higher order multipole
moments or additional charges.20,21 The supplementary interaction sites in force fields with more
complex electrostatics potentials or polarizabilities have no direct physical meaning, but arise due
to the requirement of having more accurate interaction potentials. This raises the question whether
these sites could be chosen based on the electronic structure of molecules. This would require
each site to represent either the potential functions of nuclei or of electrons. In atomistic force
fields function (Equation 1), the electrons are summed into the nuclei. The lack of explicit electron
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potential representations in empirical force fields is motivated by the fact that a purely classical
representation of electrons is not meaningful since they are highly delocalized and their dynamics
is dominated by quantum effects. Despite these difficulties a force field including electrons, the
electron force field (eFF), has been derived from first principles and has been shown to provide
meaningful results for a number of applications.22 In eFF, the energy VeFF is the sum of a Hartree
product kinetic energy (Vkin), a Hartree product electrostatic energy decomposed into interactions
between nuclei (nuc) and electrons (elec), and an antisymmetrization (Pauli) correction:
VeFF =Vkin +Vnuc−nuc +Vnuc−elec +Velec−elec +VPauli (2)
The electrons are described by scalable Gaussian wavepackets. The size of the wavepacket is
determined in each step self-consistently by minimizing the total potential and kinetic energy. eFF
is designed for large systems with various excited electrons and works without specific atom type
parameters. It would however not be suited as a force field for biomolecules in the ground state as
its not sufficiently accurate and calculations with eFF are substantially more expensive than with
conventional force fields. The development of eFF demonstrates that a relatively simple force
field incorporating the dynamics of nuclei and electrons can be derived from first principles. At
the same time the shortcomings of eFF underline the benefits of building force fields based on
empirical parameters. While for a force field derived from first principles a high level of complex-
ity, e.g. in the choice of basis set, is required to obtain correct values for simple observables such
as bond lengths, this is trivially achieved in empirical force fields by using such observables as
parameters. The price paid for this is the high number of parameters to be determined, resulting
in a substantial effort in force field parametrization.
Given the up- and downsides of both types of force fields, the question arises whether there are
advantages of constructing a force field based on concepts similar to eFF, but incorporating simple
observables as empirical parameters in order to improve the force field accuracy. In the following
this possibility will be explored for the nonbonded interactions in atomistic force fields. The aim
is to assess simple ways of incorporating valence electron based potentials into interaction mod-
els without aiming at explicitly representing the dynamics of electrons, but rather as a means of
describing and improving intermolecular interactions. In the following, three interaction models
based on this idea will be introduced and compared. One of the models contains no additional
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interaction sites and can therefore be used for comparison with conventional force fields. For
the other two models additional interaction sites representing electron potentials are introduced.
While in eFF scalable Gaussian functions are used for the representation of electrons, the elec-
tron potentials in the three models are either described by point charges or by spherical Gaussian
functions of a fixed width. Having Gaussian functions of a fixed width means computationally
that a self-consistent variational calculation is not required. This approach is meaningful because
the electron potentials are only used for the nonbonded interactions here and the bond length is
provided as a parameter. In eFF chemical bonding is the result of competing kinetic and potential
energy terms of electrons which determine the width of the Gaussian functions self-consistently.22
To further simplify the models, potentials of electrons are not represented as separate entities, but
as interactions sites representing either the potential of all electrons in a bond or both electrons in
a lone pair.
FIG. 1. Schematic representation of the three interaction models for a hypothetical molecule with an atom
of lower electronegativity on the left (δ+) and an atom of higher electronegativity (δ−) and two lone pairs
on the right. Yellow color indicates positive charge, blue indicates negative charge.
Each of the three interaction models is defined by specific potential functions and by a scheme for
representing the charge distribution in a molecule used for parametrization. One of the problems
with the introduction of additional interaction sites is the fact that the parameter space is increased
as more sites are added and therefore requires a more expensive parametrization procedure. In
order to avoid this and keep the parametrization effort for all models equal, the three models
are constructed such that all models require the same number of adjustable parameters and each
model only requires one adjustable parameter for the electrostatic interactions per molecule. A
schematic representation of the charge distribution scheme in the three models is shown in Figure
4
1. The equal number of parameters is achieved by assigning generic values to a number of model
parameters which are treated as constant for all molecules. As a consequence all models are
equally complex as far as the parametrization is concerned and an increase in accuracy does not
translate into a higher parametrization effort. The parametrization of each model is described in
detail in Section ’Methods’. The three models can be summarized by the following properties:
Model 1 is the model closest to conventional force fields as it just contains atom-centered potential
functions. The charge distribution is represented by atom-centered potentials parametrized
based on the electronegativity difference between each pair of atoms in a bond.
Model 2 contains additional interaction sites which are either defined as bond electrons potentials
placed between two atoms or as lone pair electron potentials at a given distance of an atom.
The interaction potential consists of spherical electrostatic potential functions on the atoms
and the additional interaction sites. In addition to the electrostatic potential, the different
sites interact via Pauli repulsion potentials. The electron potential parameters are determined
based on the electronegativity differences as in Model 1, with bond potential sites sharing
the charge of the less electronegative atom in the bond and lone pair potentials sharing the
charge of their corresponding atom.
Model 3 contains additional charge sites with positions defined as for Model 2. In contrast to Model
2 the concept of Model 3 is not just to have additional interaction sites sharing the charge
of the atoms, but to treat the atoms centers as positively charged atom cores and the addi-
tional sites as valence electron potentials. The atom cores are represented by point charges
whereas Gaussian distributions are used for the electron potentials. The atom and electron
potential parameters are assigned based on the valence electron structure of the molecules
with positive charge centered at the atom cores and negative charge centered on the electron
potentials.
The choice of potential functions to describe electrostatic interactions is an important point to
evaluate. In conventional atomistic force fields electrostatics are represented by point charges,
whereas in eFF they are described by spherical Gaussian distributions. In order to compare the
electrostatics based on spherical Gaussian distributions to conventional point charges, each of the
three models is evaluated in two versions, once with point charges and once with spherical Gaus-
sian functions. In the point charge version Model 1 just contains conventional force field functions
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and can therefore be used for comparison. All interaction potential functions are described in
detail in Section ’Methods’.
The properties of the three models will be explored in the following using a test set of 12 small
molecules. The 12 molecules are chosen such that the set contains different types of valence elec-
tron structures, different chemical elements as well as aromatic molecules with highly delocalized
electrons. First, the accuracy of the electrostatic potential will be evaluated for the different mod-
els. Each model will be evaluated as a charge distribution model and as a point charge model.
Based on the results, the accuracy of intermolecular interaction energies will be compared for the
different models using a subset of 8 molecules.
II. METHODS
A. Interaction potential functions
1. Gaussian charge distribution models
For Model 1, the nonbonded interaction VM1 consists of a spherical Gaussian function for the
electrostatic interaction and an LJ term representing dispersion and Pauli repulsion.
VM1(~r) = ∑
nonbonded
[
qiq j
∫ |ψi|2|ψ j|2
Ri j
dr+ ε(
σ12j
R12i j
−2σ
6
i j
R6i j
)
]
, (3)
with Ri j being the interatomic distance, qi being the charge centered on atom i, ψi being the
Gaussian distribution on atom i, σ and ε being the LJ radius and well depth. The integrals over the
Gaussian distributions required for the electrostatic interactions between two atoms i and j can be
evaluated as a function of the distance Ri j using the error functions since
∫ |ψi|2|ψ j|2
Ri j
dr = 1
Ri j
Er f
√
2Ri j√
ω2i +ω
2j
. (4)
with ω being the width of the Gaussian distribution. In analogy, the interaction between a point
charge and a Gaussian distribution can be expressed as
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∫ |ψ j|2
Ri j
dr = 1
Ri j
Er f
√
2Ri j
ω j
, (5)
Based on these expressions, the integrals required for the calculation of the interaction potential
can be implemented in a computationally inexpensive way using numerically efficient methods to
evaluate the error function, as used in the eFF implementation.23
For Model 2, the nonbonded interaction of the atoms VM2 at has the same terms as VM1, whereas
for the electron potential sites VM2 el p, the LJ potential is replaced by a repulsive potential for
simplicity in order to reduce the interaction to the minimal requirements for an electron potential.
VM2 at(~r) = ∑
nonbonded
[
qiq j
∫ |ψi|2|ψ j|2
Ri j
dr+ ε(
σ12j
R12i j
−2σ
6
i j
R6i j
)
]
, (6)
VM2 el p(~r) = ∑
nonbonded
[
qiq j
∫ |ψi|2|ψ j|2
Ri j
dr+ ε(σi j
Ri j
)6
]
, (7)
with the ε parameter being identical for both potential parts.
For Model 3, the nonbonded interaction of the atoms VM3 at is described by point charges instead
of Gaussian distributions.
VM3 at(~r) = ∑
at at
[qiq j
Ri j
+ ε(
σ12j
R12i j
−2σ
6
i j
R6i j
)
]
, (8)
For the interaction between electron potential sites VM3 el p el p, the potential function is identical
to VM2 el p (Equation 7). For the interaction between atom cores and electron potentials VM3 at el p,
interactions between Gaussian distributions and point charges have to be evaluated.
VM3 at el p(~r) = ∑
at elec
[
qiq j
∫ |ψ j|2
Ri j
dr+ ε(σi j
Ri j
)6
]
, (9)
with the ε parameter again being identical for both potential parts.
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2. Point charge models
For each of the three interaction models, a point charge model is evaluated in addition. In these
models the electrostatic interactions Velec based on Gaussian functions
Velec = qiq j
∫ |ψi|2|ψ j|2
Ri j
dr (10)
are replaced on all interactions sites by
Velec =
qiq j
Ri j
(11)
In the case of Model 1, the interaction potential is then identical to conventional force field func-
tions.
B. Parametrization of interaction models
As explained above, the number of adjustable parameters is identical for all three models and there
is only one adjustable parameters for the electrostatic potential per molecule. This is achieved as
follows: The positions of the additional interaction sites are determined based on the molecular
structure and the Slater radii S24 of the atoms. Bond electron potentials are simply placed at the
geometric center of each bond. The position of the lone pair potential of atom i is determined by
constraining it to a generic distance of 34Si from the atom and minimizing the interaction energy
between all electron potentials in the molecule given in Equation 7. For the electrostatics the
parameter space is reduced by either considering charge transfer between atoms due to electroneg-
ativity differences or by using the valence electron structure of the molecule. For the σ and ω
parameters, additional interaction sites in principle require additional parameters. For ω this is
avoided here by using only one adjustable parameters for all atoms and electron potential sites
based on initial parameter values for atom radii and generic values for electron potentials. For
σ additional parametrization of the electron potential sites is avoided by using a generic value of
σel p = 1.0 A˚ on all electron potential sites.
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The parametrization is carried out separately for the electrostatic potential surface (EPS) and in-
termolecular interactions since the optimal parameters are not identical in both cases.25 This is on
one hand due to polarization effects, on the other hand due to error compensation. For the EPS
partial charges need to be determined for all models and the width of the Gaussian distribution
ω needs to be determined for the Gaussian charge distribution models. For the intermolecular
interactions the width of the σ and ε parameters of the LJ potential and the repulsive potential
for the electron potential sites needs to be determined in addition. The ω and σ parameters are in
principle related as both of them describe the width of the electron density distribution. However,
since they are parametrized differently and used in different evaluations two different symbols are
used for clarity.
1. Charges on atoms and electron potentials
For Models 1 and 2 partial charges are determined based on Pauling electronegativities26 P. For
each pair of atoms i and j in a bond, an electronegativity difference coefficient δbond = 1.0− PiPi+Pj
is determined. For atom i forming Nb single-, double-, or triple-bonds with Zbn binding electrons,
electronegativity based charges qi are then determined as
qi = ζ
Nb
∑
n=1
(0.5−δn)Zbn, (12)
with ζ being an adjustable molecular parameter which is determined either by fitting to the ab
initio EPS or intermolecular interaction energies. For Model 1 these charges are used directly,
whereas for Model 2 the atom charge population is distributed equally among all sites assigned
to the atom. Lone pair electron potential sites are assigned to their corresponding atom, whereas
bond electron potential sites are assigned to the atom in the bond with the smaller electronegativ-
ity. In the case of equal electronegativity the sites are assigned to both atoms equally.
Models 3: The initial bond charges zi for this model are given by the bond order, i.e. zi =−2.0 for
single bonds, zi =−4.0 for double bonds and zi =−6.0 for triple bonds. In the case of delocalized
bonds the charge is distributed equally amongst all sites sharing it, e.g. for all benzene C-C bonds
zi =−3.0. For lone pair potentials zi =−2.0. For each atom core the basic charge zi is determined
as the charge of the nucleus minus the number of valence electrons. The initial charge zi is however
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only the correct atom core charge in cases where no charge transfer takes place between atoms and
electrons are localized entirely on the on the electron potential sites. In order to correct for these
shortcomings the final charges are determined as follows: for atom i forming Nb bonds with Zbn
binding electrons, the atom charge qi is determined as
qi = ζzi−
Nb
∑
n=1
(0.5−δn)Zbn, (13)
with ζ being again an adjustable molecular parameter which is applied to the charges on all sites
in a molecule and determined either by fitting to the ab initio EPS or to intermolecular interaction
energies. In contrast to Models 1 and 2, the charge transfer between atoms is not affected by the
ζ-parameter in Model 3. The effect of a small ζ-value is equivalent to having parts of the valence
electron density localized on the atom core, i.e. the charge separation is smaller.
2. Width of Gaussian distributions and LJ potential parameters
Width ω of Gaussian distributions: As initial value for ω the Slater radius S24 is used for the
atoms and a generic initial value of ω=1.0 A˚ for all electron potential sites. Based on these initial
values, the final width ωi is determined using again a single scaling parameter υ per molecule.
Radius σ and ε for LJ and repulsive potentials: On the atoms, empirical values derived from
X-ray diffraction data27 are used for σ except in the case of hydrogen where this value is generally
too large and therefore replaced by the Slater radius24 of σ=0.25 A˚. For ε a single adjustable
parameter is again used which is determined by fitting to the intermolecular interaction energies.
3. Adjustable parameter fitting
As the number of adjustable parameters is kept small, fitting parameters to either the EPS or
intermolecular interaction energies is simple. For fitting the point charge models to the EPS there
is only one parameter ζm to be determined for each molecule m. This is done by calculating the
average potential energy difference ¯∆E pot between the ab initio EPS outside the Slater radii of
each atom on a 3-dimensional grid of 20 A˚ side length centered about the geometric center of the
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molecule, with a distance of 1.0 A˚ between grid points. The molecular parameter ζm is determined
as ζm = ArgMin( ¯∆E pot(ζ)) in the range ζ = [0.0,4.0].
For fitting the Gaussian charge distribution models to the EPS two parameters, ζm and υm need
to be determined. This is done in two steps: first υm = ArgMin( ¯∆E pot(υ)|ζm) is determined in
the range υ = [0.0,8.0] for ζm = {ζmPC, 54ζmPC}, with ζmPC being the ζ-parameter determined for
the point charge model. In the second step ζm is determined as ζm = ArgMin( ¯∆E pot(ζ)|υm) in the
range ζ = [0.0,4.0]. The parameters for fitting all models to the EPS are given in in Table I.
TABLE I. Molecular parameters fitted to the EPS for all three interaction models in their point charge
and Gaussian charge distribution version. Parameter values of 0.0 indicate that ¯∆E pot is smallest if the
corresponding energy term is omitted. a For PH3 Mulliken electronegativities28 are used instead of Pauling elec-
tronegativities due to the small Pauling electronegativity difference between the atoms.
point charge models Gaussian distribution models
Model 1 Model 2 Model 3 Model 1 Model 2 Model 3
ζ ζ ζ ζ υ ζ υ ζ υ
H2O 1.7 1.6 0.15 1.7 0.9 1.6 1.0 0.15 1.2
NH3 1.9 1.3 0.15 1.9 1.0 1.3 1.1 0.15 1.4
CH4 1.9 3.4 0.1 2.1 1.0 3.7 0.9 0.15 1.6
H2S 1.1 1.0 0.01 1.1 1.6 1.0 2.1 0.015 3.5
PH3a 0.9 0.8 0.0 1.0 0.9 0.8 2.2 0.01 4.4
CO2 2.2 2.1 0.1 2.2 0.7 2.1 0.9 0.15 0.6
ethanol 0.9 0.9 0.05 0.9 1.1 0.9 1.1 0.05 1.8
CH5N 1.2 0.9 0.15 1.2 1.4 0.9 1.6 0.15 1.4
OCH2 1.7 1.7 0.25 1.7 0.7 1.7 0.9 0.25 1.2
benzene 1.7 2.1 0.1 1.7 1.3 2.2 1.5 0.1 1.7
pyrrole 0.0 0.0 0.3 0.0 0.0 0.0 0.0 0.3 1.3
thiophene 1.4 0.9 0.15 1.4 1.2 0.9 0.9 0.15 1.7
glycine 1.4 0.5 0.0 1.5 1.4 0.5 0.9 0.01 3.6
11
For fitting the point charge models to intermolecular interaction energies there are also two param-
eters to determine, ζm and εm. This is done by calculating the average potential energy difference
¯∆E inter between a set of 26 ab initio intermolecular interaction energies and the interaction en-
ergy calculated from each model. (For details to the ab initio calculations see next section).
In the first step εm is determined as εm = ArgMin( ¯∆E inter(ε)|ζm) in the range ε = [0.0,2.0] for
ζm = {0.1,1.0}. In the second step ζm = ArgMin( ¯∆E inter(ζ)|εm) is determined in the range
ζ = [0.0,4.0]. The parameters for fitting all models to interaction energies are given in in Table II.
TABLE II. Molecular parameters fitted to the intermolecular interaction energies for all three interaction
models. Parameter values of 0.0 indicate that ¯∆E inter is smallest if the corresponding energy term is omitted.
Model 1 Model 2 Model 3
ζ ε ζ ε ζ ε
H2O 1.75 0.51 1.0 0.13 0.0085 0.09
NH3 1.0 0.13 1.1 0.31 0.009 0.29
CH4 0.0 0.57 0.1 0.3 0.0 0.66
H2S 0.0 0.71 0.7 0.16 0.0045 0.16
PH3a 1.2 1.23 0.45 1.5 0.0 1.38
CO2 1.55 0.16 1.55 0.03 0.0045 0.03
CH5N 0.1 0.83 0.1 0.85 0.0005 0.55
OCH2 1.2 0.71 1.0 0.12 0.0006 0.0
C. Electronic structure calculations and distributed multipole moments
EPS calculations: Electrostatic potential surfaces have been calculated for all test molecule using
ORCA29. As a reference for parameter fitting, density functional theory was used with the B3LYP
functional30 and an aug-cc-pVTZ basis set.31. The EPS was evaluated outside the Slater radii24 of
the molecule on a 3-dimensional grid of 20 A˚ side length centered about the geometric center of
the molecule, with a distance of 1.0 A˚ between grid points. For the evaluations of the accuracy,
a reference EPS was calculated at the MP2/aug-cc-pVTZ level of theory. The reference EPS was
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evaluated on a 3-dimensional grid with gridpoints placed at radial distances of up to 10 A˚ about
any atom in the molecule, with a distance of 0.25 A˚ between gridpoints. This choice of gridpoints
is due to the fact that the evaluation is carried out for point segments within selected distance
ranges of any atom as explained in the Section ’Results’. For comparison Mulliken charges32 and
distributed multipole moments21 were calculated based on B3LYP/aug-cc-pVTZ calculations car-
ried out with GAUSSIAN.33 Distributed multipole moments were obtained based on the electron
density distributions using GDMA.34
Intermolecular interaction energies: Intermolecular interaction energies were calculated at the
MP2/aug-cc-pVTZ level of theory for 26 dimer geometries of the eight molecules selected for
the evalulation using ORCA.29 Counterpoise corrections were used to account for the basis set
superposition error.35 For each of the selected molecules, the dimer geometry was first optimized.
Starting from the optimized geometry, 25 new dimer geometries were generated by random trans-
lation and rotation of the two monomers. In order to avoid very unfavorable geometries which
are not of interest for the evaluation as they are unlikely to be observed, geometries with atom
distances < 1.0 A˚ were rejected.
III. RESULTS
A. Comparison of electrostatic potential surfaces
As a first step for all evaluations, the coordinates of the electron potential sites need to be deter-
mined. The coordinates of the bond electron potentials are calculated based on the atom coordi-
nates, while lone pair electron potential coordinates are obtained by minimizing the interaction
energy of all electron potentials in the molecule using the nonbonded interaction potentials given
in Section 2.1. The resulting coordinates for the 12 molecules used in the following are shown in
Figure 2.
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FIG. 2. Molecules with optimized electron potential coordinates (yellow spheres). First row: H2O, NH3,
methane benzene. Second row: H2S, PH3, CO2, pyrrole. Third row: ethanol, methylamine, formaldehyde,
thiophene.
The differences between the EPS of the three models, ab initio calculations, distributed multi-
poles and Mulliken charges are first illustrated for three molecules, NH3, CH4 and formaldehyde
(OCH2). The EPS of all models is calculated on a two-dimensional grid and is shown in Figures 3,
4 and 5. Comparison of the potential energy surfaces shows that that the EPS of Model 3 is quali-
tatively the most similar to the ab initio EPS calculated at the MP2/aug-cc-pVTZ level of theory.
The largest differences to ab intio are observed for Mulliken charges. Models 1 and 2 have similar
potential surfaces, with Model 2 appearing as slightly better than Model 1 overall. For distributed
multipoles it can clearly be seen that the EPS is becoming more accurate as the distance to the
atoms becomes larger. This is due to the fact that the distributed multipole expansion converges
at a given radius from the multipole sites which varies for different molecules. In addition to the
convergences of the multipole expansion with distance there is a convergence of the expansion
as a function of the highest multipole rank to consider. For this and the following evaluations,
multipole expansions are truncated at rank 2 (quadrupole). This rank has been found to provide a
good trade-off between convergence and the computational effort to calculate multipolar energies
and interactions.11
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FIG. 3. Electrostatic potential surfaces for NH3. Upper row: comparison to MP2/aug-cc-pVTZ, DMA and
Mulliken charges. Lower row: EPS of the three valence electron potential force field (VePff) models. White
areas: energies outside the range of ±40 kcal/mol.
The comparison of the EPS above is obviously just qualitative, but it illustrates the differences
between the ab inito EPS and the different models. Most importantly it shows that there are
systematic differences between the three models that are observed for different molecules. Fur-
thermore the accuracy of the different models varies as a function of the distance to the atoms.
Models which are more similar to ab initio in the short range may perform badly at longer dis-
tances and vice versa, therefore for the quantitative evaluation of the EPS accuracy in the next
section, the distance dependence will be considered.
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FIG. 4. Electrostatic potential surfaces for CH4. Upper row: comparison to MP2/aug-cc-pVTZ, DMA and
Mulliken charges. Lower row: EPS of the three valence electron potential force field (VePff) models. White
areas: energies outside the range of ±40 kcal/mol.
FIG. 5. Electrostatic potential surfaces for OCH2. Upper row: comparison to MP2/aug-cc-pVTZ, DMA
and Mulliken charges. Lower row: EPS of the three valence electron potential force field (VePff) models.
White areas: energies outside the range of ±40 kcal/mol.
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B. Evaluation of electrostatic potential accuracy
In order to quantitatively compare the EPS accuracy, the differences between the electrostatic
potential of different models and the ab initio EPS calculated at the MP2/aug-cc-pVTZ level of
theory are evaluated on a 3-dimensional grid centered at the geometric center of the molecules.
The evaluation is carried out for segments of points within increasing distance ranges of any
atom in the molecule. This distance dependent evaluation allows to compare not only the overall
accuracy of each model, but also to assess the distance range in which the errors occur. As the
electrostatic potential is higher at short distances, the errors are in general also higher in the near
range. In Figure 6 the results are compared between the three models in their point charge version
and in their Gaussian distribution version. In Figure 7 the point charge version of the three models
is compared to Mulliken charges and distributed multipoles. For clarity additional representation
of this comparison for each model separately are shown in the Supplementary material (SI Figures
1-3).
All interaction models including DMA and Mulliken charges have been parametrized at the
B3LYP/aug-cc-pVTZ level of theory, therefore the evaluations here also assess the transferability
between a computationally less expensive method used for parametrization and a computationally
more expensive and more accurate reference. The molecules are divided into two groups of six
molecules where the upper group of six molecules in both Figures shows molecules with only
two atom types, whereas the lower group contains more than two atom types. This distinction is
important due to the fact that for molecules with only two atom types, the parameter space of the
electrostatic parameter ζ contains a value corresponding to Mulliken charges. Therefore if these
molecules are more accurate than Mulliken charges this is mainly due probing a larger parameter
space, as well as due to the transferability between the DFT EPS used for fitting and the MP2
reference calculation. For the molecules with more than two atom types in contrast, the parameter
space does not necessarily contain Mulliken charges, therefore higher accuracy than Mulliken
charges implies a real advantage of this model and parametrization.
Comparison of the evaluations on all 12 molecules shows that in general Mulliken charges are
the least accurate method, DMA is most accurate in the longer range, whereas in the short range
its equally or less accurate than the three VePff models. Models 1 and 2 perform very similar,
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FIG. 6. Accuracy evaluation for Model 1 (green), Model 2 (red) and Model 3 (blue) in their point charge
(solid lines) and Gaussian distribution version (dashed lines). The differences between each model and
the MP2/aug-cc-pVTZ EPS are evaluated for segments of increasing distance to the atoms. The upper six
molecules contain only two atom types, the lower six molecules more than two atom types.
therefore the green lines representing Model 1 are mostly covered by the the red lines representing
Model 2. Model 3 performs better than Models 1 and 2 except for CO2 and and formaldehyde.
The Gaussian distribution models are systematically more accurate than the point charge models,
18
FIG. 7. Comparison of the accuracy of point charge Model 1 (green), Model 2 (red) and Model 3 (blue)
to DMA (black) and Mulliken charges (brown). The differences between each model and the MP2/aug-cc-
pVTZ EPS are evaluated for segments of increasing distance to the atoms. The upper six molecules contain
only two atom types, the lower six molecules more than two atom types.
however the gain in accuracy is mostly small and mainly relevant in the short range. Due to this
result, the Gaussian charge distribution models will not be evaluated for intermolecular interac-
tion energies in the next section as the differences between different models are found here to be
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substantially more important than differences between point charges and Gaussian distributions.
Furthermore intermolecular interaction energies are dominated by repulsive interaction potentials
in the short range, so most likely the accuracy of the repulsive energy terms is more important
than the additional accuracy due to the use of Gaussian functions.
C. Evaluation of intermolecular interaction energies
The electrostatic potential evaluations are suitable to assess the general properties of the different
models. For the use of these models in atomistic force fields it is however more important to
evaluate the accuracy of the intermolecular interaction energies. In principle the parameters ob-
tained for the EPS could also be used for the interaction energies, however, in practice it has been
found that it is better to parameterize force fields based on interaction energies and to jointly fit
all parameters to the intermolecular energy.25 Therefore the ζ- and ε-parameters have been fitted
to the intermolecular interaction energies of eight example molecules (Table II), including both,
molecules with only two atom types and molecules with more than two atom types. The accuracy
of the three models compared to ab initio is first illustrated for NH3, CH4 and formaldehyde as
example molecules. The interaction energies and a subset of the dimer geometries are shown in
Figures 8, 9 and 10.
Comparison of the three molecules shows a clearly visible advantage for Model 2 in the case of
NH3 and formaldehyde, whereas for methane Model 3 is the most accurate. The average energy
differences ¯∆E inter between the ab initio interaction energies for all eight molecules are shown
in Table III. For all cases the most accurate model is either Model 2 or Model 3, i.e.one of the
two models containing electron potential sites. This demonstrates the advantage of using electron
potentials despite the fact that a number of generic parameters are used and the number of param-
eters to be fitted is the same as for Model 1. Model 2 seems to perform better for polar molecules,
i.e. for molecules with larger electronegativity differences, whereas Model 3 performs better for
apolar molecules. A comparison of the ζ-parameters obtained from the EPS in Table I to the pa-
rameters obtained from the intermolecular interaction energies in Table II shows that there is no
systematic difference between the two sets of parameters for Models 1 and 2, whereas for Model
3 the parameters obtained from the interaction energies are systematically smaller. This indicates
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FIG. 8. NH3 interaction energies fitted and compared to MP2/aug-cc-pVTZ calculations (black): Model 1
(green squares), Model 2 (red circles), Model 3 (blue triangles). Example conformations are shown with
the corresponding conformation number.
that Model 3 captures a systematic difference between the electrostatic potential of monomers and
dimers, most likely due to polarization. Potentially this result could be interesting for describing
polarization effects systematically. For Model 1 and 2, the differences in the parameters are not
systematic and therefore most likely arising due to a combination of polarization effects and error
compensation.
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FIG. 9. CH4 interaction energies fitted and compared to MP2/aug-cc-pVTZ calculations (black): Model 1
(green squares), Model 2 (red circles), Model 3 (blue triangles). Example conformations are shown with
the corresponding conformation number.
TABLE III. Average energy differences ¯∆E inter between the ab initio interaction energies calculated at the
MP2/aug-cc-pVTZ level of theory and each model in its point charge version.
¯∆E inter kcal/mol
Model 1 Model 2 Model 3
H2O 1.0198 0.9897 1.3504
NH3 1.8860 0.3326 0.8152
CH4 0.0107 0.0320 0.0078
H2S 1.5788 0.6627 0.6166
PH3 0.0141 0.0178 0.0116
CO2 0.3651 0.2853 0.3317
CH5N 0.0047 0.0046 0.0254
OCH2 0.3358 0.1060 0.3631
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FIG. 10. Formaldehyde (OCH2) interaction energies fitted and compared to MP2/aug-cc-pVTZ calculations
(black): Model 1 (green squares), Model 2 (red circles), Model 3 (blue triangles). Example conformations
are shown with the corresponding conformation number.
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IV. DISCUSSION AND CONCLUSIONS
The possibility of constructing valence electron based potentials for the nonbonded interactions
in atomistic force fields has been explored in this paper. Three charge distribution models us-
ing simple potential functions and only one adjustable parameter for the electrostatic potential
of a molecule have been introduced and compared. It was shown that even with this simple
parametrization which uses empirical constants and generic parameter values for the additional
sites, the electrostatic potential is more or equally accurate than with population derived charges
for all three models. For half of the evaluated molecules the EPS is equally or more accurate than
distributed multipole moments for at least one of the models. The comparison of point charge
interaction potentials to spherical Gaussian distributions showed that the accuracy of the electro-
static potential can be further increased by using Gaussian distributions. However, in most cases
the improvement due to Gaussian functions is small and only relevant in the distance range close
to the atoms. Since in this distance range the interactions are dominated by Pauli repulsion it
is more important to assess the overall accuracy of the intermolecular interactions composed of
electrostatics, LJ-potentials and repulsive potentials on the electron potential sites. The evaluation
of the intermolecular interaction energies compared to ab initio revealed a systematic advantage
of having electron potential sites. For the charge distribution models it was found that Model 2
which uses a polar charge distribution scheme is more accurate for molecules with larger elec-
tronegativity differences i.e. polar molecules, whereas Model 3 is more accurate for molecule
with small electronegativity differences.
As all the molecules used for the evaluations here were small, it was possible to use molecular
parameters for fitting the different molecular parameters. In order to generalize this approach to
larger molecules it would most likely be necessary to use fitting parameters for groups of atoms
rather than entire molecules. As the accuracy of the different models seems to depend on the
polarity of the molecules, it would probably be suitable to parametrize larger molecules by parti-
tioning them into functional groups. Overall the methods presented here offers a new concept for
introducing and parametrizing additional interaction sites to improve the accuracy of intermolec-
ular interactions in atomistic force fields. The concept of charge distribution models provides
a pathway to use more accurate potential functions without increasing the parameter space and
therefore the parametrization effort.
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SUPPLEMENTARY MATERIAL
See supplemetary material for the evaluations of the accuracy of the electrostatic potential com-
pared for each model separately.
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