We address the problem of supply chain management for a set of fresh and highly perishable products. Our activity mainly concerns forecasting sales. The study involves 19 retailers (small and medium size stores) and a set of 156 different fresh products. The available data is made of three year sales for each store from 2011 to 2013. The forecasting activity started from a pre-processing analysis to identify seasonality, cycle and trend components, and data filtering to remove noise. Moreover, we performed a statistical analysis to estimate the impact of prices and promotions on sales and customers' behaviour. The filtered data is used as input for a forecasting algorithm which is designed to be interactive for the user. The latter is asked to specify ID store, items, training set and planning horizon, and the algorithm provides sales forecasting. We used ARIMA, ARIMAX and transfer function models in which the value of parameters ranges in predefined intervals. The best setting of these parameters is chosen via a two-step analysis, the first based on well-known indicators of information entropy and parsimony, and the second based on standard statistical indicators. The exogenous components of the forecasting models take the impact of prices into account. Quality and accuracy of forecasting are evaluated and compared on a set of real data and some examples are reported.
INTRODUCTION
Supply chain optimization is one of the most challenging tasks in operation management due to the presence of multiple critical issues and multiple decision makers involved. Inventory management, order planning, scheduling and vehicle routing are among the most studied problems in the logistic field (Jacobs and Chase, 2014) in order to reduce supply chain and transportation costs, and to increase service level, quality and sustainability.
The efficiency and effectiveness of quantitative methods for optimizing a supply chain strictly depend on the quality of available data. It is often assumed that customer demand is available and/or it is deterministic, while in real scenarios this assumption does not hold and future sales are often a missing data. For this reason, sales forecasting represents the first crucial step for such an optimization process and may affect the capacity to design a realistic supply chain model.
In the market of fresh and highly perishable food sales forecasting plays an even more important role since the shelf life of products is very limited and reliable forecasts are fundamental to reduce and manage inefficiencies such as stock out and outdating. In this paper, we address the problem of sales forecasting for a set of fresh and highly perishable products analyzing real data coming from a set of medium and small size retailers operating in Apulia region, Italy. Data was pre-processed to remove noise and identify basic components, such as trends, cycles and seasonality. The pre-processed data was used to design three different forecasting models taking into account the effect of exogenous variables, such as prices, on sales behaviour. The first two models are based on ARIMA multiplicative models (Box et al., 2008) , while the third is a more sophisticated transfer function model (Makridakis et al., 2008) . The three models were identified and estimated by varying parameters in predefined intervals. The best parameter setting was selected based on a statistical analysis and a set of performance indicators. A final step consists in embedding these forecasting models within an algorithmic framework designed to be interactive for the user and operating as a decision support system for supply chain management.
The rest of the paper is organized as follows. In Section 2 we describe the structure and characteristics of our data set, and the adopted pre-processing techniques. In Section 3 we provide theoretical insight on multiplicative ARIMA models and present the first forecasting model. In Section 4 we describe the statistical analysis and performance indicators used for model selection. In Section 5 we describe the second and the third forecasting models designed to take the impact of exogenous variables into account. Finally, in Section 6 we provide some examples, while conclusions are given in Section 7.
DATA DESCRIPTION
The data set used for designing and setting the forecasting models comes from a real fresh food supply chain. The available data is made of three year sales, from 2011 to 2013, for a set of 19 retailers of small and medium size operating in Apulia region in Italy. We selected a subset of 156 fresh products belonging to the category of best sellers for which the available sales were characterized by large and reliable numbers.
Concerning the model implementation, we divided the given data set into two different time sets: a training set and a test set. The training set represents the set of observations used to estimate the forecasting model and its parameters. Once the model has been estimated, we run it taking the test set as input and deriving forecasts on this set. Then, we compare forecasted sales with real sales over the test set. Thus, the test set provides the forecasting horizon.
The training set is used to perform the so-called in-sample analysis, while the test set is used to compare forecast to observed data, assess the efficacy of the forecasting model and perform the so-called outof-sample analysis. Both analyses rely on statistical indicators which are described in the following section.
Pre-processing
Data collected for model estimation needed to be preprocessed for a two-fold reason: identify trends, cycles and seasonality, and remove noise. A seasonality of 7 days was observed, that is typical of food sold on large scale distribution in which customers tend to have well defined cyclical behaviour.
Once the training set is defined, sales are normalized as follows. Let y t be the quantity of product P sold in store V at time t. Then, the corresponding normalized quantity z t is
where µ and σ are the sample mean, respectively, and the standard deviation of time series y t over the training set.
Besides we attempted to filter data using more sophisticated approaches based on independent component analysis (Hyvärinen and Oja, 2001) , that are typically used in signal and image processing. However it did not provide remarkable quality improvements for our data set. The reader is referred to (Najarian and Splinter, 2005) for a detailed description of advanced data processing techniques.
ARIMA MODELS
A time series can be considered as the realization of a stochastic process that is observed sequentially over time. Thus, once a time series of data is collected, it is possible to identify a mathematical model to describe the stochastic process. The study of theoretical properties of the defined model allows to perform a statistical analysis of the time series and forecast future values for the series.
A well known class of mathematical models for time series forecasting is represented by the Autoregressive Integrated Moving Average (ARIMA) models (Box et al., 2008) . ARIMA models are widely used in statistics, econometrics and engineering for several reasons: (i) they are considered as one of the best performing models in terms of forecasting, (ii) they are used as benchmark for more sophisticated models, (iii) they are easily implementable and have high flexibility due to their multiplicative structure.
Let z t be the realization of a stochastic process at time t, that is an observation of time series at time t, and let a t be a random variable with normal distribution, having zero mean and variance equal to σ 2 a . Thus, the random variable a t represents the realization at time t of a white noise process. An ARIMA model with seasonality is defined as follows:
where B is the backward shift operator which is defined by Bz t = z t−1 and
The parameter p defines the order of the autoregressive non-seasonal component AR, q defines the order of the moving average non-seasonal component MA, and the parameter d represents the order of non seasonal integration necessary to obtain a stationary time series. The parameters p, q and d are commonly used for referring to non-seasonal models in a concise way. For more complex models, in which similar pattern at regular time intervals can be observed, it is more realistic to take seasonality under consideration. A data set comprised of food sales on large-scale stores is typically affected by a weekly seasonality, which reflects the customers' habit to buy foods especially in the weekend. The seasonal component is defined by the parameters P, D and Q, where P defines the order of the autoregressive non-seasonal component SAR, Q defines the order of the moving average nonseasonal component SMA, and D is the order of seasonal differences. Finally, s defines the series' seasonality. A seasonal ARIMA model is synthetically described as
The most critical disadvantage of classical ARIMA models with seasonality is that the effect of exogenous variables on data is not taken into account. In the following sections we show how to cope with this issue, and to this end we present two alternative forecasting models. According to (Box et al., 2008) , given a data set, the best forecasting model can be identified according to the following framework:
• model identification,
In the literature the model identification is implemented through either an incremental approach or an exhaustive one. In the first approach the value of the parameters defining the ARIMA model are iteratively incremented and statistical significance tests are performed for halting. The simplest way to implement this approach is to define the parameter d as follows: it starts setting d = 0 and testing the time series stationarity by statistical tests; based on the result of the latter, either d is incremented or the process is halted. For a complete application of the incremental approach see, for instance, (Andrews et al., 2013) . On the contrary, in the exhaustive approach each parameter ranges in predefined intervals; see for instance (Höglund andÖstermark, 1991) . The main advantage of this approach is that a larger set of combinations, i.e., forecasting models, are compared and the resulting model is more accurate. However, the computational effort required may be larger, since for every ARIMA model a set of statistical tests and analyses have to be performed. In the proposed forecasting models, we implemented the incremental approach for parameters p, d, q, P, D and Q and we set seasonality s = 7.
For each tuple (p, d, q) × (P, D, Q) s the maximum likelihood principle is adopted for model parameters' estimation. Finally the diagnostic check of the forecasting model is implemented by means of two kinds of performance indicators, in-sample and outof-sample, that are used to determine the best model.
In the following section we analyze the diagnostic check phase in more detail and provide a complete description of the performance indicators used within our forecasting models.
PERFORMANCE INDICATORS
In this section we describe a set of statistical indicators used to assess the forecasting quality of the models. These indicators can be divided into two groups, in-sample and out-of-sample indicators, according to the set of data used for computing them. For the sake of clearness, we describe the latter separately as their meaning, as well as their use, is different within the proposed forecasting models.
In-sample Indicators
This subset includes indicators that are computed on the training set as defined in Section 2. These are mostly used as lack of fit measures, based on the information entropy and parsimony of models. Thus, in-sample analysis has the objective to measure the matching between real data and simulated data obtained by the mathematical model under analysis. We computed two different indicators: the LjiungBox test and the Hannan-Quinn Information Criterion (HQC) (Box et al., 2008) , (Burnham and Anderson, 2002) . The Ljiung-Box test is a a portmanteau test in which the null hypothesis is that the first m autocorrelations of the residuals r h are zero, i.e. they are like a white process noise. The statistical test applied in this study is
which follows a χ 2 (m − K) distribution with m − K degrees of freedom, where K is the number of parameters estimated within the model and n is the number of observations in the test set. The Hannan-Quinn Information Criterion (HQC) is a well known criterion used to quantify the entropy of the information and the information lost in the fitting process. Under the assumption that the residuals are independent and identically distributed, 
Out-of-sample Indicators
The out-of-sample indicators are well known statistical indicators for quality and accuracy of forecasting and they are computed on the test set. This implies that they are used to compare forecast data and real data within the test set and allow to make a quantitative comparison among different models in terms of quality of forecast. The first group of indicators includes absolute measures: they are scale dependent and for this reason can only be used when different indicators are computed on the same data set, but can not be used to compare the behaviour of a forecasting model on different data sets. Let us define f t as the forecast of quantity of product P sold in store V at time t and with test set {1, . . . , n}. We compute the following indicators:
The second set of indicators is comprised of relative measures that are not scale dependent. On the one hand, it is possible to compare the same model on different scale data sets, but on the other hand these measures are not defined for time t in which z t = 0. Thus, it is preferable not to use them with either missing data or data too close to zero. We computed the following indicators:
• Mean Absolute Percentage Error (MAPE):
• Maximum Absolute Percentage Error (MaxAPE): max t=1,...,n
, where µ is the average value of z t over the test set. There are many works in the literature concerning with statistical indicators. The reader is referred to (Makridakis et al., 2008) , (Makridakis and Hibon, 2000) and (Armstrong, 2001 ) for a complete overview. Among non-dominated models with respect to in-sample indicators, we selected the model with minimum MAE concluding the diagnostic check and, hence, the model selection. Alternative (possibly multi-objective) criteria could be chosen; however, our choice for the MAE was based on experts' opinion, as retailers are mostly interested in minimizing the absolute deviation from actual sales.
EXOGENOUS VARIABLES
The main drawback of classical ARIMA models is the lack of information about the impact of exogenous variables on the time series. In many cases it may be more realistic to take the impact of external phenomena into account. In the case study under investigation, it is easy to understand that sales of fresh goods are highly influenced by prices and the impact of the latter on the forecasting process should be considered. In the literature several approaches can be found to make forecasting more robust and reliable including the effect of exogenous variables, in particular of prices. To this end, we designed two more sophisticated forecasting models: the first is a generalization of the classical ARIMA model, while the second follows a slightly different approach based on transfer function theory. Both models are flexible and can be used with any kind of exogenous variable.
ARIMAX Models
ARIMA model with exogenous variables, also referred to as ARIMAX, can be defined as follows:
where x t is the vector of exogenous variables and β is the vector of regression coefficients. The latter has to be estimated and its initial value is set equal to the canonical correlation between z t (series of sales) and x t (series of prices). According to (Makridakis et al., 2008) , the definition of β as regression coefficient is not properly correct. Indeed, the ARIMAX can be restated as
which clearly points out that the relationship between z t and x t is not linear. The authors propose a slight modification of the previous ARIMAX model, that is a regression model with ARIMA error in which there is an explicit linear relation between z t and x t plus an error component that is described by an ARIMA model. More formally
where n t is the error vector described by an ARIMA model. (Makridakis et al., 2008) showed that the forecast quality of a regression model with ARIMA error (13) is almost comparable with the quality of an ARIMAX model (11) and the difference between the two models is not remarkable. Therefore, we implemented an ARIMAX forecast model as it is more similar to classical ARIMA model and we believe that a comparison between ARIMA and ARIMAX models is more meaningful.
The general framework used to select the best ARIMAX model reproduces the one described above, and it is based on the same three phases of model identification, model estimation and diagnostic check (see Section 3).
Transfer Function Models
The third forecasting model we developed is based on the assumption that the relation between time series and exogenous variables can be modeled by a transfer function (to be estimated) plus an error vector described by an ARIMA model. More formally,
where the transfer function is defined by s poles, r zeros and a delay b, with
and the vector of errors n t is described by the following ARIMA model
Unlike the previous two models, in this third one additional parameters have to be estimated, namely parameters s, r and b. The exhaustive approach previously described for model identification is performed, thus parameters s, r range in predefined intervals, while parameter b is estimated according to the maximum likelihood principle. In order to perform an insample analysis and choose the best value of unknown parameters, for each pair (s, r) the simulated time seriesẑ t is defined asẑ
The original time series z t is compared toẑ t and the following goodness of fit measure F is computed
where µ is the average value of z t over the training set. The pair (s, r) providing the best fitting F is selected and the error vector is computed as n t = z t −ẑ t . The algorithmic approach used to define the best ARIMA model for n t is the same described in the previous section. Therefore, a transfer function model will be described by a tuple (p, d, q) × (P, D, Q) s × (s, r, b), whose values will be identified as discussed so far.
EXAMPLES
In this section we compare the three forecasting models previously described, testing them on a set of real sales data. All forecasting models are implemented in Matlab. The out-of-sample indicators are used to assess the quality of the forecast provided. Note that, in our implementation, the user is required to specify store and item, retrieved by a database, along with the time intervals defining training set and test set, and what kind of exogenous variables has to be accounted for.
The first example refers to a common fresh item, 1 liter of milk, considering a training set of 90 days and a test set of 7 days. Recall that the test set also represents the forecasting horizon. In Figures 1, 2 and 3 observed data are depicted with a grey line, forecasts with a black line and the red dashed lines represent the 95% confidence interval for the forecast. ARIMA and ARIMAX models provide similar forecasts, while those based on the transfer function model deviate more from the actual sales, especially over the first half of the forecasting horizon. Table 1 compares the performance of the three forecasting models, the bold values denoting the best value among the three.
The analysis based on out-of-sample indicators confirms that ARIMA and ARIMAX models have a quite similar performance, even though the ARIMA model seems to be the best performing model according to the adopted statistical indicators. Notice that, for the ARIMA model, a MAPE of 13.48% corresponds to a MAE of 2.31: this means that, on average, we observe a forecast error of approximately 2 liters of milk w.r.t. observed sales, with a worst case of less than 4 liters (MaxAE = 3.94). The transfer function model does not perform very well and the difference is remarkable, especially for the MaxAPE.
In the second example we computed the forecast for another very common fresh product, 250 grams of mozzarella cheese, on the same training set of 90 days and test set of 7 days. Comparison plots are reported in Figures 4, 5 and 6 while Table 2 shows results for the statistical indicators we computed.
In this case the transfer function model is the best performing while the forecast quality of ARIMA and ARIMAX models is almost the same, as already emerged from the corresponding figures. Again we notice that a MAPE of 31.92%, which might suggest a relatively inaccurate model, corresponds instead to less than 3 units of products (MAE = 2.59). Finally, the third example considers 200 grams of salmon. Plots are showed in Figures 7, 8 and 9 , while the out-of-sample analysis is reported in Table 3 .
ARIMA ARIMAX TR FUN
The transfer function model seems to be the best model in terms of RMSE, MAE, MaxAE and R 2 , even though the ARIMAX model performs slightly better as far as MAPE and MaxAPE are concerned. However, it is worth noting that, for the ARIMAX model, smaller percentage errors (in terms of both MAPE and MaxAPE) still implies higher absolute errors (in Table 2 : Out-of-sample analysis for mozzarella cheese. terms of MAE and MaxAE). Instead, the opposite occurs for the transfer function model, which suggests that a single performance indicator may not suffice to identify the best forecasting model. Nevertheless, in this case, the ARIMA model is clearly outperformed by the other two forecasting models. Summing up these examples, it is evident that there is no forecasting model clearly outperforming the others, but the performance strictly depends on the data set. ARIMAX models either dominate ARIMA ones or they provide almost comparable results, while the transfer function appears the most flexible model, as it can be easily adapted to cope with different exogenous variables. By an overall analysis, the trans- fer function model seems to be the model to prefer in terms of forecasting accuracy and potentiality. We now compare our forecasted sales with forecasts currently estimated by the management, based on sales observed in the previous week. Computing out-of-sample indicators for management's forecasted data for the selected sample products, we notice that adopting rigorous forecasting methods usually pays off in terms of forecast accuracy. In fact, all the three proposed forecasting models clearly dominate the actual forecasting system, for both milk and mozzarella cheese. More specifically, the actual management forecasting not only shows the worst MAE (MAE milk = 4.14, MAE mozzarella = 5.57), but also performs worse than the proposed models over all the selected out-of-sample indicators. As for salmon, we recall that the transfer function model and the ARI-MAX model showed non-dominated performance indicators; the management forecasts (MAE salmon = 4.57) appear worse than those provided by the aforementioned models.
The final aim of this research is to design a decision support system in which the proposed forecasting models are embedded. In fact, this forecasting tool will be the basis for an order planning system. Once real sales data becomes available, it is possible to compare forecasted and real data, assess the quality of forecasting and then either keep the current model or estimate new model parameters. Then, based on forecasted sales, management takes decisions on the quantity to order for each item, and the corresponding frequency. A detailed description of the decision support system goes beyond the scope of this paper.
As a preliminary investigation, we depict potential implications of adopting our forecasting models on the order policy, comparing the effects with those related to the actual management. For instance, we consider the case of mozzarella cheese, whose shelf life is 18 days and minimum order quantity is of one unit. We assume to place a single order at the beginning of the planning horizon, aiming at covering all the week demand. Sales in the previous week were 67 units; thus, the actual policy would suggest to order the same quantity. Instead, our best forecasting model predicts sales for 49 units, which determines the order quantity. The real sales are 48 units; therefore, our order proposal would imply a stock reduction of 18 units.
CONCLUSIONS
In this paper we described three different forecasting models and compared their performances on a real data set comprised of three year sales for fresh and highly perishable foods. Due to the short shelf life of products, accurate sales forecasting is a crucial issue for supply chain management and optimization.
We developed an ARIMA model and two more complex models, an ARIMAX model and a transfer function model, in order to include the effect of exogenous variables, such as prices, and obtain more realistic and reliable forecasts. All the models were selected according to a standard algorithmic framework comprised of three phases: model identification, model estimation and diagnostic check. We made use of classical statistical indicators to select the best forecasting model. We reported some examples to compare the forecasting quality of the three models. Our preliminary results show that it is not possible to identify a model that is clearly the best performing one, since the forecasting quality strictly depends on the data set. Nevertheless, the transfer function model seems to be the most flexible and reliable one. Besides, this model definitely dominates the actual management forecasting system: this result further supports the usefulness of adopting rigorous forecasting methods, rather than relying on management experience, which might leave specific hidden trends unnoticed. Additional benefits are related to order policy implications, as more accurate forecasts enable to reduce potential stock-outs and, even more important for fresh products, outdating.
Future research may develop along two paths: on the one side, it may focus on using more sophisticated tools for model selection, improving forecast accuracy by means of non scale-dependent indicators and considering the impact of other exogenous variables, e.g. promotion and festivities. On the other side, it may address the development of an automatic order planning system, precisely aiming at managing stockout and outdating reduction.
