Introduction:
In the modeling of data, analysts develop relationships based upon the observed values of a set of predictor variables in order to determine the expected value of the response variable of interest, a technique known as regression. A very common form of regression analysis is linear regression, which examines the effect of a unit change in a predictor variable on the response variable. However, there are many cases, whether it is due to patterns in the data or the design of the data itself, where a linear analysis is inappropriate. One particular case where the linear analysis does not provide an adequate fit occurs when the response variable is binary, meaning it has only two possible values. For this scenario, a related technique known as logistic regression is used to model the data. The logistic model provides a curvilinear fit with asymptotes at both zero and one, the two possible values for the response variable.
1 Figure 1 displays a graph of a logistic model fit to a typical binary data set, visually displaying these characteristics. 1 Neter, John, William Wasserman, Christopher J. Nachtsheim, and Michael H. Kutner, Applied Linear Regression Models, 3 rd ed. (Chicago: McGraw-Hill, 1996) p. 570. The logistic regression technique is widely used in any area in which the response variable tends to take on the binary form. For example, in health research it is common for the response variable to have the form "yes or no" or "responded to medication versus did not respond to medication", situations in which logistic regression would be employed. Not only will this paper serve as an introduction to regression in the logistic setting, but it will also step through the processes of parameter estimation and interpretation, the building of a logistic regression model, and the analysis of fit. Throughout the paper, an ongoing analysis of a data set by means of both hand calculations as well as the interpretation of SAS output will provide the opportunity to work through all of the topics discussed. The data set, a subset of variables and observations taken from a larger study done at the University of Massachusetts Aids Research Unit in order to examine drug use in association with HIV, was found in Hosmer and Lemeshow's Applied Logistic Regression (2000) . The variables in the data set are as follows: In the simple setting with only one predictor variable, the logistic regression model will take on the following general form: 
The variance of the error terms can be determined in a similar manner: Having defined and described the logistic regression function, the next task involves estimating the parameters 0 β and 1 β for the model when fitting it to an actual data set. By the very nature of the probability function described above, the estimation process can be simplified by forming a linear equation involving these two parameters. With ) ( i x π denoting the probability that Y i = 1, the odds of Y occurring can be defined as the probability that Y i = 1 divided by the probability that Y i ≠ 1, or Y i = 0. In other words,
The odds are important for a binary data set because they offer a ratio for the chances of an event occurring as opposed to an event not occurring. For example, if the probability of the sun coming out on a given day is two-thirds, meaning that the probability of not seeing the sun on a given day is one-third, then the odds of a sunny day are ) 3 / 1 ( ) 3 / 2 ( , or a two to one ratio. This implies that a sunny day is twice as likely as a cloudy day. Because the equation for the odds results in a difficult function to fit, ) (x h can be defined as the natural log of the odds, also known as the logit function: Since the Y i 's have a Bernoulli distribution, the probability density function can be defined as
Because the Y i 's are independent, the likelihood function can be defined as follows:
In order to maximize this function, the derivative must be taken with respect to each of the parameters. Then, the resulting equations would be set equal to zero and solved simultaneously.
This process can be simplified by performing the same analysis on the natural log of the likelihood function, being that maximizing the natural log of the function would result in the same value as maximizing the likelihood function itself. Obtaining the log-likelihood function: Because the likelihood equations are not linear, solving these equations simultaneously requires an iterative procedure that is normally left to a software package. Let us consider the data set on drug use. Suppose a simple model is desired using only one predictor variable, t, where t represents the type of treatment administered. We will designate the response variable Y as an indicator for whether or not the subject remained drug free for twelve months. The basic logistic model is: The accompanying logit function is:
Using SAS to obtain the appropriate parameter estimates, the following output is produced: This value for the drug data is seen in Display 1, with a point estimate for the odds ratio of 1.548. This indicates that by changing the treatment period from short to long, the probability of a subject remaining drug free for a twelve-month period after the treatment increases by 54.8%.
Despite having fit the model and interpreted the coefficients, this information is useless unless the predictor variable is significant to the model. One method for determining whether or not the coefficient is significant is through the likelihood ratio test. Assuming that we have n observations on each variable, the deviance of the model, D, will be defined as follows:
The saturated model represents the model containing n parameters, such that the model perfectly predicts the observed data set. In other words, the predicted values for this model are equal to the observed values in the data set. The deviance provides a means of comparing the likelihood of the model that has been fit, or the probability of obtaining the observed data set given the current model, to that of the saturated model.
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By manipulating the above definition, we find:
Recall that the general model is of the form . ) (
. However, the saturated model generates the complete data set such that i y serves as the estimator for
. Also recalling the derivation of the likelihood function, we know that:
This equation can be substituted into the formula for the deviance and then manipulated in order to get the following working equation:
Essentially, the deviance takes the likelihood of the current model where an element of error is present and subtracts the likelihood of the saturated model in which there is no error term present, and then sums over this difference. Thus, the deviance in the logistic setting serves the same purpose as the residual sums of squares in the linear setting.
In order to determine whether or not the parameter is significant to the model, the deviance of the model containing the parameter must be compared with the deviance of the model without the parameter. Therefore, the test statistic, G, is: For the likelihood function for the model without the single predictor variable, the probability that Y i = 0 will be equal to the average number of zeros in the sample, while the probability that Y i = 1 will be equal to the average number of ones in the sample. Therefore, 
Given that likelihood function, we can determine the appropriate equation for the test statistic G: G follows the chi-squared distribution with one degree of freedom. In checking the significance of the coefficient, the following null and alternative hypotheses are to be tested:
For this test, the decision rule requires that if SAS reports the test statistic and the corresponding p-value, where the p-value is equal to the probability of observing a test statistic at least as extreme as the observed value assuming that the null hypothesis is true.
For this likelihood ratio test, the p-value = P(G ≥ the observed G-value), where G ~ )
Because the α-level represents the probability of rejecting the null hypothesis when the null hypothesis is true, as long as the p-value is less than the chosen α-level, the null hypothesis can be safely rejected. For all of the future tests in this paper, we will use an α-level of 0.05.
For the drug data set, G can be calculated from the SAS output in two manners. First, knowing the formula for G, we see that: The only time that the model will differ from this general formula is if one of the predictor variables is a discrete, categorical variable with more than two levels. If one or more of these is present and if the number of variable categories is equal to k, then k-1 design variables must be created.
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These design variables are just binary variables meant to serve as an indicator for one of the levels of the associated variable. Using our drug data variable IV as an example, this variable would have to be recoded because it is a discrete variable with three levels: recent, previous, or no history of IV drug use. Because IV currently has three discrete levels, two indicator variables would have to be created and substituted into the model. These two new variables might be IV1 and IV2, where
, and
We would only be required to include two indicator variables because the third value of the predictor variable is implicitly included in the model. In this case, when IV1 = 1 (which means that IV2 = 0), this indicates that the subject has no history of drug use. Likewise, when IV2 = 1 (which means that now IV1 = 0), this means that the subject has a history of previous drug use.
However, if both of these indicator variables equal zero, this would imply that the subject has a history of neither no drug use nor previous drug use. Instead, this would indicate that the subject has a history of recent drug use.
The parameters in the multiple setting are once again determined through maximum In the same manner as before, the equations resulting from taking the derivative of the loglikelihood equation with respect to each of the parameters and then setting each derivative equal to zero would be solved simultaneously in order to obtain the estimates. Because this procedure is even more computationally intensive with multiple parameters, the estimation once again is left to computer software.
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Examining multiple logistic regression by means of the drug use data set, we can develop a model including three chosen predictor variables: age, race, and treatment. The model will take the form: Using these values, the estimated logit equation is: e , represents the percentage increase or decrease in the probability that a drug user remains drug free 12 months after the conclusion of the treatment program due to a one-unit change in the variable x i , holding all else constant. That percentage change in probability is equal to the odds ratio estimate minus one. According to the point estimates for the odds ratios given in the output above, the likelihood of a subject remaining drug free upon the conclusion of treatment increases by 2.0% for each additional year in age. Also, the odds that a non-white person remains drug free are 52.7% greater than the odds of a white person remaining drug free.
Finally, a person receiving a long treatment as opposed to a short treatment would be about 1.5 times more likely to remain drug free as well.
Again, before drawing any conclusions from the estimated logistic regression model, the complete model as well as the individual coefficients should be tested for significance. First, using the deviance previously described, the significance of the model can be tested. The hypotheses of interest are: Notice that the values in the "intercept only" column are identical to those values in Display 2.
Because this column is independent of the number or type of predictor variables put into the model, this column will remain the same for whatever set of predictor variables are included.
The computed G-statistic is echoed in Display 6 below, another portion of the SAS output that includes the likelihood ratio test: Knowing that the entire model is significant does not guarantee the significance of all of the parameters included in the model. Therefore, the parameters should be tested individually or in small groups using either the likelihood-ratio test or the Wald test, already described, in order to check for their significance. In using the likelihood ratio to test the significance of a group of variables, the G statistic would be obtained by comparing the deviance of the full model, or that containing all of the parameters, to the deviance of the reduced model, or that with the parameters in question having been eliminated. The resulting test statistic would then be compared with the chi-square critical value based upon degrees of freedom equaling the number of parameters being tested. The same decision rules already described would be used. For example, in the three variable model fit above, the significance of the individual parameters can be tested using the Wald p-values given in the SAS output from Display 4. Only one parameter age with a p-value of 0.2057 appears to be insignificant at the α = 0.05 level. Knowing this information, age could be eliminated from the set of predictor variables and the model could be refitted. In testing the significance of a discrete categorical variable divided into various sublevels, a clear decision can be made only when the same test result occurs for all levels of the variable. Otherwise, a large element of uncertainty accompanies any conclusion.
18
Building the Regression Model: There are two main statistical methods that are often employed in determining which variables to include in a model, the stepwise regression method and the best subset method.
However, in addition to the statistical development of the model, it is important to have a substantial amount of knowledge about the topic being studied. In some instances, a variable that might be considered very important in terms of practicality would be eliminated statistically and would have to be forced into the model. Therefore while these procedures provide a good tool for the development of a working model, it is a good idea to consider the entry of all possible variables based upon a working knowledge of the data. Display 7:
Step 1--The intercept is entered. Another popular procedure for fitting these logistic models is the best subset procedure.
There are several different criterion used to determine "best" for these computations. SAS uses the Score chi-square statistic, which was discussed in a previous section. In general, whichever model has the highest Score statistic is considered the best model. However, because a degree of freedom is lost for every additional variable added to a model, the best model would not only have a relatively high Score chi-square statistic, but also a small number of predictor variables.
Calling up the best subsets procedure in SAS, the two best models for every level of q is shown in the following output, with q representing the number of predictor variables: Therefore this model, which is the same model selected by our stepwise method, would be a good choice for the best subset of predictor variables. In this case, the model decision based upon the best subset method is equivalent to the model decision in the stepwise procedure, but it should be noted that these procedures will not always produce the same results.
Adequacy of the Model:
By means of both methods, the strongest model with which to fit the data is the following logit model:
After fitting this model, a few diagnostic measures can be used to look at the fit of the model.
The estimated model is as follows: By looking at the odds ratio estimates in Display 15, we see that an additional year in age increases the probability of remaining drug free by 5.4%. Recent IV drug use decreases that probability by 55.3% while previous IV drug use decreases that probability by 46.4%. We also can note that for every additional prior drug treatment to which the subject was exposed, the probability of remaining drug free falls by 6.2%. Finally, undergoing the long treatment process as opposed to the short treatment process increases the chances of remaining drug free by 57%.
A graphic image of this fit is depicted below: Ryan, With Ĉ = 3.03 and a p-value of 0.9325, the null hypothesis will not be rejected, resulting in the conclusion that, according to the Hosmer and Lemeshow Goodness-of-Fit test, the model does in fact provide a good fit to the data.
A similar goodness-of-fit test can be performed on the same set of hypotheses as above, where in this case the test would be based upon the model deviances. The test statistic here would be the deviance of the model that has been fit, as defined above, or Because the calculated deviance is less than the chi-squared critical value, once again the null hypothesis will not be rejected, further supporting the adequacy of the fit of this model to the data.
Conclusion
In the modeling of a binary response variable, the logistic regression technique serves as a key element to any analysis. By the very nature of the response variable, the results of the fitted model can easily be interpreted in terms of the probability that the event of interest occurs.
The model fitting procedure of maximum likelihood estimation is fairly computationally intensive, but with so many statistical programs available, the results can be easily computed.
This technique is very important for statistical analyses, particularly in areas such as health science where until the development of logistic regression, there was no way of accurately fitting a model to the data. With the current focus in medicine lying toward finding treatments and even cures for many of the health issues plaguing our society, such as cancer, AIDS, and even the common cold, logistic regression will serve as a good tool for determining whether or not these proposed treatments are effective. The growing desire of the general human population to gain more knowledge in medicinal and psychological areas, as well as many other areas, will cause the continued use of this regression technique.
