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a b s t r a c t
A Total FETI (TFETI) based domain decomposition algorithm with preconditioning by a
natural coarse grid of rigid body motions is adapted to the solution of two-dimensional
multibody contact problems of elasticity with the Coulomb friction and proved to be
scalable for the Tresca friction. The algorithm finds an approximate solution at the
cost asymptotically proportional to the number of variables provided the ratio of the
decomposition parameter and the discretization parameter is bounded. The analysis
is based on the classical results by Farhat, Mandel, and Roux on scalability of FETI
with a natural coarse grid for linear problems and on our development of optimal
quadratic programming algorithms for bound and equality constrained problems. The
algorithmpreserves parallel scalability of the classical FETImethod. Both theoretical results
and numerical experiments indicate a high efficiency of our algorithm. In addition, its
performance is illustrated on analysis of the yielding clamp connection with the Coulomb
friction.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The description of the conditions of equilibrium of a system of elastic bodies in mutual contact includes the inequalities
which make the solution of the corresponding contact problem strongly nonlinear even for frictionless problems. The
problem is even more difficult when a friction is considered, so that it is natural to assume that the solution of contact
problems with friction is more costly than the solution of related linear problems with the classical boundary conditions. In
particular, since the cost of the solution of any problem increases at least linearly with the number of the unknowns, even if
we should only copy the results, it follows that the development of a scalable algorithm for contact problemswith friction is
a challenging task which requires identifying the contact interface in a sense for free. Moreover, when the system includes
‘‘floating’’ bodies whose Dirichlet boundary conditions admit rigid bodymotion, then it is necessary to overcome additional
difficulties with singular stiffness matrices.
In spite of this, a number of interesting results have been obtained by modifications of the methods that were known to
be scalable for linear problems, in particular multigrid and domain decomposition. The experimental evidence of numerical
scalability of the monotonic multigrid for elliptic variational inequality was observed, e.g., in [1–5]. In spite of these nice
results, the necessity to keep the coarse grid away from the contact interface (see also Iontcheva and Vassilewski [6])
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prevented the authors to prove the optimality results similar to the classical results for linear problems. However, such
resultwas obtained by Schöberl [7,8]whohas developed an approximate variant of the projectionmethod [9] using a domain
decomposition preconditioner and a linear multigrid solver on the interior nodes.
Here we are interested in an algorithm that is based on the FETI method introduced in [10] for parallel solution of
linear problems. Using this approach, a body is partitioned into non-overlapping subdomains, an elliptic problem with
Neumann boundary conditions is defined for each subdomain, and intersubdomain field continuity is enforced via Lagrange
multipliers. They are evaluated by solving a relatively well conditioned dual problem of small size using a suitable variant
of the conjugate gradient algorithm. The first practical implementations exploited only the favorable distribution of the
spectrum of the matrix of the smaller problem [11], known also as the dual Schur complement matrix, but such algorithm
was efficient only with a small number of subdomains. Later, Farhat, Mandel, and Roux introduced a ‘‘natural coarse
problem’’ whose solution was implemented by auxiliary projectors so that the resulting algorithm became in a sense
optimal [12,13].
It has been soon observed that duality based domain decomposition methods may also be successful for the solution
of variational inequalities that describe equilibrium of a system of elastic bodies in unilateral contact without friction.
The first observation was that duality not only reduces the dimension and improves conditioning of the original problem,
but also reduces all the inequalities to the bounds on variables [14] so that the dual problem may be solved much more
efficiently than the primal problem [15]. Even more important, since the preconditioning by the ‘‘natural coarse grid’’ uses
a projector to the subspace with the solution, its application to the solution of variational inequalities [16] does not turn the
bound constraints into general bounds and can be interpreted as a variant of the multigrid method with the coarse grid on
the interface. This unique feature, as compared with the standard multigrid preconditioning, reduces the development of
scalable algorithms for the solution of variational inequalities to the solution of bound and equality constrained quadratic
programming problems with the rate of convergence in terms of bounds on the spectrum. The efficiency of the FETI
based algorithms for frictionless contact problems was demonstrated by the results of numerical experiments presented
in [16–18]. Combining the classical results in [12] with our results on quadratic programming [19–21], these results were
recently supported by the theory [22].
As far as the problemswith friction are concerned, the situation is different for 2D and3D. The reason is that in the 3D case,
there are two independent tangential directions, so that the dual problem has typically separable quadratic constraints [23],
while in the 2D case, the dual problem reduces to box and equality constraints [24,25]. The point of this paper is to show
optimality results for 2D multibody contact problems of elasticity with Tresca (given) friction using our TFETI (Total FETI)
variant [26] of the FETI method which enforces the prescribed displacements by Lagrange multipliers, postponing the 3D
case to the future research. For linear problems, the method was considered earlier in [27,28]. See also the thesis in [29]. Let
us recall that the Tresca friction is a simple friction law which violates some natural physical principles, but it can be used
to define a mapping whose fixed point is a solution to the problem with the Coulomb friction [30].
The paper is organized as follows. After introducing a model problem, we briefly review the TFETI methodology that
transforms the variational inequality describing the equilibrium of a system of elastic bodies in contact with given friction
into a box and equality constrained dual problemwhose conditioning is further improved by using the projectors defined by
the natural coarse grid. Thenwe review our algorithm for the solution of the resulting quadratic programming problemwith
box and equality constraints and recall the results that are relevant for the proof of numerical scalability of our algorithm,
including the error bound in terms of bounds on the spectrum. Finally, we present the main results on numerical scalability
of our method and give results of numerical experiments which show that the numerical scalability can be observed in
practice. We complete our numerical experiments by analysis of the yielding clamp connection with the Coulomb friction.
2. Contact problem with given friction
Let us consider a system of s homogeneous isotropic elastic bodies, each of which occupies, in a reference configuration,
a domainΩp ⊂ R2 for p = 1, . . . , s, with the sufficiently smooth boundary Γ p as in Fig. 1. Suppose that each Γ p consists of
three disjoint partsΓ pU ,Γ
p
F , andΓ
p
C ,Γ
p = Γ pU∪Γ pF∪Γ pC , and that the displacementsUp : Γ pU → R2 and forces Fp : Γ pF → R2
are given. The part Γ pC denotes the part of Γ
p that may get into contact with some other body. In particular, we shall denote
by Γ pqC the part of Γ
p that can be, in the solution, in contact with the bodyΩq. The mechanical properties ofΩp are defined
by the Young modulus Ep and the Poisson ratio νp.
To enhance the contact with a rigid obstacle, we admit the bodies with a priori defined zero displacements. In this case,
only the contact boundary of such bodies is relevant in our considerations. See Fig. 2.
To describe the linearized non-interpenetration conditions, let us define for each p < q a one-to-one continuousmapping
Opq : Γ pqC → Γ qpC that assigns to each x ∈ Γ pqC some point of Γ qpC that is near to x, as in Fig. 3. The linearized non-
interpenetration condition at x ∈ Γ pqC then reads
(up (x)− uq(Opq(x)))Tnp(x) ≤ (Opq(x)− x)Tnp(x), x ∈ Γ pqC , p < q, (1)
where np(x) is the outer unit normal toΩp at x. See also [31,32].
Let cpijk` : Ωp → R2, gp : Ωp → R2, andF : ΓC → R+ denote the entries of the elasticity tensor, a vector of body forces,
and a coefficient of friction on ΓC , respectively. For any sufficiently smooth displacement u : Ω1×· · ·×Ω s → R2, the total
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Fig. 1. Two-body contact problem.
Fig. 2. Contact of a body with a rigid obstacle.
Fig. 3. Linearized non-interpenetration.
potential energy is defined by
J(u) = a(u,u)− b(u)+ j(u), (2)
where the bilinear form
a(u, v) =
s∑
p=1
1
2
∫
Ωp
cpijk`e
p
ij(u
p)epk`(v
p)dΩ, epk`(u
p) = 1
2
(
∂upk
∂xp`
+ ∂u
p
`
∂xpk
)
, (3)
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Fig. 4. TFETI domain decomposition with subdomain renumbering.
represents the inner energy of the bodies, the linear form
b(u) =
s∑
p=1
∫
Ωp
(gp)TupdΩ +
∫
Γ
p
F
(Fp)TupdΓ (4)
represents the work of applied volume forces and traction, and the sublinear functional j corresponds to the work of friction
forces
j(u) =
s∑
p=1
∫
Γ
p
C
Ψ p|upt |dΓ , (5)
with upt being the projection of the displacement up to the tangential direction to the critical direction np. We assume that
the normal contact stress Tn ∈ L∞(ΓC ), Tn ≥ 0, is known a priori so that one can evaluate the slip boundΨ onΓC =⋃sp=1 Γ pC
by Ψ = F Tn and Ψ p = Ψ |Γ pC in (5).
We suppose that the elasticity tensor satisfies natural physical restrictions so that
ap(up, vp) = ap(vp,up) and ap(up,up) ≥ 0. (6)
Now let us introduce the product Sobolev space
V = H1(Ω1)2 × · · · × H1(Ω s)2, (7)
and letK = KE⋂K I denote the set of all kinematically admissible displacements, where
KE = {v ∈ V: vp = Up on Γ pU , vp = v|Ωp}
and
K I = {v ∈ V: (vp (x)− vq(Opq(x)))Tnp(x) ≤ (Opq(x)− x)Tnp(x), x ∈ Γ pqC , p < q} .
The displacement u ∈ K of the system of bodies in equilibrium solves the problem
minimize J(v) subject to v ∈ K. (8)
Conditions that guarantee the existence and uniqueness may be found, for example, in [33,31]. Here we assume that a
solution is unique, but admit ‘‘floating’’ bodies which do not have prescribed sufficient Dirichlet data to prevent their rigid
bodymotion. More general boundary conditions, such as prescribed normal displacements and zero forces in the tangential
direction, may be considered without any conceptual difficulties.
3. TFETI domain decomposition
To apply the TFETI domain decomposition, we tear each body from the part of the boundary with the Dirichlet boundary
condition, decompose each body into subdomains, assign each subdomain a unique number, and introduce new ‘‘gluing’’
conditions on the artificial intersubdomain boundaries and on the boundaries with imposed Dirichlet condition. For the
artificial intersubdomain boundaries, we introduce notation in analogy to the notation of the contact boundary, so that Γ pqG
denotes the part of Γ p that is glued toΩq and Γ pG denotes the part of Γ
p that is glued to the other subdomains. Obviously
Γ
pq
G = Γ qpG . An auxiliary decomposition of the problem of Fig. 2 with renumbered subdomains and artificial intersubdomain
boundaries is in Fig. 4. The gluing conditions require continuity of the displacements and of their normal derivatives across
the intersubdomain boundaries. Let us note that by s we will still mean the number of all bodies, i.e., at this moment s is
equal to the number of all subdomains after decomposition.
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In the following, we use the symbols T ,N , and E to distinguish the parts corresponding to the friction term j, non-
interpenetration conditions, and equality constraints, respectively. The finite element discretization of (8) with a suitable
numbering of nodes results in the quadratic programming (QP) problem
min
1
2
uTKu− fTu+
mT∑
k=1
Ψk|(BT u)k|
s.t. BN u ≤ cN and BEu = cE ,
(9)
where K = diag(K1, . . . ,Ks) ∈ Rn×n denotes a symmetric positive semidefinite block-diagonal matrix, BT ∈ RmT ×n, BN ∈
RmN×n, BE ∈ RmE×n denote full rank matrices, f ∈ Rn, cN ∈ RmN , and cE ∈ RmE . Typically mT ,mN , and mE are much
smaller than n.
The diagonal blocks Kp that correspond to the subdomains Ωp are positive semidefinite sparse matrices with known
kernels, the rigid body modes. The blocks can be effectively decomposed using LU-SVD factorization [34,35]. The vector f
describes the nodal forces arising from the volume forces and/or some other imposed traction.
The summation term in the minimized functional is obtained by numerical quadrature of friction term (5), where BT
defines the projections of the displacements of the nodes on ΓC to the tangential direction and Ψk are the nodal values of
the slip bound. We denote Ψ = (Ψk).
The matrix BN and the vector cN describe the linearized non-interpenetration conditions. The rows bi of BN are formed
by zeros and appropriately placed multiples of coordinates of the outer unit normals, so that the change of the normal
distance due to the displacement u is given by biu, and the entry ci of cN describes the gap between the i-th couple of
corresponding nodes on the contact interface in the reference configuration.
The matrix BE with the rows bi and the vector cE with the entries ci enforce the prescribed displacements on the part of
the boundary with imposed Dirichlet condition and the continuity of the displacements across the auxiliary interfaces. The
continuity requires that biu = ci = 0, where bi are vectors of the order nwith zero entries except 1 and−1 at appropriate
positions.
Let us point out that the problem (9) is non-differentiable due to the absolute value appearing in the summation term.
Moreover, its formulation is not suitable for numerical solution because K is typically ill-conditioned, singular, and the
feasible set is in general so complex that projections into it can hardly be effectively computed.
The complications mentioned above may be essentially reduced by applying the duality theory of convex programming
(see, e.g., [21]). Thereforewe shall introduce three kinds of Lagrangemultipliers λT ,λN , and λE . While the first one removes
the non-differentiability, the second one enforces the non-interpenetration condition and the third one enforces the equality
constraints. The Lagrangian associated with problem (9) is
L(u,λT ,λN ,λE ) = 12u
TKu− fTu+ λTT BT u+ λTN (BN u− cN )+ λTE (BEu− cE ). (10)
Introducing notation
λ =
[
λI
λE
]
=
[
λT
λN
λE
]
, B =
[
BI
BE
]
=
[BT
BN
BE
]
, c =
[
cI
cE
]
=
[ o
cN
cE
]
,
and `I = [−Ψ T , oT ]T , uI = [Ψ T ,∞T ]T , we can transform (9) to the equivalent saddle point problem [21]
L(̂u, λ̂) = sup
`I≤λI≤uI
inf
u
L(u,λ), (11)
where the Lagrangian
L(u,λ) = 1
2
uTKu− fTu+ λT (Bu− c).
For fixed λ, the Lagrange function L(·,λ) is convex in the first variable and the minimizer u of L(·,λ) satisfies
Ku− f+ BTλ = o. (12)
Eq. (12) has a solution if and only if
f− BTλ ∈ ImK, (13)
which can be expressed more conveniently by means of a matrix Rwhose columns span the null space of K as
RT (f− BTλ) = o. (14)
The matrix R may be formed directly, using any basis of the rigid body modes of the subdomains. For example, each
subdomainΩp ⊂ R2 is assigned three columns with the sections[
yi 1 0
−xi 0 1
]
and the zero matrix O ∈ R2×3 associated with each vertex Vi ∈ Ωp and Vj 6∈ Ωp, respectively.
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Now assume that λ satisfies (13) and denote by K+ any matrix that satisfies
KK+K = K. (15)
Let us note that the action of a generalized inverse which satisfies (15) may be evaluated at the cost comparable with that of
Cholesky’s decomposition applied to the regularized K (see [34,21,35]). It may be verified directly that if u solves (12), then
there is a vector α such that
u = K+(f− BTλ)+ Rα. (16)
After substituting expression (16) into problem (11), changing the signs, and omitting the constant term,we get thatλ solves
the minimization problem
minΘ(λ) s.t. `I ≤ λI ≤ uI and RT (f− BTλ) = o, (17)
where
Θ(λ) = 1
2
λTBK+BTλ− λT (BK+f− c). (18)
Once the solution λ̂ of (17) is known, the solution û of (9) may be evaluated by (16) with
α = (RT B˜T B˜R)−1RT B˜T (c˜− B˜K+(f− BT λ̂)),
where B˜ = [˜BTI, BTE ]T , and the matrix B˜I is formed by the rows of BI corresponding to the entries λi of λ̂I lying inside the
lower and the upper bounds, i.e., `i < λi < ui, where li and ui are the entries of `I and uI, respectively. Similarly for c˜.
4. Preconditioning by the projector to the rigid body modes
Even though problem (17) is muchmore suitable for computations than (9) and was used for efficient solution of contact
problems [14], further improvement may be achieved by adapting some simple observations and the results of Farhat
et al. [12]. Let us denote
F = BK+BT , d˜ = BK+f− c,
G˜ = RTBT , e˜ = RT f,
and let T denote a nonsingular matrix that defines the orthonormalization of the rows of G˜ so that the matrix
G = T˜G
has orthogonal rows. After denoting
e = T˜e,
problem (17) reads
min
1
2
λTFλ− λT d˜ s.t. `I ≤ λI ≤ uI and Gλ = e. (19)
Next we shall transform the problem of minimization on the subset of the affine space to that on the subset of the vector
space by means of arbitrary λ˜ that satisfies
G˜λ = e. (20)
Having λ˜, we can look for the solution of (19) in form λ = µ+ λ˜.
A natural choice for λ˜ is the least squares solution of Gλ = e given by
λ˜ = GTe.
Though this choice of λ˜ works well in practical applications, it turns out that it is difficult to find a feasible initial
approximationwhich is not too far from the solution. To avoid the solution of this rather theoretical problem and to simplify
the reference to the relevant optimality results for the quadratic programming algorithms, we shall use in our analysis λ˜
which satisfies an additional inequality `I ≤ λ˜I ≤ uI. To see that such λ˜ exists, it is enough to notice that the feasible set
of the minimization problem (19) is nonempty. We can find it effectively, using the algorithms of Section 5 by the solution
of the nonlinear least squares problem
min
1
2
‖λ‖2 subject to `I ≤ λI ≤ uI and Gλ = e. (21)
To carry out the transformation, denote λ = µ+ λ˜, so that
1
2
λTFλ− λT d˜ = 1
2
µTFµ− µT (˜d− F˜λ)+ 1
2
λ˜
T F˜λ− λ˜T d˜
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and the problem (19) is, after returning to the old notation and substituting `I := `I − λ˜I and uI := uI − λ˜I, equivalent to
min
1
2
λTFλ− λTd s.t. Gλ = o and `I ≤ λI ≤ uI (22)
with d = d˜− F˜λ.
Our final step is based on observation that the problem (22) is equivalent to
min
1
2
λT (PFP+ ρQ)λ− λTPd s.t. Gλ = o, `I ≤ λI ≤ uI, (23)
where ρ is arbitrary positive constant and
Q = GTG and P = I− Q
denote the orthogonal projectors on the image space of GT and on the kernel of G, respectively. The regularization term is
introduced in order to simplify the reference to the results of quadratic programming that assume regularity of the Hessian
matrix of the quadratic form. The problem (23) turns out to be a suitable starting point for development of an efficient
algorithm for variational inequalities due to the classical estimates of the extreme eigenvalues. To formulate them, we shall
denote by αmin(A) and αmax(A) the smallest and the largest eigenvalues of a given symmetric matrix A, respectively.
Theorem 4.1. There are constants C1 > 0 and C2 > 0 independent of the discretization parameter h and the decomposition
parameter H such that
αmin(PFP|ImP) ≥ C1 and αmax(PFP|ImP) = ‖PFP‖ ≤ C2Hh . (24)
Proof. See Theorem 3.2 of Farhat et al. [12]. 
Note. The statement of Theorem 3.2 of Farhat et al. [12] gives only an upper bound on the spectral condition number
κ(PFP|ImP). However, the reasoning that precedes and substantiates their estimate proves both bounds of (24).
5. Optimal solvers to bound and equality constrained problems
We shall now briefly review our in a sense optimal algorithm [21] for the solution of the bound and equality constrained
problem (23). It combines our semi-monotonic augmented Lagrangianmethod [36],which generates approximations for the
Lagrange multipliers for the equality constraints in the outer loop, with the working set algorithm for bound constrained
auxiliary problems in the inner loop [20]. If a new Lagrange multiplier vector µ is used for the equality constraints, the
augmented Lagrangian for problem (23) reads
L(λ,µ, ρ) = 1
2
λT (PFP+ ρQ)λ− λTPd+ µTGλ.
The gradient ∇Lλ of L(λ,µ, ρ) at λ is given by
g(λ,µ, ρ) = (PFP+ ρQ)λ− Pd+ GTµ.
In the following, we denote by I and E the sets of indices corresponding to the inequalities and equalities, respectively. The
projected gradient gP = gP(λ,µ, ρ) of L at λ is given componentwise by
gPi =
gi for li < λi < ui and i ∈ I or i ∈ E,g−i for λi = li and i ∈ I,g+i for λi = ui and i ∈ I,
where g−i = min{gi, 0} and g+i = max{gi, 0}. Our algorithm is a variant of that proposed by Conn, Gould, and Toint [37] for
identifying stationary points of more general problems. The key to proving the optimality results is to combine the adaptive
precision control of auxiliary problems in Step 1 with the new update rule for the balancing parameter Mk in Step 4 as
described in [21]. All the necessary parameters are listed in Step 0, and typical values of these parameters for our model
problem are given in brackets.
Algorithm 5.1. Semi-monotonic augmented Lagrangian method for bound and equality constrained problems with update
ofM (SMALBE-M).
Step 0. {Initialization of parameters.}
Given η > 0 [η = ‖Pd‖], β > 1 [β = 10],M0 > 0 [M0 = 1],
µ0 [µ0 = o], ρ > 0 [ρ ≈ ‖PFP‖], and set k = 0.
410 Z. Dostál et al. / Journal of Computational and Applied Mathematics 235 (2010) 403–418
Step 1. {Inner iteration with adaptive precision control.}
Find λk such that `I ≤ λkI ≤ uI and
‖gP(λk,µk, ρ)‖ ≤ min{Mk‖Gλk‖, η}.
Step 2. {Stopping criterion.}
If ‖gP(λk,µk, ρ)‖ and ‖Gλk‖ are sufficiently small,
then λk is the solution
end if.
Step 3. {Update of the Lagrange multipliers.}
µk+1 = µk + ρGλk.
Step 4. {Update the balancing parameter M .}
If k > 0 and L(λk,µk, ρ) < L(λk−1,µk−1, ρ)+ ρ‖Gλk‖2/2
thenMk+1 = Mk/β
elseMk+1 = Mk
end if.
Step 5. Increase k and return to Step 1.
Step 1 may be implemented by any algorithm for minimization of the augmented Lagrangian Lwith respect to λ subject
to `I ≤ λI ≤ uI which guarantees convergence of the projected gradient to zero. More about the properties and
implementation of SMALBE-M and closely related SMALBE algorithms may be found in [36,38,21,39].
The unique feature of the SMALBE-M and SMALBE algorithms is their capability to find an approximate solution of
problem (23) in a number of steps which is uniformly bounded in terms of the bounds on the spectrum of
A = PFP+ ρQ.
To get a bound on the number of matrix–vector multiplications, it is necessary to have an algorithm which can solve the
problem
minimize L(λ,µ, ρ)with respect to λ and subject to `I ≤ λI ≤ uI (25)
with the rate of convergence in terms of a norm of the projected gradient and in terms of the bounds on the spectrum of the
Hessian matrix of L.
The simplest algorithm that satisfies such requirements is the gradient projection algorithm [21]. Better results can be
obtained with recently proposed algorithms that combine gradient projection with conjugate gradient steps and adaptive
precision control [39] or by modification of the algorithms for the solution of bound constrained quadratic programming
problems based on proportioning [21,40]. To describe the simplest adaptation of the MPGP algorithm that we use in our
experiments, let us recall that the unique solution λ = λ(µ, ρ) of (25) satisfies the Karush–Kuhn–Tucker conditions
gP(λ,µ, ρ) = o. (26)
LetA(λ) and F (λ) denote the active set and free set of indices of λ, respectively, i.e.,
A(λ) = {i ∈ I : λi = li ∨ λi = ui} and F (λ) = {i ∈ I : li < λi < ui or i ∈ E}.
To enable an alternative reference to the KKT conditions [21], let us define the free gradient ϕ(λ) and the chopped gradient
β(λ) by
ϕi(λ) =
{
gPi (λ) for i ∈ F (λ)
0 for i ∈ A(λ) and βi(λ) =
{
0 for i ∈ F (λ)
gPi (λ) for i ∈ A(λ)
so that the KKT conditions are satisfied if and only if the projected gradient gP(λ) = ϕ(λ)+ β(λ) is equal to zero. We call λ
feasible if li ≤ λi ≤ ui for i ∈ I. The projector PI to the set of feasible vectors is defined for any λ by
PI(λ)i = max{li,min{λi, ui}} for i ∈ I, PI(λ)i = λi for i ∈ E .
Let A denote the Hessian of Lwith respect to λ. The gradient projection step is defined by
λk+1 = PI
(
λk − αgP(λk)) (27)
with the steplength α ∈ (0, 2‖A‖−1]. This step may change the current active set. To describe it without PI , let ϕ˜(λ) denote
the reduced free gradient for any feasible λwith the entries
ϕ˜i = ϕi for i ∈ E, and ϕ˜i =
〈
min{(λi − li)/α, ϕi} for i ∈ I and ϕi ≥ 0,
max{(λi − ui)/α, ϕi} for i ∈ I and ϕi ≤ 0,
such that
PI (λ− αϕ(λ)) = λ− αϕ˜(λ). (28)
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If the inequality
‖β(λk)‖2 ≤ Γ 2ϕ˜(λk)Tϕ(λk) (29)
holds, then we call the iterate λk strictly proportional. The test (29) is used to decide which component of the projected
gradient gP(λk)will be reduced in the next step.
The conjugate gradient step is defined by
λk+1 = λk − αcgpk, αcg = (p
k)Tg(λk)
(pk)TApk
, (30)
where pk is the conjugate gradient direction [9,21] which is constructed recurrently. The recurrence starts (or restarts)
with ps = ϕ(λs) whenever λs is generated by the gradient projection step (27). If pk is known, then pk+1 is given by the
formulae [9,21]
pk+1 = ϕ(λk)− γpk, γ = ϕ(λ
k)TApk
(pk)TApk
. (31)
The conjugate gradient steps are used to carry out the minimization in the face WJ = {λ : λi = li for λsi = li and λi =
ui for λsi = ui, i ∈ J},J = A(λs), efficiently. The algorithm that we use may now be described as follows.
Algorithm 5.2. Modified proportioning with gradient projections (MPGP). Let λ0 be an n-vector such that li ≤ λ0i ≤ ui for
i ∈ I, α ∈ (0, 2‖A‖−1], and Γ > 0 be given. For k ≥ 0 and λk known, choose λk+1 by the following rules:
Rule 1. If gP(λk) = o, set λk+1 = λk.
Rule 2. If λk is strictly proportional and gP(λk) 6= o, try to generate λk+1 by the conjugate gradient step (30). If li ≤ λk+1i ≤
ui for i ∈ I, then accept it, else generate λk+1 by the gradient projection step (27).
Rule 3. If λk is not strictly proportional and gP(λk) 6= o, generate λk+1 by the gradient projection step (27).
For α ∈ (0, 2‖A‖−1), the MPGP algorithm has an R-linear rate of convergence of both λk and gP(λk) in terms of the
spectral condition number of the Hessian A of L [20,40,21]. More about the properties and implementation of the related
MPRGP and SMALBE algorithms may be found in [20,38,21].
6. Optimality
To show that Algorithm 5.1 with the inner loop implemented by Algorithm 5.2 is optimal for the solution of problem (or
a class of problems) (23), we shall introduce new notation that complies with that used in [38].
We shall use
T = {(H, h) ∈ R2 : H ≤ 1, 2h ≤ H and H/h ∈ N}
as the set of indices. Given a constant C ≥ 2, we shall define a subset TC of T by
TC = {(H, h) ∈ T : H/h ≤ C}.
For any t ∈ T , we shall define
At = PFP+ ρQ, bt = Pd, Ct = G,
`t,I = `I, `t,E = −∞,
ut,I = uI, ut,E =∞
by the vectors and matrices generated with the discretization and decomposition parameters h and H , respectively, so that
the problem (23) with λ˜ being the solution of (21) is equivalent to the problem
minimize Θt(λt) s.t. Ctλt = o and `t ≤ λt ≤ ut (32)
withΘt(λt) = 12λTt Atλt − bTt λt . Using these definitions and GGT = I, we obtain
‖Ct‖ ≤ 1 and ‖u−t ‖ = ‖`+t ‖ = 0, (33)
where for any vector v with the entries vi, v− and v+ denote the vectors with the entries v−i = min{vi, 0} and v+i =
max{vi, 0}, respectively. It follows by Theorem 4.1 that for any C ≥ 2 there are constants aCmax > aCmin > 0 such that
aCmin ≤ αmin(At) ≤ αmax(At) ≤ aCmax (34)
for any t ∈ TC . Moreover, there are positive constants C1 and C2 such that aCmin ≥ C1 and aCmax ≤ C2C . In particular, it follows
that the assumptions of Theorem 5 (i.e., the relations (33) and (34)) of [38] are satisfied for any set of indices TC , C ≥ 2, and
we have the following result:
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Fig. 5. Geometry.
Theorem 6.1. Let C ≥ 2 denote a given constant, let {λkt }, {µkt }, and {Mt,k} be generated by Algorithm 5.1 (SMALBE-M)
for (32) with ‖bt‖ ≥ ηt > 0, β > 1,Mt,0 = M0 > 0, ρ > 0, and µ0t = o. Let s ≥ 0 denote the smallest integer such that
β2sρ ≥ M20/aCmin and assume that Step 1 of Algorithm 5.1 is implemented by means of Algorithm 5.2 (MPGP) with parameters
Γ > 0 and α ∈ (0, 2/aCmax), so that it generates the iterates λk,0t ,λk,1t , . . . ,λk,lt = λkt for the solution of (32) starting from
λ
k,0
t = λk−1t with λ−1t = o, where l = lt,k is the first index satisfying
‖gP(λk,lt ,µkt , ρ)‖ ≤ Mt,k‖Ctλk,lt ‖ (35)
or
‖gP(λk,lt ,µkt , ρ)‖ ≤ ‖bt‖ and ‖Ctλk,lt ‖ ≤ ‖bt‖. (36)
Then for any t ∈ TC and problem (32), Algorithm 5.1 generates an approximate solution λktt which satisfies
‖gP(λktt ,µktt , ρ)‖ ≤ ‖bt‖ and ‖Ctλktt ‖ ≤ ‖bt‖ (37)
at O(1)matrix–vector multiplications by the Hessian of the augmented Lagrangian for (32) and
Mt,k ≥ M0/β2s.
7. Numerical experiments
Described algorithms were implemented in MatSol library [41] developed in Mathworks Matlab environment and
parallelized usingMatlabDistributed Computing Engine. Their performance is illustrated on the solution of two-dimensional
contact problemswith both the Tresca and the Coulomb friction.We varied decomposition and discretization parameters in
order to demonstrate the scalability of ourmethod. For these computationsweused anHPBlade system,model BLc7000with
onemaster node and eight computational nodes, eachwith two dual core CPUs AMDOpteron 2210 HE. All the computations
were carried out with the parameters
M0 = 1, ρ ≈ ‖PFP‖, Γ = 1, β = 10,  = 10−4, η = ‖Pd‖, and µ0 = o,
where  is the stopping tolerance in Step 2 of the Algorithm 5.1.
7.1. Plain stress model problem
Our first benchmark is the analysis of a box Ω = (0, L) × (0, L), L = 10 (mm), over the obstacle. The geometry of the
problem is in Fig. 5. The body is loaded by vertical traction p = −250 (MPa) along the top edge and fixed along the left
edge. The material constants are defined by the Young modulus E = 105 (MPa) and Poisson’s ratio ν = 0.35. The linearized
non-interpenetration condition (1) was imposed between the body and the circular obstacle with the radius r = 20 (mm)
andwith the constant slip boundΨ = 500 (MPa). The plain stress model was assumedwith the constant thickness 1 (mm).
To demonstrate the scalability of our algorithm, we resolved the problem with varying discretizations and decompo-
sitions defined by the discretization parameter h and the decomposition parameter H , respectively. For each h and H , the
bodies were discretized by structured grids decomposed into the subdomains.We keptH/h = 50. The results are in Table 1.
Z. Dostál et al. / Journal of Computational and Applied Mathematics 235 (2010) 403–418 413
Fig. 6. Total displacements (mm).
Fig. 7. Von Mises stress (MPa).
Fig. 8. Normal contact pressure (MPa).
Table 1
Performance for varying decomposition and discretization (Ψ = 500 (MPa)).
Number of subdomains 1 4 16 64 256
Primal variables 5202 20808 83232 332928 1331712
Dual variables 153 709 3033 12529 50913
Null space 3 12 48 192 768
Hessian multiplications 66 90 130 156 208
Outer iterations 4 5 8 13 22
There is no slip in this case because Ψ is too large. Therefore, for comparison purposes we report the same characteristics
in Table 2 but for Ψ = 150 (MPa), where both effects slip and stick appear. The total displacements and Von Mises stress
distribution with the traces of the decomposition into subdomains for h = 5/33 and H = 5 are depicted in Figs. 6 and 7.
Finally, we illustrate the behavior of the normal and tangent contact pressures along the contact interface in Figs. 8 and 9.
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Fig. 9. Tangent contact pressure (MPa).
Table 2
Performance for varying decomposition and discretization (Ψ = 150 (MPa)).
Number of subdomains 1 4 16 64 256
Primal variables 5202 20808 83232 332928 1331712
Dual variables 153 709 3033 12529 50913
Null space 3 12 48 192 768
Hessian multiplications 78 112 161 187 254
Outer iterations 4 5 8 13 23
Fig. 10. Geometry.
We can see that the number of matrix–vector multiplications, the most important indicator of the performance of the
algorithm, increases onlymildly in agreementwith the theory.We have observed that sometimes the update of the Lagrange
multipliers was invoked several times without entering into the inner loop, so that the update was the same, both in the
cost and in result, as the update with larger % recommended by the theory (see Glowinski and Le Tallec [42] or Dostál [21]).
7.2. Real word problem: yielding clamp connection
We have also tested our algorithms on real world problems. We considered analysis of the stress in the yielding clamp
connection (see Fig. 10) of steel arched supports. This type of the construction is very often used for supporting of mining
seams. It is a typical multibody contact, where the yielding connection plays a role of the mechanical protection against
destruction, itmeans against the total deformation of the supporting arches. For thepurposes of this contributionwe simplify
the 3D model and we get our testing 2D example depicted in Fig. 11, where we assume the symmetry with respect to the
vertical axis and nodal loads F = 10 000 (N) as marked in the same figure. Both the clamp connection (parts A, D) and the
mining support (parts B, C) are from the steel defined by the Young modulus E = 2.1 · 105 (MPa), Poisson’s ratio ν = 0.3,
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Fig. 11. Simplified 2D model.
Fig. 12. Total displacements (mm).
and the Coulomb friction coefficient F = 0.1. We assume plane stress model with the thickness 10 and 40 (mm) for the
clamp connection and the mining support, respectively.
The solution (total displacements in mm and Von Mises stress distribution in MPa) of the problem discretized by 67330
primal, 1786 dual variables and decomposed into 8 subdomains using METIS is depicted in Figs. 12 and 13. Further, we
illustrate the behavior of the normal and tangent contact pressures in the second contact zone from the top between parts
B and C in Figs. 14 and 15. It required approximately 3836 matrix–vector multiplications, 3 direction corrections and took
420 s to identify 1287 active constraints. Though this number is not small, we were not able to resolve the problem by a
416 Z. Dostál et al. / Journal of Computational and Applied Mathematics 235 (2010) 403–418
Fig. 13. Von Mises stress (MPa).
Fig. 14. Normal contact pressure in the 2nd contact zone from the top (MPa).
Fig. 15. Tangent contact pressure in the 2nd contact zone from the top (MPa).
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commercial software, including ANSYS, without adding artificial springs or dumping which regularize and consequently
change the problem.
8. Comments and conclusions
Wehave presented the scalability results related to the application of the FETI based domain decompositionmethodwith
the natural coarse grid preconditioning to the solution of two-dimensionalmultibody contact problems of elastostatics with
Tresca friction by recently developed algorithm for the solution of convex QP problems. In particular, we have shown that
an approximate solution of the discretized elliptic variational inequality which describes the equilibrium of a system of
elastic bodies in mutual contact with Tresca friction may be found in a number of matrix–vector multiplications bounded
independently of the discretization parameter provided the ratio of the decomposition and the discretization parameters
is kept bounded. The efficient solution of such problem is very important because a solution of the contact problem with
Tresca friction can be used to define amappingwhose fixed point is a solution to the problemwith the Coulomb friction [30].
Numerical experiments with the model variational inequality are in agreement with the theory and indicate that the
algorithmmay be efficient. They also preserve the parallel scalability inherited from the basic FETI scheme. The performance
of the algorithm was illustrated on a real world problem of analysis of the yielding clamp connection with the Coulomb
friction. The algorithmmay be adapted even to the solution of 3D contact problems with the Coulomb friction, as indicated
in [43]. The solution of auxiliary linear problems in the inner loop may be improved by standard preconditioners [44] and
may be adapted to the mortar discretization [45]. Earlier results may be found in [46].
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