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ABSTRACT
The rapid advances in electronic imaging, storage, data compression telecommunications, and networking technology have resulted in a vast creation and
use of digital videos in many important applications such as digital libraries,
distance learning, public informat ion systems, electronic commerce, movie on
dem-and, etc. This brings about the need for management as well as delivery
of video data. Organizing and managing video data, however, is much more
complex than managing conventional text data due to their semantically rich
and unstructured contents. Also, the enormous size of video files requires high
communication bandwidth for data delivery. In this dissertation, I present the
following techniques for video data management and delivery.
Decomposing video into meaningful pieces (i.e., shots) is a very fundamental
step to handling the complicated contents of video data. Content-based
video parsing techniques are presented and analyzed.
In order to reduce the computation cost substantially, a non-sequential
approach to shot boundary detection is investigated.
Efficient browsing and indexing of video data are essential for video data
management. Non-linear browsing and cost-effective indexing schemes for
video data based on their contents are described and evaluated.
In order to satisfy various user requests, delivering long videos through the
limited capacity of bandwidth is challenging work. To reduce the demand

on this bandwidth, a hybrid of two effective approaches, periodic broadcast
and scheduled multicast, is discussed and simulated.
The current techniques related to the above works are discussed thoroughly to explain their advantages and disadvantages, and to make the new improved schemes.
The substantial amount of experiments and simulations as well as the concepts
are provided to compare the introduced techniques with the other existing ones.
The results indicate that they outperform recent techniques by a significant margin. I conclude the dissertation with a discussing of future research directions.

To HyunSook, Barbara and Linda, the joys of my life

ACKNOWLEDGMENTS
This work would not have been possible without the help of some very special
people. For their hard work and dedication to this project, I would like to take
this opportunity to thank them.
First of all, I am deeply grateful to my advisor, Professor Kien A. Hua for his
kind and thoughtful concerns and considerations. He has guided and helped to
conduct my Ph.D. work as well as encouraged me whenever I had a hard time
of it. Also, I want to express my thanks to the committee members, Professor
BasYsiouni, Professor Lang, Professor Wu and Professor Richie for their useful and
helpful advice and inputs to refine this work, and the recommendation letters from
them with their best wishes.

I thank my wife, HyunSook who has devoted and sacrificed herself to support
me over the past ten years. She has always been with me as a wife, and sometimes

as a friend or a sister. I thank my two daughters, Barbara and Linda who are
always smiling a bright smile. Also, I thank my father and mother, YongHyou
and SoonBo who has supported me financially as well as spiritually with their
endless love and patience.

I thank Beverly, Karen and others in the Office of Graduate Studies who
helped me while I worked in the office. I thanks all the colleagues in our database
system group who have provided wonderful comments on my presentations and
sincere critiques on my publications. Finally, I thank Kwon family for their love
and friendship.

LIST OF TABLES .

xi

LIST OF FIGURES .

. xii

I INTRODUCTION.
1.1 Shot Change Detection and Classification Technique based on Camera Tracking . .

1.2 Non-Sequential Approach to Shot Boundary Detection
1.3 Non-linear browsing and cost-effective indexing

.

1.4 Hybrid of Periodic Broadcast and Scheduled Multicast

1.5 Summary .

:

2 SHOT CHANGE DETECTION AND CLASSIFICATION TECH-

NIQUE BASED ON CAMERA TRACKING.
2.1 Related Work .

2.2 Motivation . .
2.3 Definition of Background .

,

2.4 Background Tracking .

. ..

2.5 Dimensions of the FBA and TBA .
2.6 Shot Change Detection & Classification method .
2.7 Experimental Results .

vii

2.7.1 Effectiveness

..

2.7.2 Dependence on Contents .
2.8 Summary .

3 NON-SEQUENTIAL APPROACH TO SHOT BOUNDARY DE-

TECTION .
3.1 Three Non-Sequential SBD Techniques

.

3.2 Rough Assessment of Performance . .
3.3 Experimental Results .

.

, .

3.3.1 Shot Boundary Detection Results .
3.3.2 Execution Efficiency .
3.3.3 Adapt iveness
3.4 Summary .
4 NON-LINEAR BROWSING AND COST-EFFECTIVE INDEX-

ING

.

4.1 Scene Tree Construction Algorithm . .
4.2 Example to explain Scene Tree . . . . .
4.3 A Simple Feature Vector for Video Data .
4.4 A Video Similarity Model
4.5 Experimental Results .
4.5.1

Performance of Shot Boundary Detection Technique .

4.5.2 Effectiveness of Scene Tree .
4.5.3 Effectiveness of v a r B Aand VarQA .

...

Vlll

4.6 Summary .
5 HYBRID OF PERIODIC BROADCAST AND SCHEDULED

MULTICAST

.

5.1 Related Works. . . . .
5.1.1 Skyscraper Broadcasting (SB) Scheme . . . . .
b

5.1.2 Maximum Factored Queue Length (MFQ) Policy .

;

1

r

5.1.3 Hybrid approaches
5.2 Largest Aggregated Waiting Time First (LAW) Scheme . .
,

t

Y

b:
'.
,

5.3 Adaptive Hybrid Approach . .
5.4 Performance Model . .
5.5 Simulation Results .
5.5.1 LAWvs. MFQ .

.

5.5.2 Adaptability of AHA .
5.5.3 AHA vs. MFQ-SB-n .
5.6 Summary .
6 CONCLUDING REMARKS AND FUTURE RESEARCH DI-

RECTIONS . . . . . . . .

.

6.1 Concluding Remarks .
6.2 Future Research Directions . .
6.2.1 More Reasoning and Refining Background Area .
6.2.2 Gradual Shot Change Detection .
6.2.3 More Content- based Video Indexing .

. 103

. 103

6.2.4

Extension of Non-Sequential SBD Approaches .

6.2.5 Video Discovery System

[STOF REFERENCES

,

2.1 Approximate the dimensions using the nearest value from the size
8et

...

Test Video Clips

.....

Effectiveness of BGT, CHD and ECR under various videos (unit:%).

31
Test Video Clips . . . . . . . . . . . .
Comparisons of Computation Costs in Sequential and Non-sequential
Schemes

.

Frames in the shot#

48

.

Results from Shot Boundary detection
Index Information for the two Clips
Test Video Clips and Detection Results for Shot Changes
Example of Channel Design.

2.1 Background Area .

....

2.2 Shape Transformation of FBA
2.3 Computation of 'Signature' and 'Sign'
2.4 Background Tracking
2.5 Shot Change Detection & Classification Procedure
2.6 Frames in a shot of 'ATF (movie)'
2.7 'Frames in a shot of 'Brave Heart (movie)' .
2.8 Frames in a shot of 'Alabama Song (Music Video)'
3.1 Various Non-Sequential SBD strategies

3.2 Algorithm of Regular Skip .
3.3 Algorithm of Adaptive Skip .
3.4 Algorithm of Binary Skip

.

3.5 News Conference .
3.6 TV Commercial

.

3.7 Adaptiveness Comparisons
A video clip with ten shots
Scene Tree Building

xii

.

a

4.3 Scene Tree of 'Friends'
4.4

Shots with similar index values - Set 1. .

4.5 Shots with similar index values - Set 2.

m<4.6

Shots with similar index values - Set 3. .

5.1 Algorithm for computing the number of channels.

.

5.2 A motivation example.
F!*

5.3 Adaptive hybrid approach.

.5.4

The model for the dynamic environment.

. .

.

.

.

.

5.5 Unfairness of LAW and MFQ under various workloads. .

& i65.6

Self Adjust of AHA

5.7 Effect of server capacity.
5.8 Effect of arrival rates .
1'

5.9 Effect of skew factor.

99

5.10 The effect when both request rate and skew factor are varied.

...

Xlll

..

101

CHAPTER 1
INTRODUCTION
With the rapid advances in electronic imaging, storage, data compression telecommunications, and networking technology, video has become an inseparable part
of many important applications such as digital libraries, distance learning, public information systems, electronic commerce, movies on demand, just to name
a few. The proliferation of video data has led to a significant body of research
on techniques for management and delivery [EJH97]. In general, organizing and
managing video data is much more complex than managing text and numbers
due to their semantically rich and unstructured contents. Also, the enormous
size of video files requires high communication bandwidth for data delivery. In
this dissertation, I present the following techniques for video data management

and delivery.

Shot Change Detection and Classification Technique
based on Camera Tracking
A video obtained from various sources is called a video clip. It can last from a few
seconds to several hours. For most video applications, video clips are convenient
units for data entry. However, since an entire video stream is too coarse as a

level of abstraction, it is generally more beneficial to store video as a sequence
of shots to facilitate information retrieval. This requirement calls for techniques
to segment videos into shots which are defined as a collection of frames recorded
from a single camera operation. This process is referred to as shot boundary
detection (SBD).
Shot boundary detection has been an area of active research. Many tech-

niques have been developed to automatically detect transitions from one shot to
the next. These schemes differ mainly in the way that the inter-frame difference
is computed. The difference can be determined by comparing the corresponding
pixels of two images [SSJ93, GFT96, AC971. Color or grayscale histograms can
also be used [SC95, LPE96, AD96, YW971. Alternatively, a technique based on
changes in edgeshas also been developed [ZMM95]. Other schemes use domain
knowledge [HJW94, ZTS95, ZLS95, LTZ96, LP97] such as predefined models,
objects, regions, etc. Hybrids of the above techniques have also been investigated [AL97, CCM97, JHE98, SKZ98, TD98, YHH98, WCG991. Although the
aforementioned methods are effective, they have the following weaknesses:
Existing shot boundary detection techniques require many input parameters
which are hard to determine but have a significant influence on the quality
of the result [Lie99]. Very simple techniques using color histograms require
at least three threshold values. The correctness of the results may vary from
20 to 80%, depending on those values. At least six different threshold values
are necessary for the technique using edge change ratio. These values must
be chosen properly to get satisfactory results. Choosing these thresholds
can be a great challenge since their good values vary from video to video.
The incorrect detection rate of current techniques is very high. The incorrect detection rates were reported [Lie991 as 20% for abrupt shot change

detection when color histogram and edge change ratio approaches were
used. For gradual shot change (i.e., fade or dissolve) detection, the incorrect detection rates went up as high as several hundred percent.
Although the computation cost of current shot detection techniques can be
O(m), where m is the number of pixels in a frame, the amount of data which
needs to be processed for a full video clip can be still huge. As an example,
let us consider a video clip with a frame size of 320 x 240, and a frame rate
of 30 frameslsec. If a pixel occupies three bytes, these techniques need to
deal with more than two Gigabytes for the duration of only five minutes.
These approaches are too costly for most video database applications.
To address these issues, a more direct way to detect shot boundaries is proposed which focuses on tracking the camera motion through the background areas
in the video. In our scheme, a common area of the video frames is defined as the

background, and the semantic similarity between every two consecutive frames
are determined based on this area. The camera motion tracking is applied to
background areas to follow various camera motions. Since this approach relies
on the content (background) of the video, it represents a departure from existing
pixel-based techniques. Our experiments based on various videos indicate that
this new method has many advantages as follows:
It can detect and classify both abrupt and gradual shot changes in video
sequences.
It needs to process substantially less data since it uses only the background
instead of the whole image.
It is much less sensitive to the threshold values and is very effective in
reducing incorrect detection.

Non-Sequential Approach to Shot Boundary
Detection
All the existing shot boundary detection (SBD) techniques can be referred as the

sequential approach due to the fact that they sequentially measure inter-frame
differences and study their variance values. Since they need to compare every two
consecutive frames in a given video stream, this approach is still expensive and
unsuitable for large video databases. This cost needs to be reduced significantly
before automatic SBD techniques are used for large-scale applications.
To address the this problem, I investigate the non-sequential approach. Our
idea is motivated by the following facts:
There is little difference between consecutive frames within a shot. Thus,
most comparisons under sequential techniques are wasteful.
Frames do not have to be examined in the order they appear in the video
clip.
Based on the above observations, I propose to process the video frames nonsequentially. That is, we can develop search techniques to skip over unnecessary
comparisons much in the same way that binary search skips over data items which
have no chance of being matched. Since only a fraction of a given video needs to be
examined, non-sequential solutions can potentially outperform existing sequential
techniques by orders of magnitude. This non-sequential concept is generic, and
can be applied to drastically reduce the computation cost of any existing methods.

Non-linear browsing and cost-effective indexing
Although a shot serves well as the basic unit for video abstraction, it has been
recognized in many applications that a scene is sometimes a better unit to convey
the semantic meaning of the video to the viewers. To support this fact, several
techniques have been proposed to merge semantically related and temporally
adjacent shots into a scene [AJL95, ASH96, YYL96, ZZC971. Similarly, it is also
highly desirable to have a complete hierarchy of video content to allow the user to
browse and retrieve video information at various semantic levels. Such a multilayer abstraction makes it more convenient to reference video information and
eisier
to comprehend its content. It also simplifies video indexing and storage
+
organization. One such technique was presented in the work [HM94]. This scheme
abstracts the video stream structure in a compound unit, sequence, scene, shot
hierarchy. The authors define a scene as a set of shots that are related in time and
space. Scenes that together give meaning are grouped into a sequence. Related
sequences are assembled into a compound unit of arbitrary level. Other multilevel
structures were considered in the works [DSPgl, HR93, WDG94, CBL96, JE981.
All these studies, however, focus on modeling issues. They attempt to design
the best hierarchical structure for video representation. However, they do not
provide techniques to automate the construction of these structures.
Addressing the above limitation is essential to handling large video databases.
One attempt was presented in the work [ZSW95]. This scheme divides a video
stream into multiple segments, each containing an equal number of consecutive
shots. Each segment is then further divided into sub-segments. This process is
repeated several times to construct a hierarchy of video content. A drawback of
this approach is that only time is considered; and no visual content is used in
constructing the browsing hierarchy. In contrast, video content was considered in

the works [SSJ93, ZS94, GCG951. These methods first construct a priori model
of a particular application or domain. Such a model specifies the scene boundary
characteristics, based on which the video stream can be abstracted into a structured representation. The theoretical framework of this approach is proposed in
the work [SSJ93], and has been successfully implemented for applications such as
news videos [ZS94] and TV soccer programs [GCG95]. A disadvantage of these
techniques is that they rely on explicit models. In a sense, they are application
models, rather than database models. Two techniques, that do not employ models, are presented in the work [ZZC97, RHM99]. These schemes, however, focus
on low-level scene construction. For instance, given that shots, groups and scenes
are the structural units of a video, a 4-level video-scene-group-shot hierarchy is
used for all videos in the work [RHM99].
To make browsing more efficient, I also introduce a variance-based video similarity model. Using this model, I build a content-based indexing mechanism to
serve as an assistant to advise users on where in the appropriate scene trees to
start the browsing. In this environment, each video shot is characterized as follows. The average colors are computed for the foreground and background areas
of the frames in the shot, and calculate their statistical variance values. These
values capture how much things are changing in the video shot. Such information can be used to build an index. To search for video data, a user can write a
query to describe the impression of the degree of changes in the primary video
segment. Our experiments indicate that this simple query model is very effective
in supporting browsing environment.

1.4 Hybrid of Periodic Broadcast and Scheduled

Multicast
Vzdeo-on-demand (VOD) [PR92, SKS971 is the basic technology for many important multimedia applications such as digital video libraries, distance learning,
company training and electronic commerce. Such a system typically stores a
large number of videos in one or more servers [WH97, AAF95, NCS97, CT97,
LD97, BIP97, LV951. When a request for a video arrives, it is loaded from disks
in a server and transmitted to the client in an isochronous stream [RV91, RV93].
Since server resources are finite, the number of video streams a server can support
simultaneously is limited, which is referred to as the server capacity.
To maximize the efficiency of server resources, multicast can allow a server
to send the same data to multiple clients without consuming extra resources
[PPX98, Mit97, SV96, Bou92, MRS91, Rodgo]. A drawback to this approach is
that a service request may have to wait for more requests of the same video to
arrive in order to share the data stream. The elapsed time between the arrival of
a request and the time serviced is called the service latency. A concern is that a
user may cancel the requested service if the service latency is too long. Keeping
the latency low without requiring excessive server resources is a great challenge
for video multicast techniques.
To minimize the reneging behavior, a multicast method, called batching [And931
has been proposed. The basic idea is delaying the early requests for a video,
waiting for more requests to arrive, so that all requests in a batching interval
be serviced using a single multicast. The batching interval can be controlled to
ensure tolerable delay, and thereby reduce the reneging rate. Several scheduling techniques have been developed for batching systems, and differ primarily in

the criterion used to select which batch will receive service next. Some of these
techniques are discussed briefly as follows.
First Come First Served (FCFS) [DSS94]: This policy selects the batch with
the oldest pending request (has been waiting for the longest time) to be
served next. An advantage of this scheme is its fairness - every video is
treated equally regardless of its popularity. A drawback is lower system
throughput.
Maximum Queue Length First (MQL) [DSS94]: Unlike FCFS, this policy
is designed to maximize system throughput by selecting the batch with the
most number of pending requests to be served first. This strategy can be
considered unfair because it favors more popular videos.
Maximum Factored Queue Length First (MFQ) [AWY96]: This scheme improves upon FCFS and MQL by taking into account both the waiting times
of requests and the popularity of videos. It can achieve throughput close
to that of MQL with fairness approaching that of FCFS.
In this dissertation, All batching techniques are referred as scheduled multicast
because the server selects the next batch to be multicast in accordance with a
dynamic scheduling policy. Other scheduled multicast schemes are presented in
the works [DSS96, SHT97, AS97, WS97, SL97, HC98].
Although scheduled multicast is very effective in conserving server bandwidth,
it cannot match the performance of periodic broadcast for serving very popular
videos [DSS94, AWY96]. In the simplest form, a periodic broadcast technique
repeatedly broadcasts each video every broadcast period. If a client misses the
start of a broadcast, it can wait for the next broadcast. The service latency,
therefore, is bound by the broadcast period. Such a guarantee can generally

influence the defecting behavior of clients, and therefore improve server throughput.

Some recent periodic broadcast techniques are presented in the works

[DSS94, OLW95, AWY96, LB96, DCK97, HS97, SRB97, HCS98, JT97, PCL98a,
PCL98b, PCL99, VI961.
In addition to the aforementioned multicast techniques, a hybrid of scheduled
multicast and periodic broadcast has also been studied [DSS94]. In this approach,
a fraction of the server bandwidth is pre-allocated for the periodic broadcast
of the n most popular videos. The remaining bandwidth is used to serve the
remaining videos according to some scheduled multicast technique. For instance,
if FCFS is used for the scheduled multicast, the hybrid strategy is referred to
as -FCFS-n [DSS94], where n indicates the number of videos subject to periodic

.

broadcast. These techniques allow the server to support a diverse group of videos
efficiently. It was shown [DSS94] that the hybrid approach offers significantly
better performance than using scheduled multicast or periodic broadcast alone.
Existing hybrid techniques assume that the popularity of the video does not
change over time. Their performance can degrade severely if the access pattern
changes. In practice, the popularity of videos does vary greatly in many applications. For instance, cartoons are highly demanded when children return home
from school and become less popular in the evening. An adaptive hybrid technique is required for such applications. In this dissertation, I show evidence that
existing scheduled multicast techniques are not suited for hybrid designs. To
address the deficiency, I develop a new scheme and use it to design an Adaptive

Hybrid Approach (AHA) which can detect changes in the workload, and adapt
itself accordingly to maintain good system performance. Our simulation results
indicate that this strategy outperforms even the best static hybrid technique by
a very significant margin.

1.5

Summary

Main topics for video management and delivery of this dissertation are as follows.
How to segment video cost effectively,
How to browse video non-sequentially,
a

How to index video efficiently and
How to deliver video adaptively.

The remainder of this dissertation is organized as follows. In Chapter 2, content-

-

based video parsing techniques are discussed. In Chapter 3, non-sequential approach to shot boundary detection is investigated. Non-linear browsing and costeffective indexing schemes for video data based on their contents are described
and evaluated in Chapter 4. In Chapter 5, a hybrid of two effective approaches,
periodic broadcast and scheduled multicast, is discussed and simulated. Finally,

I conclude the dissertation in Chapter 6.

CHAPTER 2
SHOT CHANGE DETECTION AND
CLASSIFICATION TECHNIQUE BASED ON
CAMERA TRACKING
.

, A key challenge in video data management is determining and classifying shot
boundaries in a video. In this chapter, we propose a new shot boundary detection
and classification technique based on camera motion tracking. We first discuss
some related techniques in more detail, and the motivation of the new approach.
We then present the details of our technique. Finally, the experimental results
are shown to assess the performance of the proposed technique.

Related Work
Video content analysis is known to be very difficult. It is well known that no
single technique is flawless. We briefly describe some recent shot boundary detection schemes, and discuss their weaknesses. Our objective is to address these
drawbacks as much as possible in our new technique.
Pixel matching techniques [SSJ93, GFT96, AC971 compare the corresponding
pixels of every two consecutive frames to determine their similarity. This ap-

preach is sensitive to noise and object movement since it is strictly tied to pixel

locations. This drawback leads to false detections. To alleviate this problem,
one can compare pixels also with neighboring pixels. The sizes of these matching
neighborhoods must be selected carefully to obtain good results. Typically, a
larger matching neighborhood is preferred for faster-moving objects. However, a
neighborhood that is too large can result in false matches between pixels. This is
aggravated by the fact that objects in a video can move at different speeds even
within the same shot. These facts make choosing a good value for this threshold
a great challenge.
To address the above problems, color histograms can be used [LPE96, AD96,

YW97]. In this approach, the color space (i.e., RGB) of an image is reduced
using, for example, the four most significant bits of each pixel value. One bin

[SB91] is used t o count the number of pixels that carry a particular color. The
difference between two images can be defined as the sum of the differences of
the corresponding bins of the two images. A disadvantage of this approach is
that it fails to distinguish images with very different structures but similar color
distributions.
Another technique compares only the edge pixels to look for entering and
exiting edges [ZMM95]. In this scheme, the Canny algorithm [Can861 is used to
detect edges in each video frame. This scheme then counts the number of pixels

on these edges. Similarly, it computes the number of entering and exiting edge
pixels by comparing the current frame to the last one. The edge change ratio

( E C R ) of a video frame is defined as:
ECR =

number of entering and exiting edge pixels
total number of edge pixels

If ECR is above a certain threshold, a cut is detected. In order to make the
measure robust against object motions, edge pixels in one image, which have edge

pixels nearby in the other image (i.e., within n-pixel distance), are not regarded

as entering or exiting edge pixels. Moreover, the Hausdorff distance is performed
before the ECR calculation to compensate for global motion. This approach has
been shown to perform better than using color histograms. Furthermore, it can
detect gradual shot changes such as fade and dissolve. This method, however,
requires the user to provide the appropriate values for as many as six parameters.
Getting good results demands a lot of trial and error [Lie99].

A different approach [ZTS95]which uses specific domain knowledge and modelbased parsing was proposed for news broadcasts. This scheme assumes that the
same presentation style is used by all news agencies. This may not be true in
practice. With the advances in authoring tools, the presentation styles are expected to vary widely among different programs. A limitation of this approach
is that we can only use it for pre-formatted programs.

Motivation
Since a shot is generated from one camera operation, tracking the camera motion is the most direct way to identify shot boundaries. This can be achieved by
tracking the background areas in the video frames as follows. A camera operation
can consist of various combinations of camera motions such as zooming in or out,
moving the camera itself or changing its angle in any direction (vertically, horizontally, or diagonally). As the camera is moving within a shot, the background
areas change accordingly. These changes happen slowly since camera motions
are generally slow and the background areas are far away from the camera. As
a result, if two consecutive frames are in the same shot, they normally share a

large portion of their background areas. By comparing these areas between every
two consecutive frames, we can determine the shot boundaries. This procedure is
referred to as background tracking (BGT). We will present an efficient technique
for background tracking shortly.
Compared to existing methods, BGT is more reliable due t o the following
reasons:
It is difficult to select good values for many thresholds under existing techniques. In general, the content of a video changes significantly over time;
and there are no threshold values good for the entire video. This is particularly true for long videos. It is not clear how these thresholds can be
adjusted dynamically to adapt to the current content of the video. BGT
does not have this problem since it is based on background tracking (i.e.,
searching for common background areas). We still need a threshold to
determine if two consecutive frames share enough background to be considered part of the same shot. However, since background changes slowly.
we have a lot of leeway to select a good value for this threshold. In other
words, the threshold used in BGT is much more robust to handle diverse
situations. In fact, we used the same threshold values for all 26 videos in
our experiments, whereas a good value must be selected carefully for each
video under the techniques using color histograms and edge-change ratios.
Existing methods compare both the background and objects in the foreground. These objects can move very quickly causing false detections.
There are situations in which the background actually changes faster than
the objects in the foreground. For instance, the camera can follow a couple
of Formula-1 racing cars with the crowd in the background. Even under this
circumstance, the changes in the background are still slow enough for con-

secutive frames to share some common background areas. On the contrary,
existing methods might not be able to cope with these fast changes.

2.3

Definition of Background

By definition, areas outside the primary object(s) are considered as part of the
background. Thus, a background can have any shape and size. Extracting such
a background for each video frame is obviously not feasible for video database
applications. Instead, we use in our technique a generalized background for all
frames as illustrated in Figure 2.1 (a). The background is shown as the shaded
area referred to as fixed background area (FBA). We will show how to determine
tkie width (w), the height ( h ) and the length (L = c

+ 2h) shortly.

This area

is about 20% of the whole image. This fact substantially reduces the amount of
data we need to process compared to other techniques.
The rationale for the n shape of the FBA is as follows:
The bottom part of a frame is usually part of some object (s).
The top bar can track any horizontal camera motion.
The two columns can track any vertical camera motion.
The combination of the top bar and the left column can track any camera
motion in one diagonal direction. The other diagonal direction is covered by
the combination of the top bar and the right column. These two properties
are illustrated in Figure 2.1 (b).
The above properties suggest that we can detect a shot boundary by determining
if two consecutive frames share any part of their FBAs. This requires comparing

Iri

: FBA
C

D4

(a)

: Camera Motion

(b)

Figure 2.1 : Background Area
each part of one FBA against every part of the other FBA. We will give experimental results later to demonstrate that the proposed FBA is general enough to
accommodate all kinds of background for various videos.

Background Tracking
The main idea of our BGT is that two consecutive frames belong to one shot if
they share any parts of the background. This check can be done in three steps
as follows:
Step 1 (Shape Transformation): The n-shape FBA of each frame is transformed into a bar-shape transformed background area (TBA) as illustrated

Figure 2.2: Shape Transformation of FBA
in Figure 2.2. It shows that the two vertical columns are rotated outward
to form the corresponding TBA. We will see shortly that bar-shape TBA's
are easier to compare in tracking the background area.

Step 2 (Signature Computation): We apply a modified version of the image
reduction technique, called Gaussian Pyramid [BA83], to reduce each 2dimensional TBA into a single line of pixels. This l-dimensional array is
referred to as the signature of the TBA. The idea of Gaussian Pyramid
was originally introduced for reducing an image to a smaller size. Let us
consider a simple one-dimensional case as shown in Figure 2.3 (a). In this
figure, a black dot at level 0 of the tree structure denotes an actual pixel in
the original image. At each subsequent level, a pixel is computed from five

pixels in the previous level using the following equation:

where Gl(x) denotes the value of the pixel at position x in level 1, and f ( j )
is the one-dimensional mask generated using three constraints as follows:
1. The mask should be symmetric, that is f ( j )= f ( - j )

for j = 0,1,2

2. The sum of the mask should be 1. Let f (0) = A, f (1) = f (-1) = B ,
and f (2) = f (-2) = C. Then A

+ 2B + 2C = 1.

3. All nodes at a given level must contribute the same total weight to
nodes at the next higher level, A

+ 2C = 2B.

- Thus, 13 pixels in level 0 are first reduced to five pixels in level 1, which
are then reduced to one pixel in level 2 as illustrated in Figure 2.3 (a). We
use A = 0.2, B = 0.25, and C = 0.15. Let us assume that we have a
TBA whose size is 13 x 5 as shown in Figure 2.3 (b). The five pixels in
each column are reduced to one pixel using Equation (1). This gives us
a single line of 13 pixels, which is used as the 'signature' for the image.
This signature captures not only the color, but also the spatial informat ion
in the background area. It will be clear later that the linear format is
designed to efficiently track the background area. This signature can be
reduced eventually to one pixel as seen in Figure 2.3 (b) . We refer to this
one pixel as the sign of the image. We note that the 'sign' used here is not
a mathematical term. It is an abstracted form of the signature.

Step 3 (Background Tracking): We compare the two signatures of every two
consecutive frames as follows. We shift the two signatures toward each
other as illustrated in Figure 2.4. At each shifting step, we compare the
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(a) One-dimensional graphic representation of Gaussian Pyramid
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Figure 2.3: Computation of 'Signature' and 'Sign'

overlapped pixels in the two signatures. Given the shifting direction, we first
+~,
compare the last pixel of signaturei with the first pixel of s ~ g n a t u r e ~then
the last two pixels of signaturei with the first two pixels of s ~ g n a t u r e ~ + ~ ,
and so forth until the first pixel of signaturei is compared with the last pixel
.
matching step, only the pixels in the overlapped
of s ~ g n a t u r e ~ +In~ each
region (see Figure 2.4) are compared to determine the maximum continuous
match. A continuous match is defined as follows. If S consecutive pixels in
the first signature match S consecutive pixels in the second signature, the

continuous matching score is S. We note that the size of the overlapped
region is expanding from one pixel to the length of the signature, and
shrinking gradually back to one pixel again as illustrated in Figure 2.4.
During the entire matching process, we maintain a running maximum for
the continuous matching scores. At the end, this measure indicates how
much the two images share the common background. Although a dynamic
programming-based substring matching algorithm [Aoe94] can be used to
compare the signatures more efficiently, the simple matching procedure,
presented above, is sufficient to offer excellent performance.

Dimensions of the FBA and TBA
Now, let us look at how to determine the width (w), the height (h) and the
length (L) of TBA. The parameters we use in this discussion (e.g., c, w, etc.)
are illustrated in Figure 2.1 (a). We first estimate these parameters as w' and h',
respectively. We choose w' to be 10% of the width of video frame as follows:

Signature, from TBA,

j

overlapped region f

Signature,

'

.

Figure 2.4: Background Tracking

from TBA,.

This value was determined empirically using our video clips. They show that
this value of w' results in TBAs which cover the background areas very well for a
variety of situations. Using this w',we can compute the other estimate as follows:

In order to use Equation (1) properly, the dimensions of TBA should be in
the size set (1, 5, 13, 29, 61, 125, ...). This is due to the fact that computing
one pixel needs five pixels, and computing five pixels needs 13 pixels, and so on
as shown in Figure 2.3 (a) and discussed in Step 2 of the BGT procedure. In
general, the j t h element (sj) in this size set is computed as follows:

for j = 1,2,3, ...
However, w' computed using Equation (2) cannot always be in the size set. In
which case, we need to find a nearest value in the set as summarized in Table 2.1.

w', h' or L'

Nearest value

w, h or L

192

1

1

3, 4, ..., 8

5

5

9, 10, ..., 20

13

13

21, 22, ..., 44

29

29

45, 46, ..., 92

61

61

...

...

...

Table 2.1: Approximate the dimensions using the nearest value from the size set
For example, w' = 16 if c = 160. Since the number 16 is not in the size
set, we can use the nearest value 13 instead. Actually, the value 13 comes from
Equation (4) when j = 3. Thus, we need to find this proper j value in order to

select the appropriate value from the size set. We can compute j from w' using
the following equation:

where w' is computed using Equation (2). For our example, if we substitute 16
for w' in Equation (5), we obtain the value 3 for j. Feeding this j value into
Equation (4) gives us the value 13 which is the appropriate w for this TBA.
After we have determined w ,we can compute the length L as follows. First
we compute the approximate length L' using the following equation:

If this value L' is in the size set, it can be used as the length of TBA. Otherwise,
we follow the same steps used to compute w as follows. We substitute L' for w'
in Equation (5) to compute the value j. We then plug this j value into Equation
(4) to get the L value which is the proper length for the TBA. The height h of

FBA can be computed using the size of column (c) and the length (L)as:

2.6

Shot Change Detection & Classification method

Our shot change detection and classification technique consists of four stages as
shown in Figure 2.5. The first two stages are quick-and-dirty tests used to quickly
eliminate the easy cases. Only when these two tests fail, we need to track the
background in Stage 3. When a cut has been identified, we perform one more
test in Stage 4 to classify the cut as either an abrupt or gradual change. We
discuss these steps in more detail below:

No
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or '+

- +' ?
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v

v

Gradual
Change

Abrupt
Change
I

Figure 2.5: Shot Change Detection & Classification Procedure

Stage 1: This step is illustrated in Stage (1) of Figure 2.5. We apply pixel
matching to every two consecutive TBAs. To make this matching procedure
less sensitive to noise and object movements, we compare a pixel in one
TBA with the corresponding pixel in the other TBA, plus the pixels in the
neighboring area as illustrated in Figure 2.5. A match with any one of the
pixels in the neighboring area is considered as a match. The final mismatch
score is computed as follows:
Number of Mismatches
Number of Pixels in a TBA

)

x

loo (%)

To be conservative, we subject a case to further tests if Dp

> 10%. That

is, we eliminate a case as a cut, in this early stage, only if it is very obvious
(i.e., Dp < 10%). We note that the number of neighboring pixels (N,), used
in each comparison, can be computed based on our experience as follows:

The optimality of the above equation depends on the content of the video.
However, the optimal value is not critical because we use a very low threshold (i.e., Dp

< 10%) to discard only obvious cases. The reader might be

curious why we do not use techniques based on a color histogram or edge
change ratio. The rationale is that pixel matching is very sensitive. If the
similarity is greater than 90%, we can be certain that the two frames are
in the same shot.

Stage 2: This step is illustrated in Stage (2) of Figure 2.5. For any two consecutive frames that failed the first test (i.e., undetermined), we measure their
similarity by computing the difference of their signs. A sign is a pixel, and
has three numerical values, in RGB space, for red, green and blue colors,

Bi)denote the sign of
each ranges from 0 to 255 in our study. Let (&, Gi,

some frame i. The difference between two signs (D,) can be computed as
follows:

The numerator of the above equation, Max(lR, - R,+1 1, 1Gi - Gi+lI, IBi -

Bi+l(),computes the maximum difference among the RGB components of
the two signs. We note that Euclidian distance
(i.e., ,/(&

- &+l)2

+ (Gi - Gi+i)2 + (Bi- Bi+l)2)is not suitable here be-

cause it does not reflect well the degree of similarity between colors under
the RGB color space. As an alternative, one can consider using the Munsell
color system [HY88]. If Ds< lo%, we conclude that the two frames are in
the same shot; otherwise, we need to proceed to the next test. Again, we
.conservatively use a very small threshold here to avoid any possible false
dismissal of a cut.

Stage 3: This step is illustrated in Stage (3) of Figure 2.5. For any two consecutive frames which failed the first two tests (i.e., undetermined), we apply
the background tracking technique, described in Step 3 in the above, to
compare their background areas. If the resulting matching score (S)is less
than w (the width of TBA), the two frames are considered to belong to two
different shots.

Stage 4: This step is illustrated in Stage (4) of Figure 2.5. Only when a cut
has been detected, it is performed to determine whether it is abrupt or
gradual. This procedure is very simple compared to existing techniques.
Due to the way we compute the sign for each frame, the sign values should
increase or decrease monotonically when a gradual change occurs. Any
other patterns, e.g., increases followed by decreases, indicate an abrupt

change. To check this pattern, we only need to examine approximately two
seconds of video frames before and after the cut. In our experiments, since
frames are extracted a t a 3-frames/second rate, we test the last six and the
next six frames from the frame detected as a cut. As mentioned in Stage

2, we represent a sign for a frame i as (&, Gi7Bi). Assuming that a cut is
detected at frame i, we need to compute three sequences of subtractions as
follows (where k = 6 in our experiments).

Each of the above subtractions results in a positive number, a negative
number, or zero. Let us denote a positive result as

'+' and a negative

result as '-'. If we retain only the positive and negative cases to capture
only the nature of the changes ('+' for increasing and '-' for decreasing),
then each of the above numerical sequences becomes a sequence of '+' and

'-', e.g., ‘++-+-• .' To determine if a cut is an abrupt change, we need only
look in the three sign sequences for any one of the following two patterns:

'-+-','+-+).If none of these patterns are found, the cut is a gradual change.
We note that two thresholds are used in the first two tests(i.e., Dp < 10%)D, <
10%). 10% is very conservative value which was chosen to avoid the possibility
false dismissal. These values are essentially good for all kinds of videos. Another
threshold is used in Stage 3 (i.e., S 2 w). It says that two consecutive frames are

considered part of the same shot if the maximum number of continuous matching pixels between their signatures is at least the width of a TBA. Since we are
performing string matching here, not pixel comparisons, we have a lot of leeway
to select a good value for this threshold. We will show that the same threshold
values can be used for 26 videos of different characteristics. The same cannot be
said about existing techniques.
Let us examine the complexity of our shot change detection and classification
procedure. Stage 1 can be done in Nn x p. Since Nn is constant, it can be done
in O(p), where p is the number of pixels in a given TBA. In Stage 2, we need to
compute sign first. This computation takes about 0(2l0g(p+l)),which is actually
O(p). Stage 3 uses 'signatures' which are already computed in Stage 2, so it can
~ ) , is less than O(p). The last stage can be done
be completed in O ( ( l ~ g ( p ) ) which
in constant time whenever a cut is detected. Therefore, the entire procedure can
be completed in O(p).

2.7

Experimental Results

To assess the performance of our technique, we compare it with schemes using
color histograms and edge change ratio. For convenience, we denote the proposed
techniques as BGT (Background Tracking), the color histogram approach as CHD
(Color Histogram Difference), and the edge change ratio method as ECR. They
are evaluated in terms of their sensitiveness to the threshold values, and their
effectiveness in detecting shot changes.

Effectiveness
In this subsection, we compare the overall performance of the three techniques.
There are different types of shot changes. However, in practice 99% of all changes
are abrupt changes (hard cuts), fades, or dissolves [Lie99]. In this study, we
distinguish only two types of changes: abrupt and all other gradual changes
(e.g., fades, dissolves, etc.) We do not bother to distinguish the different types of
gradual changes because they usually represent less than 5% of shot changes in
most video clips [Lie99]. Two parameters 'recall' and 'precision' are commonly
used to evaluate the effectiveness of IR (Information Retrieval) techniques [FB92].
We also use these metrics in our study as follows:

Recall (H,) is the ratio of the number of shot changes detected correctly
over the actual number of shot changes in a given video clip.

Precision ( H p )is the ratio of the number of shot changes detected correctly
over the total number of shot changes detected (correctly or incorrectly).
These rates are influenced by the setting of several parameters under CHD and
ECR. The main parameter (O,, threshold for cut detection) for each approach is
listed in Table 2.2.
To select videos for this study, we investigated the performance studies [HJW94,
FLE95, ZMM95, ASH96, BR96, SK96, YYL96, CCM97, KD97, BK98, RHM98,
Lie991. Our test set consists of six categories with 26 different clips, and lasts
about 5 hours and 20 minutes. It is more complete than any test sets used
[HJW94, FLE95, ZMM95, ASH96, BR96, SK96, YYL96, CCM97, KD97, BK98,
RHM98, Lie991. All the video clips in our test set are in AVI format digitized
at 30 frames/second. To reduce computation and to show that our technique

performs according to the semantics of the videos, not other factors such as resolution or frame rate, we extract 160 x 120 frames from each video clip a t the rate
of 3 frames/second. The details of these videos are summarized in Table 2.2.
TYP

TV
Programs

News

Movies

Sports
Events

Duration
Abrupt
( m i n : ~ ) Changes

Name

Gradual
Changes

Total
Changes

Threshold
tor CHD

Thnrhold
tor ECR

95

0.85

0.40
0.40

Silk Stalkings (Drama)

10 :24

91

4

Scooby Doo Show (Cartoon)

11 : 38

101

5

106

0.85

Friends (Sitcom)

10 :22

113

3

116

0.80

0.40

Chicago Hope (Drama)

9 : 47

150

6

156

0.85

0.40

Star Trek Deep Space Nine

12 : 27

109

2

111

0.85

0.40

All My Children (Soap Opera)

5 : 44

48

2

50

0.75

0.40

General Hospital (Soap Opera)

11 : 20

109

1

110

0.70

0.45

Flintstones (Cartoon)

6:09

40

8

48

0.65

0.40

Jerry Springer (Talk Show)

4 : 58

106

1

107

0.65

0.30
0.40

Sally (Talk Show)

11 : 19

88

2

90

0.70

Divorce Court (Talk Show)

11 : 11

159

1

160

0.65

0.30

TV Commercials

31 : 25

91 1

56

967

0.70

0.45

National (NBC)

14 : 45

181

21

202

0.70

0.40

Local (ABC)

30 : 27

164

12

176

0.65

0.40

News Conference

9 : 19

9

1

10

0.70

0.35

Brave Heart

10: 03

245

1

246

0.65

0.40

ATF

11 : 52

220

4

224

0.70

0.35

Simon Birch

11 : 08

163

1

164

0.60

0.40

wag the Dog

11 : 01

102

1

103

0.60

0.40

Tennis (1999 U.S. Open)

14 : 20

113

1

114

0.60

0.60
0.40

Mountain Bike Race

15: 12

82

61

143

0.70

Football

21 : 26

143

20

163

0.65

0.40

Documentaries

Today's Vietnam

10 :29

76

17

93

0.60

0.50

For All Mankind

16 :50

126

1

127

0.65

0.40

Music
Videos

Kobe Bryant

3 : 53

50

3

53

0.70

0.40

Alabama Song

4 : 24

63

2

65

0.60

0.45

Total

321 : 53

3762

237

3999

Table 2.2: Test Video Clips
The results for gradual shot change detection are given in Table 2.3. CHD
is not included in this study because it cannot detect gradual changes. We
observe that BGT reduces the incorrect detection rate almost in half. This can

be attributed to the fact that BGT only verifies a gradual change after a cut has
been detected. We observe that the incorrect detection rate of 'Scooby Doo Show'
is much less than that of other videos because it is an animation. In animations,
edges and background are much more clear. The results for abrupt shot change
detection are presented in Table 2.3. Again, we observe that BGT is much less
likely to make incorrect detections.
W8du.l

Shot Chmger

BQT

0.63

0.60

0.31

0.16

0.90

I

Abrupt Shot Chmg08
H, (Pmirkn)
CHD
ECR
BaT
CHD
ECR

I

0.81

1

0.85

0.85

I

0.61

0.63

Table 2.3: Effectiveness of BGT, CHD and ECR under various videos (unit:%).

Dependence on Contents

#I796

#I797

# 1798

# 1799

Figure 2.6: Frames in a shot of 'ATF (movie)'

Let us look at three examples to have a better feel of why BGT is contentbased. In Figure 2.6, we show eight frames from a shot of 'ATF (Movie)'. In this
shot, a woman is pushing a door and coming out of a room. The camera and
its angle are fixed a t one position throughout this shot. Only BGT is capable of
detecting this shot since it focuses on the background (the door and the wall).
The other two techniques cut the shot between frame #I796 and #I797 because
the color histogram difference and the edge change ratio between those two frames
are more than 89% and 80%, respectively.
Another shot is given in Figure 2.7 showing eight frames from a shot of 'Brave
Heart (movie)'. In this shot, a man is running very fast through the woods with
the camera following him. This is a good example to show that BGT can also
handle situations in which the background is changing fast while the objects in the
foreground change little. In frame #96, the thick woods is the background, but

#98

#99

#loo

Figure 2.7: Frames in a shot of 'Brave Heart (movie)'

#I78

#I79

Figure 2.8: F'rames in a shot of 'Alabama Song (Music Video)'

it becomes thin quickly and we can see the sky throughout most background area
in frame #97. The color histogram difference and the edge change ratio between
frame #96 and #97 are more than 75% and 78%, respectively. As a result, they
cut the shot between those two frames. In contrast, BGT successfully tracked
the sky and the trees in the background. It correctly detects this sequence as a
shot.
An interesting example is shown in Figure 2.8 which presents the eight frames
from a shot of 'Alabama Song (Music Video)'. In this shot, a singer is standing
still while she is singing. The camera and its angle are also fixed. During frame
#I76 and #177, a very bright light illuminates the object and its surroundings.
As a result, the color histogram difference between frame #I75 and #176, and
frame #I77 and #I78 are 77% and 78%, respectively. The edge change ratios
between those frames are 79% and 72%, respectively. Consequently, both of these
schemes mistook this sequence as three shots (a cut between frame #I75 and
#176, and another cut between frame #I77 and #178). This example shows
that colors and edges can change significantly due to deviation in the lighting
condition. However, BGT can still recognize this kind of sequence as a shot since
it focuses on the background (the night sky in this case).
The above examples illustrate the effectiveness of background tracking in capturing the semantics of the videos. The performance results confirm that this
semantic-based approach is more tolerant of fast changes in the background,
foreground, or lighting condition. It is much more robust than existing methods.

2.8

Summary

We propose a new approach to detect and classify shot changes in video sequences
which is much less expensive and more reliable than existing techniques. Our
solution is less expensive since we process only the background pixels, which are
20% of the number of pixels that must be examined by existing methods. This

fact makes our technique suitable for large video databases. The performance
advantage of this approach is due to the fact that we take into account not only
the differences in the pixel values but also the semantic similarity between video
frames based on their background. To demonstrate this benefit, we gave three
experimental examples. They showed that the proposed scheme is much more
tolerant of fast changes in the background, foreground, and lighting conditions.
To 'assess the effectiveness of our technique, we compared it with techniques using
color histograms and edge change ratios. These experiments were based on six
categories of 26 videos. The results indicate that our method is more robust.
It is much less sensitive to the user-selected threshold values. In fact, we used
the same threshold values for all 26 videos. We observed that the new method
reduced the number of incorrect detections a t least in half.

CHAPTER 3
NON-SEQUENTIAL APPROACH TO SHOT
BOUNDARY DETECTION
All the SBD techniques discussed so far are referred to as the sequential approach. They scan the entire video stream and process the frames in the sequential order as illustrated in Figure 3.l(b). As we have discussed, these techniques
make mostly unnecessary comparisons causing SBD overly expensive. To address this problem, we can skip over unnecessary comparisons. This suggests
a non-sequential approach to shot boundary detection. To illustrate this idea,
we introduce three such techniques. Also, rough assessment of performance and
experiment a1 results are discussed in this chapter.

Three Non-Sequential SBD Techniques
We assume that a shot has at least two frames. This assumption is generally
true in practice. To gain insight on the benefits of the non-sequential idea, let us
consider the following strategies:

Regular Skip: We compare every dth frames. As an example, "d = 2"
is illustrated in Figure 3.1 (c). We compare the first frame with the third,
the third with the fifth, the fifth with the seventh, and so forth. When two
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Figure 3.1: Various Non-Sequential SBD strategies

frames, say i and i+2, are identified to be in two different shots, we compare
frame i with frame i

+ 1 to determine the shot boundary.

If frame i and

+ 1 are identified to be in two different shots, the shot boundary
lies between frame i and frame i + 1. Otherwise, it lies between frame
i + 1 and frame i + 2. We do not have to compare frame i + 1 with frame
i + 2 since a shot must have at least two frames. Once a shot boundary
frame i

has been identified, the same procedure is then repeated for the next shot
starting from its first frame. The algorithm of this Regular Skip is shown
in Figure 3.2. This scheme is very simple; but we can already reduce the
number of comparisons almost in half. It can be generalized so that larger d
can achieve much better savings. We note that shot boundary detection is
a cpu-bound process. The number of comparisons dictates the performance
of the algorithm.

Adaptive Skip: The optimal value of d in Regular Skip varies from video
to video. In the Adaptive Skip strategy, we determine d dynamically. In
each iteration, the algorithm determines how many frames to skip by comparing the current frame with the one last examined (Figure 3.1 (d)). If
this comparison is more similar then the last comparison, we increase d for
the next comparison. If it becomes less similar, we decrease d. On the other
hand, if the current comparison indicates that the two frames are in two
different shots, we scan backward to look for the boundary using, say Regular Skip in the reverse direction. Once the boundary has been determined,
we can scan forward again using the same procedure. The algorithm of this
Adaptive Skip is shown in Figure 3.3. Obviously, this adaptive strategy can
also provide very significant savings compared to sequential techniques.

Algorithm : Regular Skip
P Initially, f = 1, d= 2, j = Fand N , = 0.
F is the total number of frames in a given video.
Total number of frame comparisons ( N), is computed additionally. *I

Regular-Skip ( 1, j )
1. Compare f? frame with ( i+& frame
using a given shot change detection technique ;

3. If two frames ( d!h and (i+& ) are determined to be in two
different shots,
3.1. Compare (i+ l t 9 frame with ( i+& frame
using a given shot change detection technique ;

3.2. If two frames ( ( i + l t 9 and ( i + &
) are determined to
be in two different shots, a shot boundary is
frame with ( i+h3frame ;
between ( i+it>

3.3. Else,
a shot boundary is between i
4. Else, i = i

5. If i < F

-

+

frame with (i+zt>
frame ;

d ;

4 then go to 1 ;

6. Else, terminate the procedure;

Figure 3.2: Algorithm of Regular Skip

,

/* Initially, i= 1, a=2, j = Fand N = 0.
F is the total number of frames in a given video.
Total number of frame comparisons ( N), is computed additionally. *I

Adaptive-Skip ( 4 j )
1. Compare A? frame with (i
+& frame
using a given shot change detection technique ;
2. N , = N , + l ;

3. If

frame and

3.1. d

frame are determined to be in same shot,

= d +1 ;

4. Else,
/* To find shot boundaries, Regular-Skip is used for convenience and simplicity.

4.1. Regular-Skip ( d, j ) ;

6. If ( i + d ) > F,

a = F - i;

7. If d > 0, then go to 1 ;

8. Else, terminate the procedure;

Figure 3.3: Algorithm of Adaptive Skip

Binary Skip: This scheme borrows the idea from binary search. First, we
look a t the two end frames (i.e., the first and the last frame) of the video
stream. If they are determined to be in two different shots, we divide the
frame sequence in half, and compare the new end frames of each sequence
(Figure 3.1 (e)). We do this division and comparison recursively until either
the first and the last frames are in the same shot or the length of a piece is
less than or equal to three frames. For the first case, in which the first and
the last frames are in the same shot, no further division and comparison
are performed. For the second case, if we have a piece with three frames
and the first and the last(third) frames are determined to be in different
shots, then we compare the first and the second frame to decide where the
,

boundary occurs. The algorithm of this Binary Skip is shown in Figure 3.4.

We note that the method by which the video frames are compared is intentionally left out in the description of Regular Skip, Adaptive Skip and Binary
Skip techniques. Any of the inter-frame comparison techniques can be used in a
non-sequential scheme to determine if two frames are in the same shot. Thus, we
can achieve the same accuracy of the sequential technique, but at a remarkably
lower cost.

3.2

Rough Assessment of Performance

To illustrate the benefits of the non-sequential approach, let us consider the
video stream, shown in Figure 3.l(a), which consists of three shots. We compare

P Initially, i = 1, j = Fand N c = 0.
F is the total number of frames in a given video.
Total number of frame comparisons ( N ), is computed additionally. */

Binary-Skip ( 4 j )
1. Compare I frame with f frame
using a given shot change detection technique ;

2. N , = N,+ 1 ;
3. If

frame and jh frame are determined to be in different shots,
3.1. If ( j - 1 ) >=3,

Binary-Skip (im)
,;
Binary-Skip (4 j ) ;
3.2. Else,
Compare JPframe with (i+i'3 frame
to decide where a boundary occurs ;

4. Else, terminate the procedure;

Figure 3.4: Algorithm of Binary Skip

the sequential and non-sequential schemes in term of the number of inter-frame
comparisons (N,) performed by each technique.
Let us compute N:equent"l for the sequential approach as shown in Figure 3.1
(b). Since every two consecutive frames are compared, N:equent"l can be calculated as F - 1, where F is the total number of frames in the video. Since F is

50 this our example (Figure 3.1 (a)), Niequent"a'- 49.
In Regular Skip (Figure 3.1 (c)), the odd numbered frames are compared;
and when two frames are identified to be in two different shots, one additional
comparison is necessary to determine the shot boundary. Thus, the number of
comparisons required by Regular Skip can be computed as N,'e9u1ar =

151 + s,

where s is the number of shot boundaries in a given video. Since the video stream,
shown in Figure 3.l(a), has 50 frames and two shot boundaries, Nlegu'ar = 27.
This 'represents an impressive 45% saving over the sequential approach. To gain
some insight, let us examine how the first shot is detected. First, frame # 1 and
frame # 3 are compared. Since they are in the same shot, frame # 3 and frame

# 5 are compared next, and similarly, frame # 5 and frame # 7, and frame # 7
and frame # 9 are compared. This comparison continues until frame # 17 and
frame # 19 are compared. Since they are in two different shots, frame # 17 and
frame # 18 are compared to find the boundary between frames

# 17 and # 18.

We note that Regular Skip needs to make only ten frame comparisons although
this shot consists of 17 frames. Obviously, bigger savings are achievable using
larger skipping distances.
If we apply Adaptive Skip to the sample video in Figure 3.1(a), N,odaptZve
- 20
which is a 59% improvement over the sequential approach. Again, let us look at
how the first boundary is detected to gain insight on the advantages of Adaptive
Skip. First, we compare frame # 1 and frame # 3 (d = 2). Since they are in

# I), frame # 3 and frame # 6 (d = 3) are compared next,
and similarly, frame # 6 and frame # 10 (d = 4) are compared. This comparison

the same shot (shot

continues until frame # 15 and frame # 21 (d = 6) are compared. Since frame
15 and frame

#

# 21 are in two different shots, we scan backward to find the shot

boundary between frame

# 17 and frame # 18. For simplicity, we use Regular

Skip, with d = 2, to do the backward scan. In total, we need to perform only
eight frame comparisons although the shot has 17 frames. In practice, a shot
is typically much longer than 17 frames; and we can expect Adaptive Skip to
provide substantially better saving.
For Binary-Skip (Figure 3.1 (e)), if we apply this scheme to the sample video
clip in Figure 3.1 (a), we get the value 25 for N,binary. Let us look at some
details on how to compute the value 25. First, the first frame # 1 and the last
frame # 50 are compared. Since they are in different shots (shot

# 1 and shot

# 3), the first frame # 1 and the middle frame # 25, and the middle frame # 25
and the last frame

# 50 are compared next, and so on. Eventually, we compare

frame # 16 and frame # 18 for example, and get the boundary between frame #
17 and frame

# 18. We can reduce the number of comparisons around 57% (49

to 25) using this scheme.

Experimental Results
To assess the performance of our non-sequential schemes, we compare them with
a sequential technique in our experimental studies. To be fair, all three methods
use the color histogram method (CHD) to compute the inter-frame differences.
For convenience, we will refer to the four strategies, Sequential, Regular Skip,

Adaptive Skip and Binary Skip as 'Sequential', 'Regular', 'Adaptive' and 'Binary'
respectively, in this dissertation. They are evaluated in terms of the total t i m e

for execution (Tc)and the total number of frame comparisons (N,).
To select videos for this study, we investigated the performance studies [HJW94,
ZMM95, SK96, W L 9 6 , KD97, BK98, RHM98, Lie99, CCM97, FLE95, ASH96,
BR96] Our test set consists of six categories with 26 different clips, and lasts
about 5 hours and 20 minutes. It is more complete than any test sets used
[HJW94, ZMM95, SK96, YYL96, KD97, BK98, RHM98, Lie991. Our video clips
were digitized in AVI format at 30 frames/second which is the typical frame used
for shot boundary detection. The resolution of our video clips is 160 x 120 pixels.
Each pixel is encoded in 24 bits (8 bits for each red, green and blue). The details
of ihese videos are summarized in Table 3.1.

3.3.1

Shot Boundary Detection Results

In Table 3.1, the 5th column, which is named 'S', shows the actual number of
shot boundaries in each clip. The 6th column named 'T' presents the total number of shot boundaries detected correctly and incorrectly by CHD. The total
number of correctly detected shot boundaries are shown in the 7th column. The
next two columns (the 8th and the 9th) represent 'recall' and 'precision,' respectively, which come from IR (Information Retrieval) [FB92] to measure retrieval
effectiveness. These two metrics can be defined as follows:

Recall (H,) is the ratio of the number of shot boundaries detected correctly
over the actual number of shot boundaries in a given video clip.

Precision (H,) is the ratio of the number of shot boundaries detected
correctly over the total number of shot boundaries detected correctly or
incorrectly.
Mathematically, these two terms can be computed as

and

$, respectively.

The

results are very similar with those [Lie99]. The results reported in Table 3.1 can be
considered as common to Sequential, Regular, Adaptive and Binary since they
all use the same frame comparison method and achieve more or less the same
accuracy. This experiment confirms that non-sequential ideas can be applied
to significantly speed up a given SBD technique without sacrificing accuracy.
As mentioned in the work [Lie99], the accuracy of color histogram techniques
are influenced by the setting of several parameters. The main parameter (main
threshold value for detection) for each clip is listed in the 10th column of Table 3.1,
which were determined carefully by trial and error.

Execution Efficiency
The execution efficiency of Sequential, Regular, Adaptive and Binary techniques,
according to our experiments, is shown in Table 3.2. We report three ratios RIS,

A/S and BIS. They are defined as follows:
Re ular
RIS = ~eq;entiai

loo(%), A/S =

Adaptive
sequential

x

loo(%), and

BIS =

sequzntial
Ada tive

loo(%).
They indicate how much the non-Sequential approach has reduced the computation costs when compared with the sequential one. We include these three ratios
under both Tc and Nc in Table 3.2.

TYP

Name

Duration Total
(mln:osc) Frames

Total

321 : 53

S :Actual Number of Shot
Bwnduks

579399

T

3999

5659

3372

0.84

0.60

of Shot Boundarks
I IC :Number of Shot Boundaria
I 1T :Number
Detected Correctly and Incorrectly

I

I

Table 3.1: Test Video Clips
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Table 3.2: Comparisons of Computation Costs in Sequential and Non-sequential
Schemes

We included Regular Skip with a minimum skipping distance of 2 in our study
to investigate the minimum saving guaranteed by the non-sequential approach.
The results are shown in Table 3.2. We observe that Regular Skip reduces the
costs of the sequential technique in half, 53.3% in terms of total execution time
and 51.0% in terms of total number of frame comparisons (see columns 4 and 11
of Table 3.2). This is consistent with our analysis in the last section. In general,
this saving is achievable regardless of the videos. One can expect to a t least
"double" the performance when using a non-sequential strategy. In practice, we
would typically use bigger skipping distances to achieve much better performance.

.W?W
,-'.
r art

#3184

#3185

Figure 3.5: News Conference

One would expect Adaptive Skip and Binary Skip to perform significantly
better than Regular Skip with a minimum skipping distance. The results for
Adaptive Skip and Binary Skip are also included in Table 3.2. It shows that on

average those two Skips save more than 80% of the computation when compared
with the sequential approach (see columns 6, 8, 13 and 15 of Table 3.2). The
exact savings depend on the lengths of the shots in the video. The average
shot lengths of the test videos in the number of frames and seconds are given in
columns 16 and 17, respectively. We observe that the savings are more for videos
with longer shots. For instance, the average shot length of "News Conference" is
1,117 frames (or 37.2 seconds). In this case, Adaptive and Binary Skip can detect
the shot boundaries using only 6.3% and 1.4% respectively of the computation
needed for the sequential approach. That is, Adaptive Skip is around 16 times
faster, and Binary Skip is around 71 times faster. Some sample frames from
this video clip are shown in Figure 3.5. The first shot of this video has 2,952
frames. As seen in Figure 3.5, frames # 1, #I500 and #2952 of this shot are
very similar. Comparing every two consecutive frames in this shot would be a
waste of computing resources.
We note that the improvements due to Adaptive and Binary Skips are still
respectable under videos with very short shots. As an example, let us consider
"TV Commercials" which is a sequence of TV commercials. The shot lengths of
this video clip range from 16 to 33 frames, approximately half to one second. This
is typical for TV commercials. The boundary frames of three sample shots from
this video clip are shown in Figure 3.6. Again, we observe that the end frames
of each shot (e.g., frame # 1581 and frame #1610) are very similar. Although
the shots are short, Adaptive and Binary Skip can still skip over many frames to
provide a significant saving of about 55% over the sequential technique.
Let us compare Adaptive Skip with Binary Skip. As seen in Table 3.2, there is
little difference in the overall performance for both skips. But, as presented in the
examples of "News Conference" and "TV Commercials", Binary Skip performs

better than Adaptive Skip in the case that average shot length is very long, and
vice versa. This is because Adaptive Skip needs more frame comparisons initially
to become adjusted to long shots. For videos with short shots, Binary Skip needs
to compare frames until the terminal condition which is that the length of a piece
is less than or equal to three frames. In other words, Binary Skip behaves like
Regular Skip if the shot boundaries are very frequent. Therefore, Binary Skip is
beneficial for videos with long shots, and Adaptive Skip has more advantages for
handling videos with frequent shot boundaries.

#I644
Figure 3.6: TV Commercial

#I669

3.3.3

Adaptiveness

To examine the adaptiveness of Adaptive Skip to various types of videos, the

Sequenlal

Regular
Adaptive
and Binar
(column 4 , 6 and 8 of Table 3.2) in
ratios of sequential,
terms of total execution time are plotted in Figure 3.7 (a) for different average

shot lengths in number of frames (column 16 of Table 3.2). We also plot the ratios
of

Regular
Sequential

Adaptive
, Sequential
and

Binar
Sequenlal
(column 11, 13 and 15 of Table 3.2) in terms

of total frame comparisons are plotted in Figure 3.7 (b) for different average shot
lengths in number of frames (column 17 of Table 3.2). We skip the extreme data
from 'TV Commercials' and 'News Conference' to make these graphs unbiased.
As seen in these plots, there is little difference in the performance of Regular Skip
regardless of the changing in the average shot length. However, the performances
of Adaptive and Binary Skip increase as the average shot length increases. These
two techniques can adapt to various types of videos very well to take advantage
of the longer video shots.

3.4

Summary

Today's shot boundary detection methods are based on sequential search. This
linear approach is unnecessary and very expensive. To address this problem,
we investigate a non-sequential approach, in which not every video frame needs
to be examined. We start with a simple strategy that scans every other frame
(Regular Skip). This plain scheme is good enough to reduce the cost almost in
half. To really exploit the benefits of the non-sequential idea, we also introduced
the Regular, Adaptive and Binary Skip methods. These techniques skip some
unnecessary frame comparisons wisely to achieve much better performance. The

Average Shot Length (Number of Frames)

(a) for Average Shot Length in Number of Frame

&IF

Re ular ki +Ad trve
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Average Shot Length (sec.)

(b) for Average Shot Length in Time (seconds)
Figure 3.7: Adaptiveness Comparisons

non-sequential approach is fundamentally different from all existing methods for
shot boundary detection. In fact, it is orthogonal to these schemes in the sense
that it can be applied to improve their performance. Our experiments showed
that this idea speeds up a conventional method based on color histograms up to

71 times while preserving the same accuracy. On the average, the improvement
is five times according to our experiments on 26 videos of six different types.
Therefore, our proposed non-sequential approaches can be used to make SBD
techniques very practical.

CHAPTER 4
NON-LINEAR BROWSING AND
COST-EFFECTIVE INDEXING
Video data are often accessed in an exploring or browsing mode. Browsing a video
using VCR like functions (i.e., fast-forward or fast-reverse) (HTW991, however,
is tedious and time consuming. A hierarchical abstraction allowing nonlinear
browsing is desirable. Today's techniques for automatic construction of such
structures, however, have many limitations. They rely on explicit models, focus
only on the construction of low-level scenes, or ignore the content of the video.
We discuss in this chapter our Scene Tree approach which addresses all these
drawbacks.
In order to automate the tree construction process, we base our approach on
the visual content of the video instead of human perception. First, we obtain
the video shots using our camera-tracking SBD method discussed in Chapter 2.
We then group adjacent shots that are related (i-e.,sharing similar backgrounds)
into a scene. Similarly, scenes with related shots are considered related and can
be assembled into a higher-level scene of arbitrary level. We discuss the details
of this strategy and give an example in this chapter.
For cost-effective indexing, we first discuss how SignBA and SignoA, generated from our SBD technique, can be used to characterize video data. We then

present a video similarity model based on these two parameters. Finally, the
experimental results are shown to assess the various performance issues.

Scene Tree Construction Algorithm
Let A and B be two shots with IAJ and 1BI frames, respectively. The algorithm
to determine if they are related is as follows.
1. Set i t 1, j t 1.
2. Compute the difference D, of Sign"

of shot A and SignfA of shot B using

the following equation. We use the number 256 since in our RGB space red,
green and blue colors range from 0 to 255

)

mas. difference in signBAs
x loo(%)
256
3. If D, is less than lo%, then stop and return that the two shots are related;
otherwise, go to the next step.

4. Set i t i

+ 1.

If i > IA(, then stop and return that two shots are not related; otherwise, set j t j

+ 1-

If j > IBI, then set j t 1.
5 . Go to Step (2).
For convenience, We will refer to this algorithm as RELATIONSHIP. It can be
used in the following procedure to construct a browsing hierarchy, called scene
tree, as follows.

1. A scene node SNP in the lowest level (i.e., level 0) of scene tree is created
for each shot#i. The subscript indicates the shot (or scene) from which the
scene node is derived; and the superscript denotes the level of the scene
node in the scene tree.
2. Set i + 3.
3. Apply algorithm RELATIONSHIP to compare shot#i with each of the shots

shot#(z-21,

-

shot#l (in descending order). This sequence of comparisons

a,

stops when a related shot, say shot#j, is identified. If no related shot is
found, we create a new empty node, connect it as a parent node to SNP,
an& proceed to Step 5.
4. We consider SN:,

and SN;. Three scenarios can happen:

If SNP-, and SN; do not currently have a parent node, we connect all
scene nodes, SNP through SN;, to a new empty node as their parent
node.
If SN:,

and SN; share an ancestor node, we connect SNP to this

ancestor node.
If SNP-, and SN: do not currently share an ancestor node, we connect

SN; to the current oldest ancestor of SN:,
current oldest ancestors of SN:,

and then connect the

and SN; to a new empty node as

their parent node.

5. If there are more shots, we set i t i + 1, and go to step 3. Otherwise, we
connect all the nodes currently without a parent to a new empty node as
their parent.

6. For each scene node a t the bottom of the scene tree, we select from the
corresponding shot the most "repetitive" frame as its representative frame,
i.e., this frame shares the same sign with the most number of frames in the
shot. We then traverse all the nodes in the scene tree, level by level, starting
from the bottom. For each empty node visited, we identify the child node,
say SN;, which contains shot#m which has the longest sequence of frames
with the same SignBAvalue. We rename this empty node as SN;+', and
assign the representative frame of SN& to SN&+'.

Frames

Sign

Red

I Green I

Blue

-

-

Table 4.1: Frames in the shot#5
We note that each scene node contains a representative frame or a pointer
to that frame for future use such as browsing or navigating. The criterion for
selecting a representative frame from a shot is to find the most frequent image.
If more than one such image is found, we can choose the temporally earliest one.

As an example, let us assume that ~ h 0 t # 5has 20 frames and the SignBAvalue of
each frame is as shown in Table 4.1. Since signBAis actually a pixel, it has three
numerical values for the three colors, red, green and blue. In this case, we use
frame 1 as the representative frame for shot#5 because this frame corresponds
to an image with the longest sequence of frames with the same signBA values
(i.e., 219, 152, 142). Although, the sequence corresponding t o frames 15 to 20
also has the same sequence length, frame 15 is not selected because it appears
later in the shot. Instead of having only one representative frame per scene, we
can also use g(s) most repetitive representative frames for scenes with s shots to
better convey their larger content, where g is some function of s.
Now, let us evaluate the complexity of the two algorithms above. The complexity of RELA TIONSHIP is O(IA1 x I BI). The average computation cost, however, is much less because the algorithm stops as soon as it finds the two related
scenes. Furthermore, the similarity computation is based on only one pixel (i.e..
SignBA)of each video frame making this algorithm very efficient.
The cost of the tree construction algorithm can be derived as follows. Step 3
can be done in O ( f 2 x n), where f is the number of frames, and n is the number
of shots in a given video. This is because the algorithm visits every shot; and
whenever a shot is visited, it is compared with every frame in the shots before
it. In Step 4 and Step 6, we need to traverse a tree. It can be done in O(log(n)).
Therefore, the whole algorithm can be completed in O(f x n).

Example to explain Scene Tree
The scene tree construction algorithm is best illustrated by an example. Let us
consider a video clip with ten scenes as shown in Figure 4.1. For convenience,
we label related shots with the same prefix. For instance, shot#l, shot#3 and
shot#6 are related, and are labeled as A, A1 and A2, respectively. An effective
algorithm should group these shots into a longer unit a t a higher level in the
browsing hierarchy. Using this video clip, we illustrate our tree construction
algorithm in Figure 4.2. The details are discussed below.
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Figure 4.1: A video clip with ten shots

a

Figure 4.2(a): We first create three scene nodes SN;, SN; and SN! for
shot#l, shot#2 and shot#3, respectively. Applying algorithm RELATION-

SHIP to shot#3 and shot#l, we determine that the two shots are related.
Since they are related but neither currently has a parent node, we connect
them to a new empty node called EN1. According to our algorithm, we do
not need to compare shot#2 and shot#3. However, shot#2 is connected to
E N 1 because shot#2 is between two related nodes, shot#3 and shot#l.

I
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A1 1611
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Figure 4.2: Scene Tree Building
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Figure 4.2(b): Applying the algorithm RELATIONSHIP to shot#4 and
shot#2, we determine that they are related. This allows us to skip the
comparison between shot#4 and shot#l. In this case, since SN; and SN:
share the same ancestor (i.e., E N l ) , we also connect shot#4 to EN1.

Figure 4.2(c): Comparing shot#5 with shot#5', shot#2, and shot#l using
RELATIONSHIP, we determine that shot#5 is not related to these three
shots. We, thus create SN: for shot#5, and connect it to a new empty
node EN2.

Figure 4.2(d): In this case, shot#6is determined to be related to shot#3.
Since SN! and SN; currently do not have the same ancestor, we first
connect SN: to E N 2 ; and then connect E N 1 and E N 2 to a new empty
node E N 3 as their parent node.

Figure 4.2(e): In this case, shot#7is determined to be related to shot#5.
Since SN; and SN: share the same ancestor node E N 2 , we simply create
SN; for shot#7 and connect this scene node to E N 2 .

Figure 4.2(f): This case is similar to the case of Figure 4.2(c). shot#8
is not related to any previous shots. We create a new scene node SN! for
shot#& and connect this scene node to a new empty node EN4.

Figure 4.2(g): shot#9 and shot#lO are found to be related to the immediate previous node, shot#8 and shot#9, respectively. In this case, according
to the algorithm, both shot#9 and shot#lO are connected to EN4. Since
shot#lO is the last shot of the video clip, we create a root node, and connect all nodes which do not currently have a parent node to this root node.
Now, we need to name all the empty nodes. E N 1 is named SN: because
shot#l contains an image which is "repeated" most frequently among all

the images in the first four level-0 scenes. The superscript of "1" indicates
that SN: is a scene node at level 1. As another example, EN3 is named

SN: because shot#l contains an image which is " repeated" most frequently
among all the images in the first seven level-0 scenes. The superscript of

" 2" indicates that SN; is a scene node at level 2. Similarly, we can determine the names for the other scene nodes. We note that the naming
process is important because it determines the proper representative frame
for each scene node, e.g., SN; indicates that this scene node should use the
representative frame from shot#7.
In this chapter, we will show an example of a scene tree built from a real video
clip.

4.3

A Simple Feature Vector for Video Data

To illustrate the concept of our techniques, we use the same example video clip
in Figure 4.1, whlch has 10 shots. From this video clip, let us assume that our

SBD technique generates the values of SignBAsand SignoAs for all the frames
as shown in the 4th and 5th columns of Table 4.2, respectively.
The 6th and 7th columns of Table 4.2, which are called VarBA and VaroA,
respectively, are computed using the following equations:

where k and 1 are the first and last frames of the ith shot, respectively. SigngA
is the mean value for all the signs, and is computed as follows:

Shots

No. of start No. of end
frame
tram

SignBA

SignOA

Sign ,olBA,

..., Sign,p
..., Sign
..., Sign

Sign

. Sign O
..., SignOA, ,

170

Sign

...,Sign ,CA

Sign ,OA,

# 1 (A)

1

75

# 2 (8)

76

100

# 3 (Al)

101

140

# 4 (81)

141

Sign

Sign ,OA,
Sign,oA

Var,

Var,

"

Var,

Var,

OA
OA

..., Sign 1700A Var,

VarBl

OA

Sign

..., SignOA, ,

Varc OA

Sign

..., SignOA,

VarM BA VarN

OA

..., Sign4,,0A

Var,

BA

Var,

OA

BA

Var,

171

290

291

350

# 7 (C1)

351

415

..., SignZwBA Sign
..., SignmBA Sign
SignSlBA, ...,
Sign,,,OA,

# 8 (D)

416

495

Sign41Gm,

# 9 (Dl)

496

#10 (D2)

551

(c)

A

Var OA

Var,

# 6 (A21

#5

..., Sign,,OA

Var

Var,

BA

Var,

...,Sgin",

Sign,,,OA,

..., SginO
,A

Var,

550

...,SignmBA

SignB4,A,

...,Sign

Var,

VarD1OA

625

..., Sgi n,BA

Sign,,,OA,

..., Signe,OA

Var,

Var,

OA

OA

Table 4.2: Results from Shot Boundary detection
Similarly, we can compute v a r F A as follows:

We note- that v a r B A and varoA are the statistical variances of SignBAsand
SignoAs, respectively, within a shot. These variance values measure the degree
of changes in the content of the background or object area of a shot. They have
the following properties:

If VarBA is zero, it obviously means that there is no change in SignBAs.
In other words, the background is fixed in this shot.

If VaroA is zero, it means that there is no change in SignoAs. In other
words, there is no change in the object area.

If e i t h e r value is n o t zero, there are changes in the background or object
area. A larger variance indicates a higher degree of changes in the respective
area.

Thus, VarBA and VaroA capture the spatio-temporal semantics of the video
shot. We can use them to characterize a video shot, much like average color,
color distribution, etc. are used to characterize images.
Based on the above discussions, we may be asked if just two values, v a r B Aand
VaroA, are enough to capture the various contents of diverse kinds of videos. To
answer this concern, we note that videos in a digital library are typically classified
by their genre and form. 133 genres and 35 forms are listed [HL97]. These genres
include 'adaptation7, 'adventure7, 'biographical', 'comedy', 'historical', 'medical',
'musical7, 'romance', 'western', etc. Some examples of the 35 forms are 'animation', 'feature7, 'television mini-series7,and 'television series7. To classify a video,
all appropriate genres and forms are selected from this list. For examples, the
movie 'Brave Heart' is classified as 'adventure and biographical feature'; and 'Dr.
Zhivago7 is classified as 'adaptation, historical, and romance feature7. In total,
there are at least 4,655 (133 x 35) possible categories of videos. If we assume
that' video retrieval is performed within one of these 4,655 classes, our indexing
scheme using v a r B A and varoA should be enough to characterize contents of a
shot. We will show experimental results later to substantiate this claim.
Unlike methods which extract keywords or key-frame(s) from videos, our
method extracts ( v a r B A and VaroA) for indexing and retrieval. The advantage of this approach is that it can be fully automated. Furthermore, it is not
reliance on any domain knowledge.

A Video Similarity Model
To facilitate video retrieval, we build an index table as shown in Table 4.3. It
shows the index information relevant to two video clips, 'Simon Birch' and 'Wag
the Dog.' For convenience, we denote the last column as DV. That is Dv =

I
:Shot
]
No.

I)

: Start Frame No.
:End Frame No.
:

4x7

p-1:,/LF
(a) Simon Birch

(b) Wag the Dog

Table 4.3: Index Information for the two Clips
To seatch for relevant shots, the user expresses the impression of how much
things are changing in the background and object areas by specifying the VarfA
and var,OAvalues, respectively. In response, the system computes DU
, =

,/--

JvarfA, and return the ID of any shot i that satisfies the following conditions:

Since the impression expressed in a query is very approximate, a and ,O are used
in the similarity computation to allow some degree of tolerance in matching video
data. In our system, we set a = ,O = 1.0. We note that another common way to
handle in-exact queries is to do matching on quantized data.
In general, the answer to a query does not have to be shots. Instead, the
system can return the largest scenes that share the same representative frame

with one of the matching shots. Using this information, the user can browse the
appropriate scene trees, starting from the suggested scene nodes, to search for
more specific scenes in the lower levels of the hierarchies. In a sense, this indexing
mechanism makes browsing more efficient.

4.5

Experimental Results

Our experiments were designed to assess the following performance issues:
Our camera tracking technique is effective for SBD.
The algorithm for scene tree construction builds reliable scene trees.
'The variance values VarBAand varoA make a good feature vector for video
data.

Performance of Shot Boundary Detection Technique
Two parameters 'recall7 and 'precision7 are commonly used to evaluate the effectiveness of IR (Information Retrieval) techniques [FB92]. We also use these
metrics in our study as follows:

Recall is the ratio of the number of shot changes detected correctly over the
actual number of shot changes in a given video clip.

Precision is the ratio of the number of shot changes detected correctly over
the total number of shot changes detected (correctly or incorrectly).

Name

TYP

TV
Programs

-

Sports
Events

Documentaries

Music Videos

-

Shot
Changes

Recall
(H$

Preclsk
on (HJ

Silk Stalkings (Drama)

10:24

95

0.97

0.87

Scooby Dog Show (Cartoon)

11 :38

106

0.87

0.75

Friends (Sitcom)

10:22

116

0.88

0.75

Chicago Hope (Drama)

9 : 47

156

0.96

0.84

Star Trek(Deep Space Nine)

12:27

111

0.78

0.81

All My Children (Soap Opera)

5 : 44

50

0.89

0.81

Flinstone (Cartoon)

6 : 09

48

0.89

0.84

Jerry Springer (Talk Show)

4 : 58

107

0.77

0.82

TV Commercials

31 :25

967

0.95

0.93

National (NBC)

14:45

202

0.95

0.93

Local (ABC)

30 : 27

176

0.94

0.91

Brave Heart

10: 03

246

0.90

0.81

ATF

11 :52

224

0.94

0.90

Simon Birch

11 :08

164

0.95

0.83

Wag the dog

11 :01

103

0.98

0.81

Tennis (1999 U.S. Open)

14:20

114

0.91

0.90

Mountain Bike Race

15 : 12

143

0.96

0.95

Football

21 : 26

163

0.94

0.88

Today's Vietnam

10: 29

93

0.89

0.84

News

M-ovies

Duratlon
(min:sc)

-

-

-

For all mankind

16:50

127

0.90

0.81

Kobe Bryant

3 : 53

53

0.86

0.78

Alabama Song

4 : 24

65

0.89

0.84

278 : 44

3629

0.90

0.85

Total

Table 4.4: Test Video Clips and Detection Results for Shot Changes

In a previous study [OHLOO], we have demonstrated that our Camera Tracking
technique is significantly more accurate then traditional methods based on color
histograms and edge change ratios. In the current study, we re-evaluate our
technique using many more video clips. Our video clips were originally digitized
in AVI format a t 30 frames/second. Their resolution is 160 x 120 pixels. To
reduce computation time, we made our test video clips by extracting frames from
these originals at the rate of 3 frames/second. To design our test video set, we
studied the videos used (HJW94, ZMM95, ASH96, YYL96, CCM97, RHM98,
Lie991. From theirs, we created our set of 22 video clips. They represent six
different categories as shown in Table 4.4. In total, this test set lasts about
4 hours and 30 minutes. It is more complete than any other test sets used
[HJW94, ZMM95, ASH96, W L 9 6 , CCM97, RHM98, Lie991. The details of our
test- video set and shot boundary detection results are given in Table 4.4. We
observe that the recalls and the precisions are consistent with those obtained in
our previous study [OHLOO].

Effectiveness of Scene Tree
In this study, we run the algorithms in the above to build the scene tree for
various videos. To assess the effectiveness of these algorithms, we inspected each
video and evaluated the structure of the corresponding tree and its representative
frames. Since it is difficult to quantify the quality of these scene trees, we show
one representative tree in Figure 4.3. This scene tree was built from a one-minute
segment of our test video clip "Friends." The story is as follows. Two women and
one man are having a conversation in a restaurant, and two men come and join
them. If we travel the scene tree from level 3 to level 1, and therefore browsing the

video non-linearly, we can get the above story. We note that the representative
frames serve well as a summary of important events in the underlying video.

Effectiveness of v a r B A and v a r Q A
To demonstrate that v a r B A and v a r Q Aindeed capture the semantics of video
data, we select arbitrary shots from our data set. For each of these shots, we
compute its v a r B Aand v a r Q A ,and use them to retrieve similar shots in the data
set. If these two parameters are indeed good feature values, the shots returned
should resemble some characteristics of the shot used to do the retrieval.
We show some of the experimental results in Figure 4.4, Figure 4.5 and Figure 4.6. In each of these figures, the upper, leftmost picture is the representative
frame of the video short selected arbitrarily for the retrieval experiment. The
remaining pictures are representative frames of the matching shots. The label
under each picture indicates the shot and the video clip the representative frame
belongs to. For instance, #12W represents the representative frame of the 12th
shot of 'Wag the dog'. Due to space limitation, we show only the three most
similar shots in each case. They are discussed below.

Figure 4.4 The shot (#12W) is from 'Wag the dog'. This shot is a close-up
of a person who is talking. The Dy2 and VargA for this shot are 5.86 and
17.37, respectively, as seen in Table 4.3(b). The shot #I02 from 'Wag the
dog', and the shots #64 and #I54 from 'Simon Birch' were retrieved and
presented in Figure 4.4. The results are quite impressive in that all four
shots show a close-up view of a talking person.

Figure 4.3: Scene Tree of 'Friends'

#102W

#64S

#154S

Figure 4.4: Shots with similar index values - Set 1.

Figure 4.5 The shot (#33W) is from 'Wag the dog', and the content shows
two people talking from some distance. The D:3 and dar?

for this shot

are 1.46 and 9.37, respectively, as seen in Table 4.3(b). The shot #11
from 'Wag the dog', and the shots #93, and #I08 from 'Simon Birch' were

..

retrieved and presented in Figure 4.5. Again, the four shots are very similar

in content. All show two people talking from some distance.

Figure 4.5: Shots with similar index values - Set 2.

Figure 4.6 The shot (#76S) is from 'Simon Birch.' The content is a person
running from the kitchen to the window. The Dy6 and varEA for this shot
are -0.78 and 23.55, respectively, as seen in Table 4.3(a). The shot #87 from
'Wag the dog', and the shots #1 and #4 from 'Simon Birch' were retrieved
and presented in Figure 4.5. Two people are riding a bike in shot #IS. In
shot #4W, one person is running in the woods. In shot #87, one person
is picking a book from a book shelf and walking to the living room. These

shots are similar in that all show a single moving object with a changing
background.

Figure 4.6: Shots with similar index values - Set 3.

4.6

Summary

We present a fully automatic content-based approach to browsing and indexing
video data. There are three steps in our methodology
Step 1: A Camera-Tracking Shot Boundary Detection technique is used to
segment each video into basic units called shots. This step also computes
the feature vector for each shot, which consists of two variances v a r B Aand

VaroA. These two values capture how much things are changing in the
background and foreground areas of the shot.
Step 2: For each video, a fully automatic method is applied to the shots,
identified in Step 1, to build a browsing hierarchy, called Scene Tree.
Step 3: Using the v a r B Aand VaroA values obtained in Step 1, an index
table is built to support a variance-based video similarity model. That is,
video scenes/shots are retrieved base on given values of v a r B Aand VaroA.

The variance-based similarity model is not used to directly retrieve the video
scenes/shots. Rather, it is used to determine the relevant scene nodes. With this
information, the user can start the browsing from these nodes to look for more
specific scenes/shots in the lower level of the hierarchy.
Comparing the proposed techniques with existing methods, we can draw the
following conclusions:
Our Camera-Tracking technique is fundamentally different from traditional
methods based on pixel comparison. Since our scheme is designed around
the very definition of shots, it offers unprecedented accuracy
Unlike existing schemes for building browsing hierarchies, which are limited
to low-level entities (i.e., scenes), rely on explicit models, or do not consider
the video content, our technique builds a scene tree automatically from the
visual content of the video. The size and shape of our browsing structure
reflect the semantic complexity of the video clip.
a

Video retrieval techniques based on keywords are expensive, usually application dependent, and biased. These problems remain even if the dialog can
be extracted from the video using speech recognition methods [WCG99].
Indexing techniques based on spatio-temporal contents are available. They,
however, rely on complex image processing techniques, and therefore very
expensive. Our variance-based similarity model offers a simple and inexpensive approach to achieve comparable performance. It is uniquely suitable
for large video databases.

CHAPTER 5
HYBRID OF PERIODIC BROADCAST AND
SCHEDULED MULTICAST
As discussed in Chapter 1,delivering long videos with limited bandwidth in videoon-demand system is challenging work. In order to satisfy various requests from
clients, a server need a hybrid approach to handle the requests for both popular
and unpopular videos. In this chapter, we investigate a new hybrid approach
which is called Adaptive Hybrid Approach (AHA) in which periodic broadcast
and scheduled multicast are combined to satisfy the requests for popular and
unpopular videos respectively. We use Skyscraper Broadcasting (SB) for periodic broadcast to handle popular videos. For less popular videos, we propose a
new scheduled multicast technique, called Largest Aggregated Waiting Time First
(LAW). In this chapter, we first discuss some related works in more detail. The
concepts of LAW and AHA are described. Finally, the performance model and
simulation results are shown to assess the performance of the proposed technique.

Related Works
We discuss some related works. We first discuss Skyscraper Broadcasting (SB)
[HS97] and MFQ [AWY96]. They represent recent periodic broadcast and sched-

uled multicast techniques, respectively. We then present a hybrid approach based
on these two techniques. To facilitate our discussion, we introduce the following
notations:

B:

The server bandwidth(server capacity)
in Mbitslsec.

M: The number of videos.
D:

The length of each video in minutes.

K : The number of data segments in a video file.
b:

The display rate of each video in Mbitslsec.

Skyscraper Broadcasting (SB) Scheme
In SB, the server bandwidth of B Mbitslsec is evenly distributed into f logical
channels of b Mbitslsec each. These channels are allocated among the M videos.
To broadcast a video over its K dedicated channels, the video file is partitioned
into K fragments of increasing size using the data fragmentation scheme described
shortly. Each of these fragments are repeatedly broadcast on its dedicated channel
a t the display rate.
The data fragmentation technique is based on the following recursive function:

n = 1,
2

n = 2, 3,

2 g ( n - l ) + l nmod4=0,
g(n - 1)

n mod 4 = 1,

2g(n- 1) + 2 n mod 4 = 2,
,

g(n - 1)

n mod 4 = 3.

The materialized series is as follows: [I, 2, 2, 5, 5, 12, 12, 25, 25, 52, 52,...1. This
series is referred to as the broadcast series [HS97]. The first number in this series
signifies that the size of the first fragment is made of one unit. Similarly, the size
of the second is two units; the third is also two; the forth is five; and so forth. To
restrict the segments from becoming too large, SB constrains the size of the larger
segments to W units. This parameter can be controlled to achieve the desired
service latency as follows. The number of videos determines the parameter K.
Given K, the size of the first fragment, dl, can be controlled by adjusting W. A
smaller W corresponds to a larger dl. Since the maximum access latency is dl, it
can be kept small by using a larger W. The relationship between W and access
latency is given in the following formula:
Access Latency = dl =

D
min(g(i), W) '

cE1

which can be used to determine W given the desired access latency. The interested
reader is referred to the work [HS97] for the derivation of the above formula. This
technique gets its name because the stacking of data fragments (in the order they
appear in the video file) resembles the shape of a tall "skyscraper".
In practice, W is determined by the amount of disk space available a t the
client. The algorithm given in Figure 5.1 can be used to design the channels for
each video. To illustrate this algorithm, let us consider a 22-minute video with
a playback requirement of 1.5 Mbitslsec. Assuming that the client has enough
storage to buffer up to 5 minutes of video, and the maximum access latency is

0.2 minutes, the result of applying the algorithm is illustrated in Table 5.1. Each
column in this table corresponds to one iteration of the algorithm. It shows that
the algorithm terminates when the sum of the segment sizes is equal to the length
of the entire video (i.e., 22 minutes). The number of channels allocated to each
video is dependent on the length of the video. In our example, 10 channels are

Algorithm: Compute-Channels

.

Input :
- D : the length of a given video (minutes),
- V : the maximum size of client's buffer (Mbits),
- L : the maximum access latency (minutes);',
- b : the display rate of a given video (Mbitslsec.).
Output :
- K : the number of channels to be assigned to a given video.
Body:
begin
buffer-size-in-minutes

v .

= 60*b
9

K = 1;
sum-of-segments = 0;
while (sum-of-segments < D)
w = g(K) * L;
I* the function g(K) is already defined in section 1 *I
if (W> buffer-size-in-minutes)
w = buffer-size-in-minutes;
sum-of-segments = sum-of-segments + w;
K++ ;
return(K- 1);
end

Figure 5.1: Algorithm for computing the number of channels.

reserved for the video. We note that although the length of the last video segment
should have been g ( K ) L = g(10) 0.2 = 10.4 minutes, the available buffer space
limits this segment to 5 minutes (the size of the preceding segment).
Number of Channels

1

2

3

4

5

6

7

8

9

1

0

Segment size (rnin)

0.2

0.4

0.4 1.0

1.0

2.4 2.4

5.0 5.0

5.0

sumofSegmentsize(min.)

0.2

0.6

1.0 2.0

3.0

5.4 7.8 12.8 17.8 22.8

Table 5.1: Example of Channel Design.
The transmission of data fragments at the server end is straightforward. The
server needs only multiplex among the data fragments of all the videos. At the
client end, receiving of segments is done in terms of transmission group which
is defined as consecutive segments having the same size. For example, in the
broadcast series [I, 2, 2, 5, 5, 12, 12, 25, 25, 52, 52 ,...1, the first segment forms
the first group (i.e., (1)); the next two fragments form the second group (i.e.,
{2,2)); the fourth and fifth form the third group (i.e., {5,5)); and so forth. A
transmission group {A, A,

A) is called an odd group if A is an odd number;

otherwise, it is called an even group. The odd groups and the even groups
interleave in the broadcast series. To receive and playback these data fragments,
a client uses three service routines, an Odd Loader, an Even Loader, and a Video
Player. The Odd Loader and the Even Loader are responsible for tuning to
the appropriate channels to download odd groups and even groups, respectively.
Each loader downloads its groups in the order they occur in the video file. These
three routines share a local buffer. As the Odd Loader and Even Loader fill the
buffer with the downloaded data, the Video Player consumes the data at the rate
of a broadcast channel, resembles the video frames and renders them onto the
screen.

5.1.2

Maximum Factored Queue Length (MFQ) Policy

MFQ [AWY96] is a batching technique based on the notion of factored queue
length. In this scheme, a waiting queue is maintained for each video. New service
requests arriving at the server are appended to the queue corresponding to the
requested video. When a channel becomes available, MFQ picks the pending
requests in the queue with the maxzmum factored queue length to be served next.
The factored queue length of each video is obtained by applying a discriminatory
weighting factor to the length of the respective waiting queue. In order to ensure
fairness, this weight should decrease as the popularity of the video increases.
That is the weighting factor should be inversely related to the relative request
frequency of the video. To achieve the best average latency, MFQ defined the
factored queue length of a video i as its queue length divided by

a,where fi is

the relative request frequency of video i.
To implement the MFQ policy, the relative request frequency of a video i
can be approximated as

z,where qi denotes the queue length and Ati is the

time duration since i was last scheduled. Using this estimation, the factored
queue length can be computed as J-.

Since we need only t o determine the

largest among this set of numbers, the square of the factored queue length can be
considered instead. That is, whenever a stream becomes available, we schedule
the video with the largest value of qi Ati.

5.1.3

Hybrid approaches

Two hybrid techniques were presented in the work [DSS94]: FCFS-n and MQL-n.
FCFS-n is similar to the FCFS policy except that a fraction of the server capacity
is reserved for the periodic broadcast of the n most popular videos. For these
videos, each is repeatedly broadcast every t minutes. Similarly, MQL-n policy
reserves some of the channels for the periodic broadcast of the n most popular
videos, and serves the remaining videos according to MQL. These techniques
assume that n is known, and the popularity of the videos does not fluctuate.
When these assumptions do not hold, several scenarios can occur:

n is too large. The server wastes its bandwidth on some videos that could
be served more economically using scheduled multicast.

n is too small. Some of the popular videos could have been served more
economically using periodic broadcast.
n is appropriate. However, some of the videos being broadcast periodically

are not among the most popular ones. As a result, some bandwidth is
wasted on the unpopular videos causing long service delays for other videos.
To address the above problems, an adaptive hybrid technique is necessary. It
must be able to determine the parameter n and identify the current n most
popular videos. We introduce one such scheme in the next.

Largest Aggregated Waiting Time First (LAW)

5.2

Scheme
Although MFQ is very effective, further improvement is possible. Let us first
consider a motivating example illustrated in Figure 5.2:
A multicast of video 1 was last scheduled at time 106. Since then, five new
requests have arrived for this video at times 107, 111, 115, 121, and 126,
respectively. If we assume that the current time is 128, then the factored
queue length is q l * Atl = 5 * (128 - 106) = 5 * 22 = 110.
Another video, video 2, was last broadcast at time 100. Since then, four
requests have arrived for video 2 a t times 112, 119, 122, and 127, respectively. Again, if we assume that the current time is 128, then the factored
'queue length is

q2 t

At2 = 4 * (128 - 100) = 4 * 28 = 112.

I

Request for video no.1
rl 1

r12

r13

r14

r15

106 107

111

115

121

126 128

I

I

I

I

I

I

* Time

I

t

t

last multicast

Current

Request for video no.2
I

100

-

1-21

r22

r23

r24

112

119

122

127 128

I

I

1

t

I

t

last multicast

Time

Current

Figure 5.2: A motivation example.

If MFQ is applied to the above scenario, video 2 is selected to multicast first,
which is not a fair choice. The basic definition of 'fairness'(or 'unfairness') is that
requests waiting longer need to be served sooner. This detail will be discussed
later. At this time, the average waiting time of pending requests for each video
can be computed as follows:

Average-Waiting-Video-1

= 12 time units.

Average-Waiting-Video-2
-

(128-112)+(128-119)+(128-122)+(128-127)
4

= 8 time units.

Since the average waiting time of pending requests for video 1 is significantly
longers(12 time units versus 8 time units), a fair scheduler should schedule video
1 first. The bad decision made by MFQ is because it ignores the distribution of

arrival times of individual requests. The unfairness is particularly more severe for
less popular videos. Theoretically, MFQ bases its decision on the factored queue
For less popular videos, their access frequencies are very
length defined as A.

fi

similar in a typical application. As a result, MFQ effectively bases its decision on
the queue length alone. In other words, it degenerates into MQL which is known
to be very unfair [AWY96]. We will show simulation results later to demonstrate
this phenomenon. The reason less popular videos have similar frequencies is
because the access pattern of typical information systems follow a very skewed
Zipfian distribution [DSS94, DSS96, GBW971. Under this distribution, less than
20% of the videos are accessed more than 80% of the time. The majority of videos

are, therefore, accessed at very similar low frequencies.

In a hybrid design, since popular videos are handled by a periodic broadcast
technique, the scheduled multicast scheme is used only for the less popular videos.
Due to this, we cannot use any existing scheduled multicast schemes: MFQ and
MQL are unfair; FCFS is fair, but performs poorly in terms of service latency
and system throughput. To address this problem, we propose a new scheduled
multicast scheme which takes into account the arrival times of the individual
requests. We describe this idea in the following.
Let

aij

denote the arrival time of the j t h request for video i. When a stream

becomes available, we compute the aggregated waiting time for video i as follows:

where rn is the total number of pending requests for video i and c is the current
time. The scheduling policy is as follows: Whenever a stream becomes available,

we schedule the video with the largest value of Si.We refer to this strategy as
~ a r ~ e 'Aggregated
st
Waiting Time First (LAW) policy. Applying LAW to the last
example, we compute the sums of the two videos as follows:
S1 = 128 * 5 - (107

+ 111+ 115 + 121 + 126)

= 60 time units.

Sz= 128 * 4 - (112 + 119 + 122 + 127) = 32 time units.
Since S1is larger than Sz, LAW schedules video 1first, which is the desired result.
We will provide simulation results to compare LAW and MFQ.

5.3

Adaptive Hybrid Approach

We use a dynamic version of SB in our adaptive hybrid design. The popularity
of the videos is re-evaluated periodically to determine the group of videos which

should be serviced using SB. Thus, our approach differs from the original SB in
two ways:
a

The number of videos being broadcast periodically is not fixed.

a

The set of videos selected for periodic broadcast changes with time.

To decide which videos to broadcast, we use the following procedure to determine the popularity of each video.

Step 1: We estimate the average inter-arrival time of the requests as ai =

e,

where
a

tr is the arrival time of the last pending request for video i;

a tf is the arrival time of the first pending request for video

i; and

JQi
1 is the total number of pending requests for video i (i.e., queue
length) .

Step 2: Assuming that Ki- 1 channels are used to multicast the video using
LAW, we estimate the average multicast interval as P, =

D'

where

a

Diis the length of video i; and

a

Kiis the number of channels assigned t o video i if SB is used (determined by the algorithm shown in Figure 5.1).

Step 3: We approximate the relative request frequency as R, =

y,where P is

the tot a1 number of pending requests currently in the system.

Step 4: If Ri f > Kiand cri <
otherwise, it is unpopular.

Pi,then

video i is considered as popular;

We explain the above procedure as follows. Steps 1through 3 estimate the parameters needed for the popularity tests. The criteria used for periodic broadcast
are checked in Step 4 using the following two popularity tests:
Test 1: & f > Ki.
Test 2:

cui

< pi.

In Test 1, the right-hand side is the number of channels required to serve video

i using periodic broadcast. The left-hand side is the number of channels video i
should have based on its relative request frequency. If Test 1 is true, video i is
considered relatively popular, and is given enough channels to use the periodic
broadcast. In this case, video i will use only Kichannels. We note that Test 1
alone is not sufficient because it is based on the relative popularity of the video.
There can be a situation when none of the videos are popular enough to justify
the use of periodic broadcast. Test 2, based on the absolute request frequency, is
designed to exclude this scenario. If none of the videos are currently in demand,
their absolute request frequency is very low, causing Test 2 to be false. This
test basically states that it would be a waste of resources to broadcast video i
periodically using Kichannels if LAW can serve it equally as well using less than

Kichannels.
Let us examine the complexity of this procedure:
Since the values of t l , tr and

(Qil

in Step 1 can be read from the head of the

corresponding request queue, cri can be computed without extra overhead.
Step 1 can be done in O(n), where n is the total number of videos with at
least one service request during the last re-assessment period.
The values of Piin Step 2 do not have to be re-calculated every period since
they do not change with time.

The computation of R, in Step 3 can be done as in Step 1. Its complexity
is also O ( n ) .
We need two comparisons for each video in Step 4, whose complexity is
again O ( n ) .
Thus, the whole procedure can be evaluated efficiently in O ( n ) . Although the
appropriate frequency for running this procedure is application dependent, the
system administrator can conservatively set this frequency at a high level without
worrying about the computation overhead. As in most system software, a tuning
"knob" can be provided for this purpose.
In AHA, all service requests including those for broadcast videos using SB
must be submitted to the server. The server maintains a waiting queue for
each video. These queues are labeled as either SB or LAW. The SB and LAW
schedulers handle only their own videos. When the LAW scheduler has secured
a communication channel, it selects among the LAW queues the one with the
largest aggregated waiting time to serve next. In the meantime, the SB scheduler
schedules the requests for the SB videos. We note that the SB scheduler does
not actually initiate the SB broadcasts. It informs the clients which channels will
deliver the SB broadcast. The client software must tune to these channels and
download the video segments as described in the above.
The initiation of the SB broadcasts is done by another software module depicted in Figure 5.3. For each video, it performs the tasks in Figure 5.3. If the
video becomes unpopular, it relabels the queue as LAW. This action effectively
assigns the responsibility of the corresponding video to the LAW scheduler. On
the other hand, if the video being considered becomes popular, it marks the
queue as SB to inform the LAW scheduler to stop considering this video in its
future scheduling. The server now tries to acquire enough channels and starts

to broadcast the video using the SB strategy. We note that the SB scheduler
becomes aware of this new SB broadcast because the waiting queue has been
appropriately labeled.

rS>
Video is popular

Mark the waititng
NOb queue as an LAW

queue

Terminate the SB
after all
+broadcasts
the dependent
playbacks end

'

Return the
channels to the
channel pool

Video is

Mark the waiting
popular ?

queue

Initiate the SB
broadcast

Figure 5.3: Adaptive hybrid approach.

5.4

Performance Model

In order to assess the performance of AHA, we implemented a simulator to compare its performance with that of MFQ-SB-n. MFQ-SB-n is similar to FCFS-n
except that MFQ and SB are used for the scheduled multicast and periodic broadcast, respectively. Since MFQ is currently the best scheduled multicast technique
and SB is one of the best periodic broadcast methods, MFQ-SB-n can be regarded
as the best hybrid design to date. An important objective of our performance
study is to investigate the performance gain achievable by AHA over the current
best.
Our performance metrics are defection rate, average service latency,

unfairness, and throughput. They are defined as follows.
0

Defection rate: This is the percentage of service requests which are canceled because the waiting time exceeds the client's tolerance. We note that
reducing the defection rate improves the system throughput.

Unfairness: Let di denote the defection rate for video i and d be the mean
defection rate. We define unfairness as

/-,

where N is the number

of videos from which clients may make requests. That is, the variance of
the defection rates of various videos is used as the unfairness measure in
our study.

Average service latency: It is defined as

Cy=,Latency, , where n is the total number of client requests; and Latencyi is
n

the waiting time or the duration between the arrival time of request i and
the time i is admitted for service or is cancelled.

Throughput: It is defined as the average number of service requests admitted for service per minute.
We assume that the system contains 100 videos, each is 120 minutes long.
The videos are encoded using MPEG-1 with the average playback rate of 1.5
Mbitslsec. Each client request is characterized by the arrival time and the video
choice. The inter-arrival time of the requests is modeled using a Poisson arrival
process with a mean of

i,
where X is the request rate.

The selection of a video

is modeled using a Zipf-like distribution [HLH95]. That is, the probability of
choosing the ith video is

i z - g l ,

system (i.e., N = loo), and

t

, , where N is the total number of videos in the

fr

is called the skew factor. A larger z corresponds

to a more severe skew condition indicating that some videos are requested more
than others. We set 0.7 as the default value for z, which is typical for information
systems [DSS96]. We note that a popular video corresponds to a smaller index
(i.e., i value) in the Zipf-like function. To simulate a dynamic environment, in
which the popularity of each video changes over time, we "rotate" the videos every

15 minutes to take on a different i value as illustrated in Figure 5.4. It shows
that initially the ith video is the ith most popular video. After each rotation,
the popularity of each video increases or decreases. Let us consider video 97
as an example. For the first hour, its popularity decreases (because its i value
increases). Once it becomes the least popular video, the popularity of video 97
starts to pick up again gradually, and eventually becomes the most popular video.
This video popularity model is similar to the one used in the work [DS93]. Some
additional models can be found in the work [GBW97].
For each service request, we assume that the client may defect without being
served if the wait becomes too long. The amount of time a client will wait before
deciding to leave is modeled using a normal distribution with a mean value of five

i value

Initial setting

After one hour

Figure 5.4: The model for the dynamic environment.
minutes, and a standard deviation of 1. We assumed that each client is willing
to wait for at least four minutes and no more than six minutes.
Using the algorithm given in Figure 1, we determined that AHA and MFQSB-n require 20 channels for the periodic broadcast of each video. In addition,

AHA executes the procedure given in the above every 30 minutes to re-assess
the popularity of each video. Since MFQ-SB-n is a static technique, it runs this
procedure only once at the beginning of each simulation run.
To avoid collecting incorrect st atistics due to the initial condition, the system
was run for an initial duration of four simulated hours, during which no statistics
were collected. The system was then run for another 24 simulated hours, during
which statistics were collected. We note that 24 hours were simulated to allow the
popularity of each video to rotate through one complete cycle (see Figure 5.4).

Simulation Results
We first show the results to substantiate our claim that MFQ is not suitable for a
hybrid design. These results also demonstrate the benefits of the new technique,
LAW introduced in the above. We then compare AHA and MFQ-SB-n under
various request rates, sever capacities, and skew factors.

5.5.1

L A W vs. M F Q

We ran simulations to compare the performance of LAW and MFQ. In this study,

tk default value of the skew factor was set a t 0.3. We note that since the
scheduled multicast is used to serve less popular videos, the skew factor for these
videos should be significantly less than the skew factor when popular videos are
also taken into account. This is because access frequencies of the less popular
videos are very similar under the Zipfian distribution. This characteristic reflects
many real-world information systems.
The simulation results are plotted in Figure 5.5. We discuss these plots in the
following:
Figure 5.5(a): When fixing the arrival rate at 8 requestslminute and varying the server capacity between 300 and 900 channels, we observe that MFQ
is about 50% less fair than LAW.
Figure 5.5(b): When fixing the server capacity a t 600 channels and varying the request rate between 5 and 30 requestslminute, we observe that
MFQ is up to 95% less fair than LAW. Although the performance of MFQ
approaches that of LAW when the request rates are very high, e.g., 25 re-

questslminute, videos with such high demand would have benefited more
from SB. In a hybrid system, such videos would have been assigned to the
SB environment.
Figure 5.5(c): When fixing the arrival rate a t 8 requestslminute, server
capacity at 600 channels, and varying the skew factor between 0.1 and
0.5, we again observe that LAW consistently outperforms MFQ in terms of
fairness by a large margin of about 65%.
Since LAW performs only slightly better than MFQ in terms of service latency, throughput and defection rate, these results are not plotted here. The
results confirm our initial observation that MFQ would be unfair in a hybrid
environment, and LAW is a more appropriate technique.

5.5.2.

Adaptability of AHA

In this study, we investigate the ability of AHA in adapting itself to a changing
workload. We fixed the skew factor at 0.5, and gradually increased the request
rate from 5 requestslminute to 75 requestslminute. The results are plotted in
Figure 5.6. We observe that AHA is highly adaptive. It behaves similarly to
LAW when the request rate is very low. On the contrary, when the request rate
is very high, all videos are in demand, the behavior of AHA is similar to that
of SB. In practice, the request rates are somewhere between these two extremes,
and AHA shows significant advantage. Figure 5.6 shows that AHA is very robust
in the sense that its service latency, defection rate and unfairness are essentially
unaffected by the changes in the workload.
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AHA vs. MFQ-SB-n
In this subsection we perform sensitivity analysis to compare AHA and MFQSB-n under various system and workload parameters. We discuss the simulation
results in the following.
Effect of Server Capacity In this study, we fixed the skew factor at 0.7 and
the arrival rate at 50 requestslminute. The popularity of each video was
changed every 15 minutes as described in the above. The simulation results for various server capacities are plotted in Figure 5.7. We selected a
range from 600 to 1,800 channels for this study because it shows the most
characteristics for the two hybrid techniques. We observe that AHA out-

-

performs the static approach by a significant margin under all performance
metrics. The curves for AHA are flat for server capacities greater than 1,200
channels. This is due to the fact that it does not require as much server
bandwidth as the static approach would. Unless the workload increases,
AHA does not really need the extra server capacity. We note that the unfairness of AHA approaches zero when the server capacity is sufficiently
large, i.e., 1,200 channels. This desirable property can be attributed to the
good performance of the new scheduled multicast technique, LAW.
Effect of Arrival rate In this study, the server capacity was fixed at 1,200
channels, and the skew factor at 0.7. The capacity was set at 1,200 channels because AHA does not need more channels under this workload. The
popularity of each video was changed every 15 minutes. The simulation
results for various arrival rates between 20 requestslminute and 100 requestslminute are plotted in Figure 5.8. Again, we observe that AHA is
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Figure 5.7: Effect of server capacity.

significantly better under all metrics. In particular, the performance gain
is most significant in terms of unfairness, which can be attributed to LAW.
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Effect of Skew Factor In this study, we set the arrival rate at 50 requestslmin..
and the server capacity at 1,200 channels. The popularity of the each video
was varied every 15 minutes. The simulation results for skew factors between 0.1 and 0.9 are plotted in Figure 5.9. We observe that MFQ-DB-n

is substantially more unfair (Figure 5.9(d)). This results in bad defection
rates (Figure 5.9(c)) which in turn hurts the throughput of MFQ-DB-n
(Figure 5.9(b)). The unfairness also worsens its average service latency
(Figure 5.9(a)).
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Figure 5.9: Effect of skew factor.

Both Request Rate and Skew Factor are Varied In this study, the popularity
of each video was changed every 15 minutes. In addition, we let both the

arrival rate and skew factor change gradually over the 24-hour period as
follows:

- The arrival rate was increased from 20 to 100 requestlminute, and then
decreased from 100 to 20 requestslminute.
- The skew factor was increased from 0.1 to 0.9, and then decreased from

0.9 back to 0.1.
The effect of the above changes under various server capacities is plotted
in Figure 5.10. Again, the results indicate that AHA wins by a significant
margin under all performance metrics.

Summary
Server bandwidth has been identified as the bottleneck in many video servers. It
limits the number of users the server can support simultaneously. To reduce the
demand on the server bandwidth, two effective approaches, periodic broadcast
and scheduled multicast, have been proposed. Studies also indicated that a hybrid of these two approaches offers the best performance. We provided arguments
and simulation results to demonstrate that existing scheduled multicast schemes
are not suited for hybrid designs. To address the weaknesses of these methods, we
proposed a new technique called Largest Aggregated Waiting Time First (LAW).
Our simulation results indicate that LAW is better than the current best, MFQ,
and is more appropriate for a hybrid environment. Based on LAW, we designed
an Adaptive Hybrid Approach (AHA) which is capable of coping with a changing
workload. Our extensive simulation results show that AHA outperforms the best
static hybrid technique by a significant margin. Our simulation model is very
detailed. It models the changes in the access patterns, user defecting behavior,
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Figure 5.10: The effect when both request rate and skew factor are varied.

and various system resources. The performance metrics are average service latency, system throughput, defection rate, and unfairness. The new techniques
were shown to be superior under all of these metrics.

CHAPTER 6
CONCLUDING REMARKS AND FUTURE
RESEARCH DIRECTIONS
6.1

Concluding Remarks

The contents of video data are usually much more complicated than text data.
We cannot use 'tuple' or 'record' which is used to handle text data and there is
no alphanumerical order in video data. Also, the size of video file is much larger
than that of text data. Therefore, we need more advanced techniques to manage
and deliver these video data.
In this dissertation, first, we propose a new approach to detect and classify
shot changes in video sequences since the basic unit to deal with long video is
a shot. Our solution is less expensive since we process only the background
pixels, which are 20% of the number of pixels that must be examined by existing
methods. The performance advantage of this approach is due to the fact that
we take into account not only the differences in the pixel values but also the
semantic similarity between video frames based on their background. To assess
the effectiveness of our technique, we compared it with techniques using color
histograms and edge change ratios. The results indicate that our method is more
robust and much less sensitive to the user-selected threshold values.

Using the proposed shot change detection technique, we can speed up the
computation around five times since we only use 20% (background pixels) of
whole frame. As seen in Chapter 3, however, we still need to improve the cost of
computation to use SBD technique practically. In this dissertation, we investigate
a non-sequential approach, in which not every video frame needs to be examined.

We introduced the Regular, Adaptive and Binary Skip methods. These techniques skip some unnecessary frame comparisons wisely to achieve much better
performance. Our experiments showed that this idea speeds up a conventional
method based on color histograms up to 71 times while preserving the same accuracy. On the average, the improvement is five times according to our experiments
on 26 videos of six different types.
Let us assume that a given video is segmented into a number of shots using the
proposed techniques. Now, we need to consider browsing and indexing videos. We
present a fully automatic content-based approach to browsing and indexing video
data in this dissertation. Our technique builds a scene tree automatically from the
visual content of the video. The size and shape of our browsing structure reflect
the semantic complexity of the video clip. Using this scene tree, we can browse
a video non-sequentially based on the contents. The proposed indexing scheme
is cost-effective and fast since it does not use keywords or objects extraction,
and can be used for any kind of video since it does not depend on the domain
knowledge.
As discussed in Chapter 1, not only management but also delivery of long
video data is an important issue to be addressed for most video applications (i.e.,
distance learing or movie on demand). The challenge is how to send video data
from server to as many as possible clients with limited server bandwidth. To
reduce the demand on the server bandwidth, two effective approaches, periodic

broadcast and scheduled multicast, have been proposed. Studies also indicated
that a hybrid of these two approaches offers the best performance. We provide
arguments and simulation results to demonstrate that existing scheduled multicast schemes are not suited for hybrid designs. To address the weaknesses of
these methods, we propose a new technique called Largest Aggregated Waiting
Time First (LAW). Our simulation results indicate that LAW is better than the

current best, MFQ, and is more appropriate for a hybrid environment. Based
on LAW, we designed an Adaptive Hybrid Approach (AHA) which is capable of
coping with a changing workload. Our extensive simulation results show that
AHA outperforms the best static hybrid technique by a significant margin.
In this dissertation, we introduce and investigate the new techniques for management and delivery of video data. The focus on these techniques is how to make
the recent video applications more practical for not only provider but also users.
The related techniques are discussed thoroughly to explain their advantages and
disadvantages. The substantial amount of experiments and simulations are provided to compare the introduced techniques with the other existing ones. The
results indicate that they outperform recent techniques by a significant margin
and are suitable for large scale video applications.

6.2

Future Research Directions

My future research will be performed based on the current research accomplishments. Using the accumulated experiences and knowledge, I will carry on the
research in the area of multimedia data managements, analyses, and communications. Some selected topics are as follows.

More Reasoning and Refining Background Area
As discussed in Chapter 2, focusing and tracking the background area to detect
shot boundaries produces very reliable results and saves significantly on computation costs. In the proposed technique, areas outside the primary object (s)
are considered as part of the background by definition. A generalized uniform
background for all frames is used for the computation. In many video sequences,
however, this background area may contain part of foreground objects in addition
to the background itself. This inconsistency can cause some errors in tracking
background. In practice, a background can have any shape and size. It is true
that extracting such a background for each video frame is obviously not feasible for video database applications. Consequently, we have some problems using
either fixed or exact background area. In the future research, a variable background area which is not fixed or exact will be investigated using motion energy
(motion vector) changes between frames. In addition to refine the background
area, more study will be done for reasoning it. More theoretical and experimental
studies will be performed to convince that background is better than foreground
in detection of shot boundary.

Gradual Shot Change Detection
In Chapter 2, we propose a relatively simple techniques for detecting gradual
shot changes (i.e., fade, dissolve). The detection results, however, are as good
as those of the existing techniques, but there is still a room to improve. One

possible reason is that it is performed only when a cut is detected. In other
words, only if a certain amount of changes is detected, then a procedure to

determine whether it is abrupt or gradual can be performed. Therefore, we may
miss many gradual changes with very small changes. To address this problem, the
binary search approach discussed in Chapter 3 will be used to decide a gradual
or abrupt change. For example, assume that frame a and b are decided to be in
two different consecutive shots. If we can find an abrupt changing point between
two frames, the shot change would be an abrupt. Otherwise, it is gradual.

More Content-based Video Indexing
In chapter 4, the proposed scheme for video indexing uses average colors of background and object areas for each frame, and the variance values of those values
within a shot. In fact, indexing shots not videos by the scheme has been discussed
in the same chapter. In addition to these average and variance of color values,
the changes in motion energy (motion vector) between frames are considered to
be used to characterized the contents of shots in the future study. Also, the issue
of how to index not just shots but an entire video will be examined using average
and variance values of colors and motion energies. This characterization can be
an another ruler to help the classification of videos.

6.2.4

Extension of Non-Sequential SBD Approaches

As mentioned in Chapter 2 and 3, we need to compare two frames to find a shot
boundary. In other words, we need to compute the inter-frame differences. We
used the color histogram difference method (CHD) for this purpose in Chapter 3.
To evaluate the proposed non-sequential SBD approaches, Regular Skip, Adaptive

Skip and Binary Skip, we compared two frames using the CHD method in the
experiments. In the future study, instead of the CHD method, we will apply the
new SBD technique proposed in Chapter 2 to the computation of non-sequential
SBD approaches. This new SBD technique will work with non-sequential SBD
approaches since it uses background tracking to compare two frames.

6.2.5

Video Discovery System

I plan to build a video data management system called Video Discovery System
(VDS). The VDS will use all the techniques that I have proposed and be extended
with the techniques that will be proposed in the future. In this system, input
videos are decomposed into shots using the shot detection technique [OHLOO,
H O O O ~HOOOb,
,
H001). To browse videos non-linearly, 'scene tree' is built for
each video using the algorithms in the works [OHOOa, OHOOb]. The metadata
extracted from each video using the schemes in the works [OHOOa, OHOOb] are
stored with the actual video data. Actual indexing and querying processing
are performed based on these metadata. User interface will be implemented
using HTML for convenience and simplicity. The database interacted with this
HTML user interface will be designed using mySQL and php3 if it is embedded in
UNIX platform, or MICROSOFT ACCESS and ASP if it is embeded in windows
platform. In this system, we can browse videos non-linearly and find similar shots
and videos based on their contents.

[AAF95] S. Acharya, R. Alonso, M. Franklin, and S. Zdonik. "Broadcast Disks:
Data Management for Asymmetric Communication Environments."
In Proc. of the 1995 ACM SIGMOD Conf., pp. 199-210, San Jose,
California, May 1995.
E. Ardizzone and M. Cascia. "Automatic Video Database Indexing
and Retrieval." Multimedia Tools and Applications, 4:29-56, 1997.
M. Abdel-Mottaleb and N. Dimitrova. "CONIVAS: CONtent-based
Image and Video Access System." In Proc. of ACM Int'l Conf. on
Multimedia, pp. 427-428, Boston, MA, November 1996.
[AJL95] P. Aigrain, P. Joly, and V. Longueville. "Medium Knowledge-based
Macro-Segmentation of Video into Sequences." In IJCAI Workshop
on Intelligent Multimedia Information Retrieval, pp. 5-14, 1995.
D. A. Adjeroh and M. C. Lee. "Adaptive Transform Domain Video
Scene Analysis." In Proc. IEEE Int'l Conf. on Multimedia Computing
and Systems, pp. 203-2 10, Ottawa, Canada, June 1997.
[And931 D. P. Anderson. "Metascheduling for Continuous Media."
Bans. on Computer S~lstems,1l(3):226-252, August 1993.

ACM

Jun ichi Aoe. Computer Algorithms: String Pattern Matching Strategies. IEEE Computer Society Press, 1994.

E. L. Abram-Profeta and K. G. Shin. "Scheduling Video Programs
in Near Video-on-Demand Systems." In ACM Proc. of the conf. on
Mutimedia '97, pp. 359-369, Seattle Washington, November 1997.
[ASH961 H. Aoki, S. Shimotsuji, and 0. Hori. "A Shot Classification Method of
Selecting Effective Key-Frame for Video Browsing." In Proc. of ACM
Int )l Conf. on Multimedia, pp. 1-10, Boston, MA, November 1996.
[AMW96] C. C. Aggarwal, J. L. Wolf, and P. S. Yu. "On Optimal Batching
Policies for Video-on-Demand Storage Servers." In Proc. of the IEEE
I n t ' Conf. on Multimedza Systems '96, Hiroshima, Japan, June 1996.

P. J. Burt and E. H. Adelson. "The Laplacian Pyramid as a Compact
Image Code." In IEEE Transactions on Communications V COM-31,
pp. 532-540, April 1983.
M. Billot, V. Issaruy, I. Puaut, and M. Banatre. "Improving Reliability
of Distributed Video-on-Demand Servers." In Proc. of 97 IEEE Conf.
on Multimedia Computing and Systems, pp. 253-260, Ottawa, Ontario,
Canada, 1997.
S. M. Bhandarkar and A. A. Khombhadia. "Motion-Based Parsing of
Compressed Video." In Int'l Workshop on Multimedia Database, pp.
80-87, Dayton, Ohio, August 1998.

J. Y. Le Boudec. "The Asynchronous Transfer Mode: A Tutorial."
Computer Networks and ISDN Systems, 24:279-309, 1992.
J. S. Boreczky and L. A. Rowe. "Comparison of Video Shot Boundary
Detection Techniques." Journal of Electronic Imaging, 5(2):122-128,
April 1996.

J. Canny. "A Computational Approach to Edge Detection." IEEE
Transactions on Pattern Analysis and Machine Intelligence, 8(6):3443, Nov 1986.
[CBL96] J. M. Corridoni, A. D. Bimbo, D. Lucarella, and H. Wenxue. "Multiperspective Navigation of Movies." Journal of Visual Languages and
Computing, 7:445-466, July 1996.
[CCM97] S. Chang, W. Chen, H. J. Meng, H. Sundaram, and D. Zhong.
"VideoQ: An Automated Content Based Video Search System Using
Visual Cues." In ACM Proc. of the conf. on Mutimedia '97, pp. 313324, Seattle Washington, November 1997.
S. Chen and M. Thapar. "A Novel Video Layout Strategy for NearVideo-on-Demand Servers." In Proc. of 97 IEEE Conf. on Multimedia
Computing and Systems, pp. 37-45, Ottawa, Ontario, Canada, 1997.
[DCK97] A. Datta, A. Celik, J. Kim, and D. E. VanderMeer. "Adaptive
Broadcast Protocols to Support Power Conservant Retrieval by Mobile Users." In Proc. of 97 IEEE 13th International Conf. on Data
Engineering, pp. 124-133, Birmingham, UK, 1997.

A. Dan and D. Sitaram. "Buffer Management Policy for a On-Demand
Video Server." Technical Report RC 19347, IBM Research Division,
1993.

[DSP91] G. Davenport, T. Smith, and N. Pincever. "Cinematic Primitives for
Multimedia." In Proc. IEEE Computer Graphics 6Y Applications, pp.
67-74, July 1991.
[DSS94] A. Dan, D. Sitaram, and P. Shahabuddin. "Scheduling Policies for an
on-Demand Video Server with Batching." In Proc. of ACM Multimedia, pp. 15-23, San Francisco, California, October 1994.
[DSS96] A. Dan, D. Sitaram, and P. Shahabuddin. "Dynamic batching policies
for an on-demand video server." Multimedia Systems, 4 (3) :112-12 1,
June 1996.
[EJH97] A. Elmagarmid, H. Jiang, A. Helal, A. Joshi, and M. Ahmed. Video
Database Systems - Issues, Products, and Applications. Kulwer Academic Publishers, 1997.

W. B. Frakes and R. Baeza-Yates. Information Retrieval - Data Struetures and Algorithms. Prentice Hall, Englewood Cliffs, 1992.
[FLE95] S. Fischer, R. Lienhart, and W. Effelsberg. "Automatic Recognition
of Film Genres." In Proc. of ACM Multimedia '95, pp. 295-304, San
Francisco, CA, 1995.
[G~@'97]

C. Griwodz, M. Bar, and L. C. Wolf. "Long-term Movie Popularity
Models in Video-on-Demand Systems." In Proc. of the 1997 ACM
SIGMM, pp. 349-357, Seattle Washington, November 1997.

[GCG95] Y. Gong, H. Chua, and X. Guo. "Image Indexing and Retrieval based
on Color Histogram." In Proc. of Int )l Conf. Multimedia Modeling, pp.
115-126, Singapore, Nov. 1995.
[GFT96] B. Gunsel, A. M. Ferman, and A. M. Tekalp. "Video Indexing through
Integration of Syntactic and Semantic Features." In Proc. of 3rd IEEE
Workshop on Applications of Computer Vzsion(WA CVJ96), pp. 90-95,
Sarasota, FL, December 1996.
Kien A. Hua and Ying Cai. "Patching: A Multicast Technique for
True On-Demand Services." In ACM Multimedia '98, pp. 191-200,
Bristol, UK, September 1998.
[HCS98] Kien A. Hua, Ying Cai, and Simon Sheu. "Exploiting Client Bandwidth for More Efficient Video Broadcast." In Proc. of the Int4 Conf.
on Computer Communications, and Networks, pp. 848-856, October
1998.

[HJW94] A. Hampapur, R. Jain, and T. Weymouth. "Digital Video Segmentation." In Proc. of ACM Multimedia, pp. 357-364, San Francisco,
California, October 1994.
B. Taves "The Moving Image Genre-Form Guide." In Motion
Picture/Broadcasting/Recoreded Sound Division Library of Congress,
http://www. tcf.us.edu/screensite/res/bib/migenre.htm, 1997.
[HLH95] Kien A. Hua, C. Lee, and Chau M. Hua. "Dynamic Load Balancing
in Multicomputer Database Systems Using Partition Tuning." IEEE
Trans. on Knowledge and Data Engineering, 7(6) :968-983, December
1995.

R. Hjelsvold and R. Midtstraum.

"Modeling and Querying Video
data." In Proc. of 20th Int'l Conf. on Very Large Database (VLDB
'94), santiago, Chile, 1994.
[HOOOa] Kien A. Hua and JungHwan Oh. "Detecting Video Shot Boundaries
up to 16 Times Faster." In To appear in The 8th ACM International
Multimedia Conference (ACM Multimedia 2000), LA, CA, Oct. 2000.
Kien A. Hua and JungHwan Oh. "A Practical Technique for Video Decomposing." In Proc. of the 11th Conference of the Chinese-American
Scholars Association of Florida, pp. 38-45, Orlando, FL, July 2000.
Kien A. Hua and JungHwan Oh. "Non-Linear Approach to Shot
Boundary Detection." In To appear in SPIE Conf. on Multimedia
Computing and Networking 2001, San Jose, CA, Jan. 2001.

R. Hamakawa and J. Rekimoto. "Object Composition and Playback
Models for handling Multimedia Data." In Proc. of ACM Multimedia,
pp. 273-281, Anaheim, CA, August 1993.
Kien A. Hua and Simon Sheu. "Skyscraper Broadcasting: A New
Broadcasting Scheme for Metropolitan Video-on-Demand Systems."
In Proc. of ACM SIGCOMM'97, Cannes, France, September 1997.
[HTW99] Kien A. Hua, W. Tavanapong, and J. Wang. "2PSM: An Efficient
Framework for Searching Video Information in a Limited-Bandwidth
Environment ." A CM Multimedia Systems, 7(5):396-408, September
1999.

M. Hiyahara and Y. Yoshida. "Mathematical Transform of (R, G,
B) Color Data to Munsell (H, V, C) Color Data." In SPIE Visual
COmmunications and Image Processing, pp. 650-657, 1988.

H. Jiang and A. K. Elmagarmid. "WVTDB - A Semantic ContentBased Video Database System on the World Wide Web." IEEE Th.znsactions on Knowledge and Data Engineering, lO(6):947-966, 1998.
[JHE98] H. Jiang, A. Helal, A. K. Elmagarmid, and A. Joshi. "Scene Change
Detection Techniques for Video Database System." Multimedia Systems, pp. 186-195, June 1998.
L. Juhn and L. Tseng. 'LHarmonicBroadcasting for Video-On-Demand
Service." IEEE Trans. on Broadcasting, 43(3):268-271, Sept. 1997.
V. Kobla and D. Doermann. "Video trail: Representing and Visualizing Structure in Video Sequences." In Proc. of 1997 A CM Multimedia,
pp. 335-346, Seattle, WA, November 1997.
S. Lu and X. Bharghaven. "Adaptive Resource Management Algorithms for Indoor Mobile Computing Environments." In Proc. of ACM
SIGCOMM'96, pp. 231-242, Stanford, CA, August 1996.
H. J. Lee and D. H. C. Du. "The Effect of Disk Scheduling Schemes
on a Video Server for Supporting Quality MPEG Video Accesses." In
Proc. of 97 IEEE Conf. on Multimedia Computing and Systems, pp.
194-201, Ottawa, Ontario, Canada, 1997.

R. Lienhart. "Comparison of Automatic Shot Boundary Detection Algorithms." In Proc. SPIE Vol. 3656, Storage and Retrieval for Image
and Video Databases VII, pp. 290-301, San Jose, CA, January 1999.
R. Lienhart and S. Pfeiffer. "Video Abstracting." Communications of
the ACM, 40(12):55-62, December 1997.

R. Lienhart, S. Pfeiffer, and W. Effelsberg. "The MoCA Workbench:
Support for Creativity in Movie Content Analysis." In Proc. of the
IEEE Int 1' Conf. on Multimedia Systems '96, Hiroshima, Japan, June
1996.
[LTZ 961

C. Y. Low, Q. Tian, and H. Zhang. "An Automatic News Video
Parsing, Indexing and Browsing System." In Proc. of ACM Int 1' Conf.
on Multimedia, pp. 425-426, Boston, MA, November 1996.
T. D. C. Little and D. Venkatesh. "Popularity-based assignment of
movies to storage devices in a video-on-demand system." Multimedia
Systems, 2(3):280-287, January 1995.

[Mit97]

S. Mittra. "Iolus: A Framework for Scalable Secure Multicasting." In
Proc. of A CM SIGCOMM'97, Cannes, France, September 1997.

[MRS91] D. J. Marchok, C. Rohrs, and M. R. Schafer. "Multicasting in a Growable Packet (ATM) Switch." In IEEE INFOCOM, pp. 850-858, 1991.
[NCS97] T. N. Niranjan, T. Chiueh, and G. A. Schloss. "Implementation and
Evaluation of a Multimedia File System." In Proc. of 97' IEEE Conf.
on Multimedia Computing and Systems, pp. 269-276, Ottawa, Ontario,
Canada, 1997.
[OHOOa] JungHwan Oh and Kien A. Hua. "An Efficient and Cost-effective
Technique for Browsing and Indexing Large Video Databases." In
Proc. of 2000 ACM SIGMOD Intl. Conf. on Management of Data, pp.
415-426, Dallas, TX, May 2000.
[OHOOb] JungHwan Oh and Kien A. Hua. "An Efficient Technique for Summarizing Videos using Visual Contents." In Proc. IEEE International
Conference on Multimedia and Expo., New York, NY, August 2000.
. [OHLOO] JungHwan Oh, Kien A. Hua, and Ning Liang.

"A Content-based
Scene Change Detection and Classification Technique using Background Tracking." In SPIE Conf. on Multimedia Computing and Networking 2000, pp. 254-265, San Jose, CA, Jan. 2000.

[OLW95] Y. Oyang, M. Lee, C. Wen, and C. Cheng. "Design of Multimedia
Storage Systems for On-Demand Playback." In Proc. of Int '1 Conf.
on Data Engineering, pp. 457-465, Taipei, Taiwan, March 1995.
[PCL98a] Jehan-Ransois Piiris, Steven W. Carter, and Darrell D. E. Long. "Efficient broadcasting protocols for video on demand." In Proc. of the
Int'l Symposium on Modeling, Analysis and Simulation of Computer
and Telecommunication Systems, pp. 127-132, July 1998.
[PCL98b] Jehan-Fransois Piiris, Steven W. Carter, and Darrell D. E. Long. "A
Low Bandwidth Broadcasting Protocol for Video On Demand." In
Proc. of the Int'l Conf. on Computer Communications, and Networks,
October 1998.
[PCL99] Jehan-Fran~oisPiiris, Steven W. Carter, and Darrell D. E. Long. "A
hybrid broadcasting protocol for video on demand." In Proc. of SPIE
Multimedia Computing and Networking, pp. 317-326, San Jose, California, January 1999.

[PPX98] J.C. Pasquale, G.C. Polyzos, and G. Xylomenos. "The multimedia multicasting problem." Multimedia Systems, 6(1):43-59, January
1998.
H. Vin PV Rangan and S Ramanathan. "Designing an On-demand
Multimedia Service." IEEE Commun Mag, 30(7) :56-64, 1992.
[RHM98] Y. Rui, T. S. Huang, and S. Mehratra. "Exploring Video Structure
Beyond the Shots." In Proc. of 98 IEEE Conf. on Multimedia Cornputing and Systems, pp. 237-240, Austin Texas, June 1998.
[RHM99] Y. Rui, T. S. Huang, and S. Mehratra. "Constructing Table-of-Cont
for Videos." ACM Multimedia Systems, 7(5):359-368, 1999.
M. A. Rodrigues. "Erasure Node: Performance Improvements for the
IEEE 802.6 MAN." In IEEE INFOCOM, pp. 636-643, San Francisco,
California, June 1990.
PV Rangan and H. Vin. "Designing File Systems for Digital Video
and Audio." In Proc. of The 13th I n t ? Symp. on Operating System
Prznczples, pp. 81-94, New York, NY, 1991.
[RV93]

PV Rangan and H. Vin. "Efficient Storage Techniques for Digital
Continuous Media." In IEEE Trans. Know. Data Eng. 5, pp. 564573, 1993.

M. J. Swain and D. H. Ballard. "Color Indexing." Intl. Journal of
Computer Vision, 1:11-32, 1991.
M. A. Smith and M. G. Christel. "Automating the Creation of a
Digital Video Library." In Proc. of ACM Multimedia '95, pp. 357358, San Francisco, CA, 1995.
[SHT97] S. Sheu, Kien A. Hua, and W. Tavanapong. "Chaining: A Generalized
Batching Technique for Video-on-Demand Systems." In Proc. IEEE
I n t ? Conf. on Multimedia Computing and Systems, Ottawa, Canada,
June 1997.
M. Shibata and Y. Kim. "Content-Based Structuring of Video Information." In Proc. of ACM Int 1' Conf. on Multimedia, pp. 330-333,
Boston, MA, November 1996.
[SKS97] A. Srivastava, A. Kumar, and A. Singru. "Design and Analysis of
a video-on-demand server." Multimedia Systems, 5(4) :238-253, July
1997.

X. Sun, M. S. Kankanhalli, Y. Zhu, and J. Wu. "Content-Based R e p
resentative Frame Extraction for Digital Video." In Proc. of 98 IEEE
Conf. on Multimedia Computing and Systems, pp. 190-193, Austin
Texas, June 1998.
S. Sengodan and V.O.K. Li. "QuIVeR : A Class of INteractive Video
Retrieval Protocals." In Proc. of 97 IEEE Conf. on Multimedia Computing and Systems, pp. 186-193, Ottawa, Ontario, Canada, 1997.
[SRB97] K. Stathatos, N. Roussopoulos, and J. S. Baras. "Adaptive Data
Broadcast In Hybrid Networks." In Proc. of the 23nl VLDB Conference, pp. 326-335, Athens, Greece, 1997.
[SSJ93]

D. Swanberg, C. F. Shu, and R. Jain. "Knowledge Guided Parsing in
Video Databases." In Proc. of SPIE Symposium on Electronic Imaging: Science and Technology, pp. 13-24, San Jose, CA, February 1993.
V. Jacobson S. McCanne and M. Vetterli. "Receiver-driven Layered
Multicast." In Proc. of ACM SIGCOMM'96, pp. 117-130, Stanford,
CA, August 1996.

C. Taskiran and E. J. Delp. "Video Scene Change Detection Using
the Generalized Trace." In Proc. of IEEE International Conference
on Acoustics, speech and Signal Processing (ICASSP), pp. 2961-2964.
Seattle, Washington, 1998.
S. Viswanathan and T. Imielinski. "Metropolitan area video-ondemand service using pyramid broadcasting." Mulitmedia Systems,
4(4):197-208, August 1996.
[WCG99] H. D. Wactlar, M. G. Christel, Y. Gong, and A. G. Hauptmann.
"Lessons Learned from Building Terabyte Digital Video Library."
Computer, pp. 66-73, February 1999.
[WDG94] R. Weiss, A. Duda, and D. Gifford. "Content-based Access to Algebraic Video." In Proc. of IEEE Int? Conf. Multimedia Computing and
Systems, Los Alamitos, CA, 1994.
J. Wang and Kien A. Hua. "A Bandwidth Management Technique
for Hierarchical Storage in Large-Scale Multimedia Servers." In Proc.
IEEE Int'l Conf. on Multimedia Computing and Systems, Ottawa,
Canada, June 1997.

M. Y. Wu and W. Shu. "Scheduling for Interactive Operations in
Parallel Video Servers." In Proc. of 97 IEEE Conf. on Multimedia
Computing and Systems, pp. 178-185, Ottawa, Ontario, Canada, 1997.
[YHH98] A. Yoshitaka, Y. Hosoda, M. Hirakawa, and T. Ichikawa. "ContentBased Retrieval of Video Data Based on Spatiotemporal Correlation
of Objects." In Proc. of 98 IEEE Conf. on Multimedia Computing and
Systems, pp. 208-213, Austin Texas, June 1998.
H. Yu and W. Wolf. "A Visual Search System for Video and Image
Databases." In Proc. IEEE Int'l Conf. on Multimedia Computing and
Systems, pp. 517-524, Ottawa, Canada, June 1997.
[YYL96] M. M. Yeung, B. Yeo, and B. Liu. "Extracting Story Units from Long
Programs for Video Browsing and Navigation." In Proc. of the IEEE
Int 1' Conf. on Multimedia Systems '96, pp. 296-304, Hiroshima, Japan,
June 1996.
H. J. Zhang, C. Y. Low, S. W. Smoliar, and J. H. Wu. "Video Parsing,
Retrieval and Browsing: An Integrated and Content-Based Solution."
In Proc. of ACM Multimedia '95, pp. 15-24, San Francisco, CA, 1995.
[ZMM95] R. Zabih, J. Miller, and K. Mai. "A Feature-Based Algorithm for
Detecting and Classifying Scene Breaks." In Proc. of ACM Multimedia
'95, pp. 189-200, San Francisco, CA, 1995.

H. Zhang and S. W. Smoliar. "Developing Power Tools for Video
Indexing and Retrieval." In Proc. of SPIE Storage and Retrieval for
Image and Vzdeo Database, San Jose, CA, Jan. 1994.
[ZSW95] H. J. Zhang, S. W. Smoliar, and J. Wu. "Content-based Video Browsing Tools." In Proc. of IS&T/SPIE Con. on Multimedia Computing
and Networking, 1995.
H. Zhang, S. Y. Tan, S. W. Smoliar, and G. Yihong. "Automatic
Parsing and Indexing of News Video." Multimedia Systems, 2:156266, 1995.

D. Zhong, H. Zhang, and S-F Chang. "Clustering Methods for Video
Browsing and Annotation." Technical report, Columbia University,
1997.

DATE DUE

