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3Abstract
The climatic influence on a large cold/polythermal Arctic ice cap with substan-
tial surface melt was investigated by calculating the surface energy balance (SEB)
and subsurface properties. This method was applied on Austfonna (∼8100km2,NE
Svalbard) during melt season 2004. Surface mass balance was calculated from April
23rd to September 26th on the grid of a 1000m resolution digital elevation model
(DEM). Hourly in-situ meteorological measurements by an automatic weather sta-
tion (AWS) located on the glacier were used to force the model. Precipitation
during the model run was taken from ERA40-reanalysis data, while initial con-
ditions such as, snow cover, firn extent, snow and ice temperatures and densities
were based on in-situ and satellite observations. Mass balance during the 2003-04
period was then obtained by including the snow cover used as model input as an
estimate for the 2003-04 winter mass balance.
During the melt season of 2004, short wave radiation contributed 86 % of the
total energy available for melting ice at the glacier surface, whereas the remaining
14 % was supplied by sensible heat. Long wave radiation and the ground flux
were two major energy sinks, while some energy was lost through sublimation and
the latent energy flux. Spatial variations in the available energy for melt were
controlled by snow depth variations and the firn extent, through albedo and melt
water retention.
The overall modeled specific SMB 2003/04 was -41 [cm w.eq] which equals -3.3
[km3 w.eq.]. All of Austfonna’s drainage basins had a negative mass balance this
year, with an overall accumulation area ratio (AAR) of 15 %. The estimated
equilibrium line altitude (ELA) ranged from 570m in ESE to 680m in NW.
The model performance was fairly good compared to SMB derived from 16 stakes,
with a r=0.84 correlation. Uncertainties in the model performance are dominated
by two components: Firstly, quality of model input data such as initial snow, firn,
snow and ice temperatures and densities and the simple extrapolations of meteor-
ological parameters measured at the AWS. Secondly, uncertainties connected with
model parameterizations for albedo and runoff, and scaling parameters used for
calculations of the turbulent fluxes.
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Chapter 1
Introduction
Glaciers are a critical component of the earth climate system. Current accelera-
tions of glacier melt and retreat are predicted to have severe impact on humans and
environment (UNEP 2009). Changes in glacial storage influence water and energy
resources, natural disasters, vegetation patterns, and perhaps most importantly,
sea level rise.
Currently observed sea level rise of 2.6 ± 0.4 mm yr−1 according to Cazenave,
Lombard & Llovel (2008) is attributed to glaciers and ice sheets (2.05 ± 0.35
mm yr−1) and to ocean expansion and land waters. Where 60 % of the total
ice wastage was from glaciers and ice caps and the rest from the Greenland and
Antarctic Ice sheets (Meier, Dyurgerov, Rick, O’Neel, Pfeffer, Anderson, Anderson
& Glazovsky 2007). Glaciers and ice caps have a small potential sea level rise
(∼0.5m) compared to Greenland and Antarctic (IPCC 2007). The contribution of
glaciers and ice caps to sea level rise is believed to be important throughout this
century as warming of cold polar and subpolar glaciers continues and dynamically
forced responses persist (Meier et al. 2007).
Due to the recent warming, glaciers and ice caps world wide are not in equilib-
rium with current climate. Bahr, Dyurgerov & Meier (2009) have estimated that
mass wastage from glaciers equaling a sea level rise of 184 ±33mm is necessary to
9
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attain equilibrium with current climate within this century. If currently observed
warming continues, the total contribution of glaciers and ice caps to sea level rise
is estimated to be 371 ±21mm over the next 100 years (Bahr et al. 2009).
In the 1936-90 period most of Western Svalbard glaciers thinned and retreated
as indicated by an estimated geodetic mass balance of -0.3 [m yr−1 w.eq] (Nuth,
Kohler, Brandt & Hagen 2007). Glacier retreat may be expected for Svalbard gla-
ciers during this period, in response to the end of the little ice age which ceased in
the beginning of last century leading to an abrupt warming in this region. Indeed,
Nuth et al. (2007) reported of an accelerated thinning after 1990 at Southern Spits-
bergen. Negative mass balance by in situ measurements have also been recorded
at several small Western Svalbard glaciers, typically in the range -0.3 to -0.6 [m
yr−1 w.eq] (Hagen, Melvold, Pinglot & Dowdeswell 2003)
Recent estimates indicate that about 33 ±5 % of annual mass loss of Austfonna is
caused by ice berg flux (Dowdeswell, Benham, Strozzi & Hagen 2008). Hence, the
bulk mass loss is caused by surface melt/ablation. Surface melt is given by the
energy balance at the glacier surface and is controlled by meteorological factors
along with surface properties (Hock 2005). Surface energy balance (SEB) studies
have been acknowledge as one of the most important tools for understanding glacier
melt (e.g. Oerlemans (2001)).
According the last IPCC report, the Arctic is one of the areas which is believed
to have the strongest temperature rise within this century. Svalbard, within the
Arctic, has a projected warming of 3-7 ◦C by 2100 relative to the 1980-1999 period.
This is indicated by the B1,A2 and A1b climate scenarios generated by IPCC
(2007). Even though glacier mass balance has been monitored at several Svalbard
glaciers during the last decades (Hagen, Melvold, Pinglot & Dowdeswell 2003), the
climatic impacts and sensitivities of Svalbard glaciers remains relatively unknown
and improvements are needed for mass balance projections.
The purpose of this study has been to: estimate different climatic compon-
ents and their contribution to the surface mass balance regime of Austfonna,
and calculate the surface mass balance (SMB) of Austfonna.
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Even if study can’t be used as a prognostic tool, it may be used for calibrating
simpler mass balance models which are easier coupled with climate models.
Austfonna was chosen for this study for several reasons. Firstly, it has been the
subject of a wide variety of studies focusing on, geodetic mass balance, calving
fluxes, glacier faces, ice cores and mass balance and dynamical modeling (Pinglot,
Hagen, Melvold, Eiken & Vincent 2001, Iizuka, Igarashi, Kamiyama, Motoyama &
Watanabe 2002, Bamber, Krabill, Raper, Dowdeswell & Oerlemans 2005, Moholdt,
Hagen, Eiken & Schuler 2010, Bevan 2006, Dowdeswell et al. 2008, Dunse, Schuler,
Hagen, Eiken, Brandt & Hogda 2009, Schuler, Loe, Taurisano, Eiken, Hagen &
Kohler 2007, Dunse, Greve, Schuler & Hagen Subm.) Secondly, meteorological
observation along with snow, firn and mass balance observation have been collected
the last 6 years, making it possible to model the SEB and the SMB. In addition,
Austfonna, with its ∼8000 km2 area and ∼2600 km3 volume is a major part of the
total glacier volume of Svalbard and thereby the total mass balance (Dowdeswell
et al. 2008).
The next chapter 2 gives an introduction the current knowledge of both climate
and glaciology of Austfonna. Some basic glaciology and the theory necessary to
understand climatic influence on glaciers are presented in chapter 3. The method
for calculating both energy and surface mass balance are explained in chapter
4, while required model input and calibration data are presented in chapter 5.
Results in this study are presented in chapter 6 and discussed in chapter 7. Some
concluding remarks and future studies are given in the final chapter 8.
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Chapter 2
Study area
This chapter will give an general over view of the region with special emphasis on
observation of interest for the glacier-atmosphere interaction. Current knowledge
of Austfonna’s mass balance and dynamical regime are highlighted. Both present
day climate and historical climate variation are connected to the geometry changes
in the ice cap.
2.1 Location and settings
Austfonna ice cap is located at the Nordaustland, North East Svalbard in the
Norwegian Arctic, see figure 2.4. The Nordaustland covers approximatively 14500
km2 where about 75 % of the land area is glacierized (Dowdeswell & Drewry 1985).
Where the bulk of the ice area is the two major ice caps of Austfonna (∼8100 km2)
and Vestfonna (∼2500 km2), but also several smaller ice caps and cirque glaciers.
Despite of Nordaustlandet’s remote location it has been the study site for many
investigators. The first scientific expeditions, who crossed Austfonna took place in
the 1870s lead by Nordenskjold. Among the first systematically geological, met-
eorological and glaciological observations were performed by British and Swedish
expeditions in the 1920s,1930s and 1950s (Binney 1925, Ahlmann, Rosenbaum,
13
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Eriksson, Ångstrom & Ekman Fjeldstad 1933, Glen 1939, Schytt 1964).
First airborne mapping of Austfonna were done by the Norwegian Polar Institute in
the late 1930s. From Radio echoing soundings and LandSat images Dowdeswell,
Drewry, Cooper & Gorman (1986) developed a Digital Elevation Model DEM,
see figure 2.1. Austfonna covers about 8070 km2 centered at 79.7 N and 24.0 E
(Moholdt, Hagen, Eiken & Schuler 2010), which makes it to one of the largest
ice caps in the world. The ice cap has a fairly domed shaped geometry and
consists of two main summits Sør- and Austdomen. From ice surface and bottom
topography mapping several outlet glaciers or basins which drains the interior of
ice was identified, figure 2.2 (Dowdeswell & Drewry 1985). Further on, these outlet
glaciers will be referred to as basins while some of them area named, see table 2.1.
Not all of the basins are named, but they are numbered after Dowdeswell & Drewry
(1985), starting with #1 at Bråsvellbreen and counting counter clockwise around
the summit. Based on meteorological and glaciological differences the basins are
split into SE-basins and NW-basins. Where the summit areas separating NW- from
SE-basins reaches almost 800m a.s.l. and the maximum ice thickness measured
was 583m (Dowdeswell & Cooper 1986, Dowdeswell et al. 1986).
Radio echo soundings by Dowdeswell et al. (1986) revealed two main ridges under
the ice cap, are 28 % of the land beneath the ice where found to be below present
sea level. Austfonna has a long calving margin of about 230 km, mostly in the
South East (Dowdeswell et al. 2008). Even if the bedrock in many places is below
sea level combined with a long coastal margin there is no evidence of ice shelves,
hence the margin is grounded (Dowdeswell et al. 1986).
Since the bulk of the land area at Nordaustlandet is glacierized it is hard to
decide both type and properties of the bedrock under Austfonna. Observation
at ice free land in South-West and North of Austfonna and an important ice free
spot Isispynten in East, Nordaustlandet seems to consist of two main geological
groups of sedimentary rocks and bedrocks. The bedrock that surrounds Austfonna
in north consists of gneisses and granites mainly of Cambrian to Precambrian
age (Elvevold, Dallmann & Blomeier 2007), whereas the southwest consists of
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sedimentary rocks of carbon and Permian age (Elvevold et al. 2007). Perhaps
more interesting than the rock type and hardness beneath Austfonna is the possible
presence of (unconsolidated) sediments. Sediments may enhance glacial flow by
increased basal sliding and deformation of sediments (Bevan 2006, Dowdeswell &
Drewr 1989).
There are two reasons for why one may expect marine sediments beneath parts
of Austfonna. Firstly, today’s bedrock is at many place located beneath sea
level. Secondly, due to the glaciations history of Nordaustlandet it is likely that
the land have been suppressed by former ice loads. During the Weichselian ice
age Svalbard was covered by ice, and at several occasion the ice mass situated
at Nordaustlandet and Svalbard was apart of the joint Scandinavian and Bar-
ents ice sheet (Svendsen, Alexanderson, Astakhov, Demidov, Dowdeswell, Funder,
Gataullin, Henriksen, Hjort, Houmark-Nielsen, Hubberten, Ingolfsson, Jakobsson,
Kjaer, Larsen, Lokrantz, Lunkka, Lysa, Mangerud, Matiouchkov, Murray, Moller,
Niessen, Nikolskaya, Polyak, Saarnisto, Siegert, Siegert, Spielhagen & Stein 2004).
With an ice dome centered a few tens of kilometers south west of today’s margin of
Bråsvellbreen (Dowdeswell, Hogan, Evans, Noormets, Cofaigh & Ottesen 2010) the
enormous load suppressed the land. When the ice sheet retreated approximately
10 000 years BP, the sea flooded ice free land and raised beaches are found up to
100m above present sea level in the NE-Svalbard region (Dowdeswell et al. 2010).
In addition during Holocene optimum (9000-5000 BP), glacier extent was smaller
than today making it possible to form marine sediments which later have been
overridden by today’s ice cap of Austfonna (Dunse et al. Subm.).
2.2 Climatic Conditions at Nordaustlandet
Since the interaction between the atmosphere and the glacier surface is the focus
of this thesis the climate and climate variability are of high importance. According
to text books the controlling meteorological parameter for glaciers surface mass
balance (SMB) are winter precipitation and summer temperatures (Hooke 2005,
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Table 2.1: Names and number of drainage basins modified from Dowdeswell and
Drewry (1985). Basin boundaries are from Hagen (1993) and the areal based on
the DEM. Basins of Vegafonna are marked with v.
Nr Name Areal Of total
. . [km2] [%]
1 Bråsvellbreen 1083 13.2
2 209 2.5
3 1209 14.7
4 243 2.9
5 677 8.2
6 172 2.1
7 249 3.0
8 104 1.2
9 Worsleybreen 92 1.1
10 Leighbreen 711 8.7
11 Sexebreen 79 0.97
12 Normanbreen 252 3.1
13 Schweigaardsbreen 487 5.9
14 Duvebreen 321 3.9
15 362 4.4
16 104 1.2
17 Winsnesbreen 254 3.1
18 Etonbreen 629 7.6
19 170 2.0
20 59 0.7
21 392 4.7
22 165 2.0
23 Ericabreenv 58 0.7
24 Rosenthalbreenv 97 1.2
25 Mariebreenv 83 1.0
26 Palanderbreenv 48 0.6
Total 8185 100
Benn & Evans 1998). As we will see later on, due to refreezing of melt water
both summer precipitation and winter temperatures are of significant importance
for SMB. Thus all aspects of precipitation, temperatures and other meteorological
parameters will be attributed in this section.
In general meteorological observations in the Arctic are sparse, unfortunately
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Nordaustlandet is not an exception. In fact, meteorological observation are so
sparse that observations made by early explorers and scientist are valuable. Some
of these expeditions/stations overwintered and conducted observations at several
locations simultaneously. Among them are the expeditions of: Nordenskiold,
1872-73, De Geer 1899-1900, Oxford expeditions of 1923,1924 and 1935-36 Bin-
ney (1925), Glen (1939), Swedish-Norwegian expeditions in 1931 Ahlmann et al.
(1933), German stations during the war and the Swedish expedition in 1956-58
(Schytt,1964).
During the last decade Automatic weather stations AWS, have been deployed at
the glaciers of Vestfonna and Austfonna and around Nordaustlandet. Observa-
tions made by mentioned expeditions give insight to spatial weather pattern in
both summer and winter. However, none meteorological time series with sufficient
length for climate studies exist from NE Svalbard.
The closest sufficient time series of both temperature and precipitation are from
Ny-Ålesund and Longyearbyen located at the Western coast of Spitsbergen, more
the 200 km to the WSW. Perhaps more interesting climate observation, are those
from Hopen, a small Island 300 km South of Austfonna. Circulation patterns in
the area will be further discussed below.
The over all climate at Nordaustlandet may be characterized as mild compared
to it’s high latitude. Air temperature measurements from the ablation zone at
Austfonna, 369m a.s.l., the last six years revealed great variability during the
winter months, figure 2.3(a). Even in winter, temperatures may rise to the freezing
point, figure 2.3(a). Mean annual air temperature (MAAT), in the ablation zone of
Austfonna 2004-05 was ∼ -12 ◦C (Loe 2005). Including more recently observations
from 2004-2010 indicate a MAAT of -8◦C.
Strong winds and blizzards are frequent at all times of the year, as felt by the early
explorers. Wind field in general is fairly strong with a mean wind speed of 5-6
[m/s] at Etonbreen, 2004-2010. Strong down slope winds have been report from
Austfonna, but if these winds are true katabatic has not been confirmed. Since
katabatic winds coincides with the general wind direction katabatic flows can’t be
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detected immediately from figure 2.3(b). However, in contradiction to Greenland,
Austfonna is probably not capable of creating it’s own weather (Eriksson in Ahl-
mann 1933). Clouds were found to be most frequent in September and least in
March-April (Glen 1939). Clouds and frequent fog have been reported by all of
the early expedition. Especially in the autumn, when there are large areas of open
water and decreasing air temperatures. Fog is common in the coastal areas of Sval-
bard, but also at the summit of Austfonna. When warm moist air is lifted towards
summit water condensate and engulfs the summit in fog (Schytt 1964). Summer
1931 a cloudiness of 85 % was found at Sveanor (Ångstrøm in Ahlmann, 1933).
Importance of cloudiness and fog has also been reported from two minor low lying
ice caps in the area, at de Geer Fonna and Storøyjøkulen. Where the glacier exist-
ences seems to be dependent on the reduced incoming solar radiation by clouds,
keeping the ablation low during summer (Jonsson 1982, Finkelnburg Pers.com).
Very few precipitation measurements have been performed at Nordaustlandet. The
closest weather stations with sufficiently long precipitation records for climate
studies are Longyearbyen and Hopen. Longyearbyen and Hopen provide precip-
itations records of about 90 and 60 years. Longyearbyen, 250 km to the south
west, is located on the Western side of Spitsbergen whereas Nordaustlandet is in
the rain shadow from westerly winds due to Spitsbergen. Hopen, 300 km to the
south, located in the Barents sea has shown to have the same synoptic weather
situation (Loe 2005). Solid precipitation in the Arctic is in general difficult to
measure due to high winds. Precipitation has been therefore found indirectly by
snow water equivalent (w.eq.) measurements. Snow and accumulation maps have
been made by several authors using different measurements and interpolation tech-
niques (Schytt 1964, Pinglot et al. 2001, Taurisano, Schuler, Hagen, Eiken, Loe,
Melvold & Kohler 2007). They all state roughly the same pattern, a huge NW-SE
gradient in snow accumulation where SE snow w.eq. some times more than double
the NW-snow w.eq.
These spatial variabilities in accumulation rates can be explained by the general
circulation pattern in the area. The main source of precipitation at Austfonna
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is caused by orographic lifting of moist air masses from the Barents Sea (Raper,
Bamber & Krabill 2005). Austfonna is located at the northern end of the Barents’
branch of the North Atlantic drift (Pinglot et al. 2001).
Where relative warm and humid air masses from east south-east are believed to
be the controlling weather factor. Less frequently, moist air arrives from south
and west (Førland, Hanssen-Bauer & Nordli 1997). Nordaustlandet is in the rain
shadow of westerly wind because of Spitsbergen. During winter, polar air masses
from northeast are believed to be dominant (Barrie 1986). Downscaled ERA-40
re-analyses precipitation data has though showed promising precipitation patterns
(TVS), though few data to verify. As we will see later on, these circulations
patterns are reflected in spatial mass balance variability.
Since Austfonna are located at the front between Atlantic and Polar air masses, the
weather are know to have great inter annual variability, which also are observed
in the accumulation (Taurisano et al. 2007, Dunse et al. 2009). The relation-
ship between these circulations patterns are partly expressed through the AO-
and NAO-index, respectively Arctic oscillation and North Atlantic oscillations.
The NAO-index describes the fluctuation of the Icelandic Low and Azorean High
pressure. Positive NAO-index means strong Azorean high and results in higher
Atlantic moist transport to northern Europe like Island and Scandinavia, since
incoming Low pressures take a more northerly trajectory. While negative NAO-
index is associated with easterly cold dry air into Northern Europe. The NAO has
fluctuations of 5-7 years and decadal trends like in the cold 1960s-70s in N-Europe
(Hurrell 1995). From figure 2.4 we see that the coldest winter at Western Spitsber-
gen occurs when few cyclones passes Western Svalbard and into the Arctic Basin.
However, in these winters the density of cyclones directed into the Barents sea is
much higher.
Another factor which are thought to be of importance for precipitation at Aust-
fonna is the distance to a moist source, open water (Bamber et al. 2005, Raper
et al. 2005). Nordaustlandet is located in the intersection between multi-year-
sea ice and seasonally-frozen-sea ice (Iizuka et al. 2002). Hence, sea ice extent
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may have great year-to-year variabilities. The April sea ice extent in Nordic seas
are strongly negative correlated with the winter NAO-index (Vinje 2001). Posit-
ive NAO-index since the 1970s has brought more heat into the Nordic seas and
thereby reduced sea ice extent (Vinje 2001). August sea ice extent in the eastern
sea (east of 10E, 80N and western Kara sea) was almost halved from 1920 to 2000
(Vinje 2001).
According to Kattsov & Walsh (2000) the precipitation in the northern Barents
Sea has increased with 20-40 % over 92 years period, 1903-94 relative to the 1961-
90 mean. The same authors suggest that the increase in Arctic precipitation is
caused by higher sea surface temperatures and retreat of the sea ice cover. Førland
& Hanssen-Bauer (2000) found about 11 % increase in precipitation at Svalbard
airport in the period of 1964-97.
According to Iizuka et al. (2002) the accumulation rate in the period of 1920-
66 was at Austfonna slightly higher with 0.57 [m w.eq.] compared to before
0.44 [m w.eq] and after 0.45 [mw.eq.]. No trend was found by Pinglot et al.
(2001) in mass balance records in shallow ice cores for the period of 1963-99,
though great year to-year variability. In the period of 1865-1995 weak correla-
tion between accumulation rates and NAO/AO-indexes at Lomonosovfonna 100
km SW of Nordaustlandet (Isaksson, Divine, Kohler, Martma, Pohjola, Motoyama
& Watanabe 2005). Slightly better correlation but still low were found between
Austfonna δ18O and NAO/AO-indexes and sea ice for the same period (Isaksson
et al. 2005).
Awaiting further models which may retain spatial and temporal distribution of
precipitation, in-situ measurements are indeed important.
2.3 Glaciology of Austfonna
Even though Austfonna has been in focus by several investigators with vari-
ous methods, both dynamics and mass balance regime are not fully understood
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(Moholdt, Hagen, Eiken & Schuler 2010). Currently, the total mass balance seems
to be negative but estimates differ and uncertainties are not satisfactory. Accord-
ing to Dowdeswell et al. (2008) the total mass balance of Austfonna was negative
by 2.5 - 4.5 [km3 yr−1] equivalent to 0.31-0.56 [m.w.eq.]. Where ice marginal re-
treat and calving contributes about 2.5±0.5 [km3 yr−1] to the mass loss. Surface
mass balance Dowdeswell et al. (2008) used was based on extra- and interpolation
by accumulation data obtain by Pinglot et al. (2001) and mass balance profiles
after Hagen, Melvold, Pinglot & Dowdeswell (2003) and in-situ measurements of
the 2003-2006. Moholdt, Hagen, Eiken & Schuler (2010) obtained volume changes
for the whole ice cap of -1.3±0.5 [km3 w.e.a−1] from satellite altimetry. Geo-
metry changes was observed by Bamber et al. (2005) from airborne laser altimetry
between 1996-2002. Later this pattern has been observed from satellite laser alti-
metry in the following years 2002-2008 (Moholdt, Hagen, Eiken & Schuler 2010).
Figure 2.5 show elevation changes after Moholdt, Hagen, Eiken & Schuler (2010)
in the period of 2002-08 from repeated ICESat tracks, and clearly demonstrates
geometry changes.
However, the reasons for these geometry changes are unclear. Bamber et al. (2005)
argued that interior thickening are attributed to increased precipitation since these
thickening is independent of drainage basins and dynamical regime. As already
discussed in section 2.2, in situ measurements show no trend in accumulation
between 1963-1999. Further on Raper et al. (2005) explained interior thickening
by reduced sea ice extent causing more precipitation at Austfonna. A detail study
of SMB for the year 2004-05 estimated a moss loss of 0.318 [m w.e.yr−1] by a dis-
tributed temperature-index model which included radiation (Schuler et al. 2007).
Schuler et al. (2007) found the Equilibrium line altitude ELA ranging from above
600m a.s.l. in NW and below 400m a.s.l. in SE from April 2004 till April
2005. Subsequent years, a steady lowering of the ELA has been observed (Dunse
et al. 2009). 2004 was among the most negative mass balance years recorded at
Svalbard (Schuler et al. 2007). The ELA obtained for 2004/05 differ significantly
from the one derived by Bevan, Luckman, Murray, Sykes & Kohler (2007), who
found an ELA ranging from 467m in the north to 124m in south. Both studies
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reflect the asymmetric pattern presented in the precipitation/accumulation in the
previous section 2.2.
Comparing surface mass balance with flow regime shows that the present geometry
of Austfonna is instable Bevan et al. (2007). However, surge type glaciers are never
in steady state as ice fluxes and surface mass balance connection is complicated.
Three of the basins have recorded surges, Etonbreen (1938), Bråsvellbreen (1937)
and Basin 3(∼1873) (Lefauconnier & Hagen 1991). Due to the long quiescent
phase at Svalbard, up to 500 years (Bevan 2006), it is possible that other basins
may surge, but yet not identified as surge types. Numerical modeling by Dunse
et al. (Subm.) indicate that both Basin5 and Leighbreen have oscillating glacier
lengths, though at very different timescales. Stress-strain relationship derived by
Dowdeswell (1986) support surge-behavior of Leigbreen.
Calculated balance fluxes at Austfonna were approximately half of the estimated
upslope mass balance (Bevan 2006). Which indeed are typical for surge type
glaciers in the quiescent-build up face. The bulk of the ice accumulation exceeding
the balance flux were from the three know surge type Basins. However, almost half
of the basins had larger accumulation then estimated balance flux (Bevan 2006).
The thermal structure is of great importance for the dynamical regime. As other
ice masses at Svalbard, Austfonna’s thermal structure has been characterized as
polythermal. Though small ice volumes at the pressure melting point are observed
(Dunse et al. Subm.). At sub-polar glaciers release of latent heat in the firn
causes the accumulation zone to be temperate. However, only minor patches with
temperate ice has been detected in depressions of the firn were water gathers
and increases refreezing (Zogorodnov, Sinkevich & Arkhipov 1989). Temperate
basal conditions have been detected by basal melt water pouring out beneath the
margin at several locations (Macheret & Vasilenko 1988, Dowdeswell & Drewr
1989, Pfirman & A. 1989). A deep ice core to the base below the summit revealed
temperate condition at the base (Zogorodnov, Sinkevich & Arkhipov 1988). This
ice core along with the ones obtained by Japanese team revealed much colder
temperatures at a depth of 150 m, indicating that a colder climate during the
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little ice age (LIA) (Iizuka et al. 2002).
From ice cores, historical surface temperatures, accumulation rates and melt-freeze
indexes have been obtained (Iizuka et al. 2002, Kotlyakov, Arkhipov, Henderson
& Nagornov 2004, Nagornov, Konovalov & Tchijov 2005). However, the warming
after LIA is visible in the ice core are higher than the actual warming of Arctic
since LIA (Nagornov et al. 2005). During LIA surface melt was probably not as
pronounced as to day. Hence, less release of latent energy and ice temperatures
were closer related to MAAT.
Both the study by Schuler et al. (2007) and a energy balance point study for the
same season by Loe (2005), 2004, showed that formation of super imposed ice and
internal accumulation contributes significantly to the accumulation. Melt water
refreezing is important in terms of surface mass balance, but also the thermal
regime which again affects SMB, hydrology and dynamics of the ice cap.
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Figure 2.1: Surface Topography of Nordaustlandet with ablation stakes and AWS’s
on Austfonna. The glacierized area of Austfonna have blue colors, other glaciers
at Nordaustlandet are not marked. Stakes used for surface mass balance are show
as red circles and the AWS’s as yellow circles. Contours are of 100m.
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Figure 2.2: Drainage basins of Austfonna after Hagen (1993) with numbers, see
table 2.1 for names. Northern Basins are shown as red while Southern as blue.
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Figure 2.3: Hourly air temperatures At AWS1 369m a.s.l. during 2004-2010, and
wind rose 2004-2009 also at AWS1.
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Figure 2.4: Winter cyclone trajectories into North Atlantic/ Arctic Ocean when
air temperatures was (a) warmest and (b) coldest from winter records 1978-2000
at Isfjord radio/ Svalbard Lufthavn, West Spitsbergen (Rogers et al. 2005). The
red dot marks the position of Austfonna.
Figure 2.5: Mean elevation change pr. year 2003-08 from repeated ICESat tracks,
After Moholdt et al. (2010).
Chapter 3
Theory
This chapter presents some general theory about glacier and an introduction to
the climatic impact glaciers. The Methodology chapter 4 describes how the theory
in this chapter was implemented in the model.
3.1 Mass balance and glaciology
Glaciers are a result of several years where the total snow accumulation (mass gain)
exceeds the ablation (mass loss). Mass balance is perhaps the most important term
in glacier studies (Paterson 1994). The mass balance is the mass budget of the
glacier, and we say that the mass balance is positive if the glacier has gained mass
and negative if mass deficit. Usually, the mass balance is given for one year period.
A mass balance year is typically from September-September, so that both one
single accumulation and ablation season is captured by the period. Mass balance
is often measured in water equivalent (w.eq.) meaning that densities of snow and
ice are taken into consideration. Strictly, this mass balance is not measured in
mass [kg], but is anyway convenient as the density of water is very close to 1000
kg/m3. The specific mass balance is denoted lower case b and is the surface mass
change per year or averaged over the whole area of the glacier often measured
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in cm w.eq yr−1. The specific mass balance is an useful term since it is directly
comparable between glaciers.
The total mass balance, denoted capital B, is then the area averaged specific mass
balance times the total area, typically in the unit km3 w.eq yr−1. In cases of large
glaciers and ice sheet the total mass balance may be given as sea level rise or
giga ton. When estimating mass balance it is convenient to separate the net mass
balance Bn into: mass gain through the accumulation season (winter) Bw, and
mass loss through the ablation season (summer) Bs. This can be formulated:
Bn = Bw + Bs (3.1)
Figure 3.1 shows an idealized glacier with accumulation and ablation zone. At the
intersection between the accumulation and ablation areas is the specific surface
mass balance bn zero, and the altitude of zero mass balance is called Equilibrium
Line Altitude (ELA). Glacial ice movement are drown as lines in the upper panel
of figure 3.1.
Figure 3.1: Sketch of an idealized glacier with: accumulation, ablation, ELA and
dynamics (upper panel), and specific bn of the same glacier (lower panel). Figure
after Hooke (2005).
3.1. MASS BALANCE AND GLACIOLOGY 29
Accumulation contains all kinds of mass gain onto the glacier. This includes not
only snow fall, but also snow drift, snow avalanche, riming etc. Likewise, ablation
includes all mass losses like surface runoff, calving, sublimation, bottom melt and
so on.
A glacier is said to be in steady state when the geometry is constant with time.
This may only be fulfill when the glacier mass is in balance. If a glacier has a
mass balance profile like the one in the lower panel of figure 3.1, ice mass must be
transported from the accumulation area down to the ablation area in order to be
in steady state. As climate rarely is constant, glaciers are usually not in steady
state, which are expressed through glacial frontal advances and retreats. Some
glaciers exhibits rapid advances caused by dynamical effects rather than climatic
and mass balance variabilities (Hooke 2005). Such advances are called surges, and
are characterized by advances lasting a few months or a few years followed by a
longer quiescent phase lasting up to several hundreds of years.
There are several ways of estimating changes in glacial mass balance. Theoretically
there are 5 basic ways of estimating glacier mass balance.
1. Direct glaciological measurements: inter/extrapolate point measurements to
achieve total mass balance.
2. Balance flux method: Measuring velocity through a section of the glacier
and assuming steady sate.
3. Hydrological method: Calculate the hydrological balance of a glacierized
catchment.
4. Geodetic method: Measuring geometry changes from or remote sensed data
or kinematic GPS.
5. Modeling: Use available data for mass balance simulations.
Where the last method is the one used in this study. The nest section will give
some necessary theory which the method in this study was based on.
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3.2 Surface energy balance, SEB
As mention the surface energy balance (SEB) is one of the most important tools for
understanding melt at the glacier surface’s (Andreassen, Van den Broeke, Giesen
& Oerlemans 2008, Oerlemans 2001, Schneider & Jansson 2004). Thus, also a key
tool for calculating the surface mass balance and glacier mass balance. Glacial
surface melt is determined by the energy exchange between the glacier and the
atmosphere. This energy exchange is described by the surface energy balance
equation 3.2. The Surface Energy Balance is controlled by meteorological factors
and processes and properties of the surface and subsurface layers (Hock 2005).
With the SEB we may also quantify contribution of different fluxes to the surface
melt and perhaps a better understanding between glacial melt and climate. Figure
3.2 is a visualization of the SEB equation 3.2.
Figure 3.2: Illustration of the surface energy balance, equation 3.2. Radiation is
divided into S↓ and S↑ incoming and reflected solar radiation respectively. L↓ and
L↑ are absorbed and emitted long wave radiation respectively.
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The formulated SEB in equation 3.2 is taken from Hock (1998), where positive
fluxes adds energy to the surface. When studying the energy balance it is usual to
apply the formulation for a unite area of one square meter. The fluxes therefore
have the unit of Wm−2. Since Watts are Joule pr second the SEB would have to
be integrated over a time span to get energy, Jm−2. The formulation of the SEB
below is thought to take all physical components which may affect the surface
energy balance significantly.
Rnet + SH + LE +QR +QG =M (3.2)
Rnet Net radiation flux
SH Turbulent flux of Sensible Heat
LE Turbulent flux of Latent Energy
QR Energy flux supplied by rain
QG Ground flux through subsurface layers
M Energy flux available for melt
All fluxes contributing energy to the surface are balanced by the residual term M .
Energy flux available for melting snow and ice (M), would principally be restricted
to positive values when placed on the right hand side of equation 3.2. Since the
opposite of melt, refreezing, is included in theQG term. The surface where the SEB
formulations is applied on may be considered as a thin membrane separating the
glacier from the atmosphere. Hence, the surface is not capable of storing energy,
meaning that equation 3.2 must be balanced at any time. The energy balance is
formally stated in the First law of Thermodynamics, where energy is conserved for
a closed system (Schroeder 2000).
The four former terms of equation 3.2 concerns interaction between the atmo-
sphere while the surface the Ground flux deals with processes and properties in
the subsurface snow and ice. In the following sections we will study some aspects
of each flux in the SEB.
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3.2.1 Radiation fluxes, Rnet
At higher latitudes like Austfonna, the net radiation flux is generally negative on
a yearly basis (Hartmann 1994). The uneven heating of the earth by the sun
generates a climate system where energy is transported pole wards by oceanic and
atmospheric currents (Hartmann 1994). The high reflectance of a snow covered
surface and low sun azimuth angles enhances the differences between latitudes.
The importance of the surface reflection will be discussed in the following section
4.2.1. For most glaciers, solar radiation consists the largest contribution to surface
melt (Hock 2005).
The radiation fluxes are divided into two categories, short wave radiation and long
wave radiation. Splitting the radiation into these two categories is adequate due
to the different electromagnetic spectra from the sun and terrestrial sources. Short
wave radiation has the sun as origin with wave lengths between 0.15-4 µm. Objects
with typically earth temperatures emits radiation in the spectra 4-120µm, here-
after called long wave radiation (Hock 2005). Short and long wave radiation does
also have quite different ways of traveling through the atmosphere. As we know
from daily life, the atmosphere is almost transparent for short wave (solar) radi-
ation, especially in the optical spectra, though being scattered at some wavelength
especially during cloudy conditions. However, the atmosphere acts like an black
body to most types of long wave radiation, especially clouds.
The net radiation at any given point would be the absorbed radiation from the
atmosphere and the sun minus emitted radiation from the surface it self. In addi-
tion radiation reflected and emitted by surrounding terrain may also contribute.
Mathematically this can be formulated as:
Rnet = G(1− α) + L↓ + L↑, (3.3)
where G the global radiation, which is the incoming short wave radiation, α is the
surface reflectance often called albedo, and L↓ and L↑ are the fluxes of absorbed
and emitted long wave radiation at the surface respectively.
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The Global radiation has of course large variation both in time and space. During
the day the potential solar radiation varies as the sun rises and sets, but also
day-to-day variabilities caused by atmospheric conditions and seasonal variations.
Under cloudy condition the solar radiation are scattered and ultimately reflected
back into space, and cloud are represented as bright dots when earth seen from
space. Local topography do also influence the global radiation, such as slope,
aspect and shading from surrounding topography. To summarized, G is controlled
by season, latitude, atmospheric conditions and local topography. The absorption
of G at the ground is expressed trough the albedo. Due to the importance albedo
to the SEB, and the great variabilities in both time and space, it is given extra
attention in the section below 3.2.1.
The long wave radiation emitted by an object is given by Stephan-Boltzmann’s
law:
L = εσT 4, (3.4)
where ε is the emissivity of the object, sigma the Stephan Boltzmann’s constant
σ=5.670×10−8 W−1 m−2 K−4 and T is the temperature of the object in Kelvin. In
case of the L↓ flux would the ε and T be the effective emissivity and temperature of
the atmosphere seen from the ground. While for L↑ flux the ε and T would be the
properties of the surface. Ohmura (2001) stressed the importance of understanding
these fluxes as the usually are the largest one in the SEB. However, the long wave
radiation fluxes tends to cancel each other out during the melt season (Hock 2005)
The long wave balance has often been found to be negative during the melts season
(Giesen, van den Broeke, Oerlemans & Andreassen 2008, Andreassen et al. 2008,
Braun & Hock 2004, Sicart, Hock & Six 2008).
Since the atmosphere only is partly transparent to long wave radiation, radiation
is emitted at all levels making it difficult to estimate the effective ε and T of the
atmosphere. If atmospheric temperature- and water vapor profiles were know, it
would be possible to calculate the atmospheric radiation by solving a long wave
radiation balance for every layer in the atmosphere. Such calculations have been
done for a location in Switzerland where 67 % of the long wave radiation received
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at the ground were found to originate from the lower 100m of the atmosphere
(Ohmura 2001). Obviously atmospheric temperature and water vapor profiles
would vary both in time and space.
Therefore most parameterizations calculating L↓ exploit the relationship stated
by Ohmura (2001) between the long wave radiation and water vapor content and
temperature in the lower atmosphere (Hock 2005). The importance of long wave
radiation from surrounding terrain was emphasized by Hock (2003).
Albedo, α
The surface reflection coefficient of incoming solar radiation is called albedo α, and
is the fraction between incoming shortwave radiation and reflected. This means
that the albedo is one minus the surface emissivity in the short wave spectra. Since
the reflectance varies with wave length the albedo is often defined as a weighted
average on the wave lengths between 0.35-2.8 µm (Hock 2005). The albedo is
highly variable in both space and time for a glacier surface (Hock 2005). Since
the short wave radiation often controls the melt the albedo parameterization may
effect the melt rate considerable (Jonsell, Hock & Holmgren 2003). The absorbed
radiation at a melt pound or a debris cover surface can be several times higher
then at a surface with fresh snow. Albedo may range from above 90 % for fresh
snow to 10 % for debris covered ice (Wedhams 2000).
Factors determining the albedo can be divided into two categories: properties of
the surface and properties of the incident radiation. Where the former includes
crystal size, water content, impurity content, surface roughness etc, while the latter
is affected by atmospheric condition and the incident angle.
According to Hock (2005) and Brock, Willis & Sharp (2000) the snow albedo is
primarily explained by the snow grain size and impurity content. Snow grain
size again is a result of snow metamorphism thereby related to water content,
temperature, density, age etc. (Colbeck 1997). The albedo tends to decrease with
increasing crystal size and increasing impurity content (Warren & Wiscombe 1980,
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Wiscombe & Warren 1980). The density is thought to have minor effect on the
albedo, except where the snow cover is so thin that it becomes partly transparent
(Brock et al. 2000).
With low sun angles albedo tends to increase, but several effects affect differently
at low incident angles. A long travel path through the atmosphere makes the
light ’redder’ since shorter wave lengths are scattered easier. Hence, the albedo is
lowered since more of the solar energy is found in the part of the spectra where
snow albedo is lowest. On the other hand low sun angles increases the albedo,
especially glacier ice and surface water, with specular reflection where refraction
down wards would not be possible.
Albedo will also change with atmospheric condition. If clouds are present, they
tend to absorb the infrared part of the solar radiation. Thereby making the incident
sun rays ’bluer’. Since the albedo in general increases with decreasing wave length
the albedo increases with clouds. While the albedo varies with solar zenith angels
an overcast sky would diminish the albedo difference with solar zenith angels, since
a grater portion of the radiation is diffusive (Hartmann 1994).
3.2.2 Turbulent fluxes, SH & LE
The turbulent fluxes of Sensible heat SH and latent energy LE are driven by
temperature and vapor differences between the surface and air masses above (Hock
2005). Even if there are no net vertical exchange of air masses in the atmospheric
surface layers, there might be vertical exchange of heat and moist. Due to friction
at the surface (in general referred to as a boundary), eddies will occur in the wind
blowing across the surface. Such eddies or mixing where there is no net vertical
transport of air masses are known as turbulence. If temperature and humidity
difference between the surface and the air, vertical mixing of the air would induce
a net transport of mention quantities. The nature of turbulence may be chaotic
where eddies and mixing vary a lot both in time and space. Thus complex, many
theories are developed describing the nature of turbulence, which do work when
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they applied over sufficient time periods. Driven by temperature and humidity
differences, the turbulent fluxes are also dependent of surface characteristics, wind
speed, and atmospheric condition and stability.
Usually the turbulent fluxes are small averaged over a melt season, but may exceed
the net radiation during shorter periods like storm events. At maritime mid latit-
ude glaciers SH may be the most important melt factor (Liestøl 2000), while high
altitude or high latitude glaciers like Austfonna the LE may be a negative contri-
bution to the SEB due to the energy consumption by the processes of sublimation
(Morris 1989).
The most direct way of measuring the turbulent fluxes is the eddy correlation
technique method (Sjoblom n.d.). Unfortunately this method requires advanced
instrumentation, regularly maintenance and requires high data storage demand
(Hock 2005). Thus, the eddy-correlation method is improper for remote and long
term measurements on glaciers.
With the somewhat simpler gradient-flux method the differences of T and q in the
surface layer are approximates by creating a profiles or gradients, while horizontal
condition are assumed to be homogeneous. Creating T and q profiles require meas-
urements at preferable more then two heights in the lower 10m of the atmosphere
(Morris 1989). Since there are no measurements at several heights at Austfonna
the bulk-method has been used.
The bulk aerodynamic method is the most widely used approximation of turbulent
fluxes for glacier applications (Hock 2005). With the bulk-aero method measure-
ments of wind, temperature and humidity is only required at one level called screen
level height z=2m. So the gradients of wind, temperature and humidity are ap-
proximated by measurements at one height and assumptions at the surface.
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3.2.3 Refreezing and Ground fluxes, QG
The ground flux QG is the energy exchange between the sub surface layers and
the surface. On temperate glacier this flux is negligible except of refreezing of
melt water at the start and end of the melt season and perhaps nocturnal frost
(Hock 2005). However, on cold and sub polar glaciers this flux may be of major
importance for the SEB and SMB. In order to melt snow and ice the temperatures
first must be risen to the melting point. Thereby extra energy is needed through
the whole melt season to melt ice. Several studies have shown the importance
of QG in polar and sub polar environments. Greuell & Konzelmann (1994) found
that 25% of available energy was consumed to warm the subsurface layers. Another
study from the Ablation area at Austfonna indicated that melt was reduced by
20% due to the subsurface fluxes. Figure 3.3 illustrates the affect of percolations
and refreezing above the ELA.
Figure 3.3: Sketch of glacier facies. After Hooke (2005)
The amount of energy required to rise the subsurface layer temperature up the
melting point, often called cold content C, may be used to study QG. The cold
content would be the sum of energy required to rise the temperature at every depth
T (z) up to the pressure melting point Tpm each layer. Density profile must also be
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know to calculate the cold content between the surface z = 0 and a depth z,
C =
∫ z
0
ciceρ(z)[T (z) − Tpm]dz (3.5)
Where C is the cold content in [J ], cpi the specific heat capacity of ice and ρ(z)
the density at a all depths. Then the flux would be the change in cold content
over time:
QG =
dC(z, t)
dt
(3.6)
As we see both temperature and density profiles are needed. Therefore, processes
invoking both temperature and densities must be taken into consideration when
the subsurface fluxes are calculated. Greuell & Konzelmann (1994) developed a sub
surface model to calculate temperatures, density and water content. By solving
the thermodynamic equation 3.7 they were able to incorporate the most important
snow and ice processes affecting the SEB.
ρcpi
∂T
∂t
=
∂
∂z
(
K
∂T
∂z
)
+
∂Qsurf
∂z
±
∂
∂z
(MFLf ), (3.7)
where T = T (z, t) is temperatureMF is the melt or freeze rate and Lf = 3.34×105
[Jkg−1]. Another advantage by the method of Greuell & Konzelmann (1994) is
that percolation and refreezing of water is incorporate in a proper way. Release
of latent energy by refreezing melt water affect the thermal regime and thereby
the SEB. This latent energy from refrozen melt water is the cause of the warm
accumulation area on polythermal glaciers whereas the ablation area remains cold,
Due to refreezing, the energy available for melt and the produced melt water would
not coincidence with the total runoff from the glacier. Mass deficit by surface melt
is first when melt water runoff the glaciers, therefore refreezing may invoke the
mass balance. On temperate glaciers mass gain by refreezing will only have a
minor contribution in the spring and at the end of summer (Hock 2005). In the
spring runoff would be delayed, since the whole snow pack must be temperate
before any runoff can be produced. Water held by capillary force in the snow and
ice at the end of summer would refreeze as the winter cooling starts. However, on
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cold glaciers refreezing may have a major impact on the mass balance. Due to the
cold subsurface layers ice may melt and refreeze several times before the mass is
lost.
Often refreezing of melt water are split into two categories, even if they are driven
by the same phenomena (Schneider & Jansson 2004). Water that refreezes on top
of the glacier surface are called superimposed ice SI. In contradiction to SI, melt
water percolating down in the firn area may refreeze below last summer surface
LSS. Hence, refrozen water below LSS would not be included in tradition mass
balance measurements since density changes below LSS are not considered. With
internal accumulation Schneider & Jansson (2004) meant refrozen water below
LSS.
From an Energy balance study in the ablation zone of Austfonna the contribution
of refreezing were found to equal the winter accumulation (Loe 2005). A distrib-
uted enhanced temperature-index study by Schuler et al. (2007) indicated that
mass gain by refreezing was about 60 % of the winter accumulation. A small low
laying ice cap immediately east of Austfonna seems to be in healthy state des-
pite absence of any firn (Jonsson 1982). Thus, all net accumulation must happen
through superimposed ice formation.
Due to the importance of melt water refreezing, the ground flux QG has been dealt
with in a own subsurface model, see section 4.3. A separate subsurface model also
making it possible to incorporate processes like snow metamorphism more directly
affecting: albedo, conductivity, permeability, temperatures etc.
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Chapter 4
Methods
4.1 Melt Modeling
The model used in this study was developed by Hock & Tijm-Reijmer (2007).
This model was a coupled surface energy balance and snow model, very similar
to the one used by Reijmer & Hock (2008), The snow model originate from the
SNOMARS developed by Greuell & Konzelmann (1994) further tested by among
others on Greenland and in Sweden by Bougamont & Bamber (2005) and Reijmer
& Hock (2008) respectively. While the surface energy model originate from Hock
(1998) and Hock & Holmgren (2005). The coupled model was programmed in C
and the results were written to binary and ASCII files. Visualization and post-
processing were performed in MatLab.
In this model, processes and phenomena at the atmosphere-glacier interface and
in the subsurface snow/ ice have been approximated by various parameterizations.
Optimally, one physical model should have calculated all physical properties such
as energy, mass, temperature, etc. and variation of these variables. Since no such
model exists, processes and properties that are presumed to be of great importance
to the SEB and SMB, have been parameterized separately or in connection to each
other. Some properties and processes are ignored or incorporated indirectly. Upon
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using various parameterizations, one should always ask if these routines are proper
for the process(es) or property(ies) they are meant to represent. Usually paramet-
erizations are developed by fitting some kind of relationship to a certain data set.
Even if a parameterization produces satisfactory results, it is not granted that the
same parameterization is suitable at a different location with different climate etc.
Therefore, some extra emphases has been given upon choosing parameterization
in this study. The parameterizations of each process or property have been based
on some criterias:
• To what degree is the physics represented in the parameterization?
• How large is the dataset which the parameterization are based on?
• Is the parameterization developed for condition similar to the one at Aust-
fonna?
• Have the parameterization been tested thoroughly?
• Are necessary variables and inputs for the parameterization available?
A fundamental problem with such approximations is that they usually contain
some sort of scaling/ tuning parameters. Hence, parameterizations may be tuned
to produce what ever results you want, which is okay if you know the answer.
Luckily, we do have some ideas of the processes and various contributions to the
melt energy. Quite a lot of information does exist to verify the modeled result.
However, the challenge is often to incorporate the temporal and spatial variability
of different processes and properties. When it comes to parameter tuning this is
treated in sensitivity analysis, section 6.5
Since the surface energy balance varies both in time and space it was solved at
every grid point of a 1000m×1000m resolution digital elevation model (DEM). In
the 1000m resolution DEM there were in total 7925 glacierized grid cells where the
model performed the SEB calculations. This would give a total areal of 7925 km2
for Austfonna which is some what smaller than the actual area, since calculations
where only performed at grid cells where whole 1000m×1000m grid was inside
the glacier area. The model was ran for the 2004 melt season from April 23rd
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to September 26th at 1 hour temporal resolution giving 3768 time steps in total.
Hourly meteorological observation at an Automatic Weather Station (AWS), loc-
ated at Etonbreen 369m a.s.l. (see map in figure 2.1) was used to force the model.
The model was initiated by observation presented in chapter 5 and calibrated by
stake mass balance observation and surface elevation observation also presented in
the next chapter. All variables were assumed to be constant within each grid cell.
At every location and every time step the snow model calculated snow and ice
temperatures, densities and water content down to a depth of 30m below the gla-
cier surface. Except of the view factor and shadow effects no interaction between
cells of the DEM (along the surface) in terms of water flow or heat transfer were
allowed. This means that the coupled SEB and snow model constituted 2+1 spa-
tial dimension and 1 temporal dimension. A flow chart of the method is shown in
figure 4.1. Where the elliptic boxes are different kinds of input data, the calcu-
lations were performed in the rectangles with smooth corners while the different
mass balance terms are the rectangles.
When the potential slope corrected radiation was calculated in advance, calcula-
tions of the full distributed model took more than 2 hours on a powerful computer.
One model run included calculations of the SEB at 3768 time steps and 7925 grid
points in total, and sub surface properties at typically 20 depths at all 7925 grid
points every 6th min giving 37680 time steps in total. The grid which the SEB-
model worked on is shown in figure 4.2 and one example of the snow model grid at
AWS is shown in figure 4.3. The coupled model did trillions mathematical opera-
tion (FLOPs) in total and produced about 60-70 MB of data per run. The Model
input data had a size of 1 GB, where most of these data was the potential solar
radiation. The model was ran more than 150 times, where about half of these runs
were during calibrations and the other half was during model sensitivity testing.
About 30 % of the model runs were performed at the whole glacier grid, while the
others were performed as a point study at the AWS.
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Figure 4.1: Flow chart of how the surface mass balance was calculated, see text for
explanation
4.2 Distributed Surface energy balance Modeling.
The different fluxes of the SEB in equation 3.2 were calculated as they are described
in sections 4.2.1-4.2.3. Since the subsurface properties were calculated by a partly
separated model, the ground flux has been given some extra attention in section
4.3. To recall that the SEB equation 3.2 was calculated both in time and space it
is rewritten here with indices’s l for time and i, j for East and North respectively.
Rlnet i,j + SH
l
i,j + LE
l
i,j +Q
l
R i,j +Q
l
G i,j =M
l
i,j (4.1)
Where the fluxes are the same as in equation 3.2. The melt flux would be negative
if the fluxes on the left hand side of 4.1 were negative, since the two sides of an
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Figure 4.2: Mesh of the 1000m resolution grid which the SEB model worked on.
The grid was in total 135×130 cells, while the model worked on the 7925 shown
cells.
equation must equal each other. Melt can by definition not be negative, when it is
placed on right hand side of equation 4.1, since refreezing was included in the QG.
However if the melt flux was negative, the surface temperature would be lowered
by steps of 0.25◦C so that the equation was balanced with M ≥0.
We will now go through the calculations of each flux in equation 4.1 quite thor-
oughly.
4.2.1 Radiation fluxes, Rnet
At the AWS two kinds of sensor measure radiation at respectively the bands of
wavelength for the short and long wave radiation. Two sky looking sensors meas-
ured the incoming radiations and two down looking sensors measured reflected
short wave and emitted long wave radiation. However, we want to parameterize
these fluxes since the radiation vary with topography. Assuming the radiation to
be spatial constant would obvious be wrong, since different parts of the glacier
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may by in the sun or shadow depending on the topography and position of the
sun.
As explained in section 3.2.1, net radiation at a certain point is absorbed radiation
from the atmosphere and the sun minus emitted radiation from the surface it
self. In addition, radiation reflected and emitted by surrounding terrain may also
contribute. Due to the topographic influence it was convenient to include some
more terms in the radiation balance of 3.3. All the radiation processes that the
model incorporated can be formulated mathematically as:
Rnet = (I +D)(1− α) + L
↓
s + L
↓
t + L↑, (4.2)
where I is short wave radiation flux of respectively direct incoming solar radi-
ation, while D is diffuse radiation from the sky and global radiation reflected by
surrounding terrain. These two fluxes of short wave radiation are referred to as
global radiation. The two incoming long wave fluxes of L↓s and L
↓
t are emitted by
the atmosphere and surrounding terrain respectively. Where as the last term L↑ is
out going long wave radiation emitted by the surface. The formulation in equation
4.2 assumes that the emissivity of the surface is 1 in the long wave spectra, since
there are no reflectance of these fluxes.
Global radiation, G
Topography was taken into consideration when extrapolating global radiation to
each grid on the glacier. In the atmosphere incoming solar radiation is reflected,
scattered and for some wavelengths absorbed. These processes vary with atmo-
spheric condition and the solar beams travel length through the atmosphere to
reach the ground. Therefore, Earth-Sun geometry, atmospheric extinction and
again topography must all be dealt with to estimate solar radiation reaching the
surface across Austfonna.
To extrapolate radiation fluxes from the AWS and take the topography into con-
sideration the global radiation was separated into a direct and diffusive part. The
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diffuse radiation is a result of scattering in the atmosphere, mainly by air mo-
lecules and aerosols (Hock 2005). Diffusive radiation may also originate from
backscattered or reflected radiation from adjacent terrain. Separation of global
radiation into direct and diffuse components are based on the ratio between meas-
ured G and top of atmosphere radiation IToA at the AWS. The ratio between the
diffuse component and the global D/G was found by an empirical formulation us-
ing the G/IToA, see Hock (1998) paper 5. If the D/G ratio is low it would mean
that most of the radiation would be direct. On the other hand, a D/G ratio close
to 1 could be caused by thick clouds, thus small portion direct radiation. If the
location was in the shade the all global radiation would be diffusive and the D/G
ratio 1.
Direct radiation, I
First the potential slope clear-sky direct solar radiation on an inclined surface Ic,
must be calculated. The relationship made by Garnier & Ohmura (1968) as in
Hock & Holmgren (2005) was used,
Ic = I0
(
Rm
R
)2
ψ
P
Po cos Z cosθ (4.3)
where I0 is the solar constant of 1368 W/m2, Rm and R is respectively the mean
and instantaneous earth-sun distance, ψa is vertical atmospheric transmissivity of
0.75, P air pressure, P0 is sea level pressure, Z local zenith angle while θ is the
incident angle between the solar beam and the slope normal.
Since the ψa is below 1 the exponent grows with high zenith angles and ultimate
the factor goes towards zero at sun set/rise. The angles of interest may be found
from earth-sun geometry and local position and surface gradient, where:
cosZ = sinΦ sin δ + cosΦ cos δ cosh (4.4)
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and
cos θ = cosβ cosZ + sin β sinZ cos(Ωsun − Ωslope) (4.5)
where the different angles are
Z zenith angle
θ incident angle
Φ latitude
δ declination angle
h hour angle
β slope angle
Ωsun solar azimuth angle
Ωslope slope azimuth angle
Then the direct radiation at each location would be, after (Hock & Holmgren 2005)
following Ohta (1994) and Fierz, Pluss & Martin (1997):
I =
Is
Isc
Ic, (4.6)
where Is is the direct radiation at the climate station and Isc is the potential direct
clear sky radiation at the climate station. The ratio Is/Isc at the climate station
expressed decreased radiation by clouds etc. The ratio Is/Isc was taken to be
spatially constant meaning that the clouds and atmospheric condition were the
same all over Austfonna.
Diffuse radiation, D
The Diffuse radiation originates from scattering in the air and reflected radiation
and backscatter from surroundings. Taking the hemisphere obstructed by sur-
rounding terrain (Vf) into consideration the diffuse flux may be formulated after
(Hock 1998),
D = D0Vf + αmG(1− Vf ), (4.7)
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where D0 is the Diffuse radiation of an unobstructed sky. Recall that D0 =
function(G/IToA)) hence, D0 = G − I. The latter term in eq. 4.7 express re-
flection and backscatter from surrounding terrain, where αm is the mean albedo
of the whole glacier, while Vf is the fraction of the hemisphere visible from the
location. A Vf=1 would mean a totally unobstructed sky. Due to Austfonna’s
smoothness and the simple dome shape the view factor can be approximated by a
simple expression:
Vf = cos
2β
2
, (4.8)
where β is the surface slope. This formulation after Kondratyev (1969) in Hock
(2005) is widely used for glacier application (Hock 2005). Strictly, this formulation
does not take surrounding topography into consideration, but only the local surface
slope assuming there is a horizontal surface some where, creating the obstruction.
Penetration of radiation into the sub surface layers will be dealt with in the sub
surface module, section 4.3.
Albedo, α
Though complex physics behind the albedo, there exist many algorithms to para-
meterize the albedo (Hock 2005). The albedo routines vary in complexity and
input data demands. Most of them some how describe the aging of the snow pack
and thereby reproduce the effective snow crystal size and the optical properties
of the surface. Some routines use cloud condition, precipitation and pollution. It
must be emphasized that the albedo in the model is simple the bulk albedo over
all the wave lengths that the global radiation sensor at the AWS operated on.
The various routines are often made to fit one or a few data sets for a certain
glacier(s) at certain latitude, debris cover etc (Hock 2005). Even if the routine
is able to reproduce observation satisfactory, it does not mean that the routine
is appropriate for other locations. Ausftonna, located at 80◦N have generally low
sun angles and often windblown snow and frequent snowfall, even in summer.
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Therefore, an albedo routine for Austfonna should incorporate the effect of low
sun angles, wind crossed snow and frequent snowfall. Arendt (1999) emphasized
the importance of including zenith angles in albedo parameterization from studies
in the Canadian Arctic at the same latitude as Austfonna. Input data available is
also a limiting factor upon choosing albedo routine.
The routine for snow albedo (αsnow) was developed by Oerlemans & Knap (1998)
in eq. 4.9-4.11 and Zuo & Oerlemans (1996) in eq. 4.12. These routines were
further modified by Bougamont & Bamber (2005) for use on Greenland. In the
routine by Oerlemans & Knap (1998) the albedo was a function of firn albedo
(αfirn) and the time since last snow fall was expressed through the e-factor in eq.
4.9.
If there were now fresh snow the snow albedo (αsnow) were calculated after Oerle-
mans & Knap (1998). Snow and ice albedo’s are treated separately.
SNOW
First, albedo decrease due to aging of the snow pack was calculated after:
αsnow = αold − (αold − αmin)e
−dt
t∗ , (4.9)
where αold is the albedo from previous time step, αmin is the albedo of firn or slush,
depending on surface condition, dt is the time since time since last snowfall, while
t∗ represent the speed of the metamorphism in the snow.
As pointed out by Colbeck (1997) the rate of metamorphism varies both with
temperature and wetness. Therefore the t∗ was calculated in three ways depending
on the surface condition, after Bougamont & Bamber (2005),
t∗ =


t∗wet wet snow
|Tsurf | ×K × t
∗
dry(0◦C) dry snow & -10
◦C<Tsurf<0◦C
t∗dry(−10◦C) dry snow & Tsurf<-10
◦C
, (4.10)
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where t∗wet=40 and t
∗
dry(−10◦C)=2000 and theK-factor insuring that the t
∗ is linearly
interpolated depending on Tsurf between t∗wet and t
∗
dry(−10◦C). Whit equation 4.11
a smooth transition in the albedo is obtained when the snow cover is disappearing
and underlying ice or firn are exposed,
α = αsnow + (αsub − αsnow)e
−d
d∗ , (4.11)
where d is the snow depth, d∗ is the characteristic snow depth and αsub is the
albedo of underlying firn, ice or superimposed ice.
ICE
If there were superimposed ice formation the albedo was set to α=αSI=0.55. In
case of dry ice the albedo was set to α=αice=0.39. The method of Oerlemans &
Knap (1998) includes elevation dependent ice albedo αice due to increasing debris
down glacier. On Austfonna little debris are found, therefore was the ice albedo
set to be constant with elevation. In case of surface water the albedo was corrected
after Zuo & Oerlemans (1996),
α = αw + (αice − αw)e
−w
w∗ , (4.12)
where αw=0.15 is the albedo of water and w is surface water and w∗ is characteristic
depth of water.
In case of low sun angles the albedo was corrected by adding the term f(Z) in eq.
4.13 after (Segal, Garratt, Pielke & Ye 1991),
f(Z) =
0.32
2
(
3
1 + 4 cosZ
− 1
)
(4.13)
Same constrainments as Segal et al. (1991) were used, depending on the zenith
angle to avoid unrealistic values. If Z < 60◦ then f(Z)=0 and if Z > 80◦ =>
f(Z)=5.
In any cases, the modeled albedo was restricted to the interval of [αmin, αmax]. The
min albedo was probably too high in case of melt ponds, due to the low albedo
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Table 4.1: Albedo for different surfaces and the minimum and maximum albedo
allowed by the model.
Surface Reflectance
αfreshsnow 0.89
αfirn 0.60
αSI 0.55
αice 0.39
αwater 0.15
αmin 0.35
αmax 0.90
of water. Large melt pond are observed from satellites Loe (2005) and Malnes,
Høgda, Storvold, Lauknes, Haarpaintner & Johansen (2009) and from horizontal
horizons in the sub surfaces detected in GPR-profiles. Since the model did not
incorporate supra glacial water flow, it was not capable of produce melt ponds in
topographically sinks. In the overall picture, the error by choosing such high αmin
is probably small.
These values are slightly lower than the values Arendt (1999) used of 0.95, 0.70,
0.55 and 0.20 to represent the albedo for fresh snow, old snow, bare ice and water,
respectively
Absorbed long wave radiation
The incoming long wave radiation, L↓, reaching the surface have two origins, radi-
ation emitted by the atmosphere and surrounding terrain. The former term above
is by far the most import source. Radiations emitted by the atmosphere mostly
origins from water vapor, carbon dioxide and ozone (Hock 2005). Variation in the
incoming long wave flux is mainly due to variation in cloudiness and water vapor’s
density and temperature. Due to the latter, the L↓ flux tends to decrease with
altitude (Hock 2005).
From Stephan-Boltzmann’s law (eq. 3.4) the theoretical long wave radiation reach-
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ing the ground would be,
L↓ = εaσT
4
aVf + (1− Vf)εsσT
4
s ,
where εa and Ta is the effective emissivity and effective temperature in Kelvin
of the atmosphere seen from the ground. Whereas the subscript s denote the
surrounding terrain.
As explained in section 3.2.1, atmospheric temperature and water vapor profiles
does affect the L↓ variations both in time and space. Therefore most parameter-
izations calculating L↓ exploit the relationship stated by Ohmura (2001) between
the long wave radiation and water vapor content and temperature in the lower
atmosphere (Hock 2005). Since several long wave radiation parameterizations use
cloud observation we are restricted to a simpler relationship. Therefore, the at-
mospheric long wave radiation measured at the climate station was assumed to be
constant, but sky view corrected, first term in eq. 4.14. In addition a second term
was added, radiation emitted by surrounding terrain. The importance of long wave
radiation from surrounding terrain was emphasized by Hock (2003). Even if the
topography at and around Austfonna can’t be described as complex this effect is
included. Radiation emitted by surrounding terrain would have to travel through
the air to reach the surface again. Again, this radiation would be partly absorbed
and re-emitted by the air. A relationship formulated by Pluss & Ohmura (1997)
was used to express the radiation emitted by surrounding terrain, last term in
equation 4.14. Together, the total incoming long wave radiation would be:
L↓ = Vf ∗ L
↓
AWS + (1− Vf)pi(Lb+ aTa + bTs), (4.14)
where L↓AWS is the measured sky view corrected incoming long wave radiation at
the climate station, Ta and Ts are air and surface temperatures respectively. The
constants of a=0.77 [Wm−2 ◦C −1srad −1], b 0.54 [Wm−2 ◦C −1srad−1] and Lb=
100.2 [Wm−2srad−1] were found from observation in the Alps (Pluss & Ohmura
1997).
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A weakness with this method is clearly the assumption of same atmospheric con-
dition all over Austfonna. Using empirical formulation based on data sets from
different geographical and climatic condition must always be treated with caution.
In this case however, the simple topography of Austfonna have a Vf very close to
1 for most of Austfonna, so potential errors due the empirical relationship would
be small.
In the formulation of eq. 4.14 the surface was assumed to be a black body in the
long wave spectra, Which means that all long wave radiation reaching the surface
is absorbed, hence an emissivity = 1.
Emitted long wave radiation
The emitted long wave radiation also called outgoing long wave radiation was
found by Stephan-Boltzmann’s law (eq 3.4),
L↑ = (εsσT
4
s )Vf + (1− εs)L↓, (4.15)
where εs and Ts is the surface emissivity and surface temperature respectively.
The last term of eq. 4.15 is the reflected incoming long wave radiation and would
fall out if εs=1. Since the surface temperatures are found from the top of the snow
model L↑ is spatially varying. Radiation emitted by subsurface layers is thought
to be small and therefore ignored.
In the model the emissivity was set to 1. Even if snow and ice are not totally
a black body in the terrestrial specter the actual error in emissivity is actually
diminished if we study the equations. If the emissivity was 0.99 the incoming
long wave radiation would be reduced slightly. However, the emitted long wave
radiation would also be reduced, and these effects would equal each other if the
effective radiation of the sky equaled the emissivity and temperature at the surface.
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4.2.2 Turbulent fluxes, SH & LE
The turbulent fluxes was calculated by the bulk-aero method described in section
3.2.2, using the method of Hock & Holmgren (2005). The sensible heat flux and
latent energy flux were calculated after:
SH = ρacpu
∗T ∗ (4.16)
LE = Le,s
0.623ρa
P0
u∗q∗ (4.17)
where ρ is the density of air, cp the specific heat capacity of air of 1010 [Jkg−1K−1]
and P0 = 1013.15 [hPa] is the standard sea level pressure. Since latent energy LE
invokes phase changes of water at the surface Le,s would be the latent energy
of evaporation or sublimation depending on the surface condition. In case of
condensation the surface would be at the melting point and the air would have
higher vapor pressure e then the surface, ez − e0 >0. If surface temperature in
addition was below 0◦C re sublimation would occur. On the other hand ∆e <0,
evaporation and sublimation would occur at a melting surface T0=◦C and T0<0◦C
respectively. The turbulent scales of u∗, T ∗ and q∗ are stability corrected as:
u∗ =
k
ln z
z0v
− ψM
z
L
uz, (4.18)
T ∗ =
k
ln z
z0T
− ψH
z
L
(Tz − T0), (4.19)
q∗ =
k
ln z
z0e
− ψH
z
L
(ez − e0), (4.20)
where z is the measuring height, u, T and e are wind, temperature and water
vapor respectively, k=0.4 is the von Ka´rma´n’s constant, L is the Munin-Obukhov-
length, z0v, z0T and z0e are the roughness lengths of wind, temperature and vapor
respectively. ψM and ψH are the stability functions for momentum and heat/moist,
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where the subscript z and 0 refers to at measuring height and at the surface
respectively.
The surface temperature was calculated by the snow model, see section 4.3 and
the vapor pressure was assumed to be 100 % saturated with the given surface
temperature. The roughness lengths of the surface were calculated after the work
of Andreas (1987), Munro (1990). While the z0v is the height were the wind speed
is zero the other two roughness length lack physical interpretation (Hock 2005).
Thus, the z0T and z0e remain as tuning parameters. In the literature, roughness
lengths and drag coefficient have huge variations from study to study. The friction
velocity term (u∗) and all but the last factor in T ∗ and q∗ are often called the drag
or transfer coefficient. Roughness lengths and drag coefficients for the turbulent
fluxes will be further discussed in section 6.5 and 7.4.
The Munin-Obukhov-length was calculated by:
L =
ρacpu
∗3Tz
kgSH
, (4.21)
where g is the gravity acceleration. Since L varies with SH the turbulent fluxes
must be found by iteration (Munro 1990).
The non-linear stability functions after Beljaars & Holtslag (1991) were applied for
stable condition L >0. Stability function after Panovksy & Dutton (1984) where
used during unstable condition L <0. In case of neutral condition the turbulent
fluxes are insignificant, since (z/L) → ±∞.
4.2.3 Energy supply from rain, QR
Energy flux from the sensible heat of rain was approximated by:
QR = cwR(Tr − Ts), (4.22)
where Tr is the temperature of rain, Ts is the surface temperature, cw=4180
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[Jkg−1K−1] is the specific heat capacity of water, and R is the rainfall rate in
[mm h−1]. All fluxes are considered at a unit surface of 1 m2, therefore units of
mm and kg are equal each other, assuming density of water ρw=1000 [kgm−3].
The temperatures in eq. 4.22 are simplified by Tr=Tair and Ts=0◦C. The error
introduced by simplifications of rain temperature are thought to be small (Hock
& Tijm-Reijmer 2007).
4.3 Snow Model
The grid points or nodes that the snow model worked on is showed in figure 4.3.
During the melt season the number of grid points typically varied between 22-15
grid points, with fewest grid points in the start of August. The grid point spacing
was exponentially increasing from the surface where the typical spacing was of a
few cm close to the surface. Below 10m depth was the grid spacing usually 5m.
The maximum grid spacing in the snow model was 5m. Figure 4.3 show the all the
grid points at AWS1 through the melt season, The grid spacing was depending on
snow depth, firn and other subsurface properties as explained in section 4.3.
As the surface melted, the snow pack was more homogeneous and from day 170
grid cell started to merge and disappear from figure 4.3. This was also caused by
the fact that the surface was lowering and grid points ’melted out’.
Ground fluxes, internal accumulation, surface temperatures, surface water and
other subsurface properties were calculated by a multi-layer snow model. At each
layer in the snow model temperature, density and water content were calculated.
By using these three variables all important processes in the sub surface layers were
thought to be described in a proper way. The model includes processes of heat
transport, densification, water percolation and refreezing. The thermodynamic
equation 3.7 was solved by using an explicit scheme. Both the spatial gradients in
equation 3.7 were approximated by the midpoint formula 4.23,
df(x)
dx
≈
f(x+∆x)− f(x−∆x)
2∆x
(4.23)
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Figure 4.3: Grid points (nodes) at AWS1 which the snow model worked on through
the melt season. The surface is at the bottom of the figure as the logarithm to 0 is
-inf. The logarithm was taken of the depth as the grid point spacing ranges from 5
m below 10 m depth to a few cm close to the surface. In total the snow model did
calculations at 649090 grid points at this location.
Coming from the Taylor expansion of a function f around the point f(xo = x±∆x)
where the higher orders have been truncated. Truncation of the Taylor expansion
gives us en error proportional with the step length ∆x. Equation 4.23 was applied
on both the inner and utter derivation of equation 3.7 yielding,
∂
∂z
(
K(z)
∂T
∂z
)
≈
1
∆zi
(
Ki+1/2
[
T li+1 − T
l
i
zi+1 − zi
]
−Ki−1/2
[
T li − T
l
i−1
zi − zi−1
])
, (4.24)
where K(z) is the effective thermal conductivity, ∆z is layer thickness and the
subscript i indicate current layer while the superscript of l is for time. The effective
conductivities at half distances between grid points Ki±1/2 were approximated
by the mean conductivity of the adjacent upper and lower layer. If we apply a
forward approximation on the time derivate in eq. 3.7 we may the full discretized
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thermodynamic equation,
T l+1i = T
l
i +
∆t
ρicp∆zi
(
Ki+1/2
[
T li+1 − T
l
i
zi+1 − zi
]
−Ki−1/2
[
T li − T
l
i−1
zi − zi−1
])
+
∆t
ρicp
QMF , (4.25)
where T l+1i is the new temperature, ∆t the time step and QMF [W/m
3] is internal
energy production in each layer in case of refreezing or a energy sink if melt oc-
curred.
In order to calculate the thermal regime an unique solution of the thermodynamic
equation 4.25 was obtained by following boundary and initial conditions,
K∇T (z = 0, t) = QG(t) t > 0
K∇T (z = zmax, t) = 0 t > 0
T (z, t = 0), ρ(z, t = 0), w(z, t = 0) z ∈ [0, zmax], t = 0
, (4.26)
where K∇T is the energy flux and QG is the interaction with the surface. The
initial condition of T (z, t = 0), ρ(z, t = 0) and w(z, t = 0) have been dealt with in
section 5.6.
The upper boundary of the model is the the interaction with the surface and
atmosphere, recall that QG = M − R − SH − LE − QR from the SEB in eq.
3.2. Whereas no energy flux are allowed through the lower boundary. This is
equivalent to an open end of a string/rope. If a wave approaches the end it would
simple vanish out of the grid with out creating reflections. Therefore the eq. 4.25
was solved on a grid going down to a depth were energy fluxes was thought to be
insignificant, As already discussed in section 5.6 only small temperature changes
would occur below 15 m so the total depth of the grid of the snow model was chosen
to be 30 m. By choosing a total depth of 30 m the lower boundary condition of
no flux would be fulfilled at a short time period. However, if the model is ran for
several years or decades these boundary conditions would not be appropriate.
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The model was solved on a explicit scheme, but not with fixed grid size. A spatial
and temporal varying grid is computational efficient since it allows high resolution
of the proxy surface layers where different properties may change fast. While the
lower layers where all properties are almost invariant layer thickness was set to
5 m. The uppermost layer had a layer thickness of about 4 cm and increased
downwards to the limit of 5 m. If the properties of two layers became too similar
they were merged. If a layer is too thick it may be split in two. New layers may
also be created in case of fresh snow (Hock & Tijm-Reijmer 2007).
Even if an explicit scheme is easy to implement, it has one great disadvantage
concerning stability of the solution (Hjort-Jensen 2010). If we require our solution
of 4.25 to converge towards a definite value, studies of iterative schemes give a
maximum time step by the relation 4.27,
∆t <
∆x2
4K
, (4.27)
where K = κ/ρcp and is the thermal diffusion constant. With this criteria we
can’t get high spatial resolution with few calculations. If the time step is too
big compare to the conductivity and spatial resolution the solutions may become
instable. Instability could for instance occur at the surface if the SEB is negative
and energy is taken away too fast due to large time step compare what energy which
may be conducted through the ice at the distance ∆x with the givenK. Inherently,
the solution may suddenly go towards -inf if such conditions are reached.
Note that the thermodynamic equation 4.25 is an inhomogeneous differential equa-
tion due to the melt-freeze term, while the stability criteria 4.27 is valid for a pure
diffusion equation. However, equation 4.27 gives us a god idea of the restrictions
on the time step (Hock & Tijm-Reijmer 2007). Given the density of 900 kg/m3
we can find the thermal diffusivity of K=10−6[m2/s] from figure 4.6(b). Inserted
in 4.27 with a grid size of 4 cm we get a maximum time step of 7 min, hence huge
computational effort. Since the energy balance model is ran with a time step of
an hour, a finer temporal resolution of 6 min was chosen for the snow model to
fulfill eq. 4.27.
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Figure 4.4: Maximum ∆t [min] allowed by the stability criteria (eq. 4.27) as
function of step length and thermal diffusivity.
At each time step equation 4.25 was solved. However, density profiles and water
content was also determined. At each time step surface temperatures was cal-
culated by extrapolation of the two upper layers in the snow model. Then was
the surface energy balance was determined. When the SEB was closed the snow
model calculated the subsurface processes and properties in successive order, see
figure 4.5. And finally, a new grid was constructed if necessary and the profiles of
temperature, density and water content recalculated at new grid points.
We will now go through each step in the snow model in detail.
Effective conductivity, 3a
In order to calculate the temperature by eq. 4.25 effective conductivity κ must be
known. The effective conductivity may be seen as an energy transferring coeffi-
cient, since the measurements don’t distinguish between energy by heat conduction
and other processes like radiation, advection etc. However, this is consistent with
our formulation of the thermodynamic equation. Several parameterization of the
effective conductivity as function of density are shown in figure 4.6(a) A nice review
on effective conductivity parameterization is given in Sturm, Holmgren, Konig &
Morris (1997). For Austfonna we need a parameterization for the conductivity
which work on low temperature and wind packed snow, to calculate heat exchange
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Figure 4.5: Float chart of the snow model calculating subsurface properties and
surface temperature. where K is effective conductivity, T temperature, ρ density
and w water content. After Reijmer & Hock (2008).
during wintertime. In addition, depth hoars are frequent on glaciers with thin snow
cover, making it harder to reproduce conductivities at the snow-ice boundary. The
parameterization should of course work properly under all seasons, from dry to sat-
urated snow pack during melt. In this study the regression formula of Sturm et al.
(1997) was used, which is the same parameterization as Reijmer & Hock (2008) and
very similar to the parameterization of van Dusen (1929) presented in Sturm et al.
(1997) used by Bougamont & Bamber (2005) at Greenland. This formula retrieves
the effective conductivity solely from snow/ice density. This means that the effect-
ive conductivity is indirectly linked to temperature, water content, grain size and
other properties of the snow pack or the glacier ice. The formula of Sturm et al.
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(1997) was retrieved from a huge data set consisting nearly 500 measurements.
κ(ρ) = 0.138− 0.001ρ+ 3.233 ∗ 10−6ρ2 (4.28)
Sturm et al. (1997) stressed that this formulation is only valid around -14 ◦C.
According to Sturm et al. (1997) the thermal conductivity shows strong dependence
with density for wind packed and rounded grains. Thermal conductivity seems to
be more biased in measurements in depth hoar.
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Refreezing and melting QMF , 3c-d
When calculating the thermodynamic equation we have no restrictions on the
temperature, hence temperatures may rise above the freezing point. Energy from
positive temperatures are converted to melt by the 1st law of thermodynamics.
The energy pr time step would be:
QMF = ∆Tmicpi, (4.29)
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where ∆T is the degrees above freezing point mi the total mass of the layer and
cpi specific heat capacity of ice. From the definitions of heat capacity we can find
the mass of melted ice mmelted
mmelted =
∆Tmicpi
Lf
, (4.30)
where Lf is the latent heat of fusion and mi is the total mass of the current layer.
However if liquid water is present in snow with subzero temperatures water will
start to freeze. Melting was restricted by the thermal energy of liquid water, while
refreezing in a layer was restricted by available water and the mass of subzero tem-
peratures. Since water expands when freezing, the freeze rate was also restricted
by available pore space. If refreezing occurred in a layer, the temperature was
increased so that the added thermal energy equaled the amount of released latent
energy. We can express the temperature rise by rearranging equation 4.30
∆T =
mfrozenLf
micpi
, (4.31)
while the change in mass is now the frozen mass mfrozen instead of mmelted. The
mass of frozen water is then moved from the water content to the mass of ice and
opposite in case of melting.
Percolation and water content, 3e
If melt water or rain water are available at the surface it will percolate downwards.
Even if the water will be some delayed while percolating the model does not
calculate water percolation speeds like in Colbeck (1978). All water in a layer
which can not be retained by capillary and adhesive forces will percolate down
to the next layer immediately (Reijmer & Hock 2008). Water captured between
snow grains which withstand gravity is called irreducible water content. Water
which did not refreeze in any layer or could not be captured as irreducible water
content would drain downwards until it met impermeable ice. The irreducible
water content θmi are calculated by an empirical relationship after Schneider &
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Jansson (2004) based on Coleou & Lesaffre (1998),
θmi = 0.0143e
3.3n, (4.32)
where n is the porosity 1 − ρ/ρi. Rain and melt water at the surface was added
in the uppermost layer. If the availability of water exceeded the irreducible water
content, water would accumulate on top the impermeable ice. The model depth is
always deeper then the firn depth, so that run off can not be produced by simple
percolating out of the lower end of the model. Since Austfonna has an interior of
cold ice, englacial drainage down to the base would not occur. Water draining out
of the water layer accumulated on top of impermeable ice will be treated in the
slush layer routine 4.3.
Densification, 3f
Though densification in wet snow and firn is relatively fast due to melt-freeze
metamorphism, densification would also happen in a dry snow pack, but slower.
The large surface to volume ratio of snow grains are thermodynamically unstable
snow grains will sinter due to vapor fluxes and minimize it’s energy (Colbeck 1997).
This vapor flux is driven by potential energy differences due to curvature difference
(Colbeck 1997). Further down we will see that vertical vapor flux will occur in a
snow pack with temperature differences.
Since densities are used for percolation and conductivity calculations densification
must be incorporate in a proper way. Densities are used for modeled surface
changes to compared with ULS measurements,
Densification parameterization used in the model was devolved by Li & Zwally
(2004), which is based on the empirical formulation of Herron & Langway (1980).
The densification rate dρ/dt is controlled by the accumulation rate, snow/ firn
temperature and by the temperature gradient driving vertical vapor fluxes (Li &
Zwally 2004),
dρ
dt
= Ra + Rv, (4.33)
66 CHAPTER 4. METHODS
where the first term Ra in (4.33) are caused by compaction by overburden pressure
taken from the accumulation rate together with temperature. Ra is given by the
empirical relationship of Herron & Langway (1980),
Ra = K(T )A
α
(
ρi − ρ
ρi
)
, (4.34)
where A is the accumulation rate, α ∼1, and the temperature dependent densific-
ation K(T ) is a function of an temperature dependent rate constant K0G(T ) and
activation energy E(T ),
K(T ) = βK0G(T )e
−E(T )
RT , (4.35)
where β is a calibration constant and R is the gas constant for water vapor. The
second term in (4.33) Rv, which is densification by vapor fluxes can be written as,
Rv =
∂ρ
∂t
= −
∂J
∂z
, (4.36)
where the vapor flux J is
J = −Deff
po
R2
Ls −RT
T 3
e[
Ls
R
( 1
To
− 1
T
)]∂T
∂z
, (4.37)
where Ls is the latent energy of sublimation, po and To are the triple point pressure
and temperature, and Deff a vapor diffusion coefficient.
Slush formation, 3g
If the whole snow pack is wet additional water will percolate downwards and ac-
cumulate on top of the impermeable ice. In a wet snow pack situated on an
impermeable base water will drain laterally in the saturated basal snow layer
(Dingham 2002). Since the water flow speed increases with water content drain-
age will be concentrated in the slush layer a long the bottom of the snow pack
(Dingham 2002).
When the liquid water content in the snow is continuous through out the pore
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space the snow is called slush (Colbeck 1997). Water is removed out of the slush
layer by lateral movement depending on the surface slope. Since the model doesn’t
incorporate lateral drainage, run off was produced immediately after water was re-
moved from the slush layer. Hence, the water run off from the slush was considered
as lost, and included as ablation (Reijmer & Hock 2008). The estimated run off
from a grid cell is a function of the timescale trunoff after Zuo & Oerlemans (1996),
which again depends on surface slope.
trunoff = c1 + c2e
(c3 tan β), (4.38)
where the coefficients are based on timescales for surface runoff from a steep,
horizontal and surface of 1 degree inclinations. The coefficient values are taken
from Reijmer & Hock (2008): c1 = 0.05 days, c2 = 19.95 days and c3 = 0.052◦
while β is the surface slope of the actual grid cell. If the surface is horizontal the
slush layer depth must exceed the depth of the total snow layer before any run
off can be produced. If there are no snow cover or firn are present the run off is
assumed to be 10 times faster.
Unlike the other properties and processes in the subsurface layers the run off was
calculated from the bottom and up. If the water content in a layer was smaller
than the irreducible water content, no run off would be produced in that layer, nor
in the layer(s) above. Hence, further calculations of run off was not necessary.
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Chapter 5
Preprocessing of input and
validation data
Data acquired for this thesis was captured during the 2004-2010 period by an
extensive field program lead by the university of Oslo. The field program is a part
of Glaciodyn project with several partners and sponsors like the Norwegian Polar
institute, European Space Agency, and Norwegian research council. All data used
in this work is presented in table 5.1 where it is specified wetter the data was used
as model input or validation/calibration.
5.1 In-situ measurements
In Spring 2004 two automatic weather stations AWS were deployed at Etonbreen,
north western outlet glaciers of Austfonna, see figure 2.1. The AWS at stake Eton2
369m a.s.l. hereafter AWS1, is located in the ablation zone in a normal year.
Whereas the other AWS, hereafter called AWS2, is located by stake Eton4 510m
a.s.l. around the ELA in a normal year. These AWS’s have recorded temperature,
humidity, wind, surface changes almost continuously the past 6 years and stored
as hourly means. Measurements were done approximately 2m above the surface
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Table 5.1: List of all data used as input and model evaluation/calibration in this
work. If the source is not specified it is a part of this study.
Measurements/data used for Source
DEM Input
Slope Input
Aspect Input
Sky view Input
Precipitation Input Schuler et al. (2010)
SW↓ Input
SW↑ Evaluation
LW↓ Input
LW↑ Evaluation
Air Temperature Input
Humidity Input
Wind Input
Initial snow w.eq. Input Taurisano et al. (2007)
Initial snow/ ice T (z, t = 0). Input
snow/ ice T (z, t) Evaluation
Initial densities Input
Firn Input partly Dunse et al. (2009)
and Malnes et al. (2009)
MB stakes Evaluation
Sonic Rangers Evaluation
during the melt season. In addition, all four components of radiation, (incoming
and reflected shortwave radiation and incoming and emitted long wave radiation)
has been measured at the lower location, AWS1.
In addition to the AWS’s an extensive network of mass balance stakes was initiated
in 2004. Thereafter most of these stakes have been revisited every spring. Some
stakes have also been visited in the autumn. Otherwise, summer mass balance
have been extracted from snow w.eq and by identifying last summer surface during
spring visit. In order to improve the scarce measurements of snow water equivalent
(w.eq.) at the stakes, several profiles with ground penetrating radar (GPR) were
done.
Air Temperatures has also been recorded at several stakes by mini loggers. Snow
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Table 5.2: Sensor uncertainties and manufacture of the meteorological observation
used as input to the model at AWS1. Where 2 numbers for the uncertainty are
given it is always the highest value yielding at any time. The uncertainties are
according to the manufactures taken from Loe (2005).
Parameter Precision Manufacture
Air Temperature ±0.2 ◦C Vaisala
Humidity ±2 % RH Vaisala
Wind speed ±0.3 m/s Young
Radiation (LW,SW) ±10 % of daily sum Kipp&Zonen
Ice Temperatures ±0.1 ◦C YSI
Surface elevation changes (ULS) ±1 cm / ±0.4 % Campbell
and ice temperature profiles have been measured at several locations with varying
depth AWS1, 10m depth, Summit 14m depth and in Hartogbukta down to 10m
depth. Summer 2004, only the ice-temperature sensors at AWS1 was operating.
5.2 Terrain parameters
Altimetric data was taken from a 250m resolution Digital Elevation Model (DEM)
after Dowdeswell et al. (1986). The DEM is primarily based on InSAR by Unwin &
Wingham (1997) which again used data from Dowdeswell et al. (1986). Altitudes
at Vegafonna, parts of Palanderisen, Bråsvellbreen and Leighbreen originate from
Norwegian Polar Institutes contour maps, which can be seen by terrace-effect in
both slope, aspect and sky view factor in figure 5.1(c). Surface gradient were
derived by a simple midpoint derivation (same as eq. 4.23) in both north and east
direction by using the 4 closest neighbors, see slope in figure 5.1(a) and aspect in
figure 5.1(b).
In order to simplify testing of the model a 1000m DEM was constructed by a
centered block averaging with a absolute error less than 1m at old grid points. By
using a 1000m DEM the computational effort was reduced by 16 times. Other
gridded fields like snow and precipitation were also block averaged.
Compared to GPS-profiles, the 250m and 1000m resolution DEMs have a sys-
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tematic error in the interior of Austfonna, where the surface is about 50m too
low.
The sky view factor Vf necessarily for extrapolations of radiation fluxes were found
by the simple relationship after Kondratyev (1969), see figure 5.1(d),
Vf = cos
2(β/2), (5.1)
where β is the surface slope. Strictly, this formulation does not take shadow effects
by surrounding terrain into consideration. The sky obstruction is thought for a
inclined surface are simple caused by assuming a horizontal surface somewhere.
However, it is not likely to introduce great errors due to the dome shape and
smoothness of Austfonna. The error would be largest around the margins and
outlet glaciers like Duvebreen which are surrounded by mountains. Sky view factor
by eq. 5.1 has been used on Rhonegletscher in a complex topography, but still
having a satisfactory error compared horizon angle integration (Hock 2005).
5.3 Solar radiation
Since the potential solar radiation is the same for all runs it was created in advance.
This is computation effective since calculating shade effects and solar incident angle
on an inclined surface is computational heavy. In total these files exceed more then
4 GB for the period of April to October. So the melt model read in hourly potential
direct slope corrected radiation fluxes Ic from files every hour.
In one hour both sun altitude and direction would vary quite a lot. By the re-
lationship in eq. 4.3 it is straight forward to calculate an instantaneous slope
corrected direct radiation flux. However, taking a changing geometry into consid-
eration force us to approximate the instantaneous Ic by numerical integration. The
geometry is expressed through the zenith angle and incident angle, equation 4.4
and 4.5. Therefor shade calculations were done every 10thmin and hourly means
were created by weighted averaging.
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Figure 5.1: Terrain parameters of Austfonna based on 250m DEM in figure 2.1.
a) Surface slope in degrees. b) Aspect with 0 and 360 degrees in north, gray is
flat terrain. c) Hill shade with light source from NW and 45 degrees altitude.
Outside the red lines the DEM was derived from contour maps. d) Sky view factor
calculated after Kondratyev (1969).
If we again look at the geometric part of equation 4.3 for the slope corrected direct
radiation flux, it would be,
Ic = ....
cos θ
cosZ
cosZ
Where the cos θ/ cosZ is the correction between an inclined and horizontal surface
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while the last cosZ term is from the geometry between the sun and a horizontal
surface. Tempting however, we can’t cancel the cosZ terms. The correction factor
at each time step was calculated by weighted means of the sub time steps, from
(Schulla 1997).
cos θ
cosZ
=
n∑
1
I cosZ
cos θ
cosZ
n∑
1
I cosZ
(5.2)
To avoid unrealistic correction factors at low sun angles the cos θ/ cosZ>5 was set
to 5 (Hock & Tijm-Reijmer 2007). Which means that zenith angle above Z > 78◦
would have the same correction factor.
Figure 5.2: Mean potential slope corrected direct solar radiation during the model
run, 100m contours.
5.4 Preprocessing of climate data and weather ob-
servation
Since the melt model requires measurements of temperature, humidity, wind and
radiation fluxes observation from AWS1 was chosen to force the model. All re-
corded data were checked for unrealistic values or time gaps due to instrumental
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error caused by low voltage or snow and ice covering the sensors. In cases where
the reflected short wave S↑ radiation was larger then the incoming S↓, it was set to
S↓=1.1S↑ mimicking a relatively high albedo. A high albedo was chosen for these
cases since the problem seemed to be caused by fresh snow on top of sky ward
looking short wave sensor. Fresh snow at these events was confirmed by surface
elevation rise, measured by the ULS.
The reflected shortwave radiation and outgoing long wave radiation was not used
as input to model, thus used to verify the results.
Air temperature, precipitation and air pressure were the only spatial varying met-
eorological variables. Hence, wind, humidity and atmospheric condition affecting
incoming radiations are assumed constant across Austfonna as measured at AWS1.
Temperature field was created by using the measured air temperature at AWS1
and a constant laps rate dTa/dH of -0.44 [◦C/100m]. Laps rate on Austfonna
was discussed by Loe (2005) who found a laps rate of -0.9 [◦C/100m] for the year
2004-05. While Schuler et al. (2007) applied a laps rate of -0.44 [◦C/100m] for the
ablation season of 2004. The Same laps rate of -0.44 [◦C/100m] has been applied
in this study derived from the mean laps rate between AWS1 and AWS2 from
mid June to mid September. In July 1931 a similar temperature gradient of -0.5
[◦C/100m] was found by Eriksson in Ahlmann et al. (1933)
No precipitations measurements are available at Austfonna for the time period.
Neither are there any close precipitation observations which are thought to be
representative for Austfonna. Observation from Hopen located in the Barents Sea
300 km South of Austfonna seemed to have reasonable good timing of the precip-
itation, compared to surface rise detected by the ULS. Even if long records from
the Western side of Svalbard exist, these observations are probably not very rep-
resentative for Austfonna since Western Svalbard is exposed to a different weather
regime.
The model used daily precipitation which was derived from data from the large-
scale, operational analyses of the European Centre for Medium-range Weather
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Forecast (ECMWF) downscaled to the location of AWS1 Schuler, Dunse, Eiken,
Hagen, Moholdt & Nuth (2010). Downscaling was effectuated using a simple pre-
cipitation model (Smith & Barstad 2004, Schuler, Crochet, Hock, Jackson, Barstad
& Johannesson 2008) and the same procedure was used to generate monthly pre-
cipitation fields (1966-2006). A summer-precipitation index map was created from
averaging the monthly fields from April to October and normalizing such that the
value at the location of AWS1 equals unity 5.3(a). Daily precipitation was then
distributed over the entire model domain by multiplying the daily precipitation at
AWS1 with the index map. Daily precipitation was equally distributed over the
24 hours of one day to obtain hourly values.
A solid-liquid precipitation threshold of T0=1.5 ◦C was applied. If the local air
temperature equaled the threshold temperature, 50 % of the precipitation would
be rain. One degree above T0 everything would come as rain, while one degree
below T0 all precipitation would come as snow. Between these utter points, solid
and liquid precipitation fraction was linearly interpolated. Scaling the ERA-40
precipitation at AWS1 by the accumulation index map developed by Taurisano
et al. (2007) was tried, but created an unrealistic summer precipitation pattern.
In calculations of turbulent fluxes both the air pressure and vapor pressure must
be known. Air pressure P were parameterized as a function of altitude H as in
Konzelmann, Vandewal, Greuell, Bintanja, Henneken & Abeouchi (1994),
P = P0e
−0.0001184H (5.3)
Where P0 = 1013.15 hPa is the standard sea level pressure. Water vapor for the
latent energy flux were derived from,
e =
6.1078
q
e
17.1T
234.3+T , (5.4)
where q is the humidity and T air temperatures. Vapor pressure at the surface
were found by the skin temperature and assuming the surface to be completely
saturated q=100%.
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Precipitation index map (Apr−Oct) from ERA40, 1966−2006
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Figure 5.3: a) - c) Index map for snow and summer precipitation scaled to
1 at AWS1, 50m contours. d) Total precipitation from during model run at
Nordaustlandet. Pink line marks the margin of Austfonna, 100m contours.
5.5 Initial firn and snow cover
Firn extent and snow cover observations at Austfonna have been done by several,
from the early expeditions to recent space borne and GPR profiles (Dunse et al.
2009). However, detailed firn extent and firn depths covering all parts of Austfonna
do not exist. Dunse et al. (2009) extracted firn depths from several GPR-profiles
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criss-crossing the summit of Austfonna. Firn extent in the required period has also
been mapped from space borne SAR measurements (Malnes et al. 2009). Along
with density profiles from ice cores by Pinglot et al. (2001) these data was used to
calibrate a simple mass balance regression model to create firn depths covering all
of Austfonna. Interpolating and extrapolating existing data was thought to be less
accurate due to insufficient data coverage, especially in the SW, Vegafonna and
Palenderisen. Using a mass balance model to archive firn depths may by justified
by the fact that firn is a result of accumulation exceeding ablation.
The mass balance model which created the firn depths were stated on following
relationship,
bn(x, y, z) = bw(x, y, z)− bs(z) (5.5)
Since snow is belied to accumulate at the summit during both summer and winter
an equally weighted super imposition of the accumulation index map derived by
Taurisano et al. (2007) and the ERA-40 precipitation map 5.3(d) was used for
the spatially distributed of accumulation bw(x, y, z). The elevation depended ab-
lation bs, was derived by calculating mean summer balance gradients from stakes
at Etonbreen and Bråsvellbreen. Since firn is a result of several years of accu-
mulation, summer balance gradients along these two profiles was taken from the
2004-09 period. The accumulation index map bw(x, y, z) was scaled, so that the
bn(x, y, z)=0 at Etonbreen at the same altitude as the 2004 firn line elevation given
by Dunse et al. (2009). It may seem strange to set the mass balance to zero at
the firn line and not at the ELA, but recall that firn is our goal here, and not
mass balance. The firn (bn(x, y, z)) obtained so far, may be considered as one
year of firn accumulations. If firn turned into ice during 20 years we could have
obtained realistic firn depths by simply multiplying bn(x, y, z) with 20. However,
this multiplications was performed so that the firn depths matched with the ones
found by Dunse et al. (2009). Due to the linear summer mass balance gradient
(bs(z)), the firn depth was linearly increasing towards the summit. However, in
the years of 2003-2004 the extent of firn depth below 6 m was very limited (Dunse
et al. 2009), possible due to firn extent retreat. To incorporate this effect the firn
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depth was ’grown’ by using a non-linear relationship:
Firndepth = abn(x, y, z) + (bn(x, y, z))
b + c (5.6)
where the constants a=20, b=0.45 and c=0.1. The result is shown in figure 5.4.
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Figure 5.4: Initial firn depth [m] used as model input. Created by a simple mass
balance model tuned by glacier facies from GPR measurements (Dunse et al. 2009)
and satellite (Malnes et al 2009). 50m contours.
Since there exist were limited observation of winter precipitation, initial snow cover
maps are made of snow observation. However, snow cover is more representative of
the accumulation then the precipitation. Due to severely winds snow redistribution
at Austfonna may by significant. The first detailed study of snow accumulation dis-
tribution at Austfonna were made bade Schytt (1964). They found an asymmetric
pattern in the accumulation with much higher accumulation rates at in the South
Easterly basins then the North Westerly. These patterns has been later confirmed
by Pinglot et al. (2001) and Taurisano et al. (2007). Based on Ice cores, GPR-
profiles, manual soundings, snow pits and stakes, a multiple regression model was
developed by Taurisano et al. (2007) covering all of Austfonna, see figure 5.3(c).
The Accumulation index map of snow thickness derived by the multiple regression
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of Taurisano et al. (2007) was scaled by a factor 21.5. Snows depth was converted
into map of snow w.eq. by using the average density of 345 [kg m−3] from all snow
pits dug the present year. The spatial variation of densities obtained at different
snow pits were quit small. Snow w.eq. map were compared with measurements at
the stakes, yielding a correlation of r=0.87 between the snow maps and measured
snow accumulation at 19 stakes. According to Taylor (1997) the probability of two
uncorrelated variables to have a correlation coefficients, r=0.8 based on 19 con-
trol points is about 0.05 %. Which means that that the correlation coefficient is
statistical significant, even with few observation. Creating snow cover maps from
ERA-40 winter precipitation (figure 5.3(b) gave lower correlation coefficient.
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Figure 5.5: Initial snow w.eq. after Taurisano et al (2007) (see figure 5.3a) used
as model input. The bw stake measurements spring 2004 are shown as circles.
Correlation between the measurements and the snow map was r=0.87.
5.6 Sub surface properties of T , ρ and w
The snow model calculates temperature, density and water content at every depth.
Thus, these three variables are required as initial condition in the model.
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5.6.1 Temperatures, T (Z, Y, z, t = 0)
Temporal evolution of subsurface temperatures has been measured at AWS1, Har-
togbukta and at the summit. In addition some temperature profiles have also been
made while drilling ice cores by both Russian and Japanese team (Zogorodnov
et al. 1988, Iizuka et al. 2002). Temperate ice close to the base has been stated
from ice cores, Radio echoing soundings and indirectly from suspended sediment
plumes in the sea (Zogorodnov et al. 1988, Macheret & Vasilenko 1988). How-
ever, ice temperatures below ∼20m is not of interest in this context. Since the
model is only ran for a melt season it is only the upper meters that are able to
affect SEB. The thermal regime in the firn are has been characterized by refreez-
ing of melt water and liquid precipitation with in the active layer (Zogorodnov
et al. 1989). Some place the production of water exceeds the capability of refreez-
ing in the active layer. Hence, a temperate firn and runoff are produced. Water
drains to depression and forms lakes and water passages within the firn. Accord-
ing to Nagornov et al. (2005) melt water may percolate down past 3-4 previous
summer surfaces. water and melt pounds are visible at optical images, especially
the northern side of the summit areas, see Loe (2005). Due to water captured in
the pore space of snow and firn or in topographic sinks, refreezing and release of
latent energy may persist out into the winter in depressions where water gather.
Which also have been confirmed by Zogorodnov et al. (1989) who found highest
temperature in depressions and lowest at the ice divides.
Since the thermal regime in general is unknown, a simple empirical relationship was
created to establish T (X, Y, z, t = 0), note that z is sub surface depth, positive
downwards. The thermal regime was thought to be a result of Mean Annual
Air Temperature, MAAT, isolation by snow cover and heating due to refreezing
of water. These three effects were incorporated when the temperature at the
bottom of the model 15-30m depth was determined. Based on current knowledge,
the thermal regime was created by setting spatially varying temperatures at 4
depths. Temperature profiles were then created by linear interpolation between
temperatures at these 4 turning points depths. The two upper turning points at
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the surface z = 0 and z = 1.2m were set by the temperatures recorded at AWS1
on the starting date. Spatial extrapolation at the two upper points were made by
the same laps rate as for air temperatures dTa/dH of -0.44 [◦C/100m]. The lowest
point was set to 14m depth. At this depth there is assumed to be none or small
annual temperature variations, further called Tz−annual.
The depth were the temperature have none or small annual oscillations is often
taken to be 10 m depth (Paterson 1994, Hooke 2005). However, the thermistor
chain at the AWS1 shows a temperature variation of 1 degree at 10 m. Actually the
thermistor chain in firn at the summit has more then 1 degree annual variation at
14 m depth. Even if the thermal conductivity of firn is lower then ice, the porosity
of firn allows heat transfer by convection and melt water refreezing.
If we ignore all heat transfer but conduction and apply a sinusoidal temperature
variation at the surface we may solve the heat diffusion equation (eq. 3.7 with out
the two last terms) analytically. By solving the diffusion equation with respect to
z, and insert the solution for the time when Tmin(z, t) and Tmax(z, t) occur we get
this relationship:
z =
(
2κ
ω
)−1/2
ln(Damp), (5.7)
where κ is the thermal diffusivity, ω = 2pi the period of 1 yr and Damp the percent
vis dampening of the original temperature signal at the surface. Given the thermal
diffusivity of pure ice is 37 [m2yr−1], then the original signal would be damped
down to 1% at 16m depth. Due to lower diffusivity of snow and firn the total κ
would be somewhat smaller, see figure 4.6(b). With κ=28 [m2yr−1] and the signal
would be reduced to 1 % at a depth of 14m.
One may think that the Tz−annual would be the same as theMAAT . However, the
Tz−annual differ from theMAAT , mainly by two reasons (Hooke 2005). First, snow
isolates the sub surface layers during winter. Second, melt water percolates and
refreezes and releases latent energy, know as firn heating. The temperature off set
created by these two effects was based on simple empirical relationship using the
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input snow cover and firn depth.
snowcorr = SNOW ∗ a+ b (5.8)
where SNOW is the snow w.eq. in cm while a and b are constants with unit [K/cm]
and [K] respectively. The firncorr was made with the same kind of relationship
as in equation 5.8. The MAAT was found by using the MAAT at AWS1 and a
constant laps rate of -0.44 [◦C/100m].
Tz−annual =MAAT + snowcorr + firncorr (5.9)
The coefficient for the snowcorr and firncorr was tuned so that temperature profiles
at observation sites matched. And the result is displayed in figure 5.6.1. As argued
above the extra refreezing in topographic depression is not included. But could
have been taken into consideration by including a term with surface curvature in
equation 5.9, but this require an accurate DEM.
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Figure 5.6: Initial ice temperatures below 14m depth in the snowmodel. Based on
MAAT, snow insulation and firn heating. Tuned to match measurements.
The third point was set at approximately 6 m depth. To mimic a typical spring
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temperature profile these temperature was taken to be a quarter of the temperature
difference between temperature at the points above and below, see eq. 5.10.
The temperatures used for the linear interpolation of T-profile are expressed math-
ematically in equation 5.10. Some initial temperature profiles is shown in figure
5.6.2
T (X, Y, z = 0) = TsurfaceAWS + (dT/dH)surface
T (X, Y, z = 1.2m) = Tz=1.2mAWS + (dT/dH)surface
T (X, Y, z = 6m) = Tz−annual + (Tz=1.2m − Tz−annual) ∗ .25
Tz−annual = T (X, Y, z = 14m) =MAAT (X, Y,H) + snowcorr(X, Y ) + firncorr(X, Y )
T (X, Y, z > 14m = Tz−annual
(5.10)
5.6.2 Density, ρ(Z, Y, z, t = 0)
Densities profiles in initial snow cover was set interpolating between 3 points,
ρsnow(z = 0)=300 [kg/m3], ρsnow(z = 0.2)=350 [kg/m3] and ρsnow(z > 0.5)=390
[kg/m3]. Firn densities was linearly interpolated between density of firn-snow in-
terface ρfirn=600 [kg/m3] to the bottom with ρfirn=890 [kg/m3]. Ice Density was
constant of ρice=900 [kg/m3]. Some chosen profiles are shown in figure 5.6.2.
Even if liquid water may exist in the firn area a totally dry start was chosen due
to the low temperatures. Hence, the initial water content w(X, Y, z, t = 0) = 0
[kg/m3].
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Figure 5.7: Initial subsurface profiles of temperature, density and water content at
4 locations.
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Chapter 6
Results
This chapter presents calculated energy and surface mass balance for the balance
year 2003-04. Results from the SEB will be presented in section 6.2 and from the
snow model in section 6.3. The calculated SMB have been compared to measured
mass balance at the stakes (section 6.4.1) and with the measured surface elevation
changes. The model sensitivity has been explored in section 6.5 in terms of both
scaling/tuning parameters and climatic parameters. Since it is the atmosphere
which forces both SEB and SMB we will first study some meteorological factors
which have been extracted and compared to the mass balance.
6.1 Meteorological factors and mass balance
Temporal and spatial variability of some meteorological components are presented
in this section. Meteorological parameters have been compared with measured
mass balance at AWS1, 369m asl. Some of these meteorological components are
also a part of the SEB, but were derived without calculating the SEB. This allows
us to include data for several years, 2004-08
In table 6.1 are 5 years of meteorological observation avareged over each melt sea-
son, May 11th to September 18tth. Only minor melt are thought to occur outside
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these periods. The measured winter, summer and net mass balance at the stake
a few meters away from the AWS are also included in the table. The meteoro-
logical observations of wind, humidity and accumulated temperatures above zero
(PDD), and radiation fluxes at the AWS are shown in the same table. All radi-
ation measurements below 20 W/m2 were excluded from the albedo calculation
to avoid unrealistic values. To improve the understanding of the radiation com-
ponents atmospheric condition like cloudiness and transmissivity was calculated.
Cloud conditions was divided into clear sky and overcast based on net long wave
radiation and air temperatures after Van Den Broeke, Reijmer, Van As & Boot
(2008). Van Den Broeke et al. (2008) found the cloudiness by fitting a fourth order
polynomial through the 5th and 95th percentile levels of LWnet, as a function of
temperature, were assumed to represent clear sky and overcast conditions, respect-
ively. Cloudiness was then found by linearly increasing cloudiness between these
extremes at any given temperature. At about 20-35 % of the time, cloud condi-
tions could not be characterized as either clear sky or overcast. The atmospheric
transmissivity for short wave radiation, ψa was found by dividing measured global
radiation with the potential slope corrected solar radiation. Since the amount of
snowfall, both in winter and summer are thought to be important for the mass
balance, precipitation from the ERA40-reanalysis is included in the table. The
annual precipitation, snow fall and rain is given for each balance year, 18th Sept
- 17 Sept the next year. The measured mass balance at the AWS (Eton2) 369m
asl. are visualized in figure 6.1.
Table 6.1 and figure 6.1 show that the mass balance at the AWS, 369m asl. has a
great year to year variability. In 20003/04 was the mass balance negative by 0.8
m.weq. moving to 2007/08 where the location was inside the accumulation area
with a net balance of 0.3 m.weq. We can also see that the summer balance have a
much higher year to year variability then the winter balance. 2007 was by far the
summer with highest summer temperatures out of the five seasons. At the same
time, 2007 had second lowest summer balance.
The net radiation are fairly similar between the summers of 2004-07,but 2008
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Table 6.1: Different meteorological parameters averaged over the melt season, May
11th - Sept 18th each year. The precipitations are given for a balance year, Sept -
Sept. Cloud fractions are derived from LWnet after Van Den Broeke (2006). *few
data.
Met. parameter 2004 2005 2006 2007 2008
Positive degree days [d◦C] 148.7 100.3 129.1 246.9 79.8
Wind speed [m/s] 4.0 4.5 3.6 3.9 3.9
Humidity [%] 89.1 91.0 90.9 91.4 93.5*
SW↓ [W/m2] 204.5 195.1 198.5 207.9 218.5
α [%] 73.8 75.9 74.9 80.1 82.9
LWnet [W/m2] -27.1 -22.0 -22.1 -19.0 -30.6
Rnet [W/m2] 25.4 23.7 25.0 24.1 7.0
Overcast [%] 54.0 63.4 65.3 42.8 53.6
Clear sky [%] 24.9 18.2 16.5 16.4 26.8
Sky transmissivity,ψa [%] 47.5 44.5 45.7 48.1 50.9
Measured SMB at stake
Bn [m w.eq.] -0.801 -0.315 -0.297 -0.036 0.31
Bw [m w.eq.] 0.283 0.316 0.398 0.377 0.476
Bs [m w.eq.] -1.084 -0.631 -0.695 -0.413 -0.166
Precipitation from ERA-40 2003/04 2004/05 2005/06 2006/07 2007/08
Annual precipitation [mm] 470 513 647 620 NaN
Annual snowfall [mm] 383 471 584 571 NaN
Annual rain (Tair> 1.3 C) [mm] 87 42 63 49 NaN
sticks outs with a considerable lower net radiation flux, due to high albedo and
very negative LWnet. From table 6.1 we also see that high incoming solar radiation
and a more negative LWnet are associated with summers with less clouds.
Table 6.1 indicate a connection between albedo and bs. Starting with summer
of 2004 with the lowest α and highest bs they all come in the right order up to
the lowest bs and highest α of 2008 in terms of the α-bs connection. A similar
linkage may be found between the amount of winter snow bw and α, The winter
snow-albedo linkage is not that obvious as the bs-α linkage, since the bw of 2006
was greater than the bw of 2007 while the albedo was not. Indicating that summer
snow fall or other effects may be important for the albedo and bs. However, more
observation would be necessary to increase the significance of the two mentioned
linkages between meteorological observations and measured mass balance.
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Figure 6.1: Specific mass balance from stake measurements at Eton2 (AWS1),
2004-2008. The winter balance bw was found from the total snow w.eq. at the
spring visit, while the summer balance bs was obtained by subtracting bw from bn.
In figure 6.2 are measured temperatures, humidity and wind speeds for the model
period displayed. While wind and humidity are assumed spatially constant, tem-
peratures are extrapolated from the AWS by a constant laps rate. Even if the
humidity was spatially constant the vapor pressure used for calculations of the
Latent Energy flux was not spatially constant due to difference of surface and air
temperatures. In figure 6.3 are the air temperatures from different locations for
one year shown. Extracting one laps rate from these measurements was hard.
However, during the melt season 2004 a laps rate of -0.44 ◦C/100m was found
between AWS1 (369m a.s.l.) and AWS2 (537m a.s.l.).
Precipitation pattern across Austfonna were found by the index map in figure
5.3(a) and from ERA40-reanalysis data at AWS1. Snow and rain were then sep-
arated by local air temperatures as explained in section 5.4. Total solid and liquid
precipitation during the model run is shown in figure 6.4(a)-6.4(b) respectively.
Total precipitation during the model run was ranging from below 100 mm in the
NW to about 300 mm at Palanderisen. At the lower elevation about 60 % of the
precipitation came as rain while less then 10 % of the precipitation came as rain
at the summit.
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Figure 6.2: Measured Temperature, humidity and wind speed from April 23rd to
September 26th at AWS1, 2004.
6.2 Surface energy balance, SEB
In this section we will study both the spatial variations in the SEB fluxes across
Austfonna, temporal evolution at AWS1 and comparison of three locations at
different altitudes. Where the two first location were in the ablation zone at the
AWS1 369m asl., and at AWS2 537m asl., the third was at the summit 810m asl.
in the firn area. At all these three locations the modeled mass balance can be
compared with stake measurements. Later on we will study the quality of the
temporal modeled mass balance at the AWS’s where surface elevation changes
have been measured.
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Figure 6.3: Air temperatures at Nordaustlandet
(a) Total solid precipitation during model
run
(b) Total liquid precipitation during model
run
Figure 6.4: Total rain and snow fall during model run. Precipitation from ERA40-
reanalysis divided into liquid/solid precipitation by local air temperature.
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6.2.1 Point surface energy balances
The temporal evolution of the modeled surface energy balance at AWS1 is shown in
figure 6.5. Energy available for melt was by far controlled by net radiation (Rnet).
The ground flux was in general an energy sink except when refreezing occurred at
the surface in the end of the summer. It may look like that the QG flux was just
the negative sum of the other fluxes, which is partly true. This effect is linked to
the surface temperature formulation and will be discussed further in section 7.4.3.
Sensible heat supplied by rain is not shown in figure 6.5 as this flux was negligible
compared to the others.
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Figure 6.5: Daily mean of the SEB fluxes at AWS1, 369m asl.
Figure 6.5 and figure 6.8 show that radiation contributed most to the melt energy.
The temporal evolution of all the model radiation components at AWS1 is shown
in figure 6.6. Even if the long wave fluxes in general exceed the sort wave fluxes, the
two long wave fluxes tend to cancel each other. The exception was during clear sky
condition when the long wave radiation was clearly an energy sink. During clear
sky condition was also the short wave radiation peaking. The low atmospheric
transmissivity in table 6.1 are also evident in the SW↓ flux which have a great
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variability through the melt season. In the period around mid summer (June 23rd)
the incoming solar radiation was lower than the rest of June and most of July,
with a daily mean ranging from 390 to below 200 [W/m2].
May Jun Jul Aug Sep Oct
−300
−200
−100
0
100
200
300
Month
Fl
ux
 to
 s
ur
fa
ce
 [W
/m
2 ]
 
 
R
net
SW↓
SW↑
LW↓
LW↑
Figure 6.6: Daily radiation fluxes at AWS1, 369m asl. LW↑ and SW↑ were calcu-
lated by the model while LW↓ and SW↓ were taken from the measurements.
The reflected short wave radiation were controlled by the incoming but also surface
characteristics (α) As a whole, the modeled albedo was to low compared to the
measured values. Both the measured and modeled albedo in figure 6.7 have a
great variability through the melt season as the initial snow melted away and
due to frequent snowfall. It is clear from figure 6.7 that the modeled snow cover
disappeared 9 days too early. This was probably caused by the underestimating
of the initial snow cover used as input in the model. When the model was tested
with the same snow cover at AWS1 as measured spring 2004, the modeled albedo
dropped the very same day as the measured. The modeled snow cover in August
was going then coming for a few days a time, while the measurements indicate a
more persistent snow cover during most of August. The quality of the precipitation
and albedo will be further discussed in section 7.4.1.
The surface energy balance at two higher elevation have less energy available for
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Figure 6.7: Modeled and Measured albedo at AWS1, 369m asl.
melt, see figure 6.8. Perhaps a bit surprisingly is the lower QG at AWS2 that at
AWS1. In the model was the slope at AWS2 steeper than at AWS1, so that runoff
was faster and less water could refreeze, hence less energy transported down wards.
6.2.2 Distributed surface energy balance.
The spatial variability of the mean surface energy balance fluxes from April 23rd
to September 26th are shown in figure 6.9 The spatially variations in the Melt
flux were primarily caused by the Rnet and QG. Rnet variations were connected to
the potential solar radiation (figure 5.3) caused by topography (figure 5.1(a)) and
albedo due to variability in glacier faces. The ground flux was up to several times
more negative within the firn area, than outside.
The SH-flux decreased with altitude since the air temperatures also decreased with
altitude. The LE-flux was in general increasing with altitude, but was largest in
the flat areas and some what smaller in the firn area, figure 6.9(c). The sensible
heat supplied by rain was negligee compared to the other fluxes, but was largest
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Figure 6.8: Mean of the SEB-fluxes between June 15th and September 10th at
AWS1,AWS2 and at the summit by stake Base04.
at the SE margin where both precipitation (figure 6.4(b)) and temperatures were
high, see figure 6.9(e).
Even if the energy available for melt is a superimposition of all the other fluxes it
has a fairly simple pattern. The melt energy decreases with altitude and with the
presence of firn. In addition to be dependent of altitude a NW-SE gradient is also
visible in figure 6.9(f) with more energy in the NW.
Since most of the fluxes are linked to albedo and surface temperature, these prop-
erties are shown in figure 6.10(a) and 6.10(b). The lowest albedo occurred at lower
elevations and especially in the North and to the West where the initial snow cover
was thin. The high albedo of the firn area is reflected in figure 6.10(a). To the
East of the summit, was the albedo highest since summer snow fall amount also
was highest here.
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(a) Net radiation, Rnet. (b) Sensible heat, SH .
(c) Latent energy, LE. (d) Ground flux, QG.
(e) Rain energy, QR. (f) Melt energy, M .
Figure 6.9: Mean fluxes to the surface from April 23rd to September 26th, 2004.
Note that the colors are not comparable.
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(a) Albedo, α. (b) Surface temperature, Tsurf .
Figure 6.10: a) Mean albedo from April 23rd to September 26th. b) Surface
temperature September 26th.
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6.3 Subsurface properties
Results from the snow model at four different locations will be shown in this
section. In addition to the three locations the SEB-fluxes were presented this
section will also show some results from the lowermost stake in Hartogbukt.
As pointed out in section 3.2.3 and 4.3 subsurface temperatures and densities are
of great importance for the subsurface flux QQ and thereby energy available for
melting ice. At AWS1 the modeled en-glacial thermal regime will be compared
to measured ice/snow temperatures by the thermistor cable. Refreezing of melt
water and density have also been given attentions in this section. The grid spacing
was depending on snow depth, firn and other subsurface properties as explained
in section 4.3. The changing grid point spacing affects the visualization in this
section, especially figure 6.15(a) and 6.15(b). The different properties are made
spatially continuous by linear interpolation of the property value at the grid points,
so that when the grid was changing that have caused some strange jumps in the
visualization. The properties are anyway conserved during changes of the grids
and have no effect on the results apart from the unfortunate visualization in this
section.
6.3.1 Subsurface temperatures, T
Summer 2004 there were only conducted snow and ice temperature measurements
at AWS1. These measured temperatures are shown along with the modeled tem-
peratures at AWS1 in figure 6.3.1, left and right panel respectively.
In order to compare the measured and modeled subsurface temperatures at AWS1
surface elevation change data from the ULS was used to bring the measurements
over to the same coordinate system as the modeled. All the modeled subsurface
temperatures at various depth are relative the actual surface at any time. While the
eight temperature sensors were embedded in the ice their position relative to the
surface would changes through the melt season. At April 23rd was the lowermost
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Figure 6.11: Measured (left) and Modeled (right) subsurface temperatures summer
2004 at AWS1, 369m a.s.l. Temperatures between 0 and -1 are shown as pale gray.
Temperatures at the freezing point or higher are dark grey
temperature sensor located 10 m below the snow surface while this sensor was
8.3 m below the surface at September 26th. The other seven sensors were located
8m,6m,4m,3m,2m,1m and the last one just beneath the surface at April 23rd. The
depth of all 8 temperatures sensor was than adjusted by using the ULS-data. As,
we see in the left panel in figure 6.3.1 the two upper sensors melted out of the
snow/ice during the melt season. At day 174 melt water started to percolate and
the temperature at the second uppermost sensor increased suddenly by 5 degrees
(left panel figure 6.3.1).
There was a good agreement between the measured and modeled subsurface tem-
peratures at AWS1. The depths where temperatures were modeled is shown in
figure 4.3. Apart from the visual comparison in figure 6.3.1, further analysis of
the difference between the measured and modeled subsurface temperatures was
difficult. Such analysis was difficult since there were no consistence between what
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depths temperatures were measured and where they were modeled.
From figure 6.3.1 it does look like that the modeled -1 degree isothermal is one
meter higher than the measured. However, this deference could be caused by
poor resolution of temperature sensors combined with linear interpolation rather
than an actual difference. But if the modeled temperatures are two low that
would indicate that the effective conductivity used in the calculations also was
too low. At lower depths are the contour lines in general steeper in the measured
temperatures than in the modeled, which also indicating a to low conductivity in
the model. The modeled thermal regime was in general some what cold compared
to the measured. Figure 6.3.1 reveals that the modeled temperatures in the upper
2 meters are way too cool compared to the measured during the first weeks. This
may be an effect of the underestimated initial snow cover in the model, leading to
a more effective cooling.
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(a) Subsurface temperatures, Summit 810m
a.s.l., T (z, t).
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(b) Subsurface temperatures, Hartog1
266m a.s.l., T (z, t).
Figure 6.12: Modeled subsurface temperatures in the firn area at the summit a),
and in Hartogbukta b)
In the firn area at the summit in figure 6.12(a), melt water percolated down and
refroze causing the temperate to be at freezing point down to 9m. The modeled
thermal regime at the summit was fairly similar to the one measured at the summit
in the melt season of 2009-2010 (Not shown in any figures).
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The thermal regime in Hartogbukta shows some of the same pattern as at AWS1,
but was a few degrees warmer, 6.12(b). The warmer ice/snow at Hartogbukta
compared to AWS1 was caused by warmer initial condition and more snow insu-
lating from the first cold period and more release of latent energy from refreezing
in the snow pack.
6.3.2 Subsurface densities, ρ
As already pointed out, the calculations of densities are important for conductiv-
ity, water percolations, etc. In figures 6.13(a) - 6.13(b) are the temporal density
evolution in the upper meters of the snow model at AWS1 and the Summit shown.
There were a marked difference between the two sites. Densities in figure 6.13(a)
was from the ablation area with less then 1 m initial snow, while the other site
(figure 6.13(b)) was in the firn area.
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(a) Subsurface densities, AWS1 269m asl.
ρ(z, t).
Month
D
ep
th
 fr
om
 s
ur
fa
ce
 [m
]
[kg/m3]
May Jun Jul Aug Sep
−3
−2.5
−2
−1.5
−1
−0.5
 
100
200
300
400
500
600
700
800
900
(b) Subsurface densities, Summit 810m
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Figure 6.13: Modeled subsurface temperatures in the firn area at the summit a),
and in Hartogbukta b). Note the different y-axis’.
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6.3.3 Refreezing of melt water
During the model run from April 23rd to September 26th refroze about 350 [kg/m2]
of water 369m a.s.l. at AWS1. This was 125 % of the initial snow cover yielding a
Pmax=1.25 after Reeh (1991) when all water retention during the melt season was
included. The cumulative refrozen water at AWS1 and at the summit is shown in
figure 6.3.3, and the variability with depth is shown in figures 6.15(a) ans 6.15(b).
About % 38 of this refreezing took place under the spring warming of the snow
pack, some during shorter cold spell in august and the rest after September 10th
when air temperatures permanently dropped below freezing. At AWS1 was almost
25% of the produced melt water retained by refreezing.
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Figure 6.14: Cumulative refrozen water in the whole subsurface model at two loc-
ation, the blue in the ablation area and the red dotted in the firn area.
However, in the flat firn areas around the summit, nearly all available melt and
rain water was retained in the firn. While refreezing stopped during the warmest
period at AWS1, refreezing in the firn occurred all the way through the melt season
at the summit. After the onset of melt season, the availability of water and the
cold sow/firn enabled refreezing to occur though out the melt season. The model
was not run though the winter to see if all water captured in the firn (figure 6.3.3)
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(a) Refrozen water in the subsruface model,
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Summit 810m a.s.l., summer 2004
Figure 6.15: Refrozen water as function of depth and time at AWS1 a), and in
the firn area at the summit by stake Base04 b). The snow-ice interface at AWS1
is shown with a pink line. Note the different y-axis’
refroze during the following winter. If we add together the refrozen water at stake
Base04 and assume that all water left in the firn would refreeze it would be 900
[mm w.eq.] in total, hence a Pmax=2. Liquid water remaining at September 26th
was mostly restricted to the firn area, figure 6.3.3
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Figure 6.16: Water left in the snow model September 26th. This water was not
included in the ablation.
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6.4 Surface Mass balance.
The modeled specific winter balance bw 2003/04 was 38.7 [cm w.eq.], while the sum-
mer balance bs 2004 was -80.1 [cm w.eq.] which equals 3.1 and -6.3 [km3]respectively
The modeled winter balance is the same as the initial snow cover in figure 5.5 from
the end of summer 2003 to April 23rd 2004. Since the winter balance 2003/04 was
derived from snow water equivalent measurements [cm w.eq] above last summer
surface (LSS) at the spring visit in 2004, the period for the bw can not be determ-
ined exactly. The modeled surface mass balance from April 23rd to September 26th
2004 is shown in figure 6.17, and the mass balance of this period is referred to as
summer balance (bs).
Table 6.2: Modeled mass balance components. *The only component wich was
found by the melt model.
Mass balance Period Specific [cm.w.eq] Total [km3 w.eq.]
Winter Sept03-May04 38.7 3.1
Summer* May04-Sept04 -80.1 -6.3
Net Sept03-Sept04 -41.4 -3.3
Winter Sept04-May05 51.2 4.1
Net May04-May05 -28.8 -2.3
Net surface mass balance 2003/04 was then bn = bw − bs and is shown in figure
6.18 The overall surface mass balance 2003-04 was -41.4 [cm w.eq.] which is the
same as -3.3 [km3 w.eq.].
The equilibrium line altitude (ELA) was ranging from 690 m in North West to
570 m in East South East with an accumulation area ration (AAR) of 15 %. The
estimated bn in figure 6.18 includes internal accumulation and refreezing of melt
and rain water so that the net SMB is precipitation minus runoff and sublimation.
From figure 6.19 can we see that the modeled mean ELA was 635m at Austfonna,
2003-04. Where the northern basins in general had a more negative mass balance
gradient 2003-04 then the southern basins and with an ELA about 65m higher for
the northern basins.
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Figure 6.17: Modeled SMB from April 23rd to September 26th. The calculation
for the given period includes accumulation by precipitation and refreezing of melt
water.
The hypsometry of Austfonna is remarkably constant with altitude, meaning that
the areal of Austfonna is evenly distributed with altitude.
None of the Basins had positive mass balance 2003-04, see figure 6.20. Basin 5
was almost in balance while the basins of Vegafonna and Palanderisen were most
negative with specific net balance close to -100 [cm w.eq.]. The Basins reaching
the Summit of Palenderisen, Norddomen and Sørdomen were the only one having
an accumulation area.
6.4.1 Modeled SMB vs observations
Modeled mass balance is here compared with measured mass balance at all the
stakes which were visited in both 2004 and 2005. The stakes at Bråsvellbreen
were not visited in 2005 due to bad weather, but these stakes are included in this
comparison as 2004-06 mean. Thus, introducing some extra uncertainties in the
measured mass balance at Bråsvellbreen. Since Etonbreen have been studied by
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Figure 6.18: Modeled bn 2003-04. The net balance is the sum of initial snow cover
(bw) and the modeled mass balance of the melt season (bs)
others like Moholdt, Hagen, Eiken & Schuler (2010) and Loe (2005) it have been
given some extra attention here as well.
Care must be taken when comparing modeled and measured SMB at the stakes. On
behalf of the modeled SMB at the stakes it is unfair to say that the modeled values
are wrong even if they deviate significantly from the measured values including
uncertainties. This is caused by the fact that the measured components of bn, bw
and bs are all based one yearly spring visits. So that the measured bs are derived
from bn subtracting the snow w.eq. at the spring visit. In addition, the basis
for the modeled bn is unfair since the initial snow cover map (modeled bw) after
Taurisano et al. (2007) are not an exact interpolated at the stakes. Therefor have
all SMB components (bn, bw and bs) for both the measured and modeled values
been listed in table 6.3. When studying the difference between bstaken and b
model
n
bear in mind that the actual winter balance also differ.
If an Exact interpolation had been used for the initial snow cover a far better
correlation would have been obtained.
6.4. SURFACE MASS BALANCE. 109
−200 −150 −100 −50 0 50 100
0
100
200
300
400
500
600
700
800
Mass balance [cm w.eq.] / Hypsometry
 
Al
tit
ud
e 
[m
.a.
s.l
.]
 
 
All basins
Southern basins
Northern basins
Hypsometry [‰]
Figure 6.19: Mass balance gradients for all, southern and northern basins. The
gradients are mean of all modeled bn pr 25m altitude intervals in the three do-
mains. Dotted lines are the normalized areal distribution (hypsometry) for the
three domains.
As we have see in table 6.1 the winter balance bw also influence the modeled bs by
altering exposition of bare ice, hence changing albedo and melt. No decimals are
shown for the values in table 6.3, probebly are the last digit shown not significant
either.
The numbers for net balance in table 6.3 are visualized in figure 6.21. Where the
circles in figure 6.21 are measured bn at the stakes and modeled bn are shown to
the North West of each stake in triangles. If the corresponding circles-triangles
have the same colors there is a good match between modeled and measured mass
balance. In figure 5.5 the modeled winter balance is shown as the background map
while the stake measurements are shown as circles.
The model reproduced the the measured bn with a r-correlation coefficient of 0.84.
Which was almost as good as the initial snow cover (r=0.87) used as model input.
The modeled mass balance was significantly more negative at the two higher stakes
at Bråsvellbreen and at the lowermost stake in Hartogbukta, see figure 6.21 and
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Figure 6.20: Modeled area averaged specific bn in each basin.
table 6.3. Along the stakes at Etonbreen were also the modeled bn more negative
than the measured. However, there seems to be a strong correlation between the
underestimation of initial snow cover at the stakes at Etonbreen and the model
performance. In figure 6.22 are modeled mass balance gradients for Etonbreen
and Winsensbreen plotted with the stake measurements. The area averaged initial
snow cover (bw) fits better with the measurements than the actual modeled bw
at the stakes. Both the modeled summer and net balance gradients are en good
agreement with the observation. The rare jump in the bn and bs gradients at 250m
a.s.l. were caused by increased melt at the snout of Winsensbreen.
Temporal surface elevation changes, ULS
The modeled surface elevation changes at both AWS1 and AWS2 are compared
with measured elevation changes from the Ultra sonic rangers (ULS) at the same
locations, figure 6.23(a) and 6.23(b). The performance of the modeled surface
elevation was fairly good when it comes to onset of melt and total surface lowering.
Even if the lines of modeled and measured surface elevation of figure 6.23(a) and
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Table 6.3: Measured and modeled net, winter and summer mass balance at ablation
stakes balance year 2003-04. The difference was found by subtracting the measured
from the modeled value. All numbers in cm w.eq.. Modeled bw is from initial
snow cover map.
Stake Meas. Model Diff Meas. Model Diff Meas. Model Diff
bn bn ∆bn bw bw ∆bn bs bs ∆bn
Base04 39 37 -2 45 43 -2.2 -6.0 -5.7 0.2
Bras1 -40.5 -44 -3 38 43 5.3 -79 -87 -8.3
Bras2 -34 -34 0.6 41 44 3.0 -76 -78 -2.4
Bras3 14 -21 -36 47 47 0.8 -32 -69 -36
Bras4 22 -19 -41 46 46 0.1 -24 -65 -41
Eton1 -133 -130 3.6 10 12 1.6 -144 -142 1.9
Eton2 -80 -96 -16 28 17 -12 -108 -113 -4.5
Eton3 -66 -85 -19 31 20 -11 -97 -105 -8.0
Eton4 -42 -70 -29 33 24 -8.7 -75 -95 -20
Eton5 -18 -52 -34 33 30 -2.6 -51 -82 -32
Hart1 5.4 -39 -45 66 50 -16 -60 -89 -29
Hart2 -72 -22 51 41 53 11 -113 -74 39
Nord1 -60 -71 -10 35 22 -13 -95 -92 2.5
Nord2 -27 -40 -13 34 35 1.3 -60 -74 -14
Ost1 -29 -26 3.0 62 50 -12 -91 -76 15
Ost2 -18 -7.3 11 57 52 -4.8 -75 -59 16
RMS 25 7.7 22
rcorr 0.84 0.87 0.80
6.23(b) follows each other, there are some important deviations. Timing and
amount of precipitation was not very good and the modeled surface change at
AWS1 was slower than the measured. The steeper measured line indicates that the
modeled melt was underestimated. This difference are not likely to be addressed to
errors in the densification calculations as this occurred when the surface consisted
of bare ice.
The cumulative mass balance through the melt season along with precipitation
and the measured bn at AWS1 is shown in figure 6.24. The difference between the
mass balance and ablation in figure 6.24 are caused by precipitation. From figure
6.5 was the LE-flux negative by ∼10 [Wm2] during the two first months of the
model run. As we see in figure 6.24 was the ablation during the first two months
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Figure 6.21: Measured net mass balances at each stake are shown as circles.
Modeled net mass balances at each stake are shown in triangles North West of
corresponding stake. The gray background shows the area of Austfonna.
non-zero due to the negative LE-flux and sublimation.
6.5 Model sensitivity
In this section we will study model sensitivity in terms of scaling/tuning paramet-
ers, climate parameters, and initial conditions such as snow cover and subsurface
temperature. Since the method used to obtain SEB and SMB was based on sev-
eral empirical parameterizations, it is important to explore the sensitivity of these
parameters. While some of these parameters have a physical meaning others are
pure calibration constants tuned to fit a given dataset. The sensitivity of different
parameters were mostly tested at the AWS, while parameters which were believed
to alter the spatial pattern were tested for the whole glacier.
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Figure 6.22: Measured mass balance at Etonbreen 2003-04 (dots) and modeled area
averaged mass balance gradients pr 25m altitude intervals, black is bn, red is bs and
blue bw.
6.5.1 Scaling parameters at the AWS
All parameters tested as a point study by the AWS, and accordingly impact on the
modeled mass balance is shown in table 6.4. Along in the same table, the SEB-flux
which the introduced perturbation primarily altered. Of course will an increase in
SH also increase the net radiation, since more melt would lead to less snow and
higher albedo, But the right column of table 6.4 only show the primarily factor.
When the Sensitivity of the different parameters were tested, only one parameter
was altered at the time, hence all other parameters where as they wore in the
control run.
The model was very sensitive to perturbation in the albedo. Perhaps somewhat
surprising was there little sensitive connected to the aerodynamic roughness length
zou. Issues concerning the roughness length will be further discussed in section 7.4.
Even if the slope was very low at AWS1 and the different parameters connected
to the runoff routine were fairly similar, the mass balance was altered up to 5 cm
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Figure 6.23: Temporal evolution of modeled and observed surface changes at AWS1,
369m a.s.l. and at AWS2, 537m a.s.l, summer 2004.
between the different parameters sets, primarily through QG. The model was also
sensitive to what height above the surface measurements of temperature, wind and
humidity were used when the turbulent fluxes were calculated.
6.5.2 Climatic sensitivity
The sensitivity of the modeled mass balance in terms of some climatic paramet-
ers was tested. The model was ran with perturbations in firn extent, laps rate,
air temperature, precipitation and the combined effect the two latter. Climate
perturbations from the control run values were performed, and the affect on the
modeled mass balance components 2003-04 are given in table 6.5 The temperature
sensitivity was tested by adding a perturbation to the measured air temperatures
used as model input. When the precipitation sensitivity was tested both the initial
snow cover and the precipitation during the model run was changed.
Table 6.5 show that the modeled mass balance was extremely sensitive to perturb-
ations in the summer temperatures, while it was less sensitive to precipitations
No initial firn extent changed QG flux significantly around the summit and the
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Figure 6.24: Modeled cumulative mass balance, ablation and the measured bn at
Eton 2, black line, blue line and the star respectivly. Daily pecipitation of snow
and rain are scaled by a factor 10 to be visible in the figure.
accumulation area almost disappeared. Due to the small firn extent, usage of no
initial firn did not alter the mass balance to the same degree as the temperature
and precipitation perturbations. A decrease in the air temperature laps rate lead
to a slightly decrease of the mass balance, since most of the area was located above
thw AWS, see figure, 6.19
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Table 6.4: Model sensitivity for different scaling and climatic parameters tested at
the AWS. The perturbation impact on bs is shown along with which SEB-flux(es)
this mass balance changed primarily happened through. Where references are made
the used values are according to that study. *Albedos according to table 4.1.
Parameter Pertubation ∆ bs Change
Control value value [cm w.eq.] primarily through
Control run -1138
Albedo* +0.1 512 SW↑
-0.1 -319 SW↑
Albedo ageing Bougamont et al. (2005) 3 SW↑
Emissivity ε=0.98 -20 LW↑
ε=1 ε=0.96 -35 LW↑
Roughness length zou=1mm 36 SH & LE
zou=2.4mm zou=5mm -24 SH & LE
zoT and zoe Andreas(1987) zou=10mm -48 SH & LE
Run off Reijmer&Hock (2008) 43 QG
Bougaomnt et al. (2005) Lefebre et al. (2003) -7 QG
Zuo & Oerlemans (1996) -3 QG
Initial subsurface T. +2◦C all layers -63 QG
see figure 5.7 -2◦C all layers 73 QG
Sensor higth 1.5m -47 SH & LE
2m 2.5m 36 SH & LE
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Table 6.5: Model sensitivity for different climatic perturbations, tested for 2004.
T is the actual measured temperature plus a perturbation. P is a percent vise
perturbation in the precipitation and initial snow cover. bn, bs and bw are modeled
specific area averaged net, summer and winter balances respectively, while AAR is
the accumulation area ratio.
Climate scenario bn bs bw AAR
perturbation [cm w.eq.] [cm w.eq.] [cm w.eq.] [%]
Control run -41 -80 39 15
No firn -47 -85 39 0.5
T +1◦C -93 -132 39 3
T -1◦C 4 -35 39 64
P +20 % -23 -70 47 34
P -20 % -59 -90 32 8
T -1◦C, P +20 % 20 -27 47 76
T -1◦C, P -20 % -15 -45 32 36
T +1◦C, P -20 % -111 -143 32 1
T +1◦C, P +20 % -77 -124 47 7
dT/dz +0.2 ◦C/100m -40 -79 39 16
dT/dz -0.2 ◦C/100m -43 -83 39 13
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Chapter 7
Discussion
In this chapter wil we discuss the results from the coupled surface energy balance
model and snow model which were ran from April 23rd to September 26th. Un-
certainties connected to the method and climatic sensitity have both been given
attention in this chapter.
7.1 Surface energy balance, SEB
7.1.1 Energy available for melt
86 % of the energy available at the surface of Austfonna summer 2004 was provided
by solar radiation (SWnet). The remaing 14 % of the melt energy was mostly
provided by the sensible heat flux. These numbers are in pretty good agreement
with other SEB studies at Arctic glaciers. Arnold, Rees, Hodson & Kohler (2006)
found that short wave radiation controlled the melt energy by 80-90 % at small
valley glacier surrounded by high mountains, Midtre Lovenbreen, Western Svalbard
This study has not shown the high values of Arendt (1999), who found the SW
contributing more than 90 % and up-to 99% of the melt energy in the Canadian
Arctic. A point SEB study at the same location and period as this study by
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Loe (2005), found that short wave radiation accounted for about 70 % of the
melt energy. While this study found that 85 of the melt energy from June 15th-
September 10th was provided by the SWnet at the same location as Loe (2005).
The relative contribution of the different fluxes to the melt energy are often not
directly comparable, since the SEB is calculated in different ways or/and the fluxes
are averaged over different periods.
However, there are several reasons for why one should expect high relative con-
tribution to the M by the SW at Austfonna. Firstly, there are no topographic
shading except the one caused by the ice it self. Secondly, for most of Austfonna
the distance to rock covered surfaces in general is large. At a valley glacier, heat
from low albedo rock covered land or further down valley may be advected onto
the glacier. Due to the size of Austfonna heat advection from rock covered land
are probably minor, but open water in the Barent sea may be an important heat
source. Even if there were open water south of Austfonna, the mean sea surface
temperature summer 2004 was about 1-2 ◦C derived from Satellites (Steele, Er-
mold & Zhang 2008). Heat advection from the sea may be important, but the
warm moist air from the sea do also have another effect, as it is lifted with the
winds across Austfonna. As the air ascends, it would cool and the capacity for
holding water vapor decrease forming clouds, fog and precipitation. Clouds and
fog may reduce the surface melt significantly by blocking the sun out. Figure 6.6
reveals that the short wave balance may be more than halved on cloudy days. The
effects of clouds/fog was somewhat smaller on the Rnet than on SWbal. Since the
variations of short and long wave radiation usually were opposite of each other,
meaning that SW↓ is high when LW↓ low and vise versa. The variations in the
short wave fluxes were much larger than in the long wave fluxes, so that Rnet varied
with cloudiness at least in June and July. Fog and clouds protection from solar
radiation have been indicated as crucial for glacier existence of two lower laying ice
caps at Nordaustlandet (Jonsson 1982, Finkelnburg Pers.com). The precipitation
caused by lifting of the warmed moist air over the sea may also fall as snow and
cause albedo rise, utterly decreasing melt.
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This study has also shown the importance of the albedo impact on the SEB. Espe-
cially snow cover retreat, which were connected with a halving of the albedo and
thereby increased the ablation rate significantly. The thickness of the winter snow
cover was linked to the summer ablation through albedo and exposure of bare ice
at Etonbreen 2004-2008. The frequent summer snowfall at Austfonna was also very
important for the ablation, due to albedo rise. The measured short wave radiations
and surface elevation changes at AWS1 indicate that the the surface consisted of
bare ice for continuously for about 3 weeks in July-August. During this period the
mean albedo was 45 % and occasionally down to 35 %. These albedo values are
classified as ’clean ice’, since the impurity content must be low for that high ice
albedoes (Paterson 1994). Since there are no high mountains around Austfonna,
supra glacial sediment input by wind and slope processes is minimal, making Aus-
tfonna optically cleaner compared to valley glaciers. Satellite images reveal quite
many melt pounds at Austfonna, especially north of the summit areas. The model
were not capable of producing melt pounds in topographic depression, hence not
capable of incorporate the albedo correctly either. Comparing the modeled and
observed albedo and ULS-data, revealed that the both timing and amount of solid
precipitation was poor.
7.1.2 Refreezing and the ground flux
The distribution of melt energy in figure 6.9(f) has a fairly simple pattern. As one
should suppose, the melt energy decreases with altitude due to higher albedo and
lower air temperatures leading to an decrease in the SWnet and SH respectively.
Perhaps the striking feature in the modeled melt energy was the importance of
firn, where the melt energy was considerable lower. In firn, transport of energy
down to the subsurface layers was much more efficient compared to other areas
due to the porosity of firn. The cold ice of Austfonna makes it hard for melt
water to percolate, and energy transport in the subsurface layers are restricted to
conduction and radiation processes.
The temperature variations in the firn area at 14 m depth 2009/10 were larger than
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the variations in the temperature at 9m depth in the ablation area of 2004/05.
Even if these numbers are not directly comparable, other observation also indicate
more efficient energy transport in the firn area. An effective energy transport allows
larger part of the subsurface layers to interact with the surface, hence potential
larger QG flux. It must be emphasized that it is not to what depth the surface
can interact with subsurface layers that are of importance in this connection, but
how much mass the surface may interact with. Which means that densities must
be included if one are studying the cold content described in section 3.2.3. As we
saw in figure 4.6(a) the heat conduction would decrease with decreasing densities,
stressing the role of heat convection by melt water. The sensitivity analysis showed
that changing the initial subsurface temperatures in all the layers of the snow
model by -2◦C and +2◦C changes the modeled mass balance by +7 and -6 [cm
w.eq.] respectively. At AWS1 did the QG flux reduce melt energy by 16 % while it
reduced melt energy by 96 % in the firn area at stake Base04. These two sites, the
former in the ablation area and the latter in the accumulation area had a Pmax of
1.25 and 2 respectively. Figures of 6.15(b), 6.3.3 and 6.3.3 all show that the firn
are very important for melt water retention, Which again affects the SEB 6.9(d)
and SMB 6.18. This study indicate that the QG are of major importance for the
SEB at Austfonna, especially in the firn area, and should not be excluded from
SEB calculations.
Melt water retention and refreezing is closely linked to the QG flux and thereby
the thermal regime. However, refreezing of melt water and the QG flux is not
necessarily the same. At the AWS the modeled melt energy was reduced by 15 %
due to the QG, while the refrozen water was 30 % of the total of modeled summer
ablation. One may think that it is strange the QG relative impact on the melt
energy was smaller than the ratio between refrozen and melted water since the QG
also include energy used for warming snow and ice. This is possible since the QG is
energy through the surface, while refreezing may occur below the surface releasing
latent energy which are transported both up and down wards from that point.
Internal production of energy is not a violation of the first law of thermodynamics,
but is a consequence of equation 3.7 where energy transport is expressed through
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temperature, since internal energy is not continuous with temperature at phase
changes.
Cold subsurface layers at Austfonna are required to obtain such high refreezing
contribution to the mass balance which has been found in this study. Though
being a requirement, the thermal regime can’t explain the spatial and temporal
variability in the refrozen water. Figure 5.6.1 and 6.12(a) show that the modeled
thermal regime was much warmer in the firn area than in the ablation area. The
missing link is the available melt water. In the ablation zone would any water when
the snow is melted away drain supra glacially fairly fast. While in the firn area,
melt water would percolate downwards and refreeze as it percolates or captured
in the pore space till winter sets and then refreeze. Both this study and the
study by Loe (2005) indicate that the upper 10 meters of the glacier are capable of
absorbing more energy from the surface by reducing melt or increase the refreezing.
However, these processes are limited by available water and the rate of the energy
exchange with subsurface layers. Since subzero temperatures are a required for the
calculated refreezing the winter cooling is essential for both the SEB and SMB.
In textbook, it is often stated that surface mass balance are controlled by winter
precipitation and summer temperatures (Hooke 2005, Liestøl 2000). This study
indicates that winter temperatures also are an important factor since the cold ice
enables refreezing during summer. The cold winter combined with a fairly thin
snow cover at Austfonna makes it possible to release large amount of heat during
winter. The colder winter the more heat may be released into the atmosphere and
potentially larger QG. Colder subsurface layers does not necessarily affect the QG
flux if energy can’t be transported downwards fast enough during the melt season.
Recaling energy diffusion (heat conduction) in equation 3.7, can we see that the
energy transport is proportional to the temperature gradient. Colder subsurface
layer would lead to a larger temperature difference up-to the surface and thereby
also a more negative QG flux as more heat may be transported downwards.
At AWS1 did 38 % of the 350 [kg/m2] refrozen water refreeze before the initial
snow pack melted completely away, figure 6.3.3. With the initial snow cover of
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280 [kg/m2] and 133 [kg/m2] of refrozen water in the snow, one migth say that the
inital snow cover was increased by 50 % due to refreezing. When the model was ran
with thicker initial snow cover was the refreezing also increased, since more water
could be captured and refreeze under the warming face of th snow pack. Jonsson
(1982) found a clear correlation between snow accumulation and superimposed
ice formation at Storøyjøkulen, a small ice cap on an island some 15 km east of
Austfonna. In this way it may seem like that winter cooling has a kind of self
regulating mechanism. In case of thick winter snow cover the snow would insulate
the glacier from the winter cold but increase melt water retention by having more
available pore space. On the other hand would a thin snow cover lead to more
cooling of the subsurface layers and this way increase refreezing. Further studies
must be undertaken to quantify the importance of different factors connected to
snow cover thickness and refreezing of melt water. However, this study indicate
that QG was of major importance for the SEB and SMB at Austfonna 2004.
The importance of the QG flux is usually ignored in the SEB studies as these
often are performed at temperate valley glaciers. Comparisons between studies
are also hard due to different methods and modeled periods. The ground flux is
linked to refreezing and glacier facies which have been studied at Austfonna and
several other Svalbard glaciers. Superimposed ice and internal accumulation has
been acknowledged as an important mass balance term on Arctic glaciers (Hagen,
Kohler, Melvold & Winther 2003). At Storøyjøkullen refreezing was found at least
as large as the actual winter accumulation and no firn were found at the ice cap
Jonsson (1982). Mapping of glacier facies from ground penetrating radar (GPR)
by Dunse et al. (2009) found extensive occurrence of superimposed ice formation
at Austfonna after the 2004 melt season. The areas covered by superimposed ice
at Austfonna was found to be 30 % in the late 20th century, as a rough estimate
by Hagen, Kohler, Melvold & Winther (2003). The distribution and amount of
superimposed ice have not been quantified, but this study indicates that refreezing
was significant all over Austfonna 2004. The ELA is usually situated below the
snow line at the end of the summer and the zone between the snow line and ELA
is characterized as the superimposed ice zone. However, most of the modeled
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refreezing took place in the end of summer 2004, in melt and rain water stored
at the surface and in freshly fallen snow. Which means that mapping ELA from
glacier facies from remote sensed data is difficult, since superimposed ice may
form in the ablation zone in the end of melt season which can be stated by Konig,
Wadham, Winther, Kohler & Nuttall (2002).
Refrozen water exceeded the winter accumulation at AWS1 in the ablation zone
by 25 %, while the refrozen water double the winter snow accumulation at a stake
in the firn area close to the summit. Spatial distribution of the ratio of melt
water retention by refreezing compared to local winter accumulation (Pmax) was
not calculated for more than the two sites above, which had this ratio of 1.25 and
2 respectively. The Pmax found here are slightly larger than the one obtained at
AWS1 by Loe (2005) and much higher than the Pmax=0.6 who Schuler et al. (2007)
used for all of Austfonna. Wright, Wadham, Siegert, Luckman & Kohler (2005)
modeled SEB and found that refreezing accounted 37 % of the net accumulation at
Midtre Lovenbreen, Western Svalbard. From SAR and GPR mapping estimated
Brandt, Kohler & Luthje (2008) that superimposed ice contributed between 15-30
% of the mass balance at Kongsvegen, Western Svalbard. One may expect that
refreezing is more important at Austfonna than at Western Svalbard glaciers for
two reasons. Firstly, the climate at Nordaustlandet is colder and more continental
than at Western Svalbard. Secondly, the gentle slope and large size of Austfonna
makes it harder for surface water to runoff the glacier. The condition of the
Northern basins of Austfonna is probably more comparable to the more continental
glaciers in the Canadian Arctic than glaciers at the Western side of Svalbard.
To summarize the refreezing, the model indicated that refreezing was of major
importance for the SEB and SMB, summer 2004. The spatial variability of the QG
flux in figure 6.9(d) indicate that the Pmax probably have large spatial variation.
Refreezing seemed to be restricted to available water and thereby varying with
properties affecting the runoff such as slope, and snow and firn rather than the
thermal regime and cold content. Wold (1976) also stated that refreezing at a
Svalbard glacier was limited by water and not the cold content. Which mean that
126 CHAPTER 7. DISCUSSION
ablation per positive degree day also would have large spatial variation controlled
by topography and snow and firn depths.
7.1.3 Other fluxes
Except of the radiations and ground fluxes, the other fluxes had small spatial
variability. The turbulent fluxes had some variability with topography due to
variations in air and surface temperatures, snow cover, and liquid water at the
surface. The small variations of the turbulent fluxes are indeed a result of the
spatially constant wind and humidity. According to Liestøl (2000) the turbulent
fluxes are of great importance for the surface ablation and may in some cases exceed
the radiative contribution. The climate at Etonbreen is likely to be more contin-
ental, with less cloud cover and lower humidity and vapor pressure than the South
East side of Austfonna. Using the wind, humidity, and atmospheric transmissivity
measured at Etonbreen are very likely to introduce errors in the SEB fluxes and
calculated melt. The air temperatures across Austfonna are probalby depending
on more than the used laps rate. Air tempereatures likely have a reginol trend
over the ∼8000 km2 of Austfonna. Applying spatially varying cloudiness, wind,
humidity and temperature field the accuracy of the model would have increased
significantly.
The relative melt energy contribution between the SEB fluxes vary both with the
regional climate, but also temporarly with the weather situation. Comparing the
wind in figure 6.2 with the SEB-fluxes in figure 6.5 can we see that windy events
like in the end of July and around August 20th are associated with high turbulent
fluxes. At Devon ice cap were the relative melt contribution found to be 70 % and
28 % for the radiation and turbulent fluxes respectively under clear sky conditions
with little wind, while the same numbers were 46 % and 54 % on cloudy and
windy days (Hock 2005). The spatial variability in the rain energy flux was large,
but as a seasonally mean was the QR negligible compared to the other fluxes.
Ignoring the QR would not have altered the SEB, but since both air temperatures
and precipitation were modeled all over the glacier no extra effort was needed for
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including the QR in the calculations.
7.2 Surface mass balance, SMB
The modeled mass balance of Austfonna 2003-04 was -3.3 [km3 w.eq.] which equals
a mean specific balance of -41 [cm w.eq.]. The coupled surface energy balance and
snow model calculated the summer balance 2004 from April 23rd to September
26th to -6.3 [km3 w.eq.] or -80 [cm w.eq.]. For winter balance 2003-04, was the
initial snow cover used, estimated to 3.1 [km3 w.eq.] or 39 [cm w.eq.], based on
the work of Taurisano et al. (2007). These estimates are in pretty good agreement
with other studies. Schuler et al. (2007) estimated the surface mass balance by an
enhanced degree day model to -32 [cm w.eq.] for approximately May 2004 - May
2005. Which is slightly more negative than this study, by using a winter balance of
51 [cm w.eq.] 2004-05 was the modeled net balance May 2004 - May 2005 -28 [cm
w.eq.]. Moholdt, Hagen, Eiken & Schuler (2010) estimated a geodetic mass balance
for 2002-2008 of 0.3 km [km3 w.eq.yr−1]. In the geodetic mass balance is ablation
by calving included, so by subtracting the ablation by calving after Dowdeswell
et al. (2008) is the extracted geodetic surface mass balance for this period 1.4
[km3 w.eq.yr−1]. The calving rate by Dowdeswell et al. (2008) was obtained from
1995-1996 velocities but the dynamical regime is not thought to have cahnged
significantly compared to 2004, (Moholdt, Hagen, Eiken & Schuler 2010) As we
see from table 6.1 and pointed out by other mass balance studies at Svalbard, 2004
was a very negative mass balance year compared to the 2002-2008 mean. Moholdt,
Hagen, Eiken & Schuler (2010) did also calculate surface mass balance from the
stake measurements by fitting a polynomial through the point measurements and
integrate over the whole ice cap. The estimated surface mass balance from this
simple model was -44 [cm w.eq.] 2003-04. The more positive mass balance obtained
in this study may be explained by the vast melt water retention in the firn areas
which are not captured by the other methods.
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Dowdeswell et al. (2008) estimated that ice calving and margin retreat accounted
for 33 ±5 % of the annual mass loss of Austfonna. Using Dowdeswell et al. (2008)
ice berg flux and surface ablation presented here the iceberg flux accounted for
28 % of the annual mass loss 2004. Though it must be emphasized that 2004
was a very negative year, and in a normal year the annual mass loss by ice berg
flux are probably closer to 50 %. Ablation by calving is anyway an important
mass balance term, especially since Austfonna’s known surge type basins were in
a quiescent phase when the surface velocities of Dowdeswell et al. (2008) were
obtained. Dowdeswell et al. (2008) found that most of Austfonna had low surface
velocities (<10m yr−1) except of Duvebreen, Leighbreen, Shweigaardsbreen and
Basin 3 and 5 which had velocities above 100 m yr−1. Bevan et al. (2007) estimated
ice fluxes through the ELA to be only half of the calculated balance fluxes at
Austfonna. This indicate that Austfonna was dynamical instable during the mid
1990s, which are typical for surge type glacier in the quiescent phase. Even in
the faster flowing Basin 3 and Schweigaardsbreen were the measured ice fluxes
through the ELA less than the calculated balance fluxes Bevan (2006). However,
calving seems to be an important mass balance term at Austfonna, even if many
of Austfonna’s basins seems to be dynamically dormant.
The modeled ELA 2003-04 was ranging from 690 m in North West to below 570
m in East South East with 635 m as mean. At Etonb/Winsnesbreen was the
modeled ELA 675 m which is somewhat higher than 670m (Loe 2005), 650 (Dunse
et al. 2009) and 660m (Moholdt, Hagen, Eiken & Schuler 2010). The modeled
accumulation area ratio (AAR) 2003-04 was 15 % which is lower than the AAR=18
% estimated by Moholdt, Hagen, Eiken & Schuler (2010), even if the mass balance
was less negative.
The modeled surface mass balance is in fairly good agreement with stake meas-
urements with a correlation r=0.84. Accuracy and model performance will be
discussed in section 7.4. Even if the modeled mass balance 2003-04 was very neg-
ative by 41 [cm. w.eq.], more negative mass balance were measured at the western
Svalbard glaciers. The balance year 2003-04 was a very negative mass balance
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year, both at Austfonna Dunse et al. (2009) and at Western Svalbard glaciers
(Kohler, James, Murray, Nuth, Brandt, Barrand, Aas & Luckman 2007, Moholdt,
Nuth, Hagen & Kohler 2010). Repated ICESat tracks from 2003-2008 also revealed
interior thickening of upto 0.5 [m w.eq.yr−1] and marginal thinning of < 0.5 [m
w.eq.yr−1] (Moholdt, Hagen, Eiken & Schuler 2010). Comparing elevation changes
after Moholdt, Hagen, Eiken & Schuler (2010) in figure 2.5 with modeled bn in fig-
ure 6.18, we see that the the pattern fits with each other except that the modeled
mass balance is more negative, expecially in the 200-500m elevation range, due to
the extensive melt summer 2004.
The total mass balance of 2003-04 would be -5.7 [km3 w.eq.] if we include the
iceberg flux -2.5±0.5 [km3 w.eq.yr−1], after Dowdeswell et al. (2008) which includes
marginal retreat and calving. Nagornov, Konovalov & V. (2006) estimated bottom
melt to be in the range of 0.2-0.7 [cm w.eq.yr−1] below the summit. Since large
parts of Austfonna is thought to be frozen to the bed, bottom melt has been
ignored in the total mass balance calculations. Even if the whole bed had such
melt rates, they would still be small and within the accuracy of the modeled mass
balance.
7.3 Austfonna in a changing climate
Ice caps are often considered as sensitive to climate changes since a small changes
in the ELA may lead to a large changes in the AAR. This climate sensitivity
are typical for ice caps with large flat accumulation area and with some outlets
exposed to extensive melt. The black dotted line in figure 6.19 shows a remarkable
even area distribution with altitude. This hypsometry is very different from the
climate sensitive ice caps which would have a hypsometric curve that would look
more like a ’P’ Compare to Austfonna’s in figure 6.19.
Even if Austfonna is not particularly climate sensitive due to it’s hypsometry,
Svalbard have been described as one of the most climate sensitive locations in
the world (Rogers, Yang & Li 2005). Which indeed have been confirmed through
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the great year-to-year variability from snow measurements (Dunse et al. 2009,
Taurisano et al. 2007) and by accumulation rates derived from ice cores (Pinglot
et al. 2001, Iizuka et al. 2002) Experimenting with climatic parameters in this
study indicate that small climatic perturbations have large impact on Austfonna’s
surface mass balance.
Summer temperatures recorded on Austfonna at 369m a.s.l. during the last 6 years
are typically around 1-4 ◦C, figure 2.3(a). Due to the generally low summer tem-
peratures at Austfonna, small temperature perturbations caused huge variations
in the modeled mass balance, table 6.5. Even if the bulk of the 3-7◦ predicted
warming in this century would take place during winter, all of the IPCC climate
scenarios would certainly increase the ablation at Austfonna’s. As discussed above,
warmer winter temperatures would affect refreezing and melt water retention as
well.
This study indicate that increased precipitation is not sufficient to maintain a
’healthy’ Austfonna in case of a warmer and moister climate. One may argue that
the precipitation perturbation of 20% is conservative, since Austfonna is known to
have a 100 % variability in the accumulation rate within a few years. However,
The IPCC have predicted ∼20% precipitation increase in the region within 2100.
Making future predictions of Austfonna’s mass balance are difficult. Changing the
climate would also change the thermal regime and thereby melt water retention.
Even if this study indicate that removal of the initial firn, decreased the mass
balance, low laying ice caps in the vicinity of Austfonna seems to be healthy
despite no presence of firn (Jonsson 1982). In addition to the surface mass balance
regime, a changing climate is likely to affect the ice dynamic and calving rates.
Coupling a full SEB-model, like the one in this study, to a climate model is difficult
due to the high demands of input data. For such purpose a simpler degree day
model is more suitable, but these models have a great weakness as they are tuned
by the degree day factor (DDF). The SEB model used in this study could have
been used to calculate spatial and temporal varying degree day factors, similar
to van den Broeke, Bus, Ettema & Smeets (2010). Realistic DDFs would be
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necessary for simulating future mass balance, but such mass balance predictions
should include the dynamics of the glaciers as emphasized by Hagen, Eiken, Kohler
& Melvold (2005).
7.4 Model uncertainty and Sensitiviy
Since the model performance is tuned according to observations uncertainties in
the model are limited by the input and calibration data. In addition to the un-
certainties of the input and calibration data, the approximation and numerical
computation introduce additional errors. The overall uncertainty of the model has
not been quantified, since such estimate would to a large degree have been based on
subjective opinions. However, this section will discuss uncertainties of the model
input and calibration data as well as the theoretical and practical uncertainties
connected to the model.
7.4.1 Accuracy of model input data
Climate data
The uncertainties of the measured temperature, wind, humidity, and incoming
short and long wave radiation is given in table 5.2. Especially uncertainties of the
temperature and radiation measurements have the potential to impact the calcu-
lated mass balance significantly. The climate sensitivity of section 6.5.2 showed
that the model was very sensitive for 1 degree change in air temperatures. The
±0.2 ◦C instrument uncertainty of the air temperatures gives approximately ±10
[cm w.eq.] in the overall mass balance. The sensitivity of the model mass bal-
ance caused by erroneous radiation measurements have not been tested. If the net
radiation was wrong by ±10% this would changed the energy available for melt
with more that ±15 %. Instrument uncertainties in the wind and humidity would
impact the calculated mass balance through the turbulent fluxes.
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The mast which the sensors were attached to was resting on top of the ice. During
the melt season, the sensor-surface distance may have varied, if snow accumulated
or the mast melted into the ice. As we have seen from the sensitivity analysis
section 6.5, the calculated mass balance through the turbulent fluxes vary with
what height wind, temperature and humidity were measured. The modeled mass
balance was increased or decreased of about 4 cm if the sensor height was raised
or lowered 0.5 m respectively. The distance between the sensors and surface are
believed to be quite close to 2 m during the middle of the melt season when most
of the melt occurred. Though the sensor-surface distance may have been less than
2m during snow fall in the beginning of the melt season and during superimposed
ice formation in the end of the season.
If the mast was tilted, the measured radiation fluxes would be wrong. Even if
the mast was leveled horizontally when it was deployed it is likely that it became
somewhat tilted as the surface melted down. Assuming a sun altitude of 30 degrees
and a mast tilt of 5 degrees towards south, would the measured incoming solar
radiation at noon increase by cos(55)/cos(60)=14,7 %. However the daily mean
error by this effect would be smaller since the sensor would be tilted away from sun
other times of the day. Hence, the short wave radiation energy would be portion
more unevenly through the day, while the daily mean would not change that much.
No observation of mast tilt during the summer 2004 exists.
When the turbulent fluxes are calculated across Austfonna were the humidity
and wind spatially constant, where as the temperature was extrapolated by a
constant laps rate. The temperature, humidity and wind field are probably not
spatially constant at Austfonna. Atmospheric transmissivity of solar radiation
was also assumed to be spatially constant along with the potential incoming long
wave radiation. These factors are causing large uncertainties in the calculated
radiation and turbulent fluxes far away from the AWS. Several AWS’s measuring
temperature, wind, humidity and radiation fluxes would be needed along with
climate models for adapting reasonable fields of these quantities to estimate the
SEB fluxes properly all over Austfonna. In this way it would be possible to have
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spatial and temporal varying fields of these quantities, making et possible for
instance to have different laps rate depending on the weather situation. Including
spatial varying cloudcover would improve calculations of both the radiation and
turbulent fluxes.
The precipitation used as model input did to some degree incorporate the possible
improvements mentioned above. ERA40 reanalysis data at the AWS was used as
model input, while spatial extrapolation were performed by a index map derived
from 40 years summer mean precipitation pattern at Nordaustlandet. The spatial
extrapolation of precipitation was normalized so that the precipitation at the AWS
equaled the actual precipitation from the ERA40 data. Making the spatial pattern
temporal varying would have been more accurate so that the precipitation would
follow the natural processes more naturally. Precipitation pattern depending on
low pressure trajectories etc. would have been a significant improvement. Com-
paring measured and model albedos in figure 6.7 indicate that the timing of the
ERA40-precipitation and the actual precipitation have some disagreements. The
amount of precipitation during summer 2004 seems to be underestimated by com-
paring the surface elevation changes in figure 6.23(a). Both timing and amount is
important for the albedo, but solid precipitation contributes directly to the mass
balance.
Snow, firn and subsurface properties
The climate sensitivity section 6.5.2, showed the importance of firn and initial snow
cover to the calculated mass balance. The initial firn extent was adapted to fit
current knowledge. Around the summit was probably the accuracy of the firn best,
as the densities of GPR-profiles were highest here. However, no ground truthing
exist from Palanderisen and Vegafonna and uncertainties are accordingly higher
here. The modeled firn extent were some what smaller at Palanderisen and towards
Sørdomen than the one mapped by Malnes et al. (2009) from SAR images. No firn
was found at Vegafonna in SAR-derived glacier facies, and therefore were there no
firn at Vegafonna in the model input either. However, no ground truthing exist
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outside the main summit. Russian investigators in the end of the 80s found a low
snow line at Leighbreen and considerable summer snow areas on both Vegafonna
and Palenderisen (Zogorodnov et al. 1989). Remarkable low firn line at Leighbreen
was also observed in the 1930s by Glen (1939). These earlier observations are
necessarily not representative and no firn initial firn was added on Vegafonna for
example. Despite of any firn, Vegafonna could be in healty state without any
firn as observed at Storøyjøkulen, but ground truthing are necessary to verify such
statements. The firn extent used as model input covered about 20 % of Austfonna,
which is fairly low. Small firn extent may be seen in connection to the major mass
balance contribution by refreezing in the superimposed ice zone, as pointed out in
previous sections. The modeled mass balance in this study has a clear correlation
with the firn, due to water retention in the cold firn. Accurate firn extent maps
are necessary to calculate correct water retention and mass balance.
Both the firn extent and initial snow cover were important for calculate short wave
radiation and thereby the calculated mass balance. Like the firn, the initial snow
cover affects water retention in the beginning of the melt season. The quality of the
initial snow cover was fairly good compared to the stake measurements (correlation
r=0.87), while it had r=0.83 compared to all GPR-observation Taurisano et al.
(2007). In addition, the initial snow cover equaled the winter mass balance (bw),
so that an erroneous snow cover affected both bw and bs.
The initial density of the firn and snow are important for the calculations of con-
ductivity and water percolation. Used snow densities are probably quite good,
since the winter snow pack at Austfonna is quite homogeneous and consist of wind
crossed snow. Snow pits dug spring 2004 had all similar densities and the mean of
all measurements which were used for the initial snow is probably representative
for all of Austfonna.
Far less is known about the firn density. The initial firn densities used in the
model are probably too low, see figure 5.6.2. Shallow ice cores by Pinglot et al.
(2001) showed that both firn depth and densities with depths varied quite a lot
around the summit. It is hard to verify how poor the used densities are since few
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measurements exits. Too low firn densities affect SEB and SMB trough energy
transport by conduction and percolation but also affect water retention.
Little is known about the thermal regime of Austfonna. The initial subsurface
temperatures are therefore based on qualified guesses adapted so that temperature
observation at Etonbreen, Hartogbukta and at the summit was reproduced. The
thermal regime looks reasonable as it takes the effect of firn heating and insulating
effect of the winter snow into consideration. However, the sensitivity analysis
showed that modeled SEB and SMB seem to be more dependent of parameters
connected runoff rather than snow and ice temperatures.
Terrain data
As already pointed out in section 5.2 the quality of the used DEM is poor. The
DEM have a systematical error as the surface is 50 m too low over most of Aus-
tfonna, in addition to some features caused by interpolating of contours at the
sides of Austfonna. An erroneous DEM would also lead to errors in the calculated
slope, aspect and sky view. Errors in the terrain parameters used as model in-
put affects all the calculated SEB fluxes. The terrain parameters were used for
shading and radiation calculations, extrapolating of air temperature (laps rate),
precipitation pattern and initial firn extent. All the errors caused by the erroneous
DEM are probably small but does certainly introduce uncertainties in the modeled
mass balance. Due to the coarse resolution of the used DEM some of the glacier
margin was not included in the model. Since the glacier margin in general have
very negative mass balance which lead to an overestimation of the mass balance.
Fortunately a new DEM is under construction.
7.4.2 Accuracy of calibration and validation data
The model has been calibrated by mass balance derived from stakes, measured
surface elevation changes and measured reflected short wave radiation. The ac-
curacy of the latter was described above, while the two former will be described
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here. All available data have been used to calibrate the model. This means that
no independent data set exist to validate model performance, except of estimated
mass balance by other studies/methods.
It is mostly the stake mass balance measurements which have been used to calib-
rate the model. The uncertainty of stake measurements are depending on several
factors, but quantifying the accuracy is hard and are often based on subjective
estimates (Kjøllmoen 2010). Stake measurements by it self are probably quit ac-
curate, unless the stake is not tilted or loose so it can move relative to the ice.
The model have calculated mass balances at 1 km2 grids and how representative
the stake measurements are for that area is important. According to Braithwaite
(2009) the ablation may differ up to 15 % of the total ablation within a few meters
of the stake, also called differential melt (Rolstad & Oerlemans 2005). Due to the
smooth surface at most of Austfonna the stakes are probably quite representative
for a one square kilometer. The uncertainties in the measured surface elevation
changes are small and of little importance for the overall uncertainty.
7.4.3 Approximations to fluxes in the SEB.
The uncertainties connected approximations to the SEB fluxes are probably dom-
inate by three factors: the albedo parameterization, the roughness lengths and
the runoff parameterization. These three factors are important for calculations of
the short wave radiation flux, sensible heat flux and the ground flux respectively,
which controlled the SEB summer 2004.
The modeled albedo at the AWS was under control, since it could be compared
with measurements at the site. Moving away from the AWS, no information have
been used to validate the albedo. Satellite images like MODIS should have been
used to compare modeled and observed snow line retreat.
In many SEB studies are the major uncertainties caused by the roughness lengths
scaling the turbulent fluxes. Often, the tuning parameters for the turbulent fluxes
are found by closing the SEB equation 3.2, so that the melt equals the actual
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measured mass balance at the same location (Oerlemans 2000). In these cases
are the ground flux QG ignored so that all the other components of the SEB can
be measured directly, except of the turbulent fluxes. As we have seen the QG
can not be neglected at Austfonna. Thus, we can’t find the turbulent fluxes by
solving SEB equation 3.2 with respect to the turbulent fluxes, since QG also is
unknown. It would be possible to retrieve the ground flux separately by studying
temperature changes in the subsurface layers. Loe (2005) estimated the effect of the
ground flux by studying the change of cold content from subsurface temperatures
measured through the melt season at the AWS. However, this method requires
continues temperature and density profiles. The uppermost temperature sensors
were laying between 0-1 m below the surface, which mean that snow and near
surface temperatures must be found by extrapolating. In addition, melt water
percolation and refreezing makes the temperature and density profiles non-linear
and hard to extrapolate.
Searching the literature for proper surface roughness lengths are perhaps not bet-
ter, as values the for aerodynamic roughness length (zo) differs with several orders
of magnitude (Hock 1998). Braithwaite (2009) gives an overview of estimated
scales for turbulent fluxes from several studies at other Arctic glaciers. The ef-
fective roughness lengths for SH given in Braithwaite (2009) were typically in the
range 1-3 mm. Other studies of SEB studies have applied zo 2.7 mm Reijmer
& Hock (2008), zo ice=0.75 mm zo snow=0.13 mm Andreassen et al. (2008), and
zo ice=6.6 mm zosnow=2.2 mm Arnold et al. (2006). Even if Braithwaite (2009)
could not find a trend in zo through the melt season it is not uncommon to oper-
ate with different values for snow and ice. Loe (2005) applied a drag coefficient of
3.5×10−3, which equals an effective roughness length of 2 mm according to Braith-
waite (2009) z0,eff -CH logarithmic relationship.. The effective roughness lengths
in this study were about 0.5 mm, which equals a transfer coefficient of 2.5 ×10−3.
Therefore were the roughness lengths in this study in the lower range, compare
to other studies. Though it must be said that it is hard to compare roughness
lengths and drag coefficients between studies, since the turbulent fluxes usually
are calculated by different methods. This study used an aerodynamic roughness
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length of 2.4 mm, for both snow and ice while the roughness length for sensible
heat was calculated after Andreas (1987) The roughness length of water vapor was
set equal the one of sensible heat. Comparison of the modeled and measured sur-
face elevation change at AWS1 showed that the melting was too slow. This may
indicate that the turbulent fluxes were too low because of small roughness length.
On the other hand, could this observed difference be caused by a too negative
ground flux.
Exploring the quality of the runoff parameterization was not possible, except the
general impact on the mass balance. The routine seems to produce reasonable
results, both in the accumulation and ablation area. The sensitivity analysis in
section 6.5 showed using parameters used in other studies had a significant impact
on the modeled mass balance.
The modeled fluxes seem to be reasonable most of the time. However, the surface
temperature formulation caused some strange features a few days in September
when the air temperature dropped below zero. The model does actually produce
melt some of these days, even if the air temperature remained below zero. Due to
refreezing the ground flux was very positive and the calculated surface temperature
was at the melting point. The turbulent fluxes and long wave radiation are not
negative enough to compensate for the positive ground flux and melt is produced.
Melt beneath the surface could occur in nature in case of large amount of trapped
water. However, it is more likely that the crude surface temperature approximation
is not capable of producing reasonable values under such conditions.
7.4.4 Numerical errors
Numerical uncertainties are caused by model instabilities and loss of precision
under mathematical calculations. Where the former is an issue for the snow model
and the latter occur in both models. As the coupled model performs trillions of
mathematical calculations loss of precision can be a problem. Subtraction of two
almost equal numbers may introduce numerical errors or loss of precision. Avoiding
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subtraction is obviously impossible, but the loss of precision was probably not a
problem as the model results are depending on only a few significant digits. Many
of the variables in the model were calculated with single precision while the most
important ones were calculated with double precision. Floating point numbers
with single precision have about 7 significant digits while double precision has 15
significant digits (Hjort-Jensen 2010).
The snow model was checked for unstable solution by varying the temporal and
spatial resolution. As explained in section 4.3, a stable solution of the snowmodel
is bounded by a maximal temporal resolution given by equation 4.27, which are
visualized in figure 4.3 Errors associated with the mathematical approximation of
the thermodynamic equation 3.7 are thought to be negligible.
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Chapter 8
Conclusion
8.1 Concluding remarks
A coupled surface energy balance and snow model has calculated the surface mass
balance on the grid of a 1000m resolution DEM covering Austfonna ice cap..
The model incorporated refreezing, melt water retention, and was forced by in-
situ hourly meteorological measurements and by precipitation data from ERA-40
reanalysis. Initial snow cover, firn, snow and ice temperatures and densities were
based on in-situ observations and remote sensed data.
The overall model results are in good agreement with measured surface elevation
changes from a sonic ranger, ice temperatures and a correlation of r=0.84 was
obtained comparing the modeled and measured mass balance at 16 stakes. Mass
balance was modeled through the 2004 melt season, with an area average summer
mass balance of -80 [cm w.eq] which equals -6.3 [km3 w.eq.]. The 2003-04 winter
mass balance was derived from the initial snow cover of 39 [cm w.eq] or 3.1 [km3
w.eq.]. The modeled net mass balance 2003-04 was -41 [cm w.eq] or -3.3 [km3
w.eq.] contributing ∼0.01 mm to sea level rise over this one year. Despite of a
230 km long calving margin, 72 % of the mass loss 2003-04 was due to surface
ablation, with ice berg flux after Dowdeswell et al. (2008).
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Even if the modeled mass balance during 2003-04 was very negative, other mass
balance records at Svalbard indicate that this year was very negative for most
glaciers. Therefore, the obtained mean ELA of 635m and AAR of 15 % in this
study is higher and lower respectively, than what one may expect in a normal year
at Austfonna. The mass balance was in general more negative in the north western
basins than in the south eastern.
Spatial variations of the modeled surface ablation at Austfonna were controlled by
the initial snow cover thickness and firn extent via the effects of albedo and melt
water retention. The endurance of the snow cover or firn are important for the
albedo, due to the much lower albedo of ice. Snow and firn are also important for
melt water retention, since laterally runoff is slower in firn and snow compared to
bare ice. Lower temperatures at higher elevations did also cause some variations
in the modeled ablation. Solar radiation and sensible heat contributed 86% and
14% respectively to the energy available for melting snow and ice at the surface
during the summer 2004. Long wave radiation and the ground flux were two major
energy sinks, while the latent energy was slightly negative during the model run,
indicating sublimation.
Refreezing and melt water retention seems to be in the same order or even more
important for the accumulation than the actual winter accumulation. The model
indicated that refreezing was important all over the ice cap, also below the super
imposed ice zone between the ELA and the firn line. Cold subsurface layers,
winter and summer snow, firn extent and the low surface slopes were identified as
important factors for the high water retention rate at Austfonna. Especially in the
firn area, most of the melt and rain water seemed to be retained, and very little
runoff was predicted by the model.
The modeled mass balance was sensitive for all tuning parameters connected to the
albedo, but also runoff parameters and scaling parameter for the turbulent fluxes.
When perturbations to the 2004 air temperatures and precipitation were applied,
the model indicated a very high temperature sensitivity. Climate perturbations to
the meteorological data during summer 2004 indicated an increased specific surface
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mass loss of∼0.5 [mK−1] or∼4 [km3K−1]. Using the climate scenarios generated by
IPCC (2007) indicate that increased precipitation is not sufficient to compensate
the increased mass loss in a warmer climate. However, climate predictions based on
1 year record of climate scenario simulations can not be considered as reliable. In
addition, a different climate would likely change the thermal regime and refreezing
processes, but perhaps more importantly the ice dynamics.
8.2 Further work
This model seems to produce reliable results and has indicated the importance
of different climatic factors. However, better calibration of the model requires
more data for validation. Spatial distribution of temperature, humidity, wind and
cloud cover (atmospheric transmissivity) used in the model are probably one of
the major weaknesses in this study. Especially along the Southern and Eastern
coast, the errors caused by these meteorological are factors probably significant.
Several AWS’s measuring temperature, wind, humidity and radiation fluxes would
be needed, along with climate models for adapting reasonable fields of these quant-
ities.
Melt water routing would also have improved the model, since the surface hydro-
logy used in this study was fairly simple. When runoff was produced in a grid cell,
it was considered as ablation immediately, instead of draining to the down slope
grid cell. At the cold and smooth glacier surface of Austfonna, most water prob-
ably flow supra glacially and may therefore potentially refreeze and melt several
times before it leaves the glacier.
Meteorological data for five more season exists, and a six year long SEB and SMB
recorded would have been very valuable, since few distributed SEB studies at cold
glaciers with substantial surface melt exist. Results in this study can by used for
calculating degree day factors, like van den Broeke et al. (2010). This again, could
further be used for calibrating a degree day model simulating future mass balance
of Austfonna.
144 CHAPTER 8. CONCLUSION
Bibliography
Ahlmann, H., Rosenbaum, L., Eriksson, B., Ångstrom, A. & Ekman Fjeldstad,
J. (1933), ‘Scientific results of the swedish-norwegian arctic expedition in the
summer of 1931’, Geografiska Annaler 15, 1–348.
Andreas, E. (1987), ‘A theory for the scalar roughness and the scalar transfer
coefficients over snow and sea ice’, Boundary-Layer Meteorology 38, 159–184.
Andreassen, L. M., Van den Broeke, M. R., Giesen, R. H. & Oerlemans, J. (2008),
‘A 5 year record of surface energy and mass balance from the ablation zone
of storbreen, norway’, Journal of Glaciology 54(185), 245–258.
Arendt, A. (1999), ‘Approaches to modelling the surface albedo of a high Arctic
glacier’, Geografiska Annaler Series A-Physical Geography 81A(4), 477–487.
Arnold, N., Rees, W., Hodson, A. & Kohler, J. (2006), ‘Topographic controls on the
surface energy balance of a high Arctic valley glacier’, Journal of Geophysical
Research-Earth Surface 111(F2).
Bahr, D., Dyurgerov, M. & Meier, M. (2009), ‘Sea-level rise from glaciers and ice
caps: A lower bound’, Geophys. Res. Lett. 36(3).
Bamber, J. L., Krabill, W., Raper, V., Dowdeswell, J. A. & Oerlemans, J. (2005),
‘Elevation changes measured on svalbard glaciers and ice caps from airborne
laser data’, 42, 202–208.
Barrie (1986), ‘Arctic air pollution - an verview of current knowledge’, Atmospheric
Enviroment 20(4), 643–663.
145
146 BIBLIOGRAPHY
Beljaars, A. & Holtslag, A. (1991), ‘Flux Parameterization Over Land Surfaces
For Atmospheric Models’, Journal Of Applied Meteorology 30(3), 327–341.
Benn, D. & Evans, D. (1998), Glaciers and Glaciation, 2nd edn, Hodder Arnold,
London.
Bevan, S. (2006), The spatial distribution of mass balance on Austfonna in Sval-
bard determined using satellite radar interferometry, PhD thesis, School of
the Environment and Society University of Wales Swansea.
Bevan, S., Luckman, A., Murray, T., Sykes, H. & Kohler, J. (2007), ‘Positive mass
balance during the late 20th century on Austfonna, Svalbard, revealed using
satellite radar interferometry’, 46, 117–122.
Binney, F. G. (1925), ‘The oxford university arctic expedition, 1924’, The Geo-
graphical Journal 66(1), 9–40.
Bougamont, M. & Bamber, J. (2005), ‘A surface mass balance model for the
Greenland ice sheet’, Journal Of Geophysical Research-Earth Surface 110.
Braithwaite, R. J. (2009), ‘Calculation of sensible-heat flux over a melting ice
surface using simple climate data and daily measurements of ablation’, Annals
of Glaciology 50, 9–15(7).
Brandt, O., Kohler, J. & Luthje, M. (2008), ‘Spatial mapping of multi-year su-
perimposed ice on the glacier kongsvegen, svalbard’, Journal of Glaciology
54, 73–80(8).
Braun, M. & Hock, R. (2004), ‘Spatially distributed surface energy balance and
ablation modelling on the ice cap of king george island (antarctica)’, Global
and Planetary Change 42(1-4), 45–58.
Brock, B. W., Willis, I. C. & Sharp, M. J. (2000), ‘Measurement and parameter-
ization of albedo variations at haut glacier d’arolla, switzerland’, Journal of
Glaciology 46(155), 675–688.
BIBLIOGRAPHY 147
Cazenave, A., Lombard, A. & Llovel, W. (2008), ‘Present-day sea level rise: A
synthesis’, Comptes Rendus Geosciences 340(11), 761 – 770.
Colbeck, S. (1978), ‘Physical principles of water flow through snow’, Advances in
Hydroscience 11, 165–206.
Colbeck, S. (1997), A review of sintering in seasonal snow, Technical report, US
Army Corps of Engineers, Cold Regions Research and Engineering Laborat-
ory.
Coleou, C. & Lesaffre, B. (1998), ‘Irreducible water saturation in snow: experi-
mental results in a cold laboratory’, 26, 64–68.
Dingham, L. (2002), Physical Hydrology, 2nd edn, Prentice hall.
Dowdeswell, J. A. (1986), ‘Drainage-basins characteristics of nordaustlandet ice
caps, svalbard’, Journal of Glaciology 32(110).
Dowdeswell, J. A., Benham, T. J., Strozzi, T. & Hagen, J. O. (2008), ‘Iceberg calv-
ing flux and mass balance of the austfonna ice cap on nordaustlandet, sval-
bard’, Journal of Geophysical Research-Earth Surface 113(F3). Dowdeswell,
J. A. Benham, T. J. Strozzi, T. Hagen, J. O.
Dowdeswell, J. A. & Cooper, A. P. R. (1986), ‘Digital mapping in polar regions
from landsat photographic products: a case study’, Annals of Glaciology
(8), 47–50.
Dowdeswell, J. A. & Drewr, D. J. (1989), ‘The dynamics of ausfonna
nordaustlandet svalbard: surface velocities: mass balance and subglacial melt
water’, Annals of Glaciology (12), 37–45.
Dowdeswell, J. A. & Drewry, D. (1985), ‘Places and names on the nordaustlandet
ice caps svalbard’, Polar Record 140.
Dowdeswell, J. A., Drewry, D. J., Cooper, A. P. R. & Gorman, M. R. (1986),
‘Digital mapping of the nordaustlandet ice caps from airborne geophysical
investigations’, Annals of Glaciology (8), 51–58.
148 BIBLIOGRAPHY
Dowdeswell, J. A., Hogan, K. A., Evans, J., Noormets, R., Cofaigh, C. O. &
Ottesen, D. (2010), ‘Past ice-sheet flow east of Svalbard inferred from stream-
lined subglacial landforms’, Geology 38(2), 163–166.
Dunse, T., Greve, R., Schuler, T. & Hagen, J. (Subm.), ‘Permanent fast flow vs
cyclic surge behaior: numerical simulations of the austfonna ica cap, svalbard’,
Journal of Glaciology 0(0), 0.
Dunse, T., Schuler, T., Hagen, J., Eiken, T., Brandt, O. & Hogda, K. A. (2009),
‘Recent fluctuations in the extent of the firn area of austfonna, svalbard,
inferred from gpr’, Annals of Glaciology 50, 155–162(8).
Elvevold, S., Dallmann, W. & Blomeier, D. (2007), Svalbards Geologi, Norsk po-
larinstitutt.
Fierz, C., Pluss, C. & Martin, E. (1997), ‘Modelling the snow cover in a complex
alpine topography’, Annals of Glaciology 25, 312–316.
Finkelnburg, R. (Pers.com). Oslo IPY Conferance, 2010.
Førland, E., Hanssen-Bauer, I. & Nordli, (˙1997), ‘Climate statistics and long-term
series of temperature and precipitation at svalbard and jan mayen.’, Klima
27. DNMI report, Norwegian Meteorological Institute, Oslo.
Førland, E. J. & Hanssen-Bauer, I. (2000), ‘Increased precipitation in the norwe-
gian arctic: True or false?’, Climatic Change 46(4).
Garnier, B. & Ohmura, A. (1968), ‘A method of calculating the diract shortwave
radiation income on slopes’, J. Appl. Meteorol. 7, 796–800.
Giesen, R. H., van den Broeke, M. R., Oerlemans, J. & Andreassen, L. M. (2008),
‘Surface energy balance in the ablation zone of midtdalsbreen, a glacier in
southern norway: Interannual variability and the effect of clouds’, Journal of
Geophysical Research-Atmospheres 113(D21).
Glen, A. (1939), ‘The glaciology of north east land’, Geografiska Annaler 21, 1–38.
BIBLIOGRAPHY 149
Greuell, W. & Konzelmann, T. (1994), ‘Numerical modeling of the energy-balance
and the englacial temperature of the greenland ice-sheet - calculations for the
eth-camp location (west greenland, 1155m asl)’, Global and Planetary Change
9(1-2), 91–114.
Hagen, J., Eiken, T., Kohler, J. & Melvold, K. (2005), ‘Geometry changes on
svalbard glaciers: mass-balance response or dynamic response?’, Annals of
Glaciology 42, 255–261.
Hagen, J., Kohler, J., Melvold, K. & Winther, J. (2003), ‘Glaciers in svalbard:
mass balance, runoff and freshwater flux’, Polar Research 22(2), 145–159.
Hagen, J., Melvold, K., Pinglot, F. & Dowdeswell, J. (2003), ‘On the net mass
balance of the glaciers and ice caps in svalbard,norwegian arctic’, Arctic,
Antarctic, and Alpine Research 35(2), 264–270.
Hartmann, D. (1994), Global Physical Climatology, Academic Press.
Herron, M. & Langway, J. C. (1980), ‘Firn densification: an empirical model’,
Journal of Glaciology 25, 373–385.
Hjort-Jensen, M. (2010), Computational physics. University of Oslo.
Hock, R. (1998), Modelling of glacier melt and discharge, Phd thesis, Zurich.
Hock, R. (2003), ‘Temperature index melt modelling in mountain areas’, Journal
of Hydrology 282(1-4), 104–115.
Hock, R. (2005), ‘Glacier melt: a review of processes and their modelling’, Progress
in Physical Geography 29(3), 362–391.
Hock, R. & Holmgren, B. (2005), ‘A distributed surface energy-balance model for
complex topography and its application to storglaciaren, sweden’, Journal of
Glaciology 51(172), 25–36.
Hock, R. & Tijm-Reijmer, C. (2007), A Mass-Balance, Glacier Runoff and Multi-
Layer Snow Model. Program Documentation and Users Manual.
150 BIBLIOGRAPHY
Hooke, R. L. (2005), Principels of glacier mechanics, 2 edn, Cambridge University
Press.
Hurrell, J. W. (1995), ‘Decadal trends in the north atlantic oscillation: Regional
temperatures and precipitation.’, Science 269, 676–679.
Iizuka, Y., Igarashi, M., Kamiyama, K., Motoyama, H. & Watanabe, O. (2002),
‘Ratios of mg2+/na+ in snowpack and an ice core at austfonna ice cap, sval-
bard, as an indicator of seasonal melting’, Journal of Glaciology 48(162), 452–
460.
IPCC (2007), Climate change 2007: Synthesis report. ipcc, fourth assessment re-
port (ar4), Technical report, IPCC, Interngovernmental Panel on Climate
Change, Geneva, Switzerland. pp 104. main authors, Pachauri, R.K. and
Reisinger, A.
Isaksson, E., Divine, D., Kohler, J., Martma, T., Pohjola, V., Motoyama, H. &
Watanabe, O. (2005), ‘Climate oscillations as recorded in svalbard ice core
delta o-18 records between ad 1200 and 1997’, Geografiska Annaler Series
a-Physical Geography 87A(1), 203–214.
Jonsell, U., Hock, R. & Holmgren, B. (2003), ‘Spatial and temporal variations in
albedo on storglaciaren, sweden’, Journal of Glaciology 49(164), 59–68.
Jonsson, S. (1982), ‘On the present glaciation of storøya, svalbard’, Geografiske
Annaler 64(1), 53–79.
Kattsov, V. & Walsh, J. (2000), ‘Twentieth-century trends of arctic precipitation
from observational data and a climate model simulation’, Journal Of Climate
13(8), 1362–1370.
Kjøllmoen, B. (2010), ‘Glaciological investigations in norway in 2009’. Norwegian
Water Resources and Energy Directorate (NVE).
Kohler, J., James, T. D., Murray, T., Nuth, C., Brandt, O., Barrand, N. E.,
Aas, H. F. & Luckman, A. (2007), ‘Acceleration in thinning rate on western
svalbard glaciers’, Geophys. Res. Lett. 34(18).
BIBLIOGRAPHY 151
Kondratyev, K. Y. (1969), Radiation in the atmosphere, Academic Press, New
York.
Konig, M., Wadham, J., Winther, J., Kohler, J. & Nuttall, A. (2002), ‘Detection of
superimposed ice on the glaciers kongsvegen and midre lovenbreen, svalbard,
using sar satellite imagery’, Annals of Glaciology 34, 335–342(8).
Konzelmann, T., Vandewal, R., Greuell, W., Bintanja, R., Henneken, E. & Abeou-
chi, A. (1994), ‘Parameterization Of Global And Longwave Incoming Ra-
diation For The Greenland Ice-Sheet’, Global And Planetary Change 9(1-
2), 143–164.
Kotlyakov, V., Arkhipov, S., Henderson, K. & Nagornov, O. (2004), ‘Deep drilling
of glaciers in Eurasian Arctic as a source of paleoclimatic records’, Quaternary
Science Reviews 23(11-13), 1371–1390.
Lefauconnier, B. & Hagen, J. O. (1991), ‘Surging and calving glaciers in eastern
svalbard’, Norwegian Polar Institute, meddelelser 116, 130.
Li, J. & Zwally, H. (2004), ‘Modeling the density variation in the shallow firn
layer’, Annals of Glaciology 38, 309–313(5).
Liestøl, O. (2000), Glaciology, Upub, Oslo.
Loe, E. (2005), Energi- og massebalanse på Etonbreen, En studie av kuldemagas-
inets påvirkning på massebalansen på en del av Austfonna, Svalbard, Master
thesis, University of Oslo.
Macheret, Y. & Vasilenko, Y. (1988), ‘Peculiarities of internal structure and regime
of glaciers on nordaustlandet by airborne radio echo-sounding data’,Materialy
Glyatsiologicheskikh Issledovaniy/ Data of Glaciological studies (in Russian)
(62), 44–56.
Malnes, E., Høgda, K., Storvold, R., Lauknes, I., Haarpaintner, J. & Johansen,
B. (2009), Kartlegging av snø og is på svalbard med satellitt og uav, NGF
Årsmøte Geilo.
152 BIBLIOGRAPHY
Meier, M. F., Dyurgerov, M. B., Rick, U. K., O’Neel, S., Pfeffer, W. T., Anderson,
R. S., Anderson, S. P. & Glazovsky, A. F. (2007), ‘Glaciers dominate eustatic
sea-level rise in the 21st century’, Science 317(5841), 1064–1067.
Moholdt, G., Hagen, J. O., Eiken, T. & Schuler, T. V. (2010), ‘Geometric changes
and mass balance of the austfonna ice cap, svalbard’, Cryosphere 4(1), 21–34.
Moholdt, G., Nuth, C., Hagen, J. & Kohler, J. (2010), ‘Recent elevation changes of
Svalbard glaciers derived from ICESat laser altimetry’, REMOTE SENSING
OF ENVIRONMENT 114(11), 2756–2767.
Morris, E. M. (1989), ‘Turbulent transfer over snow and ice’, Journal of Hydrology
105(3-4), 205–223.
Munro, D. (1990), ‘Comparison Of Melt Energy Computations And Ablato-
meter Measurements On Melting Ice And Snow’, Arctic And Alpine Research
22(2), 153–162.
Nagornov, O., Konovalov, Y. & Tchijov, V. (2005), ‘Reconstruction of past temper-
atures for Arctic glaciers subjected to intense subsurface melting’, 40, 61–66.
Nagornov, O., Konovalov, Y. & V., T. (2006), ‘Temperature reconstruction for arc-
tic glaciers’, Palaeogeography, Palaeoclimatology, Palaeoecology 236(1-2), 125
– 134.
Nuth, C., Kohler, J.and Aas, H., Brandt, O. & Hagen, J. (2007), ‘Glacier geometry
and elevation changes on svalbard (193690): a baseline dataset’, Annals of
Glaciology 46, 106–116(11).
Oerlemans, J. (2000), ‘Analysis of a 3 year meteorological record from the ablation
zone of Morteratschgletscher, Switzerland: energy and mass balance’, Journal
Of Glaciology 46(155), 571–579.
Oerlemans, J. (2001), Glaciers and climate change, A.A. Balkema publisher,
Nederland.
BIBLIOGRAPHY 153
Oerlemans, J. & Knap, W. (1998), ‘A 1 year record of global radiation and al-
bedo in the ablation zone of Morteratschgletscher, Switzerland’, Journal Of
Glaciology 44(147), 231–238.
Ohmura, A. (2001), ‘Physical basis for the temperature-based melt-index method’,
Journal of Applied Meteorology 40(4), 753–761.
Ohta, T. (1994), ‘A distributed snowmelt prediction model in mountain areas
based on an energy balance method’, Annals of Glaciology 19, 107–113.
Panovksy, H. & Dutton, J. (1984), Atmospheric turbulence, models and methods
for engineering applications., New York (US): Wiley International.
Paterson, W. S. (1994), The Physics og Glaciers, 3 edn, Butterworth-Heinemann.
Pfirman, S. & A., S. (1989), ‘Subglacial meltwater discharge in the open-marine
tidewater glacier environment: Observations from nordaustlandet, svalbard
archipelago’, Marine Geology 86(4), 265 – 281.
Pinglot, J. F., Hagen, J. O., Melvold, K., Eiken, T. & Vincent, C. (2001), ‘A mean
net accumulation pattern derived from radioactive layers and radar soundings
on austfonna, nordaustlandet, svalbard’, Journal of Glaciology 47(159), 555–
566.
Pluss, C. & Ohmura, A. (1997), ‘Longwave radiation on snow-covered mountainous
surfaces’, Journal Of Applied Meteorology 36(6), 818–824.
Raper, V., Bamber, J. & Krabill, W. (2005), Interpretation of the anomalous
growth of Austfonna, Svalbard, a large Arctic ice cap, in Dowdeswell, J and
Willis, IC, ed., ‘ANNALS OF GLACIOLOGY, VOL 42, 2005’, Vol. 42 of
Annals Of Glaciology, pp. 373–379.
Reeh, N. (1991), ‘Parameterization of melt rate and surface temperature on the
greenland ice sheet.’, Polarforschung 59(3), 113–128.
Reijmer, C. H. & Hock, R. (2008), ‘Internal accumulation on storglacidren, sweden,
in a multi-layer snow model coupled to a distributed energy- and mass-balance
154 BIBLIOGRAPHY
model’, Journal of Glaciology 54(184), 61–72. Reijmer, Carleen H. Hock,
Regine.
Rogers, J., Yang, L. & Li, L. (2005), ‘The role of fram strait winter cyclones on
sea ice flux and on spitsbergen air temperatures’, Geophys. Res. Lett. 32.
Rolstad, C. & Oerlemans, J. (2005), ‘The residual method for determination of
the turbulent exchange coefficient applied to automatic weather station data
from iceland, switzerland and west greenland’, Annals of Glaciology 42, 367–
372(6).
Schneider, T. & Jansson, P. (2004), ‘Internal accumulation in firn and its signi-
ficance for the mass balance of storglaciaren, sweden’, Journal of Glaciology
50(168), 25–34.
Schroeder, D. (2000), An introduction to Thermal Physics, Addison Wesley Long-
man.
Schuler, T., Dunse, T., Eiken, T., Hagen, J., Moholdt, G. & Nuth, C. (2010), A
surface mass balance history of austfonna, svalbard, derived from reanalysis
data, IPY-OSC, Lillestrøm.
Schuler, T. V., Crochet, P., Hock, R., Jackson, M., Barstad, I. & Johannesson,
T. (2008), ‘Distribution of snow accumulation on the svartisen ice cap, nor-
way, assessed by a model of orographic precipitation’, Hydrological Processes
22, 3998–4008.
Schuler, T. V., Loe, E., Taurisano, A., Eiken, T., Hagen, J. O. & Kohler, J. (2007),
‘Calibrating a surface mass-balance model for austfonna ice cap, svalbard’,
Annals of Glaciology 46, 241–248. Schuler, Thomas Vikhamar Loe, Even
Taurisano, Andrea Eiken, Trond Hagen, Jon Ove Kohler, Jack.
Schulla, J. (1997), Hydrologische Modellierung von Flussgebieten zur Abschatzung
der Folgen von Klimaanderungen, PhD thesis, Zurich.
BIBLIOGRAPHY 155
Schytt, V. (1964), ‘Scientific results of the swedish glaciological expedition to
nordaustlandet, spitsbergen, 1957 and 1958’, Geografiska Annaler 46(3), 242–
281.
Segal, M., Garratt, J. R., Pielke, R. A. & Ye, Z. (1991), ‘Scaling and numer-
ical model evaluation of snow-cover effects on the generation and modifica-
tion of daytime mesoscale circulations’, Journal of the Atmospheric Sciences
48(8), 1024–1042.
Sicart, J. E., Hock, R. & Six, D. (2008), ‘Glacier melt, air temperature, and
energy balance in different climates: The bolivian tropics, the french alps,
and northern sweden’, Journal of Geophysical Research-Atmospheres 113.
Sjoblom, A. (n.d.), Surface energy balance agf212 lecturenotes. UNIS.
Smith, R. B. & Barstad, I. (2004), ‘A linear theory of orographic precipitation’,
Journal of the Atmospheric Sciences 61, 1377–1391.
Steele, M., Ermold, W. & Zhang, J. (2008), ‘Arctic ocean surface warming trends
over the past 100 years’, Geophys. Res. Lett. 35.
Sturm, M., Holmgren, J., Konig, M. & Morris, K. (1997), ‘The thermal conduct-
ivity of seasonal snow’, Journal Of Glaciology 43(143), 26–41.
Svendsen, J., Alexanderson, H., Astakhov, V., Demidov, I., Dowdeswell, J., Fun-
der, S., Gataullin, V., Henriksen, M., Hjort, C., Houmark-Nielsen, M., Hub-
berten, H., Ingolfsson, O., Jakobsson, M., Kjaer, K., Larsen, E., Lokrantz,
H., Lunkka, J., Lysa, A., Mangerud, J., Matiouchkov, A., Murray, A., Moller,
P., Niessen, F., Nikolskaya, O., Polyak, L., Saarnisto, M., Siegert, C., Siegert,
M., Spielhagen, R. & Stein, R. (2004), ‘Late quaternary ice sheet history of
northern eurasia’, Quaternary Science Reviews 23(11-13), 1229–1271.
Taurisano, A., Schuler, T. V., Hagen, J. O., Eiken, T., Loe, E., Melvold, K. &
Kohler, J. (2007), ‘The distribution of snow accumulation across the aust-
fonna ice cap, svalbard: direct measurements and modelling’, Polar Research
156 BIBLIOGRAPHY
26(1), 7–13. Taurisano, Andrea Schuler, Thomas V. Hagen, Jon Ove Eiken,
Trond Loe, Even Melvold, Kjetil Kohler, Jack.
Taylor, J. R. (1997), An introduction to Error Analysis, 2nd edn, University Sci-
ence books.
UNEP, U. N. E. P. (2009), ‘Global glacier changes: facts and figures’, WGMS,
World glacier Monitoring Service . Foreword by Achim Steiner.
Unwin, B. & Wingham, D. (1997), Topography and dynamics of austfonna,
nordaustlandet, svalbard, from sar interferometry, in I. M. Whillans, ed., ‘An-
nals of Glaciology, Vol 24, 1997’, Vol. 24 of Annals of Glaciology, pp. 403–408.
International Symposium on Changing Glaciers Jun 24-27, 1996 Fjaerland,
norway.
van den Broeke, M., Bus, C., Ettema, J. & Smeets, P. (2010), ‘Temperature
thresholds for degree-day modelling of greenland ice sheet melt rates’, Geo-
physical Research Letters 37.
Van Den Broeke, M., Reijmer, C., Van As, D. & Boot, W. (2008), ‘Daily cycle of
the surface energy balance in antarctica and the influence of clouds’, Inter-
national Journal of Climatology 26.
Vinje, T. (2001), ‘Anomalies and trends of sea-ice extent and atmospheric circu-
lation in the nordic seas during the period 1864 to 1998’, Journal of Climate
14(3), 255–267.
Warren, S. G. & Wiscombe, W. J. (1980), ‘A model for the spectral albedo of
snow .2. snow containing atmospheric aerosols’, Journal of the Atmospheric
Sciences 37(12), 2734–2745.
Wedhams, P. (2000), Ice in the ocean, Gordon and Breach science publishers,
London.
Wiscombe, W. J. & Warren, S. G. (1980), ‘A model for the spectral albedo of snow
.1. pure snow’, Journal of the Atmospheric Sciences 37(12), 2712–2733.
BIBLIOGRAPHY 157
Wold, B. (1976), En glasiologisk undersøkelse av austre brøggerbre, spitsbergen.,
Master’s thesis, University of Oslo. Master thesis in Physical Geography.
Wright, A., Wadham, J., Siegert, M., Luckman, A. & Kohler, J. (2005), ‘Modelling
the impact of superimposed ice on the mass balance of an arctic glacier under
scenarios of future climate change’, Annals of Glaciology 42, 277–283(7).
Zogorodnov, V., Sinkevich, S. & Arkhipov, S. (1988), ‘Ice core express-analysis
for structure and thermal regime studies of austfonna’, Materialy Glyatsiolo-
gicheskikh Issledovaniy/ Data of Glaciological studies (in Russian) (66), 149–
158.
Zogorodnov, V., Sinkevich, S. & Arkhipov, S. (1989), ‘Hydrothermal regime of the
ice-divide area of austfonna, nordaustlandet’, Materialy Glyatsiologicheskikh
Issledovaniy/ Data of Glaciological studies (in Russian) (68), 133–141.
Zuo, Z. & Oerlemans, J. (1996), ‘Modelling albedo and specific balance of the
Greenland ice sheet: Calculations for the Sondre Stromfjord transect’, Journal
Of Glaciology 42(141), 305–317.
References
