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a b s t r a c t
Let X ⊂ PrK be an irreducible non-normal complete intersection of two quadrics which is
not a cone. The aim of this paper is to classify all X , up to projective equivalence. Our main
result shows that r ≤ 5 and there exist exactly six (resp. nine) X ’s when char K ≠ 2 (resp.
char K = 2).
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1. Introduction
Throughout this paper, we work over an algebraically closed field K of arbitrary characteristic. We denote by PrK the
projective r-space over K .
In this article, we continue the classification of the non-normal del Pezzo variety, which began in [6]. A nondegenerate
irreducible projective variety X ⊂ PrK of codimension c and degree d is said to be a del Pezzo variety if d = c + 2 and
X is arithmetically Cohen–Macaulay. Takao Fujita has a satisfactory classification theory for del Pezzo varieties (see, e.g.
[3]). In particular, he shows that a non-normal del Pezzo variety is the image of a linear projection of a variety of minimal
degree from a point. Recently, M. Brodmann and the third author[2] had showed that the singular locus of a non-normal del
Pezzo variety X is a linear space and of codimension one in X . By using this fact, the authors of the present paper complete
the classification of non-normal cubic hypersurfaces, up to projective equivalence (see [6]). Here two varieties are called
projectively equivalent if they can be transformed into each other by a projective transformation. Along this line, our main
goal is to study the classification of non-normal del Pezzo varieties of degree 4.
In the case of projective variety X ⊂ PrK of codimension 2 and degree 4, there is a classification by Swinnerton-Dyer [7].
See also Theorem 2.1 in [1]. It turns out that all such X that are arithmetically Cohen–Macaulay are complete intersections
of two quadrics.
The following two theorems, the main results of the paper, provide a list of all non-normal complete intersections of two
quadrics that are not cones and are not projectively equivalent to each other.
Theorem 1.1. Let X ⊂ PrK be a complete intersection defined by two quadrics Q1 and Q2 in S = K [X0, . . . , Xr ]. Suppose that X is
irreducible, non-normal and not a cone. If char K ≠ 2, then X is transformed into one of the following projectively non-equivalent
cases:
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(1) r = 3 and Q1 = X20 + X1X2, Q2 = X23 + X0X2
(2) r = 3 and Q1 = X20 + X1X2, Q2 = X23 + X0X2 + X0X3
(3) r = 4 and Q1 = X20 + X1X2, Q2 = X23 + X2X4
(4) r = 4 and Q1 = X20 + X1X2, Q2 = X1X3 + X2X4
(5) r = 4 and Q1 = X20 + X1X2, Q2 = X21 + X0X4 + X2X3
(6) r = 5 and Q1 = X20 + X1X2, Q2 = X0X4 + X1X5 + X2X3.
Theorem 1.2. Let X ⊂ PrK be as in Theorem 1.1. If char K = 2, then X is transformed into one of the cases (1), . . . , (6) as in the
Theorem 1.1 and in addition:
(7) r = 3 and Q1 = X20 + X1X2, Q2 = X21 + X0X1 + X2X3
(8) r = 4 and Q1 = X20 + X1X2, Q2 = X24 + X0X4 + X2X3
(9) r = 4 and Q1 = X20 + X1X2 + X0X2, Q2 = X1X4 + X2X3.
Table 1
Normalization of X .
r 3 4 5X S(4) ν2(P2K ) S(1, 3) S(2, 2) S(1, 1, 2)
p
(X) 2q q1 + q2 C L1 + L2 C S
Sing(X) cusp nodal line line line plane
char K ≠ 2 (1) (2) (3) (5) (4) (6)
char K = 2 (1),(7) (2) (3),(8) (5) (4),(9) (6)
Briefly speaking, the proof of our main results consists of two parts. Let X be as in Theorem 1.1. Then Sing(X) is a linear
space and of codimension one in X . By using this fact, we transform Q1 and Q2 to much simpler forms (Proposition 2.1). In
particular, it turns out that 3 ≤ r ≤ 5 and hence the dimension of X is at most 3. In Section 3, we study these three cases in
turn. By a long and careful argument, we transform Q1 and Q2 to one of the pairs listed in Theorem 1.1 (resp. Theorem 1.2)
when char K ≠ 2 (resp. char K = 2). This is the first part. The second part is to prove that the complete intersections
of two quadrics listed in Theorems 1.1 and 1.2 are not projectively equivalent to each other. For this, we investigate the
normalization map π : X → X of X . This map is realized as the linear projection of a smooth varietyX ⊂ Pr+1K of minimal
degree from a closed point p ∈ Pr+1K \X . Moreover, the secant locusΣp(X) ofX with respect to p is an (r − 3)-dimensional
quadratic hypersurface in its span and the singular locus of X is the image of this quadratic hypersurface.We refer the reader
to [2] for details. Keeping these facts and notations in mind, we obtain Table 1.
Here q, q1, q2 are points, L1, L2 are lines, C is a smooth plane conic and S is a smooth quadratic surface. This table enables
us to distinguish almost all cases of (1) ∼ (9) up to projective equivalence since the normalization map is unique. When
char K = 2, the normalization map itself plays a crucial role. For example, (1) and (7) are not projectively equivalent since
(1) is a singular strange curve while (7) is a curve having only ordinary cusps. Also (3) and (8) (resp. (4) and (9)) are not
projectively equivalent since ψ : Σp(X) → Sing(X), the restriction of π to the secant locus, is inseparable for (3) and (4)
while separable for (8) and (9). Consequently, it is shown by our main results that a non-normal complete intersection X
of two quadrics is – up to projective equivalence – uniquely determined only by the types of its normalizationX and the
secant locusΣp(X).
Remark 1.3. When char K ≠ 2, there is a precise classification theory of smooth complete intersections of two quadrics up
to projective equivalence. For details, we refer the reader to see Chapter 22 in [5]. We may think of the projective space of
quadratic hypersurfaces in PrK as the projective space P
N
K , N = (r+1)(r+2)2 − 1, associated to the vector space of symmetric
(r + 1) × (r + 1)matrices. Thus the locus Φ ⊂ PNK of singular quadrics is a hypersurface of degree r + 1. Also a complete
intersection X ⊂ PrK of two quadrics Q1 and Q2 corresponds to the line LX ⊂ PNK passing through Q1,Q2 ∈ PNK . Obviously,
eitherΦ contains LX or else the intersectionΦ∩LX is a finite subscheme of the line LX of length r+1. Note that the structure
ofΦ ∩ LX in LX is preserved under the coordinate change of PrK .
(1) It is known thatΦ ∩ LX consists of distinct r + 1 points if and only if X is smooth. Furthermore, if X1 and X2 are smooth
complete intersections of two quadrics then they are projectively equivalent if and only ifΦ∩LX1 andΦ∩LX2 are projectively
equivalent as subschemes of a projective line.
(2) To the authors knowledge, the above classical theory about smooth complete intersections of two quadrics is not yet
extended to singular case. According to Theorem 1.1, one can naturally ask the type ofΦ ∩ LX when X is non-normal. Along
this line, let X be one of the six cases in Theorem 1.1. We have Table 2 of the types ofΦ ∩ LX :
It is interesting that the table enables us to distinguish the two curves in (1) and (2) and also the three surfaces in (3), (4) and
(5), up to projective equivalence. That is, Theorems 3.2–3.5 and this table give another proof of Theorem 1.1. Nevertheless,
the approach in ğ4 by investigating the normalization of X is important in order to classify non-normal del Pezzo varieties
of degree 4 for all characteristics.
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Table 2
Type ofΦ ∩ LX .
X Φ ∩ LX
(1) Q1,Q2,Q2,Q2
(2) Q1,Q2,Q2,Q1 + 4Q2
(3) LX
(4) Q1,Q2,Q2,Q2,Q2
(5) Q2,Q2,Q2,Q2,Q2
(6) Q2,Q2,Q2,Q2,Q2,Q2
Remark 1.4. Comparing with the classification of non-normal cubic hypersurfaces in [6], there is an obvious computational
difficulty for complete intersections of two quadrics. Namely, we need to control two equations at once when applying a
projective transformation. For non-normal del Pezzo varieties of degree ≥5, this approach does not seem to be available
because they are cut out by at least five K -linearly independent quadratic equations.
2. Preliminaries
Let X ⊂ PrK be a non-normal irreducible complete intersection of two quadrics which is not a cone. Thanks to Theorems
1.1, 1.2 and 1.3 of [2], X is the image of the linear projection of a smooth varietyX ⊂ Pr+1K of minimal degree from a point
p ∈ Pr+1K \X such that the secant conewith respect to p and denoted by Secp(X˜), i.e.,
Secp(X˜) := {q ∈ Pr+1K | length(X˜ ∩ ⟨p, q⟩) ≥ 2}
ofX with respect to p is an (r − 2)-dimensional linear space and the secant locus
Σp(X) := {q ∈X | length(X˜ ∩ ⟨p, q⟩) ≥ 2}
ofX with respect to p is an (r−3)-dimensional quadratic hypersurface in the linear space Secp(X˜). In particular, the singular
locus of X is exactly equal to the image ofΣp(X) by the linear projection map and hence it is an (r − 3)-dimensional linear
subspace of PrK . Furthermore, the projection morphism πp :X → X is the normalization of X .
Based on the above description of the singular locus of X , we have the following result which will play a central role in
our classification.
Proposition 2.1. Let X ⊂ PrK be as in Theorem 1.1. Then it is projectively equivalent to V (Q1,Q2) ⊂ PrK where either
(i) r = 4 and

Q1 = f2(X0, X1, X2)+ X2X3
Q2 = g2(X0, X1, X2)+ X2X4
or
(ii) 3 ≤ r ≤ 5 and

Q1 = f2(X0, X1, X2)+ L0X0 + L1X1 + L2X2
Q2 = g2(X0, X1, X2).
Here f2(X0, X1, X2) and g2(X0, X1, X2) are quadratic forms in X0, X1, X2 and Lj (j = 1, 2, 3) is a linear form in X3, . . . , Xr .
Proof. Let Y be the singular locus of X . Since Y is an (r − 3)-dimensional linear subspace of PrK , we may assume that Y is
defined by X0 = X1 = X2 = 0. Then Q1 and Q2 can be written as
Q1 = f2(X0, X1, X2)+
r
i=3
f1i(X0, X1, X2) · Xi + h2(X3, . . . , Xr)
Q2 = g2(X0, X1, X2)+
r
i=3
g1i(X0, X1, X2) · Xi + k2(X3, . . . , Xr)
where f2(X0, X1, X2) and g2(X0, X1, X2) (resp. h2(X3, . . . , Xr) and k2(X3, . . . , Xr)) are quadratic forms in X0, X1, X2 (resp. in
X3, . . . , Xr ) and
f1i(X0, X1, X2) = αi0X0 + αi1X1 + αi2X2
g1i(X0, X1, X2) = βi0X0 + βi1X1 + βi2X2
for some αij, βij ∈ K . Moreover, we get h2(X3, . . . , Xr) = k2(X3, . . . , Xr) = 0 since Q1|Y = Q2|Y = 0. Also the Jacobian
matrix of {Q1,Q2} on Y is of the form∂Qi∂Xj

|Y
=

L0 L1 L2 0 . . . 0
M0 M1 M2 0 . . . 0

for 0 ≤ j ≤ r
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where
Lj = ∂Q1
∂Xj
|Y :=
r
i=3
αijXi
Mj = ∂Q2
∂Xj
|Y :=
r
i=3
βijXi
for j = 0, 1, 2.
Now, the singularity condition of X guarantees that the rank of the matrix ∥ ∂Qi
∂Xi
∥|Y is at most 1. On the other hand, there
exists at least one nonzero entry by the irreducibility of X .
If there exist at least two nonzero columns, then λLj + µMj = 0, j = 0, 1, 2, for some [λ,µ] ∈ P1K . Equivalently, it holds
that
λαij + µβij = 0 for all 3 ≤ i ≤ r, 0 ≤ j ≤ 2.
When λ = 0, this means that Q2 = g2(X0, X1, X2). When λ ≠ 0, replace Q2 with λQ1 + µQ2 = λf2(X0, X1, X2) +
µg2(X0, X1, X2). Thus we may assume that Q1 and Q2 are of the following form:
Q1 = f2(X0, X1, X2)+ L0X0 + L1X1 + L2X2
Q2 = g2(X0, X1, X2).
That is, Q1 and Q2 are transformed to the quadrics in (ii).
If there is only one nonzero column, say third column, Q1 and Q2 are of the following form:
Q1 = f2(X0, X1, X2)+ L2X2
Q2 = g2(X0, X1, X2)+M2X2.
Also we may assume that L2 andM2 are linearly independent. Then Q1 and Q2 are transformed to the quadrics in (i). 
The following technical result will be frequently necessary for the proofs of our main theorems in the next section:
Proposition 2.2. Let X ⊂ PrK be as in Theorem 1.1 and char K = 2.
(1) If Q1 and Q2 are given as
Q1 = X20 + X2X3
Q2 = g2(X0, X1, X2)
for some g2(X0, X1, X2) ∈ K [X0, X1, X2], then there exists a coordinate change of PrK which preserves Q1 and transforms Q2
to the followings:
Q2 = AX20 + BX21 + CX22 +

X0X1 with B ≠ 0, C ≠ 0 or
X1X2 with B ≠ 0, A ≠ 0 or
X0X2 with B ≠ 0
where A, B, C ∈ K.
(2) If Q1 and Q2 are given as
Q1 = X1X4 + X2X3
Q2 = g2(X0, X1, X2)
for some g2(X0, X1, X2) ∈ K [X0, X1, X2], then there exists a coordinate change of PrK which preserves Q1 and transforms Q2
to the followings:
Q2 = AX20 + BX21 + CX22 +

X0X1 with A ≠ 0, C ≠ 0 or
X1X2 with A ≠ 0 or
X0X2 with A ≠ 0, B ≠ 0
where A, B, C ∈ K.
Proof. Write
Q2 = aX20 + bX21 + cX22 + dX0X1 + eX1X2 + fX0X2 for a, b, c, d, e, f ∈ K .
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By the irreducibility of Q2, at least one of d, e and f is nonzero. If exactly one is nonzero then Q2 can be easily transformed to
the desired shapewith the conditions on the coefficients. Thus suppose that at least two of them are nonzero. If d is nonzero,
say d = 1, then the coordinate changes
Y0 = X0 + eX2
Y1 = X1 + fX2
Y2 = X2
Y3 = e2X2 + X3
and

Y0 = X0 + eX2
Y1 = X1 + fX2
Y2 = X2
Y3 = X3 + fX4
Y4 = X4
preserve each Q1 and transform Q2 to the following form:
Q2 = aY 20 + bY 21 + (bf 2 + ae2 + ef + c)Y 22 + Y0Y1.
Observe that for Q1 = X20 + X2X3 (resp. Q1 = X1X4 + X2X3), b and bf 2 + ae2 + ef + c (resp. a and bf 2 + ae2 + ef + c) are
both nonzero by the irreducibility of X . If d is zero, then e and f are both nonzero and so the coordinate changes
Y0 = X0
Y1 = fX0 + X1
Y2 = X2
Y3 = X3
and

Y0 = X0 + eX1
Y1 = X1
Y2 = X2
Y3 = X3
Y4 = X4
preserve each Q1 and transform Q2 to the following forms:
Q2 = (a+ bf 2)Y 20 + bY 21 + cY 22 + Y1Y2 by setting e = 1
Q2 = aY 20 + (ae2 + b)Y 21 + cY 22 + Y0Y2 by setting f = 1.
Finally, the conditions on the coefficients are easily deduced from the irreducibility of X . 
3. Toward the proof of the main theorems
According to Proposition 2.1 we have to investigate four main cases, namely case (i) and case (ii) for 3 ≤ r ≤ 5. The fine
analysis will be done by the consideration of dimK ⟨L0, L1, L2⟩ ∈ {1, 2, 3}.We will investigate these cases in this section.
We begin with an elementary but useful fact about quadratic linear systems on the projective line (cf. Lemma 2.4 in [6]).
Lemma 3.1. Let V ⊂ H0(P1K ,OP1K (2)) be a two dimensional subspace.
(1) If V has a base point, then there exist linearly independent linear forms X0, X1 ∈ H0(P1K ,OP1K (1)) such that {X20 , X0X1} is a
basis for V .
(2) If char K ≠ 2 and V is base point free, then there exist linearly independent linear forms X0, X1 ∈ H0(P1,OP1K (1)) such that
{X20 , X21 } is a basis for V .
(3) If char K = 2 and V is base point free, then there exist linearly independent linear forms X0, X1 ∈ H0(P1K ,OP1K (1)) such that
either {X20 , X21 } or {X20 + X21 , X0X1} is a basis for V .
We will start now with the case (i) of Proposition 2.1.
Theorem 3.2. Let X ⊂ PrK be as in Proposition 2.1 such that
r = 4 and

Q1 = f2(X0, X1, X2)+ X2X3
Q2 = g2(X0, X1, X2)+ X2X4 .
(1) If char K ≠ 2, then X is projectively equivalent to (3) in Theorem 1.1.
(2) If char K = 2, then X is projectively equivalent to one of (3) or (8) in Theorem 1.2.
Proof. One can easily transform Q1 and Q2 to
Q1 = f2(X0, X1)+ X2X3
Q2 = g2(X0, X1)+ X2X4 (3.1)
where f2(X0, X1) and g2(X0, X1) are quadratic forms inX0 andX1. Consider the linear subsystemV = ⟨f2(X0, X1), g2(X0, X1)⟩ ⊂
H0(P1,OP1(2)) on P1. If V is base point free, then (3.1) can be transformed to the desired form according to the characteristic
and a pair (f2, g2) in Lemma 3.1(2) and (3) by the following coordinate changes respectively:
Y0 = X0
Y1 = X3
Y2 = X2
Y3 = X1
Y4 = X4
for (f2, g2) = (X20 , X21 ) and
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Y0 = X0 + X1
Y1 = X4
Y2 = X2
Y3 = X3
Y4 = X1
for (f2, g2) = (X0X1, X20 + X21 ).
If V has a base point, then (3.1) is transformed to
Q1 = X20 + X2X3 and Q2 = X0X1 + X2X4
by Lemma 3.1(1), which contradicts the irreducibility of X since it contains Z(X0, X2) = Pr−2K . 
Next wewill continuewith case (ii) of Proposition 2.1. Here our arguments depend on the exact value of dimK ⟨L0, L1, L2⟩.
Theorem 3.3. Let X ⊂ PrK be as in Proposition 2.1 such that
Q1 = f2(X0, X1, X2)+ L0X0 + L1X1 + L2X2
Q2 = g2(X0, X1, X2)
and dimK ⟨L0, L1, L2⟩ = 1.
(1) If char K ≠ 2, then X is projectively equivalent to one of (1) or (2) in Theorem 1.1.
(2) If char K = 2, then X is projectively equivalent to one of (1), (2) or (7) in Theorem 1.2.
Proof. Write L0 = αG, L1 = βG and L2 = γG for a nonzero linear form G in X3, . . . , Xr and some α, β, γ ∈ K , not all zero.
Letting G = X3, we have Q1 = f2(X0, X1, X2)+ (αX0 + βX1 + γ X2)X3. We can transform Q1 into
Q1 = aX20 + bX21 + cX0X1 + X2X3, a, b, c ∈ K ,
by an appropriate coordinate change. Then Q1 is transformed to
Q1 =

X20 + X2X3 if c2 − 4ab = 0, and
X0X1 + X2X3 if c2 − 4ab ≠ 0.
That is, we have the following two possible types:
Q1 = X20 + X2X3 and Q2 = g2(X0, X1, X2)
Q1 = X0X1 + X2X3 and Q2 = g2(X0, X1, X2).
Write g2(X0, X1, X2) = aX20 + bX21 + cX22 + dX0X1 + eX1X2 + fX0X2. First we will show that the second case can be reduced
to first type if char K ≠ 2 or d ≠ 0. Indeed, if Q1 = X0X1 + X2X3 then both a and b are nonzero by the irreducibility of X and
hence αQ1 + βQ2 can be transformed to X20 + X2X3 for some [α, β] ∈ P1K .
Suppose that char K ≠ 2 and Q1 = X20 + X2X3. Note that b is nonzero because of the irreducibility of X . Thus we may
assume that b = 1. Rewrite Q2 = (X1 + d2X0 + e2X2)2 + AX20 + BX0X2 + CX22 where
A = 4a− d
2
4
, B = 2f − de
2
and C = 4c − e
2
4
.
Note that B2 − 4AC ≠ 0 since Q2 is irreducible. If A ≠ 0, then Q1 and Q2 are transformed to Q1 = − 14A (Y 20 + Y1Y2) and
Q2 = Y 23 + Y0Y2 + Y0Y3 by the coordinate change
Y0 = 2i
√
AX0 + B+
√
B2 − 4AC
2
√
A
X2

Y1 = −8i

B
√
A+√AB2 − 4A2C√
B2 − 4AC X0 +
(B+√B2 − 4AC)2
4
√
AB2 − 4A2C X2 −
A
√
A√
B2 − 4AC X3

Y2 = 12i

−√B2 − 4AC√
A
X2

Y3 = d− 2i
√
A
2
X0 + X1 + e
√
A− iB− i√B2 − 4AC
2
√
A
X2
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where i is defined by i2 = 1. That is, X is transformed to (2) in Theorem 1.1. If A = 0, then B is nonzero. In this case, the
coordinate change
Y0 = BX0 + CX2
Y1 = −2BCX0 − C2X2 + B2X3
Y2 = X2
Y3 = d2X0 + X1 +
e
2
X2
transforms X to (1) in Theorem 1.1.
Suppose that char K = 2 and Q1 = X20 + X2X3. Then Proposition 2.2(1) says that Q2 is transformed to the following form
without changing Q1:
Q2 = aX20 + bX21 + cX22 +
X0X1 with b ≠ 0, c ≠ 0 or
X1X2 with b ≠ 0, a ≠ 0 or
X0X2 with b ≠ 0.
In particular, we may assume that b = 1. If Q2 = aX20 + X21 + cX22 + X0X2, then the coordinate change
Y0 = X0
Y1 = X3
Y2 = X2
Y3 =
√
aX0 + X1 +
√
cX2
transforms X to (1) in Theorem 1.2. If Q2 = aX20 +X21 + cX22 +X1X2 (a ≠ 0), then replace Q1 to aQ1+Q2. Then the coordinate
change
Y0 = X1
Y1 = X0
Y2 = X2
Y3 = cX2 + X1 + aX3
transforms Q1 and Q2 to the following quadratic equations, respectively:
Q1 = Y 20 + Y2Y3 and Q2 = Y 20 + aY 21 + cY 22 + Y0Y2.
So, this case is reduced to the previous case and hence X is projectively equivalent to (1) in Theorem 1.2. If Q2 = aX20 +
X21 + cX22 + X0X1 (c ≠ 0), then X is transformed to (2) in Theorem 1.2 by the coordinate change
Y0 = X0
Y1 = 1t X3
Y2 = tX2
Y3 = sX0 + X1 + tX2
where s, t ∈ K are nonzero constants satisfying s2 + s = a and t2 = c.
Now it remains to consider the case where char K = 2, Q1 = X0X1 + X2X3 and d = 0. That is, Q2 = aX20 + bX21 + cX22 +
eX1X2+ fX0X2 with nonzero a and b because of the irreducibility of X . Moreover, at least one of e and f is nonzero since Q2 is
irreducible. Because of the shape of Q1 and Q2, it suffices to consider the case where f = 1. More precisely, the case of e = 1
is reduced to that of f = 1 by exchanging X0 and X1. Then we get
Q2 = aX20 + bX21 + cX22 + eX1X2 + X0X2 =
√
aX0 + e
√
aX1
2 + ae2 + bX1 +√cX22 + 1√aX2 √aX0 + e√aX1 .
Here ae2 + b cannot be zero by the irreducibility of Q2. Then we can transform Q1 and Q2 to
Q1 = AY0Y1 + BY 21 + Y2Y3 and Q2 = Y 20 + Y 21 + Y0Y2
by the coordinate change
Y0 =
√
aX0 + e
√
aX1
Y1 =

ae2 + bX1 +
√
cX2
Y2 = 1√aX2
Y3 =
√
ac√
ae2 + b (X0 + eX1)+
ec
√
a
ae2 + bX2 +
√
aX3
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where A = 1√
a(ae2+b)
and B = e
ae2+b . Finally, the coordinate change
Z0 = Y0 + Y1
Z1 = A+ BA Y0
Z2 = AA+ BY2
Z3 = A
2 + B2
A3
(BY0 + Y3)
transforms the new quadratic generators
A+ B
A2
(Q1 + BQ2) = A+ BA2 (AY0Y1 + BY
2
0 + BY0Y2 + Y2Y3)
Q2 = Y 20 + Y 21 + Y0Y2
of X to the quadratic equations of (7) in Theorem 1.2. 
Theorem 3.4. Let X ⊂ PrK be as in Proposition 2.1 such that
Q1 = f2(X0, X1, X2)+ L0X0 + L1X1 + L2X2
Q2 = g2(X0, X1, X2)
and dimK ⟨L0, L1, L2⟩ = 2.
(1) If char K ≠ 2, then X is projectively equivalent to one of (4) or (5) in Theorem 1.1.
(2) If char K = 2, then X is projectively equivalent to one of (4), (5) or (9) in Theorem 1.2.
Proof. Let {G1,G2} be a basis of ⟨L0, L1, L2⟩ and write
L0 = α1G1 + α2G2, L1 = β1G1 + β2G2 and L2 = γ1G1 + γ2G2
where α1, α2, β1, β2, γ1, γ2 ∈ K . Then we have
Q1 = f2(X0, X1, X2)+ (α1X0 + β1X1 + γ1X2)G1 + (α2X0 + β2X1 + γ2X2)G2
where α1X0+β1X1+γ1X2 and α2X0+β2X1+γ2X2 are linearly independent. Thuswemay assume thatQ1 = f2(X0, X1, X2)+
X1X4 + X2X3. Then it is easy to transform Q1 in the form Q1 = λX20 + X1X4 + X2X3 for some λ ∈ K . Now, write g2(X0,
X1, X2) = aX20 + bX21 + cX22 + dX0X1 + eX1X2 + fX0X2. There are the following four possibilities according to the values of λ
and a:
(i) λ = 0 and a = 0
(ii) λ = 0 and a ≠ 0
(iii) λ ≠ 0 and a = 0
(iv) λ ≠ 0 and a ≠ 0
In case (i), X contains V (X1, X2)which contradicts the irreducibility of X . Also case (iv) is reduced to case (ii) by replacing Q1
by Q1 − λaQ2. So it suffices to consider case (ii) and case (iii).
In case (ii), suppose that a = 1. If char K ≠ 2, then Q2 can be written as
Q2 =

X0 + d2X1 +
f
2
X2
2
+ AX21 + BX1X2 + CX22
where A = 4b−d24 , B = 2e−df2 , C = 4c−f
2
4 . Here B
2 − 4AC is nonzero because of the irreducibility of Q2. If A is nonzero, then
the coordinate change
Y0 = X0 + d2X1 +
f
2
X2
Y1 = 2
√
AX1 + B+ i
√
4AC − B2√
A
X2
Y2 =
√
A
2
X1 + B− i
√
4AC − B2
4
√
A
X2
Y3 = 14

−i 2
√
A√
4AC − B2 X3 +

1√
A
+ i B√
4A2C − AB2

X4

Y4 = i 2
√
A√
4AC − B2 X3 +

1√
A
− i B√
4A2C − AB2

X4
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transforms X to (4) in Theorem 1.1. For the case of A = 0 one can easily transform X again to (4) in Theorem 1.1. Suppose
that char K = 2. Proposition 2.2(2) says that Q2 is transformed to the following form without changing Q1:
Q2 = aX20 + bX21 + cX22 +
X0X1 with a ≠ 0, c ≠ 0 or
X1X2 with a ≠ 0 or
X0X2 with a ≠ 0, b ≠ 0.
In particular, wemay assume that a = 1. The first case is reduced to the third case by interchanging X1 and X2. For the second
and the third cases, X is transformed to respectively (4) and (9) in Theorem 1.2 by the following coordinate changes:

Y0 = X0 +
√
bX1 +
√
cX2
Y1 = X2
Y2 = X1
Y3 = X3
Y4 = X4
and

Y0 = X0 +
√
bX1 +
√
cX2
Y1 =
√
bX1 +
√
cX2
Y2 = X2
Y3 = X3 +
√
c√
b
X4
Y4 = 1√
b
X4
In case (iii), suppose that λ = 1. The irreducibility of Q2 guarantees that at least one of d and f is nonzero. So it suffices
to consider the case of f = 1 because the other case is immediately reduced to this one by interchanging X1 and X2. Now,
write
Q2 = X0(dX1 + X2)+ bX21 + cX22 + eX1X2 = (X0 − AX1 + cX2)(dX1 + X2)+ BX21
where A = cd− e and B = cd2 − ed+ b. Then B is nonzero by irreducibility of Q2. In this case, the coordinate change
Y0 =
√
BX1
Y1 = X0 − AX1 + cX2
Y2 = dX1 + X2
Y3 = −2cX0 − c2X2 + X3
Y4 = 1√
B
{(4cd− 2e)X0 − A2X1 + (3c2d− 2ce)X2 − dX3 + X4}
transforms X to (5) in Theorem 1.1 (resp. (5) in Theorem 1.2) if char K ≠ 2 (resp. if char K = 2). 
Theorem 3.5. Let X ⊂ PrK be as in Proposition 2.1 such that
Q1 = f2(X0, X1, X2)+ L0X0 + L1X1 + L2X2
Q2 = g2(X0, X1, X2)
and dimK ⟨L0, L1, L2⟩ = 3. Then X is projectively equivalent to (6) in Theorem 1.1 (resp. (6) in Theorem 1.2) if char K ≠ 2 (resp.
if char K = 2).
Proof. Since the Li’s are linearly independent, we can write Q1 as
Q1 = f2(X0, X1, X2)+ X0X4 + X1X5 + X2X3.
Then one can easily transform Q1 to X0X4+X1X5+X2X3 by changing X3, X4, X5. That is, we may assume that X is defined by
Q1 = X0X4 + X1X5 + X2X3
Q2 = g2(X0, X1, X2). (3.2)
Since g2(X0, X1, X2) is a smooth conic in P2, it is transformed to Y 20 + Y1Y2. More precisely, there exist a matrixM ∈ PGL3K
such that the coordinate change Y0
Y1
Y2

= M
 X0
X1
X2

transforms g2(X0, X1, X2) to Y 20 + Y1Y2. Then the coordinate change
Y0
Y1
Y2
Y4
Y5
Y3
 =

M 0
0 (MT )−1

X0
X1
X2
X4
X5
X3

transforms (3.2) to (6) in Theorem 1.1 (resp. (6) in Theorem 1.2) if char K ≠ 2 (resp. if char K = 2). 
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4. The final step: the normalization
The purpose of this section is to complete the proof of Theorem 1.1 and Theorem 1.2. By Theorems 3.2–3.5, it remains
to verify that the complete intersections of two quadrics listed in Theorems 1.1 and 1.2 are not projectively equivalent to
each other. To prove this, we investigate the normalization map π : X → X of X . This can be realized as a simple linear
projection by
Proposition 4.1. Let X ⊂ PrK be an irreducible complete intersection of two quadrics which is non-normal and not a cone and
let π :X → X be the normalization of X. ThenX is embedded in Pr+1K by π∗OX (1) as a smooth variety of minimal degree and so
the normalization map π is equal to a linear projection ofX from a closed point in Pr+1K \X. More precisely, either
(i) r = 3 andX = S(4) or
(ii) r = 4 andX = S(1, 3), S(2, 2) or ν2(P2K ) or
(iii) r = 5 andX = S(1, 1, 2).
Proof. Since X is a variety of almost minimal degree which is non-normal and not a cone, we get the first assertion by
Theorem 1.1, Theorem 1.2 and Theorem 1.3 in [2]. Then the list of all possibleX is
{S(4), S(1, 3), S(2, 2), ν2(P2K ), S(1, 1, 2), S(1, 1, 1, 1)}.
by thewell-known classification result of varieties of minimal degree. So it remains to exclude the last case. By the theorems
in ğ3, it holds that r ≤ 5. ThereforeX cannot be the 4-fold scroll S(1, 1, 1, 1) ⊂ P7K . 
Next wewill provide a detailed description ofX in Proposition 4.1 from the viewpoint of the linear projection. Let AX and
AX be the homogeneous coordinate rings of X andX , respectively. Thus AX = S/(Q1,Q2) where S = K [X0, . . . , Xr ] is the
homogeneous coordinate ring of PrK and {Q1,Q2} is a pair of quadratic equations listed in Theorem 1.1 and Theorem 1.2. Also
AX = T/IX where T = S[Xr+1]. Note that AX˜ is the normalization of AX and IX is minimally generated by 6 quadric equations
by Proposition 4.1. Let xi, i = 0, . . . , r, denote the image of the variable Xi in AX . Also let ξ denote the image of Xr+1 in AX .
Thus AX˜ = AX [ξ ]. By Theorems 1.3 and 6.9 in [2], ξ satisfies an integral equation of degree 2 over AX .
In the next Proposition we summarize the information about ξ and IX needed in the following results. To this end we
describe the defining ideal IX of the normalization as the ideal generated by the 2× 2-minors of the corresponding matrix
Mi, i = 1, . . . , 9.
Proposition 4.2. Keep the previous notation. Consider the cases listed in Theorems 1.1 and 1.2.
(1.1) Suppose that char K ≠ 2. Then
(1) ξ = x2x1/x3, ξ 2 − x0x1 = 0 and
M1 =

X0 X3 X1 X4
−X3 X2 X4 X0

.
(2) ξ = x23/x2, ξ 2 − x1ξ − x0x1 = 0 and
M2 =

X1 X0 + X3 X4 X0
X4 X2 X0 + X4 −X3

.
(3) ξ = −x1x3/x0, ξ 2 − x1x4 = 0 and
M3 =
 X2 X3 X0
X3 −X4 X5
X0 X5 −X1

.
(4) ξ = x2x4/x0, ξ 2 − x3x4 = 0 and
M4 =

X0 X1 X5 X4
−X2 X0 X3 X5

.
(5) ξ = x0x1/x2, ξ 2 − x4ξ − x1x3 = 0 and
M5 =

X5 −X1 X0 X3
X1 X0 X2 X5 − X4

.
(6) ξ = x0x5/x2, ξ 2 − x4ξ − x3x5 = 0 and
M6 =

X0 X1 −X6 X3
−X2 X0 X5 X4 − X6

.
(1.2) Suppose that char K = 2. Then in addition to (1) ∼ (6),
(7) ξ = x1x3/(x0 + x1), ξ 2 + x1ξ + x23 = 0 and
M7 =

X3 X1 + X4 X1 X0 + X1
X1 + X4 X0 + X1 + X3 X0 + X1 X1 + X2

.
(8) ξ = (x0x3 + x3x4)/x4, ξ 2 + x1ξ + x23 = 0 and
M8 =
 X2 X4 X0 + X4
X4 X1 + X5 X3
X0 + X4 X3 X5

.
1232 W. Lee et al. / Journal of Pure and Applied Algebra 216 (2012) 1222–1234
(9) ξ = x0x4/x2, ξ 2 + x4ξ + x3x4 = 0 and
M9 =

X2 X0 X4 X5
X0 X0 + X1 X5 X3 + X5

.
Proof. Let us examine all the details in the case of (1.1) (1). Define ξ = x2x1/x3. By the defining equation Q2 it follows that
x20x2/x
2
3 + x0 = 0. Now multiply by x1 and use the defining equation Q1 in order to obtain that ξ 2 − x0x1 = 0. Therefore
ξ is an element of degree 1 that is integral over AX . By the previous observations we know that AX˜ = AX [ξ ] is the integral
closure of AX .Here X˜ = S(4) is a rational normal curve of degree 4. Now let us indicate how to define the defining equations
of X˜ .We know that there are 6 of them. One might obtain them by a direct calculation using the relation between ⟨Q1,Q2⟩
and ξ . Another way to get them is to use the structural insight that X˜ is a scroll and hence IX˜ is defined by the 2× 2 minors
of
M1 =

X0 X3 X1 X4
−X3 X2 X4 X0

.
So we obtain the ideal IX˜ as described in the statement.
The other casesmight be obtained in a correspondingway. In practice these nasty calculationsmight be simplified by the
aid of a Computer Algebra System. In our case we have checked the computations by Singular, see [4]. It is worth notifying
that Singular contains some effective libraries for computing the integral closure. 
According to Proposition 4.1, we regard π : X → X as the linear projection map of X ⊂ Pr+1K from a closed point
p ∈ Pr+1K \X . The secant cone Secp(X) ofX with respect to p is defined as the closure of the union of all secant lines ofX
passing through p. That is,
Secp(X) = 
length(X∩⟨p,x⟩)>1⟨p, x⟩.
Also the secant locusΣp(X) ofX with respect to p is defined as the scheme-theoretic intersection ofX and Secp(X).
Let us briefly explain how to obtain the defining ideal ofΣp(X) from that ofX . SinceX is smooth andπ is the normalization
map of X , the singular locus of X is exactly the image of the secant locus under the projection. Therefore it follows that
Secp(X) = ⟨p, Sing(X)⟩. Letψ : Σp(X)→ Sing(X) be the restriction map of π toΣp(X). Then we have the following result:
Proposition 4.3. Keep the previous notation. Consider the cases listed in Theorems 1.1 and 1.2.
(1.1) Suppose that char K is arbitrary. Then
(1) Σp(X) is double point.
(2) Σp(X) is the union of distinct two points.
(3) Σp(X) is a smooth plane conic.
(4) Σp(X) is a smooth plane conic.
(5) Σp(X) is the union of two coplanar lines.
(6) Σp(X) is a smooth quadratic surface.
(1.2) Let char K = 2. Then in addition to (1)− (6),
(7) Σp(X) is a double point.
(8) Σp(X) is a smooth plane conic.
(9) Σp(X) is a smooth plane conic.
Furthermore, if char K = 2 then the map ψ : Σp(X)→ Sing(X) is inseparable in cases (3) and (4), and ramifies exactly at one
point in cases (8) and (9).
Proof. We follow the notation and results of Proposition 4.2. In each case, the projection center p is p = [0, . . . , 0, 1] ∈
Pr+1K , r = 3, 4, 5. Therefore Secp(X) = ⟨p, Sing(X)⟩ is defined by h1 = h2 = h3 = 0 where
{h1, h2, h3} =

{X0, X2, X3} for (1), (2) and (3),
{X0, X1, X2} for (4), (5), (6), (7) and (9) and
{X0, X2, X4} for (8) .
Since the defining ideal ofΣp(X) is equal to the sum IX + ⟨h1, h2, h3⟩ of the two ideals IX and ⟨h1, h2, h3⟩ in T , we have the
following list: When char K is arbitrary, then
IX + ⟨h1, h2, h3⟩ =

⟨X0, X2, X3, X24 ⟩ for (1),
⟨X0, X2, X3, X1X4 + X24 ⟩ for (2),
⟨X0, X2, X3, X1X4 − X25 ⟩ for (3),
⟨X0, X1, X2, X3X4 − X25 ⟩ for (4),
⟨X0, X1, X2, X4X5 − X25 ⟩ for (5) and
⟨X0, X1, X2, X3X5 + X4X6 − X26 ⟩ for (6).
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When char K = 2, then we have in addition to (1) ∼ (6) :
IX + ⟨h1, h2, h3⟩ =

⟨X0, X1, X2, X23 + X24 ⟩ for (7),
⟨X0, X2, X4, X23 + X1X5 + X25 ⟩ for (8) and
⟨X0, X1, X2, X3X4 + X4X5 + X25 ⟩ for (9).
Now all the statements aboutΣp(X) and ψ come from this result. 
Theorem 4.4. There are exactly six (resp. nine) irreducible non-normal complete intersection of two quadrics when char K ≠ 2
(resp. char K = 2), up to projective equivalence.
Proof. According to Theorems 3.2–3.5, it is sufficient to show that the complete intersections of two quadrics listed in
Theorems 1.1 and 1.2 are not projectively equivalent to each other. Because of the uniqueness of the normalization map,
Proposition 4.3 guarantees the projective non-equivalence of them except (1) and (7) in char K = 2. For example, (3) and
(4) (resp. (8) and (9)) cannot be projectively equivalent to each other since M3 (resp. M8) defines the Veronese surface
ν2(P2K ) ⊂ P5K whileM4 (resp.M9) defines the smooth rational normal surface S(2, 2) ⊂ P5K .
Thus it remains to distinguish (1) and (7), up to projective equivalence. This comes from the observation that all the
tangent lines of the curve in (1) at the smooth points pass through the fixed point [0, 0, 0, 1] while the intersection of all
tangent lines of the curve in (7) at the smooth points is empty. 
5. An elementary proof of inequivalences
In this section we provide a more elementary method of distinguishing the complete intersections of two quadrics listed in
Theorems 1.1 and 1.2.
Lemma 5.1. Let X ⊂ P4K be a complete intersection of two quadrics listed in Theorems 1.1 and 1.2. Then
(i) In the cases of (3), (5) and (8), there exists a unique hyperplane H such that
Sing(X) = X ∩ H
but for (4) and (9) there does not exist such a hyperplane.
(ii) In the case of (5), there exists a pair (H, P) consisting of a hyperplane H and a plane P such that
Sing(X) = X ∩ H = P ∩ H
and X ∩ P is the union of Sing(X) and a line not equal to Sing(X)while no such pair (H, P) exists in the cases of (3) and (8).
(iii) In the case of (9), there exists a hyperplane H such that
X ∩ H = Sing(X) ∪ ℓ1 ∪ ℓ2
where Sing(X), ℓ1 and ℓ2 are distinct lines meeting at a point while for (4) there does not exist such a hyperplane H.
Proof. Recall that Sing(X) is a line.
(i) In the case of (3), note that Sing(X) is defined by X0 = X2 = X3 = 0. Thus a hyperplane H containing Sing(X) is of the
form aX0+bX2+ cX3 for some [a, b, c] ∈ P2. We claim that X ∩H is equal to Sing(X) if and only ifH = V (X2). Obviously, the
intersection of X and the hyperplane defined by X2 is exactly equal to Sing(X). Conversely, suppose that H ≠ V (X2). Then
one can observe that X ∩ H contains a point[b, b2,−1, 0, 0] if a = 1 and
[0, 0,−c2, c, 1] if a = 0, b = 1 and c ≠ 0
which are not contained Sing(X). Also if H is defined by X3, then X ∩ H is equal to the union of Sing(X) and a smooth plane
conic. For the remaining cases, one can check the desired existence and uniqueness or the nonexistence of H by the same
method.
(ii) In the case of (5), one can easily verify our assertion by taking V (X2) for the hyperplane H and V (X0, X1) for the plane
P . In the case of (3), suppose that there exists such a pair (H, P). By (i), it follows that H should be defined by X2. Then the
condition H ∩ P = Sing(X) implies thatP should be V (X0 + aX2, bX2 + X3) for some [a, b] ∈ P1. Then one can show that
P ∩ X = is a union of the Sing(X)with a point not contained in Sing(X). For the case of (8), one can check the nonexistence
of a pair (H, P) by the same method.
(iii) In the case of (9), let H be the hyperplane defined by X1. Then
X ∩ H = Sing(X) ∪ ℓ1 ∪ ℓ2
where ℓ1 and ℓ2 are respectively the lines V (X0, X1, X3) and V (X0 + X2, X1, X3). One can easily see that Sing(X), ℓ1 and ℓ2
are distinct lines meeting at the point [0, 0, 0, 0, 1]. For the case of (4), recall that Sing(X) is defined by X0 = X1 = X2 = 0.
Thus a hyperplaneH containing Sing(X) is of the form aX0+bX1+ cX2 for some [a, b, c] ∈ P2. Now, it is elementary to show
that X ∩ H is the union of Sing(X)with either a line or two skew lines. 
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Another proof of Theorem 4.4: Let us first consider the curve case. In the cases of (1) and (7), Sing(X) consists of a single
cusp but for (2), Sing(X) consists of a single node. So it suffices to show that (1) is not projectively equivalent to (7) if charK is
equal to 2. Under the assumption that charK = 2, observe that every quadric containingX in case (1) is expressed as L21+L2L3
for some linear forms L1, L2, L3 in X0, X1, X2, X3 while there do not exist such linear forms satisfying L21+L2L3 = X0X1+X2X3.
This enable us to distinguish (1) from (7), up to projective equivalence.
For surface case, Lemma 5.1(i) and (ii) shows that (3), (4) and (5) are mutually projectively inequivalent. Furthermore,
in the characteristic 2 case, Lemma 5.1 enables us to see that the cases (3), (4), (5), (8) and (9) are pairwise projectively
inequivalent except the pair of (3) and (8). For this remaining case, projective inequivalence of (3) and (8) comes from an
argument similar to the one employed in the case of (1) and (7). 
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