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Cette thèse concerne la séparation aveugle de sources, qui consiste à estimer un 
ensemble de signaux sources inconnus à partir d’un ensemble de signaux observés qui 
sont des mélanges à paramètres inconnus de ces signaux sources. 
 
C’est dans ce cadre que le travail de recherche de cette thèse concerne le 
développement et l’utilisation de méthodes linéaires innovantes de séparation de 
sources pour des applications en imagerie de télédétection spatiale. 
 
Des méthodes de séparation de sources sont utilisées pour prétraiter une image 
multispectrale en vue d’une classification supervisée de ses pixels. 
 
Deux nouvelles méthodes hybrides non-supervisées, baptisées 2D-Corr-NLS et 
2D-Corr-NMF, sont proposées pour l’extraction de cartes d’abondances à partir d’une 
image multispectrale contenant des pixels purs. Ces deux méthodes combinent l’analyse 
en composantes parcimonieuses, le clustering et les méthodes basées sur les contraintes 
de non-négativité. 
 
Une nouvelle méthode non-supervisée, baptisée 2D-VM, est proposée pour 
l’extraction de spectres à partir d’une image hyperspectrale contenant des pixels purs. 
Cette méthode est basée sur l’analyse en composantes parcimonieuses. 
 
Enfin, une nouvelle méthode est proposée pour l’extraction de spectres à partir 
d’une image hyperspectrale ne contenant pas de pixels purs, combinée avec une image 
multispectrale, de très haute résolution spatiale, contenant des pixels purs. Cette 
méthode est fondée sur la factorisation en matrices non-négatives couplée avec les 
moindres carrés non-négatifs. 
 
Comparées à des méthodes de la littérature, d’excellents résultats sont obtenus 
par les approches méthodologiques proposées. 
 
Mots-clés : séparation aveugle de sources, imagerie multi/hyperspectrale de 
télédétection spatiale, démélange spectral/spatial, analyse en composantes 
indépendantes, analyse en composantes parcimonieuses, factorisation en matrices non-








This thesis concerns the blind source separation problem, which consists in 
estimating a set of unknown source signals from a set of observed signals which are 
mixtures of these source signals, with unknown mixing coefficients.   
 
In this thesis, we develop and use innovative linear source separation methods 
for applications in remote sensing imagery.  
 
Source separation methods are used and applied in order to preprocess a 
multispectral image for a supervised classification of this image. 
 
Two new unsupervised methods, called 2D-Corr-NLS and 2D-Corr-NMF, are 
proposed in order to extract abundance maps from a multispectral image with pure 
pixels. These methods are based on sparse component analysis, clustering and non-
negativity constraints. 
 
A new unsupervised method, called 2D-VM, is proposed in order to extract 
endmember spectra from a hyperspectral image with pure pixels. This method is based 
on sparse component analysis. 
 
Also, a new method is proposed for extracting endmember spectra from a 
hyperspectral image without pure pixels, combined with a very high spatial resolution 
multispectral image with pure pixels. This method is based on non-negative matrix 
factorization coupled with non-negative least squares.   
 
Compared to literature methods, excellent results are obtained by the proposed 
methodological approaches.  
 
Keywords: blind source separation, remote sensing multi/hyperspectral imagery, 
spectral/spatial unmixing, independent component analysis, sparse component analysis, 






من  ةمجموعة غير معروف تقديرالذي ينطوي على و ,فصل المكفوف للمصادرتتعلق بال ھذه الأطروحة
  .درامصال إشارات ھي مزيج من التيو  الملحوظة الاشارات من مجموعة من انطلاقا درامصال إشارات
  
خطي الفصل لمبتكرة ل طرقتطوير واستخدام يتعلق ب لھذه الأطروحةالعمل البحثي  ,الإطار في ھذا
  .صور الاستشعار عن بعدمن اجل تطبيقات باستخدام  درامصلل
  
  .ا الموجهلفصل المصادر استخدمت من اجل تجھيز صورة متعددة الاطياف لتصنيفھ طرق
  
اقترحتا من اجل  FMN-rroC-D2و  2SLN-rroC-D تحملان اسم غير موجھتان تانجديد طريقتان
الطريقتان تجمع بين . بكسلات محضةتعددة الاطياف تحتوي علي استخراج خرائط التركيز انطلاقا من صورة م
  .التجميع و الطرق القائمة علي القيود الغير سلبية ,التحليل الي عناصر متناثرة
  
اقترحت من اجل استخراج اطياف انطلاقا من صورة  2MV -Dتحمل اسم  طريقة جديدة غير موجھة 
  .الطريقة تستند علي التحليل الي عناصر متناثرة. بكسلات محضةجد متعددة الاطياف تحتوي علي 
  
طريقة جديدة اقترحت من اجل استخراج اطياف من صورة جد متعددة الاطياف لا تحتوي علي  ,ايضا
و تستند ھده الطريقة الجديدة . مشتركة مع صورة متعددة الاطياف تحتوي علي بكسلات محضة ,بكسلات محضة
  .الغير سلبية الصغري و علي المربعاتفوفات غير سلبية علي التحليل الي مص
  
  .تم الحصول علي نتائج ممتازة باستعمال الطرق المنھجية المقترحة ,مقارنة مع الطرق الموجودة
  
الفصل  ,الجد متعددة الاطياف/المتعددة الاستشعار عن بعدصور ,الفصل المكفوف للمصادر :كلمات المفتاح 
 ,التحليل الي مصفوفات غير سلبية ,التحليل الي عوامل متناثرة ,يل الي عوامل مستقلةالتحل ,الفضائي/الطيفي
     .التصنيف ,المربعات الصغري الغير سلبية
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Les techniques d’imagerie spatiale permettent d’enrichir l’information portée par 
les images traditionnelles en ajoutant une dimension spectrale. Ces techniques collectent 
simultanément dans plusieurs bandes spectrales la lumière émise ou diffusée par les 
différents éléments qui composent la scène observée. Du fait de la diversité des 
propriétés physico-chimiques de ces éléments, les images obtenues dans les différents 
canaux spectraux peuvent révéler des informations très variées. 
 
De telles données sont désormais produites de manière courante en télédétection 
spatiale dans différentes applications. De ce fait, la télédétection est devenue une 
discipline à part entière pour l’observation et l’étude de la surface de la Terre. En effet, 
les satellites optiques d’observation de la Terre ont permis à la télédétection spatiale de 
devenir un outil incontournable pour la compréhension, le suivi et la gestion de 
nombreux processus naturels. 
 
Cet essor de la télédétection spatiale a permis à la communauté scientifique 
l’accès à un très grand éventail de données, des données volumineuses et de grandes 
dimensions largement diffusées dans différentes applications militaires, 
environnementales, minières, etc. La disponibilité de ces données laisse espérer des 
avancées dans toutes ces applications. Ces avancées passent par l’élaboration de 
méthodologies d’analyse, de traitement et d’interprétation des images de télédétection 
spatiale. En général, ces méthodologies conduisent à la réalisation de cartes thématiques 
d’occupation des sols. 
 
Les cartes thématiques sont établies, soit manuellement par l’intervention 
d’experts (opérateurs humains), soit automatiquement par l’utilisation des techniques de 
traitement des signaux et des images. Notons que dans ce dernier cas, une intervention 
humaine mineure est toujours nécessaire pour l’interprétation des résultats. Les 
techniques automatiques largement utilisées sont basées sur le processus classificatoire. 
Ce dernier associe, d’une manière générale, chaque pixel de l’image de télédétection 







Les images de télédétection spatiale sont acquises le plus souvent sur des scènes 
hétérogènes constituées de diverses thématiques. Ainsi, chaque pixel de ces images peut 
contenir plusieurs constituants. Dans ce cas, les techniques traditionnelles de 
classification, qui consistent à affecter une et une seule classe d’occupation des sols à 
chaque pixel, peuvent occasionner des erreurs aux conséquences importantes dans 
certaines applications, en particulier lorsqu’il s’agit d’évaluation des superficies de telle 
ou telle classe de sols. 
 
Le comportement spectral d’un pixel contenant plusieurs constituants est issu de 
la composition des comportements spectraux de ces divers constituants rassemblés 
géographiquement dans ce même pixel. Cette composition est le plus souvent linéaire. 
Ainsi, le spectre observé au niveau du pixel considéré est une moyenne pondérée des 
différents spectres des constituants présents dans le même pixel. 
 
Afin de réduire les erreurs occasionnées par les techniques traditionnelles de 
classification, et pour une meilleure reconnaissance des classes d’occupation des sols, 
d’autres méthodes prenant en compte l’aspect décrit ci-dessus doivent être mises en 
place. Ces méthodes ont pour objectif de décomposer linéairement les spectres mesurés 
au niveau des pixels d’une image en un ensemble de spectres. Aussi, et pour contribuer 
aux efforts consentis dans l’automatisation des méthodes de traitement des images de 
télédétection spatiale, la décomposition employée dans ces méthodes, doit être réalisée 
simplement à partir de la connaissance des spectres mesurés. Une approche permettant 
une telle décomposition est l’approche dite de Séparation Aveugle de Sources (SAS) 
(Blind Source Separation (BSS)).  
 
La SAS est un problème générique qui consiste à restaurer un ensemble de 
signaux sources à partir d’observations qui sont des mélanges de ces signaux sources. 
Cette séparation est dite "Aveugle" puisqu’on admet le peu d’information a priori sur 
ces signaux sources. 
 
Les premiers travaux en SAS datent du milieu des années 1980. Dès lors, la 






qui y a vu une solution potentielle pour plusieurs problèmes dans des applications très 
variées, traitant des signaux de natures différentes comme les signaux acoustiques, les 
signaux biomédicaux, les signaux de communications numériques, les images 
d’astrophysique, et bien entendu, les images de télédétection spatiale considérées dans 
la présente thèse. 
 
Il existe différentes méthodes permettant la séparation de sources dans le cadre 
des mélanges linéaires instantanés. Ces méthodes sont le plus souvent regroupées en 
trois catégories de méthodes. La première catégorie regroupe les méthodes fondées sur 
l’Analyse en Composantes Indépendantes (ACI) (Independent Component Analysis 
(ICA)). Dans la deuxième catégorie, on trouve les méthodes basées sur la Factorisation 
en Matrices Non-négatives (FMN) (Non-negative Matrix Factorization (NMF)). Enfin, 
les méthodes fondées sur l’Analyse en Composantes Parcimonieuses (ACPa) (Sparse 
Component Analysis (SCA)) sont regroupées dans la troisième et dernière catégorie. 
Lorsqu’il s’agit d’applications en imagerie de télédétection spatiale, une quatrième 
catégorie de méthodes de séparation de sources peut être considérée. Les méthodes de 
cette dernière catégorie sont basées sur un concept géométrique.  
 
C’est dans ce cadre que le travail de recherche de cette thèse concerne le 
développement et l’utilisation de méthodes innovantes de séparation de sources pour 
des applications en imagerie de télédétection spatiale. En effet, les contributions 
méthodologiques de cette thèse découlent de l’approche de la SAS pour prendre en 
compte les mélanges contenus dans certains pixels des images de télédétection spatiale, 
et par conséquent, améliorer l’analyse et le traitement de ces dernières. 
 
En plus de cette introduction générale, le présent manuscrit est organisé en six 
chapitres et une conclusion générale.  
 
Le premier chapitre est consacré à des généralités et à une vue d’ensemble de la 
thèse. Nous commençons dans ce chapitre par des notions sur la télédétection spatiale et 
son processus d’analyse des données. Ensuite, une description détaillée de la 






sur la SAS sont abordées. Deux modélisations des images de télédétection spatiale selon 
la nomenclature de la SAS sont décrites avant de donner un aperçu sur les contributions 
méthodologiques de notre travail et de conclure le premier chapitre. 
 
Dans le deuxième chapitre nous donnons un panorama des méthodes concernées 
par notre travail de recherche. Dans un premier temps, les méthodes habituelles de la 
SAS sont décrites. Ces méthodes sont celles fondées sur l’ACI, la FMN et l’ACPa. 
Dans un deuxième temps, les techniques les plus utilisées pour démélanger des images 
de télédétection spatiale sont abordées. Par la suite, nous exposons les motifs de notre 
choix d’une seule modélisation des images pour nos contributions méthodologiques. 
Les critères de performance des méthodes mises en place sont décrits avant de conclure 
le deuxième chapitre. 
 
Le troisième chapitre est consacré au prétraitement par des méthodes classiques 
de SAS d’une image multispectrale de télédétection spatiale en vue d’une classification 
supervisée de ses pixels. Les méthodes utilisées dans ce chapitre sont celles fondées sur 
l’ACI et la FMN. Nous commençons ce chapitre par la description détaillée de 
l’approche proposée pour atteindre les objectifs de cette dernière. Ensuite, les données 
utilisées ainsi que les résultats obtenus sont présentés. À la fin et avant de conclure ce 
deuxième chapitre, les résultats sont discutés. 
 
Dans le quatrième chapitre, l’extraction de cartes d’abondances à partir d’une 
image multispectrale est l’objectif visé. Les hypothèses et définitions, ainsi que la 
description des méthodes mises en place dans ce chapitre sont abordées dans un premier 
temps. Ces méthodes sont basées sur la combinaison d’une méthode d’ACPa, du 
clustering, et des méthodes fondées sur les contraintes de non-négativité. Les données 
utilisées, les résultats obtenus sont présentés dans un deuxième temps. Nous terminons 
ce chapitre par une conclusion. 
 
L’extraction de spectres à partir d’une image hyperspectrale est abordée dans le 






méthode proposée. Cette dernière est basée sur l’ACPa. Par la suite, des résultats 
expérimentaux sont présentés. À la fin, une conclusion est donnée. 
 
Le sixième et dernier chapitre est consacré à l’extraction de spectres à partir 
d’une image hyperspectrale combinée avec une image multispectrale. Nous débutons ce 
chapitre par un exposé de l’intérêt de l’approche proposée, et la description de la 
méthode mise en place. Cette méthode est basée sur la FMN. Avant de conclure ce 
chapitre, nous donnons des résultats expérimentaux. 
 
Le domaine de recherche concerné par cette thèse est récent, et de nombreuses 
réflexions sont en cours, notamment sur le type des mélanges, ainsi que sur les 
possibilités d’applications de la SAS en imagerie de télédétection spatiale. Le travail 
présenté dans ce document, ne présente qu’une partie de l’application de la SAS en 
imagerie spatiale, et constitue pour nous une voie prometteuse pour de futurs travaux. 
Nous terminons donc ce manuscrit, avec une conclusion générale qui va nous permettre 
de revoir en globalité les travaux accomplis, de mettre en évidence les résultats obtenus, 
et de donner quelques perspectives de recherche au présent travail.                
 
 







GENERALITES ET VUE D’ENSEMBLE 
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1.1. Télédétection spatiale et son processus d’analyse des données 
 
La télédétection spatiale est la discipline scientifique qui regroupe l’ensemble 
des connaissances et des techniques utilisées pour la détermination des caractéristiques 
physiques et biologiques de la surface de la Terre par des mesures effectuées à distance, 
sans contact matériel avec celle-ci [2]. 
  
La télédétection spatiale optique moderne est née de la photographie aérienne et 
intègre les développements récents de la recherche spatiale, de la physique et de 
l’informatique pour constituer aujourd’hui un outil des plus puissants et des plus 
flexibles pour la compréhension, le suivi et la gestion de nombreux processus naturels.  
 
Les possibilités d’application de la télédétection spatiale sont en croissance 
constante et l’on découvre de plus en plus de domaines où elle est la source principale 
d’information pour les études de la transformation du globe à une échelle locale, 
régionale et même mondiale. Parmi ces applications, on peut citer celles terrestres 
comprenant la cartographie régulière et thématique, la géologie, la prospection minière, 
la géomorphologie, la pédologie, l’agriculture, l’aménagement des territoires, 
l’urbanisme, et la surveillance des catastrophes naturelles. D’autres applications non 
terrestres existent. Parmi celles-ci, on trouve celles liées aux études océanographiques 
(analyse de la couleur des océans, mesures des températures de surface de la mer,…) et 
celles relatives à l’étude de l’atmosphère (météorologie et climatologie).  
 
L’information sur la surface de la Terre est traditionnellement une image (c’est-
à-dire un signal fourni par un capteur qui sert à la reconstruction de la vérité-terrain), et 
est portée vers un système d’observation dans la grande majorité des applications à 
l’aide d’un rayonnement électromagnétique, comme la lumière, qui est la manifestation 
visible de ce rayonnement. Ce dernier est une onde électromagnétique possédant les 
propriétés principales d’émission, d’absorption, de réflexion, et de transmission [2]. Le 
phénomène de réflexion de la lumière par les surfaces constitue la base de la plupart des 
applications de la télédétection spatiale. En effet, les diverses surfaces réagissent 
différemment au rayonnement électromagnétique par la propriété de réflexion, ce qui 





constitue la base des signatures spectrales. L’information sur la surface de la Terre 
devient donc traditionnellement une image de réflectance. 
 
Les techniques d’imagerie spatiale permettent d’enrichir l’information portée par 
les images traditionnelles, dites "panchromatiques", en ajoutant une dimension 
spectrale : il s’agit de collecter simultanément dans différentes longueurs d’ondes la 
lumière réfléchie par les éléments qui composent la scène observée. Ainsi, les images de 
télédétection spatiale fournissent, pour chaque élément du plan spatial, appelé pixel, une 
mesure (réflectance) sur plusieurs longueurs d’ondes. 
 
Les images de télédétection spatiale optique sont des données agencées en cubes 
avec deux directions spatiales définissant la position d’un pixel sur l’image, et une 
direction spectrale correspondant à la décomposition de la lumière à des longueurs 
d’ondes précises. L’ensemble des pixels sur une longueur d’onde forme une bande 
spectrale (Fig. 1.1(a)). L’ensemble des valeurs associées aux pixels ayant la même 
position sur l’image forme un spectre (Fig. 1.1(b)). L’analyse des spectres permet 





Fig. 1.1. Représentation d’une image de télédétection spatiale. (a) Bande spectrale. (b) Spectre. 
 
De telles données sont actuellement produites de manière courante en 
télédétection spatiale pour différentes applications. Ces données sont issues de systèmes 
spatiaux d’observation de plus en plus performants. Les capteurs embarqués à bord de 
ces systèmes d’observation, et par conséquent les images produites par ces capteurs, 
sont caractérisés par trois types de résolutions : la résolution spatiale, la résolution 





spectrale, et la résolution radiométrique. La résolution spatiale est définie par le "champ 
de vision instantanée" qui détermine l’aire de la surface "visible" par un élément du 
capteur (détecteur CCD par exemple). Donc pour pouvoir être spatialement résolu, un 
objet de la surface doit avoir une dimension supérieure ou égale à celle de cette aire. Les 
images sur lesquelles seuls les grands éléments sont visibles ont une résolution 
"grossière" ou "basse" (Fig. 1.2(a)). Les images à résolution "fine" ou "élevée" 




Fig. 1.2. Images de télédétection spatiale optique avec différentes résolutions spatiales. (a) Image de 
basse résolution spatiale. (b) Image d’une résolution spatiale élevée. 
 
La résolution spectrale d’un capteur décrit la capacité de ce capteur à distinguer 
les différentes longueurs d’ondes des rayons qui lui parviennent. On parle d’imagerie 
multispectrale lorsque le nombre des longueurs d’ondes utilisées est généralement 
inférieur à dix. Lorsque ce nombre devient important (souvent supérieur à cent), on 
parle d’imagerie hyperspectrale. En imagerie multispectrale, on associe à chaque pixel 
plusieurs valeurs scalaires qui correspondent à la mesure du rayonnement 
électromagnétique incident sur le capteur dans quelques bandes spectrales larges et le 
plus souvent non contiguës (Fig. 1.3(a)). Au contraire, en imagerie hyperspectrale, on 
utilise un grand nombre de bandes spectrales étroites et contiguës (Fig. 1.3(b)). Dans ce 
dernier cas, l’image de télédétection spatiale est souvent appelée "pavé hyperspectral" 
ou "hypercube" (Fig. 1.4). 
 









Fig. 1.3. Spectre multi et hyperspectral. (a) Spectre multispectral discontinu à larges bandes. (b) Spectre 
hyperspectral contigu à bandes étroites. 
 
 
Fig. 1.4. Représentation d’un pavé hyperspectral. 
 
La résolution radiométrique d’un capteur décrit sa capacité à reconnaître de 
petites différences dans l’intensité reçue de la surface observée. Le nombre maximum 
d’intensités différentes qu’il est possible de distinguer par un élément du capteur est en 
relation avec le nombre de bits utilisés pour les représenter et les enregistrer dans un 
système informatique. Une capacité de 8 bits par exemple, donne 28=256 intensités 
différentes. 
 





La conception d’un capteur satellitaire passe inévitablement par un compromis 
entre les différentes résolutions présentées ci-dessus. Plus la résolution spatiale est fine, 
plus la résolution radiométrique est faible. Si on veut augmenter la résolution 
radiométrique sans réduire la résolution spatiale, il est nécessaire d’élargir la largeur des 
longueurs d’ondes, ce qui revient à diminuer la résolution spectrale. Inversement, une 
basse résolution spatiale permet une résolution radiométrique plus grande et une 
résolution spectrale plus fine. 
 
Les caractéristiques des images de télédétection spatiale peuvent être exploitées 
de façon synergique pour l’extraction d’informations précieuses pour de nombreuses 
applications du monde réel. Dans ce contexte, un schéma général d’un système 
d’extraction et de reconnaissance d’information utilisant des images de télédétection 
spatiale, qui a la tâche d’interpréter la réalité physique des scènes observées, peut être 
décomposé en trois phases principales [15]. Ces phases sont représentées par la figure 
suivante (Fig. 1.5). 
 
 
Fig. 1.5. Schéma de base d’un système d’extraction et de reconnaissance d’information en télédétection 
spatiale. 
 
La phase d’acquisition est réalisée par un capteur embarqué sur une plate-forme 
(satellite d’observation de la Terre par exemple). Ce capteur a pour objectif la traduction 
de la réalité physique en un signal électrique, à savoir, une image numérique. 
 
La phase de prétraitement vise à réduire les erreurs possibles issues de la phase 
d’acquisition. En effet, ces erreurs peuvent influer négativement sur la phase de 
traitement et d’analyse. En général, ces erreurs sont de nature radiométrique ou 
géométrique. D’une part, les erreurs radiométriques sont principalement dues aux 
conditions atmosphériques. D’autre part, les erreurs géométriques peuvent provenir du 
mouvement de la plate-forme embarquant le capteur, la courbure de la Terre, ou même 
de la géométrie du système capteur lui-même. 





Enfin, la phase de traitement et d’analyse vise à extraire les informations 
considérées (produit final) à partir des images prétraitées. Il existe deux principales 
approches pour réaliser un produit final. L’intervention directe d’un opérateur humain 
est au cœur de la première approche. Dans cette dernière, le processus de photo-
interprétation des images est utilisé pour aboutir au produit final. La deuxième approche 
repose principalement sur l’utilisation des méthodes automatiques d’extraction et de 
reconnaissance d’informations contenues dans les images. Ces méthodes sont issues du 
domaine du traitement des signaux et des images. Notons qu’une intervention "mineure" 
d’un opérateur humain dans une ou plusieurs étapes de cette deuxième approche, est 
toujours nécessaire pour réaliser un produit final interprétable.  
 
Le plus souvent, les méthodes automatiques d’analyse d’images de télédétection 
spatiale conduisent à la réalisation de cartes d’occupation des sols par le biais du 
processus de classification. Ce dernier, nécessite généralement une étape de 
prétraitement. Notons que cette étape de prétraitement n’est pas celle abordée plus haut, 
et qui concerne la correction des erreurs dues à la phase d’acquisition. Au contraire, le 
prétraitement visé ici est celui qui a pour objectif l’amélioration de la classification des 
données.  
 
D’une manière générale, le prétraitement peut comporter une partie des étapes 
suivantes (Fig. 1.6) : 1) réduction de la dimensionnalité, 2) extraction de caractéristiques 
(textures, indices (brillance des sols, végétation,…), contours,…), et 3) sélection des 
caractéristiques pertinentes. La méthode la plus couramment utilisée dans la première 
étape est l’Analyse en Composantes Principales (ACP) (Principal Component Analysis 
(PCA)) [21]. Dans la deuxième étape, à partir des données, certaines caractéristiques 
sont extraites pour être injectées, en plus ou en remplacement des données initiales, 
dans le processus classificatoire. La dernière étape consiste à sélectionner (par le biais 
de mesures entre les différentes classes d’intérêt) les meilleures caractéristiques 
extraites auparavant. 
 






Fig. 1.6. Schéma d’un processus typique d’analyse et de traitement d’images de télédétection spatiale. 
 
 
1.2. Problématique abordée dans la thèse 
 
Quand on veut étudier un phénomène donné par l’utilisation de l’imagerie de 
télédétection spatiale, il est souhaitable d’avoir la meilleure adéquation possible entre 
les dimensions des pixels de l’image et les dimensions du phénomène à étudier. Or le 
plus souvent, une image de télédétection se situe entre les deux dimensions plutôt qu’en 





correspondance avec l’une d’elles. Cette image, qui correspond à une grille constituée 
par le positionnement des pixels sur le terrain, est acquise généralement sur une scène 
hétérogène dans laquelle plusieurs constituants, qu’on appellera par la suite "matériaux 
purs", sont présents. Comme cette grille est entièrement arbitraire, puisqu’elle dépend 
de la trajectoire de la plate-forme, et lorsqu’on atteint les limites de la résolution spatiale 
du capteur, des pixels de la grille peuvent contenir chacun plusieurs matériaux purs 
(Fig. 1.7). Ces pixels mélangés sont appelés "mixels". Les pixels non mélangés, c’est-à-
dire ceux qui ne contiennent chacun qu’un seul matériau pur, sont appelés "pixels purs". 
 
 
Fig. 1.7. Illustration d’un mixel (pixel mélangé) contenant plusieurs matériaux purs. 
 
La présence de mixels dans une image de télédétection occasionne des erreurs 
dans le processus classificatoire. En effet, on est en présence de mixels présentant des 
valeurs ne correspondant à aucun des thèmes que l’on désire classer. Les conséquences 
des erreurs du processus classificatoire peuvent être importantes en cartographie, en 
particulier lorsqu’il s’agit d’évaluer des superficies de telle ou telle occupation du sol, 
ou encore de suivre les évolutions diachroniques de leur extension [15].  
 
 





Le comportement spectral d’un mixel est issu de la composition des réponses 
spectrales des divers matériaux purs rassemblés géographiquement dans le même 
élément de résolution. Autrement dit, les spectres des matériaux purs, contenus dans le 
mixel, contribuent au spectre observé au niveau de ce dernier. Dans ce cas, on parle de 
"mélange spectral" (spectral mixing). Le modèle analytique le plus couramment utilisé 
pour représenter ce genre de mélange est de type linéaire [25]. En effet, le modèle 
linéaire reste parfaitement réaliste lorsqu’on s’intéresse aux grands ensembles 
d’occupation des sols présents dans une scène avec un relief relativement plat, et 
agencés en surfaces adjacentes constituant une sorte de "damier" (Fig. 1.8(a)). Dans le 
cas contraire, c’est-à-dire lorsque la scène observée est caractérisée par un relief 
accidenté, ou bien lorsqu’on est en présence de matériaux agencés de telle sorte que la 
réflexion de ces derniers est multiple (Fig. 1.8(b)), le modèle non linéaire est le plus 
adéquat pour représenter le mélange spectral [25]. Notons que même dans ce dernier 




Fig. 1.8. Illustration du modèle de mélange spectral [25]. (a) Mélange linéaire. (b) Mélange non linéaire. 
 
 Ainsi, dans le modèle linéaire du mélange spectral, le spectre observé au niveau 
d’un mixel est un spectre linéairement mélangé, et il représente une moyenne pondérée 
(combinaison linéaire) des différents spectres des matériaux purs présents dans ce mixel 
(Fig. 1.9). La pondération affectée à chaque spectre d’un matériau pur représente 
l’"abondance" de ce dernier dans le mixel. 






Fig. 1.9. Illustration d’un spectre linéairement mélangé. 
 
 Afin de réduire les erreurs du processus classificatoire occasionnées par la 
présence des mixels dans une image de télédétection spatiale, et pour une meilleure 
reconnaissance des ensembles d’occupation des sols présents dans la scène observée, 
d’autres méthodes prenant en compte cet aspect du mélange spectral doivent être mises 
en place. Ces méthodes ont pour objectif de décomposer les spectres mesurés ou 
observés au niveau des pixels d’une image en un ensemble de spectres purs 
(correspondant aux matériaux purs) et d’abondances respectives. Cette approche est 
appelée procédure de "démélange spectral" (spectral unmixing). 
 
 Il existe dans la littérature des méthodes permettant la réalisation du démélange 
spectral [15], mais l’inconvénient majeur de ces méthodes est qu’elles supposent que les 
spectres des matériaux purs présents dans la scène observée sont bien connus et 
référencés dans des catalogues de comportements spectraux (bibliothèques spectrales). 
D’une part, ces derniers ne sont souvent pas disponibles, et d’autre part, lorsque ces 
bibliothèques sont disponibles, les longueurs d’ondes utilisées en laboratoire pour les 
compiler ne correspondent pas toujours aux longueurs d’ondes utilisées sur le capteur. 
Aussi, et dans le cas où les longueurs d’ondes correspondent, il n’est généralement pas 
possible de connaître à l’avance dans une approche automatique, la nature des 
matériaux purs présents dans une image de télédétection spatiale. Tout cela rend les 
méthodes en question quasiment inutiles, ou bien très lourdes et lentes, ce qui réduit 
considérablement leur utilisation dans des applications réelles. Par conséquent, il faut 
recourir à d’autres méthodes capables de décomposer les spectres mesurés à partir 
seulement de la connaissance de ces derniers. 





 L’approche permettant une telle décomposition est l’approche dite de Séparation 
Aveugle de Sources (SAS) (Blind Source Separation (BSS)) [9, 13]. Les contributions 
méthodologiques de la présente thèse découlent de cette approche pour résoudre la 
problématique décrite ci-dessus. 
 
 
1.3. Généralités sur la séparation aveugle de sources 
 
Les techniques du traitement du signal trouvent des applications dans 
pratiquement tous les domaines de la technologie, particulièrement en audio. Une bonne 
partie des signaux audio sont des mélanges auxquels contribuent plusieurs sources. 
L’étude des mélanges audio a de nombreuses applications dont la plus populaire est le 
problème du cocktail (cocktail party problem) (Fig. 1.10). Ce nom provient de la 
situation rencontrée par exemple lors d’un joyeux déjeuner familial. Comment 
comprendre ce que dit notre voisin parmi les autres voix ? Un tel exploit est facilement 
réalisable par les couches supérieures du cortex. Ce type de comportement peut être 
aussi copié par un système artificiel. Ainsi, le terme "cocktail party" est devenu le 
surnom de la séparation aveugle de sources dans le domaine audio. 
  
 
Fig. 1.10. Illustration du problème du cocktail (cocktail party problem). 
 





 La séparation aveugle de sources est une discipline plus au moins jeune, les 
premiers travaux sont attribués à Hérault, Jutten et Ans au milieu des années 1980 [17]. 
Dans [22], Jutten et Taleb décrivent le problème biologique qui a initié les travaux sur 
la séparation de sources. Celui-ci consistait à étudier les réponses musculaires émises à 
l’issue de différentes sortes d’excitations. 
 
 Dans un contexte tout à fait général, la séparation de sources consiste à restaurer 
L signaux sources inconnus sj à partir de K observations xi. Ces observations sont des 
mélanges des signaux sources et proviennent généralement de capteurs, tels que des 
microphones, des antennes radiofréquences, des capteurs CCD… Le mélange entre les 
signaux sources est dû à la propagation simultanée de ces derniers jusqu’aux capteurs. 
La relation liant les sources et les observations est donnée par : 
 
x = F(s), (1.1) 
 
où s = [s1… sL]T et x = [x1… xK]T sont deux vecteurs colonnes représentant 
respectivement l’ensemble des signaux sources et l’ensemble des signaux 
d’observations, et F(.) dénote l’opérateur de mélange. L’originalité de la SAS réside 
dans le fait qu’on se place dans un contexte aveugle, c’est-à-dire que l’opérateur de 
mélange ainsi que les signaux sources sont inconnus.  
 
 L’objectif ambitieux de la SAS est de construire un système capable de fournir 
des sorties yj égales aux signaux sources sj. La reconstruction des signaux sources est 
réalisée grâce au modèle : 
 
y = G(x), (1.2) 
 
où y = [y1… yL]T est un vecteur colonne représentant l’ensemble des signaux de sortie et 
G(.) est l’opérateur inverse de F(.). Il apparaît ici deux problèmes qui peuvent être 
différents. En effet, on peut considérer le problème de l’estimation du modèle de 
mélange, que l’on appelle problème d’Identification Aveugle de Mélanges (IAM) (Blind 
Mixture Identification (BMI)). Ou bien, on peut considérer le problème appelé 





restitution des sources [13] consistant à proposer une estimation des sources sans pour 
autant proposer une estimation de la structure de mélange. Bien entendu, ces deux 
problèmes coïncident lorsque le mélange est inversible. La configuration générale de la 
séparation aveugle de sources est donnée dans la figure (Fig. 1.11) suivante. 
 
 
Fig. 1.11. Configuration générale de la séparation aveugle de sources. 
 
 La SAS est une "discipline générique" qui permet de nombreuses applications 
telles que la biologie et le génie biomédical [11, 24, 27, 35, 36], la chimie [30], et 
l’astrophysique d’une manière générale [1, 3, 29]. Un aperçu plus exhaustif des 
différentes applications de la SAS peut être trouvé dans [5, 9, 20, 23]. 
 
 La SAS possède plusieurs degrés de difficulté. Plusieurs paramètres sont à 
prendre en considération, plus particulièrement, les deux points théoriques qui sont le 
type de mélange et le nombre K d’observations par rapport au nombre L de signaux 
sources. 
 
Concernant le nombre K d’observations par rapport au nombre L de signaux 
sources, on conçoit que le cas "(sur)déterminé", c’est-à-dire K = L (K > L), est plus 
simple à résoudre que le cas "sous-déterminé", c’est-à-dire K < L. Ce dernier cas ne peut 
être résolu qu’à l’aide d’importantes informations à priori. Selon l’objectif recherché, 
l’un ou l’autre cas sera considéré dans les chapitres liés à nos contributions 
méthodologiques relatives à des applications de la SAS en télédétection spatiale. 





 Pour le type de mélange, on trouve dans la littérature plusieurs types. Une 
première catégorie, largement étudiée, concerne les mélanges "linéaires", c’est-à-dire le 
cas où les observations sont des mélanges linéaires des signaux sources. Cette catégorie 
est découpée en trois sous-catégories : 
 
 "Mélanges linéaires instantanés" dans lesquels les valeurs des observations à un 
instant (lorsqu’il s’agit de signaux temporels monodimensionnels) ou à une position 
(lorsqu’il s’agit de signaux spatiaux bidimensionnels), ou à une longueur d’onde 
(lorsqu’il s’agit de spectres), s’écrivent comme des combinaisons linéaires des valeurs 
des signaux sources au même instant ou à la même position, ou à la même longueur 
d’onde. Dans ce cas, le modèle (1.1) s’écrit, pour des signaux temporels, sous la forme 
suivante : 
 
x(t) = A s(t), (1.3) 
 
où A est une matrice constante inconnue dite "matrice de mélange". Cette dernière 
contient des coefficients constants dits "coefficients de mélange". On trouve 
pratiquement ce genre de mélange dans les applications où les temps de propagation, ou 
les décalages spatiaux, sont négligeables.  
 
 "Mélanges linéaires à atténuations et retards" dans lesquels les temps de 
propagation, ou les décalages spatiaux, sont pris en considération. 
 
 "Mélanges linéaires convolutifs" dans lesquels les capteurs fournissent des 
superpositions de versions filtrées des signaux sources reçus. Ce type de mélange est le 
plus général des trois présentés. 
 
 La seconde catégorie de mélange, concerne les mélanges non-linéaires, qui sont 
plus généraux. La complexité de cette dernière catégorie de mélanges limite son étude à 
des configurations particulières, comme par exemple le cas « post-non-linéaire » [34], 
ou bien le cas d’un mélange linéaire-quadratique [12, 18, 19, 26], ou encore le cas d’un 
mélange quadratique [4]. 





 Les méthodes étudiées au cours de nos travaux ne concernent que les mélanges 
linéaires instantanés. Par conséquent, nous ne parlerons pas des autres types de 
mélanges dans la suite de ce manuscrit. Le principe général des méthodes de SAS 
linéaire instantanée (Fig. 1.12) consiste à transférer les observations dans un système 
qui inverse la matrice de mélange A afin de restaurer les signaux sources. La difficulté 
provient du fait que cette matrice est inconnue, ce qui revient à inverser une matrice 
inconnue. Cette difficulté nous amène à déterminer une estimation Â-1 de l’inverse de la 
matrice A-1, pour en déduire par la suite une estimation des signaux sources en 
transférant les observations dans le système qui réalise la matrice Â-1. On obtient alors : 
 
y = Â-1 x, (1.4) 
 
et par conséquent : 
 
y = Â-1 A s = ŝ ≈ s, (1.5) 
 
ce qui nous permet de restituer les signaux sources. La matrice C = Â-1 est dite « matrice 
de séparation ». 
 
 
Fig. 1.12. Principe général des méthodes de SAS linéaire instantanée. 
 
 L’estimation d’A-1 ou d’une grandeur associée (par exemple A pour en déduire 
ensuite une estimation d’A-1) est faite à partir des seules observations en utilisant les 
seules hypothèses faites sur les sources. 
 
 Il existe différentes méthodes qui permettent la séparation de sources dans le 
cadre des mélanges linéaires instantanés. Ces méthodes sont généralement regroupées 





en trois catégories de méthodes. La première catégorie concerne les méthodes 
d’Analyse en Composantes Indépendantes (ACI) (Independent Component Analysis 
(ICA)). Dans la seconde catégorie, on trouve les méthodes de Factorisation en Matrices 
Non-négatives (FMN) (Non-negative Matrix Factorization (NMF)). La troisième 
catégorie regroupe les méthodes d’Analyse en Composantes Parcimonieuses (ACPa) 
(Sparse Component Analysis (SCA)). Lorsqu’il s’agit d’applications en imagerie de 
télédétection spatiale, une quatrième catégorie de méthodes de séparation de sources 
peut être considérée. Les méthodes de cette dernière catégorie sont basées sur un 
concept géométrique. 
 
 L’ACI constitue l’une des classes de méthodes les plus utilisées en SAS. En 
effet, historiquement, pendant des années, séparation de sources et ACI ont été la même 
chose. Les travaux de Comon [8] ont permis de formaliser grâce au théorème de 
Darmois [10], l’équivalence entre ACI et SAS dans le cadre d’un mélange linéaire 
instantané, inversible et non bruité avec la présence d’au plus une source gaussienne. À 
partir de ces travaux, de nombreuses méthodes d’ACI ont été développées. Ces 
méthodes ont mené à de nombreux algorithmes dans le cadre des mélanges linéaires 
instantanés. Pour un exposé plus précis, nous renvoyons le lecteur aux ouvrages dédiés 
à l’ACI et la SAS [9, 13, 20]. 
 
 Les méthodes de FMN sont regroupées dans la deuxième catégorie de méthodes 
permettant la séparation de sources. Ces méthodes retiennent une attention particulière 
de la part de la communauté scientifique [6, 7]. En effet, ces méthodes font l’hypothèse 
que les signaux sources et les coefficients de mélange sont non-négatifs, et par 
conséquent, elles sont particulièrement adaptées pour la séparation de signaux tels que 
les images de télédétection spatiale. 
 
 Les méthodes d’ACPa représentent une autre voie possible pour la SAS. Cette 
classe de méthodes est actuellement très populaire [9, 16, 31] et très attractive lorsque 
les signaux sources recherchés présentent, dans un domaine de représentation (temporel, 
spatial, temps-fréquence ou temps-échelle par exemple) un caractère parcimonieux, 
c’est-à-dire sont très faibles dans certaines zones de la représentation. Ce caractère 





parcimonieux des signaux sources permet la restauration de ces derniers. L’ACPa 
permet en particulier la restauration des signaux sources gaussiens et/ou corrélés, ainsi 
que la séparation partielle des mélanges sous-déterminés. 
 
 Signalons ici, que dans le cadre de mélanges linéaires instantanés, les méthodes 
d’ACI et de FMN, ainsi que certaines méthodes d’ACPa, fournissent les signaux 
sources, au mieux à un facteur d’échelle (en incluant également le signe sauf pour la 
FMN) et à une permutation près. Cela constitue les indéterminations liées à la SAS 
linéaire instantanée [9, 13]. 
 
 
1.4. Modélisation des images de télédétection spatiale selon la 
nomenclature de la séparation aveugle de sources 
 
Dans cette thèse, nous envisageons un moyen pour tirer profit des techniques de 
séparation aveugle de sources dans le domaine de la télédétection spatiale. Partant du 
fait que le modèle linéaire instantané est celui qui est le plus couramment utilisé pour 
représenter le mélange spectral, et conformément à la terminologie de la SAS, il s’agit 
dans un premier temps de répondre à la question suivante : qu’appelle-t-on 
"observations" et qu’appelle-t-on "sources" ? Très vite, il est possible d’identifier deux 
modélisations différentes des images de télédétection spatiale. En effet, nous pouvons 
répondre de deux manières différentes aux interrogations précédentes selon deux 
approches présentées ci-dessous. 
 
1.4.1. Approche intuitive : sources spectrales 
Comme expliqué dans la Section 1.2, nous considérons chaque spectre (vecteur 
ligne) associé à un pixel d’une image comme un mélange linéaire instantané des 
spectres (vecteurs lignes) associés aux L matériaux purs présents dans la même image 
(les K pixels de l’image sont représentés ici sous une forme unidimensionnelle). Les 
valeurs de chaque vecteur ligne correspondent aux N bandes spectrales de l’image. En 
rassemblant l’ensemble des pixels de l’image, nous obtenons un modèle cohérent avec 
(1.3) si on remplace t par n pour n = 1… N. Ce dernier s’écrit sous la forme : 

















































MOMMOMMOM , (1.6) 
 
où xi(n) représente la nième composante spectrale (réflectance) du pixel i, sj(n) est la 
nième composante spectrale du matériau pur j et aij représente l’abondance du matériau 
pur j dans le pixel i. Ainsi, nous appelons "sources (spectrales)" les spectres des 
matériaux purs, et chaque observation correspond à un pixel de l’image. Une 
représentation bidimensionnelle de cette approche est donnée dans la figure (Fig. 1.13). 
En plus, les contraintes naturelles suivantes doivent être considérées : 
 
sj(n) ≥ 0, aij ≥ 0 et ∑
j









Ces contraintes naturelles signifient que les composantes spectrales ainsi que les 
abondances sont positives ou nulles, et que la somme des abondances sur chaque pixel 
vaut 1.   
 
 
Fig. 1.13. Modèle des données selon l’approche sources spectrales. 
 
 





1.4.2.   Approche alternative : sources spatiales 
















































    
 Pour simplifier cette dernière présentation et respecter la terminologie de la 

















































 Maintenant, )i(xn  représente la nième composante spectrale du pixel i, nja  est 
la nième composante spectrale du matériau pur j et )i(s j  représente l’abondance du 
matériau pur j dans le pixel i. Par conséquent, chaque "source (spatiale)" représente ici 
les abondances d’un matériau pur dans tous les pixels, et chaque observation correspond 
à une bande spectrale de l’image. Une représentation bidimensionnelle de cette 
approche est donnée dans la figure (Fig. 1.14). Par souci de lisibilité, les "barres" 
utilisées dans (1.9) pour les notations des sources, des coefficients de mélange et des 
observations, peuvent être enlevées (c’est-à-dire sj(i) à la place de )i(s j , et ainsi de 
suite), mais il doit être clair que ces notations se réfèrent au modèle (1.9), et non pas au 
modèle (1.6). Par ailleurs, les contraintes naturelles définies dans (1.7) deviennent ici : 
 
nja  ≥ 0, )i(s j  ≥ 0 et ∑
j















Fig. 1.14. Modèle des données selon l’approche sources spatiales. 
 
 
1.5. Contributions méthodologiques de la thèse 
 
Récemment, de nombreuses méthodes basées sur la philosophie de la séparation 
de sources ont été proposées pour démélanger de manière aveugle les pixels d’une 
image de télédétection spatiale, particulièrement une image hyperspectrale (un aperçu 
plus exhaustif de ces méthodes peut être trouvé dans [32, 33]). Cet engouement de la 
part de la communauté scientifique est un résultat direct de l’intérêt porté par les 
utilisateurs finaux à l’automatisation des techniques traditionnelles de traitement des 
données de télédétection spatiale, dans lesquelles l’intervention d’opérateurs humains 
est nécessaire. En dépit de tous les efforts déployés, il existe toujours un écart important 
entre les capacités potentielles de la télédétection spatiale et son exploitation dans le 
monde réel. Dans ce contexte, l’objectif principal de cette thèse est de fournir une 
contribution pour réduire un tel écart. La philosophie des travaux de recherche menés 
dans le cadre de cette thèse est de développer de nouvelles techniques permettant le 
traitement des données de télédétection spatiale pour des applications réelles, telles que 
l’extraction, l’identification, la quantification et la cartographie, avec un degré élevé de 
précision de la distribution spatiale des différentes occupations des sols. En particulier, 





nos recherches ont porté sur quatre aspects, décrits brièvement dans ce qui suit, et qui 
seront présentés en détail chacun dans un chapitre (3-6) à part.    
 
1.5.1. Prétraitement par séparation de sources et classification d’une image 
multispectrale 
Dans ce travail, nous utilisons des méthodes classiques de séparation de sources 
afin de réaliser un prétraitement d’une image multispectrale en vue d’une classification 
supervisée de ses pixels. Les méthodes en question sont fondées sur l’analyse en 
composantes indépendantes et la factorisation en matrices non-négatives. Ainsi, des 
algorithmes classiques (les plus populaires) de ces deux approches sont utilisés pour 
générer, à partir des bandes originales de l’image multispectrale, de nouvelles bandes 
(appelées aussi "néo-canaux"). Ces nouvelles bandes sont utilisées par la suite comme 
des entrées pour le classifieur supervisé choisi. Ce dernier est utilisé en intégrant 
l’information texturale issue de ces néo-canaux.    
 
1.5.2. Extraction de cartes d’abondances à partir d’une image multispectrale avec 
pixels purs 
Le démélange d’une image multispectrale avec pixels purs est l’objectif 
ambitieux de cette partie de la thèse. En effet, on trouve dans la littérature très peu de 
travaux concernant le démélange d’une image multispectrale, et cela est principalement 
dû au peu d’informations spectrales (nombre réduit de bandes spectrales) contenues 
dans une telle image. Au contraire, la grande majorité des travaux de la littérature 
concerne le démélange d’une image hyperspectrale avec ou sans pixels purs. Ainsi, le 
présent travail représente un challenge scientifique intéressant, celui d’extraire des 
cartes d’abondances à partir d’une image multispectrale avec la présence de pixels purs. 
Deux nouvelles méthodes hybrides et non-supervisées sont proposées dans ce travail 
afin d’atteindre notre objectif selon l’approche "sources spatiales" du modèle de 
séparation décrivant l’image multispectrale. Ces deux méthodes sont basées sur 
l’analyse en composantes parcimonieuses, les méthodes de classification non-supervisée 
(clustering), ainsi que les contraintes de non-négativité utilisées dans la factorisation en 
matrices non-négatives et les Moindres Carrés Non-négatifs (MCN) (Non-negative 
Least Squares (NLS)).         





1.5.3. Extraction de spectres à partir d’une image hyperspectrale avec pixels purs 
Comme expliqué dans la Section 1.1, la conception d’un capteur satellitaire 
passe inévitablement par un compromis entre les différentes résolutions, à savoir la 
résolution spatiale, la résolution spectrale et la résolution radiométrique. Ainsi, une 
image hyperspectrale, qui contient un nombre assez élevé de canaux spectraux, possède 
généralement une résolution spatiale moins fine que celle d’une image multispectrale. 
Cela induit une présence d’un grand nombre de mixels dans l’image en question. Les 
futurs capteurs hyperspectraux (tels que PRISMA, EnMAP, et HYPXIM [28]) seront 
caractérisés par une meilleure résolution spatiale, et par conséquent, le scénario 
d’existence de pixels purs sera très réaliste. C’est pourquoi, dans cette recherche, nous 
proposons une nouvelle méthode d’extraction de spectres hyperspectraux à partir d’une 
image avec pixels purs. Cette méthode, dans laquelle l’image est modélisée selon 
l’approche "sources spatiales" (c’est-à-dire les colonnes de la matrice de mélange 
correspondent aux spectres des matériaux purs), se réfère au problème d’identification 
aveugle de mélanges, et est basée sur l’analyse en composantes parcimonieuses.       
  
1.5.4. Extraction de spectres à partir d’une image hyperspectrale sans pixels purs, 
combinée avec une image multispectrale avec pixels purs 
Dans cette partie de la thèse, nous proposons une méthode basée sur la 
factorisation en matrices non-négatives couplée avec les moindres carrés non-négatifs 
pour extraire les spectres des matériaux purs contenus dans une image hyperspectrale 
fortement mélangée (c’est-à-dire sans aucun pixel pur), en la combinant avec une image 
multispectrale, contenant des pixels purs, de la même scène. Ainsi, nous tirons profit,  
dans une telle approche, de l’information spectrale fournie par l’image hyperspectrale, 















Dans ce premier chapitre, les principaux concepts de la télédétection spatiale et 
son processus d’analyse des données ont été présentés. La problématique abordée dans 
cette thèse a été détaillée. Des généralités sur l’approche dite de séparation aveugle de 
sources ont été abordées. Comme cette dernière approche est celle choisie pour résoudre 
la problématique de cette thèse, la modélisation des images de télédétection spatiale 
selon la nomenclature de cette approche a été présentée. En particulier, deux 
modélisations ont été données. La première est une modélisation dans laquelle les 
sources sont des spectres (signaux unidimensionnels). Dans la deuxième modélisation, 
les sources sont des cartes d’abondances (signaux images bidimensionnels). À la fin de 
ce chapitre, quatre aspects représentant nos contributions méthodologiques ont été 
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2.1. Méthodes de séparation aveugle de sources 
 
La Séparation Aveugle de Sources (SAS) (Blind Source Separation (BSS)) est 
une discipline scientifique qui permet, à partir d’un ensemble de N signaux observés xi, 
d’extraire L signaux sources sj. Les signaux observés sont des mélanges des signaux 
sources. Le mélange le plus étudié à ce jour est du type "linéaire instantané", dans 
lequel les valeurs des signaux observés à une variable (le plus souvent, cette variable est 
temporelle ou spatiale) s’écrivent comme des combinaisons linéaires des valeurs des 
signaux sources pour cette même valeur de la variable. Ainsi, dans le cas d’une variable 
temporelle, la relation observations-sources s’écrit sous la forme x(t) = A s(t), où s et x 
sont deux vecteurs colonnes représentant respectivement les signaux sources et les 
signaux observés, et comprenant respectivement L et N composantes et t est la variable. 
Notons ici, que si les données sont disponibles pour t = 1… K, on peut alors écrire cette 
dernière équation sous la forme matricielle X = A S. Bien entendu, cette forme 
matricielle est celle évoquée par le modèle (1.9) dans le Chapitre 1. La matrice X de 
dimension N x K est la matrice des observations, alors que la matrice S de dimension    
L x K est celle des sources. La matrice A est une matrice constante inconnue de 
dimension N x L dite "matrice de mélange". Il existe différentes méthodes qui 
permettent la séparation. Ces méthodes sont généralement répertoriées dans trois 
grandes catégories, à savoir, les méthodes d’Analyse en Composantes Indépendantes 
(ACI) (Independent Component Analysis (ICA)), les méthodes de Factorisation en 
Matrices Non-négatives (FMN) (Non-negative Matrix Factorization (NMF)), et les 
méthodes d’Analyse en Composantes Parcimonieuses (ACPa) (Sparse Component 
Analysis (SCA)). Nous présentons ci-dessous une vue d’ensemble des principaux 
critères de ces trois familles de méthodes de SAS. Un panorama plus général peut être 
trouvé dans [27, 28, 34, 35, 43, 72-74, 77, 81, 87]. S’agissant d’applications en imagerie 
de télédétection spatiale, une quatrième catégorie de méthodes peut être considérée. Ces 
méthodes sont le plus souvent basées sur un concept géométrique [17, 98, 108].   
 
2.1.1. Méthodes fondées sur l’analyse en composantes indépendantes 
L’ACI constitue l’une des classes de méthodes les plus utilisées en SAS. Elle 
peut être vue comme un prolongement de l’Analyse en Composantes Principales (ACP) 





(Principal Component Analysis (PCA)) [75], mais dans lequel la non-corrélation (critère 
sur les sorties d’une ACP) est remplacée par une hypothèse statistique plus forte, celle 
de l’indépendance. Par conséquent, dans cette configuration, l’objectif de l’ACI est de 
déterminer des sorties du système de séparation de telle sorte que celles-ci soient 
statistiquement indépendantes. Mais, pour que le problème de la séparation soit résolu, 
les sorties doivent correspondre à une estimation des sources (aux indéterminations près 
de permutation et de facteur d’échelle). Or ces deux objectifs peuvent, dans certaines 
conditions, ne pas être résolus en même temps. En effet, G. Darmois [36] a montré qu’à 
partir de variables aléatoires dépendantes, il est toujours possible de construire une 
transformation de telle sorte que les variables aléatoires obtenues soient indépendantes. 
La seule hypothèse d’indépendance statistique des sources n’est donc pas suffisante à 
l’unicité de la solution du problème de la SAS. Dans le cas des mélanges linéaires 
instantanés avec au moins autant de signaux observés que les signaux sources, P. 
Comon [33] a démontré à l’aide du théorème de Darmois [37] que l’ACI est équivalente 
à la résolution du problème de la SAS à condition que les signaux sources soient non 
gaussiens sauf un au plus. Dans ce contexte, de nombreuses approches ont été 
envisagées. Dans leur version de base, ces approches font l’hypothèse que les signaux 
sources sont statistiquement indépendants, et qu’au plus un de ces signaux sources est 
gaussien.  
 
L’ACI d’un vecteur aléatoire x consiste à estimer le modèle de données x = A s, 
par une transformation linéaire y = C x, de telle manière que les composantes de y soient 
aussi indépendantes que possible. L’indépendance statistique mutuelle entre L variables 
aléatoires sj, avec j ∈  {1… L}, signifie que la connaissance des valeurs prises par 
certaines variables n’informe en aucune manière sur les valeurs prises par les autres 
variables. Considérons le vecteur s comme étant un vecteur de variables aléatoires, et 
supposons que sa densité de probabilité f(s) existe. Le vecteur s a des composantes 
mutuellement indépendantes si et seulement si la densité de probabilité conjointe f(s) est 














Les signaux sources sj ne sont pas directement observables et leur densités de 
probabilité fj(sj) sont rarement connues, il est donc difficile d’utiliser la définition de 
l’indépendance statistique (2.1) pour estimer les signaux sources indépendants. Ainsi 
l’ACI estime les composantes de y par maximisation d’une mesure (critère) 
d’indépendance statistique. Nous présentons ci-dessous les principaux critères d’ACI 
ainsi que quelques méthodes utilisant ces derniers. 
 
"ACI par maximisation de la non-gaussianité", cette dernière est l’un des 
critères les plus utilisés en ACI. Il est fondamental puisqu’il est impossible de séparer 
des signaux sources indépendants et identiquement distribués (i.i.d.) si la non-
gaussianité de ceux-ci n’est pas respectée. Une mesure de cette non-gaussianité 
s’impose donc. La plus couramment utilisée est la valeur absolue du "kurtosis 
normalisé" qui est le "cumulant normalisé" d’ordre quatre [43]. Il est noté γ(.) et défini 
par l’expression suivante (pour une variable aléatoire centrée) : 
 


















où kurt(.) est le kurtosis non-normalisé égal au cumulant non-normalisé d’ordre quatre 
cum4(., ., ., .), cum2(., .) est le cumulant d’ordre deux, et E{.} représente l’opérateur 
d’espérance mathématique. Le kurtosis normalisé mesure l’écart de la densité de 
probabilité d’une variable aléatoire par rapport à une densité gaussienne : il vaut zéro 
pour une densité gaussienne. Des valeurs strictement négatives du kurtosis normalisé 
sont obtenues avec des distributions "sous-gaussiennes" (plus aplaties que la 
gaussienne), tandis que les distributions "sur-gaussiennes" (plus piquées que la 
gaussienne) donnent des valeurs strictement positives. On peut donc considérer que, 
plus la valeur absolue du kurtosis normalisé d’une variable aléatoire augmente, plus la 
densité de cette dernière s’écarte de la densité gaussienne. La maximisation de la valeur 
absolue du kurtosis normalisé constitue une méthode très simple pour espérer 
l’extraction des signaux sources. Cependant, cette méthode peut s’avérer peu robuste. 
En effet, l’estimation du kurtosis normalisé à partir de données représente des 
inconvénients. Le kurtosis normalisé est très sensible aux valeurs extrêmes à cause du 





cumulant d’ordre quatre. Ainsi, son estimation peut être fortement faussée dans le cas 
d’un petit nombre de valeurs observées, et d’autres fonctions mesurant la non-
gaussianité peuvent être préférables. 
 
 Une deuxième mesure de la non-gaussianité considérée dans la littérature trouve 
ses bases dans la théorie de l’information. Il est établi que pour un ensemble de 
variables aléatoires centrées de même variance, celle qui a une distribution gaussienne 
maximise l’"entropie différentielle" donnée par [43] :  
 
H(y) = - ∫ duufuf yy ))(log()( , (2.3) 
 
où fy(.) est la densité de probabilité de la variable aléatoire y. Cette remarque permet 
d’introduire une mesure normalisée de la non-gaussianité, appelée "néguentropie" et 
définie par [43] :  
 
J(y) = H(yg) – H(y), (2.4) 
   
où yg est une variable aléatoire gaussienne, centrée, de même variance que y. On obtient 
ainsi une mesure qui est toujours positive ou nulle, et qui vaut zéro si et seulement si y a 
une distribution gaussienne. La néguentropie est une mesure robuste de la non-
gaussianité, en revanche elle est difficile à calculer puisqu’elle nécessite l’estimation 
des densités de probabilité des signaux de sortie. En pratique, la néguentropie peut être 
approximée en utilisant les cumulants d’ordre supérieur. Une méthode classique 




1 E{y3}2 + 
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1 kurt(y)2, (2.5) 
 
 Cet estimateur basé sur le kurtosis demeure peu robuste. A. Hyvärinen [35, 74] a 
proposé une approximation robuste de la néguentropie : 
 
J(y) ≈ k1 E{G1(y)}2 + k2 [E{G2(y)} – E{G2(yg)}]2, (2.6) 





où k1 et k2 sont deux constantes positives, G1 et G2 deux fonctions non-quadratiques, 
avec G1 impaire et G2 paire. Une autre approche consiste à n’utiliser qu’une seule 
fonction non-quadratique G. Dans ce cas, l’approximation devient : 
 
J(y) α [E{G(y)} – E{G(yg)}]2. (2.7) 
 
 Toutes les méthodes basées sur la maximisation de la non-gaussianité 
nécessitent une normalisation des sorties. On peut par exemple imposer aux signaux 
sources extraits d’avoir une variance unitaire. Dans ce cas, le procédé consiste à 
décorréler et normaliser les observations centrées, afin que le signal de sortie y puisse 
être de variance unitaire en normalisant le vecteur d’extraction appliqué aux 
observations centrées, décorrélées et de variances unitaires. 
 
 L’une des méthodes les plus connues basées sur la maximisation de la non-
gaussianité est "FastICA" [35, 74] qui est une méthode de type point-fixe. Cette 
méthode utilise au choix le kurtosis [70] ou la néguentropie [71]. 
 
"ACI par minimisation de l’information mutuelle". L’information mutuelle est 
une mesure permettant de caractériser directement l’indépendance statistique entre des 
variables aléatoires. Cette quantité notée I(.) est définie par [35, 74] : 
 






)( , avec y = [y1… yL]T. (2.8) 
 
 Cette quantité est toujours positive, et s’annule si et seulement si les variables 
aléatoires y1,…, yL sont statistiquement indépendantes, ce qui nous donne une mesure 
naturelle et générale de l’indépendance statistique. Cette mesure permet, dans un 
problème de la SAS, de mesurer quantitativement l’indépendance statistique des 
signaux sources estimés sans aucune hypothèse sur leur distribution. Les méthodes 
d’ACI basées sur cette mesure, minimisent l’information mutuelle entre les sorties du 
système d’ACI. 





 Le critère de minimisation de l’information mutuelle est étroitement lié à la 
maximisation de la non-gaussianité. En effet, pour des données centrées, décorrélées, et 
de variances unitaires, l’information mutuelle définie par (2.8) peut être réécrite en 
fonction de la néguentropie définie par (2.4), d’où la relation [33] :  
 






)( . (2.9) 
 
 Ainsi, le concept de maximisation de la non-gaussianité trouve naturellement sa 
justification dans ce lien direct avec la minimisation de l’information mutuelle. 
Néanmoins, il est algorithmiquement différent. En effet, dans le cadre de la 
maximisation de la non-gaussianité, il est possible d’utiliser des algorithmes à déflation, 
c’est-à-dire des algorithmes qui permettent l’extraction des signaux sources un à un, ce 
qui s’avère impossible pour la minimisation de l’information mutuelle. 
 
 Le critère de minimisation de l’information mutuelle a été notamment étudié par 
D. T. Pham [103, 104, 106, 107], K. E. Hild et al. [49, 60-62], Z. Q. Luo et J. Lu [85], 
M. Babaie-Zadeh et al. [8, 111] ou encore M. El Rhabi et al. [110].    
 
"ACI par maximisation de la vraisemblance", qui a pour objectif de retrouver 
les paramètres des mélanges qui maximisent la vraisemblance de réalisation des 
observations. Le principal inconvénient de la maximisation de la vraisemblance réside 
dans la non-connaissance des densités de probabilité des signaux sources. On peut alors 
supposer soit qu’elles sont connues à priori, soit qu’elles appartiennent à une famille de 
distributions donnée. En utilisant des fonctions score, la maximisation de la 
vraisemblance correspond à la minimisation de la néguentropie ou la maximisation de 
l’entropie, comme cela a été montré par J. F. Cardoso dans [23]. La maximisation de 
l’entropie, appelée "Infomax", a été proposée par A. J. Bell et T. J. Sejnowski [9]. 
 
Des approches basées sur la maximisation de la vraisemblance ont été 
introduites par M. Gaeta et J. L. Lacoume [51, 52], puis entre autres par D. T. Pham et 
al.  [101, 102], par L. Parra et al. [99, 100], ou par A. Belouchrani et J. F. Cardoso [11]. 





R. Guidara [57] et al. ont proposé plusieurs extensions des méthodes [101, 102] de D. T. 
Pham qui prennent en compte l’autocorrélation des signaux sources. Leurs approches 
permettent le traitement des signaux stationnaires [66, 67] ou non-stationnaires [55, 56]. 
 
La mise en œuvre pratique critère de la maximisation de la vraisemblance est 
liée à celle de la minimisation de l’information mutuelle, et par conséquent au critère de 
la maximisation de la non-gaussianité. Le lien entre ces différents critères a été étudié 
dans [82].   
 
"ACI basée sur les statistiques d’ordre deux". Les critères d’ACI présentés ci-
dessus négligent, dans leur version de base, toute structure (temporelle, spatiale, ou 
fréquentielle) des signaux sources, et nécessitent la non-gaussianité comme condition 
pour réaliser la séparation. Cette dernière condition peut être contournée en tenant 
compte de la structure des signaux sources, et en n’utilisant que des statistiques d’ordre 
deux. Notons ici, que seules (sans prise en compte de la structure des signaux sources) 
les statistiques d’ordre deux ne sont pas suffisantes pour permettre l’extraction des 
signaux sources.  
 
Ainsi, la gaussianité des signaux sources n’est plus une limitation si l’on 
considère l’une des deux hypothèses suivantes : l’autocorrélation des signaux sources 
ou la non-stationnarité de ces derniers. 
 
Dans le cas de la première hypothèse, c’est-à-dire les sources sont autocorrélées, 
il est possible de séparer des signaux sources en imposant la nullité de l’intercorrélation 
des signaux de sortie décalés: 
 
τ∃ ≠ 0 / E{yj yj’(τ )} = 0, ∀ j ≠ j’∈{1… L}, (2.10) 
 
où τ  représente un décalage temporel, spatial, ou fréquentiel. En effet, les matrices de 
covariance des signaux sources centrés définies par : 
 
Rs(τ ) = E{s s(τ )T}, (2.11) 





sont réelles et diagonales. Les matrices de covariance des observations s’écrivent 
alors sous la forme : 
 
Rx(τ ) = E{x x(τ )T} = A Rs(τ ) AT, (2.12) 
 
et sont simultanément diagonalisables pour divers décalages τ . Parmi les méthodes 
statistiques d’ordre deux les plus célèbres, et qui supposent l’autocorrélation des 
signaux sources, on peut citer AMUSE [118, 119] ou SOBI [10, 12]. AMUSE considère 
un décalage unique non nul pour réaliser la séparation à partir des observations 
blanchies. Cette méthode, remarquable par sa simplicité, représente un inconvénient 
majeur qui réside dans le choix du décalage. Pour remédier à ce problème, la méthode 
SOBI utilise plusieurs décalages choisis. 
 
 Concernant maintenant l’hypothèse de la non-stationnarité des signaux sources, 
cette dernière à l’ordre deux se traduit par une variation (temporelle, spatiale, ou 
fréquentielle) des statistiques des signaux, ce qui fournit de l’information 
supplémentaire. Dans ce cas, la décorrélation des sorties entre elles (à plusieurs instants, 
positions, ou fréquences) suffit pour effectuer la séparation. Parmi les premières 
approches traitant des signaux sources non-stationnaires, nous trouvons les travaux 
développés par K. Matsuoka et al. [88]. De son côté, A. Souloumiac a proposé une 
méthode adaptée aux signaux non-stationnaires [116]. Le même concept a été aussi 
abordé par D. T. Pham et J. F. Cardoso [105]. Nous retrouvons également l’algorithme 
SONS de S. Choi et al. [26], qui peut être vu comme une extension de l’algorithme 
SOBI aux signaux sources non-stationnaires. Nous citons aussi les travaux développés 
par A. Belouchrani, K. Abed-Meraim et al. [14]. On peut également citer la méthode 
mise en œuvre par K. Abed-Meraim et al. [1] exploitant la cyclo-stationnarité des 
sources. La non-stationnarité a été aussi utilisée dans d’autres travaux d’ACI, dont on 
cite ceux utilisant la décorrélation spectrale de S. Hosseini et al. [64, 65, 68, 112], les 
méthodes de décorrélation différentielle de Y. Deville et al. [38, 40] et S. Choi et al. [24, 
25], l’approche temps-fréquence développée par A. Belouchrani et M. Amin [13], ou 
certaines méthodes combinant la non-stationnarité et l’autocorrélation des signaux 
sources [19, 121, 123]. 





 Un état de l’art plus détaillé sur les méthodes d’ACI basées sur l’utilisation des 
statistiques d’ordre deux peut être trouvé dans [20]. 
   
        "ACI basée sur une approche tensorielle". Comme souligné ci-dessus, l’utilisation 
des statistiques d’ordre deux, en négligeant la structure des signaux sources, ne peut être 
suffisante pour permettre la séparation. Le recours dans ce cas à des statistiques d’ordre 
supérieur, telles que les cumulants d’ordre supérieur à deux, est l’une des solutions 
classiques qui a été utilisée dans différentes approches de l’ACI. Théoriquement, 
l’indépendance statistique entre des signaux correspond à la nullité des cumulants 
croisés entre toutes les versions décalées de ces signaux et à tous les ordres. En pratique, 
les méthodes basées sur l’annulation de ces cumulants croisés opèrent à un certain ordre 
fixé. En général, cet ordre est fixé à quatre. Dans ce dernier cas, on parle des cumulants 
croisés d’ordre quatre, utilisés comme un critère d’indépendance statistique. Les 
cumulants d’ordre quatre, notés cum4( 4321 ,,, jjjj yyyy ) avec 1 ≤ j1, j2, j3, j4 ≤ L, forment 
algébriquement un "tenseur" de cumulants d’ordre quatre, qui est un opérateur 
multilinéaire, de l’ensemble PL,L des matrices L x L, vers PL,L, et qui, pour toute matrice 
P, fournit une matrice M qui a pour élément d’indice (j1, j2) : 
 





jjjjjj yyyycump , (2.13) 
 
où 
43 jjp  est l’élément d’indice (j3, j4) de la matrice P. 
 
 Notons que parmi les propriétés fondamentales du tenseur de cumulants d’ordre 
quatre, il est diagonal pour tout vecteur y dont les composantes sont des variables 
aléatoires mutuellement indépendantes. Il est donc tout à fait naturel d’essayer d’annuler 










Comme tout opérateur linéaire, un tenseur défini par les cumulants d’ordre 
quatre, peut être diagonalisé et, sous contrainte de blanchiment des signaux observés, il 
a été démontré dans [120], que toutes les "tranches" (matrices) de ce même tenseur 
peuvent être conjointement diagonalisées à l’aide d’une même matrice unitaire. C’est 
sur un tel principe qu’est fondée la méthode JADE [22], qui fait suite à la méthode 
FOBI [21]. Le critère de mesure de la diagonalité utilisé dans la méthode JADE est celui 
de la minimisation de la somme des carrés des termes non-diagonaux, qui est équivalent 
à la maximisation de la somme des carrés des termes diagonaux. Le concept de 
diagonalisation conjointe, utilisé dans JADE aux cumulants d’ordre quatre, a été 
généralisé par E. Moreau [91] aux cumulants de tout ordre supérieur à trois. 
 
Nous terminons cette section relative à l’ACI, en donnant le lien existant entre 
celle-ci et le codage parcimonieux. Ce dernier est une méthode d’extraction 
d’informations pertinentes dans un vecteur de données. Il consiste à représenter 
linéairement un vecteur de données par un ensemble de vecteurs de base, de sorte que 
seulement quelques-uns de ces derniers soient activés en même temps [74]. La 
distribution d’un vecteur de données est dite "parcimonieuse" lorsque chaque 
composante de ce vecteur possède une densité de probabilité avec une raie en zéro. Le 
codage parcimonieux est donc étroitement lié à l’obtention d’une distribution sur-
gaussienne [74]. Un vecteur de données sur-gaussien est aussi non-gaussien, cette non-
gaussianité est maximisée, comme vue précédemment, par certaines méthodes d’ACI. Il 
est donc naturel de considérer l’ACI comme une méthode de codage parcimonieux, utile 
pour l’extraction de caractéristiques pertinentes.  
     
2.1.2. Méthodes fondées sur la factorisation en matrices non-négatives 
Dans la section précédente, nous avons décrit quelques approches fondées sur 
l’ACI pour résoudre le problème de la SAS. Ces approches estiment des solutions sous 
la contrainte d’indépendance statistique. Dans certaines applications relevant du 
domaine des sciences de l’environnement, et utilisant des données qui possèdent la 
propriété de non-négativité, les solutions estimées par les méthodes basées sur l’ACI 
manquent d’interprétabilité physique.  
 





En 1987, un sévère mais réaliste constat de R. Henry [59] montre les limites des 
algorithmes d’analyse factorielle pour l’étude des données atmosphériques. Il pointe du 
doigt le manque d’interprétabilité physique des solutions issues de ces méthodes. En 
effet, en sciences de l’environnement, les experts cherchent à représenter une matrice de 
données X par un produit matriciel de deux matrices A et S. Dans ce modèle, la matrice 
X est la matrice des signaux observés, et les matrices S et A sont respectivement la 
matrice des signaux sources et la matrice des intensités (mélanges) de ces mêmes 
signaux. Les méthodes d’analyse fondées sur l’ACI fournissent des solutions pour ce 
modèle, ces dernières ne possédant plus le caractère non-négatif, sont difficilement 
interprétées. Ce problème a conduit de nombreux chercheurs à développer et utiliser 
d’autres méthodes qui prennent en compte le caractère non-négatif des données 
utilisées. Les méthodes fondées sur la FMN sont des techniques qui prennent en compte 
la contrainte de non-négativité des données. Ces méthodes fortement influencées par les 
travaux de J. Shen et G. W. Israël [113] relatifs à l’Analyse Factorielle avec 
Transformation Non-négative (AFTN) (Factor Analysis with Non-negative 
Transformation (FANT)), et ceux fondés sur la Factorisation en Matrices Positives 
(FMP) (Positive Matrix Factorization (PMF)) de P. Paatero et al. [95-97], s’accordent 
parfaitement avec les données considérées dans cette thèse, à savoir les données de 
télédétection spatiale. Un inconvénient majeur de ces dernières méthodes est la lourdeur 
de leur programmation qui limite les dimensions des matrices à manipuler. Aussi, la 
convergence des algorithmes de ces méthodes est réputée pour être lente pour des 
problèmes de larges dimensions. 
 
Le succès des méthodes de FMN a commencé avec les travaux de D. D. Lee et 
H. S. Seung [79]. Ces deux chercheurs, des Bell Laboratories, se sont inspirés des 
travaux sur les contraintes de positivité appliquées à une décomposition bilinéaire d’une 
matrice de données, mais aussi des travaux sur la perception visuelle et l’encodage des 
données visuelles par le cerveau. Leur constat de départ est que des études 
psychologiques et physiologiques ont prouvé que le cerveau décompose un objet en ses 
différentes parties pour faciliter sa représentation mentale. La question se pose alors de 
savoir comment cette représentation d’un tout en parties est réalisée. La représentation 
d’un objet en parties signifie que l’objet se sépare en plusieurs parties. Un objet 





d’intensités strictement positives sera donc décomposé en parties d’intensités 
strictement positives. Pour reconstruire cet objet, les parties sont recollées ensemble. Le 
recollage des morceaux signifie qu’il faut réunir toutes les parties pour retrouver le tout. 
Ainsi, les parties sont sommées pour retrouver l’objet initial. De plus, lorsqu’un même 
objet est observé sous diverses conditions lumineuses, ses parties sont toujours les 
mêmes, mais avec des coefficients de pondération différents qui modélisent la 
luminosité ambiante. Ces coefficients sont forcément positifs. La représentation d’un 
objet par ses parties induit que seules des sommes, pondérées par des coefficients 
positifs, entre parties sont autorisées pour reconstruire l’objet initial, et que si l’objet est 
positif, alors ses parties le sont également.   
 
Sous forme mathématique, la FMN peut être vue comme une méthode générale 
de décomposition matricielle. Elle permet d’approximer toute matrice X ∈  RN x K dont 
les éléments sont tous non-négatifs (positifs ou nuls), grâce à une décomposition de la 
forme [80] : 
 
X ≈ A S, (2.14) 
 
où A et S sont deux matrices qui appartiennent respectivement à RN x L et RL x K. Dans le 
cadre de la SAS, la matrice X est la matrice composée des vecteurs lignes représentant 
les signaux observés. De même, S est la matrice dont les lignes représentent les signaux 
sources. La matrice A est la matrice de mélanges. L’originalité de la FMN réside dans la 
contrainte de non-négativité qu’elle impose à A et S. Soulignons ici, que le modèle 
(2.14) représente rigoureusement le modèle classique x(t) = A s(t) (avec t = 1… K) 
utilisé en séparation de sources (les signaux observés et les signaux sources sont 
représentés, dans cette section, sous forme de matrices, et non pas sous forme de 
vecteurs comme vu précédemment, pour respecter les notations de la FMN utilisées 
dans la littérature). 
 
Déterminer les matrices A et S revient à minimiser une fonction objective de la 
matrice initiale X et du produit des deux matrices A et S. D. D. Lee et H. S. Seung [80] 
ont proposé deux méthodes basées sur la minimisation de deux fonctions objectives 





différentes, sous la contrainte de non-négativité, avec des règles de mise à jour 
multiplicatives. 
 
La première méthode est basée sur la minimisation de la distance euclidienne 
(norme de Frobenius) de la différence entre X et le produit A S : 
 
DF (X, A S) = 22
1
F
ASX − , (2.15) 
 










•← , (2.16) 
 
où BA •  et 
B
A
 représentent respectivement la multiplication et la division matricielle 
élément par élément. 
 
La deuxième méthode est basée sur la minimisation de la divergence de 
Kullback-Leibler entre X et le produit A S : 
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où E est une matrice dont les éléments valent 1. 
 





D. D. Lee et H. S. Seung [80] ont démontré que les deux fonctions objectives 
n’augmentent pas avec les règles de mise à jour (2.16) et (2.18), et que les deux 
algorithmes convergent toujours vers une solution de l’approximation (2.14). 
 
Contrairement aux algorithmes initiaux de D. D. Lee et H. S. Seung, qui ont des 
règles de mise à jour multiplicatives, il existe une autre classe d’algorithmes de la FMN 
basés sur la descente en gradient projeté sur l’orthant positif (l’orthant positif est 
l’extension de la notion du quart de plan positif dans un espace de dimension 
supérieure) [84, 124]. Ces algorithmes, qui ont des règles de mise à jour additives, 
résolvent le problème des Moindres Carrés Non-négatifs (MCN) (Non-negative Least 
Squares (NLS)) en minimisant la fonction objective (2.15).  
 
D’après R. Zdunek et A. Cichocki [124], si le problème des MCN est strictement 
convexe, alors il existe, pour chaque matrice fixe A, une matrice non-négative unique S 
qui satisfait la contrainte de non-négativité sur le gradient de (2.15) par rapport à S, noté 
GS(S) : 
 
S ≥ 0, GS(S) = S∇ DF(X, A S) = AT (A S – X) ≥ 0. (2.19) 
 
 De même, il existe, pour chaque matrice fixe S, une matrice non-négative unique 
A qui satisfait la contrainte de non-négativité sur le gradient de (2.15) par rapport à A, 
noté GA(A) : 
 
A ≥ 0, GA(A) = A∇ DF(X, A S) = (A S – X) ST ≥ 0. (2.20) 
 
 Les règles de mise à jour additives, satisfaisant la contrainte de non-négativité, 
des deux matrices A et S pour assurer la minimisation de la fonction objective (2.15) 
sont : 
 
[ ])(AGAPA AAη−← Φ      et     [ ])(SGSPS SSη−← Φ , (2.21) 
 





où [ ]ξΦP  est la projection de ξ  sur l’orthant positif, Aη  et Sη  représentent des pas 
d’apprentissage définis dans [124]. La projection [ ]ξΦP  peut être effectuée selon 
plusieurs manières. Une des techniques les plus simples est de remplacer toutes valeurs 
négatives dans ξ  par des valeurs nulles, ou dans des cas pratiques, par un petit nombre 
positif ε  pour éviter des instabilités numériques. Ainsi, cette projection 
devient [ ] { }εξξ ,max=ΦP . Cependant, ce n’est pas la seule manière d’effectuer cette 
projection, il est plus efficace, en général, de choisir les pas d’apprentissage Aη  et Sη  
d’une manière à préserver la non-négativité des solutions et d’accélérer la convergence 
des algorithmes.      
 
D. Donoho et V. Stodden [45] ont donné une interprétation géométrique à la 
FMN. Géométriquement, et d’après ces auteurs, la FMN consiste à trouver un cône 
appartenant à l’orthant positif qui englobe les composantes des vecteurs des données 
observées. De ce point de vue, le cône n’est pas toujours unique sans contrainte 
supplémentaire, comme l’illustre la figure suivante (Fig. 2.1). 
 
 
Fig. 2.1. Différents cônes englobant les composantes d’un vecteur de données observées. 
 
À partir de cette interprétation géométrique, il apparaît que la FMN n’est pas 
unique (ce qui pose un problème pour la SAS), et ses algorithmes dépendent fortement 
de leur initialisation. En effet, tout couple de matrices non-négatives (A, S) vérifiant 
l’approximation (2.14) constitue une solution pour la FMN. Ainsi, pour un autre couple 
de matrices non-négatives (B, C) vérifiant l’approximation (2.14), on a : X ≈ A S = B C. 
 





Une condition nécessaire d’unicité donnée par D. Donoho et V. Stodden [45] 
est : les données observées ne doivent pas obéir à une contrainte de stricte positivité. En 
particulier, l’unicité est obtenue dans le cas où les données observées sont distribuées de 
telle façon que chaque axe définissant l’orthant positif contient au moins une 
composante des vecteurs des données observées. Dans ce cas, le seul cône positif 
englobant les vecteurs des données observées est l’orthant positif tout entier, ce qui 
donne l’unicité de la factorisation. 
 
Une solution donnée par J. Eggert et K. Körner [48], permettant d’offrir une 
situation plus favorable pour limiter le nombre de solutions de la FMN, est la 
combinaison de la version initiale de la FMN de D. D. Lee et H. S. Seung et du codage 
parcimonieux. Cette combinaison, consiste à minimiser les fonctions objectives (2.15) 
et (2.17), mais en ajoutant des conditions qui renforcent le codage parcimonieux sur 
l’une ou les deux matrices A et S. Une manière de renforcer le codage parcimonieux est 
de l’inclure dans les fonctions objectives (2.15) et (2.17). Les nouvelles fonctions 
objectives incluant le codage parcimonieux, ainsi que les règles de mise à jour associées 
à ces fonctions sont données dans [29, 48]. D’après le dernier paragraphe de la Section 
2.1.1, la combinaison de la FMN et du codage parcimonieux est étroitement liée à l’ACI 
non-négative [69]. 
 
D’autres algorithmes de la FMN peuvent être trouvés dans [15], ou dans [30], un 
ouvrage dédié à la FMN et à la Factorisation en Tenseurs Non-négatifs (FTN) (Non-
negative Tensor Factorization (NTF)). 
 
2.1.3. Méthodes fondées sur l’analyse en composantes parcimonieuses 
L’analyse en composantes parcimonieuses est une autre voie en vogue de la SAS 
[53]. Apparue depuis peu, elle ne cesse de susciter l’intérêt de la communauté 
scientifique. Basée sur des hypothèses de parcimonie des signaux sources dans un 
domaine de représentation des signaux (temporel, spatial, fréquentiel, temps-fréquence, 
temps-échelle), elle apporte particulièrement des solutions pour la SAS avec des 
mélanges sous-déterminés, dans lesquels le nombre de signaux observés est inférieur au 
nombre des signaux sources à extraire. Elle permet aussi de contourner l’hypothèse 





d’indépendance statistique, et même l’hypothèse de la non-corrélation des signaux 
sources employée dans les méthodes de l’ACI. 
 
Un signal est dit parcimonieux dans un domaine de représentation, s’il est plus 
souvent nul que la valeur de sa variance ne le laisserait penser [94, 109]. Cela signifie 
que le signal ne contient que quelques valeurs significatives dans le domaine d’analyse 
considéré. Notons ici qu’un signal peut présenter des propriétés de parcimonie dans un 
domaine d’analyse particulier sans qu’il en soit de même dans d’autres. Plusieurs 
transformations parcimonieuses ont été proposées, que le lecteur intéressé pourra 
trouver dans [32, 50, 63, 86]. 
 
Les méthodes de séparation fondées sur la parcimonie opèrent généralement en 
deux étapes. La première consiste à estimer les coefficients des mélanges. Cette 
estimation est réalisée dans un domaine d’analyse choisi selon les propriétés des 
signaux étudiés.  Dans la seconde étape, l’estimation des signaux sources est réalisée, le 
plus souvent, par une simple inversion du modèle de séparation. 
 
On distingue, généralement, trois catégories d’approches tirant avantage de la 
parcimonie des signaux sources. La première catégorie regroupe les approches avec de 
"fortes hypothèses de parcimonie". Dans la deuxième catégorie, on retrouve les 
approches "quasi-non-parcimonieuses", dans lesquelles, seules quelques zones bien 
choisies du domaine d’analyse sont utilisées pour estimer les coefficients des mélanges. 
La troisième catégorie, regroupe, quant à elle, les méthodes jouant sur un degré hybride 
de parcimonie entre les méthodes des deux catégories ci-dessus. 
 
Les versions les plus restrictives des méthodes à fortes hypothèses de parcimonie 
supposent qu’au plus une source est présente dans chaque point du domaine d’analyse. 
On parle dans ce cas d’une Orthogonalité W-Disjointe (OWD) (W-Disjoint 
Orthogonality (WDO)) des signaux sources. Parmi les méthodes basées sur ce concept, 
nous trouvons la méthode DUET de J. Jourjine et al. [76]. 
 





Les méthodes quasi-non-parcimonieuses exigent des hypothèses de parcimonie 
beaucoup moins fortes que celles basées sur la OWD. En effet, ces méthodes nécessitent 
un petit nombre de zones du domaine d’analyse, dans lesquelles, une seule source est 
présente. Ces zones mono-sources sont retrouvées par l’utilisation d’un critère de 
détection. Parmi ces méthodes, figurent celles proposées par Y. Deville et al. Les 
premières méthodes ont été développées par F. Abrard et Y. Deville pour des mélanges 
linéaires instantanés [2-4]. Deux méthodes baptisées LI-TEMPROM et LI-TIFROM ont 
été proposées dans ce cadre en utilisant l’hypothèse de parcimonie des signaux sources 
dans le domaine temporel pour la première méthode, et dans le domaine temps-
fréquence pour la seconde méthode. Ces deux méthodes utilisent la variance, calculée 
dans les atomes, des rapports des observations, dans les domaines d’analyse considérés, 
comme indicateur pour la détection des zones mono-sources. Chaque zone mono-source 
détectée permet d’estimer une colonne de la matrice de mélange. Une deuxième version 
de ces deux méthodes a été développée dans [39, 41, 44], où l’indicateur pour la 
détection des zones mono-sources est cette fois-ci basé sur l’utilisation des coefficients 
d’intercorrélation des signaux observés. Les deux méthodes associées à ce critère ont 
pour noms LI-TEMPCORR dans le domaine temporel, et LI-TIFCORR pour le 
domaine temps-fréquence. Une troisième version opérant dans le domaine temps-
fréquence a été proposée par B. Albouy et Y. Deville dans [5, 6]. Cette méthode 
baptisée LI-TIFCOHERE, utilise la cohérence des signaux observés comme critère de 
détection des zones mono-sources. D’autres extensions ont été proposées pour 
contourner certaines limitations des différentes méthodes citées ci-dessus. Ces 
extensions sont proposées dans [41, 42, 114, 115]. Des méthodes, inspirées de celles 
citées ci-dessus, qui sont adaptées pour des images, ont été proposées par I. Meganem et 
al. dans [89]. 
 
Les méthodes hybrides se basant à la fois sur celles quasi-non-parcimonieuses et 
celles utilisant le concept de l’OWD, ont été aussi étudiées. Nous citons, à titre 
d’exemple, la méthode d’Arberet et al. [7], qui est inspirée des méthodes DUET et LI-
TIFROM.          
   
 





2.2. Méthodes de démélange d’images de télédétection spatiale 
 
Nous exposons dans cette section les principales méthodes de démélange 
d’images de télédétection spatiale. Nous commençons par rappeler qu’une image de 
télédétection spatiale est une grille constituée par le positionnement des pixels sur le 
terrain. Les images de télédétection spatiale sont, généralement, prises sur des scènes 
hétérogènes, dans lesquelles plusieurs matériaux, dits "matériaux purs", sont présents. 
Ainsi, un pixel d’une image de télédétection spatiale peut contenir plusieurs matériaux 
purs. Dans ce cas, on parle de pixels mélangés, qu’on appelle aussi "mixels", et le 
comportement spectral de ce dernier est un mélange des réponses spectrales des divers 
matériaux purs constituant ce mixel. Le modèle analytique le plus souvent utilisé pour 
représenter le mélange est de type linéaire [78]. Ainsi, dans ce modèle, le spectre 
observé au niveau d’un mixel est un spectre représentant une combinaison linéaire de 
spectres pondérés par les pourcentages, qu’on appelle aussi abondances, de présence de 
ces derniers dans ce mixel. Ce modèle est soumis à des contraintes naturelles de 
positivité des spectres et des abondances, et d’additivité des abondances (la somme des 
abondances dans chaque pixel vaut un). 
 
 Les méthodes de démélange linéaire développées jusqu’à présent ont pour but 
de retrouver, à partir seulement des spectres observés, les spectres des matériaux purs 
(endmembers) et leurs abondances. Cette procédure appelée procédure de démélange 
spectral, est un problème de séparation aveugle de sources. Toutefois, les méthodes les 
plus populaires sont basées sur un concept géométrique. En effet, à partir des 
contraintes naturelles du modèle, il apparaît que le nuage de points formant une image 
de télédétection spatiale est contenu dans un simplex, comme l’illustre la figure suivante 
(Fig. 2.2). Les vertex du simplex représentent les spectres des endmembers recherchés. 
Ainsi, le point clé de ces méthodes populaires réside dans la recherche des vertex du 
simplex en question. Un panorama de ces méthodes est donné dans [17, 98, 108].   
 






Fig. 2.2. Représentation en deux bandes du nuage de points contenu dans un simplex [47]. 
 
Notons ici, que ces méthodes populaires, après généralement une phase de 
prétraitement pour la réduction de l’espace de travail, s’arrêtent généralement à 
l’extraction des endmembers (spectres des matériaux purs). Pour retrouver ensuite les 
abondances, il faut recourir à des méthodes d’inversion telles que les méthodes FCLS 
de D. C. Heinz et C. I. Chang [58], SGM de C. Theys et al. [117], et les méthodes 
Bayésiennes comme dans [46]. 
 
Il existe aussi des approches conjointes pour retrouver les endmembers et les 
abondances en une seule fois. Ces approches sont, le plus souvent, basées sur l’ACI, la 
FMN, ou sur des méthodes Bayésiennes [47]. 
 
Un autre point important lié aux méthodes de démélange d’images de 
télédétection spatiale, est le nombre de matériaux purs présents dans la scène imagée. 
Ce nombre peut être estimé par une ACP comme dans [78], ou en utilisant les méthodes 
HFC ou NWHFC décrites dans [31].  
 
Nous nous arrêtons un petit moment dans cette section, pour signaler que la 
majorité des méthodes développées dans la littérature ne concernent que le démélange 
d’une image hyperspectrale de télédétection spatiale. En effet, l’information spectrale 
(nombre de bandes spectrales) contenue dans une image hyperspectrale permet un tel 
développement. Au contraire, il existe très peu de travaux concernant le démélange 





d’une image multispectrale, et cela est principalement dû au peu de bandes spectrales 
contenues dans une telle image. Ainsi, le développement de méthodes permettant le 
démélange d’images multispectrales représente un challenge scientifique intéressant. 
 
Il existe deux classifications des méthodes de démélange. La première 
classification est relative à la nature et au type des méthodes elles-mêmes : on trouve 
des méthodes géométriques, des méthodes statistiques, et d’autres à régressions 
parcimonieuses [17, 98]. La deuxième classification est liée à la nature des données à 
traiter : Il existe des méthodes faisant l’hypothèse d’existence, dans l’image, de pixels 
non-mélangés, qu’on appelle pixels purs (c’est-à-dire ne contenant qu’un seul matériau 
pur), et il existe des méthodes ne supposant pas cette dernière hypothèse (inexistence de 
pixels purs dans l’image) [108]. C’est cette deuxième classification de méthodes que 
nous présentons dans ce qui suit. 
 
2.2.1. Méthodes avec l’hypothèse d’existence de pixels purs 
Les méthodes géométriques de démélange d’images supposant l’hypothèse 
d’existence de pixels purs pour chaque matériau, ont principalement pour but de 
retrouver les vertex du simplex englobant le nuage de points d’une image. Ces vertex, 
avec l’hypothèse en question, appartiennent au nuage de points. 
 
Parmi ces méthodes, les plus populaires sont : la méthode PPI de J. Boardman 
[18], celle baptisée N-FINDR de M. E. Winter [122], la méthode SMACC de J. 
Gruninger et al. décrite dans [54], et celle de J. M. P. Nascimento et J. M. Bioucas-Dias 
qui a pour nom VCA [93]. 
 
La méthode PPI cherche à retrouver le simplex d’intérêt à partir de projections 
sur des espaces appropriés. La méthode N-FINDR calcule itérativement le simplex de 
plus grand volume contenant le nuage de points. L’approche utilisée dans la méthode 
SMACC exploite les points extrêmes (les points les plus lumineux), parmi ceux 
appartenant au nuage de points, pour déterminer au fur et à mesure les vertex du cône 
convexe correspondant au simplex d’intérêt. La méthode VCA exploite la projection 
dans des sous-espaces orthogonaux afin de retrouver directement les endmembers.         





2.2.2. Méthodes avec l’hypothèse d’inexistence de pixels purs 
À l’inverse des méthodes citées dans la sous-section précédente, les méthodes 
géométriques concernées par la présente sous-section font l’hypothèse d’inexistence de 
pixels purs dans l’image à démélanger. Les méthodes de cette catégorie ont pour but de 
retrouver des vertex, qui n’appartiennent pas au nuage de points, du plus petit volume 
définissant le simplex englobant la totalité des points de l’image. 
 
Les méthodes les plus performantes de cette catégorie sont : la méthode MVC-
NMF de L. Miao et H. Qi [90], les méthodes MVSA [83] et SISAL [16] de J. M. 
Bioucas-Dias. 
 
La méthode MVC-NMF introduit dans la FMN un terme de régularisation du 
volume afin de retrouver le plus petit simplex parmi ceux possibles qui circonscrivent le 
nuage de points. Les algorithmes des méthodes MVSA et SISAL résolvent un problème 
d’optimisation non-convexe avec des contraintes convexes. L’algorithme MVSA résout 
ce problème en implémentant une séquence de sous-contraintes quadratiques. SISAL 
résout le même problème d’optimisation par une séquence d’optimisations 
Lagrangiennes augmentées. Les deux algorithmes MVSA et SISAL sont initialisés par 
les résultats d’une VCA, et ces deux méthodes remplacent la contrainte de non-
négativité des abondances par une contrainte plus douce définie par la fonction   
hinge(x) = 0 si x ≥ 0 et –x si x < 0.     
 
 
2.3. Quelles méthodes à mettre en place ? selon quelles 
modélisations ? sous quelles hypothèses ? et pour quels 
objectifs ? 
 
La présente section a pour objectif d’exposer les motifs des contributions 
méthodologiques de la thèse. En effet, suite à la présentation des principales méthodes 
utilisées dans le domaine concerné par la présente thèse, il est tout à fait naturel de 
donner une réflexion, et un exposé des motifs conduisant à la mise en place de 





méthodes pour atteindre l’objectif principal de cette thèse, à savoir le démélange 
d’images de télédétection spatiale selon le principe de la SAS linéaire. 
 
    Nous rappelons que les images de télédétection spatiale peuvent être 
modélisées selon deux approches différentes de la SAS linéaire. À partir de ces deux 
modélisations, nous essayons, dans ce qui suit, de voir quelle méthode de SAS est 
applicable ou pas dans l’une ou l’autre modélisation, selon, d’une part, les différents 
paramètres (hypothèses, critères, nombre de signaux observés par rapport au nombre 
des signaux sources) de ces méthodes de SAS, et d’autre part, le type de l’image 
manipulée. 
 
La première approche est dite approche "sources spectrales", dans laquelle 
chaque pixel (spectre observé) d’une image de télédétection spatiale représente une 
observation, et les signaux sources à retrouver sont les spectres (signaux 
unidimensionnels) des matériaux purs présents dans la scène imagée. Dans cette 
approche, chaque colonne de la matrice de mélange représente les abondances d’un seul 
matériau dans la totalité de l’image. Selon cette approche, le modèle de séparation est 
sur-déterminé, puisque le nombre de pixels est généralement supérieur au nombre de 
spectres (ou matériaux purs) à retrouver. 
 
Ces spectres (signaux sources) ne sont pas nécessairement statistiquement 
indépendants, puisque les spectres de matériaux différents peuvent avoir de grandes 
similitudes, notamment lorsqu’ils appartiennent à la même grande classe (végétation par 
exemple). À partir de ce constat, il apparaît que l’ACI n’est pas applicable selon cette 
approche.  
 
Aussi, les spectres ne sont pas nécessairement parcimonieux, et donc l’ACPa 
n’est pas, elle non plus, applicable selon cette approche des sources spectrales. 
 
Les signaux sources (spectres), ainsi que les abondances sont non-négatifs, mais 
la FMN est difficilement applicable à cause de son problème d’unicité.  
 





De plus, d’un point de vue algorithmique, les méthodes habituelles de la SAS 
sont utilisées pour un petit nombre d’observations, alors que dans cette approche, le 
nombre d’observations (nombre de pixels) est très important. Inversement, le nombre 
d’échantillons dans chaque observation (correspondant au nombre de bandes spectrales 
de l’image utilisée) est très faible lorsqu’il s’agit d’une image multispectrale.  
 
Ces différentes réserves mises en avant, il apparaît clairement que cette approche 
est à "abandonner" pour l’instant, puisqu’elle présente plusieurs degrés de difficulté. 
 
La deuxième approche est dite approche "sources spatiales", dans laquelle 
chaque bande spectrale d’une image de télédétection spatiale représente une 
observation. Chaque colonne de la matrice de mélange est un spectre d’un matériau pur 
présent dans l’image. Les abondances des endmembers représentent les signaux sources 
recherchés. La carte d’abondances (signal bidimensionnel) de chaque matériau pur est 
une source à retrouver.  
 
Selon cette approche, et lorsqu’il s’agit d’une image multispectrale, le modèle de 
séparation est, le plus souvent, sous-déterminé (puisque le nombre de bandes spectrales 
est généralement inférieur au nombre de cartes d’abondances à extraire). Au contraire, 
lorsqu’il s’agit d’une image hyperspectrale, avec de nombreuses bandes spectrales, le 
modèle de séparation est sur-déterminé.  
 
Les cartes d’abondances, qu’on cherche à extraire, ne sont pas statistiquement 
indépendantes, à cause de la contrainte d’additivité des abondances [92]. Ainsi, l’ACI 
est difficilement applicable selon cette approche pour extraire les cartes d’abondances à 
partir d’une image multi/hyperspectrale. Cependant, on peut très bien envisager 
l’utilisation d’une ACI sur les bandes spectrales d’une image de télédétection spatiale, 
pour créer de nouvelles bandes (qu’on appelle "néo-canaux"), qu’on injecte par la suite 
dans un classifieur (non)supervisé, pour labéliser les pixels de la scène imagée. Cette 
manière de faire, dont on espère qu’elle améliore les résultats de la classification en 
utilisant les bandes spectrales originales, est valorisée dans le troisième chapitre, sur une 
image multispectrale avec un classifieur supervisé.  





Ces mêmes cartes d’abondances respectent la contrainte de non-négativité, mais 
la FMN est difficilement applicable à cause, toujours, de son problème d’unicité. Là 
aussi, l’application d’une FMN selon la manière précédente, reste tout à fait 
envisageable. Le troisième chapitre contient aussi une valorisation de cette procédure 
avec la FMN.  
 
Les cartes d’abondances, qui représentent les signaux sources, sont 
parcimonieuses, puisqu’un matériau pur ne peut être, en général, présent sur toute la 
scène observée. Ainsi, l’utilisation de l’ACPa est appropriée pour identifier les 
coefficients de la matrice de mélange (qui contient dans ses colonnes les spectres des 
endmembers). Par contre, l’extraction des cartes d’abondances ne peut se faire ensuite 
par simple inversion de la matrice de mélange, puisque cette inversion ne respecte pas 
nécessairement la contrainte de non-négativité. Cependant, la combinaison de l’ACPa 
avec la FMN ou les MCN permet sans doute d’extraire correctement les cartes 
d’abondances. Cette procédure est utilisée dans le quatrième et le cinquième chapitres 
pour extraire respectivement, avec l’hypothèse d’existence de pixels purs, des cartes 
d’abondances à partir d’une image multispectrale, et des spectres de matériaux purs à 
partir d’une image hyperspectrale.  
 
La combinaison d’une image multispectrale, avec pixels purs, et d’une image 
hyperspectrale sans cette hypothèse, introduit des contraintes supplémentaires dans une 
éventuelle utilisation de la FMN pour l’extraction de spectres hyperspectraux. Ces 
contraintes permettent une bonne initialisation de la FMN, et par conséquent une 
convergence plus probable vers la solution souhaitée. Cette utilisation de la FMN sur 
une image multispectrale combinée avec une image hyperspectrale est décrite dans le 
sixième chapitre.                   
 
 
2.4. Critères de performance des méthodes à mettre en place 
 
Toute méthode de traitement du signal ou de l’image nécessite une évaluation de 
ses performances. La définition de critères d’évaluation s’impose tout naturellement. 





Dans le troisième chapitre, et comme des classifications supervisées sont les 
résultats de l’approche mise en place, l’utilisation de la matrice dite "matrice de 
confusion" fait office de critère d’évaluation. Cette matrice, dont les lignes 
correspondent aux vraies classes (vérité terrain) et les colonnes correspondent aux 
classes issues de la classification, informe sur la précision totale de la classification. 
 
Lorsqu’il s’agit d’extraction de cartes d’abondances (quatrième chapitre), ou des 
spectres (cinquième et sixième chapitres), à partir de données synthétiques, l’Erreur 
Quadratique Moyenne Normalisée (EQMN) (Normalized Mean Square Error (NMSE)), 
entre les cartes d’abondances/spectres originaux et les cartes d’abondances/spectres 













où yj est la carte d’abondance/spectre estimé de sj. 
 
 L’Angle Spectral (AS) (Spectral Angle Mapper (SAM)), entre spectre original et 
spectre estimé, est aussi utilisé comme critère d’évaluation lorsqu’il s’agit d’extraction 










arccos( =∀ . (2.23) 
 
Un autre critère de performance est également conçu pour l’évaluation des 
performances de l’extraction de cartes d’abondances à partir de données réelles. Ce 
critère consiste à sélectionner successivement sur les observations des zones mono-
sources pour chaque source (classe) grâce à la vérité terrain. Ensuite, pour chacune des 
zones, nous examinons chaque carte d’abondances séparément, en calculant la moyenne 
de la carte d’abondance considérée sur la zone choisie. Ainsi, nous construisons une 
matrice, qu’on appelle "matrice de validation", dont l’entrée d’indice (j1, j2) est égale à 





la moyenne des abondances de la zone mono-source j1 (qui contient la source j1) sur la 
carte d’abondances j2 (qui correspond à la source j2). Par conséquent, chaque élément 
diagonal (j1, j1) de cette matrice correspond à la performance d’extraction de la carte 
d’abondances j1. Cet élément doit être proche de un lorsque la méthode d’extraction 
"fait correctement son travail". De même, les éléments non-diagonaux de cette matrice 
représentent les erreurs commises dans l’extraction des cartes d’abondances. Ils doivent 
être proches de zéro lorsque la méthode d’extraction, là aussi, "fait correctement son 
travail". La moyenne des éléments diagonaux représente la performance globale 





Dans ce second chapitre, un panorama des principales méthodes utilisées dans 
les domaines concernés par la présente thèse a été exposé. Ces méthodes considèrent le 
domaine de la séparation aveugle de sources d’une part, et le domaine de démélange des 
images de télédétection spatiale d’autre part. Ainsi, les trois grandes catégories de 
méthodes de la SAS : celles fondées sur l’ACI, les méthodes de la FMN, ainsi que 
celles basées sur l’ACPa ont été présentées. Ensuite, les principales méthodes 
géométriques de démélange des images de télédétection spatiale ont été abordées. 
Aussi, une réflexion et un exposé des motifs du choix des méthodes à mettre en place 
dans cette thèse ont été donnés. À la fin de ce chapitre, les critères de performance des 
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PRETRAITEMENT PAR SEPARATION DE SOURCES ET 
CLASSIFICATION D’UNE IMAGE MULTISPECTRALE 
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Dans ce chapitre, nous évaluons l’apport des méthodes classiques de l’approche 
dite de Séparation Aveugle de Sources (SAS) (Blind Source Separation (BSS)), pour le 
prétraitement d’une image multispectrale de télédétection spatiale en vue de la 
classification supervisée de ses pixels.   
 
Les images acquises par les satellites d’observation de la Terre sont des 
documents utiles voire indispensables pour bon nombre de disciplines, du fait de la 
couverture globale de la surface terrestre et de la répétitivité de ces données. Ainsi, 
l’observation de la Terre depuis l’espace contribue, dans une large mesure, au suivi et à 
la discrimination de régions naturelles, à l’évolution et la compréhension de nombreux 
processus de l’environnement sur des zones parfois difficiles d’accès, ce qui permet un 
gain de temps non négligeable.  
 
L’objectif principal de l’analyse des images de télédétection spatiale est 
l’interprétation de ces dernières. Cette interprétation est généralement réalisée par le 
processus de classification. Les méthodes traditionnelles de classification des images de 
télédétection spatiale se basent généralement sur la réponse spectrale des capteurs en 
considérant le pixel de façon individuelle. Cette réponse permet d’associer les propriétés 
spectrales de la surface terrestre avec certaines propriétés de couverture ou d’utilisation 
du sol. Chaque élément de la surface est donc caractérisé par une signature spectrale. 
Pour plus d’efficacité, la caractérisation d’un pixel sur l’image doit tenir compte, d’une 
part des propriétés spectrales propres au pixel, et d’autre part de celles des pixels 
voisins. Il faut donc que les méthodes de classification soient plus perfectionnées si on 
veut profiter pleinement des capacités spectrales et spatiales des images en essayant de 
dépasser la simple analyse spectrale pixel par pixel, en faisant intervenir le voisinage du 
pixel, c'est-à-dire la "texture". L’exploitation de l’information texturale consiste à 
intégrer cette dernière dans le processus classificatoire [32]. Le processus de 
classification peut nécessiter un prétraitement, notamment un prétraitement pour la 
réduction de la dimensionnalité.  
 





Différentes techniques existent pour le prétraitement. La plus couramment 
utilisée est probablement l’Analyse en Composantes Principales (ACP) (Principal 
Components Analysis (PCA)). Celle-ci est motivée par la cohérence qui peut exister 
entre les différentes bandes spectrales d’une image multispectrale de télédétection 
spatiale. L’ACP linéaire cherche à représenter les observations initiales comme un 
mélange linéaire de quelques composantes décorrélées [22, 23, 33]. 
 
Dans le même esprit du prétraitement, on peut tout à fait envisager l’application, 
sur les observations initiales, des méthodes linéaires classiques de séparation de sources, 
à la place d’une ACP linéaire. 
 
Nous rappelons brièvement ici que la séparation de sources linéaire a pour 
objectif d’estimer un ensemble de signaux sources à partir seulement d’un ensemble de 
signaux observés qui sont des mélanges linéaires de ces signaux sources [7, 8, 12-14, 
20]. Aussi, la séparation de sources se résout, généralement, par l’utilisation d’une 
méthode appartenant à l’une des trois catégories de méthodes suivantes : 1) les 
méthodes basées sur l’Analyse en Composantes Indépendantes (ACI) (Independent 
Component Analysis (ACI)) [7, 12-14, 20]. 2) les méthodes fondées sur la Factorisation 
en Matrices Non-négatives (FMN) (Non-negative Matrix Factorization (NMF)) [3, 8-
10, 35]. 3) les méthodes d’Analyse en Composantes Parcimonieuses (ACPa) (Sparse 
Components Analysis (SCA)) [17, 31].      
   
Les techniques classiques d’ACI ont été déjà utilisées pour prétraiter des images 
de télédétection spatiale [4, 29]. Les résultats obtenus dans [4] montrent une 
insuffisance de la seule utilisation des techniques d’ACI pour l’extraction des 
différentes classes et la reconnaissance des différents thèmes d’intérêt dans la scène 
imagée. Dans les travaux de recherche du présent chapitre, nous utilisons les techniques 
les plus populaires d’ACI d’une part, et la FMN d’autre part pour générer de néo-









Nous signalons ici, qu’une grande partie du présent chapitre a été abordée dans 
nos travaux du Master 2 Recherche "Signal, Image Acoustique et Optimisation" de 
l’Université Paul Sabatier, Toulouse III [24], et du Magister "Techniques de 
Communication Modernes" de l’Université des Sciences et de la Technologie d’Oran - 
Mohamed Boudiaf [25], suite auxquels est née la présente thèse réalisée en cotutelle.   
 
 
3.2 Approche méthodologique proposée 
 
Nous visons l’élaboration d’une carte d’occupation des sols d’une zone d’étude à 
partir d’une image de télédétection spatiale. Pour cela nous procédons en deux étapes, 
comme l’illustre la figure Fig. 3.1. La première consiste en un prétraitement de l’image 
par des méthodes linéaires classiques de séparation de sources (ACI ou FMN). Dans la 
seconde étape nous réalisons un ensemble de classifications à partir d’un jeu 
d’échantillons représentant les thèmes d’intérêt. La base d’échantillons constituée de 
pixels significatifs pour chaque classe est choisie manuellement sur l’image, en se 
basant sur une campagne de reconnaissance déjà effectuée sur le terrain. Parmi les 
échantillons disponibles, un petit ensemble de pixels pour chaque classe est choisi, afin 
de servir dans la phase d’apprentissage. Après apprentissage et classification, 
l’ensemble des échantillons est utilisé pour la validation par le calcul des matrices de 
confusion (voir Section 2.4 du Chapitre 2).  
 
 










3.2.1 Prétraitement par les méthodes classiques d’ACI ou FMN 
Les algorithmes des méthodes classiques d’ACI ou FMN sont appliqués sur les 
canaux spectraux de l’image. Les algorithmes d’ACI utilisés ici, sont ceux parmi les 
plus populaires, à savoir : FastICA [13, 19, 20], JADE [5, 6, 30], et SOBI [1, 2]. Leur 
popularité est en partie due au fait qu’ils furent parmi les premiers algorithmes à 
permettre une réalisation pratique de l’ACI. Les algorithmes de la FMN [3, 10, 27] 
utilisés dans les travaux du présent chapitre, sont d’une part, l’algorithme initial de D. 
D. Lee et H. S. Seung [28] basé sur l’utilisation de règles de mise à jour multiplicatives, 
et d’autre part, le même algorithme combiné au codage parcimonieux (FMN-CP) [16]. 
Cette combinaison est étroitement liée à l’ACI non-négative [18], et permet d’offrir une 
situation plus favorable pour limiter le nombre de solutions de la FMN, qui n’est pas 
unique [15]. 
 
En sortie des algorithmes cités ci-dessus, nous obtenons le même nombre de 
néo-canaux qu’en entrée. Par la suite, ces néo-canaux sont utilisés comme des entrées 
pour un classifieur supervisé intégrant l’information texturale. Cette deuxième étape est 
détaillée ci-après.  
 
3.2.2 Classification 
Les méthodes de classification des images de télédétection spatiale permettent 
une analyse de données en regroupant les pixels les plus semblables entre eux en 
différentes classes. Les méthodes les plus classiques n’introduisent que des informations 
d’ordre spectral. Ces méthodes posent le plus souvent des problèmes de confusion entre 
les différentes classes. Cela est dû à l’insuffisance de la réponse spectrale à caractériser 
un objet présent dans les images manipulées. Cette insuffisance nous amène à explorer 
le potentiel de la texture pour la classification des images de télédétection spatiale. 
 
La texture se décrit en termes linguistiques tels que la rugosité, le contraste, la 
finesse, la régularité, etc. Une texture présente, à une échelle donnée, le même aspect 
visuel quelle que soit la zone observée. On rencontre deux types de définitions de la 
texture [11]. La première est déterministe et fait référence à une répétition spatiale d’un 
motif de base dans différentes directions. Dans [11], la texture est considérée comme 





l’agencement d’un motif  de base appelé  "texton". La deuxième est probabiliste et 
cherche à caractériser l’aspect anarchique et homogène qui ne comprend ni motif 
localisable, ni fréquence de répétition principale. Dans [11] on retrouve une synthèse 
des deux définitions en considérant la texture comme une structure spatiale constituée 
de l’organisation de primitives ayant chacune un aspect aléatoire. 
 
Ainsi, la texture s’évalue à l’aide de descripteurs. Parmi les méthodes utilisées 
pour l’extraction des descripteurs de texture, on peut citer : les méthodes statistiques, les 
méthodes basées sur un modèle de texture, les méthodes basées sur le filtrage et les 
méthodes géométriques. Dans les travaux de ce chapitre, la méthode statistique pour 
l’extraction des descripteurs suivants [26] : moyenne, variance et étendue, est utilisée. 
Ces descripteurs sont calculés pour chaque canal sur une fenêtre glissante de dimension 
3x3 pixels. 
 
L’affectation d’un pixel à une classe donnée est menée en utilisant l’un des deux 
classifieurs géométriques supervisés suivants. Le premier classifieur est celui basé sur la 
règle de la distance euclidienne minimum [34]. Le deuxième est basé sur les Machines à 
Vecteurs de Support (MVS) (Support Vector Machines (SVM)) [33, 34]. 
 
3.3 Résultats expérimentaux 
 
3.3.1 Données utilisées 
La région d’Oran (Algérie), située à 400 km à l’ouest d’Alger, a été prise comme 
site d’étude pour la variété des thèmes en présence (zones urbaines, forêt, céréaliculture, 
eau, etc.) et son relief relativement accidenté (Fig. 3.2). Des confusions apparaissent sur 
les images multispectrales de cette zone. Ces confusions sont causées par l’effet 
d’ombre et par certains thèmes différents présentant des réponses spectrales similaires 
[32]. Cette situation présente un grand intérêt pour le test de l’apport des méthodes 
d’ACI ou FMN lors des essais de classification réalisés. 
 






Fig. 3.2. Vue en 3D de la zone d’étude. 
 
Dans les travaux de ce chapitre, nous utilisons une image de télédétection 
spatiale multispectrale de la zone d’étude provenant du capteur HRV embarqué sur le 
satellite d’observation de la Terre Spot. Cette image multispectrale, prise en février 
2001, est caractérisée par une résolution spatiale de 20 mètres, et comporte trois canaux 
spectraux, à savoir : le proche-infrarouge, le rouge, et le vert (Fig. 3.3). 
  
   
(a) (b) (c) 
Fig. 3.3. Image multispectrale utilisée. (a) Canal proche-infrarouge. (b) Canal rouge. (c) Canal vert. 
 
3.3.2 Résultats et discussion 
Les deux étapes de l’approche méthodologique adoptée sont appliquées sur 
l’image multispectrale utilisée. Une ACP ou une Analyse Linéaire Discriminante (ALD) 
(Linear Discriminant Analysis (LDA)) [33] sont aussi utilisées dans la première étape 
comme alternative aux méthodes d’ACI ou FMN considérées pour permettre une 





comparaison. Notons ici, que la LDA est une transformation supervisée des canaux 
initiaux permettant l’obtention de néo-canaux selon le critère de Fisher [33]. Les 
différentes classifications supervisées, de la deuxième étape, sont réalisées en utilisant 
un jeu d’échantillons (vérité terrain) représentant les thèmes suivants : 1.urbain, 2.sol 
nu, 3.forêt, 4.maquis, 5.jachère, 6.céréaliculture, 7.maraîchage, 8.sable, 9.saline, 
10.ressac, 11.mer. La base d’échantillons est constituée de mille pixels significatifs par 
classe. Parmi ces échantillons, quatre cent pixels par classe sont choisis, afin de servir 
dans la phase d’apprentissage. Ces mêmes échantillons sont aussi utilisés dans la LDA. 
Les classifications par minimum de distance et par SVM sont réalisées en utilisant le 
logiciel commercial de traitement d’images ENVI [21].  
 
Les images classifiées à partir de l’information issue des canaux bruts ou des 
canaux issus des différentes transformations, ou rien qu’à partir de l’information 
texturale (moyenne, variance et étendue de chaque canal brut ou transformé), sont 
































Fig. 3.4. Classifications multispectrales par minimum de distance (a) des canaux bruts ou des canaux 
issus de (b) ACP, (c) LDA, (d) FastICA, (e) JADE, (f) SOBI, (g) FMN, (h) FMN-CP. 
 
 














Fig. 3.5. Classifications texturales par minimum de distance (a) des canaux bruts ou des canaux issus de          
(b) ACP, (c) LDA, (d) FastICA, (e) JADE, (f) SOBI, (g) FMN, (h) FMN-CP. 
 
 














Fig. 3.6. Classifications multispectrales par SVM (a) des canaux bruts ou des canaux issus de (b) ACP,            
(c) LDA, (d) FastICA, (e) JADE, (f) SOBI, (g) FMN, (h) FMN-CP. 
 
 














Fig. 3.7. Classifications texturales par SVM (a) des canaux bruts ou des canaux issus de (b) ACP,          
(c) LDA, (d) FastICA, (e) JADE, (f) SOBI, (g) FMN, (h) FMN-CP. 
 
 





La légende des différentes classifications réalisées est donnée dans la figure 
suivante (Fig. 3.8). 
 
 
Fig. 3.8. Légende des différentes classifications réalisées. 
 
La précision totale des différentes classifications par minimum de distance, et 
par SVM, est donnée respectivement dans Tab. 3.1, et Tab. 3.2. 
 




















72,29 % 72,29 % 77,23 % 77,50 % 77,50 % 77,50 % 80,35 % 81,42 % 
Classification 
texturale 
71,93 % 69,64 % 81,20 % 89,76 % 89,89 % 90,07 % 94,27 % 95,09 % 
 




















80,64 % 81,44 % 81,76 % 82,29 % 82,43 % 82,83 % 83,15 % 83,68 % 
Classification 
texturale 
90,61 % 94,59 % 94,55 % 95,64 % 95,80 % 95,98 % 96,20 % 96,40 % 
 
Les figures précédentes relatives aux différentes classifications obtenues, nous 
montrent que les classifications multispectrales des canaux bruts, et des canaux issus de 
l’ACP et de la LDA, sont sujettes à des confusions entre les classes jachère, sol nu et 
maquis, entre urbain et saline et entre maraîchage, céréaliculture, maquis et forêt. Ces 
confusions sont causées principalement par l’effet d’ombre ainsi que la similarité des 
réponses spectrales de ces classes sur les canaux initiaux.  
 





Les mêmes figurent montrent que les confusions précédentes sont 
significativement réduites dans les classifications multispectrales et texturales des 
canaux issus des méthodes d’ACI ou FMN. Cette réduction est confirmée par la 
précision totale donnée dans les tableaux précédents. L’amélioration des précisions 
totales est due à la fois aux opérations de prétraitement, par les méthodes d’ACI ou 
FMN, effectuées sur les canaux bruts, et à l’utilisation de l’information texturale dans le 
processus de classification. 
 
Les tableaux précédents montrent aussi que la classification des canaux issus de 
la méthode combinant la FMN et le codage parcimonieux (FMN-CP) donne les 
meilleurs résultats, avec une amélioration de la précision totale qui avoisine les 10 % 
pour la classification multispectrale par minimum de distance, et plus de 20 % pour la 
classification texturale avec le même classifieur. Cette tendance est aussi retrouvée dans 
les classifications par SVM, mais le gain est minime, et cela peut s’expliquer par le fait 





Dans ce troisième chapitre, les méthodes classiques d’ACI ou FMN (méthodes 
linéaires de séparation de sources) ont été utilisées comme des prétraitements d’une 
image multispectrale de télédétection spatiale. Les sorties obtenues par ces 
prétraitements ont été par la suite injectées dans des classifieurs supervisés intégrant 
l’information texturale. 
  
Les résultats obtenus nous conduisent à la conclusion suivante : la combinaison 
des techniques classiques d’ACI ou FMN, utilisées comme des prétraitements sur les 
données brutes, avec un classifieur et des descripteurs de texture simples, est d’un 
apport significatif pour la reconnaissance et la classification automatique des images 
satellitaires, et conduit à des résultats similaires à ceux obtenus par l’utilisation d’une 
méthode de classification plus sophistiquée (SVM) et plus gourmande en temps de 
calcul, et en ressources informatiques. 
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EXTRACTION DE CARTES D’ABONDANCES A PARTIR D’UNE 
IMAGE MULTISPECTRALE AVEC PIXELS PURS 
 
e°áâÅ° „ WtÇá vx ÖâtàÜ|¢Åx v{tÑ|àÜx? ÇÉâá ÑÜÉÑÉáÉÇá wxâå ÇÉâäxÄÄxá Å°à{Éwxá áÑtà|tÄxá 
ÇÉÇ@áâÑxÜä|á°xá? tÑÑxÄ°xá 2D-Corr-NLS xà 2D-Corr-NMF? ÑÉâÜ ÄËxåàÜtvà|ÉÇ wx vtÜàxá 
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Comme développé dans le chapitre précédent, l’interprétation des images de 
télédétection spatiale conduit, généralement, à la réalisation d’une carte d’occupation 
des sols par le biais d’une classification. Les techniques traditionnelles de classification 
assignent une et une seule classe d’occupation des sols à chaque pixel d’une image 
multispectrale de télédétection spatiale. Or, le spectre associé à chaque pixel de cette 
image peut être un mélange des contributions de différents spectres de matériaux purs, 
qu’on appelle "endmembers", présents dans la scène imagée [21]. Autrement dit, chaque 
bande spectrale de l’image peut être considérée comme un mélange d’images qui 
correspondent respectivement à chaque endmember. Dans une telle situation, les 
techniques de classification traditionnelles ne sont pas acceptables pour de nombreuses 
applications majeures, telles que la surveillance environnementale, l’agriculture de 
précision, la géologie minière, etc. Les méthodes de Séparation Aveugle de Sources 
(SAS) (Blind Source Separation (BSS)) sont attractives dans ce cadre, car elles 
permettent d’estimer des signaux sources inconnus, à partir seulement de la 
connaissance de signaux observés, qui sont des mélanges des signaux source [7]. En 
appliquant ces méthodes de SAS à une image multispectrale de télédétection spatiale, 
on peut espérer extraire chaque image, appelée "carte d’abondances", correspondant à 
chaque endmember, ce qui permet donc, une meilleure analyse quantitative des 
différents thèmes constituant la scène imagée. 
 
Des efforts importants sont déployés par la communauté scientifique dans ce 
cadre, mais la plupart des méthodes développées concernent les images hyperspectrales 
(voir par exemple, les méthodes citées dans [3, 33]) et non pas les images 
multispectrales. En effet, la richesse spectrale des images hyperspectrales permet un tel 
développement. Lorsqu’il s’agit d’images multispectrales, la conception et la mise en 
place de méthodes de séparation de sources, permettant l’extraction des cartes 
d’abondances, représentent un défi scientifique intéressant. Notons ici, qu’il existe très 
peu de méthodes automatiques [12, 23, 38] aboutissant au même objectif. Par 
conséquent, nous proposons dans le cadre des travaux du présent chapitre, deux 





nouvelles méthodes non-supervisées, liées au problème de la SAS, applicables aux 
images multispectrales de télédétection spatiale. 
 
En imagerie multispectrale de télédétection spatiale, le mélange est, 
généralement, supposé linéaire instantané [3, 12, 13, 17, 21, 29, 31, 33-36, 38]. Ainsi, 
on admet que chaque bande spectrale de l’image multispectrale est un mélange linéaire 
des cartes d’abondances associées aux endmembers. Selon cette modélisation (Section 
1.4.2 du Chapitre1), et selon la nomenclature de la SAS, les signaux sources (sources 
spatiales), qu’on veut extraire, sont les cartes d’abondances des matériaux purs (voir Eq. 
(1.9) du Chapitre 1).  
 
 Une grande partie des méthodes de SAS, développées à partir des premiers 
travaux de J. Hérault et al. [15, 16, 20], sont des méthodes qui concernent les mélanges 
linéaires instantanés, et sont basées sur l’Analyse en Composantes Indépendantes (ACI) 
(Independent Component Analysis (ICA)) (les méthodes les plus populaires peuvent être 
retrouvées dans [7]). Récemment, d’autres méthodes, pour résoudre le problème de la 
SAS, ont été développées. Parmi celles-ci, on trouve les méthodes d’Analyse en 
Composantes Parcimonieuses (ACPa) (Sparse Component Analysis (SCA)) [1, 7, 8, 19], 
qui exploitent la parcimonie des signaux sources dans différents domaines de 
représentation des signaux. Lorsque les signaux sources et les coefficients des mélanges 
obéissent à des contraintes de non-négativité (Eq. (1.10) du Chapitre 1), et vérifiées par 
les images de télédétection spatiale, les méthodes de SAS fondées sur la Factorisation 
en Matrices Non-négatives (FMN) (Non-negative Matrix Factorization (NMF)) [5, 6, 
26, 27] peuvent être utilisées.  
 
 Les cartes d’abondances, qu’on cherche à extraire, ne sont pas statistiquement 
indépendantes, à cause de la contrainte d’additivité des abondances (Eq. (1.10) du 
Chapitre 1) [30]. Ainsi, l’ACI n’est pas adéquate dans le cadre des travaux de ce 
chapitre. Ces mêmes cartes d’abondances sont parcimonieuses, puisqu’un matériau pur 
ne peut être, généralement, présent sur toute la scène imagée. De ce fait, l’ACPa peut 
être envisagée pour identifier les coefficients de mélange (qui forment la matrice de 
mélange : première matrice du second terme de l’Eq. (1.9) du Chapitre 1, et dont les 





colonnes représentent les spectres des endmembers). Par contre, l’extraction des cartes 
d’abondances ne peut se faire par simple inversion du modèle de séparation, puisque 
cette inversion ne respecte pas nécessairement la contrainte de non-négativité. Cette 
contrainte de non-négativité est utilisée dans les méthodes de FMN, et aussi dans les 
Moindres Carrés Non-négatifs (MCN) (Non-negative Least Squares (NLS)). Mais la 
FMN ne peut être utilisée seule, à cause de son problème de non unicité de la solution 
[9], et de la dépendance de son point de convergence par rapport à l’initialisation. De 
même, les MCN ne peuvent être utilisés seuls pour réaliser une séparation "aveugle", en 
estimant à la fois les coefficients des mélanges et les cartes d’abondances comme dans 
la FMN. Les MCN peuvent être considérées comme des méthodes "non-aveugles", du 
fait qu’elles peuvent déterminer des coefficients non-négatifs impliqués dans la 
décomposition d’un vecteur observé sur un ensemble de vecteurs "connus". Dans cette 
situation, les MCN possèdent l’avantage de fournir une solution unique. 
 
Pour contourner les limitations soulignées dans le paragraphe précédent, nous 
proposons dans ce chapitre deux méthodes hybrides non-supervisées, baptisées 2D-
Corr-NLS et 2D-Corr-NMF, pour l’extraction de cartes d’abondances à partir d’une 
image multispectrale de télédétection spatiale. Ces méthodes combinent la première 
étape (détection de zones mono-sources, définies ci-après) d’une méthode spatiale 
d’ACPa basée sur la corrélation des observations avec des hypothèses de faible 
parcimonie sur les cartes d’abondances (signaux sources), et le clustering pour 
l’estimation de la matrice non-négative de mélange. Cette dernière matrice est utilisée 
par la suite comme entrée pour la méthode de FMN ou les MCN, afin de démélanger 
chaque pixel de l’image, et par conséquent d’extraire les cartes d’abondances. Un 
avantage important de nos approches, est leur applicabilité à un modèle de séparation 
globalement sous-déterminé, mais localement (sur)déterminé, comme détaillé plus loin 











4.2 Approches méthodologiques proposées 
 
4.2.1 Hypothèses et définitions 
La première étape des méthodes proposées dans le présent chapitre est basée sur 
l’ACPa. Certaines méthodes d’ACPa exigent des signaux sources qu’ils soient disjoints 
(sans chevauchement) dans le domaine de représentation des signaux considéré [7, 19], 
ce qui est assez restrictif. Au contraire, seules quelques zones, appelées "zones mono-
sources" contenant seulement des pixels purs, ne doivent pas contenir des signaux 
sources (abondances des matériaux purs) qui soient actifs en même temps dans le 
domaine spatial lors de l’utilisation de la première étape des méthodes que nous 
proposons ci-dessous. Cette étape est basée sur les méthodes de l’ACPa décrites dans 
[8, 28]. 
 
Les méthodes introduites ci-après sont basées sur certaines hypothèses et 
définitions. Ces dernières concernent les abondances des matériaux purs dans le 
domaine spatial. Ce domaine est divisé en petites zones, notées Ω, et qu’on appelle 
"zones d’analyse". Ces zones de dimension deux sont constituées de pixels adjacents : 
pour des raisons de lisibilité, les valeurs des pixels dans la bande spectrale p sont notées 
xp(i) dans ce qui suit, c’est-à-dire, en utilisant un seul indice (au lieu de deux) pour le 
pixel i, mais nous prenons en compte la structure en deux dimensions des images dans 
nos méthodes. Le domaine spatial est exploré par l’utilisation de zones d’analyse 
adjacentes ou qui se chevauchent. Dans chaque zone Ω, nous calculons les coefficients 
d’intercorrélation )(Ω
qp xx
ρ  entre les signaux observés non-centrés xp(i) et xq(i). Toutes 
les valeurs xp(i) du signal xp (respectivement xq) sur la zone Ω sont réarrangées sous 
forme d’un vecteur à une dimension noté xp(Ω) (respectivement xq(Ω)). Les coefficients 













, ∀  p, q = 1…N et p > q, (4.1) 
 
où <., .> et ||.|| représentent respectivement le produit scalaire et la norme vectorielle. 
 





Définition 1 un matériau pur est dit "isolé" dans une zone d’analyse si seul ce matériau 
pur est présent dans cette zone d’analyse (c’est-à-dire, si seul ce matériau pur donne un 
vecteur non-nul sj(Ω), d’éléments sj(i), dans cette zone). Compte tenu de l’Eq. (1.10) du 
Chapitre 1, l’abondance de ce matériau pur est égale à un dans cette zone. 
 
Définition 2 un matériau pur est dit "accessible" dans le domaine spatial s’il existe au 
moins une zone d’analyse dans laquelle il est isolé. 
 
Hypothèse 1 chaque matériau pur est accessible dans le domaine spatial. 
 
En imagerie multispectrale de télédétection spatiale, l’hypothèse de parcimonie 
ci-dessus dans le domaine spatial, est équivalente à la présence d’au moins une zone 
mono-source contenant seulement des pixels purs pour chaque matériau pur. Cette 
hypothèse reste tout à fait réaliste pour des images multispectrales à haute résolution 
spatiale, contenant des zones étendues pour les différentes classes d’occupation des sols 
d’intérêt. 
 
Hypothèse 2 dans chaque zone d’analyse, les vecteurs non-nuls sj(Ω) sont 
"linéairement indépendants" (s’il existe au moins deux de ces vecteurs dans une zone 
d’analyse). 
 
 Cette dernière hypothèse introduit une contrainte sur les abondances des 
matériaux purs, mais cette contrainte est beaucoup moins restrictive que celles définies 
dans de nombreuses méthodes de SAS (comme l’indépendance statistique). Cette 
hypothèse est, particulièrement, réaliste dans les travaux concernés par ce chapitre, 
grâce à la contrainte énoncée dans l’Eq. (1.10) du Chapitre 1. En effet, si on considère la 
situation où seulement deux vecteurs sj(Ω) et sj’(Ω) sont non-nuls dans la zone Ω 
contenant M pixels, alors, d’après l’Eq. (1.10) du Chapitre 1, nous avons                  
sj(Ω) + sj’(Ω) = 1M, où 1M est un vecteur contenant M composantes qui valent toutes 1. 
Si sj(Ω) et sj’(Ω) sont linéairement dépendants, alors ces deux vecteurs vérifient aussi la 
condition c1 sj(Ω) + c2 sj’(Ω) = 0M, avec c1 et c2 deux constantes non-nulles en même 
temps. En résolvant les deux précédentes équations, il peut facilement être démontré 





que cette situation correspond au cas où sj et sj’ sont constantes sur toute la zone 
considérée Ω. Cette situation est très spécifique, et son exclusion dans l’Hypothèse 2 
n’est pas restrictive : l’impossibilité de séparer deux sources qui restent constantes n’est 
pas une surprise.  
 
 En imagerie multispectrale de télédétection spatiale, le modèle de séparation est, 
généralement, sous-déterminé (nombre de bandes spectrales N inférieur au nombre de 
cartes d’abondances L). Cette configuration ne constitue pas une restriction, lorsqu’on 
considère les deux hypothèses suivantes : 
 
Hypothèse 3 le modèle de séparation est localement (sur)déterminé, c’est-à-dire,         
N ≥ L(Ω) dans n’importe quelle zone d’analyse Ω, où L(Ω) est le nombre de matériaux 
purs présents dans la zone Ω.               
 
Hypothèse 4 dans chaque zone d’analyse Ω, la sous-matrice composée des colonnes de 
la matrice de mélange, et correspondant aux matériaux purs présents, est de rang plein. 
 
4.2.2 Méthodes d’extraction 
Les méthodes proposées opèrent en différentes étapes décrites ci-dessous. 
 
1- Etape de détection qui consiste à détecter automatiquement les zones mono-sources. 
Cette détection est réalisée par l’utilisation de la propriété suivante : 
 
Propriété 1 une condition nécessaire et suffisante, pour qu’un matériau pur soit isolé 




ρ | = 1, ∀  p, q = 1…N et p > q, (4.2) 
 
Preuve de la Propriété 1 Pour chaque zone d’analyse Ω, l’Eq. (1.9) du Chapitre 1 
implique : 
 













, ∀  p = 1…N. (4.3) 
 




ρ | ≤ 1, ∀  p, q = 1…N et p > q, (4.4) 
 
avec égalité si et seulement si xp(Ω) et xq(Ω) sont linéairement dépendants.  
 
Si seul un matériau pur, avec l’indice j, est présent dans une zone d’analyse Ω, et en 
supposant que tous les coefficients de mélange apj sont non-nuls, à partir de l’équation 
(4.3), tous les signaux observés xp(Ω), avec p = 1… N, sont colinéaires. Par conséquent, 
l’égalité est obtenue, quels que soient p et q, dans (4.4). Ainsi, la condition de détection 
donnée dans (4.2) est vérifiée. 
 
Maintenant, supposons qu’au moins deux vecteurs sj(Ω) sont non-nuls. Il peut 
facilement être démontré que, si xp(Ω) et xq(Ω) étaient linéairement dépendants, quels 
que soient p et q, avec p, q = 1… N et p > q, alors, en utilisant l’Hypothèse 2, toutes les 
colonnes de la matrice de mélange, avec des indices correspondant aux indices des 
vecteurs non-nuls seraient colinéaires. Cela n’est pas vrai à cause de l’Hypothèse 4. Par 
conséquent, dans ce cas, au moins une paire (xp(Ω), xq(Ω)) est composée de vecteurs 
linéairement indépendants, et par conséquent, la condition de détection exprimée dans 
(4.2) n’est pas vérifiée. Cela termine la preuve de la Propriété 1. 
 
 Notons ici, que nous considérons les versions non-centrées des signaux 
observés, car, dans nos travaux, avec la contrainte de somme unitaire des abondances, la 
transposition de la Propriété 1 aux versions centrées des signaux observés (comme 
utilisé dans [8, 28]), ne permet pas la détection des zones mono-sources. En effet, si 
deux vecteurs, des signaux sources, sj(Ω) et sj’(Ω) sont non-nuls, alors, en utilisant la 
contrainte de somme unitaire des abondances, nous obtenons : 
 
sj(Ω) + sj’(Ω) = 1M. (4.5) 





Pour les versions centrées Sj(Ω) et Sj’(Ω) des signaux sources, l’Eq. (4.5) devient :  
 
Sj(Ω) + Sj’(Ω) = 0M. (4.6) 
 
Quels que soient p et q, avec p, q = 1… N, et p > q, l’Eq. (1.9) du Chapitre 1, pour les 

































          
Dans ce cas, Xp(Ω) et Xq(Ω) sont colinéaires. Par conséquent, la version centrée de la 
condition de détection (c’est-à-dire, la version centrée de l’Eq. (4.2)) est vérifiée, malgré 
la présence de deux matériaux purs (avec la possibilité qu’ils soient linéairement 
indépendants) dans la zone d’analyse considérée. 
 
La Propriété 1 est utilisée comme suit dans nos méthodes. Pour chaque zone 





ρ |), ∀  p, q = 1…N et p > q. (4.9) 
 
La moyenne ou le maximum peuvent aussi être utilisés, mais le minimum est 
plus restrictif. Si le paramètre (4.9) est supérieur à un seuil (proche de 1), nous 
considérons que la zone d’analyse examinée est une zone mono-source.  
 
 





2- Etape d’estimation qui consiste à calculer des estimations des colonnes candidates de 
la matrice de mélange A (Eq. (1.3) du Chapitre 1). Chaque zone mono-source, nous 
conduit à une estimation â
.j d’une colonne (correspondant à un spectre d’un 































Notre motivation pour l’utilisation de cette approche est la suivante : dans nos 
travaux, les abondances, qu’on cherche à extraire, sont non-négatives et contraintes à 
une somme unité sur chaque pixel. Dans une zone mono-source parfaite, une abondance 
est égale à un, tandis que les autres valent zéro. Ainsi, dans chaque pixel de la zone 
mono-source considérée, chaque observation est égale au coefficient de mélange associé 
à l’abondance qui vaut un. En pratique, pour chaque observation (chaque bande 
spectrale), la médiane de toutes les valeurs des pixels présents dans la zone mono-
source considérée, donne une estimation précise du coefficient de mélange associé à 
l’abondance qui vaut un. Cette approche est donc spécifique aux contraintes de non-
négativité et de somme unitaire, et différente des approches utilisées dans [8, 28]. 
Notons, que les colonnes estimées sont toujours non-négatives, puisqu’on utilise la 
médiane sur des données non-négatives. 
 
Chacune des zones mono-sources où le "même" matériau pur est présent permet 
l’estimation du "même" spectre d’un matériau pur (une colonne candidate de 
l’estimation Â de la matrice de mélange). Par conséquent, le clustering, qui constitue 
l’étape suivante, est une approche attractive pour l’obtention d’un spectre "unique" pour 
chaque matériau pur. Dans cette étape d’estimation, nous associons le paramètre de 
détection (4.9) à chaque colonne estimée. En effet, ce paramètre peut être utilisé comme 
un degré de confiance dans l’étape de clustering, tel que détaillé ci-après. 
 





3- Etape de clustering qui consiste à sélectionner L colonnes pour la matrice de 
mélange estimée Â parmi toutes les colonnes estimées dans l’étape précédente. 
 
Le clustering est une méthode non-supervisée qui permet le regroupement de 
données hétérogènes, selon une distance ou une mesure de similarité, en groupes 
homogènes, qu’on appelle "clusters". Les mesures les plus populaires sont la distance 
Euclidienne, la distance de Manhattan, la distance de Mahalanobis et la distance de 
Hamming. L’approche la plus populaire du clustering est celle du partitionnement [11]. 
 
Les algorithmes les plus utilisés en clustering par partitionnement sont le k-
means et ses différentes variantes (fuzzy c-means, k-medians). Ces algorithmes 
choisissent k centres initiaux, où k est déterminé par un utilisateur et correspond au 
nombre de clusters désirés (dans les travaux de ce chapitre, ce nombre correspond au 
nombre de colonnes d’Â, et aussi le nombre de matériaux purs). Chaque point (vecteur 
colonne estimé de la matrice de mélange) des données est alors assigné au cluster dont 
le centre (vecteur colonne) est le plus proche du point considéré. Le centre de chaque 
cluster est ensuite mis à jour par la moyenne (pour les algorithmes k-means et fuzzy c-
means), ou la médiane (pour l’algorithme k-medians), des points appartenant au même 
cluster. L’assignation et la mise à jour sont répétés jusqu’à ce que les assignations, des 
différents points des données, ne changent plus, ou d’une manière équivalente, jusqu’à 
ce que les centres ne changent plus. 
 
Dans nos travaux, nous utilisons l’algorithme du fuzzy c-means. Cet algorithme 
choisit le centre de chaque cluster selon le degré de confiance le plus élevé. Ici, nous 
définissons le degré de confiance de chaque colonne estimée comme la valeur de son 
paramètre de détection (4.9). Les colonnes sont ainsi obtenues avec une indétermination 
de permutation, ce qui ne constitue pas une restriction pour nos travaux. Soulignons 
aussi, que la matrice de mélange estimée, constituée des colonnes obtenues, est aussi 
non-négative. 
 
L’algorithme fuzzy c-means requiert différents paramètres. Le paramètre le plus 
sensible est le nombre de clusters. Différents choix de ce nombre conduisent à des 





résultats différents. Ainsi, l’estimation du nombre optimal k* de clusters est une étape 
majeure du clustering. Plusieurs indices de validité du clustering sont proposés dans la 
littérature, pour l’estimation du nombre optimal de clusters [2, 4, 10, 24, 32, 37]. Leur 
calcul est basé sur la procédure générale suivante : 
 
i) Lancement de l’algorithme désiré du clustering pour différentes valeurs de k. 
ii) Calcul de l’indice de validité pour chaque résultat. 
iii) Choix du nombre optimal de clusters k*.  
 
Dans les travaux du présent chapitre, nous utilisons l’indice de validité défini 
dans [22]. 
 
4- Etape d’extraction qui consiste à extraire les L sources spatiales (cartes 
d’abondances) sous la contrainte de non-négativité. Deux méthodes alternatives sont 
utilisées dans nos travaux pour atteindre cet objectif. La première méthode est celle des 
MCN. Les MCN introduites par C. L. Lawson et R. J. Hanson [25] résolvent le 
problème matriciel suivant : 
 
Minimiser || Â ŝ – x ||, sous la contrainte ŝ ≥ 0. (4.11) 
 
Dans notre approche, les MCN sont appliqués sur chaque pixel de l’image 
multispectrale séparément. Ainsi, dans (4.11), Â représente la matrice de mélange 
identifiée dans l’étape précédente, x représente le vecteur associé à un pixel de l’image, 
et ŝ est le vecteur estimé des valeurs des abondances présentes dans le pixel considéré. Il 
faut souligner ici, que les MCN n’introduisent pas de contraintes sur les signes des 
éléments d’Â et x, mais nécessitent que le nombre d’éléments non-nuls dans le vecteur 
estimé ŝ soit au moins égal au nombre d’éléments dans le vecteur x (et les MCN 
fournissent ainsi une solution unique). Cette dernière condition est vérifiée grâce à 
l’Hypothèse 3. 
 
La deuxième méthode utilisée est celle de la FMN proposée par D. D. Lee et H. 
S. Seung [26, 27]. Contrairement aux MCN, les règles de mise à jour multiplicatives, 





définies par D. D. Lee et H. S. Seung, de la FMN sont utilisées pour démélanger une 
image multispectrale toute entière, et non pas pixel par pixel. La matrice Â est initialisée 
ici par la matrice non-négative identifiée dans l’étape précédente (étape de clustering). 
La matrice initiale de Ŝ est déduite de la matrice des observations et de la matrice Â 
identifiée dans l’étape précédente, par l’utilisation des MCN. Nous soulignons ici, que 
la FMN permet la mise à jour de la matrice estimée dans l’étape de clustering, ce qui est 
très attractif si cette matrice n’est pas estimée précisément dans cette dernière étape. 
 
Un autre point important lié à la contrainte de somme unitaire des abondances 
doit être pris en considération dans l’étape d’extraction. Cette contrainte naturelle, 
formulée dans l’Eq. (1.10) du Chapitre 1, peut être traitée par les méthodes des MCN et 
la FMN, en utilisant une technique simple et efficace [14] : nous augmentons les 
matrices des observations et de mélange par une ligne constante strictement positive. Le 
problème matriciel des MCN et les règles de mise à jour multiplicatives de la FMN 
prennent ces deux matrices étendues comme entrées. Nous soulignons aussi dans ce 
paragraphe, que l’indétermination d’échelle de la SAS est ici évitée grâce à cette 
contrainte de somme unitaire des abondances. 
 
Les différentes étapes définies ci-dessus constituent nos méthodes proposées, 
baptisées 2D-Corr-NLS et 2D-Corr-NMF, pour l’extraction de cartes d’abondances à 
partir d’une image multispectrale de télédétection spatiale. Un schéma regroupant les 
différentes étapes des méthodes proposées est donné dans la figure (Fig. 4.1) suivante. 
           






Fig. 4.1. Schéma regroupant les différentes étapes des méthodes proposées. 
 
Lorsqu’il s’agit de l’extraction de cartes d’abondances à partir d’une image 
multispectrale synthétique, l’évaluation des performances des méthodes proposées est 
réalisée par l’utilisation du critère basé sur l’Erreur Quadratique Moyenne Normalisée 
(EQMN) (Normalized Mean Square Error (NMSE)), entre les cartes d’abondances 
originales et les cartes d’abondances estimées pour chaque matériau pur (voir Eq. (2.22) 
de la Section 2.4 du Chapitre 2).  
 
 





Lorsqu’il s’agit de l’extraction de cartes d’abondances à partir d’une image 
multispectrale réelle ou aussi synthétique, le critère défini dans la Section 2.4 du 
Chapitre 2 (page 63) est utilisé pour l’évaluation des performances des méthodes 
proposées.     
 
 
4.3 Résultats expérimentaux 
 
Des expériences, basées sur des données synthétiques mais réalistes, et sur des 
données réelles, sont effectuées pour l’évaluation des performances des méthodes 
proposées et d’une méthode de la littérature. 
 
4.3.1 Données utilisées 
Deux ensembles de cartes d’abondances (signaux sources) synthétiques mais 
réalistes, de dimension 400x400 pixels, sont créés à partir de classifications réelles (en 
moyennant les valeurs des pixels des classifications sur une fenêtre glissante de taille 
5x5 pixels).  
 
Le premier ensemble contient huit cartes d’abondances (Fig. 4.2(a)). Chacune de 
ces cartes d’abondances contient au moins 1,5 % de pixels purs. Pour chacune de ces 
cartes, un spectre de quatre échantillons est aléatoirement généré. Ainsi, une matrice de 
mélange avec huit colonnes et quatre lignes est créée. Ensuite, tenant en compte toutes 
les hypothèses mentionnées plus haut, quatre observations (quatre bandes spectrales) 
sont générées (Fig. 4.3(a)) en mélangeant linéairement les cartes d’abondances. Les 
quatre observations générées contiennent 56 % de pixels purs.  
 
Dans le deuxième ensemble, on trouve dix cartes d’abondances (Fig. 4.2(b)). 
Chacune d’elles contient au moins 0,25 % de pixels purs. Là aussi, un spectre de quatre 
échantillons est aléatoirement généré, pour obtenir une matrice de mélange avec dix 
colonnes et quatre lignes. Cette matrice de mélange est utilisée pour générer quatre 
bandes spectrales (quatre observations) (Fig. 4.3(b)). Ces observations contiennent 42 % 
de pixels purs.  





Notons ici, que dans les deux ensembles, le nombre d’observations est 
globalement inférieur au nombre de cartes d’abondances à extraire, et par conséquent, le 
modèle de séparation, dans les deux cas, est globalement sous-déterminé. Aussi, les 
mélanges réalisés sont prétraités (mise à zéro des abondances les plus faibles si 
nécessaire, et normalisation des abondances restantes, pour respecter la contrainte de 
somme unitaire) de telle sorte que le modèle de séparation soit (sur)déterminé dans 





































































Fig. 4.2. Cartes d’abondances originales. (a) Premier ensemble. (b) Deuxième ensemble.  
 























Fig. 4.3. Images multispectrales synthétiques. (a) Première image. (b) Deuxième image.  
 
Deux images multispectrales réelles sont aussi utilisées dans le cadre des travaux 
du présent chapitre.  
 
La première image multispectrale est issue du capteur ETM+ embarqué sur le 
satellite Landsat. Cette image avec six bandes spectrales (Fig. 4.4(a)), et une résolution 
spatiale de 30 mètres, couvre une partie de la région d’Oran (Algérie). Cette zone est 
caractérisée par une diversité des thèmes d’occupation des sols (urbain, forêt, cultures 
céréalières, etc.). 
 
La seconde image multispectrale provient du capteur embarqué sur le satellite 
Formosat 2. Cette image avec une résolution spatiale de 8 mètres, et quatre bandes 
spectrales (Fig. 4.4(b)), couvre une partie de la région de Toulouse (France). Cette zone 
est aussi caractérisée par une diversité thématique. 
 
Les zones d’étude, régions d’Oran et de Toulouse, avec leur diversité 
thématique, présentent une situation à grand intérêt pour le test et l’évaluation des 
performances des méthodes proposées. 
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(b) 
Fig. 4.4. Images multispectrales réelles. (a) Image Landsat ETM+ (six bandes spectrales) de la région 
d’Oran (Algérie). (b) Image Formosat 2 (quatre bandes spectrales) de la région de Toulouse (France).  
 





4.3.2 Résultats et discussion 
Les méthodes proposées sont appliquées aux images synthétiques et réelles. 
Nous signalons ici, que notre méthode 2D-Corr-NMF donne sensiblement les mêmes 
résultats que la méthode 2D-Corr-NLS. Par conséquent, nous ne détaillons pas dans la 
suite les résultats de la méthode 2D-Corr-NMF. En plus, la méthode SMACC [12], avec 
la contrainte de somme unitaire, est aussi appliquée aux données utilisées pour 
permettre une comparaison. Cette dernière méthode implémentée dans le logiciel 
commercial de traitement d’images ENVI (ITT Corporation) [18], est l’une des rares 
méthodes applicables à un modèle sous-déterminé défini par les images multispectrales 
de télédétection spatiale, contrairement à la méthode décrite dans [23]. Soulignons ici, 
que la méthode SMACC requiert que le nombre des endmembers (qui correspond au 
nombre de clusters) soit connu. Ce nombre est automatiquement détecté par nos 
méthodes, et est fourni à la méthode SMACC. Cette dernière méthode utilise la 
géométrie convexe (cônes convexes) pour extraire les cartes d’abondances. Les points 
extrêmes (les points les plus lumineux) sont utilisés pour identifier le premier cône 
convexe correspondant à la première carte d’abondances. Une projection oblique sous 
contraintes est ensuite appliquée au cône existant pour déduire la carte d’abondances 
suivante. Le cône convexe est augmenté pour inclure le spectre du nouvel endmember. 
Le processus est répété jusqu’à l’obtention du nombre désiré de cartes d’abondances. 
 
Notons que le nombre optimal de clusters détecté automatiquement par nos 
méthodes est huit pour la première image synthétique, et dix pour la seconde. Cela, 
correspond au nombre de cartes générées dans les deux ensembles de données 
synthétiques. Pour les images réelles, le nombre optimal de clusters (qui correspond au 
nombre de cartes d’abondances) détecté automatiquement par nos méthodes est dix huit 
pour l’image Landsat ETM+, et onze pour l’image Formosat 2. Pour chacune des deux 
images réelles, certaines cartes d’abondances correspondent en réalité à la même classe 
d’occupation des sols. Ainsi, nous regroupons manuellement ces cartes "similaires" 
après l’étape d’extraction. Au final, nous obtenons onze cartes d’abondances pour 
l’image Landsat ETM+, et sept cartes d’abondances pour l’image Formosat 2. Ces 
cartes abondances sont assignées à des classes d’occupation des sols. 
 





Afin de vérifier (particulièrement sur les images réelles) l’existence des zones 
mono-sources, nous traçons (Figs. 4.5 et 4.6) les histogrammes du paramètre de 
détection formulé dans (4.9) sur la totalité de chacune des images utilisées, en explorant 
ces images par l’utilisation de zones adjacentes de taille 5x5 pixels. Ces histogrammes 
montrent que le paramètre de détection est proche de un dans certaines zones, qui 
correspondent aux zones mono-sources, tandis qu’il est significativement inférieur à un 


























































 Paramètre de détection 
 
 
Fig. 4.5. Histogramme du paramètre de détection. (a) Image synthétique 1. 
(b) Image synthétique 2.  






























































 Paramètre de détection 
 
 
Fig. 4.6. Histogramme du paramètre de détection. (a) Image Landsat ETM+. 
(b) Image Formosat 2.  
 
Aussi, et afin d’évaluer la robustesse du paramètre de détection à distinguer les 
zones mono-sources de celles multi-sources, nous sélectionnons, à partir des données 
utilisées, 1) une zone mono-source pour chaque matériau pur, et 2) pour chaque 
matériau pur, une zone multi-source, dans laquelle ce matériau pur est dominant. Nous 
calculons les valeurs du paramètre de détection défini dans (4.9) pour chacune des zones 
sélectionnées. Les résultats sont donnés dans Figs. 4.7 et 4.8. À partir de ces résultats, 





nous remarquons que le paramètre de détection prend, dans les zones multi-sources, des 
valeurs significativement inférieures aux valeurs qu’il prend dans les zones mono-
sources. Par conséquent, nous pouvons conclure que ce paramètre est très pertinent pour 
la détection des zones mono-sources. Aussi, ce test permet, d’une certaine manière, de 









Fig. 4.7. Paramètre de détection dans les zones mono et multi-sources. (a) Image synthétique 1.     


















Fig. 4.8. Paramètre de détection dans les zones mono et multi-sources. (a) Image Landsat ETM+.     
(b) Image Formosat 2. 
 
Les cartes d’abondances estimées par les méthodes 2D-Corr-NLS et SMACC 
sont données dans Figs. 4.9 - 4.12, pour les données synthétiques et réelles. L’erreur 
quadratique moyenne normalisée pour la première image synthétique est donnée dans 
Tab. 4.1. Dans Tab. 4.2., nous donnons l’erreur quadratique moyenne normalisée pour 
la seconde image synthétique. Les performances globales d’extraction des cartes 
d’abondances pour chacune des données utilisées sont données dans Figs. 4.12 et 4.13. 
 
 









































Fig. 4.9. Cartes d’abondances estimées à partir de la première image synthétique par (a) la méthode     























































(a)   (b) 
Fig. 4.10. Cartes d’abondances estimées à partir de la deuxième image synthétique par (a) la méthode         
2D-Corr-NLS, (b) la méthode SMACC. 
 






































































Fig. 4.11. Cartes d’abondances estimées à partir de l’image Landsat ETM+ par (a) la méthode 2D-Corr-NLS,   
(b) la méthode SMACC. 




















































Fig. 4.12. Cartes d’abondances estimées à partir de l’image Formosat 2 par (a) la méthode                 










Tab. 4.1. Erreur quadratique moyenne normalisée (%) pour la première image synthétique. 
(a) Tous les pixels de l’image. (b) Pixels purs. (c) Pixels mélangés. 
 
Méthode Source s1 Source s2 Source s3 Source s4 Source s5 Source s6 Source s7 Source s8 Moyenne 
(a)  
2D-Corr-NLS 0,99 0,00 0,40 0,57 7,44 1,90 1,25 0,15 1,59 
SMACC 3,71 0,55 45,25 12,01 22,98 112,95 4,67 4,55 25,83 
(b)  
2D-Corr-NLS 0,03 0,00 0,04 0,01 0,05 0,26 0,03 0,04 0,06 
SMACC 1,74 0,04 17,57 5,08 5,98 112,89 0,40 3,90 18,45 
(c)  
2D-Corr-NLS 3,54 0,01 2,39 3,18 25,87 2,90 8,89 0,24 5,88 
SMACC 8,93 3,19 198,81 44,56 65,33 112,98 31,45 5,06 58,79 
 
 
Tab. 4.2. Erreur quadratique moyenne normalisée (%) pour la deuxième image synthétique. 
(a) Tous les pixels de l’image. (b) Pixels purs. (c) Pixels mélangés. 
 
Méthode Source s1 Source s2 Source s3 Source s4 Source s5 Source s6 Source s7 Source s8 Source s9 Source s10 Moyenne 
(a)    
2D-Corr-NLS 5,51 0,35 5,77 8,72 11,59 19,95 1,33 54,78 2,21 0,32 11,05 
SMACC 21,26 6,66 21,25 41,01 132,47 102,20 18,48 133,47 27,74 2,18 50,67 
(b)    
2D-Corr-NLS 0,17 0,00 0,41 2,75 0,09 3,01 0,02 23,98 2,63 0,08 3,31 
SMACC 8,35 0,06 13,25 34,66 100,05 100,00 16,33 100,00 117,66 4,04 49,44 
(c)    
2D-Corr-NLS 13,94 1,18 21,73 22,11 23,72 54,19 2,71 74,78 2,13 0,40 21,69 
SMACC 41,65 22,32 45,12 55,28 166,65 106,66 20,75 155,20 11,56 1,57 62,68 





Fig. 4.13. Performance globale (%) d’extraction des cartes d’abondances. (a) Image synthétique 1.          
(b) Image synthétique 2. 
 
 








Fig. 4.14. Performance globale (%) d’extraction des cartes d’abondances. (a) Image Landsat ETM+.          
(b) Image Formosat 2. 
 
Globalement, Tab. 4.1, Figs. 4.9 et 4.10 montrent que notre méthode 2D-Corr-
NLS donne de meilleurs résultats que la méthode SMACC pour les images 
synthétiques, plus particulièrement, pour l’extraction de la sixième carte d’abondances à 
partir de la première image synthétique, et les cinquième, sixième et huitièmes cartes 
d’abondances à partir de la deuxième image synthétique. L’amélioration moyenne de 
l’erreur quadratique moyenne normalisée est d’environ 24 % pour notre méthode 2D-
Corr-NLS comparée à la méthode SMACC pour la première image synthétique, et 
d’environ 39 % pour la deuxième image synthétique. La Fig. 4.13 montre qu’en termes 
de performance globale d’extraction des cartes d’abondances, les meilleurs résultats 
sont aussi obtenus par notre méthode 2D-Corr-NLS pour les deux images synthétiques. 
 
Pour les images multispectrales réelles, Figs. 4.11, 4.12 et 4.14 montrent que 
notre méthode 2D-Corr-NLS est plus performante que la méthode SMACC : 
l’amélioration de la performance globale d’extraction des cartes d’abondances est 
supérieure à 51 % pour l’image Landsat ETM+, et d’environ 56 % pour l’image 
Formosat 2. Figs. 4.11(b) et 4.12(b) (qui correspondent aux cartes d’abondances 
extraites par la méthode SMACC) montrent que les cartes d’abondances de certaines 
classes ne sont pas clairement extraites. Au contraire, Figs. 4.11(a) et 4.12(a) (qui 
correspondent aux cartes d’abondances extraites par notre méthode 2D-Corr-NLS) 
montrent une nette amélioration de l’extraction des différentes cartes d’abondances des 
différentes classes d’occupation des sols.     
 







Dans ce chapitre, deux méthodes hybrides non-supervisées, baptisées 2D-Corr-
NLS et 2D-Corr-NMF, ont été proposées pour démélanger chaque pixel d’une image 
multispectrale de télédétection spatiale contenant des pixels purs. Ces méthodes sont 
basées sur un critère de corrélation de l’approche dite d’analyse en composantes 
parcimonieuses, combinée au clustering et aux méthodes basées sur les contraintes de 
non-négativité. Plus particulièrement, les méthodes proposées sont applicables au 
modèle de séparation sous-déterminé défini par l’imagerie multispectrale de 
télédétection spatiale. 
 
Comparées à la méthode SMACC, et selon les résultats obtenus dans nos travaux 
(24 % et 39 % d’amélioration de l’erreur quadratique moyenne normalisée pour les 
images synthétiques, et plus de 51 % et 55 % d’amélioration des performances globales 
d’extraction des cartes d’abondances pour les images réelles), les méthodes proposées 
sont très attractives pour démélanger les images multispectrales de télédétection 
spatiale. 
 
Finalement, nous terminons le présent chapitre en soulignant que les méthodes 
proposées ici pour démélanger les pixels d’une image multispectrale avec pixels purs 
sont aussi applicables, avec moins de restrictions (l’Hypothèse 3 devient très facilement 
vérifiée), à une image hyperspectrale avec pixels purs. Cet aspect sera abordé dans le 
chapitre suivant pour l’extraction de spectres à partir d’une image hyperspectrale avec 
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EXTRACTION DE SPECTRES A PARTIR D’UNE IMAGE 
HYPERSPECTRALE AVEC PIXELS PURS 
 
e°áâÅ° „ WtÇá vx v{tÑ|àÜx? ÇÉâá ÑÜÉÑÉáÉÇá âÇx ÇÉâäxÄÄx Å°à{Éwx ÇÉÇ@áâÑxÜä|á°x? tÑÑxÄ°x 
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Nous rappelons en guise d’introduction qu’à l’origine, les images de la Terre 
prises par des capteurs spatiaux ou même aéroportés furent monochromes (c’est-à-dire, 
des images avec une seule large bande spectrale). Il est ensuite survenu l’idée 
d’observer la même scène dans quelques bandes spectrales, ce qui a donné naissance à 
l’imagerie multispectrale (c’est-à-dire, qu’on est en possession d’images avec 
différentes larges bandes spectrales, et pas nécessairement contigües). C’est dans les 
années 1980 que le concept d’imagerie hyperspectrale a été mis en œuvre dans le Jet 
Propulsion Laboratory (JPL) de la NASA [6]. Contrairement à une image 
multispectrale, dans une image hyperspectrale, une scène est observée dans plusieurs 
centaines de bandes spectrales étroites et contigües. Aussi, comme expliqué dans le 
Chapitre 1, les pixels d’une image hyperspectrale ne sont pas nécessairement composés 
à cent pour cent d’éléments spectralement purs (les endmembers). C’est dans ce cadre 
qu’intervient l’approche de démélange spectral (spectral unmixing). Nous rappelons 
aussi que cette dernière approche est, généralement, fondée sur l’hypothèse suivante 
[10] : le spectre d’un pixel d’une image hyperspectrale est le résultat du mélange des 
spectres de tous les endmembers présents dans le pixel considéré. Le modèle analytique 
le plus couramment utilisé pour représenter ce genre de mélange est de type linéaire [3, 
7, 8, 10, 14, 16]. Ainsi, nous rappelons que la réflectance non-négative xn(i) mesurée 
dans la bande spectrale λn, et issue du pixel i d’une image hyperspectrale, est donnée 








)(. , ∀  n = 1… N et ∀  i = 1… K, (5.1) 
 
où anj représente la réflectance non-négative du endmember j dans la bande spectrale λn, 
sj(i) est l’abondance non-négative du endmember j dans le pixel i, et L représente le 
nombre d’endmembers. N et K sont respectivement le nombre de bandes spectrales, et le 
nombre de pixels de l’image hyperspectrale. Les abondances non-négatives sont sujettes 
à la contrainte de somme unitaire sur chaque pixel (voir aussi Eq. (1.10) du Chapitre 1) : 
 











)(  = 1, ∀  i = 1… K. (5.2) 
 
Les méthodes de démélange spectral linéaire, développées jusqu’à présent, ont 
pour objectif de retrouver, à partir seulement des spectres observés, les spectres des 
endmembers et leurs abondances. Ces méthodes, basées sur un concept géométrique 
pour la plupart d’entre elles, peuvent être considérées comme des méthodes de 
Séparation Aveugle de Sources (SAS) (Blind Source Separation (BSS)) [5]. Toutefois, 
ces méthodes ne réalisent pas, généralement, une séparation complète (c’est-à-dire, 
extraction des signaux sources (selon la nomenclature de la SAS)), mais s’arrêtent à 
l’identification des colonnes de la matrice de mélange. Ainsi, ces méthodes sont, plutôt, 
liées au problème d’Identification Aveugle de Mélanges (IAM) (Blind Mixture 
Identification (BMI)) [5], qu’au problème de la SAS. 
 
Nous rappelons ici qu’un panorama des méthodes de démélange spectral peut 
être trouvé dans [3, 16, 17]. Aussi, on trouve deux classifications de ces méthodes. La 
première classification est relative au concept (géométrique, statistique, à régressions 
parcimonieuses) de ces méthodes [3, 16], et la deuxième est liée à la nature des données 
à traiter : avec ou sans pixels purs [17]. Nous nous intéressons dans ce qui suit aux 
images hyperspectrales avec pixels purs. 
 
Nous signalons ici que les imageurs hyperspectraux "existants" fournissent, 
généralement, des images avec plusieurs pixels mélangés. Dans de telles situations, la 
présence de pixels purs, pour chacun des endmembers, n’est pas du tout garantie. Par 
contre, la résolution spatiale des "futurs" capteurs hyperspectraux (tels que les capteurs 
PRISMA, EnMAP et HYPXIM [13]) permettra sans doute la présence, dans les images, 
de pixels purs pour chacun des endmembers. Dans ce cas, l’extraction des spectres des 
endmembers à partir d’une image hyperspectrale, est réalisée en effectuant une 
recherche, dans l’image hyperspectrale, pour l’identification des pixels purs. 
 
C’est dans ce contexte, que nous proposons dans le présent chapitre une nouvelle 
méthode non-supervisée, baptisée 2D-VM, pour l’extraction des spectres des 





endmembers, à partir d’une image hyperspectrale comportant quelques pixels purs pour 
chacun des endmembers présents dans la scène imagée. Notre nouvelle méthode, 
relativement similaire aux méthodes proposées dans le Chapitre 4, est liée au problème 
d’identification aveugle de mélanges, et est basée sur l’Analyse en Composantes 
Parcimonieuses (ACPa) (Sparse Component Analysis (SCA)). Elle consiste, en premier 
lieu, à détecter quelques zones de pixels purs pour ensuite extraire les spectres des 
endmembers.          
 
 
5.2 Approche méthodologique proposée 
 
5.2.1 Hypothèses et définitions 
La méthode proposée utilise une version modifiée de l’étape de détection de 
l’approche, fondée sur l’ACPa, décrite dans [1] et dans le Chapitre 4, et est basée sur 
certaines hypothèses et définitions (les mêmes définitions que celles énoncées dans le 
Chapitre 4). Nous rappelons ici que ces hypothèses et définitions concernent les 
abondances des endmembers, considérées dans le domaine spatial de l’image. 
Soulignons ici, que notre motivation pour considérer les abondances des endmembers, 
et l’utilisation de l’ACPa est : les abondances sont forcément parcimonieuses, puisqu’un 
endmember ne peut être, généralement, présent partout dans une scène.    
 
Nous signalons ici que la méthode que nous proposons ci-dessous est moins 
restrictive que celles décrites dans [9]. En effet, dans notre méthode, l’image 
hyperspectrale doit contenir seulement quelques zones contenant seulement des pixels 
purs dans le domaine spatial de l’image. 
 
Nous rappelons aussi, que le domaine spatial est divisé en petites zones, notées 
Ω, et qu’on appelle "zones d’analyse". Ces zones de dimension deux sont constituées de 
pixels adjacents. Le domaine spatial est exploré par l’utilisation de zones d’analyse 
adjacentes ou qui se chevauchent. Dans chaque zone d’analyse Ω, nous calculons les 
valeurs des variances )]([var ixni Ω∈  des signaux observés (les réflectances non-négatives 
mesurées) dans toutes les bandes spectrales n.   





Nous rappelons dans ce qui suit les définitions relatives aux endmembers. 
 
Définition 1 un endmember est dit "isolé" dans une zone d’analyse si seul cet 
endmember est présent dans cette zone (c’est-à-dire, si seul cet endmember donne un 
vecteur non-nul avec les éléments sj(i) dans cette zone d’analyse). Cette zone d’analyse 
est appelée "zone mono-source". Bien entendu, compte tenu de (5.2), l’abondance de cet 
endmember est égale à un dans cette zone.  
 
Définition 2 un endmember est dit "accessible" dans le domaine spatial s’il existe au 
moins une zone d’analyse dans laquelle il est isolé. 
 
Hypothèse 1 chaque endmember est accessible dans le domaine spatial. 
 
En imagerie hyperspectrale de télédétection spatiale, l’hypothèse de parcimonie 
ci-dessus dans le domaine spatial, est équivalente à la présence d’au moins une zone 
mono-source pour chacun des endmembers présents dans la scène imagée. Cette 
hypothèse est tout à fait réaliste pour les futurs capteurs hyperspectraux avec une fine 
résolution spatiale. 
 
Hypothèse 2 lorsque plusieurs endmembers sont présents dans une zone d’analyse, 
leurs abondances doivent prendre des valeurs significativement différentes dans les 
pixels constituant cette zone d’analyse, de telle sorte qu’au moins une variance de 
xn(Ω), avec n = 1… N, soit non-négligeable. 
 
5.2.2 Méthode d’extraction 
La méthode proposée opère en trois différentes étapes décrites ci-dessous.  
 
1- Etape de détection qui consiste à détecter automatiquement les zones mono-sources. 
Cette détection est réalisée par l’utilisation de la propriété suivante : 
 
Propriété 1 une condition nécessaire et suffisante, pour qu’un endmember soit isolé 
dans une zone d’analyse Ω, est : 






)]([var ixni Ω∈  = 0, ∀  n = 1…N. (5.3) 
 
 Notons que, compte tenu de la contrainte de somme unitaire des abondances 
formulée dans (5.2), nous considérons ici la variance des signaux observés, comme une 
alternative à la variance des rapports des signaux observés utilisés dans d’autres 
applications [1]. Nous signalons ici que la détection des zones mono-sources peut être 
effectuée aussi par l’utilisation de la Propriété 1 du Chapitre 4. 
 
La Propriété 1 est utilisée comme suit dans notre méthode. Pour chaque zone 
d’analyse, nous calculons le paramètre suivant : 
 
)])([var(max ixnin Ω∈ , ∀  n = 1…N. (5.4) 
 
Si le paramètre (5.4) est inférieur à un seuil (positif et proche de 0), nous 
considérons que la zone d’analyse examinée est une zone mono-source. Bien entendu, la 
moyenne ou le minimum peuvent aussi être utilisés, mais le maximum est le plus 
restrictif. 
 
2- Etape d’estimation qui consiste à calculer des estimations des spectres des 
endmembers. Chaque zone mono-source Ω, nous conduit à une estimation d’un spectre 
d’un endmember â































Dans cette étape d’estimation, nous associons le paramètre de détection (5.4) à 
chaque spectre estimé. En effet, ce paramètre peut être utilisé comme un degré de 
confiance dans l’étape suivante détaillée ci-après. 





3- Etape d’extraction qui consiste à extraire les spectres des endmembers. Chaque zone 
mono-source (contenant des pixels purs avec un seul endmember) donne un spectre 
estimé "possible" pour l’endmember présent dans cette zone pure. Pour cette raison, 
après l’extraction du spectre â
.1 du premier endmember, chaque spectre estimé â.r est 
comparé avec tous les spectres précédemment extraits â
.j, en utilisant l’Angle Spectral 
(AS) (Spectral Angle Mapper (SAM)). Nous rappelons que l’angle spectral entre deux 
spectres estimés est donné par : 
 
AS(â








ˆ,ˆ >< ), ∀  j ≠ r. (5.6) 
 
 Si tous les angles calculés sont supérieurs à un seuil, nous considérons que le 
spectre estimé â
.r est un "nouveau spectre extrait". Sinon, c’est-à-dire, si â.r est similaire 
à un des spectres précédemment extraits â
.j, nous choisissons (entre ces deux spectres 
similaires) le spectre ayant la plus faible valeur du paramètre (5.4) comme étant le 
spectre extrait (c’est-à-dire, nous remplaçons â
.j par â.r si â.r donne une valeur du 
paramètre (5.4) plus faible que celle que donne â
.j). 
   
Les différentes étapes définies précédemment constituent notre nouvelle 
méthode, baptisée 2D-VM, pour l’extraction des spectres à partir d’une image 
hyperspectrale de télédétection spatiale contenant des pixels purs.           
 
L’évaluation des performances de la méthode proposée est réalisée par 
l’utilisation de l’angle spectral entre les spectres originaux et les spectres extraits. Aussi, 
le critère basé sur l’Erreur Quadratique Moyenne Normalisée (EQMN) (Normalized 
Mean Square Error (NMSE)), entre les spectres originaux et les spectres extraits, peut 
être utilisé pour l’évaluation des performances de la méthode proposée (voir Section 2.4 










5.3 Résultats expérimentaux 
 
Des expériences, basées sur des données synthétiques mais réalistes, sont 
effectuées pour l’évaluation des performances de la méthode proposée et de cinq 
méthodes de la littérature. 
 
5.3.1 Données utilisées 
Deux ensembles de huit spectres (huit endmembers) sont sélectionnés à partir de 
la bibliothèque spectrale compilée par United States Geological Survey (USGS), et 
mesurés de 0,4 à 2,5 µm [4]. Le premier ensemble contient huit spectres aléatoirement 
sélectionnés (Fig. 5.1(a)). Le second ensemble contient, lui aussi, huit spectres, 
regroupés en quatre paires, chacune d’elles contenant deux spectres fortement corrélés 
(Fig. 5.1(b)). La motivation principale pour le choix de spectres corrélés réside dans le 
fait que, dans notre méthode, chaque spectre estimé est comparé aux spectres 
précédemment extraits, par l’utilisation de l’angle spectral (5.6), qui est en réalité l’arc 
cosinus du coefficient de corrélation non-centré. Ce choix permet donc, d’évaluer la 




































































Fig. 5.1. Spectres originaux. (a) Premier ensemble. (b) Deuxième ensemble. 
 
Les deux ensembles de spectres sont par la suite indépendamment utilisés pour 
générer, selon le modèle linéaire de mélange (5.1), deux images hyperspectrales 
synthétiques mais réalistes. Ces deux images, de dimension 400x400 pixels, sont créées 
en utilisant huit cartes d’abondances (voir Fig. 4.2(a) du Chapitre 4) générées à partir 
d’une classification réelle de l’occupation des sols d’une scène (en moyennant les 
valeurs des pixels de la classification sur une fenêtre glissante de taille 5x5 pixels). 
Nous rappelons que chacune de ces cartes d’abondances contient au moins 1,5 % de 
pixels purs. 
    





5.3.2 Résultats et discussion 
La méthode proposée est appliquée aux deux images hyperspectrales 
synthétiques. En plus, les méthodes : VCA [15], SMACC [7], SISAL [2], MVSA [11], 
et MVC-NMF [12] sont aussi appliquées aux données utilisées pour permettre une 
comparaison.  
 
Nous rappelons que ces méthodes de la littérature sont basées sur un concept 
géométrique. En effet, elles exploitent le fait que le nuage de points, formant une image 
hyperspectrale, est contenu dans un simplex. Les vertex du simplex représentent les 
spectres des endmembers recherchés.  
 
Les deux méthodes VCA et SMACC sont conçues pour des images contenant 
des pixels purs (ce qui est le cas des données qu’on manipule dans les travaux de ce 
chapitre). Les méthodes SISAL, MVSA et MVC-NMF sont conçues pour des images ne 
contenant pas nécessairement des pixels purs (cela n’est pas le cas de nos données, mais 
nous testons tout de même ces méthodes : qui peut le plus, peut le moins !).    
 
Les spectres extraits, à partir de la première image hyperspectrale synthétique, 
par notre méthode et les autres méthodes de la littérature sont donnés en Fig. 5.2. De 
même, les spectres extraits, à partir de la deuxième image hyperspectrale synthétique, 
sont donnés en Fig. 5.3. L’erreur quadratique moyenne normalisée pour les spectres 
extraits, à partir de la première image hyperspectrale synthétique, est donnée dans Tab. 
5.1. Dans Tab. 5.2., nous donnons l’erreur quadratique moyenne normalisée pour les 
spectres extraits, à partir de la seconde image hyperspectrale synthétique. Dans Tabs. 
5.3 et 5.4, nous donnons, respectivement, l’angle spectral des spectres extraits de la 
première et la seconde image. 














































































































































































































































































Fig. 5.2. Spectres extraits à partir de la première image hyperspectrale synthétique.                 
(a) endmember 1. (b) endmember 2. (c) endmember 3. (d) endmember 4. (e) endmember 5.    


























































































































































































































































































Fig. 5.3. Spectres extraits à partir de la deuxième image hyperspectrale synthétique.                 
(a) endmember 1. (b) endmember 2. (c) endmember 3. (d) endmember 4. (e) endmember 5.    
















Tab. 5.1. Erreur quadratique moyenne normalisée (%) pour les spectres extraits de la première image hyperspectrale synthétique. 
Méthode 2D-VM VCA SMACC SISAL MVSA MVC-NMF 
Endmember 1 0,63 3,01 49,27 4,10 5,27 21,76 
Endmember 2 0,65 3,35 3,73 21,03 14,75 38,90 
Endmember 3 0,51 2,76 18,99 4,30 5,22 34,99 
Endmember 4 0,43 2,42 2,54 7,60 10,93 65,81 
Endmember 5 0,55 2,52 2,90 6,14 7,83 71,11 
Endmember 6 0,46 2,54 2,93 8,41 9,71 28,70 
Endmember 7 0,41 2,10 2,57 11,78 15,58 82,19 
Endmember 8 0,78 3,88 3,96 10,38 12,73 50,41 
Moyenne 0,55 2,82 10,86 9,22 10,25 49,23 
 
Tab. 5.2. Erreur quadratique moyenne normalisée (%) pour les spectres extraits de la deuxième image hyperspectrale synthétique. 
Méthode 2D-VM VCA SMACC SISAL MVSA MVC-NMF 
Endmember 1 0,30 1,46 1,66 130,44 106,14 16,16 
Endmember 2 0,25 1,39 1,64 49,44 27,68 29,87 
Endmember 3 0,58 3,22 3,46 15,96 58,03 51,31 
Endmember 4 0,44 2,29 2,74 44,19 49,04 61,25 
Endmember 5 4,70 17,09 18,77 591,07 89,91 516,86 
Endmember 6 1,18 6,29 222,94 219,85 280,37 29,98 
Endmember 7 0,39 2,37 2,62 95,87 59,22 44,82 
Endmember 8 0,36 1,85 2,23 91,47 188,43 50,94 
Moyenne 1,03 4,49 32,01 154,78 107,35 100,15 
 
Tab. 5.3. Angle spectral (°) pour les spectres extraits de la première image hyperspectrale synthétique. 
Méthode 2D-VM VCA SMACC SISAL MVSA MVC-NMF 
Endmember 1 0,26 0,47 29,51 1,61 2,59 4,79 
Endmember 2 0,30 1,14 1,60 11,90 8,24 1,60 
Endmember 3 0,21 0,69 9,22 0,73 1,23 15,07 
Endmember 4 0,20 0,70 0,90 1,83 3,01 21,87 
Endmember 5 0,24 0,76 1,03 1,65 2,42 37,56 
Endmember 6 0,18 0,48 0,89 2,92 3,51 13,33 
Endmember 7 0,19 0,67 0,96 3,28 4,49 49,77 
Endmember 8 0,32 0,87 1,44 5,74 7,20 16,80 













Tab. 5.4. Angle spectral (°) pour les spectres extraits de la deuxième image hyperspectrale synthétique. 
Méthode 2D-VM VCA SMACC SISAL MVSA MVC-NMF 
Endmember 1 0,12 0,16 0,47 6,23 4,00 4,59 
Endmember 2 0,10 0,12 0,41 8,42 3,17 2,94 
Endmember 3 0,25 0,63 1,13 4,58 12,24 27,64 
Endmember 4 0,18 0,47 0,81 11,19 25,55 18,77 
Endmember 5 1,84 1,72 5,23 159,36 57,86 8,43 
Endmember 6 0,42 0,64 8,13 31,34 24,67 1,02 
Endmember 7 0,14 0,30 0,74 13,92 4,16 3,27 
Endmember 8 0,13 0,29 0,64 64,84 172,47 0,68 
Moyenne 0,40 0,54 2,19 37,48 38,01 8,42 
 
Globalement, les Fig. 5.3 et Tabs. 5.1 et 5.3 montrent que notre méthode 2D-VM 
donne de bien meilleurs résultats, pour la première image hyperspectrale synthétique, 
par rapport aux méthodes de la littérature utilisées dans le cadre des travaux du présent 
chapitre. L’EQMN obtenue, en moyenne, par notre nouvelle méthode, est améliorée 
d’un "facteur" supérieur à 5, par rapport à l’EQMN obtenue, en moyenne, par la 
meilleure des méthodes de la littérature utilisées (la méthode VCA, selon les résultats 
obtenus dans nos tests). L’amélioration de l’angle spectral est de l’ordre de 0,5° (0,24° 
en moyenne au lieu de 0,72°) pour notre méthode comparée, toujours, à la méthode 
VCA.  
 
Pour la seconde image hyperspectrale synthétique, les résultats obtenus (Fig. 5.4 
et Tabs. 5.2 et 5.4) montrent, aussi, que la nouvelle méthode mise en place, est celle qui 
donne les meilleures performances. En effet, l’EQMN obtenue, en moyenne, par notre 
méthode 2D-VM, est améliorée d’un "facteur" supérieur à 4, par rapport à l’EQMN 
obtenue, en moyenne, par rapport à l’EQMN obtenue, en moyenne, par la méthode 
VCA (là aussi, selon nos tests, la méthode VCA est la meilleure des méthodes de la 
littérature utilisées). L’amélioration de l’angle spectral est de l’ordre de 0,15° pour notre 
méthode comparée à la méthode VCA. 
 
Comme souligné ci-dessus, notre nouvelle méthode donne d’excellents résultats, 
et arrive à extraire correctement les spectres des endmembers, même si ceux-ci sont 
corrélés. Au contraire, les autres méthodes n’arrivent pas à extraire correctement les 
mêmes spectres. Aussi, les méthodes fondées sur l’inexistence de pixels purs dans 





l’image (situation plus complexe que celle supposée ici, et naturellement nous avons 





Dans ce chapitre, une nouvelle méthode non-supervisée, baptisée 2D-VM, a été 
proposée pour extraire des spectres à partir d’une image hyperspectrale de télédétection 
spatiale contenant des pixels purs. Cette méthode est basée sur un critère de variance, 
des signaux observés, de l’approche dite d’analyse en composantes parcimonieuses. 
  
Comparée à différentes méthodes de la littérature, et selon les résultats obtenus 
dans nos travaux, la méthode proposée est très attractive pour extraire des spectres à 
partir des images fournies par les futurs capteurs hyperspectraux avec une très haute 
résolution spatiale, en plus de leur résolution spectrale. 
 
Comme dans le Chapitre 4, nous terminons celui-ci en soulignant que la 
méthode proposée ici est aussi applicable, avec plus de restrictions (en considérant 
l’Hypothèse 3 du Chapitre 4), à une image multispectrale. Aussi, la nouvelle méthode 
décrite dans ce chapitre se propose d’estimer les spectres des endmembers, mais elle 
peut être aussi combinée avec les méthodes basées sur la contrainte de non-négativité, 
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EXTRACTION DE SPECTRES A PARTIR D’UNE IMAGE 
HYPERSPECTRALE SANS PIXELS PURS, COMBINEE AVEC UNE 
IMAGE MULTISPECTRALE AVEC PIXELS PURS 
 
e°áâÅ° „ WtÇá vx á|å|¢Åx xà wxÜÇ|xÜ v{tÑ|àÜx? ÇÉâá ÑÜÉÑÉáÉÇá âÇx ÇÉâäxÄÄx Å°à{Éwx ÑÉâÜ 
ÄËxåàÜtvà|ÉÇ wx áÑxvàÜxá õ ÑtÜà|Ü wËâÇx |Åtzx {çÑxÜáÑxvàÜtÄx wx à°Ä°w°àxvà|ÉÇ áÑtà|tÄx? átÇá Ät ÑÜ°áxÇvx wx 
Ñ|åxÄá ÑâÜá wtÇá vxààx wxÜÇ|¢Üx? vÉÅu|Ç°x täxv âÇx |Åtzx ÅâÄà|áÑxvàÜtÄx? Öâ| xÄÄx vÉÇà|xÇà wxá Ñ|åxÄá 
ÑâÜáA Vxààx Å°à{Éwx xáà utá°x áâÜ âÇ vÉÇvxÑà z°ÉÅ°àÜ|Öâx? xà xáà yÉÇw°x áâÜ Ät ytvàÉÜ|átà|ÉÇ xÇ ÅtàÜ|vxá 
ÇÉÇ@Ç°ztà|äxá? vÉâÑÄ°x täxv Äxá ÅÉ|ÇwÜxá vtÜÜ°á ÇÉÇ@Ç°ztà|yáA WtÇá Äx ÑÜ°áxÇà v{tÑ|àÜx ÇÉâá 
xåÑÉáÉÇá ÄË|Çà°Ü£à xà Äxá w|yy°ÜxÇàxá °àtÑxá wx ÄËtÑÑÜÉv{x Å°à{ÉwÉÄÉz|Öâx twÉÑà°x ÑÉâÜ tààx|ÇwÜx ÇÉàÜx 
Éu}xvà|yA ctÜ Ät áâ|àx? ÇÉâá ÑÜ°áxÇàÉÇá wxá Ü°áâÄàtàá xåÑ°Ü|ÅxÇàtâå áâÜ wxá wÉÇÇ°xá áçÇà{°à|ÖâxáA aÉâá 

















6.1. Introduction 157 
6.2. Approche méthodologique proposée 158 
 6.2.1. Intérêt de l’approche proposée  158 
 6.2.2. Méthode d’extraction 158 
6.3. Résultats expérimentaux 162 
 6.3.1. Données utilisées  162 
 6.3.2. Résultats et discussion 164 
6.4. Conclusion 168 




































Nous commençons ce chapitre en rappelant que l’observation de la Terre par 
l’utilisation de l’imagerie hyperspectrale est largement utilisée ces dernières années. La 
classification (qui consiste à assigner chaque pixel de l’image à une classe d’occupation 
des sols [17]) est l’une des techniques les plus largement considérée en matière de 
traitement des images hyperspectrales. Or, et comme déjà expliqué auparavant, un pixel 
d’une image hyperspectrale est souvent constitué de plusieurs éléments purs (les 
endmembers) [7]. Le démélange spectral linéaire (linear spectral unmixing) est une 
approche attrayante dans ce cadre, puisqu’elle a pour objectif de décomposer 
linéairement chaque vecteur spectral associé à un pixel d’une image hyperspectrale en 
une collection de spectres des endmembers présents dans le pixel considéré, et un 
ensemble d’abondances correspondantes [7]. 
 
Nous rappelons aussi que la première étape du processus de démélange spectral 
linéaire est l’étape d’extraction des spectres des endmembers. Cette étape est liée au 
problème d’Identification Aveugle des Mélanges (IAM) (Blind Mixture Identification 
(BMI)), et qui fait partie de l’approche dite de Séparation Aveugle de Sources (SAS) 
(Blind Source Separation (BSS)) [5]. Les spectres extraits peuvent être ensuite utilisés 
pour décomposer linéairement la scène observée en un ensemble de cartes 
d’abondances. Ainsi, les méthodes développées jusqu’à présent [2, 15, 16], ont pour 
objectif de retrouver, à partir seulement des spectres observés, les spectres des 
endmembers et leurs abondances dans toute l’image utilisée. Nous rappelons qu’il 
existe une première catégorie de méthodes qui font l’hypothèse de l’existence de pixels 
purs dans l’image manipulée (par exemple, les méthodes SMACC [6] et VCA [14]). 
Bien entendu, la deuxième catégorie regroupe les méthodes n’exploitant pas l’hypothèse 
d’existence de pixels purs (les plus populaires et les plus performantes d’entre elles sont 
les méthodes MVC-NMF [13], MVSA [11], et SISAL de J. M. Bioucas-Dias [1]).      
 
Dans ce contexte, nous proposons dans ce sixième chapitre une nouvelle 
méthode pour l’extraction des spectres des endmembers, à partir d’une image 
hyperspectrale qui peut être fortement mélangée (c’est-à-dire, ne comportant aucun 





pixel pur), combinée avec une image multispectrale, de très haute résolution spatiale, de 
la même scène, contenant, ainsi, nécessairement des pixels purs pour chacun des 
endmembers présents dans la scène observée. Notre nouvelle méthode est basée sur la 
Factorisation en Matrices Non-négatives (FMN) (Non-negative Matrix Factorization 
(NMF)) [4], couplée avec les Moindres Carrés Non-négatifs (MCN) (Non-negative 
Least squares (NLS)) [8].          
 
 
6.2 Approche méthodologique proposée 
 
6.2.1 Intérêt de l’approche proposée 
Comme introduit ci-dessus, la méthode proposée dans le présent chapitre a pour 
objectif d’extraire des spectres des endmembers présents dans une scène imagée par un 
capteur hyperspectral de moyenne résolution spatiale, en utilisant en même temps une 
image multispectrale, de très haute résolution spatiale, de la même scène. Ainsi, l’image 
hyperspectrale, de moyenne résolution spatiale, peut ne pas contenir de pixels purs pour 
chacun des endmembers (image hyperspectrale fortement mélangée). Par contre, 
l’image multispectrale, de très haute résolution spatiale, contient pour chacun des 
endmembers des pixels purs. 
 
Par conséquent, la nouvelle méthode proposée tire avantage de la richesse 
spectrale de l’image hyperspectrale d’une part, et de l’information spatiale issue de 
l’image multispectrale d’autre part. Cela, peut être considéré comme une sorte de fusion 
de deux types d’images issues de capteurs différents, embarqués, soit sur la même 
plateforme, soit sur deux plateformes différentes.   
 
6.2.2 Méthode d’extraction 
La méthode proposée est basée sur la FMN proposée par D. D. Lee et H. S. 
Seung [9, 10]. Nous rappelons que la FMN permet de décomposer toute matrice non-
négative X de dimension N x K, en un produit de deux matrices non-négatives Â et Ŝ de 
dimensions respectives N x L et L x K. Ainsi, nous obtenons l’approximation suivante : 
 





X ≈ Â Ŝ. (6.1) 
 
Notons ici, que cette dernière approximation correspond rigoureusement au 
modèle (1.9) du Chapitre 1. La FMN est très facile d’utilisation et d’implémentation. 
Dans [12], C. J. Lin propose une méthode itérative pour obtenir l’approximation (6.1). 
Cette méthode consiste à utiliser des règles de mise à jour, basées sur la projection du 
gradient, afin de minimiser la distance Euclidienne suivante : 
 






SAX − . (6.2) 
 
La FMN est très sensible à son initialisation : elle ne fournit pas toujours une 
solution unique. Pour contourner ce problème d’initialisation de la FMN, nous utilisons 
l’information issue de l’image multispectrale de très haute résolution spatiale, et les 
MCN dans notre méthode que nous détaillons ci-après. 
 
Supposons que les λn=1…N représentent les longueurs d’ondes utilisées dans 
l’image hyperspectrale, et les ξt= Mtt ...1 représentent les longueurs d’ondes utilisées dans 
l’image multispectrale, avec t1…tM ∈  {1… N}. Ainsi, B = [btj] est une matrice 
contenant M lignes (M est le nombre de bandes spectrales utilisées dans l’image 
multispectrale, naturellement M << N) et L colonnes. Chaque colonne de cette matrice 
représente un "spectre multispectral" d’un endmember. Grâce à la résolution spatiale de 
l’image multispectrale, les spectres multispectraux des endmembers peuvent être 
sélectionnés (d’une manière automatique (méthodes proposées dans les Chapitres 4 et 5) 
ou manuellement) à partir de l’image multispectrale. 
 
Chacun des spectres multispectraux est ensuite inter/extrapolé, en utilisant par 
exemple une approximation "spline cubique", pour obtenir des spectres hyperspectraux 
inter/extrapolés, avec N échantillons (N bandes spectrales). 
 
Pour satisfaire la contrainte de non-négativité nécessaire pour la FMN, les 
valeurs inter/extrapolées négatives obtenues sont remplacées par zéro (ou dans des cas 





pratiques, par une très petite valeur strictement positive ε). Ainsi, nous obtenons une 
nouvelle matrice non-négative, qu’on note B’ = [b’nj] de dimension N x L. Chaque 
colonne de cette matrice représente un spectre hyperspectral inter/extrapolé qui est une 
approximation grossière du spectre d’un endmember. 
 
La matrice B’ est ensuite utilisée comme initialisation de la matrice Â dans la 
FMN (c’est-à-dire, Â(0) = B’). Pour éviter une initialisation aléatoire, dans la FMN, de la 
matrice Ŝ, nous utilisons les MCN pour obtenir une initialisation Ŝ(0) de cette dernière. 
Nous rappelons que les MCN introduits par C. L. Lawson et R. J. Hanson [8] résolvent 
le problème matriciel suivant : 
 
Minimiser || Â(0) ŝ(0) – x ||, sous la contrainte ŝ(0) ≥ 0. (6.3) 
 
Dans cette étape, les MCN sont appliqués séparément sur chaque pixel de 
l’image hyperspectrale. Dans (6.3), Â(0) est la matrice B’ définie précédemment, x 
représente le vecteur spectral d’un pixel de l’image hyperspectrale, et ŝ(0) est 
l’estimation du vecteur associé au pixel considéré. 
 
Avant de lancer les règles de mise à jour, basées sur la projection du gradient, de 
la FMN, nous construisons les deux matrices constantes suivantes (de dimensions         



















  (6.4) 
 
Ces deux matrices sont utilisées après chaque itération de l’algorithme de la 
FMN pour ajuster la matrice Â, après sa mise à jour par les règles de la FMN. Cet 
ajustement est réalisé selon la manière suivante : 
 
Â ← C1 • B’ + C2 • Â, (6.5) 
 
où A • B représente la multiplication matricielle élément par élément. 





Cet ajustement "oblige" les spectres hyperspectraux à prendre, à chaque itération 
de la FMN, les mêmes valeurs que les spectres multispectraux aux longueurs d’ondes ξt. 
Cela permettra, sans doute, une meilleure approximation des spectres hyperspectraux 
désirés. 
 
La contrainte de somme unitaire des abondances formulée dans l’Eq. (1.10) du 
Chapitre 1, est prise en considération par les MCN et la FMN, en utilisant une technique 
simple et efficace : nous augmentons les matrices X et B’ par une ligne contenant une 
constante strictement positive δ. Les MCN prennent ces deux matrices étendues comme 
entrées. Aussi, à chaque itération de l’algorithme de la FMN, après mise à jour et 
ajustement de Â, les valeurs de la dernière ligne de cette matrice sont remplacées par δ. 
 
Enfin, après la fin de l’algorithme de FMN avec les différentes étapes citées ci-
dessus, la dernière ligne de la matrice approximée Â est enlevée. Les colonnes de la 
matrice obtenue représentent, ainsi, les spectres hyperspectraux désirés. 
 
Résumé de la méthode proposée : 
 
1- Sélection manuelle ou automatique, sur l’image multispectrale de très haute 
résolution spatiale, des spectres multispectraux des endmembers ; 
2- Calcul de la matrice initiale B’ par une inter/extrapolation des spectres 
multispectraux, et remplacement des valeurs négatives obtenues par une très 
petite valeur positive ε ; 
3- Augmentation des deux matrices X et B’ par une ligne contenant une valeur 
constante δ ; 
4- Calcul de la matrice initiale Ŝ(0) par l’utilisation des MCN avec comme entrées 
les matrices étendues de X et B’ ; 
5- Initialisation de l’algorithme de FMN par les deux matrices B’ et Ŝ(0) ; 
6- Lancement de l’algorithme de FMN : après la mise à jour d’Â par l’itération 
définie dans [12], Â est ajustée de la manière suivante : Â ← C1 • B’ + C2 • Â, 
ensuite la dernière ligne de la matrice ajustée Â est remplacée par la valeur δ ; 





7- Suppression de la dernière ligne (contenant la valeur δ) de la matrice approximée 
finale d’Â. Les colonnes de cette dernière matrice représentent les estimées des 
spectres hyperspectraux désirés.  
  
L’évaluation des performances de la méthode proposée, appliquée à des données 
synthétiques, est réalisée par l’utilisation de l’Angle Spectral (SA) (Spectral Angle 
Mapper (SAM)) entre les spectres originaux et les spectres extraits. Aussi, le critère basé 
sur l’Erreur Quadratique Moyenne Normalisée (EQMN) (Normalized Mean Square 
Error (NMSE)), entre les spectres originaux et les spectres extraits, peut être utilisé pour 
l’évaluation des performances de la méthode proposée. Ces deux critères sont ceux 
définis dans la Section 2.4 du Chapitre 2. 
 
 
6.3 Résultats expérimentaux 
 
Des expériences, basées sur des données synthétiques mais réalistes, sont 
effectuées pour l’évaluation des performances de la méthode proposée et de cinq 
méthodes de la littérature. 
 
6.3.1 Données utilisées 
Six spectres (six endmembers) sont aléatoirement sélectionnés à partir de la 
bibliothèque spectrale compilée par United States Geological Survey (USGS), et 
mesurés de 0,4 à 2,5 µm [3] (Fig. 6.1(a)). Ces spectres hyperspectraux sont ensuite 
utilisés pour générer (selon l’Eq. (1.9) du Chapitre 1) une image hyperspectrale 
synthétique fortement mélangée. Cette image, de dimension 100x100 pixels, est créée 
en utilisant six cartes d’abondances (Fig. 6.2). Les cartes d’abondances sont prétraitées 
de telle sorte qu’on obtient des pixels fortement mélangés (chacun des pixels obtenus 
est au maximum à 50 % de pureté), vérifiant la contrainte de somme unitaire. 
 
Des spectres multispectraux (avec six longueurs d’ondes) des mêmes 
endmembers sont extraits des spectres hyperspectraux (Fig. 6.1(b)). Les longueurs 
d’ondes choisies (0,48 - 0,56 - 0,66 - 0,84 - 1,60 et 2,22 µm) sont celles généralement 





utilisées en imagerie multispectrale de télédétection spatiale (telles que les images 
multispectrales issues du capteur ETM+ ou TM des satellites Landsat). 
 


































































    






Carte d’abondances 1 
 
Carte d’abondances 2 
 
Carte d’abondances 3 
 
Carte d’abondances 4 
 
Carte d’abondances 5 
 
Carte d’abondances 6 
Fig. 6.2. Cartes d’abondances utilisées pour la création de l’image hyperspectrale synthétique. 
 
6.3.2 Résultats et discussion 
La méthode proposée est appliquée à l’image hyperspectrale synthétique, et en 
utilisant en même temps les spectres multispectraux. En plus, les méthodes : VCA [14], 
SMACC [6], SISAL [1], MVSA [11], et MVC-NMF [13] sont aussi appliquées sur 
l’image hyperspectrale synthétique pour permettre une comparaison. Notons ici, que ces 
méthodes ne sont appliquées qu’à l’image hyperspectrale : c’est-à-dire sans l’utilisation 
des spectres multispectraux.   
 
Les spectres extraits par notre méthode et les autres méthodes de la littérature 
sont donnés dans Fig. 6.3. L’erreur quadratique moyenne normalisée pour les spectres 
extraits est donnée dans Tab. 5.1. Dans Tab. 5.2., nous donnons l’angle spectral des 


















































































































































































































Fig. 6.3. Spectres extraits. (a) endmember 1. (b) endmember 2. (c) endmember 3.                   
(d) endmember 4. (e) endmember 5. (f) endmember 6.  
 





Tab. 6.1. Erreur quadratique moyenne normalisée (%) pour les spectres extraits. 
Méthode Proposée VCA SMACC SISAL MVSA MVC-NMF 
Endmember 1 1,10 20,93 24,98 7,84 8,89 7,98 
Endmember 2 1,60 46,95 62,36 6,83 4,38 20,97 
Endmember 3 1,73 10,58 9,28 5,22 3,76 9,99 
Endmember 4 2,37 45,31 27,43 10,29 13,62 12,57 
Endmember 5 0,35 20,08 17,7 2,10 6,01 14,74 
Endmember 6 0,28 21,83 21,83 1,67 5,48 12,01 
Moyenne 1,24 27,61 27,26 5,66 7,02 13,04 
 
Tab. 6.2. Angle spectral (°) pour les spectres extraits. 
Méthode Proposée VCA SMACC SISAL MVSA MVC-NMF 
Endmember 1 0,62 11,85 13,66 3,82 4,52 3,18 
Endmember 2 0,87 27,96 38,51 3,73 2,48 11,98 
Endmember 3 0,99 5,76 5,12 2,58 1,98 4,84 
Endmember 4 1,34 17,07 8,94 4,68 5,92 6,00 
Endmember 5 0,20 11,19 9,82 1,13 3,18 8,36 
Endmember 6 0,16 10,81 10,81 0,77 2,51 6,76 
Moyenne 0,70 14,11 14,48 2,79 3,43 6,85 
 
Globalement, Fig. 6.3 et Tabs. 6.1 et 6.2 montrent que la méthode proposée est 
plus performante que les méthodes de la littérature utilisées dans le cadre des travaux du 
présent chapitre. L’EQMN obtenue, en moyenne, par notre nouvelle méthode, est 
améliorée d’un "facteur" proche de 5, par rapport à l’EQMN obtenue, en moyenne, par 
la meilleure des méthodes de la littérature utilisées (la méthode SISAL, selon les 
résultats obtenus dans nos tests). L’amélioration de l’angle spectral est supérieure à 2° 
(0,70° contre 2,79°) pour notre méthode comparée, toujours, à la méthode SISAL.  
 
Comme souligné ci-dessus, notre nouvelle méthode donne d’excellents résultats, 
et arrive à extraire correctement les spectres des endmembers. Au contraire, les autres 
méthodes, particulièrement les méthodes fondées sur l’hypothèse d’inexistence de 
pixels purs, ont "du mal" à extraire correctement les mêmes spectres. En effet, ces 
méthodes arrivent à extraire "la forme" des spectres, mais avec des erreurs d’estimation 
des réflectances, ce qui peut poser certains problèmes pour l’identification des 
endmembers, si ces derniers appartiennent à la même "grande" classe d’occupation des 
sols. Ces erreurs d’estimation des réflectance sont significativement réduites par notre 
méthode, et cela est probablement dû à l’ajustement effectué par l’utilisation des 
spectres multispectraux. Aussi, les résultats obtenus montrent que les méthodes VCA et 





SMACC n’arrivent pas du tout à extraire les spectres hyperspectraux des endmembers. 
Cela n’est pas vraiment une surprise, puisque ces dernières méthodes sont conçues pour 





Dans ce chapitre, une nouvelle méthode a été proposée pour extraire des spectres 
hyperspectraux à partir d’une image hyperspectrale de télédétection spatiale ne 
contenant pas de pixels purs, combinée avec une image multispectrale, de très haute 
résolution spatiale, contenant des pixels purs. Cette méthode est basée sur la 
factorisation en matrices non-négatives couplée avec les moindres carrés non-négatifs. 
  
Comparée à différentes méthodes de la littérature appliquées seulement à 
l’image hyperspectrale (sans utilisation de l’image multispectrale), et selon les résultats 
obtenus dans nos travaux, la méthode proposée est très performante, et très attractive 
pour extraire des spectres à partir des images fournies par les capteurs hyperspectraux 
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L’objectif principal de cette thèse a été de proposer de nouvelles approches 
méthodologiques pour l’analyse et le traitement des images de télédétection spatiale. 
Les solutions proposées sont basées sur le développement et l’utilisation de méthodes 
innovantes de l’approche dite de séparation aveugle de sources pour des applications en 
imagerie de télédétection spatiale. En effet, les contributions de cette thèse découlent de 
cette dernière approche, pour prendre en compte l’effet du mélange spectral dans les 
pixels des images de télédétection spatiale, et par conséquent, améliorer l’analyse et le 
traitement de ces dernières. 
 
Après avoir fait un tour d’horizon, dans le premier chapitre, sur certaines notions 
élémentaires de la télédétection spatiale, et sur des généralités de la séparation aveugle 
de sources, nous avons présenté, dans ce même chapitre, deux modélisations des images 
selon la nomenclature de la séparation de sources. Dans le second chapitre, un 
panorama des méthodes concernées par cette thèse a été présenté. Nous avons exposé, 
dans un premier temps, les trois grandes catégories des méthodes de séparation de 
sources, à savoir les méthodes d’analyse en composantes indépendantes, les méthodes 
fondées sur la factorisation en matrices non-négatives, et celles de l’analyse en 
composantes parcimonieuses. Dans un deuxième temps, et toujours dans le second 
chapitre, les méthodes les plus populaires de démélange d’images de télédétection 
spatiale ont été décrites. Les motifs du choix d’une seule modélisation des images, ainsi 
que les critères de performances des approches méthodologiques mises en place, ont 
aussi été exposés dans ce deuxième chapitre. 
 
Dans les quatre derniers chapitres, les contributions méthodologiques de cette 
thèse ont été abordées. Chaque chapitre de ces quatre derniers, a été consacré à une 
contribution de cette thèse. 
 
Ainsi, le troisième chapitre a été dédié au prétraitement des images de 
télédétection spatiale par les méthodes les plus classiques de séparation de sources, en 
vue de la classification des pixels de ces images. Les méthodes utilisées sont celles 
basées sur l’analyse en composantes indépendantes et sur la factorisation en matrices 
non-négatives. Les résultats obtenus montrent que la combinaison des techniques 





classiques de séparation de sources, utilisées comme des prétraitements sur les données 
brutes, avec un classifieur, est d’un apport significatif pour une meilleure 
reconnaissance des différents thèmes d’occupation des sols. 
 
Dans le quatrième chapitre, deux nouvelles méthodes hybrides non-supervisées, 
baptisées 2D-Corr-NLS et 2D-Corr-NMF, ont été proposées pour extraire des cartes 
d’abondances à partir d’une image multispectrale de télédétection spatiale contenant des 
pixels purs. Ces deux nouvelles méthodes combinent une étape (basée sur un critère de 
corrélation, des signaux observés, de l’analyse en composantes parcimonieuses) de 
détection de zones de pixels purs, le clustering, et les méthodes utilisant les contraintes 
de non-négativité. Un avantage de ces deux méthodes, réside dans leur applicabilité au 
modèle de séparation sous-déterminé défini par une image multispectrale de 
télédétection spatiale. Comparées à une méthode populaire de la littérature (applicable 
elle aussi au modèle de séparation sous-déterminé), et selon les résultats obtenus, les 
deux nouvelles méthodes proposées sont très attractives pour démélanger les images 
multispectrales de télédétection spatiale. 
 
L’extraction de spectres hyperspectraux a été abordée dans les cinquième et 
sixième chapitres. Dans le cinquième chapitre, l’extraction des spectres a été effectuée à 
partir d’une image hyperspectrale contenant des pixels purs. Ainsi, une nouvelle 
méthode non-supervisée, baptisée 2D-VM, a été proposée pour atteindre notre objectif. 
Cette nouvelle méthode est basée sur le critère de la variance, des signaux observés, de 
l’analyse en composantes parcimonieuses. Comparée à différentes méthodes de la 
littérature, et selon les résultats obtenus, la méthode proposée est celle la plus 
performante et qui donne les meilleurs résultats. Dans le sixième et dernier chapitre, 
l’extraction des spectres a été effectuée à partir d’une image hyperspectrale ne contenant 
pas de pixels purs, mais combinée avec une image multispectrale, de très haute 
résolution spatiale, de la même scène, et contenant des pixels purs. Dans cette 
configuration, une nouvelle méthode, basée sur la factorisation en matrices non-
négatives couplée avec les moindres carrés non-négatifs, a été proposée. Cette nouvelle 
méthode tire avantage de la richesse spectrale de l’image hyperspectrale d’une part, et 
de l’information spatiale issue de l’image multispectrale d’autre part. Notre nouvelle 





méthode a été comparée à différentes méthodes de la littérature, appliquées seulement à 
l’image hyperspectrale, et les résultats obtenus montrent une nette supériorité de notre 
nouvelle méthode. 
 
Les résultats obtenus dans cette thèse peuvent avoir un impact sur la suite des 
travaux de recherche à entreprendre dans l’avenir. Nous donnons dans ce qui suit 
quelques points susceptibles d’être abordés : 
 
1. Prétraitement, par les méthodes de séparation de sources, d’autres types 
d’images (hyperspectrales, radars), en vue de la classification des pixels de 
ces dernières. 
2. Extraction de cartes d’abondances à partir d’une image hyperspectrale 
contenant des pixels purs, par l’utilisation des méthodes proposées dans le 
quatrième chapitre. 
3. Mise en place de nouvelles méthodes, fondées sur l’analyse en composantes 
indépendantes, pour l’extraction de cartes d’abondances à partir d’images 
hyperspectrales avec ou sans pixels purs.  Ici, la contrainte d’indépendance 
statistique sera utilisée sur les cartes d’abondances deux à deux et non pas 
sur l’ensemble des cartes d’abondances. 
4. Mise en place de nouvelles méthodes, fondées sur l’analyse en composantes 
parcimonieuses (avec de très faibles contraintes de parcimonie), pour 
l’extraction de spectres/cartes d’abondances à partir d’une image 
hyperspectrale ne contenant pas de pixels purs. 
5. Utilisation des méthodes de séparation de sources, particulièrement celles 
basées sur la factorisation en matrices non-négatives, pour la fusion de 
différents types d’images : panchromatiques, multi/hyperspectrales, radars.     
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Cette thèse concerne la séparation aveugle de sources, qui consiste à estimer un ensemble de signaux sources inconnus à 
partir d’un ensemble de signaux observés qui sont des mélanges à paramètres inconnus de ces signaux sources. 
C’est dans ce cadre que le travail de recherche de cette thèse concerne le développement et l’utilisation de méthodes linéaires 
innovantes de séparation de sources pour des applications en imagerie de télédétection spatiale. 
Des méthodes de séparation de sources sont utilisées pour prétraiter une image multispectrale en vue d’une classification 
supervisée de ses pixels. 
Deux nouvelles méthodes hybrides non-supervisées, baptisées 2D-Corr-NLS et 2D-Corr-NMF, sont proposées pour 
l’extraction de cartes d’abondances à partir d’une image multispectrale contenant des pixels purs. Ces deux méthodes 
combinent l’analyse en composantes parcimonieuses, le clustering et les méthodes basées sur les contraintes de non-
négativité. 
Une nouvelle méthode non-supervisée, baptisée 2D-VM, est proposée pour l’extraction de spectres à partir d’une image 
hyperspectrale contenant des pixels purs. Cette méthode est basée sur l’analyse en composantes parcimonieuses. 
Enfin, une nouvelle méthode est proposée pour l’extraction de spectres à partir d’une image hyperspectrale ne contenant pas 
de pixels purs, combinée avec une image multispectrale, de très haute résolution spatiale, contenant des pixels purs. Cette 
méthode est fondée sur la factorisation en matrices non-négatives couplée avec les moindres carrés non-négatifs. 
Comparées à des méthodes de la littérature, d’excellents résultats sont obtenus par les approches méthodologiques proposées. 
 
Mots-clés : séparation aveugle de sources, imagerie multi/hyperspectrale de télédétection spatiale, démélange spectral/spatial, 
analyse en composantes indépendantes, analyse en composantes parcimonieuses, factorisation en matrices non-négatives, 






This thesis concerns the blind source separation problem, which consists in estimating a set of unknown source signals from a 
set of observed signals which are mixtures of these source signals, with unknown mixing coefficients.   
In this thesis, we develop and use innovative linear source separation methods for applications in remote sensing imagery.  
Source separation methods are used and applied in order to preprocess a multispectral image for a supervised classification of 
this image. 
Two new unsupervised methods, called 2D-Corr-NLS and 2D-Corr-NMF, are proposed in order to extract abundance maps 
from a multispectral image with pure pixels. These methods are based on sparse component analysis, clustering and non-
negativity constraints. 
A new unsupervised method, called 2D-VM, is proposed in order to extract endmember spectra from a hyperspectral image 
with pure pixels. This method is based on sparse component analysis. 
Also, a new method is proposed for extracting endmember spectra from a hyperspectral image without pure pixels, combined 
with a very high spatial resolution multispectral image with pure pixels. This method is based on non-negative matrix 
factorization coupled with non-negative least squares.   
Compared to literature methods, excellent results are obtained by the proposed methodological approaches.  
 
Keywords: blind source separation, remote sensing multi/hyperspectral imagery, spectral/spatial unmixing, independent 






ةحورطلأا هذھ رداصملل فوفكملا لصفلاب قلعتت, و ىلع يوطني يذلاريدقت فورعم ريغ ةعومجمة تاراشإ نم لاصمارد اقلاطنا نم ةعومجم نم تاراشلاا 
ةظوحلملا  ويتلا نم جيزم يھ تاراشإ لاصمارد.  
راطلإا اذھ يف, ل ةركتبم قرط مادختساو ريوطتب قلعتي ةحورطلأا هذھل يثحبلا لمعلادعب نع راعشتسلاا روص مادختساب تاقيبطت لجا نم رداصملل يطخلا لصفل.  
هجوملا اھفينصتل فايطلاا ةددعتم ةروص زيھجت لجا نم تمدختسا رداصملا لصفل قرط.  
 مسا نلامحت ناتھجوم ريغ ناتديدج ناتقيرطD-Corr-NLS2  و2D-Corr-NMF روص نم اقلاطنا زيكرتلا طئارخ جارختسا لجا نم اتحرتقا فايطلاا ةددعتم ة
ةضحم تلاسكب يلع يوتحت .ةرثانتم رصانع يلا ليلحتلا نيب عمجت ناتقيرطلا, ةيبلس ريغلا دويقلا يلع ةمئاقلا قرطلا و عيمجتلا.  
  مسا لمحت ةھجوم ريغ ةديدج ةقيرطD- VM2  يلع يوتحت فايطلاا ةددعتم دج ةروص نم اقلاطنا فايطا جارختسا لجا نم تحرتقاةضحم تلاسكب . ةقيرطلا
ةرثانتم رصانع يلا ليلحتلا يلع دنتست.  
اضيا, ةضحم تلاسكب يلع يوتحت لا فايطلاا ةددعتم دج ةروص نم فايطا جارختسا لجا نم تحرتقا ةديدج ةقيرط,  يوتحت فايطلاا ةددعتم ةروص عم ةكرتشم
ةضحم تلاسكب يلع .فصم يلا ليلحتلا يلع ةديدجلا ةقيرطلا هدھ دنتست وةيبلس ريغلا يرغصلا تاعبرملا يلع و ةيبلس ريغ تافو.  
ةدوجوملا قرطلا عم ةنراقم, ةحرتقملا ةيجھنملا قرطلا لامعتساب ةزاتمم جئاتن يلع لوصحلا مت.  
 
 حاتفملا تاملك: رداصملل فوفكملا لصفلا, دعب نع راعشتسلااروص ةددعتملا/فايطلاا ةددعتم دجلا, يفيطلا لصفلا/يئاضفلا, ليلحتلا ةلقتسم لماوع يلا,  ليلحتلا
ةرثانتم لماوع يلا, ةيبلس ريغ تافوفصم يلا ليلحتلا, ةيبلس ريغلا يرغصلا تاعبرملا, فينصتلا.     
