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ABSTRACT 
As the number of wind generation facilities in the utility system is fast increasing, 
many issues associated with their integration into the power system are beginning to emerge. 
Of the various issues, this dissertation deals with the development of new concepts and 
computational methods to handle the transmission issues and voltage issues caused by large-
scale integration of wind turbines. This dissertation also formulates a probabilistic framework 
for the steady-state security assessment of wind power incorporating the forecast uncertainty 
and correlation. 
Transmission issues are mainly related to the overloading of transmission lines, when 
all the wind power generated cannot be delivered in full due to prior outage conditions. To 
deal with this problem, a method to curtail the wind turbine outputs through Energy 
Management System facilities in the on-line operational environment is proposed. The 
proposed method, which is based on linear optimization, sends the calculated control signals 
via the Supervisory Control and Data Acquisition system to wind farm controllers. The 
necessary ramping of the wind farm outputs is implemented either by the appropriate blade 
pitch angle control at the turbine level or by switching a certain number of turbines. The 
curtailment strategy is tested with an equivalent system model of MidAmerican Energy 
Company. The results show that the line overload in high wind areas can be alleviated by 
controlling the outputs of the wind farms step-by-step over an allowable period of time. 
A low voltage event during a system fault can cause a large number of wind turbines 
to trip, depending on voltages at the wind turbine terminals during the fault and the under-
voltage protection setting of wind turbines. As a result, an N−1 contingency may evolve into 
 x
an N−(K+1) contingency, where K is the number of wind farms tripped due to low voltage 
conditions. Losing a large amount of wind power following a line contingency might lead to 
system instabilities. It is important for the system operator to be aware of such limiting 
events during system operation and be prepared to take proper control actions. This can be 
achieved by incorporating the wind farm tripping status for each contingency as part of the 
static security assessment. A methodology to calculate voltages at the wind farm buses 
during a worst case line fault is proposed, which, along with the protection settings of wind 
turbines, can be used to determine the tripping of wind farms. The proposed algorithm is 
implemented in MATLAB and tested with MidAmerican Energy reduced network. The result 
shows that a large amount of wind capacity can be tripped due to a fault in the lines. 
Therefore, the technique will find its application in the static security assessment where each 
line fault can be associated with the tripping of wind farms as determined from the proposed 
method.  
A probabilistic framework to handle the uncertainty in day-ahead forecast error in 
order to correctly assess the steady-state security of the power system is presented. Stochastic 
simulations are conducted by means of Latin hypercube sampling along with the 
consideration of correlations. The correlation is calculated from the historical distribution of 
wind power forecast errors. The results from the deterministic simulation based on point 
forecast and the stochastic simulation show that security assessment based solely on 
deterministic simulations can lead to incorrect assessment of system security. With stochastic 
simulations, each outcome can be assigned a probability and the decision regarding control 
actions can be made based on the associated probability. 
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CHAPTER 1.  INTRODUCTION 
1.1  Motivation 
The recent interest in renewable energy resources has led to a significant development 
in the wind energy sector around the globe. Wind energy has already occupied a significant 
proportion in the total generation mix in European countries. Many states in the U.S. have 
established their renewable portfolio standard (RPS) to promote renewable generation 
including wind [1]. The growth of wind power in U.S has been rapid over the last several 
years, with Texas, Iowa and California being among the leading states. In the state of Iowa, 
the total wind generation capacity by the end of year 2008 was 2791 MW representing a 
wind penetration of over 7% by energy in the state [2]. With high wind areas in the north-
west and north-central part of the state and major load centers in the south and south-east, 
there are important issues regarding large-scale integration of wind turbines into the 
transmission system. 
As the number of wind generating facility in the utility system is fast increasing, 
many issues with their integration into the power system are beginning to emerge [3]. The 
issues may vary from one utility to another depending on the size of the system, location, 
penetration of wind power and the strength of the network. To gain insights into the various 
problems that utilities are facing or may face due to large-scale integration of wind power, it 
is necessary to select and study a real world system that has a large share of wind power. In 
this context, the MidAmerican Energy Company (MEC) system is ideally suited for the 
study, as the share of wind power in their system has reached 30% by installed capacity. 
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MEC is the largest wind farm owner utility in the U.S. The following characteristics of the 
system are observed: 
1. The system has a large share of wind power (30% by capacity as of 2008). 
2. Existing and proposed large wind generators are clustered in North-Central 
and North- West part. 
3. Limited transmission capacity in high wind areas, as they were designed 
mainly to serve the small loads in the area. 
4. High wind locations are far from major load centers. 
5. The system has a wide range of wind turbine technologies (squirrel-cage 
induction generator, doubly-fed induction generator (DFIG) and permanent 
magnet synchronous generator with full power converter) with different low 
voltage trip settings. 
6. Day-ahead forecast service provided by Freese Notis is used for scheduling 
and security assessment. 
There are more than 130 control area utilities in the U.S. and many of them may share 
the common characteristics as MEC. So, it is envisaged that the general findings from this 
research undertaken with MEC as a test case are applicable to other utilities as well.  
The main motivation for the research work presented in the dissertation is derived 
from problems identified during the study of the system and through the interaction with the 
utility. The following are three major problems identified during the study of the system that 
require close attention:  
1. Transmission issues due to overloading of lines in high wind generation areas 
during prior outage scenarios. 
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2. Voltage issues due to faults that may trip a large number of wind generators 
leading to a N−K contingency scenario. 
3. A high level of uncertainty in wind power forecast can cause difficulties in 
accessing the steady-state security of the system. 
Transmission issues are mainly related to overloading of the transmission lines, when 
all the wind power generated cannot be delivered in full due to prior outage conditions. High 
wind resources are generally located at a remote location and are far from major load centers 
[4]. The areas will have limited transmission capabilities, as they were designed primarily to 
serve small loads in the area. A high level of penetration of wind power has turned those 
areas into large generation areas. Managing such large generations in a weak network with 
changing generation patterns has become a real operational issue, especially during prior 
outage scenarios. Under such a scenario, one of the protection issues from a system’s point of 
view is the overloading of transmission lines. The current planning criterion is to consider 
wind generation as firm capacity and to limit the capacity or alternately upgrade the 
constrained transmission interface during the system impact study considering N−1 
contingencies [5]-[7]. The system impact study also requires evaluation of double (scheduled 
and/or forced) contingencies that are close to proposed generators in order to determine any 
operating restrictions under the outage conditions. The result of such an impact study may 
lead to installation of special protection systems to limit damages that may be caused by 
these unusual contingencies [8]. A large capacity of wind turbines has been installed in high 
wind areas; however, there is currently no systematic methodology to protect the system 
from overload in case of prior outages (e.g. N−1−1) and multiple contingencies (e.g. N−2). 
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Furthermore, if the contingency is a result of a fault, the operators have to take into 
consideration the possibility of widespread tripping of wind turbines due to low voltages. 
In the past, distributed generators (DGs) including wind generators were generally 
connected to sub-transmission and distribution networks and are required to trip for a fault in 
the utility system [9]. Wind farms were designed to trip instantaneously for a voltage less 
than 0.7 p.u. [10]. In a system with a significant amount of wind power, this setting can cause 
wind farms to be tripped for a fault, causing system problems [11]. To address this issue, 
different countries established the low voltage ride through (LVRT) requirements for wind 
farms in their grid codes [12]. This has led to the development of wind turbines with fault 
ride through capability either through control modification in DFIG and full converter design 
or through external dynamic reactive support for the squirrel cage machines [13]-[17]. Wind 
turbines with different LVRT capability have become available to meet the grid code 
requirement of different countries.  
Since the development of protection technology was gradual, a typical power system 
with significant wind power penetration would include wind turbines with different under-
voltage tripping thresholds and LVRT capabilities. When there is a fault on a transmission 
line, the voltages in the neighborhood of the faulted line will be low. The low voltages may 
cause wind farm(s) in the area to trip due to the operation of under-voltage protective 
devices. If there are a large number of wind turbines in the area, then a fault on a line may 
cause tripping of a large number of wind turbines, causing a deficit in generation and 
possibly also voltage and frequency problems. The state of the art does not provide a method 
to identify which wind turbines may trip following an event such as a line fault. As a result, 
system operators may not be able to determine such risks and take appropriate actions in a 
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timely manner. There are limitations in traditional security assessment tools and methods to 
handle such characteristics specific to wind power. 
The North American Electric Reliability Corporation (NERC) has identified and 
recommended the need for enhanced and modified operating practices, procedures and tools 
for the system operator to cope with the variable and uncertain wind generation [18]. For 
example, one of the challenges for the system operator in a day-to-day operation is to ensure 
that steady-state security of the system in a day-ahead time frame meets the reliability 
requirements. For this the operator needs to know how much wind is available at least one 
day ahead so that resources can be planned efficiently. Integration of the state-of-the-art 
forecasting software in the control room environment may help to solve some of the 
problems. In fact, DOE’s “20% Wind Energy by 2030” report identified the need for state-of-
art forecasting tools and their integration with system operation [19]. NERC recently 
published a special report where one of the key recommendations is the requirement of 
enhanced forecasting techniques to ensure bulk power system reliability, for both real-time 
operating and long-term planning horizons [18]. The report highlighted the need to 
incorporate forecasting techniques in real-time operating practices and in day-to-day 
operational planning. However, even the best forecast will have a prediction error, which 
tends to be very high for a day-ahead forecast. So, the study of a system with uncertain wind 
with limited predictability cannot be conducted under the traditional deterministic 
framework. NERC identified the limitation of deterministic methods and recognized the need 
for probabilistic methods for both long-term and operational planning, in order to capture the 
stochastic nature of the wind. In this perspective, it is envisaged that the research in the area 
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of probabilistic steady-state security considering uncertainty in wind power forecast is timely 
and critical. 
In this context, the purpose of this research is to develop new concepts and 
computational methods to handle the transmission issues, voltage issues and the uncertainty 
in steady-state security assessment, and to demonstrate the applicability with a large-scale 
test system. 
1.2  Objectives 
The specific objectives of this research are outlined below: 
• To develop a strategy to resolve overloading problems in high wind 
generating areas during prior outage contingencies so that wind power 
penetration can be increased without compromising the system reliability. 
• To develop a methodology to determine the tripping of wind farms for a 
system fault (contingency condition) that can be incorporated in the static 
contingency analysis procedure. 
• To develop a stochastic technique for steady-state security assessment of 
power systems considering uncertainty in wind power forecast and correlation 
of forecast errors between wind farms. 
1.3  Contribution of this Dissertation 
The research work presented in the dissertation is motivated by the issues and 
problems faced by system operators in managing large-scale integration of wind power into 
their grid. The following are the major original contributions of this dissertation: 
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1. This dissertation is the first to introduce a systematic method for wind 
generation curtailment in an on-line operational environment to alleviate the 
transmission overloads for prior outage conditions. This allows a significant 
capacity of wind power to be built in transmission limited high wind areas. 
2. A methodology to determine the tripping status of wind turbines during a 
power system fault is developed that allows system operators to accurately 
assess the severity of a contingency during static security assessment.  
3. An improved line protection scheme is proposed that limits the number of 
wind farms tripping during a power system fault. 
4. A probabilistic steady-state security assessment method is proposed 
considering uncertainty in wind power forecast and the correlation between 
forecast errors for operational planning. This enables system operators to 
assess the steady-state security of the system during operational planning. 
1.4  Thesis Organization 
This dissertation is organized as follows: Chapter 2 describes the overload problem 
associated with large-scale integration of wind power in the power system. An algorithm 
based on linear optimization to curtail the wind turbine outputs through Energy Management 
System facilities in the on-line operational environment is developed. The numerical result 
obtained from the MidAmerican Energy test system is presented at the end of the chapter.  
In Chapter 3, an N−K scenario due to tripping of a large number of wind generators 
during a line fault is described. A method to calculate the voltage during Zone 1 and Zone 2 
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fault and the method of critical distance to identify the area of low voltage vulnerability is 
proposed. The results from the application of proposed method in the MEC test system are 
presented. Large-scale tripping of wind farms for various faults is observed. To reduce the 
impact of large-scale tripping, an application of the proposed technique in the static security 
assessment procedure is described. An improved line protection scheme to limit the tripping 
of wind turbines is also discussed.  
In Chapter 4, a probabilistic method is proposed for steady-state security assessment 
of power systems considering uncertainty in wind power forecast. An approach to modeling 
of the uncertainty in forecast errors by means of a truncated normal distribution is presented. 
A Latin hypercube sampling technique that takes into account the correlation between 
forecast errors is described. The three performance criteria of steady-state security 
assessment, i.e., overload, cascading and low voltage, are explained. The results of 
probabilistic security analysis as obtained from MEC test system is presented at the end of 
the chapter.  
Finally, the conclusions from the analysis of this dissertation are presented in Chapter 
5. 
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CHAPTER 2.  WIND GENERATION CURTAILMENT FOR 
LINE OVERLOAD PROTECTION  
2.1  Introduction 
In areas with high wind power penetration, the protection of transmission lines from 
overloading during critical contingencies is an important issue. The overload problem may 
arise when large wind generations are clustered around a specific geographic area. The areas 
are generally far from major load centers and the transmission system may not be sufficiently 
robust to handle large generation. For economic reason, developers would prefer to have 
their wind farms located in high wind areas that are in proximity to existing substations and 
transmission lines. The system impact study for the integration of wind farm is generally 
based on N−1 security criteria. The impact study procedure requires an evaluation of close-by 
prior outage and N−2 outage contingencies to determine operating restrictions under various 
scenarios [8]. The line overload problem regarding control and protection of the system can 
become a serious issue for prior outage and N−2 contingency scenarios. Limiting wind farm 
capacity for N−2 contingencies is not a desirable option as it will constrain the use of wind 
resources. Building new transmission lines to meet the N−2 security criteria is costly and 
time-consuming.  
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2.2  Problem Description 
2.2.1  Overload Problem 
Figure 2.1 shows a portion of 161 kV network belonging to MidAmerican Energy 
control area in high wind regions during 2006. The overload problem in this system was 
identified during the system impact study for the grid interconnection of 350 MW of new 
wind farm. The number of prior outage events causing overload is large and the line sections 
being overloaded for different prior outage contingencies are not the same. The specific 
nature of the problem calls for a novel solution method that exploits the state-of-the-art wind 
turbine control and communication technology. 
Two problems can arise in the system. There is overloading of a large number of 
transmission facilities for various close-by N−2 contingency events. The transmission 
facilities being overloaded for each N−2 contingency are different. When lines 10006 - 10009 
and 10004 - 10003 are out, the parallel transformer 10006 - 10007 is overloaded. The power 
generated from wind farms WINDE1, WINDN1 and WINDN2 cannot be delivered in full 
without overloading the transformer. Similarly, an outage of lines 10019 - 10018 and 10022 - 
10023 leads to overloading of line 10021 - 10024. In this case, the power generated from 
wind farms WINDN3, WINDE2, WINDE3 and WINDE4 cannot be delivered in full without 
overloading the line 10021 - 10024. There exist several other N−2 contingency events that 
overload one or several transmission facilities. The outage elements are denoted by cross 
mark and the elements that are overloaded as a result of the outage are denoted by thick line 
in Figure 2.1. 
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Figure 2.1.  A portion of 161 kV networks in MEC control area 
 12
Although N−2 contingencies may be rare, it is necessary for the system operator to be 
prepared for this category of events. In fact, in reviewing a new generation interconnection 
request one of the tests [8] is whether protection schemes or operating guides are designed to 
tackle the overload problem for certain N−2 or prior outage contingencies. In the past several 
wind projects, a supplemental protection scheme (SPS) has been designed and implemented 
by MEC to protect 161-69 kV transformers from overloading due to an N−2 contingency. In 
these prior cases, such a scheme was effective because it was only a small defined set of N−2 
conditions that could result in an overloaded transformer. The system impact studies for 
those projects showed that a relatively small number of double contingency pairs would 
result in overloading of some transformers in the area. So, the supplemental protection 
scheme was installed in the identified transformers to monitor the loading and to take 
necessary actions if loading exceeds the normal or emergency rating. The principle of SPS 
operation is such that as the transformer real-time loading, which is sensed by an over-
current device, exceeds the normal rating but is less than the emergency rating for duration of 
5 seconds, a signal is sent to the wind farm controller to ramp down the output at the rate of 
17 MW/min. If the transformer’s real-time loading exceeds its emergency rating for 5 
seconds, a trip signal is sent to wind farm collector feeder to trip a pre-determined number of 
collector feeders. There is also a backup scheme that would trip the transformer if the 
transformer’s real-time loading exceeds its emergency rating for 7 seconds. The 5 second 
time delay was selected to coordinate with 69 kV line relaying such that any undesirable 
operations of the SPS for routine 69 kV faults is avoided. 
The approach of utilizing SPS becomes complicated when a large number of 
transmission facilities are constrained for prior outage conditions or when a large number of 
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prior outage conditions result in the need for the SPS. The SPS needs to be placed in all 
identified overloaded facilities along with the dedicated communication channel to the wind 
farms for necessary control actions. The complexity of such a scheme increases with an 
increasing number of wind farms in the area. Furthermore, when new wind farms are 
planned, all existing SPS schemes in the area need to be re-examined. The goal of this 
research is to solve the overload problem by developing a systematic method to control the 
output of wind farms from the control center. Note that U.S. Federal Energy Regulatory 
Commission (FERC) requires large wind farms to have the SCADA capability [33]. 
Therefore, the proposed SCADA-based control system is a practical approach. 
2.2.2  Ramp Rate Coordination Problem 
For a wind farm to smoothly curtail the output in response to the instructions from the 
system operator, it must have the necessary communication and control capabilities. In wind 
farms without pitch control, the total power output can be controlled by switching off a 
sufficient number of wind turbines at certain interval to achieve the desired power 
curtailment. Modern wind turbines with Doubly-Fed Induction Generator (DFIG) technology 
and a blade pitch angle control mechanism have the capability to ramp down their output to 
any desired set point. At a rated wind speed the output of the turbine can be ramped down 
from a rated power to a minimum within 4-5 seconds, which is fairly fast.  
If wind farms are instructed to reduce the output at this rate, a question that arises is 
how the system will make up for the deficit generation. In a power system dominated by 
thermal generation, there are various impacts of wind power in thermal generation dispatch 
[34]. One of the problems is the insufficient system ramping capability. A thermal generation 
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unit has the ramp up capability of 3-10 MW/min (0.6-2 % of capacity per minute) [35]. This 
means that the wind farm ramp rate has to be limited to an appropriate value. With the 
knowledge of the generation mix and maximum wind farm curtailment required for the worst 
case, the system operator can develop a ramp rate requirement for their system and select a 
number of thermal generators for re-dispatch. For example, suppose that the most severe N−2 
contingency requires curtailment of 200 MW of wind generation in an overload clearing time 
of, say, 10 minutes, to relieve the overload. If two wind farms are involved, then each is 
required to have ramp down rate of 10 MW/min. For proper coordination, the system is 
required to have the ramp up capability of 20 MW/min. This condition requires the system to 
select at least three thermal generators to increase their output, assuming an average ramp 
rate of 7 MW/min. 
2.3  State-of-the-Art 
Various control techniques to increase wind power penetration in favorable wind 
areas with limited transmission capability have been proposed [20]-[23]. In [20] and [21], a 
control scheme based on on-line monitoring of power flows through the weak transmission 
corridor is proposed. The programmable logic controller continuously monitors the power 
flows on the lines and, in case the secure transfer limit is violated, the controller gives new 
set points to the wind farms to reduce power output in order to decrease the power flow. Such 
a scheme is applicable only for the case where wind farms are located at the tip of 
interconnection and it is certain that all the power from wind farm is going to flow only 
through the identified interconnected transmission line. In [22], a coordinated wind-hydro 
generation control technique is proposed to avoid overloading in critical lines during the high 
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wind period. A protection controller based on Automatic Generation Control (AGC) 
technology was proposed for secondary control of the hydropower unit to reduce the 
generation from this unit when the transmitted power exceeds the thermal limit of the line. In 
[23], a planning tool to incorporate large wind power in a system with transmission 
bottleneck is presented. It is based on spilling of wind energy during periods of congestion on 
the transmission line. The cost of spilling of wind energy is weighed against the cost of grid 
reinforcement in order to determine the amount of wind power that can be economically 
integrated in the system. In this chapter, an optimization and control methodology is 
proposed for on-line curtailment of wind generation outputs to deal with the overload 
problem during critical system contingencies. The proposed strategy requires continuous 
monitoring of large wind farm outputs at the system control center. The proposed strategy 
requires the wind farm to have available communication capabilities for transmission of 
critical information to the control center and for receiving control signals from the control 
center. This is necessary to monitor the initial MW output of the wind farm and to send the 
target MW set point to the wind farm. Furthermore, the wind farm is required to have the 
power control capability either via blade pitch control or by turning off the individual 
turbines. The state-of-the-art wind turbine technology provides these control capabilities 
[30]-[32].  
As the number of wind farms in the power system rapidly increases, the curtailment 
of wind power is considered a possible technical solution to address the grid capacity 
constraints [24], [25]. Therefore, a recent study has recommended “power control capability” 
as a necessary requirement for new wind farms [6]. Experience gained from large-scale 
integration of wind power in some high wind penetration areas suggests that the production 
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of wind power can be curtailed during critical conditions [26]. Reducing the output of wind 
generation at certain times can also reduce the overall system integration costs [27]. The 
current wind turbine control enhancement is based on real time curtailment, allowing system 
operators to reduce the power output through the Supervisory Control and Data Acquisition 
(SCADA) system if it is required for system security [28]. 
To manage the increasing wind generation during grid congestion, different countries 
have established the grid codes which require the wind farms to curtail its output upon 
instruction from the system operator [29]. In Germany, the transmission system operator 
(TSO) E.ON requires the wind farm to curtail its output at a ramp rate exceeding 10 percent 
of the rated capacity per minute without tripping. Similarly, in Ireland the wind farms are 
required to respond to the curtailment set point received from the transmission operator. 
There are also provisions in Denmark and Sweden which require wind farms to reduce the 
output in a short period of time. It is conceivable that agreements between the wind 
generators and the grid specify the technical and financial conditions under which wind 
power outputs can be curtailed. 
2.4  Wind Generation Curtailment Strategy 
The concept to relieve the overload starts with the preparation of a list of N−2 
contingency events that can potentially cause overloading on the system. When any 
contingency (e.g. N−1) occurs in the system and if this falls in the list of N−2 events, then it 
signifies that next contingency can overload the system. So, for this possible N−1−1 type of 
event, a new set point for wind farms is obtained via optimization. If the next contingency 
actually occurs in the system, then the calculated set point is communicated to the wind 
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farms via SCADA. The concept here is to implement a corrective control strategy. The 
following section describes the steps implemented in the proposed wind generation 
curtailment strategy for overload reduction. 
2.4.1  Assumptions 
The analysis is based on the following assumptions: 
1. All wind turbines within a wind farm are represented by a single equivalent 
generator in the power flow case.  
2. The power output of wind farm is assumed to be constant from the time its output 
is received from state estimator until the new set point is determined by the 
curtailment program.  
3. The overloading of lines in high wind areas which are far from load centers is 
considered. The thermal generations, which are located close to load centers is 
considered to have no impact on the overloaded facility. The only way to relieve 
the overload is by controlling the output of wind farms. The high wind areas in 
north-west and north-central Iowa, Tehachapi region in California and west Texas 
are few examples in United States which shows such characteristics. 
2.4.2  Preparation of Critical N−2 Contingency List 
The critical N−2 contingencies that can overload the transmission facilities are 
identified during the system impact study for integration of new wind farms. The list is 
prepared for summer and/or winter peak load conditions considering future generation and 
load growth scenarios. These N−2 events can be listed in a look up table to identify the 
critical contingency for the system conditions.  
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2.4.3  Corrective Control Scheme 
Overload in transmission lines and transformers can be allowed for a short period of 
time. The NERC criteria, as mentioned in [36], specify that during an emergency condition 
the protection system should allow the transformer to be operated at an overload level of at 
least 150% of the maximum applicable nameplate rating, or 115% of the highest operator 
established emergency transformer rating, whichever is greater. The protection system must 
allow this overload for at least 15 minutes while the operator takes actions to relieve the 
overload. This short time available is important for the implementation of a corrective control 
strategy during critical contingencies. MEC criteria do not allow MEC transformers to be 
overloaded above their emergency ratings neither in real-time nor on a post-contingency 
basis. If any transformer is overloaded above its emergency rating on a post-contingency 
basis, transmission operators would take corrective control actions and bring loading below 
the emergency rating. 
In case of N−1−1 type of contingencies, where one line is out for maintenance, there 
is some time available to the system operator to adjust the system in preparation of the next 
contingency. For this category of contingencies, the system operator has some time to 
analyze possible next contingency events that can overload the system and come up with a 
set point for each wind farm for each contingency event. If the next contingency actually 
occurs, the new set point associated with that contingency is communicated to MEC 
generation dispatch group, which then uses SCADA system to implement the output change 
of the wind farms. The wind farms will ramp down their output to the specified level. A few 
conventional generators will be selected to make up for the generation. The system operator 
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has 30 minutes to send the signal to the wind farms and conventional power plants and, 
within this time, the plants have to be re-dispatched to new set points.  
In case of an N−2 contingency, where two lines are lost simultaneously and post-
contingency loading is above the normal rating but below the emergency rating, the operator 
will have to immediately come up with a re-dispatch strategy, send the new set points to the 
wind farms and selected power plants and the plants will adjust their output to the new set 
points, all within the time frame of applicable emergency rating time frame. This requires the 
computational tool to be fast and robust. In the case of an N−2 contingency, where two lines 
are lost simultaneously and post-contingency loading is above the emergency rating, the 
operator will have to immediately open a pre-determined number of wind farm collector 
circuits. 
2.4.4  Curtailment Approach during Contingency 
In this research, a DC power flow based linear optimization approach for wind 
generation curtailment has been developed. It is an optimization problem with the objective 
of minimizing the curtailment of wind farm output. The purpose is to determine the set points 
for each wind farm for possible double contingency events. If the next contingency actually 
occurs, the corresponding set points will be communicated to the wind farm controller. The 
wind farms will ramp down their output to the given set points within a short period of time. 
The deficit generation will be compensated by increasing the output of selected conventional 
generators.  
For some rare contingencies in the high wind region, the curtailment of wind 
generation may not be sufficient to relieve the overload. In such a case, some of the loads 
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might need to be shed. The load shedding is generally a last resort in resolving the overload 
problem, due to lost revenue to a control area utility or a distribution company, value of loss 
of load and customer dissatisfaction.  
Therefore, a two step optimization approach is proposed in this chapter.  
Step 1: Run the optimization program to minimize the wind generation curtailment 
and conventional generation re-dispatch as represented by equation (2.1). 
Step 2: If Step 1 is not able to relieve the overload, then augment Step 1 with the load 
shedding option as represented by equation (2.2).  
2.4.5  Single Vs Multiple Time Step Simulation 
In a single time step simulation, the optimum wind farm set point is determined at a 
given critical time. The set points are communicated to the wind farm controllers. The wind 
farms then smoothly ramp down their output within the given time frame. The system 
operator might also be interested to know the state of the system, i.e., wind farm settings and 
flow on overloaded line sections at intermediate time steps. This information need not be sent 
to individual wind farms, but will help the system operator to have a better understanding of 
their system during critical contingencies. This can be achieved by optimization of wind farm 
output at multiple time steps, e.g., every minute. The overload on lines should be reduced 
gradually and eliminated within a critical time.  
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2.4.6  Curtailment Method  
2.4.6.1  Objective function: 
The objective function is to minimize the curtailment of the wind farm generation. 
The objective function is given by: 
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where PΔ thi t is the curtailment of real power of  wind farm at time step , K  is the set of 
buses with wind farms, the symbol  is the time step and T  is the available time to clear the 
overload.  
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If the overload problem could not be resolved by curtailing the wind generation, then 
the objective function represented by equation (2.1) will be augmented by the following load 
shedding objective. 
  (2.2) 
 
where PΔ i di is the amount of load to be shed at bus , α  represent curtailment priority of 
load at bus i  during emergency and D  is the set of all buses with load.  
2.4.6.2  Constraints: 
Line flow constraints: 
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The power flow on the lines should be limited by their capacities. The overload on 
lines should be reduced gradually and eliminated within a critical allowable time. The 
important consideration here is to relieve the overload step by step. Otherwise, the 
optimization program will try to remove overload in the first time period, leading to 
infeasibility. To tackle this problem, it is assumed that overload on the line is reduced 
linearly and equals the limit of the line at a critical time given by equations (2.6) and (2.7). 
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where the superscript t  and −  denotes current time step and the previous time step 
respectively, tlf  is the power flow in line , l
t
lf  is the thermal limit of line  at time , l t
( 1)t
lf
−  
is the thermal limit in previous time step and for first time step it is equal to 0lf , lx  is the 
reactance of line , l tkθ  is the bus voltage angle for bus k ,  is the susceptance matrix,  is 
the vector of net power injection at each bus excluding the reference bus, 
B tP
tθ  is a vector of 
bus voltage angles for all buses excluding the reference bus, trefθ  is the reference bus voltage 
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angle, lf  is the thermal rating of line l , 
0
lf  is the base case flow on line l , and  is the set 
of all lines including transformers. 
L
t t
Power balance constraints: 
The total generation and demand must be balanced for each time step. 
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where giP  is the generation of i  unit, 
th t
ciP  is the output of i  conventional generator after 
adjustment, 
th
t
wiP  is the output of  wind generator after curtailment, 
thi tdiP  is the demand at bus 
 after load shedding, G  is the set of all generator buses, i D  is the set of all buses with load, 
 is the set of selected conventional generators and C K  is the set of wind generator buses . It 
is assumed that the change of system losses due to this re-dispatch is not significant and is 
absorbed by the appropriate generation control.  
Lower and upper limits on generation: 
The upper limit on wind generation is the available capacity and the lower limit is 
governed by the ramp down rate of the wind farm.  
For selected conventional generators, the lower limit is the current generation and 
upper limit is governed by the ramp up rate of the generator. 
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The upper and lower generation limit will translate into following upper and lower 
bounds for wind generation curtailment ( twiPΔ ) and conventional generation increment ( tciPΔ ). 
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where  is the real power generation of i  wind generator at previous time step and for 
first time step it is equal to the available wind power generation, ξ  is the ramp down rate of 
 wind generator, thi ciξ  is the ramp up rate of i  thermal generator,  is the power 
generation of  thermal unit at previous time step and for first time step it is equal to the 
base generation, and 
th ( 1)t
ciP
−
thi
ciP  is the upper generation limit of i  unit, 
th K  is the set of buses with 
wind farms,  is the set of conventional generators selected to compensate for the decrease 
in wind generation. 
C
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Lower and upper limits on demand: 
The upper limit on demand is the desired demand in base case and lower limit is zero. 
 P P i D−≤ ≤ ∀ ∈
( 1)t
diP
−
 (2.14) 
 
where  is the demand in previous time step and for first time step this is equal to the 
base demand and D  is the set of all buses with load. 
2.4.6.3  Ensuring Control Sufficiency: 
The optimization with DC power flow does not take nonlinearities of a power system 
into account. The result will be reflected in an optimum wind farm set point that might 
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violate the line flow limit when checked with the AC power flow. To ensure that the control 
based on linear optimization with DC power flow constraint is sufficient, the power flow in 
the monitored lines is checked with (fast decoupled) AC power flow with new set points for 
wind farm obtained from optimization. If, with the new settings of wind generators the AC 
power flow results in violation of any line flow limit, a correction parameter will be 
estimated and applied in the next round of linear optimization. The correction parameter is 
developed in three steps: 
Step 1: DC optimization 
Calculate the optimum wind power injection  for wiP i K∈  based on DC optimization 
such that the power flow in lines DCl l  for l L . ∈f f≤
Step 2: AC power flow 
With new injection from wind farm as calculated in Step 1, run AC power flow and 
calculate the flow in lines. Let AClf  be the flow on lines and if ACl mf f>
1m L∈ 1
 for some lines 
 where L  is the set of lines for which the flow limit is exceeded. A correction 
parameter 1m L∈ACm m mf= −e f  for  is applied in the next iteration of DC optimization. The 
idea is to reduce the rating of those lines by an amount specified by the correction parameter.  
Step 3: Repeat Step 1 with correction parameter applied on line rating 
The rating of those lines, for which the limit is exceeded in AC power flow, is 
reduced by an amount as given by corresponding correction parameter newm m mf f e= − . 
With these limits enforced, the linear optimization is repeated to find the new set 
point for wind farms. 
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2.4.7  Power Level Control of Wind Farm 
It is essential to have the SCADA facility in the wind farm for effective curtailment. 
The wind farm SCADA system has the software and allows the user to configure parameters 
to achieve effective power regulation. A predefined algorithm determines the order in which 
turbine power is to be reduced or turned off.  
2.4.8  Real Time Curtailment Procedure 
The procedure for the implementation of the proposed wind generation curtailment 
strategy based on corrective control is described in following steps: 
Step 1: A table consisting of list of “double contingency events” that can overload the 
transmission facilities is prepared off line. The file can be updated when there is a significant 
change in the system condition. 
Step 2: When N−1 contingency (or multiple contingency) event occurs in the system, 
the algorithm checks if it is in the list of “double contingency event set” prepared in Step 1. If 
it falls within the list then it signifies that there exists at least one next contingency that can 
cause overload in the system. Each affected double contingency event forms one scenario. 
The set point for wind farm is determined for each scenario. 
Step 3: Input data file for the optimization program is prepared with updates on power 
generation, load and network configuration from the state estimator. 
Step 4: The optimization program determines the new set points for the wind 
generators and selected conventional generators for each scenario.  
Step 5: If the event identified in Step 2 is N−2, then Step 7 is implemented. 
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Step 6: If the event identified in Step 2 is N−1, and post-contingency loading is below 
the emergency rating, then the system operator monitors the network for the occurrence of 
next contingency events. If the second contingency occurs in the system and belongs to one 
of the identified scenarios, then Step 7 is initiated. If the event identified in Step 2 is N−1, 
and post-contingency loading is above the emergency rating, the new set points for wind 
farms that correspond to the effected scenarios are sent to the wind farm controllers and wind 
farm outputs are decreased so that post-contingency overloading is reduced below emergency 
rating. 
Step 7: The new set points for wind farms that correspond to the effected scenarios 
are sent to the wind farm controllers. If post-contingency overloading is above the emergency 
rating, transmission operator will immediately open pre-determined amount of collector 
feeders so that post-contingency loading is reduced below the normal rating. 
Step 8: When an outage facility returns to service, the wind farm will be notified to 
bring their output back to normal. 
2.5  Implementation Plan 
2.5.1  Energy Management System 
The wind generation curtailment strategy discussed in this chapter is proposed for 
implementation in control centers to handle the overload problem. The curtailment software 
will be either an additional application in the existing EMS, or stand alone application 
available to the transmission operators. The network topology application determines the 
dynamic topology of the power system network based on the static network topology and the 
dynamic switching device status obtained in real time through the SCADA system. The state 
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estimator application estimates the state of the power network using real-time analog 
measurements obtained from SCADA, along with the network configuration supplied by 
network topology application. The state estimator is executed on a periodic basis or can be 
invoked manually.  
2.5.2  Data Requirement 
Data required for the curtailment program includes the network topology, system 
constraints, the initial conditions, the controls and the objective function. The network 
topology, system constraints and initial conditions are available from the real-time system 
snapshot made from each successful run of the state estimator. The network topology defines 
the physical parameter of the network. The constraints are the equipment operating limits 
(normal and emergency ratings, including ambient temperature dependent ratings) and 
system security limits. The initial condition includes the real and reactive power generation, 
real and reactive power demand, bus voltage and angle and transformer taps. The initial 
conditions define the power system network without optimization as obtained from state 
estimator. In addition to these inputs an N−2 contingency description file and a list of 
selected conventional generators with their corresponding ramp rates is required. 
The objective function defines how the solution is to be optimized. For this 
application, the objective function is to minimize the curtailment of wind farm output and 
minimize the conventional generator re-dispatch so as to relieve the overload caused by wind 
generation during a contingency. 
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2.5.3  Processing 
The execution of the wind curtailment application can be initiated manually or 
initiated by an event. The event can be a contingency that falls in the list of identified 
problematic N−2 contingency list. 
2.5.4  Software 
The wind generator curtailment application is to be implemented using C/C++ 
programming language using commercial linear programming (LP) solver (e.g. CPLEX). 
The current MATLAB implementation of curtailment program is tested with CPLEX linear 
programming solver.  
A data format conversion program may be required to convert the state estimator 
output from EMS proprietary format into a format readable by the curtailment program. Most 
state estimator programs, including the one currently in operation at MEC, have the 
capability to export the state estimator output in various standard power flow format, e.g., 
PSS/E, IEEE and WSCC formats. Once the data is available in a standard format, the 
curtailment program can read the data and determine the wind farm set point.  
2.6  Test System 
To validate the proposed curtailment methodology, a 2007 Midwest ISO (MISO) load 
flow data for the summer peak case is used. To reduce the data volume for use in 
optimization, the detailed model of MEC control area is retained while other areas are 
modeled by a steady-state external equivalent circuit. 
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Table 2.1 shows the list of major wind farms in the MEC control area. The output of 
these wind farms will be curtailed to relieve overload when critical contingencies occur in the 
system. The WINDN1, WINDN2 and WINDN3 wind farms with total capacity of 350 MW 
are proposed to be built by MEC in the near future. Other wind farms are owned and/or 
operated by MEC. The system impact study report for grid integration of those wind farms 
showed no thermal and voltage violation for N−1 contingency during steady state analysis 
and the system was also transiently stable. However, the impact study showed a large number 
of overloads for close-by N−2 or prior outage contingencies.  
Table  2.1  List of major wind farms in MEC control area. 
Bus No. Wind Farm Name Capacity (MW) Status 
10019 WINDN3 200 Proposed 
10004 WINDN1 100 Proposed 
10005 WINDN2 50 Proposed 
10005 WINDE1 100 Existing 
10024 WINDE2 112 Existing 
10022 WINDE3 80 Existing 
10022 WINDE4 80 Existing 
 
Table 2.2 shows the list of selected double contingency events in the affected project 
area that lead to overloading of several transmission facilities. The system was transiently 
stable for prior outage contingencies during dynamic simulations. When determining the 
close-by N−2 contingencies, all transmission facilities within the five buses from the 
proposed wind generation bus are considered. It is desirable for MEC to have the capability 
to tackle overload problem for prior outages contingencies as identified in the system impact 
study.  
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Table  2.2 List of selected N−2 contingency events prepared off line. 
 
 
Event No: Contingency 
1 10011 – 10009 
10004 – 10003 
2 10023 – 10022 
10024 – 10025 
3 10019 – 10018 
10023 – 10022 
4 10009 – 10006 
10004 − 10003 
5 10019 – 10021 
10016 – 10018 
6 10009 – 10006 
10006 – 10007 
7 10023 – 10022 
10016 – 10018 
8 10005 – 10006 
10016 – 10018 
9 10011 – 10012 
10011 – 10013 
For the present analysis, the ramp down rate of the wind farm is considered as 10% of 
MW capacity per minute, the ramp up rate of conventional generation is taken as 1% of the 
MW capacity per minute and the available time to clear the overload conditions is assumed 
to be 10 minutes. 
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2.7  Results and Discussions 
2.7.1  Wind Farm Set Point 
The proposed algorithm is used to find the optimal settings for the wind farms in the 
event of N−1−1 and N−2 contingencies. Table 2.3 shows the new wind farm settings for 
various N−2 contingencies. This corresponds to the worst case scenario, since all the wind 
farms are dispatched at 100% of their installed capacity. In an actual operational condition, 
the system operator will utilize the optimization algorithm using the current snapshot of 
system information from the state estimator to determine the set points for the wind farm. If 
the contingency event is the simultaneous loss of two lines and matches with one of the N−2 
events in look up table (Table 2.2), the system operator will run the optimization program to 
determine the optimal wind farm set points and immediately send the curtailment signals to 
wind farm controllers via SCADA.  
Table  2.3  MW set point for wind farms for double contingency events. 
Wind Farm/ 
Event No: 
WINDN3 
(10019) 
WINDN1 
(10004) 
WINDN2 
(10005) 
WINDE1 
(10005) 
WINDE2 
(10024) 
WINDE3 
(10022) 
WINDE4 
(10022) 
Total 
Capacity 
Total 
Curtailment 
Base Case 200 100 50 100 112 80 80 722 0 
Event 1 200 100 50 15 112 80 80 637 85 
Event 2 200 100 50 100 68 80 80 678 44 
Event 3 128 100 50 100 112 0 0 490 232 
Event 4 200 100 50 25 112 80 80 647 75 
Event 5 55 100 50 100 112 80 80 577 145 
Event 6 200 100 50 6 112 80 80 628 94 
Event 7 182 100 50 100 103 0 0 535 187 
Event 8 31 100 50 100 112 80 80 553 169 
Event 9 200 100 50 27 112 80 80 649 73 
 
 Table 2.3 shows the double contingency event number and the corresponding MW 
set points for wind farms required to relieve the overload. For event number 1, which 
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corresponds to the outage of lines 10011 - 10009 and 10004 - 10003, the WINDE1 wind 
farm has to reduce the output to 15 MW, in order to relieve the overload. 
In case of N−1−1 type of contingency, there is flexibility to the system operator to run 
the simulation and be prepared for the control actions, as long as post-contingency 
overloading is below emergency rating. For a given N−1 contingency, there can be more than 
one N−1−1 likely events. For example, when line 10016 – 10018 is out of service, there are 3 
possible N−1−1 events given by event no. 5, 7 and 8 that can overload the system. Each of 
these events constitutes a scenario for which they need to be prepared. The system operator 
can run the simulation and come up with the wind farm set points for each scenario.  
The selection of wind farms for curtailing the output depends on impact of injections 
at those buses on the overloaded lines. The amount of wind power being curtailed is related 
to the extent of overload caused by each contingency. The most severe contingency from the 
wind farm curtailment point of view is event number 3 (outage of lines 10019 – 10018 and 
10023 – 10022), which requires the curtailment of one third of the total available wind 
capacity in the area.  
The result also shows that for most of the double contingency events, the system 
operator needs to involve one wind farm to reduce their output. This essentially will reduce 
the time associated with command and control.  
2.7.2  Conventional Generation Set Point 
The deficit generation due to curtailment of wind farm is compensated by increasing 
the output of selected conventional generators. In this study four generators at buses 10100, 
10101, 10102 and 10103 are selected to increase the output. The choice depends on the 
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available reserve capacity on the units and their ramp up rates. Table 2.4 shows the thermal 
generations re-dispatch required to compensate for the decrease in wind generation. For 
event 1, the thermal generator at bus 10102 is re-dispatched at 865 MW.  
Table  2.4  MW set point for conventional generators for double contingency events. 
Thermal Gen  
/Event No: 10100 10101 10102 10103 
Total  
Re-dispatch 
Base case 658 642 780 624 0 
Event 1 658 642 865 624 85 
Event 2 658 642 780 668 44 
Event 3 675 712 870 679 232 
Event 4 658 662 780 679 75 
Event 5 658 712 855 624 145 
Event 6 662 642 870 624 94 
Event 7 658 712 842 679 187 
Event 8 732 647 870 624 169 
Event 9 658 712 783 624 73 
 
2.7.3  Multi Time Step Simulation 
Figure 2.2 shows the optimal wind farm and conventional generator set point 
trajectory at intermediate time steps for double contingency event 3 for an overload clearing 
time of 10 minutes. The plot is obtained by optimization at one minute intervals. This is the 
expected trajectory to be followed by generating units which ensures that the power is 
balanced in for one minute window. Figure 2.3 shows the curtailment required for each wind 
farm and the conventional generation re-dispatch at different time steps.  
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Figure 2.4 shows the trajectory of loading in overloaded lines for event 3. With an 
overload clearing time of 10 minutes, the power flow on the most overloaded line 10205 – 
10206 comes within the thermal limit and by that time flows on all other overloaded lines are 
within the limit. 
 
 
Figure 2.2.  Wind farm and conventional generation set point at different time steps for 
event 3 
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Figure 2.3.  Wind farm curtailment and conventional generation re-dispatch for event 3 
 
Figure 2.4.  Line loading at different time steps for event 3 
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For each contingency event, the correction methodology based on AC power flow as 
explained in Section 2.4.6.3 is used to make sure that the power flows on the lines are within 
the limits. For all the contingency events studied, the proposed method typically requires two 
iterations of linear optimization for the flow on lines to come within the tolerance.  
Therefore, by systematically reducing the output of the wind farms, it can be assured 
that the system overload condition can be removed within a given time frame.  
2.7.4  Discussions 
In the current implementation, all the wind turbines within the wind farm in the 
system are aggregated and modeled by an equivalent wind turbine at the wind farm terminal 
bus [37]. Such a representation is suitable for a static study where the main concern is on the 
aggregate response of wind farms on the power system. This also reduces the data 
requirements for modeling of the wind farm. Individual wind turbine models, on the other 
hand, need the representation of hundreds of buses and lines within the wind farm. This is 
necessary when the voltages and power flow within the wind farm are to be determined, 
especially while designing the collector feeder and the voltage and power factor controller in 
the wind farm. 
This chapter specifically deals with the overload problem in a high wind region. 
There are several other issues associated with large-scale integration of wind power into the 
grid. One of the most important issues is due to the variability of wind that has direct 
influence on the different types of system operating reserves such as regulating reserve, 
contingency reserve (spinning and non-spinning), load following reserve and operating 
reserve margin. The system needs to acquire additional operating reserves to accommodate 
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wind to meet the system reliability requirement. Different methods have been proposed to 
quantify the reserve demand in a system with significant wind penetration [38], [39]. A 
recent study carried out in Minnesota showed the requirement for additional 16 MW in 
regulating reserve, 14 MW in load following reserve and 256 MW in operating reserve 
margin for a 20,000 MW system at 20% wind power penetration level [40]. This requirement 
however increases with the increasing wind penetration level and strongly depends on the 
characteristics of system (e.g., generation mix) being studied. Wind power forecast plays a 
very important role in determining the reserve requirement and in reducing the uncertainty 
associated with wind power production [41]. 
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CHAPTER 3.  WIND TURBINES TRIPPING FOR A LINE 
FAULT  
3.1  Introduction 
In a power system with significant wind power penetration, a fault on a line can lead 
to tripping of a large number of wind farms depending on voltages at the wind farms during 
the fault and protection settings. As a result, an N−1 contingency may evolve into an 
N−(K+1) contingency, where K is the number of wind farms that tripped due to low voltage 
conditions during the fault. Therefore, it is important for the system operator to be aware of 
such limiting events during system operation and be prepared to take proper actions. This can 
be achieved by incorporating the wind farm tripping status for each contingency as part of 
the static security assessment. In this chapter, a methodology to calculate voltages at the wind 
farm buses during the worst case line fault is proposed which, along with the protection 
settings of the wind turbines, can be used to determine the tripping status of wind farms. 
Several other measures can also be taken to reduce tripping of wind farms and/or to reduce 
the impact of wind farm tripping in the system. This chapter proposes an improved line 
protection scheme that is able to alleviate the problem.  
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3.2  Problem Description 
3.2.1 Under Voltage Protection and Limited Low Voltage Ride Through 
(LVRT) Capability of Wind Turbines 
The development of low voltage ride through capability of wind turbines was gradual 
and the power system with a high level of wind penetration could have wind turbines with 
various under-voltage tripping and LVRT capabilities. An observation of the wind farm 
under-voltage protection setting in the MidAmerican Energy control area in Iowa shows the 
use of four types of settings for the existing wind farms that are shown in Figure 3.1. The 
types are: 
• instantaneous tripping for voltage (V) less than 0.7 p.u., 1 s tripping delay for 0.7 < V 
< 0.75 p.u. and 10 s tripping delay for 0.75 < V < 0.85 p.u. denoted by (V1) in Figure 
3.1. The tripping zone is shown by the shaded area in the figure. 
• instantaneous tripping for V < 0.3 p.u., 0.1 s tripping delay for 0.3 < V < 0.7 p.u., 1 s 
tripping delay for 0.7 < V < 0.75 p.u. and 10 s tripping delay for 0.75 < V < 0.85 p.u. 
denoted by (V2) in Figure 3.1. 
• instantaneous tripping for V < 0.15 p.u., 0.625 s tripping delay for 0.15 < V < 0.7 
p.u., 1 s tripping delay for 0.7 < V < 0.75 p.u. and 10 s tripping delay for 0.75 < V < 
0.85 p.u. denoted by (V3) in Figure 3.1. 
• delayed tripping for voltage below 0.75 p.u. with a delay of 0.08 seconds and 0.4 s 
tripping delay for 0.75 < V < 0.85 p.u. denoted by (V4) in Figure 3.1. 
Because of the under-voltage protection setting employed in older wind farms and 
limited ride through capability in new wind farms, there is a risk of losing a large capacity of 
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wind generation for the worst case line fault. From system protection perspective a three 
phase fault is considered the worst case fault as it gives the highest stationary short circuit 
contribution which thus defines the grid protection characteristics. Therefore, the analysis in 
the chapter is based on consideration of the three phase fault as the worst case fault that the 
system has to withstand. All the wind turbines within a wind farm are represented by the 
aggregate model and hence are considered to be tripped simultaneously if the voltage goes 
below the tripping threshold. Failure to consider the loss of wind farms in contingency 
screening and analysis may undermine the severity of a contingency. In an interconnected 
system, frequent loss of large capacity of wind farm can degrade the performance of the 
control area utility measure in terms of the area control error (ACE).  
 
 
 
 
 
Figure 3.1.  Under voltage protection and LVRT settings in wind farms 
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3.2.2  Delayed Fault Clearing in Distance Protected Transmission Line 
and its Effect on Wind Farm Tripping  
Large wind farms in the U.S. are generally interconnected at the transmission (161 
kV and 230 kV) level. The protection scheme employed in such systems and their 
consequent fault clearing process will affect the tripping of some of the wind farms during a 
fault. Transmission lines are normally protected by the distance protection scheme. The Zone 
1 protection setting for each line is set to cover about 80%-90% of the line impedance [42]. 
The two end sections each representing about 10%-20% of the line length is not fully 
protected by Zone 1. Faults in this region are cleared in Zone 1 clearing time (typically 5 – 6 
cycle) by the protection at the local bus and in Zone 2 clearing time (typically 15 to 30 
cycles) by the protection at the remote bus [42]-[43]. The opening of a circuit breaker on one 
end changes the network topology during a fault. As the duration of a voltage dip increases, 
the wind farm may be tripped. This can be the case with wind farms having characteristics 
shown by V2 and V4 in Figure 3.1. Such a fault condition represents an aggravated 
contingency scenario involving the loss of wind generation and, therefore, should be 
considered in the contingency evaluation [44].  
The analysis in the chapter is based on assumption that all the lines at the 
transmission level have a distance protection scheme with a Zone 1 reach of 80% and fault 
clearing time of 5 cycles. The operation of Zone 2 relay is assumed to have a fixed time 
delay of 30 cycles. It is likely that some lines are protected by inverse time overcurrent relays 
for which the tripping time is a function of fault current. Such scheme is not considered in the 
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chapter. However, if time-current characteristics of each overcurrent relay is available then 
they can be included in the analysis. 
3.2.3  Voltage Profile during Fault 
Figure 3.2 is an illustration of the voltage profile during a fault observed at the bus of 
interest, while the fault is on some line. Depending on the location of the fault and the 
protection scheme employed, the fault is fully cleared either in Zone 1 time (5 cycles in this 
study) or in Zone 2 time (30 cycles). In Figure 3.2 Vf corresponds to the voltage at the instant 
of fault (at time tf), Vz1 corresponds to the voltage at the instant of Zone 1 fault clearing time 
(at time tz1) and Vz2 corresponds to the voltage at the instant of Zone 2 fault clearing time (at 
time tz2). If one can calculate the voltages Vf, Vz1 and Vz2, then the tripping of wind farms 
with different characteristics for the faults on a line can be determined. 
 
 
 
Figure 3.2.  Voltage characteristics during a fault   
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3.3  Short-Circuit Model 
3.3.1  Conventional Synchronous Generator  
The fault current contribution from conventional synchronous generators is 
limited by the impedance of the machine. The fault current starts at a very high value 
immediately after the fault and then gradually decays to a steady-state. As the prime 
mover continues to drive the rotor which in turn is excited externally, the steady-state 
value of short-circuit current will persist until the clearance of the fault. This resembles a 
varying impedance characteristic of the synchronous generators. In short-circuit 
calculation the varying impedance (mainly reactance) is represented by subtransient 
reactance, transient reactance and synchronous reactance as briefly describe below [44]:  
a. Subtransient reactance ( "dX ): This reactance determines the current during the first 
few cycle after the fault.  
b. Transient reactance ( 'dX ): This reactance determines the current at about 0.1 s. 
c. Synchronous reactance ( dX ): This reactance determines the current after a steady 
state condition is reached. This will be generally after about 0.5 s.  
 
3.3.2  Squirrel Cage Induction Motor 
The short-circuit contribution from the squirrel-cage induction motor is due to the 
inertia of the motor in presence of a field flux generated by induction from the stator. 
During a fault, the loss of voltage at the machine terminal causes the flux to decay. 
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Therefore the short-circuit contribution of induction motor last only for few cycles and 
they are assigned only a subtransient value of reactance ( "dX ) [44]. 
3.3.3  Wind Generator 
The short-circuit model of wind generator depends on the specific generator 
technology used in the system. The short-circuit model should include the contribution from 
entire component that contributes to the fault current. The short-circuit model for the 
following three types of wind generators are discussed in this section: 
1. Fixed-speed wind turbines with squirrel cage induction generators (Type 1) 
2. Fixed-speed wind turbines with wound rotor induction generators  (Type 2) 
3. Variable-speed wind turbines with doubly fed induction generators (Type 3) 
3.3.3.1  Induction Generators (Type 1 and Type 2) 
For a three-phase fault, the terminal voltage of the induction generator becomes very 
low or close to zero depending on the location of the fault. Since, the stator flux is 
proportional to the grid voltage, the decrease in voltage causes the flux vector to slow down 
or even stop (if the voltage is zero). This creates a dc component in the rotor flux that rotates 
with the rotor as the wind is driving the rotor. This results in an alternating component that 
will add to the dc component of the stator flux.  The maximum current value is mainly 
governed by the stator and the rotor leakage inductance. The combination of these 
inductances is represented by the subtransient inductance of an induction machine.  
Considering the rotor flux constant over short subtransient period, the induction generator 
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can be represented by the voltage behind the stator subtransient reactance "X  as given by 
following equation [45]-[46]. 
" *lr m
ls
lr m
X XX X
X X
= + +
lsX lrX mX
 
where  is the stator leakage reactance,   is the rotor leakage reactance and  is the 
mutual reactance. 
Since the machine demagnetizes after the loss of main flux, the fault contribution 
lasts only over the subtransient period (around 3 cycles). Therefore, the short-circuit 
contribution from induction can be ignored after the subtransient period. 
3.3.3.2  Doubly-Fed Induction Generator (Type 3) 
In DFIG, the stator windings are directly connected to the grid while there is a power 
electronic converter between the rotor windings and the grid. Therefore, the short circuit 
current not only depends on the machines but also on the power electronics and the 
associated control.  During a low voltage event due to a fault, large currents will flow 
through the converter in the rotor circuit. In order to control this large current, a high rotor 
voltage is needed. If this required voltage exceeds the maximum voltage of the converter, the 
current in the rotor circuit cannot be controlled. The large uncontrolled current can damage 
the rotor converter. In order to avoid damage due to high current, a crowbar protection is 
generally used which bypasses the rotor converter and introduces additional resistance to the 
rotor circuit.  When the crowbar protection kicks in during fault, the controllability is lost and 
the machine behaves similar to the wound rotor induction generation with additional rotor 
resistance [45]. Since the crowbar protection comes within a sub-cycle time frame, the short 
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circuit current from wind generator cannot reach a high value. If the current decreases below 
a certain threshold value, the crowbar will still be engaged until the reset time is reached. The 
reset time will generally be larger than the normal fault clearing time. This essentially means 
that the crowbar protection will operate for the duration of the fault. 
There is no explicit way to represent the DFIG in the conventional voltage behind 
impedance form to be used in traditional short circuit method. However, an approximate way 
to capture the combined behavior of the DFIG and its rotor converter is by means of an 
effective equivalent reactance [47]. The value of the effective equivalent reactance is 
determined by comparing the result with the detailed model of generator and control [47]. 
For a 1.5 MW DFIG from General Electric (GE), which constitutes the large number of type 
3 generator installed in the US, the effective equivalent reactance is determined to be 0.8 p.u. 
(on the generator MVA rating) [47]. Since all of the Type 3 machines in MEC test system are 
from GE, the manufacturer recommended value is used for the analysis presented in this 
chapter. 
3.4  Voltage Estimation during Fault 
3.4.1  Voltage during Fault Using ZBUS   
The ZBUS approach can be used to determine the fault level and the voltage during a 
fault for a bus fault condition [49]. The ZBUS matrix (bus impedance matrix) for fault analysis 
includes the branch reactance and the generator reactance (transient or sub-transient). Once 
ZBUS is constructed for the base case configuration, it can be modified to include the effect of 
line and generation addition or removal. The diagonal elements of ZBUS are known as the 
driving point impedance, which is the Thevenin impedance at the faulted bus and the off-
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diagonal element of ZBUS is known as the transfer impedance. ZBUS along with the pre-fault 
voltages at buses can be used to find voltages and currents during a fault.  
The voltage at wind farm bus p for a fault at bus k is given by [49]: 
 0 0 ,pkp p k
kk
Z
V V V p w and k n
Z
= − ∈ ∈
0
p
0
k p k
  (3.1) 
  
where V  and V  are the pre-fault voltages at bus  and  respectively, pkZ  is the transfer 
impedance between bus  and , p k kkZ  is the driving point impedance corresponding to bus 
,  is the set of wind farm buses and  is the set of all buses.  k w n
In this research, it is proposed to calculate the voltage at the instant of fault fV  by 
ZBUS method, where the ZBUS matrix is formulated with generator sub-transient reactance. 
This voltage can also be used to determine the wind farm that will be tripped around the 
same time as the Zone 1 clearing time. 
The generator sub-transient reactance decays in approximately 3-5 cycle [50]. So, by 
constructing ZBUS with generator transient reactance, one can find V  which is the voltage at 
the instant of Zone 1 fault clearing time. This represents the lowest voltage seen by wind 
generators. This voltage is used to determine further tripping of wind farms.  
1z
Separate calculation of voltages fV  and V  allows one to estimate the tripping of 
wind farm that employs time delayed tripping. The voltage V  can be determined by 
modifying ZBUS to include the effect of breaker opening at one end of the faulted line while 
the fault is still fed from the other end. The procedure to modify ZBUS for such a condition is 
given in [49]. Furthermore, ZBUS is modified to include the tripping of wind farms due to low 
voltages 
1z
2z
fV  and V . 1z
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3.4.2  Analytical Approach to Find Critical Distances and Area of Low 
Voltage Vulnerability for a Meshed Transmission Network 
The ZBUS approach facilitates the calculation of voltages for a fault at various buses. 
When the bus fault results are translated into the line end faults, either the tripping of wind 
turbines for fault at both ends need to be considered or each end fault has to be treated as a 
separate event. This can lead to either the consideration of more wind farms tripping than can 
actually happen in the worst case or more contingency events to be evaluated. In order to 
assess the tripping of wind turbines and to capture the mutually exclusive tripping of wind 
turbines for some line fault condition, an analytical method to find critical distances is 
proposed in this section. This will reduce the number of contingency events to be evaluated. 
The critical distance is the point in a line, the fault at which will cause the voltage at the wind 
farm bus to exactly meet the tripping threshold. The idea here is to identify the exposed 
section of the line, the fault along which can cause voltages at the wind farm buses to fall 
below the under-voltage protection threshold.  
The method of critical distance has been studied in the past to determine the area of 
vulnerability caused by voltage sag for sensitive load in the distribution system [51], 
particularly radial. For a meshed network, the method to find critical distances becomes 
complicated and an iterative method has been proposed to solve the higher order residual 
voltage equation [52]-[53]. 
In this chapter an analytical method to find critical distances for a meshed network is 
proposed in order to determine the area of vulnerability for wind farms due to transmission 
faults.  
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Figure 3.3.  Fault on line i-j at point k and voltage is monitored at bus p 
 
 
 
Figure 3.4.  Voltage at wind farm bus p for fault along line i-j  
Figure 3.4 shows a typical voltage during fault curve observed at the wind farm bus p 
for a three phase fault along the line i-j (Figure 3.3) [48]. The objective here is to find the 
critical distances iλ  and jλ , if it exists, such that the fault within line sections 0 iλ λ≤ ≤
1j
 and 
λ λ≤ ≤ p will cause the voltage at wind farm bus  to go below the low voltage tripping 
threshold of thV . 
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For any fault point  along line i-j at a distance k λ  from the i  bus, the transfer 
impedance between bus  and faulted point k  and the driving point impedance is given by 
[54]: 
th
p
(1 ) pk pi pjZ Z Zλ λ= − +
2 2(1 ) 2 (1 ) (1 )kk ii jj ij b
 (3.2) 
 
 Z Z Z Z Zλ λ λ λ λ λ= − + + − + −  (3.3) 
 
 , 0 1ik
ij
l
l
λ λ= ≤ ≤
pi
 (3.4) 
 
where Z  is the transfer impedance between bus  and , p i pjZ  is the transfer impedance 
between bus  and p j , ijZ  is the transfer impedance between bus  and i j , iiZ  and jjZ  are 
driving point impedance corresponding to bus i  and j  respectively, bZ  is the impedance of 
line i-j,  is the length of line i-j, and l  is the length between bus i  and faulted point . ijl ik k
kPre-fault voltage at fault point  is given by [54]: 
 ( )0 0 01k i jV V Vλ λ= − +
p
 (3.5) 
 
The voltage at a desired wind farm bus  for a fault along a line section i-j at point k  
is given by: 
 
{ }{ }0 00
2 2
(1 ) (1 )
(1 ) 2 (1 ) (1 )
pi pj i j
p p
ii jj ij b
Z Z V V
V V
Z Z Z Z
λ λ λ λ
λ λ λ λ λ λ
− + − += − − + + − + −  (3.6) 
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If the under voltage protection setting for the wind farm at bus  has the threshold 
voltage of 
p
thV thp VV =, then from (3.6) by setting  , one can find the distance λ  such that 
the fault within the distance can cause wind farm at bus  to trip due to under voltage 
protection. The magnitude of 
p
(3.6) gives fourth root of λ  which can be solved numerically. 
However, selection of appropriate root or roots is very challenging. Therefore, a simplified 
and direct method to solve (3.6) by converting into a quadratic form is proposed in this 
chapter. For a given wind farm tripping threshold of thV
p
, the only unknown in (3.6) is the 
angle θ  (angle corresponding to V
jpi
p  
which also known as phase angle jump). However, it is 
known that θθ ≤≤ i where θ  and θ jθ  can be determined from (3.1). Simulation carried 
out in the transmission network has shown that variation in angle pθ  for a fault along the line 
is small and it has negligible effect on the voltage calculation. So for all practical purposes 
pθ  can be considered equal to iθ  or jθ . 
Now, equation (3.6) is a quadratic equation in λ : 
( ) ( ) ( )2 0th th thd e f g h lλ δ λ δ δ− + − + + − =  (3.7)  
where 
( )0 cos sinth p jV V jth jδ θ θ= − +  
 ( )0 0( ) pi p jd Z V= + −j iZ V  
 
( )ii jj be Z Z Z= + −2 ijZ−  
 
( ) ( )0 0 0f pi i j pi pj iZ V V Z V= − −Z+  
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 ( )2 2ii ij bg Z Z Z= − +
0
pi ih Z V=
iil Z
 
 
  
 
 =  
 
Equation (3.7) is a complex equation and therefore the real and imaginary part must 
separately be equal to zero.  
 ( ) ( ) ( )2 Re Re Re 0th th thd e f g h lλ δ λ δ δ− + − + + − =
( )
 (3.8) 
 
 ( ) ( )2 Im Im Im 0th th thd e f g h lλ δ λ δ δ− + − + + − =  (3.9) 
 
From numerical simulations it is found that only the imaginary part (Equation (3.9)) 
gives the feasible value of λ . 
In order to find the range of λ , it is necessary to find the point where the voltage 
during a fault is maximum (or voltage sag during fault is minimum). Expressing (3.7) in 
terms of λ : 
 
( )
( )
2
2p
d f h
e g l
λ λδ λ λ
− + −= − + −  (3.10) 
 
The value of λ  for which sag ( pδ ) is minimum can be found from following 
equations: 
 ( ) ( ) ( )2 Re Re Re 0fe dg dl he hg flλ λ− + − + − =  (3.11) 
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( ) ( ) ( )2 Im Im Im 0fe dg dl he hg flλ λ− + − + − =
max
  (3.12) 
 
Simulation with the real test system shows that negative root of (3.11) gives the 
feasible value of λ  where the voltage during fault is maximum. With this value of maxλ , 
(3.6) will give the maximum voltage during fault .  maxV
The following procedure is developed to determine the exposed section of the lines, a 
fault along which can cause the voltage at the wind farms to go below their low voltage 
protection threshold. 
(a) Calculate voltage at each bus using equation (3.1). 
(b) Repeat steps (c) to (h) for each wind farm. 
maxλ(c)  For each line calculate  from equation (3.11) and  from equation maxV
0max = 0max < 1maxλ λ . =λ  and (3.6).  and  if calculated value of iVV =max
jVV =max 1max >λ .  if calculated 
(d)  If maxVVth ≥ 1 then =λ . 
jth VV < 0(e)  If  and  and  then maxVVth < ith VV < =λ . 
th jV V> iλ  and (f) If maxVth <V  and th iV V>  and  then calculate jλ  from 
equation (3.9), such that jiλ ≤ λ ≤ λmax
0 i
. Exposed area is then given by 
λ λ≤ ≤ 1j and λ λ ≤ . ≤
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th jV > jV(g)  If  and  and  then calculate maxVVth < ith VV < λ  from equation 
(3.9), such thatλ ≤ jλmax 1j. Exposed area is then given byλ λ≤ ≤
i
. The value 
of λ  will be infeasible. 
jth VV < i(h)  If  and maxVVth < th iV V>  and  then calculate λ  from equation 
(3.9). Exposed area is then given by 0 . The value of iλ λ≤ ≤ jλ  will be 
infeasible, i.e., it will lie outside the range of 0 and 1. 
The exposed section of the lines using the above procedure is determined at the 
instant of fault, at Zone 1 fault clearing instant and at Zone 2 fault clearing instant 
corresponding to time ft ,  and  respectively in Fig 3.2. The critical distance at the 
instant of fault is calculated using generator subtransient reactance in the ZBUS matrix, while 
at the instant of Zone 1 fault clearing instant generator transient reactance is used in ZBUS 
matrix.  
1zt 2zt
p
For each line the Zone 2 fault can occur either at the local bus side or at remote bus 
side. So there are two ZBUS matrices, one to represent fault at local bus side and the other to 
represent fault at remote bus side. Since Zone 2 fault is defined only for the first 20% and last 
20% of line section, the feasible exposed section calculated using this method must be 
between 0 and 0.2 for Zone 2 fault at local side and 0.8 to 1 for Zone 2 fault at remote bus 
side.  
3.4.3  Maximum Number of Wind Farms Tripping 
The procedure explained in Section 3.4.2 gives the exposed section for each line such 
that a fault in the exposed section will trip the wind farms. If there are  wind farms in the 
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system, then each line will have  exposed sections. If out of  wind farms q  of them are 
sensitive to Zone 2 fault, there will be additional 2*  exposed sections at each line. So the 
maximum number of wind farms that can trip for the worst case fault in the line is given by 
the maximum number of overlapping exposed sections for Zone 1 and Zone 2 fault.  
p p
q
3.5  Test System 
A 549 bus test system representing the MidAmerican Control area is used for 
validation of the proposed method. This is the reduced version of the original 22,000 bus 
network of Eastern Interconnection in U.S. The algorithm to calculate voltages during fault 
and the method to find critical distance are implemented in MATLAB. All the intermediate 
results are verified with the commercial software ASPEN Oneliner. Figure 3.5 shows a 
portion of the 161 kV network where large wind farms have been installed in the recent past. 
There are four large wind farms in this area located at bus number 10006, 10009, 10018 and 
10001. These wind farms are of 200 MW, 183 MW, 112.5 MW and 81 MW nameplate 
capacities, respectively, with total being 576.5 MW. Each of these wind farms has different 
instantaneous and delayed under-voltage protection settings and voltage ride through 
capabilities (Vth and Vth1), as shown in Tables 3.2 and 3.3. The source impedance (sub-
transient reactance), which is used to model the short-circuit contribution from wind farms at 
the fault instant, is shown in Table 3.1. The table also lists other wind farms in the MEC 
system which are not in the study area. Considering the peak load in the control area being 
approximately 4,100 MW, the penetration of wind in the study area is more than 14% and the 
impact of tripping of these wind farms is even more significant if a case of high wind and 
low load period is considered. 
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Table  3.1  Source impedance for various wind turbines in MEC system. 
S.N. Wind Farm Name 
Wind Farm 
Bus Number 
Sub-Transient 
Reactance     
( X ) 
Machine 
MVA Base 
1 MEC 1 1001 0.8 90 
2 MEC 6 1006 0.8 222 
3 MEC 9 1009 0.8 203 
4 MEC 18 1018 03197 125 
5 MEC X1 10X1 0.18 111 
7 MEC X2 10X2 0.8 83 
8 MEC X3 10X3 0.8 225 
 
3.6  Results and Discussions 
3.6.1  Voltage at the Wind Farm Buses during a Fault 
The results corresponding to a three phase fault in 9 lines, which involves 10 unique 
buses, are reported. Table 3.2 shows the voltage at the instant of a bus fault (corresponds to 
Vf in Figure 3.2) calculated using the generator subtransient reactance. Here the bus fault is 
used to represent a line end fault, whereby the fault is cleared by opening the faulted line 
section. If the voltage during the fault at the wind farm bus is lower than the instantaneous 
tripping threshold for that wind farm, it will be tripped. For example, in Table 3.2, the 
voltage at the wind farm bus 10006 is less than the tripping threshold of 0.15 p.u. for a fault 
at bus 10002, 10001 and 10006. Therefore, this particular wind farm will trip for a fault on 
any one of these buses. 
 MEC 15
161.kV 10015
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Figure 3.5.  A portion of 161 kV network in MidAmerican Control area, showing area of vulnerability for wind farm due 
to three phase line faults
MEC 18
161.kV 10018
MEC 19
69.kV 10019
MEC 5
161.kV 10005
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161.kV 10004
MEC 13
161.kV 10013
MEC 14
69.kV 10014
MEC 12
161.kV 10012
MEC 11
69.kV 10011
MEC 10
161.kV 10010
MEC 16
161.kV 10016
MEC 17
69.kV 10017
MEC 3
69.kV 10003
MEC 1
161.kV 10001
MEC 2
161.kV 10002
MEC 6
161.kV 10006
MEC 7
161.kV 10007
MEC 8
69.kV 10008
MEC 9
161.kV 10009
MEC 20
161.kV 10020
 59
 Table  3.2  Voltages during fault at wind farm buses at fault instant. 
 
The wind farms at bus 10009 and 10018 operate with a similar characteristic except 
that they have different tripping thresholds. The wind farm at bus 10018 has a very little 
tolerance toward a fault and hence this wind farm trips for most of the faults in the 
neighborhood. The wind farm at bus 10001 has slightly different characteristics. This wind 
farm trips only if the voltage drops below 0.75 p.u. for more than 0.08 seconds. The tripping 
of this wind farm can be ascertained only after calculating the voltage at the instant of Zone 1 
fault clearing (corresponding to Vz1 in Figure 3.2), which corresponds to the lowest voltage 
seen by the wind farm just before clearing the fault. This is also one reason for separate 
calculation of Vf and Vz1. From Table 3.2 it can be concluded that there are 5 bus fault events 
that can lead to simultaneous tripping of two wind farms and this excludes event number 10 
during which wind farm at bus 10001 will not be tripped due to the inherent delay. 
Table 3.3 shows the voltage during the fault calculated by constructing ZBUS with the 
generator transient reactance. This corresponds to the voltage Vz1 in Figure 3.2. The operating 
time of the circuit breaker used at the four wind farms varies from 0.08 sec to 0.15 sec. 
Therefore, when calculating Vz1 it is assumed that the wind turbines which were initiated 
1
(Vth 
10004
ault at 
Bus 0006= 0.
0
10 10018 01
th Vth = 0.7)  0.75)
1 0. 0.409
2 10002 0.080 0.649 0.692 0.000
3 0. 0.692 0.000
4 0. 0.669 0.117
5 0. 0.207 0.593
6 0. 0.321 0.651
7 10010 0.771 0.436 0.598 0.794
8 10012 0.856 0.687 0.760 0.868
9 10015 0.823 0.663 0.718 0.833
10 10018 0.658 0.322 0.000 0.694
Event 
No.
F ge Duri Wind Farm009
= 0.3) (
0.771
ng Fault at 
100
th =
794
 Bu
15) (V
.455
Volta
(V
s
10001
10006
10007
10009
080
000
543
609
0.649
0.622
0.087
0.000
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tripping at the fault instant have not tripped yet. As the fault continues the voltage can 
depress further leading to the tripping of more wind farms. This can be seen in the case of the 
wind farm at bus 10009 for a fault at bus 10018. The voltage at the instant of fault for this 
wind farm is above the tripping threshold, however at around Zone 1 clearing time of 5 
cycles, the voltage seen by this wind farm is below the tripping threshold and hence the 
tripping of this wind farm is initiated. From Table 3.3 it can be concluded that by the end of 
Zone 1 fault clearing period, there are 6 bus fault events that can initiate the simultaneous 
tripping of three wind farms in the area. 
Table  3.3 Voltages during fault at wind farm buses at zone 1 clearing time. 
10006 10009 8 01
(Vth = ) (Vth = 0.3 (V = 0.7) (V = 0.75)
1 10004 41 0.706 0.300
2 10002 61 0.625 0.000
3 10001 61 0.625 0.000
4 10006 00 0.604 0.098
5 10007 66 0.162 0.514
6 10009 31 0.264 0.573
7 10010 92 0.514 0.718
8 10012 90 0.680 0.804
9 10015 35 0.611 0.749
10 10018 83 0.000 0.620
Event 
No.
Fault at 
Bus
Voltage During Fault at Wi Farm Bus
1001
th 
nd 
100
th  0.15
0.3
0.0
0.0
0.0
0.4
0.5
0.6
0.7
0.7
0.5
)
0.685
0.588
0.588
0.565
0.071
0.000
0.367
0.614
0.567
0.282  
The wind farms at bus 10009 and 10001 are sensitive to Zone 2 type of fault and 
hence are susceptible to tripping due to a sustained low voltage for a fault even further from 
the wind farms. Due to a change in the topology of the network during a Zone 2 fault 
clearing process, separate calculation needs to be performed for the Zone 2 fault at a local 
bus side and at a remote bus side of a line. Table 3.4 shows that the Zone 2 fault will cause 
wind farm at bus 10009 to trip for a local fault on line 10001 – 10002 and a remote fault on 
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the lines 10006 – 10002 and 10010 – 10012. This wind farm would have survived if the fault 
were to be cleared in Zone 1 time setting.  
Table  3.4  Voltages during fault at wind farm buses at zone 2 clearing time. 
 
From To Local Fault Remote Fault Local Fault Remote Fault
1 10004 10002 0.732 0.973 0.324 0.971
2 10001 10002 0.588 1.000 1.000 0.000
3 10006 10002 0.962 0.614 0.101 0.976
4 10006 10007 0.588 0.980 0.976 0.544
5 10007 10009 0.080 0.903 0.965 0.584
6 10010 10009 0.406 0.940 0.753 0.963
7 10010 10012 0.965 0.684 0.975 0.864
8 10015 10012 0.734 0.869 0.882 0.915
9 10018 10007 0.339 0.824 0.658 0.901
Event 
No.
Line Voltage During Fault at Wind Farm Bus10009 (Vth1=0.7) 10001 (Vth1=0.85)
 
The results presented in Tables 3.2-3.4 have been validated by simulation with the 
commercially available ASPEN Oneliner software. Voltages at the instant of fault are within 
1% and voltages at Zone 1 and Zone 2 clearing time are within 2% of the values obtained 
from ASPEN Onliner.  
3.6.2  Calculation of Exposed Section of Line for Zone 1 and Zone 2 
Fault 
Table 3.5 presents the exposed section of the lines for which each of the four wind 
farms are susceptible to tripping in a Zone 1 time. The calculation of exposed area facilitates 
to determine the mutual exclusive tripping events of the wind farms for the worst case fault. 
For a fault in the line 10006 – 10007, the wind farm at bus 10006 is tripped if the fault is 
within the first 20% of the line length, while wind farm 10009 is tripped if the fault is within 
the last 27% of the line length showing the fact that the tripping of these wind farms are 
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mutually exclusive. The other two wind farms at bus 10018 and 10001 are tripped for fault 
anywhere in the line. If one relies on bus fault results, then a fault in the line 10006 – 10007 
might require consideration for all the tripping of all the four wind farms. This is because for 
a fault at bus 10006 the voltage at wind farm bus 10006 and 10018 is below the 
instantaneous tripping threshold and the voltage at wind farm bus 10001 is below the delayed 
tripping threshold. For a fault at bus 10007 the voltage at wind bus 10009 is below the 
instantaneous tripping threshold. 
Table  3.5  Exposed line section at zone 1 clearing time. 
10006 10009 10018 10001
From To (Vth=0.15) (Vth=0.3) (Vth=0.7) (Vth=0.75)
1 10004 10002 0.77 < λ < 1 0 0.25 < λ < 1 0 < λ < 1
2 10001 10002 0 < λ < 1 0 0 < λ < 1 0 < λ < 1
3 10006 10002 0 < λ < 1 0 0 < λ < 1 0 < λ < 1
4 10006 10007 0 < λ < 0.2 0.73 < λ < 1 0 < λ < 1 0 < λ < 1
5 10007 10009 0 0 < λ < 1 0 < λ < 1 0 < λ < 1
6 10010 10009 0 0.29 < λ < 1 0 < λ < 1 0 < λ < 1
7 10010 10012 0 0 0 < λ < 1 0 < λ < 0.16
Event 
No.
Line Exposed Line Section for Wind Farm at Bus
8 10015 10012 0 0 0 < λ < 1 0
9 10018 10007 0 0 < λ < 1 0 < λ < 1 0 < λ < 1  
Table  3.6  Exposed line section at zone 2 clearing time. 
From To Local Fault Remote Fault Local Fault Remote Fault
1 10004 10002 0 0 0 < λ < 0.2 0
2 10001 10002 0 < λ < 0.2 0 0 0.8 < λ < 1
3 10006 10002 0 0.8 < λ < 1 0 < λ < 0.2 0
4 10006 10007 0 < λ < 0.2 0 0 0.8 < λ < 1
5 10007 10009 0 < λ < 0.2 0 0 0.8 < λ < 1
6 10010 10009 0 < λ < 0.2 0 0 < λ < 0.2 0
7 10010 10012 0 0.8 < λ < 1 0 0.83 < λ < 1
8 10015 10012 0 0 0 0
9 10018 10007 0 < λ < 0.2 0 0 < λ < 0.2 0
Exposed Line Section for Wind Farm at BusLineEvent  
No. 10009 (Vth1=0.7) 10001 (Vth1=0.85)
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Table 3.6 shows the exposed area calculated for a Zone 2 type of fault on a local side 
and a remote side of the lines. Since the line end faults are only cleared in Zone 2 time setting 
in a line with step distance projection scheme, a low voltage condition can persist for a 
longer duration causing some more wind farms to trip. For example, the wind farm at bus 
10009 can survive the Zone 1 fault in line 10001-10002, 10006-10002 and 10010-10012 but 
it will be tripped for the Zone 2 fault on the local side, remote side and remote side 
respectively on those lines.  
In order to validate the proposed method to find the critical distance, the voltage 
during a fault at all the wind farms is plotted with changing fault positions along the line. The 
intersection of the threshold voltage and the voltage curve gives the exact exposed area, 
which can be compared against the calculated critical distance by analytical method given in 
Tables 3.5 and 3.6. Results that show the voltage at bus 10009 for a fault along line 10006-
10007, are given in Figure 3.6.  
When the exact exposed area calculated from Figure 3.6 is compared with that from 
Tables 3.5 and 3.6, it was found that the results are within 5%. This was found to be true for 
the faults on all the lines in the MidAmerican test system. 
ASPEN Oneliner does not have features to calculate the critical distances and 
exposed areas for validation of the results obtained by the proposed method. However, it is 
able to calculate voltages during a fault for a maximum of 99 intermediate points along a 
line. The software has an inherent maximum error of 1% in measuring the exposed line 
section area. When exposed areas calculated with ASPEN are compared with those from 
Tables 3.5-3.6, the results are found to be within 5%. 
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Figure 3.6.  Voltage at wind farm bus 10009 and the corresponding critical distances at 
fault instant (Vf), at zone 1 clearing time (Vz1), zone 2 fault at local bus (Vz2L) and zone 2 
fault at remote bus (Vz2R) 
The proposed method of calculating the critical distance also makes it possible to 
identify the vulnerable regions and critical lines from the wind farm tripping point of view. In 
Figure 3.5 the area of vulnerability for Zone 1 and Zone 2 fault for the four wind farms in the 
study case is shown. Any fault in the overlapping region will cause the respective wind farm 
to trip.  
Table 3.7 shows the summary of wind farm tripping for a three phase fault in various 
lines. This shows whether a wind farm will trip or not for a worst case line fault and whether 
the initiation of tripping is due to a Zone 1 or a Zone 2 fault. In summary there are 7 lines 
that can trip three wind farms simultaneously given the fault is Zone 1 and there are 3 lines 
that can cause tripping of all 4 wind farms in the area given the fault is of Zone 2 type.  
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Table  3.7  Summary of wind farm tripping result for zone 1 and zone 2 faults.  
10006 10009 10018 10001
From To 200 MW 183 MW 112.5 MW 81 MW
1 10004 10002 Z1 0 Z1 Z1 3 3 393.5 393.5
2 10001 10002 Z1 Z2 Z1 Z1 3 4 393.5 576.5
576.5
576.5
376.5
376.5
376.5
112.5
376.5
Maximum MW Loss
Zone 1 
Fault
Zone 2 
Fault
Zone 1 
Fault
Zone 2 
Fault
Event 
No.
Fault in Line Tripping Status of Wind Farm at Bus No. of Wind Tripping
 
3 10006 10002 Z1 Z2 Z1 Z1 3 4 393.5
4 10006 10007 Z1 Z2 Z1 Z1 3 4 393.5
5 10007 10009 0 Z1 Z1 Z1 3 3 376.5
6 10010 10009 0 Z1 Z1 Z1 3 3 376.5
7 10010 10012 0 Z2 Z1 Z2 1 3 112.5
8 10015 10012 0 0 Z1 0 1 1 112.5
9 10018 10007 0 Z1 Z1 Z1 3 3 376.5
Z1 - Trip for Zone 1 fault, Z2 - Trip for Zone 2 fault, 0 - Does not trip
3.6.3  Application in Static Security Assessment  
The N−1 static security assessment considers the outage of power system element one 
at a time and calculates the potential overload and voltage violations for each contingency. A 
selected set of contingencies with higher performance index values are analyzed using 
detailed power flow solution to determine the severity [55]-[56]. For a power system with a 
significant number of wind farms with protection schemes that employ different thresholds 
for under-voltage tripping, an N−1 outage due to a fault can lead to tripping of a large 
number of wind farms in the neighborhood. In such circumstance it is essential to identify the 
tripping status of these turbines during the contingency evaluation procedure to accurately 
access the severity of the contingency and consequent system problems. The methodology 
proposed in the chapter can be used to determine the tripping of wind farms for the worst 
case line fault condition and can be a part of the contingency analysis program. The main 
idea is to let the system operator know about the severity of the contingency which allows 
them to take appropriate control actions in the timely manner.  
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For some system conditions (e.g. like low load and high wind period) the loss of wind 
farms for some line fault can constitute the largest system contingency for which the system 
operator might have to acquire additional reserve. This is vital for the reliable operation of 
the power system. 
3.6.4  Improved Line Protection Scheme to Limit the Wind Farm Tripping  
In a system with wind farms that are susceptible to Zone 2 type of faults, the tripping 
of these wind farms can be avoided by implementing the communication assisted pilot 
protection scheme [42]. There are different variations of the pilot protection scheme and a 
choice of particular scheme depends on the utility practices. However utilities tend to prefer 
permissive overreaching transfer trip (POTT) and directional comparison blocking (DCB) 
schemes [57]. The utility system used to validate this research also uses POTT scheme for 
high speed tripping of their high and extra-high voltage lines. Therefore this chapter 
recommends the use of POTT scheme to limit the tripping of wind farms for the test system. 
Use of POTT scheme is recommended in the lines 10006-10002 and 10006-10007 as a fault 
in these lines will lead to tripping of all the four wind farms in the area. Use of POTT scheme 
in this case will prevent the tripping of wind farm at bus 10009 which has a nameplate 
capacity of 183 MW. So for a worst case line fault the maximum loss of wind farm capacity 
can be reduced from 576.5 MW to 393.5 MW. Additionally, POTT scheme is also 
recommended for line 10010-10012 as it can save the tripping of wind farms at bus 10009 
and 10001 for fault in this line. Figure 3.7 shows the schematic of POTT scheme and the 
operational logic. 
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Figure 3.7.  Permissive Overreaching Transfer Trip Scheme 
POTT scheme uses the overreaching Zone 2 element (Zone 2A and Zone 2B) to 
detect the fault and to transmit (TX) a permissive trip signal. For internal fault both the 
overreaching Zone 2 element will operate and provide one input to the comparator (AND 
logic) and at the same time transmit the permissive trip signal. The breaker trips when it 
receives (RX) the permissive trip signal provided that its Zone 2 element is detecting a fault. 
This provides a high speed simultaneous tripping of breaker at the both ends, which is also 
the main requirement in this case. For external faults, only one overreaching Zone 2 element 
will operate and hence the tripping will not be initiated at either end.    
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CHAPTER 4.  WIND POWER FORECAST UNCERTAINTY IN 
STEADY STATE SECURITY ASSESSMENT 
4.1  Steady-State Security Assessment 
Steady-state security assessment is one of the most important functions in power 
system operation. Security as defined by NERC “is the ability of the bulk power electric 
system to withstand sudden disturbances such as electric short circuits or unanticipated loss 
of system components” [58]. The power system is considered secure if, following a 
contingency, the system is stable with no violation in steady-state performance criteria with 
respect to branch loading, bus voltage, and cascading. The NERC operations planning 
standard requires that each balancing authority and transmission operator plan for a minimum 
of N−1 contingency [59]. Traditionally, the function of security assessment is based on 
deterministic criteria, where a range of operating conditions is selected (load and generation 
pattern) and an assessment is performed for each contingency from among a list of probable 
contingencies [60]. The list of probable contingencies may include N−G−1 (overlapping line 
and generator outage), N−1−1 (trip maintenance) contingency and stuck breaker contingency 
in addition to N−1 contingency (single branch or single generator outage).  
Power systems are constantly subjected to disturbances mainly due to random 
variations in load and/or random component outages. Probabilistic techniques to handle these 
uncertainties have been proposed in the past, but their applications have largely been limited 
to planning studies [60]. The uncertainty in load is small due to the high accuracy of load 
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forecasting [61]. For operational studies, operators still tend to prefer a deterministic 
approach [60]. 
4.2  Need for Probabilistic Security Assessment  
With large-scale integration of wind power into the power system, the operation of 
the power system has been subjected to a greater level of uncertainty. Unlike load forecast 
which has the mean absolute error (MAE) in the range of 2% - 3% of forecasted load, the 
day-ahead forecast of wind power has the typical MAE in the range of 14% - 22% of the 
installed capacity [61]-[63]. MAE in day-ahead wind power forecasting in terms of the actual 
production can be higher than 50% for the next day forecast [62]. Uncertainty of this scale is 
difficult to analyze under a deterministic framework in a system with large-scale penetration 
of wind power. Handling a high level of uncertainty is becoming more challenging to the 
system operator, who has the responsibility to ensure security of the system and that all 
national, regional and local reliability requirements are met. Therefore, there is an 
opportunity for the probabilistic method to incorporate uncertainties in wind power forecast 
for operational planning. The method will be helpful for system operators to understand the 
expected state of the near future operating conditions and initiate preventive control actions 
ahead of time.  
In this context, the purpose of the research presented in this chapter is to develop a 
new probabilistic method to incorporate the uncertainty in wind power forecast while 
preserving the already established deterministic contingency analysis. A probabilistic method 
allows for the quantification of the uncertainty in the input variables. It also provides an 
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estimated level of confidence in the results. The intended application is for steady-state 
security assessment in a day-ahead time frame.  
The main issue that is addressed by this research is this: Given a day-ahead forecast 
of wind power and load, scheduled dispatch of conventional power plants, and the planned 
outages, is the system secure for uncertainties caused by wind under the base case and 
credible contingency cases? For the purpose of this dissertation, security is limited to steady-
state security where the intent is to observe transmission line loading, bus voltages and 
potential cascading modes.  
4.3  A Probabilistic Method to Include Wind Power Forecast 
Uncertainty in Steady-State Security Assessment 
4.3.1  Data Source and Assumptions 
The wind power production data and the corresponding forecast data for the 
following eight wind farms in MEC system is obtained from [64]. The data corresponds to 
the year 2005. It is assumed that the statistical characteristics of the wind remain the same for 
the study year 2009. 
Table 4.1 shows the list of wind farms in the MidAmerican control area used in the 
study along with the forecasted and observed capacity for three different hours for a 
particular day in the history. These three hours represent the three different wind scenarios 
that are to be analyzed.  
The maximum wind generation scenario is represented by hour 05 with a total 
forecasted generation of 954 MW and for which the aggregate forecast error is small. The 
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case of under-forecast is represented by hour 09, where a total of 626 MW was forecasted 
and this hour corresponds to maximum positive forecast error for that day. The case of over-
forecast is represented by hour 14, where a total of 465 MW was forecasted while the actual 
observed power for that hour was only 170 MW. The peak load for that day was hour 16 and 
the load at hours 05, 09 and 14 were 61.3%, 79% and 94.4% of the peak load respectively. 
Table  4.1  List of wind farm in MEC system along with the forecasted and observed 
wind power output [64]. 
S.N. Wind Farm 
Capacity 
(MW) 
Hour 05 (MW) Hour 09 (MW) Hour 14 (MW) 
Forecast Observed Forecast Observed Forecast Observed 
1 Wind 1 174.8 119 137 66 149 141 100 
2 Wind 2 99 41 87 47 87 60 10 
3 Wind 3 256.5 234 183 162 183 75 1 
4 Wind 4 75 60 65 36 58 23 24 
5 Wind 5 200 182 143 92 117 51 16 
6 Wind 6 175.5 138 144 90 125 17 0 
7 Wind 7 112.5 83 80 67 74 34 0 
8 Wind 8 150 96 121 67 136 65 18 
 
4.3.2  Method for Security Assessment 
Figure 4.1 shows the proposed framework for probabilistic steady-state security 
assessment incorporating uncertainty in wind power forecasting. The heart of this approach is 
the modeling of uncertainty by means of a probability distribution function of the historical 
forecast errors and the statistical sampling from the distribution by means of the Latin 
hypercube sampling (LHS) method. The method also considers the correlation of forecast 
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errors between wind farms and the truncation of a probability distribution function due to the 
bounded nature of the wind power output. Details of the proposed method are described in 
the following sections. 
 
Figure 4.1.  Method for probabilistic steady-state security assessment 
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4.3.3  Day-Ahead Wind Power Forecast 
A typical wind power forecasting tool provides an hourly average wind power 
forecast at least a day before, so that the information can be used in unit scheduling and 
security assessment. Various models and methods have been used to forecast wind speed and 
power. The suitability and accuracy of a particular model depends on the time frame of 
interest. For hour-ahead, the persistence forecast are considered to perform relatively well, 
although Artificial Neural Network (ANN) based methods have been proposed in the 
literature to improve the performance. For forecasting in the range of two to six hours 
statistical and artificial intelligence based method can be used. Forecasting for more than six 
hours should be based on a physical model.  
Broadly there are two models for forecasting wind speed and thus wind power. The 
first one is the “physical model” that requires details of wind farm sites and surroundings and 
is computationally intensive [65]. The second one is the “statistical model” that makes use of 
the advanced statistical tools and/or intelligent systems. They do, however, need extensive 
historical data to determine the coefficients describing the complex relationships between the 
input atmospheric variables and the output projected wind speed. The state of the art in wind 
forecasting employs both the sophisticated physics-based atmospheric model and the 
adaptive statistical model for the long-term and short-term forecast of wind [66], [67]. Both 
the physical and statistical models are initialized with weather data from national/regional 
weather services. The regional weather services run the regional numerical models based on 
laws of physics to predict weather variables in a time frame ranging from six hours to a few 
days. In Table 4.2, a summary of the wind forecasting tools available around the world is 
presented along with the reported accuracy where available.  
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Table  4.2  Comparison of different wind power forecasting tools. 
Name Method Input 
Data 
Model Used MAE % of 
Rated 
Capacity 
Application/Testing 
Applied 
Modelling - 
WEFS 
Physical & 
Statistical 
NWP & 
Real-time 
MM5, WRF 16.4% @ Southwest Mesa-Texas 
TrueWind- 
eWind  
Physical,  
Statistical, 
& Ensemble 
NWP & 
Real-time 
MASS, 
FOREWIND, 
MM5, WRF 
COAMPS,  
OMEGA 
17.5% 
 
13.8% 
 
17.9% 
@ Southwest Mesa-Texas 
 
@Almont pass-California 
 
@San Gorgonio Pass-
California 
Riso -
Prediktor 
Physical NWP WAsP, 
PARK 
19% 
 
14.4% 
 
21.7% 
@ Southwest Mesa-Texas 
 
@Almont pass-California 
 
@San Gorgonio Pass-
California 
3Tier Physical & 
Statistical 
NWP & 
Real-time 
Mesoscale NWP, 
ANN 
  
WindLogics Physical,  
Statistical & 
Ensemble 
NWP & 
Real-time 
State of the art 
physical, 
statistical, and 
learning model 
  
WPPT 
 
Statistical NWP & 
Real-time 
Auto-Regressive 
with eXogeneous 
inputs 
  
ISET ANN NWP & 
Real-time 
ANN   
ANEMOS Physical, 
Statistical, 
& Ensemble 
NWP & 
Real-time 
Combination of 
PREDICTOR, 
WPPT, AWPPS, 
LocalPred, 
Previento 
  
WEFS: The wind energy forecasting system (WEFS) was developed by AMI 
Environmental. The model consists of a mesoscale model, a diagnostic wind model, an 
adaptive statistical model, and the forecast access by users.  
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NWP: Numerical weather prediction (NWP) takes the current weather conditions as 
the input into the mathematical model of the atmosphere in order to forecast the weather 
variables such as wind speed, direction, temperature, humidity, etc. 
MM5: A fifth-generation mesoscale model (MM5) is a limited-area, nonhydrostatic, 
terrain-following sigma-coordinate model designed to simulate or predict mesoscale 
atmospheric circulation.  
WRF: The weather research and forecast (WRF) model is a mesoscale numerical 
weather prediction system. 
MASS: The mesoscale atmospheric simulation system (MASS) is a limited area 
model originally developed by Meso Inc. to simulate the atmospheric flows at the mesoscale 
level. 
FOREWIND: FOREWIND is a sophisticated boundary layer model that runs at high 
horizontal resolution over small regions to simulate local winds. This model is still under 
development and currently produces experimental simulations daily. 
COAMPS: The coupled ocean/atmosphere mesoscale prediction system (COAMPS) 
is a weather forecasting model developed by the Naval Research Laboratory. 
OMEGA: The operational multiscale environment model with grid adaptivity 
(OMEGA) is a multiscale atmospheric simulation system for advanced, high-resolution 
weather forecasting, developed by the Center for Atmospheric Physics. 
PREDIKTOR: PREDIKTOR is a wind power output prediction system developed 
by the meterology research program at the Riso National Laboratory. 
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WAsP: The wind atlas analysis and application program (WAsP) is a program 
for predicting wind speed and power production from wind turbines and wind farms based on 
data measured at stations in the same region. 
PARK: This is the wind farm array layout and energy production estimation (PARK) 
model implemented within PREDIKTOR. 
ANN: This refers to the artificial neural network. 
WPPT: The wind power production tool (WPPT) is a tool for short-term predictions 
of the wind power production. 
ISET: The Institut fur Solare Energieversorgungstechnik (ISET) developed a short-
term wind forecasting tool using a neural network called the advanced wind power prediction 
tool (AWPPT). 
ANEMOS: ANEMOS is the name of the project (“Development of a Next 
Generation Wind Resource Forecasting System for Large-Scale Integration of Onshore and 
Offshore Wind Farms”) that started in 2002 and was funded by the European Commission 
with 22 partners from seven countries. The objective of the project is to develop advanced 
forecasting models that will outperform current methods. The project has come up with the 
advanced forecasting tool that has now been implemented by the system operators of 
member countries. The tool is also being commercialized, and a recent example is its 
implementation in Australia. 
LOCALPRED: LOCALPRED is a short-term wind power forecasting tool 
developed by the National Renewable Energy Center in Spain. 
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PREVIENTO: PREVIENTO is a wind power output prediction system developed by 
the wind energy research group at the University of Oldenburg in cooperation with the Riso 
National Laboratory in Denmark. 
 
The proposed method assumes that a wind power forecasting system, similar to the 
one in Table 4.2, will be in place that provides the hourly average wind power forecast for 
each wind farm on a day-ahead basis, at least 12 hours before the beginning of the first hour. 
There are other factors that determine when and how the forecasts should be available, 
depending on the individual balancing area scheduling and dispatch process, market rules 
and gate closure time.  
Let be the hourly average wind power forecast for  wind farm for hour  
produced by the forecasting tool. 
k
tP
∧
thk t
4.3.4  Modeling Forecast Uncertainty based on Historical Forecast Error 
As shown in Table 4.2, there is a high level of uncertainty in day-ahead wind power 
forecast for which the MAE as a percentage of rated capacity ranges from 13.8% to 21.7% 
for wind farms in California. This is very large when compared with the load forecast error. 
The uncertainty can be modeled with the probability density function based upon historical 
data with the assumption that the statistics of error is stationary. The wind power forecast 
error can be considered as normally distributed and the same assumption has been used for 
modeling uncertainty in the work presented in this chapter [38], [39], [68], [69]. However, a 
study from wind farms in Germany has shown non-normal characteristics of wind power 
forecast error [70].   
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For each wind farm location, at least one year of historical hourly averaged measured 
wind power and the forecasted wind power data are collected to form an error distribution. 
 The forecast error is defined as: 
  (4.1) 
^
:k k kt t tP Pε
∧
= −
k
twhere P  and  are the historical measured and forecasted power output of k  wind farm 
at hour .  
^
k
tP
th
t
^
k
From the data set of the historical forecast error the main statistical characteristics 
such as the type of distribution, its mean and the standard deviation can be calculated for 
each wind farm. Let μ  be the mean and 
^
kσ  be the standard deviation of forecast error of  
wind farm. The probability distribution function of the forecast error is assumed to be 
normal. Figure 4.2 shows the probability distribution function and the test statistics of two of 
the wind farms used in the study. The plot and the moments were obtained using the JMP 
statistical software. 
thk
 
Figure 4.2.  Probability density function of the forecast error of the power production 
and the normal fit 
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4.3.4.1  Truncated Normal Distribution of Forecast Error 
The physical capacity limitation of the wind power plant will impose a bound on the 
error distribution which has to be considered for accurate modeling of uncertainty. This can 
be accommodated by the use of a truncated normal distribution. A truncated normal 
distribution is a normal distribution that is restricted within a finite range. The bound on error 
distribution for each wind farm will be different for different forecast hours. The bound on 
the normal distribution can be determined from the following equations: 
At any instant in time, the output of the wind farm should be between its maximum 
and minimum limits:  
 0
kk
tP P≤ ≤  (4.2) 
 0
kk k
t tP Pε
∧ ∧
≤ + ≤  (4.3) 
 
kk k k
t t tP P Pε
∧ ∧ ∧
− ≤ ≤ −
k
t
 (4.4) 
where P , 
k
P kt, and ε
∧
thk
thk t
 are the actual power output of  wind farm at hour t , rated capacity 
of  wind farm and the forecast error at hour . It is likely that for some very high wind 
speed condition the wind turbine protection system operates to shut down the turbine. For 
such a condition the equation (4.2) will not hold true. However, the analysis of one year of 10 
minute average wind speed data for the eight wind farms in MEC system did not show a 
single incident of high speed wind turbine tripping. So, considering the very low probability 
of wind turbine tripping for very high wind speed condition the analysis presented in this 
section is based on the assumption that the power output from wind farm can be bounded 
between minimum and maximum as given by equation (4.2).  
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If  and  is the maximum and minimum bound on the forecast error 
distribution, respectively, then: 
max,k
ε∧
min,k
ε∧
min,k
k
tPε 
∧∧ ≥ −  (4.5) 
 
max,k
k k
tP Pε
∧∧ ≤ −  (4.6) 
Equation (4.7) shows the representation of truncated normal distribution in terms of 
the parent normal distribution.  
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where μ∧ k and σ∧ min,kε∧
max,k
ε∧
 are the mean and standard deviation of parent normal distribution,  
and  the lower and upper truncation points, and φ  and Φ  are the probability density 
function and cumulative distribution function for the normal distribution. 
 
Figure 4.3.  Truncated normal distribution of forecast error 
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4.3.4.2  Correlation of Forecast Errors 
Correlation is a measure of stochastic dependence among the system inputs. In a 
simple random sampling technique, such as Monte Carlo, input parameters are generally 
considered to be independent. The results from such a simulation may underestimate the risks 
that stochastic inputs present to the system [75].  
Wind speed and wind power forecast errors between wind farms, which are the 
system inputs in the method proposed in this dissertation, can be correlated [72]-[73]. The 
correlation represents additional complexity to the problem which needs to be modeled in the 
stochastic simulation. 
An analysis of eight wind farms in Iowa shows correlation in the day-ahead wind 
power forecast error [64]. Table 4.3 shows the correlation matrix computed using Spearman 
rank correlation formula [74]. 
Table  4.3  Correlation coefficient of forecast error between wind farms in MEC system. 
 Wind 1 Wind 2 Wind 3 Wind 4 Wind 5 Wind 6 Wind 7 Wind 8
Wind 1 1 0.434 0.365 0.259 0.366 0.336 0.310 0.384
Wind 2 0.434 1 0.429 0.273 0.386 0.439 0.417 0.493
Wind 3 0.365 0.429 1 0.333 0.444 0.453 0.447 0.402
Wind 4 0.259 0.273 0.333 1 0.422 0.274 0.273 0.268
Wind 5 0.366 0.386 0.444 0.422 1 0.347 0.352 0.360
Wind 6 0.336 0.439 0.453 0.274 0.347 1 0.438 0.413
Wind 7 0.310 0.417 0.447 0.273 0.352 0.438 1 0.375
Wind 8 0.384 0.493 0.402 0.268 0.360 0.413 0.375 1
 
In the course of analysis, it is found that the forecast error correlation is stronger at 
certain hours of the day (Figure 4.4). This provides a basis to propose a correlation matrix 
based on the hours of a day, instead of one aggregate correlation matrix. As a result, an 
hourly correlation matrix is constructed for each hour of the day. As shown in Figure 4.4 the 
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correlation of forecast errors between wind farms 1 and 2 is strongest from 11 am to 1 pm 
with a correlation coefficient of around 0.55 and is much larger than the aggregate 
correlation coefficient of 0.434. 
 
Figure 4.4.  Hourly correlation coefficient of forecast error 
To construct an hourly correlation matrix, the historical forecast error data are first 
grouped based on the hour of the day and then Spearman rank correlation matrix is 
constructed for each group. Spearman rank correlation is a non-parametric measure of 
correlation and is calculated based on equation (4.8).  
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where ix  and  are the rank of the data series  and Y  of which the correlation needs to be 
calculated, n is the total number of data is the series and 
iy iX i
ρ  is the Spearman rank correlation 
coefficient. 
4.3.5  Latin Hypercube Sampling with Correlation 
The statistical sampling techniques, e.g., Monte Carlo (MC) method, have been 
widely used in the study of uncertainty in complex engineering models. The MC requires the 
repeated random sampling of the entire input parameter space and is computationally 
expensive. LHS is one of the variations of MC sampling that requires less model runs and 
hence is considered to be very efficient [75], [76]. In LHS, each marginal distribution is 
divided into N intervals of equal probability. An interval is selected randomly without 
repetition from each of the marginal distributions. An input vector is generated by randomly 
drawing one value from each of the selected intervals. The input vector is used to run the 
deterministic model. This process is then repeated N times. Since the method uses the 
probabilistic selection criteria, each of the outcome variables can be represented by the 
distribution function computed after N model runs. The results can be analyzed under the 
statistical framework [75].  
The LHS technique is considered to be the most efficient technique for estimating 
mean and the population cumulative distribution function [76], [77]. In comparison to MC 
sampling, the LHS technique requires a significantly lower number of samples (model runs) 
to obtain statistically significant results. LHS can reduce the number of model runs by a 
factor of 10. Handcock shows that a LHS scheme with 108 simulations can achieve similar 
results as those obtained from simple random sampling with 7,700 simulations [78].  
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The proposed method to include uncertainty in wind power forecast using the LHS 
method consists of the following six basic steps: 
4.3.5.1  Probability Distribution Function for Input Parameter 
The first step in the LHS method is to define the probability distribution function of 
the input parameters. Uncertain parameters of interest for steady-state security assessment are 
the forecast errors of the eight wind farms in the considered test system. In this study the 
uncertainty in load forecast is not considered, however it can be easily incorporated if the bus 
load forecast data is available. A probability distribution function is assigned to each of these 
uncertain parameters with calculated mean and standard deviation from historical data.  
Table  4.4  Parameters for distribution function. 
Parameter Distribution Function Mean 
Standard 
Deviation Minimum Maximum 
1
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4.3.5.2  Number of LHS Simulation (N) 
In LHS, the number of random samples N has to be specified prior to the start of the 
simulation. The right value of N is difficult to determine as there is no formula to determine 
its value. A large number of samples are always better but at the same time it takes a lot of 
computation time for complex non-linear systems. In contrast, a small number of samples 
may not accurately capture the statistical characteristics of outcome variables. More 
specifically it depends on the specific model and the number of random variables in the 
model.  
In order to determine the sample size for a power flow case with eight random 
variables, a number of tests with varying sample sizes have been performed. Since the 
random output variables for the study are the power flows on all lines and voltages at all 
buses, the mean and the standard deviation of power flows and bus voltages are compared 
with the true mean. An average of the two run of 5000 random Monte Carlo simulation is 
considered a true mean in the study. The following indices are defined to compare the 
accuracy of LHS [79]:  
 100 (%)
x x
x MCS LHS
x
MCS
μ
μ με μ
−= ×  (4.10) 
 
 100 (%)
x x
x MCS LHS
x
MCS
σ
σ σε σ
−= ×
x
 (4.11) 
 
where MCSμ  and xMCSσ
x
LHS
 are the mean and the standard deviation obtained from Monte Carlo 
simulation, μ  and  are the mean and standard deviation calculated from the LHS and xLHSσ
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x is the output random variable which is the flow on each line and voltage at each bus. The 
mean of Xxμε  and xσε   ∀ x X∈ , defined as Xμε  and σε , is taken as a measure to calculate the 
accuracy of LHS for different sample size. 
For the case study presented in this chapter, the number of LHS sample N is taken as 
200. 
Table  4.5  Comparison of average error of output random variables for different 
sample sizes. 
Average 
Error 
Indices 
LHS Sample Size N 
100 200 300 400 1000 2000 
V
με  0.001187 0.001253 0.001148 0.001183 0.001172 0.001175 
flowP
μ  0.060639 0.063454 0.055508 0.054341 0.047362 0.050740 ε
 2.220960 1.743337 1.300703 1.146336 0.948093 0.964750 
V
σε
flowP
σ  1.081045 0.759657 0.694543 0.544901 0.393937 0.344020 ε
 
4.3.5.3  LHS Table 
For LHS sampling the range of each variable is divided into N equi-probable 
intervals. From each interval of the first variable, one value is selected at random based on 
the probability density of the interval. So, from N intervals N values are obtained for the first 
variable. These N values from the first variable are then paired in a random manner with the 
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N values of the second variable. The process is repeated for all the K variables to form an 
N*K table of samples [76]. In the current work the restricted pairing method is used to induce 
correlation as described in the next section. 
4.3.5.4  Inducing Correlation Using Iman and Conover Method 
Iman and Conover developed a method to induce correlation during the sampling 
process [80]. The method is based on the ranks of the variables instead of the values of the 
variables as mentioned in section 4.3.5.3. The Iman and Conover method takes two sets of 
inputs, one is the marginal distribution of the individual variable and the other is the pair 
wise correlation coefficients. With K marginal distributions (from Table 4.4) and a K*K 
Spearman rank correlation matrix (from Table 4.3), the method generates N correlated 
samples for K variables in an N*K table. This is an established method and the algorithm can 
be found in the original literature [80]. 
 A 200*8 matrix of the LHS forecast error samples is generated to run the power 
system model. 
4.3.6  Perform N Deterministic Power Flow Simulation 
The steady-state security assessment is concerned with running the power flow for the 
base case and for the probable contingency cases of the power system model, and checking 
the limits (line flow limit, bus voltage limit and cascading) that characterize the steady-state 
security of the system.  
Each sample from the LHS table (which represents one scenario of forecast error) is 
added to the short term forecast of wind power for each of the eight wind farms in the study 
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case. This gives the adjusted power output of the wind farm to be used in the power flow. 
The output of the conventional generators under Automatic Generation Control (AGC) is 
adjusted accordingly in proportion to their current output to compensate for the changes in 
wind power generation in each scenario. For wind farms that are modeled as constant power 
factor machines, the reactive power output is changed in each scenario so as to maintain the 
constant power factor.  
A 22,000 bus network model representing Eastern Interconnection is used in the 
study and PSS/E software is used to run the power flow. LHS samples are generated from the 
software available from the Sandia National Laboratory. The automation of PSS/E is 
achieved by writing code for reading LHS samples, adjusting the output of machines, 
applying contingencies and recording and analyzing the output in Python. For each run the 
program automatically applies all the scenarios (LHS samples) for the base case and for pre-
specified contingencies and the results are stored in Excel for post-processing. 
4.3.7  Uncertainty Analysis for Steady-State Security Assessment 
The uncertainty analysis consists of analyzing the results of N observations of each 
outcome variable. The outcome variables of interest in this work are the overload in 
branches, low voltages at buses and the potential cascading effect. The distribution function 
for the flows on branches and voltages at buses can be characterized by descriptive statistics. 
The chance is small of having all the key input parameters at their extreme in one observation 
of the stochastic simulation. Therefore, the stochastic simulation gives a range of possible 
outcomes rather than the extreme conditions.  
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4.3.7.1  Overload 
For each scenario, any branches for which the flows exceed their normal rating 
(PSS/E RATE A) in the base case and emergency rating (PSS/E RATE B) in a contingency 
case are considered to be overloaded. For all the lines that are overloaded, the probability of 
flows exceeding their limit can be determined. This probability along with the expected flow 
and variance can be used to determine the overload security of the system. 
4.3.7.2  Potential Cascading  
Large-scale integration of wind power has converted many low load areas into high 
generation areas transferring a large amount of power to the load centers that are typically far 
from the wind rich locations. Large power injections in a weak network with limited 
transmission paths to transfer power can increase the chances of cascading as a result of 
some credible contingencies. It is the objective of this study to assess the impact of wind 
power on cascading failures and the consequent risk it possesses due to forecast uncertainty.  
 Cascading is defined by NERC “as the uncontrolled loss of any system facilities or 
load, whether because of thermal overload, voltage collapse, or loss of synchronism, except 
those occurring as a result of fault isolation,” [81]. 
The sources of cascading in the power system can be many [82]: 
• Line tripping due to excessive overload 
• Equipment malfunction (e.g. stuck breaker) 
• Wind generation tripping for sustained low and high voltage 
• Generator tripping due to over-excitation 
• Undesired tripping due to hidden failure 
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A simplified model to represent the first three sources of cascading is presented in 
this chapter, as they can be related to wind power.  
The accurate modeling of cascading requires a detail Energy Management System 
(EMS) model of the network (bus-breaker model) along with the model of the relays and the 
settings. Such information is not readily available in the security assessment software tools 
such as PSS/E which is used by operator for operational planning. Several simplifications are 
made in the study to capture the sequence of cascading event from within the information 
that is available in static analysis tools.  
Line Tripping Due to Excessive Overload 
It is likely that some lines could be overloaded during a major outage scenario to the 
extent that the zone 3 relay sees this overload as a fault and trip the line [82]. For the purpose 
of this study, any flow above 130% of the line rating is taken as excessive overload and is 
considered to be tripped by the operation of the protection scheme [83]. Cascading have also 
been simulated by setting a threshold limit of 100% of the line capacity by some researchers 
[84]-[85]. 
To simulate cascading, the power flow is run for each LHS sample and for each 
contingency in the list. For each scenario where loading of any line is more than 130% of the 
line thermal rating, they are removed and power flow is re-run. The process of removing the 
line with an excessive flow is continued until one of the following conditions is met:  
(a) the power flow diverges (indicating inoperable system condition),  
(b) there are no excessive overloads in the system,  
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(c) number of power flow iterations exceeds the preset limit (indicating power flow 
case did not converge).  
The probability that the flow exceeds 130% from the flow distribution gives a 
measure of cascading in the system. 
Figure 4.5 shows the process of simulating cascading in different tiers [84]. 
 
Figure 4.5.  Sequential line tripping for cascading outage simulation 
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Stuck Breaker Contingency 
For the purpose of this study, the stuck breaker contingency is modeled assuming an 
overlapping zone of protection. Under this assumption, if a breaker fails to operate for a fault 
within its zone of protection, the backup protection will operate to clear the fault. In stead-
state this is equivalent to a bus fault, where the bus is isolated by the operation of all the 
breakers connected to the bus. Except for the terminal bus, all stuck breaker contingencies 
will lead to an opening of at least two branches and a bus. Therefore the consequences of a 
stuck breaker contingency can be high and need to be modeled to check if it can lead to 
cascading failure during system operation. 
A fault in line L1 in Figure 4.6 is normally cleared by a primary protection scheme, 
which operates circuit breaker A and B to clear the fault. However, if circuit breaker B is 
stuck, then the backup protection scheme operates to clear the fault by opening circuit 
breaker C and D as shown in Figure 4.7. This leads to a scenario where the bus number 2 is 
isolated from the system with the loss of three transmission lines. 
 
 
Figure 4.6.  A simple network to demonstrate a stuck breaker contingency 
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Figure 4.7.  Bus isolation due to a stuck breaker contingency 
Wind Generator Tripping Due to High and Low Voltages 
Wind generators are susceptible to sustained low voltage (below 0.9 p.u.) and high 
voltage (above 1.1 p.u.) and are designed to trip if the voltage exceeds this range. For wind 
farms that are power factor controlled, there can be an overvoltage condition following a 
contingency which can consequently trip the wind turbines from the system. Such a condition 
also represents cascading and is considered in this study. 
4.3.7.3  Low Voltage 
For each scenario, any buses for which the voltage is less than 0.95 for the base case 
and contingency cases are considered to be affected by the low voltage condition. For all the 
buses that have a low voltage problem, the probability of voltage being less than 0.95 can be 
determined. This probability along with the expected voltage and variance determines the 
low voltage security of the system.  
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4.4  Test System 
The test system used in the study consists of over 22,000 buses, 3,100 generators and 
33,200 branches representing the Eastern Interconnection network. The proposed stochastic 
security assessment methodology is implemented in the MidAmerican Energy Company 
balancing area, which is one of the control areas in the Eastern Interconnection. 
MidAmerican Energy has by now 1284 MW of wind farm in their system which represents a 
penetration of approximately 30% of peak load by the installed capacity [86]. This test case 
is very relevant as it allows the analysis of the increased impact of large-scale integration of 
wind power and the associated forecast uncertainty on system steady-state performance 
criteria as measured by overload, low voltage and cascading.  
4.5  Results and Discussion 
4.5.1  Overload  
Single Line Outage 
In order to emphasize the need and importance of stochastic security assessment, the 
following four cases of deterministic power flow are first simulated for each of the 687 
branch contingencies: 
1. Deterministic power flow with maximum value of wind for all wind farms. 
2. Deterministic power flow with minimum value of wind for all wind farms. 
3. Deterministic power flow with forecasted value of wind for all wind farms. 
4. Deterministic power flow with observed value of wind for all wind farms. 
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For each of the above deterministic power flow, the following three important cases are 
analyzed: 
Case A: Forecasted wind case shows no overload, but actual overload was observed.  
Case B: Forecasted wind case shows overload, but no actual overload was observed. 
Case C: Maximum wind case shows no overload, but actual overload was observed. 
Case A is the most problematic situation for the system operator as the system that 
was considered secure day-ahead based on forecasted wind leads to a security criteria 
violation in real time due to the uncertainty in wind power forecast. This not only leads to 
noncompliance of security criteria, but also gives less flexibility for the system operator to 
manage the overload in real time. 
Case B represents a case where resources are spent to manage forecasted overload in 
day-ahead time frame, but in real time there was no actual overload. 
Case C represents a case where actual overload was observed which was not seen 
even when all wind farms are set at their maximum. This shows that the current generation 
interconnection study criteria where wind farms are set at their maximum output does not 
ensure complete security of the system. 
The limitation of deterministic forecast becomes evident when one looks at hour 09 
for Case A. The results are presented in Table 4.6. For this case, there are eight single branch 
contingencies that can overload six lines however, power flow based on forecasted wind fails 
to predict such an overloading condition. Occurrence of any of these contingencies in real 
time may lead the system to an insecure state. 
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Table  4.6  Summary of overloaded lines for deterministic power flow under N−1 
contingency. 
Cases Hours 
Number of 
Contingencies 
Causing 
Overload 
Number of overloaded lines for: 
Maximum 
Wind 
Minimum 
Wind 
Forecasted 
Wind 
Observed 
Wind 
Case A 
Hour 05 1 0 2 0 1 
Hour 09 8 7 0 0 6 
Hour 14 0 0 0 0 0 
Case B 
Hour 05 1 3 0 1 0 
Hour 09 1 0 1 1 0 
Hour 14 0 0 0 0 0 
Case C 
Hour 05 2 0 3 1 2 
Hour 09 3 0 3 3 2 
Hour 14 4 0 3 3 3 
 
Table 4.7 shows the result of stochastic security assessment for hour 9. The following 
two important conclusions can be drawn from the table. 
1. Overload associated with all eight contingencies are captured by the stochastic security 
assessment. 
2. It provides information regarding the probability of overload for each line, so that a 
decision on whether to take control action or not, to alleviate overload can be made based 
on the associated probabilities. The system operator can set a threshold for the overload 
probability. Overload on lines that which exceed the threshold probability is to be 
mitigated in a day-ahead time frame. For example, if the system operator set 0.2 as the 
threshold probability, then Table 4.7 shows that the overload associated with 
contingencies 2, 4, 7 and 8 needs to be mitigated. Since the contingencies 4, 7 and 8 
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overload the same line, the overload in only two lines needs to be relieved. Overload in 
other lines that have lower probability can be monitored continuously and the action can 
be delayed until the near real time when more accurate information regarding wind power 
output can be obtained. So, with this coordinated scheme, a higher probability overload 
can be handled in the day-ahead time frame and a lower probability overload can be 
mitigated in the hour-ahead time frame. Table 4.8 shows the overloaded line for each 
N−1 contingency along with the probability of overload, the expected loading and the 
corresponding standard deviation as obtained from stochastic simulations. 
 
Table  4.7  Summary of overloaded lines for stochastic power flow under N−1 
contingency for hour 9. 
Contingency 
No. 
Number of Overloaded Lines for Probability of Overload Exceeding: 
Pr>0 Pr>0.1 Pr>0.2 Pr>0.3 Pr>0.4 Pr>0.5 Pr=1 
1 2 1 0 0 0 0 0 
2 2 2 1 1 1 0 0 
3 1 0 0 0 0 0 0 
4 1 1 1 1 0 0 0 
5 1 1 0 0 0 0 0 
6 1 1 0 0 0 0 0 
7 1 1 1 1 0 0 0 
8 1 1 1 1 0 0 0 
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Table  4.8  Statistics of overloaded line for N−1 contingency for hour 9. 
Contingency No. Overloaded Line No. 
Probability of 
Overload 
Expected 
Loading (% of 
Line Rating) 
Standard 
Deviation (% of 
Line Rating) 
1 
1 0.06 87.83 7.97 
2 0.12 90.95 7.98 
2 
3 0.43 99.51 2.48 
4 0.12 92.51 6.30 
3 5 0.005 67.63 14.08 
4 6 0.39 96.87 10.74 
5 7 0.13 73.33 23.25 
6 7 0.13 73.33 23.25 
7 6 0.39 96.85 10.74 
8 6 0.39 96.85 10.74 
 
Figure 4.8 shows the probability distribution function of line flows in seven different 
lines which are overloaded for various contingencies as identified in Table 4.8.  
 
Figure 4.8.  Probability distribution function of branch power flow for N−1 
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N−1−1 (Trip Maintenance) 
System operators also have to make sure that when one of the power system elements 
is out for maintenance, the forced outage of another element should not lead the system to 
insecurity. In order to secure the system in such a condition, re-dispatch of generation 
including curtailment of wind may be necessary. If overloading of transmission facilities 
during trip maintenance and prior outage condition is primarily due to the large output from 
wind farms, the planned maintenance can be deferred to a period of low wind power output. 
Figure 4.9 gives a visual representation of the probability of overload in 43 monitored 
lines for 19 different trip maintenance scenarios for hour 5 in the form of a color plot. The x-
axis represents the line being monitored and the y-axis represents the different trip 
maintenance contingency cases; the color at their intersection gives the probability of 
overload. For example, for case number 16, lines 3, 4, 16, 26, 37, 42 and 43 are overloaded 
with very high probability.  
 
Figure 4.9.  Probability of overload for N−1−1 contingency cases for hour 5 
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A small overload associated with the trip maintenance contingency can be handled in 
real time on a post-contingency basis as the operators have some time to initiate control to 
solve an overload problem. However, if any trip maintenance contingency has a high 
probability of causing excessive overload with potential to lead to cascading event, then the 
overload condition has to be mitigated on a pre-contingency basis. Figure 4.10 shows the 
probability of potential cascading due to excessive overload for different trip maintenance 
contingency cases at hour 5. 
 
Figure 4.10.  Probability of potential cascading for N−1−1 contingency cases for hour 5 
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being overloaded have decreased significantly for this hour. So this hour is best suited for 
maintenance work on the transmission facility.  
 
Figure 4.11.  Probability of overload for N−1−1 contingency cases for hour 16 
 
Figure 4.12.  Probability of potential cascading for N−1−1 contingency cases for hour 16 
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Similarly, Figure 4.12 shows that there is only one trip maintenance case (case no. 
13) that can potentially cause cascading due to the excessive overload on line 43.  
4.5.2  Potential Cascading 
Stuck Breaker Contingency and Potential Cascading 
In order to identify the impact of large-scale integration of wind power on the 
potential cascading effect during a stuck breaker contingency, a total of 473 stuck breaker 
contingency cases are simulated for hour 5 and hour 9 under maximum and minimum wind 
conditions. Tables 4.9 and 4.10 show that there are 17 cases that can result in the potential 
cascading scenario.  
The following two important conclusions can be drawn from these two tables: 
1. The numbers of stuck breaker contingencies that have the potential to create 
cascading effect have increased due to large-scale integration of wind power in 
the system. For hour 5, the numbers of stuck breaker contingencies causing 
cascading have increased from 3 in the no-wind case to 10 when all wind farms 
are operating at their maximum. For hour 9, which has around 20% more load 
than hour 5, the numbers of contingencies have increased from 6 in the no-wind 
case to 17 for maximum wind case.  
2. The extent of potential cascading (represented by the number of cascading tiers) 
has also increased due to large-scale integration of wind power in the system. For 
example in Table 4.9 for hour 9, there are 2 cascading tiers for the no-wind 
condition when breaker 3 fails. At maximum wind power, the number of 
cascading tiers increases to 5.  
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Table  4.9  Number of overloaded branches due to stuck breaker contingency at hour 5. 
Stuck 
Breaker 
Bus 
Tier 1 Tier 2 Tier 3 Tier 4 Tier 5 Tier 6 Tier 7 
Max 
Wind 
Case 
No 
Wind 
Case 
Max 
Wind 
Case 
No 
Wind 
Case 
Max 
Wind 
Case 
No 
Wind 
Case 
Max 
Wind 
Case 
No 
Wind 
Case 
Max 
Wind 
Case 
No 
Wind 
Case 
Max 
Wind 
Case 
No 
Wind 
Case 
Max 
Wind 
Case 
No 
Wind 
Case 
1       
2 1 1 0a 0a   
3  1  0a   
4 1  1  2 4 6 2  0a 
5       
6       
7 1  2b    
8 1 1 0a 0a   
9       
10 3  1  0a   
11 1  4  1 0a   
12 3  1  0a   
13 1  2  3 1 0a   
14 3  1  0a   
15       
16       
17       
a - no further tripping due to cascade and solution converges 
b - power flow solution diverges 
c - maximum number of power flow iteration reached 
Table  4.10  Number of overloaded branches due to stuck breaker contingency at hour 9 
Stuck 
Breaker 
Bus 
Tier 1 Tier 2 Tier 3 Tier 4 Tier 5 Tier 6 Tier 7 Tier 8 
Max 
Wind 
Case 
No 
Wind 
Case 
Max 
Wind 
Case 
No 
Wind 
Case 
Max 
Wind 
Case 
No 
Wind 
Case 
Max 
Wind 
Case 
No 
Wind 
Case 
Max 
Wind 
Case 
No 
Wind 
Case 
Max 
Wind 
Case 
No 
Wind 
Case 
Max 
Wind 
Case 
No 
Wind 
Case 
Max 
Wind 
Case 
No 
Wind 
Case 
1 1  0a     
2 1 1 0a 0a    
3 1 3 1 0a 2 4 0a   
4 1 1 1 1 2 0a 3 6 1 2  0a 
5 2b 2b     
6 1  2  5 6b   
7 1  2  14c   
8 2 2 2 2 4b 4b   
9 1 1 0a 0a    
10 3  0a     
11 1  4  1 0a   
12 3  1  0a   
13 1  4  1 0a   
14 4  1  0a   
15 1  2  0a   
16 1  2  3 1 0a   
17 1  2  3 1 0a   
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The impact of the stuck breaker contingency on potential cascading depends on the 
output of the wind farm, as well as other factors. Uncertainty can be included to calculate the 
probability of potential cascading (which is the probability of the line being overloaded by 
130% or more) at each tier. Tables 4.11 and 4.12 show the probability of cascading at each 
tier for hour 5 and 9 respectively.  
The following conclusions can be drawn from the result: 
1. The number of stuck breaker events that can potentially cause cascading for the 
given operating hours (hours 5 and 9) have decreased significantly as compared to 
the worst case (maximum wind). For example, the total number of stuck breaker 
contingencies that can potentially create cascading events have decreased to 7 
from 10 for hour 5 and to 10 from 17 for hour 9.  
2. The importance of stuck breaker contingencies changes each hour depending on 
the wind and load condition. For example, breakers 12 and 13 have a high 
probability ( 0.53 and 0.4 respectively) of creating a potential cascading effect at 
hour 5 if it fails, while the failure of the same breakers have negligible probability 
of creating a cascading effect in the system at hour 9. Only those breakers that 
have high a probability of creating cascading events are to be monitored 
continuously in real time.  
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Table  4.11  Probability of overload due to stuck breaker contingency at hour 5. 
Stuck 
Breaker 
Bus 
Tier 1 Tier 2 Tier 3 Tier 4 Tier 5 Tier 6 
Prob. of 
Overload 
Max no. 
of Branch 
Overload 
Prob. of 
Overload 
Max no. 
of Branch 
Overload 
Prob. of 
Overload 
Max no. 
of Branch 
Overload 
Prob. of 
Overload 
Max no. 
of Branch 
Overload 
Prob. of 
Overload 
Max no. 
of Branch 
Overload 
Prob. of 
Overload 
Max no. 
of Branch 
Overload 
1      
2 1 1 0 0   
3      
4      
5      
6      
7      
8 1 1 0 0   
9      
10 0.96 3 0.52 1 0 0   
11 0.055 1 0.055 3 0.055 7 0.004 1 0 0 
12 0.53 1 0.205 1 0.025 1 0 0   
13 0.4 1 0.4 2 0.4 3 0.105 5 0.08 3 0 0 
14 0.655 4 0.1 5 0.085 3 0 0   
15      
16      
17      
 
Table  4.12  Probability of overload due to stuck breaker contingency at hour 9. 
Stuck 
Breaker 
Bus 
Tier 1 Tier 2 Tier 3 Tier 4 Tier 5 Tier 6 
Max no. 
of Branch 
Overload 
Max no. 
of Branch 
Overload 
Max no. 
of Branch 
Overload 
Max no. 
of Branch 
Overload 
Max no. 
of Branch 
Overload 
Prob. of 
Overload 
Prob. of 
Overload 
Prob. of 
Overload 
Prob. of 
Overload 
Prob. of 
Overload 
Prob. of 
Overload 
Max no. 
of Branch 
Overload 
1 0 0   
2 1 1 0 0  
0.745 3 0.005 1 0 0 3  
4 0 0   
5 1 2 0 0  
6 0 0   
7 0 0   
8 1 2 0 0  
9 1 1 0 0  
3 0.495 10 0.76 1 0 0  
11 0.001 1 0.001 3 0.001 4 0.001 1 0 0 
0.001 1 0.001 1 0 12 0  
0.08 1 0.08 1 3 0.005 3 0.005 13 0.08 1 0 0 
14 3 0.01 3 0.005 0.205 1 0 0  
15 0 0   
16 0 0   
17 0 0   
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Wind Generators Tripping Due to Sustained Low and High Voltage 
Wind generators are generally set to trip if a sustained low voltage (below 0.9 p.u.) or 
high voltage (above 1.1 p.u.) persists for a long duration. From the simulation, there are not 
any cases of wind farm tripping due to low voltage; however, there are frequent cases where 
during a contingency the voltages at some of the wind farm buses are higher than their trip 
threshold. Table 4.13 shows the probability of the tripping of wind farms for two of the prior 
outage contingencies for different hours. This shows that Wind 8 will trip with a very high 
probability if any of the two prior outage contingencies occur in the system. This gives an 
early suggestion for the system operator to switch on the reactors in the area if any prior 
outages are planned. 
Table  4.13  Probability of tripping of wind turbines due to high voltage. 
Contingency Hours 
Pr. (V>1.1 p.u.) 
Wind 8 
Prior Outage Contingency 
1 
Hour 05 0.965 
Hour 09 0.995 
Hour 14 0.995 
Prior Outage Contingency 
2 
Hour 05 0.625 
Hour 09 0.90 
Hour 14 0.905 
 
 107
4.5.3  Low Voltage 
Table 4.14 shows the number of low voltage buses for different wind conditions for 
N−1. It is observed that at maximum wind condition, there are large number of contingencies 
that can cause low voltages at various buses. The table shows that for low voltage estimation, 
the deterministic result based on forecasted wind is reliable.  
Table  4.14  Summary of low voltage buses for deterministic power flow under N−1 
contingency. 
Cases Hours Number of Contingencies 
 
Number of Low 
Voltage Buses 
Max Wind 
Hour 05 21 7 
Hour 09 28 10 
Minimum Wind 
Hour 05 1 3 
Hour 09 3 7 
Forecasted 
Wind 
Hour 05 1 3 
Hour 09 3 6 
Observed Wind 
Hour 05 1 3 
Hour 09 3 6 
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CHAPTER 5.  CONCLUSIONS AND FUTURE WORK 
5.1 Conclusions 
The analysis of the MEC system brings forward some prominent issues that a typical 
control area utility will likely face in a high wind penetration scenario. The solutions to many 
of these issues require non-conventional approaches, changes in operating practices and 
enhancement of existing tools. This dissertation represents a significant contribution to the 
identified need of system operators in managing large-scale wind power. As the U.S. is 
preparing for the ambitious 20% wind energy scenario by 2030, it is expected that the new 
concepts and tools developed in the dissertation will find widespread applications. 
Every wind farm builder would like to build their wind farm in high wind areas for 
obvious economic reasons. However, one of the problems that have been restricting the use 
of such high wind areas is the lack of transmission to transport power out of the area. A 
concept of wind generation curtailment is introduced in this dissertation, which is expected to 
boost the amount of wind power that can be installed in high wind areas that would otherwise 
be limited due to prior outage contingency considerations. The proposed wind generation 
curtailment strategy makes use of the linear optimization technique to determine the set 
points for wind farms in order to relieve overload in a real time operational environment. The 
developed algorithm ensures that the wind farm curtailment is coordinated with the thermal 
generation re-dispatch to minimize the power imbalance. The results using the MEC 
equivalent system demonstrate that by systematically ramping down the wind farm output 
during contingency conditions, the overload problem in high wind generating areas can be 
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solved efficiently. It is envisaged that the proposed control approach will allow more wind 
farms to be built in the existing transmission infrastructure while maintaining the system 
reliability level. 
When a large capacity of wind power is built in localized high wind areas, there is a 
risk of losing the number of wind turbines during a fault on the system. The wind turbines in 
past were equipped with the protection system that would trip the generator if the voltage is 
low due to a fault. Tripping of a large number of wind turbines for a single line fault 
constitutes a multiple contingency scenario that can lead to further system problems. 
Recognizing the need to identify which wind turbines may trip for a line fault, a simple and 
reliable method to determine the tripping status of wind generators is proposed in this 
dissertation. This is expected to be an important tool for system operators to anticipate 
potential problems due to widespread tripping. The results presented in the dissertation show 
that tripping of a large number of wind farms in response to voltage dips is a likely scenario 
during power system operation. 
 Finally, the study on wind power will not be complete unless it is feasible to address 
one of the most important characteristics of wind; Uncertainty. Handling uncertainty in wind 
power during system operation is a challenging task, especially in today’s power system 
operational context which is purely based on deterministic criteria. Operating the system with 
stochastic wind using deterministic operating criteria may not ensure reliability and security 
of the system, since the state-of-the-art forecasting system is still not accurate enough to be 
totally dependable. Probabilistic operational planning is therefore needed for today’s power 
systems. In this context, a probabilistic method for day-ahead steady-state security 
assessment of the power system considering the uncertainty in wind power forecast and the 
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correlation is proposed. The use of an efficient Latin hypercube sampling technique is 
proposed which reduces the computation required to undertake stochastic simulations. The 
result from the MidAmerican Energy Company system shows that probabilistic techniques 
are very helpful in assessing the overload security and cascading security of the system 
during day-ahead operational planning, when the deterministic technique fails to accurately 
assess the security level of the system. Based on the probability values along with the 
expected flow and the variance, a coordinated remedial action scheme can be devised where 
higher probability overloads are treated in the day-ahead time frame while lower probability 
overloads can be treated an hour ahead or in real time when more accurate system 
information is available.  
5.2 Future Work 
The research work presented in this dissertation has not only made a significant 
contribution in the field, but also opened up new arenas for future research. The identified 
need for future work based on Chapters 2, 3 and 4 are presented in the following paragraphs. 
The MW re-dispatch method proposed in Chapter 2 to handle overload can be 
extended to include voltage constraints for application in areas where there is a problem with 
the voltage profile following a contingency. This can be achieved via non-LP formulation 
with voltage constraints and an AC power flow representation. The objective function will 
then include the term to minimize the reactive power re-dispatch from the machines. This 
requires the wind farm to have the capability to control reactive power output so as to 
maintain the voltage at the PCC bus within an allowable range. The state-of-the-art wind 
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turbine technology allows such a control. The current regulation in the U.S. requires the wind 
farm to maintain the power factor within 0.95 leading to 0.95 lagging. 
The results presented in Chapter 3 showed that tripping of a large number of wind 
farms in response to voltage dips is a likely scenario during power system operation. In 
practice, for some line fault conditions, all wind turbines within a wind farm may not trip 
simultaneously. However, the current utility practice is to use aggregate wind farm model for 
large-scale power system static and dynamic simulation. It eliminates the complexity of 
representing numerous wind turbines within a wind farm. The actual impact of line faults on 
wind farm tripping can be known from the historical tripping data of wind farms. Most of the 
wind farms in the study area have been recently installed. It is equally important to analyze 
the historical tripping data and the associated fault in the future as they become available and 
validate the developed methodology with real data. 
The work presented in Chapter 4, lays a new foundation for the treatment of 
uncertainty in wind power forecast for security assessment during operational planning. 
While the dissertation only deals with the security assessment aspect, the remedial control 
actions aspect, which is needed to manage the identified insecurities, is left as future work for 
researchers interested in this area. Several other improvements can be made, including 
consideration of load forecast uncertainty along with wind forecast uncertainty, depending on 
the availability of historical bus load forecast data. This may add additional random variables 
to the stochastic model, but the method remains the same. However, the performance of LHS 
with higher dimensional data needs to be investigated. 
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