The preceding discussion suggests a need for software that implements both contextsensitive sequence generation and unbiased algorithms. The present article introduces such software. The article is divided into four major sections. The first section describes five sequence-generation methods-two common methods that disregard context and three contextsensitive methods that researchers might find useful. The second section presents a Windows application that implements the five methods. The third section describes the algorithms that underlie the various methods of sequence generation. The final section presents the results of Monte-Carlo simulations. The simulations were run to ensure the algorithms were implemented correctly and exhibited no bias in their generation of sequences.
Sequence-Generation Methods
Simple probabilities. This is sequence generation where each distinct event has a fixed probability of being selected on each trial. For example, a researcher may wish to generate 500-trial sequences with events 1-8 each having a 1/8 probability of being selected on each trial (see Table 1 , tier 1), or events 1-3 having probabilities 8/10, 1/10, and 1/10, respectively, of being selected on each trial (see Table 1 , tier 2). A disadvantage of the method is that observed relative frequencies (RFs) and expected RFs can differ considerably, especially when sequences are short.
1 However, observed RFs will tend to approach expected RFs as sequences becomes longer.
Simple frequencies. This is sequence generation where each distinct event occurs a prespecified number of times in the sequence. For example, a researcher may wish to generate 15-trial sequences with events 1-5 each occurring three times in a sequence (see Table 1 , tier 3), or generate 180-trial sequences with events 1-4 occurring 60, 60, 30, and 30 times, respectively, in a sequence (see Table 1 , tier 4). Clearly, simple frequencies generation can produce sequences with observed RFs that match expected RFs. For example, a researcher may wish to generate a 400-trial sequence with events 1-5 having observed RFs 2/10, 5/10, 1/10, 1/10, and 1/10, respectively. This could be achieved by generating a 400-trial sequence with events 1-5 occurring 80, 200, 40, 40 , and 40 times, respectively, in the sequence.
-----------------------
Insert Table 1 here
Simple probabilities and simple frequencies generation are common in psychological research. However, they fail to consider context. The event selected on a trial is generally independent of the events selected on preceding trials. This disregard of context has two disadvantages. The first is a potential reduction in power. For example, consider a researcher who generates 20, 90-trial sequences (one sequence per participant) with conditions 1-3 each occurring 30 times in a sequence. For each participant, the sequence is generated by randomly shuffling the 90 trials. Now, simply by chance, condition 2 may be more likely to precede condition 1 than condition 3 for some participants, and vice versa for other participants. As a result, the performance difference between conditions 1 and 3 might vary across participants if there are order effects. This would inflate the error term (i.e., the Subject x Condition interaction)
in an analysis of variance and diminish power. The second disadvantage of disregarding context is the risk of introducing confounds. For example, if, in the preceding scenario, condition 2 is more likely to precede condition 1 than condition 3 for the large majority of participants, then this would represent a confound. The likelihood of this type of confounding will tend to increase as the number of participants decreases.
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The next three sequence-generation methods are context sensitive. The event selected on a trial is dependent on the events selected on preceding trials. The second method below can overcome the disadvantages outlined above.
Contextual probabilities. This is sequence generation where the probability of an event being selected on trial t is dependent on the context (i.e., on the events selected on trials t -n, ..., t -2, t -1). Table 2 presents three transition matrices, each specifying the conditional probabilities with which events are to follow contexts. The first matrix has four events and four contexts of size 1. The row for context 3 specifies that events 1-4 have probabilities 8/16, 4/16, 0/16, and 4/16, respectively, of being selected on trial t given that event 3 is selected on trial t -1. The probabilities for context 3 could have been written in a different but equivalent manner;
for example, 2 1 0 1 /4 or 50 25 0 25 /100. The zeroes in the matrix indicate that the researcher does not wish an event to occur twice in succession.
The second matrix has three events and nine contexts of size 2. The row for context 1-2 specifies that events 1-3 have probabilities 5/10, 2/10, and 3/10, respectively, of being selected on trial t given that events 1 and 2 are selected on trials t -2 and t -1, respectively. Finally, the third matrix has two events and six contexts of size 3. The row for context 2-1-2 specifies that events 1 and 2 each have probability 25/50 of being selected on trial t given that events 2, 1, and 2 are selected on trials t -3, t -2, and t -1, respectively. Again, the probabilities could have been written in a different but equivalent manner; for example, 1 1 /2 or 50 50 /100. The zeroes in the matrix indicate that the researcher does not wish an event to occur three times in succession. Contextual probabilities generation has been used in studies examining the human capacity for acquiring sequential structure (e.g., Schvaneveldt & Gomez, 1998; Soetens, Melis, & Notebaert, 2004) .
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A disadvantage of the method is that observed conditional relative frequencies (CRFs) and expected CRFs can differ considerably, especially when sequences are short. 2 However, observed CRFs will tend to approach expected CRFs as sequences becomes longer. Table 2 here
Contextual frequencies -exact. This is sequence generation where each distinct event follows a given context a pre-specified number of times in the sequence. For example, the first matrix in Table 2 specifies that events 1-4 will immediately follow context 4 precisely 4, 4, 8, and 0 times, respectively, in the sequence. The second matrix specifies that events 1-3 will follow context 3-1 precisely 3, 5, and 2 times, respectively, in the sequence. Finally, the third matrix specifies that events 1 and 2 will each follow context 1-1-2 precisely 25 times in the sequence.
One strength of this method of generation is that it can elimate the disadvantages associated with simple frequencies generation. For example, rather than generating sequences by randomly shuffling 90 trials, the researcher in the scenario described earlier could generate sequences where each condition follows every condition say 10 times, or each condition follows every possible pair of conditions say 3 times (as in the second matrix of Table 2 but with 3 3 3 /9
for each context). More generally, one can generate sequences where each of m distinct events follows every possible context of size n (of which there are m n ) precisely f times. The result is that each event is preceded by each context precisely f times. Emerson and Tobias (1995) discuss other benefits of such a design; for example, it permits one to examine the effects of context on event performance.
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Another strength of contextual frequencies -exact generation is that it produces sequences with observed CRFs that match the expected CRFs. This type of control over the sequential structure has been used fruitfully in studies examining the human capacity for acquiring sequential structure (e.g., Remillard, 2003, in press; Remillard & Clark, 2001 ).
Unfortunately, the method is not possible with some transition matrices (see Internal Implementation section below). An alternative, in that case, could be the sequence-generation method described next.
Contextual frequencies -block. This is sequence generation where each distinct event follows a given context a pre-specified number of times across every n occurrences of the context. For example, the first matrix in Table 2 specifies that across every 16 occurrences of context 2, events 1-4 will immediately follow the context 4, 0, 4, and 8 times, respectively. The second matrix specifies that across every 10 occurrences of context 2-2, events 1-3 will follow the context 5, 3, and 2 times, respectively. Finally, the third matrix specifies that across every 50 occurrences of context 1-2-2, events 1 and 2 will follow the context 50 and 0 times, respectively.
Contextual frequencies -block generation will usually produce a sequence with observed
CRFs that are closer to the expected CRFs than will contextual probabilities generation. This is because the former method guarantees that expected CRFs for a context (e.g., 0/16, 8/16, 4/16, 4/16 for context 1 in the first matrix of Table 2 ) will be observed across every n occurrences (e.g., 16 occurrences) of the context. Moreover, a smaller n for a context (e.g., 0 2 1 1 /4) will produce a sequence with observed CRFs for the context that are closer to the expected values than will a larger n for the context (e.g., 0 50 25 25 /100). If it is crucial that observed CRFs be as close as possible to expected CRFs and contextual frequencies -exact generation is not possible, then contextual frequencies -block generation would be a viable alternative. context of size n (of which there are m n ) precisely f times. Remillard and Clark (1999) subsequently developed a program that could be applied to a broader array of transition matrices.
The program was designed for the now antiquated DOS operating system. Both programs implemented an efficient but biased algorithm, as well as an inefficient but unbiased brute-force algorithm. The software described below implements a relatively-efficient unbiased algorithm.
Sequence Generation 2008 (SeqGen2008)
SeqGen2008 is a Windows application that implements the five sequence-generation methods described above (see Figure 1 ). The user (1) selects a generation method, (2) selects an input file, (3) specifies the length of a sequence (i.e., number of trials) and the number of sequences to be generated, and (4) generates the sequences. If contextual frequencies -exact or simple frequencies is selected, the sequence length label and text box disappear because the length of a sequence is determined by the input file frequencies. The stages of the generation process and error messages, if any, are displayed in the status window. Figure 1 here Generating Sequences 10
The program takes one input file and produces three files-a sequence file, a test file, and an error file. An input file for simple probabilities or simple frequencies generation consists of a header specifying the number of distinct events, followed by a listing of the probabilities or frequencies for each event. An input file for contextual probabilities, contextual frequenciesexact, or contextual frequencies -block generation consists of a header specifying the number of contexts, the context size, and the number of distinct events, followed by a listing of the contexts and the probabilities or frequencies.
The program copies every character it reads from the input file to an error file. If there is a problem with the input file (e.g., an invalid character or value), an error message directs the user to the error file and the location of the error. If there is no problem reading the input file, the error file is deleted and the user does not see it. The sequence file contains the generated sequences.
The test file's main purpose is to reassure the user that the program's implementation of the selected generation method using the selected input file was as expected. The program randomly chooses a sequence from the sequence file, calculates various quantities using the selected sequence, and reports the quantities in a test file. For example, for contextual probabilities and contextual frequencies -block generation, the program reports (1) the number of occurrences of each context in the selected sequence, (2) the observed CRFs, and (3) the minimum, maximum, and mean absolute discrepancies between the observed CRFs and the nonzero expected CRFs. The discrepancies can range from 0 to 1. The mean discrepancy should, generally, be smaller for longer sequences than shorter sequences, and for contextual frequencies -block generation than contextual probabilities generation. 
Internal Implementation
This section describes the program's internal implementation of the five sequencegeneration methods.
Simple probabilities generation. Let f 1 / n, f 2 / n, ..., f m / n (n = f 1 + f 2 + ... + f m ) be the probabilities associated with events 1-m, respectively. The program's implementation of simple probabilities generation is equivalent to creating an array holding f 1 , f 2 , ..., f m occurrences of events 1-m, respectively, and, on each trial, randomly choosing with replacement one of the n elements in the array. Thus event i has probability f i / n of being selected on each trial. For example, the program's implementation of the probabilities in tier 2 of Table 1 is equivalent to creating an array holding 8, 1, and 1 occurrences of events 1-3, respectively, and, on each trial, randomly choosing with replacement one of the 10 elements in the array.
Simple frequencies generation. Let f 1 , f 2 , ..., f m (n = f 1 + f 2 + ... + f m ) be the frequencies associated with events 1-m, respectively. The program's implementation of simple frequencies generation is equivalent to creating an array holding f 1 , f 2 , ..., f m occurrences of events 1-m, respectively, and, on each trial, randomly choosing without replacement one of the remaining elements in the array. Thus events 1-m will occur f 1 -f m times, respectively, in a sequence of length n.
The above algorithm is unbiased. Each distinct sequence of length n in which events 1-m occur f 1 -f m times, respectively, has the same probability of being generated. To see this, first note that there are n! ways of ordering the n elements initially placed in the array. However, different orderings may represent the same sequence if elements in the array are not all distinct.
For example, if the array contains the six elements 1 1 , 1 2 , 1 3 , 2 4 , 2 5 , 2 6 then 1 3 -1 1 -1 2 -2 4 -2 6 -2 5 and 1 2 -1 3 -1 1 -2 4 -2 5 -2 6 are two different orderings of the elements that represent the same sequence 1-1-1-2-2-2. In fact, there are n! / (f 1 !f 2 !...f m !) distinct sequences in the list of n! orderings because each distinct sequence occurs f 1 !f 2 !...f m ! times in the list (Roberts, 1984, pp. 47-50) . Now, random selection without replacement ensures that each of the n! orderings is equally likely to be generated (Castellan, 1992) . Because each distinct sequence occurs with the same frequency in the list of n! orderings, it follows that each distinct sequence has the same probability of being generated.
The implementation of the three context-sensitive methods relies on Graph Theory.
Transition matrices, like those in Table 2 , can be considered graphs with contexts as vertices (Emerson & Tobias, 1995; Remillard & Clark, 1999) . We say that context A (i.e., a 1 -a 2 -...-a n ) can be succeeded by context B (i.e., b 1 -b 2 -...-b n ), or context B can be preceded by context A, if the last n -1 elements of context A are the first n -1 elements of context B (i.e., a 2 = b 1 , a 3 = b 2 , ..., a n = b n -1 ) and the last element of context B (i.e., b n ) is an event that can immediately follow context A. Thus context 1-2-1 can be succeeded by context 2-1-1 in the third matrix of Figure 2 shows the graph of the third transition matrix in Table 2 . There are 25 arcs from context 1-1-2 to context 1-2-2, 50 arcs from context 1-2-2 to context 2-2-1, and so on. The right side of Figure 2 shows a portion of the graph of the second matrix in Table 2 . There are 2 arcs from context 1-2 to context 2-2, 3 arcs from context 2-2 to context 2-2 (i.e., 3 loops), and so on. Finally, an examination of the first matrix in Table 2 shows that there are 4, 4, and 8 arcs from context 4 to contexts 1, 2, and 3, respectively. Figure 2 here the matrix is not strongly connected), and context A is the starting context, then it will be impossible for context B to appear in the generated sequence. The program displays an error message if the transition matrix is not strongly connected.
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Contextual probabilities generation. The program randomly selects a starting context and adds the context to an array. An arc exiting the just-added context is randomly chosen with replacement, and the succeeding context to which the arc points is added next to the array. The preceding step is repeated until the number of contexts in the array is sufficient to satisfy the user-specified sequence length. For example, if context 2-1-2 in Figure 2 has just been added to the array, one of the 50 arcs exiting the just-added context would be randomly chosen with replacement, and the succeeding context to which the arc points (e.g., say 1-2-1) would be added next to the array. An arc exiting the just-added context 1-2-1 would be randomly chosen with replacement, the succeeding context to which the arc points added next to the array, and so on.
After the array is loaded, the events in the starting context are written to the sequence file, followed by the last event of each subsequent context in the array. For example, if 2-2-1 was the starting context, and 2-1-1, 1-1-2, and 1-2-2 were the next three contexts in the array, then the sequence would begin with 2 2 1, followed by 1, 2, and 2.
Contextual frequencies -exact generation. Implementation requires that each arc be chosen precisely once. Thus an Eulerian circuit must be constructed. Such a circuit exists if and only if (1) the transition matrix is strongly connected, and (2) for each context, the number of arcs entering the context equals the number of arcs exiting the context (Roberts, 1984, p. 461) .
The third matrix in Table 2 is an Eulerian matrix (i.e., it satisfies both criteria), and so an Eulerian circuit exists. Figure 2 shows that the matrix is strongly connected and that for each context, the number of arcs entering the context (e.g., 50 for context 1-1-2) equals the number of arcs exiting the context (e.g., 50 for context 1-1-2). The first matrix in Table 2 is also Eulerian.
However, the second matrix in Table 2 is not Eulerian. The right side of Figure 2 shows that the 7 arcs entering context 2-2 is not equal to the 10 arcs exiting the context (the loop represents 3 entering and 3 exiting arcs). The program displays an error message if either criterion is not satisfied.
The program constructs an Eulerian circuit in three steps. First, a starting context is selected. The probability of selecting context C as the starting context is
is the number of arcs exiting context C, and the denominator is the sum of the number of exiting arcs taken over all contexts. Thus the greater the number of arcs exiting a context relative to other contexts, the higher the probability of selecting the context as the starting context. Let C S be the context selected as the starting context.
Next, an arborescence rooted at C S is constructed. An arborescence rooted at C S is a subgraph of the original graph where (1) the subgraph consists of all the contexts in the original graph, (2) there is exactly one arc exiting each context in the subgraph, except for C S for which there are no exiting arcs, and (3) every context can reach C S via a path of successor contexts in the subgraph. The algorithm to construct an arborescence rooted at C S is the one proposed by Propp and Wilson (1998, p. 202 ; also see Jiang, Anderson, Gillespie, & Mayne, 2007) . The algorithm is one of the most efficient algorithms for randomly generating an arborescence.
The final step is the generation of the Eulerian circuit. The starting context C S is added to an array. An arc exiting the just-added context is randomly chosen without replacement-except for the arc in the arborescence which is chosen only after all other exiting arcs have been chosen-and the succeeding context to which the chosen arc points is added next to the array.
The preceding step is repeated until a context is added that has no remaining exiting arcs. This final context will be C S . This is because the number of arcs entering a context is equal to the number of arcs exiting the context, and when C S was initially placed in the array, an exiting arc was used up before an entering arc. Thus at some point, C S will be entered (i.e., added to the array) but it will not be possible to exit. For all other contexts, an entering arc is used up before an exiting arc. So whenever one of these contexts is entered (i.e., added to the array), it is possible to exit. Thus the array begins and ends with C S . The array is also guaranteed to contain an Eulerian circuit by virtue of choosing arcs in the arborescence last (Jiang et al., 2007; Kandel, Matias, Unger, & Winkler, 1996) .
To complete the process, the events of C S are written to the sequence file, followed by the last event of each subsequent context in the array. The resulting sequence will begin and end with the same context. For example, if 1-2-1 was the starting context, then the sequence will begin and end with 1 2 1. Also, the length of the sequence will be the sum of the frequencies in the transition matrix plus the size of the context (e.g., 65 and 303 elements for the first and third matrices in Table 2 , respectively). Finally, and most important, the resulting sequence represents a random selection from the set of all distinct sequences that begin and end with C S and that satisfy the frequencies in the transition matrix (Jiang et al., 2007; Kandel et al., 1996) .
Let N C be the number of distinct sequences that begin and end with context C and that satisfy the frequencies in the transition matrix. Therefore N = ∑ C C N is the number of distinct sequences that satisfy the frequencies in the transition matrix. The algorithm described above is unbiased. Each distinct sequence will have probability 1 / N of being generated. A proof of this assertion is presented in the Appendix.
The unbiased algorithm presented here is considerably more efficient than the unbiased, brute-force algorithm implemented by Emerson and Tobias (1995) and Remillard and Clark (1999) . The brute-force algorithm involved moving through the graph from one context to another until a context was encountered that had no remaining exiting arcs, and restarting the process if an Eulerian circuit had not been constructed. I tested the efficiency of the present algorithm by applying it to a transition matrix where each of six events followed each of the 46,656 possible contexts of size 6 precisely once. The algorithm was applied five times using a Pentium 2.80-GHz machine. Seven seconds were required each time to generate ten 279,942-element sequences. In sharp contrast, the brute-force algorithm failed to generate a single sequence after running for one hour.
Implementation of contextual frequencies -exact generation requires that a transition matrix be Eulerian. One of the criteria is that for each context, the number of arcs entering the context must equal the number of arcs exiting the context. This will be achieved if for each context a 1 -a 2 -...-a n , the sum of the frequencies for the context is equal to the sum of the frequencies in column a n limited to contexts ending with x-a 1 -a 2 -...-a n-1 where x is a placeholder for the first element in a context. For example, the sum of the frequencies for context 1-2-1 in Table 2 is 50 and this is equal to the sum of the frequencies in column 1 limited to contexts ending with x-1-2 (i.e., 25 and 25 for contexts 1-1-2 and 2-1-2, respectively). Similarly, the sum of the frequencies for context 2 in Table 2 is 16 and this is equal to the sum of the frequencies in column 2 limited to contexts ending with x (i.e., 8, 0, 4, and 4 for contexts 1-4, respectively).
The second matrix in Table 2 is not Eulerian. The sum of the frequencies for context 1-3 is 10 and this is not equal to the sum of the frequencies in column 3 limited to contexts ending with x-1 (i.e., 2, 3, and 2 for contexts 1-1, 2-1, and 3-1, respectively). Transition matrices where each of m distinct events follows each of the m n possible contexts of size n exactly f times are Eulerian.
Finally, Remillard and Clark (1999) describe a general procedure for taking a transition matrix that specifies conditional probabilities and producing an Eulerian matrix with the smallest possible frequencies that satisfies the conditional probabilities.
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Contextual frequencies -block generation. The program proceeds as in contextual probabilities generation with one exception: An arc exiting the just-added context is randomly chosen without replacement. When all arcs exiting a context have been chosen, the arcs for the context are restored and selection without replacement begins anew.
Random selection without replacement ensures an unbiased process. For example, the second matrix in Table 2 specifies that across every 10 occurrences of context 3-1, events 1-3 will immediately follow the context 3, 5, and 2 times, respectively. There are 10! / (3!5!2!) = 2,520 distinct ways of arranging 3 1s, 5 2s, and 2 3s to follow 10 occurrences of context 3-1.
Random selection without replacement guarantees that each distinct arrangement has the same probability of occurrence (see simple frequencies generation for the rationale).
The sequence-generation algorithms described above use C#'s built-in pseudo-random number generator. Simulations in the next section indicate that the generator is sufficient. The simulations provide no evidence that the algorithms are biased in their generation of sequences.
Monte-Carlo Simulations
Simulations were conducted to ensure the algorithms were implemented correctly and exhibited no bias in their generation of sequences. None of the 33 simulations described below produced significant results. Thus there is no evidence that the algorithms are biased.
Simple probabilities generation. Suppose events 1-3 have probabilities 3/11, 5/11, and 3/11, respectively, of being selected on each trial. There are 3 6 = 729 distinct sequences of length 6 that can be generated. If the sequence-generation algorithm is unbiased, then the probability of generating sequence s 1 -s 2 -...-s 6 , p(s 1 -s 2 -...-s 6 ), should equal the product p(
where p(s i ) is the probability of selecting s i on each trial. For example, p(2-1-3-3-2-1) = (5/11) · (3/11) · (3/11) · (3/11) · (5/11) · (3/11). Moreover, the expected frequency of s 1 -s 2 -...-s 6 should be
where N is the number of sequences of length 6 generated in the simulation.
Setting N = 300,000, I obtained χ 2 (728) = 707.71, p = .698. Thus the observed frequencies did not differ significantly from the expected frequencies across the 729 sequences. Five other simulations were performed with different numbers of events, different event probabilities, and different sequence lengths. The number of distinct sequences ranged from 64 to 1,024 and N was 300,000 in each case.
Simple frequencies generation. Suppose events 1-4 are to occur 4, 1, 2, and 1 times, respectively, in an eight-trial sequence. There are 8! / (4!1!2!1!) = 840 distinct sequences that can be generated. If the sequence-generation algorithm is unbiased, then the probability of generating a given sequence should be 1 / 840. Moreover, the expected frequency of the sequence should be N · (1 / 840) where N is the number of eight-trial sequences generated in the simulation. Setting N = 300,000, I obtained χ 2 (839) = 826.67, p = .613. Thus the observed frequencies did not differ significantly from the expected frequencies across the 840 sequences.
Three other simulations were performed with different numbers of events and different event frequencies. The number of distinct sequences ranged from 30 to 840 and N was 300,000 in each case.
Contextual probabilities generation.
Consider the transition matrix in Table 3 . There are 3 6 = 729 distinct sequences of length 6 that can be generated. If the sequence-generation algorithm is unbiased, then the probability of generating sequence s 1 -s 2 -... lengths. The number of distinct sequences ranged from 512 to 1,024 and N was 300,000 in each case.
- Table 3 here
Contextual frequencies -exact generation. Consider the transition matrix where each of two distinct events follows each of the eight possible contexts of size 3 precisely once. Hutchinson and Wilf's (1975) Seven other simulations were performed with different numbers of events and different context sizes. Three of the simulations used transition matrices where each cell in a matrix had the same frequency value. The remaining four simulations used matrices with unequal cell frequencies. Two of these matrices were ones on which Remillard and Clark's (1999) efficient algorithm displayed a bias. For six of the seven simulations, the number of distinct sequences ranged from 36 to 1,600 and N was 300,000 in each case. For one simulation, the number of distinct sequences was 65,536 and N was 10,000,000. This simulation involved the transition matrix where each of two distinct events follows each of the 16 possible contexts of size 4 precisely once. Emerson and Tobias's (1995) efficient algorithm displayed a bias with this matrix.
Contextual frequencies -block generation. The matrix in Table 3 specifies that across every six occurrences of context 1, events 1-3 will immediately follow the context 2, 3, and 1 times, respectively. There are 6! / (2!3!1!) = 60 distinct ways of arranging 2 1s, 3 2s, and 1 3 to follow six occurrences of context 1. If the sequence-generation algorithm is unbiased, then each arrangement should have probability 1 / 60 of being selected for any six-occurrence block of context 1. A similar analysis for context 2 suggests that each of the six distinct arrangements should have probability 1 / 6 of being selected for any three-occurrence block of context 2. A long sequence was generated, and the frequency of each arrangement was counted over the first N = 300,000 blocks of context 1 and context 2. The results were χ 2 (59) = 59.87, p = .444 and χ 2 (5) = 4.53, p = .476 for contexts 1 and 2, respectively. Thus the observed frequencies did not differ significantly from the expected frequencies. Three other simulations were performed with different transition matrices. Each simulation examined two contexts as above. Castellan (1992) cautions that "Researchers should always take extreme care in choosing algorithms in their research. Only well-documented algorithms should be used. Documentation does not mean that the algorithm has been described in print-even in a reputable journal or book. Appropriate documentation includes an analysis of the properties and behavior of the algorithm" (p. 76). SeqGen2008 implements well-documented algorithms for generating sequences satisfying simple, user-defined event probabilities or frequencies, or more complex, user-defined transition matrices. Theoretical (i.e., mathematical) and empirical (i.e., simulation)
Conclusion
analyses indicate that the algorithms are unbiased in their generation of sequences.
Appendix

Proof that the Algorithm for Contextual Frequencies -Exact Generation is Unbiased
Let N C be the number of distinct sequences that begin and end with context C and that satisfy the frequencies in an Eulerian transition matrix. Therefore
is the number of distinct sequences that satisfy the frequencies in the matrix.
Before proceeding with the proof, two facts are needed. First, for a context C,
where a C is the number of arborescences rooted at C, d+( ) is the number of arcs exiting the context that is enclosed in parentheses, and the denominator is a product taken over all frequencies in the matrix (Kandel et al., 1996) . Second, the number of arborescences rooted at a context in an Eulerian matrix is the same for each context; that is, in an Eulerian matrix, a Ci = a Cj for C i ≠ C j (Jungnickel, 2005, p. 121) .
Proceeding with the proof, let S be a sequence that begins and ends with context C x and that satisfies the frequencies in the matrix, and let P Gen (S) be the probability that the algorithm generates S. Therefore, P Gen (S) = P(algorithm selects C x as the starting context) · P(algorithm generates S given that C x is the starting context). It can be shown that the latter term in the product is equal to Cx N 1 (Jiang et al., 2007; Kandel et al., 1996) .
. Now I show that the product is equal to N 1 .
Let C i be an arbitrary context. Because the matrix is Eulerian, a Cx = a Ci and so 1 The observed RF of event E in a sequence is the number of occurrences of E in the sequence divided by the length of the sequence. The expected RF of E is established a priori (e.g., as in Table 1 ).
2 The observed CRF of event E given context C in a sequence is the number of times E follows C in the sequence divided by the number of occurrences of C in the sequence. The expected CRF of E given C is established a priori (e.g., as in Table 2 ).
3 The mean discrepancy can be substantially smaller for contextual frequencies -block than contextual probabilities generation. For example, I generated a 2000-trial sequence for each transition matrix in Table 2 using the two sequence-generation methods. The mean discrepancies for the three transition matrices were .0153, .0199, and .0145, respectively, using contextual probabilities generation, and .0011, .0028, and .0036, respectively, using contextual frequencies -block generation. The discrepancies in the latter case were 7.2%, 14.1%, and 24.8% of the discrepancies in the former case. Repeating the process five times-twice with a 2000-trial sequence and three times with a 1000-trial sequence-the discrepancies using contextual frequencies -block generation were 4.1% to 31.0% (M = 14.4%) of the discrepancies using contextual probabilities generation. graph and so the matrix is strongly connected. Otherwise, the matrix is not strongly connected. Table 2 . Right: A portion of the graph of the second transition matrix in Table 2 . Shown are the arcs entering and exiting context 2-2.
