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On the Rate Loss of Multiple Description
Source Codes
Hanying Feng, Member, IEEE, and Michelle Effros, Senior Member, IEEE
Abstract—The rate loss of a multiresolution source code (MRSC)
describes the difference between the rate needed to achieve dis-
tortion in resolution and the rate-distortion function ( ).
This paper generalizes the rate loss definition to multiple descrip-
tion source codes (MDSCs) and bounds the MDSC rate loss for ar-
bitrary memoryless sources. For a two-description MDSC (2DSC),
the rate loss of description with distortion is defined as =
( ), = 1 2, where is the rate of the th descrip-
tion; the joint rate loss associated with decoding the two descrip-
tions together to achieve central distortion 0 is measured either
as 0 = 1+ 2 ( 0) or as 12 = 1+ 2. We show that
for any memoryless source with variance 2, there exists a 2DSC





and a) 0 1 if 0
1+ 2
2
, b) 12 1 if 1 0 1 1+1 2 1 2,
c) 0 0 +1 5 and 12 12 +1 otherwise, where 0
and 12 are the joint rate losses of a Gaussian source with vari-
ance 2.
Index Terms—Lossy source coding, rate-distortion function,
Shannon lower bound.
I. INTRODUCTION
AMULTIPLE description source code (MDSC) is a com-pression system built for a lossy packet-based network.
For problems where retransmission of lost packets is prohib-
itively expensive (due, for example, to delay constraints or
limits on retransmission requests) the receiver may wish to
build a data reconstruction with an incomplete subset of the
transmitted packets. The goal in MDSC design is to achieve a
code that yields good rate-distortion performance under a va-
riety of packet-loss scenarios. Fig. 1 shows a two-packet MDSC
(2DSC). The performance is given by ,
where are the expected rate and distortion for packet
and is the distortion in jointly
decoding the two packets.
The rate loss of an MDSC is its performance penalty relative
to a single-resolution code with the same distortion. More
precisely, the rate loss of a 2DSC achieving performance
in the limit of large coding dimension is
, where
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(here ) and is the rate-distortion function
for the given source.
This paper describes source-independent upper bounds for
the MDSC rate loss. Rate loss bounds are useful for several
reasons. 1) They describe the performance degradation associ-
ated with using the given code rather than the best traditional
code with the same distortion. For example, small, constant
upper bounds on the rate loss of multiresolution source codes
(MRSCs) (see, e.g., [1], [2]) put to rest fears that there might
exist some source on which the cost of multiresolution coding
can be made arbitrarily large. 2) They give new achievability
results that provide elegant and often tight inner bounds on the
region of achievable rates and distortions. These bounds are
simpler to analyze than existing alternatives for which solution
requires a complex multidimensional optimization for every
source (e.g., [3] and [4]). 3) Since the exact rate-distortion
regions for MDSCs are not known in general, the rate loss
also gives a good bound on the distance between the best ex-
isting achievability results and converses. (The rate-distortion





for any achievable by a 2DSC.)
The remainder of this paper is organized as follows. Section II
introduces background material, notation, and definitions. Sec-
tion III lists our main results; the proofs of these results appear
in Section IV. Supporting lemmas and their proofs appear in the
Appendix.
II. PRELIMINARIES
Let be a real-valued independent and identically dis-
tributed (i.i.d.) source with probability density function (pdf)
. Let be a real-valued nonnegative difference distortion
measure, for any and some func-
tion . Assume that is continuous and that there
exists a reference letter such that . For
any , define
The rate-distortion function for source and distor-
tion measure is
0018-9448/$20.00 © 2005 IEEE
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Fig. 1. A 2DSC. Decoding the first binary description withR bits per symbol (bps) yields a reproduction with distortionD , decoding another description with
R bps yields a reproduction of distortionD , and decoding both of them jointly yields a reproduction of distortionD .
which characterizes the minimum rate required to describe
source with distortion not exceeding . In the arguments
that follow, we frequently assume that there exists a conditional
pdf that achieves . This assumption simplifies the
exposition considerably but is not a necessary condition for any
of our results.
An 2DSC consists of two individual encoder/de-
coder pairs and a joint decoder. For packet , the en-
coder/decoder pair are mappings
with distortion and rate .
The joint decoder is a mapping
with distortion and total
rate .
The rate-distortion vector is 2DSC-
achievable if for any and for sufficiently large , there
exists an 2DSC such that
For each , define
is 2DSC-achievable
Theorem 1, given later, describes a set of 2DSC-achievable
rate-distortion vectors. The result for finite alphabets comes
from [3]. A generalization to well-behaved continuous sources
appears in [5]. The result is not tight in general [6], but is tight
when (the “no excess total rate” case) [7].
There exist some additional achievability results and converses
for the special case where and
(the “no excess marginal rate” case) [8]. Calculating the full
achievable region under the constraint or the
constraint and is nontrivial even for
simple sources due to the minimization in the characterization
of the achievable region. A more general form for stationary
sources appears in [4]. Unfortunately, even for memoryless
sources, this result is given as a limit as the coding dimension
grows without bound, making the result difficult to apply
except in very special cases (e.g., for a nonergodic mixture
of Gaussians). This paper builds on the single-letter result
described below.
Theorem 1: [3, Theorem 1], [5, Theorem 1] For any i.i.d.
source with density and distortion measure ,
is 2DSC-achievable if there exists a con-
ditional probability such that
Following Zamir’s approach from [9], [1] and [2] give source-
independent, constant bounds on the rate loss for MRSCs. This
paper relies on similar tools.
III. MAIN RESULTS
For notational simplicity, assume (without loss of generality)
that . Further assume that
(the mean squared error (mse) distortion measure), that
, that the differential entropy is finite, and
that .
A. Rate Loss Bounds
Partition the space
of possible distortion vectors into three regions
Here
by Lemma 1 in the Appendix. In region ,
by Lemma 2 in the Appendix; thus, the constraint
(3) dominates the constraint
implied by bounds (1) and (2). Thus, region is called
the -critical region. It can be shown that in region , called
the -critical region, ;
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in this case, the constraint pro-
vides a good converse, and bounds on the new rate-loss term
provide a good measure of
achievable performance. The relationship between and
is
(4)
In region , called the mid-region, either constraint can dom-
inate and therefore bounds on both and are potentially
useful. (To show that either bound can dominate in , consider
a Gaussian source with variance . If and
, then constraint (3) dominates; while if
and , then the constraint
dominates. In either case, the
gap between the two constraints can be arbitrarily large.)
Given a fixed vector , let for all
denote the normalized distortions. Next define ,
, and as shown in (5)–(7) at the bottom of the page.
Given a Gaussian source with variance , is the rate-
distortion function for at distortion and
and are the rate losses and for assuming that
by [3], [10] and Lemma 3 in the Appendix.
The following results bound the achievable rate loss for the
three regions.
Theorem 2: For any and any
are simultaneously achievable.
Theorem 3: For any and any ,
and are simultaneously achievable.
Theorem 4: For any
and
are simultaneously achievable.
Theorem 2 leads to Corollaries 1–4 for distinct subsets of the
region covered there.
Corollary 1: For any and any
and
are simultaneously achievable.
Corollary 2: For any and any ,
and are simultaneously achievable.
Corollary 3: For any and any
with or , and are simultaneously
achievable.
Corollary 4: For any and any
and
are simultaneously achievable.
Theorems 5 and 6 bound the distance between the upper and
lower bounds on the rate loss in region under the assumption
that . (These are the only conditions under
which the previously described theorems fail to give a constant
bound.)
We first define the entropy power of as
and define function as given in (8) also at
the bottom of the page. Notice that and
.
In [10], it is shown that if and
, then the
region described by
is a converse for the achievable region, which also implies that
(9)
In the next two theorems, we compare the upper bound on the
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Fig. 2. (a) Achievability result and converse from Corollary 1 for
(D ;D ;D ) 2 D . (b) Achievability result and converse from Theorem 4
on (D ;D ;D ) 2 D .
Theorem 5: For any and any
for which , there exists an
with , and the dis-
tancebetween the upper bound and the lower bound for is
no more than
Theorem 6: For any and any
with , if the Shannon lower bound (SLB) is
tight at distortions and , i.e.,
for all
then there exists an with
, and the distance between the upper bound
and the lower bound for is less than or equal to .
B. Discussion of the Rate Loss Bounds
If is Gaussian, then for any
by [3]. Corollary 1 gives the corresponding result for an arbi-
trary i.i.d. source; if is i.i.d., then for any
(10)
Fig. 2(a) illustrates this property. The dashed lines trace the
converse given by the bounds (1)–(3); any rate pair below this
bound is not MDSC-achievable. The shaded region surrounded
Fig. 3. Bound for L in Corollary 1.
by solid lines is the achievability result described in (10); any
rate pair inside this region is MDSC-achievable. In the special
case where , MDSC reduces to MRSC, and all of the
bounds of [2] apply. Corollary 1’s bound on depends only
on ; it is tight when . Fig. 3 plots this bound.
Corollary 2 similarly relates the rate loss in region to
the rate loss of the Gaussian source in the same region. While
the latter rate loss may be large in general, it is small when
(e.g., see Corollary 5 in the Appendix). Corol-
lary 3 generalizes this property to all i.i.d. sources. Corollary 4
parallels Corollary 2 but treats instead of .
By Lemmas 3 and 4 in the Appendix, Theorem 3 is tighter
than both Corollary 4 and bound
(11)
drawn from (33) in the proof of Lemma 4 in the Appendix.
Corollary 4 and the bound (11) are easier to analyze. The dif-
ference between Theorem 3 and the farther of Corollary 4 and
(11) is always less than 1 bit.
When and , achieving
is trivial, and it seems intuitively reasonable to
expect . Theorem 4 justifies this intuition
to some extent, demonstrating that for any source and any fixed
and , there always exists a multiple description code with
, , and .
Fig. 2(b) illustrates for . The
dashed lines depict the converse characterized by (1) and (2)
(here is not drawn since is typically less than
and always less than ); the
shaded region surrounded by solid lines is the achievable rates
given by Theorem 4.
It can be shown that for smooth sources, if the SLB is not tight
for at any distortion , it is asymptotically tight as
. So Theorem 6 generally works for the high-resolution
scenario. However, for some specific scenario, a better result has
been shown in [10]: if the source is smooth and and
and are held fixed, then the upper bound and the
lower bound for from [10] coincide asymptotically, i.e., the
distance between the upper and lower bounds approaches in
the high-resolution limit.
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The preceding results yield as a by-product some interesting







Here (12) comes from Corollary 1; (13) comes from Corollary
2 and Theorem 3; (14) comes from Corollary 3; and (15) comes
from Theorem 4. In fact, tighter versions of (12) and (14) can
be drawn immediately from the properties of the rate-distortion
function (e.g., convexity), as shown in Lemmas 2 and 5. The
other inequalities are less obvious.
IV. PROOFS OF MAIN RESULTS
This section contains proofs of the theorems. Generally
speaking, the proofs involve finding a Gaussian approxima-
tion of the optimizing reproduction distributions for , ,
and and bounding the optimal rate loss by the rate loss
of the Gaussian. The reconstructions in Theorem 2 satisfy
. The reconstructions in Theorems 3 and
4, like those in [10], satisfy .
Let for . Further, define
, , and .
Finally, let notation specify that is a Gaussian
random variable with mean and variance and use notation
to specify that random variables and are indepen-
dent.
Theorem 2: For any and any
are simultaneously achievable.
Proof: Make the following assumptions.
1) Use , , and to denote the random variables that
achieve , , and , respectively, i.e.,
, and for .
2) Let for all , where
and and are defined as given earlier.
3) Set ), ,
and .
First, verify that these assumptions are reasonable by showing
that and , i.e., Cauchy’s in-
equality holds for and . The latter is true from Lemma 6
in the Appendix. To prove the former, note that
Similarly, .
Second, define
It can be shown that , . There-
fore, according to Theorem 1, the rate pair is achiev-
able if , , and
. Following the proof of [1, The-





where (16) follows by applying the chain rule twice to
to obtain
Equation (17) follows since and
for any constant , (18)
follows since implies that
forms a Markov chain, and (19) follows since the Gaussian dis-
tribution maximizes the differential entropy under the constraint
that .
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Similarly, the rate loss at decoder 2 is bounded as
(20)
Finally, the total rate at the joint decoder of the optimal code is
(21)
because form a Markov chain. Thus, the
rate loss at the joint decoder is
(22)
where the derivation of (22) parallels that of (19).
Since and are Gaussian
random variables and
then these two random variables are independent. From the def-








We can also compare to or , i.e., by
combining (22), (23), and (20), we can show that
which is a decreasing function of for fixed and .
By symmetry
Corollary 1: For any and any
and
are simultaneously achievable.
Proof: From Theorem 2, for any
(26)
is achievable.
From the definition of , ; thus,
Then from (5)
which proves this corollary.
Corollary 2: For any and any ,
and are simultaneously achievable.
Proof: This corollary is an immediate result of Lemma 4
in the Appendix and Theorem 2.
Corollary 3: For any and any
with or , and are simultaneously
achievable.
Proof: This corollary is an immediate result of Theorem 2.
Corollary 4: For any and any
and
are simultaneously achievable.
Proof: From Theorem 2, there exists an achievable rate
pair with and .
From (4)
where the last inequality comes from Lemma 7 in the Appendix.
Define
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which are useful in proving Theorem 3.
Theorem 3: For any and any ,
and are simultaneously achievable.
Proof: Define
where and for ,
and . From Lemmas 8 and 9, these definitions
are reasonable and .
Next, define . Since ,
, where . Notice that
, and from Lemma 9, .
Therefore, it can be shown that , .
Again, the rate pair is achievable if ,
, and ,
and




where the last equation follows from (27) and the definition
of .
We introduce three new quantities
where in .




where and for ,
and (note that and were not independent in the
previous proof). It can be verified that
where (from Lemma 10)
and . Thus, it can be shown that , ,
and satisfy the distortion requirements. From Theorem 1,





where (28) comes from the fact that and are independent;
therefore, .
Here, the bound for is redundant from the bounds on
and .
Theorem 5: For any and any
with , there exists an
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with , and the dis-
tance between the upper bound and the lower bound for is
no more than
Proof: Here, we want to compare the lower bound and
upper bound for and bound from above the distance between
them. Let denote this distance. Without loss of generality,
assume that . We are only interested in region with
, i.e., and
From Lemma 4, in region . From the
proof of Theorem 2 (i.e., (19)–(21), and (24)), there exists an
with
(29)
where is defined as , ,
and . Thus,
(30)
First consider the case where . In this configuration,
. Further
Together (29), (30), and (9) give the following bound on the
distance between the upper and lower bounds for :
From Lemma 11
As a result
If , then use as the lower bound for and use
the SLB
From (29) and (30)
Thus, in both cases
In fact, there is a better converse for the achievable region. It
has been shown (e.g., [11] and [10]) that the inequality
is equivalent to the inequality
if and
where is a function defined as:
By [10]
is also a converse for the achievable region if
, and ,
where is the “effective distortion” at the joint decoder defined
as
Note that since , this converse is equiva-
lent to
(31)
We will bound the distance between the achievability result
and this new converse. Again, assume and first
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TABLE I
SUMMARY OF THE RATE LOSS BOUNDS
verify that (31) is a converse in region . In region , since
and
Thus, if , , and from
Lemma 11
From Theorem 2, there exists with , ,
and
Thus, . Similarly, if
In summary, in this region, is always bounded by
, which is better than the pre-
vious bound if is much less than .
Theorem 6: For any and any
with , if the SLB is tight at distortions and
, i.e.,
for any
then there exists an with
, and the distance between the upper bound
and the lower bound for is less than or equal to .
Proof: Since the SLB is tight at distortion
where is the “effective distortion” at decoder 1.
Similarly, , where . Then, from (31)
Again, assume that without loss of generality. Be-
cause is a nonincreasing function of , so
. Thus, if , then from Lemma 11
From Theorem 2, is achievable;
thus, the difference between the upper bound and this new lower
bound for is
If , then according to the definition of .
Thus, is
achievable, which implies that
In either case, the distance between the upper and lower bound
is no larger than .
V. CONCLUSION
In this paper, we bound the rate loss of the MDSC for gen-
eral i.i.d. sources and the mse distortion measure. The results
include both constant bounds and bounds that depend on the
rate loss of a Gaussian source of the same variance. For conve-
nience, we list our main results in Table I (we also include the
achievable region on Gaussian sources in each distortion region
for comparison). The rate loss bounds are useful both because
they characterize the potential penalties associated with using
MDSCs and because they provide new achievability results on
the MDSC-achievable regions. These new achievability results
can be easily analyzed for any source for which we can find the
rate-distortion bound, and that achievability result is shown to
be quite tight in some cases.
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APPENDIX
Lemma 1: If , then
Proof: We show the lemma by the following inequalities:
where the last inequality comes from the fact that
.
Lemma 2: Suppose is the rate-distortion function
of an arbitrary i.i.d. source , and
. Then
Proof: Since




Lemma 3 describes the relation between and ,




We can show that
where the last equation comes from the fact that
Therefore,
and the lemma is proved.
Lemma 4: In , .
Proof: From the definition of
and (otherwise, for example, if ,
then , which contradicts the definition
of ), which implies
(32)
i.e., , or equiv-
alently
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On the other hand
since . Therefore,
(33)
where the last inequality is from the fact that .
Thus, .
To prove the other inequality, we first assume
without loss of generality. If , then
, and
Otherwise, . Note that for fixed and





where (34) follows from the arithmetic/geometric mean in-
equality for any nonnegative and , and the last
inequality comes from the fact that thus .
Corollary 5 follows immediately from this lemma.
Corollary 5: For any , if or
, then .
Lemma 5: Suppose is the rate-distortion function of
an arbitrary i.i.d. source and , then
if and
.
Proof: Without loss of generality, we assume .
From Shannon’s upper bound for the rate-distortion function
Since is a nonincreasing function of and ,
. Thus, .
Lemma 6: For any , .
Proof: In and
As a consequence
This proves the lemma.
Lemma 7: [2, Lemma 1] Suppose is the rate-distor-
tion function of an arbitrary i.i.d. source with an mse
distortion measure and , then
Proof: See [2] for details.
Lemmas 8 and 9 describe the properties of , , and .
Lemma 8: In
Proof: From (32), we can see that
Therefore, . On the other hand, since
in
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As a consequence
which concludes the proof.
Lemma 9: In , , , and
Proof: We define ,
, and , then the numerator
of is





where (35) comes from the fact that
and by symmetry, and the last equation
follows from the fact that
Lemma 10: In , .
Proof:
where the last equation comes from the definitions of and .
Lemma 11: If , then
Proof: First, since and
, we have
In addition, is a de-
creasing function of for fixed and . Since
where the last inequality follows since and .
As a result
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Taking a partial derivative of the argument inside the logarithm
gives
Since and , this derivative is always
positive. Therefore,
which gives us the desired result.
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