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Al~'act--ln this paper, the application of preconditioning to improve the convergence rates of iterative 
methods for solving large sparse linear systems of finite difference quations arising from the discretisation 
of elliptic partial differential equations of self adjoint form on a rectangular grid is extended to the 
alternating direction implicit (A. D. I) methods. Theoretical results are presented for the model problem. 
I. INTRODUCTION 
In Evans[l], a class of preconditioned iterative methods in which the convergence rate was 
maximised by the introduction of a new preconditioning factor was introduced. In these 
methods, the given linear system of finite difference equations, 
Au=b, (I.I) 
i.e. 
~. ai.juj=bi, l<~i,j<~N 
! 
is made equivalent to the following systems, 
RAQy = Rb, (l.2a) 
n = Qy, (l.2b) 
by the introduction of the non-singular (N x N) matrices R and Q. Then, the alternative 
system, 
By = d, (l.3a) 
where B=RAQ, u=Qy, d=Rb, (l.3b) 
is solved by iterative methods which will be described later. 
The problem now is to choose the matrices R and Q such that system (l.3a) converges 
faster than if the original system (1.1) had been taken. Since the convergence rates of many 
iterative methods depends inversely upon the condition umber of the matrix then we see that 
this objective will be achieved if the chosen matrices R and Q "precondition" the given system 
(I.I). 
Since Q must be a matrix of easily invertible form so that the final solution u can be 
recovered from (l.2b), we have 2 alternative forms to consider for the R and Q matrices, i.e. 
triangular and tridiagonal. The former choice for R, Q was investigated fully in Evans [1], and in 
this paper we propose to consider the latter interesting case i.e. when R and Q are tridiagonal 
matrices. 
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2. FORMULATION OF THE PROBLEM 
Consider the solution of the self-adioint elliptic equation of 2nd order, i.e. 
0 OU OU 
"~(P(x ,y ) -~)+~y(O(x ,y ) -~y)+o. (x ,y )U(x ,y )+f (x ,y )=O,  (x, y)ER, (2.1a) 
where R is the rectangular region 
O~x,~l l ,  O<~y~12. 
For boundary conditions, we assume the problem to be of Dirichlet type so that 
U(x, y) = g(x, y), (x, y) E B, (2. lb) 
where g(x, y) is a prescribed function on the boundary B of R. We also have the conditions that 
P, Q, o., f are continuous in ~ and satisfy 
P(x, y), Q(x, y) > 0; ~x, y) ~ 0, for all (x, y) E R. (2.2) 
We superimpose a rectangular grid (of length Ax in the x-direction and Ay in the 
y-direction) on R, such that 
(n + l)ax = it, (m + DAy =/2, (2.3) 
and consider the numerical solution of the problem (2.1a) subject o the boundary conditions 
(2.1b) associated with the set of mesh points on the rectangular g id. Defining the operators, 
Hu(x, y) = - a(x, y)u(x + h, y) + 2b(x, y)u(x, y) - c(x, y)u(x - h, y) (2.4a) 
Vu(x, y) = - a(x, y)u(x, y + h) + 2B(x, y)u(x, y) - 3'(x, y)u(x, y - h) 
where 
a = (Ay/Ax)P(x + hi2, y), c = (AylAx)P(x - h/2, y), 2b = a + c ] 
f a -- (~dAy)Q(x, y + h/2), 3' = (Ax/Ay)Q(x, y - h/2), 2B =a+3" 
(2.4b) 
we see that they are respectively the central difference approximations to the terms {-  
axAy(a/axXP(x., y)(aU/ox)} and { -axay(a layX~x,  yXaUlay)} in (2.1a). 
Ordering the unknown mesh points along successive rows (x-lines) of the grid, the finite 
difference equations approximating (2.1) at each of these mesh points can be written as 
Au = (H + V" + Y~). = (Ht + V0u = b, (2.5) 
where HI and V~ are defined to be H~ = H +~12, V~ = V+Y42 and are real, symmetric, 
diagonally dominant matrices with positive diagonal entries and non-positive off-diagonal 
entries. In order that/tl and VI commute the coefficients of the differential equation (2.1) must 
be such that P must depend only on x, Q only on y, and o. may be of the form o.(x, y)= 
o.t(x) + o.dy) with o.t grouped with H and o'2 grouped with V. 
3. THE PRECONDITIONING ALTERNATING DIRECTION IMPLICIT METHOD 
Let us first rewrite the coe~ient matrix A as 
A = I + (HI - II2) + ( Vi - 112) 
= I+f t+ #, (3.~ 
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where 
f l  = H~ - 112, ( /= V, - 1/2. (3.2) 
If (2.5) is premultiplied by (I + ~o/t) -t then it is equivalent to the preconditioned system, 
(I + a~fl)-~A(l + a,~-t( I  + o~V)u = (I + ~oH)-tb (3.3) 
or 
where 
and 
B..yfd, 
B,~ = (I + col~)-IA(I + ~oV)-'; y=(l+~ol?)u; }
d=(l+co~)-Ib. 
(3.4) 
The objective now is identical to that described in the preconditioning techniques previously 
applied by Evans[l]. It is obvious that because H~, V~ are symmetric and commute, then the 
same applies to H, V. Hence, B, is symmetric also. Because A,/~' and ¢' are pairwise 
commutative, and all symmetric, they have a common set of orthonormal eigenvectors, so that 
the eigenvalues A, of B. can be expressed as 
/z+u 
A(tz, u, ~o) = (1 - o~/2 + o#~X1 - ~o/2 + ~ov)' (3.5) 
where/~, J  are the real positive eigenvalues of H~, Vj respectively. We see immediately from 
(3.5) that if 0 ~ ~o ~< 2, then A > 0 for all A. Hence with ~o in the range (0, 2) the matrix B. is 
symmetric and positive definite. 
4. MINIMISATION OF P-CONDITION NUMBER OF COEFFICIENT MATRIX 
The main motivation of preconditioning the original system is to obtain a new system, (3.3) 
whose coefficient matrix varies with a parameter ~ which we can then minimise the P- 
condition number [denoted by P(B.)] with respect o aJ, for some "optimum" set of values 
0~o~2.  
In order to investigate the P-condition umber of B., we must examine 
max- , 
P(B.,) = " ' '~  (4.1) 
rain {,~(u, ~,, o,)} 
a~t~b 
ote~peg~ 
where we assume that the eigenvalues tz of H and u of V lie in the ranges 0 < a ~ ~ ~ b, 
0<a ~<~,~<B. 
To do this we consider the following continuous function 
x+y 0<a~x~} 
~(x'Y '~)=(1-w/2+~x)(1-~/2+oJy) '  0<a~y~ ' (4.2) 
initially for the case where ~ and ~ (and hence x and y) lie in the same range, i.e. a = a, b -- B. 
By the substitution ~ = 2/(1 + 2r), (4.2) can be written in the form, 
A (x, y, r) = (x + y)/(r + x)(r + y)w ~ (4.3) 
and the problem of minimising (4.1) then becomes identical to the situation previously discussed 
by Guittet[2] and Hadjidimos [3]. However we follow the analysis of Hadjidimos who in the 
154 D.J. EVANS 
extrapolated A.D.I. method minimised the amplification factor 
max A(/z, v, r)} 
r min 
• I min A(iz, v,r)) 
to obtain for the single optimum r the value X/(a//). 
Thus, using this result, we have after some analysis the results 
~Oo~t = ~ = 2/(1 + 2X/(aB)), P(B~o, ,) = (a +//)/2X/(a//) 
from which we can determine the eigenvalue range for Boo,,. 
ti = ;t~,(Ba) = (1 + 2X/(a~))z12(V(/3) + X/(a)) ~, 
/; = Jtm.x(Bu) = (a + B)(1 + 2X/(aB))=/4X/(a~IX'x/(B) + X/(a)) z. 
(4.4) 
(4.5) 
(4.6) 
To date, we have assumed that 0 < a ~/~ ~ b and 0 < a <~ v ~/3 and that a = a and b =/3. 
This will not always occur in practice, e.g. when solving Laplace's equation on a rectangle with 
adjacent sides of ditlerent length, using a square mesh. 
As far as the minimum eigenvalue of B,, is concerned an approximate analysis can be 
achieved by noticing that 0 < a <~/~, v ~// ' ,  where a' = rain(a, a) and// '  = max(b, ~). Then 
and 
min ~.(#,, v, o) ~> rain ~,(#, v, o0), 
aagl,~B 
max A(/z, v, oJ) ~< max ,~(tz, z,, ~o), 
a ~ ~b a' ~l.~ vagl3' 
a~v~B 
for 0<to<2.  
Hence, we can derive the result, 
f max A(/~,v,o~) 1
rain e(e . )  -< min = 
o<.<2 o . z}  min A(p ,v ,~) |  
where oJ' -- 21(1 + 2X/(a'//')). 
The stationary case of 2 optimum parameters o31 and ~ is discussed in Young (1971) but 
interest has been centred for many years on the non-stationary case when a sequence of 
parameters ta~, i = 1,2 . . . .  m is applied in a cycle resulting in an order of magnitude improve- 
ment in the rate of convergence (Peaceman and Rachford[4], Wachspress [5]). 
However, in this paper we are mainly concerned with the single parameter case and its 
application to 1st and 2nd order extrapolation methods and their comparison with existing 
methods. 
5. APPLICATION OF THE PRECONDITIONING TECHNIQUE TO BASIC ITERATIVE METHODS 
We now apply the results of the previous section to the simultaneous displacement and 
Richardson's and Chebyshev second degree methods, respectively as given previously in 
Evans[l]. 
The equations for these basic iterative processes are then, 
y~k+u =y~k) + 6(d - Ba~)), (5.1) 
(5.2) 
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and 
ya+,) = y(~)+ ak(d - B,~y a)) + ,Sk(y a, - y(l,-,)), (5.3) 
respectively, where the acceleration parameters £/~, at and/]k are defined as in Evans [1]. The 
iterations proceed in the y variable until a specified degree of accuracy is achieved. The final 
solution is then obtained by one application of the formula, 
u = ( I  + o J~- Iy .  (5.4) 
The optimum value of a = ~ for method (5.1) is given by, 
~= 2 8V(afl) 
a + G = (I + 2x/(a~)) 2' (5.5) 
where 0 < ~ ~< ;t~(o~) ~< b, and the ~(~) are the positive real eigenvalues of B,~. With this choice 
of a, the spectral radius of the iteration matrix (I- ~B~) is 
max[1 - ~*~(¢3)[ ~ b -  ~ = P(B~) - 1. (5.6) 
b+~ P(B,~) + 1 
The values a = 
from equation (5.6) the rate of  convergence is 
• fP (B . ; ) -  
min A(#, u, ~) and b= max ~(/~, v, o3) are given by equations (4.6) and 
(5.7) 
Similarly, for the preconditioned Richardson's econd degree method equation (5.2) we 
have, 
r 2 
-- Lw :vW and = " 
and the spectral radius of the iteration matrix is V(/~), so that the rate of convergence satisfies 
(5.9) - Iog(v'(~)) = - log" ~[W(P(B~)fW(P(B'~)-~- 11) }  2/V(P(B:,)) 
Similarly, the Chebyshev acceleration defined Dy equation (5.3) has an identical asymptotic rate 
of convergence. 
6. THE COMPUTATIONAL PROCEDURE 
We now consider the computational procedure for the method developed in (5.1). Assume 
that the grid points are ordered horizontally along successive x-lines of the grid and that the 
optimum parameters o3, ~ have been obtained. The computation of the r.h.s, vector d, i.e. 
( I+ ~o/-I)d = b. (6.1) 
is obtained by applying a Gaussian elimination procedure to the tridiagonal system (6.1). Next, 
the vector q~k) i.e. 
CAMWA Vol. 7, No. 2--..C 
qC~) = (I + oJl=l)-I A(l + coI:)-ly a), k >~ 0 (6.2) 
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is generated as a 3 stage process using auxiliary vectors z~, z2 in the manner i.e. 
and 
(I + oJV)z,=y ~) (6.3) 
z2=Az, (6.4) 
(I + (o/'I)q (~) = z:. (6.5) 
Equation (6.3) is solved by re-ordering the elements of the vector y(~) and thus zt also, to 
correspond with a vertical ordering of the grid points along successive y-lines, which results in 
a similar tridiagonal system of equations to solve for zm. 
The vector z2 in equation (6.4) is generated by a simple matrix vector multiplication with A 
as a sparse matrix formed from the 5 point difference approximation to(2.1). 
Finally, we solve (6.5) in exactly the same way as system (6.1) to obtain the vector q(k). 
Method (5.1) can now be written in the form, 
y~*+') = f~) + 6(d - q(k)), k ~> O, (6.6) 
which is easily solved for y~+'), k ~ 0 since each vector on the right hand side is known. This 
process continues until convergence (to the desired accuracy) is achieved. The original solution 
vector n is then found from (5.4) in the same way as system (6.3) was obtained. 
In a similar manner the second order methods (5.2) and (5.3) can be evaluated with, of 
course, the storage of an additional vector y(t-i). 
7. THE MODEL PROBLEM: LAPLACE EQUATION 
We shall consider the model problem: 
02U O2U 
--~T +- -~ = 0, 0<x,y<l  (7.1a) 
in the unit square with boundary B, subject o the boundary conditions, 
U(x, y) = 7(x, y), x, y e B. (7.1b) 
Choosing a square mesh size of side h (h = ll(n + I)), then the matrix of finite difference 
equations can be written as 
where 
= [' B 
(H , )H  [ 
A = H + V ( = H, + V,), (7.2) 
0 B,,,, 0 l 
""B  (.2 x .2) 
;B= 
I I12..- 114.. 0 "] 
- ' " - - : : . " - " : ' - - . .  / 
"--...'--..'.-1/4 / 
0 "~- 114 "112 .~ (/I X •) 
(7.3) 
and 
(V , )V  = 
f12  - f14 .  0 
-~4. I12 "-. "- 
" ' -~4 ~2 
; I is the unit matrix 
of order n 
(.2 x .2) (7.4) 
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/~i = sin 2 {ilr](2(n+l))}; ~,j = sin 2 {flr/(2(n + 1))}, 1 ~< i,j ~< n. (7.5) 
Hence, if a<<.l~i<~b, a<<.vj<~a, l~<Lj~<n, then, 
• 2 7r 2 ~r (7.6) 
Thus, for the model problem equation (4.5) yields 
and 
2 2 
o3 = 1 + sin (~r/(n + 1)) = 1 + sin (¢rh)' (7.7) 
1 1 
min P(B~) = P(B,~) = sin (rd(n + 1)) = sin (~rh)' (7.8) 0<~0<2 
using the optimum acceleration parameter ~ defined by (5.5). Thus, the alternating direction 
implicit preconditioned simultaneous displacement method has the spectral radius 
max ]1 - ~Ai.j(o~)[ =1 - sin (~'h) 
I,,'.j.,, 1 + sin (~rh)' (7.9) 
with the asymptotic rate of convergence given by 
R® = 2 sin crh ~- 2 ~rh as h--*0. (7.10) 
From this we can ascertain that in the class of optimised one parameter iterative methods, 
the Peaceman-Rachford method, the point S.O.R. process and the A.D.I. preconditioned 
simultaneous displacement method have identical asymptotic rates of convergence for all h > 0 
for the model problem. 
Also we note that the optimum preconditioning parameter o~ given by (7.7) is identical to the 
optimum over-relaxation parameter for the point S.O.R. method [6]. 
Finally for the alternating direction preconditioned 2nd degree Richardson method efined 
by (5.2) with optimum preconditioned factor • and parameters ~ and ~ defined in (5.8) we have 
for the asymptotic rate of convergence, 
R® = 2V'(sin(~rh)) = 2~/(~rh) as h -',0. (7.11) 
This result can be shown to be equivalent to the A.D.I. iterative method with m--2*, k=l 
parameters [5]. 
Thus from the analysis presented it is clear that the preconditioning technique discussed in 
this paper is effective in reducing the condition umber by the square root of its original value. 
However, the amount of computational work per iteration has increased by a factor of 2 to 
offset  the gain in convergence rate making the first-order method less competitive than S.O.R. 
Finally, for the second-order methods which involve only a small increase in computational 
work and the storage of an additional vector, the condition umber is reduced yet further by a 
square root factor to yield worthwhile overall gains in computation time. 
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