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a b s t r a c t
We present a method for computing the Hermite interpolation polynomial based on
equally spaced nodes on the unit circle with an arbitrary number of derivatives in the
case of algebraic and Laurent polynomials. It is an adaptation of the method of the Fast
Fourier Transform (FFT) for this type of problems with the following characteristics: easy
computation, small number of operations and easy implementation.
In the second part of the paper we adapt the algorithm for computing the Hermite
interpolation polynomial based on the nodes of the Tchebycheff polynomials and we also
study Hermite trigonometric interpolation problems.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The Hermite interpolation problem has been widely studied. It is well known that the Hermite interpolation in the
Tchebycheff nodes succeeds where Lagrange interpolation failed (see [1]), that is, for every continuous function the Hermite
interpolation polynomials in the Tchebycheff nodes converge to the function, (see [2]). The classical formula given by
Hermite in [3] gives the interpolation algebraic polynomial such that it takes prefixed values as well as its consecutive
derivatives at some fixed points. Since then, several researchers have studied this problem and have obtained interesting
results concerning the convergence to the interpolant function.
Moreover, the results of the so-called Hermite–Fejér interpolation are very well known. Some years ago an extension
to the unit circle of the classical Hermite–Fejér theorem was given in [4]. Since these formulas may have numerical
instability and taking into account that the use of a particular method for obtaining the interpolation polynomial is
seriously conditioned by the existence of an algorithm for computing in an efficient way the corresponding interpolator,
our contribution in this paper is to obtain the interpolant in an alternative and efficient way based on the Fast Fourier
Transform (FFT).
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The organization of the paper is as follows. In Section 2 we solve the Hermite interpolation problemwith equally spaced
nodes on the unit circle by using the FFT to compute the coefficients of the interpolation polynomial. We also generalize
this method for solving what we call the general Hermite interpolation problem on the unit circle, when higher derivatives
appear. In Section 3 we apply the preceding results to solve, in the space of Laurent polynomials, the Hermite interpolation
problem on the unit circle with equally spaced nodes. As an application of the preceding results we present, in Section 4,
algorithms based on the FFT to compute the Hermite interpolation polynomial in [−1, 1] with the Tchebycheff nodes and
the Hermite trigonometric interpolation polynomial on [0, 2π ]with equally spaced nodes.
2. The use of the FFT for solving Hermite interpolation problems on the unit circle
In this section we pose and solve some interpolation problems on the unit circle T. We study the case of equally spaced
nodes. For simplicity and without loss of generality we assume that the nodes are the n roots of the unity {zj}n−1j=0 . Then it is
clear that
n−1
i=0
z ji =

n, if n/j,
0, otherwise.
If we fix a vector {uj}n−1j=0 , the general interpolation problem with equally spaced nodes {zj}n−1j=0 is to determine a
polynomial pn−1(z)with degree less than or equal to n− 1 such that
pn−1(z) ∈ Pn−1[z], pn−1(zj) = uj, for j = 0, . . . , n− 1. (1)
It is well known that this polynomial exists and is unique. Among the different methods for computing pn−1(z) the method
which uses the FFT for obtaining its coefficients may be pointed out. Indeed pn−1(z) = ∑n−1k=0 ekzk with ek = 1n ∑n−1j=0 ujzjk,
that can be computed in a very efficient way by using the FFT, (see [5] and [6]). A general scope of the state of the art about
FFT can be seen in [7]. Next we recall this construction briefly.
In the space Pn−1[z] the inner product defined by
⟨f , g⟩n = 1n
n−1
j=0
f (zj)g(zj)
is considered. It is easy to see that ⟨zk, zm⟩n =

1, if n/(k−m),
0, otherwise, and therefore {1, z, . . . , zn−1} is an orthonormal basis of
Pn−1[z]. Hence, the polynomial pn−1(z) =∑n−1k=0 ekzk with ek = ⟨pn−1, zk⟩n is such that pn−1(zj) = uj, for j = 0, . . . , n− 1.
Keeping in mind this idea, our aim is to extend this method to the Hermite interpolation problems. First we recall some
definitions.
Definition 1. We call Hermite interpolation problem with equally spaced nodes {zj}n−1j=0 on the unit circle T to determine a
polynomial
H2n−1(z) ∈ P2n−1[z] such that H2n−1(zj) = uj and H(1)2n−1(zj) = vj for j = 0, . . . , n− 1, (2)
where {uj}n−1j=0 and {vj}n−1j=0 are fixed values of complex numbers.
Without loss of generality we continue assuming that zj = ei j2πn , for j = 0, . . . , n− 1.
It is well known that this polynomial exists and is unique. Moreover, it is given by:
H2n−1(z) =
n−1
k=0
Ak(z)uk +
n−1
k=0
Bk(z)vk, (3)
with Ak(z) =

1− 2(z − zk)l(1)k (z)

l2k(z), Bk(z) = (z − zk)l2k(z), k = 0, . . . , n − 1, where lk(z) are called the fundamental
polynomials of Lagrange interpolation and they are given by lk(z) = Wn(z)
W (1)n (zk)(z−zk)
, for k = 0, . . . , n − 1, with Wn(z) =
Πn−1k=0 (z − zk) = zn − 1, (see [5]).
This last problem can be decomposed into the following two problems that we denote problem I and problem II and
defined as follows.
Definition 2. We call Hermite interpolation problem of type I with equally spaced nodes {zj}n−1j=0 on the unit circle T to
determine a polynomial HI,2n−1(z) ∈ P2n−1[z] such that
HI,2n−1(zj) = uj and H(1)I,2n−1(zj) = 0 for j = 0, . . . , n− 1. (4)
Notice that this problem is the well-known Hermite–Fejér interpolation problem.
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Definition 3. We call Hermite interpolation problem of type II with equally spaced nodes {zj}n−1j=0 on the unit circle T to
determine a polynomial HII,2n−1(z) ∈ P2n−1[z] such that
HII,2n−1(zj) = 0 and H(1)II,2n−1(zj) = vj for j = 0, . . . , n− 1. (5)
From the general solution (3) we can obtain the explicit solutions of problems I and II. Moreover, using some properties of
the polynomials lk(z) and properties of the roots of the unity, it is easy to obtain that
HI,2n−1(z) =
n−1
k=0

z2k
n2
(zn − 1)2
(z − zk)2 uk −
zk(n− 1)
n2
(zn − 1)2
(z − zk) uk

,
and
HII,2n−1(z) =
n−1
k=0
z2k
n2
(zn − 1)2
(z − zk) vk.
Since these formulas could have numerical instability, as in the numerical differentiation, next we are going to present an
algorithm using the FFT to compute HI,2n−1(z) and HII,2n−1(z). In order to do this we consider the inner product of Sobolev
type in the space P2n−1[z], associated with the system of equally spaced nodes {zj}n−1j=0 , defined by
⟨f (z), g(z)⟩s = 1n
n−1
j=0
f (zj)g(zj)+ 1n
n−1
j=0
f (1)(zj)g(1)(zj). (6)
Theorem 1. The following system
{Zk(z)}2n−1k=0 =

zk
n−1
k=0

zn+k − 1+ (n+ k)k
1+ k2 z
k
n−1
k=0
(7)
is an orthogonal basis of the space P2n−1[z] with the inner product ⟨, ⟩s given by (6) and the norms are
‖Zk(z)‖s = ‖zk‖s =

1+ k2 12 , k = 0, . . . , n− 1,
‖Zn+k(z)‖s =
zn+k − 1+ (n+ k)k1+ k2 zk

s
=

n2
1+ k2
 1
2
, k = 0, . . . , n− 1. (8)
Proof. Let k and l be such that k, l = 0, . . . , n− 1. Then it holds that
⟨zk, z l⟩s = 1n

n−1
j=0
zk−lj + kl
n−1
j=0
zk−lj

=

1+ k2, n/(k− l),
0, otherwise.
If we denote An,k = 1+(n+k)k1+k2 , then
⟨zk, zn+l − An,lz l⟩s = ⟨zk, zn+l⟩s − An,l⟨zk, z l⟩s = 1n

n−1
j=0
zk−n−lj + k(n+ l)
n−1
j=0
zk−n−lj

− An,l(1+ k2)δk,l =

1+ k(n+ k)− (1+ (n+ k)k) = 0, n/(k− l),
0, otherwise.
Finally we compute
⟨zn+k − An,kzk, zn+l − An,lz l⟩s = ⟨zn+k, zn+l⟩s − An,l⟨zn+k, z l⟩s − An,k⟨zk, zn+l − An,lz l⟩s
= ⟨zn+k, zn+l⟩s − An,l⟨zn+k, z l⟩s
= 1
n

n−1
j=0
zk−lj + (n+ k)(n+ l)
n−1
j=0
zk−lj

− An,l 1n

n−1
j=0
zn+k−lj + (n+ k)l
n−1
j=0
zn+k−lj

= [1+ (n+ k)2]δk,l − An,l[1+ (n+ k)k]δk,l =
 n
2
1+ k2 , n/(k− l),
0, otherwise.
Therefore the result follows. 
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2.1. Solution of the Hermite interpolation problems
Theorem 2. The polynomial HI,2n−1(z) solution of the Hermite interpolation problem of type I posed in (4) is given by
HI,2n−1(z) =
2n−1−
k=0
ckZk(z),
with
ck = 11+ k2
1
n
n−1
j=0
ujzjk, cn+k = −kn
1
n
n−1
j=0
ujzjk for k = 0, . . . , n− 1. (9)
Proof. It is clear that HI,2n−1(z) can be written in the basis {Zk(z)}2n−1k=0 obtained before and all we have to do is to determine
its coefficients.
For 0 ≤ k ≤ n− 1, ⟨HI,2n−1(z), Zk(z)⟩s = ck‖Zk(z)‖2s = ck(1+ k2) holds.
On the other hand, taking into account that HI,2n−1(z) is the solution of the Hermite interpolation problem of type I we
have
⟨HI,2n−1(z), Zk(z)⟩s = ⟨HI,2n−1(z), zk⟩s = 1n
n−1
j=0
HI,2n−1(zj)zjk = 1n
n−1
j=0
ujzjk.
Therefore ck = 11+k2 1n
∑n−1
j=0 ujzj
k for k = 0, . . . , n− 1.
Now, again let k = 0, . . . , n− 1. Then
⟨HI,2n−1(z), Zn+k(z)⟩s = cn+k‖Zn+k(z)‖2s = cn+k
n2
1+ k2 and
⟨HI,2n−1(z), Zn+k(z)⟩s =

HI,2n−1(z), zn+k − 1+ (n+ k)k1+ k2 z
k

s
= 1
n
n−1
j=0
uj

zjn+k − 1+ (n+ k)k1+ k2 zj
k

=

1− 1+ (n+ k)k
1+ k2

1
n
n−1
j=0
ujzjk.
Therefore cn+k = 1+k2n2 1n
∑n−1
j=0 ujzj
k

1− 1+(n+k)k
1+k2

= −kn 1n
∑n−1
j=0 ujzj
k. 
Remark 1. (i) The coefficients ck that determine the solution of the Hermite problem of type I can be related with the
coefficients ek = 1n
∑n−1
j=0 ukzk
j of the polynomial pn−1(z) solution of the general interpolation problem posed in (1).
Indeed
ck = 11+ k2 ek, and cn+k = −
k
n
ek,
for k = 0, . . . , n− 1 and therefore they can be obtained using the FFT with a little increase of operations.
(ii) The polynomial HI,2n−1(z) can be written in the basis {zk}2n−1k=0 as follows
HI,2n−1(z) =
n−1
k=0

ck − cn+k 1+ (n+ k)k1+ k2

zk +
n−1
k=0
cn+kzn+k.
(iii) The operational cost of the method is O(n(log n+ 1)) operations for the determination of the polynomial HI,2n−1(z).
Theorem 3. The polynomial HII,2n−1(z) solution of the Hermite interpolation problem of type II posed in (5) is
HII,2n−1(z) =
2n−1−
k=0
dkZk(z),
with the coefficients given by
dk = k1+ k2
1
n
n−1
j=0
vj
zj
zjk, dn+k = 1n
1
n
n−1
j=0
vj
zj
zjk for k = 0, . . . , n− 1. (10)
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Proof. We calculate the coefficients of HII,2n−1(z) in the basis {Zk(z)}2n−1k=0 . If we write HII,2n−1(z) =
∑2n−1
k=0 dkZk(z) then, for
k = 0, . . . , n− 1, we have
⟨HII,2n−1(z), Zk(z)⟩s = ⟨HII,2n−1(z), zk⟩s = 1n
n−1
j=0
H(1)II,2n−1(zj)kzj
k−1 = k
n
n−1
j=0
vjzjk−1.
On the other hand we also have ⟨HII,2n−1(z), Zk(z)⟩s = dk‖Zk(z)‖2s = dk(1+ k2).
Then the first part of (10) yields from both formulas.
Next we compute the other coefficients. For k = 0, . . . , n− 1,
⟨HII,2n−1(z), Zn+k(z)⟩s =

HII,2n−1(z), zn+k − 1+ (n+ k)k1+ k2 z
k

s
= 1
n
n−1
j=0
vj

(n+ k)zjn+k−1 − 1+ (n+ k)k1+ k2 kzj
k−1

=

n+ k− 1+ (n+ k)k
1+ k2 k

1
n
n−1
j=0
vjzjk−1 = n1+ k2
1
n
m−1−
j=0
vjzjk−1.
On the other hand, we also have ⟨HII,2n−1(z), Zn+k(z)⟩s = dn+k n21+k2 .
Hence, the second formula of (10) follows from both identities. 
Remark 2. (i) The coefficients dk that determine the solution of the Hermite interpolation problem of type II depend on
the values 1n
∑n−1
j=0
vj
zj
zjk, which are the ek solutions of the general interpolation problem (1) with values
vj
zj
. Then every
method used to determine ek, (in particular the FFT), is useful to determine dk with a little increase of operations.
(ii) The polynomial HII,2n−1(z) can be written in the basis {zk}2n−1k=0 as follows
HII,2n−1(z) =
n−1
k=0

dk − dn+k 1+ (n+ k)k1+ k2

zk +
n−1
k=0
dn+kzn+k.
(iii) The operational cost of themethodbasedon the FFT isO(n(log n+1))operations for the determination of thepolynomial
HII,2n−1(z).
Theorem 4. The polynomial H2n−1(z) solution of the Hermite interpolation problem (2) is given by
H2n−1(z) =
2n−1−
k=0
(ck + dk)Zk(z),
where {ck} and {dk} are given by (9) and (10), respectively.
Proof. It is immediate from Theorems 2 and 3. 
Remark 3. (i) The polynomial H2n−1(z) can be written in the basis {zk}2n−1k=0 as follows
H2n−1(z) = HI,2n−1(z)+ HII,2n−1(z)
=
n−1
k=0

ck + dk − (cn+k + dn+k)1+ (n+ k)k1+ k2

zk +
n−1
k=0
(cn+k + dn+k)zn+k
with {ck} and {dk} given by (9) and (10), respectively.
(ii) Taking into account that the coefficients ck and dk in Theorem 4 can be determined by the methods indicated above, the
Hermite interpolation problem can be solved using the algorithm of the FFT with an operational cost of O(n(log n+ 1))
operations.
2.2. Hermite interpolation problems on the unit circle with equally spaced nodes different from the roots of the unity
Next we obtain the solution of Hermite interpolation problems on the unit circle with equally spaced nodes different
from the roots of the unity. In this subsection we present the results which are very similar to those obtained before.
Let {αj}n−1j=0 be the n roots of λ, with |λ| = 1. If we assume that αj = eıβzj, j = 0, . . . , n − 1, then we define the inner
product of Sobolev type in the space P2n−1[z], associated with the system of equally spaced nodes {αj}n−1j=0 by,
⟨f (z), g(z)⟩sβ =
1
n
n−1
j=0
f (αj)g(αj)+ 1n
n−1
j=0
f (1)(αj)g(1)(αj).
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It is easy to prove that the following system
{Zk(z;β)}2n−1k=0 =

zk
n−1
k=0

zn+k − eıβn 1+ (n+ k)k
1+ k2 z
k
n−1
k=0
is an orthogonal basis of the space P2n−1[z]with this inner product and the norms are
‖Zk(z;β)‖sβ = ‖zk‖sβ =

1+ k2 12 , k = 0, . . . , n− 1,
‖Zn+k(z;β)‖sβ =
zn+k − eıβn 1+ (n+ k)k1+ k2 zk

sβ
=

n2
1+ k2
 1
2
, k = 0, . . . , n− 1.
Using this basis, we can solve the Hermite interpolation problems of types I and II, that is, we can obtain the polynomials
HI,2n−1(z) such that HI,2n−1(αj) = uj,H (1)I,2n−1(αj) = 0 for j = 0, . . . , n − 1, and HII,2n−1(z) such that HII,2n−1(αj) = 0,
H
(1)
II,2n−1(αj) = vj for j = 0, . . . , n− 1. Proceeding as in the proofs of Theorems 2 and 3 we obtain the following result.
Theorem 5. The polynomialsHI,2n−1(z) andHII,2n−1(z) have the following form
(i) HI,2n−1(z) =∑2n−1k=0 ck,βZk(z;β), where
ck,β = e
−ıkβ
1+ k2
1
n
n−1
j=0
ujzjk, cn+k,β = −ke
−ı(k−n)β
n
1
n
n−1
j=0
ujzjk, 0 ≤ k ≤ n− 1.
(ii) HII,2n−1(z) =∑2n−1k=0 dk,βZk(z;β), with the coefficients given by
dk,β = ke
−ı(k−1)β
1+ k2
1
n
n−1
j=0
vj
zj
zjk, dn+k,β = e
−ı(k−1+n)β
n
1
n
n−1
j=0
vj
zj
zjk, 0 ≤ k ≤ n− 1.
Remark 4. (i) Again the coefficients can be computed using the FFT and the operational cost of the method for obtaining
HI,2n−1(z) andHII,2n−1(z) is O(n(log n+ 1)).
(ii) The case β = 0 corresponds to the case of the roots of the unity studied before.
2.3. The general Hermite interpolation problem on the unit circle
The three problems that we have solved in Theorems 2–4 can be posed in a more general setting, that is with higher
derivatives. This is the object of this subsection, in which we are going to study the general case of Hermite interpolation
with equally spaced nodes on T. For simplicity we continue assuming that the nodes are the n roots of the unity {zj}n−1j=0 .
CASE I. Consecutive derivatives.
Let N be a positive integer N > 1, and let {ui)0 , . . . , ui)n−1}i=0,...,N−1 be fixed values. The problem is to determine a polyno-
mial HNn−1(z) ∈ PNn−1[z] such that
H(i)Nn−1(zj) = ui)j for j = 0, . . . , n− 1, i = 0, . . . ,N − 1.
It iswell known that this polynomial exists and is unique. For its obtentionwe can decompose the problem into l different pr-
oblemswith 0 ≤ l ≤ N−1 in the followingway. Find the polynomialHl,Nn−1(z) such thatH(i)l,Nn−1(zj) = 0 for j = 0, . . . , n−1,
i = 0, . . . ,N − 1 and i ≠ l and H(l)l,Nn−1(zj) = ul)j for j = 0, . . . , n− 1. Hence HNn−1(z) =
∑N−1
l=0 Hl,Nn−1(z), and we are going
to present an alternative way for describing Hl,Nn−1(z).
In the space PNn−1[z]we consider the inner product of Sobolev type
⟨f (z), g(z)⟩sN =
1
n
n−1
j=0
f (zj)g(zj)+ 1n
n−1
j=0
f (1)(zj)g(1)(zj)+ · · · + 1n
n−1
j=0
f (N−1)(zj)g(N−1)(zj),
and we denote by {Zk(z,N)}Nn−1k=0 an orthogonal basis of PNn−1[z]. The polynomial Hl,Nn−1(z) can be written as
Hl,Nn−1(z) =
Nn−1−
k=0
ck,lZk(z,N),
with ck,l = 1n 1‖Zk(z,N)‖2sN
∑n−1
j=0 u
l)
j Z
(l)
k (zj,N).
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To solve the problem we have to obtain the basis {Zk(z,N)}Nn−1k=0 . It is easy to prove that
Zln+k(z,N) = z ln+k + a(l−1)n+kz(l−1)n+k + · · · + an+kzn+k + akzk,
for k = 0, . . . , n − 1 and l = 0, . . . ,N − 1. We can obtain the coefficients a(l−1)n+k, . . . , an+k, ak by solving the following
system:
⟨Zln+k(z,N), z(l−1)n+k⟩sN = · · · = ⟨Zln+k(z,N), zk⟩sN = 0,
and we can compute ‖Zln+k(z,N)‖2sN . The matrix of coefficients of the above systemMk,l can be written asMk,l = Nk,lN Tk,l,
whereNk,l =
1 k k(k− 1) · · · ΠN−2i=0 (k− i)
1 n+ k (n+ k)(n+ k− 1) · · · ΠN−2i=0 (n+ k− i)
...
...
...
. . .
...
1 (l− 1)n+ k Π1i=0[(l− 1)n+ k− i] · · · ΠN−2i=0 [(l− 1)n+ k− i]
 ,
Once l and k are fixed, it is easy to obtain the inversematrix ofMk,l and therefore to solve the system. Thenwe can determine
the coefficients ck,l, which are closely related to the values 1n
∑n−1
j=0
ul)j
zj l
zjk. Therefore we are again in conditions of applying
the FFT to get the coefficients and the overall cost is O(n log n). If we denote the operational cost by c(n), notice that c(n)n log n
increases with the number of derivatives involved in the problem.
Another generalization corresponds to the case in which the derivatives are not consecutive.
CASE II. Non-consecutive derivatives.
Let N1, . . . ,Nr be r different integers such that 0 = N1 < N2 < · · · < Nr and let {ui)0 , . . . , ui)n−1}i=N1,...,Nr be fixed values.
The problem is to determine a polynomialHnr−1(z) ∈ Pnr−1[z] such thatH(i)nr−1(zj) = ui)j for j = 0, . . . , n−1, i = N1, . . . ,Nr .
In general this Hermite–Birkhoff interpolation problem could be unsolvable. Conditions about the existence of solution
can be seen in [8]. In our case, if r = 2, that is, when we have 0 = N1 < N2, we can prove that the interpolation polynomial
H2n−1(z) exists and is unique. The idea of the proof is to get that the homogeneous problem has only the trivial solution.
Lemma 1. The Hermite–Birkhoff interpolation polynomial H2n−1(z) satisfying that
H2n−1(zj) = 0 and H(N2)2n−1(zj) = 0 for j = 0, . . . , n− 1, where N2 is a positive integer number, is H2n−1 = 0.
Proof. If we assume that H2n−1 ≠ 0, then H2n−1(z) = (zn − 1)qn−1(z), where deg qn−1 = n− 1. By computing H(N2)2n−1(z)we
get
H(N2)2n−1(z) =
N2−
i=0

N2
i

(zn − 1)(i)q(N2−i)n−1 (z).
Since H(N2)2n−1(zj) = 0 for j = 0, . . . , n− 1, then
N2−
i=1

N2
i

(zn − 1)(i)q(N2−i)n−1 (z)
must be zero or zn − 1 must be a factor of the preceding sum, which can be written
N2−
i=1

N2
i

(zn − 1)(i)q(N2−i)n−1 (z) = zn−N2Pn−1(z),
where deg Pn−1 = n− 1. This last condition does not hold unless Pn−1 = 0.
Notice that the same proof is valid if the nodes are the zeros of λwith |λ| = 1. 
Going back to our general problem, when the Hermite–Birkhoff interpolation polynomial exists and is unique, we proceed
as follows for its obtention. We can decompose the problem into l different problems with N1 ≤ l ≤ Nr in the following
way:
Find the polynomial Hl,nr−1(z) such that H(i)l,nr−1(zj) = 0 for j = 0, . . . , n − 1, i = N1, . . . ,Nr and i ≠ Nl and
H(Nl)l,nr−1(zj) = ul)j for j = 0, . . . , n − 1. Hence Hnr−1(z) =
∑Nr
l=N1 Hl,nr−1(z), and we are going to present an alternative
way for describing Hl,nr−1(z).
In the space Pnr−1[z]we consider the inner product of Sobolev type
⟨f (z), g(z)⟩sN =
1
n
n−1
j=0
f (N1)(zj)g(N1)(zj)+ · · · + 1n
n−1
j=0
f (Nr )(zj)g(Nr )(zj),
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and we denote by {Zk(z,Nr)}nr−1k=0 an orthogonal basis of Pnr−1[z]. The polynomial Hl,nr−1(z) can be written as
Hl,nr−1(z) =
nr−1−
k=0
c˜k,lZk(z,Nr),
with c˜k,l = 1n 1‖Zk(z,Nr )‖2sN
∑n−1
j=0 u
l)
j Z
(l)
k (zj,Nr).
To solve the problem we have to obtain the basis {Zk(z,Nr)}nr−1k=0 . It is easy to prove that
Zln+k(z,Nr) = z ln+k + a˜(l−1)n+kz(l−1)n+k + · · · + a˜n+kzn+k + a˜kzk,
for k = 0, . . . , n−1 and N1 ≤ l ≤ Nr . We can obtain the coefficients a˜(l−1)n+k, . . . , a˜n+k, a˜k by solving the following system:
⟨Zln+k(z,Nr), z(l−1)n+k⟩sN = · · · = ⟨Zln+k(z,Nr), zk⟩sN = 0,
and we can compute ‖Zln+k(z,Nr)‖2sN . Then we can determine the coefficients c˜k,l, which are closely related to the values
1
n
∑n−1
j=0
ul)j
zj l
zjk. Therefore we are again in conditions of applying the FFT to get the coefficients.
Remark 5. Similar results can be obtained if the nodes are the n roots {αj}n−1j=0 of λ, with |λ| = 1. If we assume thatαj = eıβzj,
then the corresponding basis {Zk(z;β,N)} must be used and the rotation, in which β appears, takes place in the final
expressions.
3. Hermite interpolation on the unit circle in the space of Laurent polynomials
In this Section we translate the previous results to the case of Laurent polynomials. Since any continuous function on the
unit circle T can be uniformly approximated on T by Laurent polynomials, then the Laurent polynomials are very suitable
for interpolation on the unit circle. Indeed they play the same role as the algebraic polynomials on the interval.
First we recall the following result, (see [4]).
Theorem 6. Let {zj}n−1j=0 be the n roots of the unity. Let p and q be two nondecreasing sequences of nonnegative integers such that
p+ q = 2n− 1, n ≥ 1. Then there exists a unique polynomial L in the Laurent space L ∈ Λ−p,q = span{zk : −p ≤ k ≤ q}with
p and q satisfying the above condition such that L(zk) = uk, L(1)(zk) = vk, k = 0, . . . , n− 1, and L has the following expression
L(z) =
n−1
k=0
A∗k(z)uk +
n−1
k=0
B∗k(z)vk,
with A∗k(z) = z
p+2
k (z
n−1)2
zpn2(z−zk)2 +
(p−n+1)zp+1k (zn−1)2
zpn2(z−zk) and B
∗
k(z) = z
p+2
k (z
n−1)2
zpn2(z−zk) .
In particular we have the expressions for the solutions of the problems of types I and II, L1 ∈ Λ−p,q such that L1(zk) = uk,
L(1)1 (zk) = 0, k = 0, . . . , n − 1 and L2 ∈ Λ−p,q such that L2(zk) = 0, L(1)2 (zk) = vk, k = 0, . . . , n − 1. Again, since these
expressions could have numerical instability we are going to obtain alternative expressions for L1, L2 and therefore for L by
using the results and the basis {Zk(z)} obtained in Section 2. We continue assuming that {zj}n−1j=0 are the n roots of the unity.
Theorem 7. The Laurent polynomial L1 ∈ Λ−p,q such that L1(zk) = uk, L(1)1 (zk) = 0, k = 0, . . . , n− 1 is given by
L1(z) =
2n−1−
k=0
(c˜k + d˜k)Zk(z)zp ,
with
c˜k = 1
(1+ k2)
1
n
n−1
j=0
uj
zjp
zjk, c˜n+k = − kn
1
n
n−1
j=0
uj
zjp
zjk,
d˜k = kp
(1+ k2)
1
n
n−1
j=0
uj
zjp
zjk, d˜n+k = pn
1
n
n−1
j=0
uj
zjp
zjk.
(11)
Proof. Let P2n−1 ∈ P2n−1[z] be the solution of the Hermite interpolation problem (2), that is, P2n−1(zk) = zpkuk, P (1)2n−1(zk) =
pzp−1k uk, k = 0, . . . , n− 1.
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We know that P2n−1(z) =∑2n−1k=0 (c˜k + d˜k)Zk(z)where
c˜k = 1n(1+ k2)
n−1
k=0
ujzjk−p, c˜n+k = − kn2
n−1
k=0
ujzjk−p,
d˜k = kn(1+ k2)
n−1
j=0
pujzjk−p, d˜n+k = 1n2
n−1
j=0
pujzjk−p.
If we take L1(z) = P2n−1(z)zp , then it holds that L1(zk) = uk for k = 0, . . . , n − 1 and since L(1)1 (z) =
zpP(1)2n−1(z)−pzp−1P2n−1(z)
z2p
,
then L(1)1 (zk) = 0. Therefore L1(z) =
∑2n−1
k=0 (c˜k + d˜k) Zk(z)zp , with c˜k and d˜k given by (11). 
Theorem 8. The Laurent polynomial L2 ∈ Λ−p,q such that L2(zk) = 0, L(1)2 (zk) = vk, k = 0, . . . , n− 1 is given by
L2(z) =
2n−1−
k=0
dˆk
Zk(z)
zp
,
with
dˆk = k
(1+ k2)
1
n
n−1
j=0
vj
zjp+1
zjk, dˆn+k = 1n
1
n
n−1
j=0
vj
zjp+1
zjk. (12)
Proof. Let P2n−1 ∈ P2n−1[z] be the solution of the Hermite interpolation problem of type II, that is, P2n−1(zk) = 0, P (1)2n−1(zk)
= zpkvk, k = 0, . . . , n− 1.
We know that P2n−1(z) =∑2n−1k=0 dˆkZk(z)where
dˆk = kn(1+ k2)
n−1
j=0
vjzjk−1−p, dˆn+k = 1n2
n−1
j=0
vjzjk−1−p.
If we take L2(z) = P2n−1(z)zp , then it holds that L2(zk) = 0 for k = 0, . . . , n− 1 and since L(1)2 (z) =
zpP(1)2n−1(z)−pzp−1P2n−1(z)
z2p
, then
L(1)2 (zk) = P
(1)
2n−1(zk)
zpk
= vk. Therefore L2(z) =∑2n−1k=0 dˆk Zk(z)zp , with dˆk given by (12). 
Corollary 1. The Laurent polynomial L ∈ Λ−p,q solution of the interpolation problem L(zk) = uk, L(1)(zk) = vk, k = 0, . . . ,
n− 1 is given by
L(z) =
2n−1−
k=0
(c˜k + d˜k + dˆk)Zk(z)zp ,
with c˜k and d˜k given by (11) and dˆk given by (12).
Proof. The polynomial L = L1 + L2, with L1 and L2 given in Theorems 7 and 8. 
When the nodes are {αj}n−1j=0 , the n roots of λwith |λ| = 1, similar results can be obtained.
We assume that αj = eıβzj. Then we obtain the following result.
Theorem 9. (i) The Laurent polynomialL1 ∈ Λ−p,q such that L1(αj) = uj, L(1)1 (αj) = 0, j = 0, . . . , n− 1 is given by
L1(z) =
2n−1−
k=0
(c˜k,β + d˜k,β)Zk(z;β)zp ,
with
c˜k,β = e
ı(p−k)β
(1+ k2)
1
n
n−1
j=0
zpj ujzj
k, c˜n+k,β = −ke
ı(n−k+p)β
n
1
n
n−1
j=0
zpj ujzj
k,
d˜k,β = pke
ı(p−k)β
(1+ k2)
1
n
n−1
j=0
zpj ujzj
k, d˜n+k,β = pe
ı(n−k+p)β
n
1
n
n−1
j=0
zpj ujzj
k.
(13)
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(ii) The Laurent polynomialL2 ∈ Λ−p,q such that L2(αj) = 0, L(1)2 (αj) = vj, j = 0, . . . , n− 1 is given by
L2(z) =
2n−1−
k=0
dˆk,β
Zk(z, β)
zp
,
with
dˆk,β = ke
ı(p+1−k)β
(1+ k2)
1
n
n−1
j=0
zp+1j vjzj
k, dˆn+k,β = e
ı(−n−k+p+1)β
n
1
n
n−1
j=0
zp+1j vjzj
k. (14)
(iii) The Laurent polynomial L˜ ∈ Λ−p,q such that L˜(αj) = uj, L˜(1)(αj) = vj, j = 0, . . . , n− 1 is given by
L˜(z) =
2n−1−
k=0
(dˆk,β + c˜k,β + d˜k,β)Zk(z, β)zp , (15)
with c˜k,β and d˜k,β given by (13) and dˆk,β given by (14).
Proof. The results can be obtained by following the proofs of Theorems 7 and 8 and Corollary 1. 
An important particular case that we are going to use later is that corresponding to the roots of−1 that we denote by yj for
j = 0, . . . , n− 1 and taking p = n− 1. In this situation β = πn . Briefly we indicate the corresponding formulas.
Theorem 10. (i) The Laurent polynomialL1 ∈ Λ−(n−1),n such that L1(yj) = uj andL(1)1 (yj) = 0, j = 0, . . . , n− 1 is given
by
L1(z) =
2n−1−
k=0
(c˜k, πn + d˜k, πn )
Zk(z; πn )
zn−1
,
with
c˜k, πn = −
e−ı(k+1)
π
n
(1+ k2)
1
n
n−1
j=0
zjujzjk, c˜n+k, πn =
−ke−ı(k+1) πn
n
1
n
n−1
j=0
zjujzjk,
d˜k, πn = −
(n− 1)ke−ı(k+1) πn
(1+ k2)
1
n
n−1
j=0
zjujzjk, d˜n+k, πn =
(n− 1)e−ı(k+1) πn
n
1
n
n−1
j=0
zjujzjk,
(16)
or alternatively
c˜k, πn = −
1
(1+ k2)
1
n
n−1
j=0
yjujyjk, c˜n+k, πn =
−k
n
1
n
n−1
j=0
yjujyjk,
d˜k, πn = −
(n− 1)k
(1+ k2)
1
n
n−1
j=0
yjujyjk, d˜n+k, πn =
(n− 1)
n
1
n
n−1
j=0
yjujyjk.
(17)
(ii) The Laurent polynomialL2 ∈ Λ−(n−1),n such that L2(yj) = 0, L(1)2 (yj) = vj for j = 0, . . . , n− 1 is given by
L2(z) =
2n−1−
k=0
dˆk, πn
Zk(z; πn )
zn−1
,
with
dˆk, πn = −
ke−ık
π
n
(1+ k2)
1
n
n−1
j=0
vjzjk, dˆn+k, πn =
e−ık
π
n
n
1
n
n−1
j=0
vjzjk, (18)
or alternatively the coefficients can be written as follows
dˆk, πn = −
k
(1+ k2)
1
n
n−1
j=0
vjyjk, dˆn+k, πn =
1
n
1
n
n−1
j=0
vjyjk. (19)
(iii) The Laurent polynomial L˜ ∈ Λ−(n−1),n such that L˜(yj) = uj, L˜(1)(yj) = vj, j = 0, . . . , n− 1 is given by
L˜(z) =
2n−1−
k=0

dˆk, πn + c˜k, πn + d˜k, πn
 Zk(z; πn )
zn−1
, (20)
with c˜k, πn and d˜k, πn given by (16) and dˆk, πn given by (18) or by the alternative expressions (17) and (19).
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4. Algorithms for Hermite interpolation in the real case
Nowwe present some applications of the previous results to the computation of the Hermite interpolant in the real line.
First we study the case of the interval [−1, 1] and second we study the Hermite trigonometric interpolation on [0, 2π ].
4.1. Algorithms for Hermite interpolation in the interval [−1, 1] on the Tchebycheff nodes
Let {xj}n−1j=0 be the n roots of the Tchebycheff polynomial of the first kind Tn(x), that is, xj = cos

(2j+1)π
2n

, j = 0, . . . , n−1,
(see [9]). Let us consider the following interpolation problem:
Find a polynomial h2n−1(x) ∈ P2n−1[x] such that
h2n−1(xj) = mj, h(1)2n−1(xj) = nj, j = 0, . . . , n− 1, (21)
where {mj}n−1j=0 and {nj}n−1j=0 are fixed real values. This problem has a unique solution and its solution is well known, (see [10]).
Moreover, the particular case of Hermite–Fejér interpolation has been widely studied, (see [10,11] and [9]).
Our aim in this subsection is to give an alternative algorithm to compute it. In order to obtain this result, we transform
the problem into another one.
Let wj = ei (2j+1)π2n , j = 0, . . . , n− 1. It is immediate that w2nj = −1, j = 0, . . . , n− 1 and therefore {wj, wj}n−1j=0 are the
2n roots of−1, and wj+wj2 = xj for j = 0, . . . , n− 1.
The new problem is to find the Laurent polynomialL ∈ Λ−(2n−1),2n such that
L(wj) = L(wj) = mj, j = 0, . . . , n− 1,
L(1)(wj) = nj

1− x2j wjı, L(1)(wj) = −nj

1− x2j wjı.
(22)
So we have to solve in the space of Laurent polynomials an interpolation problem on the unit circle with nodes the 2n roots
of−1. Applying the results of Section 3 we obtain the next result.
Theorem 11. The Laurent polynomialL ∈ Λ−(2n−1),2n such that
L(wj) = L(wj) = mj, j = 0, . . . , n− 1,
L(1)(wj) = nj

1− x2j wjı, L(1)(wj) = −nj

1− x2j wjı.
is given by
L(z) =
2n−1−
k=0

−k+ 1
4n2
n−1
j=0
mj(wk+1j + wk+1j )+
1
4n2
ı
n−1
j=0
nj

1− x2j (wk+1j − wk+1j )

1
z2n−k−1
+
2n−1−
k=0

−k+ 2n− 1
4n2
n−1
j=0
mj(wk+1j + wk+1j )+
1
4n2
ı
n−1
j=0
nj

1− x2j (wk+1j − wk+1j )

zk+1. (23)
Proof. One must change n by 2n in the expression of L˜(z) given in (20). We also must change yj by wj and yj+n by wj for
j = 0, . . . , n−1 in the alternative expressions of the coefficients given in (17) and (19). We also take uj = mj and un+j = mj
for j = 0, . . . , n− 1, vj = nj

1− x2j wjı and vn+j = vj for j = 0, . . . , n− 1. 
Remark 6. (i) IndeedL(z) ∈ Λ−(2n−1),2n−1 and it is symmetric in z j and 1zj .
(ii) The Laurent polynomialL(z) can be written as follows
L(z) = 1
n
n−1
j=0
mj +
2n−1−
k=1

(2n− k)
4n2
n−1
j=0
mj(wkj + wkj )+
1
4n2
ı
n−1
j=0
nj

1− x2j (wkj − wkj )

zk + 1
zk

. (24)
(iii) For computingL(z)we have to compute the following sums
∑n−1
j=0 mj(w
k
j +wkj ) and
∑n−1
j=0 nj

1− x2j (wkj −wkj ). Notice
that these sums can be determined by computing ei
kπ
2n
∑2n−1
j=0 Mjz
k
j , withMj = mj for 0 ≤ j ≤ n− 1 andMj+n = mn−j−1
for 0 ≤ j ≤ n − 1 and ei kπ2n ∑2n−1j=0 Njzkj , with Nj = −nj1− x2j for 0 ≤ j ≤ n − 1 and Nj+n = nn−j−11− x2n−j−1 for
0 ≤ j ≤ n− 1, which can be obtained using the FFT.
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Theorem 12. The polynomial h2n−1(x) ∈ P2n−1[x] such that
h2n−1(xj) = mj, h(1)2n−1(xj) = nj, j = 0, . . . , n− 1,
where {mj}n−1j=0 and {nj}n−1j=0 are fixed values is given by
h2n−1(x) = 1n
n−1
j=0
mj +
2n−1−
k=1

(2n− k)
2n2
n−1
j=0
mj(wkj + wkj )+
1
2n2
ı
n−1
j=0
nj

1− x2j (wkj − wkj )

Tk(x). (25)
Proof. We define h2n−1(x) = L(z) with x = z+1/z2 and L(z) given by (24). Then it is immediate that h2n−1(xj) = L(wj) =
mj. Moreover, since h
(1)
2n−1(x) = L(1)(z) −ız√1−x2 , then h
(1)
2n−1(xj) = L(1)(wj) −ıwj1−x2j = nj.
Therefore h2n−1(x) given by (25) is the solution of the Hermite interpolation problem (21). 
Remark 7. For evaluating h2n−1(x) at a point x˜wepropose to evaluateL(z) given by (24) at z˜ such that x˜ = z˜+1/z˜2 . Proceeding
in this way we can use FFT for obtaining the coefficients and we have to do complex polynomial evaluation to obtainL(z).
4.2. Hermite trigonometric interpolation on [0, 2π ]
The Hermite trigonometric interpolation is a classical topic in approximation theory. In the last years several researchers
have focused their attention on this subject (see [12–14]).
In the present paper we are going to present an alternative way to obtain the formulas for the coefficients of the Hermite
interpolant. Although our approach is different, the results can be seen in [12].
The problem that we want to solve is the following. If we consider the equidistant nodes {θj}n−1j=0 in [0, 2π)with θj = 2jπn
for j = 0, . . . , n− 1, find a trigonometric polynomial T (θ)with real coefficients and degree at most n such that
T (θj) = mj and T (1)(θj) = nj for j = 0, . . . , n− 1, (26)
where {mj}n−1j=0 and {nj}n−1j=0 are fixed values of real numbers.
For solving this problem we pose and solve the following Hermite interpolation problem on the unit circle:
Find the Laurent polynomial L ∈ Λ−(n−1),n such that L(zj) = mj and L(1)(zj) = −ızjnj where zj = eıθj for j = 0, . . . , n− 1.
Since {zj}n−1j=0 are the n roots of the unity, we are in conditions of applying Corollary 1 to obtain L.
Indeed L(z) =∑2n−1k=0 (c˜k + d˜k + dˆk) Zk(z)zn−1 , where
dˆk = − ıkn(1+ k2)
n−1
j=0
njzjk+1, dˆn+k = − ın2
n−1
j=0
njzjk+1,
c˜k = 1n(1+ k2)
n−1
k=0
mjzjk+1, c˜n+k = − kn2
n−1
k=0
mjzjk+1,
d˜k = k(n− 1)n(1+ k2)
n−1
j=0
mjzjk+1, d˜n+k = n− 1n2
n−1
j=0
mjzjk+1.
If we take into account the expression of Zk(z), after substituting and doing some easy computations we have:
L(z) = − ı
n2
n−1
j=0
njzn +
n−1
k=1

n− k
n2
 n−1
j=0
mjzkj +
ı
n2
n−1
j=0
njzkj

1
zk
+
n−1
k=1

n− k
n2
 n−1
j=0
mjzjk − ın2
n−1
j=0
njzjk

zk + 1
n
n−1
j=0
mj + ın2
n−1
j=0
nj. (27)
Now, if we define T (θ) = L(eıθ )we deduce that T (θj) = L(eıθj) = mj for j = 0, . . . , n− 1 and T (1)(θj) = L(1)(eıθj)zjı = nj for
j = 0, . . . , n− 1. Hence T (θ) is a trigonometric polynomial with complex coefficients, degree at most n and it satisfies the
interpolation conditions. In order to solve our problem, let us write L(z) = RL(z)+ ıℑL(z) and take z = eıθ . Then
RL(eıθ ) = 1
n2
n−1
j=0
nj sin nθ + 2R
n−1
k=1

n− k
n2
 n−1
j=0
mjzkj +
ı
n2
n−1
j=0
njzkj

cos kθ
+ 2ℑ
n−1
k=1

n− k
n2
 n−1
j=0
mjzkj −
ı
n2
n−1
j=0
njzkj

sin kθ + 1
n
n−1
j=0
mj,
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or alternatively
RL(eıθ ) = 1
n2
n−1
j=0
nj sin nθ + 2
n−1
k=1

n− k
n2

R

n−1
j=0
mjzkj

− 1
n2
ℑ

n−1
j=0
njzkj

cos kθ
− 2
n−1
k=1

n− k
n2

ℑ

n−1
j=0
mjzkj

+ 1
n2
R

n−1
j=0
njzkj

sin kθ + 1
n
n−1
j=0
mj
and
ℑL(eıθ ) = − 1
n2
n−1
j=0
nj cos nθ + 1n2
n−1
j=0
nj.
If we write T1(θ) = RL(eıθ ) and T2(θ) = ℑL(eıθ ) and take into account that T2(θj) = T (1)2 (θj) = 0 for j = 0, . . . , n − 1
then T1(θ) fulfills the conditions and it has real coefficients. Therefore T1(θ) is a solution of problem (26). It is the solution
given in [12] and [15]. Notice that its coefficients depend on
∑n−1
j=0 mjz
k
j ,
∑n−1
j=0 njz
k
j and their conjugates and they can be
computed by using the FFT.
4.3. Final remarks
For solving the Hermite interpolation problem on T, with n nodes, in the space of Laurent polynomials we need
to compute the following sums: 1n
∑n−1
j=0
uj
zjp
zjk and 1n
∑n−1
j=0
vj
zjp+1
zjk. Therefore, by doing 6 multiplications we obtain the
coefficients: c˜k, c˜n+k, d˜k, d˜n+k, dˆk, dˆn+k, and, if FFT would be applied we need O(n(logn + 1)) operations to obtain all the
coefficients.
Notice that the solutions of the different problems studied: the Hermite interpolation problem on T in the space of
algebraic polynomials, the Hermite interpolation on the interval [−1, 1] and the Hermite trigonometric interpolation on
[0, 2π ], with equally spaced nodes, can be obtained from the solution of the preceding problem by setting the suitable
interpolation conditions.
Moreover, the Hermite interpolation problem on T in the space of Laurent polynomials, the Hermite interpolation on the
interval [−1, 1] and the Hermite trigonometric interpolation problem on [0, 2π ] can be formulatedwith higher derivatives,
not necessarily consecutive and the solution follows from the case of algebraic polynomials, already solved.
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