ABSTRACT Schizophrenia is a chronic neurobiological disorder whose early detection has attracted significant attention from the clinical, psychiatric, and also artificial intelligence communities. This latter approach has been mainly focused on the analysis of neuroimaging and genetic data. A less explored strategy consists in exploiting the power of natural language processing (NLP) algorithms applied over narrative texts produced by schizophrenic subjects. In this paper, a novel dataset collected from a proper field study is presented. Also, grammatical traits discovered in narrative documents are used to build computational representations of texts, allowing an automatic classification of discourses generated by schizophrenic and non-schizophrenic subjects. The attained results showed that the use of the proposed computational representations along with machine learning techniques enables a novel and precise strategy to automatically detect texts produced by schizophrenic subjects.
I. INTRODUCTION
Schizophrenia is a chronic neurobiological disorder with recurrent tendency and wide heterogeneity of positive, negative and mood symptoms. Some of the symptoms associated with the disease are: delusions, hallucinations, catatonic or disorganized behavior, apathy, reduced thought fluidity, disperse and unproductive language, and difficulty with goal oriented behaviors [1] . Besides the symptoms described before, Schizophrenia also involves alterations in executive function, psycho-motor speed and social skills [2] . Another relevant feature is the impediment that these symptoms generate in social, occupational and daily life activities [2] . Although the relatively low rates of schizophrenia incidence worldwidearound 15 per 100.000 per year-it is considered a devastating pathology due to the impact in the community participation functionality [3] .
Communication in Schizophrenia is heterogeneous and the descriptions are usually subjective and unspecific [4] .
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In fact, most of the Schizophrenic language research assesses general aspects of comprehension and production of oral and written speech. This seems paradoxically based on the fact of the discursive, pragmatic, syntactic, morphological and phonological particularities of language are useful to find differences among groups according to their neurolinguistics conditions. Therefore, although schizophrenia is not language pathology, the speech of these patients could serve as a distinctive marker. In fact, particularly in schizophrenia, several research have been made in order to decrease the false positives in the diagnostic process [5] . In this context, the use of computational methods could allow to implement this analysis automatically and objectively. Hence, computational linguistics, specifically latent semantic analysis, has demonstrated to successfully index the thought disorders according to lexical co-occurrence in texts [6] .
Computer intelligence based on statistical learning theory has brought a powerful tool for automatically grasping hidden patterns in data. This is, intelligent algorithms use features thoroughly extracted from the phenomenon to learn a specific task, for example the categorization of a subject in the control of the patient group, and then they perform this task over a new datum. Specifically for text analysis, classification methods such as Support Vector Machines enable an accurate discrimination of texts represented as bags of features [7] . Additionally, some other methods such as Bayes Nets not only allow an adequate classification but also provide a theoretical framework quite useful to unravel the traits that determine most the classification boundary as described in [8] . Some works in which these models (along with some others) have been successfully employed in the diagnosis of mental diseases are [9] , [10] .
This work poses that narrative texts produced by subjects under the observation of a carefully designed task can be analyzed using Machine Learning in order to identify the presence of Schizophrenic traits. To accomplish this aim, novel computational feature representations for narrative texts based on Part-of-Speech tagging (POS) are proposed and then two automatic methods are employed to assess its discriminative power.
A. ORGANIZATION OF THIS DOCUMENT
This work is structured as follows: In the next section we discuss previous approaches in which the automatic classification of schizophrenia has been addressed. In Section III we present the data collection procedure. Following in section IV, a probabilistic framework is used in order to assess the discriminative power of the linguistic features that will be employed for the classification task. Subsequently, two low dimensional document representations, namely the POS and the Meta-POS, are introduced in section V. Also in that section, preliminary experiments with an interpretable model are performed and a discussion about how the classification task could be improved is conducted. Then, a more thorough experimentation that considers state-of-the-art techniques together with the proposed representations is performed and the attained results are discussed in detail. The last section is devoted to present the final conclusions and future work.
II. STATE OF THE ART
Schizophrenia is a mental disease that has intrigued psychiatrist and scientist in general for a long time. Due to the severity and impact of this illness it has drawn the attention of scientists from different areas of research, such as biomedical engineering and computational linguistics, since an intervention in an early stage seems to favorably influence the short-term illness course. One source of information related with this work consists in the manifestation of cognitive impairments as a deficit in the verbal-working-memory as mentioned in [11] .
A modern approach to exploit this source of evidence comes from the Computational Intelligence community, that with automated algorithms has tried to find significant patterns that differentiate people that suffers from Schizophrenia. Among the techniques used for this Pattern Recognition process is Machine Learning. This area explores the study and construction of algorithms that can learn from and make predictions on data. These algorithms overcome following strictly static program instructions by making data driven predictions or decisions, through building a model from sample inputs. One can see Machine Learning algorithms as Pattern Recognition systems that discover the underlying patterns that allow to classify or infer on new unseen data, thus making them inference models.
The study of Schizophrenia from the Machine Learning and Statistical Analysis community has been very active in the last decades. One of the most studied approaches has been centered in Biomedical signals, such as Electro Encelography (EEG) signals and Magnetic Resonance Images (MRI). In [12] Multivariate machine learning methods are used to classify groups of schizophrenia patients and controls using structural magnetic resonance imaging (MRI). The authors hypothesized that brain measures would classify groups, and that increased likelihood of being classified as a patient using regional brain measures would be positively related to illness severity, developmental delays and genetic risk. The authors state that Schizophrenia and control groups can be well classified using Random Forest and anatomic brain measures (achieving 73.7% accuracy), and brain-based probability of illness has a positive relationship with illness severity and a negative relationship with developmental delays/problems and CNV-based risk. In [13] the authors evaluate the overall reliability of neuroimaging-based biomarkers, conducting a comprehensive literature search to identify all studies that used multivariate pattern recognition to identify patterns of brain alterations that differentiate patients with schizophrenia from healthy controls. A bivariate random-effects metaanalytic model was implemented to investigate the sensitivity and specificity across studies as well as to assess the robustness to potentially confounding variables. More recently, in [14] a 2-stage Stacked AutoEncoder based architecture is proposed for classification of normal versus Schizophrenic subjects from functional MRI data. First, an auto encoder network is employed to generate vector representations of each brain region (previously filtered from the identified active voxels). Then, these vectors along with the participant labels (Schizophrenic and non-Schizophrenic) are passed to a Support Vector Machine as train data for the binary classification task. The authors attain an accuracy of over 90% with the proposed Deep Learning framework.
On the other hand, there are several studies that deal with EEG signals. In [15] electroencephalogram (EEG) signals of 13 schizophrenic patients and 18 age-matched control participants were analyzed with the objective of classifying the two groups. For each case, multi-channels (22 electrodes) scalp EEG were recorded. Several features including autoregressive (AR) model parameters, band power and fractal dimension were extracted from the recorded signals. Leave-one (participant)-out cross validation was used to have an accurate estimation for the separability of the two groups. Boosted version of Direct Linear Discriminant Analysis (BDLDA) was selected as an efficient classifier which applied on the extracted features, obtaining 87.51% in accuracy. In [16] the VOLUME 7, 2019 authors propose a two stage procedure for analysis and classification of electroencephalogram (EEG) signals for twenty schizophrenic patients and twenty age-matched control participants. For each case, 20 channels of EEG were recorded. First, the more informative channels were selected using the mutual information techniques. Then, genetic programming was employed to select the best features from the selected channels. Several features including autoregressive model parameters, band power and fractal dimension were used for the purpose of classification. Both linear discriminant analysis (LDA) and adaptive boosting (Adaboost) were trained using 10-fold cross validation to classify the reduced feature set and a classification accuracy of 85.90% and 91.94% was obtained by LDA and Adaboost, respectively. There are several other works that propose Machine Learning based methods for feature selection and reduction [17] , [18] for the same classification task.
Studies that aim to make relations between language and Schizophrenia using Machine Learning models are scarce. In [19] a work that reports the first results of a simulation of language pathology in schizophrenia is presented. Using DISCERN, a subsymbolic model of story understanding and recall, the impact of different simulated lesions hypothesized to underlie schizophrenia is investigated. In response to excessive connection pruning, the model reproduces symptoms of delusions and disorganized language seen in schizophrenia, as well as the reduced output seen in compensated later states of the disorder. In [20] the authors propose a work that aims to capture the link between biology and schizophrenic symptoms using also DISCERN. Competing illness mechanisms proposed to underlie schizophrenia are simulated in DISCERN, and are evaluated at the level of narrative language, i.e. the same level used to diagnose patients. The result is the first simulation of abnormal storytelling in schizophrenia, both in acute psychotic and compensated stages of the disorder. The authors of [21] explore potential linguistic markers of Schizophrenia using the tweets of self-identified schizophrenia sufferers, and describe several natural language processing (NLP) methods to analyze the language. The authors examine how these signals compare with the widely used LIWC categories for understanding mental health and provide preliminary evidence of additional linguistic signals that may aid in identifying and getting help to people suffering from schizophrenia. In [22] the authors state that prominent formal thought disorder, expressed as unusual language in speech and writing, is often a central feature of Schizophrenia. Thirty-six patients with DSM-IV criteria chronic Schizophrenia provided a page of writing (300-500 words) on a designated topic. Writing was examined by automated text categorization and compared with non-psychiatrically ill individuals, investigating any differences with regards to lexical and syntactical features. Computerized methods used included extracting relevant text features, and using Machine Learning techniques to induce mathematical models distinguishing between texts belonging to different categories. Observations indicated that automated methods distinguish schizophrenia writing with 83.3% accuracy. Results reflect underlying impaired processes including semantic deficit, independently establishing connection between primary pathology and language. In [23] , through the examination of the performance on an on-line wordmonitoring task, the use of linguistic context in positively thought-disordered (TD) schizophrenics was investigated. In [24] , the authors tested the hypothesis that schizophrenia patients show impairments in building up context within sentences because of abnormalities in combining semantic with syntactic information. Recently, in [25] an attempt to detect individuals with schizophrenia from their profiles and posting history in Twitter is made. A total of 28 features are extracted and used to train several automatic classifiers. Some of the Finally, the best result attained over 20% of the data in terms of F1 measure is 0.8. There are several other studies that study the effect of Schizophrenia in language [26] , [27] .
III. DATA DESCRIPTION AND COLLECTION PROCEDURE A. CORPUS
The corpus recolected was composed by one hundred eighty nine texts (n = 189) compiled through three oral narrative tasks.
Thirty nine texts were acquired from thirteen patients with the diagnosis of chronic undifferentiated schizophrenia, according to the DSM IV and recruited from a rehabilitation center. The inclusion criteria were to be behaviorally compensated and with stable medication. The ages range were between 19 and 74 years old in order to represent the heterogeneity of the population and their speech abilities through life span.
Furthermore, considering a significance of .05, a statistic power of .95 and a size effect of 1.67, the sample size required was 9 subjects. Moreover, all the subject belonged to the lower socioeconomic status in accordance to the epidemiological description.
The rest of the corpus was composed by one hundred and fifty stories, produced by fifty healthy volunteers without history of language or mental illness. Their ages ranges were between 20 and 30 years old and, as the law require they had at least 12 years of education. In spite of the obvious difference between the age ranges of both groups, the group of healthy subjects represents the average speaking person from a normal population and thus we consider this a valid contrast in order to assess the discrimination power of the proposed method.
B. PROCEDURE
Three stories were visually presented on a sequence to the participants. Each story had the same structure, and was divided on presentation of the character with the context and the personal motivation, an initial event with the triggering and the consequences, a development of the story with an action plan, a final event with an initial suggestion, a counterattack and a climax, and finally a resolution of the story with the new context and state. This decision is due to the fact that we sought to have homogeneous data through the same linguistic task.
The stories were illustrated in a book format. Each frame present an item of the story structure with a big and colored drawing. Every participant were asked to tell the three stories in a quiet room where all the narratives were recorded on digital high definition media. There was no time limit and the participants were able to review several times the sequence to reduce the memory effect. The audio were manually transcribed using a orthographic transcription. The computational analysis was made on these digitalized texts. According to the Helsinki statement, all the participants signed an informed consent approved by the ethics committee.
IV. ANALYSIS OF LINGUISTIC MARKERS FOR THE REPRESENTATION OF TEXT DOCUMENTS
The collected data consists of 3 datasets made up by the corresponding narrations of each story types of participants (see Table 1 ). As the participants in each experiment were the same, each dataset contains the same number of texts produced by the same participants. Each oral narration was transcribed, digitalized and processed by extracting and counting Part-Of-Speech tags. The total number of features extracted by following the previous step is 163. All these tags denote the kind of linguistic information that the automatic classifiers will make use of. Additionally and in order to enhance the linguistic and clinical interpretation, we attempt to exploit the information contained within this set of features by quantifying the extent of dependence between each feature and the participant group, i.e. text produced by schizophrenic and non-schizophrenic individuals. All the procedures described in this section were performed over the collected story narrations created by the participants under study.
A. LINGUISTIC FEATURE GENERATION
Consider two sets of POS-tags differenced each other only by the narrowness of the contained linguistic characteristics. The first one, denoted by contains specific tags, for instance Noun Common Masculine Singular. The latter, denoted by contains open POS tags such as Noun, Verb and Determiner among others. We will denote the elements of this latter set, as meta-POS-tags. It is also possible to induce a total order over by applying a lexicographic order over the tag names, then each of the elements of this set can be mapped onto the interval {1, 2, . . . , | |} ⊂ Z by an ad-hoc function λ : → {1, 2, . . . , | |} that sorts the tags by name and assigns and index to each one. Let φ : → {1, 2, . . . , | |} be a subjective function that maps each narrow tag to the index associated to a meta-POS-tag category in . In this work, we attempt to reduce a document representation to a bag-of-POS-tags, i.e. a tuple of measurements of the presence of items in within a digitalized written text. Under this concept, it is possible to represent initially each document d as a set of tuples
where f d (t) denotes the (raw or normalized) number of terms within document d POS-tagged as t ∈ . Finally, by exploiting the total order induced onto and using the mapping φ defined above, this set can be converted to a vector x ∈ Z | | , whose value associated to POS tag i is given by
Alternatively, the value of this document vector associated to the i-th meta POS tag is given by
B. ANALYSIS OF CAUSAL RELATIONSHIP BETWEEN EACH POS-TAG AND THE PARTICIPANT GROUP
The dependence of the type of text in terms of each POS feature was explored by modeling their relationships by using a probabilistic framework. In order to do this, each document is treated as a bag of POS-tags and it is also assumed that the position of each tag occurs independently from the others. Therefore, all POS-tags extracted from the available document sets are considered as features that represent every document. Since the written texts collected in this experimentation have a relatively homogeneous length, only raw POS tag frequencies are considered.
As the category to which each of the text belongs is known, namely texts written by schizophrenic and non-schizophrenic participants, it is possible to estimate the probability of observing any feature t ∈ in a document vector x given that its writer was a schizophrenic or control individual. This is P(x 1 , x 2 , . . . , x | | |C neg ) or P(x 1 , x 2 , . . . , x | | |C pos ) respectively. On the one hand, the probabilities P(C neg ) and P(C pos ) can be estimated from the data as the fraction of documents in each category. On the other hand, there are several options to estimate the probabilities P(x|C neg ) and P(x|C pos ), e.g. Maximum Likelihood or MAP estimates. The one chosen for this work consists in assuming a Multinomial distribution for the probability density functions above with parameters P(t|C neg ) and P(t|C pos ) for each t ∈ respectively. That is
P(x|C pos )
The probabilities P(t|C pos ) and P(t|C neg ) are estimated from the tag frequencies within documents in each document category as follows:
Finally, the posterior probability of a new document z for both categories will be given by
C. MEASUREMENTS OF THE DISCRIMINATIVE POWER OF POS FEATURES
As an initial remark about the available data, as it is shown in Table 1 , the document classes are unbalanced. Hence, to enable a correct interpretation of the results a SMOTE [28] sampling strategy is performed to tackle this issue. After the data is balanced, each pair of document sets are mixed an treated as a training dataset, i.e. stories A with B, A with C and B with C, and in each case the remaining document set is treated as a testing dataset. In other words, we perform 3-fold cross-validation, where each story is a fold. The generated datasets along with the identifiers with which they are named in the remainder of this work are shown in Table 2 . Additionally, the dimensionality of the feature space obtained for representations 1, 2 and TF-IDF 1 are shown in the last three columns. Additionally, we employ two sets of POS features to represent documents, originated from two different linguistic levels. First, highly specific linguistic POS features, e.g. Common singular noun (which characterizes words such as ''activity'' or ''house'' ) and secondly, less specific linguistic traits (Meta-POS features), e.g. Noun (which features words such as ''helicopters'' and ''Saturday''). Hence, the analysis is going also to be conducted in a twofold way.
In order to assess the utility of the POS-tags (in both levels) extracted from each sub-collection, the model described in IV-B is fitted with the 3 different document collections described previously. The aim of using this strategy is twofold: First, to empirically quantify the discriminative power of the features in terms of both groups of participants. Second, gaining comprehension about which features have a greater impact in the discriminative process.
After fitting the model for each one of the three datasets in Table 2 , posterior probabilities for each Meta-POS feature are computed by Eq. 5. The computation of these probabilities for the Meta-POS features can be performed from the POS-tag features (by applying the second law of probability) or straight from the Meta-POS-tag feature counts since both schemes lead to the same estimates. The values obtained are depicted as bar plots in Figures 1, 2 and 3 . 
D. EVALUATION MEASURES
In order to evaluate the predictive performance of the classification algorithm with each feature representation over the three datasets, each pair of datasets is employed to train the model and the remaining one is used to test its performance. The class with maximum posterior probability in Eq. 6 is used to label each unseen document. In the training and testing steps Precision, Recall, the Harmonic Mean between them (F1) and the area under the ROC curve are computed. The Precision measure indicates the portion of texts identified as schizophrenic that effectively were generated by schizophrenic subjects. The Recall measure quantifies the portion of texts correctly identified as schizophrenic from the complete set of texts generated by schizophrenic subjects. The values of these two measures together with the F1 denote a better classifier as they get closer to 1.0. The area under the ROC curve measures the performance of a classification model based on the contrast between the True Positive and False Positive rates, and it denotes a better classifier as it gets closer to 1.0.
The values attained by the Naive Bayes model with each one of the two feature representations are shown in Tables 3 and 4 .
E. DISCUSSION
The three figures show a very similar pattern for each feature. In spite of the fact that differences appeared between the two classes in all the features, those that exhibited higher contrasts are Verbs, Prepositions, Determiners and Pronouns. The discriminant function built with model 3 over the proposed linguistic features allows to separate between the two groups of narrative texts with scores above the 70% in F1 measure. Additionally, over all datasets the representations employed by the probabilistic classifier attained an Area-Under-the-ROC-Curve above (AUROC) 90%, which denotes a high probability that this classifier ranks a randomly chosen text written by a schizophrenic subject as positive than a randomly chosen text written by a control participant [29] .
The evidence found in the previous analysis empirically demonstrates that, in the first place, almost all Meta-features TABLE 3. Discriminative power of model 3 quantified in terms of average F1, Precision(P) and Recall(R) measures over Meta-POS-features using the normalized term frequency weighting scheme. showed a contrast in the values for their probability of appearance given the two document groups. In the second place, that a document representation built by using the POS-features (in both levels) allows to discriminate between both classes of narrative texts by using interpretable and simple classifiers, moving away the discrimination boundary from the random classification (as shown by the AUROC value) and attaining acceptable performance values over independent testing datasets.
V. IMPROVING THE CLASSIFICATION PERFORMANCE
The data employed consisted of three document collections generated as described in section III. In order to validate the proposed document characterization, three datasets are built by joining each pair of sub-collections as a training set and using the remaining portion for testing. In the following part of the section each dataset is going to be called as shown in table 2.
In contrast to the results shown in section IV-C, and in order to assess the precision within reach by using more computational power, four techniques are tested. The rationale behind this experimentation consists in exploiting at maximum the discriminative power of the selected features by using methods that build non-linear separation boundaries between the two classes in detriment of the interpretative power of the final solution. We suggest that an application that implements the expert system proposed in this work must sacrifice the interpretation by a reduction in the number of False Positive instances, i.e. texts written by schizophrenic subjects but identified as coming from a control individual.
A. COMPUTATIONAL REPRESENTATIONS
As depicted in Figure 4 , each document is processed and represented by several features. Three different text representations are generated. The two novel linguistic representations presented in expressions 1 and 2, namely a POS feature and a Meta-POS-feature representation, and the standard TF-IDF vector representation commonly used for text classification [30] .
B. METHODOLOGY
In order to assess the discriminative power of the algorithms, the training data was used together with each technique in a 3-Fold cross-validation procedure. Additionally, each crossvalidation step was run 10 times in order to reduce the effect of the fold splits. At the end of each cross-validation step the performance attained over the testing fold and the evaluation set were registered. Then, the reported results for each dataset and each algorithm were computed by averaging the performances attained over the training and testing sets in each of the 3 Folds and also by averaging these results across the different runs. Additionally, the standard deviations are also reported.
C. PARAMETER TUNING
First and in order to better exploit each algorithm, a grid for their parameter values is defined. The combination of values in each cell of the grid is used to repeatedly train and test both algorithms only over each training dataset by following a 3-Fold cross-validation strategy. In every case, the combination that allowed to attain the best performance in terms of F1 measure is selected. Once the parameter values are fixed and in pursuance of lessen any effect of an arbitrary split of the data during each training step, several runs are performed and within each one a random shuffle of the data is applied. Moreover in each run, a 3-Fold cross-validation is performed over the training data and at the end of each fold the testing dataset is presented to the classifier. Performance measures attained over training and testing data are averaged along the different folds and runs. 
D. DISCUSSION OF THE RESULTS
The attained results by the four classifiers over each class are shown in Figures 5, 6 and 7. Lighter color bars shown F1 values over the texts produced by Non-Schizophrenic subjects.
An interesting aspect to observe is that as the dimensionality of the feature space increases (see the dimensionality after generating each document representation in Table 2 ), the performance attained by methods designed for dealing with the curse of dimensionality, such as the SVM, also improves. The opposite behavior is shown for the KNN, which is a distance-based algorithm, where the performance decreases. The Meta and POS feature representations employ approximately a 0.4% and a 6% respectively of the space required by the TF-IDF representation. This fact also impacts on the execution time spent by each algorithm.
Even when the dimensionality of the feature space presents a high variation across the different representations, the lower ones, i.e. Meta and POS features representation, allows to attain comparable performance values in comparison to the TF-IDF . This suggests that, besides its simplicity, the more general document characterization proposed in this work enables a powerful discrimination between the distinguished classes. Additionally, the proposed linguistic characterizations not only allow a good discrimination but also their features are language-independent since only need Part-ofSpeech tagging procedure.
VI. CONCLUSIONS
In this work, two novel document feature representations are proposed for the automatic identification of narrative texts produced by schizophrenic and control participants. Moreover, the study is conducted over real data gathered by specialists and never used before for this task. As mentioned in the state of the art, computational methods to identify schizophrenic have been proposed in the literature, but as far as we know, any of them addresses the problem from a linguistic and textual approach.
The data employed is challenging in terms of the number of instances and the notorious imbalance in the number of examples per class. To address the first issue, two low dimensional linguistic document representations are proposed, namely the Meta-POS and POS feature characterizations. The second issue is tackled by employing minority over-sampling technique that enables the construction of classifiers from imbalanced datasets. As an empirical instrument to assess the utility of the proposed features, a probabilistic analysis is performed. The results obtained finally show that the set of features presents an acceptable discrimination power in terms of F1 measure in each class.
The proposed representations for the texts transcribed from the oral narratives are contrasted against a standard characterization based on words, i.e. TF-IDF representation. The TF-IDF originally proposed for document retrieval has been successfully used for text categorization across different domains besides its general coverage. Moreover, four classifiers coming from different model families (distance based, quadratic optimization and ensembles) are used over several datasets (generated from the collected data) in order to evaluate how far each representation allows to solve the undertaken task. The results show that TF-IDF allows the highest performance, nevertheless the results attained by using the linguistic features are comparable and also more stable across the different classifiers.
As an overall conclusion, we expect that the proposed features enable a novel and successful approach to identify potential schizophrenic subjects that help out clinic specialists in the early detection of this mental illness. Furthermore, another important issue was the use of a different approach in terms of collecting data, as the data was obtained through an specific linguistic task, which ensure the homogeneity of the data sets. This uniformity contributes to the performance of the models, since it ensures that the narratives are bounded in terms of oral production possibilities, thus making the task more approachable for the classification models.
As a future task, a thorough analysis of the positional dependencies between linguistic features within a text is needed. Additionally, we pose that the gathering of more data will allow to improve substantially the quality of the extracted features and hence the level of discrimination between narrative texts. 
