ABSTRACT A high required number of interactions with the environment is one of the most important problems in reinforcement learning (RL). To deal with this problem, several data-efficient RL algorithms have been proposed and successfully applied in practice. Unlike previous research, that focuses on optimal policy evaluation and policy improvement stages, we actively select informative samples by leveraging entropy-based optimal sampling strategy, which takes the initial samples set into consideration. During the initial sampling process, information entropy is used to describe the potential samples. The agent selects the most informative samples using an optimization method. This way, the initial sample is more informative than in random and fixed strategy. Therefore, a more accurate initial dynamic model and policy can be learned. Thus, the proposed optimal sampling method guides the agent to search in a more informative region. The experimental results on standard benchmark problems involving a pendulum, cart pole, and cart double pendulum show that our optimal sampling strategy has a better performance in terms of data efficiency.
I. INTRODUCTION
Reinforcement learning (RL) is a branch of machine learning and a developing field of artificial intelligence. Unlike traditional machine learning algorithms, a reinforcement learning agent records samples and rewards to learn its behavior through interacting with the environment autonomously. Thereby, interaction is a basic step of reinforcement learning. Although interaction can produce samples and rewards, it will also expend time and computing resources. For this reason, heavy interaction is difficult to use in real robot systems. Thus, the required number of interactions is a bottleneck in reinforcement learning [1] , and the efficiency of reinforcement learning algorithms should be improved.
A reinforcement learning agent explores the environment through interacting with it. The agent is learning from these interactions and is planning to achieve a certain goal. In reinforcement learning, there are four basic factors: state (e.g., the agent's position in the environment, the agent's posture), action (e.g., the magnitude of the force, the number of steps that the agent takes forward), transition probability, and reward function. The agent interacts with the environment according to a policy. The policy controls what action should
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be selected for interaction. The reward function, or cost function, estimates the current policy.
Given a Markov decision process with no prior knowledge, the objective of data-efficient reinforcement learning is to find a policy that achieves a predefined target with a minimum number of interactions. It has been a challenging problem for a reinforcement learning agent to learn a proper controller using a minimum number of interactions with no prior knowledge. Because it is difficult to learn an accurate dynamic model with limited interactions, the controller can easily get stuck at a locally optimal solution. Many methods have been proposed to solve this problem [2] - [9] . A direct method is to add prior demonstrations to the system, which is generally called imitation learning. An alternative is to maximize the use of the current samples [2] , [10] - [14] . These data-efficient methods are proposed for reinforcement learning with a focus on policy evaluation and policy improvement stages. In the initialization stage, they generally use randomized methods or fixed strategies. Consider that a more informative initial sample set will help to learn a more accurate controller, which will result in fewer interactions.
This study focuses on the initial sample recording stage in model-based reinforcement learning. The outcome of the proposed algorithm is an optimal policy: specifically, an action sequence. An agent uses this policy to interact with the environment and generate a sample sequence. These samples are used as the initial sample set in traditional data-efficient reinforcement learning algorithms. Thus, the proposed optimal sampling strategy is developed to create a more informative initial sample set. In a deterministic dynamic system, agent's interaction to get a new sample interacting for a new sample is an action selection, which can essentially be treated as an active sampling problem. The difference is that the actions to be selected in our problem are continuous, and samples to be labeled in active learning are discrete. In this study, information entropy is used to describe unexplored actions. The agent selects the most informative action to interact with the environment and record the sample. Repeating this process will generate an informative initial sample set. This entropy-based uncertainty active sampling strategy ensures that the recorded sample set is informative. Thus, the proposed method guides the initialization process through forcing the agent to sample the most informative actions. We use this method to select an initial sample set for a traditional probability model-based reinforcement learning algorithm to further improve data efficiency. As a result, the agent needs less time to achieve the target using our optimal sampling strategy.
II. OPTIMISTIC SAMPLING METHOD
In this section, we describe in detail our optimal sampling strategy that is used to record the initial samples for a traditional data-efficient reinforcement learning algorithm. These traditional algorithms focus on policy evaluation and policy updates, which simplify the initialization stage using random or fixed strategies. An optimal initial sample set is helpful to establish an optimal policy for a dynamic system. We optimally record the initial samples using an uncertainty sampling method. Consider that a model-based reinforcement learning method has a higher utilization rate of samples than a model-free method. The proposed method uses a non-parametric Gaussian process (GP) to probabilistically describe a dynamic model using the method of probabilistic inference for learning control (PILCO).
Throughout this paper, we consider a dynamic system with continuous state x and action u.
Here, the state transition is a first-order Markov process. Given state x t , a dynamic system will transfer to state x t+1 with action u t according to dynamic model f that describes transition probability p(x t+1 |x t , u t ). Letx t = [x t , u t ] be a state-action vector. The set of tuples x t , x t+1 is the sample set that is waiting to be recorded. The objective of the initial sampling process is to select a sequence of samples x 1 , . . . ,x H . Before using our optimistic sampling strategy, a basic dynamic model trained usingx 1 , . . . ,x n is necessary. Then, our optimistic sampling strategy uses this model to predict the remaining samplesx n+1 , . . . ,x H . In the following subsections, we will detail the key components of our optimistic sampling strategy.
A. BASIC MODEL LEARNING AND PREDICTION
Following PILCO [15] , the dynamic model is implemented as a Gaussian process, which is specified by its mean function and covariance function. We use fixed policy parameters to generate samplesx 1 , . . . ,x n as training inputs to train a basic model. Squared exponential kernel function is selected as a covariance function:
where noise variance σ ε , latent function variance σ , and length-scale l are Gaussian process hyperparameters that are going to be learned. The training input is x 1 , . . . , x n . The corresponding training target is x 2 , . . . , x n+1 . Next, δ is a Kronecker delta function: it returns one if two inputs p, q are equal, and zero otherwise. As the sampling progresses, more samples will join the training dataset. We can retrain the dynamic model with new training data or use prior hyperparameters to predict the next state.
In our sampling problem, one item is selected at a time. Therefore, the first-order Markov process assumption is applicable. State x t is deterministic when predicting state x t+1 . Thus, under the assumption of the first-order Markov process and predicting for a deterministic input, when sampling x t , x t+1 we only need to specify the action u t inx t to complete the sample recording.
From the transition probability definition of Gaussian process, when system is in a deterministic state x, the predicted state x * with action u obeys the normal distribution:
According to one-step prediction with deterministic input derived in [16] , the mean and variance are given by:
where k(·, ·) is a covariance function, K is a covariance matrix of training inputs, and X = {x 1 , . . . , x n } is a training input sequence. The agent obtains these samples through interacting with the environment. In our experiment, we initialize random policy π with parameter θ ∼ N (µ 0 , 0 ). Next, y = {x 2 , . . . , x n+1 } is the training target. Additionally, σ ε is noise variance, which is learned in the dynamic model learning process, and I is a Kronecker delta matrix.
B. ENTROPY-BASED SAMPLE DESCRIPTION
According to the Gaussian process assumption, transition probability p(x t+1 |x t ), which describes the system transition from state x t to state x t+1 with action u t , obeys the normal distribution. The information entropy of state distribution p(x t+1 ) can be described as − p(x t+1 ) log p(x t+1 )dx t+1 . This entropy describes uncertainty of a variable. A high information entropy means a high uncertainty. In this paper, the distribution of predicted state, the prior state, and action compose a sample. Information entropy is used to describe this sample. When recording the initial samples for efficient reinforcement learning algorithms, the sampling engine needs to select the samples with the highest uncertainty. Because a sample set with a higher information entropy is useful for training a more accurate dynamic model, the model trained on high-uncertainty samples has a stronger generalization ability. Therefore, we select samplex t that can obtain optimal predicted state x t+1 with the largest entropy. Thus, the information entropy criterion is defined as follows:
where x * H is the optimal sample we needed for sampling, x t+1 ranges over all possible states, and p(x t+1 |x t , u t ) describes the transition probability of the state-action vector x t , u t in the dynamic model. Assuming a Gaussian process (normal distribution) and first-order Markov process, posterior probability p(x t+1 |x t , u t ) is specified by its mean function and covariance function, as described in (4).
In our sampling problem, random generated samples x 1 , . . . ,x n are used to learn a basic dynamic model. Subsequently, this dynamic model is used to predict a sequence of optimal samplesx n+1 , . . . ,x H . The objective is to make the information entropy of the entire predicted state distribution to be the largest, while keeping all distributions normal. The entropy of a multivariate normal distribution having probability P(x t+1 |x t ) can be described as continuous integration which is given by Eq. (6) .
where X = (x n+1 , x n+2 , · · · , x H ) is the state set waiting to be predicted. According to the entropy formula for multivariate normal distributions derived in [17] , the sample set entropy in (6) is calculated as (7):
where | (X )| denotes the determinant of the covariance matrix, and p is the dimension of the sample set. To maximize H (p(X )) in (7), we only need to maximize ln (| (X )|). Thus, the optimistic function can be expressed as (8):
C. OPTIMISTIC FUNCTION DERIVATION
Assuming the Gaussian process with one-step prediction, and that the predicted samples are independent to each other, we predict each dimension separately. The covariance matrix is a union of elements:
Where p is the number of states x, including the training samples and prediction samples. Then, the optimistic function in (8) can be presented as:
The variance of ith dimension sample is calculated as:
where k(·, ·), k(·, ·) and K (·, ·) are covariance kernel functions,X is the corresponding training state inputs set {x 1 , . . . ,
and k i is a kernel function of deterministic statex. Here, K i is n × n kernel covariance matrix between the input training states, and σ 2 i,n I is the noise term that is learned in the basic model training process.
We use squared exponential (SE) kernel function with two hyperparameters: signal amplitude σ and single length-scale parameter l. Assuming the GP yields one-step prediction with noise-free observations, the SE covariance function has the form:
where σ i,f and l i are relevant to the kernel function. The tuple σ i,f , l i , σ i,n is a hyperparameter of the dynamic model trained in subsection II-A. For simplicity, noise variance is trained in the model learning process but is not considered in the prediction kernel function. Next, the components of (10) can be rewritten:
and
where (m, n)th element of matrix (k i + σ 2 i,n I ) −1 is denoted as k i,mn and depends on training inputs only. Here, N is the number of samples in the set of training inputs.
To select an informative sample x, a direct idea is to compute the derivative of the optimistic function to samplẽ x as follows:
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Assuming a first-order Markov process and prediction with a deterministic input, when an agent is sampling x t , x t+1 it only needs to specify action u t inx t to complete the sample recording. Thus, we need to compute ∇ u J (x).
D. OPTIMAL SAMPLE SELECTION
For the deterministic one-step prediction system assumption, an agent achieves deterministic state x t+1 with given state x t and action u t at step t. We select informative sample x t , x t+1 which consists of state x t and action u t . Because the state term x t+1 depends on previous state x and action u t , an optimal action u t is the prediction value for a first-order Markov process with the continuous state. When the gradient in Eq.(14) equals to 0, u becomes an optimal action. Obviously, optimal action u cannot be computed directly. As the goal is to compute the maximum value of the optimistic function, the gradient ascent algorithm is used to select an optimal sample in practice.
Gradient ascent is based on the observation that if a multivariable function is defined and differentiable in a neighborhood of a point u, then J (x) increases faster if one goes from u in the direction of the forward gradient of J (x) at ∇ u J (x). It follows that, if
for γ small enough, then J n (x) ≤ J n+1 (x). With this principle, one starts with a guess for u 0 and generates the sequence
To implement the proposed algorithm in our experiment, we use the gradient optimization method. Following the gradient ascent principle, we randomly initialize 100 copies of u 0 and generate their sequences, respectively. When J n (x) > J n+1 (x), the sequence stops growing. Lastly, we select the u 0 with the shortest sequence as our predicted action u. Algorithm 1 summarizes the process of initialization with our optimistic sampling strategy. The entire process outputs informative samplesx 1 , . . . ,x H . Among them, the first n samples are generated using the fixed policy parameter. Then, we use our entropy-based sampling strategy to select other informative samples. Key components are described in the previous subsections.
Algorithm 1 Optimistic Sampling Strategy
1: Initialize random policy π with parameter θ ∼ N (µ 0 , 0 ). 2: Execute the policy on the real system to gather the training datax 1 , . . . ,x n . 3: Learn GP dynamic model f for hyperparameters (length scales l i , signal variance σ f , and noise variance σ ε ) using x 1 , . . . ,x n . 4: convergence = 100. 5: for opt = n + 1 to H do 6: while convergence == 0 do 7: u t+1 = u t + γ ∇ x J (x). Eq. (9)- (15). 8: convergence = convergence -1.
9:
return u opt .
10:
Execute action u opt to obtain sample x opt .
11: end 12: returnx 1 , . . . ,x H .
III. EXPERIMENTAL RESULTS
In this section, we use our entropy-based optimal sampling method to select the most informative initial samples for the agent. These samples are taken as the initial sample set for a traditional data-efficient reinforcement learning algorithm to further improve data efficiency. In this way, we select an optimal initial sample set using our optimal sampling method instead of a random method or fixed strategies. First, benchmark simulation experiments are presented in Sec.III-A to verify the data efficiency with our optimistic sampling method. Next, we introduce a verification experiment using the likelihood criterion to verify the informative characteristic in Sec.III-B. Finally, we analyze the hyperparameter influence with different configurations in Sec.III-C. 
A. SIMULATION EXPERIMENT
We evaluate the proposed method based on four benchmark scenarios involving pendulum, cart pole, double pendulum, and cart-double pendulum. PILCO software package (http://mloss.org/software/view/508/) provides simulators of these scenarios. All experiments were performed on a PC with the same hardware i5 CPU(2.57 GHz), 8 GB RAM, and Windows 10 operating system. Fig. 1 illustrates the structure of four scenarios. When the endpoint of a pendulum reaches a cruciate position more than 10 steps continuously, the target is achieved. The dimensions of state and action space are shown in the first two rows in Table 1 . In our experiment, optimal action u in section II corresponds to force torque u in these four scenarios. The sample set obtained by using our sampling strategy can be taken as the initial sample set of PILCO. When using our active optimal sampling method, we take 75% samples as a training set and use it to train the GP model for hyperparameter θ . The other 25% samples are selected as a prediction set or testing set by our active sampling method. To speed up the computation, the hyperparameter is trained only once with 75% samples.
An agent needs several trials before achieving the target. The state trajectories in the convergence trial for four scenarios are shown in Fig. 2 . Agents need 3, 6, 8, and 29 trials to achieve the target of pendulum, cart pole, double pendulum, and cart-double pendulum, respectively. The required time is shown in the last two rows of Table 1 . These results show VOLUME 7, 2019 TABLE 2. Log-likelihood comparison on four scenarios using random, fixed parameters, and optimistic sampling strategies for the GP model. The optimistic method can achieve the least log likelihood, which means that the generated sample set is more informative.
that the proposed algorithm can train controllers efficiently. We have done statistical tests in our experiment. Let us consider the cart pole problem as an example. In our simulation experiment, the agent produced 20 samples with random policy parameters. Next, we used these samples to predict the following 20 samples. The two sample sets together form the initial sample set of PILCO. In particular, we repeat the above-mentioned process 100 times and observe the time needed to achieve the target. The mean and variance are shown in TABLE 2. The results demonstrate that the proposed algorithm is insensitive to the initial samples.
We compare our optimal sampling strategy with other three famous algorithms: typical PILCO [3] , A3C [18] , and DDPG [19] . The last two algorithms use Actor-Critic framework. The typical PILCO uses fixed policy parameters to select an initial sample set. The cost function values per step (in log scale) for the cart pole problem are shown in Fig. 3 . A3C and DDPG need more than 10 3 steps. Our optimal sampling strategy requires the least number of steps or samples to achieve the target. 
B. VERIFICATION EXPERIMENT
This verification experiment is designed to evaluate the informative characteristics of our active optimal sampling method. Firstly, we generate 40 samples using our active sampling method and a random method with sampling from a normal distribution with fixed parameters, respectively. These two sample sets are taken as a training set and are used to train a GP dynamic model. In our optimal sampling method, 30 samples are initialized randomly and 10 samples are selected optimally.
Subsequently, in the verification phase, we continue to generate a test set (that includes 400 samples) randomly. The assessment criteria we use is logarithmic likelihood func-
ln p(x i |θ ), which describes the probability of the test sample set under the model parameter θ , where θ describes the parameters of the learned dynamic model including length scale, kernel variance, and noise variance. A larger l(θ ) improves the parameter θ . The distribution determined by this parameter is more likely to generate the test set. Meanwhile, the training set that is generated using this parameter is more informative. Simulation experiments were performed for three scenarios, and the results are shown in Table 2 . The log-likelihood experiment illustrates that the initial sample set is more informative than in the random and fixed parameter methods. In principle, this enables the agent to learn a more accurate dynamic model and helps to use less interactions to achieve the target.
C. HYPERPARAMETER EXPERIMENT
In our optimal sampling method, we firstly select a few samples randomly to train a GP dynamic model. Next, we use an optimal sampling strategy to predict the remaining samples. The percentage of the training samples will affect the hyperparameter. A larger training set improves the accuracy of the hyperparameter. However, a larger training set is also computationally expensive. To observe the efficiency of achieving the goal with different sample allocation proportions, we design this hyperparameter experiment. Our optimal sampling method is one-step prediction. Consider that training a GP model is the most time-consuming. To speed up the computation, we train our hyperparameter only once. As in the verification experiment, we use the required number of samples as an evaluation criteria when the system accomplishes its task. Experimental results in Fig. 4 illustrate that the difference using different percentage accomplish is small. In addition, using an optimal sampling strategy has a better data efficiency, according the highest sample requirement with the accomplish of 100% + 0%.
IV. CONCLUSIONS
In this paper, an optimal sampling method is proposed to generate an initial sample set for the data-efficient reinforcement learning algorithm PILCO. An information entropy measurement is introduced to select the most informative sample. Our optimal sampling method enables the initial policy to be closer to an optimal policy compared with a random sampling method. Comparing to other famous reinforcement learning methods, the proposed optimal sampling method requires less time for achieving the target. Simulation experiment results for benchmark scenarios have verified the efficiency of our method.
