Complexity of Resolution of Parametric Systems of Polynomial Equations
  and Inequations by Moroz, Guillaume
ar
X
iv
:c
s/0
60
60
31
v1
  [
cs
.SC
]  
7 J
un
 20
06
appor t  

de  r ech er ch e 
IS
SN
02
49
-
63
99
IS
R
N
IN
R
IA
/R
R
-
-
??
??
-
-
FR
+
EN
G
Thème SYM
INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE
Complexity of Resolution of Parametric Systems of
Polynomial Equations and Inequations
Guillaume Moroz
N° ????
Mai 2006

Unité de recherche INRIA Rocquencourt
Domaine de Voluceau, Rocquencourt, BP 105, 78153 Le Chesnay Cedex (France)
Téléphone : +33 1 39 63 55 11 — Télécopie : +33 1 39 63 53 30
Complexity of Resolution of Parametri Systems of
Polynomial Equations and Inequations
Guillaume Moroz
Thème SYM  Systèmes symboliques
Projet Salsa
Rapport de reherhe n° ????  Mai 2006  26 pages
Abstrat: Consider a system of n polynomial equations and r polynomial inequations in
n indeterminates of degree bounded by d with oeients in a polynomial ring of s parame-
ters with rational oeients of bit-size at most σ. From the real viewpoint, solving suh a
system often means desribing some semi-algebrai sets in the parameter spae over whih
the number of real solutions of the onsidered parametri system is onstant. Following the
works of Lazard and Rouillier, this an be done by the omputation of a disriminant vari-
ety. In this report we fous on the ase where for a generi speialization of the parameters
the system of equations generates a radial zero-dimensional ideal, whih is usual in the
appliations. In this ase, we provide a deterministi method omputing the minimal dis-
riminant variety reduing the problem to a problem of elimination. Moreover, we prove that
the degree of the omputed minimal disriminant variety is bounded by D := (n+ r)d(n+1)
and that the omplexity of our method is σO(1)DO(n+s) bit-operations on a deterministi
Turing mahine.
Key-words: Parametri polynomial system, Disriminant variety, Elimination, Determin-
isti omplexity
Complexité de résolution d'un système parametré
d'équations et d'inéquations polynomiales
Résumé : On onsidère un système de n équations polynomiales et r inéquations en n
inonnues et s paramètres. Le degré des polynmes onsidérés est majoré par d et leurs
oeients sont rationels de taille binaire au plus σ. D'un point de vue réel, résoudre un tel
système revient souvent à dérire un semi-algébrique de l'espae des paramètres au-dessus
duquel le nombre de solutions réels du système parametré onsidéré est onstant. D'après les
travaux de Lazard et Rouillier, on peut obtenir e semi-algébrique par le alul d'une variété
disriminante. Dans e rapport, nous nous restreignons au as où le systèmes d'équations
donnés en entrée est zéro-dimensionel pour une spéialisation générique des paramètres, e
qui orrespond à une situation ourante dans les appliations. Dans e as, nous proposons
une méthode déterministe pour aluler la variété disriminante minimale en réduisant le
problème à un problème d'élimination. De plus, nous prouvons que le degré de la variété
disriminante minimale est majorée par D := (n + r)d(n+1) et que la omplexité de notre
méthode est de σO(1)DO(n+s) opérations binaires sur une mahine de Turing.
Mots-lés : Système polynomial parametré, Variété disriminante, Élimination, Complexité
déterministe
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1 Introdution
The parametri polynomial systems are used in many dierent elds suh as robotis, op-
timization, geometry problems, and so on. In [26℄ the authors introdue the notion of
disriminant variety whih allows them to split the parameter spae in open ells where the
number of real solutions is onstant . Even if it is eient in a pratial point of view, their
algorithm is based Gröbner bases omputations, whose omplexity is not yet well under-
stood. Thus it does not allow us to give a better bound than the worst ase's one, whih is
in exponential spae ([19℄).
In this artile we prove that, under some assumptions, the omputation of the minimal
disriminant variety of a parametri system is reduible to the FPSPACE problem of general
elimination [27℄. The proof of the redution orretness presented here is non trivial. The
redution itself is simple and preserves the sparsity of the input system.
Our input is a system of polynomial equations and inequations of degrees bounded d,
whih an be written as:
f1(t, x) = 0
.
.
.
fn(t, x) = 0
and

g1(t, x) 6= 0
.
.
.
gr(t, x) 6= 0
(t, x) ∈ Cs × Cn
where x are the unknowns and t are the parameters. Moreover, for all speializations in an
open ball of the parameters spae, the system has a nite number of simple solutions in the
unknowns. Suh a system will be said generially simple (see Denition 4).
We prove that the degree of the minimal disriminant variety of a generially simple para-
metri system is bounded by
(n+ r)dn+1
Our algorithm for generially simple parametri systems runs in
σO(1)(n+ r)O(n+s)dO(n(n+s))
bit-operations on a deterministi Turing mahine.
When we aim to solve a parametri system, we fae two kinds of issues: either we want to
desribe the solutions in terms of the parameters, or else we want to lassify the parameters
aording to properties of the parametri system's solutions. Dierent methods have been
developped to treat these two problems.
Regarding the rst one, many algorithms exist in the literature. Among them we may ite
rational parametrizations [30℄, triangular sets deompositions [33℄, omprehensive Gröbner
bases [34, 22℄. We may also mention numerial algorithms suh as the Newton-Raphson or
the homotopy ontinuation method [32, 31℄, whih an be used after a speialization of the
parameters.
RR n° 0123456789
4 Guillaume Moroz
Regarding the seond problem on the parameters lassiation, few algorithm are avail-
able, whereas many appliations fae it, suh as parametri optimization ([17℄), robot mod-
elling ([11℄), geometry problems ([35℄) or ontrol theory ([2℄) for example. The C.A.D. [10, 7℄
is the most widespread method. It omputes an exhaustive lassiation, leading to a om-
plexity doubly exponential in the number of unknowns. Some of the algorithms mentioned
above ([33, 22℄) may also return suh kinds of lassiations. Espeially in [22℄ the authors
ompute a omplete partition of the parameters spae in onstrutible sets where the vetor
of multipliities of the system's solutions is onstant. The time omplexity of their algorithm
is dO(n
2s)
. However, they don't onsider inequations and their algorithm is not meant to be
implemented. The minimal disriminant variety is inluded in both of the preedent om-
putations. It desribes the maximal open subset of the parameters spae where the system's
solutions evolve regularly. The omputation of this variety is indeed suient for a lot of
appliations.
Our method is a redution to the general elimination problem. The elimination problem
has been widely analysed in the past deades, as it is a key step for quantier elimination
theory (in [23, 28, 4, 3℄ for example), omputation of the dimension of an ideal ([6℄ among
others) or impliitization theory (see [12℄). Dierent tehniques and software have been de-
veloped. We may mention sparse resultants (see [13℄ and referenes therein), linear system
redutions (in [6℄ for example), linear systems parametrized with straight-line programs (see
[28, 24℄), parametri geometri resolution ([21, 30℄) or Gröbner bases (see [9℄ and [15, 16℄
for the last improvements).
This artile is divided in three parts. In the rst one we redue the problem of omputing
the minimal disriminant variety to the elimination problem. In the seond part, we bound
the degree of the minimal disriminant variety. And in the last part we give some examples.
Denition and notation
In the following, we assume that
f1, · · · , fn, g1, · · · , gr ∈ Q[T1, · · · , Ts][X1, · · · , Xn]
are some polynomials in degrees di = deg(fi) and d
′
j = deg(gj) for 1 ≤ i ≤ n and 1 ≤ j ≤ r.
We denote by Pn the projetive losure of C
n
and by pi : Cs×Cn → Cs (resp. pi : Cs×Pn →
Cs) the anonial projetion onto the parameters spae. The exponent h (resp. hi) of a
polynomial or of an ideal denotes its homogenization by the variable X0 with respet to
the variables X1, · · · , Xn (resp. its homogenization by the variable Xi with respet to the
variables X0, · · · , Xˆi, · · · , Xn) . The term parameters will refer to the variables T1, · · · , Ts,
while the term unknowns will refer to the variables X1, · · · , Xn.
Finally we use the following notation for the speialization of some variable. For I ⊂
Q[Y1, · · · , Yk, Z] and a ∈ Q, we denote:
I|Z=a := (I + 〈Z − a〉) ∩Q[Y1, · · · , Yk]
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In order to dene the notion of disriminant variety aording to our assumptions, we in-
trodue the notion of geometri regularity.
Denition 1 Let E be a subset of the parameters spae.
A parametri system S dening a onstrutible set C is said to be geometrially regular over
E i for all open set U ⊂ E, pi restrited to pi−1(U) ∩ C is an analyti overing.
The minimal disriminant variety is now dened as follows.
Denition 2 [26℄ A disriminant variety of the parametri system S is a variety V in the
parameters spae suh that S is geometrially regular over Cs \ V .
Among the disriminant varieties we dene the minimal one:
Denition 3 [26℄ The minimal disriminant variety of S is the intersetion of all the dis-
riminant varieties of S.
For the omputation of the minimal disriminant variety, we will assume some properties
on the input parametri systems we onsider.
Denition 4 Let S be the parametri system dened by:
f1(t, x) = 0
.
.
.
fn(t, x) = 0
and

g1(t, x) 6= 0
.
.
.
gr(t, x) 6= 0
(t, x) ∈ Cs × Cn
Denoting
∏r
j=1 gj by gS, assume that the ideal in the polynomial ring over the eld of
frations of the parameters
Ie = 〈f1, · · · , fn〉 : g∞S ⊂ Q(T1, · · · , Ts)[X1, · · · , Xn]
is radial and 0-dimensional.
Then S is said generially simple.
Remark 1 Note that the ideal I generated by f1, · · · , fn ⊂ Q[T1, · · · , Ts, X1, · · · , Xn] needs
neither to be radial nor equidimensional, although it is suient to satisfy the hypotheses.
Moreover, given a parametri system S dened by f1 = 0, · · · , fn = 0, g1 6= 0, · · · , gr 6= 0, we
introdue these two polynomials:
− jS is the determinant of the Jaobian matrix of f1, · · · , fn with respet to the un-
knowns, of degree denoted by δ
− gS is the produt of the gi for 1 ≤ i ≤ r of degree denoted by δ′
Note that we have δ ≤∑ni=1 di − n and δ′ =∑rj=1 d′j .
RR n° 0123456789
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Main results
We an now state our main results.
Theorem 1 Let S be a generially simple parametri system.
Then the total degree of the minimal disriminant variety is bounded by
d1 · · · dn(1 + δ + δ′)
Theorem 2 Let S be a parametri system generially simple dened by f1 = 0, · · · , fn =
0, g1 6= 0, · · · , gr 6= 0. Then the union of the varieties dened by the n+ 2 following ideals:
- R denotes the ring Q[T1, · · · , Ts](〈
fh1 , · · · , fhn , ZX0ghS − 1, X1 − 1
〉 ∩R[X0])|X0=0 (I1)
.
.
.
.
.
.(〈
fh1 , · · · , fhn , ZX0ghS − 1, Xn − 1
〉 ∩R[X0])|X0=0 (In)
(〈f1, · · · , fn, gS −Xn+1, ZXn+1 − 1〉 ∩R[Xn+1])|Xn+1=0 (In+1)
(〈f1, · · · , fn, jS , ZgS − 1〉) ∩R (In+2)
is the minimal disriminant variety of S.
Corollary 1 A disriminant variety of a generially simple parametri system an be om-
puted in:
σO(1)(d1 · · · dn(δ + δ′))O(n+s)
steps on a lassial Turing mahine. The variable σ denotes the maximal binary size of
oeients of f1, · · · , fn and g1, · · · , gr.
Remark 2 If the system is not generially simple, then the the union of the varieties om-
puted is the whole parameter spae, whih is thus an easy way to hek if the initial onditions
are veried.
Remark 3 Any elimination algorithm may atually be used to ompute a disriminant va-
riety, whih is welomed when it omes to an eetive omputation. Among others, Gröbner
bases with a blok ordering [15, 16℄, sparse elimination [13℄ or straight-line programs [28℄
may lead to eient omputations.
Remark 4 If we allow ourself to use the model of a probabilisti bounded Turing Ma-
hine, then at the ost of the sparsity of the system, we may replae the omputation of
V(I1), . . . ,V(In) by the omputation of the variety of:
(
〈
fh1 , · · · , fhn , ZX0ghS − 1, γ1X1 + · · ·+ γnXn − 1
〉 ∩Q[T1, · · · , Ts][X0])|X0=0
where (γ1, . . . , γn) is hosen randomly in {0, . . . , D − 1}n and D := 3d1 · · · dn.1
1
The remark 4 and the orollary 1 are proved Setion 3
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2 Log-spae redution
2.1 Preliminaries
The goal of this setion is to show how to redue the problem of omputing the minimal
disriminant variety (the disriminant problem) to the elimination problem. We know that
the elimination problem is solvable in polynomial spae ([27℄). Thus via the redution
we prove that the problem of omputing the minimal disriminant variety is solvable in
polynomial spae.
Disriminant Funtion:
- Input : f1, · · · , fn, gS, jS ∈ Q[T1, · · · , Ts, X1, · · · , Xn]
- Output :
q1,1, · · · , qt,ut ∈ Q[T1, · · · , Ts] suh that ∪ti=1V(〈qi,1, · · · , qi,ui〉) is the mini-
mal disriminant variety.
Elimination Funtion:
- Input :
{
p1, · · · , pm ∈ Q[T1, · · · , Ts][X1, · · · , Xn];
T1, . . . , Ts
- Output :
q1, · · · , qt ∈ Q[T1, · · · , Ts] suh that V(〈q1, · · · , qt〉) is the variety of the elim-
ination ideal 〈p1, · · · , pm〉 ∩Q[T1, · · · , Ts].
To ahieve the redution, we will rst desribe more preisely how the minimal disrim-
inant variety an be deomposed. In [26℄, the authors show that the minimal disriminant
variety of a generially simple parametri system S is the union of 3 varieties, denoted re-
spetively by Vinf , Vineq and Vcrit. Let us remind the denitions of these varieties under
our assumptions.
Denition 5 Let S be a generially simple parametri system dened by f1 = 0, · · · , fn =
0 and g1 6= 0, · · · , gr 6= 0. The varieties Vinf ,Vineq and Vcrit of the parameters spae are
respetively dened as follow:
Vinf = pi(CS ∩H∞)
where CS is the projetive losure of the onstrutible set dened by S, and H∞ =
(Cs × Pn) \ (Cs × Cn) is the hypersurfae at the innity.
Vineq = V ((IS : g
∞
S + 〈gS〉) ∩Q[T1, · · · , Ts])
Vcrit = V ((IS : g
∞
S + 〈jS〉) ∩Q[T1, · · · , Ts])
Theorem 3 [26℄ The minimal disriminant variety of a generially simple parametri sys-
tem is the union of Vinf , Vineq and Vcrit.
RR n° 0123456789
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Geometrially, this theorem haraterizes the dierent varieties in the parameter spae over
whih the generially simple parametri system is not geometrially regular. More preisely,
the theorem means that over the minimal disriminant variety, three types of irregularity
may appear. The rst one is the intersetions of the system of equations with the Jaobian.
The seond one is the intersetion with the inequations. And the last one is the intersetion
in the projetive spae of the the hypersurfae at the innity with the projetive losure of
the parametri system's zeros.
Vcrit is already diretly the solution of an elimination problem. This is the omponent
for whih the generi radiality ondition is needed. We will now fous on reduing the
omputation of eah of the two varieties Vinf and Vineq to the elimination problem.
2.2 Redution of Vinf and orretness
Before going further, it should be lear that the omputation of Vinf an not be handled
by the standard projetive elimination methods if we want to ertify a singly exponential
omplexity. All of these methods have no good omplexity bounds essentially beause of the
intersetion with the partiular hypersurfae at the innity as we will see later. However
this doesn't prevent us to use results of the projetive elimination theory.
Using the algebrai representation of the projetion pi of [12℄, with the notations of the
denition 5 we reformulate Vinf :
Vinf = V
((
n⋂
i=1
(JS)|X0=0 : X
∞
i
)
∩Q[T1, · · · , Ts]
)
where JS := (IS : g
∞
S )
h
. Note that CS = V(JS).
And using the reformulation of the ideal homogenization of [12℄, we obtain a formulation
of JS whih math expliitly the input of the problem:
JS =
〈
fh1 , · · · , fhn
〉
: ghS
∞
: X∞0
This is however not yet satisfying sine this formulation is not trivially reduible to a single
elimination problem. The problem here does not ome from the saturation by the variables
Xi whih an be simply handled with the Rabinowitsh trik [29℄ of adding the new variable
Z and the new equation ZXi−1 to the initial polynomials. Neither is the saturation by gS a
problem sine again we may add the equation ZgS−1 = 0. The ompliations arise atually
from the variable X0. First we have to saturate by X0 and then we have to speialize X0
with 0 to nally eliminate the variables Xi. And it is regrettable sine this prevents us to
use the usual trik to get rid of the saturation, as we saw in introdution. Moreover we
don't want to apply suessively two Elimination Funtion sine it ould lead us to an
exponential spae algorithm.
Fortunately we manage to sort out this problem by proving that for the variety we want
to ompute, we an ommute the speialization of X0 by 0 and the elimination, whih is
remarkable sine this operation will allow us to use the Rabinowitsh trik to loalize by
INRIA
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X0. Note that the ommutation step does not alter the omputation only beause of the
partiular struture of Vinf .
Proposition 1 Let S be a parametri system. Then the omponent Vinf of the minimal
disriminant variety of S is the union of the varieties dened by the n following ideals for
1 ≤ i ≤ n: (〈
fh1 , · · · , fhn , ZX0ghS − 1, Xi − 1
〉 ∩R[X0])|X0=0
Remark 5 Note that the ondition generially simple is not needed for the redution of the
omputation of Vinf . Moreover the proposition remains true even if the number of equations
diers from the number of unknowns.
The proof of this proposition is based on the three following lemmas. The rst one gives
some basi useful equalities, where hi denotes the homogenization by the variable Xi with
respet to the variables X0, · · · , Xˆi, · · · , Xn.
Lemma 1 [12℄ Let J ⊂ Q[T1, · · · , Ts][X0, · · · , Xn] be an ideal homogeneous in X0, · · · , Xn
and p be a polynomial of Q[T1, · · · , Ts][X0, · · · , Xn] also homogeneous in X0, · · · , Xn. Then
for all 0 ≤ i ≤ n we have:
(J|Xi=1)
hi = J : X∞i
(J : p∞)|Xi=1 = J|Xi=1 : p
∞
|Xi=1
J : X∞i ∩Q[T1, · · · , Ts] = J|Xi=1 ∩Q[T1, · · · , Ts]
and for all 1 ≤ i ≤ n:
J|Xi=1 ∩Q[T1, · · · , Ts][X0] = (J ∩Q[T1, · · · , Ts][X0, Xi])|Xi=1
Proof: These are lassial results that an be reovered from [12℄. 
Now omes the rst lemma toward the redution, whih proves essentially that the union of
the varieties dened by the elimination ideals of the proposition 1 ontains Vinf .
Lemma 2 Let J be an ideal of Q[T1, · · · , Ts][X0, · · · , Xn] homogeneous in X0, · · · , Xn. Then,
for all 1 ≤ i ≤ n we have:
(J ∩Q[T1, · · · , Ts][X0, Xi])|X0=0,Xi=1
∩
(J|X0=0 : X
∞
i ) ∩Q[T1, · · · , Ts]
Proof: Let p ∈ (J ∩Q[T1, · · · , Ts][X0, Xi])|X0=0,Xi=1. The polynomial p is homogeneous in
X0, . . . , Xn sine it depends only on the variables T1, . . . , Ts. Thus with the notations of the
lemma 1, we have p ∈ ((J|X0=0)|Xi=1)hi . And J|X0=0 being homogeneous in X0, · · · , Xn,
one an apply the rst equality of Lemma 1 to dedue p ∈ J|X0=0 : X∞i whih proves the
desired result. 
And nally omes the keystone lemma related to the proposition, proving the reiproal
inlusion.
RR n° 0123456789
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Lemma 3 Let J be an ideal of Q[T1, · · · , Ts][X0, · · · , Xn] homogeneous in X0, · · · , Xn. Then,
for all 1 ≤ i ≤ n, we have:√
(J ∩Q[T1, · · · , Ts][X0, Xi])|X0=0,Xi=1
∪⋂n
j=1(J|X0=0 : X
∞
j ) ∩Q[T1, · · · , Ts]
Proof: Let p ∈ ⋂nj=1(J|X0=0 : X∞j ) ∩ Q[T1, · · · , Ts]. By denition there exist q1, · · · , qn ∈
Q[T1, · · · , Ts][X0, · · · , Xn] and k1, · · · , kn ∈ N suh that:
p1 := pX
k1
1 +X0q1
.
.
.
pn := pX
kn
n +X0qn
∈ J
Sine the part of pi of degree ki in X0, · · · , Xn belongs also to J , we an assume that
p1, · · · , pn are homogeneous in X0, · · · , Xn. Thus, we have in partiular:
degX1,···,Xn(qj) < kj
Now we x a total degree term order <X on the variables X1, · · · , Xn. Let K denote the
eld Q(T1, · · · , Ts, X0) and onsider p1, · · · , pn as polynomials of K[X1, · · · , Xn]. Denoting
by J the ideal they generate, it follows immediately that
G := {p1, · · · , pn}
form a Gröbner basis of J with respet to <X sine the pi have disjoint head terms. Let
i be an integer between 1 and n. We rst show how to prove the lemma when we have a
polynomial of J suh that:
- it is univariate in Xi (1)
- it has all its oeients in Q[T1, · · · , Ts, X0] (2)
- its head oeient is a power of p (3)
Assume for a while that ri is suh a polynomial, dXi being its degree in Xi. It follows indeed
that ri ∈ J c the ontration ideal of J . And sine p = lcm{HC(g)|g ∈ G} we have [5℄:
J c = 〈G〉 : p∞
meaning that for some k ∈ N, pkri ∈ 〈G〉 ⊂ J . Finally J is homogeneous so that r˜i, the
part of degree dXi of p
kri, belongs to J ∩Q[T1, · · · , Ts][X0, Xi] and an be written as:
r˜i = p
lXdii +X0q
with l ∈ N and q ∈ Q[T1, · · · , Ts][X0, Xi], whih is an equivalent way of writing
p ∈
√
(J ∩Q[T1, · · · , Ts][X0, Xi])|X0=0,Xi=1
INRIA
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It remains us to show the existene of a polynomial satisfying (1),(2) and (3). To arry out
this problem, we rst notie that J is zero-dimensional in K[X1, · · · , Xn] sine the set of
the head terms of its Gröbner basis ontains a pure power of eah variable Xi. So, we may
onsider the nite dimensional K−spae vetor A = K[X1, · · · , Xn]/J along with e the
monomial basis of A indued by G. More preisely, denoting by x the lass of x in A, we
dene see e as the set of ej for 1 ≤ j ≤ D := dim(A) suh that ej is a term of K[X1, · · · , Xn]
not multiple of any head term of G. Finally we denote by S the multipliatively losed set
{pk, k ∈ N}. We will follow a lassial method to exhibit a moni univariate polynomial
from a zero-dimensional ideal, with oeients in K. And with results of [5℄ we ensure that
its oeients are not only in K but rather in the ring S−1Q[T1, · · · , Ts, X0] ⊂ K.
Let us introdue the lassial linear appliation of multipliation by Xi:
Φi : A → A
q 7→ Xiq
Then we note Mi the matrix of Φi in the base e:
Mi =
Xie1 · · · XieD
e1
.
.
.
eD
 ck,l

we notie that the oeients of Mi ome from the redution of the monomials Xiel for
1 ≤ l ≤ D by the Gröbner basis G. And as we an see in [5℄, this kind of redution only
involves division by the head oeients of G, suh that:
Xiel = c1,le1,l + · · ·+ cD,leD,l
with c1,l, · · · , cD,l not only in K but more preisely in the ring S−1Q[T1, · · · , Ts, X0] ⊂ K
where S = {pk, k ∈ N}. As a straightforward onsequene, if we denote by Pi the moni
harateristi polynomial ofMi in the new variable U , we have Pi ∈ S−1Q[T1, · · · , Ts, X0][U ].
Besides by the Cayley-Hamilton's theorem, Pi applied to the variable Xi is the null element
of A, meaning that Pi(Xi) belongs to J and may be written as:
Pi(Xi) = XDi + CD−1XD−1i + · · ·+ C0
with Ck ∈ S−1Q[T1, · · · , Ts, X0] for 1 ≤ k ≤ D − 1. Finally, for some k′ ∈ N we have
ri := p
k′Pi(Xi) ∈ J ∩Q[T1, · · · , Ts, X0][Xi]
whih satises all the onditions we wanted to ahieve the demonstration. 
Finally, a proper ombination of the lemmas proves the proposition 1.
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2.3 Redution of Vineq and orretness
As to bound the omputation of the variety indued by the inequations
Vineq = V ((IS : g
∞
S + 〈gS〉) ∩Q[T1, · · · , Ts])
the diret approah onsists rst in performing a saturation and then in using the output
along with gS as the input of an elimination algorithm. However this method may not have
a single exponential bound on the time omplexity in the worst ase. Hene both of these
algorithms may use a polynomial spae in the size of the input, whih ould nally ost an
exponential spae if no more are is taken.
In this setion we show how to bypass the problem, notably by relaxing the ondition on
the output and allowing some omponents of Vinf to mix in.
Proposition 2 Let S be a parametri system. If we denote by Wineq ⊂ Cs the variety
dened by the following ideal:
(〈f1, · · · , fn, gS −Xn+1, ZXn+1 − 1〉
∩Q[T1, · · · , Ts][Xn+1])|Xn+1=0
then the following inlusions hain holds:
Vineq ⊂Wineq ⊂ Vineq ∪ Vinf
The rst step to prove this proposition is to delay the saturation.
Lemma 4 Let p1, · · · , pm, q, r ∈ Q[Y1, · · · , Yk]. Let us x < a term order and assume that
the head monomial of q shares no variable in ommon with the monomials of p1, · · · , pm, r.
Then we have the following equality:
〈p1, · · · , pm〉 : r∞ + 〈q〉 = 〈p1, · · · , pm, q〉 : r∞
Proof: The inlusion from left to right is trivial. For the other inlusion, let p ∈ 〈p1, · · · , pm, q〉 :
r∞. Denoting by M the head monomial of q with respet to <, we obtain by division:
p = p′ + qt p′, t ∈ Q[Y1, · · · , Yk] (1)
suh that no monomial of p′ is multiple of M . It remains to show that p′ belongs to
〈p1, · · · , pm〉 : r∞ and the proof will be omplete. By hypothesis, we know that there exists
l > 0 and c1, · · · , cm, c ∈ Q[Y1, · · · , Yk] suh that:
rlp′ = c1p1 + · · ·+ cmpm + cq
We divide eah of the ci by q as in (1) and denote by c
′
i the remainder of the division. We
thus obtain:
rlp′ − c′1p1 − · · · − c′mpm = c′q
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with c′ ∈ Q[Y1, · · · , Yk]. We remark that the polynomial on the left part of the equality
has no monomial whih is multiple of M , while the head monomial of the right part of the
equality is M times the head monomial of c′, whih means c′ = 0 and this ahieves the
proof. 
Corollary 2 Let f1, · · · , fn, g be some polynomials of Q[T1, · · · , Ts][X1, · · · , Xn]. Then:
〈f1, · · · , fn〉 : g∞ + 〈g −Xn+1〉 = 〈f1, · · · , fn, g −Xn+1〉 : X∞n+1
Thanks to this result, we an now reformulate Vineq as being the variety of:(〈f1, · · · , fn, gS −Xn+1〉 : X∞n+1)|Xn+1=0 ∩Q[T1, · · · , Ts]
The redution is not yet omplete and we enounter here the same problem we had for the
omputation of Vinf , that is the saturation by Xn+1 before the speialization of Xn+1 by
0. This is just ne sine the lemmas 1,2 and 3 provide us tools to handle it, even if they do
not ompletely solve the problem yet.
For the rst inlusion, we note:
IS := 〈f1, · · · , fn, gS −Xn+1〉 : X∞n+1
it follows that the varieties of the proposition 2 rewrite as:
Vineq = V
(
IS|Xn+1=0 ∩Q[T1, · · · , Ts]
)
Wineq = V
(
(IS ∩Q[T1, · · · , Ts][Xn+1])|Xn+1=0
)
and we show easily:
(IS ∩Q[T1, · · · , Ts][Xn+1])|Xn+1=0 ⊂ IS|Xn+1=0 ∩Q[T1, · · · , Ts]
whih, in term of varieties, proves the rst inlusion of the proposition 2.
For the other inlusion we will mainly use the lemma 3. For this, we introdue the
homogenization variable X0, and denote with the exponent h the homogenization by X0
with respet to X0, · · · , Xn+1. We need also the following lassial lemma, whih dissoiates
the ane part from the omponent at the innity of a homogeneous ideal.
Lemma 5 [12℄ Let J ∈ Q[T1, · · · , TS][X0, · · · , Xn+1] an ideal homogeneous in X0, · · · , Xn+1.
Then the following equality holds:
√
J =
√
J + 〈X0〉 ∩
√
J : X∞0
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In term of varieties, the equality follows from the observation that V(J) is the union of
V(J) ∩H∞ and V(J) \ H∞.
We now homogenize IS by X0 and we get:
Wineq = V(I
Sh ∩Q[T1, · · · , Ts][X0, Xn+1]|Xn+1=0,X0=1)
Using lemma 3, we get diretly:
Wineq ⊂ V
 n⋂
j=0
((IS
h
)|Xn+1=0 : X
∞
j ) ∩Q[T1, · · · , Ts]

Then we show that (IS
h
)|Xn+1=0 ontains an ideal whih begins to look like what we want:
IS
h
= (〈f1, · · · , fn〉 : g∞S + 〈gS −Xn+1〉)h
(IS
h
)|Xn+1=0 ⊃
〈
fh1 , · · · , fhn
〉
: ghS
∞
: X∞0 +
〈
X0g
h
S
〉
⊃ JS +
〈
X0g
h
S
〉
Then, the lemma 5 allows us to split the ideal JS +
〈
X0g
h
S
〉
in:√
JS +
〈
X0ghS
〉
=
√
JS +
〈
X0ghS
〉
+ 〈X0〉︸ ︷︷ ︸ ∩
√
(JS +
〈
X0ghS
〉
) : X∞0︸ ︷︷ ︸
I1 I2
suh that we now have the following inlusion:
Wineq ⊂ V
 n⋂
j=0
(I1 : X
∞
j ) ∩ (I2 : X∞j ) ∩Q[T1, · · · , Ts]

From there, denoting again Q[T1, . . . , Ts] by R, we remark for 0 ≤ j ≤ n:
I1 : X
∞
j ∩R ⊃ (JS)|X0=0 : X∞j ∩R
And:
I2 : X
∞
j ∩R ⊃
(
JS +
〈
ghS
〉)
: X∞j : X
∞
0 ∩R
⊃ ((JS)|X0=1 + 〈gS〉) : X∞j ∩R
⊃ IS : X∞j ∩R
⊃ IS ∩R
Whih allows us to onlude with:
Wineq ⊂ V
(
IS ∩⋂nj=0 (JS |X0=0) : X∞j ) ∩Q[T1, · · · , Ts])
⊂ Vineq ∪ Vinf
This proves the theorem 2.
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3 Degree issues
The study of the degree of the minimal disriminant variety relies strongly on the Bezout-
Inequality [23, 18℄. What we all degree of an ideal I (resp. a variety V ) and denote deg(I)
(resp. deg(V )) is the sum of the degrees of the prime ideals assoiated to
√
I (resp. the sum
of the degrees of the irreduible omponents of V ). With this denition, from [23, 18℄ we
have for I, J ⊂ Q[T1, . . . , Ts, X0, . . . , Xn] and f ∈ Q[T1, . . . , Ts, X0, . . . , Xn]:
deg(I + J) ≤ deg(I) deg(J)
deg(I : f∞) ≤ deg(I)
deg(I ∩Q[T1, . . . , Ts]) ≤ deg(I)
deg(I) = deg(V(I))
Degree of Vinf
Here we use the prime deomposition of
√
JS to bound the degree of Vinf . This deompo-
sition will also allow us to prove Remark 4.
First we remind that from proposition 1:
Vinf = V
(( n⋂
i=1
JS : X
∞
i
)
∩Q[T1, · · · , Ts, X0]
)
|X0=0

where JS =
〈
fh1 , · · · , fhn
〉
: ghS
∞
: X∞0
Continuing with the properties of the degree we have:
deg(JS) ≤ deg
(〈
fh1 , · · · , fhn
〉) ≤ d1 · · · dn
Let P1, . . . ,Pk be the prime ideals assoiated to
√
JS . Then we have:
P1 ∩ · · · ∩Pk =
√
JS
deg(P1) + · · ·+ deg(Pk) ≤ d1 · · · dn
Now let denote by λ1, . . . , λj the indies of the prime ideal whih do not ontain any power
of Xi for some 1 ≤ i ≤ n. It follows that:
n⋂
i=1
√
Js : X∞i = Pλ1 ∩ · · · ∩Pλj
suh that
deg(Vinf ) = deg
(⋂n
i=1
√
Js : X∞i ∩Q[T1, · · · , Ts, X0]|X0=0
)
≤ d1 · · · dn
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We use the deomposition of
√
JS to prove the remark 4.
Proof: (of Remark 4)
We extend Lemma 1, where we replae Xi by a homogeneous linear form in X0, · · · , Xn,
whih leads to the following property. If J is an ideal of Q[T1, · · · , Ts][X0, · · · , Xn] homoge-
neous in X0, · · · , Xn, and L ∈ Q[X0, · · · , Xn] is a homogeneous linear form in X0, · · · , Xn,
then:
J : L∞ ∩Q[T1, · · · , Ts, X0] = (J + 〈L− 1〉) ∩Q[T1, · · · , Ts, X0]
From there, we know that the prime ideals whih ontain a power of Xi for all 1 ≤ i ≤ n
ontain in fat all the homogeneous linear forms of Q[X0, · · · , Xn]. Let denote by E the
Q-spaevetor of homogeneous linear forms of Q[X0, · · · , Xn]. Thus we have for all L ∈ E:
√
JS : L∞ =
j⋂
i=1
Pλi : L
∞
Let B denote the bounded lattie {0, . . . , D − 1}n of E, where D = 3d1 · · · dn. And A be
dened by:
A :=
j⋃
i=1
(Pλi ∩E)
Suh that for L ∈ B \A, we have:⋂k
i=1 Pi : L
∞ =
⋂j
i=1 Pλi
And sine eah Pλi ∩ E is a strit linear subspae of E, it follows that A is the union of
j ≤ ∏ni=1 di = D3 strit linear subspaes of E . Eah Pλi ∩ E intersets the lattie B in at
most Dn−1 points. Thus the probability of hoosing L in B ∩ A is |B∩A||B| ≤ 13 . And for all
L ∈ B \A we have:
Vinf = V
(
k⋂
i=1
Pi : L
∞ ∩Q[T1, · · · , Ts, X0]|X0=0
)
= V
((
k⋂
i=1
Pi + 〈L− 1〉
)
Q[T1, · · · , Ts, X0]|X0=0
)
= V((
〈
fh1 , · · · , fhn , ZX0ghS − 1, L− 1
〉
∩Q[T1, · · · , Ts, X0])|X0=0)

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Degree of Vineq and Vcrit
The degree of the two other omponents are obtained easily. By denition:
Vineq = V ((〈f1, · · · , fn〉 : g∞S + 〈gS〉) ∩Q[T1, · · · , Ts])
Vcrit = V ((〈f1, · · · , fn〉 : g∞S + 〈jS〉)Q[T1, · · · , Ts])
Thus with the properties of the degree, we have respetively:
deg(Vineq) ≤ d1 · · · dnδ′
deg(Vcrit) ≤ d1 · · · dnδ
Hene we proved the theorem 1.
Degree of representation of the elimination
To ompute the Elimination Funtion in a deterministi way, we follow the ideas of
[6℄ whih uses the ane eetive Nullstellensatz to redue the problem to a linear algebra
system of non homogeneous linear form. One ould use the ideas of [28, 20, 21℄ to perform
this elimination, whose omplexity bounds rely on the projetive eetive Nullstellensatz of
[25℄. However these bounds only hold in a bounded probabilisti Turing mahine.
Here we will use the Brownawell's prime power version of Nullstellensatz (see [8℄), whih
is a variant of the ane eetive Nullstellensatz:
Theorem 4 [8℄ Let J ⊂ k[x0, · · · , xn] be an ideal generated by m homogeneous polynomial
of respetive degrees d2 ≥ · · · ≥ dm ≥ d1 and M = 〈x0, · · · , xn〉. Then there are prime ideal
P1, · · · ,Pr ontaining J and positive integers e0, · · · , er suh that:
Me0Pe11 · · ·Prer ⊂ J , and
e0 +
r∑
i=1
ei deg(Pi) ≤ (3/2)µd1 · · · dµ
where µ = min(m,n)
Using the proposition 3 of [23℄, we know that if P is a prime ideal, then there is n + 1
polynomials f1, · · · , fn+1 suh that:
V(f1, · · · , fn+1) = V(P)
with deg(fi) ≤ deg(P) for all 1 ≤ i ≤ n+ 1
Thus we dedue the following:
RR n° 0123456789
18 Guillaume Moroz
Proposition 3 Let I ⊂ Q[T1, · · · , Ts][X1, · · · , Xn] generated by f1, · · · , fm indexed suh that
their degrees satisfy d2 ≥ · · · ≥ dm ≥ d1. Then, with µ = min(m,n) we introdue:
F :=

m∑
i=1
gifi|
gi ∈ Q[T1, · · · , Ts][X1, · · · , Xn]
and
deg(gifi) ≤ (3/2)µd1 · · · dµ

Then we have:
V(I ∩Q[T1, · · · , Ts]) = V(F ∩Q[T1, · · · , Ts])
Proof: We homogenize the polynomials f1, · · · , fm byH with respet to T1, · · · , Ts, X1, · · · , Xn,
and denote by J the ideal they generate. Then withP1, · · · ,Pr being prime ideals ontaining
J and verifying the theorem of Brownawell, it follows that the result holds when interset-
ing J and P1, · · · ,Pr by Q[T1, · · · , Ts, H ]. Finally we use the Heintz's proposition reminded
above on eah Pi and speialize H by 1 to onlude. 
Now onsider the oeients of the polynomials g1, .., gm, g as unknowns. Assume further-
more that g1, · · · , gm ontains all the monomials in T1, · · · , Ts, X1, · · · , Xn of degree less or
equal to (3/2)µd1 · · · dµ, and that g ontains the monomials in T1, · · · , Ts only. Thus, nding
the oeients satisfying the formula:
m∑
i=1
gifi − g = 0
redues to the problem of nding null spae generators of a matrix of size lower or equal to
(m+ 1)((3/2)µd1 · · · dµ)(n+s) × ((3/2)µd1 · · · dµ)(n+s)
Hene the omplexity of the orollary 1 follows.
4 Example
We show here an example of minimal disriminant varieties appliation in our framework.
It will allow us to prove that the real parametrization of the Enneper surfae mathes its
real impliit form. In [14℄ the author solves this problem with a ombination REDLOG,QEPCAD
and QERRC. Through the proess, he has to simplify formulas whose textual representation
ontains approximatively 500 000 haraters. We will see that our framework allows us to
use minimal disriminant varieties to solve this problem. Notably, this allows us to keep
formulas small. The following omputations are done with the Maple pakage DV, whih
uses FGb to arry out the elimination funtion. We also use the fatorization funtions of
Maple to take the square-free part of the polynomials given in the input, and to simplify the
output. Finally RS and the Maple pakage RAG allows us to treat the disriminant varieties
we ompute. All these software are available in the Salsa Software Suite [1℄.
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When E and F are two lists of polynomials, T a list of parameters and X a list of
unknowns, we denote by
DV(E,F, T,X)
the disriminant variety of the parametri system S : (p = 0)p∈E ∧ (q 6= 0)q∈F .
4.1 Denition of the Enneper surfae
The real Enneper surfae E ⊂ R3 has a parametri denition:
E = {(x(u, v), y(u, v), z(u, v)) | (u, v) ∈ R2}
x(u, v) = 3u+ 3uv2 − u3
y(u, v) = 3v + 3u2v − v3
z(u, v) = 3u2 − 3v2
We will also onsider the graph of the Enneper surfae Eg ⊂ R5 dened as follows:
Eg =
{
(x(u, v), y(u, v), z(u, v), u, v) | (u, v) ∈ R2}
Beside, a Gröbner basis omputation returns easily its impliit Zarisky losure E [12, 14℄:
E = {(x, y, z) ∈ R3 | p(x, y, z) = 0}
p(x, y, z) = −19683x6 + 59049x4y2 − 10935x4z3 − 118098x4z2 + 59049x4z − 59049x2y4
−56862x2y2z3 − 118098x2y2z − 1296x2z6 − 34992x2z5 − 174960x2z4
+314928x2z3 + 19683y6 − 10935y4z3 + 118098y4z2 + 59049y4z + 1296y2z6
−34992y2z5 + 174960y2z4 + 314928y2z3 + 64z9 − 10368z7 + 419904z5
4.2 Disriminant varieties
The main idea to ompare E} and E is in a rst step to ompute the union of their disrim-
inant varieties, V . In a seond step we ompare Eg and E on a nite number of well hosen
test points outside of V . Finally, the properties of the disriminant variety ensure us that
the result of our omparison on these test points holds for every points outside of V .
More preisely, Eg and E are both algebrai varieties of dimension 2. Thus we hoose a
ommon subset of 2 variables, x and y for example, whih will be the parameters for the
two disriminant varieties:
V xy1 := DV( [x− x(u, v), y − y(u, v), z − z(u, v)] , [ ] , [x, y] , [z, u, v] )
V xy2 := DV( [p(x, y, z)] , [ ] , [x, y] , [z] )
The number of equations equals the number of unknowns in both ase and our algorithm
returns a non trivial variety for both systems. This ensures us that the two systems are
generially simple. Here are the results of the omputations, whih lasted less than 1 seond
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on a 2.8 GHz Intel Pentium pu:
V xy1 = V(y
6 + 60y4 + 768y2 − 4096 + 3x2y4 − 312x2y2 + 768x2 + 3x4y2 + 60x4 + x6)
∪V(x6 + 48x4 + 3x4y2 − 336x2y2 + 3x2y4 + 768x2 + 4096 + 768y2 + 48y4 + y6)
V xy2 = V(y
6 + 60y4 + 768y2 − 4096 + 3x2y4 − 312x2y2 + 768x2 + 3x4y2 + 60x4 + x6)
∪V(x6 + 48x4 + 3x4y2 − 336x2y2 + 3x2y4 + 768x2 + 4096 + 768y2 + 48y4 + y6)
∪V(x − y) ∪V(y) ∪V(x+ y) ∪V(x)
We denote by pixy : R
3 → R2 the anonial projetion. Then the properties of the
disriminant variety ensure us that for eah onneted omponent C of R2 \ (V xy1 ∪ V xy2 ),
(pi−1xy (C) ∩ E , pixy) and (pi−1xy (C) ∩ E , pixy) are both analyti overing. Moreover, E ⊂ E . Thus
if C is a onneted omponent of R2 \ (V xy1 ∪ V xy2 ), we get the following property:
∃p ∈ C, pi−1xy (p) ∩ E = pi−1xy (p) ∩ E ⇐⇒ ∀p ∈ C, pi−1xy (p) ∩ E = pi−1xy (p) ∩ E
This allows us to prove that E and E are equal above R2 \ (V xy1 ∪ V xy2 ): we take one
point p in eah onneted omponent of R2 \ (V xy1 ∪ V xy2 ), and hek that the number of
real solutions of pi−1xy (p) ∩ E and of pi−1xy (p) ∩ E is the same. We use the RAG pakage to get
one point in eah onneted omponent and RS to solve the orresponding zero dimensional
real systems. This allows us to prove that
pi−1xy (R
2 \ (V xy1 ∪ V xy2 )) ∩ E = pi−1xy (R2 \ (V xy1 ∪ V xy2 )) ∩ E
In order to get more information, we repeat this proess using respetively the dis-
riminant varieties on the parameter set {x, z} and {y, z}. This leads to the following
omputations:
V xz1 := DV( [x− x(u, v), y − y(u, v), z − z(u, v)] , [ ] , [x, z] , [y, u, v] )
V xz2 := DV( [p(x, y, z)] , [ ] , [x, z] , [y] )
and
V yz1 := DV( [x− x(u, v), y − y(u, v), z − z(u, v)] , [ ] , [y, z] , [x, u, v] )
V yz2 := DV( [p(x, y, z)] , [ ] , [y, z] , [x] )
The result is shown on Figure 1.
Then we ompute as above one point in eah onneted omponent of the omplementary,
and this allows us to prove that:
pi−1xz (R
2 \ (V xz1 ∪ V xz2 )) ∩ E = pi−1xz (R2 \ (V xz1 ∪ V xz2 )) ∩ E
and
pi−1yz (R
2 \ (V yz1 ∪ V yz2 )) ∩ E = pi−1yz (R2 \ (V yz1 ∪ V yz2 )) ∩ E
Using the following notations:
V xy := pi−1yz (V
xy
1 ∪ V xy2 )
V xz := pi−1xz (V
xz
1 ∪ V xz2 )
V yz := pi−1yz (V
yz
1 ∪ V yz2 )
INRIA
Complexity of Resolution of Parametri Systems of Polynomial Equations and Inequations 21
–10
–5
0
5
10
y
–10 –5 0 5 10
x
–10
–5
0
5
10
z
–10 –5 0 5 10
x
V xy1 ∪ V xy2 V xz1 ∪ V xz2
–10
–5
0
5
10
y
–10 –5 0 5 10
z
V yz1 ∪ V yz2
Figure 1: The disriminant varieties for the three possible sets of parameters
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it remains us to hek what happens above eah omponent of
V xy ∩ V xz ∩ V yz
An idea is to set apart the linear omponents from the others. We introdue
VL := V(x + y) ∪V(x − y) ∪V(x) ∪V(y) ∪V(z)
and denote respetively V xy \ VL,V xz \ VL and V yz \ VL by V˜ xy, V˜ xz and V˜ yz. Using the
RAGlib, we verify that
V˜ xy ∩ V˜ xz ∩ V˜ yz
has atually no real points.
It remains us to hek what happens on eah of the 5 linear omponents of VL. The
intersetion of Eg or E with a linear omponent P may be seen as a linear substitution of a
variable. This operation produes 5 pairs of varieties of dimension 2 (Table 1). To hek their
equality, we use the same strategy as above and ompute the 5 disriminant varieties with
1 parameter,3 unknowns of K1, . . . ,K5, respetively VK1 , . . . , VK5 , and the 5 disriminant
varieties with 1 parameter,1 unknown of L1, . . . , L5, respetively VL1 , . . . , VL5 . We hek
that Ki = Li for eah point by onneted omponent of the omplementary of VKi ∪ VLi ,
in less than 1 seond. And at last we interset again the varieties with their disriminant
varieties, whih redues the problem to ompare 5 pairs of zero dimensional systems. Thus
we hek that the equality holds for the nitely many points onsidered. Finally this allows
us to onlude that E = E .
5 Conlusion
We provided a deterministi single exponential bit-omplexity bound for the omputation
of the minimal disriminant variety of a generially simple parametri system. Note that
the omplexity of our algorithm relies on the elimination problem's omplexity. Thus in a
probabilisti bounded Turing mahine, the work of [28℄ for example leads to a polynomial
omplexity bound in the size of the output. Or if we are only interested in the real so-
lutions, then the use of the single blok elimination routine of [4, 3℄ improves diretly the
deterministi omplexity bound of our method.
The redution presented in this artile is easy to implement in onjuntion with a software
performing elimination, as those used in [15, 16℄, [13℄ or [21℄ for example.
It would be worth studying the omplexity of the omputation of the minimal disrimi-
nant variety when we have more equations than unknowns.
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Eg
W V(x) V(y) V(z) V(y + x) V(y − x)
Eg ∩W K1 K2 K3 K4 K5
System

0− x(u, v)
y − y(u, v)
z − z(u, v)

x− x(u, v)
0− y(u, v)
z − z(u, v)

x− x(u, v)
y − y(u, v)
0− z(u, v)

x− x(u, v)
−x− y(u, v)
z − z(u, v)

x− x(u, v)
x− y(u, v)
z − z(u, v)
Parameter z z x x x
Unknowns y, u, v x, u, v y, u, v z, u, v z, u, v
Minimal
Discriminant
V ariety
VK1 =
V(z) ∪V(z − 3)
∪V(z − 9)
VK2 =
V(z) ∪V(z + 3)
∪V(z + 9)
VK3 =
V(x) ∪V(x2 + 2)
VK4 = VK5 =
V(x + 4) ∪V(x − 4) ∪V(x2 − 8)
∪V(x2 + 2)
E
W V(x) V(y) V(z) V(y + x) V(y − x)
E ∩W L1 L2 L3 L4 L5
System
(sqfr =
squarefree)
sqfr(p(0, y, z)) sqfr(p(x, 0, z)) sqfr(p(x, y, 0)) sqfr(p(x,−x, z)) sqfr(p(x, x, z))
Parameter z z x x x
Unknown y x y z z
Minimal
Discriminant
V ariety
VL1 = V(z + 9)
∪V(z) ∪V(z − 3)
∪V(z − 9)
VL2 = V(z − 9)
∪V(z) ∪V(z − 3)
∪V(z + 9)
VL3 =
V(x)
VL4 = VL5 =
V(x + 4) ∪V(x − 4) ∪V(x2 − 8)
∪V(x)
Table 1: Disriminant varieties of the sub varieties
R
R
n
°
0
1
2
3
4
5
6
7
8
9
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