Integrating thermoelectric power generation operations with aquatic ecosystem sustainability by Logan, Lauren H.
INTEGRATING THERMOELECTRIC POWER GENERATION OPERATIONS




Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Civil Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2018
Urbana, Illinois
Doctoral Committee:




Associate Professor Cory Suski
ABSTRACT
Open-loop thermoelectric power plants, representing 30% of the electricity gen-
eration in the United States, withdraw and discharge large quantities of water for
cooling purposes. This process can cause thermal pollution in waterways, adversely
affecting aquatic ecosystems. Incorporating biology into the energy-water nexus can
aid decision-makers in identifying tradeoffs and more effectively assessing and man-
aging aquatic ecosystems. The central research question in this work is as follows:
How can thermoelectric power plant thermal pollution be quantified with applications
to biology, and how are the various forms of quantification useful in policy- and
decision-making frameworks? This work fills a gap in the literature, as integration
of biology into the energy-water nexus has been sparse, and largely qualitative to
date. To quantify thermal pollution and the risk posed to aquatic species, a novel
methodology was developed that utilizes plume mixing and probability distribution
analyses with temperature and flow data for both a power plant’s discharge and the
adjoining river. 2D probability risk spaces were created that quantify the probability
of exceeding a given temperature. The Shawnee Fossil Plant on the Ohio River was
used to demonstrate the methodology on three fish species endemic to the power plant
location. Using the novel risk assessment method as a baseline, a scenario analysis of
three differently-sized power plants on two differently-sized rivers demonstrated the
creation and comparison of temperature duration curves for thermoelectric power
plant thermal pollution as a means to visually and mathematically quantify thermal
pollution. Following the concept of thermal performance curves, biological data at
the Shawnee Fossil Plant were used to demonstrate the relationship between temper-
ature and population. Using those biological data and the newly defined temperature
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duration curves, population habitat duration curves were generated, which can be
used in decision-making frameworks and for economic analyses. The tradeoff in loss
of electricity generation and gain of ecosystem system value (via fish populations) is
presented for a 1.1 °C change in ∆T (thermal pollution).
The probability risk space results highlight that both the lateral and longitudi-
nal location within the river affects the probability of risk, and that a high degree
of risk within a plume can reduce to a smaller total risk within the context of a
large river cross-section. Temperature duration curves demonstrate the usefulness of
such tools in policy-setting, such as for regulatory mixing zones. Population habitat
duration curves demonstrate the quantification of temperature as a resource, and
that economic tradeoffs between thermoelectric power plants and aquatic ecosystem
sustainability are quantifiable. Overall, the results emphasize the need for individ-
ualized risk assessment for Clean Water Act §316(a) requirements for power plant
effluent temperature limits and National Pollutant Discharge Elimination System
permits, with applicability in policy-making, environmental mitigation, and power
plant operations management.
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Supporting modern electricity demand requires water, representing one aspect
of the energy-water nexus. As global populations grow, demand for generation of
affordable and efficient electricity will likely increase, requiring tradeoffs in other
sectors such as ecosystems sustainability. With tradeoffs in mind, the energy–water
nexus is at the forefront of many systems-level and policy discussions today [1–20].
This linkage between energy and water will likely create challenges and opportunities
as society aims to sustainably provide clean water and efficient power to a growing
global population [21–26].
Researchers are aware of the vulnerability that power generation faces as water
resources become increasingly strained [14, 27–31]. The reliability and generation
potential of the thermoelectric power sector is directly linked to water availability
[32–35]. Furthermore, the availability of water is both spatially and temporally
dependent [36, 37], with climate change expected to exacerbate the already uneven
distribution of water on the planet via changes to precipitation patterns and air
temperatures [38]. With increasing concerns over water scarcity [39–43], energy
scarcity [44], sustainable energy production [45], water and energy security [46], and
increasing energy demand and consumption [47–49], there is need to understand the
effects thermoelectric power plants have on the surrounding environment.
Much interest exists in studying the temperature dynamics of rivers, in regards
to human activities (power generation, agriculture, etc.) and associated climate
change [50, 51]. The biological effects of temperature change on aquatic ecosystems
have been widely studied [52–58]. In particular, aquatic species, like fish, face an
increase in thermal-related risk from power plant thermal pollution (see Chapter
1
3). Fish habitat quality and availability are already negatively impacted due to cli-
mate change, and changing water temperatures could create spatial shifts [59]. In
addition to ecosystem impacts, rising water temperatures, natural or anthropogenic
in nature, can force the curtailment of electricity generation during heat waves or
times of water scarcity [60, 61]. In light of the known qualitative effects of thermal
pollution on aquatic species and potential for power production curtailment, studies
that quantify temperature dynamics in waterways are of use for ecosystem manage-
ment, such as through state environmental and/or natural resources agencies, and
power production forecasting and management. For example, determining the links
between thermal pollution and species and/or community alterations will aid in the
enforcement of water policies such as the Clean Water Act (CWA) §316(a), which
governs power plant effluent. One way to better understand thermoelectric power
plants is to utilize hydrologic tools to create a framework for quantifying temperature
dynamics (e.g., thermal pollution) that could be used by agencies in the enforcement
of regulations such as the CWA.
There is a fundamental gap in current literature that links temperature-related
biology to engineering, policy development, and economic analyses. By quantifying
the connection between thermoelectric power plant water use, associated thermal
pollution, and ecosystem response, this work integrates civil engineering, resource
management and policy, biological risk assessment, and economics associated with
thermoelectric power production. By taking an interdisciplinary approach to this
multi-faceted problem, environmental management and policy decisions can be tai-
lored to suit site- or region- specific power plant operational conditions.
An integrated assessment of the interactions among users within a river system
(biota, power plants, humans, and nature) will enable researchers and policy-makers
to not only identify these interactions, but also quantify how those interactions con-
tribute to or disrupt aquatic sustainability, and furthermore assess the economic
tradeoffs and policy implications associated with those interactions.
To better understand, quantify, and model the tradeoffs between thermoelectric
power generation and aquatic ecosystem sustainability, this work achieves three re-
search objectives to answer the corresponding research questions:
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1. Assess the risk to aquatic species from power plant thermal effluent.
Objective 1 aims to probabilistically evaluate the risk from elevated tempera-
ture water to individual aquatic species, combining environmental mixing mod-
els with species thermal avoidance limits. This objective answers the following
questions: How does thermal pollution from thermoelectric power plant oper-
ations affect aquatic ecosystem sustainability? How can the direct risk from
thermoelectric power plant thermal pollution to aquatic species be quantified,
and how is such quantification useful for decision-makers?
2. Integrate water resources and water temperature modeling into a
decision-aiding framework. Objective 2 links observed hydrologic condi-
tions with metrics quantifying thermal pollution to create a decision-aiding
framework representing waterway response to thermal pollution from power
plants, answering the following question: How can temperature duration curves
be used in policy and regulatory frameworks?
3. Quantify the value tradeoffs between power generation and aquatic
species. Objective 3 aims to economically quantify the tradeoff in value be-
tween aquatic ecosystem sustainability and electric power generation, answer-
ing the following questions: How can habitat duration curves and temperature
duration curves be adapted to represent and explain thermal pollution within
an aquatic ecosystem? What economic tradeoffs exist between electric power
generation and ecosystem damages?
In completing the three objectives as outlined, an integrated assessment of the re-
lationship among hydrology, ecology, economics, and policy is developed. Objectives
2 and 3 build on Objective 1 to produce a holistic, integrated framework for assess-
ing the interactions of biota, nature, humans, and power plants within the context
of producing electricity while maintaining ecosystem sustainability. This integrated
framework can be used not only to balance the needs of society with the needs of
ecosystems, but also to provide decision-makers with the information necessary to
guide policy and operational criteria surrounding thermoelectric power production.
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A detailed literature review on relevant topics such as power plant thermal pol-
lution, aquatic biology, and power plant policy is found in Chapter 2. Chapter
3 presents a novel methodology for quantifying the probability of temperature ex-
ceedance in a waterway given power plant and river data. The methodology is
presented for a specific location (Shawnee Fossil Plant on the Ohio River), and used
to quantify thermal risk to fish species found at the location (White Crappie, Large-
mouth Bass, and Spotted Bass). Quantitatively identifying and relating direct risk
from power plant effluent to species response was a gap in the literature. This work
aims to fill that gap by creating a risk probability space that can be applied at various
locations to many aquatic species. Developing a flexible methodology for multiple
species can serve to aid environmental agencies in studying and understanding the
efficacy of blanket policies like the CWA §316(a).
The method detailed in Chapter 3 forms the foundation for Chapters 4 and 5.
In Chapter 4, a scenario analysis on three differently-sized power plants on two
differently-sized rivers is conducted to demonstrate the creation and comparison
of temperature duration curves (TDCs). Chapter 5 demonstrates the creation of
population habitat duration curves (PHDC), a specific formulation of habitat dura-
tion curves (HDC), as a device for the economic comparison of aquatic ecosystem
sustainability (via fish populations) and thermoelectric power plant operations (via
electricity generation). PHDCs are presented using the Shawnee Fossil Plant on the
Ohio River using local fish populations.
Complementing the objectives presented in Chapters 3 through 5, Chapter 6 dis-
cusses the policy implications of the tools created for quantification of thermal pol-
lution. For example, the usefulness of TDCs in regulatory decision-making settings,
such as regulatory mixing zones (RMZs), is presented in Chapter 6. Chapter 7 sum-
marizes the conclusions from each objective, and presents suggested future work.
Additional details on each objective are included in an Appendix.
This work as a whole builds towards a greater understanding of thermoelectric
power plant thermal pollution, with readily applicable tools for power plants and
environmental agencies alike. Furthermore, policy-makers, scientists, and engineers
will likely work together as society aims to sustain ecosystems [37]. By quantifying
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the risk from thermal pollution on aquatic species, in addition to reporting known
qualitative effects, this work fills a gap in the literature while supporting decision-
makers and regulators in creating, assessing, and enforcing environmental policy




2.1 Thermoelectric Power Plant Operations and Cooling
The energy-water nexus describes the interconnected nature of water and energy,
with many studies centered on the power sector, urbanization, resource management,
and/or policy development [1, 3, 5, 8, 12, 62–67]. Surface water resources in particular
are becoming increasingly strained, such that water-scarce areas might experience an
increased threat to human health and ecologic stability [68]. Even renewables, such as
solar power, require water along the supply chain [69]. Thermoelectric power plants
require large quantities of water for cooling purposes [70–74], typically coming from
fresh, surface water sources in the United States [75]. In 2010, water withdrawals for
the thermoelectric power industry comprised 45% of total withdrawals in the United
States, translating to a collective withdrawal of approximately 161 billion gallons of
water per day [76]. Most of these withdrawals were from fresh, surface water sources,
motivating an evaluation of the impacts of electric power generation on freshwater
aquatic ecosystems. In this work, coal-fired, open-loop power plants are the focus of
study.
In open-loop (or once-through) wet cooled power plants, water is withdrawn from
a source, circulated once to condense the working fluid, and returned to the source as
discharge or effluent. Over 40% of U.S. electricity capacity is cooled with open-loop
cooling [77], representing approximately 30% of annual U.S. thermoelectric power
generation [78, 79]. Closed-loop (or recirculating) cooling systems withdraw less
water from a source compared to open-loop cooling, and recycle that water within
the cooling system via a cooling tower or pond. More water is consumed per unit of
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generation (e.g., L/MWh) in closed-loop cooling systems than in open-loop cooling
systems due to evaporative losses. Water withdrawal for electricity in the United
States averages 95 L/kWh [72, 77]. Coal-fired power plants warrant study as they
generate the largest proportion of electricity worldwide and produce large quanities
of waste heat that typically goes into the ecosystem via air and water [80].
2.2 Thermal Pollution
Thermoelectric power plants produce waste heat loads that require large quantities
of water and/or air to condense the working fluid [73, 81, 82], with water serving
as the heat sink in approximately 99% of plants [77]. As is illustrated in Figure
2.1, cooling water returned to waterways, such as rivers or lakes, is often at elevated
temperatures, and thus is considered thermal pollution [74]. Chemical pollution can
also occur as a result of biocides and other products used in cooling water systems
[83]. Effluent temperatures typically range between 14.4 °F (8 °C) and 21.6 °F (12 °C)
above ambient conditions, but higher differentials can exist [84]. Open-loop cooled
power plants have a larger environmental impact on waterways as compared to closed-
loop power plants [4]. Models like the Thermoelectric Power & Thermal Pollution
Model (TP2M) developed by Miara & Vörösmarty [79] highlight the tradeoffs in




Figure 2.1: Thermoelectric power plants using open-loop cooling withdrawal water at ambient
temperatures, Triver (also Tin), use the water as a heat sink for the power plant, and then
discharge the water at elevated temperature Tout. The resulting change in temperature
(Tout − Tin) is considered thermal pollution (∆T ).
Temperature preferenda and modeled or observed species response to temperature
can support the aims of regulations that protect species from point source thermal
pollution. The quest for understanding thermal pollution from power plants to inform
ecology and policy related decisions was fueled in the 1960s and 1970s (see [85–89],
and others). Deterministic models that utilize energy fluxes within waterways have
been developed to identify changes in temperature [90]. Other stochastic models use
air temperature to predict water temperature, but are less effective when dealing with
direct waterway impacts from sources like power plant effluent [90]. Understanding
and modeling the impact of thermal pollution on waterways is important for decision
making within regulatory frameworks for both ecosystem management and power
plant operations. Quantifying, via adaptable tools, the impacts of thermoelectric
power plant generated thermal pollution is the focus of this work.
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2.3 Temperature and Biology
Aquatic species require certain conditions (thermal and otherwise) to thrive and
reproduce effectively [90]. Much of the biology of species-temperature interactions are
known, with many studies demonstrating the effects of thermal changes on aquatic
species [54, 58, 91–97]. Majewksi & Miller [98] and Kennedy [99] note that a 1 °C
change in water temperature can have devastating effects for sensitive aquatic species.
Temperature is not only a direct regulator of life cycles, growth, and reproduction
in organisms, but also inversely determines the dissolved oxygen content of water
[99, 100]. Furthermore, changes in water temperature can serve to reduce or alter
suitable habitat within the water column, and thus pose an increase in risk to already
changing aquatic ecosystems [101, 102]. A summary of the known direct, indirect,
and chronic effects of temperature changes on species is presented in Table 2.1. To
predict the effects of elevated temperature water (e.g., thermal pollution) on aquatic
ecology, an understanding of thermoelectric power plant cooling water discharge is
necessary (as described in Section 2.2).
Table 2.1: Many direct, indirect, and chronic effects on aquatic species are known as a result of
thermal pollution. Many studies on such effects are qualitative in nature. Information adapted
from Kennedy [99].
Direct Effects Indirect Effects Chronic Effects
stress decline in food supply altered life cycle processes
behavioral changes attraction of predators metabolic rate changes
mortality niche alteration increased rates of disease
For most of the streams and rivers of the United States, a warming trend is ex-
pected due to climate change [103]. Shifts in ecosystem structure and functions can
have unforeseen negative impacts that push localized ecosystems past thresholds or
tipping points from which a return to pre-disturbance conditions might or might not
be possible [104]. Furthermore, habitat changes as a result of climate change can
have an impact on localized food webs [105]. All species innately have temperature
preferenda, which include upper avoidance and lower avoidance limits [106], and a
functional range within which an optimum exists [107].
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An avoidance limit represents the temperature at which, on average, an organism
will avoid or attempt to leave an area experiencing temperature extremes [101]. Lit-
erature values for temperature preferences and avoidance limits have been reported
for a range of organisms, particularly fish species [56, 108]. These limits should
not be confused with lethal temperature, which causes acute mortality, nor should
these limits be considered completely accurate in all scenarios. However, temper-
ature limits generally provide good estimates for thermal studies such as in this
work. Understanding water quantity and quality impacts are important for ensur-
ing both reliability of power generation operations and the sustainability of aquatic
ecosystems.
2.4 Thermal Pollution Policy
The U.S. Clean Water Act (CWA) §316(a) governs effluent from thermoelectric
power plants. Nationally, regulations require a blanket temperature limit of 32 °C
to be maintained at thermoelectric power plant effluents, unless a thermal variance
is granted by the National Pollutant Discharge Elimination System (NPDES). Any
thermoelectric power plant operating as a utility is covered under the CWA 40 Code
of Federal Regulations (CFR) Part 423 [109], and must comply with point-source
pollution guidelines if its effluent enters any source waters of the United States [110].
Variance-seeking power plants must meet the criteria in 40 CFR §125.72 and §125.73,
and prove “the protection and propagation of a balanced indigenous community of
shellfish, fish and wildlife in and on the body of water into which the discharge is to
be made [40 CFR Ch. I (7/1/08 Edition)].” States may require stricter temperature
limits, and/or provide limits in the form of discharged heat rates into receiving water
bodies (e.g., a specified value of MBTU/hr).
Cherry & Cairns [111] noted that although the qualitative biologic impacts of
thermal pollution were understood, industry had then shown little interest in incor-
porating thermal preference information into power plant operations. Even today,
policy-makers tend to view water, energy, and climate as three separate management
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issues [112], and stakeholder perspective plays a large role in nexus related policies
[113]. Lefers et al. [114] and van Vliet et al. [33] note that climate change might
increase surface water temperatures while decreasing water availability, increasing
the likelihood of reductions in electricity production to meet CWA standards. To
meet electricity demand, an increase in thermal variances might be necessary, which
could further damage already vulnerable aquatic ecosystems. Thermal variances are
typically granted without much due process [67], further indicating the need to better
understand ecosystem impacts from thermal pollution.
As cited from the Environmental Protection Agency (EPA) [115, 116], “a mixing
zone is an area where an effluent discharge undergoes initial dilution and is extended
to cover the secondary mixing in the ambient waterbody. A mixing zone is an allo-
cated impact zone where water quality criteria can be exceeded as long as acutely
toxic conditions are prevented.” In essence, a Regulatory Mixing Zone (RMZ) allows
for initial dilution of a pollutant to occur, and acute and chronic criteria do not need
to be met at the end-of-pipe, but rather at the edge of mixing zones [115]. As such,
pollutant loading might be greater at the end-of-pipe than compared to standards
set by the CWA §316(a), which sets temperature regulations and outlines permit-
ting requirements through the NPDES. In the EPA’s Technical Support Document
for Water Quality-based Toxics Control [115], it is noted that while a RMZ might
not compromise overall waterbody integrity as viewed from a holistic lens, immobile
species could still be adversely impacted. Determination of a RMZ should include
site-specific interpretation of biologic integrity within the receiving waterbody [115]
and thoroughly assess Water Quality-Based Effluent Limits (WQBEL) [117]. Cur-
rently, a range of RMZ definitions exist [118], demonstrating the need for consistency
and transparency. If a state does not allow for RMZs, and/or a permit is denied for
a RMZ, then a power plant must meet CWA §316(a) standards at the end-of-pipe
[117].
Thermoelectric power plant efficiency could decrease due to increasing water tem-
peratures from climate change or other drivers [119]. In particular, set discharge
temperature regulatory limits could unintentionally become the cause of power gen-
eration curtailment when intake temperatures are too high and power plants cannot
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meet the required discharge regulations [119]. Presently, many power generators do
not appear to be including climate change in their development plans [120]. How-
ever, in order to meet electricity demand, NPDES thermal variance permits might
increase in number, and/or RMZ definitions might need to change.
2.5 Temperature Duration Curves
In hydrology, flow duration curves (FDCs) are used to visually portray the magni-
tude and frequency of flows at a given point within a river [121–123]. More specifi-
cally, flow magnitude is plotted against the probability of exceedance over a selected
timeframe (e.g., yearly or seasonally). FDCs have many uses, including assessment
of minimum flows for conservation of biotic communities [122] and interpretation
of long-term changes in flow [124]. FDCs are constructed from streamflow data, as
presented in Vogel & Fennessey [125] and others.
Following the form of FDCs, temperature duration curves (TDCs) are proposed to
show the magnitude of temperature plotted against the probability of exceedance for
a selected section of river. TDCs are not new, and are used for investment decisions
in the natural gas industry [126] and similar planning and management uses in the
power industry. Additionally, work has been done on the link between forest harvest
and temperature exceedance within waterways using probe data and 7DAYMAX
calculations [127]. However, this work demonstrates a new method and use for TDC
creation within the context of the energy-water nexus, specifically for quantifying
and interpreting thermal pollution in waterways from thermoelectric power plants.
2.6 Habitat Time Series Analysis
Use of habitat metrics for time series analysis is commonly used in environmental
design standard applications [128] such as determining minimum flow requirements
and instream-flow water rights [129]. Time series analysis of biological data, as out-
lined in Milhous et al. [129], generates a weighted usable area (WUA) as a function of
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physical habitat and streamflow (also refered to as a habitat duration curve (HDC)
in Vogel & Fennessey [124] and relative suitability index in Payne [130]). WUAs
are discrete values that relate the relative amount of usable habitat metric within
a waterway [131]. Milhous [132] previously presented the concept of habitat and
streamflow functions as surrogates for the production function commonly used in
economic analyses. In environmental analyses, the production function can be used
as a valuation method and has been applied frequently in fisheries management stud-
ies [133]. WUAs should be thought of as an index for comparison (e.g., percentage
of habitat loss), and not a true reflection of direct habitat units (e.g., fish per m2)
[130].
When generating HDCs, the habitat and species metrics used can include a vari-
ety of data such as water velocity, pool depth, etc., and population size, fecundity,
biomass, etc., respectively. Selecting metrics as useful measures of performance for
the species of interest is important for assessing biologic sustainability [129]. In the
conceptualization of HDCs, the graphs of streamflow discharge versus time, and rel-
ative habitat metric versus discharge are necessary. Typically, the habitat metrics
are averaged or weighted to generate a weighted usable habitat (WUH) on a scale
of 0 to 1 for use in the generation of an HDC and associated WUA. Vogel & Fen-
nessey [124] present a simplified development of an HDC, which is a component of
the instream flow incremental method (IFIM) commonly used by the U.S. Fish and
Wildlife Service. The graph of an HDC can be used to demonstrate when water
resources (flow) are limiting, integrated to determine relative changes in habitat over
time, or as comparative analysis between flow scenarios [129].
2.7 Ecosystem Economics
Krugman & Wells [134] state that the most serious external costs to modern
lifestyle are those associated with environmental damages (e.g., loss of ecosystem
functions and/or resources). Many studies focus on ecosystem services as a metric
by which society can monetarily value an ecosystem and its resource flows [135].
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Inherently, ecosystem valuation involves tradeoffs between society and nature, often
with sustainability as a component of human welfare [136]. Furthermore, the trade-
offs between ecosystem services and economic services cause much of the debate
surrounding valuation of the ecosystem [137]. Decision-making concerning water re-
sources in particular has often relied upon the inclusion of cost-benefit analysis, but
with increasingly visible and pressing externalities, such analyses are becoming inher-
ently more complex [138]. Biodiversity affects ecosystem services, thus maintaining
biodiversity is key for maintaining economic processes tied to ecosystem services
[139].
Natural resources and environmental attributes provide flows of services to people,
such as a commercial fishery in a resource-rich water body [138]. Here it is noted
that in the context of fish in a river, an ecosystem service is the “fishability” of
the river, and fish would be considered an ecosystem good [140]. Given the bene-
ficial uses of fish (e.g., recreational and commercial value), fish can be used as an
economic measure of environmental quality in waterways [141]. Furthermore, fish
population trends, especially as evidenced by long-term monitoring programs, can
improve fishery management plans [142], tying fish species directly back to biodiver-
sity and ecosystem services via valuation methods. Bergstrom & Loomis [140] found
that 25% of river restoration valuations are focused on fish, further emphasizing the
economic importance of fish in ecosystem valuation discussions.
Benefits transfer methodology, common for U.S. riverine ecosystems [140], is a
useful method by which to quantify the value of fish in a river system. Applying
nonmarket values obtained from one study to another study (e.g., willingness to pay
for recreational fishing at one lake to a study on another lake) is common [138].
Benefits transfer methodology has been commonly used within environmental regu-
lation and policy since the 1980s, but current practices emphasize the need for value
adjustments between studies [138]. Recreational use studies (e.g., creel surveys) can
provide insight into management strategies for fisheries [143], while providing fish
population and popularity information. Fish kill assessments, such as the procedures
outlined in Southwick & Loftus [144], can be used to economically quantify existing
fish populations. Other methods for valuing recreational fishing include the travel
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cost method (TCM) and contingent valuation (CV) [145], and related willingness to
pay (WTP) assessments [146].
In economically valuing fish within a river, both a use value and non-use value exist.
The use value includes the on-site recreational benefit of fishing, consumption, and
direct economic gains (e.g., commercial fishing), whereas the non-use value includes
things like the benefit of knowing the fish exist in the river [140]. Replacement
cost is commonly used as well, and in ecosystems services represents the man-made
substitute for an naturally occuring ecosystem service [147]. For fish, replacement
cost can represent fishery/hatchery costs per individual such as in Southwick & Lotfus
[144], and WTP can represent the amount an angler would spend to catch one more
fish (e.g., the marginal fish) as in Johnston et al. [146].
2.8 Power Plant Economics
Meeting a growing demand for energy, driven by a growing population with reliance
on electricity, is challenging. Fortunately, as demand has grown, electricity gener-
ation has become more efficient such that the cost of electricity to consumers has
stayed relatively static over the last forty years [148]. In the United States, over 3,000
traditional electric utilities exist, providing energy to consumers, via power markets
that externally buy and sell electricity [149]. Power markets can be publicly, investor,
or consumer owned, with an additional 9 federal electric utilities [149]. Such power
markets exist to assist interconnected generators with meeting load demand, par-
ticularly in times when reserve margins are necessary and thus some generators sell
excess reserves to meet demand [148]. In the retail electricity market, demand must
be met at all times to avoid blackouts and other hazardous events [148]. Limited
storage and the instantaneous nature of demand creates challenges for the electricity
grid, but a discussion of such issues is outside the scope of this work.
In terms of quantifying the price of electricity, the Energy Information Admin-
istration (EIA) defines average retail price as “the cost per unit of electricity sold
and is calculated by dividing retail electric revenue by the corresponding sales of
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electricity” [149]. Levelized cost of electricity (LCOE) is used to compare electric-
ity competitiveness between generation technologies, taking building and operating
costs into account [150]. The wholesale price of electricity is traded among elec-
tricity retailers [151], thus effectively becoming the price the generators receive for
electricity generation services for providing to the grid at large. The overall cost
of providing electricity tends to rise as demand rises, necessitating the deployment
of increasingly expensive power generation [148]. Because of this trend, one might
assume the price signals to consumers are elastic. However, at the residential scale,
electricity demand is inelastic to the price of electricity. This phenomenon is because
customers typically receive a monthly bill, thus negating the effects of any short-term
price signals [148].
At the individual power plant scale, costs include fuel costs (e.g., coal), operations
and maintenance costs, and capital costs. As capital costs are an initial fixed and
sunk cost, such costs can be ignored for plants having been in operation for over 30
years if the assumed annualized cost of investment was determined using a common
30-year note. The marginal cost of electricity, for a singular power plant, is the
combination of the fuel cost and operations and maintenance, if capital costs are
ignored. The tradeoff in producing one more megawatt-hour (MWh) of electricity
comes at the expense of fuel costs for that MWh of generation, and any additional
maintenance costs that would be incurred from increasing production.
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CHAPTER 3
PROBABILISTIC ASSESSMENT OF AQUATIC SPECIES RISK
FROM THERMOELECTRIC POWER PLANT EFFLUENT
This chapter1 presents a probabilistic risk assessment to quantify the impacts
of power plant thermal pollution on aquatic biology (e.g., fish). Empirical power
plant temperature and withdrawal data from the Energy Information Administration
(EIA), and river discharge data from the United States Geological Survey (USGS)
were used to simulate thermal plume temperature and size conditions using CORMIX
software. With curve fit and probability distribution analysis over 25 years of summer
data, analogous to a summer season, the probability of temperature exceedance was
numerically derived within ambient, plume, and total river conditions. The unique
method was demonstrated using the Shawnee Fossil Plant on the Ohio River, and
highlights the results for three fish species with varying thermal preferences. The
novel method is applicable to power plant studies, for use in environmental policy and
decision-making, and within the context of environmental mitigation of pollutants
(e.g., thermal pollution).
3.1 Methodology
This work describes the associated risk to aquatic species resulting from thermal
pollution, and presents a novel methodology to assess thermal pollution that com-
bines fluid mixing mechanics and known species thermal tolerances to create a risk
probability space. The method was demonstrated using data for the Shawnee Fossil
1This work is published as L.H. Logan & A.S. Stillwell (2018) Probabilistic assessment of aquatic
species risk from thermoelectric power plant effluent: Incorporating biology into the energy-water
nexus. Applied Energy (Special Issue on the Energy-Water-Food Nexus). 201. Pg 434-450.
17
Plant on the Ohio River. Known effects on aquatic ecology from thermal pollution
are connected to a quantifiable risk of thermal pollution within a waterway. By using
real data and known species thermal avoidance limits, the question “How much risk
do power plants pose to species from thermal effluent?” was addressed. Additionally,
by determining risk both within the thermally polluted plume and the entire river
channel, the locational dependence of predicted risk was highlighted, and decision-
makers could address this locational dependence in the future. To accomplish the
risk analysis, environmental mixing mechanics, biological thermal limits, and water-
way and discharge channel hydraulics were combined to present a complete picture of
the mixing within and subsequent risk to the Ohio River from power plant effluent.
Understanding the mixing behavior at power plant discharges is a necessary compo-
nent of water quality control, allowing engineers to design discharges to adequately
meet environmental regulations [152].
3.1.1 Shawnee Fossil Plant and Relevant Data
The Shawnee Fossil Plant (SFP) is a 1,750-MW coal-fired power plant located
on the Ohio River at river kilometer 1522, which is approximately 14 km west of
Paducah, Kentucky, USA. Less than 3 km upstream of the plant and across the river
is Metropolis, Illinois, which has an active USGS stream gage (see Figure 3.1). The
SFP traditionally operates 10 boiler units, requiring approximately 68 m3/s (2,400
cubic feet per second (cfs)) of cooling water to discharge over 6,400 million British
thermal units per hour (MBTU/hr) of heat to the Ohio River at full power generation
capacity [153]. For comparison to the reported literature value of water withdrawal
per kWh of electricity produced (average 95 L/kWh in the United States [72, 77]),
in 2013 the SFP averaged 186 L/kWh of water withdrawal.2 The cooling water is
derived entirely from the Ohio River via an intake channel upstream of the discharge
2This value was determined by using EIA form 923 data. Data included the hours in service,
withdrawal rate, and net generation. 186 L/kWh is an average for the year 2013, where EIA data
were reported monthly. An above average water withdrawal per kWh of generation is expected
at a coal-fueled power plant using open-loop cooling as compared to less water-intensive fuel and
cooling-water technology combinations.
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channel outfall. Heated effluent is delivered to the Ohio River via a surface discharge
channel.
1. Shawnee Fossil Plant Outfall
N: 37.16029
E: -88.77781
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Figure 3.1: The Shawnee Fossil Plant (SFP) is located on the Kentucky side of the Ohio River,
downstream of Metropolis, Illinois, where an active U.S. Geological Survey stream gage is located.
Indicated in the figure are the latitude and longitude for the power plant, its intake and outfall,
and the USGS stream gage. McCracken County Imagery data were freely available from the
Kentucky Geography Network as acquired through the Kentucky Aerial Photography and
Elevation Data (KYAPED) Program [154].
The SFP retired boiler unit 10 in 2010, and has since transitioned the boiler to an-
other power plant [155]. Additionally, units 1 and 4 were under construction, at the
time of this analysis, to install new scrubbers in order to comply with new and exist-
ing environmental regulations concerning the CWA [155]. Under current conditions,
the SFP provides electricity to about 540,000 homes and can produce 1,200 MW of
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power during peak loads [155]. For this analysis, permitted operating conditions (see
[153, 156]) were assumed as the data spanned the years 1985–2013. This assumption
did not affect the results, as empirical EIA data on actual plant operations were
utilized. Permitted operating conditions were only used to verify the feasibility of
extreme operating parameters against known power generation limits. Additionally,
in 2013, EIA form 860 schedule D reported that the SFP had a maximum intake
rate of 67 m3/s (2,367 cfs), matching the original permitted conditions. The SFP
represents an interesting example of a baseload power plant on a large river that
warms significantly in the summer. The SFP has also been studied by the Electric
Power Research Institute (EPRI), providing additional insight into the power plant’s
operations and effects on the adjoining Ohio River aquatic ecology.
EIA data necessary for the analysis included the following (to improve data trans-
parency and method applicability to U.S governmental agencies, note that U.S. units
were used since the EIA uses U.S. customary units):
 Tambient: Intake/ambient river temperature, °F (EIA, forms 767 and 923)
 Teff : SFP effluent/discharge temperature, °F (EIA, forms 767 and 923)
 Qeff : effluent/discharge flow rate, cfs (EIA, forms 767 and 923)
Values used in this study were reported as summer peak for intake and effluent
temperature and yearly average for discharge flow rate. Four years were omitted
from the current study period of 1985–2013 due to missing data entries, lack of data
collected, or operational infeasibility of reported data. In total, 25 years of data were
used in this study. Tambient values range from 62 °F to 90 °F, while Teff values range
from 74 °F to 107 °F. The average effluent temperature rise above ambient for the 25
years of data was 12.5 °F (∆Tavg). For a more complete description of data sources
and manipulations, see Appendix A.1.2.
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3.1.2 Ohio River and Relevant Data
The Ohio River is an important resource for fishing and recreation, transport
for barge traffic, and surface water for drinking water. The Ohio River Basin is
home to over 25 million people, 5 million of which directly rely on the river for
drinking water [157]. Approximately 6% of U.S. generation capacity is met by both
thermoelectric and hydroelectric power plants along the river [157]. In total, 528,124
km2 (portions of 11 states) contribute drainage to the 1580-km long Ohio River [88],
which represents approximately 20% of the Mississippi River Basin [158].
At the location of the SFP, river kilometer 1522, the river is approximately 1200 m
in width, with variable depth. No significant inflows or outflows occur between the
gage and the intake channel of the SFP plant, and the channel width is approximately
constant from the gage to the SFP. For more information on the Ohio River and
relevant data, see Appendix A.1.2.
USGS data necessary for the analysis included Qriver: river flow rate, cfs (USGS,
gage no. 03611500). Values used in this study were reported as the summer average
for ambient flow rate. It is desirable to match daily flow rate data with the EIA
reported temperature data, but the actual date and time that the temperature mea-
surements were taken were not reported to the EIA. The EIA only required summer
peak values for a majority of the study period, with monthly maximum tempera-
ture values available since 2010. In light of the fact that temperature data were not
time stamped, average summer flow values for Qriver were chosen for analysis. EIA
reported data were used both to ground the results empirically, but also shed light
on the limited availability of power plant temperature data. The method could be
used in decision-making regarding the collection and reporting of power plant data.
In the absence of location specific data on Manning’s n, a value of 0.025 was selected
as suggested by Doneker & Jirka [159]. For sensitivity analysis of Manning’s n, refer
to Appendix A.1.8.
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3.1.3 Fish Species and Relevant Biological Data
To compare the sensitivity of individual species with varying thermal needs, three
fish species were selected, each with an associated upper thermal avoidance limit
(UTAL). Fish represent appropriate indicators, since most fish can detect less than
1.8 °F changes in water temperature, and show behavioral avoidance (e.g., swim
away) to adverse temperatures [57]. The species were selected to represent a range
of UTALs as reported in Coutant [108] and cross-referenced with indicated presence
at the SFP [160]. The selected species include the Spotted Bass (Micropterus punc-
tulatus), Largemouth Bass (Micropterus salmoides), and White Crappie (Pomoxis
annularis), with an associated UTAL of 93.2 °F, 86.0 °F, and 80.6 °F, respectively. In
this work, the term upper thermal avoidance limit (UTAL) was used to indicate the
temperature at which a mobile species will attempt to leave the thermally affected
area. The effect of timing was not considered as part of the risk species face from
thermal pollution (see Appendix A.1.2). For a more complete overview of temper-
ature and its effects on species, refer to Majewski & Miller [98], Langford [57], or
Beitinger & Lutterschmidt [161].
The Spotted Bass is indicative of warm-water tolerant fish, while the White Crap-
pie is indicative of warm-water adverse (cool-water tolerant) fish. The Largemouth
Bass represents a heat tolerance between the warm tolerant and warm adverse fishes.
The three selected species represent fishes of interest to anglers in the Ohio River,
especially the Largemouth Bass and the White Crappie as indicated by the online
availability of fishing tips [162]. Additionally, studies conducted by EPRI since 2007
find the three species co-existing at the location of the SFP. Using these three fish
species with differing UTALs highlights the fact that the same conditions (e.g., wa-
ter temperature) can have a variable impact on seemingly similar organisms (e.g.,
fish). By showcasing a range of UTALs, the applicability of “one-size-fits-all” blan-




CORMIX was used to characterize mixing at the confluence of the SFP discharge
channel and Ohio River. CORMIX is an EPA-supported mixing software that is uti-
lized widely by environmental professionals (available from MixZon Inc.). CORMIX
is an expert mixing zone model with 3D visualization (e.g., CORVUE) that uses
length scale analysis, hydrodynamic prediction models, and a rule-based framework
to generate the geometry and dilution of a plume to aid in engineering and regula-
tory decision-making [118, 159, 163]. Many studies utilize or recommend CORMIX
due to its combination of simplicity and accuracy [164–166]. CORMIX is lauded by
companies for its applicability in many regulatory and permitting issues concerning
power plants [167]. Additionally, the utilization of CORMIX bolsters the applica-
bility of the method detailed here in EPA policy development and decision-making.
See Appendix A.1.4 for more information on the specifics of CORMIX.
In total, 25 years of data were analyzed (all feasible and available years between
1985-2013), producing 25 CORMIX output file suites. Ambient and discharge condi-
tions were assumed to be well mixed (not stratified) prior to confluence and no evap-
orative loss was considered prior to confluence for simplicity. Using reported channel
characteristics from a study of the SFP in 1977 [156], the general bathymetry of the
discharge channel was compared with surface-level Google Earth imagery. Upon in-
spection, a rectangular channel cross-section was assumed for the SFP discharge. Ad-
ditionally, a rectangular channel cross-section, with static width and variable depth
according to the principle of continuity (using ratings curves for the Metropolis,
IL stream gage), was assumed for the Ohio River. The assumption of rectangular
channels is consistent with other studies such as Ahlert et al. [168] and Hills &
Viskanta [89]. Refer to Appendix A.1.3 for additional details on the determination
of channel depth and continuity, and Appendix A.1.4 for additional data necessary
for completion of CORMIX runs.
Of relevance to this study, each suite of output files includes a flow class description
(following Figure 3 in Jones et al. [165]), as well as plume dimensions (in x, y, z
coordinates), relative centerline concentration (RCC) temperature at each coordinate
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reported as ∆T (Teff−Tambient), or temperature above ambient (referred to as ∆TRCC
moving forward), and downstream point at which the plume is fully vertically mixed.
The flow classification enabled quick comparison of the overall shape of the plume.
Note that although there is a physical difference between jets and plumes, colloquially
both are often referred to as plumes within environmental mixing contexts. Following
environmental literature, unless specifically stated, the word plume refers to either
a jet or a plume within this analysis. See Appendix A.1.4 for more information on
flow class descriptions and Appendix A.1.5 for clarification on the use of ∆TRCC .
Throughout the analysis, a common coordinate system was employed in which
downstream distance from initial mixing is +x, lateral distance of plume spread
across river width is +y, and depth of plume below river surface is +z, all of which
reference the initial point of SFP discharge contact with the Ohio River as point (0,
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Figure 3.2: The Shawnee Fossil Plant (SFP) plume is left (south) bank attached in the
downstream direction (+x) with respect to the Ohio River, with the point of confluence between
the SFP discharge and Ohio River represented as point (0, 0, 0) at the arrow tip. The plume
width extends in the +y direction, and plume depth extends in the +z direction, which is down
into the river with respect to the water surface (w.s.). The relative centerline concentration
(RCC) temperature with respect to ambient (∆TRCC) is indicated by the color of the plume, with
red indicating the highest temperature above ambient. Cross-sections used in the probability risk
space development are shown. The SFP plume is not to scale, with the distortion scale noted, in
terms of x, y, and z coordinates. Plume, boundaries, and legend are adapted from CORVUE
output for the year 2013.
A mathmatical curve fit analysis (R2 > 0.97) was completed on the CORMIX
output to determine continuous equations for each coordinate. Those equations were
used to generate figures for ∆TRCC , plume width y, and plume depth z as functions
of x. Six points (downstream cross-sections) along the river channel were selected for
comparison among all years, which formed the basis of the temperature and river area
risk probability space (see Figure 3.2). Selecting cross-sections for study is consistent
with past literature in which temperature profiles were also averaged [169], similar
to the use of ∆TRCC temperature in this analysis. Each point x has a plume cross-
sectional area Aplume = yplume×zplume, river cross-sectional area Ariver = yriver×zriver,
and associated ∆TRCC . The cross-sections were selected for comparison based on
average temperature decay with downstream distance, as follows: ∆TRCC = ∆Tavg−
1 °F, ∆Tavg− 2 °F, ∆Tavg− 3 °F, ∆Tavg/2, ∆Tavg− 8 °F, ∆T = 1 °F, whereby the
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temperature decay was found, and a corresponding distance x is presented. For
brevity, only the ∆Tavg− 1 °F, ∆Tavg/2, and ∆T = 1 °F values are presented in
Section 3.2.2, while the full results can be found in Appendix A.1.9.
3.1.5 Risk Probability Space
To assess the risk to individual species found near the SFP (Spotted Bass, Large-
mouth Bass, and White Crappie), a risk probability space was developed based on all
25 years of available data. The distribution at the six selected cross-sections was sta-
tistically modeled for ∆TRCC and Aplume to estimate the best fit based on R
2 value.
To assess within-plume risk of exceeding a species’ UTAL, a 2D probability space
was created from the product of distribution of ambient temperature Tambient and
∆TRCC . For each 2D risk space, the ambient temperature ranged from 55 to 115 °F,
and the added plume temperature ranged from 0 to 18 °F. These ranges adequately
captured the minimum and maximum temperatures found within the empirical data.
The UTALs of the selected species served as the cutoff point whereby the area within
the 2D risk space curve, generated by the product of the distribution of ambient tem-
perature Tambient and ∆TRCC , was assessed. As such, a lower UTAL will occupy a
larger area of the 2D risk space. All probabilities within the 2D risk space sum to 1,
where higher weight is assigned to higher probabilities. Solving for the cumulative
area above a UTAL within the 2D risk space produces a singular risk percentage like
those presented in Section 3.2.2. Using the best statistical fit CORMIX results from
25 years of data, the following variables and relationships were quantified at the six
selected downstream cross-sections:
 P (UTAL|Aambient), probability of ambient thermal risk conditional on solely
being within ambient river conditions
 P (UTAL|Aplume), probability of thermal risk conditional on being solely within
the plume
 Aplume, area of the plume cross-section, represented as a percentage of the whole
river cross-section
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 Ariver, area of the total river cross-section, represented as the entire river cross-
section, which is 100 as a percentage
 Aambient, area of ambient conditions outside of the plume cross-section; Ariver−
Aplume, represented as a percentage of the whole river cross-section
Using the variables above, the following equations were solved:
P (UTALplume) = P (UTAL|Aplume)× Aplume (3.1)
P (UTALambient) = P (UTAL|Aambient)× Aambient (3.2)
P (UTALriver) = P (UTALambient) + P (UTALplume) (3.3)
where Equation 3.1 is the combined probability of thermal risk in plume conditions
while being within the plume; Equation 3.2 is the combined probability of thermal
risk in ambient conditions while being within ambient river conditions, outside of
the plume; and Equation 3.3 is the total probability of thermal risk within the entire
river cross-section.
While the probability calculations can be solved at any given downstream distance
x, choosing six cross-sections effectively demonstrates the results. A summary of the
methodology is shown in Figures 3.3a and 3.3b. The method is unique in its use of
CORMIX generated plume dimension output as a tool to generate 2D risk spaces for
use with biologic data. The creation of 2D risk spaces is unique in the literature and
fills a gap in the quantitative assessment of the risk aquatic species face from thermal
pollution. The policy implications of the novel method are presented in Chapter 6
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(a) Square, grey boxes indicate data input and/or resulting output, while blue, rounded
rectangular boxes indicate a process step. Probabilities of exceeding a species’ upper thermal
avoidance limit (UTAL) are found for both within the SFP generated plume and within the
ambient river conditions as indicated by the subscripts plume and river, respectively.
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Lognormal Probability Distribution of ∆ T at x = 105 m





























Temperature vs Downstream Distance
(b) The distribution analysis is demonstrated at x = 105 m as an example, where the distribution
of ∆T at 105 m was best fit to a lognormal distribution, and the lognormal distribution was used
in the calculation of the probability risk space.





In all modeled cases, a buoyant surface jet or plume emerged, all with shoreline
attachment occurring within 18 m of entering the Ohio River. The same general
plume shape is visible across all years, with varying degrees of lateral spread (see
Figure 3.4). In all but one year, the flow was classified as SA1, or deep, shoreline
attached jets, using the classification scheme embedded within CORMIX3 and re-
ported in Jones et al. [165]. The year 1988, representing low streamflow conditions
coupled with a high discharge flow rate, was classified as PL1, which indicates an
upstream intruding plume. This classification of PL1 indicates that the ambient river
conditions were possibly stagnant in comparison to the discharge flow rates, which
makes sense given that 1988 was a drought year.
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x - Downstream Distance (m)
























Plume Width vs Downstream Distance
Low Qriver
High ∆T
Low ∆T High Qriver
Figure 3.4: For n = 25 years, an associated plume width as a function of plume length exists,
where length is the downstream distance from the point of the SFP discharge channel at x = 0,
and plume width is viewed from the left (south) bank (attached bank, y = 0) towards the right
(north) bank. The termination of each line on the graph indicates the point from which no more
lateral spreading occurs. Years representing low and high ∆T and river flow are highlighted, with
the average highlighted in black.
To get an overall sense of the combination of low and high flow, and low and
high ∆TRCC , the three lowest and highest flow years are specifically highlighted in
Figures 3.4, 3.5, and 3.6, as well as the three lowest and highest ∆TRCC values.
By highlighting the extremes in river flow and plume temperature, the range from
25 years of data is illustrated. River flow and ∆TRCC alone do not dictate the
plume spread, as power plant withdrawal and discharge rates played a role in the
mixing profile. Additionally, the extremes did not necessarily occur concurrently
(e.g., drought year with low flow and high ∆TRCC), although the year 1988 is a
good example of a combination of extreme low flow coupled with high ∆TRCC . River
conditions affect power plant operations, but power plants can also operate somewhat
flexibly in response to changing hydrologic conditions. A comparison of Figures 3.4
and 3.5 shows that the shape and pattern of mixing is consistent across years.
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x - Downstream Distance (m)
























Figure 3.5: For n = 25 years, an associated plume depth as a function of plume length exists,
where length is the downstream distance from the point of SFP’s discharge channel at x = 0, and
plume depth is viewed from the water surface (z = 0) towards the river bottom. Note that since
the river cross-section is dependent upon discharge via continuity in a rectangular cross-section,
the plume depth, and thus river depth, varies between scenarios. The termination of each line
indicates the point at which the plume is fully vertically mixed. Years representing low and high
∆T and river flow are highlighted, with the average highlighted in black.
All years showed positive buoyancy as expected since the SFP discharge is warmer
than the ambient river conditions and both flows are continuous [165]. In all cases,
the resultant mixing profile eventually reached a vertically fully mixed state by 7000
m downstream of the discharge channel (see Figure 3.5). Plumes with comparatively
greater buoyancy (higher ∆TRCC) showed a larger lateral spread directly following
discharge, and took longer to mix in the vertical direction, consistent with a small
inverse Froude number [165]. Given that yearly variation in discharge velocity as a
function of flow rate and channel geometry did not significantly change the general
plume behavior (24 of the 25 years having flow class SA1 results), the results sug-
gest that the 25 years for which data were available are a good fit for producing a
probability risk space of thermal pollution at the SFP location.
The dissipation of ∆TRCC with increasing downstream distance fit an exponential
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curve, as is shown in Figure 3.6. Of importance in determining the temperature pro-
file are channel geometry, buoyancy difference, momentum, and cross-flow strength
[165]. In all years, ∆TRCC has reached 1.0 °F or less by x = 3600 m, with an average
∆TRCC = 1 °F occurring at x = 2650 m. See Table 3.1 for a summary of river
cross-sections and associated ∆TRCC values. It is important to note that in shoreline
attached surface plumes, a zone of recirculation is often found along the shoreline,
and was noted in the flow classification output files from CORMIX. However, the
effect of small-scale recirculation can be ignored since the CORMIX reported ∆TRCC
values are used. Additionally, using a 2D analysis, such as with the ∆TRCC temper-
ature values in a 2D river channel and plume cross-section, is sufficient for power
plant operational procedures.
x - Downstream Distance (m)





































Figure 3.6: For n = 25 years, an associated plume relative centerline concentration (RCC)
temperature above ambient (∆TRCC) as a function of downstream distance exists, from the point
of SFP’s discharge channel at point (0, 0, 0). By 2650 m downstream, the average ∆TRCC = 1 °F.
Years representing low, average, and high ∆T are highlighted.
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Table 3.1: The temperature above ambient and location of river cross-sections used for risk
probability analysis is displayed, determined via the average ∆TRCC as found mathematically
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3.2.2 Probability Space and Risk Analysis
In implementing the risk analysis methodology at SFP, the risk probability space
diagrams in Figure 3.7 for the considered aquatic species in three river cross-sections
are presented.3 In Figure 3.7 all risk probability to the right of a grey line sums to
express the P (UTAL|Aambient) in ambient conditions (essentially, what the risk would
be without the existence of the thermal plume), while all risk probability to the right
of a black line sums to express the P (UTAL|Aplume). Black lines are sloped because
as the plume temperatures increase on the vertical axis, the risk increases. The wedge
between the grey line and the black line for a species is indicative of the increased
risk as a result of the thermal plume added to the ambient risk. All probability risk
spaces shown are for the areal extent of the plume and do not factor in the total cross-
sectional areal extent within the river. Comparing each species’ P (UTAL|Aplume),
the White Crappie (shown as the dotted lines in Figure 3.7) is at the largest risk of
exceeding its UTAL within the plume, while the largest increase in exceeding UTAL
compared to ambient conditions (P (UTAL|Aplume) − P (UTAL|Aambient)) occurs for
the Largemouth Bass (solid lines in Figure 3.7). P (UTAL|Aplume) decreases with
3For the sake of readability, only three downstream distances are shown. Please refer to Appendix
A.1.9 to see the complete results for all six cross-sections
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each river cross-section in the downstream direction, as expected given that ∆TRCC
also decreases.
To account for uncertainty in the probability distribution fit analysis, which forms
the probability risk space, an uncertainty analysis was performed on the temperature
distributions at all six cross-sections. The probability risk space utilizes the best-fit
probability distribution function (pdf) for 25 years of temperature data at each cross-
section. For the uncertainty analysis, the probability risk space was recalculated with
new pdfs, providing the ranges in risk shown in Table 3.2. In total, 50 CORMIX
runs were completed for the sensitivity analysis on Manning’s n, and 150 (75 for each
Manning’s n) probability calculations were completed for the uncertainty analysis.
The upper and lower bounds were generated by solving the risk space with two new
pdfs consisting of the original pdf mean ± the standard error of the mean (SEM).
To account for uncertainty in the size of the cross-section, the average of the pdf for
each cross-section’s area distribution was used, and upper and lower bounds were
found using the pdf mean ± SEM. For more information on the uncertainty analysis,
see Appendix A.1.7.
Table 3.2: The average combined risk, (P (UTALriver) = P (UTALambient) + P (UTALplume)), to
all three species at three selected downstream distances from the SFP are shown. The average
ambient risk, P (UTAL|Aambient), to all three species is also shown, and the difference between
P (UTALriver) and P (UTALambient) is shown. Values for all six downstream distances can be
found in Table A.4 in Appendix A.1. Supporting calculations at six selected downstream
distances from the SFP discharge channel can be found in Appendix A.1. Ranges beneath each
value are based on ± the standard error of the mean. Species-specific risk values are shown in
Table A.1 in Appendix A.1.
Downstream Distance
Overall Risk x = 31 m x = 596 m x = 2650 m
Average combined
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ambient river conditions
ambient river conditions plus plume
White Crappie UTAL:
ambient river conditions
ambient river conditions plus plume
Figure 3.7: The risk probability spaces at three selected river cross-sections indicate varying
levels of aquatic species risk, with the location of each probability space indicated by the
downstream distance, in meters, from the point of confluence between the SFP discharge channel
and Ohio River. These downstream distances correspond with those shown in Figure 3.2. Zones of
higher probability are indicated with increasingly warm colors (red being the highest probability),
while cooler colors indicate low probability (dark blue being the lowest probability). The
horizontal axis represents ambient river temperature before effluent is added to the river, while the
vertical axis represents the added temperature above ambient (∆TRCC) from the power plant’s
effluent. Three species’ associated upper thermal avoidance limits (UTAL) are shown as lines on
the probability space: dashed lines for the Spotted Bass (UTAL = 93.2 °F), solid lines for the
Largemouth Bass (UTAL = 86.0 °F), dotted lines for the White Crappie (UTAL = 80.6 °F). Risk
probability spaces for all six downstream distances can be found in Figure A.1 in Appendix A.1.
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3.3 Discussion
Comparing P (UTAL|Aplume) to P (UTALriver), one can see that the P (UTALriver)
is much lower since the areal extent of the plume cross-section is accounted for as
a piece of the entire river cross-section (see Table 3.2, and Tables A.4 and A.1 in
Appendix A.1). As the Ohio River is large in comparison to the plume extent at the
selected cross-sections, the average total risk from thermal pollution as compared to
ambient summer risk is quite small (see Table 3.2). The similarity in risk at each
cross-section demonstrates the tradeoff between plume size and plume temperature.
As the plume temperature decreases, the size of the plume increases, and thus the risk
in this analysis trends towards similar percentages at each cross-section. However,
the power plant effluent still generates thermal pollution and an associated plume,
which can have negative impacts in the system. As fish are mobile species, they
theoretically have the option to avoid the heated portion of the Ohio River channel
both laterally and vertically.
Invasive species that show affinity for warmer water (i.e., thermal effluent) could
out-compete mobile, native species and homogenize ecosystems [170]. Not all fish
show this affinity, as species’ seasonal acclimation requirements affect their avoidance
or preference for power plant effluent [171]. Majewski & Miller [98] mention that even
low-level thermal pollution can alter community structure among aquatic species.
Seasonality also affects the overall community profile of fish attracted to heated
effluent, as power plant effluent can become a warm-water refuge in the winter and
an area of avoidance in the summer [172]. Water temperature, while a physical
state within an ecosystem, can also represent a resource (see Chapter 5) and as
such, fish species might compete for their preferred temperature within an ecosystem
[173]. If temperature is a resource that exists physically in the water column, then
a reduction in usable habitat space (see Chapter 5) within the water column (i.e., a
smaller proportion of the river at ambient temperatures) could cause over-crowding
in the remainder of a river channel [101], and/or encourage native species to migrate
away from the disturbance entirely. Reductions in usable habitat space (habitat
contraction) can be likened to changes in biodiversity and food web structures [105].
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Additionally, zones of thermally elevated water, usually in the context of climate
change, are expected to increase affinity of invasive species, which could out-compete
endemic species, causing a host of related environmental issues [174]. Thus, the
results emphasize that although the total thermal risk to fish near the SFP is low
as viewed within the entire Ohio River cross-section, changes in community patterns
and species presence/absence can still exist.
Even small disturbances within the river can change the aquatic ecosystem as a
whole. Long-term monitoring of fish abundance conducted by EPRI demonstrated
that in some sampling events, the total fish abundance and diversity were lower
downstream of the SFP’s effluent as compared to upstream, though year-to-year and
month-to-month variability do exist [160, 175–178]. Butz et al. [88] also note changes
in diversity due to power plant operations along the Ohio River. The methodology
presented in this chapter can be applied to other power plant and river combinations
where the risk of thermal pollution might be more significant. For example, on
rivers with lower discharge rates and/or smaller cross-sections than the Ohio River,
low flow conditions could lead to limited dilution of thermal pollution. Furthermore,
the effects of thermal pollution might be exacerbated in times of drought that are
accompanied by low river flows and high temperatures. For a discussion of the policy
implications of the 2D risk space, see Chapter 6 Section 6.1.
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CHAPTER 4
WATER TEMPERATURE DURATION CURVES FOR
THERMOELECTRIC POWER PLANT MIXING ZONE ANALYSIS
In this chapter1, temperature duration curves (TDCs) are proposed as a method
to visually and probabilistically quantify downstream thermal pollution from power
plants. Adapted from common hydrologic flow duration curves (FDCs), TDCs show
the probability of exceedance for a temperature range within a set downstream dis-
tance from the point of confluence between a power plant discharge channel and re-
ceiving waterbody. Thermoelectric power plants that utilize open-loop (also known
as once-through) cooling technology can produce large quantities of thermal pollu-
tion in waterways [73]. The effluent from open-loop cooled power plants falls under
regulation via the Clean Water Act §316(a), whereby effluent temperatures should
not exceed 32 °C, and in some states regulatory mixing zones (RMZ) are further
identified in waterbodies whereby acute toxicities might occur. In 2011, 23% of U.S.
generated electricity was derived from thermoelectric power plants utilizing open-
loop cooling [24], and coal accounted for 61% of fresh water withdrawals for power
plants requiring cooling in 2010 [4]. Using EIA data, coal was an estimated 45% of
electricity generation in 2010, and coal is projected to remain a significant (although
declining) portion of the U.S. generating capacity in the foreseeable future under
most generation scenarios [24]. Analysis of thermal pollution from open-loop-cooled,
coal-fired power plants is the focus of this chapter.
The creation and use of TDCs fills a knowledge gap both in relation to the quan-
tification of thermal pollution and the use of a scientific tool in regulation and policy
development. This work further expands upon the methods found in Chapter 3 in
1This work has been accepted for publication in the Journal of Water Resources Planning and
Management
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which aquatic ecosystem risk from thermal pollution is quantified. Thermoelectric
power plant operational decision-making can be informed via the use of TDCs as pre-
dictive tools within the context of risk assessment. A scenario analysis was employed
using empirical data to compare TDCs for three differently-sized power plants on two
differently-sized rivers. The temperature range and downstream distance could be
selected as desired using the adaptable methodology presented in this Chapter, thus
TDCs can be applied at any location with appropriate data availability. Tools like
TDCs could be useful in future determinations of acceptable temperature limits for
power plant discharge waters. Within the water resources planning and management
research space, TDCs provide an easily readable and comparable metric by which
power plant operators and environmental agencies can discuss thermal pollution in
quantitative terms. The adaptability of TDCs to locations and downstream distances
of interest provides further usefulness within frameworks such as the delineation of
RMZs (see Chapter 2 Section 2.4 for more on RMZs).
4.1 Methodology
Power plant data from the EIA and streamflow and velocity data from the United
States Geological Survey (USGS) were utilized to characterize the mixing and plume
dynamics of thermal pollution from thermoelectric power plants. Note that the EIA
uses U.S. customary units for data reporting and as such, U.S. customary units are
reported in this analysis for consistency with the EIA. In this analysis, five scenarios
of power plant and river size combinations were compared, and temperature dura-
tion curves were generated for each scenario. CORMIX, an EPA approved mixing
software [159], is utilized to determine plume temperature and area characteristics.
CORMIX uses length-scale analysis to balance buoyancy, momentum, and geometry
to determine plume characteristics [165]. Matlab version R2015a software by Math-
Works®was used to run the original code, which computes exceedance probabilities
and generates TDCs. By grounding the scenarios in reported existing observations
via empirical data, the results are indicative of realistic river and power plant con-
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ditions. For more on CORMIX and assumed variables, see Appendix A.2.
TDCs were generated for natural, ambient conditions (i.e., no power plant present,
TDCambient), plume-only conditions (i.e., within plume only TDCplume) and total
river conditions (i.e., power plant and ambient conditions combined, as an area-
weighted average TDCriver). These three conditions represent the range of possibil-
ities for unaltered river conditions, extreme thermal alteration for plume only con-
ditions, and the area-weighted average of combined ambient and plume conditions
found downstream of power plants.
4.1.1 Power Plant Data
Using EIA form 860 data, three conventional steam coal power plants with a
nameplate capacity at the 80th, 50th, and 20th percentile were selected to represent
large, medium, and small power plants, respectively. For more information on the
determination of power plant size, size percentile, and selection of power plants for
the scenario analysis, please refer to Appendix A.2.2. The Shawnee Fossil Plant,
located on the Ohio River, was selected as a representative large power plant with
a nameplate capacity of 1575 MW, and is also the focus of Chapters 3 and 5.2 The
ED Edwards Station, located on the Illinois River, was selected as a representative
medium power plant with a nameplate capacity of 644.3 MW. To represent small
power plants, the Hennepin Power Station, also located on the Illinois River, was
selected with a nameplate capacity of 306.3 MW. For simplicity of comparison, the
nameplate capacities of the selected power plants are rounded to be 1575 MW, 650
MW, and 300 MW, respectively, as the representative nameplate capacity (see Table
4.1). For this analysis, the power plants are referred to by their size and/or repre-
sentative nameplate capacity, as the emphasis of this work is a scenario analysis and
not a case study.
2Since the retiring of boiler unit 10, the SFP has a decreased reported nameplate capacity, as
seen in EIA records
40


































306.3 300 290 (250 - 400) 17.1 (11 -24)
Power plant cooling water flow data (withdrawal and discharge; cubic feet per
second, cfs) were obtained from EIA forms 767 and 923. Rectangular discharge
channels were assumed, as in Chapter 3, using the same method for determining the
large power plant channel dimensions (see Appendix A.2.3 for more information).
Although nameplate capacity was used as a general characteristic of power plant
size, note that net generation could have also be used. Cursory comparison of the
three plants shows that on average, they all tend to operate within roughly the
same range of capacity factors (40-60%, commonly reported for coal-fired power
plants [179]), thus they are good representatives for size comparison. This analysis
demonstrates a tool for comparison and is not an in-depth, site-specific case study.
As such, generation data, unnecessary for determining river mixing dynamics, are
not further reported.
4.1.2 River Data
The Ohio River and the Illinois River were selected as a representative large and
medium river, respectively, on account of the availability of USGS stream gage data
near the power plants of interest. For more on the stream gage data, please refer
to Appendix A.2.4. Moving forward, the rivers will be referred to by their assigned
size. Size is determined by the average yearly streamflow (cfs), whereby the order
of magnitude dictates the size (see Table 4.2). The large river produces flows on
the order of 1×105 cfs, and the medium river produces flows on the order of 1×104
cfs. Power plant discharge flow rates were two orders of magnitude smaller than the
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river flow rates on which they reside, demonstrating a realistic relationship between
power plant size and river size. Small rivers (1×103 cfs) were not considered due
to hydrologic infeasibility of having appropriate water volumes and river depths to
support power plant water withdrawal requirements and intake structure design in
this analysis.
Table 4.2: Summary of key size parameters for the two selected rivers used in this study. No











1× 105 cfs large Ohio River 242,220 (100,540 - 379,970)
1× 104 cfs medium Illinois River 18,035 (7,340 - 36,270)
4.1.3 Assumptions and Limitations
For power plant temperature data, each annual maximum was assumed to be a
good representation of an extreme summer day. The combination of all available
yearly maxima was used to represent thermal maximum conditions found in any
given summer, such that 25 years of singular data extremes represents a continuous
month of extreme summer conditions (refer to Appendix A.2.3 for more on EIA
data assumptions, feasibility, and limitations). Similarly, Madden et al. [73] utilize
summer data as summer is the season during which the largest thermal impacts occur.
Monthly USGS gage data for each year were assessed, and the average summer flow
conditions corresponding to each year of EIA data were used. As is consistent with
EIA data and Madden et al. [73], summer is defined to be April through September.
An interesting limitation involves the temperature data. In order to get USGS
gage data suitable for analysis (e.g., available rating curve or flow and velocity data
available to generate a rating curve), gages that did not include temperature were
used. Intake and discharge temperature were included in EIA data, but as such,
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match the plant type and not the river type. Using the power plant temperature
data, the TDCambient for each scenario is different, creating distinct TDCambient for
each power plant size (small, medium, and large), instead of only two TDCambient,
one for the medium river and one for the large river. Overall, the within-scenario
comparisons reflect distinct power plant and river combinations, and the variation
in ambient conditions is reflective of location-specific trends for each power plant
as well as regional spread among the scenarios. It was deemed more important to
ground each scenario in available empirical data rather than artificially generating
the ambient TDCs such that only one ambient curve exists for each river type.
4.1.4 Scenario Analysis
To understand the impacts of power plant size (nameplate capacity, MW) and
river size (average summer discharge, cfs) on resulting TDCs, a scenario analysis was
completed. Three power plants of small, medium, and large size and two rivers of
medium and large size were assessed, generating five feasible scenarios in total (with
the large plant on the medium river being infeasible, refer to Section 4.1.5), with
each power plant on each river generating unique TDCs.
In total, the years of available, feasible data were as follows for each scenario:
1. Small power plant, large river; 28 years
2. Medium power plant, large river; 26 years
3. Large power plant, large river; 26 years
4. Small power plant, medium river; 29 years
5. Medium power plant, medium river; 24 years
These scenarios provide general comparisons between river and power plant size
relationships, but do not take the place of in-depth, site-specific analyses. Other
power plant and river combinations would generate unique TDCs.
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4.1.5 Plume Feasibility Analysis
CORMIX was used to assess plume feasibility via inspection of plume width
(yplume), depth (zplume), and temperature concentration above ambient conditions
(∆T ) about a relative centerline (and thus is 2D averaged). Mixing characteris-
tics were inspected visually (CORVUE visualization) and quantitatively (CORMIX
prediction file output data). In five scenarios, all feasibility-validated years of data
resulted in a successful CORMIX output and associated prediction file. Refer to Ap-
pendix A.2.3 for more on feasibility-validation. For the large plant on the medium
river, approximately half of the years of data were not feasible due to the depth
requirements for discharge channel and river channel. Using the remaining years of
data for the large plant on the medium river, CORMIX output indicated feasibil-
ity issues with maintaining mass and momentum conservation. Plume dimensions
required a correction factor within the prediction file, and showed unrealistic spread-
ing conditions. Given the infeasibility issues, locating a large, 1575 MW power plant
with high water withdrawals (average 1,800 cfs) on a medium river (average summer
flow of 18,000 cfs) as shallow as the Illinois River is an unlikely scenario, and is not
considered further in this analysis. Additionally, most large, open-loop cooled power
plants are located on large rivers or on coasts in order to meet the water flow rate
demands [75].
4.1.6 Creation of Temperature Duration Curves
To create the temperature duration curves, the available, feasible data for each
scenario were used to solve for the probability of exceedance following the method
outlined in Figure 3.3a of Chapter 3. In Chapter 3, 2D risk spaces were produced at
selected river cross-sections indicating the probability of exceeding species’ specific
upper thermal avoidance limits (UTALs). The method is extended in this chapter
to include a continuous range of temperatures over an entire section of river, with
exceedances assessed at 1 °F intervals. The exceedances for each 1 °F are assessed
in incremental downstream river cross-sections, and then distance averaged over the
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entire channel length of interest. For this study, the range of 50-130 °F was selected,
which adequately captures the extreme hot and cold tails of the TDC. Rectangular
river cross-sections were assessed at 5 m increments in the downstream direction,
over a total channel distance of 500 m (see Appendix A.2.5 for details). Distance
averaging all cross-sectional exceedances per 1 °F produces a singular probability
of exceedance per 1 °F temperature increment. The discrete temperature versus
exceedance values are then plotted to produce a continuous TDC. For review, the
method presented in Chapter 3 can be summarized by the following simplified steps.
 Use site specific CORMIX data input including power plant discharge temper-
ature (yearly summer maximum) and discharge flow rate (yearly maximum),
and river flow (yearly summer average) and temperature (yearly maximum)
 Generate CORMIX output (one file per year) of discrete, cross-sectional plume
temperature (via a relative centerline concentration) and plume dimensions,
where CORMIX output mixing profiles are at discrete downstream distances
(x) and include yplume, zplume, and ∆T
 Conduct curve-fit analysis to determine continuous plume temperature and
dimensions (one analysis per year), with curve-fit equations for yplume, zplume,
and ∆T as functions of x
 Analyze probability distribution of all years per site to create a holistic snapshot
of site characteristics, where probability distribution is completed for ∆T and
plume dimensions (area) at each downstream distance x, and are used to find
trends across all years of data
 Solve cross-sectional specific determination of the probability of selected tem-
perature exceedance given probability distribution of ∆T and plume dimen-
sions (area)
To create TDCs, each cross-section includes the plume temperature and dimension
characteristics obtained from the curve fit analysis of CORMIX output data. Within
each cross section, the probability of temperature exceedance was assessed within
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the plume (P (T |Aplume)) and within ambient conditions (P (T |Aambient)). The areal
extent of the plume (Aplume = yplume×zplume) and areal extent of the ambient channel
(Aambient = (yriver× zriver)−Aplume) are calculated via the CORMIX produced plume
width (yplume) and depth (zplume), and river depth (zriver) and width (yriver) (see also
Section 3.1). Using the calculated areal extent of the plume and ambient conditions,
an area-weighted average of the exceedance probability was produced for each cross-
section of the plume (Equation 4.1a) and ambient conditions (Equation 4.1b).
P (T plume) = P (T |Aplume)× Aplume (4.1a)
P (T ambient) = P (T |Aambient)× Aambient (4.1b)
To represent the entire river cross-section, the resultant combined probability of
temperature exceedance as weighted by proportion of river cross-section (Equation
4.2) represents the entire river channel including the plume and ambient conditions.
P (T river) = P (T plume) + P (T ambient) (4.2)
A single exceedance versus downstream distance curve, P (x), was generated for
each 1 °F interval (thus 81 curves in total over 50-130 °F range), which shows the
temperature decay with downstream distance as a decay in the probability of ex-
ceedance. The trapezoidal rule was then applied as a numerical integration technique
to find the area under each exceedance versus downstream distance curve. The ex-
ceedance to distance relationship at each 1 °F interval was then averaged over the
entire river channel (500 m), producing a single probability of exceedance (P (T )) for
each temperature (see Equation 4.3). The resulting temperature versus exceedance
probability values were plotted to produce one curve for each scenario over the total







where P (x) is the probability of exceedance curve, 500 is the total downstream
distance (m), and j is the temperature range of interest (Tlower = 50 °F, Tupper = 130
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°F).
In each scenario, a TDC was generated for ambient conditions (TDCambient as-
sumes no thermal pollution), plume conditions (TDCplume is conditional on being
solely within the plume), and the combined ambient and plume conditions, which
combines the conditional dependency of plume conditions within the plume only, and
ambient conditions comprising the remainder of the waterbody channel (TDCriver
is for the entire river, see Equation 4.2). Each TDC visually and mathematically
demonstrates the probability of exceedance for temperature values for a temperature
range within the entire 500 m of the river channel given the conditions described pre-
viously. For a given scenario, the same probability of exceedance will correspond to a
higher temperature for the within-plume conditions, TDCplume, as compared to the
ambient conditions, TDCambient. The equations presented in this section (Equations
4.1a and 4.1b) mirror those presented in Chapter 3 (Equations 3.1 and 3.2).
4.1.7 Uncertainty Analysis
To provide uncertainty on the TDCs, the analysis was assessed for each scenario
using upper and lower bounds. The upper and lower bounds were applied post-
CORMIX within the Matlab calculations at the point of the curve fit analysis to
temperature data. Uncertainty is not applied to the data pre-CORMIX, as EIA data
are self-reported, which presents challenges when assessing uncertainty [75]. During
the curve-fit analysis, the standard error of the mean (SEM) of the temperature
distributions at each downstream distance (5 m intervals) was applied by adding or






where σ is the standard deviation of the temperature values at the specific 5 m
interval, and n is the total number of temperature values equivalent to the number
of years of data for each scenario. As such, an upper (+ SEM) and lower (- SEM)
bound was applied to temperature values. The same approach of creating an upper
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and lower bound via the SEM was applied to the areal extent of the plume, whereby
the plume areas at each downstream distance (5 m intervals) were altered via addition
or subtraction of the SEM. The analysis for the probability of exceedances was run
using all possible combinations of the upper and lower bounds of temperature and
plume area. Using the SEM is consistent with Chapter 3.
4.2 Results
Comparing the TDCambient and TDCplume of each scenario (see Figure 4.1), the re-
sults show that the TDCplume demonstrates an overall rise in temperature for a given
probability of exceedance. The TDCambient and TDCplume follow the same general
shape, but do not correspond to the same temperature change at each probability
of exceedance. For example, from careful inspection of the small power plant on the
large river as shown in Figure 4.1, the TDCambient and TDCplume are closer together
at high exceedance probabilities (90% to 100%), with slightly more separation in the
curves towards low exceedance probabilities, particularly in the range of 10% to 20%.
This separation pattern of the TDCambient and TDCplume curves shows that within
the plume, there is a general shift towards higher temperatures overall in compari-
son to the temperature values at ambient conditions. Note that in Figure 4.1, the
uncertainty on the TDCambient and TDCriver overlap, as the river TDC is relatively
close to the ambient conditions for each scenario.
The results show that for the power plants on the large river, the medium power
plant has the most visually observable impact on the TDCriver (see Figure 4.2).
Figure 4.2 is meant to illustrate the change from ambient conditions to combined
river conditions as a result of the additional plume thermal energy. Intuition might
lead readers to expect that the large power plant should have the greatest impact as
demonstrated by a rise in the TDCriver above the TDCambient. However, investigation
of the temperature data show that the medium power plant reports the highest ∆T
values of all three power plants (refer back to Table 4.1), with many years reporting a











































































































































































































































































































































































































































































































































































18.3 °F. The small power plant, though more consistent in inter-annual ∆T variability
as compared to the medium power plant, has an average ∆T of approximately 17.1
°F. The ∆T values of the large power plant are comparatively low at approximately
12.5 °F.
Power plant discharge rates also differ between the three power plants, with the
large, medium, and small power plants having an average discharge rate of 1800, 530,
and 300 cfs, respectively. Overall, the total channel area of the large river is roughly
an order of magnitude larger than the areal extent of the power plant-generated
thermal plumes, even at downstream distances greater than 500 m. The difference
in the cross-sectional area of the power plant-generated plumes and the ambient river
in effect negates the potential additive effects of each plume’s heated effluent when
viewed from the perspective of the TDCriver. However, the results do not imply
that there are no potentially harmful effects from the thermal pollution. The work
demonstrates that, mathematically using the TDC as a tool, the thermal pollution
(TDCplume), when weighted with the areal extent of the plume, does not create a
dramatic shift between the TDCambient and TDCriver for the large river scenarios.
This finding is consistent with the findings in Chapter 3.
On the medium river, both the small and medium power plant create a TDCriver
that is visibly above the TDCambient as shown in Figure 4.2. The cross-sectional
area of the medium river is much smaller than that of the large river, meaning
plumes generated by each power plant are a proportionally larger percentage of the
total river cross-section on the medium than on the large river, assuming all other
conditions remain the same. As shown in Figure 4.1, all TDCplume lines trend towards
higher temperatures as compared to the TDCambient lines for each scenario. This
upward shift in temperature skews the TDCplume to grow slightly at lower exceedance
probabilities, as there is more spread among the higher temperatures compared to
the TDCambient. Thus, the TDCriver for the medium and small power plants on the
medium river matches closely with the TDCambient at low temperatures associated
with high exceedance probabilities. Each TDCriver then shifts further upward from
the TDCambient with decreasing exceedance probability, until the region of lowest









































































































































































































































































































































































































































small power plants, respectively.
In addition to the visualization for comparing each scenario (Figure 4.1), the per-
cent change between each scenario’s TDCs is quantified. To solve for the percent
change between the TDCplume and TDCambient, and TDCriver and TDCambient, the
area under each TDC was calcualted and the percent difference was estimated. Ta-
ble 4.3 shows the results of this mathematical analysis. The percent change between
the TDCplume and TDCambient demonstrates the additional energy in the plume as
compared to ambient conditions in the river. From Table 4.3, the additional thermal
energy in the plumes as compared to ambient conditions is roughly 25-35%. The
percent change between the TDCriver and TDCambient highlights the total added en-
ergy to the waterway when the areal extent of ambient and plume conditions were
factored into the analysis. When the areal extent of the plume was considered, the
total additional energy within the 500 m channel distance selected for study is quite
small. Note that although the combined effect of ambient and plume temperature
conditions is small in comparison to within-plume temperature conditions, other fac-
tors, such as habitat loss and species competition, affect aquatic ecosystems when
assessing thermal pollution and its severity in waterways. This finding is consistent
with Chapter 3 emphasizing that location within a river (laterally, longitudinally,
and vertically) matters when assessing thermal pollution.
Changing the temperature data by the SEM bounds caused larger variability in the
resultant TDCs than did applying the plume areal extent SEM bounds, as TDCriver
varied by approximately 0-1% when the plume area boundary changed, while the
temperature boundary was held constant (see Table 4.3). However, the TDC for
each scenario changed by 3-8% when using the upper and lower temperature bounds
of the uncertainty analysis. These percent changes from the average analysis reflect
the change designated by the colored bands in Figure 4.1. Note that recentering of
the TDCambient during uncertainty analysis (to ensure plume and ambient dimensions
summed to 100% of the river channel) did reduce the percent difference noted in all
scenarios, but temperature still played a larger role in the calculation of the TDCs.
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Table 4.3: Mathematical percent difference between within-scenario temperature duration
curves for each scenario. The percent difference is the change in the area under the curve, where
the curves are the TDCplume, TDCambient and TDCriver.
Scenario









































Uncertainty ranges as upper and lower bounds are indicated by the ranges listed
below each table entry. In all uncertainty scenarios, temperature plays a larger
role in affecting the resultant TDC than does the plume areal extent. The
ranges denoted by the † symbol show the largest uncertainty bands, whereby
the initial TDCambient is left unchanged during percent difference calculations.
The ranges denoted by the ‡ symbol show the uncertainty bands when the
TDCambient is also altered to account for the potential change in plume size.
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4.3 Discussion
Temperature duration curves are a useful tool for the quantification and analysis
of thermoeletric power plant thermal pollution. The scenario analysis of differently-
sized power plants (300 MW, 650 MW, and 1575 MW) on both a medium (Illinois
River) and large (Ohio River) river highlights the difference in plume characteris-
tics and overall river temperature dynamics via TDCs. In all feasible scenarios, the
TDCplume highlights the higher temperatures found within the plume. The TDCriver,
which is the area-weighted combined TDCplume and TDCambient, is essentially the
same (within 2%) as the TDCambient for all scenarios on both rivers. The largest per-
cent difference between the TDCriver and TDCambient occurs for the medium power
plant on the medium river (see Table 4.3 and Figure 4.2). Comparing across all sce-
narios, the river size affects the additive impact of the plume to the total river, as the
large river is an order of magnitude larger than the generated plumes in areal extent.
Thus, the additive impact of the TDCplume on the TDCambient is mathematically and
visually larger as shown in the TDCriver for scenarios 4 and 5 on the medium river
as compared to scenarios 1 and 2 on the large river, respectively.
In addition to the size of the receiving waterway, a power plant’s ∆T is a large
factor in the resulting TDCriver. The medium power plant has the largest average
∆T and also the largest interannual spread of temperature data. The TDCriver
for the medium power plant on both the large and medium rivers (scenarios 2 and
5) show the most spread between ambient and total river conditions. The large
∆T adds thermal energy to the river, via the plume, such that even when plume
areal extents are small, the difference in total river conditions is larger than all
other scenarios (see Table 4.3). This finding is interesting and relevant for decision-
making, as the medium power plant is not the largest in terms of nameplate capacity,
generation, or withdrawal and discharge rates. However, the large ∆T is indicative
of plant-specific operational decisions. The medium power plant is operating with
higher ∆T values but proportionally lower withdrawal rates (ratio of flow rate in
cfs to nameplate capacity in MW) in comparison to the other two power plants. In
power plant operations, a general tradeoff exists in output temperature and flow rate,
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where decreasing one requires the other to increase, assuming all other efficiency
and operational conditions remain constant (for more on tradeoffs, see Chapter 5
Section 5.1.6). ∆T is, however, dependent on many plant-specific factors (such as
operational efficiency and pump-rate capacity) and environmental conditions (such
as water availability and required environmental regulations and standards). Since
the medium and small power plants have higher ∆T values than the large power
plant, and both the medium and small power plants exist on the medium river,
water for cooling might be a limiting factor in summer conditions. Drought in 2012
in the upper Midwest United States caused many power plants in Illinois to reduce
or curtail operations to maintain regulatory compliance, with many NPDES permit
variances granted [180]. As such, water availability has been a constraint for power
generation in the past and could be a constraint again in the future.
The large power plant is located on the large river (Ohio River) that has an order
of magnitude larger flow rates than the medium river (Illinois River) available for
cooling water withdrawal. Even with high flow rates, the Ohio River region has
felt the effects of drought both directly and indirectly, specifically in relation to
commercial traffic. In 2005, portions of the Ohio River were closed for navigation
due to low flows [181]. In 2012, decreased navigation on the lower Mississippi cost
the Ohio region over $200 million in lost revenue [181]. A McCall et al. [182] report
of power plant generation curtailment as a result of water issues listed several Illinois
power plants as either having been curtailed or having been at risk (including the
ED Edwards power plant, an example of a medium power plant in this study), while
no Ohio River power plants appear in the report for having curtailment issues. As
such, it appears that the large power plant on the large river does not necessarily
face the same water availability issues as the medium and small power plants do
on the medium river. Since the large power plant has the largest water flow rate to
nameplate capacity ratio, and the lowest ∆T values, further analysis and comparison
of the three power plant operational conditions is warranted. Further site-specific
investigation would be necessary to determine the exact operational decisions and
potential tradeoffs in flow rates and ∆T . TDCs would be a useful tool for determining
thermal pollution in such studies. Refer to Chapter 6 Section 6.2 for more on TDCs.
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CHAPTER 5
QUANTIFYING TRADEOFFS BETWEEN ELECTRICITY
GENERATION AND FISH POPULATIONS VIA POPULATION
HABITAT DURATION CURVES
In Chapter 4, temperature duration curves (TDCs) were developed for use in
planning and management contexts such as regulatory mixing zones (RMZs). TDCs
are a visual tool that show the temperature conditions of a waterway over a given
time and downstream distance, much like flow duration curves (FDCs) are used to
show flow conditions over time [183]. In this chapter, a direct biologic use of TDCs
in population assessments is proposed. The method utilizes TDCs and population
versus temperature curves, modeled after thermal performance curves (TPCs), to
create population habitat duration curves (PHDCs). In the literature, habitat du-
ration curves (HDCs) demonstrate the relative availability (e.g., weighted usable
area, WUA) of flow (as a habitat variable/resource) within a waterway. A criti-
cism of past work using WUAs is that such studies often lacked the inclusion of
temperature as a resource [184]; this work adds to the WUA and HDC literature
by isolating temperature and bringing population-temperature relationships to the
forefront. PHDCs are presented as an exceedance probability for fish community
population values following the forms commonly used for water quality standards
(see Vogel & Fennessey [124]). Temperature is considered a resource within water-
ways [173], as fish will seek out optimal temperature conditions, if able. PHDCs
provide the integration of water resources (e.g., temperature) and aquatic species
modeling to assist in decision-making frameworks concerning thermoelectric power
plants. Within decision-making frameworks, the evaluation and comparison of sce-
narios is beneficial for policy formulation, and systems-level predictions [185]. As
Preston & White [141] note, observations of aquatic life are beneficial for predicting
environmental conditions, with fish serving as a reflector of long-term water quality
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trends. Furthermore, monetary quantification of changes in fish populations as a
result of power plant discharge temperature changes using benefits transfer method-
ology and power plant thermodynamics is possible. The method is demonstrated
using a meta-analysis of Electric Power Research Institute (EPRI) fish population
and temperature data collected at the Shawnee Fossil Plant on the Ohio River. The
same location is the subject of study in Chapter 3.
By including an economic component to the use and interpretation of PHDCs,
this chapter demonstrates one method by which decision-makers can monetarily in-
terpret the environmental impact of power generation on aquatic ecosystems. Such
work serves to inform decision-makers and power plant operators seeking to balance
electricity generation and aquatic ecosystem environmental impact. In particular,
thermal limits administered by regulators could also be accompanied by economic
impact assessments based on the realized and/or potential loss to local fish popula-
tions.
5.1 Methodology
In the case of thermoelectric power generation, thermal pollution and its impact
on aquatic ecosystems can be viewed as an externality of the electricity generation
process. The tradeoff between electricity production (and thus associated thermal
pollution) and aquatic ecosystem degradation (via reduced fish populations) can be
quantified and used as a decision-making tool within ecosystem services frameworks.
Using fish populations and TDCs for the Shawnee Fossil Plant, PHDCs were gener-
ated, and an economic analysis was completed using benefits transfer methodology.
5.1.1 Power Plant Data and Temperature Duration Curves
The Shawnee Fossil Plant (SFP) on the Ohio River is a baseload, coal-fired power
plant using open-loop cooling technology, and has been the focus of previous work in
Chapters 3 and 4. In this chapter, TDCs were generated for a 1000 m section of river
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and a temperature range of 16 to 50 °C1, following the methods outlined in Chapter 4.
U.S. Energy Information Administration (EIA) and United States Geological Survey
(USGS) data concerning power plant cooling water flow (discharge) and temperature,
and river flow (discharge), respectively, were used to generate TDCs. Figure 5.1
demonstrates the TDCs for the Shawnee Fossil Plant on the Ohio River using 26
years of summer data, with the maximum temperature differential between intake
and effluent (∆T ) and average yearly discharge for each year. For the 26 years of
data, the average ∆T was 6.9 °C. CORMIX was used to generate plume and mixing
dynamics, and Matlab was utilized for curve fit analysis and creation of TDCs. For a
complete demonstration of the data and methods used to generate the TDCs, please
refer to Chapter 4.
1In this chapter, SI units are used in preparation for manuscript submission.
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Temperature Duration Curves for Ambient and Plume Conditions
Ambient
Plume
Figure 5.1: Temperature duration curves (TDCs) for the Shawnee Fossil Plant on the Ohio
River. Grey lines indicate uncertainty using the standard error of the mean (SEM) on
temperature and plume size data. Ambient conditions assume no presence of a thermal plume,
and plume conditions are for the plume only. TDCs were averaged over a 1000 m downstream
distance to match the catch per effort (CPE, #/km) reported in the EPRI biological data used
for population versus temperature meta-analysis.
5.1.2 Fish and Temperature Data
Biological data were cross-referenced across Electric Power Research Institute
(EPRI) studies through the Ohio River Ecological Research Program (ORERP) to
find suitable data availability at the location of the SFP. The Ohio River is a major
river providing both aquatic species habitat [186] and cooling water for thermoelec-
tric power plants [88]. Fish are an appropriate biological indicator species for river
ecosystems, as they spend their entire life cycles in the water, and fish species tend
to have wide population ranges, making them easy to sample [187].
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To demonstrate PHDCs, fish populations, recorded as catch per effort (CPE, #
/km) by EPRI, were used. Abundance (population level) is considered to be a larger
indicator of the effect a species has on the local ecosystem than presence/absence
[188]. The freely available EPRI data consist of yearly studies as part of ORERP,
with specific power plants featured in different years (the SFP was included in seven
years since 2005). In each yearly study, three upstream and three downstream sam-
pling events occur in June, August, and October, and include physical parameters
such as water temperature, water clarity, and conductivity, and fish species name
and population reported as CPE. For more information on EPRI data, refer to Ap-
pendix A.3. For this work, the water temperature and CPE data were retained.
For reference,Preston & White [141] noted that the lower reaches of the Ohio River
contained the highest fish biomass per unit area compared to upper river reaches.
For more information on population data, see Appendix A.3.2.
5.1.3 Population versus Temperature Plots
To generate population versus temperature curves following the form of thermal
performance curves (TPCs), 40 population values (6 values per year, 3 upstream
and 3 downstream per year, less two November data points from 2009) recorded as
CPE were plotted against the corresponding temperature condition. A downward
sloping line was best fit to the data following a linear regression (p = 0.02, R2 =
0.13), as shown in Figure 5.2. Although temperature is not the only determinant of
population, even small temperature changes can have an impact on aquatic species,
as noted by Kennedy [99]. For more information on biological and physicochemical
data collected in the EPRI studies, refer to Appendices A.3.3 and A.3.4. In this
analysis, temperature is isolated as the variable of interest in predicting total fish
population, but it is acknowledged that using temperature alone as a predictor of
population values is a limitation of the study.
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Fish Population at the Shawnee Fossil Plant
Figure 5.2: Population of all fishes at the Shawnee Fossil Plant. Data include 7 years of
ORERP upstream and downstream sampling at the SFP (black dots). Meta-analysis of EPRI
data shows a linear trend (black line), where population decreases as temperature increases (p =
0.02, R2 = 0.13). Extrapolation of the linear trend past temperature values of 35°C was necessary
for the creation of PHDCs.
Another suggested metric for comparison is species-specific populations. For species
with narrow or cold-water temperature tolerances affected by thermal pollution,
other species could serve as opportunists and thrive at higher temperatures in the
river. PHDCs could be used to demonstrate the effect of temperature on such op-
portunists, as well as invasive species that can thrive in thermally altered waterways
such as at thermoelectric power plant sites [189]. For a range of temperature condi-
tions, all species present in a system will have varied and partially or fully overlapped
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species-specific TPCs.
Like TPCs, the shape in Figure 5.2 demonstrates the relationship between a habi-
tat variable (temperature) and response (fish population). To capture uncertainty in
the analysis, the standard error (SE) from the linear regression of population versus
temperature data points was used, as were the resulting curves generated from the
uncertainty bands of +/− SE, to solve for additional PHDCs. Fish populations can
vary widely due to species interactions and environmental factors [190], thus uncer-
tainty analysis was applied. Using the SE differs slightly from Chapters 3 and 4,
where the standard error of the mean (SEM) was used. However, in this chapter, a
linear regression was performed as part of the meta-analysis of EPRI data, and as
such the resulting SE was used.





where Nij is the total number of individuals in population i at temperature j, and
Nj is the sum of all populations at temperature condition j. In this chapter, only
the fish population is considered within the waterway (thus i = 1), but Equation 5.1
is presented to allow for future analysis either at the species level where i represents
individual species, or across multiple populations (mussels, fish, etc.). All population
values reported in this chapter are for the SFP location as reported in the EPRI data.
Only within plume and ambient conditions are considered for a 1000 m (1 km) river
segment. In this analysis, three possible waterway temperature conditions (j) exist,
and are listed and described below.
 AC: ambient conditions; j = (∆T = 0 °C)
 PC: empirical data plume conditions; j = (∆T = 6.9 °C)
 RC: thermally reduced plume conditionsj = (∆T = 5.8 °C)
Thermally reduced conditions (RC) correspond to a reduction in ∆T as outlined in
Section 5.1.6, while empirical data plume conditions (PC) correspond to the plume
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conditions expected using EIA data.
5.1.4 Generation of Population Habitat Duration Curves
To generate a PHDC, both the TPC and TDC are necessary. The form of a
TDC follows that of flow duration curves (see Chapter 4). Flow duration curves are
typically presented as the complement to the cumulative distribution function (cdf)
for stream flow [125] (also referred to in some literature as “1 - cdf”). Thus, the form
of a TDC (Figure 5.1) is the complement of the cdf for temperature in a waterway.
To solve for the probability of exceeding a given population value b, or threshold, as
presented in the form of TPCs (Figure 5.2), Equations 5.2a and 5.2b were used.
P (Nij ≥ b) = P (T (Ni1) ≤ T ≤ T (Ni2)) (5.2a)
P (Nij ≥ b) = PTNi1(E)− PTNi2(E) (5.2b)
where Nij is total number of individuals in population i at temperature j with a
desired population threshold b, and T (Ni1) is the temperature along the TPC at
which the maximum population value occurs, and T (Ni2) is the temperature along
the TPC at which the threshold population value Nij occurs. Solving Equation
5.2a requires finding the probability of exceedance values associated with T (Ni1)
and T (Ni2) on the TDC, and subtracting the difference following Equation 5.2b.
The above equations represent an expected temperature range on the TDC, which
correlates to a population threshold b that is exceeded over the expected temperature
range. Note that since the TPCs is this study are linear, the population threshold
b is compared to the maximum population at the lowest temperature, which occurs
at P (E) = 100%. If the TPCs were parabolic as discussed in Appendix A.3.5, two
occurrences of Nij would exist along the curve, and would be use to solve for P (Ni ≥
b). Using a generated PHDC, the value P (Ni ≥ b), which is an expected population
value, corresponds to an individual P (E). Moving forward, the population value
associated with P (Nij ≥ b) will be referred to as Λ in future equations. A graphical










Figure 5.3: Graphical representation of the creation of a population habitat duration curve
(PHDC) from a a) thermal performance curve and b) temperature duration curve is shown,
following Equations 5.2a and 5.2b. To find the P (E) value associated with a given population
threshold b, the probability of being between the temperature range T (Ni1) and T (Ni2)
corresponding to Ni1 (maximum population in the case of the linear TPC in this chapter) and Ni2
(threshold population value) is found by solving Equations 5.2a and 5.2b. In this example, the
population value b = 150 is met or exceeded approximately 65% of the time (P (Nij ≥ 150) = 0.65,
or 65%).
PHDCs graphically demonstrate the probability of exceedance for population val-
ues, such that at a given P (E) value, the population is expected to be equivalent
or greater than the corresponding population value. Since the temperature range of
TPCs in this study is smaller than the total temperature range of the TDCs, the
PHDCs reflect a probability of exceedance value above which the population is ex-
pected to be zero. Defining habitat-related thresholds is consistent with past work
on HDC conceptualizations (e.g., Capra et. al. [191]). Refer to Section 5.1.3 and
Appendix A.3.5 for more on TPCs.
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5.1.5 Valuation of Fish Species and Populations
Using benefits transfer methodology, the monetary valuation of fish species from
other studies is applied to this work. One method to assess fish economically is using
the replacement cost per individual, for example as assessed via fish kill studies.
While recreational use and consumptive use studies provide insight into the use
value of fish, replacement cost can be chosen to represent the cost to replace an
endemic individual with one grown at a hatchery. Predicated upon the idea that
power plants can have a direct effect on fish mortality, replacing fish from affected
populations is a direct indicator of the potentially minimum possible environmental
damages associated with thermal pollution (replacement cost is not always the lowest
cost, particularly with invasive species, etc.). Southwick & Lotfus [144] present a
thorough catalog of fish replacement cost, by species/family and U.S. region.
Willingness to pay (WTP) is another method by which the value of fish can be
identified. Johnston et al. [146] completed a meta-analysis of WTP values for a
range of recreational fishes, and found that the average WTP per fish was $22.57
(converted to 2017 dollars), with a range of $0.06 to $822.36. Their work focused on
the WTP for catching one more fish, essentially the marginal value a fish. From an
angling use value, bass rank first in overall appeal [192] in terms of popular freshwater
sport fishes in the United States. Further investigation of the Johnston et al. [146]
meta-analysis reveals that the higher WTP values are assigned to species of special
concern, such as Atlantic Salmon. For this study, the average WTP as found in
Johnston et al. [146] was utilized, with sensitivity analysis completed over a range
of replacement cost and WTP values. A comparison of replacement cost and WTP
values for select species found in the Ohio River is presented in Table 5.1.
The total population value follows Equation 5.3a, which can be down-scaled to a
species level for a more species-specific assessment under a given temperature con-
dition using Equation 5.3b. In this study, a holistic population value is assessed via
a sensitivity analysis on price per individual, with the range in value per individual
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fish assessed at the minimum and maximum value as presented in Table 5.1.





where FVij is the monetary value of population i under condition j in $, Λ is the total
population i under condition j, where Λ is defined in Section 5.1.4 and j is defined
in Section 5.1.3, Ri is the replacement cost/WTP of population i per individual as
defined in Table 5.1, Ki is the non-use value of population i, and n is the total number
of populations of interest (one in this analysis, fish). As discussed in Section 5.3.2,
i could represent specific species that sum to a total population value if a species-
specific assessment is of interest. Due to the difficulty in identifying site-specific,
non-use values of individual fish species, the Ki term is neglected in the calculations
presented here, but included in the equation for clarity and use in future applications
(see Section 5.3). Following Equation 5.3b, the summation of all FVij values for a
given PHDC probability of exceedance value produces the community-level monetary
value of all populations (mussels, fish, etc.) under condition j.
Table 5.1: Replacement cost values and willingness to pay (WTP) values are presented for four
fishes known to exist at the Shawnee Fossil Plant. Replacement cost values per individual are
reported as the range found in Southwick & Lotfus [144]. WTP values are reported as the range
found in Johnston et al. [146]. For catfish and carp, no species was specified in Johnston et al.
[146], thus the ranges from Southwick & Lotfus [144] include all species of catfish and carp.
Additionally, only a single value was reported in Johnston et al. [146] for catfish and carp. Values









0.07 - 3.50 0.53 - 6.89 0.18 - 2.04 0.12 - 16.76
Willingness
to Pay ($)
2.99 - 42.92 18.39 - 36.88 1.05 1.88
To generate a dollar value for a given population of fish, the minimum and max-
imum value, as found in Table 5.1 was used to complete a sensitivity analysis. The
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average WTP reported by Johnston et al. [146] was used as the average value for the
population found at the SFP in the absence of more species and community specific
data. In a broader context, the use of a resource and the value of using that resource
are important factors in valuing fisheries, particularly in light of sustainable manage-
ment practices [193]. In a study by Gentner & Bur [194], they note that commercial
and recreational per-fish values can differ, further complicating the desire to define
fish by a single use value. Recreational value, as discussed in Johnston et al. [146],
can include expenditures on travel and equipment used by fishermen as well as the
desirability of the fish and local fishing conditions (see Section 5.3). In this study,
both replacement cost and WTP were included, but it is acknowledged that other
valuations exist.
5.1.6 Power Plant Generation and Discharge Temperature
Assuming all other operational conditions remain the same, power plant cooling
water thermodynamics are governed by a mass and energy balance following Equation
5.4.
QH2O = ṁC∆T (5.4)
where QH2O [kJ/hr] is the heat rate, ṁ [kg/hr] is the discharge flow rate, C [kJ/kg
°C] is the specific heat of water, and ∆T [°C] is the temperature differential between
intake and effluent. The overall power plant thermal efficiency for a coal-fired power
plant is tied to the heat loss through cooling water and heat loss to air through the
exhaust (see Urieli [195] and Mart́ın [196] for thorough power plant thermodynamics
discussions). Using Equation 5.4, and a constant power plant efficiency, the trade-
off between cooling water flow rate and cooling water discharge temperature (e.g.,
thermal pollution ∆T ) was determined. The tradeoff equation is simplified here, but
work by others such as Cook et al. [197] and Koch & Vögele [198] follow a similar,
though much more precise, thermodynamic balance.
The operational efficiency of the SFP was assumed to be 33% (η = 0.33), which
is consistent with average EIA reported efficiency (via average operating heat rate)
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for coal-fired power plants [199]. Further examination of EIA form 923 data for the
SFP shows variability monthly (post 2010) and annually (prior to 2010) in terms of
efficiency, thus a static efficiency is used to represent average conditions. Note that
for this analysis, efficiency and operational conditions are held constant and assumed
to be the average operating conditions for a summer season. In reality, efficiency,
water flow rates, and generation fluctuate. Typically, heat rates are used to solve for
efficiency such that the total fuel input of coal (QTotal) is divided between electricity
generation (QGen), and losses to condenser cooling water (QH2O) and flue gas (QAir)
following equation 5.5 and Figure 5.4.
QTotal = QGen +QH2O +QAir (5.5)










Figure 5.4: The relationship between QTotal, QGen, QH2O, and QAir is shown. Variables match
those described in Equations 5.4 and 5.5. In this work, ∆T was the variable of interest, and ṁ




, is assumed to remain constant at 33%. Temperature is denoted to match Figure 2.1.
To validate the efficiency assumptions and solve for the relative percentage of heat
load parsed between QAir and QH2O, data from Mart́ın [196] and Grubert et al. [200]
were used. Energy (heat) losses via flue gas to the air (QAir), while non-negligible,
are roughly one-sixth the heat loss via condenser cooling water (QH2O) (see Figure
1 in Grubert et al. [200]). Comparing heat rate values for coal-fired power plants,
a 10% heat rate loss via air (and other small losses) was assumed for the SFP.
Comparing heat rate losses to water, a loss of 57% is assumed for the SFP. Heat
rate values in units of kJ/kWh are presented in Table 5.2. While the kJ/kWh heat
rates remain essentially constant during operation, the electricity production in kWh
can change. It is this fixed generation, water, and air relationship that is used to
determine the loss in electricity generation from shifting ∆T while holding discharge
69
flow rate constant.
Table 5.2: Assumed energy flows and relative proportion of energy flows for the Shawnee Fossil
Plant based on literature values [196, 200]. Numbers are rounded.




) 10,900 3600 6210 1090
Percentage of Total Heat Rate (%) 100 33 57 10
In order to solve for changes in ∆T while holding the flow rate ṁ constant, Equa-
tion 5.4 following Mart́ın [196] was used. Generation was calculated for the summer
season, defined by the EIA as April through September (e.g., one half of a full year).
More precise month to month or even weekly calculations could be completed given
appropriate data availability.
Using EIA reported data on discharge flow rate ṁ (kg/hr) and ∆T as discussed
in Section 5.1.1, the expected summer losses of electricity generation when ∆T is
reduced (RC) was calculated, as indicated by a shift in the TDC for the SFP. A
1.1 °C shift in ∆T was chosen, as 1.0 °C is the point at which some species react
to temperature shifts [99]. To shift a TDC, the shift is applied to post-CORMIX
data during curve fit analysis. As presented in Chapter 3 Figures 3.4, 3.5, and 3.6,
the years of available data generated similar plume shapes and temperature decay,
with even spread among shapes and sizes. To reduce computational complexity, any
changes to plume mixing mechanics as a result of reducing ∆T at the power plant
scale are assumed to be within the bounds of uncertainty previously presented. As
such, shifting the TDC by incremental temperature values while still capturing a pre-
dicted shift in TDCs, and resultant PHDCs, is possible without the need to replicate
CORMIX prediction files to generate new plume mixing characteristics. Addition-
ally, 2D averaged downstream cross-sections are utilized to produce a TDC for a
1000 m river section (see Chapter 4 for TDC methods), thus any greater accuracy
provided by completing additional CORMIX runs would potentially be negated in
the distance-averaged creation of the TDCs. Average SFP data for 26 years was used
to calculate QGen, and uncertainty is reported as the a range using the SEM on the
70
26 years of generation data, with resulting QGen values.
5.1.7 Valuation of Power Plant Generation
To determine the estimated revenue a power plant makes from producing one
MWh of electricity, the wholesale price of electricity ($/MWh) less the marginal
cost of that same MWh was used. The economic loss expected when a power plant
reduces their MWh output was found following Equation 5.6. In this chapter, the
expected summer losses in revenue from decreasing the ∆T associated with thermal
effluent, when all other operational conditions were held constant was found.
PVj = Gj(W −M) (5.6)
where PVj is the monetary value of generation under conditions j in $, Gj is the
generation in MWh of under conditions j, W is the wholesale price of electricity in
$/MWh, and M is the marginal cost of electricity in $/MWh.
The wholesale summer (April-September) 2017 price of electricity, as reported
by the Intercontinental Exchange (ICE) for the hub closest to the SFP within the
Midwest region, averaged $38.56 per MWh, with a range of $27.00 to $81.75 per
MWh (weighted-average values) [151]. The SEM for weighted-average values over
the summer season was $1.44, and was used to generate upper and lower uncertainty
bounds on the expected wholesale price of electricity. Using National Renewable
Energy Laboratory data for 2017 [201], the range in fuel costs for coal-fired power
plants were $20 to $25 per MWh, and the variable operations and maintenance costs
were $5 to $9 per MWh. These numbers bring the total range (e.g., uncertainty) in
marginal cost for coal-fired electricity generation to $25 to $34 per MWh (average
$29.50 per MWh). Though variation exists in regional pricing, specific generator op-
erations, etc., using $38.56 per MWh wholesale price, and $29.50 per MWh marginal
cost, the SFP’s revenue is estimated to be $9.06 per MWh under average conditions
for a summer season using 2017 price data. Using the SEM, the range in revenue
is $3.12 to $15.00 per MWh. To calculate the expected loss in revenue from a de-
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crease in ∆T , the lost generation in MWh was multiplied by the expected revenue
price of $9.06 per MWh. Electricity prices are dependent on demand, environmental
factors, and more, but overall, the expected revenue is likely to stay closer to the
expected average as opposed to the extremes for a baseload coal-fired power plant.
Additionally, electricity dispatch is optimized to help stabilize cost and price trends
while maintaining efficient electricity supply to the grid [148].
5.2 Results
Following Equations 5.2a and 5.2b using population versus temperature curves
(modeled after TPCs, see Figure 5.2) and TDCs (see Figure 5.1), PHDCs were pro-
duced (see Figure 5.5) for fish located near the SFP on the Ohio River. Three
temperature conditions (AC, PC, RC) as defined in Section 5.1.3 were analyzed.
The area under the PHDC corresponds to the total expected availability of temper-
ature as a resource over the entire summer season, also known as a weighted usable
area (WUA). Integration of PHDCs is a valid method of quantifying the impact of
different conditions [131]. Comparison of the change in area under the curve shows
the relative loss or gain in temperature as a resource for the population of interest,
following WUA literature. Temperature is a resource within the waterway [173], as
also discussed in Section 3.3. Following water quality index duration curves [124],
the PHDCs also demonstrate the probability of exceedance for a given population
value.
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Figure 5.5: Population habitat duration curves (PHDCs) demonstrating the relationship
between population and probability of exceedance under AC (ambient), PC (∆T = 6.9 °C), and
RC (∆T = 5.8 °C). Population corresponds to total fish expected at the location of the Shawnee
Fossil Plant based on meta-analysis of population and temperature data from EPRI. The area
under each curve corresponds to the weighted usable area (WUA) with temperature as the habitat
resource. P (E) values are presented as percentages, analogous to time during the summer season.
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5.2.1 Population Habitat Duration Curves
The area under the PHDCs represents the relative availability of temperature
within the waterway under ambient (AC), plume (PC), and thermally reduced (RC)
conditions. Comparison of the PHDCs under AC and PC demonstrates that the
available thermal resource (temperature), or usable habitat area as defined by pop-
ulation, is reduced such that approximately 31% of thermal resources become un-
available under plume conditions as compared to ambient river conditions. When
the thermal pollution in the plume is reduced by 1.1 °C by reducing ∆T under RC,
approximately 22% of thermal resources become unavailable as compared to ambient
conditions in this analysis.
Visual comparison of the different PHDCs highlights the shift in temperature both
with respect to a decreased range in relation to the TPC, and overall decrease in re-
source availability. This resource reduction is due to the compression of temperature
availability over the temperature range of the fish community under thermal pollu-
tion conditions as shown in the PC and RC TDCs.
5.2.2 Comparison of Population Values Under Different Thermal
Conditions
As shown in Figure 5.5, plume conditions drastically reduce the availability of
optimal temperature conditions (a resource in the waterway). To make specific
cross-species comparisons of expected populations, individual TPCs would need to
be analyzed (see Appendix A.3). To plot the PHDCs, each population threshold on
the TPC is associated with a temperature range on the associated TDCs. Following
Section 5.1.4, Figure 5.5 was generated. Expected population values for economic
analysis use a P (E) value of 50%. The P (E) value could be selected by biologists to
provide a minimum viable population (MVP), particularly if timing of temperature
extremes and other environmental disturbances are known. A study by Vélez-Espino
and Koops [202] found that the mean MVP for many freshwater fish species was 272
adults. Although in this analysis, the total population level drops to 0 at a P (E) of
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100% due to the shape of the TPCs, it is assumed that avoidance by the individual
fish will be employed as a coping strategy during brief temperature extremes, though
temperature still has a large impact on the overall and long-term fish community
(see Sections 3.3 and 5.3). Additionally, the EPRI data used for the meta-analysis
do not necessarily reflect total populations, but are indicative of population and
temperature trends (see Sections 5.1.2 and 5.1.3 and Appendix A.3). A P (E) value
of 50% was selected for method demonstration purposes, but any P (E) of interest
could be selected for regulatory frameworks (refer to Section 5.3).
While under different sets of environmental conditions the population of fish could
increase or decrease, it is assumed that the PHDCs presented in Figure 5.5 are
indicative of a typical summer season. The WUA is a comparative metric for the
temperature conditions for fish population over the summer season in the given river
reach. Under ambient conditions, the expected population is at least 175 individuals
for 50% of the season (where P (E) is a proxy for the time in a season). Under plume
conditions (∆T = 6.9 °C), the expected populations at the same P (E) declines to 119
individuals. Decreasing the plume ∆T by 1.1 °C under thermally reduced conditions
(∆T = 5.8 °C), the expected population is 134 individuals. Ranges were found when
all uncertainty conditions were applied on the population data (using SE) and TDCs
(using SEM), and are reported in Table 5.3. Note that large seasonal abundances
of fish within river reaches can be indicative of episodic events [142], thus using
data collected over several years without young-of-year (YOY) populations provides
a more stable indicator of expected community population conditions (see Appendix
A.3.3 for more on YOY).
5.2.3 Economic Valuation of Fish via PHDCs
Under ambient conditions, the expected fish population has a higher number of
individuals, and correspondingly has a higher economic value. Using the average
WTP of $22.57, the population has a value of $3,950 under ambient water conditions.
When thermal pollution from the power plant is assessed, the population decreases,
and has a value of $2,686. If the SFP reduces thermal pollution by 1.1 °C under
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thermally reduced conditions, the fish population increases in value compared to
expected thermal pollution conditions with a value of $3,024. A summary of values
with uncertainty ranges is presented in Table 5.3. The range in expected population
monetary value applies all uncertainty conditions, including the range in replacement
cost and WTP as found in Table 5.1, and uncertainty ranges associated with Figure
5.5.
5.2.4 Economic Valuation of Power Generation
Th expected electricity generation over the summer season for the SFP, follow-
ing the methods presented in Section 5.1.6, averaged 3.76 MMWh under plume
conditions. When the ∆T was reduced by 1.1 °C under thermally reduced con-
ditions, holding all other operational conditions constant including cooling water
withdrawal/discharge rate, the expected generation was 3.16 MMWh. This change
reflects a 16% reduction in electricity generation under thermally constrained op-
erating conditions. Solving for summer revenue via Equation 5.6, the revenue of
$34,054,000 is reduced to $28,604,000 when the ∆T is reduced by 1.1 °C. This trans-
lates to a loss of $5,450,000 under thermally constrained conditions. A comparison
of generation and revenue, with uncertainty bounds, is found in Table 5.3.
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Table 5.3: SFP expected generation and expected revenue under expected operating conditions
(PC) and thermally constrained conditions (RC). Expected fish population (at P (E) = 50%) and
value under PC, RC, and ambient conditions (AC). All monetary values presented are in 2017
dollars. Numbers in parentheses indicate the total range when all uncertainty combinations are
applied.
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Ambient river conditions (AC) and thermoelectric power plant plume conditions
(PC) that cause thermal pollution are compared for a population of fish using pop-
ulation habitat duration curves (PHDCs). For the plume conditions, empirical data
were analyzed for normal operating conditions (∆T = 6.9 °C,), and the analysis was
repeated under thermally constrained conditions (RC) where the average ∆T was
reduced by 1.1 °C (∆T = 5.8 °C). PHDCs visually and mathematically demonstrate
the availability of thermal resources (water temperature) in waterways using adapted
thermal performance curves (TPCs) and temperature duration curves (TDCs). The
Shawnee Fossil Plant (SFP) on the Ohio River was used as a demonstration site
for the TDCs necessary for PHDC creation. In this analysis, roughly 31% of the
temperature resource becomes unavailable under plume conditions as compared to
ambient conditions. Even when the thermal pollution from the SFP was reduced by
1.1 °C under thermally reduced conditions, 22% of the temperature resource is still
unavailable as compared to ambient conditions.
With river warming likely under climate change scenarios, fish species, particu-
larly those species with lower temperature preferences, will likely be affected [203].
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Temperature shifts, and thus changes in habitat, can cause shifts in population distri-
butions [204]. Reductions in usable habitat space can have similar effects like changes
in biodiversity and food web structures [105]. Changes in population could lead to
localized and regional disruptions in diversity and dominance patterns, as evidenced
in a climate change study by Daufresne & Boët [205]. Henley [206] calls for strategic
planning in the Ohio River, particularly in the monitoring of fish populations, and
PHDCs could aid in such efforts. Extending beyond examining communities as a
whole, PHDCs could be used to assess different life stages of the same species. In
life-stage assessments, care should be taken in using the appropriate months and
data to distinguish spawning fish, juvenile fish, and adult fish [207].
This analysis involves a baseload, coal-fired power plant on a large river, but the
method applies to other situations. Under different power plant conditions, the
reduction in thermal resources could become larger, particularly if a power plant
operates using a larger ∆T value (difference between intake and discharge cooling
water temperature). As the temperature differential is a large factor in the form of
a TDC (see Chapter 4), the operational conditions of a power plant are expected
to largely influence the produced PHDC. Increasingly, engineers are being asked
to make waterway conservation and improvement recommendations for a variety of
issues including fish passage and maintaining habitat [124]. Tools like PHDCs could
be used in tandem with TDCs to conduct site- and species- specific investigations of
the affects of thermal pollution in waterways as a way to predict and monitor such
population and diversity changes.
It is important to note that WUAs, while respected by many and used by the U.S.
Fish and Wildlife Service as a comparative metric for habitat availability [208], do
not present a direct correlation between fish biomass and habitat suitability [209].
The discrepancy can be attributed in large part to the typical derivation of WUAs
from multiple habitat metrics simultaneously (e.g., depth, velocity, temperature,
and flow), where all metrics are given equal weight [209]. In some cases, all habitat
metrics are given a relative 0 to 1 weighting (see Bovee [131]), such that the TPCs
presented in this chapter would present temperature as a variable against which a
scale of 0 to 1 were plotted for “suitability.” In this study, the relationship between
78
number of individuals (population) and temperature was isolated to avoid arbitrary
weighting of habitat variables that would, in nature, not interact in equal weight. As
temperature is noted as a large factor in species’ response to habitat [99, 101, 102],
the use of WUAs is justified in this study. Furthermore, Rüger et al. [210] note that
habitat suitability studies are useful for ecological impact assessments, and can aid
in water management frameworks.
5.3.1 Temperature as a Resource in Regulatory Frameworks
In planning and management applications, particularly concerning species popula-
tions and diversity, PHDCs can serve as a useful tool to assess the relative availability
of temperature as a resource. Not only can different conditions be compared among
a population, but cross-species comparisons can also be assessed, particularly when
critical assessment species-specific TPCs is made. Because temperature has been
shown to be one of the most important factors influencing fish behavior and abun-
dance [211], using PHDCs as a measure of thermal resources to indicate the likelihood
of finding fish species is useful. Furthermore, PHDCs using temperature as a resource
could be coupled with PHDCs using flow (discharge) to provide insight into projected
impacts of droughts and climate change scenarios. Pools, when available under low
to adequate flow conditions, serve as thermal refuge for fish species in times of severe
temperature conditions [212]. Considering water flow to be a resource in the same
manner as temperature, PHDCs could be used to compare both resources individu-
ally, with the combined results indicative of overall habitat conditions. Bovee [131]
presents methods to combine stream metrics of interest with WUAs to provide more
holistic water quality assessments. With climate change, both water temperature
and flow are likely to be affected [213, 214], and with environmental change, altered
species distribution and abundance patterns are expected [188]. Simultaneous con-
sideration of the effects of temperature and flow on fish species has been the focus
of prior work, such as by Wenger et al. [215]. In this work, flow is used as an input
to CORMIX to generate TDCs and, therefore, the combined effects of flow and tem-
perature cannot be fully uncoupled. The comparative extension of PHDCs, beyond
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isolating temperature as the only resource over which fish compete, is proposed.
In a study of the Northeastern United States, Stewart et al. [23] found that al-
most 30% of thermoelectric power plant generated heat ends up in rivers, further
demonstrating the need for adaptable tools to assess thermal pollution in riverine
ecosystems. While direct quantification of the risk of exceeding species’ thermal
preferences is valuable (see Chapter 3), PHDCs refocus decision-making on tempera-
ture as a relative resource within waterways. As described by Milhous [207], habitat
time series analyses are principally used for water management decisions. Instead of
addressing fish under varying flow regimes, the temperature-based PHDCs could ad-
dress varying temperature regimes, particularly in regards to changing cooling water
flow rates and temperatures. Variability in a TDC will produce variability in the
resultant PHDC, and scenarios of power plant effluent could be compared against
the relative loss or gain in thermal resources such as is demonstrated in this work.
Increasing power plant cooling water flow rates can decrease the thermal impact on
rivers from power plant effluent following thermodynamics as shown in Equation 5.4,
which could prove to be a useful tradeoff depending on future climate change sce-
narios in regards to water temperature [20]. However, water scarcity concerns might
reduce the amount of water available for cooling purposes [216, 217], negating the po-
tential temperature/flow rate tradeoff. Nevertheless, PHDCs could provide a useful
comparison of such tradeoffs in adapting to climate change concerning thermoelectric
power plants.
In regulatory settings, temperature as a resource could serve as a useful metric
by which planning and management could be complemented. Regulations aimed at
protecting aquatic species, such as the CWA §316(a), could use PHDCs to provide
comparable metrics for population levels. For example, populations of fish are known
to be mobile, and thermal avoidance of adverse temperature conditions can occur. As
discussed in Section 3.3, temperature is a resource over which species will compete,
and temperature is an appropriate indicator of relative species abundances. Metrics
for balancing thermoelectric power plant thermal pollution with desired populations
of indigenous or endangered species could come in a form such as “an expected pop-
ulation of 300 individuals for no less than 35% of a season,” for example. Such
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population levels could be used to determine MVPs, or correlate to the number of
adults necessary for successful reproduction. Likewise, the WUA for PHDCs could
complement similar frameworks such that the desired WUA, analogous to the avail-
ability of temperature, is reduced by no more than a certain percentage. Regulatory
mixing zones (RMZ) are commonly described as varied and plentiful in terms of how
they are defined and measured. Incorportating TDCs and PHDCs into the analysis
of a “protection and propopgation of balanced and indigenous populations,” as is
required by NPDES thermal variance permits, could be beneficial. It is important
to note that the consideration of fish populations as static or instantaneous num-
bers during a season is not ideal, as current population levels are dependent on both
past and present habitat conditions [184]. Future use of PHDCs could include more
targeted timing analysis of temperature (intensity and duration of localized thresh-
olds throughout a season) following the general framework outlined by Capra et. al.
[191].
5.3.2 Economic Tradeoff Analysis
In this chapter, a tradeoff analysis of the revenue from electricity generation and
the direct monetary value of the aquatic ecosystem via the value of fish populations
was completed. By calculating expected loss and gain in dollars, the tradeoff analy-
sis has been framed in equivalent terms. Oftentimes, ecosystem services are used as
the accounting unit in environmental economics and policy, but ecosystem services
can be difficult to adequately value [135]. Note that in this analysis, attention is
called to both the replacement cost and willingness to pay (WTP) for fish (using a
range of species) within a complex river ecosystem, thus potentially undervaluing the
holistic ecosystem services of the Ohio River at the Shawnee Fossil Plant. In terms
of using replacement cost, a study by Strange et al. [218] compared the restocking
value, via replacement cost using hatcheries data, of fish lost due to entrainment
and impingement with that of equivalent habitat restoration for the same size of fish
population loss (termed the habitat-based replacement cost method, HRC). Strange
et al. [218] asserts that simply restocking lost fish every year is not ecologically
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equivalent to maintaining natural populations (e.g., restocking versus allowing natu-
ral reproduction of the natural population). Strange et al. [218] found that the cost
to replace a community of fish was on the order of $200,000 dollars, but to conserve
and replace the necessary habitat space to prevent the loss of fish cost on the order
of $25,000,000. Additionally, natural fish populations include unique diversity and
richness relationships at the community level that might not otherwise be available
from hatcheries fish (e.g., not all wild species are grown in hatcheries) [218].
News reports discuss the failings of hatchery-raised fish to provide equivalently
adapted fish as replacements in natural ecosystems [219]. News articles also vary
widely in reported monetary damages to fish populations as a result of thermal
pollution or other pollution (e.g., chemical) events. For example, one news report
valued a fish kill in Iowa at $8,000 for 53,500 fish [220], while another article for Iowa
valued 58,000 fish at just over $10,000,000 [221]. Thus a large range in value exists
for fish kills of the same size within the same state. The infamous 2009 Black River
fish kill, in which an estimated 218,000 fish died as a result of manure pollution,
resulted in a $75,000 fine to the farm deemed responsible for the incident [222].
Variation in estimated damages in news reports comes from the type of fish killed,
and the methods/data used for valuation (e.g., replacement cost versus habitat-
based replacement cost versus WTP). In the analysis presented in this chapter, using
the average WTP alone does not necessarily account for the cost associated with
maintaining natural fish stock, and thus the numbers presented could be undervaluing
the fish population with regards to habitat conservation.
The direct dollars to dollars comparison of electricity generation and fish pop-
ulations can aid in future ecosystem services studies, and particularly in fish kill
assessments. For example, the Natural Resources Defense Council has placed an
annual damage pricetag of $30 million on fish kills at the Bay Shore Power Plant lo-
cated on Lake Erie [223]. The economic valuation, completed by Gentner Consulting
Group, utilized fisheries data and benefits transfer methodology to monetarily assess
the damages from impingement and entrainment at the Bay Shore facility [194]. As
such, there is precedent for this current economic valuation study, and the economic
comparison of power plants and the associated damages to fisheries. This work adds
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to the literature by developing a tool, specifically PHDCs via TPCs and TDCs, to
assess expected populations changes as a result of changing thermal pollution.
The PHDC method is demonstrated for a fish population at the SFP location in
the Ohio River. To accurately scale the economic damages by species from thermal
pollution, a full understanding of all the species present, and their respective popula-
tion estimates and monetary value, would be necessary. Species-specific population
information is available in the ORERP studies conducted by EPRI, but this work fo-
cuses on the total fish community to demonstrate the PHDC method. For reference,
an impingement study at power plants along the Ohio River indicated that millions
of individuals are impinged on intake structures yearly [224]. Such large numbers
indicate that many fishes are affected by power plants every year, and population
scaling might be necessary when using the EPRI data set.
For the fish population at the SFP, the loss in revenue from reduced electricity
generation (PVPC - PVRC) was compared to the gain in population i value (FVi,RC
- FVi,PC) when the SFP thermal pollution was reduced by 1.1 °C. Using the average
values from Table 5.3, the reduction in thermal pollution, assuming all other opera-
tional conditions remain the same, translates to a $5,450,000 loss in revenue for the
SFP for the summer season. This same reduction in thermal pollution translates to
a meager $338 gain in the value of the fish population. Strictly by the numbers, the
monetary loss in electricity generation is several orders of magnitude higher than the
monetary gain in fish populations. Keeping in mind that the average WTP was used
in this work, a cursory extrapolation in which species of special interest exist at the
SFP, with a maximum WTP value of $822.36 as reported in Johnston et al. [146],
the loss becomes $12,335. This extrapolated value does not take into account the
variation in fish value across species, nor is it based on the HRC value as discussed
in Strange et al. [218]. As another point of discussion, any invasive species in the
system would have an associated negative value in the model (e.g., money is spent
attempting to remove invasives), thus making the term Ri negative in Equation 5.3a.
Changing the value of Ri demonstrates the sensitivity of the holistic value of a popu-
lation based on the assumed price per individual, as demonstrated by various prices
presented in news articles.
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When put into context of the entire Ohio River aquatic community (e.g., more
than just fishes), the change in economic value of the aquatic community might
approach that of electricity generation. What is presented in this chapter is a way
to value populations monetarily, using a meta-analysis of fish population dependent
on temperature conditions as expressed in TPCs. Future calculations could include
any known habitat-based replacement cost method values, following the suggestions
of Strange et al. [218].
By assessing the tradeoff at the population level (e.g., isolating temperature and
population), monetary assessment of ecosystems in which keystone, endangered,
and/or commercially important species are present could be completed. Tools that
support management and conservation efforts are important now more than ever as
conservation needs grow while resources decline [225]. Using PHDCs, both direct
and indirect damage to aquatic communities could be quantified, given adequate
data, to give a more complete picture for species conservation efforts. In the study
by Gentner & Bur [194], the authors analyzed not only the predator fish species of
interest, but also quantified the loss in prey species that would otherwise be available
to support Walleye, a fish critical to Lake Erie recreational fisheries. Similar to the
approach presented here, Gentner & Bur [194] do not include non-use values of fish.
Inclusion of such data in this study could increase the total economic value of fish,
further enhancing the economic tradeoff analysis. Additionally, the methods pre-
sented in this chapter are for a 1000 m downstream section of river, assuming plume
or ambient conditions. As discussed in Section 3.3, even small-scale changes within a
waterway can affect the remainder of the waterbody. If the thermal plume associated
with the SFP causes fish to leave the system within the entire river channel, with
the effects extending beyond the 1000 m downstream distance, then the economic
loss to the system from thermal pollution would be greater than expressed in Section
5.2.3. In locations where fish populations are larger or more valuable (e.g., Lake Erie
Yellow Perch), and/or power plant produced thermal pollution is greater (see TDCs
for scenarios 2 and 5 in Chapter 4), the monetary damages might approach the same
order of magnitude as power generation revenue loss.
The methods presented in this chapter are offered as a tool for use in power plant
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retrofit cost-benefit analyses. Much like the analysis presented by Gentner & Bur
[194], study of the cost associated with retrofitting a open-loop power plant with a
cooling tower and/or pond could be balanced with the expected economic gain in
nearby fish (or other) populations. In such an analysis, the TDC would shift based on
the amount of avoided thermal pollution (e.g., thermal pollution that does not reach
the river), but power plant thermodynamic operational conditions would remain the
same from a generation perspective. If it is assumed that generation remains the
same, the economic value of the local fish (or other) population would be increased
as compared to open-loop plume conditions, at the expense of the capital cost to
retrofit. Such analyses would be useful for power plants looking to update to the
“best available technology” to meet the CWA cooling technology guidelines. Such
analyses are reserved for future work.
The tradeoff between power generation, with potentially several orders of magni-
tude greater revenue as compared to equivalent fish population loss, highlights why
regulations, such as the CWA §316(a), are necessary. If left to market devices alone,
power plants would have little to no incentive to monitor or reduce thermal pollu-
tion in waterways. Regulations that protect aquatic life are typically enacted with
a holistic ecosystem view in mind, as opposed to discrete monetization of individ-
ual species or communities. In fields such as ecosystem services (refer to Section
2.7), the value of an ecosystem as a whole is greater than the sum of the parts.
Furthermore, regulations have been shown to boost the economy. A study of 10
years of federal regulations showed that the net benefits of environmental regulation
outweighed the implementation costs and associated fines to industry [226]. Addi-
tionally, regulations can serve as the drivers of efficiency and innovation [227], such
that more environmentally friendly technologies are created in order to meet/avoid
regulations. The valuation completed in this chapter provides a tool for analysis, and
a discussion point for future ecosystem valuations and regulatory decision-making.




6.1 Policy Applications of the Probabilistic Risk Assessment
Systems-level analyses will be vital as stakeholders work to balance tradeoffs within
the energy-water nexus [18]. In Chapter 3, a method of assessing and predicting
thermal pollution within aquatic ecosystems as a 2D risk space is proposed, and sheds
light on the potential inadequacies of blanket temperature regulations imposed on
power plants in incorporating biology into the energy-water nexus. Warming caused
by thermoelectric power plant effluent could have impacts similar to those expected
from climate change within aquatic ecosystems. Furthermore, if known keystone
species are present within an aquatic ecosystem, the method could be applied directly
to those species to assess the potential risks they face from thermal pollution. It
is suggested that regulators work with biologists to identify the species within an
ecosystem that should be addressed using the methodology outlined in Chapter 3.
Based on the results of the methodology as applied at the Shawnee Fossil Plant,
“one-size-fits-all” policies might not adequately address the risk species face from
thermal pollution.
As a visual tool, the 2D probability risk spaces can be used to compare the change
in risk between species and downstream distances. For example, referring back to
Figure 3.7, the risk space at 31 m shows more spread at higher temperatures as
compared to the 2650 m cross-section. However, the risk is more concentrated around
low temperature values for the farther downstream distances. The risk space within
the wedge between ambient and plume conditions also shifts moving downstream,
the shift visible in Figure 3.7. Decision makers could use the visual depiction of risk
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as a way to communicate ecosystem policies to power plant operators and/or the
public.
The methodology presented in Chapter 3 could be used to explicitly address regu-
lations like the CWA §316(a). If, for example, a power plant collected hourly effluent
temperature data, then a daily assessment of the probability of exceeding the 32
°C EPA limit could be completed. Furthermore, the methodology could be used in
advance to conduct a scenario analysis such as for a predicted drought or heat wave.
Reducing thermal risk via temperature safety margins, such as the 3 °C margin men-
tioned in work by Davies et al. [228] on riparian shading in Australia, could also
be tested for effectiveness and locational specificity. If power plant operators and
decision makers understand the potential risks of an upcoming drought, solutions to
reduce the thermal pollution in the river could be discussed in advance. Work by
Lubega & Stillwell [67] demonstrates the usefulness of predicting power plant opera-
tions to maintain grid reliability during drought, and the method as presented here
could further enhance such analyses by adding the biologic component necessary for
environmental mitigation during drought.
In order to meet desired and/or regulated downstream river conditions, a power
plant can reduce the temperature of its effluent by increasing the flow rate of cool-
ing water; however, in some areas, cooling water flow rates are limited by existing
water rights laws. Further expanding the method, if daily or hourly power plant
operational data were available, aquatic populations at risk of exceeding their criti-
cal thermal maximum and/or surpassing lethal tolerance could be assessed with the
added element of time, where data time-steps serve as a proxy for exposure time to
elevated temperatures. Environmental mitigation of thermal pollution with respect
to species is likely to become paramount as warming trends continue in waterways.
Another important aspect of Chapter 3 highlights the relevance of the spatial
extent of thermal pollution. In a large river like the Ohio River, the heated plume
produced by the SFP did not laterally extend past 80% of the channel width in
any year, with many years not extending past 50% of the channel width. When
environmental and/or regulatory studies are conducted at power plant locations, the
placement within and across the water column will affect the results of the data
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collected. For example, if a boat were to assess fish populations at a distance 31
m downstream of the SFP and a lateral distance 20 m across the river channel
with respect to the shoreline attached plume, then the probability of finding White
Crappie would be much lower than if the same boat collected samples at a distance
1000 m across the channel at the same downstream distance of 31 m, where little
thermal pollution might be found. Thus, regulators and data collectors are suggested
to note the location and spread of thermal plumes for future studies of power plant
operations and adherence to NPDES permits.
Mobile fish species found within the Ohio River near the SFP were assessed using
the 2D risk space, but the same ideas presented could be applied to non-mobile sensi-
tive species of interest, such as mussels. For river-bed attached species, the placement
and resulting mixing profile of power plant effluent discharges might be of greater
importance since behavioral avoidance of thermal pollution is not an option. Thus,
the within-plume conditional risk, P (UTAL|Aplume), which varied greatly among the
three fish species, could be useful in studying non-mobile species.
6.2 Temperature Duration Curves as a Policy Tool
6.2.1 Regulatory Mixing Zones and Regulatory Permitting
There are many suggested methods to determine regulatory mixing zones as re-
ported in EPA documentation (see EPA [115] and EPA [117]). TDCs are one method
by which the thermal impacts from a power plant’s discharge can be identified and
used in the distinction of RMZs. Since this method for creating TDCs can be adapted
to any downstream distance, regulators could compare the TDCs for both inside and
outside of RMZs. As a more general policy tool, TDCs visually and mathematically
demonstrate the added thermal energy to a river, and can be used as a benchmark-
ing metric for site-specific thermal pollution analyses. Rather than setting a blanket
effluent temperature limit that is expected to be met regardless of waterway and
weather conditions, regulatory agencies could dictate TDC guidelines specific to wa-
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ter and/or temperature conditions. The guidelines could be in the form of a suggested
TDC for specific seasonal and/or downstream distances, or could be in the form of
reporting the added energy (via percent difference) in a waterway as compared to
a power plant’s baseline TDC. A study by Balletto et al. [229] on a power plant’s
cooling system retrofit mentions that final permitting required the expansion of bi-
ological monitoring to include thermal monitoring. TDCs could be used for thermal
monitoring at power plants considering or already undergoing a retrofit like in the
Balletto et al. [229] study. The adaptability and flexibility in creating TDCs based
on season, downstream distance of interest, and other site-specific considerations
supports creating tailored regulations.
Currently, EIA temperature data are recorded monthly, and the reported summer
temperature values are only a discrete snapshot of a continuous summer season for
power plants. TDCs using daily or hourly data would provide a more holistic picture
of the thermal pollution and associated waterway impacts from thermoelectric power
plants. If power plants created seasonal TDCs, in addition to weather forecasts and
expected electricity load predictions, operators could better understand the impacts
of changing ∆T values and/or flow rates, and be able to better estimate and predict
the impact of changing operational conditions beyond a simple effluent temperature
reading. TDCs could serve as a common metric for power plant operators and
regulatory agencies when temperature requirements are created or assessed.
Within-plume and ambient conditions can also be compared, as demonstrated in
the scenario analysis. By visually and mathmatically showing the exceedance prob-
ability for a temperature range (e.g., 50-130 °F) over a selected downstream distance
(e.g., 500 m), permit writers could demonstrate adherence to a defined RMZ and
the CWA §316(a). Similar to ecosurplus and ecodeficit (ecochange) metrics used for
FDCs as presented in Vogel et al. [230] and Gao et al. [231], the percent difference
between plume and ambient conditions provides an indication of how waterways are
affected by change, in this work by thermal pollution caused by power plants. TDCs
could be used in the granting/denial of NPDES thermal variances since TDCs repre-
sent the exceedance range for a set time of study. In Chapter 4, summer maxima over
roughly 25 years were used to represent summer extremes, but monthly, seasonal,
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or yearly data could be used to predict the number of days a temperature limit is
exceeded either within a plume or within a defined RMZ. Such information could be
used to interpret the duration, frequency, and intensity of exposure of aquatic species
to thermal pollution as is outlined in EPA regulatory frameworks [115, 117]. Bound-
ary delineation for a RMZ as expressed with TDCs would add transparency to the
process of creating RMZs, and also provide a straightforward metric for comparison
between power plants of different sizes and locations.
6.2.2 Reservoir Operations
An additional application of TDCs is for reservoir operations and management.
In light of climate change, studies on water availability and timing [232], and reser-
voir operations [233] are becoming increasingly important. Reservoir operations,
including temperature management, can have a large impact on aquatic species
[51, 234, 235]. Minimum flow constraints for reservoirs can be established to help
better control downstream temperatures while also meeting water supply planning
needs [236]. Past studies, such as by Carron et al. [236], have used flow and heat
transport models, and TDCs could be an additional tool to visualize and quantify
the temperature relationships found downstream of reservoirs. To modify the ap-
proach presented in this work, reservoir release temperatures and flow rates, and
downstream temperature and flow rates would be necessary, as well as an appro-
priate fluid mechanics model for reservoirs. The underlying mechanics of the TDCs
remain unchanged for use with reservoir planning and management. This approach
uses TDCs to assess thermal pollution where temperatures are higher than ambient,
but TDCs can be used to analyze potential cold-shock of aquatic species by reser-
voir releases as well. Furthermore, adaptable reservoir planning and risk assessment
in light of climate change are growing in need [237], particularly for species of im-
portance, like salmon [51, 238]. TDCs provide a visual and mathematical basis for
meeting permit and regulatory standards with adequate data and buy-in from power
plant or reservoir operators and regulatory agencies.
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6.3 Emission Taxes as an Economic Tool in the Tradeoff between
Electricity Generation and Fish Populations
Convincing power plants (or the large-scale companies that own them) to pay for
damages caused to local aquatic ecosystems from thermal pollution would be chal-
lenging. Even with an associated ecosystem services component and environmental
sustainability, what incentives do power plants have to reduce pollution? Likewise,
people have less incentive to reduce environmental damages in the present as the
social cost will be incurred by future generations [239]. In order to provide such in-
centives, a market approach might be necessary. Though regulatory standards were
favored prior to the 1970’s, a shift in thinking towards market-based approaches has
since occured [240]. In a market approach, economic variables become the incentive
to reduce pollution [241]. As such, value is assigned to an environmental aspect (in
this work, fish populations are used as a proxy for aquatic ecosystem sustainabil-
ity), and thus a price is assigned to environmental pollution. Though four types of
market-based instruments exist, a common one is the pollution charge, which falls
under the “polluter-pays principle” in economic theory [241].
A special type of pollution charge is the product charge (a Pigouvian tax), which
is essentially a unit charge on a good (e.g., electricity) from which the production
generates an externality (e.g., loss to fish populations from thermal pollution). An
alternative to a product charge is an emission charge. An emission charge is a
price per unit of pollution (e.g., temperature increase from thermal pollution), and
polluters thus cannot ignore the externalities of production, and are economically
incentivized to lower pollution emissions [239]. From an economic standpoint, if a
power plant is charged a certain tax per increase in temperature above ambient (∆T ),
then the power plant can choose to pay those taxes or invest in pollution abatement
strategies (e.g., a cooling tower), and thus it is on the power plant to choose the
efficient cooling technology. The regulatory agency designing and/or collecting the
tax could use the tax revenue to help restock fish populations near power plants that
choose to continue to operate under business-as-usual ∆T conditions. Transaction
costs would include things like increased need for regulatory reporting, and additional
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manpower and/or equipment to monitor (∆T ) in a more complete fashion than is
currently reported to the EIA. Using a tax, there is the potential for power plants
to pass through additional costs to consumers by increasing electricity prices.
An emission tax could be applied at the power plant level using tools presented
in this work such as temperature duration curves (see Chapter 4) or population
habitat duration curves for economic tradeoff analysis (see Chapter 5). A power
plant could be assessed for current ambient TDC and above ambient TDC conditions,
and a certain desired percentage change above ambient TDC conditions could be
taxed as an incentive to reduce thermal pollution. Alternatively, the value of local
aquatic populations could be assessed via the methods in Chapter 5, and a direct
tax that matches the loss in value of local fish populations could be assessed to
provide for restocking needs. This tax approach assumes a system with perfect
information. Additionally, productivity (e.g., electricity generation), even within
the United States, is widely dispersed between a range of power plants with unique
operating and localized conditions. When dealing with productivity dispersion, the
response to environmental taxes might differ greatly [240]. A tax, while effective at
internalizing the environmental damages of pollution to the company-level instead
of the damages being externalities, does increase the marginal cost of production in
an effort to induce abatement [240]. This is where market forces will interact such
that the marginal cost of electricity will become a driver of how much electricity is
produced, and by which producers (e.g., thermal polluters vs. non-thermal polluters).
The shift in production caused by a thermal pollution tax might be similar to how
other forces, such as fuel costs and air pollution externalities, effect the levelized cost
of electricity, especially from a policy perspective [242].
Following the economic assessment form of power plant retrofits by Stillwell &
Webber [243], a similar method of finding the expected retrofit costs (marginal abate-
ment cost in the case of a tax), could be applied. If assessed correctly, a thermal
pollution tax could be the nudge some open-loop power plants need to switch to
closed-loop cooling, or at least provide a revenue stream used to combat damages to
local aquatic ecosystems. As discussed in Section 5.3, using replacement cost alone,
or even willingness to pay, to monetarily value fish might result in undervaluing fish
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as an ecologic resource. To fully value the potential for technology (e.g., cooling
system) to minimize environmental damages to nearby ecosystems, a more in-depth
analysis using the habitat-based replacement cost method is needed [218], with such




Quantifying thermal pollution from thermoelectric power plants, and the associ-
ated risk and economic damages to aquatic ecosystems, is important for policy- and
decision-making settings. By quantifying thermal pollution in a way that incorpo-
rates biology into the energy-water nexus, engineers and scientists can more accu-
rately define and anticipate the impacts of open-loop cooling on sensitive aquatic
ecosystems. With tools like temperature duration curves, water resources planning
and management, particularly for the energy sector, are more easily integrated within
environmental policy frameworks. This work fills a gap in the literature, whereby
thermal pollution and risk assessment have been of a qualitative nature, and/or failed
to properly incorporate biology into decision-making frameworks.
7.1 Research Findings
This research was motivated by three main research tasks with associated ques-
tions, with the findings as stated below:
1. Assess the risk to aquatic species from power plant thermal effluent.
How does thermal pollution from thermoelectric power plant operations affect
aquatic ecosystem sustainability? How can the direct risk from thermoelectric
power plant thermal pollution to aquatic species be quantified, and how is such
quantification useful for decision-makers?
Using risk probability spaces, the results from Chapter 3 show that a large
spread exists in the probability of risk from thermoelectric power plants on
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aquatic ecosystems between different species. The results also show that what
is thermally tolerated by one species might not be tolerated by another. The
risk probability space methodology is demonstrated using the Shawnee Fossil
Plant on the Ohio River as a test case. As the Shawnee Fossil Plant has been
operating within their permitted heat rate limit of 8,000 MBTU/hr during all
25 years of data for the study (see Appendix A.1.6 for verification), the in-
creased probability of thermal risk faced by local species abides by thermal
regulations. That is, the power plant has followed thermal discharge regula-
tions for the 25 years of data analyzed, yet some aquatic species remain at
elevated risk. Blanket thermal limits set by the EPA might work well in some
specific locations and conditions, but might fail to protect endangered and en-
demic species in other situations. In particular, the lateral and longitudinal
extent of thermal pollution in relation to the size of the ambient river affects
the total probability of risk. A tradeoff between plume size and plume tem-
perature causes the similarity in risk at all six cross-sections as shown in the
results (see Figure A.1). As the plume temperature decreases, the size of the
plume increases, and this tradeoff provides a nearly consistent risk at all cross-
sections, though the risk can be attributed to plume temperature and plume
size differently at each cross-section (see Tables A.1 and A.3 in Appendix A.1).
The methodology presented in Chapter 3 can be used by both power plant op-
erators and environmental offices in assessing the probability of thermal risk to
aquatic species within mixing zones. Such probabilistic assessments can help
bridge the gap between fluid mixing models and aquatic ecosystem monitor-
ing within the context of power plant environmental regulation, mitigation of
environmental pollutants, and energy and water decision-making.
2. Integrate water resources and water temperature modeling into a
decision-aiding framework. How can temperature duration curves be used
in policy and regulatory frameworks?
Chapter 4 demonstrates the creation of distinct temperature duration curves
(TDCs) for three representative thermoelectric power plants on two different
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rivers via scenario analysis. The TDCs highlight that river size and power
plant discharge temperatures have the largest overall effect on the combined
river conditions as viewed by TDCriver. Uncertainty analysis using the stan-
dard error of the mean highlights that plume temperature has a larger impact
on TDCriver than does the plume areal extent. As such, tradeoffs in discharge
temperature and discharge flow rates could be analyzed using TDCs. Addition-
ally, TDCs emphasize the importance of location within the river in assessing
thermal pollution. TDCs can help with the delineation of regulatory mixing
zones and serve to provide a means of comparison in power plant thermal pollu-
tion studies and site-specific investigations. The adaptability of TDCs beyond
thermoelectric power plant analyses, such as with reservoir operations, demon-
strates the versatility of TDCs as a water resources planning and management
tool.
3. Quantify the value tradeoffs between power generation and aquatic
species. How can habitat duration curves and temperature duration curves be
adapted to represent and explain thermal pollution within an aquatic ecosystem?
What economic tradeoffs exist between electric power generation and ecosystem
damages?
Using a meta-analysis of fish population and temperature data, the creation and
application of population habitat duration curves (PHDCs) using the Shawnee
Fossil Plant on the Ohio River as a study site was demonstrated. In particular,
comparison of the relative availability of temperature as a resource between
ambient river conditions and two thermal effluent plume conditions, empirical
conditions from data where ∆T = 6.9 °C, and thermally reduced conditions
where ∆T = 5.8 °C, was presented. The results show that for the fish pop-
ulation, 31% of the temperature resource becomes unavailable under plume
conditions. For thermally reduced conditions representing a lower ∆T , 22% of
the temperature resource becomes unavailable. PHDCs demonstrate the effect
thermal pollution can have on aquatic populations. Using TDCs as proposed
in Chapter 4 and population versus temperature curves modeled after ther-
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mal performance curves (TPCs) using EPRI data, PHDCs are a useful tool in
decision-making concerning the availability of temperature resources under the
influence of thermoelectric power plants.
Using PHDCs, a dollar value was applied to the increase in expected fish pop-
ulations over the summer season when shifting from plume conditions to ther-
mally reduced conditions. Decreasing thermal pollution by 1.1 °C increased
the summer value of the fish population by $338. With the same shift in
thermal pollution (all other power plant operational conditions remaining con-
stant), economically the expected loss in electricity generation was valued at
$5,450,000. When comparing values for a single aquatic population, note sev-
eral orders of magnitude difference in electricity generation versus population
value. However, scaling the method to a full aquatic community and incorpo-
rating non-use value and habitat-based replacement cost values for fish could
prove to place the economic value of electricity generation and aquatic ecosys-
tem populations closer in value. Such analyses would be useful in decision
making, particularly in applications such as the retrofitting of open-loop cool-
ing technologies. Additionally, PHDCs can aid in regulatory mixing zone anal-
ysis by serving as a quantifiable metric to set site-specific expected population
and/or temperature guidelines. PHDCs could serve useful in scenario analyses
of the tradeoffs in power plant discharge flow rates and thermal pollution (∆T ),
particularly under climate change scenarios.
7.2 Future Work
Using the work completed for this dissertation, future work will include power
plant discharge optimization to minimize thermal pollution for the protection of
aquatic species. Future work will continue to bring a more cohesive environmental
awareness to the classic and often misunderstood “power plants versus the environ-
ment” argument. Optimization will include a tradeoff analysis of water withdrawal
and discharge rates, power plant efficiency (via generation), and associated thermal
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pollution using Energy Information Administration and United States Geological
Survey data. Associated power plant National Pollutant Discharge Elimination Sys-
tem permits will be analyzed for comparison of operational conditions and permit
violations. Supporting assessment of discharge optimization will include the poten-
tial effects of climate change and drought on power plant water withdrawals, policy
impacts on power plant operations, and instream beneficial use requirements. The
tools created in this body of work (e.g., TDCs, PHDCs) will be used as inputs for
scenario analyses and operational optimization.
Environmental policy and science communication are critical for improving local
and global sustainability efforts. This dissertation and associated journal papers
create bridges between the areas of water and energy policy. Future work will focus
on water quality and quantity assessments, such as nutrient standards and minimum
flow requirements for large-scale systems interactions. Initial analysis of nutrient
loading and consumptive water losses on the Ohio River shows that the majority of
pollution comes from select tributaries, and that water quantity issues arise in times
of drought-induced low flow. Research on intra-basin water transfers and the use of
water remediation techniques to reduce nutrient loading will provide benefit to the
fields of engineering and policy.
7.3 Final Remarks
As population, and thus demand for energy and water, continues to rise, energy-
water nexus challenges will require careful assessment by stakeholders and decision-
makers across multiple disciplines. By quantifying the impact of thermal pollution
from thermoelectric power plants on aquatic ecosystems, this work fills a gap in the
literature, and provides multiple risk-assessment tools (e.g., 2D probabilistic risk
spaces, temperature duration curves, population habitat duration curves) useful for
energy-water nexus discussions. Providing adaptable ways to properly assess thermal
pollution will aid in future policy settings such as delineation of regulatory mixing
zones and Clean Water Act regulatory standards. Such tools are particularly useful in
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light of expected waterway warming trends under climate change scenarios, whereby
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[20] Miara, A.; Macknick, J. E.; Vörösmarty, C. J.; Tidwell, V. C.; Newmark, R.;
Fekete, B. Climate and water resource change impacts and adaptation potential
for US power supply. Nature Climate Change 2017, 7, 793–798.
[21] Stillwell, A. S.; Clayton, M. E.; Webber, M. E. Technical analysis of a river
basin-based model of advanced power plant cooling technologies for mitigating
water management challenges. Environmental Research Letters 2011, 6, 34015.
101
[22] Dubreuil, A.; Assoumou, E.; Bouckaert, S.; Selosse, S.; Mazi, N. Water model-
ing in an energy optimization framework The water-scarce middle east context.
Applied Energy 2013, 101, 268 – 279.
[23] Stewart, R. J.; Wollheim, W. M.; Miara, A.; Vörösmarty, C. J.; Fekete, B.;
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A.1 Probabilistic Risk Assessment/ Chapter 3
A.1.1 Introduction
Additional details regarding data, mixing model development, thermal discharge
limits, and uncertainty and sensitivity analyses for Chapter 3 are included in the
following information.
A.1.2 Data
All data are from public databases and/or reported values in the literature. Re-
sults are reported in U.S. customary units to reflect the available data at U.S. gov-
ernmental agencies, and for the sake of data transparency and potential readership
by government agency researchers. At the time of this analysis, data were available
for the years 1985-2013 as detailed below.
Power Plant Data
Temperature data, in the form of yearly summer peak intake and discharge max-
imum, were available from the Energy Information Administration (EIA) in form
767 for the years 1985–2005. Winter peak intake and discharge maximum tem-
perature are also reported in form 767. Summer is defined by the EIA as April–
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September, while winter is defined as October–March; this definition of summer was
used throughout the analysis. It is important to note that the maximum intake and
maximum discharge temperature were not necessarily correlated with each other, as
operational requirements and power demand can cause changes in ∆T that do not
directly depend on intake temperature alone. Even so, empirical data were used
rather than modeled air-water temperature data, to demonstrate the results using
freely available data. Modeled water temperature values from air temperature data
can be less than ideal for power plant settings [90].
For the purposes of this study, it is assumed that the intake and discharge maxi-
mum did occur at the same time to provide a meaningful comparison of ∆T values
on a yearly basis. Due to budgetary reasons, the EIA suspended collection of data
in form 767 after 2005 (personal communication via email, June 10, 2015 ). In or-
der to compensate for this loss, the environmental data collected in form 767 was
transferred to forms 860 and 923 from 2007 onward, though 2007 data for the SFP
were not available. In 2010, the EIA began collecting monthly intake and discharge
temperature data, reporting an average and maximum for each month. In order
to compensate for the disparate reported data, the maximum reported intake and
discharge that occurred during each year from 2010–2013 was used as the summer
peak. Excluding years without temperature data, and years for which the reported
peak value was missing or resulted in an improbable ∆T , the complete dataset used
for analysis includes 25 years during the span 1985–2013, without the years 1985,
2000, 2006, and 2007.
In addition to plant-specific temperature data, cooling water withdrawal and dis-
charge data were available in the aforementioned EIA forms. Yearly averages are
reported prior to 2010, and thus for this study all available discharge flow data are
yearly averages or monthly averages converted to yearly averages. The SFP is a
baseload power plant, thus yearly averages are a good indicator of yearly operational
conditions since baseload plants do not necessarily see large fluctuations in oper-
ational conditions. As the SFP is an open-loop cooled power plant, the reported
withdrawal and discharge flow rates are assumed to be the same (i.e., 0% consump-
tion of withdrawal water).
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River Data
Streamflow data are available from the United States Geological Survey (USGS),
using the Metropolis, IL gage (no. 03611500). Monthly streamflow averages were
used to determine a summer average flow rate in the Ohio River. The average river
velocity as recorded at the gage during the years of the study period was 2.29 ft/s
(minimum 0.19 ft/s; maximum 5.04 ft/s), with an average summer discharge of
247,721 cfs (minimum 100,538 cfs; maximum 379,967 cfs) [244, 245].
By using a summer average instead of a yearly average, the potential for summer-
induced low flow periods was better captured in the mixing analysis. River temper-
atures can be affected by many factors, including ambient air temperature, presence
or absence of vegetation, and overhang shading. Overhang shading is an important
factor for small order streams, but in large order rivers, overhang shading must be
of significant proportions to cause water temperature reduction [246].
The Ohio River, particularly in the western-most waters, is fairly shallow and wide,
with sections of straight or gently curving channel. The contributing area at the point
of the Metropolis, IL, USGS gage is 526,000 km2. The physical size (width) of the
Ohio River channel at river kilometer 1522, along with land alteration for the power
plant and upstream city, render any temperature influence from overhang shading
negligible in the context of this analysis. The majority of the river’s water comes
from direct precipitation and runoff, and surface water drainage from rivers; few
natural lakes or swamps contribute water to the Ohio River [88]. Some groundwater
interaction occurs, but is typically so slow compared to the surface water flows that
it is essentially considered as storage only [247].
Biologic Data
To compare the probability of risk against known species found in the Ohio River
within the range of the SFP, temperature preference data from Coutant [108] were
cross-referenced with reported species found at the SFP during electrofishing and/or
seining procedures completed as part of the Electric Power Research Institute’s
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(EPRI) Ohio River Ecological Research Program (ORERP). ORERP monitors fish
populations along the Ohio River and the impacts that power plants have on fish
communities [160]. The ORERP has been in operation since 1970, with site lo-
cations varying from year to year depending on funding and other factors. Data
were collected on fish species number, biomass, and relative abundance upstream
and downstream of power plant locations along the Ohio River during the months
of June, August, and October. Modified versions of the Index of Biologic Integrity
(IBI) and Index of Well-Being (IWB) are utilized by the ORERP, as well as the
Shannon-Weaver diversity index [160]. Meta-analysis of the ORERP revealed that
changes in fish species diversity are noticeable, though not necessarily statistically
significant, between the upstream and downstream sampling locations at the SFP.
For reference, approximately 150 species of fish exist in the Ohio River [157], with
variation in population size and spread.
Regarding Coutant’s [108] temperature preference work, these data were used as
endpoint (upper avoidance and lower avoidance) temperatures within the current
analysis. Coutant cautions the use of thermal preference data for power plant anal-
yses, given that not all species ranges were determined in the same manner, or using
the same criteria. These temperature ranges are not to be taken as explicit values,
but rather demonstrate the usefulness of the methodology developed in Chapter 3.
Differences in temperature ranges do exist as expressed in the fundamental niche and
the realized niche [173]. Furthermore, acclimatization plays a role in an individual’s
response to temperature changes [107, 248]. Although exposure time to heated ef-
fluent is an important area of study, it is beyond the scope of this work. Note that
many factors affect how long it takes fish (or other aquatic species) to succumb to
temperature related effects such as metabolic shifts or stress, including the size of the
individual, and age [57]. Additionally, the results of temperature and timing studies
on fish have been known to differ widely depending on the experimental design and
community dynamics [57]. In actual decision-making settings, it is left to the biol-
ogist/ichthyologist to determine the appropriate temperature range endpoints of a
specific species given a power plant location, water body characteristics, and known
species preferences and/or population dynamics.
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Fish species were selected because fish are considered the “canaries of the Ohio
River,” and are used as indicators of overall ecosystem health owing to the fact that
fish spend their entire life cycle in water and are sensitive to thermal and chemical
changes [187].
A.1.3 Channel Geometry
To satisfy the requirements of continuity (Equation A.1), which states that a river’s
discharge is directly proportional to its cross-sectional area multiplied by velocity
[159], a rectangular cross-section was assumed for both the Ohio River and the SFP
discharge channel. In addition to satisfying the requirements of continuity, CORMIX
guidelines recommend simplifying river cross-sectional geometries when analyzing
surface discharges into river environments [159]. The assumption of a rectangular
cross-section with constant shape upstream and downstream is consistent with other
studies of thermal pollution [89]. A constant width of 1220 m and 30 m for the
Ohio River and SFP discharge channel were assumed, respectively. The Ohio River
channel width was compared to reported values in the KYPDES permit and 2015
satellite images from Google Earth, while the SFP discharge channel width was
determined directly from Google Earth satellite images. An associated gage height
or river depth (d) was determined for the Ohio River from flow data using the USGS
rating curve for the Metropolis, IL gage. Following the principle of continuity, river
velocity (µ) was cross-referenced with known velocity data collected by the United
States Army Corps of Engineers (ACE) for the Ohio River Valley Water Sanitation
Commission (ORSANCO) at the Metropolis, IL gage station. Daily velocity data
reported by ORSANCO from the ACE during the study period of interest ranged
from 0.06–1.5 m/s, with an average velocity of 0.7 m/s; with most values closer to
the average than the extreme endpoints. Assuming 1-dimensional velocity in the
downstream direction is consistent with Hills & Viskanta [89], as the Ohio River is
much wider than it is deep. Additionally, Hills & Viskanta [89] note that simplified
geometry assumptions for rivers improves the applicability to a range of locations.
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Q = A× µ
where: A = w × d
(A.1)
Using a river width of 1220 m and rectangular cross-section, the velocity values
translate into a depth of 2.6 to 24 m. Although assuming a rectangular cross section
is not ideal, the assumption produces reasonable results when applied to average
river flow data (Q). This channel geometry assumption produces a range of velocity
from 0.4 to 0.7 m/s, using the reported rating curve river depth ranging from 5.9
to 12 m. The SFP discharge has a permit reported minimum depth of 2.4 m, while
permit bathymetry shows a maximum depth of 4.3 m [156]. A linear relationship
between discharge and velocity was assumed for the SFP discharge channel in the
absence of further bathymetric analysis and no reported velocity data.
In keeping with the CWA §316(b), intake velocities must be low enough to ensure
minimal impingement and entrainment of aquatic species. The discharge velocity
was determined via continuity using the cross-sectional area and flow rate, which
were assumed to be linearly related. Intake velocities, which were assumed to match
discharge velocities, are assumed to be at or below 0.7 m/s. This approximation
provides some level of assurance in meeting §316(b) standards without having access
to the SFP specific intake velocity requirements.
A.1.4 CORMIX
Software
CORMIX, through a partnership with the EPA and researchers at Cornell Uni-
versity and Oregon Graduate Institute, was specifically designed to handle pollutant
discharges into waterways, with special emphasis on mixing zone assessment [159].
At a high level, CORMIX is considered to be an empirical model, as data input is
grouped and used to identify relationships among variables [249]. Using empirical
data input, CORMIX completes length scale analysis to classify flow and determine
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the correct hydrodynamic equations for plume trajectory. In general, length scale
models assess the comparative importance of variables of force, in length terms, and
based on those comparative relationships, classify flow [249]. CORMIX assumes
steady state conditions, unless otherwise specified by the user, for mixing behavior,
as well as turbulent mixing conditions (e.g., sufficiently large Reynold’s number)
[159].
Prior to generating mixing profiles, user-entered data is screened for feasibility
using a rule-based expert system [159]. For example, CORMIX requires simplified
channel geometry, and will provide an error message when input geometry dimensions
are not feasible. For buoyant surface discharges, rectangular river cross-sections are
assumed [159, 249], which is consistent with other work [89] (see Section A.1.3 for
more). The rule-based system was designed using field and laboratory studies as
empirical background knowledge for flow class comparison [159].
Of importance within CORMIX are volume flux, momentum flux, and bouyancy
flux, and near- and far-field processes [159, 166]. In the near-field, fluxes are used to
determine the flow classification following a rule-based decision tree (see Figure 3 in
Jones et al. [165]). For buoyant surface discharges (e.g., power plant discharge out-
falls), the CORMIX3 subsystem is used following jet integral theory. Following initial
flow classification, hydrodynamic simulation models embedded within CORMIX3 are
used to calculate the predicted plume trajectory, as well as near-field and far-field
mixing [159]. Using the flux conservation equations presented by Jirka [166], which
all have a dependence on the Richardson number, the plume trajectory is determined.
The governing equations used within CORMIX relate turbulence and buoyancy, with
terms for entrainment, ambient drag force, and frontal spreading velocity [166]. As-
suming turbulent conditions, CORMIX follows the Reynolds equations of motion,
with simplified ordinary differential equations [166]. Equations are solved step-wise
along a jet trajectory [159]. The bulk Richardson number (typically referred to as
Ri in literature)
1 is used to determine if the plume is technically more jet-like (Ri
approaches 0, thus Gaussian profile) or plume-like (Ri approaches infinity, thus top-
1Note that the Ri used in Chapter 5 is for economic valuation, and is not related to the bulk
Richardson number.
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hat profile) [166]. Following flow establishment and spread in the near-field, passive
diffusion due to ambient turbulence, as well as advection, dominate in the far-field
[159].
For more on mixing and the determination of near-field and far-field processes,
consult Jones et al. [165] and Doneker & Jirka [159]. More information on the jet
integral model can be found in Jirka [166]. For more information on the CORMIX
software, readers are encouraged to review the user manual [159] or visit http:
//www.cormix.info/aboutcormix.php.
Input
Within CORMIX, the CORMIX3 subsystem was utilized for surface discharges.
Input necessary for a successful CORMIX run include ambient flow conditions (tem-
perature, flow, velocity), effluent flow conditions (temperature, flow, velocity), ef-
fluent and ambient geometry (width, depth), surrounding environmental conditions
(wind speed, heat loss coefficient), and type of mixing interaction (surface discharge,
single or multi-port discharge).
The heat loss coefficient (HLC) was determined as an exponential function of
temperature (Equation A.2) using data provided in guidelines in Doneker & Jirka
[159].
HLC = 6.86e0.017T (A.2)
where temperature (T ) is in °F.
Additional necessary information includes Manning’s n, which was assumed to be
equal to 0.025 for a wide and straight river [159, p. 46]. In the absence of specific
information at the SFP, a value of 0.025 was selected for all CORMIX runs shown in
the main body of Chapter 3. A sensitivity analysis was completed to compare the risk
values for a Manning’s n value of 0.030, which is at the upper end of the suggested
value in the absence of location specific data. For the results of the sensitivity
analysis, see A.1.8. For CORMIX analysis, estimates of Manning’s n within +/-
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30% are accepted as good to predict plume dynamics [159].
In all scenarios, wind speed was assumed to be 2 m/s, as suggested by guidelines
in Doneker & Jirka [159] in the absence of known wind speed data. Wind speed is
generally considered unimportant for initial mixing in the near-field region, and 2
m/s are sufficient to capture “conservative design conditions” [159]. Furthermore,
in the United States, summer wind speeds have lower interannual variance as com-
pared to other seasons, and summer wind speeds in general have a lower mean value
[250]. This analysis is concerned only with summer conditions when wind speeds are
considered less variable. As such, sensitivity for wind speed is not addressed.
For the purposes of this work, and as is consistent with input and output simplifica-
tion within CORMIX, baseflow interactions, overhang shading, and air temperature
are not necessary to complete length scale analysis for producing mixing profiles.
It is assumed that the water temperature at the location of the SFP is in equilib-
rium with the air temperature, and that a slight cooling effect is possible only from
wind speed (assumed to be steady at 2 m/s as suggested by the user manual [159]).
Heat exchange due to chemical processes at the bottom and sides of the river was
neglected, as is consistent with other models [86].
For each year, a grid interval of 600 was selected, which controls the number of
output lines (i.e., number of cells) where each output line provides the plume dimen-
sions at a downstream distance. Even though the same grid interval was maintained
for each run, the distance between cross-sections (i.e., (x, y, z) coordinates) is not
uniform across CORMIX outputs. However, using a step size of 600 enabled accurate
(R2 > 0.97) determination of an equation for each variable’s relationship to x using
statistical modeling.
Flow Classification
The flow classification scheme was used to ensure similarity between years, pro-
vide a means of assessing outliers, and provide a contextual basis for the overall
hydrodynamics at the point of confluence between the SFP discharge channel and
the Ohio River. Regardless of the flow classification results, the overall methodology
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applied to the CORMIX3 output data remains consistent. For this analysis, both
jet-like and plume-like discharges are considered following the flow class description.
Both jets and plumes are produced by momentum and buoyancy forces, and both
are considered turbulent flow [152]. The distinction lies with the degree of buoyancy,
usually determined by length scale analysis as in Jones et al. [165]. As stated in
section 3.1.4, environmental literature is followed, and the term plume is used to
describe both jets and plumes.
In the results (Section 3.2.1), the overall shape and pattern of the mixing was
consistent across all years (see Figures 3.4 and 3.5). Of the 25 years of data, 24
years were classified as SA1 and 1 year was classified as PL1. Some years that were
classified as SA1 did not show immediate shoreline attachment. However, shoreline
attachment occurred within 18 m of the SFP discharge outlet, and did not exceed
19 m lateral plume width before attaching. Bank attachment does not affect the
plume cross-sectional area, only its location along the y-axis prior to attachment.
Additionally, the P (UTALplume) for aquatic species is a combined within-plume risk
probability and probability of plume areal extent; thus, attached versus unattached
classifications do not change the resulting within-plume risk probability space when
the plume dimensions are known.
A.1.5 Curve Fitting and Probability Distribution Analysis
Using the output plume geometries in (x, y, z) coordinates and temperature re-
ported as a relative centerline concentration (RCC) above ambient (∆TRCC), equa-
tions for each variable with respect to downstream distance x were found using curve
fit analysis in MATLAB. The CORMIX output data for each year, which were re-
ported in unevenly spaced increments from the point (0, 0, 0), were used to fit a
curve. Using the equations y = f(x), z = f(x), and ∆T = f(x) allowed for direct
calculation of average ∆T at each cross-section and comparison of river cross-sections
at the six selected downstream distances.
As predicting turbulent motion with mathematical models is an inherently imper-
fect process that utilizes a time-averaging approach [251], using ∆TRCC provides an
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adequate measure of the risk to species without requiring further analysis of within-
plume dynamics of temperature isoclines. The 25 years of EIA data showed an
average ∆T of 12.5°F (∆Tavg) at the point of SFP discharge contact with the Ohio
River, with a range in values of 10.0°F to 17.0°F. CORVUE, the graphical interface
for viewing plumes within CORMIX, produced graphical representations of plume
behavior for each year. All years were inspected for similarity of mixing patterns, as
well as for anomalies that would warrant further investigation.
A power law best fit the plume width, a 9th degree polynomial best fit the plume
depth (lower degree polynomials failed to as accurately capture the slight bend in
plume shape due to initial buoyancy), and an exponential decay best fit the ∆T .
At each cross-section, the distribution of Tambient and ∆T were used to develop the
probability risk space. Additionally, the mean of the areal extent of the plume and
the river cross-section were determined to calculate Aplume and Aambient. A logistic
distribution best fit the areal plume and river extent, while temperature was captured
by a lognormal distribution.
A.1.6 Heat Rate Limit Verification
To assess if the SFP has been operating within its permitted 8,000 MBTU/hr
heat rate, the heat rate output was calculated for each year of EIA data. Using the
mass flow rate of cooling water, the change in temperature ∆T between intake and
effluent cooling water, and the specific heat of water, a discharged heat load was
determined for the SFP in MBTU/hr, assuming standard operating procedures over
a 24 hour period. Since the temperature data reported are for maximum summer
temperatures, and all 25 years did not exceed the permitted heat rate, it is assumed
that the SFP plant traditionally operates within their KYPDES permit guidelines
(see [153]).
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A.1.7 Uncertainty Analysis on Temperature Distribution and
Average Plume Area
In order to account for the uncertainty of the distribution fit analysis, and the
effects that uncertainty has on the final reported risk percentages in Table 3.2 of
the text, the probability risk space analysis and subsequent steps were repeated (see
Figures 3.3a and 3.3b) with upper and lower bounds on the probability distribution
function mean. The upper and lower bounds were the mean ± the standard error of
the mean (SEM). Additionally, the uncertainty in the average plume areal extent’s
effects on the risk percentages was found by using the mean ± SEM as upper and
lower bounds. In total, nine scenarios of uncertainty were generated using differ-
ent combinations of temperature distribution and plume area each with an upper,
average, and lower point. By testing all the possible combinations, this approach en-
sured that any nonlinearities in the distribution fitting are accounted for, giving the
largest spread in the final risk percentages within the SEM. The results, including
species-specific calculations not displayed in Table 3.2, are displayed in Table A.1,
where the upper and lower bounds are reported as endpoints, and the average value
is reported as the risk percentage between those bounds.
Note that other uncertainties arise, particularly any inherent uncertainties with the
length scale analysis and flow classification completed within the CORMIX software.
However, Chapter 3 uses 25 years of data to create an overall snapshot of the SFP’s
thermal pollution on the Ohio River, and thus the analysis justified in assessing
uncertainty on the post-CORMIX curve-fit analysis. The method for characterizing
risk to species from thermal pollution is presented to inspire future work in the area.
A.1.8 Manning’s n Sensitivity Analysis
As suggested by Doneker & Jirka [159], for the analysis, Manning’s n was assumed
to be 0.025. Since the Ohio River is large, wide, and smooth at the location of the
SFP, assuming a Manning’s n of 0.025 is realistic within the suggested range of
0.025 to 0.030 for “clean and straight natural rivers.” To test the sensitivity of these
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results against the upper suggested Manning’s n value of 0.030, the entire analysis
was repeated with Manning’s n set to 0.030 holding all other values constant. For
the sake of clarity, the same river cross-sections were selected. The difference due to
Manning’s n in downstream distance and average temperature reduction within the
plume is shown in Table A.2.
The temperature at each cross-section does differ using the two values for Man-
ning’s n. The velocity of water is tied to friction via flow resistance [252], and thus
with more friction (larger Manning’s n), the temperature difference for two flows
reaching the same downstream distance can be attributed to travel time [253]. A
larger travel time means that the temperature is able to dissipate more in the same
given distance. Even with the temperature difference at the six cross-sections, the
change in overall risk to the fish species is quite small. The resultant risk at each
cross-section for a Manning’s n of 0.030 is shown in Table A.3, which also incorpo-
rates the temperature distribution and average plume area uncertainty analysis.
A.1.9 Expanded Results
In this section, the complete figures and tables for all six downstream distances
that were analyzed in the study are provided. For the sake of readability, the results
in Section (3.2.2) of Chapter 3 included only three downstream distances in Figure
3.7 and Table 3.2. All six downstream distances and associated risk are in Table A.4,
and the 2D probability spaces of all six downstream distances are in Figure A.1.
A.2 Water Temperature Duration Curves/ Chapter 4
Additional details regarding CORMIX assumed variables, determination of power
plant size, data, and downstream distance selection for Chapter 4 are included in the
following information.
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A.2.1 Assumed Variables for CORMIX Runs
CORMIX is specifically designed to aid in power plant outfall decision-making and
regulatory frameworks, and utilizes length scale analysis and hydrodynamic predic-
tion models [118, 159]. As such, CORMIX was used to complete the mixing models.
Additionally, CORMIX is EPA-approved, improving the transferability of this work
into policy assessments. Required input for CORMIX includes ∆T (expressed as
an upstream and downstream temperature), ambient flow rate and channel shape
(width and depth), discharge channel flow rate and shape (width and depth), am-
bient Manning’s n, heat loss coefficient, wind speed, and angle of contact between
discharge channel and ambient waterway. As is consistent with Chapter 3, values
were assumed for ambient wind speed (2 m/s) and Manning’s n (0.25), and the heat
loss coefficient.
A.2.2 Determination of Power Plant Size
To select three representative power plants for use in a scenario analysis (see
section 4.1.4), EIA form 860 data for the United States were analyzed. Using EIA
form 860, all conventional steam coal power plants were identified. For power plants
with multiple generator entries, the nameplate capacities for each plant ID were
summed to create a singular nameplate capacity per plant ID. Using data from the
year 2015 (most recent year available in entirety at the time of this study), 429 total
conventional steam coal plants were identified, ranging in nameplate capacity size
from 1.3 MW to 3564 MW. Only conventional steam coal power plants were used
to 1) ensure similar operational procedures, 2) remove fuel-type bias in regards to
thermal pollution, and 3) allow for power plant size (measured as nameplate capacity)
to be the focus of comparison. Additionally, conventional steam coal power plants,
particularly those built before the CWA, tend to use open-loop cooling technology,
which is the cooling technology of interest in this study.
Electric utilities were the focus of this study, thus only power plants with name-
plate capacities at or above 100 MW were considered. As such, small-scale power
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plants utilized at locations such as industrial operations (e.g., paper mills, food pro-
cessing facilities) and location-specific generation facilities (e.g., college campuses)
were removed using the 100 MW cutoff. Additionally, power plants with 100 MW or
greater generation capacity comprise over 99% of total thermoelectric generation in
the United States [24]. Of the 429 conventional steam coal power plants identified,
320 met the nameplate capacity requirement. Those remaining 320 conventional
steam coal power plants were then ranked by nameplate capacity, and percentiles
were determined to identify a representative nameplate capacity for small, medium,
and large power plants. Nameplate capacities for the 20th (assigned as small power
plant), 50th (assigned as medium power plant), and 80th (assigned as large power
plant) percentiles were 294 MW, 661 MW, 1578 MW, respectively. One represen-
tative power plant for each percentile was selected from the list of 320 conventional
steam coal power plants, with the requirement that the representative plant was
within 10% of each percentile nameplate capacity, utilized open-loop cooling, and
had sufficient data (target of 25 or more years of reported EIA data) for analysis.
Preference was given to power plants located along the two rivers selected for analysis
(see Section 4.1.2).
Note the difference in reported nameplate capacity for the Shawnee Fossil Plant
in Chapter 3 and Chapter 4 (chapter of current discussion), as the plant has since
retired a boiler unit. Using 2015 nameplate capacity data, the reported nameplate
capacity is 1575 MW, not 1750 MW as is reported in Chapter 3. The difference does
not impact the results of either Chapter, and is only used as a distinguishing factor
in the reported size of the power plant for scenario analysis.
A.2.3 Power Plant Data
For each power plant, EIA data (yearly summer maxima and discharge flow rates)
were inspected for operational feasibility. Years in which data were missing or re-
ported incorrectly (e.g., the 650-MW power plant reported a -24 °F ∆T for the year
1999, which is physically infeasible) were removed from analysis. In keeping with
Chapter 3 [254], maximum summer intake and effluent temperatures were used as
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reported in EIA data for the years 1985-2009, and the maximum was found for the
summer months for years 2010-2015, during which time monthly temperature report-
ing was required by the EIA. Withdrawal data were reported as yearly averages prior
to 2010, with monthly averages reported thereafter. As such, the yearly average was
found for years 2010-2015, providing data input consistency with previous years.
The medium power plant discharge channel width was determined via Google
Earth satellite imagery, and the small power plant was assumed to have a similar
discharge channel as the medium power plant. Using a range of assumed discharge
velocities in keeping with the reported theoretical maximum value for the small
power plant [255], discharge velocities were assumed to be 0.8-1.2 ft/s. With a
known discharge channel width and flow velocity, continuity was used to find the
discharge channel depth assuming a rectangular cross section (see Equation A.1).
To meet the concurrent assumption of a rectangular discharge channel that feeds
directly into a rectangular river channel, a small number of years of data did not
feasibly make sense. Those infeasible years were a result of a conflict between river
flow and depth, and calculated power plant discharge channel depth, where the power
plant discharge depth, due to large discharge flow rates, was found to be deeper than
the resulting receiving waterbody depth. This situation only occurred in two years for
the medium power plant on the medium river, as the medium river is quite shallow in
comparison to its width. Since the work in Chapter 4 is a scenario analysis grounded
in empirical data, the removal of those two years of data do not significantly impact
the creation of the TDCs or the resulting analysis.
A.2.4 River Data
Streamflow data for the Ohio River came from USGS gage no 03611500 at Metropo-
lis, IL. The gage station is located within two miles upstream of the 1575-MW power
plant, making the location a good correlation between a large power plant and a
large river. Additionally, the gage is located near the center of the river, and has
a corresponding rating curve, which was used to determine river depth given river
flow. Data for the Illinois River are from USGS gage no 05568500 at Kingston Mines,
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IL. This gage was selected for its proximity to the 650-MW power plant, and for the
availability of stream velocity data in addition to flow data. Continuity was assumed,
and flow (cfs) and velocity (ft/s) data were used to determine corresponding river
depth, as the physical gage location was near a bank (and thus the rating curve did
not provide an adequate metric for determining river depth). In all cases, a rectan-
gular river channel was assumed as suggested by CORMIX [159], and is consistent
with previous studies on river mixing and thermal pollution [89]. Years 1985-2015
were available for the medium river, and years 1985-2014 were available for the large
river at the time of this study.
A.2.5 Selection of Downstream Distance
A downstream distance of 500 m was selected as a suitable basis for comparison.
Hydrologically, the first 500 m after the point of confluence between the power plant
effluent and the receiving water body demonstrates the initial mixing and dilution,
and in the case of the large power plant on the large river, the plume to ambi-
ent ∆T has decreased by roughly 50%. In EPRI studies on thermoelectric power
plant impacts on aquatic ecosystems within the Ohio River, 500 m is the length of
electrofishing data collection [160, 256] as per ORSANCO biological data collection
criteria [257]. As such, 500 m is an appropriate basis for TDC comparison for ecosys-
tem studies. To generate a TDC representing a smaller areal plume with a higher
concentrated ∆T , a closer downstream distance (less than 500 m) would be selected.
Conversely, to capture a TDC representing the entire distance over which the plume
mixes, a farther downstream distance (larger than 500 m) would be selected.
139
A.3 Population Habitat Duration Curves/ Chapter 5
A.3.1 Introduction
Additional details on population and temperature data, and thermal performance
curves (TPCs) for Chapter 5 are included in this section.
A.3.2 Population Data
Fish population and water temperature data, at the Shawnee Fossil Plant, from the
Electric Power Research Institute’s (EPRI) Ohio River Ecological Research Program
(ORERP) were used. ORERP produces yearly studies at power plant locations,
with particular interest in thermal pollution and fish populations. Years in which
the SFP was studied include 2005, 2006, 2007, 2009, 2012, 2014, and 2015 [160, 175–
178, 258, 259].
Within each yearly ORERP study, three upstream and downstream sampling
events per power plant were completed, typically in June, August, and October
(though in 2009, the sampling months were June, August, and November for certain
data at the SFP) [178]. Using data from June to October is consistent with past
work on the Ohio River by Thomas et. al. [260]. To avoid complication from in-
clusion of two cold-water data points in the analysis, the data from November for
2009 were removed for the meta-analysis completed in this work. Additionally, only
electrofishing data were used, which were collected in 500 m sections, consistent with
the downstream distance of interest in Chapter 4. For consistency in data analysis,
only the catch events that were conducted using boat electrofishing were analyzed.
Population data in the EPRI reports are presented in a variety of ways, with
catch per effort (CPE, # /km) presented for upstream and downstream sampling.
In the results section of Chapter 5, only values for plume or ambient conditions
were reported in the text to avoid confusion between total river channel (weighted
ambient and plume) and plume-only conditions. As CPE values were reported as
number of individuals per km, the TDCs presented in Chapter 5 are for a 1000 m (1
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km) downstream distance.
A.3.3 Additional Population Information from Literature
The Shawnee Fossil Plant is located in Ohio River navigational Pool 53 [261],
informing additional fish population information. A report by Henley [206], using
1978-1987 data, noted that Pool 53 had one of the largest fish biomass estimates, due
to suitable flood plain and channel topography. Mean creel survey values per pool in
the Ohio River, reported by Henley [206], ranged in the 100’s to 10,000’s depending
on the species. Fish per acre values are also reported by Henley [206], and specific
to Pool 53, the most common species is Gizzard Shad at over 14,000 fish/acre,
and Bluegill and Drum are also abundant at 170 and 207 fish/acre, respectively.
In the EPRI meta-analysis, Gizzard Shad, Threadfin Shad, and Emerald Shiner
were removed from total population counts, as the young-of-year (YOY) for those
species appear as relative population boons, unrelated to the overall community
composition and makeup of the remaining fish community. EPRI provides such
normal community level population counts as CPE, and the ORERP analyses include
data with and without Gizzard Shad, Threadfin Shad, and Emerald Shiner. In Henley
[206], species of interest like Largemouth Bass and Black Crappie have expected
populations of 22 and 63 fish/acre, which is much smaller than the expected value
for Gizzard Shad. As such, the removal of the three YOY populations is justifiable
when concerned with stable, economically viable populations of fishes of interest.
Converting the study site area of 1000 m downstream distance (length of river) with
a river width of 1,220 m (width of river) gives a total study area of approximately
1,220,000 m2. A study of fish abundance on the Ohio River using hydroacoustic
estimates by Hartman et al. [262] found that total fish populations ranged from
11,543 to 14,962 fish per 6,130.5 m2 lock chamber. Scaling these values to the total
study site (1,220,000 m2), the population range is 2,297,000 to 2,977,000 total fish.
A Preston & White [141] study reports 181,000 total fish for the lower reach of
the Ohio River (using the Smithland, no. 50, and no. 52 locks), providing further
insight into expected population ranges for fish. Note that the numbers reported in
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Hartman et al. [262] were for lock chambers on the upper Ohio River, not at Pool 53.
Overall, literature values for expected fish populations vary widely, presumably due
to sampling methods, timing, and other factors. The literature values reported above
are merely presented as additional information, with the potential for incorporation
into future population assessments.
A.3.4 Temperature and other Biological/Physicochemical Data
In addition to temperature readings upstream and downstream of power plant out-
falls, data collected for ORERP studies included habitat characteristics (e.g., percent
boulder, cobble, gravel, and sand), specific conductance (µS/cm), mean monthly
flow (cfs), water clarity (mm), and dissolved oxygen (ppm). In each year, correlation
analysis was completed between CPE as well as biomass and temperature, habitat
characteristics, and river flow. Individually, some years show positive, neutral, or
negative correlation between fish population and temperature. In completing the
meta-analysis for Chapter 5, the linear regression of population as a function of
temperature was significant (p = 0.02). Thus interannual data might be capturing
large-scale trends over time, whereas intrannual sampling might be more dependent
on specific seasonal influences within the habitat.
The significance of intrannual upstream versus downstream differences in dissolved
oxygen, flow, water clarity, and specific conductance also varied year to year in the
ORERP reports at the SFP. Completing a linear regression on dissolved oxygen,
flow, clarity, and specific conductance versus population for all years of available
data (less the November data points from 2009), following the same approach as for
temperature versus population, the relationship between flow and population was
found to be significant (p = 0.03, R2 = 0.11). Water clarity did fit a second order
polynomial (inverted parabola) trend (R2 = 0.11), but the trend was not significant
(p = 0.12). Thus flow and temperature were considered to be the most important
factors affecting fish population at the SFP within the interannual meta-analysis
conducted in Chapter 5.
For the purposes of demonstrating the effect of temperature on population, tem-
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perature was isolated as the variable of interest for use in the creation of PHDCs
from TPCs and TDCs. A study by Lessard & Hayes [263] found temperature to
be the most important predictor of fish species richness within Michigan waterways
affected by small dams. Henley [206] noted that for some species with lower thermal
tolerances (e.g, Striped Bass), temperature appeared to impact the number of older
individuals in sampling events during summer collection. Rijnsdorp et al. [264] also
discuss the effects of temperature on fish populations, but note that at the community
level, changes in population as a result of temperature changes could be indicative
of trophic interactions among species within the community.
A.3.5 Thermal Performance Curves
A graphical representation of Equations 5.2a and 5.2b is presented for an arbitrary
parabolic TPC in Figure A.2. The inclusion of Figure A.2 is for reference for future
PHDC creation, and as a reference for differently-shaped TPCs. In literature, TPCs
can take many shapes, with a curve resembling an inverted parabola (with gentle
upward trend toward the optimal temperature and rapid decline past the optimal
temperature) being commonly reported [265]. In the main text of Chapter 5, the
TPC was linear in shape. It is possible that by including only the months of June,
August, and October in the meta-analysis of population versus temperature, that
the linear TPC is actually the trailing end of a larger, inverted parabola-shaped
TPC. However, such conjecture is not warranted given the unavailability of winter-
time population and temperature data for the study location, particularly given that
summer (e.g., warm water temperatures) is the season of interest for this work.
The TPC generated in Chapter 5 is not necessarily indicative of mortality rates due
to temperature, but rather relates the likelihood of finding fish. The meta-analysis
of EPRI data reveals small population values for the location of interest, and could
be an artifact of sampling methods or conditions. Note that in reality, many species
coexist at the location of interest, with varied and overlapping species-specific TPCs,
and potentially larger population values than were captured in EPRI data collection
could be present. Additionally, care should be taken when using TPCs, particularly
143
in climate change studies (as suggested in Section 5.3.1), with regard to the time
scale of interest as well as the shape of the TPCs [265]. The meta-analysis in this
work is intended to inform the generation of TPCs, but the focus of Chapter 5 is on




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table A.2: The temperature above ambient and location of river cross-sections used for risk
probability analysis is displayed, determined via the average ∆TRCC as found mathematically
using the exponential relationship of ∆TRCC to x downstream distance for all 25 years of data.
Here, the difference in temperature dissipation with distance downstream is shown for two values
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ambient river conditions plus plume
Largemouth Bass UTAL:
ambient river conditions
ambient river conditions plus plume
White Crappie UTAL:
ambient river conditions
ambient river conditions plus plume
Figure A.1: The risk probability spaces at six river cross-sections indicate varying levels of aquatic species risk,
with the location of each probability space indicated by the downstream distance, in meters, from the point of
confluence between the SFP discharge channel and Ohio River. These downstream distances correspond with those
shown in Figure 3.2 in Chapter 3. Zones of higher probability are indicated with increasingly warm colors (red
being the highest probability), while cooler colors indicate low probability (dark blue being the lowest probability).
The horizontal axis represents ambient river temperature before effluent is added to the river, while the vertical
axis represents the added temperature above ambient (∆TRCC) from the power plant’s effluent. Three species’
associated upper thermal avoidance limits (UTAL) are shown as lines on the probability space: dashed lines for the
Spotted Bass (UTAL = 93.2 °F), solid lines for the Largemouth Bass (UTAL = 86.0 °F), dotted lines for the White








Figure A.2: Graphical representation of the creation of a population habitat duration curve
(PHDC) from a a) parabolic thermal performance curve and b) temperature duration curve is
shown, following Equations 5.2a and 5.2b. To find the P (E) value associated with a given
population threshold b (equivalent to population value at Ni1 and Ni2), the probability of being
between the temperature range T (Ni1) and T (Ni2) corresponding to Ni1 and Ni2 is found by
solving Equations 5.2a and 5.2b. In this example, the population value b = 1400 is met or
exceeded approximately 33% of the time (P (Nij ≥ 1400) = 0.33, or 33%).
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