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ОЦЕНИВАНИЕ СОСТОЯНИЯ С ИСПОЛЬЗОВАНИЕМ НЕЧЕТКОЙ РЕГРЕССИИ 
 
Для построения нечеткой экспертной системы предложена методика расчета функций принадлежно-
сти нечеткой регрессии, вычисляемой по результатам измерения нечетко заданных контролируемых 
параметров. 
 
For the construction of fuzzy expert system the calculation method of membership functions of fuzzy regres-
sion, calculated on results measuring of fuzzy controlled parameters is offered. 
  
 
Постановка проблемы, анализ последних 
публикаций 
Конструктивно необходимым элементом 
любой системы поддержки принятия решений 
является подсистема оценивания состояния 
среды и объекта, реализующего принимаемые 
решения. Одно из перспективных направлений 
совершенствования технологий оценивания 
состояния состоит в исследовании экспертных 
систем (ЭС) [1,2]. Такая система преобразует 
набор измеренных значений n21 x,...,x,x  кон-
тролируемых параметров объекта в значение у 
– параметра, оценивающего состояние этого 
объекта. Если при этом механизм логического 
вывода системы – продукционный, то проце-
дура преобразования сводится к применению 
совокупности правил вида 
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Точность оценивания состояния в такой 
системе может быть сделана как угодно высо-
кой и ограничивается только числом контро-
лируемых параметров, точностью их измере-
ния и правильностью заключений, образую-
щих правила (1). В случаях, когда число кон-
тролируемых параметров велико, может быть 
использована декомпозиция продукционного 
механизма (1) с введением совокупности пра-
вил субпродукции. Неопределенность, неиз-
бежно сопровождающая все этапы процедуры 
оценивания состояния объектов с использова-
нием ЭС, приводит к появлению и все более 
широкому использованию нечетких ЭС [3-4]. 
Одной из наиболее известных таких систем 
является система нечеткого вывода Мамдани 
– Заде [5]. Применительно к задаче оценки 
состояния объекта эта система работает сле-
дующим образом. Для каждого из возможных 
состояний объекта pS,...,S,S 21  формируются 
функции принадлежности контролируемых 
параметров ,n,...,,j,p,...,,k),x( j
)k( 2121 ==µ  
диапазону возможных своих значений, опре-
деляемому состоянием. В соответствии с 
этим при получении конкретного набора из-
меренных значений параметров 
{ })(n)()( x,...,xX 0010 =  осуществляется вычисле-
ние значений функций принадлежности 
n,...,,j,p,...,,k),X( )(j
)k( 21210 ==µ . Далее 
значения функций принадлежности, относя-
щихся к каждому из состояний, агрегируются 
(чаще всего с использованием операции ло-
гического суммирования). При этом получа-
ют 
{
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Завершающей является операция оценки 
состояния путем дефуззификации, выполняе-
мая, например, следующим образом: 
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Представленная в форме (3) процедура по-
лучения нечеткого логического вывода обла-
дает принципиальными недостатками, при-
сущими продукционным системам. Среди 
них наиболее существенными являются сле-
дующие. 
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1. Отсутствует возможность учета разли-
чий в важности контролируемых входных пе-
ременных nx,...x,x 21 . 
2. Для каждого из продукционных правил 
отсутствует возможность учета различий в 
важности субправил. 
3. Жесткая схема логического вывода, ре-
ализуемая правилами агрегирования, может 
привести к неконтролируемым ошибкам в диа-
гнозе (для этого достаточно, чтобы минималь-
ное значение функции принадлежности только 
для одного из правил субпродукции оказалось 
больше остальных). 
4. Множество правил базы знаний много 
меньше числа возможных вариантов значений 
входных переменных. Поэтому на практике 
могут возникать варианты, не предусмотрен-
ные в базе знаний. 
5. В системах такого типа, в особенности, 
если число входных переменных велико, прак-
тически невозможно учесть синергетический 
эффект, который возможен при совместном 
появлении некоторых конкретных значений 
отдельных переменных. 
Подход, не требующий дефуззификации, 
реализован в модели нечеткого вывода Такаги-
Сугено [6]. В этой модели для каждого из воз-
можных состояний объекта рассчитывается 
уравнение регрессии 
,xa...xaxaay nkkkkk n++++= 21 210   (4) 
,p,...,,k 21=  
связывающее некоторый результирующий па-
раметр y  с результатами непосредственных 
измерений параметров nx,...,x,x 21 . При этом 
коэффициенты )a(
jk
 в (4) оцениваются стати-
стически. С другой стороны, тот же что и в 
модели Мамдани – Заде набор функций при-
надлежности )x( j
)k(µ  используется для фор-
мирования весовых коэффициентов 
,p,...,,k,Wk 21=  по правилу 
{ } .p,...,,k,)x(minW j)k(k 21== µ   (5) 
Теперь с учетом этих коэффициентов рас-
считывается оценка достоверности состояния 
объекта 
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Слабые звенья этой процедуры: необосно-
ванный выбор структуры уравнения регрессии 
(4) и использование операции логического ум-
ножения (5) при расчете весовых коэффици-
ентов. 
Другая идея реализуется в предложенной в 
[7] нечеткой байесовой ЭС. В этой системе 
нечеткость исходных данных отображается в 
описании с помощью функций принадлежно-
сти ( )j)k( xµ  нечетких значений априорных 
вероятностей наблюдения значений контро-
лируемых параметров jx  при условии, что 
объект находится в состоянии kS . Байесова 
система преобразует контролируемый набор 
параметров )(X 0  с учетом совокупности 
( ){ }j)k( xµ  в набор апостериорных вероятно-
стей ( ))(k XSP 0 , p,...,,k 21= . Понятно, что 
нечеткость исходных данных навязывает не-
четкость результата. К сожалению, в [7] со-
держится лишь паллиативное решение зада-
чи: получены формулы для расчета носителей 
нечетких чисел, описывающих апостериор-
ное распределение вероятностей состояний. 
Более радикальный подход состоит в по-
лучении функций принадлежности нечетких 
апостериорных вероятностей состояний. 
Естественно предположить, что по резуль-
татам предварительной обработки реальных 
данных или экспертного оценивания получе-
ны основные статистические характеристики 
(математическое ожидание и дисперсия) зна-
чений априорных вероятностей наблюдения 
каждого из контролируемых параметров 
,n,...,,j,x j 21=  при условии, что объект на-
ходится в каждом из возможных состояний 
,S,...,S,S p21  то есть имеются наборы 
( ))k(n)k()k( m,...,m,m 21 , ( ))k(n)k()k( D,...,D,D 21 , 
p,...,,k 21= . 
В соответствии с формулой Байеса набор 
апостериорных вероятностей состояний объ-
екта в ситуации, когда в результате контроля 
получен вектор значений параметров 
( ))(n)()( x,...,xX 0010 = , отыскивается рекуррент-
но по формуле 
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Для получения функции принадлежности 
апостериорных вероятностей (7) рассчитаем 
математическое ожидание и дисперсию числи-
теля и знаменателя в соотношении (7). Для 
1=r  имеем 
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Тогда 
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Для оценки дисперсии величины 
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используем следующее известное соотноше-
ние: для независимых случайных величин X и 
Y 
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Тогда, после несложных выкладок, получим 
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Используя соотношения (12) и (13) рекур-
рентно получим наборы значений математи-
ческого ожидания ( ))p(A)(A)(A m,...,m,m 21  и дис-
персии ( ))p(А)(А)(А D,...,D,D 21  для всех компо-
нентов апостериорного распределения веро-
ятностей состояний объекта. С использовани-
ем этих наборов естественно для описания 
функций принадлежности соответствующих 
нечетких чисел выбрать гауссовы модели 
( ) ( ) ,
D
m)S(Pexp)S(P )k(
A
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Применение байесовой технологии снима-
ет проблемы размерности задачи, однако, 
принципиальным ее недостатком является 
необходимость получения объемной стати-
стической информации для предварительного 
расчета элементов матриц ( ))k(jm , ( ))k(jD , 
n,...,,j 21= , p,...,,k 21= . Кроме того, понятно, 
что рекуррентная процедура расчета апосте-
риорных вероятностей состояний приводит к 
накоплению погрешностей в оценивании ап-
риорных параметров задачи, результатом че-
го могут быть непрогнозируемые ошибки 
оценки диагноза состояния. В этой ситуации 
привлекательной представляется идея усо-
вершенствования технологии Такаги-Сугено 
за счет использования достаточно полного 
уравнения регрессии (4) и получения соот-
ношений для непосредственного расчета 
функции принадлежности результата оцени-
вания состояния объекта. 
Цель работы состоит в расчете функции 
принадлежности нечеткого значения экзоген-
ной переменной уравнения регрессии, оцени-
вающего состояние объекта по нечетким зна-
чениям контролируемых параметров. 
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Постановка задачи 
Пусть ( )nx,...,x,xX 21=  – набор нечетких 
значений контролируемых переменных, для 
которых введены функции их принадлежности 
( )j)k( xµ , n,...,,j 21= , p,...,,k 21= , диапазону 
возможных своих значений, определяемому 
состоянием. Введем совокупность линейных 
по параметрам, но нелинейных по факторам 
уравнений регрессии 
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p,...,,k 21= . 
Если при этом предполагается, что парные 
взаимодействия в (14) в достаточной мере оп-
ределяют возможное появление синергетиче-
ского эффекта, то уравнение регрессии упро-
стится к виду 
∑ ∑∑
= ≠=
++=
n
j jj
jjjkj
n
j
jkkk xxaxaay j
11 1 12
21210
,  (15) 
p,...,,k 21= . 
При этом  коэффициенты ( )kja  оцениваются 
статистически. Поставим задачу расчета функ-
ции принадлежности нечетких чисел ky , 
p,...,,k 21= , рассчитываемых в соответствии с 
(14). 
 
Основные результаты 
Понятно, что вид искомых функций при-
надлежности зависит от того, каким образом 
заданы функции принадлежности ( )j)k( xµ , 
n,...,,j 21= , p,...,,k 21= . Рациональный выбор 
функций принадлежности для нечетких значе-
ний контролируемых параметров очень важен, 
поскольку он определяет уровень простоты и 
удобства применения правил выполнения опе-
раций над соответствующими нечеткими чис-
лами. Пусть, например, каждая из этих функ-
ций является функцией (L-R)- типа [8-10], ко-
торая имеет вид  
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где L и R являются произвольными невозрас-
тающими на множестве неотрицательных дей-
ствительных чисел функциями, 
00 >> βα , . При этом параметр a  задает 
моду нечеткого числа х, а параметры α  и β  
являются соответственно левым и правым 
коэффициентами нечеткости. Из этого следу-
ет, что нечеткое число (L-R)-типа при фикси-
рованных L и R функциях однозначно опре-
деляется тройкой параметров ( )βα ,,a . Со-
ответствующее нечеткое число обозначается 
следующим образом: βα ,,aBLR = . 
Удобство использования моделей (L-R)-
типа для описаний функций принадлежности 
нечетких чисел определяется простотой вы-
полнения алгебраических операций над соот-
ветствующими нечеткими числами [4, 5], ко-
торые реализуются следующим образом. 
Результатом сложения двух нечетких чи-
сел uuuLR ,,aU βα=  и vvvLR ,,aV βα=  явля-
ется число (L-R)-типа wwwLR ,,aW βα= , 
причем vuw aaa += , vuw ααα += , 
vuw βββ += . 
Результатом умножения нечеткого числа 
uuuLR ,,aU βα=  на положительную констан-
ту c  является число (L-R)-типа 
wwwLR ,,aW βα= , причем сaa uw = , 
сuw αα = , сuw ββ = . 
Результатом умножения нечеткого числа 
uuuLR ,,aU βα=  на отрицательную констан-
ту c  является нечеткое число (L-R)-типа 
wwwLR ,,aW βα= , причем сaa uw = , 
uw сαα −= , uw сββ −= . 
Результатом умножения двух нечетких чи-
сел с положительными носителями 
uuuLR ,,aU βα=  и vvvLR ,,aV βα=  является 
число (L-R)-типа wwwLR ,,aW βα= , причем 
vuw aaa = , uvvuw aa ααα += , uvvuw aa βββ += . 
Приведенные правила могут быть исполь-
зованы для получения функций принадлеж-
ности нечетких чисел kyˆ , p,...,,k 21= , рас-
считываемых в соответствии с (15). Приме-
ним описанные правила выполнения опера-
ций над нечеткими числами. Пусть функция 
принадлежности контролируемого параметра 
ix  нечеткому множеству значений, соответ-
ствующему k-му состоянию описывается 
функцией (L-R)-типа 
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Реализуем приведенные выше правила вы-
полнения операций над нечеткими числами. 
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числа jkjkj xau =  имеет вид 
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Далее, функция принадлежности нечеткого 
числа 
2121 jjjj
xxv =  имеет вид 
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Функция принадлежности нечеткого числа 
212121 jjjjkjj
vaw =  имеет вид 
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∑ ∑
= ≠
=
n
j jj
kjjk ww
11 12
21
 определяется выражением  
( )
( )
( )


























+
−












+
−
=
∑ ∑
∑ ∑
∑ ∑
∑ ∑
= ≠
= ≠
= ≠
= ≠
.
xxa
xxaw
R
,
xxa
wxxa
L
w
kj
)k(
jkj
)k(
j
n
j jj
jkj
n
j jj
)k(
j
)k(
jjkjk
kj
)k(
jkj
)k(
j
n
j jj
jkj
k
n
j jj
)k(
j
)k(
jjkj
k
)k(
1221
1 2
21
1 2
2121
1221
1 2
21
1 12
2121
1
1
1
1
ββ
αα
µ  
Наконец, функция принадлежности нечет-
кого числа kkk wuy +=  рассчитывается по 
формуле 
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Пусть теперь в определенной ситуации 
принятия решения получен вектор контроли-
руемых переменных ( )∗∗∗∗ = nx,,x,xX 21 . То-
гда с использованием полученных соотноше-
ний можно рассчитать оценки достоверности 
для каждого из состояний. Соответствующее 
число для −k го состояния равно 
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p,...,,k 21= . 
Оценивание состояния с использованием нечеткой регрессии 
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Сравнение этих чисел для разных состояний 
позволяет выбрать то из них, степень досто-
верности которого в ситуации, когда набор 
контролируемых параметров образует вектор 
∗X , является наибольшей.  
Предложенная методика обладает рядом 
важных достоинств. Во-первых, она реализует 
процедуру, не требующую использования сис-
тем нечеткого логического вывода. Во-вторых, 
она позволяет рассчитать степени достоверно-
сти состояний объекта для любого набора кон-
тролируемых параметров. В-третьих, она обес-
печивает возможность учета различий в важ-
ности контролируемых параметров. Наконец, 
методика дает возможность при расчете степе-
ни достоверности состояний учитывать не то-
лько значения влияющих факторов, но и их 
взаимодействий требуемого порядка.  
 
Выводы 
Таким образом, предложена методика по-
строения нечеткой экспертной системы, в 
которой функция принадлежности для каж-
дого возможного состояния объекта оценива-
ется с использованием уравнения регрессии, 
а контролируемые параметры – нечеткие 
числа с соответствующими функциями при-
надлежности. Для описания введенных функ-
ций принадлежности используется представ-
ление в виде RL −  функций, обеспечиваю-
щее простоту выполнения операций расчета 
функции принадлежности результирующей 
переменной. 
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