Considering both the first nonaxisymmetric ͑n =1͒ and the axisymmetric ͑n =0͒ disturbances, a viscous spatial instability analysis of coflowing liquid-gas jets in capillary flow focusing is carried out. A detailed parametric study is performed to explore characteristics of the spatially amplified branch in a convectively unstable regime. The numerical results show that the Weber number and the velocity at the interface have significant influences on the transition between axisymmetric and nonaxisymmetric instabilities, whereas the other parameters such as the Reynolds number, the slope of the liquid velocity profile at the interface, the density ratio, and the viscosity ratio hardly change the transition. Nonaxisymmetric disturbances grow faster than axisymmetric ones for relatively high Weber numbers. Particularly, the comparison of the theoretical prediction with the experimental results reported by Si et al. ͓J. Fluid Mech. 629, 1 ͑2009͔͒ indicates that the spatial instability analysis is in better agreement with experiments than the temporal instability analysis for moderate and high Weber numbers.
I. INTRODUCTION
The instability and subsequent breakup into droplets and particles of a liquid jet has been extensively investigated owing to many applications in chemistry, biology, medicine, and other subjects. Some top-down methods in terms of capillary flows have been reviewed, 1, 2 where surface tension stresses are overcome by hydrodynamic or electrical forces. Among them, the capillary flow focusing ͑CFF͒ characterized by a steady microscopic liquid jet in the core of a highspeed gas stream is attractive for its simple mechanism and high efficiency in producing controllable and monodisperse particles. [3] [4] [5] In recent years, some other techniques using the CFF design have been developed, such as bubbles in liquid streams, 6, 7 liquid-liquid coaxial jets, 8 double CFF arrangement, 9 electrified CFF, 10, 11 and microchannel structures, [12] [13] [14] [15] [16] which can be found in various industrial applications.
The size of droplets and particles in CFF is closely associated with the configuration of the flow. In a previous paper, 17 several flow modes of CFF have been observed. For relatively low Reynolds numbers, the conical meniscus attaches to a capillary tube and pulsates periodically, i.e., the so-called cone-shaking mode, which is caused by the recirculation cell within the meniscus. For extremely low Weber numbers, the meniscus adheres to the entrance of the hole and no jet is formed, which is recognized as the coneadhering mode. These two modes are influenced by the meniscus and hardly produce good droplets. For high Reynolds numbers, the meniscus always keeps stable and when the Weber number is decreased from high values with the rest of the parameters maintained constant, the liquid jet undergoes a transition from the nonaxisymmetric to the axisymmetric jetting mode and then to the dripping mode. In these modes the droplets can be fine, monodisperse, and reproducible.
It is of interest to investigate the mechanism of these modes and the transition between them and, further, to determine the conditions influencing the morphology of jets and droplets. As is well known, theoretical study on the onset of instability of a liquid jet is reliable in predicting breakup and instability transition. 18, 19 The linear temporal, spatiotemporal, and spatial instability analyses have received much attention. [17] [18] [19] [20] [21] [22] [23] [24] [25] As to CFF, the authors have performed a temporal and spatiotemporal axisymmetric instability analysis to interpret the observations in experiments. 17 It was found that the most unstable wavelength predicted by theory is in good agreement with experiments and that the transition from the dripping to the jetting mode is associated with the absolute instability and convective instability ͑AI/CI͒ of the jet. However, the theoretical study on CFF has been limited up to data. 17, 20 The characteristics of spatial instability and the transition mechanism between the axisymmetric and nonaxisymmetric modes have not been reported, which motivates the present work.
The paper is organized as follows. In Sec. II a theoretical model of coflowing liquid-gas jets of CFF in view of spatial instability is established. In Sec. III the numerical method used for solving the linearly spatial eigenvalue problem is described and the validity of the MATLAB code is checked. In Sec. IV the numerical results and discussions are presented. The effects of the control parameters on the jet instability and the comparisons with the experimental results are performed. Finally, main conclusions are drawn in Sec. V.
II. FORMULATION
Consider a coflowing jet consisting of a cylindrical liquid core of radius R 1 and an annular gas stream of outer radius R 2 , as sketched in Fig. 1 . Both the liquid and the gas a͒ Author to whom correspondence should be addressed. Electronic mail: xzyin@ustc.edu.cn. are assumed to be incompressible and viscous. The effects of body force, temperature gradient, and the shear layer developing in the outer region are reasonably neglected. 17, 20 Selecting the length ͑R 1 ͒, velocity ͑Ū 1 ͒, time ͑R 1 / Ū 1 ͒, and pressure ͑ 1 Ū 1 2 ͒ as characteristic scales, the dimensionless parameters involved in the problem are the Reynolds number Re= 1 Ū 1 R 1 / 1 , the Weber number We= 1 Ū 1 2 R 1 / , the density ratio Q = 2 / 1 , the viscosity ratio N = 2 / 1 , and the radius ratio a = R 2 / R 1 , where , Ū , , and denote the density, average velocity, viscosity, and surface tension, and the subscripts 1 and 2 indicate liquid and gas, respectively.
Suppose the disturbances are infinitesimal. The classical normal mode method is used. The velocity components in axial, radial, and azimuthal directions ͑u i , v i , and w i ͒, and the pressure field p i are split into a basic quantity overlaying with a perturbation part, i.e., ͑u i , v i , w i , p i ͒ = ͑ũ i + U i , ṽ i , w i , p i + P i ͒, where ͑ũ i , ṽ i , w i , p i ͒ stand for the perturbation parts and U and P for the basic velocity and pressure, respectively. The disturbed interface is expressed as r =1+r, where r is the displacement of the interface from its original position. Then the perturbations are decomposed into the form of Fourier exponential, i.e.,
where F, G, H, and ⌸ are the amplitudes of the corresponding quantities at initial time and is the initial amplitude of the interface. For spatial instability analysis, ␣ = ␣ r +i␣ i is the complex axial wave number, is the real frequency, and n is the integer azimuthal wave number. Both the first nonaxisymmetric ͑n =1͒ and the axisymmetric ͑n =0͒ disturbances are considered. The linearized governing equations are
where ␦ is the Kronecker function, Re 1 = Re, Re 2 =Re ϫ Q / N, and the prime denotes the derivative with respect to r.
The boundary conditions are presented in the following:
where Eqs. ͑6͒ and ͑7͒ express the conditions at the symmetry axis, Eq. ͑8͒ represents the kinematic boundary condition at the liquid-gas interface, Eq. ͑9͒ expresses the continuity of the velocities at the interface, Eqs. ͑10͒-͑12͒ represent the balance of forces at the interface, and Eq. ͑13͒ represents the slip condition at the outside surface, where the effect of the mixing layer that develops in the region is negligible. 20 As is well known, the real basic velocity profile of CFF is complicated and spatially developing. It must be obtained by direct numerical simulation of solving the evolution of the liquid-gas flow considering the whole process and it is unrealistic to employ it in the current spatial instability analysis. In a previous work, we utilized a hyperbolictangent velocity profile and assumed locally parallel flow approximation, which simplified the instability analysis and has been demonstrated capable of predicting the experimental observations. 17 In this work we follow this consideration and use the hyperbolic-tangent velocity profile. The expressions are 
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where K and Us stand for the slope of velocity profile of the liquid at the interface and the interfacial velocity, respectively. Note that the basic flow exactly satisfies the continuity equation and there is only a small offset from the equation of motion. Different velocity profiles developing along the liquid-gas jets can be achieved by changing the values of K and Us.
III. NUMERICAL METHODS
As the set of Eqs. ͑2͒-͑13͒ is linear with respect to but nonlinear to ␣, the numerical methods solving the spatial and temporal instability problems are a little different. For spatial analysis, we introduce a set of eigenvectors
so that a linear eigenvalue problem is constituted by Eqs. ͑2͒-͑16͒. The Chebyshev spectral collocation method is used to solve the eigenvalues and eigenvectors. 27 A linear transformation from the physical domain r ͓0,a͔ to the computational domain y ͓−1,1͔ is employed, i.e.,
Ultimately, the problem is transformed into a generalized eigenvalue problem
where ͑y͒ denotes the discretized eigenvector and the elements of matrices A and B can be identified easily from the governing equations and the boundary conditions. The dimension of the matrices is 7N 1 +7N 2 + 16, where N 1 + 1 and N 2 + 1 are the numbers of the collocation points in the liquid and gas, respectively. The corresponding dispersion relation is described as D͑␣,;Re,We,Us,K,Q,N,a͒ = 0. ͑20͒
A MATLAB code is developed to solve the linear eigenvalue problem Eq. ͑19͒. Owning to the introduction of new eigenvectors and discretization, lots of spurious eigenvalues appear. As these spurious eigenvalues are highly sensitive to the numbers of the collocation points, 26 they can be discarded by changing the values of N 1 and N 2 .
The validity of the code is checked by the result in Ref. 17 . For instance, a complex frequency = 5.628 789 69 + 0.000 005 32i at ␣ = 2.9708 for n = 0, Re= 100, We= 3, Us = 1.2, K =1, Q = 0.0013, and N = 0.018 has been obtained in Fig. 6͑a͒ there. Within a spatial framework, the eigenvalue spectrum at = 5.6288 for the same parameters is shown in Fig. 2 . As expected, a discrete mode locates at ␣ = 2.970 803 98− 0.000 001 81i. Figure 2 also illustrates the sensitivity of the complex wave number ␣ = ␣ r +i␣ i to the numbers of the collocation points N 1 and N 2 and the radius ratio a. In the calculation, N 1 = 30 and N 2 = 60 are able to satisfy the desired accuracy. The radius ratio a hardly influences the discrete mode and is kept constant ͑a =5͒. As shown in Fig. 2 , there are a number of modes along the imaginary axis ␣ i varying with the value of a. This is a discretized continuous spectrum, 28 which can be disregarded in the problem.
IV. RESULTS AND DISCUSSIONS
In the spatial instability analysis we only care about the downstream-propagating spatial branch that experiences amplification away from the source. 24, 26 From this point, the control parameters ͑Re, We, Us , K , Q , N͒ are settled in the situations where the liquid jet is convectively unstable. Figure 3 represents the effect of We on the spatial growth rate −␣ i and the axial wave number ␣ r for both the nonaxisymmetric and axisymmetric modes. Note that the viscosity ratio N = 0.018 and the density ratio Q = 0.0013 correspond to a coflowing water-air jet. As shown in Fig. 3͑a͒ , for the nonaxisymmetric mode, both the maximum spatial growth rate ͑−␣ i ͒ max and the cutoff frequency increase as We increases. The result indicates that the surface tension retards 
A. Effects of physical parameters
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Spatial instability of coflowing liquid-gas Phys. Fluids 22, 112105 ͑2010͒ the nonaxisymmetric instability of the jet. For the axisymmetric mode, the effect of We is twofold. That is, there is a critical frequency: below this critical value, ͑−␣ i ͒ max decreases as the value of We increases, and above it ͑−␣ i ͒ max increases. As the wave number is nearly proportional to the frequency, the surface tension promotes the axisymmetric instability of the jet at long wavelengths, while the surface tension suppresses it at short wavelengths. Figure 3͑a͒ also shows that the value of ͑−␣ i ͒ max for n = 1 increases faster than that for n = 0 as We increases. The effect of Re on the spatial growth rate −␣ i and the axial wave number ␣ r is represented in Fig. 4 . It can be seen that the value of ͑−␣ i ͒ max for both the nonaxisymmetric and axisymmetric modes increases as the values of Re decrease from 400 to 50 ͑the range coincides with the experimental situation 17 ͒ and meanwhile, the most unstable wave number of each mode is kept almost constant. It indicates that liquid viscosity promotes the nonaxisymmetric and axisymmetric instability of the jet. Figure 4 also shows that the value of ͑−␣ i ͒ max for the nonaxisymmetric mode is always smaller than that of its axisymmetric counterparts as Re varies for the specific parameters.
In order to determine the dominant regions of the nonaxisymmetric and axisymmetric modes, the effects of We and Re on the maximum spatial growth rate ͑−␣ i ͒ max are represented in Figs. 5͑a͒ and 5͑b͒, respectively. As shown in Fig. 5͑a͒ , there is a critical Weber number, denoted by We cr . For WeϽ We cr , ͑−␣ i ͒ max for n = 0 is much larger than that for n = 1, especially at small values of We; for WeϾ We cr , ͑−␣ i ͒ max for n = 1 is a little larger. The result indicates that axisymmetric disturbances dominate the jet instability at small Weber numbers and nonaxisymmetric disturbances may grow faster at large Weber numbers. Figure 5͑b͒ shows that although the Reynolds number has a great influence on ͑−␣ i ͒ max , it hardly induces the transition between axisym- 
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metric and nonaxisymmetric instability. The result is in qualitative agreement with the CFF experiments reported in Ref. 17 . The instability of the jet is influenced greatly by the basic velocity profiles. Figures 6͑a͒ and 6͑b͒ illustrate the effects of Us and K, respectively, on the spatial growth rate. Us is the velocity at the interface and is mainly related to the liquid boundary layer thickness. As Us increases, ͑−␣ i ͒ max for n = 0 decreases faster than that for n = 1 and there exists a transition from the axisymmetric to the nonaxisymmetric mode. That is, axisymmetric disturbances dominate the jet instability at small Us, whereas nonaxisymmetric ones become dominant at large Us. In Fig. 6͑b͒ , as K increases, ͑−␣ i ͒ max for both n = 0 and n = 1 increases. That is, as K increases, the boundary layer becomes so thin that the aerodynamic effect plays an important role in the jet instability. It is clear that the basic velocity profiles with small ͑large͒ K and large ͑small͒ Us favor the instability at small ͑large͒ We, which is in well accordance with the temporal instability analysis in Ref. 17 . Figure 6͑b͒ also shows that ͑−␣ i ͒ max for n = 0 is always a little larger than that for n = 1. Thus K hardly affects the transition between axisymmetric and nonaxisymmetric instability. The effects of Q and N are shown in Figs. 6͑c͒ and 6͑d͒, respectively. As Q increases or N decreases, ͑−␣ i ͒ max for both n = 0 and n = 1 increases, indicating that the gas density promotes the jet instability and the gas viscosity suppresses it. Moreover, both Q and N hardly change the flow mode of the jet.
B. Comparison with experiments
The flow modes and their domains in a water-air CFF were investigated experimentally in Ref. Fig. 7͑a͒ , where the Weber numbers and the Reynolds numbers are calculated by 17 We = 1 The flow modes observed in experiments include the cone-shaking mode ͑I͒, the cone-adhering mode ͑II͒, the helical jetting mode ͑III͒, the coexisting jetting mode ͑IV͒, the axisymmetric jetting mode ͑V͒, and the dripping mode ͑VI͒. The images of three jetting modes are shown in Fig. 7 . For the helical jetting mode, nonaxisymmetric disturbances spread along the liquid jet and for the axisymmetric jetting mode, dominant disturbances are axisymmetric. The coexisting jetting mode is caused by both nonaxisymmetric and axisymmetric disturbances. Note that the nonaxisymmetric instability becomes dominant just from the boundary between domains V and IV as We increases. The transition curves predicted by the spatial instability analysis are shown in Fig. 7͑a͒ for different fitting values of Us and K. It can be seen that the curve for Us = 1.33 and K = 1.5 is in good agreement with the experiments.
C. Discussions
In this subsection we discuss two issues. One is about the basic velocity profile utilized in this problem. Although a real basic flow is preferable in instability analysis, sometimes it is difficult to obtain. In such a case it is usual to use simplified ones instead. Up to now, various simplified velocity profiles have been used in previous studies, such as the uniform, the piecewise linear, the analytical, that of errorfunction, that of hyperbolic-tangent function, and the selfconsistently computed basic flows. For the CFF problem we utilize the velocity profiles of the hyperbolic-tangent function with two fitting parameters ͑Us and K͒ in two fluids. In Ref. 17 , the basic flow predicting the AI/CI transition coincident with the experiment has K = 0.6 and that giving the most unstable wavelength in domain V has K = 0.7. In the present study, the basic flow predicting the transition from axisymmetric to nonaxisymmetric instability has K = 1.5. This coincides with the fact that the boundary layers grow downstream and also coincides with the fact that axisymmetric instability takes a longer time to develop downstream than nonaxisymmetric instability. Moreover, it is indicated that the values of Us increase with the Weber number. Therefore, the effects of Us and K must be considered together in application.
By assuming that the boundary layers are thin at the beginning of the jet, Gañán-Calvo 11 obtained a simple relationship between Us and U 1 based on U 2 / U 1 , Q, and N. For a coflowing water-air jet, the value of Us is about 1.74. However, due to the axial decay of the outer gas velocity, the fitting values of Us would be smaller than this value. Furthermore, with a rather ample generality, the diffusion of momentum from the gas phase and the limited Reynolds numbers observed in the experiments make the axial length of the jet smaller than several ten times of the jet diameter. Thus, the slope of the liquid velocity profile is fixed to be K =4͑Us −1͒ based on a parabolic velocity profile U 1 ͑r͒ = Us −2͑Us −1͒͑1−r 2 ͒ in the liquid domain. According to our calculation, the numerical results using two types of basic flow are quite similar. Moreover, although there are two fitting parameters involved, the fact that the fitting parameters take reasonable values according to prediction makes the agreement solidly supported.
The other issue is about the comparison with the temporal instability analysis. Figure 8͑a͒ shows the temporal growth rate i versus the axial wave number ␣ for different values of We in this problem. Figure 8͑b͒ shows the corresponding curves of the maximum temporal growth rate ͑ i ͒ max versus We for n = 0 and n = 1. Apparently, the temporal analysis predicts that axisymmetric disturbances always dominate in the jet instability, which is different from the spatial analysis and the experimental observation. The spatial analysis predicts a higher maximum growth rate of the nonaxisymmetric disturbances in the downstream direction. The result indicates that the temporal instability analysis is unable to predict the transition between axisymmetric and nonaxisymmetric jetting mode in CFF. That is why a spatial analysis is performed in this study. In fact, for many common liquids ͑e.g., most moderate-low viscosity solvents͒, there are very important implications of the spatial analysis in a detailed comparison with experimental observations for moderate and high Weber numbers, which further validates the previous results. 20, 29 
V. CONCLUSIONS
In this paper we have studied the spatial instability of a liquid jet in the core of a high-speed gas stream in capillary flow focusing. Both the first nonaxisymmetric ͑n =1͒ and axisymmetric ͑n =0͒ instabilities are studied using the Chebyshev spectral collocation method. Considering the viscosities of both the liquid and gas and utilizing a hyperbolic- 
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tangent velocity profile in two fluids, the effects of the control parameters on the characteristics of the spatially amplified branch in the convectively unstable regime are investigated. The effects of the parameters on the axisymmetric instability is in well accordance with the temporal instability analysis reported in Ref. 17 , indicating that both types of analyses lead to the same results for relatively low Weber numbers.
The results also show that the Weber number ͑We͒ and the velocity at the interface ͑Us͒ have significant influences on the transition between axisymmetric and nonaxisymmetric instabilities, whereas the other parameters including the Reynolds number ͑Re͒, the slope of the liquid velocity profile at the interface ͑K͒, the density ratio ͑Q͒, and the viscosity ratio ͑N͒ hardly induce the transition. Axisymmetric disturbances always dominate in the jet instability for small values of We, while nonaxisymmetric disturbances grow faster for large values of We and thus dominate. It is also indicated that the basic velocity profile with large K and moderate Us favor the instability at large We and the aerodynamic effect is the main mechanism resulting in the nonaxisymmetric instability.
Specially, the spatial and temporal instability analyses are performed in the range of control parameters corresponding to the experimental situations. Spatial instability results about the transition between axisymmetric and nonaxisymmetric instabilities are in better agreement with experiments than those obtained from temporal analysis.
