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THE MINIMAL GROWTH OF A k-REGULAR SEQUENCE
JASON P. BELL, MICHAEL COONS, AND KEVIN G. HARE
Abstract. We determine a lower gap property for the growth of an un-
bounded Z-valued k-regular sequence. In particular, if f : N → Z is an un-
bounded k-regular sequence, we show that there is a constant c > 0 such that
|f(n)| > c logn infinitely often. We end our paper by answering a question of
Borwein, Choi, and Coons on the sums of completely multiplicative automatic
functions.
1. Introduction
Let k > 2 be a natural number and Σ a finite set of integers. A sequence
f : N→ Σ is called k-automatic (or just automatic), provided that there is a finite-
state automaton that reads as input the base-k expansion of n and outputs the
number f(n). The canonical example of an automatic sequence is the Thue-Morse
sequence
{t(n)}n>0 := 0110100110010110100101100110 · · · ,
wherein t(n) takes the value 1 if the binary expansion of n has an odd number of
ones, and the value 0 if the binary expansion has an even number of ones. The
automaton that takes in the binary expansion of n and outputs t(n) is given in
Figure 1.
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Figure 1. The 2-automaton that produces the Thue-Morse sequence.
We define the k-kernel of an integer-valued sequence f : N → Z to be the
collection of subsequences
Kk(f) :=
{
{f(kℓn+ r)}n>0 : ℓ > 0, 0 6 r < k
ℓ
}
.
For example, the 2-kernel of the Thue-Morse sequence is
K2(t) =
{
{t(n)}n>0, {1− t(n)}n>0
}
.
Indeed, a result of Cobham [5] gives that Kk(f) is finite if and only if {f(n)}n>0 is
a k-automatic sequence; see also [2, Theorem 6.6.2]. Using this characterisation of
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k-automatic sequences, Allouche and Shallit [1] introduced the more general class
of k-regular sequences. Formally, we say the integer-valued sequence f : N → Z
is k-regular provided the Z-module generated by Kk(f) (regarded as a submodule
of the Z-module of all integer-valued sequences) is finitely generated. Of course,
if Kk(f) is finite, then certainly such a Z-module is finitely generated, so a k-
automatic sequence is necessarily k-regular. Moreover, Allouche and Shallit [1,
Theorem 2.3] showed that a k-regular sequence taking only finitely many distinct
values is necessarily k-automatic. The following question arises immediately: what
type of growth must an unbounded k-regular sequence have?
To answer this question, in this paper we provide the following result.
Theorem 1. Let k > 2. If f : N → Z is an unbounded k-regular sequence, then
there exists c > 0 such that |f(n)| > c logn infinitely often.
In fact, we can show that there exist words u1, . . . , um, y, v1, . . . , vm ∈ {0, 1, . . . , k−
1}∗ and a constant c0 > 0 such that for all sufficiently large n there exist an i and j
such that |f([uiy
nvj ]k)| > c0n. Here for a word w = is · · · i0 ∈ {0, 1, . . . , k−1}
∗, we
have written [w]k = isk
s + · · ·+ i0. This can be thought of as a type of “pumping
lemma” for attaining unbounded growth.
Before moving on, we present examples that show that the conclusion to the
statement of Theorem 1 is best possible.
Let k > 2 and consider the sequence sk(n), which is the sum of the digits of the
base-k expansion of n. We note that if a > 1 and 0 6 b < ka then sk(k
an+ b) =
sk(n) + sk(b) and so the Z-module spanned by the k-kernel of sk(n) is generated
by the sequence sk(n) and the constant sequence of ones, and so sk(n) is k-regular.
Since the base-k expansion of n has at most logk(n) + 1 digits, each of which is at
most k−1, we see that there is a positive constant C such that sk(n) 6 C log(n) for
n sufficiently large. On the other hand, sk(k
n) = 1 for every n and thus a general
answer to the growth question can at most be an “infinitely often” result. If fact,
if one lets tk(n) denote the k-automatic sequence that is 1 when n = k
j − 1 for
some j > 0 and is zero otherwise, then the product uk(n) := sk(n)tk(n) is k-regular
[2, Theorem 16.2.1] and we have uk(n) = 0 unless n = k
j − 1, in which case it is
(k − 1)j, and so we see that the natural numbers n for which |uk(n)| > logn are
precisely those n of the form n = [(k − 1)j ]k for some k > 1.
2. Minimal growth in unbounded regular sequences
In this section, we prove our main result. To do this, we need a basic dichotomy
about the growth of entries of matrices in a semigroup.
Lemma 2. Let k > 2 be an integer, let A0, . . . ,Ak−1 be d × d integer matrices,
and let B be the semigroup generated by A0, . . . ,Ak−1. Then either B is finite or
there is some S ∈ B and fixed vectors v and w ∈ Cd such that |wTSnv| > n for all
sufficiently large n.
Proof. Suppose that B is infinite. Then since B is finitely generated, a result of
McNaughton and Zalcstein [11] gives that there is some S in B such that the
matrices S,S2,S3, . . . are all distinct. Let p(x) be the characteristic polynomial of
S. Then p(x) is a monic integer polynomial. If p(x) has a root λ that is strictly
greater than 1 in modulus, then S has an eigenvector v such that Sv = λv. Pick
a nonzero vector w such that wTv = C 6= 0. Then |wTSnv| = |C| · |λ|n > n for n
sufficiently large.
If, on the other hand, all the roots of p(x) are at most 1 in modulus, then all non-
zero eigenvalues of S are algebraic integers with all conjugates having modulus 1,
hence they are roots of unity. Let Y be a matrix in GLd(C) such that T := Y
−1SY
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is in Jordan form, where we take Jordan blocks to be upper-triangular. Then each
Jordan block in T is of the form Ji(λ) with λ either zero or a root of unity and i > 1.
Since S does not generate a finite subsemigroup of B, there is some root of unity
ω and some m > 1 such that T has a block of the form Jm(ω). We may assume,
without loss of generality, that Jm(ω) is the first block occurring in T. Then the
(1, 2)-entry of Tn is nωn−1 and so |eT1 T
ne2| = n for every n. In particular, we have
|eT1 Y
−1SnYe2| > n
for every n. Taking wT = eT1 Y
−1 and v = Ye2 gives the result. 
We are now ready to prove Theorem 1.
Proof of Theorem 1. Let k > 2 be an integer, and suppose that f : N→ Z is an un-
bounded k-regular sequence. Given a word w = is · · · i0 ∈ {0, . . . , k− 1}
∗, as stated
previously, we let [w]k denote the natural number n = isk
s+ · · ·+ i1k+ i0. We have
the Z-submodule of all Z-valued sequences spanned by Kk(f) is a finitely generated
torsion free module and hence free of finite rank. Let
{
{g1(n)}n>0, . . . , {gd(n)}n>0
}
be a Z-module basis for the Z-module spanned by Kk(f). Then for each i ∈
{0, 1, . . . , k − 1}, the functions g1(kn + i), . . . , gd(kn + i) can be expressed as Z-
linear combinations of g1(n), . . . , gd(n) and hence there are d × d integer matrices
A0, . . . ,Ak−1 such that
[g1(n), . . . , gd(n)]Ai = [g1(kn+ i), . . . , gd(kn+ i)]
for i = 0, . . . , k−1 and all n > 0. In particular, if is · · · i0 is the base-k expansion of
n, then [g1(0), . . . , gd(0)]Ais · · ·Ai0 = [g1(n), . . . , gd(n)]. (We note that this holds
even if we pad the base-k expansion of n with zeros at the beginning.) We claim that
the Q-span of the vectors [g1(i), . . . , gd(i)]
T , as i ranges over all natural numbers,
must span all of Qd. Indeed, if this were not the case, then their span would be
a proper subspace of Qd and hence the span would have a non-trivial orthogonal
complement. In particular, there would exist integers c1, . . . , cd, not all zero, such
that
c1g1(n) + · · ·+ cdgd(n) = 0
for every n, contradicting the fact that g1(n), . . . , gd(n) are linearly independent
sequences.
Let A denote the semigroup generated by A0, . . . ,Ak−1. Then we have just
shown that there exist words X1, . . . ,Xd in A such that
[g1(0), . . . , gd(0)]X1, . . . , [g1(0), . . . , gd(0)]Xd
span Qd. Now, if A is finite, then {g1(n)}n>0, . . . , {gd(n)}n>0 take only finitely
many distinct values. Since {f(n)}n>0 is a Z-linear combination of {g1(n)}n≥0, . . . , {gd(n)}n>0,
we see that it too takes only finitely many distinct values, which contradicts our
assumption that it is unbounded. Thus A must be infinite. By Lemma 2, there
exist Y ∈ A and vectors x,y ∈ Cd such that |xTYny| > n for all n sufficiently
large.
By construction, we may write xT =
∑
j αjXj [g1(0), . . . , gd(0)] for some complex
numbers αj . Then
xTYn =
∑
j
αj [g1(0), . . . , gd(0)]XjY
n.
Let uj be the word in {0, 1, . . . , k− 1}
∗ corresponding to Xj and let y be the word
in {0, . . . , k− 1}∗ corresponding to Y; that is uj = is · · · i0 where Xj = Ais · · ·Ai0
and similarly for y. Then we have
[g1(0), . . . , gd(0)]XjY
n = [g1([ujy
n]k), . . . , gd([ujy
n]k)]
T .
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Write yT = [β1, . . . , βd]. Then
xTYny =
∑
i,j
αiβjgj([uiy
n]k).
By assumption, each of {g1(n)}n>0, . . . , {gd(n)}n>0 is in the Z-module generated
Kk(f), and hence there exist natural numbers p1, . . . , pt and q1, . . . , qt with 0 6
qm < k
pm for m = 1, . . . , t such that each of for s = 1, . . . , d we have gs(n) =∑t
i=1 γi,sf(k
pin+ qi) for some integers γi,s. Then
xTYny =
∑
i,j,ℓ
αiβjγℓ,jf([uiy
nvℓ]k),
where vℓ is the unique word in {0, 1, . . . , k − 1}
∗ of length pℓ such that [vℓ]k = qℓ.
Let K =
∑
i,j,ℓ |αi| · |βj| · |γℓ,j|. Then since |x
TYny| > n for all n sufficiently large,
there is some N0 > 0 such that for n > N0 some element from{
{|f([uiy
nvj ]k)|}n>0 : i = 1, . . . , d, j = 1, . . . , t}
}
is at least n/K.
We let M denote the maximum of the lengths of u1, . . . , ud, y, v1, . . . , vt. Then
each of [uiy
nvj ]k < k
2Mn for n > 2. Hence we have constructed an infinite set
of natural numbers N = Nn := [uiy
nvj ]k such that |f(N)| > logk(N)/2K and so
taking c = (2MK log k)−1, we see that |f(N)| > c logN for infinitely many N . 
3. Discrepancy of completely multiplicative automatic functions
Let us take this opportunity to highlight one of our favourite open problems, the
Erdo˝s discrepancy problem, which may or may not be related to the results above
(only time will tell).
Erdo˝s [6] asked the following question: “Let f(n) = ±1 be an arbitrary number
theoretic function. Is it true that to every c there is a d and an n for which
(1)
∣∣∣∣∣∣
n∑
j=1
f(jd)
∣∣∣∣∣∣ > c?
Inequality (1) is one of my oldest conjectures.” (This particular quote is taken
from a restatement of the conjecture in [7, p. 78]. See also [8] and [9].) Erdo˝s offers
500 dollars for a proof of this conjecture. Erdo˝s [6, p. 293] wrote in 1957 that this
conjecture is twenty-five years old, placing its origin at least as far back as the early
1930s. Erdo˝s [6, 7, 8] also states the multiplicative form of his conjecture.
Conjecture 3 (Erdo˝s). Let f(n) = ±1 be a multiplicative function, i.e., f(ab) =
f(a)f(b), when (a, b) = 1. Then
(2) lim sup
∣∣∣∣∣∣
n∑
j=1
f(j)
∣∣∣∣∣∣ =∞.
Erdo˝s added in [7] that “clearly (2) would follow from (1) but as far as I know (2)
has never been proved. Incidentally (2) was also conjectured by Tchudakoff.”
Erdo˝s [7] suggests a strengthening of his conjecture: “is it true that the density
of integers n for which
∣∣∣∑nj=1 f(j)
∣∣∣ < c is 0 for every c?”
Concerning true lower bounds to
∑
n6x f(n), Erdo˝s and Graham [9] ask, is it
true that there is a c > 0 so that
max
N6x
∣∣∣∣∣∣
∑
n6N
f(n)
∣∣∣∣∣∣ > c logx?
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We note that many of the multiplicative functions defined in terms of Dirichlet
characters are automatic and since the sequence of partial sums of an automatic
sequence is regular, Theorem 1 shows that this lower bound must hold for such
multiplicative functions as long as their partial sums are unbounded. As an ex-
ample, consider the completely multiplicative function λ3(n) defined by λ3(1) = 1
and
λ3(p) =


1 if p ≡ 1 (mod 3)
−1 if p ≡ −1 (mod 3)
1 if p = 3.
for all primes p. To see that {λ3(n)}n>0 is 3-automatic one can either show that
λ3(3n + 1) = 1, λ3(3n + 2) = −1 and λ3(3n) = λ3(n) and use Cobham’s result
characterizing k-automaticity in terms of finiteness of the k-kernel, or one can see
Figure 2.
1 −1
0 0
1 2
2
1
Figure 2. The 3-automaton that produces the sequence λ3(n).
We have the somewhat surprising result that s1,3(n) =
∑n
j=1 λ3(j), where s1,3(n)
is the number of ones in the ternary expansion of n. To see this, let F (n) =∑n
j=0 λ3(j), where we take λ3(0) = 0. Then we have
F (3n) =
n∑
j=0
λ3(3j) +
n∑
j=0
λ3(3j + 1) +
n∑
j=0
λ3(3j + 2) = F (n),
F (3n+ 1) =
n∑
j=0
λ3(3j) +
n∑
j=0
λ3(3j + 1) +
n−1∑
j=0
λ3(3j + 2) = F (n) + 1,
and
F (3n+ 2) =
n∑
j=0
λ3(3j) +
n∑
j=0
λ3(3j + 1) +
n−1∑
j=0
λ3(3j + 2) = F (n).
On the other hand, it is clear that
s1,3(3n) = s1,3(3n+ 2) = s1,3(n)
and s1,3(3n + 1) = s1,3(n) + 1. Since s1,3(0) = F (0) and they satisfy the same
recurrences given above, we see that F (n) = s1,3(n) for every n. In particular,
F ((3n−1)/2) = n for every n, and so in view of the function λ3(n) and its sequence
of partial sums, F (n), the lower bounds Erdo˝s and Graham [9] speculated might
hold would indeed be “best possible.”
Functions such as λ3(n) are defined via Dirichlet characters and as well are au-
tomatic. As stated previously, their partial sums are regular, and thus our theorem
applies to them. Understanding and relating multiplicative functions to character-
like functions, as a means to attack the Erdo˝s discrepancy problem, has been de-
scribed by Gowers [10]. Specifically, Gowers [10] puts forward the following strategy
for a possible proof:
(a) Develop a notion of “almost character-like” functions.
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(b) Prove that a multiplicative sequence that is not almost character-
like must have unbounded discrepancy.
(c) Prove that a multiplicative sequence that is almost character-
like must have unbounded discrepancy.
He also adds, “I would expect (c) to be easy once one had a decent answer to (a).
The real challenge is to answer (a) in a way that allows one to prove a good theorem
that answers (b).”
Schlage-Puchta [12, Proposition 1] has given the following characterisation of
nonvanishing k-automatic completely multiplicative functions, which, with a bit
of work, allows one to show that the question of Erdo˝s and Graham [9] holds for
completely multiplicative automatic functions.
Proposition 4 (Schlage-Puchta [12]). Let k > 2 be an integer, and f be a com-
pletely multiplicative k-automatic function, which does not vanish. Then there exists
and integer r, such that if n1, n2, ℓ are integers such that gcd(n1, k
ℓ+1) divides kℓ,
and n1 ≡ n2 (mod k
r+ℓ), then f(n1) = f(n2).
Proposition 4 immediately implies that a nonvanishing completely multiplicative
k-automatic function f agrees with a Dirichlet character χ modulo kℓ on a all values
coprime to k; that is, f(n) = χ(n) for all n with gcd(n, k) = 1. In fact, one can say
a bit more about these functions.
Proposition 5. Let k > 2 be an integer, and f be a completely multiplicative k-
automatic function, which does not vanish. Then k = qm for some prime q and
some integer m > 1.
Proof. Write k = qj11 · · · q
js
s . We will show that if s > 1, then f cannot be k-
automatic unless it is eventually periodic.
To this end, let s > 1, and set l = k/q1. Then for any given a > 1 and 0 6 b < l
a,
{f(lan+ b)}n≥0 = {f(q1)
−af(kan+ bqa1 )}n≥0 ∈ ζ · Kk(f),
where ζ is some root of unity. Since f is k-automatic, we see it is l-automatic too.
But k and l are multiplicatively independent since s > 1, so Cobham’s theorem [4]
gives the result. 
Relating this to the question of Erdo˝s, let us now suppose that f(n) = ±1 is
a k-automatic completely multiplicative function. To examine the growth of the
summatory function, Proposition 5 gives that we need only consider k = qm for
some prime q. Since f is completely multiplicative and real, Proposition 4 gives that
f agrees with a real Dirichlet character modulo qm on values coprime to q. This
leaves only two options for the Dirichlet character, it is either the trivial character
or the quadratic character, and moreover, these options allow us to work modulo q
(independent of the value of m).
Set
F (x) :=
∑
16n6x
(n,q)=1
f(n) and G(x) :=
∑
n6x
f(n).
Then
F (x+ q) = F (x) + c,
for some constant c. The two choices for Dirichlet characters modulo q yield two
possibilities for c. If we are dealing with trivial Dirichlet character modulo q, then
c = q− 1, and if we are dealing with the quadratic character modulo q, then c = 0.
Notice that F and G satisfy the relationship
G(x) = F (x) + f(q)F (x/q) + f(q)2F (x/q2) + · · · ,
where the sum ends once qi > x.
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If c is nonzero, as stated above, we have c = q − 1. Note that
x ·
q − 1
q
− q 6 F (x) 6 x ·
q − 1
q
+ q,
for all x.
Let i be the first natural number such that qi > x, and suppose that x is large
enough so that i > 2. Then
G(x) > x ·
q − 1
q
− q − x ·
q − 1
q2
− q + x ·
q − 1
q3
− q − · · ·+ (−1)i+1x ·
q − 1
qi
− q,
> x(q − 1)
(
1
q
−
1
q2
+
1
q3
− · · ·
)
− q(1 + logq(x))
> x ·
(q − 1)2
q2
− q(1 + logq(x))
which goes to infinity faster than log x for any q > 2.
If c is zero, then the function f agrees with the quadratic character modulo the
odd prime q. Again we will argue using
G(x) = F (x) + f(q)F (x/q) + f(q)2F (x/q2) + · · · ,
but now with the additional property that F (x+q) = F (x). Indeed, this additional
property gives that F (qn) = 0 for all n. Now since f is multiplicative, we necessarily
have f(1) = F (1) = 1, and so also, F (qn+ 1) = 1, since F (x) is periodic.
For this case, consider the number
[1010101010 · · ·10︸ ︷︷ ︸
10 written m times
]q = [(10)
m]q.
Then
G([(10)m]q) = F ([(10)
m]q) + f(q)F ([(10)
m−11]q) + f(q)
2F ([(10)m−1]q) + · · ·
= f(q)
m−1∑
i=0
F ([(10)m−11]q)
= f(q)m,
and so |G(x)| grows at least logarithmically.
Since c is zero in this case, we have |F (x)| 6 q, so that also |G(x)| 6 q(1+logq x).
The above argument allows us to finish with the following result, which answers
a question of Borwein, Choi, and Coons [3, Question 3].
Proposition 6. Let f(n) = ±1 be a completely multiplicative function. If f is
k-automatic for some positive integer k, then there is a C > 0 so that
max
N6x
∣∣∣∣∣
∑
n6N
f(n)
∣∣∣∣∣ > C log x.
Moreover, if
∑
n6x f(x) = o(x), then
max
N6x
∣∣∣∣∣
∑
n6N
f(n)
∣∣∣∣∣ ≍ log x.
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