Abstract. The proposed true random number generator (TRNG) exploits the jitter of events propagating in a self-timed ring (STR) to generate random bit sequences at a very high bit rate. It takes advantage of a special feature of STRs that allows the time elapsed between successive events to be set as short as needed, even in the order of picoseconds. If the time interval between the events is set in concordance with the clock jitter magnitude, a simple entropy extraction scheme can be applied to generate random numbers. The proposed STR-based TRNG (STRNG) follows AIS31 recommendations: by using the proposed stochastic model, designers can compute a lower entropy bound as a function of the STR characteristics (number of stages, oscillation period and jitter magnitude). Using the resulting entropy assessment, they can then set the compression rate in the arithmetic post-processing block to reach the required security level determined by the entropy per output bit. Implementation of the generator in two FPGA families confirmed its feasibility in digital technologies and also confirmed it can provide high quality random bit sequences that pass the statistical tests required by AIS31 at rates as high as 200 Mbit/s.
Introduction
with high security requirements because their output is unpredictable. Besides unpredictability, good TRNGs must also fulfill another security requirement: they must not be manipulable [1] .
According to new AIS31 evaluation criteria [2] , unpredictability should be verified using a stochastic model to estimate entropy per bit. If entropy per output bit converges to one, the generator can be considered as unpredictable. Concerning the robustness of the generator against manipulations and environmental fluctuations, there are two possible solutions plus their combination: the generator can use a source of randomness that is not manipulable (e.g. thermal noise) and/or the source of randomness can be continuously tested.
Although security is the main requirement in cryptographic applications, to date very few published TRNG designs have been thoroughly evaluated from this point of view. For some designs such as [3] , [4] , the stochastic models are not feasible or at least not plausible, because they combine intrinsically pseudo randomness with true randomness. For other designs such as [5] , [6] , the model should be feasible, but this has not been suggested up to now. In [7] , the authors propose a stochastic model, but the underlying assumptions were not adequately confirmed [6] and the model can therefore not be considered as valid. In [8] , the authors present a simple model of the TRNG based on coherent sampling. Unfortunately, implementation of the generator is not practical in field programmable gate arrays (FPGA), because it requires topology optimization for each device individually.
In [9] , we showed for the first time that self-timed rings (STR) are a highly suitable source of entropy. Based on these observations, in [10] we proposed the first TRNG principle based on STRs. This paper presents the new self-timed ring based true random number generator (STRNG). It significantly extends the principle presented in [10] by proposing a stochastic model and a design strategy based on this model enabling unprecedented output speed. The feasibility of the generator in logic devices and the plausibility of the new design strategy is demonstrated on two main reconfigurable logic technologies -Altera and Xilinx FPGAs. Raw binary signals and post-processed TRNG output bit streams generated in selected FPGA devices were evaluated using AIS31 testing methodology including FIPS 140-1 statistical tests and also using the NIST statistical test suite [11] .
Our contribution: 1) We propose a TRNG principle that enables adjustment of the sensitivity of the entropy extractor to jitter size; 2) we propose a stochastic model of the generator for estimation of entropy per output bit; 3) we propose a TRNG design that makes it possible to manage speed, area, and security according to needs.
The paper is organized as follows: in Section 2 we present the STRNG principle and its design. In Section 3 we describe the stochastic model of the generator and its use for entropy estimation in realistic conditions. In Section 4 we evaluate the feasibility of the STRNG in FPGAs and illustrate it with two implementations: one in Altera Cyclone III and the second one in Xilinx Virtex 5. In Section 5 we draw some conclusions.
2 Self-timed Ring Based TRNG Self-timed rings (STR) are oscillators that can provide events which are evenly spaced in time and distributed over half an oscillation period of one ring stage. The time interval between successive events can be set as short as needed and the jitter of each event is mostly composed of the local Gaussian jitter resulting from the ring stage that the event is crossing. In this section, we present a self-timed ring based TRNG (STRNG) based on these features.
Self-timed Ring Oscillators
STRs use a handshake request and acknowledgment protocol to assure data transfers between adjacent stages. Contrary to inverter ring oscillators, several events can propagate simultaneously in STRs thanks to the asynchronous handshake protocol. On the other hand, STRs exhibit a very specific temporal behavior: for a particular range of numbers of events in relationship with the number of stages, the events lock into a steady state where they propagate with constant spacing, known as the evenly-spaced oscillation mode of an STR. The TRNG proposed in this section exploits two features of the STR:
-If the number of events and the number of STR stages are co-prime, the STR exhibits as many equidistant phases as its number of stages. Its phase resolution can be expressed as follows:
where L is the number of STR stages, and T its oscillation period (T can be tuned by the ratio N/L, where N is the number of events). This phase resolution can be set as finely as needed. -The jitter that appears at the output of each STR stage is mostly composed of the random jitter that originates from the local noise sources of the stage concerned.
Appendix A presents STRs, their architecture, and their temporal behavior in the amount of detail needed to understand the rest of this paper.
STRNG Principle
Left part of Fig. 1 shows the architecture of the STRNG. If an L-stage STR is initialized with N events and N and L are co-prime, the STR delivers L jittery signals (C i ) 1≤i≤L spread evenly around the ring and that have the same period T . These signals have a constant mean phase difference ϕ = T /2L. A reference 
Right part of Fig. 1 illustrates the entropy extraction principle. The STR output signals are re-indexed according to their mean arrival time (C i and C i−1 are not adjacent stages). Since each signal C i is sampled using the same reference clock clk, for any sampling instant t, there exists j such that |t−t j | ≤ ϕ 2 , where t j is the switching time of the signal C j . If the jittery interval around the mean signal phase is longer than the phase difference between two signals ϕ, the signal C j is sampled in its jittery time interval. The resulting sample s j then has a random value, and hence the output of the XOR gate is also random. The entropy of the corresponding bit of the STRNG output (signal ψ) is at least equal to the entropy of the sample s j . The higher the jitter magnitude and the lower the phase difference ϕ, the higher the entropy of the sample s j and the higher the entropy at the output of the TRNG. If we denote H the Shannon entropy, then:
Although the theoretical concept described here does not require a jittery sampling clock, in practical designs, the jitter of the sampling clock enhances the entropy at the output of the TRNG. However, we do not take this jitter into account while setting up the design (i.e. choosing the phase resolution of the STR with respect to its jitter magnitude). In this way, no assumption or constraint on the sampling clock needs to be made (worst case scenario).
Comparison with the Inverter Ring Oscillator Approach
The entropy extraction in this design is similar to the one used in [7] . But, due to the use of an STR, two major aspects of the behavior of the STRNG differ significantly.
In [7] , several inverter ring oscillators are used (each ring providing one periodic signal), but their mutual phases are not controlled (they are supposed to be independent). The setup of the design relies on a probabilistic assumption: if enough ring oscillators are used, the mean elapsed time between successive events is likely to be short enough to enable each sample to happen in a jittery interval around one event. A probabilistic model based on the coupon collector's problem is used to estimate the number of oscillators needed. Conversely, the STR (which provides as many periodic signals as needed) allows a precise setup of the time elapsed between successive events using Eq. (1) .
The signals resulting from the STR outputs are synchronized and their mutual position does not change over time. In contrast, the ring oscillator output signals from [7] drift in time and generate pseudo-randomness. This behavior was confirmed by simulations: sequences generated by combining signals from the outputs of 18 ideal inverters (without jitter) oscillating at slightly different frequencies, passed NIST statistical tests ( [12] ).
Stochastic Model of the STRNG
In the next section, we propose a simple stochastic model to estimate entropy per output bit of the STRNG. The objective is to provide a lower bound of entropy per bit as a function of the ring characteristics: number of stages, oscillation period, and jitter size.
Definitions and Assumptions
The model assumes the presence of a Gaussian random jitter component at the output of each STR stage. This jitter component is caused by an unavoidable thermal noise (a white noise) generated independently in each STR stage. The main practical issue is to correctly measure its magnitude independently from additional noise components. For the sake of simplicity, we suppose that the sampling clock is an ideal jitter-free clock. The idea is to estimate the entropy resulting only from the STR, and to derive its lower bound without any assumption concerning the sampling clock. The model is based on the following observations:
-The STR output signals (C i ) 1≤i≤L provide L jittery events, whose mean time values (denoted (tm i ) 1≤i≤L ) are evenly distributed over half an oscillation period. The STR output signals are re-indexed according to the mean time values of their events (tm 1 ≤ tm 2 ≤ ... ≤ tm L ). We denote ϕ the mean time interval between two successive events (which corresponds to the STR phase resolution described by Eq. (1)):
-The effective timing of events are modeled as Gaussian random variables whose mean values are determined by the phase resolution of the STR, and for which the standard deviation corresponds to the standard deviation of the propagation delay of one ring stage. In the following, we refer to this standard deviation simply as jitter magnitude, denoted σ. -Each signal C i is sampled at the same time t, the resulting samples (s i ) 1≤i≤L are combined with a XOR function and ψ is the resulting combined signal. Figure 2 shows the modeling of the entropy extraction. For a given sampling time t, two successive events result from signals C j−1 and C j such that tm j ≤ t ≤ tm j−1 . We position the time origin in the middle of the mean time interval between the events (so that tm j − tm j = 0). This, added to the remarks above, leads to the following definitions:
Fig. 2. Modeling of the entropy extraction
-The effective time value of the event resulting from signal C j is a random variable X j described by a normal law whose mean value is ϕ 2 , and whose variance is σ 2 . We denote it:
The effective time value of the event resulting from signal C j−1 is a random variable X j−1 described by a normal law whose mean value is − ϕ 2 , and whose variance is σ 2 . We denote it:
Note that X j and X j − 1 are independent random variables because they are related to two different events at distant ring stages. Signal ψ can be decomposed into the sum of ω = s j ⊕ s j−1 and µ = ⊕(s i ) i =j,i =j−1 . We denote H(ψ) the Shannon entropy function of an output bit of the signal ψ (associated with the sampling instant t). It should be noted that H(ψ) ≥ H(ω) because (s i ) 1≤i≤L are independent samples. This means that we can derive a lower bound of entropy per output bit of ψ by computing the Shannon entropy function of the output bits of ω. In practice, our previous investigations showed that H(µ) can be safely neglected unless ϕ σ. In that case ( ϕ σ), µ yields some entropy, but H(ω) 1 so that H(ψ) 1. Therefore, in the following, we assume that H(µ) 0 and we denote u the value of the output bit of µ associated with the sampling moment t (u being '1' or '0', but not random). These remarks can be summarized in the following equation:
where H(ω) is a function of the realizations of random variables X j and X j−1 , described by the following normal laws:
Binary Probability Computation
First, for a fixed sampling time t, we compute the probability that the output bit value of ψ is equal to u, which we denote P (u). This probability is determined by the realizations of the random variables X j−1 and X j . Table 1 gives the value of ω and ψ as functions of the realizations of X j−1 and X j .ū is the complementary value of u. We denote p = P (X j ≤ t) the probability that X j ≤ t, and p = P (X j−1 ≤ t) the probability that X j−1 ≤ t. According to Tab. 1, the probability of obtaining a value u in the signal ψ, which we denote P (u), is:
The cumulative distribution function (Φ) of the standard normal distribution N (0, 1) describes the probability that the associated random variable falls in the interval [−∞, x]. It is defined as follows:
From Eq. (4) and from the above definition, we deduce p and p as functions of t, σ and ϕ:
σ ) Finally, using Eq. (1) and Eq. (5), we express the probability that the output bit value of ψ is equal to u (P (u)) with respect to the jitter magnitude (σ), the oscillation period (T ), the number of ring stages (L) and the sampling time (t) as follows:
Lower Bound of Entropy per Output Bit
The Shannon entropy of an output bit of signal ψ, associated with the sampling instant t, is defined as follows:
P (u) can be computed using Eq. (6). Therefore, H(ψ) is a function of t, σ, T and L. In the left part of Fig. 3 , we plotted H(ψ) as a function of time for ϕ equal to 10 time units, and for different values of the jitter magnitude σ. As can be seen in these graphs, entropy is maximum when sampling happens at the edges of the signals (t = ϕ 2 and t = − ϕ 2 ). Conversely, entropy is minimum when sampling happens far from the signal edges (t = 0). On the other hand, the higher the jitter magnitude σ, the higher the lower bound of entropy at the output of the TRNG (dotted curves in Fig. 3 ). The lower bound of entropy per output bit is obtained by replacing t = 0 in the previous equations. From Eq. (6), and knowing that φ(−x) = 1 − φ(x) (x ∈ R), we express P (u) t=0 as follows:
Denoting H m this lower bound of entropy per output bit, it can be expressed with respect to P (u) t=0 :
H m is a function of the jitter magnitude σ, the number of STR stages L and their oscillation period T . In the right part of Fig. 3 , we plotted H m as a function of L for different values of σ/T . We assume that the frequency is maintained when the number of stages is increased by judiciously selecting the number of events (that are still co-prime with the number of stages). As expected, H m increases with the number of ring stages. As a consequence of this feature, the sensitivity of the entropy extractor can be tuned to jitter size, by simply adjusting the number of STR stages. Moreover, the STRNG can be exploited with optimal entropy (H m ≥ 0.99) if the selected number of STR stages is high enough.
Practical Use of the Model
The purpose of this model is to help designers select the number of STR stages required to achieve a targeted entropy per output bit of the STRNG. This setup requires measuring the STR oscillation period and its jitter magnitude. Using these measurements, designers can plot the entropy curve (similar to the curve in the right part of Fig. 3 ) and select the number of stages needed to achieve a targeted lower bound of entropy per output bit. The jitter measurement is critical considering its low magnitude in self-timed rings (a standard deviation of few picoseconds); consequently a few precautions need to be taken, and these are discussed in [10] . Fine tuning involving a trade-off between the STRNG size (number of STR stages) and its throughput can be achieved by compressing the output data using a parity filter. An n th −order parity filter combines n successive input bits into one output bit using a XOR function, which enhances the entropy per output bit, but reduces the throughput by n. The main advantage of the parity filter is that combined with the proposed stochastic model, it enables simple entropy per bit correction. Supposing that the input bits are independent, P (u) being the input bit probability (u refers to '1' or '0'), the output bit probability P pf (u) is expressed as follows [17] :
Note that the higher the n, the more closely P pf (u) approaches 0.5. Using Eq. (10), designers can recompute the lower bound of entropy by replacing P (u) by P pf (u) in Eq. (9) . A trade-off between size and speed can be chosen depending on specific applications and security requirements, by judiciously selecting the filter order n and the number of ring stages L. Throughput loss is mitigated by the fact that no assumption has been made on the sampling clock: its frequency should be as high as permitted by the selected technology. Finally, Appendix B presents a few mainly design-related conditions that should be satisfied in order to guarantee the validity of this stochastic model. their oscillation period and jitter magnitude, and computed the lower bound of entropy using the proposed model for each STRNG configuration. Then we evaluated bit sequences acquired at bit-rates up to 400 Mbit/s using AIS31 and NIST SP 800-22 statistical test suites.
STRNG design
We implemented each STR stage in one look-up-table (LUT) in both Altera Cyclone III and Xilinx Virtex 5. In each LUT, at least four inputs are required: two inputs are used for the stage forward and reverse inputs, one input is used to initialize the stage (SET or RESET), and one input serves as the feedback loop to maintain the state value. The number of events is defined by the the initial values of the STR stages. Both devices feature hard-wired connexions between the LUTs and adjacent flip-flops that we used to connect each stage with its corresponding flip-flop. Ring stages were placed so that the delays between adjacent stages were identical, or at least similar (ring topology). To achieve high working frequencies, we selected ripple architecture for the XOR tree (registers are used between each XOR row). The sampling clock was generated by multiplying an external quartz frequency using the phase-locked loops (PLL) embedded in the selected devices. Sequences were acquired via a USB transfer protocol at 400 Mb/s. For evaluation purposes, we implemented a generic software n th -order parity filter that can be applied to the acquired sequences.
Characterization of the Entropy Source
We measured the STR frequency and jitter using a wide band digital oscilloscope (LeCroy Wavepro 735 ZI). We used the low-voltage differential signaling (LVDS) outputs of the device and an active differential probe with a 4 GHz bandwidth. We measured the highest frequencies when the number of events was around half the number of stages. Figure 4 shows the period distribution of a 127-stage selftimed ring with 64 events in both Altera Cyclone III and Xilinx Virtex 5. The observed period distribution has a Gaussian shape with a standard deviation of a few picoseconds in both devices. The average jitter magnitude of an STR stage was obtained following the method presented in [9] . Its value was around 2 ps for Cyclone III and 2.5 ps for Virtex 5. This value does not vary with the number of STR stages. For each STR configuration, we measured the oscillation period (T ), and then computed the phase resolution ( ϕ) using Eq. (1), the lower bound of entropy per output bit (H m ) using Eq. (9), and the minimum filter order (n min ) such that H m ≥ 0.99 using Eq. (9) and Eq. (10) . Results, presented in Tab. 2, are used as a reference for comparison with the statistical evaluation of sequences acquired from different STR configurations.
Evaluation
For each STR configuration, and each device, we acquired a few Gbytes of raw data from the STRNG output at 400 Mbit/s. We separated the design from Table 2 . Oscillation period (T ), phase resolution ( ϕ), lower entropy bound (Hm), minimum filter order to achieve 0.99 (nmin), T1-T4 test passing rates, T5-T8 results, minimum filter order needed to pass tests T1-T8 (np min ) and effective throughput for different STR configurations in Altera Cyclone III and Xilinx Virtex 5
surrounding logic such as the communication interface. The generated random data were transfered using LVDS outputs to an acquisition card with sufficient memory. We evaluated acquired data using the AIS31 statistical test suite. Note that tests T1 to T4 correspond to four FIPS 140-1 tests (poker, monobit, runs and long runs). For each configuration, we evaluated 1000 sequences of 20000 bits using T1 to T4 tests. Passing rates are used for qualitative evaluation, they are listed in the column T1-T4 of Tab. 2. We applied T5 to T8 tests on a 1 Mbyte sequence of raw data (column T5-T8 of Tab. 2). Then, for each of these configurations, we used a parity filter and tuned the compression rate so that the sequences passed all the tests (100% T1-T4 passing rate, and successful run of T5-T8). Column n pmin indicates the minimum compression rate we had to use to pass all the tests. The throughput column lists the effective bit-rate associated with the compression rate n pmin . According to AIS31 recommendations, raw data from the TRNG output, or at least data at the output of the arithmetic post-processing should pass T5 to T8. In Tab. 2, the 511-stage configurations (that yield 0.9 minimum entropy per output bit) passed all these tests except T8 which is the entropy test. Using the model, we computed that we should use a compression rate of 2 in order to obtain sufficient entropy per output bit (H m ≥ 0.99). As expected, using this compression rate, data passed all AIS31 tests. It should be noted that n min ≥ n pmin for all the configurations tested: the compression rates needed in practice are lower that those computed using the model. It should also be noted that some configurations provide practical security (e.g. 127-stage STR with a compression rate of 4 passes all the tests), but do not guarantee theoretical security (the entropy assessment does not meet the requirements).
Finally, we applied a complete run of the NIST test suite on 1000 successive sequences of 10 6 bits with a 0.01 confidence level, acquired from the 511-stage STR configurations. Data obtained from the STRNG passed all the NIST tests in Cyclone III with a compression rate of 3. The effective throughput was 133 Mbit/s. Data acquired from Virtex 5 passed the NIST tests with a compression rate of 4 (giving 100 Mbit/s).
Conclusions
In this paper, we presented a true random generator (TRNG) and its stochastic model. This generator exploits the jitter of multiple clock signals extracted from a self-timed ring (STR) to generate random bit sequences at a very high bit rate. The technique takes advantage of specific STR features that allow the time interval between successive events to be set as short as needed, even in the order of picoseconds. This time interval can be set in concordance with the clock jitter magnitude in order to extract the desired level of entropy in the generated bit stream. The proposed stochastic model will help designers compute a lower entropy bound as a function of the STR characteristics, i.e. the number of stages, the oscillation period, and the jitter magnitude. With the entropy assessment they obtained, designers can set the compression rate of the arithmetic postprocessing block so as to reach the required security level determined by the entropy per output bit. Finally, we also describe a complete and systematic method for designing such a TRNG. The approach was validated using two different FPGA families to demonstrate the feasibility and the simplicity of the STRNG implementation on standard technologies such as Altera and Xilinx FPGAs. STRNGs can provide high quality random bit sequences that pass AIS31 statistical tests at rates as high as 200 Mbit/s, and NIST statistical tests at rates as high as 100 Mbit/s. Future works will include implementation of the STRNG in an application specific integrated circuit (ASIC), a proposal for design specific embedded tests, and if possible, embedded measurements of the entropy source.
Self-timed rings (STR) are oscillators in which several events can propagate simultaneously without colliding thanks to a handshake request and acknowledgment protocol. They are ripple first-in-first-out memories (FIFOs) that have been closed to form a ring. These FIFOs use an asynchronous handshaking protocol to transfer data between adjacent stages. When closed, they retain the handshaking mechanism that ensures data ordering, but exhibit a very specific temporal behavior: for a particular range of numbers of events in relationship with the number of stages, the events lock in a steady state where they propagate with constant spacing, known as the evenly-spaced oscillation mode of an STR. A detailed description of STRs behavior can be found in [13] , [14] and [15] .
Architecture The architecture of an STR is depicted in Fig. 5 . It corresponds to an asynchronous micropipeline, proposed by Sutherland in [16] , that has been closed to form a ring of L stages. Each stage is composed of a Muller gate and an inverter. In Fig.5 , D f f and D rr are the forward and reverse static propagation delays of one ring stage associated with inputs F and R. Behavior The micropipeline stages communicate using a two-phase handshake protocol as described in [16] . Each request and acknowledgment signifies an event transfer between interconnected stages. Contrary to inverter ring oscillators, several events can propagate without colliding thanks to the handshake protocol. The ring is initialized with N events that start propagating during a transient state. They eventually end up in a steady state where they arrange themselves in one of two ways: either they form a cluster that propagates around the ring (burst oscillation mode), or they spread out around the ring and propagate with constant spacing (evenly-spaced oscillation mode). Both oscillation modes are stable and depend on the static parameters of the STR (e.g. the initial value of individual stages and the ratio of forward and reverse propagation delay of one stage). In the evenly-spaced oscillation mode, the event propagation is self-timed: inherent analog mechanisms regulate the time that elapses between successive events. Figure 6 illustrates the evenly-spaced propagation of 2 events in a 5-stage STR. Evenly-spaced Mode Locking Phenomenon The propagation delay of a Muller gate is a function of the separation time between its two inputs. The shorter the separation time, the longer the propagation delay. This phenomenon is called the analog Charlie effect. In the STR context, the Charlie effect causes two close events to push away from each other (in time) due to the increased delay experienced by a ring stage when driven by a request and acknowledge signals with a short separation time. When a large number of events is constrained in a short structure, this effect is retroactive: each event pushes away from its neighbors until they spread out evenly around the ring. The final state of the STR (oscillation period, phase distribution) does not depend on the initial separation times between the events, but rather on the ratio between the number of events and the number of stages (N/L).
Frequency Curve
The frequency of an STR in the evenly-spaced regime is a function of its occupancy. The frequency increases with the number of events N (which propagate along the request paths), then starts dropping when the number of free stages is lower than the number of events to process. In this case, the apparent number of propagating events is L − N and the events propagate across the paths of the acknowledge signals. The number of events achieving the maximum frequency (N 0 ) is described by the following equation ( [15] ):
Generation of Multiphase Signals Contrary to inverter ring oscillators, STRs allow phase resolutions, which are fractions of the propagation delay of a single stage. An event propagation in an STR causes a 90 o phase shift of the oscillating signal. If N events are confined in L stages and spread evenly around the ring, the phase shift between two stages separated by n stages is [14] :
Therefore, if the number of stages is a multiple of the number of events, some stages may exhibit the same absolute phase. But if the number of events and the number of stages are co-prime, the STR exhibits as many different equidistant phases as the number of stages. If T is the oscillation period, the phase resolution can be expressed as follows:
The oscillation period of an STR is a function of its occupancy rather than of the number of its stages. This means that it is possible to increase the number of ring stages (L) while keeping a constant frequency. Consequently, the phase resolution of an STR can theoretically be set as finely as needed. Elissati et al. demonstrated the efficiency of the method in [18] by implementing several designs and obtaining phase resolutions in the order of picoseconds.
Jitter Characteristics Each event that crosses a stage of the STR experiences a timing variation due to the local noise sources of the stage. However, the propagation of these timing variations from one stage to another is very limited as the the time that elapses between successive events is controlled by the locking mechanisms explained above. Furthermore, global noise sources (e.g. power supply noise) do not strongly affect the elapsed time between successive events as they have the same impact on each event.
Authors in [9] analyze and measure the jitter in STRs implemented in FPGAs. Experimental measurements confirmed a Gaussian distribution of the period with a standard deviation of the same order of magnitude as the propagation delay of one single ring stage. This suggests that the jitter that appears at the output of each STR stage is mostly composed of the random jitter that originates from the local noise sources of the stage.
B Theoretical and Practical Limits of the Stochastic Model Presented in Section 3

