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Resumo
Apresenta-se um novo método efetivo para analisar um sistema de Depu-
tados usando o formalismo da teoria de redes. Construiu-se uma matriz com os
resultados anuais da votação nominal da Câmara dos Deputados do Brasil desde
2007 até 2015.
Através da medida do coeficiente de correlação entre os conjuntos anuais
de votação nominal, calculou-se uma rede de Deputados. Encontrando a Árvore
Geradora Mínima da rede de Deputados características generais do sistema podem
visualiza-se. Especificamente, expõe-se a postura de concordância - oposição, as
conexões individuais entre os Deputados, a fidelidade partidária e uma nova maneira
de observar os projetos de lei aprovados ou rejeitados, assim como sua evolução no
tempo.
Devido ao bom comportamento de correlação observado entre os Deputados,
prova-se que cinco ou seis partidos políticos são suficientes para capturar toda a
diversidade política existente na Câmara dos Deputados do Brasil. Além disso,
propõe-se que a distribuição de probabilidade dos valores de correlação da Câmara
dos Deputados do Brasil é uma combinação de distribuições logísticas. Enuncia-se
também, um novo método de ordenar matrizes de correlação baseado no resultado
da Árvore Geradora Mínima.
Palavras-chaves: Votação Nominal, Árvore Geradora Mínima, Rede de Deputa-
dos.
Abstract
A new effective method for analysing a Representatives’ system from the
network formalism is presented. A matrix with the annual results of the roll - call
vote of the Brazilian House of Representatives from 2007 to 2015 was constructed.
By measuring the correlation coefficient among the annual roll - call vote
sets a Representatives’ network was computed. For extracting the Minimal Span-
ning Tree of the Representatives’ network general features of this system arises.
Specifically, the concordance - opposition stance, the individual connections among
Representatives, the partisan fidelity and a new way to identify the approved and
disapproved draft bills, as well as, its time evolution are disclosed.
A well-define correlation behaviour among Representatives is observed, in
fact, we prove that five or six political parties are sufficient to encapsulate all politi-
cal diversity in the Brazilian House of Representatives. In addition, we propose that
the probability distribution of correlation values in the Brazilian House of Repre-
sentatives is a combination of logistic distributions. Besides that, a new method for
re-ordering correlation matrices based on the result of the Minimal Spanning Tree
is enunciated.
Key words: Roll - Call Vote, Minimal Spanning Tree, Representatives’ Network.
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Introduction.
The graph theory is a branch of the discrete mathematics that study the prop-
erties of structures known as graphs [1, 2]. A graph is a collection of connected points and
lines. The graphs emerged to study the structural and topological characteristics of these
connections properties.
The history of graph theory begun in the XVIII century with the well-known
“Seven bridges problem of Konigsberg”. This problem is one of the most famous problem
of the graph theory. The city of Konigsberg, nowadays known as Kaliningrad in Russia,
is traversed by Pegrel River. In order to connect both mainland of the city at that time,
seven bridges allowed connecting them. In the current time, three singles bridges and a
stairway replaced the bridges. An aerial view of the place where there were the bridges is
shown in Figure 1. Panel 1a shows the current view of the Kaliningrad city and Panel 1b
shows the original bridges of the problem.
(a) Current view. (b) Ancient view.
Figure 1 – Two single bridges and a stairway replaced the seven original bridges in Kaliningrad. Taken
from Google Earth.
The Konigsberg problem asks if it can traverse all seven bridges in a single trip
without doubling back and end the trip at the same place where started. Euler in 1736
published a negative solution of this problem. The Euler’s approximation consisted in
considering the mainland as points that are joined by line segments that represents the
bridges. This approximation was the beginning of the graph theory. Figure 2 shows the




















Figure 2 – The Konigsberg problem asks if there is an Eulerian cycle in the graph representing the four
mainland joining for seven bridges.
In a formal sense, the problem asks if there is an Eulerian cycle in a graph with four
nodes and seven edges. An Eulerian cycle is a closed circuit where no edge is traversed
more than once. The Euler’s conclusion was that there is not an Eulerian cycle and
therefore, the trip it is not possible to carry out. Euler stated that in a connected graph
an Eulerian cycle exist if, and only if, the degree of each vertex is even. By connected
graph, we referred to all graphs in which it is possible to go from one vertex to another
one and by degree we referred to all line segments that emerges from each vertex. In fact,
with the current bridges, it is also not possible to make the trip given that there is not
an Eulerian cycle, instead of it is possible to find an Eulerian path. An Eulerian path is
a trail in a graph in which edges is traversed exactly once1.
The Euler’s statement was the beginning of development of the structural meth-
ods for characterize graphs. The main objective of the structural methods is to describe
the graphs for inspecting the structure of the connection pattern. Structural methods
recognizes the most outstanding vertices using betweenness centrality (see Figure 3a),
closeness measures (see Figure 3b2) [3, 4], or recognizes the graph type for inspecting the
connectedness of the graph, as in the case of the Konigsberg problem [5, 6].
1 http://mathworld.wolfram.com/KoenigsbergBridgeProblem.html








Figure 3 – The structural methods studies the connection pattern in order to extract the most outstanding
vertex. The centrality measure is related with the edges emerging from a vertex. The closeness is related
with accessibility of a vertex with each other’s.
After the seven bridges problem, another two interesting problems emerged. These
problems are the “Travelling salesman problem” and the “Four color problem”. Hamilton
and Kirkman formulated the Travelling salesman problem in 1800. The problem asks what
is the shortest route that connects a certain quantity of cities that a salesman visits in



















Figure 4 – In the Travelling salesman problem the set of cities can be modelled into a graph, where edges
represents the routes. For optimizing the graph, it is possible to find the shortest route.
This problem brings with it other important characteristics of the graph. We can
associate to the edges a quantity that represents the “force” or “proximity” of the con-
nection between two vertices. This quantity is known as the weight of the edge. In the
travelling-salesman problem, the weight is associated with the distance between each pair
of cities. Therefore, the resolution of this problem is carried out by assigning a graph that
represents the cities connected by their routes. That is, vertices represents the cities and
edges are associated with the routes that connecting them. If we optimize this graph by
extracting the connections with the lowest weights and we impose that the edges extracted
connects all cities the problem is solved.
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On the other hand, the “Four color problem” establishes that it is possible to color
a map only with four colors in such a way that no adjacent countries get the same color.
Guthrie proposed this conjecture in 1852. Figure 5 shows the conjecture applies over the
map of Brazil.
Figure 5 – The four-color theorem establishes that any map can be colored only with four color and no
adjacency parts gets the same color.
The proof of the conjecture of the four-color problem involves advances topological
and computational methods that will not be discussed here. Both, together the travelling
sales problem and the four-color problem encompass the use of topological methods to
characterize the graph. The focus of topological methods is to extract the most cohesive or
outstanding groups of the graph (see Figure 63). Generally, the topological methods em-
ploys clustering algorithm, modularity measure and optimization process over the graph
[7, 8, 9].
3 Adapted from https://data.graphstream-project.org/
Introduction 19
Figure 6 – Topological methods focuses in finding the most cohesive groups by introducing clustering
methods or optimization process over the graph.
In physics, the graph theory has been widely applied in different fields included
condensed matter physics, statistical mechanics, quantum mechanics, electromagnetism,
among others [3]. For example, in condensed matter, by assigning a graph that represents
the crystal lattice associated with the molecule, information about the ground energy
state, its degeneracy, and its magnetics properties can be extracted from the graph opera-
tors associated with the transformation [10]. The transformation is carried out by finding
out the adjacency operator that represents the Hamiltonian of molecule. In statistical
physics, it is possible to find the partition function of the lattice by computing the quan-
tity of connected component that the lattice posses. The chromatic polynomial allows to
find these components. Besides the partition function, the graph approximation of the
statistical physics allows to work with more state–spins [11]. In quantum mechanics, to
design different types of edges for each particle, computing the Symanzik polynomials the
kernel of the propagator of the Feynman integral can be obtained. In electromagnetism,
there is an analogy of the Kirchhoff’s laws of the graph representing an electrical network.
There are other applications in vibration, classical mechanics and quantum vibrations
described by Estrada in [3].
However, in recent year it has emerges another interesting application of graph the-
ory in physics known as network science. The network science uses the well-established
concept of graph theory to describe and analyses successfully systems that, given its high
sensibility over the variable that describes it, are called as complex systems. Although
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the sensibility on the variables generates a non-linear behavior in these systems, in the
literal sense, by complex system, we referred to any system whose characteristics are sus-
ceptible to be modelled through the graph approach. The characteristics to be assembled
are the relationships among members of that system. The success resides in how through
analysis of these relationships using structural and topological methods, it is possible to
create a network that is able to extract general conclusions about nature of the complex
system under study.
Generally, the relationships are related to the common properties that elements of
system share. The bond of friendships in social networks [4], the genomes in a community
of organism [12], the values of excess return in an economical system [13, 14], the neural
activity in brain [15, 16], precipitation rates in climate networks [17] and the citation made
by authors in journal are examples of relationships used to encourage the analysis of these
systems from network perspective. Already identified the relationships, the representing
network is a graph whose vertices are associated with the members of the system and
edges that joins them express the existence of relationship.
The structural and topological methods above mentioned then, allows extracting
quantitative and qualitative features that provides the necessary information for infering
conclusions. Hence, for example, characteristics as the phylogenetic appearances of group
of organism; the hierarchical topology in market dynamics (see Figure 7a); the clustering
feature of the cerebral anatomical zones according to their neural activity; the influence of
climatological phenomena taking into account the changes in states of precipitation rates
and the knowledge flux dynamics (see Figure 7b) can be obtained from the application of




































































(a) Market Hierarchical feature.
(b) Knowledge flux dynamics.
Figure 7 – In the market networks by optimizing the similarity measure among the values of excess
return the hierarchical feature can be observed. On the other hand, finding the communities in a citation
network the knowledge flux can be inspect.
On the other hand, the Brazilian House of Representatives composes one of the
most important political organization that encourage and audit the government actions.
Representatives are responsible for mediating over the best and most adequate govern-
ment proposal that will determine the social and economic development of country. Rep-
resentatives carried out the audit over the government proposal through the discussion in
plenary sessions of each proposal or draft that can be approved or disapproved. The way
to express supporting or opposition by Representatives in order to approve or disapprove
the draft is through their roll - call vote.
Features as political organization, partisan stance and partisan fidelity emerges
among Representatives from the existing relationships at time to vote. However, these
relationships depends on many factors that make the Brazilian House of Representatives
a complex system. Hence, the question we raise is if there is a way to model, visualize
and analyse these relationships.
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To model the Brazilian House of Representatives as a complex network means
to design a method that is capable to quantify and characterise the available common rela-
tionships among its members. Hence, the stance and organization respect to the draft bill
voted by Representatives are a common relationship that make a House of Representatives
be susceptible to model into formalism of network science. In consequence, members of
the network are Representatives and the relationships among them is a measure of their
stance. Although, there are some attempts to analyse this system [18, 19, 20], an effective
method to accomplish the description and visualization of these properties is unknown.
Here we show how by computing a optimize network from the result of the roll - call
vote of Representatives, general features emerges.
Specifically, we show how from the result of the annual roll- call vote a Represen-
tatives’ network can be generated for computing the minimal spanning tree of complete
network created from the similarity measure of the set of votes of Representatives. Gen-
eral features arises then, for studying the structural and topological properties of this
network. Explicitly, the individual connections of Representatives, the group structure,
the concordance - opposition stance, the partisan fidelity and information about approved
or disapproved draft bills, as well as, its time evolution will be exposed.
The dissertation is divides as follows: In the first chapter, the most important
theoretical aspect that will be use along the work are presented. In this chapter, we
describe the joint moments and the covariance, the most important graph concepts and
an optimization process over networks. In this stage, a new method for reposition vertices
according to the result of the optimization process over the network will be enunciated.
In the second chapter, we will present the data mining and the manipulation carried
out over the dataset in order to obtain the roll – call vote matrix. This matrix will be
the fundamental tool that allows creating the network. In the third chapter, the results
and analyses of the method presented in this work will be exposed. We will present the
Representatives’ network and all characteristics that can be extract from it. Subsequently,
we will show the most outstanding conclusion of the work presented.
Finally, in Appendices are shown the computational scripts used in this work
and a method use to fit a function. The first appendix shows a briefly method to fit non-
linear function from the minimal squared residuals. The second Appendix offers the script
designed to transform the dataset and the third Appendix shows the scripts implemented
to compute the minimal spanning tree of a network.
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1 Theoretical Aspects.
In this chapter, we will show the theoretical background employed in this work.
We begin by describing the joint moments in set of random variables. The joint moments
will allow to define the covariance and subsequently, the correlation coefficient. After that,
we will describe briefly the axioms of a metric space and we will exposed the derivation
of a distance measure from the correlation coefficient. Moreover, a detailed description of
the most important concepts of the graph theory will be displayed. Subsequently, we will
expose the minimal spanning tree concept and the algorithm that allows to computed it.
A new method for reordering vertices according to the MST will be presented. Finally,
we will describe one structural index used to obtain information about the topology of a
network.
1.1 Joint moments and covariance.
In multivariate statistics, the joint distributions encodes the information about the
stochastic behaviour of a set of random variables {𝑉1, 𝑉2, · · · , 𝑉𝑛} ∈ ℜ𝑛. There are two
forms to represent the joint distributions: The cumulative and density joints distributions
[21]. Formally, the joint cumulative distribution 𝐹 (𝑉1, 𝑉2, · · · , 𝑉𝑛) of a set of random
variables is define as
𝐹 (𝑉1, 𝑉2, · · · , 𝑉𝑛) = 𝑃{𝑉1 ≤ 𝑣1, 𝑉2 ≤ 𝑣2, · · · , 𝑉𝑛 ≤ 𝑣𝑛}, (1.1)
where 𝑉1 ≤ 𝑣1, 𝑉2 ≤ 𝑣2, · · · , 𝑉𝑛 ≤ 𝑣𝑛 are the events and 𝐹 (𝑉1, 𝑉2, · · · , 𝑉𝑛) measures
the probability of the outcome of each event. Some properties of the joint cumulative
distributions are:
∙ 𝐹 (−∞, 𝑉2, · · · , 𝑉𝑛) = 𝐹 (𝑉1, −∞, · · · , 𝑉𝑛) = 𝐹 (𝑉1, 𝑉2, · · · , −∞) = 0 ;
∙ 𝐹 (+∞, +∞, · · · , +∞) = 1 ;
∙ 𝑃 (𝑣𝐴 ≤ 𝑉1 ≤ 𝑣𝐵, 𝑉2 ≤ 𝑣2, · · · , 𝑉𝑛 ≤ 𝑣𝑛) = 𝐹 (𝑣𝐵, 𝑉2, · · · , 𝑉𝑛) − 𝐹 (𝑣𝐴, 𝑉2, · · · , 𝑉𝑛).
With the joint cumulative distribution, the joint density function can be define as
𝑓(𝑉1, 𝑉2, · · · , 𝑉𝑛) =
𝜕𝑛𝐹 (𝑉1, 𝑉2, · · · , 𝑉𝑛)
𝜕𝑉1𝜕𝑉2 · · · 𝜕𝑉𝑛
. (1.2)
In fact, 𝑓(𝑉1, 𝑉2, · · · , 𝑉𝑛) is a multivariate probability distribution if and only if
satisfies
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𝑓(𝑉1, 𝑉2, · · · , 𝑉𝑛)𝑑𝑉1𝑑𝑉2 · · · 𝑑𝑉𝑛 = 1. (1.4)
From the joint distributions it is possible to define the marginal and conditional
multivariate probabilities. However, we are interested in creating measures using the joint
distributions and the set of random variables. These measures are obtained through the
multivariate expectation operator of scalar functions of the random variables [21]. Thus,
if 𝑌 = 𝑔(𝑉1, 𝑉1, · · · , 𝑉𝑛) is a scalar function of set of random variables {𝑉1, 𝑉1, · · · , 𝑉𝑛},
the multivariate expectation operator is defined as follows:









𝑔(𝑉1, 𝑉1, · · · , 𝑉𝑛)𝑓(𝑉1, 𝑉2, · · · , 𝑉𝑛)𝑑𝑉1𝑑𝑉2 · · · 𝑑𝑉𝑛,
(1.5)
where 𝑓(𝑉1, 𝑉2, · · · , 𝑉𝑛) is the joint density function. Generally, the scalar function
may have any functional form, it is only necessary that the codomain must be a set of
events and its domain be contained in the domain the original set of random variables.
From this expression we notice that the expectation operation is a linear operator, that
is:
𝐸[𝑎𝑋 + 𝑏𝑌 ] = 𝑎𝐸[𝑋] + 𝑏𝐸[𝑌 ], (1.6)
and that 𝐸[𝑐] = 𝑐 where 𝑐 is a constant.
We are interested in two especial scalar functions that allow to define the centered
and non - centered joint moments. Specifically, the non - centered joint moments are given
by











2 · · · 𝑉 𝑘𝑛𝑛 𝑓(𝑉1, 𝑉2, · · · , 𝑉𝑛)𝑑𝑉1𝑑𝑉2 · · · 𝑑𝑉𝑛,
(1.7)
where 𝑘𝑛 indicates the 𝑛 - moment of the each variable 𝑉𝑛. Observe that the zero -
joint moment 𝑀00···0 is the normalization condition imposes over the joint density distri-
bution (1.4). The first - joint moments are called as mean or expected value, commonly
denoted by 𝜇𝑛 of each random variable
𝑀10···0 = 𝐸[𝑉1] = 𝜇1,
𝑀01···0 = 𝐸[𝑉2] = 𝜇2,
𝑀00···1 = 𝐸[𝑉𝑛] = 𝜇𝑛.
(1.8)
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Meanwhile, the centered joint moments are define as follows









(𝑉1 − 𝜇𝑉1)𝑘1(𝑉2 − 𝜇𝑉2)𝑘2 · · · (𝑉𝑛 − 𝜇𝑉𝑛)𝑘𝑛
𝑓(𝑉1, 𝑉2, · · · , 𝑉𝑛)𝑑𝑉1𝑑𝑉2 · · · 𝑑𝑉𝑛.
(1.9)
Again, the zero - centered joint moment gives the normalization condition (1.4).
The second - centered joint moments allow to measure of the deviation of values around
the mean value of each random variable. This quantity is called the variance 𝑉 𝑎𝑟(𝑉𝑛)
denoted by 𝜎2𝑛 which is defined as
𝑚00···2 = 𝜎2𝑛 = 𝐸[(𝑉𝑛 − 𝜇𝑛)2] = 𝐸[𝑉 2𝑛 − 2𝑉𝑛𝜇𝑛 + 𝜇2𝑛]
= 𝐸[𝑉 2𝑛 ] − 2𝜇𝑛𝐸[𝑉𝑛] + 𝜇2𝑛
= 𝐸[𝑉 2𝑛 ] − 𝜇2𝑛.
(1.10)
The standard deviation is defined as 𝜎𝑛 =
√︁
𝜎2𝑛.
Note that the variance is greater or equal to zero. The first - centred joint moment
are equal to zero for all random variables due to
𝑚00···1 = 𝐸[𝑉𝑛 − 𝜇𝑛] = 𝐸[𝑉𝑛] − 𝐸[𝜇𝑛]
= 𝜇𝑉𝑛 − 𝜇𝑉𝑛 = 0
(1.11)
Sampling the parent distribution: It is important to mention that in real datasets
it is impossible to obtain the expectation operator as the integral performed over
an infinity number of possibilities of the parent distribution. Instead of the real
expectation we measure estimators of the expectation, such as the average and
moments, over a finite sample of the distribution. A good estimator is non biased
if the expectation of the quantity 𝑎 with its estimator denoted by ?̂?, is the real
expectation of the quantity, that is, 𝐸[?̂?] = 𝐸[𝑎]. The estimator of the expected
value is the average denoted by < 𝑞 >= 𝑞 = 1
𝑛
∑︀
𝑖 𝑞𝑖 where 𝑞𝑖 are the observed values
obtained in the sample. It can be easily shown that this is a non biased estimator,
meaning, 𝐸[< 𝑞 >] = 𝐸[𝑞]. The estimator of variance is defined and denoted by
𝑠2𝑞 = 1𝑛−1
∑︀
𝑖(𝑞𝑖− < 𝑞 >)2. The 𝑛 − 1 in the denominator is necessary to make this
estimator a non-biased estimator, which makes no difference when the sampling size
is too big.
In this context we can make the analogy of the moments with dot product of linear
algebra, < 𝑚𝑞001···1 >= 1𝑛
∑︀
𝑖 𝑞𝑖𝑞𝑗, which, except for the 𝑛 factor is the dot product
between two vectors ?⃗?𝑖 ?⃗?𝑗.
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Normalized variable: From the aleatory variable 𝑞 we can construct a normalized cen-
tered variable with the recipe:
𝑞 = 𝑞 − 𝐸[𝑞]
𝜎𝑞
, (1.12)
That is centered because its expectation is zero, that is 𝐸[𝑞] = 𝐸[𝑞]−𝐸[𝑞]
𝜎𝑞
= 0, and
normalized because its variance is 1
Proof. From (1.10) the variance of 𝑞 is









The same results hold for the estimators provided by the sum and we can say that
the normalized variable is a unit vector.
Importantly, the first-centered moment between two random variables provides
a useful statistical quantity that measures the linear dependence degree between two
random variables. This quantity is known as the covariance 𝑐𝑜𝑣(𝑉𝑖, 𝑉𝑗) defined as
𝑚01···1 = 𝑐𝑜𝑣(𝑉𝑖, 𝑉𝑗) = 𝐸[(𝑉𝑖 − 𝜇𝑉𝑖)(𝑉𝑗 − 𝜇𝑉𝑗 )]
= 𝐸[𝑉𝑖𝑉𝑗] − 𝐸[𝑉𝑖]𝐸[𝑉𝑗].
(1.14)
The covariance may be positive (𝑐𝑜𝑣(𝑉𝑖, 𝑉𝑗) > 0), negative (𝑐𝑜𝑣(𝑉𝑖, 𝑉𝑗) < 0) or
equal to zero and each one allows to define three possible linear dependence degrees.
Figure 8 shows the possible cases of linear dependence that we explain as follows
∙ Direct and indirect dependence: Direct and indirect dependence is provided
when the covariance is positive and negative. The direct dependence (𝑐𝑜𝑣(𝑉𝑖, 𝑉𝑗) >
0) shows that, when the values of a random variable 𝑉𝑖 increases also exists an
increasing of values of other random variable 𝑉𝑗 as is shown in Panel 8a. Contrary,
the indirect dependence (𝑐𝑜𝑣(𝑉𝑗, 𝑉𝑗) < 0) reveals that while the values of one random
increases, the values of the other random variable decreases. The indirect dependence
is shown in Panel 8c;
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∙ Independence: Two aleatory variables are independent if the relationship 𝐸[𝑋𝑌 ] =
𝐸[𝑋]𝐸[𝑌 ] holds. In this case, 𝑐𝑜𝑣(𝑋, 𝑌 ) = 𝐸[𝑋𝑌 ] − 𝐸[𝑋]𝐸[𝑌 ] = 0. Unlike the de-
pendence degree, independence degree (𝑐𝑜𝑣(𝑉𝑖, 𝑉𝑗) = 0) reflects the nonexistence of
linear relation between two random variables and the evolution of one of them does
not affect the values of the other one as is shown in Panel 8b;
(a) Negative covariance. (b) Null covariance. (c) Positive covariance.
Figure 8 – Different linear dependence degrees. Depending on the sign of the covariance, three different
degrees of linear dependence can be defined. The indirect degree is given when 𝑐𝑜𝑣(𝑉𝑛, 𝑉 ′𝑛) < 0 (panel
(8a), meanwhile direct dependence means 𝑐𝑜𝑣(𝑉𝑛, 𝑉 ′𝑛) > 0 ( panel 8c) and the independence arises when
𝑐𝑜𝑣(𝑉𝑛, 𝑉 ′𝑛) = 0 (panel 8b).
Some properties of the covariance are
∙ Symmetry 𝑐𝑜𝑣(𝑉𝑖, 𝑉𝑗) = 𝑐𝑜𝑣(𝑉𝑗, 𝑉𝑖)
∙ Distributive over sum of random variables 𝑐𝑜𝑣(𝑉𝑖 +𝑉𝑗, 𝑉𝑘) = 𝑐𝑜𝑣(𝑉𝑖, 𝑉𝑘)+𝑐𝑜𝑣(𝑉𝑗, 𝑉𝑘)
∙ 𝑐𝑜𝑣(𝛼𝑉𝑖, 𝛽𝑉𝑗) = 𝛼𝛽𝑐𝑜𝑣(𝑉𝑖, 𝑉𝑗)
∙ 𝑐𝑜𝑣(𝑉𝑖, 𝑘) = 0 when 𝑘 is a constant
∙ 𝑐𝑜𝑣(𝑉𝑖, 𝑉𝑗) = 𝐸[𝑉𝑖𝑉𝑗] − 𝐸[𝑉𝑖]𝐸[𝑉𝑗]






(𝑞𝑖− < 𝑞𝑖 >)(𝑞𝑗− < 𝑞𝑗 >), (1.15)
over a sample of the distribution.
1.2 The correlation theorem.
Although the covariance measures the linear dependence degree between two ran-
dom variables, there is a small difficulty in its definition related with its dimensions.
Note that the covariance (1.14) possess the same dimensions that the random variable.
Thereby, the most sensible would be to have a measure that was independent of these
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dimensions. The dimensionless measure that allows knowing the linear dependence degree
of two random variables is the correlation coefficient [21]. Mathematically, the correlation
coefficient is defined as
𝜌(𝑖, 𝑗) = 𝑐𝑜𝑣(𝑖, 𝑗)
𝜎(𝑖)𝜎(𝑗) , (1.16)
where 𝑖 and 𝑗 are two random variables and 𝜎(𝑖) and 𝜎(𝑗) are the covariance
of each random variable, respectively. For dividing the covariance for the square root
of each variance it is possible to obtain a dimensionless quantity. The properties of the
correlation coefficient are the same that the covariance. However, the possible values of
the correlation coefficient are restricted to a single interval imposed by a theorem that we
expose as follows.
Correlation theorem. Let 𝑖 and 𝑗 be two random variables and let 𝑐𝑜𝑣(𝑖, 𝑗) be the
covariance between 𝑖 and 𝑗. The linear dependence degree is measured by the correlation
coefficient and its values are restricted to the interval
−1 ≤ 𝜌(𝑖, 𝑗) ≤ 1, (1.17)
where −1 means indirect dependence, 0 is related to independence and 1 express
direct dependence.
Proof. From the Schwartz’s inequality we have
𝐸 ([𝜆(𝑖 − 𝜇𝑖) − (𝑗 − 𝜇𝑗)])2 ≥ 0.
Solving the binomial square arises
𝜆2𝐸[(𝑖 − 𝜇𝑖)2] − 2𝜆𝐸[(𝑖 − 𝜇𝑖)(𝑗 − 𝜇𝑗)] + 𝐸[(𝑗 − 𝜇𝑗)2] ≥ 0
𝜆2𝜎2(𝑖) − 2𝜆𝑐𝑜𝑣(𝑖, 𝑗) + 𝜎2(𝑗) ≥ 0.
The quadratic inequality 𝑎𝜆2 + 𝑏𝜆 + 𝑐 ≥ 0 is satisfied when the roots 𝜆 are non -
real, or in other words, when its discriminant is less or equal to zero given that 𝜎2(𝑖) > 0
and 𝜎2(𝑗) > 0. Therefore, with 𝑎 = 𝜎2(𝑖), 𝑏 = 2𝑐𝑜𝑣(𝑖, 𝑗) and 𝑐 = 𝜎2(𝑗) the discriminant
𝑏2 − 4𝑎𝑐 ≤ 0 is
4𝜆2𝑐𝑜𝑣2(𝑖, 𝑗) − 4𝑉 𝑎𝑟(𝑖)𝑉 𝑎𝑟(𝑗) ≤ 0
−1 ≤ 𝑐𝑜𝑣(𝑖, 𝑗)
𝜎2(𝑖)𝜎2(𝑗) ≤ 1.
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Another consequence of the previous theorem is the geometric interpretation of
the correlation coefficient. If 𝑖 and 𝑗 are considered as vectors, the correlation coefficient
gives the cosine of the angle between both vectors. There is a matrix representation of the
correlation coefficient that is fairly applied when we work with a set of random variables.
For example, if we have a set of random variables V𝑚 ≡ (𝑉1𝑚, 𝑉2𝑚, · · · , 𝑉𝑛𝑚) where 𝑛
stands for the quantity of random variables and 𝑚 is the amount of outcomes of each
random variable, the correlation matrix of this set is given by
𝜌𝑛𝑛′(𝑚) = Diag{Γ𝑛𝑛′(𝑚)}−1/2 Γ𝑛𝑛′(𝑚) Diag{Γ𝑛𝑛′(𝑚)}−1/2, (1.18)
where Γ𝑛𝑛′(𝑚) = 𝐸
[︁
(V𝑚 − 𝜇) (V𝑚 − 𝜇)′
]︁
is the covariance matrix and Diag{Γ𝑛𝑛′(𝑚)}
are the diagonal elements of the covariance matrix. So, 𝜌𝑛𝑛′(𝑚) represents the correlation
coefficient between the random variable 𝑛 and 𝑛′ evaluated over the 𝑚 outcomes. It is
important to mention that the correlation matrix is symmetric and a semi-definite matrix,
i.e. all eigenvalues are real.
1.3 Metric space and distance.
In mathematics, a metric space is a pair (𝑀, 𝑑) where 𝑀 ≡ {𝑥1, 𝑥2, · · · , 𝑥𝑗} is
a set of elements and 𝑑(𝑥𝑖, 𝑥𝑗) is a function that assigns for every pair of elements a
non-negative real number that represents the distance between them, i.e.
𝑑 : 𝑀 ⊗ 𝑀 −→ ℜ+,
{𝑥𝑖, 𝑥𝑗} −→ 𝑑(𝑥𝑖, 𝑥𝑗)
(1.19)
If space is a metric space, 𝑑(𝑥𝑖, 𝑥𝑗) must satisfy the axioms
1. The distance measure is symmetric, that is, 𝑑(𝑥𝑖, 𝑥𝑗) = 𝑑(𝑥𝑗, 𝑥𝑖)
2. If 𝑑(𝑥𝑖, 𝑥𝑗) = 0 then 𝑥𝑖 = 𝑥𝑗
3. The distance measure must satisfy the triangular inequality
𝑑(𝑥𝑖, 𝑥𝑘) ≤ 𝑑(𝑥𝑖, 𝑥𝑗) + 𝑑(𝑥𝑗, 𝑥𝑘). (1.20)
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(𝑥𝑖 − 𝑦𝑖)2. (1.21)
However, we may construct a distance measure from the correlation coefficient




























be the estimators of the mean value and variance of each random variable. The
estimator of the covariance between both random variables is




(𝑖𝑛 − 𝜇𝑖)(𝑗𝑛 − 𝜇𝑗), (1.23)
that allows defining the correlation coefficient as
𝜌(𝑖, 𝑗) = 𝑐𝑜𝑣(𝑖, 𝑗)
𝜎𝑖𝜎𝑗
. (1.24)




















𝑦2𝑛 = 1. (1.26)
So that, 𝑥𝑛 and 𝑦𝑛 can be considered as a unit vectors. The Euclidean distance
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therefore, the Euclidean distance is [21]
𝑑(𝑥𝑛, 𝑦𝑛) =
√︁
2(1 − 𝜌(𝑖, 𝑗)). (1.29)
This metric is known as the correlation distance. Nevertheless, actually is a metric?
Lets prove the axioms:
1. The distance measure is symmetric, that is, 𝑑(𝑖, 𝑗) = 𝑑(𝑗, 𝑖)
Proof. The correlation coefficient is a symmetric measure, therefore, the correlation
distance also is a symmetric quantity.
2. If 𝑑(𝑖, 𝑗) = 0 then 𝑖 = 𝑗
Proof. It is known that if 𝑖 = 𝑗 then 𝜌(𝑖, 𝑗) = 1, so that the correlation distance
(1.29) is equals to zero.
3. The distance measure must satisfy the triangular inequality
𝑑(?⃗?, ?⃗?) ≤ 𝑑(?⃗?, ?⃗?) + 𝑑(?⃗?, ?⃗?). (1.30)










(𝑥𝑛 − 𝑧𝑛)2 =
∑︁
𝑛




(𝑥𝑛 − 𝑦𝑛)2 +
∑︁
𝑛
(𝑦𝑛 − 𝑧𝑛)2 − 2
∑︁
𝑛
(𝑥𝑛 − 𝑦𝑛)(𝑦𝑛 − 𝑧𝑛),
𝑑2(?⃗?, ?⃗?) = 𝑑2(?⃗?, ?⃗?) + 𝑑2(?⃗?, ?⃗?) − 2(?⃗? − ?⃗?)(?⃗? − ?⃗?),
(1.32)
then 2(?⃗? − ?⃗?)(?⃗? − ?⃗?) arises
2(?⃗? − ?⃗?)(?⃗? − ?⃗?) = 𝑑2(?⃗?, ?⃗?) − 𝑑2(?⃗?, ?⃗?) − 𝑑2(?⃗?, ?⃗?). (1.33)
The cosine of the angle 𝜃 between the vectors (?⃗? − ?⃗?)(?⃗? − ?⃗?) is
cos 𝜃 = (?⃗? − ?⃗?)(?⃗? − ?⃗?)
||(?⃗? − ?⃗?)|| ||(?⃗? − ?⃗?)|| . (1.34)
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But −1 ≤ cos 𝜃 ≤ 1, then we have
(?⃗? − ?⃗?)(?⃗? − ?⃗?) ≤ ||(?⃗? − ?⃗?)|| ||(?⃗? − ?⃗?)||







(?⃗? − ?⃗?)(?⃗? − ?⃗?) ≤ 𝑑(?⃗?, ?⃗?)𝑑(?⃗?, ?⃗?),
(1.35)
with (1.33)
𝑑2(?⃗?, ?⃗?) − 𝑑2(?⃗?, ?⃗?) − 𝑑2(?⃗?, ?⃗?) ≤ 2𝑑(?⃗?, ?⃗?)𝑑(?⃗?, ?⃗?)
𝑑(?⃗?, ?⃗?) ≤ 𝑑(?⃗?, ?⃗?) + 𝑑(?⃗?, ?⃗?).
(1.36)
Therefore the correlation distance is a metric. The properties of the correlation
distance are the same that the correlation coefficient, however, are 𝑑(𝑖, 𝑗) = 2 for indirect
dependence (𝜌(𝑖, 𝑗) = −1) and 𝑑(𝑖, 𝑗) = 0 for direct dependence (𝜌(𝑖, 𝑗) = 1).
1.4 Graph theory.
1.4.1 What is a graph?
A graph is the fundamental mathematical object of the network science [3]. Let
𝑉 : {𝑣1, 𝑣2, 𝑣3, · · · , 𝑣𝑛} be a finite non empty set of elements. Besides that, let 𝑉 ⊗ 𝑉
be the set of all ordered pairs {𝑣𝑖, 𝑣𝑗} of set 𝑉 . A relation 𝐸 on the set 𝑉 is defined by
𝐸 ⊆ 𝑉 ⊗𝑉 . A graph is defined as a duple 𝐺(𝑉, 𝐸) that contains a set 𝑉 of vertices, nodes
or points related or joined by 𝐸. The number of vertices 𝑉 (𝐺) is called the order of 𝐺
while, the quantity of all ordered pair belongs to 𝐸(𝐺) is to say be the size of 𝐺. There
are three different ways to define the relation set 𝐸, and each one produces a special kind
of graph [3, 22]. The three possibilities for 𝐸(𝐺) are:
∙ Edge: If the relation 𝐸 is symmetric, that is, if {𝑣𝑖, 𝑣𝑗} ∈ 𝐸 implies that {𝑣𝑗, 𝑣𝑖} ∈ 𝐸,
we say that the relation is an edge and the graph 𝐺(𝑉, 𝐸) is called as an undirected
graph;
∙ Arc: Unlike the edge, when the relation is biunivocal (non-symmetric) it is said
that the relation is an arc, and the graph is called as a directed graph or digraph;
∙ Loop: If the relation is reflexive, i.e. ∀𝑣 ∈ 𝑉 , we have {𝑣, 𝑣} ∈ 𝐸 the relationship is a
loop and the graph is called as pseudograph. Contrary, if the relation is antireflexive
the graph is named as a simple graph.
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A pictorial representation of directed and undirected graph is shown in Figure 9.
Note that difference among directed and undirected graph is because an arc is represented
with an arrow (panel 9a) whereas, an edge is a line segment (panel 9b). A more general
definition of graph [3] includes a quadruple 𝐺(𝑉, 𝐸, 𝑊, 𝑓) where 𝑊 is a finite non empty
set of positive real number and 𝑓 is a surjective function that maps from the relation set
to set 𝑊 in the next form:
𝑓 : 𝐸 −→ 𝑊,
𝑓 : {𝑣𝑖, 𝑣𝑗} −→ 𝑤𝑖 ∈ 𝑊 | 𝑤𝑖 ∈ ℜ+,
(1.37)
here, 𝑊 is a set of weights and the graph 𝐺(𝑉, 𝐸, 𝑊, 𝑓) is to said be a weighted
graph. Sometimes, a duple 𝐺(𝑉, 𝐸) is denominated as a binary graph. The difference
between binary and weighted graph is that in a weighted case, if there is a relationship
between two vertices {𝑣𝑖, 𝑣𝑗} ∈ 𝐸 a number 𝑤𝑖 ∈ 𝑊 is associated as a measure of the
“force” or “proximity” of that relationship. Meanwhile, in a binary graph, it does not
matter the proximity of the relationship, the important fact is to know if the relation




















Figure 9 – Graphs’ pictorial representation. In a directed graph, the arc is represented by an arrow (panel
9a) whereas, in the undirected case an edge is represented with a line segment (panel 9b).
1.4.2 Adjacency and incident operators.
The relationships among vertices are able to be exhibit through two operators.
These are the adjacency and incident operators [3, 2, 1]. The adjacency operator 𝑎𝑖𝑗(𝐺)
in an undirected binary graph is define by
𝑎𝑖𝑗(𝐺) =
⎧⎪⎨⎪⎩1 if {𝑣𝑖, 𝑣𝑗} ∈ 𝐸,0 otherwise. (1.38)
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For an undirected weighted graph, the adjacency operator 𝑎𝑤𝑖𝑗(𝐺) is
𝑎𝑤𝑖𝑗(𝐺) =
⎧⎪⎨⎪⎩𝑤𝑖 if {𝑣𝑖, 𝑣𝑗} ∈ 𝐸,0 otherwise. (1.39)
The adjacency operator tells if 𝑣𝑖 is neighbouring to 𝑣𝑗 through the relation
{𝑣𝑖, 𝑣𝑗} ∈ 𝐸(𝐺) among them. That is, if there is a relation {𝑣𝑖, 𝑣𝑗} ∈ 𝐸(𝐺) between
vertex 𝑣𝑖 and 𝑣𝑗, we say that 𝑣𝑖 is adjacent to 𝑣𝑗. On the other hand, the incident
operator 𝛿𝑖𝑘(𝐺) for an undirected graph is define by
𝛿𝑖𝑘(𝐺) =
⎧⎪⎨⎪⎩1 if 𝑣𝑖 is incident to 𝑒𝑘,0 otherwise, (1.40)
where 𝑒𝑘 ≡ {𝑣𝑖, 𝑣𝑗} ∈ 𝐸(𝐺). This operator tells if a vertex 𝑣𝑖 is incident in an edge
𝑒𝑘. There is two representations of the adjacency and incident operator (matrix and list).
Generally, the most common used to visualize these two operators is through a matrix.
For the adjacency operator of an undirected graph, we have a square 𝑛 × 𝑛 symmetric
matrix, where 𝑛 is the order of graph. For the incident operator, we have a 𝑛 × 𝑚 matrix
where 𝑛 is the order and 𝑚 represents size of the graph. For example, the adjacency and
incidence matrix for the undirected graph shown in Figure 9b are
𝑎𝑖𝑗 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 1 0 1 1 1 1 0
1 0 1 1 0 0 0 0 0
1 1 0 0 0 0 0 0 1
0 1 0 0 1 0 0 0 0
1 0 0 1 0 0 0 1 0
1 0 0 0 0 0 0 1 0
1 0 0 0 0 0 0 0 0
1 0 0 0 1 1 0 0 0




1 1 1 1 1 1 0 0 0 0 0 0
1 0 0 0 0 0 1 1 0 0 0 0
0 1 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 1 0 0 1 0 0
0 0 0 0 1 0 0 0 0 1 1 0
0 0 1 0 0 0 0 0 0 0 0 1
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 1 0 1
0 0 0 0 0 0 0 1 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Observe that the size of adjacency matrix is 9 × 9 due to the fact that there are
nine vertices. By comparison, the size of the incidence matrix is 9 × 12 because there
are nine vertices connected through twelve edges. The importance of the adjacency and
incident operators resides on the properties of vertices that can be extracted using them.
The adjacency operator of an undirected binary graph allows to define the degree 𝑘𝑖 of
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The degree 𝑘𝑖 represents the quantity of edges incident on a vertex, or in other
words, counts for the quantity of first neighbours [3, 2, 1]. For example, the degree of vertex
𝑣1 at Figure 9b is 𝑘1 = 6 since has six edges incident on it or has six first neighbours. The
analogy of degree in an undirected weighted graph is the strength 𝑠𝑖 of a vertex 𝑣𝑖 [23].





In directed graphs, given that between two vertices there is a direct link (arc), the
adjacency operator has two representations. An arc between two vertices 𝑣𝑖 and 𝑣𝑗 is a
link that is incident from 𝑣𝑖 and incident to 𝑣𝑗. Hence, an in and out representation of
the adjacency operator exists [3, 2, 1]. The in - part is associated with vertices “incident
to” and the out - part is referred to “incident from”. Therefore, the concept of degree and
strength is extended to in degree 𝑘𝑖𝑛𝑖 , out degree 𝑘𝑜𝑢𝑡𝑖 , in and out strength respectively.
For instance, the in degree of vertex 𝑣8 at figure 9a is 𝑘𝑖𝑛8 = 3 whereas the out degree is
𝑘𝑜𝑢𝑡8 = 2. Respect to the incident operator, it is used to calculate properties between the
two classes (vertices and edge set) to extract information about the graph. Generally, it
is done using linear algebra concepts; the most known example is the graph formalism of
the Kirchhoff’s laws [3]. The importance of the adjacency and incident operators resides
on these two operators from which, indexes and methods that characterizes the properties
of graphs may be constructed.
1.4.3 Graph concepts.
Beyond the adjacency and incident operator, it is possible to define properties of
graphs by inspecting 𝑉 (𝐺) and 𝐸(𝐺). The graph concept allows to do this [3, 2, 1]. We
enunciated them as follows:
∙ Complete graph: A graph is said to be a complete graph if for every pair of vertex
(𝑣𝑖, 𝑣𝑗) ∈ 𝑉 (𝐺) there exist a relation {𝑣𝑖, 𝑣𝑗} ∈ 𝐸(𝐺). In fact, the size of a complete
graph is 𝑛(𝑛−1)/2 where 𝑛 is the order. Figure 10b shows an example of a complete
and non-complete graph.
∙ Subgraph: A subgraph 𝐻 of 𝐺 is a graph that satisfies 𝑉 (𝐻) ⊆ 𝑉 (𝐺) and 𝐸(𝐻) ⊆
𝐸(𝐺). If the order of 𝐻 is equals to order of 𝐺, it is said that 𝐻 is the spanning
graph of 𝐺. A subgraph 𝐻 of the graph at figure 9a is for example, one whose vertex
set is 𝑉 (𝐻) ≡ {𝑣1, 𝑣3, 𝑣5, 𝑣6, 𝑣8}.
∙ Walk: A walk 𝑣𝑖 − 𝑣𝑗 is defined as a sequence of vertices beginning in 𝑣𝑖 and ending
in 𝑣𝑗 such that each consecutive vertex is adjacent. If 𝑣𝑖 = 𝑣𝑗 the walk is said be a
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close walk, otherwise, if 𝑣𝑖 ̸= 𝑣𝑗 the walk is an open walk. At Figure 9b a open wall
is a sequence {𝑣5, 𝑣4, 𝑣2, 𝑣1, 𝑣6} conversely, a close walk would be {𝑣2, 𝑣1, 𝑣5, 𝑣4, 𝑣2}
∙ Trial: A trial is a walk 𝑣𝑖 − 𝑣𝑗 in which no edge is traversed more than once
but vertices in the sequence can be repeated. A trial at Figure 9b is the sequence
{𝑣6, 𝑣1, 𝑣3, 𝑣2, 𝑣1, 𝑣7}
∙ Path: A path is a walk in which no edge and no vertex is repeated. In fact, if for
every pair of vertex (𝑣𝑖, 𝑣𝑗) ∈ 𝑉 (𝐺) exists a path 𝑣𝑖 − 𝑣𝑗 the graph is a connected
graph. A path among vertices 𝑣5 and 𝑣9 is {𝑣5, 𝑣4, 𝑣2, 𝑣3, 𝑣9}
∙ Cycle: A cycle is a closed walk where all edges and vertices are distinct, excepting
the first and last. A cycle in the graph of Figure 9b is {𝑣6, 𝑣1, 𝑣8, 𝑣6}.
There are other graph concepts including the shortest path distance, the eccen-
tricity, the average path length, the diameter and the clustering coefficient that it will not
be discussed in this work.
(a) Complete graph. (b) Non-complete.
Figure 10 – Complete and non-complete graphs. Panel 10a shows a complete graph of order five. Note
that the size of the graph is 10 in order to connects all pair of vertices. Contrary, Panel 10b hows a
non-complete graph
1.4.4 Types of graphs.
Types of graphs can be defined according to the correspondence between the vertex
and edge sets or the homogeneity on its degree [3, 2, 1]. According to the correspondence
between 𝑉 (𝐺) and 𝐸(𝐺) there are two types of graphs: Simple and non - simple, shown
at Figure 11. A graph 𝐺 is a simple graph if the correspondence between 𝑉 (𝐺) and 𝐸(𝐺)
is injective. That is, for every vertex of 𝑉 (𝐺) exist one and only one edge of 𝐸(𝐺)1(panel
11a). Contrary, if the correspondence is surjective the graph is non-simple. The non-
simples graphs are divided into multigraph and pseudograph. The multigraph accepts
parallel edges, i.e. edges that joins the same pair of vertex (panel 11b). Pseudograph
contains the parallel edges and loops (panel 11c).
1 In directed graph, the condition is imposed over arcs.
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(a) Simple graph. (b) Multigraph. (c) Pseudograph.
Figure 11 – Graph first type. If there is one and only one edge for every vertex the graph is a simple type
(panel 11a). In non - simple graph, a vertex can have more than one edge such as parallel edges (panel
11b) or loops (panel 11c).
With respect to the degree homogeneity, i.e. whether the degree of all vertices are
the same, there are two types of graphs. When a graph has not degree homogeneity, they
are called like - path graphs. The like - path graphs are denote by 𝑃𝑛 where 𝑛 is the order
of graph. The most known 𝑃𝑛 graphs is the tree shown at figure 12a. From elsewhere, if
a graph has degree homogeneity it is called as like - cycle or r - regular graphs, where
𝑟 is the degree of graph. These graphs are denoted by 𝐶𝑛 and generally the degree of each
vertex is 𝑘𝑖 ≥ 3. Figure 12b, it is shown a 3 - regular graph. Other types of graphs are the
complement and bipartite graph [3, 2, 1]. The complement graph 𝐺 of 𝐺 is a graph
whose set of vertices is the same of 𝐺, but they are connected if and only if they are
disconnected in 𝐺. Finally, in a bipartite graph the vertex set is divided into two subsets
𝑉1 ⊆ 𝑉 and 𝑉1 ⊆ 𝑉 such that 𝑉1 ∪ 𝑉2 = 𝑉 . The relation set is now constructed as the set
of all ordered pairs 𝑉1 ⊗ 𝑉2. A representation of a bipartite graph is shown in figure 12c.
(a) Tree. (b) 3 - regular graph. (c) Bipartite graph.
Figure 12 – Like - path and like - cycle graphs. In a like - path graph as a tree (panel 12a) does not exist
a homogeneity on the degree of vertices, whereas that, regular graphs has a define homogeneity on its
degree (panel 12b). The relation set in a bipartite graph is constructed on two set of vertices 𝑉1 and 𝑉2,
generally, its representation is similar to the graph 12c.
Chapter 1. Theoretical Aspects 38
1.5 Physics and graphs.
1.5.1 The tight-binding model.
In condensed matter, the dynamic interaction among 𝑁 electrons in a molecular












2𝑉 (𝑟𝑖 − 𝑟𝑗)
)︂
, (1.43)
where 𝑈(𝑟𝑖) is an external potential and 𝑉 (𝑟𝑖 − 𝑟𝑗) is the potential that mea-
sures the interaction among electrons. If the second quantization formalism is applied the
















where ?̂?†𝑖 and ?̂?𝑖 are the ladder operators and 𝑡𝑖𝑗 is an integral that give us infor-
mation about the transition of an electron from one site 𝑖 to another one 𝑗. The tight-
binding model is an approximation for studying the transition of electrons neglecting
the interacting potential 𝑉𝑖𝑗𝑘𝑙 [3]. The basis set are composed by orbitals centred in atoms
such that there is only one orbital per spin state at each site. Taking 𝑉𝑖𝑗𝑘𝑙 = 0 ∀ 𝑖, 𝑗, 𝑘, 𝑙







where ?̂?(†)𝑖𝜌 creates (annihilates) an electron with spin 𝜌 in an orbital centred in an
atom 𝑖. However, 𝑡𝑖𝑗 may be separated into the in - site energy 𝛼𝑖 and the transfer energy












where < 𝑖𝑗 > is a sum carried out over all pairs of nearest - neighbours. Therefore,
in a molecule with 𝑛 atoms the Hamiltonian is a 𝑛 - square matrix
𝐻𝑖𝑗 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝛼𝑖 if 𝑖 = 𝑗,
𝛽𝑖𝑗 if 𝑖 is connected with 𝑗,
0 otherwise.
(1.47)
Chapter 1. Theoretical Aspects 39
If we consider homogeneity over geometry of molecule and electronic configuration
we may take 𝛼𝑖 = 𝛼 ∀ 𝑖 (𝛼 is the Fermi energy) and 𝛽𝑖𝑗 = 𝛽 for all pair of connected
atoms whereby the Hamiltonian may write as
H = 𝛼I + 𝛽A, (1.48)
where I is the identity matrix and A is the adjacency matrix of graph representing
the pairs of connected atoms. Hence, the tight - binding model analyses the properties of
molecules finding the spectra of the adjacency matrix. The state energy may be obtained
from the analysis of the eigenvalues of the spectra of A. The quantity of zero - energy
states is provided by the nullity 𝜂(𝐺) of the graph. The tight-binding model has been
widely applied in molecular theory [3].
1.5.2 Hubbard model.
Hubbard model is an extension of the tight-binding model [3]. This model consider
the interaction among electrons, that is 𝑉𝑖𝑗𝑘𝑙 ̸= 0. If it is considered one orbital per site and
we take 𝑉𝑖𝑗𝑘𝑙 as constant if and only if 𝑖, 𝑗, 𝑘 belongs to the same orbital, the Hamiltonian












where 𝑡 is the hopping parameter, 𝐴𝑖𝑗 is the adjacency matrix and 𝑈 > 0 means
that electrons repels each other. Solve the Hamiltonian is simple given that is already in
a diagonal form. Interesting properties of the Hubbard model have been discover in half –
filled system [3]. A system is half - filled if the number of electrons is equals to the number
of sites. In particular, an interesting result is the Lieb’s theorem.
Lieb’s theorem. Let 𝐺(𝑉, 𝐸) be a bipartite graph representing a Hubbard model, besides,
|𝑉 | = 𝑛 is even and the vertex set is divided into two disjoints set 𝑉1 and 𝑉2. Assuming
that 𝑡 ̸= 0 and 𝑈 > 0, the ground states are non - degenerate apart from the intrinsic spin
degeneracy, and the total spin is 𝑆𝑡𝑜𝑡 = ||𝑉1| − |𝑉2||/2.
Lets apply the Lieb’s theorem for hypothetical structures shown in Figure 13. In
this case, two colors was assigned to the sets 𝑉1 (Green) and 𝑉 − 2 (Red). In Panel 13a
may identified that |𝑉1| = |𝑉2| = 12, so that, the total spin of this structure is 𝑆𝑡𝑜𝑡 = 0,
implies that the ground state of the ground state of this structure is in a spin-single state.
On the other hand, in Panel 13b is shown a structure in which 𝑉1 = 12 and 𝑉2 = 102.
2 Example taken from [3]
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For applying the Lieb’s theorem the total spin of the ground state for this structure is
𝑆𝑡𝑜𝑡 = 1, i.e. the ground state lies in a singlet-spin state.
(a) Singlet-spin state. (b) Triplet-spin state.
Figure 13 – Spin-states computing from the Lieb’s theorem.
From the Lieb’s theorem, we may know if the ground state of molecular systems are
in a singlet or triplet state, and consequently, if it has magnetic properties. The Hubbard
model has been applied in metal insulator transitions, anti - ferromagnetic order and
superconductivity [3].
1.5.3 The Potts model and Tuttle polynomials.
In statistical physics, the Potts model is a generalization of the Ising model. The
Potts model accepts 𝑞 possible states of spin {1, 2, 3, · · · , 𝑞}, differently from the Ising
model, where the possible states of spin are two (-1/2 and 1/2). This model can be
displayed as a graph 𝐺(𝑉, 𝐸) where each node represents a spin state [3]. The spin of
each node 𝑖 is labelled by a variable 𝜎𝑖. The simplest formulation of the Potts model, i.e.









(1 − 𝛿(𝜎𝑖, 𝜎𝑗)) , (1.51)
where 𝛿(𝜎𝑖, 𝜎𝑗) is the Kronecker function, 𝐽 is a constant and 𝜔 is the configuration
state, i.e. the arrangement of spin state to each vertex in the graph 𝐺. The Hamiltonian
(1.50) or (1.51) express that the energy between two vertices is constant if they are at the
same spin state or zero whether they are in a different spin state. When 𝐽 < 0 the model
is called as ferromagnetic, contrary, if 𝐽 > 0 the system is anti-ferromagnetic.
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The probability 𝑝(𝜔, 𝛽) of finding the graph 𝐺 in a particular configuration 𝜔 at
an absolute temperature 𝑇 measures by 𝛽 = 1/𝐾𝐵𝑇 is
𝑝(𝜔, 𝛽) = 1
𝑍𝑖(𝐺)
exp(−𝛽𝐻𝑖(𝜔)), (1.52)
where 𝑖 stands by using the Hamiltonian (1.50) or (1.51) and 𝑍𝑖(𝐺) is the partition




exp (−𝛽𝐻𝑖(𝜔)) , (1.53)
where the sum is carried out over all configurations 𝜔. The connection between
the Potts model and the graph theory comes from the definition of the partition function
(1.53) using the graph concept of Tuttle polynomials [3]. The Tuttle polynomials are
related to the recursiveness that a graph has with the deletion and contraction of its
edges. The deletion operation of an edge 𝑒 in a graph 𝐺 given by 𝐺 − 𝑒 consist of
removing of edge of a graph without changing its order, that is, the quantity of vertices.
On the other hand, the contraction operation denote by 𝐺/𝑒 involves joining the end
nodes of the edge 𝑒 and removing it. Thus, Tuttle polynomials counts the number of
loops and bridges that a graph possess after the application of the previous operations.
A bridge is an edge whose removal disconnects the graph.
With the above, the Tuttle polynomials are defined by recursive equation [3]
𝑇 (𝐺; 𝑥, 𝑦) = 𝑇 (𝐺 − 𝑒; 𝑥, 𝑦) + 𝑇 (𝐺/𝑒; 𝑥, 𝑦) if 𝑒 /∈ 𝐵, 𝐿;
𝑇 (𝐺; 𝑥, 𝑦) = 𝑥𝑖𝑦𝑗 if 𝑒 ∈ 𝐵, 𝐿,
(1.54)
where 𝐵 and 𝐿 are the set of bridges and loops, 𝑥 represents the number of
bridges, 𝑦 is the number of loops and 𝑖 and 𝑗 counts for the number of bridges and loops
respectively. With Tuttle polynomials already computed, the partition function of the
graph representing the Potts model is
𝑍1(𝐺, 𝑞, 𝛽) = 𝑞𝐾(𝐺)𝜈𝑛−𝐾(𝐺)𝑇 (𝐺; 𝑥, 𝑦),
𝑍2(𝐺, 𝑞, 𝛽) = exp(−𝑚𝐾)𝑍1(𝐺, 𝑞, 𝛽),
(1.55)
where 𝑞 is again the number of possible spin states, 𝑘(𝐺) is the number of connected
components of 𝐺, 𝑛 and 𝑚 is the order and size of the graph and 𝜈 = exp(𝐾) − 1. In the
partition function (1.55), the number of bridges and loops are associated with 𝑞 and 𝜈 in
the next form
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𝑥 = 𝑞 + 𝜈
𝜈
, 𝑦 = exp(𝐾). (1.56)
As an example, lets compute the partition function for a cyclic graph with 3 vertices with
tow spin-states 𝑞 = 2. There exist 23 configuration states. There is only one possibility
for the states 𝜔1, 𝜔8 and three possibilities for the configurations 𝜔3 and 𝜔6 as is shown
in Figure 14.
w1 w3 w6 w8
Figure 14 – Possibles configuration states for a cyclic graph with 𝑛 = 3.
Now, the values of the Kronecker function and energy by each configuration are
𝛿(𝜎𝑖,𝜎𝑗)⏞  ⏟  
𝜔0 0 0 0
}︁
−→ 𝐻 = −3𝐽
𝜔2 0 0 1
𝜔3 0 1 0
𝜔4 1 0 0
⎫⎪⎪⎪⎬⎪⎪⎪⎭ −→ 𝐻 = −𝐽
𝜔5 0 1 1
𝜔6 1 0 1
𝜔7 1 1 0
⎫⎪⎪⎪⎬⎪⎪⎪⎭ −→ 𝐻 = −𝐽
𝜔8 1 1 1
}︁
−→ 𝐻 = −3𝐽,
(1.57)
such that the partition function (1.53) for this graph is
𝑍 = 2 exp(−3𝛽𝐽) + 6 exp(−𝛽𝐽). (1.58)
The Tuttle polynomial associated with the cyclic graph is exposed in Figure 15.
Observe that fist an edge is deleted and subsequently, the vertex belong to the deleted
edge is contracted. In the first step there are 2 bridges and the final step there are one
bridge and one loop.






Figure 15 – Tuttle polynomial for cyclic graph.
Then, the Tuttle polynomial (1.54) and the partition function (1.55) with 𝑞 = 2
and 𝐾(𝐺) = 1 is
𝑍(𝐺, 2, 𝛽) = 2𝜈2
(︁
𝑥2 + 𝑥 + 𝑦
)︁
= 2(exp(𝐾) − 1)2










= 2 exp(−3𝛽𝐽) + 6 exp(−𝛽𝐽).
(1.59)
The application of the Potts model using the Tuttle polynomials encompass phase
transitions, critical phenomena, magnetism. In other areas have been used to study the
tumour migration, the foam’s dynamic and modelling of social systems [3].
1.6 Networks and graphs.
Finally, it is time to define properly a network. A network 𝑁 is a graph that must
satisfy the conditions:
∙ The vertex set are composed by the members of a system, and these members
represents a define entity;
∙ The relationships among vertices are associated with the attributes or common
properties that elements of the system possess;
∙ The edge set is created by a quantity or condition that telling if the relation between
two elements exist or does not exist and whether that relation is strong or weak.
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For clarify the previous conditions, lets expose it with a simple example. Suppose
that the system is a party, obviously, the elements of the system are the people who are
at the party. The common property or attribute among elements of this system is the
friendship. Thus, if there is a relation between two people is because they know each
other. Therefore, we have a network whose vertex set are the people and edge set are
compose by friendship among them. Observe that party’s network is a binary network
because friendship is a condition. If a weighted network wants to be created, a quantity












Figure 16 – Conditions to create a network. It is sufficient to satisfy three conditions to model any system
from the network perspective. The vertex set includes the entities, such people, atoms, stock, etc., and
the edges set includes the common property among them
Taking into account the previous, to model any system using the network formalism
it is sufficient to identify the elements of the system and the common relationships among
them. Figure 1.6 summarises the conditions for studying a system from the approach of
the network theory. Besides that, as an example at Table 1 is shown some system, which
have been modelled in the network perspective, the elements and the common property
are exposed. Already built the network, the next step is to apply the available methods to
characterize it and then, extract the conclusion about it. In our case, in the next chapters
will be discuss how it is possible to construct a Representatives’ network in order to obtain
the organizational features and observe how these features change along time.
System Elements Relation
Economic Stocks Excess return
Biological Organisms Genomes
Physical Atoms Forces
Table 1 – Modeled systems by network science. The market dynamics can be studied from the similarity
on your excess return. In the same way, in a biological system, for observing the resemblances of organism
in your genomes a classification can be obtained.
1.7 The Minimal Spanning Tree.
The minimal spanning tree (MST) is one of the most known process of optimization
in graph theory [2, 1]. The MST produces a like - path graph, which is a tree, whose order
is equal to the order to original graph, but its size is reduced. In other words, computing
the MST of a graph means to preserve the vertex set 𝑉 (𝐺) and create a edge set 𝐸 ′(𝐻)
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such that 𝐸 ′(𝐻) ⊂ 𝐸(𝐺). Formally, for an undirected weighted graph 𝐺(𝑉, 𝐸, 𝑊, 𝑓) the
MST is a subgraph 𝐻(𝑉, 𝐸 ′, 𝑊 ′, 𝑓 ′) that contains all connected vertices constrained to the
sum of their weights is minimal. Given that the subgraph 𝐻(𝑉, 𝐸 ′, 𝑊 ′, 𝑓 ′) is a spanning
tree, lets stand out the following properties of MST:
∙ A spanning tree has one and only one path among each pair of vertices;
∙ A spanning tree with 𝑛 vertices has 𝑛 − 1 edges.
There exist different algorithms to find the minimal spanning tree of a graph.
The most known are the Kruskal’s algorithm, the Boruvka’s algorithm and the Prim’s
algorithm [2, 1]. In this work, in order to obtain the MST of Representatives’ networks
the Prim’s algorithm was implemented. In the following section, we explain in detail the
algorithm.
1.8 Prim’s algorithm.
Commonly, the Prim’s algorithm grows a MST selecting edges with the lowest
weight in each step [2, 1]. The algorithm works in following way: First, select randomly
an initial vertex on the graph, and then, search the adjacent vertex to the initial vertex
with the lowest weight. Subsequently, the algorithm search the adjacent vertex to the
previous vertex with the lowest weight until the second condition of the spanning tree
will be fulfilled. Select the vertices in each step avoiding creation of cycles in the final
MST since the algorithm is capable to detect if the vertex already exist at the spanning
tree.
However, we have implemented the algorithm with a change in the choice of initial
vertex and how the spanning tree is grown. Instead of a random vertex, the algorithm
choose the vertex that belongs to the edge with the lowest weight of the graph and the
subsequently added edges that are incident to edges of the spanning tree with lowest
weights. A pseudocode of the algorithm is as follows:
Input: Undirected weighted graph.
Step 1: Start with an empty spanning tree;
Step 2: Initialize the spanning tree with the edge of lowest weight {𝑣𝑖, 𝑣𝑗};
Step 3: Search all vertices adjacent to edges of spanning tree;
Step 4: Identified the edge with the lowest weight;
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Step 5: If(edge belongs already to spanning tree)
Discard the edge and come back to step 3
else,
Add to spanning tree;
Step 6: Repeat until 𝑛 − 1 edges.
Output: MST of graph.
To illustrate how the algorithm works, lets calculate the minimal spanning tree of


















Figure 17 – We implemented the Prim’s algorithm to grows a MST beginning for the edge with the lowest
weight and then adding edges incident to the edges of MST with the lowest weights of graph.
Observe that the order of the graph is nine due to the fact that it has nine vertex,
so the size of the MST must be eight, that is, eight edges. The edge with the lowest weight
is {𝑣6, 𝑣8}, this will be the first edge of the MST. Now vertices incident to this edge are 𝑣1
and 𝑣5, and the edge with the lowest value is {𝑣1, 𝑣8}. After that, the vertices incident to
the previous two edges are 𝑣7, 𝑣5, 𝑣4, 𝑣3, 𝑣2 for vertex 𝑣1, 𝑣5 and 𝑣1 for the vertex 𝑣8 and
𝑣8 for the vertex 𝑣6. Obviously, we discard the edges {𝑣6, 𝑣8} and {𝑣8, 𝑣1} because they
already belongs to the MST. The edge with a vertex adjacent to the edges of the MST
with the lowest weight is {𝑣1, 𝑣7}. The next steps are the same of the preceding one, the
algorithm stops when it has a subgraph with eight edges. The result of the MST is shown
in Figure 18, observe the absence of cycles in the result of MST.
















Figure 18 – The MST preserves the order of the graph, but its size is reduced. In this case, we have a
graph with nine vertex, so that the spanning tree must have eight edges containing all connected vertex
and satisfying that the sum of their weights is minimal.
The complete steps of the algorithm is found in Table 2. We have used the adja-
cency list of the graph to exemplify how the algorithm works. Table 2a corresponds to the
original adjacency list of the graph. Table 2b is associated with the adjacency list of the
spanning tree and Table 2c shows the explanation of the algorithm. Hence, at each step
of the algorithm, one edge is located at the spanning tree. Note that we colour edges that
were moved toward the spanning tree (see the arrows). “LW” means lowest weight and
the algorithm stops when all vertices are connected. Numerically, the algorithm described
above was implemented in two ways: using the adjacency list on a MVA on Excel and




























Incident 𝑣8 with LW
Incident 𝑣1 with LW
Incident 𝑣1 with LW
Incident 𝑣1 with LW
Incident 𝑣3 with LW
Incident 𝑣1 with LW
Incident 𝑣5 with LW
(c) Explanation
Table 2 – Adjacency representation of the MST. The first table represents the original adjacency list
of the graph. The second table is the adjacency list of the spanning tree and the third table shows the
explanation of the algorithm. In each step, the algorithm locates an edge that satisfies the conditions to
be incident to the previous edges and has the lowest weight. We colour edges that were moved toward
MST and "LW" means lowest weight.
3 The scripts are found in Appendix C.
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1.9 New method for repositioning vertices according to MST.
Taking into account that the MST produces an adjacency list in ascending order
in weights of vertices, a new way to reposition the vertex set is plausible from this feature.
It is simple to detect these new positions by inspecting the result of the MST taking into
account the two previous conditions imposed over the spanning tree. The 𝑛 new positions
of the vertex set are completed as follows. The first two positions always will be for the
vertices of the first edge of the spanning tree,the remaing positions are accomplished with
the remaining 𝑛 − 2 edges. Lets explain it with the MST of the graph shown in Figure 18
exposed in Table 2b. The first two positions corresponds to the vertices 𝑣6 and 𝑣8 since
they belong to the edge with the lowest weight. The third position belongs to vertex 𝑣1
because it is the new vertex incident to the previous edge. The fourth position is given to
𝑣7 due to 𝑣7 is again the new vertex adjacent to the preceding two edges. Table 3 shows






















Table 3 – Positions of vertices according to MST. The position of vertices are associated with the position
of edge in which they are as the MST grows. The first two position always will be to vertices of the edge
with the lowest weight, the remaining position are in the 𝑛 − 2 edges of the MST.
1.10 Assortativity mixing.
Lets introduce a structural index known as assortativity mixing [5]. The as-
sortativity is a biological concept that express the capacity, or ability that a community
of organism or individuals has to cluster according to the common characteristics that
they share. In the network sense, the assortativity is related with a measure that allows
knowing if vertices are connected taking into account the discrete or scalar properties of
the vertex set. The discrete properties are associated with the attributes of vertices such,
gender, nationalities, language or race among others. On the other hand, the scalar prop-
erties are concomitant with the numerical attributes that a vertex possess, such as age,
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investment or in particular, the degree or strength of vertices. In fact, there is a definition
of assortativity for each kind of properties.
Consider the network shown in Figure 19. The network is composes by 12 vertices
joined for 20 edges.
Figure 19 – In the network, the color is a discrete attribute associated with vertex set and the assortativity
mixing asks if vertices tends to connects according to the their color.
We have cluster the vertices according three colors: Blue, red, green. In this case,
the color is a discrete attribute associated to the vertex set. So, the function of the
assortativity mixing is to ask is vertices of the network tends to connect according to the
color. Lets define the assortativity mixing as follows.
Let 𝑒𝑖𝑗 be a matrix that counts the fraction of edges in a network that connects
a vertex of type 𝑖 with one 𝑗. In undirected network, this quantity is symmetrical, that










𝑒𝑖𝑗 = 𝑏𝑗, (1.60)
where 𝑎𝑖 and 𝑏𝑖 are the fraction of edges that are connected with a vertex of type






1 −∑︀𝑖 𝑎𝑖𝑏𝑖 . (1.61)
The assortative index lies between two values −1 ≤ 𝑟 ≤ 1 where each value are
associated with a special type of assortativity. When −1 ≤ 𝑟 < 0 it is said that the
network is perfectly dissasortative, that is, there exist a random mixing pattern in the
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network. Meanwhile, when 𝑟 = 1 we said that the network is perfectly assortative, or in
other words, vertices are connected with each other of the same type. Conversely, 𝑟 = 0
means that there is no assortative mixing.
Lets compute the assortativity mixing by colour to the above network. The first
step is to obtain the matrix 𝑒𝑖𝑗. Observe that there are 6 edges connecting blue vertices, 3
edges connecting red vertices, 4 edges connecting green vertices, 4 edges connecting blue
vertices with green vertices, 2 edges connecting red vertices with green vertices and one









Applying (1.61) it is easy to shows that the assortativity mixing of the network
of Figure 19 is 𝑟 = 0.5728, that is, vertices tends to connect according to their color.
The assortativity index for scalar attributes is defined as follows. Let be 𝑒𝑥𝑦 the quantity
that counts the number of edges that joins a vertex of value 𝑥 with one of value 𝑦. The
same sum conditions (1.60) are satisfied for 𝑒𝑥𝑦. The assortativity coefficient by scalar
quantities is given by [5]
𝑟 =
∑︀
𝑥𝑦 𝑥𝑦(𝑒𝑥𝑦 − 𝑎𝑥𝑏𝑦)
𝜎𝑎𝜎𝑏
, (1.63)
where 𝜎𝑎 and 𝜎𝑏 are the standard deviation of 𝑎𝑥 and 𝑏𝑦. The bound values of this
coefficient are the same that in the case of discrete attributes. Generally, The assortativity
coefficient for scalar quantities is computed using as attribute the degree of vertex.
51
2 Data Mining and Manipulation.
In the last chapter we concluded that for modelling a system in the network per-
spective, it is necessary a set of members of the system and a way to measure or identify
the common relationships available among them. In this chapter, we will show how to
model a political Representatives’ network, specifically, the Brazilian House of Represen-
tatives. We show that the draft bills voted by Representatives will provide the common
relationship between them. One of the most difficult aspects for the application of com-
plexity physics methodology to social phenomena is how to acquire the data. Sometimes
it is publicly available, in financial markets they tend to be expensively charged, and the
most difficult ones require to go to the fields asking questions. Fortunately, the data of
Roll -Call of the Brazilian House of Representatives is publicly available by the Internet,
although in a format not proper for the analysis of this thesis. Therefore, we will provide
a detailed description of the dataset used to model the Representatives network and the
manipulation performed to obtain a Roll – Call Vote Matrix, from which we can visualize
Representatives together with their relationship.
2.1 Identifying the common property.
Based on the conditions of Section 1.6 of the previous chapter, to study any system
through the network formalism, it is necessary to choose a system, identify its members
or entities and the common relationships among them. We choose the Brazilian House
of Representatives as the system, and the Representatives as their members. The
Brazilian House of Representatives is compose by 513 Representatives elected by parlia-
mentary elections to legislate during four - year term [24]. Besides the audition over the
government actions, the common activity of Representatives is to discuss and vote draft
bills proposed by commissions or government during their legislative period in sessions
[24]. Thus, the system to be studied will be the Brazilian House of Representatives using
as relationship the results of roll - call vote of Representatives. The roll - call vote is a
voting system in which it is possible to identify the voters and their votes, respectively.
Generally, the roll - call vote process is made by calling individually each Representative
when they come to vote on commissions or by electronic vote when they come to vote in
a plenary session.
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2.2 Dataset.
The results of the roll - call vote by Representatives in a period running from
2007 to 2015 were collected by the public and free access available data at the legislative
website1. This period encloses two complete legislatures 53𝑡ℎ (2007 -2011) [25], 54𝑡ℎ (2011
- 2015) [26] and the first year of the legislature 55𝑡ℎ (2015-2019)2.
In order to vote, Representatives has six different vote options to express your








Table 4 – There is six possible vote options that a Representative uses to express your stance against a
draft bill. Art 17. is an article that prevents to the speaker of the session vote at the draft bill.
Each vote option is able to express a different stance and, for every draft bill
voted, Representatives may use one and only vote option. Lets define each vote options
as follows3:
Não (Not): Express opposition to the draft bill that is being voted.
Obstrução (Obstruction): Is a political device that is used to create interference on
legislature procedures. Generally, the obstruction means abandonment of plenary by
Representatives in order to avoid quorum. It is also possible to express obstruction
by the head of political party or political coalition;
Ausência (Absence): Is the physical non-appearance of a Representative in the plenary
at the time to vote. Absence may be interpreted as abstention stance because a
Representative may avoid attending the plenary session in order to not express your
position against the draft bill;
Artigo 17 (Art 17): Is an article for preventing to speaker of the Brazilian House of
Representatives or speaker of the plenary session to vote at the draft bill;
Presente (Present): Present is a special vote option of the roll- call vote system. In
this case, it is only possible to know Representatives that voted but not the vote
option that they used. Commonly, it is called as secret vote;
1 The database with the draft bills voted, roll - call vote, list of presence and others information about
the Brazilian House of Representatives can be found at http://www2.camara.leg.br/.
2 https://pt.wikipedia.org/wiki/Lista_de_deputados_federais_do_Brasil_da_55
3 Other definitions may be found at http://www2.camara.leg.br/glossario/a.html
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Abstenção (Abstention): Is the possibility to refuse be part of the vote and avoid
expressing your stance. Differently to the obstruction and absence, the abstention
is taking as part of the quorum of the plenary session. Abstention represents "blank
vote";
Sim (Yes): Express supporting, or concordance, with the draft bill that are being vote.
With the votes options exposed, it is time to inspect the dataset used to model
the Representatives’ system. The dataset consist of individual files containing the result
of the roll - call vote for the draft bills voted in each year. Each line in the file contains
the next item:
aabbcddde ffffff xxx yyy www ggg hhh iii
We describes each item as follows:
aa= CD Câmara Deputados (House of Representatives);
bb= Number of the plenary session;
c= O (Ordinary plenary session) or E (Extraordinary plenary session);
ddd= Number of the session;
e= O (Ordinary session) or E (Extraordinary session);
ffffff= Sequential of vote;
xxx= Name of Representative (40 positions);
yyy= Vote option;
www= Initial of political party;
ggg= UF (Name of federal union);
hhh= Representative’ code;
A pictorial representation of the files with the result of the roll - call vote is shown
in Figure 20. We displayed a small section of the original file that corresponds to the
result of the roll - call vote of draft bill discussed in the second plenary session of the
first year of legislature 53𝑡ℎ, exactly, at 06/02/2007. Note that the absence vote option is
labelled with <—–>.
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CD02O005O 003117 ANGELA PORTELA Sim PT Roraima 1
CD02O005O 003117 EDIO LOPES Sim PMDB Roraima 2
CD02O005O 003117 FRANCISCO RODRIGUES Não DEM Roraima 3
CD02O005O 003117 ARLINDO CHINAGLIA Art. 17 PT São Paulo 336
CD02O005O 003117 MARIA HELENA Sim PSB Roraima 5
CD02O005O 003117 SEBASTIÃO BALA ROCHA Abstenção PDT Amapá 17
CD02O005O 003117 BETO FARO Sim PT Pará 19
CD02O005O 003117 ELCIONE BARBALHO Sim PMDB Pará 21
CD02O005O 003117 ARMANDO MONTEIRO Obstrução PTB Pernambuco 144
CD02O005O 003117 GIOVANNI QUEIROZ Sim PDT Pará 27
CD02O005O 003117 EDUARDO VALVERDE <-------> PT Rondonia 48
Figure 20 – Pictorial representation of files containing the results of the draft bill vote. This file corre-
sponds to the result of the draft bill vote in the second session of the first year of legislature 53𝑡ℎ
The files were grouped into years so that, the quantity of files is equal to the
amount of draft bills voted by Representatives. Table 5 summarizes the quantity of draft
bills voted in the period above mentioned. In total, Representatives voted 1355 draft bills











Table 5 – Quantity of draft bills voted at the Brazilian House of Representatives in a period of nine years.
Representatives voted a total of 1355 draft bill.
In order to work with a more compact dataset, a transformation over the dataset
was carried out in the following way:
Step1: The first step was to identify the titular and substitute Representatives. This
is an important step due to the fact that Representatives’ network will be created
only with titular Representatives. A Representative that possesses a high quantity
of votes and high quantity of partisan quotient is a titular Representative4 [25, 26].
Otherwise, Representatives are named substitute. After titular Representatives were
identified, a file that containing them was created. We call this file the elected file.
4 A description of how Representatives are elected is given at http://www12.senado.leg.br/
noticias/materias/2014/10/01/como-funciona-a-eleicao-de-deputados-federais-e-estaduais
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Figure 21 shows a small section of the elected file for the 53𝑡ℎ legislature. The file




CHICO DA PRINCESA PL
WALDEMIR MOKA PMDB
LOBBE NETO PSDB
LUIZ CARLOS HAULY PSDB
VICENTINHO PT
VIGNATTI PT
Figure 21 – A file containing only the name and political party of elected Representatives was created.
Step 2: We design a script that takes groups of files with the results of roll - call vote by
each year and transform them into an individual file5. Explicitly, the script reads
the files, locates Representatives, their political party and their roll - call vote and
places these information in two output files. These output files are the titular file and
substitute file. The titular file was obtained for comparing each Representative of
the input file with the elected file. In other words, if the name of the Representative
of the input file is in the elected file, it is placed in the titular file; otherwise, it
is placed in the substitute file. Figure 22 summarizes the whole transformation of
groups of files to the titular and substitute file.
Groups of input files






Figure 22 – A script that reads groups of files, locates Representative their roll - call vote and places it
in an individual file was designed.
At the end, both files contains string of Representatives where by each Represen-
tative there is an array of votes whose size is equals to the quantity of draft bill
voted in the year. Besides that, a chronological order of the draft bill was imposed
over both files. Figure 23 illustrates the file containing the roll- call vote for 2007.
Notice that Representatives and their political parties are located in columns and
the result of roll - call vote extends along the row.
Step 3. A final file containing the political party, federal union, and the quantity of votes
of elected Representatives as well as, their arrays of roll - call vote was generated.
5 The script are exposed in Appendix B
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JOAQUIM BELTRÃO PSDB Não Ausência Não Sim
JUTAHY JUNIOR PSDB Não Presente Sim Não
FERNANDO MELO PT Não Presente Não Sim
HENRIQUE AFONSO PT Não Presente Não Sim
SUELY PRONA Ausência Ausência Não Não
ENÉAS PRONA Ausência Ausência Ausência Ausência
Figure 23 – Titular and substitute files are composed by strings of Representatives that has arrays of roll
- call votes. The size of each array is equals to the quantity of draft bills voted during the year.
In addition, to differentiate each Representative at the final file and subsequently
in the Representatives’ network, we have created a label using the first two letters
of the name and first two letters of the last name. It is important to mention that
the political party, the federal union, the quantity of votes in which a Representa-
tive was elected will be attributes of the vertex set associated to Representatives
in the network. Figure 24 shows an example of the final file generated after the
transformation process for 2007.
Label Name Votes Party UF
"NIPI" NILSON PINTO 132520 PSDB PA Não Ausência
"WAGO" WANDENKOLK GONÇALVES 94879 PSDB PA Não Ausência
"CLFE" CLÓVIS FECURY 102404 PFL MA Ausência Ausência
"NILO" NICE LOBÃO 87344 PFL MA Ausência Obstrução
"NEMU" NEILTON MULIM 44671 PPS RJ Não Não
"MOME" MOREIRA MENDES 29119 PPS RO Ausência Ausência
"ELLI" ELIENE LIMA 65855 PP MT Não Não
"PEHE" PEDRO HENRY 73312 PP MT Não Não
Figure 24 – In the final file the label of Representatives, the quantity of votes in which they were elected,
their federal union were included as additional information that will be used as attributes of the vertex
set.
Step 4: In the final file, the absence frequency of each Representative was computed to
identify partial, temporal and total absences. Partial absence means that a Repre-
sentative did not vote all year around. We observed that these partial absences came
because the Representative was appointed to some administrative positions such as
ministry, municipal government or others. On the other hand, temporal absences
means that a Representatives stops voting for a period of time but later they went
back to vote. This type of absence is associated with medical license, travel license,
parliamentary work, and diseases. Finally, total absence is related with the non-
appearance of the Representatives throughout year. In this case, the total absence
of a Representative may came about by resigns of the position, impeachment of the
investiture or death. Figure 25 illustrates how the previous types of absences may
be recognized in the final file.




Figure 25 – Illustration of the result of roll - call vote with a rectangle. Blue zones are associated with
absences.
We have designed a rectangle to exemplify the results of roll - call vote of a Rep-
resentative. White zones are associated with vote options that are different from
absence and blue zones represents the absence. We suppose that the length of row
is equals to the quantity of draft bill votes in the year.
Step 5: Absences zones were fulfilled using the substitute file. By searching the certified
substitute of an elected Representative in the legislative website or from additional
information on Internet, we transfer the votes of substitute to the absence zone
of elected Representative. This implies that the transfer in carried out only if the
frequency of the vote zone of substitute is equals to the frequency of the absence zone
of titular Representative. When the information about the substitute was scarce,
we assume that substitute is a member of the same political party, and then, if the
absence zone coincided with the vote zone of substitute, the transfer was performed.
Representatives that did not satisfy none of the previous criteria were eliminated
from the final file. Table 6 shows the quantity of Representatives after the verification
of the absences zones performed in 2007.











Table 6 – Quantity of Representatives before the transfer of absence zones at the Brazilian House of
Representatives in a period of nine years. Partial absences were completed with the accredited substitute.
In average 476 Representatives were present for year.
In addition, to recognize in a simple way when a vote transfer was carried out, the
label of Representative has an asterisk. In fact, if the transfer was came about over
total absence, the label has two asterisks, otherwise, it has only one. Besides that,
the name of the substitute was added to the name of elected Representative. In
Figure 26, we exposed some examples of Representatives with vote transfer.
"JÚRE*" JÚLIO REDECKER/EMANUEL FERNANDES 157745 PSDB RS
"EMAN*" EMANUEL/MATTEO CHIARELLI 328486 PSDB SP
"NEPR**" NELSON PROENÇA//CLÁUDIO MAGRÃO 53689 PPS RS
"DIRA**" DIMAS RAMALHO//JORGINHO MALULY 117108 PPS SP
Figure 26 – By searching the accredited of an elected Representative, partial, temporal and total absences
were fulfilled. To identify in a simple way when a Representatives posses a vote transfer, their label has
one asterisk for partial and temporal absences and two asterisk for total absence.
Step 6: In the final file, we identify 16 different types of draft bill encompassing resolu-
tion, laws, and requirements among others. Table 7 shows all draft identified in the
final files from 2007 to 2015. As in the label of Representatives, we have created an
acronym for each type of draft bill. These acronyms will be used as the attribute
of vertex set in the draft bill’s network. It is important to mention that the most
voted draft bill is provisional measure (MPV).
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Acronym Meaning
MPV Medida Provisória
PDC Projeto de Decreto Legislativo
PEC Proposta de Emenda á Constitução
PL Projeto de Lei




PRC Projeto de Resolução
MSC Mensagem
CON Consulta




PLN Projeto de Lei de Crédito
Table 7 – Types of draft bill voted by Representative from 2007 to 2015. The most voted draft bill is the
provisional measure (MPV).
2.3 The roll - call vote matrix.
After all these previous analysis, we design a numerical way to analyse the Rep-
resentatives’ system. To this end, we create the random variable with the different vote










The designation given to the values of 𝑉 were made in order to differentiate the vote
options used to express approval stance (positive values), neutral stance (zero value) or
disapproval stance (negative values) by a Representative. We also wanted to differentiate
yes/no at the highest value
The random variable (2.1) offers an advantage to design an effective form to relate
the Representatives together with their common relationship. Representatives and draft
bills are two independent variables, but, an effective form to related them by year is
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through a matrix V𝑘 = (𝑉1𝑘, 𝑉2𝑘, · · · , 𝑉𝑛𝑘)′. The roll - call vote matrix V𝑘 is a sequence
of 𝑘 values of the random variable 𝑉 that are spawned in 𝑛 different realizations. Here, 𝑛
counts for the number of Representatives and 𝑘 represents the quantity of draft bills voted
during a year. Each element of the roll - call vote matrix 𝑉𝑛𝑘 represents the numerical
value of the vote of a Representative 𝑛 at the draft bill 𝑘 given by (2.1). The size of V𝑘
for each year depends on the number of draft bill voted and Representatives after the
transformation of the dataset. Thus, for example, the size of the roll - call vote matrix for








Draft bill⏞  ⏟  ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−3 2 1 · · · 2
0 −1 0 · · · 1
−2 2 −3 · · · −3
... ... ... ... ...
2 1 0 · · · 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
The advantage of this matrix is that it facilitates the examination of the annual
sets of roll - call vote of Representatives. By means of the roll - call vote matrix, it is
now possible to conceive a measure of the interrelations of Representatives by observing
the similarity among their annual sets of votes. In consequence, using this measure a
modelling of the Representatives’ system is plausible, which will be exposed in the next
chapter.
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3 Results and Analysis.
In the previous chapter, we described an effective form to relate Representatives
along with their relationships through the roll - call vote matrix. In this chapter, we will
show how to measure and visualize these relationships. In the first part, we will show
how the correlation coefficient provides the measure of similarity among the annual sets
of roll - call vote of Representatives. After that, we will expose a process to optimize
the Representatives’ network. We then show how the new ordering of the correlation
matrix based on this optimization can display more information, almost hidden in the
previous matrix, independently of the political party or political coalition. In addition,
this ordering will be applied on the roll - call vote matrix. Subsequently, a measure of
the partisan fidelity will be shown by computing the assortativity mixing of attributes
of vertex set of the network. Furthermore, we will describe how an Euclidean distance
measurement agrees well with the correlation distance data. Finally, to show the results
obtained could not have be obtained by just pure chance, we construct a null model where
all vote options results are given by an random variable that follows the same probability
distribution of the real votes, and compare the null model results with the real ones.
3.1 Correlation matrix.
After we have identified and created an effective form to observe the relationships
in the Representatives’ system, we can calculate a quantity to measure those relationships.
To this end, we compute the correlation matrix (1.18) between the annual set of roll -
call vote of Representatives and draft bills by each roll - call vote matrix of the dataset.
To obtain the correlation matrix of Representatives, we work over rows of the roll - call
vote matrix and for the correlation matrix of the draft bills we work over columns. We
illustrate both cases in Figure 27.
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 −1 0 · · · 1 0
−2 2 −3 · · · −3 −1
−3 2 1 · · · 2 −2
... ... ... ... ... ...
2 1 0 · · · 1 −3




0 −1 0 · · · 1 0
−2 2 −3 · · · −3 −1
−3 2 1 · · · 2 −2
... ... ... ... ... ...
2 1 0 · · · 1 −3
−1 1 0 · · · 2 −2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(b) Draft bills
Figure 27 – In order to obtain the Representatives’ correlation matrix we work over the rows of the roll
- call vote matrix. For the draft bill’s correlation matrix we work over the columns.
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Information about the organization of Representatives are extracted from the cor-
relation matrix. Figure 28 shows the alphabetically ordered correlation matrix of Rep-
resentatives for 20071.We designed a colour scale to identify the three possible types of
linear dependence. Reddish colours represent negative values of correlation, that is, in-
direct linear dependence. In the same way, greenish colours are associated with positive
values of correlation, i.e. direct linear dependence. Finally, independence is represented
with white colours.
2007
Figure 28 – Alphabetically ordered correlation matrix for 2007. A colour scale for representing the different
types of linear dependence was created. Reddish colours are associated with negatives values of correlation
while greenish represents positive values.
If the correlation between two Representatives is direct, this means that they tend
to use the same vote options to vote the draft bills in the year, or in other words, they are in
"concordance stance". Contrary, if the correlation is indirect, we say that Representatives
are in "opposition stance". From the alphabetic ordering, we cannot visualize any useful
information. However, much clearer information is displayed when the correlation matrix
is ordered by political party or political coalition, as shown in Figure 29.
Political parties with a significant quantity of Representatives were labelled and
black lines delimits each party. The party-order offers a more appropriate way to observe
the stance among Representatives. We observe that representatives are grouped by po-
litical party since the values of correlation between the parties and themselves exhibits
positive values. Furthermore, this feature may be observed between different parties. To
observe this better, Figure 30 shows the ordered correlation matrix by political coalition
for the same years. An ordering using the political spectrum over the matrix was im-
posed2. We grouped parties according to their ideological stances, that is to say, if they
belong to the right, center or left-wing ideology. Note that a defined opposition stance
1 All correlation matrix were generated using the software Mathematica.
2 A definition of political spectrum is at https://www.boundless.com/political-science/
textbooks/boundless-political-science-textbook/american-politics-1/
political-ideology-23/the-traditional-political-spectrum-133-4221/





Figure 29 – Ordered correlation matrix by political party for 2007 and 2011. Parties with a significant
quantity of Representatives were labelled and black lines delimit each party. When representatives are
grouped by political party the greenish correlation coefficients shows that party members tend to agree
in the vote options between themselves.
between the left-wing parties and the group composed by the centre-wing parties and





Figure 30 – Ordered correlation matrix by political coalition for 2007 and 2011. Representatives are
grouped by political coalition. A opposition stance is observed between the right-wing parties and the
coalition of center and left-wing parties.
Figure 31 and 32 summarizes all ordered correlation matrices by political party.
Figure 34 shows the ordered correlation matrices for the 53𝑡ℎ and 54𝑡ℎ legislature. The
parties labelled in Figure 29 was maintained for 53𝑡ℎ and 54𝑡ℎ legislature. Figure 32 shows
the ordered correlation matrix by parties for the first year of 53𝑡ℎ legislature.
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53th Legislature
54th Legislature
2007 2008 2009 2010
2012 2013 20142011
Figure 31 – Ordered correlation matrices by parties. Observe that in the beginning of the legislature
a concordance - opposition stance is define, but as time goes in the legislature, the opposition stance
weakness.
2015
Figure 32 – Ordered correlation matrix by parties for 2015. Again it is observed a concordance - opposition
behavior.
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Inspecting the correlation matrices, we observe that in the beginning of the leg-
islatures a concordance - opposition stance is visualized, but as time goes in legislature,
the opposition stance disappears. Only in the first year of each legislature both stance
are perceived. A better view of this time evolution can be observed after a reordering by
MST procedure described later.
With respect to the draft bills, Figure 33 shows the draft bill’s correlation matrix
for 2007. A chronological order in which a draft bills were voted was endured in the
matrix. Observe that in the central region of the correlation matrix there is a zone where
the draft bills posses a lineal independence. This independence may be associated with
the fact that Representatives does not support government actions in this period of time.
2007
Figure 33 – Draft bill’s correlation matrix. The correlation matrix of the set of votes among draft bills
was computed. The colour scale of the Representatives’ correlation matrix was used in this matrix. A
chronological order of the matrix was imposed.
3.2 Individual connections.
3.2.1 Representatives’ networks.
Previous section shows that the correlation coefficient is a quantity capable to
measure relationships among Representatives and to detect the existing polarization be-
tween concordance and opposition stance. However, to observe the individual connections
among Representatives we need a distance between them. Using the correlation distance
(1.29), a complete undirected weighted network was create by each year. The vertex
set is composed of Representatives, in fact, the order of the network corresponds to the
quantity of Representatives without absences throughout the year (see Table 6). The ele-
ments of the edge set are the values of correlation distance between each pair of vertices
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and the adjacency matrix of the network is the correlation distance matrix. Figure 34a,
for example, shows the complete 2007 Representatives’ network using Gephi software3. A
colour cluster according to the political party was imposed over the network. Figure 34b
shows the adjacency matrix obtained with Mathematica software package. For the adja-
cency matrix, yellowish colors represent low values of correlation distance while, bluish

























Figure 34 – Representatives’ network. A complete undirected weighted network was created. Each element
of the vertex set is associated with a Representative, while elements of the edge set are values of the
correlation distance for each pair of vertices. A colour cluster according to the political party was designed
over the network.
The complete network did not offer an optimal view to detect the individual
connections among Representatives. among Representatives. However, by doing an op-
timization process over this network, the most outstanding connections can be extracted.
Hence, the minimal spanning tree (MST) of the complete network for each year was
calculated using our own VBA algorithm developed in Excel and later, by using another
much faster algorithm running in Python4. Both algorithm are presented in Appendix
C. The individual connections are represented by the most correlated edges5 that are
extracted by the MST. The optimized network was drawn using PAJEK 6 for 2007 cor-
relation distance network is shown in Figure 35. We manually rearrange the PAJEK
obtained network to facilitate visualization of the nodes and their connections avoiding
too much line crossing.
3 The open - source software Gephi was used to visualize the complete network https://gephi.org/
4 Information about MVA on Excel can be found at https://mva.microsoft.com/en-us/
training-courses/. Information about Python is at https://www.python.org/.
5 Minimizing in correlation distance means maximizing in correlation coefficient.
6 All optimize networks were generated using the free software for network visualization PAJEK [22].
























Figure 35 – MST of Representatives’ network for 2007. Using the Prim’s algorithm the minimal spanning
tree of the complete network was computed. Besides the colour cluster according to the political party,
the size of each vertex is related with the quantity of votes for which the Representative was elected. The
optimize network offers a simple way to observe the organization of Representatives in each year.
Besides the colour cluster conceived according to the political party, the size of
each vertex was associated with the quantity of votes in which a Representative was
elected. That is, a vertex with big size means that Representative was elected with a
high quantity of votes at the general elections. The advantage of the optimize network is
that it provides a simple way to identify the organization of Representatives from the
maximization of the similarity measure of their annual set of votes. Other benefit lies in
the fact that it is possible to perceive changing in the individual connections, and then,
in their organization through the legislature. Figure 36 to 43 shows the Representatives’
network from 2008 to 2015. In the networks, we have placed left-wing Representatives on
the left and right-wing Representatives on the right of figure, and we chose the colors in
such way that the Workers Party (PT ) is always red, and the most right Parties are blue
and yellow. The two main parties in government coalition were PT and PMDB, while the
























Figure 36 – MST of Representatives’ network for 2008.






































































Figure 39 – MST of Representatives’ network for 2011.


































































Figure 42 – MST of Representatives’ network for 2014.





























Figure 43 – MST of Representatives’ network for 2015.
Note that in the 53𝑡ℎ legislature (2007 - 2011) two define groups of Representatives
can be visualized. In fact, these two groups are related with the coalition among center
and left-wing parties and the coalition of right-wing parties Respect to the 54𝑡ℎ legislature
(2011-2015), in the first three years we observed again that the left and center-wing parties
are grouped into a single group and right-wing parties are grouped into another cluster.
However, these feature disappeared in the last year of the 54𝑡ℎ legislature (2014) and the
first year of 55𝑡ℎ legislature (2015). Notice that groups of Representatives are spread out
into small groups and therefore, it is not possible to visualize a define grouping according
to the political coalition. This behavior may be associated with the political stress between
the Brazilian House of Representatives and the government, taking into account a protest
wave that started in 2013. Figure 44 shows the Representatives’ networks grouped by
legislature. For each legislature labels of parties are shows in top of Figure.













































































































































































































































































Figure 44 – Representatives’ networks from 2007 to 2015.
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3.2.2 Draft bill’s networks.
The same process described above was implemented for the draft bill’s network.
The optimized draft bill’s network from 2007 to 2015 are presented in Figure 45 to Figure
53. In this case, each vertex is associated with a draft bill and the color cluster was
established by taking into account its type (bills, resolutions, proposal, etc.). The size is





















Figure 46 – MST of draft bill’s network for 2008.






































Figure 49 – MST of draft bill’s network for 2011.




























Figure 51 – MST of draft bill’s network for 2013.






























Figure 53 – MST of draft bill’s network for 2015.
Differently of the Representatives’ network, the draft bill’s network does not pos-
sess a defined topology. However, in the next section we will show that the MST of the
draft bill’s networks is capable to identify and to cluster the approved and disapproved
draft bills. In addition, we perceive that provisional measures (MPV) are the most voted
draft bill for Representatives. Figure 54 shows all draft bill’s network grouped by legisla-
ture. Labels of draft bills are shown in lower right part of Figure.

























































































Figure 54 – Draft bills’ networks from 2007 to 2015.
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3.3 Group structure.
3.3.1 Representatives’ group structure.
Taking into account that the Prim’s algorithm generates an adjacency list of edges
that are ascendant ordered in correlation distance, we can rearrange the correlation matrix
accordingly to a new positions of the elements following MST vertices order, as shown in
Section 1.9. Figure 55 shows the MST ordered 2007 Representatives’ correlation matrix.
To the best of our knowledge this is the first time that matrix MST reordering is used.
It is important to notice that only reordering using MST prim algorithm makes sense,
but not the reordering using Kruskal’s algorithm. There is a difference between them,
although the final networks are the same. PRIM looks for the closest neighbour of the
previously obtained MST vertices. Kruskal uses a parallel algorithm, independently if
they are connected or not. For example, it can find that vertices 𝑣3 and 𝑣8 are the closest
of all vertices, and suddenly find that vertices 𝑣3 and 𝑣8 are the second closest of the
vertices, no matter that there is no connection with previously connected vertices 𝑣3 and
𝑣8. On the other hand, Prim’s algorithm will look for the closest vertices connected with
𝑣3 and 𝑣8, meaning the following pair must have 𝑣3 or 𝑣8 vertices. Kruskal’s algorithm is
faster but it does not provide the cluster of the closest connected neighbours, therefore it
is not useful to display the clusters.
2007
Figure 55 – Ordered Representatives’ correlation matrix by MST for 2007.
Differently of the ordering by political coalition (Figure 30),the MST ordering dis-
plays the real correlated groups, disregarding their political party or political coalition.
The MST ordered correlation matrix shows how the Representatives are clustered con-
sidering only the similarity of their annual set of roll - call votes. Note that there are two
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groups of positive correlation among themselves, that is, they are in concordance stance,
but among them, the opposition stance is well define due to the fact of their negative
correlation values.
If we want to observe the evolution of the concordance - opposition stance, it is
sufficient to inspect the correlation matrix for the remaining years. Figure 56 and 57 shows




2007 2008 2009 2010
Figure 56 – Ordered Representatives’ correlation matrix by MST for 53𝑡ℎ and 54𝑡ℎ legislature.
2015
(a) 2015
Figure 57 – Ordered Representatives’ correlation matrix by MST for first year of 55𝑡ℎ legislature.
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Observe that in the first year of legislature 53𝑡ℎ (2007) there are two groups in
concordance - opposition stance. As the legislature goes the opposition stance is disap-
pearing. In 2010 the proportion of negatives values of correlation is lower that in beginning
of the legislature. However, in the first year of the legislature 54𝑡ℎ (2011), the concordance
- opposition feature it is again observed and, as the time goes in the last year (2014)
only concordance zones are visualized, but in the beginning of 55𝑡ℎ legislature the con-
cordance - opposition stance come back again. Above mentioned leads to conclude that
there exits a transmutation of the concordance - opposition stance from the beginning of
one legislature to another. In this stage, it is important to point out the next assertions:
∙ Taking into account the well-defined behavior of the correlation among Representa-
tives not matter if they are in concordance or opposition stance, features as obstruc-
tionism, abstentionism and especially absenteeism actually are used to not support
government actions or to avoid expressing Representative’s political position against
a particular draft bill.
∙ In view of the transmutation between concordance – opposition stance, we concluded
that draft bills with high impact and importance over the future government actions
tend to be discussed in the first year of each legislature.
∙ Figure 55 can answer an old political question in Brazil: What should be the ideal
number of parties? From this correlation re-arrangement, it is clear that five or six
political parties are sufficient to encapsulate all political diversity of the Brazilian
House of Representatives. However, the 55𝑡ℎ legislature possesses 28 parties, which
seems too much, way above the ideal. We can hypothesize that parties’ internal
competition are not so free, meaning that all candidates thinking they can stand a
chance to compete would be not allowed to do so because of the lack of “democracy”
within the parties. If this is true, a rule to establish the procedure to openly choose
the party’s candidates would bring the party numbers closest to the ideal one.
3.3.2 Draft bill’s group structure.
Now we can proceed to use the same procedure with the vertical correlation map,
that is, to perceive how this new ordering works in the draft bill’s correlation matrix
Figure 58 shows the ordered draft bill’s correlation matrix for 2007.
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2007
Figure 58 – Ordered draft bill’s correlation matrix by MST for 2007. Two define groups of positive
correlation may be detected. These groups are associated with the approved or disapproved draft bills.
Notice that there are two well define groups of positive correlation. In this case,
these two groups are related by the approval and disapproval draft bills. The previous
statement may be understand in the following way: If the first group of draft bills corre-
sponds to all draft bills voted with positive vote options, then, the other group corresponds
to the all draft bills voted with negative vote options given that a negative correlation
among them exists. For the remaining years, Figure 59 and 60 shows the ordered draft
bill’s correlation matrix from 2007 to 2015.




2007 2008 2009 2010
Figure 59 – Ordered draft bill’s correlation matrix by MST for 53𝑡ℎ and 54𝑡ℎ legislature.
2015
(a) 2015
Figure 60 – Ordered draft bill’s correlation matrix by MST for first year of 55𝑡ℎ legislature
3.4 The concordance - opposition distribution.
The evolution of the concordance - opposition stance may be observe for inspecting
the ordered correlation matrix by MST for each year. The concordance stance arises
in groups with positive correlation, and the opposition stance emerges in groups with
negative correlation. However, using the probability distribution of the correlation matrix
a more simple way to detect this behavior is plausible. The cumulative and density prob-
ability distributions of the Representatives’ correlation matrix were computed by each
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year. Figures 61, 62 and 63 shows the probability density functions. We have grouped the
distributions into legislatures. Figure 61 corresponds to the 53𝑡ℎ legislature (2007-2011),
Figure 62 shows the probability distributions for 54𝑡ℎ legislature (2011-2014) and Figure
63 shows the distribution of the first year of the legislature 55𝑡ℎ (2014-2018).
53th
Figure 61 – PDF of correlation values for 53𝑡ℎ legislature. The cumulative and density probability dis-
tribution of the correlation matrix for each year was computed. If the correlation values are distributed
over the negative and positive axis, it is said that a concordance - opposition stance exists.
54th
Figure 62 – PDF of correlation values for 54𝑡ℎ legislature. The 2011 is the only year that exhibits a
concordance - opposition stance. The remaining years displays a concordance stance given that most of
values are distributed in the positive axis.
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Figure 63 – PDF of correlation values for 55𝑡ℎ legislature. Due to the fact of most of the correlation
values are distributed over the positive axis, we concluded that only a concordance position among
Representatives exists.
In the first two years of the 53𝑡ℎ legislature the correlation values are distributed
over positive and negative axis, this implies that a concordance - opposition stance co-
exists. However, the next two years shows that most of correlation values are distributed
only over positive axis, showing that, at the end of the legislature the opposition feature
disappears. The same behaviour come about in the 54𝑡ℎ legislature, in fact, note that
only in the first year the correlation values are distributed over positive and negative
axis. Meanwhile, for the 55𝑡ℎ does not exist an opposition stance because most of the
correlation values are distributed only over positive axis.
A fitting over the cumulative distribution function of the correlation values was
carried out7. We propose that the cumulative distribution of the similarity values among












where 𝜇1, 𝜇2 are the mean, 𝑠1 and 𝑠2 are the scale parameters and 𝑐1 and 𝑐2 are
7 The procedure to find the experimental data of the probability density functions is full of artifacts,
because one should divide the frequency observed by the size of the bin range used to count the
frequency. When the numbers are low, the observation becomes uncertain, and sparse. Some people
try to change the size of the bin, but this is done arbitrarily. In addition, the choice of the bin interval
is completely arbitrary and can change the shape and the numbers obtained. On the other hand, the
observation of the cumulative probability function is quite simple and does not depend on the choice
of the bin range. It is enough to order the observations from lower to higher values assigned them
an index from 1 to the number of data points. The division of this index number by the number
of data points provides the probability that a value lower than the given one can be found, that
is, the cumulative probability density function, or probability distribution function. Therefore, we
performed our fitting with the cumulative functions. To display the density fitted functions we just
used the cumulative function derivatives.
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constant that satisfy 𝑐1 + 𝑐2 = 1. A linear combination of distributions 𝑓(𝑥) =
∑︀
𝑖 𝑎𝑖𝑓𝑖(𝑥)
will be a distribution if, and only if, 𝑎𝑖 ≥ 0 and
∑︀
𝑖 𝑎𝑖 to satisfy the conditions that
𝑓(𝑥) ≥ 0 ∀𝑥 and
∫︀
𝑓(𝑥)𝑑𝑥 = 1. We also tried a combination of normal, Cauchy and
t-student distributions, but the fitting with the logistic distribution was the best one.
This function offers additional quantitative features over the correlation matrix. If either
𝜇1 or 𝜇2 has positive values, the term associated with it express the component of the
“concordance stance”, or express “opposition stance” if the value are negative. Besides
that, 𝜇1 and 𝜇2 reveals the mean value of opposition (negative mean) or concordance
(positive mean). Respect to the scale parameters 𝑠1 and 𝑠2, they may tell about the spread-
out of each stance. Table 8 shows the fitted parameters of the cumulative distribution for
each year. Table 8a shows the values of constants, Table 8b displays the mean values
of the distribution, Table 8c illustrates the values of the scale parameters and Table 8c
exposes the values of sum of residuals squared and the standard deviation associated to
the fitting.
Year c1 c2
2007 0.3866 ± 0.0010 0.6133 ± 0.0019
2008 0.3963 ± 0.0006 0.6036 ± 0.0010
2009 0.4298 ± 0.0003 0.5701 ± 0.0005
2010 0.5688 ± 0.0006 0.4311 ± 0.0008
2011 0.3510 ± 0.0012 0.6489 ± 0.0022
2012 0.4006 ± 0.0005 0.5993 ± 0.0006
2013 0.1213 ± 0.0002 0.8786 ± 0.0003
2014 0.5185 ± 0.0003 0.4814 ± 0.0004
2015 0.7528 ± 0.0007 0.2471 ± 0.0009
(a) Constant parameters.
Year 𝜇1 𝜇2
2007 −0.0921 ± 0.0004 0.6187 ± 0.0122
2008 0.0394 ± 0.0022 0.5883 ± 0.0072
2009 0.1366 ± 0.0010 0.4858 ± 0.0021
2010 0.2582 ± 0.0010 0.4989 ± 0.0030
2011 −0.0111 ± 0.0057 0.6011 ± 0.0103
2012 0.2110 ± 0.0011 0.4391 ± 0.0014
2013 0.1751 ± 0.0008 0.3591 ± 0.0002
2014 0.2862 ± 0.0005 0.4529 ± 0.0008
2015 0.1557 ± 0.0004 0.3824 ± 0.0041
(b) Mean values.
Year s1 s2
2007 0.0609 ± 0.0025 0.0742 ± 0.0108
2008 0.0664 ± 0.0015 0.0749 ± 0.0072
2009 0.0665 ± 0.0005 0.0677 ± 0.0027
2010 0.0856 ± 0.0011 0.0642 ± 0.0046
2011 0.1147 ± 0.0026 0.0788 ± 0.0096
2012 0.0835 ± 0.0009 0.0788 ± 0.0027
2013 0.0565 ± 0.0003 0.0781 ± 0.0004
2014 0.0725 ± 0.0005 0.0691 ± 0.0018













Table 8 – Fitted parameters for the correlation distribution. A sum of two logistic cumulative distributions
is proposed as the best - fit function. Table 8a shows the values of the constants, Table 8b displays the
mean values, Table 8c illustrates the scale parameters and Table 8d exposes the statistical parameters
associated to the fitting.
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Figure 64 to 72 exhibits the density and cumulative function from 2007 to 2015. In
figures, on the left, we place the density function (PDF) and on the right, the cumulative
function (CDF). The fit-function was black coloured.
(a) Density. (b) Cumulative.
Figure 64 – PDF and CDF of correlation values for 2007.
(a) Density. (b) Cumulative.
Figure 65 – PDF and CDF of correlation values for 2008.
(a) Density. (b) Cumulative.
Figure 66 – PDF and CDF of correlation values for 2009.
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(a) Density. (b) Cumulative.
Figure 67 – PDF and CDF of correlation values for 2010.
(a) Density. (b) Cumulative.
Figure 68 – PDF and CDF of correlation values for 2011.
(a) Density. (b) Cumulative.
Figure 69 – PDF and CDF of correlation values for 2012.
(a) Density. (b) Cumulative.
Figure 70 – PDF and CDF of correlation values for 2013.
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(a) Density. (b) Cumulative.
Figure 71 – PDF and CDF of correlation values for 2014.
(a) Density. (b) Cumulative.
Figure 72 – PDF and CDF of correlation values for 2015.
3.5 Approved and disapproved draft bills.
So far, extracting the MST of the Representatives and draft bill’s networks can
show individual connections, as well as the group structure in both networks that arises
from the MST re-ordering of the correlation matrix. Hence, the MST leads to an effective
way to characterize the Brazilian House of Representatives. Now, taking into account that
the complete roll - call vote matrix is the fundamental basis of this method, is it possible
to visualize the results obtained by MST re-ordering in this original matrix?








Table 9 – Assigned colors to vote options. Six different colors were assigned in order to identified each
vote in the roll - call vote matrix.
Remember that Representatives are in rows and draft bills are in columns. Figure
73 shows the roll - call vote matrix for 2007. Panel 73a shows the original matrix, that
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is, ordered alphabetically in Representatives and ordered chronologically on draft bills.





Figure 73 – Ordered roll - call vote matrix by MST.
The rows were re-ordered taking into account the result of MST for Representa-
tives’ network and the columns were re-ordered with the result of the MST of draft bill’s
network. Notice the great difference between the original and ordered matrix. Hence,
both groups found by the MST of Representatives’ network actually express an opposi-
tion stance given the contrast among their votes and, both groups found by the MST
of draft bill’s network represents the approved and disapproved draft bills accordingly to
the green and red section displayed at the matrix. It is possible to observe some draft
bills with almost 100% approval rate, others with almost 100% absence rate, the left draft
bills are the ones mostly supported by the dominant group and mostly rejected by their
opposition. Figure 74 to 76 summarizes all ordered roll - call vote matrix by MST from
2007 to 2015.













































Figure 74 – Ordered roll - call vote matrix by MST for 53𝑡ℎ legislature.













































Figure 75 – Ordered roll - call vote matrix by MST for 54𝑡ℎ legislature.









Figure 76 – Ordered roll - call vote matrix by MST for 55𝑡ℎ legislature.
3.6 Partisan fidelity.
Considering that the assortativity mixing provides information of how vertices of
the network are clustered accordingly to the vertex attributes, information about how
Representatives are connected may be achieved, and therefore, a conclusion about what
attribute is important when they comes to votes arises. The assortativity mixing (see
Section 1.10) was computed for three different Representatives’ vertex attributes: The
political party, the political coalition and the federal union. Figure 77 shows the assorta-
tivity values from 2007 to 2015.
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Figure 77 – Discrete assortativity mixing for the Representatives’ network. The political party, political
coalition and the state of each Representative was used as discrete attribute. Representatives tends to
connect according to their political party or political coalition.
Note that no matter the attribute, the Representatives’ networks are assortative,
that is, Representatives tends to connect given the three previous attributes. However, we
can observe that the assortativity by state is the attribute with the lowest value over time.
Other important fact to be highlighted is that, although the correlation distribution shows
an obvious preference for the concordance stance, the fidelity at time to vote is given by
the political party and political coalition. Besides, it is observed that the maximum values
of assortativity are in the beginning of each legislature, that is, the maximum partisan
fidelity came about in the first year of legislature. This statement agrees with the fact that
the important government proposals tend to be voted in the first year of each legislature.
3.7 The Euclidean Distance Analysis.
It is possible to compute the Euclidean distance between each pair of vectors of
the roll - call vote matrix, both in the columns and in rows, in the same way it was done
for the correlation coefficient. In other words, for the Euclidean distance the annual set
of votes represents vectors whose dimension is equals to the quantity of draft bills voted
in that year. Figures 79, 78 and 80 summarizes the results obtained using the Euclidean
distance for 2007.





Figure 78 – Correlation matrix for geometrical approximation. Panel 78a shows the ordered correlation
matrix for Representatives and in Panel 78b is displayed the ordered correlation matrix for draft bill
both taking into account the Euclidean distance. A change over the colour scale was made in this case.
Reddish colours are associated with high values of Euclidean distance and greenish represents low values.
The ordering is very similar to one obtained using the correlation distance.
Panel 78a shows the Representatives’ correlation matrix and Panel 78b exhibits the
draft bill’s correlation matrix, both ordered by the MST of Euclidean distance. A change
of the color scale was carried out in this case. Now, reddish colours are associated with
highest values of Euclidean distance and greenish represents low values. The ordering
according to MST for Euclidean distance are very similar to that obtained using the
correlation distance.
Respect to the networks, Panel 79a shows the representatives’ network and Panel
79b displays the draft bill’s network. Note again that two groups can be identified in both
networks. Besides, in the Representatives’ network a clustering according to the political
party is observed.



































Figure 79 – MST for geometrical approximation. Using the Euclidean distance a complete undirected
weighted network was constructed and the minimal spanning tree was computed. Panel 79a displays the
Representatives’ network and Panel 79b shows the draft bill’s network. The colour cluster and vertex’s
size are the same as those used in the previous networks. The groups encountered are similar to those
found using correlation distance.
Finally, Panel 80b shows the ordered roll - call vote matrix using the MST of
Euclidean distance. Again, approved and disapproved draft bills can be recognised, as
well as, the opposition between both groups encountered in the representatives’ network.





Figure 80 – Roll - call vote matrix for geometrical approximation. A ordering according to the MST for
both networks was made over the multivariate time series. Panel 80a shows the original time series while,
Panel 80b displays the ordered multivariate time series. Again, the approved and disapproved draft bill
may be visualized.
These results show an agreement between the two procedures and we did not see
much more complementary information between them to carry out further studies in the
Euclidean Distance representation, besides the fact that correlation distance is much well
recognised by the scientific community.
3.8 Validation - Null Model.
In order to prove that the analysis made over the Brazilian House of Representa-
tives makes sense, the most convenient will be to inspect if the results could have been
obtained by chance. Therefore, the first step is to generate the element that allows re-
lating Representatives, put differently, generate a random roll - call vote matrix. To this
end, we sample the cumulative distribution of roll - call vote matrix of the dataset to
produce a new matrix with the same cumulative distribution. We are using the technique
to generate an random number between 0 and 1 for a specific cumulative density function
and obtained the random x number by the inverse function, that is, 𝑓 ∈ [0.1] and follows
the 𝑈(0, 1) uniform distribution, and 𝑥 is then calculated by 𝑥 = 𝐹 −1(𝑓). The cumulative
function was chosen to agree with the observed values for the 2007 draft bill votes, and
is given by:
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𝑉𝑖𝑘 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−3 if 𝑥 ≤ 0.1685,
−2 if 0.1685 < 𝑥 ≤ 0.3606,
−1 if 0.3606 < 𝑥 ≤ 0.5364,
0 if 0.5364 < 𝑥 ≤ 0.6916,
1 if 0.6916 < 𝑥 ≤ 0.6966,
2 if 0.8494 ≤ 𝑥,
(3.2)
where 𝑥 represents the random number and 𝑉𝑖𝑘 represents the vote of Repre-
sentative 𝑖 at the draft bill 𝑘. The size of the multivariate time series sampled was
(513 × 153), that is, we sampled voting matrix supposing that all elected Representa-
tives voted throughout year. The number of draft bill is the mean values of the draft bill
voted between 2007 and 2015.
3.8.1 The Null-Model minimal spanning tree.
Figure 81 shows the MST of the Null-Model sampled roll – call vote matrix for























Figure 81 – Null-Model minimal spanning tree for 2007. Using the sampled multivariate time series, the
optimize network for 2007 was constructed. Representatives does not tend to connect according to the
political party and political coalition given the low values of assortativity.
Although the cumulative distribution of the sampled roll - call vote matrix is
equals to the original, the MST do not show the same connection pattern according to
the political party and political coalition. To clarify even better, the value of assortativity
according to the political party is close to zero (𝑟 = 0.0974 ± 0.0001),meaning that,
Representatives tends to not connect accordingly to the political party and even more,
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there is not a high preference of Representatives for connecting them by political coalition
due to the low value of assortativity (𝑟 = 0.3637 ± 0.0002).
Moreover, the ordered correlation matrix by MST for the sampled roll - call vote
matrix for Representatives and draft bills are shown in Figure 82.
(a) Representatives. (b) Draft bills.
Figure 82 – Ordered correlation matrix for null model in 2007. The ordered correlation matrix from the
sampled roll - call matrix does not encapsulate any information about the organization of Representatives.
Panel 82a shows the ordered correlation matrix for Representatives and Panel 82b
shows the ordered correlation matrix for draft bills. . Observe that the ordering did not
encapsulated any information about the grouping in both cases.
Finally, Figure 83 shows the ordered sampled roll - call vote by MST. As expected,
no information may be inferred from the ordering obtained by the optimization process
carried out over the network. The facts exposed previously shows that the analysis made
over the dataset with the results of the roll - call vote cannot be obtained from a Null-
Model random approximation.
Figure 83 – Roll - call vote matrix for Null - Model.
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3.9 General remarks.
In this chapter, a new method for analysing the Brazilian House of Representatives
was presented. By measuring and optimizing the correlation coefficient between the an-
nual sets of votes a Representatives’ and draft bill’s network were created. For analysing
the properties of these networks features as the individual connections, concordance -
opposition stance evolution, partisan fidelity were obtained. For the first time, MST re-
ordering process was applied over the correlation matrices both, for Representatives and
draft bill and the roll - call vote matrix. This new method for re-ordering matrices allowed
inspecting the group structure among Representatives, answering the question about how
many political parties are necessary in Brazil. Hence, five or six political parties are suf-
ficient to encapsulate all political diversity. In addition, using MST re-ordering over the
roll - call vote matrix a new effective way to observe the approved and disproved draft
bill was exposed. Null-Model shows that the previous results are meaningful and cannot
be obtained by chance.
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Conclusion and Perspectives.
In order to study a system from the network science perspective it is necessary
three elements: Determine the members composing the system, recognize the common
relationships available among them and design a way for measuring that relationships.
Hence, we appoint Representatives as members, their results of roll - call vote and a
linear dependence degree measure to study the Brazilian House of Representatives in the
network formalism.
The roll - call vote matrix allowed relating numerically Representatives together
with their common relationships. For designating a random variable that incorporated
the different vote options that a Representative owns in order to vote, the roll - call vote
matrix was conceived. The similarity measure among the annual sets of roll - call vote of
Representatives provided by the correlation coefficient allowed defining the concordance
- opposition stance, which are visualized through the correlation matrix.
The group structure and the individual connections among Representatives were
attained from the computation of the Minimal Spanning Tree of a complete undirected
weighted network generated by the correlation distance. Besides, based on the result of the
Minimal Spanning Tree a new ordering of the correlation matrix independent of political
party or political coalition was conceived in order to find the most cohesive correlated
groups. This result shows that five or six political parties are sufficient to encapsulate all
political diversity in the Brazilian House of Representatives. It is important to highlight
that it is the first time that this method for re-ordering correlation matrices is applied.
The time evolution of the concordance - opposition stance is visualized for in-
specting the probability distribution of the correlation values. A transmutation between
opposition and concordance stance are observed through the legislatures. We hypothesize
that the transmutation is because of draft bills with high importance and high impact on
the government actions are discussed and voted in first year of each legislature. In addi-
tion, a combination of two logistic distributions as proposal of a probability distribution
function that describes this evolution was enunciated.
The Minimal Spanning Tree ordering enabled to apprehend information about the
approval dynamics of draft bills by re-ordering the roll - call vote matrix taking into
account the MST of Representatives’ and draft bill’s network. The ordered roll - call
vote matrix by MST confirms that the topology of Representatives’ network, draft bill’s
network and the group structure visualized on the correlation matrix actually reflects the
Representatives’ organization at time to discuss and vote the draft bills.
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A partisan fidelity may be inspected for analysing the behaviour of assortativity
mixing for scalar attributes as the political party, political coalition or Representatives’
federal union. This result shows that at the time to vote, Representatives tends to or-
ganize according to their political coalition and political party. In addition, the greater
cohesiveness in the connection pattern is observed in first year of each legislature, agreeing
with the fact that in these years important draft bills are voted.
Instead of using the correlation coefficient, similar results may be obtained using
the Euclidean distance, where the annual sets of roll - call vote are considered as vectors.
Additionally, from Null Model we show that the analysis carried out over the roll - call
vote dataset cannot be obtained by chance.
In general, the method proposed in this work might be an optimal and effective tool
to investigate politic stress, as well as an instrument that will help to generate a detailed
monitoring of the parliamentary activity. Generation of Representatives’ and draft bill’s
network using methods of statistical validation and modularity measure will be performed
in order to improve the results presented here.
The new method for re-ordering correlation matrices taking into account the result
of the Minimal Spanning Tree is a general tool that may be used in others datasets, in
fact, we have used it in datasets encompassing magnetic resonance, public health and
market dynamics. However, an extension of this method to analyse datasets containing
more than one variable as climate datasets, for example will be carried out.
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APPENDIX A – Fitting non-linear functions.
Suppose that a dependent variable y𝑖(𝑥) may be write as a linear combination of
functions f𝑛𝑖(𝑥, 𝛼𝑛) in the following way
y𝑖(𝑥) = 𝑎1f1𝑖(𝑥, 𝛼1) + 𝑎2f2𝑖(𝑥, 𝛼2) + · · · + 𝑎𝑛f𝑛𝑖(𝑥, 𝛼𝑛) + e𝑖, (A.1)
where (𝑎1, 𝑎2, · · · , 𝑎𝑛) are the linear coefficients, (𝛼1, 𝛼2, · · · , 𝛼𝑛) are the non -
linear coefficients and e𝑖 is the error associated with the combination. We suppose that
the error is independent of 𝑥 and possess a null expectation value, that is, 𝐸[e𝑖] = 0
and 𝐸[e𝑖 e𝑗] = 𝜎2𝛿𝑖𝑗. The aim is to find out non-biased estimators of the linear and
non-linear coefficients that minimize the error, or in other words, minimize the sum of
residuals squared (SQR) among values of the variable y𝑖(𝑥) and the linear combination
of functions. The conditions comes to the fact that SQR is a non-biased estimator that
owns minimum variance.
A.1 Finding the linear parameters.
The linear parameters can be obtained analytically for minimizing the SQR, com-








f11 f21 · · · f𝑛1
f12 f22 · · · f𝑛2
... ... ... ...














We have evaluated over the 𝑚 observations of y𝑖(𝑥) and the 𝑚 values of f𝑛𝑖(𝑥, 𝛼𝑛).
In a vector notation we have
?⃗? = F?⃗? + ?⃗?, (A.3)
where ?⃗? and ?⃗? are columns vector with 𝑚 elements, ?⃗? is a column vector with 𝑛
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elements and F is a 𝑛 × 𝑚 matrix. The sum of residual squared is given by
𝜒2 = ?⃗? ᵀ?⃗? = (?⃗? ᵀ − ?⃗? ᵀF ᵀ)(?⃗? − F?⃗?),
𝜒2 = ?⃗? ᵀ?⃗? − 2?⃗? ᵀF ᵀ?⃗? + ?⃗? ᵀF ᵀF?⃗?,
(A.4)
where the superscript ᵀ means transpose of matrix. The estimator of ?⃗? is the vector
that minimizes (A.4), that is, ?⃗? is the solution of the 𝑛 equations 𝜕𝜒2
𝜕𝑎𝑛
= 0 ∀𝑛. Carrying
out the derivative we obtain
𝜕𝜒2
𝜕𝑎𝑛
= −2F ᵀ?⃗? + 2F ᵀF?⃗?, (A.5)
therefore, the estimator of ?⃗? is
?⃗? = (F ᵀF)−1F ᵀ?⃗?. (A.6)
The error in the estimator of linear coefficients is
𝜎𝑎𝑖 = 𝜎
√︁
(F ᵀF)−1𝑖𝑖 , (A.7)
where 𝜎 is the standard deviation
𝜎 =
√︃
?⃗? ᵀ?⃗? − ?⃗? ᵀF?⃗?
𝑚 − 𝑛
, (A.8)
where 𝑚 is again the number of realizations and 𝑛 counts for the number of functions.
A.2 Finding the non-linear parameters.
Equation (A.6) provides the analytical expression to compute the linear parame-
ters. To find out the non-linear parameters we must search the values of 𝛼𝑏𝑒𝑠𝑡𝑛 that min-
imizes the sum of residuals squared 𝜒2. This may be implemented in SOlVER in Excel
where also, it is possible to impose constrains over the linear and non-linear parameters ac-
cording to the function that is being fitted. In order to find out the error in the non-linear
parameters we rely on the fact that minimize 𝜒2 comes to the idea that the all possible
values of 𝜒2 are distributed in a normal distribution 𝑓(𝜒2) = 𝐴 exp(−𝜒2/2𝜎2), but since
𝜒2 was minimized, expanding 𝜒2 on the linear parameters we have 𝜒2 = 𝜒2𝑏𝑒𝑠𝑡 + 𝛿𝜒2. The
term of first order is null because 𝜕𝜒2
𝜕𝑎𝑛
= 0. So, setting 𝛼𝑏𝑒𝑠𝑡𝑛 and varying one parameter at
a time until the variation of 𝜒2 must be 2𝜎2 the errors in the nonlinear coefficient may be
obtained. These condition resides into the fact that the probability falls to 1/𝑒.
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APPENDIX B – Script for transforming the
dataset.
A script used to transform the groups of files downloaded of the legislative site
of Brazilian House of Representatives is presented. The script is composed for two files:
The main file (main.c) and header file (DS_Systems.h) created in C language. The header
file contains the functions created for transforming the dataset. To compile use the main
file. The output are two plain text files (extension .txt) named as XXXXTIT.txt and







// Created by David on 19/02/16.
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genPath(source,"VOTES.txt");


















printf("Getting data from file %s (%d/%d)...\n",fName,n,nOfFiles);

















printf("Total read %d votes in %s\n\n",voterCounter,fName);





















// Created by David on 22/02/16.






#define voter struct _VOTER
#define voterData struct _VOTERDATA
#define chkTit struct _CHKTIT
#define voteOptions struct _VOTEOPTIONS
















































































































case 0:return 0;break;//NO LEYÃ“ DATOS -> NO HACE NADA































































































int saveData(FILE *file,FILE *file2,voterData *guy,
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return 0;
}








































































int readFileName(char *fName,char *fNameA,char *fNameB)
{
int i=0;
printf("Introduce el año del archivo: ");
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scanf("%s",fNameA);































































#endif /* DS_Systems_h */
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APPENDIX C – Scripts for computing the
MST.
Two scripts for computing the MST of a network are presented. The first script is a
MVA in Excel and the second is implemented in Python. The script in Python is composed for
four files. To compile use model.py file.





’ Created by Lenz
’ Copyright Â c○ 2016 Lenz. All rights reserved
’ Acceso directo: Ctrl+Mayús+M
’
’ Estabelece as linhas em que a macro será aplicado e o LOOP da MACRO:
For Row = 3 To 66
’ Seleciona o intervalo do sort
Range(Cells(Row, "B"), Cells(2146, "G")).Select
’ Processa o sort
Selection.Sort Key1:=Range(Cells(Row, "B"), Cells(2146, "B")),
Order1:=xlDescending, Key2:=Range(Cells(Row, "G"), Cells(2146, "G")),
Order2:=xlAscending, Header:=xlGuess, OrderCustom:=1, MatchCase:=False,
Orientation:=xlTopToBottom, DataOption1:=xlSortNormal, DataOption2:=xlSortNormal
’ Seleciona o intervalo a ser movimentado
Range(Cells(Row, "E"), Cells(Row, "G")).Select
’ Movimenta o intervalo selecionado
Selection.Cut Destination:=Range(Cells(Row, "J"), Cells(Row, "L"))
’ Seleciona o intervalo a ser apagado
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Range(Cells(Row, "B"), Cells(Row, "D")).Select
’ Apaga o intervalo selecionado
Selection.ClearContents
’ Procedendo para linha seguinte:
Next Row
End Sub





// Created by Felipe 2016.
// Copyright Â c○ 2016 Felipe. All rights reserved.
//
import numpy as np
def wprim(matrix_graph):
"""









# Remove auto loops
for i in range(n):
matrix[i, i] = 3 # XXX - Just add a value that is bigger than any possible value
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# First get edge of min weight
e = np.unravel_index(matrix.argmin(), matrix.shape)
tree_nodes.add(e[0])
tree_nodes.add(e[1])
tree_edges.append((e[0] + 1, e[1] + 1, matrix[e])) # adds 1 for Excel compatibility
matrix[e] = 3 # XXX - Just add a value that is bigger than any possible value
while len(nodes) > len(tree_nodes):
missing_nodes = nodes - tree_nodes
min_value = 3
min_idx = (0, 0)
for u in tree_nodes:
for v in missing_nodes:
if matrix[u, v] < min_value:
min_value = matrix[u, v]
min_idx = (u, v)
tree_nodes.add(min_idx[0])
tree_nodes.add(min_idx[1])
tree_edges.append((min_idx[0] + 1, min_idx[1] + 1, min_value))







// Created by Felipe 2016.
// Copyright Â c○ 2016 Felipe. All rights reserved.
//
import codecs
import numpy as np
import sys
from scipy.sparse.csgraph import minimum_spanning_tree
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from collections import Counter
import matplotlib.pyplot as plt
import math
from scipy.stats import pearsonr


















return math.sqrt(2* abs(1 - prho))
def get_pairwise_cor(matrix, output_folder):
m, n = matrix.shape
# Correlation by line
cor_matrix = np.zeros((m, m))
l_dist_matrix = np.zeros((m, m))
for i in range(m):
for j in range(m):
#print(i, j)
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prho = pearsonr(matrix[i, :], matrix[j, :])[0]
cor_matrix[i, j] = prho
l_dist_matrix[i, j] = cordist(prho)
output_path = output_folder + ’cor_line_matrix.csv’
print ’File saved to’, output_path
np.savetxt(output_path, cor_matrix, delimiter=’,’)
output_path = output_folder + ’dist_line_matrix.csv’
np.savetxt(output_path, l_dist_matrix, delimiter=’,’)
print ’File saved to’, output_path
# Correlation by column
cor_matrix = np.zeros((n, n))
c_dist_matrix = np.zeros((n, n))
for i in range(n):
for j in range(n):
prho = pearsonr(matrix[:, i], matrix[:, j])[0]
cor_matrix[i, j] = prho
c_dist_matrix[i, j] = cordist(prho)
output_path = output_folder + ’cor_column_matrix.csv’
np.savetxt(output_path, cor_matrix, delimiter=’,’)
print ’File saved to’, output_path
output_path = output_folder + ’dist_column_matrix.csv’
np.savetxt(output_path, c_dist_matrix, delimiter=’,’)
print ’File saved to’, output_path
return l_dist_matrix, c_dist_matrix
def matrix_to_edge_list(matrix_graph, file_path):
m, n = matrix_graph.shape
edge_dict = dict()
for i in range(m):
for j in range(n):
if matrix_graph[i, j] > 0:
if edge_dict.get((i, j)) == None and edge_dict.get((j, i)) == None:
edge_dict[(i, j)] = matrix_graph[i, j]
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with codecs.open(file_path, ’w+’, ’utf-8’) as f:
for k, v in edge_dict.iteritems():
f.write(str(k[0]) + "," + str(k[1]) + "," + str(v) + ’\n’)
def get_mst(matrix_graph):
m,n = matrix_graph.shape
assert (m * n - np.count_nonzero(matrix_graph)) == m
# matrix_graph = matrix_graph + 0.00000001
tree = minimum_spanning_tree(matrix_graph)
return tree
if __name__ == ’__main__’:
input_file = sys.argv[1]
output_folder = sys.argv[2]
matrix = np.loadtxt(open(input_file, "r"), delimiter=",")
l_dist_matrix, c_dist_matrix = get_pairwise_cor(matrix, output_folder)
## MST Lenz Prim
# By line
tl = mst.wprim(l_dist_matrix)
output_path = output_folder + ’line_mst.csv’
np.savetxt(output_path, tl, fmt=’%d,%d,%s’, delimiter=",")
print ’File saved to’, output_path
# By column
tc = mst.wprim(c_dist_matrix)
output_path = output_folder + ’column_mst.csv’
np.savetxt(output_path, tc, fmt=’%d,%d,%s’, delimiter=",")
print ’File saved to’, output_path
## MST Kruskal
# Minimum spanning tree lines
# tl = get_mst(l_dist_matrix)
# output_path = output_folder + ’line_mst.csv’
# matrix_to_edge_list(tl, output_folder + ’line_mst.csv’)
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# print ’File saved to’, output_path
#
# # Minimum spanning tree columns
# tc = get_mst(c_dist_matrix)
# output_path = output_folder + ’column_mst.csv’
# matrix_to_edge_list(tc, output_folder + ’column_mst.csv’)
# print ’File saved to’, output_path
