Introduction
Interferometric Synthetic Aperture Radar (InSAR) exploits the phase difference between two complex radar signals for extracting information about the earth surface. Some significant application fields concerned by InSAR techniques are Digital Elevation Model (DEM) generation (Graham, 1974) , geophysical hazard analysis (Massonet & Feigl, 1998) , desertification (Bodart et al., 2009) , deforestation (Balzter, 2001) , glacier velocity measurements (Mattar et al., 1998) and land use classification (Wegmullerl & Werner, 1997) . They exploit the interferometric phase, which is proportional to the difference of the path lengths between the radar positions and a target on the earth surface (Gabriel & Goldstein, 1988) , and the interferometric correlation (Abdelfattah & Nicolas, 2006) , which depends on target characteristics (Abdelfattah & Nicolas, 2002) . The phase of complex InSAR pair, called the interferogram, may be used in the reconstructing of high resolution terrain digital elevation models (DEM), in measuring earth displacement and many other topographic applications. However, before the reconstruction applications, the interferometric phase have to be unwrapped. the phase that is measured (observed) is only modulo 2π, the so called principal phase value or wrapped phase. Moreover, it is well known that the speckle effects in the InSAR data generate noise in the InSAR phase, which is also noisy due to various decorrelation effects (thermal noise, temporal, geometrical, etc.) between the two images used in the interferogram generation. The phase unwrapping consists in estimating the true regular phase profile (multiples of 2π must be added or substracted) from the observed interferogram, which is noisy and wrapped, to make the phase image as smooth as possible. Formally, we have for each pixel (i, j):
where φ ij is the true phase value (unwrapped phase), ϕ ij is the observed phase (wrapped), and k ∈ Z is an integer accounting for the number of 2π multiplies (Ghiglia & Pritt, 1998) . Generally, the phase noise have to be reduced from the wrapped phase before the computation of the exact multiplies number. This will produce a regular fringe patterns and reducing the number of irregularities (phase discontinuities). Thus, the phase unwrapping step would be easier after the filtering step. However, the filtering process may cause a loss of resolution, www.intechopen.com
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which will affect the accuracy of the extracted information. Moreover, areas with high coherence don't need really to be filtered. So, the interferogram global filtering should be avoided, and an adaptive filtering approach should be considered. The phase unwrapping process have to respect the trade-off between the spatial resolution and the accuracy of the interferometric phase. Two groups of phase unwrapping algorithms have been proposed in the literature: the first group uses local approach and the second one uses global approach (Ghiglia & Romero, 1994 ).
• The local approaches perform the summation of the phase differences along a selected path from pixel to pixel across the interferogram. They are path dependent and requires the phase residues connection using a phase residue map which could be directly obtained from the interferogram. A phase residue represents a potential origin of phase unwrapping errors. These approaches perform well in areas with sufficient high coherence. However, they fail when the interferogram is noisy due to the residues created by the noise.
• The global approaches are path independent and referred to as the least squares method (Ghiglia & Romero, 1994 ). The unwrapped phase is then obtained as the minimizer, in the mean-square sense, of a dependent (on unwrapped phase and phase difference fields) functional. These approaches are powerful in the local reconstruction of the unwrapped phase, but propagates the unwrapping errors from decorellated parts of the image into high coherent areas.
In the literature, it is shown that these methods are optimized when the extraction of the true phase values is performed on a filtered interferogram. Unfortunately, noise reduction is achieved at the expense of a loss in spatial resolution. Moreover, these approaches are incapable to recover inconsistencies due to the InSAR acquisition system: they cannot extract the phase profile across regions of invalid information (such as shadow or layover regions).
In this chapter, we propose a modified filtering algorithm to the López and Fabregas (López-Martínez & Fabregas, 2002) noise reduction algorithm for the interferometric phase noise in SAR interferometry using a multiresolution approach. Our contribution to the existing algorithm consists on the exploitation of the InSAR coherence map in order to generate a more adaptive mask for each decomposition level. Moreover, an improved Markov Random Field (MRF) path independent phase unwrapping method is proposed. It is based on the Rodriguez and Servin (Rodriguez-Vera & Servin, 1995) framework which is well adapted for phase unwrapping of locally inconsistent and noisy principal value phase fields that may contain regions of invalid information. This framework is based on Bayesian estimation theory with the use of Markov random field models to construct the prior distribution, so that the solution to the unwrapping problem is characterized as the minimizer of a piecewise-quadratic functional. Our contribution is then the definition of an adaptive (and more realistic) energy functional for the optimization of the random field.
In the next section, we will introduce the InSAR phase characteristics: it includes the statistics, the decorellation effects and the noise model. In the third section, InSAR phase noise reduction using the multiresolution approach is presented and validated through simulated and real interferograms. The InSAR phase unwrapping based on MRF model is detailed in the forth section.
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InSAR phase characteristics
The InSAR phase is affected by the presence of several decorrelation effects, which collectively result in an interferogram phase noise.
InSAR phase statistics
It is known that, under the traditional assumptions of fully developed speckle, single look complex SAR images follow the "circular Gaussian model", i.e., the phase follows a uniform law between 0 and 2π, and the real and the imaginary intensities follow Gamma laws with the same variance. An interferometric pair is composed of two single look complex SAR images: each pixel is represented by a vector Z of dimension 2 whose components z 1 and z 2 are the values of pixel on each image of the interferometric pair, where each component follows the circular Gaussian model. Then, the circular Gaussian model with 2 dimensions applies to this vector Z, and its probability density function (pdf) is given by (Maître, 2001) :
where C z is the covariance matrix of Z, * the complex conjugate operator and T signifies hermetian transpose. With the assumption that in each of the correlated signals, z 1 and z 2 , the quadrature components of each sample are zero-mean Gaussian processes and independently distributed, the complex Wishart distribution for the covariance matrix estimate can be derived (Wishart, 1928) . The covariance matrix is given by:
where D and β are the coherence magnitude and the interferometric phase. σ 2 1 and σ 2 2 are the individual signal variances. An estimate of C z could be calculated by the N-look sample covariance matrix, as the average of several independent samples, and it is given as (Touzi & Lopez, 1996) 
where N is the number of looks. Thus, the off-diagonal elements describe the complex multilook interferogram, where the noise problem is reduced by averaging neighboring pixels. Integrating the complex Wishart-distribution with respect to the diagonal elements will leads to the joint density function of the interferometric magnitude and phase given by (full expressions are given in (Touzi & Lopez, 1996) ). Integrating this joint pdf with respect to the magnitude leads to the marginal phase density function (Lee et al., 1994) :
An example of the marginal pdf (3) is plotted in Fig. 1 for N = 9 and different coherence values, varying between 0.9 and 0.3. The peak of the distribution is located at ϕ = β which is considered to be nul in the example of Fig. 1 . It can be shown that the phase is uniformly www.intechopen.com
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distributed when D = 0 and becomes a Dirac delta function when D = 1. It is also obvious that multi-look processing improves the phase accuracy, which lead to the decreasing of the phase variance for a larger number of looks (Lee et al., 1994) .
Fig. 1. Theoretical marginal multi-look pdf of the interferometric phase with N = 9 and β = 0.
Decorrelation effects
The interferometric phase can be affected by mainly three decorrelation factors: thermal (ρ thermal ), temporal (ρ temporal ) and geometrical (ρ geom ) decorrelation (Hanssen, 2001) . The Doppler centroid decorrelation and the processing induced decorrelation could be avoided or neglected (Franceschetti & Lanari, 1999) . The considered decorrelation effects increase the interferometric phase noise, which will complicate more the unwrapping phase operation. When considered together, the above decorrelation factors are multiplicative so the approximate total decorrelation valueρ total can be estimated as (Zebker & Villasenor, 1992) :
where :
•ρ thermal is the decorrelation value induced by the temperature of the sensors (thermal noise) on the interferometric phase during acquisition. It can be expressed by the signal to noise (SNR) of the specific sensor by (Zebker & Villasenor, 1992) :
The value of the SNR ratio is defined as:
where P s is the signal power and P N the noise power.
•ρ temporal is the temporal decorrelation which indicates all the physical changes occurring on the surface between acquisitions, mainly in the case of repeat-pass interferometry. It includes changes of soil moisture content, surface roughness and vegetation. An analytical model of the temporal decorrelation is given in (Zebker & Villasenor, 1992) by:ρ
where σ x and σ z are the average standard deviation, respectively, in azimuth and in range of a random displacement of the reflectors inside a resolution cell. λ is the radar wavelength and θ is its average look angle.
•ρ geom represents the effects of the geometric decorrelation on the interferometric phase due to the interferometric acquisition geometry (baseline, registration, target rotation with respect to the sight line). Indeed, the same ground resolution cell is imaged from two slightly different looking angle. This means that the sensors (for both the interferometric acquisitions) don't look at the target with the same incidence angle. The numerical assessments of these effects depend on the length of the baseline, the incidence angle and the spatial resolution. In (Zebker & Villasenor, 1992) , the authors provide the geometric baseline decorrelation function as the result of the phase offset due to the difference in the incidence angle between the two InSAR acquisitions:
where B ⊥ is the orthogonal component of the baseline to the radar look direction, l g the ground range resolution, and R 0 the slant range. A modified version of (7), given by Lee and Liu (Lee & Liu, 1999) , includes the terrain slope α is given by:
where c is the speed of light, θ 0 the nominal incidence angle on the ellipsoidal earth (23 • for ERS-1 and ERS-2) and B w the frequency bandwidth of the transmitted signal.
InSAR phase noise model
The InSAR phase quality is measured with the absolute coherence (Abdelfattah & Nicolas, 2006) . Coherence interference due to reflection by random scatterers degrades the complex image. The amplitude is corrupted by multiplicative noise, while the phase is corrupted by additive noise. Indeed, based on (3), Lee et al. proved in (Lee et al., 1998 ) that: Since ϕ distribution is symmetrical about β, β is the mean. The standard deviation is independent of β. Consequently, ϕ can be characterized by an additive noise model in the real domain:
where ϕ z is the measured value, ϕ x is the original phase to be estimated and ν is the zero-mean noise with the standard deviation σ ν . In the real domain, this phase noise model presents the problem of phase jumps. It is due to the complex representation of the interferometric phase www.intechopen.com (a wrapped phase, modulo 2π). A real phase value of (−π) could be equal in a complex representation to (−π + 2π =+π). Thus, the phase jumps from (−π)to(+π). In order to avoid the filtering of phase jumps, before the unwrapping process, it is more convenient to consider the complex domain for the interferometric phase noise reduction, where phase jumps are not present. Moreover, the interferometric phase is represented as a given point on the unit circle.
Lets consider
Then, the complex InSAR phase noise model for (10) could be derived easily from (9) for each term (real and imaginary part). Then, the complex interferometric phase noise model is given by:
where the original phase ϕ x is separated from the noise contribution ν.I n( Ĺ opez-Martínez & Fabregas, 2002), Lopez and Fabregas had proved and validated this model using simulated and real interferometric phases. They deduced a more practical complex model given by:
where N c is the mean value of the noise contribution ν 1 , which can be represented by the addition of its mean plus zero-mean random variable (ν ′ 1 )
The same representation can be used for the noise contribution ν 2
where N s = 0( López- Martínez & Fabregas, 2002) is the mean value of ν 2 and (ν ′ 2 ) the zeromean random variable. Thus, the expressions of ν c and ν s are given by:
InSAR phase noise reduction using a multiresolution approach
The multi-look process reduces some noise. The remaining noise has to be reduced by a filtering process such as the adaptive Suksmono filtering (Suksmono & Hirose, 2002) , adaptive Lee filtering (Lee et al., 1998) or Goldstein-Werner (G-W) filtering (Goldstein & Werner, 1998) . In this chapter, we consider a multiresolution filtering approach.
Multiresolution image filtering in the wavelet domain
The wavelet transform (WT) decomposes a signal into its low frequency components (approximations or residues) and high frequency components (details) (Mallat, 1998) . The resultant set of Coefficients is a pyramidal multiresolution representation of the original signal.
The most approximated component is located at the lowest resolution level and other levels www.intechopen.com
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consist of corresponding detail components. The original signal is recovered in the reconstruction process by synthesizing these approximated and detail components. In the discrete wavelet transform (DWT), decomposition and reconstruction are conducted by filtering processes, called the wavelet filter banks. Ideal filters for the DWT are needed in order to preserve the linear characteristics of the WT. The ideal assumption holds if the DWT is computed using the Shannon wavelet (Vidakovic, 1999) . Filtering in the wavelet domain allows one to perform signal processing operations that are localized in both space and frequency (Hess-Nielsen & Wickerhauser, 1996) . This can be advantageous in many non-stationary problems, such as radar imaging (Odegard et al., 1995) and particularly SAR interferometry (Zhou et al., 1999) . Furthermore, empirical evidence shows that wavelet bases generally provide more efficient representations of real-world data than pixel or frequency domain representations. Because wavelets are able to concisely represent complicated signal structure, filtering techniques based on the wavelet decomposition are much better at separating signals from noise than classical approaches based in the pixel or frequency domain. From a theoretical perspective, it has been shown that, because wavelet bases are unconditional bases for wide classes of signals, the wavelet transform is optimal for noise reduction (Donoho & Johnstone, 1995) . In this chapter we consider the InSAR phase noise reduction in the wavelet domain. This choice is argued by the facts that:
• Filtering the InSAR phase noise is necessary for increasing the precision of practical measurements (extracted from the InSAR phase topography). Thus, The practical application of InSAR requires that the position of the fringes in the interferogram can't be shifted after being filtered.
• The fringe pattern in the interferogram have to be preserved after the filtering process. The localization of the wavelet functions is particularly to preserve fine details like edges (Donoho & Johnstone, 1995) .
• Filtering in the wavelet domain don't need a windowing process such for the classical filters. Indeed, these filters are based on a windowing process of the original signal. Consequently, the filter performance depends highly on the window dimensions.
A complex wavelet model for InSAR phase filtering
Using the above mentioned interferometric complex phase noise model ( § 2. 
where ν w c and ν w s represent the DWT of the noise terms ν c and ν s , respectively, at the scale 2 i . φ w x represents the phase information within the complex wavelet domain. The main characteristics of this model, as stated and proved in (López-Martínez & Fabregas, 2002) , can be summarized as follows:
• Each time a wavelet scale is calculated, the DWT increases the original signal component by a factor 2, without varying the power's noise. Indeed, the variance of the noise www.intechopen.com • The wavelet coefficient intensity, computed using the defined real and imaginary parts, is directly related to the mean value of the noise contribution ν 1 , N c . The mean of the intensity for a wavelet coefficient has the expression
When the wavelet coefficient contains only noise (i.e., N c = 0, as N c is monotone increasing with the coherence), its value is reduced to (σ 2 
Moreover, when the wavelet coefficients are computed for a large number of decomposition levels (≥ 3), and for N c = 0, the interferometric wavelet phase is given as
Thus, we deduce the original (without noise) wrapped interferometric phase.
Considering the above properties, of the presented interferometric noise model in the wavelet domain, Lopez and Fabregas had developed a noise reduction algorithm, which flow diagram is illustrated in Fig. 2 . The used filtering algorithm is then based on the analysis of the wavelet residue bands (signal bands) using the discret packet transform and it is composed of six steps.
In the following, we resume these steps considering the paper of Lopez and Fabregas (López-Martínez & Fabregas, 2002 ).
• Step 1: A three wavelet scales transform is applied to the complex interferometric phase.
In the third decomposition level, the wavelet filter is applied to all the bands (signals (a 2 ) + details of the second decomposition level (d 2 )), using the Discrete Wavelet Packet Transform (DWPT). This is in order to obtain a constant amplification by a factor 2 3 of the signal wavelet coefficient intensities of the first decomposition level. A detailed description of the nomenclature of the DWPT is depicted in Fig. 3. www.intechopen.com • Step 2: A mask, indicating the pixel locations of the signal coefficients is generated. This is done using a two defined parameters: The signal quality (Γ sig ) and the threshold (Th w ) parameter. (Γ sig ) is given by the following expression
where I w represents the intensity for those wavelet coefficients in the low frequency sub-band (a 2 and all the d 2 ) and σ 2 w is the noise variance in the corresponding spatial area described by I w in the noise bands (d 1 ). To detect the wavelet signal coefficients, a threshold (th w ) is applied to Γ sig Γ sig ≥ th w ⇒ Signal coefficient Γ sig < th w ⇒ Noise coefficient. signal is processed. In the resulting mask, those isolated coefficients that are detected as signal coefficients are removed in order to reduce noise effects in the mask.
• Step 3: The real and imaginary parts of those coefficients detected as signal in the previous step are multiplied by two. For the noise coefficients the real and imaginary parts are maintained.
•
Step 4: The inverse DWT is applied but only reducing one wavelet scale.
Step 5: To obtain a mask locating signal coefficients for previous scales (higher frequency scales), a new mask is derived from the one generated in Step 2. Each four bands in a scale 2 i are derived from a single band in the previous wavelet scale 2 i−1 , where a 1-to-4 space relation is established between wavelet coefficients. First, the masks of the four bands at the scale 2 i are merged through a logical OR operation. Then, the dimensions of the merged mask are doubled to fit the 2 i−1 scale band dimensions. In this case, if a pixel of the merged mask is classified as signal, the four pixels referring to the same spatial area, but in the band of the scale 2 i−1 , are also classified as signal; otherwise they are classified as noise. This sequence of mask growing allows to obtain a mask locating useful signals in the original domain. Then, we iterate (dashed lines in Fig. 2 ) the sequence of Steps 3-5 three times in order to obtain the complex signal in the original domain.
• Step 6: From the complex output of the algorithm, the phase is calculated, which is the estimation of the original interferometric phase.
The proposed filtering algorithm
We propose in this section a modified version of the Lopez and Fabregas algorithm for the SAR interferometric phase noise reduction in the wavelet domain. We aim by this modification to overcome the inconsistencies in the resulting filtered interferogram caused by the extrapolation in the mask growing step. Compared to this method, our proposal explained below has two different features:
• The inverse discret wavelet transform (DWT) is applied considering an adaptive mask extracted from the InSAR coherence map, sub-sampled to the convenient resolution of the corresponding wavelet decomposition level (to be processed).
• The threshold is adaptive and it is computed based on the equivalent 4 signal bands, and not all the signal bands.
www.intechopen.com . Both algorithms, the FAMM and the Lopez ones, consist of the same six steps. However, the processing in Step 2 and Step 5 is different. In fact:
• In Step 2, when generating the mask, the Lopez algorithm consider the same threshold for all the 16 (4 sub-bands from a 2 and 4*3 sub-bands from d 2 ) signal bands, where we do not. The reason is that the a 2 and the d 2 are not the resulting coefficients of the same process, and so they don't have necessary the same signal dynamic. This could be confirmed in (Buccigrossi & Simoncelli, 2001 ), where we find that the d 2 sub-bands have a generalized gaussian distribution (GGD) and the a 2 coefficient has not. Thus, we define two thresholds, th wa and th wd , for each sub-band category. The values of these thresholds are computed with respect to the mean of the sub-band dynamics.
• In
Step 5, when doubling the dimensions of the merged mask to fit the 2 i−1 scale band dimensions, we do not systematically classify the four pixels, in the band of the scale 2 i−1 , to the same class. We propose to generate a sub-sampled coherence map, from the initial InSAR coherence one, having the same dimensions as the the band of the scale www.intechopen.com
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2 i−1 . Then, the mask growing will depend on the coherence values of the four considered pixels in the band of the scale 2 i−1 . Figure 5 shows an illustrative example of the mask growing step for a given (m, n) pixel in the band of the scale 2 i and its corresponding four pixels in the band of the scale 2 i−1 , {(k, l); (k, l + 1); (k + 1, l); (k + 1, l + 1)}. The decision rule will depend on:
1. If the pixel (m, n) in the mask is a signal coefficient, so
If the pixel (m, n) in the mask is a noise coefficient, so 
Noise reduction on simulated and real interferograms
In order to validate the proposed noise reduction algorithm, synthetic and real interferograms were used. The accuracy of the denoising process was estimated using two different approaches:
• The PSNR, computed between the filtered and the original simulated interferograms. It is given by:
where MSE is the Mean Square Error between the filtered and the original simulated interferograms.
• The difference image distribution, computed between the filtered and the original real interferograms.
Moreover, a quantitative comparison (using the PSNR ratio) with alternative interferometric phase filters addressed in the literature is reported. The simulated data were a 512x512 pixel interferograms, representing a cone and a pyramid, relatives to single look complexe images, with coherence varying from 0.9 to 0.45. More details could be found in (Abdelfattah & Bouzid, 2008) about the simulation process. The experimental results given in (Abdelfattah & Bouzid, 2008) show that the Daubechies 20-coefficient wavelet transform gives the best PSNR for both cone and pyramid interferograms. Table 1 shows the numerical comparison for these simulated interferograms. The used empirical parameters for the thresholds were th wa = −0.4, th wd = −0.2 and ε c = 6.10 −4 . The results in Table  1 confirm that the FAMM filtering algorithm allows a gain more than 2 dB compared to the one of Lopez and Fabregas (López-Martínez & Fabregas, 2002 ) and more than 4 dB compared to the Lee one (Lee & Liu, 1999) . In order to test the spatial resolution maintenance properties of the different above mentioned filters, we simulated a pyramid with phase noise coherence equal to 0.45 and a ten-pixel fringe period. The critical point is to maintain the pyramid edges. Fig. 6 shows the noisy phase image and the result obtained after applying the different filters. The pyramid edges are clearly maintained for both the FAMM and the Lopez Filters. We also tested the developed noise reduction algorithm (FAMM) on a real experimental ERS2 interferogram of Capbon, in the north of Tunisia. This single look complex interferometric phase has a 2048x2048 pixel dimension with an approximate spatial resolution of 25x25 m. This phase image has been filtered by the FAMM filter using the same parameters as those used for the simulated interferograms. From Fig. 9 (c) , one can notice that the algorithm, like the Lopez one (López-Martínez & Fabregas, 2002) , is able to process, in the same efficient way, areas with smooth or steep slopes at the same time. Figure 9 (d) shows the difference between the original and the filtered phases, which has a mean equal to zero and does not contain any image detail, demonstrating that the proposed filter preserves the topographic information.
InSAR phase unwrapping based on MRF model
The aim of this section is to present a general framework for the phase unwrapping problem, based on Markov random fields (MRF(s)) models (Griffeath, 1976) . The proposed algorithm exploit Bayesian estimation theory to perform energy minimization in order to reconstruct the original phase field. Our contribution consists in the exploitation of the Interferometric phase distribution (Abdelfattah & Nicolas, 2006) in order to develop an adaptive energy functional for the optimization of the MRF to be retrieved.
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General context
The problem of recovering the absolute phase field from observations is ill-posed and can be solved if one first regularizes it by introducing further information (prior knowledge) about the behavior of the solution. To introduce this additional information, we exploit a statistical framework, which consist in considering that the searched field φ is a Markov random one (Griffeath, 1976) . Thanks to the Hammersly-Clifford theorem (Griffeath, 1976) , which establishes a correspondence between MRF and Gibbs distribution, the distribution of φ field is expressed with the following representation (Griffeath, 1976) :
where Z is a normalizing constant, and U(φ) is a function which encodes the local characteristics of the phase behavior being modelled. The true phase field φ is related to the wrapped phase field ϕ through the equation given by:
www.intechopen.com where k is the integer to determine for each (i, j) pixel in the ϕ field, in order to solve (24) and recover φ. Considering the MRF model in two dimensional processing, each pixel (i, j) of an image is defined as a site s in a set of regular lattice of nodes S. Let us assume that the observed data obey to the equation, related to each site s given by (Rodriguez-Vera & Servin, 1995) :
where φ s the phase to be retrieved at the site s, ϕ s is the observed phase at the site s and q is a constant. We introduce a new field f as a correction field, defined by the elements f s , where s ∈ S and given by (Rodriguez-Vera & Servin, 1995) :
Note that the values of each element f s of the field f , are not necessarily integers ( f s ∈ R), but the differences are, so that for any two neighboring sites {s, t}∈S, we have (Rodriguez-Vera & Servin, 1995) :
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where f s and f t are phase values related to two neighboring sites and r(x) is the closet integer to x. Thus, (25) yields (Rodriguez-Vera & Servin, 1995) :
Assuming (28), that introduce the correction field f , is verified everywhere in the lattice structure of the phase field φ, then we obtain the conditional probability, P(ϕ, f |φ), of the observed phase ϕ and f given φ, that takes the form (Rodriguez-Vera & Servin, 1995) :
we note that the likelihood distribution P(ϕ, f |φ) corresponds to Dirac impulse response, and can be expressed by (Rodriguez-Vera & Servin, 1995) :
where Z 1 is a normalizing constant and α is a weight parameter.
Prior and posterior model
To define a probabilistic model that describes the real interferometric phase information, it is necessary to define an energy functional:
where the U c (.) are called potentials functions, indexed by the clique c in the set of cliques C of the neighborhood system of a given site s. Note that each potential U c depends only on the values taken on the clique sites x s , s ∈ c, and, therefore, accounts only for local interactions between neighboring pixels. As consequence, local dependencies in the field φ can be modelled by defining suitable potentials. In the literature, a number of models have been proposed for various applications, for further comprehension refer to (Li, 2001) . To enforce global smoothness of reconstructed phase, a quadratic potential model could be adopted (Rodriguez-Vera & Servin, 1995) :
The equations (31) and (32) gives:
Probabilistic description of the current estimate of the field (φ, f ), given the observed data ϕ, is calculated using Bayes'rule (Rodriguez-Vera & Servin, 1995):
Assuming that P(ϕ) is a constant, and that the correction field f obey to the prior model defined by (23), we obtain:
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where Z 2 is a normalizing constant, and U(φ, f ) is the posterior energy function, given by merging (23), (30) and (14) (Rodriguez-Vera & Servin, 1995) :
The maximum a posteriori (MAP) estimator for φ may now be obtained by the minimization of (37). Using (28), and requiring that f s − f t − r( f s − f t ) 2 be small for nearest-neighbor pairs of sites, the minimization problem involving two unknown fields φ and f , may be simplified by expressing the energy in term of the field f only. This allows to absorb the noise and interpolate the missing data. The new expression of the posterior energy becomes (RodriguezVera & Servin, 1995) :
where V s is a set of sites neighbouring the site s and α is a regularization parameter that controls the smoothness of f .
Minimization algorithm-Gradient descent method
where V s = t : s − t = 1 and where we set ϕ s = 0 and f s = 0 ∀ s / ∈ S. íSL Figure 8 displays the interferogram generated from a synthetic Gaussian DEM with a maximum height of 100 m and standard deviations (in rows (σ x ) and columns (σ y )) of σ x = σ y = 2.10 −4 . The algorithm described above works well with highly coherent interferograms (for data affected by low noise level). However, gradient descent method does not give satisfactory results in the case of noisy interferograms. In fact, the chosen a priori model does not integrate a noise model. Thus, it is necessary to accommodate the potential function to recover the discontinuities (noise) present in the observed data. A modification of the prior potentials is proposed in (Rodriguez-Vera & Servin, 1995) , making the phase jumps, that overcomes a certain threshold a, contribute with a fixed amount to the energy, independently of their size. A truncated quadratic potentials, are then proposed and the (32) is replaced by (Rodriguez-Vera & Servin, 1995) :
where a is a positive parameter. Figure 9 (a) illustrates a noisy (mean = 0.6 and standard deviation = 0.9) interferogram generated from a two nearby Gaussians elevation data of height 100 m and 50 m, with local inconsistencies (nul data) marked by blue squares. However, as we can see on Fig. 9 (b) , the reconstructed elevation data obtained with the gradient descent algorithm is not perfect, in spite of the correction of the inconsistencies. This have lead us to think for an adaptive energy functional modelling.
Our contribution
In order to enforce the global smoothness of the algorithm, the above considered quadratic potentials is given by: Such a potential function makes this algorithm work well for smooth surface. However it fails to recover discontinuous surfaces as well. Our main contribution in this work is to propose a modification to the above prior potential so that the jumps contribution to the energy are mitigated by weighting them by the probability of their occurrence which decrease when they increase, the proposed potential function is then equivalent to (Elmzoughi et al., 2008) :
In our case, Z corresponds to the absolute phase φ which pdf can be written as an expression implying hypergeometric functions. However, A good approximation can be given by a Gaussian model:
where σ φ and φ are respectively the variance and the mean of the absolute phase φ. Theses parameters can be easily estimated from the theoretical hypergeometric pdf. By considering the transfert theorem, the gradient descent automation in equation (38) could be given by:
where V i is the set of neighbors of the considered site i. In (Elmzoughi et al., 2008) , it is shown that both algorithms seems to be equivalent for smooth surfaces. However, using the proposed potential function allowed to ameliorate results, especially in terms of mean square errot and in terms of SNR, for surfaces with discontinuities. This could be explained by a better preservation of these discontinuities in the reconstructed phase.
Conclusion
In this chapter, we proposed a modified filtering algorithm to the López and Fabregas (López-Martínez & Fabregas, 2002) noise reduction algorithm for the interferometric phase noise in SAR interferometry using a multiresolution approach. Our contribution to the existing algorithm consists on the exploitation of the InSAR coherence map in order to generate a more adaptive mask for each decomposition level. Moreover, we presented a general probabilistic framework to phase unwrapping problem based on the work of Rodriguez and Servin (Rodriguez-Vera & Servin, 1995) . Both MRF and Bayesian estimator were applied to recover the desired phase, as the optimal field solution of the maximum a posteriori (MAP) estimation criterion. An iterative method that minimizes a general energy function is proposed, and a parallel algorithm based on gradient descent optimization is designed to perform this task. The proposed solution overcomes some important limitations of most of the phase unwrapping procedures, and the results show robustness, and stability. These results give us new ideas for the applications of the InSAR unwrapping phase MRF algorithm for unwrapping interferometric synthetic Aperture Sonar (InSAS) (Bonifant et al., 2000) phase. Both two phases present similar statistics. However, if the ground truth could be used for the InSAR result validations, it not the case for the InSAS results. In fact, the ability to produce full coverage bathymetric maps and generate accurate measurements of the seafloor height, is limited. So, an adaptive unwrapping procedure could be interesting.
