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Abstract
We analyze the momentum- and temperature dependences of the magnetic susceptibilities and
magnetic exchange interaction in paramagnetic bcc iron by a combination of density functional the-
ory and dynamical mean-field theory (DFT+DMFT). By considering a general derivation of the
orbital-resolved effective model for spin degrees of freedom for Hund’s metals, we relate momentum-
dependent susceptibilities in the paramagnetic phase to the magnetic exchange. We then calculate
non-uniform orbital-resolved susceptibilities at high-symmetry wave vectors by constructing appro-
priate supercells in the DMFT approach. Extracting the irreducible parts of susceptibilities with
respect to Hund’s exchange interaction, we determine the corresponding orbital-resolved exchange
interactions, which are then interpolated to the whole Brillouin zone. Using the spherical model
we estimate the temperature dependence of the resulting exchange between local moments.
PACS numbers: 71.27.+a, 75.50.Bb
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I. INTRODUCTION
Iron has played an important role in the technological development of humankind and it
is still an essential ingredient of modern industry. At low temperatures, iron is stabilized
in the α phase with a body-centered cubic (bcc) lattice. When heated, iron first undergoes
a magnetic transition to a paramagnetic state at a Curie temperature of 1043 K. Further
heating to 1185 K leads to a structural phase transition to the paramagnetic γ phase with a
face-centered cubic (fcc) lattice. At 1660 K the latter again transforms to the bcc structure
(δ phase), which is stable up to a melting point of 1810 K.
Despite extensive studies of iron, there is still a lack of detailed understanding of its
electronic, magnetic, and structural properties. Mainly, this is due to the difficulty in con-
structing a unified theory, which accurately takes into account Coulomb correlations and
describes both, the itinerant and localized behavior of electrons.
The rapid development of computer technology in the last decades has made it feasible
to study real materials using the so-called ab initio techniques, the most successful of which
are based on density functional theory (DFT). The DFT calculations of iron within the local
density approximation (LDA) or generalized gradient approximations (GGA) resulted in a
good description of the magnetic moments and energies of the magnetically ordered ground
state [1]. The paramagnetic state of iron was simulated by a combination of DFT with a dis-
ordered local moment (DLM) model [2], a spin-spiral approach [3], and a spin-space averag-
ing procedure [4]. These approaches accurately captured the magnetic exchange interactions
[5–14], the Curie temperature [15], and the phonon spectra [3, 4], and were used to study
the energetics of the bcc-fcc lattice transformation [16, 17]. A combination of DFT with
the Heisenberg model allowed one to consider correlation effects at finite temperatures [18]
and to describe the pressure dependence of the Curie temperature [19], the temperature
dependence of magnon-phonon coupling [20], and thermodynamic properties [18, 21].
An accurate treatment of electron correlations and local spin dynamics, which can be
especially important at finite temperatures, requires however a combination of DFT with
dynamical mean-field theory (DMFT) [22]. This combination is called the DFT+DMFT
approach [23] and allows one to carefully take into account local quantum fluctuations. The
application of DFT+DMFT to iron resulted in accurate values of the magnetic moments
both in the ferromagnetic and paramagnetic states [14, 24–29]. In α-Fe the formation of
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local magnetic moments in the eg band, accompanied by the non-quasiparticle form of the
electronic states in this band [28], as well as the non-Fermi-liquid behavior of t2g states [29]
were obtained. It was shown that the local moments in bcc Fe are present up to the Earth
core conditions [30, 31]. A substantial overestimation of the Curie temperature found in the
first studies [27] was later shown to be due to violating the SU(2) symmetry of the Coulomb
interaction [32–34] and neglecting non-local correlations [35]. By means of the DFT+DMFT
approach, important information about the structural properties and phase transitions of
iron was obtained [36–39].
The DFT+DMFT studies, however, account for the local correlations only, and apart
from the local quantities, only a uniform susceptibility was extracted as a derivative of the
magnetization over the external magnetic field [27–32]. This leaves the important question of
the origin of magnetic exchange in iron, especially in the paramagnetic phase. By studying
the momentum dependence of a bare bubble, the effective spin-fermion model allowed one
to find the dominant contribution of t2g-eg hybridized states to the magnetic exchange,
yielding a nearest-neighbor Heisenberg exchange interaction in the paramagnetic state [29].
This result was confirmed by more recent DFT and DFT+DMFT studies of the ordered
phase [40], in which the correlation effects are suppressed. In addition, an essential effect
of non-local corrections, caused by the magnetic exchange, on the Curie temperature and
energy of the α phase near the α-γ transition was demonstrated within the DFT method
combined with the Heisenberg model [18] and the DFT+DMFT approach combined with
the spin-fermion model [35].
The results of Ref. [29], where the magnetic exchange in the paramagnetic phase was
analyzed, however, did not account for a possible vertex correction, as well as the orbital
structure of Hund’s exchange interaction. To study the (orbital-resolved) effects of the
non-local vertex corrections, one can consider non-uniform magnetization, which appears
in the system as a reaction to the introduced non-uniform external magnetic field. Such a
field can be introduced by extending the single-impurity model, considered in DMFT, to an
appropriate supercell [41, 42]. In contrast to the cellular DMFT [43–45], this method does
not introduce off-diagonal (with respect to the lattice sites) self-energy components, but it
is much simpler computationally and can be used to study the leading non-local correlation
effects beyond DMFT.
In this paper, we calculate the non-uniform magnetic susceptibilities at high-symmetry
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wave vectors for paramagnetic bcc iron by the supercell DMFT approach, and use them to
derive the effective orbital-dependent model for the spin degrees of freedom by extracting the
irreducible parts of susceptibilities with respect to Hund’s exchange interaction (Secs. IIA,
IIB). This allows us to determine the orbital-resolved exchange interactions (Sec. IIC) and
estimate the temperature dependence of the resulting exchange between local moments
(Sec. III). In Sec. IV we present a summary and conclusions.
II. EFFECTIVE SPIN MODEL AND MAGNETIC EXCHANGE
A. The effective spin model and irreducible susceptibilities
Before turning to the ab initio approach, let us discuss the general derivation of the
effective model for spin degrees of freedom for systems, in which Hund’s interaction plays a
dominant role, coined Hund’s metals. To this end we consider a general action,
S[c, c+] = Sel[c, c
+]−
∫ β
0
dτ
∑
i,mm′
Imm
′
simsim′ , (1)
where cimσ, c
+
imσ are Grassmann variables, corresponding to the electronic degrees of freedom
(i, m and σ are site-, orbital and spin indices), sim =
∑
σσ′ c
+
imσσσσ′cimσ′/2 are the electronic
spin operators (σ are the Pauli matrices), Imm
′
is the Hund’s exchange interaction, Sel[c, c
+]
includes the kinetic term and all electron interactions, apart from the Hund’s one, and all
variables are assumed to depend on the imaginary time τ ∈ [0, β = 1/T ]. The correspond-
ing partition function is given by Z =
∫
D[c, c+] exp(−S[c, c+]). We decouple the Hund’s
interaction part of the Hamiltonian by the Hubbard-Stratonovich transformation:
HH = −
∑
i,mm′
Imm
′
simsim′
→
∑
i,mm′
Imm
′
SimSim′ − 2
∑
i,mm′
Imm
′
Simsim′ , (2)
where Sim are the new spin variables, which are integrated over in the partition function.
Integrating out the fermionic fields, in the static limit we arrive at the effective action,
which up to quadratic order in S variables represents a classical Heisenberg-like model (cf.
Ref. [35]), supplemented by the remaining local interaction term, originating from Hund’s
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exchange interaction,
H = −
1
2
∑
i 6=j,mm′
Jmm
′
ij S¯imS¯jm′ +
∑
i,mm′
(Imm
′
−
1
2
Jmm
′
ii )S¯imS¯im′ , (3)
where S¯im = T
∫ β
0
Simdτ is the static component of the field S. Equation (3) can be de-
rived either by expanding the partition function in the fields S or expressing the propagator
Xmm
′
q = (β/N)
∑
ij〈S¯
a
imS¯
a
jm′〉e
iq(Rj−Ri) through the static non-uniform electronic suscepti-
bilities χmm
′
q = (1/N)
∫ β
0
dτ
∑
ij〈s
z
im(0)s
z
jm′(τ)〉e
iq(Rj−Ri) by Xmm
′
q = [2I
mm′ ]−1 + χmm
′
q , as
follows straightforwardly from the Eq. (2). The static limit corresponds to weak imaginary
time dependence of the electronic susceptibility, e.g., in the presence of local moments. We
assume in the following that higher-order terms in the fields S depend essentially only on the
local degrees of freedom SimSim′ , similarly to the Hertz-Moriya-Millis theory [46, 47] and the
unified spin fluctuation (USFL) approach [46, 48, 49], such that the quadratic Hamiltonian
(3) describes correctly the non-local interactions. In our approach these higher order terms
are considered also as static and are viewed as providing a soft constraint, which restricts
the length of fields S¯ (cf. Refs. [48, 49]).
The resulting orbital-resolved exchange interaction Jmm
′
ij has a Ruderman-Kittel-Kasuya-
Yosida (RKKY)-like form, and its Fourier transform reads
Jmm
′
q = 2I
mm′′
(
χm
′′m′′′
q
)
irr
Im
′′′m′ , (4)
where the summation (i.e. matrix product) over repeated indices is assumed and the (trans-
verse) irreducible parts of non-uniform electronic susceptibilities χmm
′
q with respect to Hund’s
exchange interaction are introduced:
(
χmm
′
q
)
irr
=
[(
2χmm
′
q
)−1
+ Imm
′
]−1
, (5)
where [...]−1 denotes the matrix inverse with respect to the orbital indices, and the factor of
2 accounts for the difference between the transverse and longitudinal susceptibilities. From
the diagrammatic point of view, (χq)irr accounts for all vertex and self-energy corrections
to the bubble, excluding Hund’s interaction, connecting bubbles with each other (see Fig.
1). We note that, apart from the static limit, Eqs. (3) and (4) represent formally the ex-
act form of the quadratic in the new fields S terms of the Hamiltonian, which result from
Hund’s interaction, with the unknown quantities (χmm
′
q )irr, which are related to the elec-
tronic susceptibilities χmm
′
q via Eq. (5). Similarly to “unrenormalized” exchange interaction
5
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FIG. 1: Diagrammatic form of the non-uniform susceptibility χq (a) and the result Eq. (4) for
the exchange interaction Jq (b). The bubbles represent the irreducible part (χq)irr, and the dashed
lines correspond to Hund’s interaction I. The effects of the other types of interactions (as well as
self-energy corrections) are absorbed in the irreducible susceptibility.
approaches, in our case the magnetic exchange is proportional to the irreducible suscepti-
bility, and not its inverse [50] (cf. Ref. [51]). The advantage of the present approach in
comparison with the USFL approach is that we consider Hund’s interorbital interaction in-
stead of the Hubbard intraorbital part, and the former does not yield ambiguities when using
Hubbard-Stratonovich decoupling and accounts for the orbital structure of the interaction.
B. Supercell calculation of susceptibilities in DFT+DMFT
The non-uniform susceptibility can be obtained by calculating a response to a small stag-
gered external field introduced in the DMFT part in a suitable supercell, namely, the orbital-
resolved magnetic susceptibility χmm
′
Qi
= 4µ2Bχ
mm′
Qi
= ∂Mm
′
Qi
/∂HmQi , whereH
m
Qi
is the magnetic
field applied to the orbital m and corresponding to the wave vector Qi, andM
m′
Qi
is the mag-
netization of orbital m′. In real space, the applied field takes a form Hm,iRj = H0 cos(QiRj),
where Rj is the position vector of site j, and H0 is a constant small field. In practice, we
have used the magnetic field corresponding to splitting of the single-electron energies by
0.02 eV. This field was checked to provide a linear response and was considered to be small
enough to neglect the redistribution of charge density on the DFT level.
For high-symmetry wave vectors, the corresponding supercells are compact, and therefore
can be studied by the real-space extension of DMFT (see, e.g., Refs. [41, 42]). In this exten-
sion, the self-energy is still local but it is assumed to be site-dependent. As a result, several
single-impurity problems have to be solved at each self-consistency loop. Note that neglect
of the non-local components of the self-energies may yield an underestimation of the non-
local components of the susceptibility. We expect, however, that because of strong on-site
electronic correlations, non-local components of the self-energy do not change substantially
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the obtained results.
Let us turn to calculations for bcc iron. First, we have performed DFT calculations
using the full-potential linearized augmented-plane wave method implemented in the ELK
code supplemented by the Wannier function projection procedure (Exciting-plus code). The
Perdew-Burke-Ernzerhof form of GGA was considered. The calculations were carried out
with the experimental lattice constant a = 2.91 A˚ in the vicinity of the α-γ transition [52].
The convergence threshold for total energy was set to 10−6 Ry. The integration in reciprocal
space was performed using an 18×18×18 k-point mesh for the unit cell, while 15×15×15 ,
and 12×12×12 meshes were used for supercells with 2 and 4 atoms, respectively. From
converged DFT results we have constructed effective Hamiltonians in the basis of Wannier
functions, which were built as a projection of the original Kohn-Sham states to site-centered
localized functions as described in Ref. 53, considering 3d, 4s and 4p states.
In DMFT calculations we use the Hubbard parameter U ≡ F 0 = 4 eV and Hund’s rule
coupling I ≡ (F 2 + F 4)/14 = 0.9 eV, where F 0, F 2, and F 4 are the Slater integrals as ob-
tained in Ref. 33 by the constrained DFT in the basis of spd Wannier functions. The
on-site Coulomb interaction was considered in the density-density form. The correspond-
ing matrix of Hund’s exchange can be expressed via the Coulomb interaction matrix as
Imm
′
= (Umm
′
σ,−σ − U
mm′
σ,σ )(1 − δmm′). The double-counting correction was taken in the fully
localized limit. The impurity problem was solved by the hybridization expansion continuous-
time quantum Monte Carlo method [54].
As a first step, let us consider the orbital-resolved uniform magnetic susceptibility, as well
as local magnetic susceptibility χmm
′
loc = 4µ
2
Bχ
mm′
loc , where χ
mm′
loc =
∫ β
0
〈szim(τ)s
z
im′(0)〉dτ . The
temperature dependence of inverse susceptibilities is presented in Fig. 2. In both cases, only
diagonal t2g and non-diagonal eg-eg contributions show a significant non-linear dependence
on temperature. For the former contribution, this is in agreement with a previously found
deviation from the Fermi-liquid behavior of t2g states [29]. The non-linear behavior of the
former (latter) contribution corresponds to an increase (decrease) of effective local moments
with temperature, while the inverse total susceptibility is almost linear. This indicates that
the above mentioned contributions compensate each other and may be closely related. The
Curie temperature, obtained from the extrapolation of the inverse uniform susceptibility is
TC ≈ 2150 K (β ≈ 5.4 eV
−1).
To calculate the non-uniform susceptibilities we have constructed supercells containing
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FIG. 2: (Color online) Temperature dependence of inverse uniform χmm
′
Γ=0 (top panel) and local
χmm
′
loc (bottom panel) magnetic susceptibilities obtained by DFT+DMFT. The diagonal and non-
diagonal orbital-resolved contributions, as well as the total susceptibility for d states are presented.
up to 4 atoms and corresponding to high-symmetry points H, N, and P. In particular, for
wave vectors QH = {2pi, 0, 0}/a and QN = {pi, pi, 0}/a, we considered supercells containing
two nearest-neighbor atoms at (0, 0, 0) and (a/2, a/2, a/2) in Cartesian coordinates. For the
supercell corresponding to QH, the lattice vectors are {a, 0, 0}, {0, a, 0}, {0, 0, a}, while for
QN, they are {−a, a, a}/2, {a,−a, a}/2, {a, a, 0}. For QP = {pi, pi, pi}/a, we built a supercell
with 4 atoms by including 2 extra atoms at (a, 0, 0) and (−a/2, a/2, a/2). The lattice vectors
for this supercell are {−a, 0, a}, {2a, 0, 0}, {−a, a, 0}.
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FIG. 3: (Color online) Temperature dependence of the orbital-summed irreducible magnetic sus-
ceptibility χirrq = 2µ
2
B
∑
m,m′(χ
mm′
q )irr (top panel), particle-hole bubble χ
0
q (inset), and the suscep-
tibility in the supercell approach (bottom panel) within DMFT.
C. Results for irreducible susceptibilities and orbital-resolved magnetic exchange
The temperature dependence of the orbital-summed irreducible susceptibilities at
T > TC is shown in Fig. 3, which is compared to the calculation of the bubble χ
0
q =
−(2µ2B/β)
∑
k,n,m,m′ G
mm′
k (iωn)G
m′m
k+q(iωn) and full momentum-dependent susceptibility in
the supercell approach. One can see that the major part of the divergence of the uni-
form susceptibility χΓ and strong enhancement of the other non-uniform susceptibilities
near the magnetic phase transition are removed when passing to the irreducible suscepti-
bilities, yet the obtained irreducible susceptibilities are approximately twice larger than the
corresponding values of the bubble, which can be attributed to vertex corrections and the
effects of the other components of the Coulomb interaction, apart from the Hund’s term.
The irreducible susceptibility (χq)irr also shows a somewhat stronger, although qualitatively
similar momentum dependence, compared to that of the bubble at low temperatures (cf.
Ref. [29] and the inset in Fig. 3). In contrast to the bubble, the maximum of the ob-
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FIG. 4: (Color online) Momentum dependence of the irreducible magnetic susceptibility χirrq at
β = 5 eV−1 for eg states (blue short-dashed line), t2g states (yellow long-dashed line), and the
hybridized t2g-eg states (green solid line).
tained irreducible susceptibility is at the Γ point for all considered temperatures, which
favors ferromagnetic correlations. The momentum dependence of the irreducible suscep-
tibility χirrq = 2µ
2
B
∑
m∈M,m′∈M ′(χ
mm′
q )irr, summed over groups of orbitals, corresponding to
eg (M = M
′ = eg) states, t2g (M = M
′ = t2g) states, and the hybridized t2g-eg states
(M = t2g (eg), M
′ = eg (t2g)) at β = 5 eV
−1 is shown in Fig. 4, where the interpolation
scheme between different points Qi, outlined below is used (cf. Ref. [29] for the momentum
dependence of the bubble at low T ).
While the components of the exchange interaction JQi can be determined from the ob-
tained irreducible susceptibilities, to interpolate between different points Qi we consider an
expansion
Jmm
′
q = J
mm′,(0) + J
mm′
q , (6)
J
mm′
q = J
mm′,(1) cos(aqx/2) cos(aqy/2) cos(aqz/2)
+ Jmm
′,(2) [cos(aqx) + cos(aqy) + cos(aqz)]
+ Jmm
′,(3) [cos(aqx) cos(aqy) + cos(aqy) cos(aqz) + cos(aqz) cos(aqx)] , (7)
where Jmm
′,(r) are determined from Jmm
′
Qi
. Since there are four high-symmetry points
(Γ,H,P,N) for the bcc lattice, they are sufficient to determine exchange interactions up
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FIG. 5: (Color online) Temperature dependence of the exchange parameter J (1), representing
the nearest-neighbor exchange integral between the electronic local moment states of different
symmetries, multiplied by the number of nearest neighbors.
to third next-nearest neighbors (r = 3). More explicitly,
J (0) =
1
8
(JΓ + JH + 6JN),
J (1) =
1
2
(JΓ − JH),
J (2) =
1
12
(JΓ + JH − 2JP),
J (3) =
1
24
(JΓ + JH + 4JP − 6JN). (8)
The site-diagonal part of the interaction, J (0) ∼ 1 eV, is found to be weakly temperature
dependent. The temperature dependence of the most important exchange interaction J (1),
which characterizes the nearest-neighbor exchange interaction, multiplied by the number of
nearest neighbors z1 = 8, is presented in Fig. 5. The interactions J
(2,3) are much smaller and
are not shown here, although they were accounted for in the actual calculations. The largest
exchange is obtained between t2g states, a somewhat smaller one between t2g and eg states,
and the smallest exchange is between eg states. Note that the participation of t2g states
(apart from more localized eg states) in the local moment formation was suggested earlier
in Ref. [29]. One should, however, distinguish the symmetry of the local moment states,
which provide the largest contribution to the exchange, discussed here, and the symmetry of
the itinerant states, which mediate this contribution; for the latter t2g-eg hybridized states
were suggested to be dominant [29, 40]. In our approach these states also yield the most
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dispersive contribution to the susceptibility (see Fig. 4), and therefore are expected to
provide the largest itinerant contribution.
III. SPHERICAL APPROXIMATION TO MAGNETIC EXCHANGE
To obtain the physically observable exchange interaction between local moments, we
resolve the soft constraint on the length of fields S¯, discussed in Sec. IIA, by using, similarly
to Ref. [35], the spherical model approximation, which fixes respective moments in different
orbitals equal to their DMFT values, 〈S¯imS¯im′〉H = 3[d(1/χ
mm′
loc )/dT ]
−1. To this end we
consider the corresponding action of the orbital-dependent spherical model, obtained by
a combination of the Hamiltonian (3) with the contributions originating from the above
mentioned constraints and proportional to the new fields iλmm
′
,
SH =
1
2
∑
q,mm′
∫
dτ
[
(iλmm
′
− J
mm′
q )S¯q,mS¯−q,m′ − iλ
mm′〈S¯q,mS¯−q,m′〉
]
. (9)
where S¯q,m is the Fourier transform of S¯im and we absorb all momentum-independent terms
into λmm
′
. We consider the saddle point approximation iλmm
′
= λmm
′
0 (such that the cor-
responding λ-dependent terms can be also viewed as appearing from the decoupling of
fourth-order and higher terms in S-fields, cf. Refs. [35, 48, 49]). Integrating over the fields
S¯q,m, we obtain
lnZ = ln
∫
D[S] exp(−SH)
= −
3
2
∑
q
ln det
(
λmm
′
0 − J
mm′
q
)
+
1
2T
∑
mm′
λmm
′
0 〈S¯imS¯im′〉. (10)
From this we find the respective averages
〈S¯imS¯im′〉H = 3T
∑
q
[
λmm
′
0 − J
mm′
q
]−1
(11)
which yield non-linear equations for the parameters λmm
′
0 . The introduced quantities λ
mm′
0
play the role of Moriya λ-correction [46, 49], which was previously used in a similar fashion
in the USFL theory [48, 49] and more recently in DΓA approach [55]. These quantities
describe the (orbital-dependent) “renormalization” of propagators of the spin fields S, such
that these propagators fulfill the sum rules, required for local parts of the susceptibilities.
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Physically this implies ascribing to the fields S, introduced in section IIA, the meaning of
the local spin moment.
To determine the effective exchange interaction we introduce the total on-site spin Sq =∑
m S¯qm and require the equivalence of the spherical model considered here to that of Ref.
[35],
〈SqS−q〉H = 3T
∑
mm′
[
λmm
′
0 − J
mm′
q
]−1
=
3T
λ0 − Jq
, (12)
where λ0 is some constant, which can be determined from the condition of the absence of
self-interaction,
∑
q Jq = 0.
FIG. 6: Exchange interaction J0 at different temperatures (points). The solid line shows the
interpolation, and the shaded area shows the possible range of interpolations and extrapolation to
low temperatures.
The temperature evolution of the resulting exchange interaction is shown in Fig. 6. Be-
cause of a correct account of the matrix structure of Hund’s interactions and susceptibilities,
including vertex corrections, which increase the values of irreducible susceptibilities, the re-
sulting low-temperature exchange interaction J0 ≃ 0.20 eV is somewhat larger than the
value of 0.13 eV, obtained previously in the paramagnetic phase [29] for the same value
of the Coulomb interaction, but remains comparable to 0.18 eV, previously obtained for
U = 2.3eV in Ref. [29]. Comparing the obtained temperature dependence of J0 to the
results of Fig. 5, one can see, that the t2g-t2g exchange gives the major contribution to J0.
To compare the obtained value of J0 to the DFT results for α-iron [6–14], one has to
multiply it by half of the square of the spin µ2eff/(8µ
2
B), since the DFT exchange interactions
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are attributed to unit classical spin vectors [the extra factor 1/2 comes from our definition
of the Hamiltonian in Eq. (3)]. For the magnetic moment extracted from the uniform
susceptibility in our DMFT calculation, µ2eff = 9.2µ
2
B (which is close to the experimental
value µ2eff = 9.8µ
2
B), we get a somewhat larger value of the magnetic exchange than that
obtained in the ferromagnetic state and spin spiral states [6–14, 14, 40], but in reasonable
agreement with the renormalized exchange interaction in the ferromagnetic state [11] and
the result of the DLM approach [12].
The obtained exchange interaction can also be verified against the known results for the
spin stiffness constant of α-iron. For crystals with cubic symmetry, the spin wave spectrum
near the Γ point behaves as ωq = Dq
2, where for the dominant nearest-neighbor exchange
interaction D = J0 a
2µeff/(2z1µB). The experimental values of D, obtained by magnetiza-
tion [56] and neutron scattering [57–59] measurements, range from 280 to 330 meV·A˚
2
at
low temperatures, which corresponds to J0 from 0.17 to 0.21 eV, in agreement with our
estimates.
IV. CONCLUSION
We have proposed the derivation of the effective orbital-resolved Heisenberg-like model of
magnetic exchange, which originates from Hund’s interaction, assuming the latter provides
the dominant contribution to the magnetic exchange. We have determined the parameters
of this model for paramagnetic bcc iron by calculating the non-uniform magnetic suscepti-
bilities in appropriate supercells within DMFT combined with DFT. We have found that
the momentum dispersion and temperature dependence of the irreducible (with respect to
Hund’s exchange interaction) susceptibility is similar to that of the bare particle-hole bubble
at low temperatures, although somewhat enhanced due to correlation effects; in contrast to
the bubble, the obtained irreducible susceptibility has always a maximum at the Γ point,
favoring ferromagnetic correlations.
From the obtained irreducible susceptibilities we have extracted individual components
of magnetic exchange interaction, showing that the exchange between t2g-t2g states, and
t2g-eg states provide the largest contribution. To extract the resulting (physical) exchange
interaction, we have considered the spherical model approach, similar to the one studied
previously for iron in Ref. [35]. The obtained value of the exchange interaction at low-
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temperatures J0 ∼ 0.20 eV is close to previous estimates in the renormalized magnetic force
[11] and DLM [12] approaches, and slowly decreases with temperature, dropping twice at
T ∼ 3000 K.
The proposed approach can be used in other substances with local moments and a dom-
inant role of Hund’s exchange interaction (so-called Hund’s metals), including a possibility
of studying magnetoelastic coupling. At the same time, the extension of the presented ap-
proach to the weak itinerant (nearly) ferro- and antiferromagnets, in particular, studying
the properties of the γ phase of iron, which is known to be more itinerant than the α phase,
especially at low temperatures [24], is of certain interest.
The proposed approach can be also further used to study non-local corrections beyond
DMFT in multi-orbital systems, since it does not require evaluation of the local vertices for
obtaining the non-uniform susceptibility. In this respect, the evaluation of the corresponding
non-local contributions to the electronic self-energy on the basis of the obtained static or
analogously calculated dynamic susceptibilities has to be explored.
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