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A novel way to create a band structure of the quasienergy spectrum for driven systems is proposed based on
the discrete symmetry in phase space. The system, e.g. an ion or ultracold atom trapped in a potential, shows no
spatial periodicity, but it is driven by a time-dependent field coupling highly nonlinearly to one of its degrees of
freedom (e.g., ∼ qn). The band structure in quasienergy arises as a consequence of the n-fold discrete periodicity
in phase space induced by this driving field. We propose an explicit model to realize such a phase space crystal
and analyze its band structure in the frame of a tight-binding approximation. The phase space crystal opens new
ways to engineer energy band structures, with the added advantage that its properties can be changed in situ by
tuning the driving field’s parameters.
PACS numbers: 67.85.-d, 42.65.Pc, 03.65.-w, 05.45.-a
The high interest in the manipulation of energy band struc-
tures, with the aim to create exotic materials or to tailor their
properties for specific applications, has opened a research
field of band structure engineering [1, 2]. The technology
relies on doping [3, 4] or the application of external mag-
netic and electric fields to modify the properties of materials
such as semiconductors or graphene [5–8]. Furthermore, a
variety of artificial periodic structures, such as photonic and
phononic crystals [9–13] or metamaterials [14–16], are being
investigated to provide band structures optimized for specific
devices.
A system that is driven by a periodic external field shows
a discrete time translation symmetry. In the framework of the
Floquet theory [17] the concepts of quasienergy and Floquet
states [18, 19] were introduced to account for this time pe-
riodicity. Normally, the quasienergy spectrum of a localized
system, e.g., of an ion trapped in a potential, shows no band
structure. But for a periodically driven crystalline material, as
a result of combined periodicities, the quasienergy spectrum
exhibits a band structure [20–23] in quasimomentum space,
and even a new kind of exotic material, namely, a Floquet
topological insulator [24], has been proposed.
Here we explore a new discrete symmetry that can be used
to create exotic materials and to manipulate their band struc-
tures. The Hamiltonian of any system depends on two con-
jugate variables, momentum and coordinate, which define the
phase space. As we will show, it is possible to create a dis-
crete symmetry in phase space. This leads to specific trans-
formations, which mix momentum and coordinate, but leave
the Hamiltonian unchanged. We call such a system a phase
space crystal. In natural crystals, a periodic potential leads
to extended states (Bloch states) in real space. The phase
space crystal has eigenstates, which are localized in real space
but are nevertheless energetically so tightly spaced that they
form bands. Since the phase space crystal arises due to driv-
ing, it continuously emits radiation. As a consequence of
the band structure of the quasienergy, the emission spectrum
shows characteristic features, which should be observable ex-
perimentally by methods described in the literature [25, 26].
Model and RWA.— As a specific example, we consider a
nonlinear oscillator, driven by an external field coupling non-
linear to the coordinate, with Hamiltonian
H(t) = p
2
2m +
1
2 mω
2
0q
2
+
ν
2 q
4
+ 2 f cos(ωdt)qn. (1)
Here, ω0 is the frequency of the oscillator, and ωd is the driv-
ing frequency. The nonlinearity is characterized by the expo-
nent n. If n = 1, the model (1) is the linearly driven Duffing
oscillator [27]; for n = 2, it is a parametrically driven oscilla-
tor [28]. In the present paper we are interested in the limit of
large n, say of order n = 10. There are various ways to create
such high-power coupling. One is based on so-called ”power-
law trapping” potentials V(q) ∼ qn, which have been explored
for ultracold atoms [30–32]. There are reports of static or adi-
abatically slow changing of the power-law potential [33–37].
The driving we propose in Eq.(1) can be realized by mak-
ing the power-law trapping potential oscillate with frequency
ωd. Alternatively, one can create high-power driving terms by
coupling a trapped ion to an external oscillating point charge
or electric dipole. We will further discuss ways to create nth
power driving terms at the end of this paper.
We assume that the driving frequency ωd is close to n times
ω0; i.e., the detuning δω ≡ ω0 − ωd/n is much smaller than
ω0. We perform a unitary transformation of the Hamiltonian
H(t) via ˆU = ei(ωd/n)aˆ†aˆt, where aˆ is the annihilation operator
of the oscillator. Dropping fast oscillating terms, in the spirit
of the rotating wave approximation (RWA), we arrive at the
time-independent Hamiltonian
ˆHR = ~δωaˆ†aˆ+
3ν~2
4m2ω20
aˆ†aˆ(aˆ†aˆ+1)+ f
( ~
2mω0
) n
2
(
aˆ†n+aˆn
)
. (2)
Although RWA is widely used in the study of driven systems,
it is not immediately clear that it is valid for highly nonlinear
coupling (e.g., ∼ qn). To test it, we performed an exact numer-
ical simulation based on the full Floquet theory, not relying on
2FIG. 1: Quasienergy g in phase space. (a) g ∝ HR versus Re[a]
and Im[a] for power n = 10 and driving strength µ = 0.4µc. For
nonzero driving, the quasienergy is invariant under discrete phase
space rotations eiθ → ei(θ+τ) where τ = 2π/n. (b) A cut through
the bottom of the quasienergy g in (a). There are n stable states
(yellow closed curves) and n saddle points (unstable states, between
two stable states) arranged periodically in angular direction. A local
coordinate system (x, p) is defined near the bottom of a stable state.
(c) Quasienergy g versus radius r (left) and angle θ (right). Stable
states are confined by the radial potential barrier Ur and the angular
potential barrier Uθ. For the latter, we plot two wells between θ = −τ
and θ = τ. The localized states confined in each well (green lines)
are coupled by quantum tunneling.
the approximation, and present the results in the Supplemen-
tal Material. The conclusion is that as long as |δω|/ω0 < 2λ
(see the definition of λ below) the RWA is well justified.
Discrete symmetry.— The RWA Hamiltonian Eq.(2) dis-
plays a new symmetry not visible in Eq.(1). To illustrate it,
we first make use of a semiclassical approximation, replacing
the operator aˆ by a complex number, and plot the resulting
Hamiltonian HR (2) in the phase space spanned by Re[a] and
Im[a]. The results, seen in Figs. 1(a) and 1(b), clearly display
the discrete angular periodicity of HR. For the following theo-
retical analysis, we define a unitary operator ˆTτ = e−iτaˆ
†aˆ with
the properties ˆT †τ aˆ ˆTτ = aˆe−iτ and ˆT †τ aˆn ˆTτ = aˆne−inτ. It is easy
to see that the RWA Hamiltonian is invariant under discrete
transformation T †τ ˆHRTτ = ˆHR for τ = 2π/n.
The discrete angular symmetry suggests introducing the ra-
dial and angular operators rˆ and ˆθ via aˆ = e−iˆθrˆ/
√
2λ and
aˆ† = rˆeiˆθ/
√
2λ. They obey the commutation relation
[rˆ2, eiˆθ] = 2λeiˆθ (3)
where λ = −3ν~/(4m2ω20δω) is the scaled dimensionless non-
linearity. Using this definition, we get ˆHR = −(~δω/λ)gˆ, with
gˆ =
1
4
(rˆ2 + λ − 1)2 + 1
2
µ
[(
rˆei
ˆθ
)n
+
(
e−iˆθrˆ
)n]
. (4)
The dimensionless driving strength is
µ = −2λ f
~δω
(
mω0δω
−3ν
)n/2
.
For red detuning, δω < 0, considered in the following µ > 0.
Semiclassical analysis.— We first analyze the properties of
the phase space crystal in the semiclassical limit λ→ 0. For
vanishing driving µ = 0, the quasienergy g is independent
of the angle θ, which means g is invariant under continuous
phase space rotation. However, for finite driving µ , 0, the
quasienergy g is only invariant under discrete phase space ro-
tations eiθ → ei(θ+τ) with τ = 2π/n. The periodic arrangement
of atoms in a crystal replaces the continuous translation sym-
metry by a discrete one. Similarly, in a phase space crystal
the stable points break the continuous rotation symmetry, and
define the periodicity for the phase space crystal. In Fig. 1(b),
the stable points are the n minima (rm, θm) of g. Between every
two neighboring stable points there is a saddle point (rs, θs).
In the vicinity of stable points, the quasienergy g creates
effective potential barriers for angular and radial motion Uθ
and Ur, respectively. Both are shown in Fig. 1(c). Because
of thermal or quantum fluctuations, the states may jump or
tunnel between neighboring stable points across or through
the angular potential with height Uθ ≈ 2µ. The tunneling
determines the band structure to be discussed below. In the
Supplemental Material, we show that the height of the radial
potential barrier Ur decreases as the driving µ increases, up
to a critical driving strength µc = (1 − r2c )/(nrn−2c ) with r2c =
(n − 2)/(n − 4), above which the stable points disappear. In
the limit of large n, we find µc ≈ 2/[en(n − 2)], where e is
the Euler constant. In the following, we assume µ < µc to
guarantee the existence of stable points.
Quasienergy band structure.— In the quantum regime, rˆ
and ˆθ no longer commute. In Fig. 2(a), we show the eigen-
value spectrum of the quasienergy Hamiltonian obtained from
a numerical diagonalization. In the limit of vanishing driving
µ → 0, the spectrum is quasicontinuous whereas for µ , 0
gaps open from the bottom of the spectrum. According to
Bloch’s theorem, the eigenstates ψm(θ) of the quasienergy
Hamiltonian gˆψm(θ) = g(m)ψm(θ) have the form ψm(θ) =
ϕm(θ)e−imθ, with a periodic function ϕm(θ + τ) = ϕm(θ). Here,
the integer number m, which we call a ”quasinumber”, plays
the role of the quasimomentum ⇀k in a crystal. Whereas the
quasimomentum ⇀k is conjugate to the coordinate, the quas-
inumber m is conjugate to the phase θ. In Fig. 2(b), we
plot the quasienergy band structure in the reduced Brillouin
zone mτ ∈ (−π, π]. Here, we relabel the eigenstates ψm(θ) by
ψlm(θ), where l = 1, 2, ... is the label of the bands counted from
the bottom. For finite values of n (in our numerical simulation
we chose n = 10), the quasienergy band spectrum is discrete.
It would become more continuous in the limit of large n.
(i) Band gaps.— The band structure is characterized by
band gaps and bandwidths. If the driving is weak, µ ≪ µc,
only the first gap is visible. The gaps between higher bands
are too narrow to distinguish them from the level spacings due
to finite n. In perturbation expansion, we find for the first gap
and bandwidth ∆1 ≈ µ and d1 ≈ λ2n2/4 − µ/2 + µ2/(2λ2n2),
respectively. I.e., the gap ∆1 increases linearly with the driv-
ing, whereas the bandwidth d1 decreases with driving. For
3FIG. 2: Quasienergy band structure. (a) Quasienergy spectrum
changing from quasicontinuous in the absence of driving (left) to
a band structure induced by finite driving (right). The gaps start
to open from the bottom of the spectrum. (b) Quasienergy band
structure in the reduced Brillouin zone. Each red dot represents one
quasienergy level. There are n levels in each band. (c) Width of the
lowest band d1, and the asymmetry factor δ versus driving. Numer-
ical (triangles) and approximate (lines) results are compared. The
parameters are λ = 1/205, n = 10 for all the figures, and for (b) we
choose µ = 0.3µc.
stronger driving, the spectrum of the lth band is approximately
gl(m) = El − 2|Jl| cos(mτ + δτ), (5)
centered around El and with bandwidth dl = 4|Jl|. The re-
sult shows a surprising asymmetry. From the plot of the
quasienergy in Fig. 1(b), we would have expected a degener-
acy g(m) = g(−m), since clockwise and anticlockwise motion
should be equivalent, as in the case of orbital motion. How-
ever, in the present case, the two degrees of freedom of phase
space Im[a] and Re[a] do not commute, and as a result the
quasienergy structure is asymmetric. The degree of asymme-
try is characterized in Eq. (5) by the asymmetry factor δ.
In the case of sufficiently strong driving, several levels are
localized in each stable point, as shown by Fig. 1(c) (right fig-
ure). The band structure can be explained by a tight-binding
model: the gaps are opened by level spacings of localized
states at the same stable point, whereas the bandwidth is deter-
mined by quantum tunneling between nearest neighbors. At
the bottom of each stable point, to lowest order, the localized
Hamiltonian can be approximated by a harmonic form with ef-
fective frequency ωe =
{
µn2rn−2m [3r2m − 1 − n(n − 1)µrn−2m ]
}1/2
(see the Supplemental Material). Since rm ≈ 1, the localized
quantum level spacing is λωe ≈ nλ
√
2µ. The level spacing
corresponds to the distance between two centers of adjacent
bands. The anharmonicity leads to higher-order corrections to
the level spacings, for levels close to the bottom proportional
to −lλ2, where l is the label of the band. This negative correc-
tion means that higher level spacings decrease linearly. The
tight-binding approximation is valid for a µ > λωe/2, where
the angular potential barrier Uθ ≈ 2µ is high enough to confine
at least one quantum level in each stable point.
(ii) Asymmetry factor.— The most unusual feature of the
band structure (5) is the asymmetry characterized by the fac-
tor δ. It results from the following property of the opera-
tor rˆ2: in θ representation, one could conclude that the op-
erator rˆ2 with form −i2λ∂/∂θ satisfies the commutation rela-
tion (3) exactly. However, in this case the eigenvalues of rˆ2
could be negative, which would be unphysical. We, there-
fore, define a local coordinate system (x, p) measured from
the bottom of a stable point as shown in Fig. 1(b). In the
limit of large n, we have local operators xˆ ≈ r¯(ˆθ − τ/2) and
pˆ = rˆ − r¯, where r¯ is the average radius. Their commuta-
tion relation is [ pˆ, xˆ] = iλ. Thus, in “x representation” , we
have pˆ = iλ(∂/∂x), and rˆ = r¯ + pˆ = r¯ + iλ(∂/∂x). Dropping
the λ2 term, we get rˆ2 ≈ r¯2 + 2iλr¯(∂/∂x). As a result, the
first term of quantum quasienergy Hamiltonian (4) becomes
[2iλr¯(∂/∂x) + r¯2 + λ − 1]2/4, which indeed distinguishes an-
ticlockwise and clockwise direction since r¯2 + λ − 1 , 0 in
general. In addition, the driving term in the Hamiltonian (4)
introduces some asymmetry by changing the average radius r¯.
We can explicitly calculate the asymmetry factor δ in the
frame of the tight-binding model. The relation between the
Bloch eigenstate ψlm(θ) and the localized state in each sta-
ble point φl(θ), as indicated in Fig. 1(c), is given by ψlm(θ) =
1/
√
n
∑n−1
q=0 e
imqτ ˆT qτφl(θ). Only the nearest neighbor coupling
Jl = −
∫
[ ˆTτφl(θ)]∗gˆφl(θ)dθ, is important. From ˆTτφl(θ) ≈
e−iτr¯
2/2λφl(θ + τ), it follows to be Jl = −eiτr¯2/2λ
∫
φ∗l (θ +
τ)gˆφl(θ)dθ = |Jl|eiτr¯2/2λ. The corresponding quasienergy spec-
trum of the lth band then is gl(m) =
∫ 2π
0 ψ
∗
lm(θ)gˆψlm(θ)dθ ≈
El − Jleimτ − J∗l e−imτ = El − 2|Jl| cos(mτ+ r¯2τ/2λ). Hence the
asymmetry factor is δ = r¯2/2λ (mod n). A similar phase shift
for the tunneling amplitude has been found for the special case
of the parametric oscillator (n = 2) in Ref. 29. For the bot-
tom band, the average radius is r¯1 = 1 − λ/2 +
∑∞
k=1 c¯2kµ
2k
with average coefficient c¯2k given in the Supplemental Mate-
rial. To get the average radius of next higher levels, we use
the quantization condition in phase space (r¯2l+1 − r¯2l )τ/2 = πλ.
In Fig. 2(c), we show the dependence of the asymmetry
factor δ on the driving strength µ, obtained in both the tight-
binding calculation described above and from a numerical
simulation. The asymmetry arises from the phase of the com-
plex tunneling parameter Jl = |Jl|eiτr¯2/2λ. The phase factor
τr¯2/2λ called Peierls phase [38, 39] has also been discussed
as a possibility to realize artificial gauge fields [39, 40] for
ultracold atoms. For optical lattices, there are already some
proposals to create a controlled Peierls phase by synthesizing
a one-dimensional effective Zeeman lattice [41] or shaking
the lattice [38]. In the present case, the complex tunneling
parameter Jl naturally arises in the plane of the phase space.
4(iii) Bandwidths.— The lth bandwidth is dl = 4|Jl|. To
calculate the amplitude of the coupling |Jl|, we use the
double-well potential model, as shown by the right plot in
Fig. 1(c). For the analysis of quantum tunneling, the property
of quasienergy near the saddle point (rs, θs) is important. We
move the local coordinate system (x, p) defined above to the
saddle point (rs, θs = 0). Now the local coordinates are given
by x ≈ rsθ and p = r − rs. To second order, the Hamiltonian
near the saddle point can be approximated by
g ≈ 1
2
msω
2
s p
2
+ µrns cos(nθ) +
(r2s − 1)2
4
, (6)
where msω2s = ∂2g/∂r2|(rs,θs). Given an energy level El, one
can write |p| as a function of θ and calculate the amplitude of
the coupling
|Jl| =
λωe
2π
exp[− rs
λ
∫ θa
−θa
|p|dθ]. (7)
Here, θa is the turning point that is given by θa =
1/n cos−1[(El − (r2m − 1)2/4)/µrnm]. The integral in the expo-
nent of Eq. (7) is given by
∫ θa
−θa
|p|dθ = 4
n
{ 2
msω2s
[
µrns +
(r2s − 1)2
4
− El
]}1/2
E(φ|k), (8)
where E(φ|k) =
∫ φ
0 {1 − k2 sin
2 θ}1/2dθ is the elliptic inte-
gral of the second kind with parameters φ = nθa/2 and
k =
{
2µrns/[µrns + (r2s − 1)2/4 − El]
}1/2
. In Fig. 2(c), we com-
pare our approximate result for the first bandwidth d1 versus
driving µ to numerical results. In the tight-binding regime
they agree well with each other.
Emission spectrum.— The above calculation of
quasienergy band structure does not account for a dissi-
pative environment. It renders the time evolution of phase
space crystal nonunitary and induces transitions between
quasienergy states [42, 43]. For a driven quantum system,
even at base temperature T = 0 many quasienergy states can
be excited and transitions between them will contribute to
the emission spectrum [44, 46]. The spectral density of the
photons emitted by the driven resonator [45] follows from
S (ω) = 2 Re
∫ ∞
0 dt 〈a†(t)a〉ste−iωt.
To calculate the correlation function C(t) = 〈a†(t)a〉st, we
need a master equation that also accounts for the dissipative
evolution caused by thermal and quantum fluctuations. He
have checked that a Lindblad-type master equation [42, 44,
47–49] is sufficient for the present situation,
∂ρ
∂τ
= − i
λ
[g, ρ] + κ(1 + n¯)D[a]ρ + κn¯D[a†]ρ = Lρ. (9)
The dimensionless time τ = t δω is scaled by the detun-
ing. The Lindblad superoperator is defined through D[A]ρ ≡
AρA†−(A†Aρ+ρA†A)/2 where n¯ = (e~ω0/kBT−1)−1 is the Bose
distribution and κ is the dimensionless damping scaled by the
detuning. We make use of the quantum regression theorem to
FIG. 3: Emission spectrum: The top, middle and bottom figures are the
emission spectrum for the first band, the second band and the interband re-
spectively. The parameters: λ = 1/205, temperature T = 0.5~ω0/kB, driving
µ = 0.4µc, the damping κ = 10−4λ.
calculate the correlation function, i.e., C(τ) = Tr[a†(τ)aρst] =
Tr[a†eLτ(aρst)]. The spectral density S (ω) is the Fourier trans-
formation of the correlation function C(τ). We choose our pa-
rameters to confine two localized states in each well; i.e., we
truncate our numerical simulation at 2n levels.
The total spectrum can be divided into three parts, as shown
in Fig. 3. The top and middle figures represent intraband tran-
sitions of the first and second band, respectively. The bottom
figure corresponds to interband transition between the first and
second bands. The positive and negative frequencies in the
emission spectrum correspond to absorption of energy from
and emission of energy to the driving field, respectively. The
widths of the peaks in emission spectrum are proportional to
the damping κ. The quasienergy band structure can be directly
detected by analyzing the spectrum of emitted photons in the
laboratory. It should be noticed, however, that the above emis-
sion spectrum is obtained in the rotating frame with frequency
ωd/n. Hence, a value of ω in this spectrum represents a pho-
ton with frequency ω + ωd/n in the laboratory frame.
Discussion.— The phase space crystal is a general conse-
quence of a discrete rotation symmetry in phase space and is
not restricted to the model presented in detail above. More
generally it can be found for Hamiltonians such as H(t) =
p2/2m+mω20q
2/2+V(q)+ f (q) cos(ωdt). For cold atoms, the
nonlinear driving can be created by using power-law trapping
methods. For trapped ions, it can be caused by an oscillating
point charge coupling to the charged ion via Coulomb interac-
tion, leading to the expansion f (q) ∝ 1/(1 − q) = ∑∞k=0 qk. In
the parameter range where RWA is valid (i.e., for |δω|/ω0 <
2λ as derived in the Supplemental Material), in combination
with the resonance condition ωd ≈ nω0, the driving term
will automatically pick up terms an and a†n from qn, or terms
a†an+1 and a†n+1a from qn+2, etc. All these RWA terms remain
invariant under discrete phase space rotation eiθ → ei(θ+2π/n).
In the model analyzed above, we further assumed a nonlinear
5static potential V(q) = νq4/2. Also, this can be chosen to be
more general. If V(q) is an even function of coordinate q, the
RWA terms with equal numbers of a† and a will contribute to
the phase space crystal.
In the solid-state band theory, the spectrum ultimately be-
comes continuous due to the large number of atoms. For the
phase space crystal, a continuous quasienergy spectrum would
emerge in the limit of large n. Compared to conventional ar-
tificial materials, such as photonic crystals, the energy band
structure of phase space crystals can be changed in situ by tun-
ing the driving field’s parameters. By changing the coupling
power n, one can even change the lattice constant τ = 2π/n
of the phase space crystal. The new symmetry introduces the
quasinumber space. The concept of quasinumber space may
bring a new perspective to modify properties of materials.
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Supplemental Material
Justification for RWA
To derive Eq.(2) in the main text we adapted the well-
known rotating wave approximation (RWA). The main results
in this paper were derived within this approximation. In this
section we perform an exact numerical simulation based on
the full Floquet theory and calculate the quasienergy spec-
trum. We find the condition for the validity of RWA but also
show numerical results beyond the RWA regime. We also dis-
cuss the role of non-RWA terms in the phase space crystal.
We start from the original time-dependent Hamiltonian in
laboratory frame
ˆH(q, t) = p
2
2m
+
1
2
mω20q
2
+
ν
2
q4 + 2 f cos(ωdt)qn. (10)
We transform to the rotating frame via ˆU = ei(ωd/n)aˆ†aˆt and
keep all the terms
ˆHRF(t) = ˆU ˆH(t) ˆU† + i~ ˙ˆU ˆU† = ˆHRWA + ˆHnon−RWA. (11)
The first part is the RWA Hamiltonian ˆHRWA = −(~δω/λ)gˆ
given by Eq.(2) and Eq.(4) in the main text. The non-RWA
part Hamiltonian ˆHnon−RWA has the following form
ˆHnon−RWA =
ν~2
4m2ω20
(2aˆ†aˆ − 1)aˆ†2ei2ωd t/n + ν~
2
8m2ω20
aˆ†4ei4ωd t/n
+ f
( ~
2mω0
) n
2
[(
aˆ†ei2ωd t/n + aˆ
)n − aˆn] + h.c.. (12)
It is time-dependent, but the total Hamiltonian ˆHRF (t) is pe-
riodic, ˆHRF(t) = ˆHRF(t + T ), with period T = 2π/(2ωd/n) =
nπ/ωd. In the framework of Floquet theory, the solution of
Schro¨dinger equation i~ ∂
∂t |Ψ(t)〉 = ˆHRF(t)|Ψ(t)〉 has the form
|Ψ(t)〉 = e−iǫt/~|ψ(t)〉, where |ψ(t)〉 is the Floquet state satis-
fying |ψ(t)〉 = |ψ(t + T )〉[17]. Then the Schro¨dinger equation
becomes
H (t)|ψ(t)〉 = ǫ|ψ(t)〉. (13)
Here, H (t) = ˆHRF(t) − i~ ∂∂t is the Floquet Hamiltonian and ǫ
is termed the quasienergy.
In order to calculate the quasienergy spectrum, we need to
diagonalize the Floquet Hamiltonain H (t). Because of the
periodicity H (t) = H (t + T ), it is convenient to introduce
a composite Hilbert space R ⊗ T , where R is the spatial
space with the time-independent basis |φm〉 ∈ R, which are
determined by the eigenstates of RWA Hamiltonian gˆ
gˆ|φm〉 = gm|φm〉, (14)
while T is the space of functions with time periodicity T .
We can choose the time-dependent Fourier vectors 〈t|q〉 =
exp(iq 2ωd
n
t) with q = 0,±1,±2, . . . , as the orthonormal ba-
sis of space T . We denote the eigenstates and eigenvalues of
the Floquet Hamiltonian H (t) by |ψm,q(t)〉 and ǫm,q,
H (t)|ψm,q(t)〉 = ǫm,q|ψm,q(t)〉. (15)
Under the RWA, it is easy to see that |ψm,q(t)〉 = e−iq
2ωd
n
t |φm〉
and ǫm,q = −(~δω/λ)gm + 2q~ωd/n, i.e., for q , 0, the
quasienergy spectrum is shifted by 2q~ωd/n.
Eq.(13) has infinitely many equivalent solutions. This
is because the Floquet state |ψ(t)〉 is allowed to be time-
dependent. After a time-dependent gauge transformation, the
state e−iq
2ωd
n
t|ψ(t)〉 is still a solution of Eq.(13), with corre-
sponding quasienergy shifted [17] by 2q~ωd/n, that is,
H (t)
(
e−iq
2ωd
n
t |ψ(t)〉
)
= (ǫ + 2q~ωd/n)
(
e−iq
2ωd
n
t|ψ(t)〉
)
,
where q = 0,±1,±2, . . . ,. Thus we can map all the states with
q , 0 to the state with q = 0. The full form of this eigenstate
|ψm,0(t)〉 with time-dependent Fourier expansion is
|ψm,0(t)〉 = C0m |φ0m〉 +
∑
m′ ,q,0
Cm′qeiq
2ωd
n
t|φm′〉. (16)
The corresponding quasienergy will also be modified, that is,
ǫm,0 = −(~δω/λ)gm + ∆m. Here, the renormalized state |φ0m〉
is in general a superposition of spatial basis states |φm〉. The
first term on the right side of Eq.(16) is a time-independent
term which represents the RWA part while the second term of
Eq.(16) represents the contribution from non-RWA Hamilto-
nian ˆHnon−RWA. Thus quantity P0 = |C0m|2 is the probability for
the RWA part of the full state.
Both the RWA probability P0 and the quasienergy ǫm,0 are
functions of the detuning δω. As long as it is small enough,
|δω|/ω0 ≪ 1, the RWA works well, which means P0 ≈ 1
and ǫm,0 ≈ −(~δω/λ)gm. However, for stronger detuning more
and more higher order oscillating modes should be included
as indicated by the sum in the second term of Eq.(16). By
6exact numerical simulation, we can calculate the relationship
between P0 and detuning as shown in Fig. 4a). We see that
there is a critical point |δωc| for each λ (see the definition of
λ in the main text). When the absolute value of detuning is
smaller than the critical value, i.e., |δω| < |δωc|, the RWA
is well justified. The critical value |δωc| depends on the pa-
rameter λ. We can use the following simple method to esti-
mate its value. Since the RWA Hamiltonian can be written
as ˆHRWA = −(~δω/λ)gˆ, where gˆ is a scaled dimensionless
quantity, the prefactor −(~δω/λ) ≡ ~|δω|/λ (we assume a red
detuning, δω < 0) represents the energy scale of RAW Hamil-
tonian. In the non-RWA Hamiltonian ˆHnon−RWA, the lowest
oscillating frequency is 2ωd/n. Thus, the valid regime for the
RWA can be estimated by the following condition
~|δω|/λ < 2~ωd/n =⇒ |δω|/(ωd/n) ≈ |δω|/ω0 < 2λ. (17)
The above condition means the critical point is |δωc| = 2λω0.
On the plot of Fig. 1a), we indicate the critical points calcu-
lated from condition (17) for different λ’s by vertical dashed
lines. They agree with numerical results very well.
In the main text, we show that the quasienergy band struc-
ture comes from the discrete angular rotation symmetry in
phase space. This symmetry is a property of the RWA Hamil-
tonian. The non-RWA Hamiltonian ˆHnon−RWA, however, does
not have this discrete symmetry. In fact, the existence of
ˆHnon−RWA will deteriorate the discrete angular rotation sym-
metry, thus modify the band structure of the quasienergy spec-
trum. As shown in Fig. 1b), large detuning tends to reduce the
bandgap and broaden the bandwidth. But for a large region
beyond the RWA regime, the band structure is very robust
to the detuning (the bandwidth stays much smaller than the
bandgap). We may consider non-RWA terms to behave like
“disorder” in a phase space crystal. Further investigation of
these effects will be independent future work. We also notice
that the bandgap shows some peaks with changing detuning,
and the bandwidth shows dips accordingly. For an explana-
tion of these peaks beyond RWA see the work by V. Peano et
al. [50].
Stability Analysis
We calculate the extrema of quasienergy in phase space by
standard stability analysis. These extrema are classified into
stable points and saddle points (unstable points). In semiclas-
sical limit λ→ 0, the quasienergy is
g =
1
4
(r2 − 1)2 + µrn cos(nθ). (18)
The extrema (re, θe) in angular and radial direction can be ob-
tained from
∂g
∂θ
∣∣∣
θ=θe,r=re
= −µnrne sin(nθe) = 0 (19)
∂g
∂r
∣∣∣
θ=θe,r=re
= re[(r2e − 1) + µnrn−2e cos(nθe)] = 0 . (20)
FIG. 4: The role of strong detuning. a) The probability of the RWA
part, P0, of the full Floquet state (see Eq.(16)) versus detuning for
different values of λ. Each level exhibits almost the same behavior
against detuning for a fixed λ. The three colored vertical dashed
lines indicate the critical values according to condition (17). b) The
relationships between the bandgap (top) and the bandwidth (bottom),
in units of ~ωd/n, as functions of detuning for λ = 1/2000. Here, we
plot the banddap and bandwidth of the first band. In fact, every band
shows a similar behavior v.s. detuning. For stronger detuning more
higher order oscillating modes should be included in the expansion
of Eq.(16).
The two equations have a trivial solution re = 0. In addition
nontrivial solutions of the angular dependence can be obtained
from Eq.(19), namely θe = lτ/2 with l = 0,±1,±2, ...,±(n −
1), n, where τ = 2π/n is defined as lattice constant of the
phase space crystal. The corresponding radial extrema can be
obtained from Eq.(20)
re = 1 +
∞∑
k=1
ck(θe)µk. (21)
Here, the series expansion coefficient ck(θ) are given by
ck(θ) = (−1)
k(n/2)k cosk(nθ)[k(n − 2) − 1]!!
k![k(n − 4) + 1]!! . (22)
The stability of these extrema (re, θe) is determined by the
second derivatives of g. If (∂2g/∂θ2) × (∂2g/∂r2)
∣∣∣
r=re,θ=θe
>
7the extrema are stable, otherwise unstable. From
∂2g
∂θ2
∣∣∣
θ=θe,r=re
= −µn2rne sin(nθe)
∣∣∣
θ=θe
= −µn2rne sin(lπ). (23)
we see that odd integers of l give (∂2g/∂θ2)
∣∣∣
θ=θe
> 0, while
even integers of l give (∂2g/∂θ2)
∣∣∣
θ=θe
< 0. The second deriva-
tive with repect to the radius r is
∂2g
∂r2
∣∣∣
r=re,θ=θe
= 3r2e − 1 + n(n − 1)µ cos(nθe). (24)
For weak driving µ ≪ 1, since the radial extreme is re ≈ 1,
the above value is positive. From this we conclude that the
angular extrema at θm = lτ/2 with l odd integers between −n
and n are stable points (minima), while the angular extrema at
θs = lτ/2 with l even integers between −n and n are unstable
saddle points.
As the driving strength µ increases the condition (24)
can reduce to zero, which means the nontrivial solutions of
Eq.(20) disappear. The critical driving µc is determined by
∂g
∂r
∣∣∣
µ=µc
= 0, and ∂
2g
∂r2
∣∣∣
µ=µc
= 0. (25)
Solving the above two equations, we get µc = (1− r2c )/(nrn−2c )
with r2c = (n − 2)/(n − 4). In the limit of large n, the critical
driving µc ≈ 2/[en(n − 2)], where e is the Euler constant.
Local Hamiltonian
In this section, we give a perturbative form of the Hamil-
tonian close to the bottom of the stable points (rm, θm). The
eigenvalues and eigenstates of the local Hamiltonian are
needed for the tight-binding calculation. We first write the
local Hamiltonian in a harmonic approximation
glocal ≈
1
2
∂2g
r2m∂θ
2
∣∣∣(rm,θm)(rmθ − rmθm)2
+
1
2
∂2g
∂r2
∣∣∣(rm,θm)(r − rm)2 + g(rm, θm)
=
p2
2me
+
1
2
meω
2
e x
2
+
(r2m − 1)2
4
− µrnm. (26)
Here, we have defined the coordinate x = r − rm and momen-
tum p = rm(θ−θm) near the stable point. The effective mass me
and effective frequency ωe are given by me = r2m(∂2g/∂θ2)−1
and ωe =
√
m−1e ∂2g/∂r2 respectively, with explicit formulars
me = (µn2rn−2m )−1, ωe =
√
µn2rn−2m [3r2m − 1 − n(n − 1)µrn−2m ].
The anharmonicity gives higher order corrections to the lo-
calized Hamiltonian. We transform the original gˆ to a local
Hamiltonian gˆlocal at the stable point (rm, θm) by three steps.
Firstly, we change the orientation using the phase space ro-
tation operator ˆTθm = e−iθmaˆ
†aˆ
, resulting in a properly orien-
tated Hamiltonian ˆTθm gˆ ˆT
†
θm
. Secondly, we move ˆTθm gˆ ˆT
†
θm
to
the position of stable point using the displacement operator
ˆDα = eαa
†−α∗a
, resulting in a Hamiltonian sitting at the bottom
of stable point ˆDα ˆTθm gˆ ˆT
†
θm
ˆD†α. Finally, we squeeze the Hamil-
tonian to fit the stable point by using the squeezing operator
ˆS ξ = e[ξ
∗a2−ξ(a†)2]/2
, resulting in the needed local Hamiltonian
gˆlocal = ˆS ξ ˆDα ˆTθm gˆ ˆT
†
θm
ˆD†α ˆS †ξ .
The displacement operator ˆDα has the property D†αaDα =
a + α, while the squeezing operator ˆS ξ satisfies S †ξaS ξ = va+
ua†, where v = cosh |ξ|, u = −ξ/|ξ| sinh |ξ| are the squeezing
parameters. Starting from the following original form of gˆ
gˆ =
1
4
(2λaˆ†aˆ + λ − 1)2 + 1
2
µ(2λ) n2
(
aˆ†n + aˆn
)
, (27)
and choosing the parameters α = −re/
√
2λ, v = (√meωe +
1/√meωe)/2, and u = (√meωe − 1/√meωe)/2 we get the
local Hamiltonian
gˆlocal = ˆS ξ ˆDα ˆTθm gˆ ˆT
†
θm
ˆD†α ˆS
†
ξ
= λωe(aˆ†aˆ + 12 ) +
(r2m − 1)2
4
− µrnm + λ3/2∆gˆ + o(λ2).
(28)
The term ∆gˆ = (v−u)re((vaˆ†−uaˆ)(vaˆ−uaˆ†)+1/2)(aˆ+aˆ†)/
√
2−
n(n−1)(n−2)µrn−3e (vaˆ†−vaˆ)3/(3
√
2)+c.c. is treated in pertur-
bation theory. In this way we can determine the local quantum
level to order λ2.
Average radius r¯
In order to get the asymmetry factor δ, we need to calcu-
late the average radius r¯. In the limit of large n, we define a
local coordinate system (x, p) near the bottom of stable points
with corresponding operators defined by xˆ = r¯(ˆθ − τ/2) and
pˆ = rˆ − r¯, where r¯ is the average radius. They satisfy the
commutation relation [ pˆ, xˆ] = iλ. In “x-representation” or
“θ-representation”, we have pˆ = iλ ∂
∂x
= i λ
r¯
∂
∂θ
. Then we have
rˆ2/(2λ) = (r¯ + pˆ)2/(2λ) = (r¯2 + 2iλ ∂
∂θ
− λ2 ∂2
∂θ2
)/(2λ). Ne-
glecting terms of order λ2, we get an important relationship
rˆ2/(2λ) ≈ r¯2/(2λ) + i ∂
∂θ
.
The average radius of the bottom band, r¯1, can be estimated
by averaging re(θ), given by Eq.(21), over the angular direc-
tion r¯1 = 12π
∫ 2π
0 re(θ)dθ. Since cosk(nθ) = 12π
∫ 2π
0 cos
k(nθ)dθ =
(k − 1)!!/k!! for even integer k and cosk(nθ) = 0 for odd inte-
ger k, we have from Eq.(22)
c¯2k = (−n2)
2k (2k − 1)!![2k(n− 2) − 1]!!
(2k)!!(2k)![2k(n− 4) + 1]!! . (29)
The average radius of the bottom band is given by r¯1 = 1 +∑∞
k=1 c¯2kµ
2k
. This result is obtained based on the semiclassical
quasienergy (18). Considering quantum correction, the final
result is r¯1 = 1 − λ/2 +
∑∞
k=1 c¯2kµ
2k
. This approximation is
justified by our numerical simulation.
8[1] J. Zhang et al. Nature Commun. 2, 574 (2011).
[2] J. R. Beresford, Band Structure Engineering for Electron Tun-
neling Devices, Columbia University, 1990.
[3] P. M. Koenraad and M. E. Flatte´, Nature Materials 10, 91-100
(2011).
[4] Y. Nishi and R. Doering, Handbook of Semiconductor Manu-
facturing Technology. Marcel Dekker Inc., 2000.
[5] F. Guinea, M. I. Katsnelson and A. K. Geim, Nature Physics 6,
30-33 (2010).
[6] K. S. Novoselov et al., Science 306, 666-669 (2004).
[7] F. Yavari et al., Small 6, 2535-2538 (2010).
[8] E. V. Castro et al., Phys. Rev. Lett. 99, 216802 (2007).
[9] J. D. Joannopoulos, P. R. Villeneuve and S. Fan, Nature 386,
143-149 (1997).
[10] E. Yablonovitch, Phys. Rev. Lett. 58, 2059-2062 (1987); E.
Yablonovitch et al., Phys. Rev. Lett. 67, 2295-2298 (1991).
[11] S. John, Phys. Rev. Lett. 58, 2486-2489 (1987).
[12] Z. V. Vardeny, A. Nahata and A. Agrawal, Nature Photonics 7,
177-187 (2013).
[13] E. L. Thomas, T. Gorishnyy and M. Maldovan, Nature Materi-
als 5, 773-774 (2006).
[14] M. Choi et al., Nature 470, 369-373 (2011).
[15] J. T. Shen, P. B. Catrysse and S. Fan, Phys. Rev. Lett. 94,
197401 (2005).
[16] N. Fang et al., Nature Materials 5, 452-456 (2006).
[17] M. Grifoni and P. Ha¨nggi, Phys. Rep. 304, 229 (1998).
[18] J. H. Shirley, Phys. Rev. 138, 4B, 979 (1965)
[19] Y. B. Zeldovitch, Sov. Phys. JETP 24 (1967) 1006 [Zh. Eksp.
Teor. Fiz. 51 (1966) 1492].
[20] Z. Gu et al., Phys. Rev. Lett. 107, 216601 (2011).
[21] B. H. Wu et al., Appl. Phys. Lett. 100, 203106 (2012).
[22] E. S. Morell and Luis E. F. Foa Torres, Phys. Rev. B 86, 125449
(2012); H. L. Calvo et al., Appl. Phys. Lett. 98, 232103 (2011);
H. L. Calvo et al., Appl. Phys. Lett. 101, 253506 (2012).
[23] A. Go´mez-Leo´n and G. Platero, Phys. Rev. Lett. 110, 200403
(2013).
[24] N. H. Lindner et al., Nature Physics 7, 490-495 (2011).
[25] C. Stambaugh and H. B. Chan, Phys. Rev. Lett. 97, 110602
(2006).
[26] H. B. Chan and C. Stambaugh, Phys. Rev. B 73, 224301(2006).
[27] M. I. Dykman, Zh. Eksp. Teor. Fiz. 68, 2082 (1975).
[28] M. I. Dykman, Phys. Rev. E 57 , 5202 (1998).
[29] M. Marthaler and M. I. Dykman, Phys. Rev. A 76, 010102(R)
(2007).
[30] P. W. H. Pinkse et al., Phys. Rev. Lett. 78, 990-993 (1997)
[31] D. M. Stamper-Kurn et al., Phys. Rev. Lett. 81, 2194-2197
(1998)
[32] Franco Dalfovo et al., Rev. Mod. Phys. 71, 463-512 (1999)
[33] V. Bagnato, D. E. Pritchard, and D. Kleppner, Phys. Rev. A 35,
4354 (1987).
[34] A. Jaouadi, et al., Phys. Rev. A 82, 023613 (2010); A. Jaouadi,
et al., Phys. Rev. A 83, 023616 (2011).
[35] Guozhen Su, Jincan Chen, and Lixuan Chen, Physics Letters A
315 (2003) 109-19.
[36] Shukuan Cai,et al., Physica A 387 (2008) 4814-820.
[37] Berna Gu¨lveren, Solid State Sciences 14 (2012),94-99.
[38] J. Struck et al., Phys. Rev. Lett. 108, 225304 (2012)
[39] N. Goldman et al.,arXiv:1308.6533
[40] Jean Dalibard et al., Rev. Mod. Phys. 83,1523-1543 (2011)
[41] K. Jime´nez-Garcı´a, et al., Phys. Rev. Lett. 108, 225303 (2012)
[42] M. I. Dykman and V. N. Smelyanskiy, Zh. Eksp. Teor. Fiz. 94,
61 (1988).
[43] M. Marthaler and M. I. Dykman, Phys. Rev. A 73, 042108
(2006).
[44] M. I. Dykman, M. Marthaler and V. Peano, Phys. Rev. A 83,
052115 (2011).
[45] S. Andre´, L. Guo, V. Peano, M. Marthaler and G. Scho¨n, Phys.
Rev. A 85, 053825 (2012).
[46] F. R. Ong et al., Phys. Rev. Lett. 110, 047001 (2013).
[47] L. Guo et al., Phys. Rev. E 84, 011144 (2011)
[48] S. Diehl et al., Phys. Rev. Lett. 105, 015702 (2010).
[49] M. I. Dykman, Phys. Rev. E 75, 011101 (2007).
[50] V. Peano, M. Marthaler, and M. Dykman, Phys. Rev. Lett. 109,
090401 (2012).
