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Abstract
The functional integral formulation of finite temperature field
theory and its connection to statistical mechanics is reviewed.
The one loop contributions to quantum electrodynamics at fi-
nite temperature are explicitly calculated. Dyson-Schwinger
equations for quantum electrodynamics at finite temperature
are constructed and possible methods of solving them are
discussed.
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CHAPTER 1
Notation and conventions
1.1. Units
Throughout we use “natural” units with
~ = c = 1
The metric is defined as
gµν = gµν =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 (1.1)
1.2. Transforms and distributions
We define the Fourier transform as
fˆ(k) =
∫
d4x e−ikxf(x) (1.2)
and its inverse, when it exists as
f(x) =
∫
d4k
(2π)4
eikxfˆ(k). (1.3)
The Dirac delta function in n dimensions, δ(n)(x) is defined to be zero
everywhere except at x = 0 and to satisfy the relation∫
dnx δ(n)(x) = 1. (1.4)
1.3. Electrodynamics
The electromagnetic field tensor is defined in the standard way as
F µν = −F νµ = ∂µAν − ∂νAµ (1.5)
where Aµ is the electromagnetic 4-vector potential.
vi
1.4. QED vii
1.4. QED
The Lagrangian can be expressed as being composed of two parts, a
quadratic part L0, and an interacting part, LI , giving
L = L0 + LI , (1.6)
where
L0 = ψ¯(iγµ∂µ −m+ µγ0)ψ − 1
4
F µνFµν − 1
2ξ
(∂µA
µ)2
LI = −eψ¯Aµγµψ.
Note the gauge fixing parameter ξ appears in the denominator. In some
places it is convenient to change the parameter to λ = 1
ξ
and work with a
gauge fixing term of the form λ
2
(∂ ·A)2. Also note that µ is overloaded, and
denotes the chemical potential in the term µγ0.
CHAPTER 2
Finite temperature field theory
2.1. Introduction
The fundamental quantity of statistical mechanics is the statistical den-
sity matrix
ρˆ = exp
[
−β
(
Hˆ−
∑
i
µiNˆi
)]
, (2.1)
where β = 1
kBT
is the thermodynamic beta1, Hˆ is the Hamiltonian operator,
µi are independent chemical potentials, and Nˆi are conserved number oper-
ators. β can be thought of as a Lagrange multiplier that links a change in
entropy to the mean energy of the system. Similarly, µi can be interpreted
as Lagrange multiplier that links a change in a conserved number, such as
the number of particles, with a change in some form of potential energy.
The closely related grand canonical ensemble or grand partition func-
tion Z is given by
Z = Tr ρˆ, (2.2)
where Tr is the trace operator. This function is central to statistical me-
chanics. To quote Kapusta and Gale [35], page 3, “The grand canonical
partition function Z is the single most important function in thermodynam-
ics. From it all thermodynamic properties may be determined.” In essence,
thermodynamics, and by extension thermal quantum field theory, is nothing
more than an attempt to construct, and then evaluate this function.
In this chapter we first briefly review the construction of the grand
canonical ensemble from a statistical mechanics perspective. The connec-
tion between temperature and inverse time is then discussed, leading to a
connection between field theory and statistical mechanics.The functional
formalism of constructing a generating function for the Green functions
1As a historical aside neither Gibbs [25] or Bloch [6] used β in their initial works
exploring its properties, yet it was customary to use β to denote inverse temperature by the
1950’s [19][46].
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of a field theory at finite temperature is reviewed. We also review non-
perturbative methods of evaluating the partition function. Finally we briefly
comment on the real time formalism.
2.2. Statistical Mechanics
Statistical mechanics historically provided motivation and fundamental
tools for the initial formulation of finite temperature field theory, with much
of the nomenclature being borrowed. This section consists of a brief review
of the construction of the density matrix, its relation to the grand canonical
ensemble, and the construction of a partition function.
2.2.1. The statistical density matrix. Consider a quantum mechani-
cal system in a pure state |Ψ〉, which evolves according to a Hamiltonian
operator Hˆ. The system can be decompose in terms of the eigenstates |ψa〉
of the Hamiltonian Hˆ with eigenvalues Ea, as |Ψ〉 =
∑
a |ψa〉 〈ψa|Ψ〉. The
density matrix operator is then defined by
ρˆ = |Ψ〉 〈Ψ| (2.3)
=
∑
a
∑
b
|ψa〉 〈ψa|Ψ〉 〈Ψ|ψb〉 〈ψb| (2.4)
=
∑
a
pa |ψa〉 〈ψa| , (2.5)
where the pa are the classical probabilities that the system |Ψ〉 will be mea-
sured in a state |ψa〉. Note that in some older texts the density operator
is defined in terms of a position operator |x〉 as ρˆ(x) = ψ†(x)ψ(x) (e.g.
Baym [3] page 422). If the system is considered to be in a heat bath at a
temperature T , the states form a canonical ensemble and the probabilities
pa are given by a Boltzmann distribution, pa ∝ e−βEa. The density matrix
can thus be written as
ρˆ =
∑
a
e−βEa |ψa〉 〈ψa| (2.6)
= e−βHˆ.
The ensemble average of any observable, represented by an operator Aˆ is
then
〈Aˆ〉 = Tr Aˆρˆ
Tr ρˆ
(2.7)
=
1
Z
Tr Aˆρˆ. (2.8)
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2.2.2. Derivation of the grand canonical ensemble. The grand canon-
ical ensemble describes a system that is free to exchange both heat and
particles with its surroundings. In equilibrium such a system has a fixed av-
erage energy 〈E〉, and average particle number 〈N〉. In addition, the density
operator ρˆ should be normalised and extremize the entropy of the system,
where the entropy is defined as
S = −kB ρˆ ln(ρˆ). (2.9)
The normalisation condition can be written as
Tr(ρˆ) = 1. (2.10)
Fixing the average energy requires that
Tr(Hˆρˆ) = 〈E〉, (2.11)
is constant. Finally, fixing the average particle number for each particle
requires that
Tr Nˆiρˆ = 〈Ni〉, (2.12)
is also constant. The condition that extremizes the entropy is equivalent to
the condition that the variation of the entropy (2.9) subject to the constraint
is stationary,
δ(Tr[α0ρˆ+ αEHˆρˆ+ αNiNˆiρˆ− kBρˆ ln(ρˆ)]) (2.13)
= Tr[((α0 − kB)Iˆ + αEHˆ + αNiNˆi − kB ln(ρˆ))δρˆ] = 0. (2.14)
Since δρˆ is arbitrary, this becomes
(α0 − kB )ˆI + αEHˆ + αNiNˆi − kB ln(ρˆ) = 0. (2.15)
Observing the normalisation condition (2.10), the grand partition function
is then defined as
Z(αE, αN) = Tr
[
exp
(
α
kB
Hˆ +
αNi
kB
Nˆi
)]
. (2.16)
Comparing equation (2.15) to the classical equation for the grand potential,
the multipliers can be identified as αE = −β and αNi = βµi, allowing the
density matrix to be written as
ρˆ = exp
[
−β
(
Hˆ−
∑
i
µiNˆi
)]
, (2.17)
in agreement with equation (2.1). The associated partition function can then
be written as
Z = Tr e−β(Hˆ−
∑
i µiNˆi) =
∑
a
∫
dψa
〈
ψa
∣∣∣ e−β(Hˆ−∑i µiNˆi) ∣∣∣ψa〉 , (2.18)
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where the sum over a runs over all states.
The derivation above is for a classical system and follows the historical
path of first defining the entropy and then finding the partition function as
an extremum of the entropy. In quantum systems it is often convenient to
instead start by defining the density matrix ρˆ and the associated generating
function Z = Z(V, T, µ1, µ2, . . . ) = Tr ρˆ. The thermodynamic properties
of the system can then be derived from these quantities [41][62][50]. For
example the entropy is given in the infinite volume limit by
S =
∂T lnZ
∂T
. (2.19)
In this form the partition function (2.18) strongly resembles the tran-
sition amplitude from scattering in quantum mechanics and quantum field
theory. This connection, between the grand canonical ensemble and the S-
matrix quantum field theory was first made by Feynman [19]. Matsubara
[46], formalised this identification using operator methods, showing that
the machinery of QFT could be applied to statistical mechanics; the grand
canonical ensemble can be thought of as a generating function for a quan-
tum field theory where the time is imaginary; that is the integral over the
time runs along the imaginary axis rather than the real axis. These meth-
ods were then further developed and applied to relativistic field theories.
Bernard [4], developed the appropriate Feynman rules for a relativistic fi-
nite temperature field theory. These rules, would then be taken and applied
to a large number of systems and problems.
2.3. The functional integral approach to field theory
Quantum field theory was historically developed from quantum me-
chanics by attempting to quantise the operators in a way consistent with
relativity. This approach, known as canonical quantisation, while success-
ful, it can be difficult to impose constraints when dealing with gauge fields.
An alternative approach, known as the functional approach, is to construct
the transition amplitude as a path integral. This approach was first proposed
by Dirac [15], and was then expanded and elaborated upon by Feynman
[20]. While equivalent, to the canonical approach, the functional approach
will be used throughout for consistency.
The functional integral approach to statistical mechanics was first ap-
plied to the case of liquid helium by Feynman [19]. In this version the
formulation of the functional integral was understood to be a symbolic rep-
resentation of the sum over all paths, rather than a rigorous mathematical
construct. The validity of the choice of taking the action to be an integral
over the imaginary time interval 0 ≤ τ ≤ β, where τ = it and β = 1
T
, was
subsequently shown to be a valid construction by Matsubara in his 1955
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paper [46], using operator techniques. Matsubara showed that the grand
partition function or ensemble of statistical mechanics could be evaluated
in a manner analogous to the evaluation of the vacuum expectation value of
the S-matrix in quantum field theory.
Matsubara also showed that the statistical density matrix and the S-
matrix of QFT were analogous constructs. Bernard[4] later applied the
Feynman path integral formulation of quantum mechanics to a quantum
field theory at finite temperature, deriving the Feynman propagators for a
finite temperature field theory using only functional methods.
While there are a number of more modern references, for example [35]
or [42], which derive the partition function for a finite temperature field
theory, we follow Bernard’s original treatment here.
Consider a quantum field theory where the dynamics of the system are
described by Hˆ(φˆ, πˆ), where φˆ(x, t) is a field operator in the Heisenberg
representation and πˆ(x, t) its associated canonically conjugate field opera-
tor. Writing the associated Schrödinger representations of the operators as
φˆ(x, 0), and πˆ(x, 0), the eigenstates of the field operator, |φ〉 then satisfy
φˆ(x, 0) |φ〉 = φ(x) |φ〉 , (2.20)
with eigenvalues denoted by φ(x).
Following the standard Feynman functional integral procedure of dis-
cretising in t and taking the limit (cf. [35]), we can write the transition
amplitude from a state |φ0〉 at time t = t0 to a state |φ1〉 at time t = t1 as
〈φ1|e−iHt1 |φ0〉
= N
∫
DπDφ exp
[
i
∫ t1
0
dt
∫
d3x
(
π
∂φ
∂t
−H(π, φ)
)]
. (2.21)
Making the change of variable τ = it and setting t1 = β, and if the system
admits a conserved charge, making the replacement H → H − µN , the
connection to the partition function is made and
Z =
∫
Dπ
∫
periodic
Dφ
× exp
[∫ β
0
dτ
∫
d3x
(
iπ
∂φ
∂τ
−H(π, φ) + µN (π, φ)
)]
. (2.22)
Note that the normalising factor N has been suppressed. The term periodic
means that the integration over the field is constrained such that φ(x, 0) =
φ(x, β). This condition is necessary to satisfy the classical conditions on
the trace. Finally the integration over τ , is over a contour in the complex
plane, parametrized by τ , that starts at some complex time t0 and ends at
t0− iβ, and is monotonically decreasing or parallel to the real axis [61] [46]
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[18] [42]. The standard choice for this contour is the Matsubara contour
first outlined by Matsubara in his 1955 paper[46] and consists of straight
line along the imaginary axis (see figure 4, page 32). This means that the
time ordering along the contour is equivalent to the temperature ordering
and hence τ = it is the real ordering parameter and runs over the interval
−β ≤ τ ≤ β.
If, in addition, the field has no derivative couplings, the integral over π
can be done (possible with the addition of some ghost terms) in the standard
manner. This is, of course, just the standard prescription to transform from
the Hamiltonian description of the system to an effective Lagrangian, L,
Z = N ′(β, V )
∫
periodic
Dφ exp
[∫ β
0
dτ
∫
d3xL(φ(x, τ), ∂µφ(x, τ))
]
.
(2.23)
Here N ′ is a new ill-defined normalising factor that depends both on tem-
perature β and the volume V .
Note the two major differences from the zero-temperature case. Firstly,
the extra i factor in the exponent, from moving to a complex time, means
that the theory is Euclidean. Hence there is no need to either Wick rotate,
or to include the usual iǫ terms. Secondly, the periodicity constraints on the
field, means that when Fourier transforming to a momentum representation,
the integrals over tau become infinite sums. Further, the energy k0 is dis-
cretised as ωn = 2πnβ = 2πnT for bosons, and ωn =
(2n+1)π
β
= (2n+ 1)πT
for fermions[35]. For a detailed treatment of the zero temperature case, see
Itzykson and Zuber [29],chapter 3 and for the finite temperature case see
for example Kapusta [35] chapter 2.
As a concrete example (see [4]) given a scalar field theory defined by
the simple Lagrangian
L = 1
2
∂µφ∂
µφ− 1
2
m2φ2 − λφ4, (2.24)
the Feynman propagator∆F is given in momentum space by
∆F (ωn, ~k) =
1
ω2n +
~k2 +m2
, (2.25)
and in position space by
∆f (~x− ~x′, τ − τ ′) = 1
β
∑
n
∫
d3k
(2π)3
ei
~k·(~x−~x′)+iωn(τ−τ ′)
ω2n ++
~k2 +m2
. (2.26)
2.3.1. Gauge fields. Greater care must be taken with a gauge fields
as the extra degrees of freedom can cause problems. The general issue is
that the integral is over all physical paths not all possible ones. The extra
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degrees of freedom introduced by the choice of gauge, allow for choices
of path that obey the periodicity condition φ(x, 0) = φ(x, β), but either
fail to be Lorentz invariant or represent the paths of spurious particles that
could never come to equilibrium with the underlying heat bath. Thus we
must enforce that the partition function is only defined as Z = Tr e−βH
for “physical” gauges. This was first noted by Bernard [4], who observed
that it was not possible to just write down a path-integral formula for a given
Lagrangian. Rather the partition functionZ = Tr e−βH must first be defined
in a “physical gauge”; in such a way that spurious degrees of freedom are
removed. The two main approaches to achieving this are to either start with
a physical gauge and insert a projection operator before adding Faddeev-
Popov ghosts [42]. An alternative is to start with Z = Tr e−βH, calculate
the Feynman rules using techniques from many-body theory, and then to
write down an integral that generates those rules [9].
Following Landsman and Kapusta [42][35], we give a concrete example
of the first method, by considering a theory defined by the Lagrangian with
density
L = −1
4
FµνF
µν (2.27)
where
Fµν = ∂µAν − ∂νAµ, (2.28)
and Aµ is the standard electromagnetic vector potential and Fµν is invariant
under the transformation Aµ → Aµ − ∂µα, where α is some smooth func-
tion of xµ. Choosing the axial gauge by setting A3 = 0 and defining the
conjugate momenta by
πµ =
∂L
∂∂0Aµ
= F0µ, (2.29)
the Hamiltonian can be written as [35][57]
H = −1
2
(π21 + π
2
2 + E
2
3(π1, π2) +B
2). (2.30)
Introducing the notation,
det
(
∂(∇ · π)
∂π3
)
= det(∂3), (2.31)
and noting the identity
1 =
∫
Dπ3 δ(π3 + E3) =
∫
Dπ3 δ(∇ · π) det(∂3), (2.32)
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the partition function can be written as
Z =
∫
Dπ1Dπ2Dπ3
∫
periodic
DA1DA2 δ(∇ · π) det(∂3)
× exp
[∫ β
0
dτ
∫
d3x
(
iπ1
∂A1
∂τ
+ iπ2
∂A2
∂τ
− 1
2
π2 − 1
2
B2
)]
. (2.33)
Using the constraint the system provided by Gauss’s law in the form
δ(∇ · π) =
∫
DA0 exp
(
i
∫ β
0
dτ
∫
d3xA0∇ · π
)
, (2.34)
the integration over π can be carried out. After some simplification the
partition function can finally be written in the form
Z =
∫
periodic
DAµ δ(A3) det(∂3) exp
(∫ β
0
dτ
∫
d3xL
)
. (2.35)
As stated in Kapusta [35], this method can be extend to any gauge specified
by the relation F = 0, where F is a function of Aµ and its derivatives. For
such a gauge the partition function can be written as
Z =
∫
periodic
DAµ δ(F ) det
(
∂F
∂α
)
exp
(∫ β
0
dτ
∫
d3xL
)
. (2.36)
2.4. Green functions, propagators, and the generating functional
In this section Green functions and propagators for a finite temperature
theory are defined, and a brief motivation connecting them to classical the-
ory is given. The generating functional of the Green functions is then intro-
duced, and identified as the partition function (2.36) defined in the previous
section. More detailed explanations can be found in [70][29][52] etc.
2.4.1. Green functions. Green functions in QFT and by extension, fi-
nite temperature quantum field theory(FTQFT) were introduced by Schwinger
[59][58], as an extension of concept from many-body problems. There is a
large body of work covering the construction and use of Green functions,
such as the canonical Bjorken and Drell [5] or Itzykson and Zuber [29]. The
following brief discussion is particularly indebted to the treatment in Rivers
[52] and Roberts’ unpublished notes [53].
The original physical motivation for Green functions appealed to Huy-
gen’s principle; given a wave ψ(x, t) at time t, the wave at some future time
t′ could be described by
ψ(x′, t′) =
∫
S(x′, t′)ψ(x, t)dx, (2.37)
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with the function S(x′, t′) being a “constant” of proportionality relating the
amplitude of the wave at t to the amplitude at t′. The generalisation of this
function S is termed the Green function (or Green’s function).
The Green functions can then be thought of as the ‘inverse’, in some
sense, of the differential operator describing the evolution of the wave. For
example, consider a wave ψ(x) obeying the Dirac equation,
[i∂/x − eA/(x)−m]ψ(x) = 0. (2.38)
The Green function S(x′, x) for the operator in the square brackets then
satisfies
[i∂/x − eA/(x)−m]S(x, x′) = δ4(x′ − x). (2.39)
In this sense the Green function can be considered to be an inverse used to
construct a wave function ψ(x′) that satisfies the (2.38) at some other point
x = x′. In cases where the Green function only gives a relation between
two points in space, it is often given a special name and called a propagator,
as it can be thought of as describing the propagation of the wave between
the two points. However it is possible to construct more complicated higher
order Green functions describing the interaction between multiple points in
space.
Following Schwinger [59][58] and using the definition of the ensemble
average given in (2.7) the Green function given in (2.39) can be extended to
fields of multiple particles defined by a Lagrangian,
L = −1
4
F 2µν −
1
2ξ
(∂ · A)2 + ψ¯(iD/−m)ψ, (2.40)
where Dµ = ∂µ + ieAµ is the gauge covariant derivative. Noting that the
second variation with respect to some field is then given by
δ′ 〈δL〉 = i
∫
dx′[〈δL(x)δ′L(x′)〉 − 〈δL(x)〉 〈δ′L(x′)〉], (2.41)
a Green function that satisfies
[γµ (i∂
µ − e 〈Aµ(x)〉)−m]G(x, x′) = δ4(x′ − x) (2.42)
is given by setting the Green function to be this variation for the given field.
That is δ′ 〈ψ(x)〉 = ∫ dx′G(x, x′)δ′ or
G(x, x′) = i 〈ψ(x)ψ(x′)〉 (2.43)
This definition is easily extend to the interaction of multiple particles
by simple adding more fields inside the ensemble operator; for example,
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the interaction ofm scalar fields can be denoted by
Gm(x1, x2, . . . , xm) =
〈
T (φˆ(x1) . . . φˆ(xm))
〉
(2.44)
=
∑
n 〈n|T (φˆ(x1) . . . φˆ(xm))|n〉 e−βEn∑
n e
−βEn
(2.45)
=
Tr ρˆT (φˆ(x1) . . . φˆ(xm))
Tr ρˆ
. (2.46)
For all subsequent calculations we take (2.44) to be the definition of a Green
function, rather than the various definitions used in the preceding motiva-
tion. A Green function thus defined can be represented diagrammatically
as a circle with m-legs as shown in figure 1. It is important to note that
x2
x1
xm
FIGURE 1. The m-point Green function
the Green functions are not physical quantities that can be measured, rather
they provide a convenient description of the system from which measurable
quantities can be derived. Historically their main use was to calculate the
S-Matrix for the system. More recently, Green functions have been used to
calculate other quantities such as critical temperatures and energy densities.
In addition they have taken a prominent role in modern attempts at con-
structing a formal quantum field theory (see Glimm and Jaffe[26], or Rivers
[52] for details). Given the utility of Green functions, the question of how
to most simply calculate the various Green functions arises. The solution is
to introduce a generating functional for the Green functions.
2.4.2. The generating functional. A sequence of numbers
a0, a1, a2, . . . ,
can be represented in a variety of ways. For some simple sequence, each
term am in the sequence might be generated in closed form as the value of
some non-unique function atm,
am = f(m), for somem ∈ N. (2.47)
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Another way of defining a sequence is through a recurrence relation, where
each term is described as some combination of previous terms. The canon-
ical example is the Fibonacci sequence, which satisfies the recurrence rela-
tion
Fm+1 = Fm + Fm−1, where m ≥ 1 and F0 = 0, F1 = 1. (2.48)
However recurrence relations are a somewhat unsatisfying description of a
sequence. For example the asymptotic behaviour of the series is not clear
nor are the statistical properties. It is not even clear how one would go about
calculating simple properties like the mean. Historically, this lead to the
search for closed form solutions similar to (2.47). While many sequences
had no closed solution an alternative, that solved many of the problems as-
sociated with recurrence relations, was discovered in the form of generating
functions.
A generating function z(x) for a sequence a0, a1, a2, . . . is defined as
the function given by the power series whose mth coefficient is the mth
term in the sequence am, provided the series converges. That is
z(x) =
∞∑
m=0
amx
m. (2.49)
If z(x) is known, the mth term in the sequence am is immediately given by
taking themth derivative of z at x = 0. For example the generating function
of the Fibonacci sequence (2.48) is given by
z(x) =
x
1− x− x2 (2.50)
This process can be extended to generating functions of multiple variables
e.g z(x, y) =
∑∞
m,n=0 am,nx
myn.
Extending the idea to an infinite number of variables, the generating
functional Z[j] is defined by[52]
Z[j] =
∞∑
m=0
∫
dx1 . . . dxm j(x1) . . . j(xm)Gm(x1x2 . . . xm). (2.51)
Here j(x) is some arbitrary complex valued function that plays a role anal-
ogous to x in (2.49, with Z[j] giving a complex number for each j(x). If we
choose the Gm(x1x2 . . . xm) to be the Green functions for our theory as de-
fined above in (2.44), the expression can be further simplified by evaluating
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the sum in (2.51) with Z then taking the compact form,
Z[j] = Z[0]
〈
T exp
(∫ β
0
dτ
∫
d3x j(x)φˆ(x)
)〉
(2.52)
=
∫
periodic
Dφ exp
(∫ β
0
dτ
∫
d3x
(
L+ j(x)φˆ(x)
))
,
where L is the Lagrangian of the theory as described in section 2.3 and
Z[0] = Tr e−βHˆ. Here the functional derivative has been defined as δj(x)
δj(y)
=
δc(tx−ty)δ(~x−~y)where the contour Dirac delta function δc along a contour
C has been defined as
δc(tx − ty) =
(
∂t
∂τ
)−1
δ(τx − τy) (2.53)
and the time ordering along a general contour can then be defined as
T (φˆ(x)φˆ(y)) = Θ(tx − ty)φˆ(x)φˆ(y) + Θ(ty − tx)φˆ(y)φˆ(x). (2.54)
The Green functions can then be written in the compact form
Gm(x1x2 . . . xm) =
1
Z[0]
δmZ[j]
δj(x1) . . . δj(xm)
∣∣∣∣
j=0
, (2.55)
making the connection between the path integral of Feynman and the parti-
tion function of statistical mechanics.
2.5. Feynman Rules
Following the methodologies outlined above a complete set of Feynman
rules can be obtained. This procedure is standard and can be found in any
number of books for both standard quantum field theories (e.g. [29] [49]
[63] [54]) and finite temperature quantum field theories (e.g. [18] [7][8][35]
[52]). We briefly summarise the rules for quantum electrodynamics at a
finite temperature below.
The Lagrangian for QED [29] is given by
L = −1
4
F 2µν −
1
2ξ
(∂ · A)2 + ψ¯(iγµDµ −m)ψ (2.56)
= L0 − eψ¯γµψAµ (2.57)
= L0 + LI , (2.58)
where Dµ = ∂µ + ieAµ is the gauge covariant derivative, L0 is the La-
grangian of the free field, and LI = −eψ¯A/ψ is the interaction Lagrangian.
Then from (2.36) and (2.52) the partition function is
Z =
∫
DAµDψDψ¯ exp
(∫
dτ
∫
d3xL
)
. (2.59)
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Quantum Electrodynamics: L = −1
4
F 2µν − 12ξ (∂ · A)2 + ψ¯(iD/−m)ψ
Electron propagator: S0(p) = 1p/−m .
Photon propagator: Dµν0 (k) =
1
k2
[gµν − (1− ξ)kµkν
k2
].
Vertex −γµ
TABLE 1. Feynman rules for QED.
The partition function Z can then be formally expanded in a power series in
terms of e or LI and the resulting terms represented diagrammatically with
the relevant propagators and line types summarised in table 1. The rules for
evaluating these finite temperature Feynman diagrams are then[35]:
1. Draw all connected diagrams.
2. Determine the combinatoric factor of each diagram.
3. Include a factor of T
∑
n
∫
d3p
(2π)3
Dµν0 (p), where p0 = iωn = 2nπT i for
each photon line.
4. Include a factor of T
∑
n
∫
d3k
(2π)3
S0(k) where k0 = iωm(2m+ 1)πT i for
each fermion line.
5. Include a factor of −eγµ at each vertex.
6. Include a factor of (2π)3δ(pin − pout)βδωin,ωout for each vertex.
7. There is a factor of −1 and a trace over Dirac indices for each closed
fermion loop.
The evaluation of the first order diagrams is carried out in chapter 3.
2.6. Non-perturbative Methods
2.6.1. The need for non-perturbative methods. While the main ap-
proach in determining the behaviour of the system is to expand out the gen-
erating functional as a perturbation series, this has a number of problems.
For example for large values of the expansion constant in QED the expan-
sion is not well defined perturbatively. Nor is it at all clear how to deal with
bound states or any non-adiabatic processes. More recently much of the in-
terest in non-perturbative methods has been due to their ability to deal with
dynamic symmetry breaking. While spontaneous symmetry breaking can
be described perturbatively by modifying the Lagrangian, as was the case
for the initial description of the Higgs Boson, dynamical symmetry breaking
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cannot be described perturbatively. Finally, perturbative approaches cannot
by their nature give a complete theoretical description of the system, nor
can they be used to formally verify the properties of tools such as renor-
malization. To overcome these shortcomings a variety of non-perturbative
methods have been developed. Probably the most common method is to
construct Dyson-Schwinger equations. This method is outlined in the fol-
lowing section.
2.6.2. The Dyson-Schwinger Equations. Dyson-Schwinger equations
can be considered as generalised equations of motion for the theory. In this
respect they are analogous to the Euler-Lagrange equations of classical field
theory. They form an infinite set of differential recurrence relations that
contain information about all possible interactions.
Starting with a generating functional of the form given by (2.52) and
following Rivers’ interpretation [52] of Symanzik’s construction[65], Z[j]
is first rewritten in terms of the function
Eˆ(τ, τ ′) = T
[
exp
(
−
∫ τ ′
τ
dy0
∫
d3~y j(y0, ~y)φˆ(y0, ~y)
)]
, (2.60)
as
Z[j] =
〈
Eˆ(β, τ0)Eˆ(x0, 0)
〉
(2.61)
for any x0. Differentiating p times then gives
(− δ
δj(x)
)pZ[j] =
〈
Eˆ(β, x0)φˆ(x)
pEˆ(x0, 0)
〉
. (2.62)
Introducing the action functional S[φ] =
∫ β
0
dτ
∫
d3~xL(φ˙, φ), and the clas-
sical constraint that the variation of the action must be an extremum, gives
the identity
0 =
〈
Eˆ(β, x0)
δS
δφ(x)
Eˆ(x0, 0)
〉
. (2.63)
For simplicity choosing a scalar quadratic Lagrangian L = 1
2
∂µφ∂
µφ −
1
2
m2φ2 − U(φ) and inserting it into the identity, yields
0 =
〈
Eˆ(β, x0)
[
(+m2)φˆ(x) + U ′(φ(x))
]
Eˆ(x0, 0)
〉
(2.64)
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or
0 = [(+m2)(− δ
δj(x)
) + U ′(− δ
δj(x)
)]Z[j]
+
〈
Eˆ(β, x0)∂
2
0 φˆ(x)Eˆ(x0, 0)
〉
−
〈
Eˆ(β, x0)φˆ(x)Eˆ(x0, 0)
〉
. (2.65)
Noting that the last two terms give a contribution of −j(x)Z[j] yields the
identity
0 = [(+m2)(− δ
δj(x)
) + U ′(− δ
δj(x)
)− j(x)]Z[j]. (2.66)
By repeatedly differentiating this identity an infinite set of recurrence re-
lations are generated. These relations are known as the Dyson-Schwinger
equations. The calculation is carried out in detail in chapter 3 for QED.
2.7. The real time formalism
An alternative formulation of FTQFT can be given in terms of a real
time parameter. This removes the obvious disadvantage of having to deal
with the frequency sums resulting from the ωn = 2πnT frequency contribu-
tion from each boson ((2n+ 1)πT for fermions), leading to Feynman rules
that are continuous in energy and momenta [16], [18]. As a consequence,
the preservation of Lorentz invariance is greatly simplified in the real-time
formalism. However this formalism has the unfortunate effect of doubling
the number of independent fields, with the propagators becoming 2×2 ma-
trices. Out of personal choice we work in the imaginary time formalism
throughout.
CHAPTER 3
One loop calculations
Having constructed the generating functional of a finite temperature
field theory and calculated the free field, we continue down the well worn
path of calculating the higher order corrections to the theory by perturbing
the system and expanding. While the technique is well known [35][43][18],
full calculations at one loop for QED are surprisingly hard to find. While
the initial calculations by Kislinger andMorley[37][38] along with the work
by Fradkin[23][21][22] laid the ground work for the perturbative evaluation
of finite temperature field theories, subsequent attempts to evaluate the one-
loop diagrams all introduce temperature cut-off’s early in the calculation.
For example Klimov[39] and Weldon[69] both calculate the self-energy for
a thermal theory by first imposing a high temperature limit. This allows the
removal of many of the interacting terms and greatly simplifies the calcula-
tion. A detailed treatment of the one-loop calculations in the high tempera-
ture limit can be found in Le Bellac[43].
Included here are a full derivation of the electron and photon self-energy,
as well as the three point vertex in the one-loop approximation without any
initial assumptions being made as to the temperature regime. As doubly
infinite sums repeatedly arise during the evaluation of these one-loop dia-
grams, (due to the poles at discrete frequencies) a general discussion on the
evaluation of these ‘frequency sums’ is included as an appendix at the end
of this chapter.
p p
FIGURE 1. The one-loop electron self-energy Σ2(p)
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3.1. The electron self-energy Σ2 for T 6= 0
The self-energy shown in figure 1 gives the expression
Σ2(p) = e
2T
∑
nq
∫
dq
(2π)n−1
T
∑
nk
∫
dk
(2π)n−1
γµG0(q)γνDµν0 (k)
× (2π)n−1δ(p− q− k)δnp,nq+nk
= e2T
∑
nk
∫
dk
(2π)n−1
γµ
1
(p/− k/)−mγ
ν
(
gµν − (1− ξ)k
µkν
k2
)
1
k2
,
(3.1)
where p0 = i(2np + 1)πT + µ = iωp + µ, and k0 = i2nkπT = iωk. Using
standard gamma matrix techniques (see for example [29]), the expression
for the self energy given in (3.1) can be rewritten as
Σ2(p) = e
2T
∑
nq
∫
dk
(2π)n−1
[
(2− n)(p/− k/) + nm
((p− k)2 −m2)k2
− (1− ξ)(p/−m)(p/− k/+m)k/
((p− k)2 −m2)k4
]
, (3.2)
where an antisymmetric k//k4 term has been discarded.
There are a number of standard methods for evaluating the frequency
sums encountered in evaluating loop diagrams. Direct evaluation of the
frequency sums, while common in the earlier literature, has largely been
replaced with the contour integration methods popularised by Fradkin [24]
and Kisslinger and Morley [37]. A modern treatment of these techniques
can be found in the two volumes by Chaichian and Demichev [7][8]. While
cumbersome, direct evaluation of the sums is quite straight forward in prin-
ciple. The idea is to rearrange the terms in the frequency sum, via a partial
fraction decomposition into the form (n2 + y2)−1, then use the well known
identity [40] − 1
2y
+ 1
2
πy coth(πy) = y
∑∞
n=1
1
n2+y2
to evaluate the sums.
Applying this method to (3.2) in the Feynman gauge (ξ = 1), where for
simplicity the chemical potential µ has been set to zero, gives
Σ2(p) = −1
2
e2
∫
dk
(2π)n−1
(
(2− n)(p/ − γ0ω + ~p · ~k) + nm
2ω((p0 − ω)2 −E2p−k)
coth(
ω
2T
)
+
(2− n)(p/− γ0(p0 − Ep−k) + ~p · ~k) + nm
2Ep−k((p0 −Ep−k)2 − ω2) tanh(
Ep−k
2T
)
)
+ (ω,Ep−k)→ (−ω,−Ep−k), (3.3)
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where explicit use has been made of the fermion frequency p0 = 2π(a +
1
2
)T i and the identity coth(z + iπ
2
) = tanh(z) and the notation in the last
line means that the previous expression has been repeated except with ω
and Ep−k replaced with their negatives. Expanding in partial fractions and
making use of the identities
1
2
coth (
ω
2T
) =
1
2
+Nk
1
2
tanh(
Ep ± µ
2T
) =
1
2
− n±p ,
where Nk and n±p are respectively the Bose-Einstein and Fermi-Dirac dis-
tributions, (3.3) can be rewritten as
Σ2(p) = −e2
∫
dk
(2π)n−1
1
2ω2Ep−k
(
(2− n)(p/ − γ0ω + ~γ · ~k) + nm
)
×
(
1 +NB(k)−NF (p)
p0 − ω −Ep−k −
NB(k) +NF (p)
p0 − ω + Ep−k
)
− ((ω,Ep−k)→ (−ω,−Ep−k)) . (3.4)
The temperature independent part of (3.4) is given by
Σvac2 = −e2
∫
dk
(2π)n−1
1
2ω2Ep−k
×
(
(2− n)(p/ − γ0ω + ~γ · ~k) + nm
p0 − ω − Ep−k
− (2− n)(p/+ γ
0ω + ~γ · k) + nm
p0 + ω + Ep−k
)
, (3.5)
which is the standard vacuum expression for the self energy after the k0
integral has been evaluated along a Feynman contour. After subtracting the
temperature independent part (3.5) from (3.4) we are left with an expression
for the temperature dependent correction to the self energy (3.2) of the form
Σmat2 (p) = −e2
p/
p2
A(p0,p)− e2mB(p0,p) (3.6)
where
A(p0,p) =
n
(2π)n−1
∫
dk
2ω2Ep−k
×
((
(2− n)(p2 − p0ω + ~p · ~k)
)(NB(k)−NF (p)
p0 − ω −Ep−k −
NB(k) +NF (p)
p0 − ω + Ep−k
)
+
(
(2− n)(p2 + p0ω + ~p · ~k)
)(NB(k) +NF (p)
p0 + ω −Ep−k −
NB(k)−NF (p)
p0 + ω + Ep−k
))
,
(3.7)
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and
B(p0,p) =
n
(2π)n−1
∫
dk
2ω2Ep−k
×
(
NB(k)−NF (p)
p0 − ω − Ep−k −
NB(k) +NF (p)
p0 − ω + Ep−k
+
NB(k) +NF (p)
p0 + ω −Ep−k −
NB(k)−NF (p)
p0 + ω + Ep−k
)
. (3.8)
The expressions forA andB can be further simplified by changing to spher-
ical coordinates and noting that the integrals depend only on ω and Ep−k.
Changing to these variables and taking the limit n→ 4 gives the following
expressions for A and B:
A(p0,p) =
−1
(2π)2|p|
[∫ ∞
0
dωNk
(
E2p−k
2
− p
2 +m2
4
RB(ω)
)
+
∫ √|p|2+m2
m
dEp−k n
±
p−k
(
2
√
E2p−k −m2
− p
2 +m2
4(E2p−k − p20)
(
Ep−kR
+
F + p0S
+
))
+
∫ ∞
√
|p|2+m2
n±p−k
(
2
√
E2p−k −m2
− p
2 +m2
4(E2p−k − p20)
(
Ep−kR
−
F + p0S
−
))]
, (3.9)
and
B(p0,p) =
1
(2π)2|p|
[∫ ∞
0
dωNkRB(ω,
√
(|p|+ ω)2 +m2)
+
∫ ∞
m
dEp−k n
±
p−kRF (Ep−k, |p|+
√
E2p−k −m2)
]
, (3.10)
where
RB = ln
(
((ω +
√|p|2 + ω2)2 − p20)((ω −√|p|2 + ω2)2 − p20)
((ω +
√|p|2 − ω2)2 − p20)((ω −√|p|2 − ω2)2 − p20)
)
,
(3.11)
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k k
FIGURE 2. The photon self energy, Πµν
R±F = ln

((Ep−k + |p|+
√
E2p−k −m2)2 − p20)
((|p|+
√
E2p−k −m2 − Ep−k)2 − p20)
×
((±|p| ∓
√
E2p−k −m2 − Ep−k)2 − p20)
((±|p| ∓
√
E2p−k −m2 + Ep−k)2 − p20)

 (3.12)
and
S± = ln

(E2p−k − (p0 − |p| −
√
E2p−k −m2)2)
(E2p−k − (p0 + |p|+
√
E2p−k −m2)2)
×
(E2p−k − (p0 ± |p| ∓
√
E2p−k −m2)2)
(E2p−k − (p0 ∓ |p| ±
√
E2p−k −m2)2)

 . (3.13)
This expression is in agreement with the expression for the temperature
dependent correction to Σ first found by Klimov [39].
3.2. The photon self-energy
The photon self energy shown in figure 2 is equivalent to the expression
Πµν2 (k) = e
2T
∑
np
∫
d3p
(2π)3
T
∑
nq
∫
d3q
(2π)3
Tr
(
γmu
1
p/−mγ
ν 1
q/−m
)
× (2π)3δ(~p− ~q − ~k)βδnp,nq+nk . (3.14)
An alternative to evaluating this expression directly, by first evaluating the
delta functions and then evaluating the frequency sums, is to analytically
extend the Kronecker delta functions and then transform the frequency sums
into a contour integration. This method, which was pioneered by Norton
and Cornwall [47], and later extended to fermions by Kapusta in his 1979
paper [36], has the advantage of greatly simplifying the evaluation of the
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sums. However, care must be taken to ensure that the correct continuation
of the delta functions has been used. Applying this method to (3.14) and
suppressing the integrals, Dirac deltas, and factors of 2π gives the following
expression,
Πµν2 (k) = e
2 1
EpEq
(
N(Ep, Eq)
(
n−p − n−q
Ep − Eq − k0 +
n+p − n+q
Ep −Eq + k0
)
+N(Ep,−Eq)
(
1− n−p − n+q
Ep + Eq − k0 +
1− n+p − n−q
Ep + Eq + k0
))
, (3.15)
where N(p0, q0) = pµqν + qµpν − gµν(pq − m2). Since the temperature
independent part of the self energy is well known [29], we subtract it leaving
the following temperature dependent contribution to the photon self energy:
Πµνmat(k) = e
2
∫
d3p
(2π)3
∫
d3q
(2π)3
1
EpEq
×
(
N(Ep, Eq)
(
n−p − n−q
Ep −Eq − k0 +
n+p − n+q
Ep − Eq + k0
)
(2π)3δ(~p− ~q − ~k)
−N(Ep,−Eq)
(
n−p + n
+
q
Ep + Eq − k0 +
n+p + n
−
q
Ep + Eq + k0
)
(2π)3δ(~q − ~p− ~k)
)
.
(3.16)
Evaluating the integrals gives the following expression for the self energy.
Π00mat(k) = −
e2
π2
Re
∫ ∞
0
dpp2
Ep
(n+p +n
−
p )
[
1 +
4Epk
0 − 4E2p − k2
4pω
ln(
R+
R−
)
]
Πµmatµ(k) = −2
e2
π2
Re
∫ ∞
0
dpp2
Ep
(n+p + n
−
p )
[
1− 2m
2 + k2
4pω
ln(
R+
R−
)
]
,
(3.17)
where R± = k2 − 2k0Ep ± 2pω and Ref(k0) = 12 [f(k0) + f(−k0)]. This
agrees with the result found in Kapusta and Gale[35].
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p− k
ν
FIGURE 3. The one-loop vertex correction Γν2(p,p-k)
3.3. The vertex function Γν2 for T 6= 0
The one loop correction Γν2 to the vertex Λ
ν = γν + Γν2 in the Feynman
gauge, shown in figure 3, is given by
Γν2(p; p− k) =
e2T
∑
nl
∫
dl
(2π)3
T
∑
nq
∫
dq
(2π)3
T
∑
nr
∫
dr
(2π)3
γα
1
q/−mγ
ν 1
r/−mγ
β g
αβ
l2
× (2π)3δ(p− q− l)βδnp,nq+nl(2π)3δ(q− r− k)
βδnq,nr+nk(2π)
3δ(r− p+ k+ l)βδnr+nl,np−nk
= −2e2T
∑
nl
∫
dl
(2π)3
T
∑
nq
∫
dq
(2π)3
T
∑
nr
∫
dr
(2π)3
Nν(q, r)
l2(q2 −m2)(r2 −m2)
× (2π)3δ(p− q− l)βδnp,nq+nl(2π)3δ(q− r− k)
βδnq,nr+nk(2π)
3δ(r− p+ k+ l)βδnr+nl,np−nk , (3.18)
where Nν(q0,q; r0, r) = r/γνq/ − 2m(q + r)ν + m2γν . We again follow
Kapusta [36], and convert the frequency sums to contour integrals by first
analytically continuing the Kronecker deltas via
βδnp,nq+nlβδnq,nr+nk =∫ β
0
du1
∫ u1
0
du2 e
u1(p0−l0−q0)eu2(q
0−k0−r0)eβ(r
0−µ+q0−ν+k0+l0)
−
∫ β
0
du2
∫ u2
0
du1 e
u1(p0−l0−q0)eu2(q
0−k0−r0)eβ(r
0−µ+k0+l0). (3.19)
Note the extra terms that have been added to ensure that the integrals con-
verge before the ui integrals have been evaluated. This prescription ensures
that the correct continuation is used (see Norton and Cornwall [47], Appen-
dix 2 for details). Substituting this expression into (3.18) and suppressing
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the integrals, Dirac delta’s, and factors of 2π gives
Γν2 = −2e2T
∑
nl
1
l2
T
∑
nq
1
q2 −m2T
∑
nr
1
r2 −m2 I
ν(q0, r0, l0), (3.20)
where
Iν(q0, r0, l0) = Nν(q0,q; r0, r)
×
[
1 + eβ(r
0−µ+l0)
p0 − k0 − r0 − l0
(
1
p0 − q0 − l0 − e
β(q0−µ) 1
q0 − r0 − k0
)
+
eβ(r
0−µ) − eβ(r0−µ+l0) + eβ(q0−µ+l0) + eβ(q0−µ+r0−µ+l0)
(p0 − q0 − l0)(q0 − r0 − k0)
]
. (3.21)
Note that since Iν(q0, r0, l0) has no singularities, the sums can be converted
to integrals along the standard contours (see Kapusta and Gale [35], pages
41 and 50) and evaluated independently of each other. After some tedious
algebra, the following expression for the vertex is obtained,
Γν2(p, p− k) =
e2
4
∫
dl
(2π)3
dq
(2π)3
dr
(2π)3
1
ωEqEr
×
[(
1− n−q +Nνl
p0 − Eq − ω +
n−q +N
ν
l
p0 − Eq + ω
)
×
(
Nν(Eq,q;Er, r)
Eq − Er − k0 −
Nν(Eq,q;−Er, r)
Eq + Er − k0
)
−
(
1− n−r +Nνl
p0 − k0 −Er − ω +
n−r +N
ν
l
p0 − k0 −Er + ω
)
×
(
Nν(Eq,q;Er, r)
Eq −Er − k0 +
Nν(−Eq,q;Er, r)
Eq + Er + k0
)
+
(
1− n+r +Nνl
p0 − k0 + Er + ω +
n+r +N
ν
l
p0 − k0 + Er − ω
)
×
(
Nν(Eq,q;−Er, r)
Eq + Er − k0 +
Nν(−Eq,q;−Er, r)
Eq − Er − k0
)
−
(
1− n+q +Nνl
p0 + Eq + ω
+
n+q +N
ν
l
p0 + Eq − ω
)
×
(
Nν(−Eq,q;−Er, r)
Eq − Er + k0 −
Nν(−Eq,q;Er, r)
Eq + Er + k0
)]
× (2π)3δ(p− q− l)(2π)3δ(q− r− k). (3.22)
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As before, the temperature independent part is subtracted and upon simpli-
fying the resulting expression, the temperature dependent correction to the
vertex is given by
Γνmat = −
e2
2
∫
dq
(2π)3
1
Eq
×
[
n−q
(
(Eq − k0)(Nν(Eq, Eq−k)−Nν(Eq,−Eq−k))
Eq−k
(
(Eq − k0)2 − E2q−k
)
((Eq − p0)2 − (p− q)2)
− Eq−k(N
ν(Eq, Eq−k) +N
ν(Eq,−Eq−k))
Eq−k
(
(Eq − k0)2 −E2q−k
)
((Eq − p0)2 − (p− q)2)
+
(Eq + k
0)(Nν(Eq+k, Eq)−Nν(−Eq+k, Eq))
Eq+k
(
(Eq − k0)2 − E2q+k
)
((Eq + k0 − p0)2 − (p− q)2)
+
Eq+k(N
ν(Eq+k, Eq) +N
ν(−Eq+k, Eq))
Eq+k
(
(Eq − k0)2 −E2q+k
)
((Eq + k0 − p0)2 − (p− q)2)
)
+ n+q
(
(Eq + k
0)(Nν(−Eq,−Eq−k)−Nν(−Eq, Eq−k))
Eq−k
(
(Eq + k0)2 − E2q−k
)
((Eq + p0)2 − (p− q)2)
+
Eq−k(N
ν(−Eq,−Eq−k) +Nν(−Eq, Eq−k))
Eq−k
(
(Eq + k0)2 −E2q−k
)
((Eq + p0)2 − (p− q)2)
+
(Eq − k0)(Nν(−Eq+k,−Eq)−Nν(−Eq+k, Eq))
Eq+k
(
(Eq − k0)2 − E2q+k
)
((Eq+k − k0 + p0)2 − (p− q)2)
+
Eq+k(N
ν(−Eq+k,−Eq) +Nν(Eq+k,−Eq))
Eq+k
(
(Eq − k0)2 −E2q+k
)
((Eq+k − k0 + p0)2 − (p− q)2)
)]
+
e2
2
∫
dl
(2π)3
Nνl
ωEp−lEp−k−l
×[
Nν(Ep−l, Ep−k−l)
(Ep−l − p0)(Ep−l−k + k0 − p0) + ω2
((Ep−l − p0)2 − ω2) ((Ep−l−k + k0 − p0)2 − ω2)
+Nν(Ep−l,−Ep−l−k) (Ep−l − p0)(Ep−l−k − k
0 + p0)− ω2
((Ep−l − p0)2 − ω2) ((Ep−l−k − k0 + p0)2 − ω2)
+Nν(−Ep−l, Ep−l−k) (Ep−l + p0)(Ep−l−k + k
0 − p0)− ω2
((Ep−l + p0)2 − ω2) ((Ep−l−k + k0 − p0)2 − ω2)
+Nν(−Ep−l,−Ep−l−k) (Ep−l + p0)(Ep−l−k − k
0 + p0) + ω2
((Ep−l + p0)2 − ω2) ((Ep−l−k − k0 + p0)2 − ω2)
]
.
(3.23)
3.4. APPENDIX: FREQUENCY SUMS 25
3.4. Appendix: Frequency sums
When evaluating Green’s functions in the Matsubara formalism, doubly
infinite sums over the frequency are often encountered. These ‘frequency
sums’ are common enough that a set of standard techniques for their eval-
uation has evolved. While originally evaluated directly, there are now a
number of standard methods for evaluating sums of this type. The most
widely used method involves changing the sum to a contour integral and
was originally developed by Fradkin [24]. This method can become com-
plicated for sums over multiple loops due to the coupling of multiple terms,
however it is sufficient for the single loop calculations we are interested in.
The details of these two techniques are explored below.
Direct calculation.
Lemma 3.24. Suppose ω ∈ R and ωpi ∈ R for i = 1 . . . n, pi ∈ R is
constant, s ≤ 2m and that the function
fn =
ns
n2 − ω2
m∏
i=1
1
(pi − n)2 + ω2pi
has only simple roots. Then the sum S(ω, ωp1, . . . , ωpm) =
∑∞
n=−∞ fn con-
verges absolutely on
U = {(ω, ωp1, . . . , ωpm) ∈ Rm+1|ω 6= 0, ωpi 6= 0 for i = 1, . . . , m}
to
S(ω, ωp1, . . . , ωpm) =
π
2
[(A0 +B0) coth(πω)
+
m∑
k=1
(Ak coth(π(ωpk + ipk))− Bk coth(π(wpk − ipk)))]
where
A0 =
ωs−1∏m
j=1(pj − iω)2 + ω2pj
B0 =
ωs−1∏m
j=1(pj + iω)
2 + ω2pj
Ak =
(pk − iωpk)s
ωpk((pk − iωpk)2 + ω2)
∏m
j=1
j 6=k
(pj − pk + iωpk)2 + ω2pj
Bk =
(pk + iωpk)
s
ωpk((pk + iωpk)
2 + ω2)
∏m
j=1
j 6=k
(pj − pk − iωpk)2 + ω2pj
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Proof. From the definition of the doubly infinite series, it is sufficient to
consider a truncated sum of the form
∑∞
n=q fn where q = 2max pi. Since
fn(ω) is bounded for all fixed ω ∈ U , this truncation does not effect the
convergence. Since |n2 + ω2| > n2 and (pi − n)2 − ωpi > |p − n|2 >
(|n| − |p|)2 > |n|2
4
, we see that
∞∑
n=q
fn <
∞∑
n=q
ns
n2
4m
n2m
=
∞∑
n=q
4mns−2(m+1)
<
∞∑
n=q
4mn−2.
Hence by the Weierstrass M-test S converges absolutely. Expanding using
partial fractions the sum can be rewritten as
S =
∞∑
n=−∞
[
A0
n + iω
+
B0
n− iω +
m∑
k=1
(
Ak
n− pk + iωpk
+
Bk
n− pk − iωpk
)]
,
where the constants can be determined by the method of undetermined coef-
ficients. Rearranging the terms and using the definition of a doubly infinite
series,
S =
A0
iω
− B0
iω
+
m∑
k=1
(
Ak
−pk + iωpk
− Bk
pk + iωpk
)
∞∑
n=1
[
A0
[
1
n + iω
− 1
n− iω
]
+B0
[
1
n− iω −
1
n+ iω
]
+
m∑
k=1
(
Ak
[
1
n− pk + iωpk
− 1
n+ pk − iωpk
]
+ Bk
[
1
n− pk − iωpk
− 1
n+ pk + iωpk
])]
.
After some further manipulation and making use of the well known sum
[40], − 1
2y
+ 1
2
π coth(πy) = y
∑∞
n=1
1
n2+y2
gives the required form. 
Contour method. The contour method makes use of Poisson’s sum-
mation formula to change the frequency sum into a contour integral. This
method of evaluating frequency sums seems to be originally due to Fradkin
[24], who used it in the examination of the properties of finite temperature
Green’s functions. However its use in the evaluation of finite temperature
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Feynman diagrams is due to Kislinger and Morley[38]. It is worth noting
that when evaluating the Green functions in the Matsubara formalism there
is no need to use a convergence factor as there is when considering non-
relativistic many particle Green functions [44].
a) The simplest frequency sum is
S1(k0 = iωn,k) = T
∑
n
∆˜(iωn,k)
b) The second sum we will encounter is of the form
S2(p0 = iωm,p) = T
∑
n
∆˜(p0 − k0,k− p)
c) The third sum is
S3(p0 = iωm,p) = T
∑
n
∆˜(iωn,k)∆˜(p0 − k0,k− p)
= T
∑
n
1
k20 − ω2
1
(p0 − k0)2 −E2 .
Converting the sum to a contour integral gives
S3 =
1
2πi
∫ i∞
−i∞
1
2
1
k20 − ω2
[
1
(p0 − k0)2 − E2 +
1
(p0 + k0)2 − E2
]
dk0
+
1
2πi
∫ i∞+ǫ
−i∞+ǫ
1
k20 − ω2
[
1
(p0 − k0)2 −E2 +
1
(p0 + k0)2 − E2
]
1
eβk0 − 1dk0.
Closing the contour in the right hand side (see Figure 4) and after
some algebra we get,
S3 =
1
4ωE
[(
1
p0 − ω + E +
1
p0 + ω + E
)
(−N(ω) + n+(E))
+
(
1
p0 − ω −E +
1
p0 + ω − E
)
N(ω)
+
(
1
p0 + ω −E +
1
p0 − ω − E
)
× (Θ(µ− E)(n−(E)− 1) + Θ(E − µ)n−(E))
]
.
d) The fourth variation is
S4 = T
∑
n
k0∆˜(k)∆˜(p− k)
= T
∑
n
k0
1
k0 − ω2
1
(p0 − k0)2 − E2 .
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Proceeding as before we find
S4 =
1
4E
([
1
p0 − ω − E +
1
p0 − ω − E
]
(N(ω) + n+(E))
+
[
1
p0 − ω − E +
1
p0 + ω − E
]
× (−N(ω) + Θ(µ− E)(n−(E)− 1) + Θ(E − µ)n−(E))) .
e) The fifth is
S5 = T
∑
n
1
(p′0 − k0)2 − E ′2
1
(p0 − k0)2 − E2 .
by transforming to a contour integration gives a vacuum part and
matter part
S5 = S
mat
5 + S
vac
5 ,
where
Svac5 =
1
2πi
∫ i∞
−i∞
dk0
1
2
[
1
(p′0 − k0)2 −E ′2
1
(p0 − k0)2 −E2
+
1
(p′0 + k0)
2 − E ′2
1
(p0 + k0)2 − E2
]
,
Smat5 =
1
2πi
∫ i∞+ǫ
−i∞+ǫ
[
1
(p′0 − k0)2 − E ′2
1
(p0 − k0)2 − E2
+
1
(p′0 + k0)
2 −E ′2
1
(p0 + k0)2 − E2
]
1
eβk0 − 1 .
Closing the contour for the matter part gives
Smat5 =
1
2E ′
[
n+(E ′)
(p0 − p′0 − E ′)2 −E2
+
Θ(µ− E ′)(n−(E ′)− 1)−Θ(E ′ − µ)n−(E ′)
(p0 − p′0 + E ′)2 − E2
]
+
1
2E
[
n+(E)
(p′0 − p0 −E)2 −E ′2
+
Θ(µ−E)(n−(E)− 1)−Θ(E − µ)n−(E)
(p′0 − p0 + E)2 −E ′2
]
.
f) The sixth is
S(p0 = iωm,p) = T
∑
n
∆˜(iωn,k)∆˜(p
′
0 − k0,k− p′)∆˜(p0 − k0,p− k)
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Changing the sum to a contour integral and evaluating the matter
contribution gives
S =
1
2πi
∫ i∞
−i∞
1
2k2
[
1
[(p′0 − k0)2 −E ′2]
1
[(p0 − k0)2 − E2]
+
1
[(p′0 + k0)
2 − E ′2]
1
[(p0 + k0)2 − E2]
]
+
1
2πi
∫ i∞+ǫ
−i∞+ǫ
1
k2
[
1
[(p′0 − k0)2 −E ′2]
1
[(p0 − k0)2 −E2]
+
1
[(p′0 + k0)
2 − E ′2]
1
[(p0 + k0)2 − E2]
]
1
eβk0 − 1 .
The first integral is just a Wick rotation of the ordinary vacuum in-
tegral and we will not consider it further. The second integral is
of more interest. To evaluate it, close the contour in the right hand
plane, (the contour is the same as previously used contour, see Fig-
ure 4). Noting that this contour gives 7 possible poles we get.
I2 =
1
2πi
∫ i∞+ǫ
−i∞+ǫ
1
k2
[
1
[(p′0 − k0)2 − E ′2]
1
[(p0 − k0)2 − E2]
+[
1
[(p′0 + k0)
2 − E ′2]
1
[(p0 + k0)2 − E2]
]
1
eβk0 − 1
=
1
2ω
[
1
[(p′0 − ω)2 − E ′2]
1
[(p0 − ω)2 − E2]
+
1
[(p′0 + ω)
2 − E ′2]
1
[(p0 + ω)2 −E2]
]
1
eβω − 1
− 1
2E ′
1
[(p′0 + E
′)2 − ω2][(p0 − p′0 −E ′)2 − E2]
1
eβ(E
′+p′
0
) − 1
+
1
2E ′
Θ(µ−E ′)
[(p′0 −E ′)2 − ω2][(p0 − p′0 + E ′)2 − E2]
1
eβ(p
′
0
−E′) − 1
− 1
2E
1
[(p0 + E)2 − ω2][(p′0 − p0 −E)2 −E ′2]
1
eβ(E+p0) − 1
+
1
2E
Θ(µ− E)
[(p′0 − E ′)2 − ω2][(p′0 − p0 + E)2 −E ′2]
1
eβ(p0−E) − 1
+
1
2E ′
Θ(E ′ −mu)
[(E ′ − p′0)2 − ω2][(p0 − p′0 + E ′)2 − E2]
1
eβ(E
′−p′
0
) − 1
+
1
2E
Θ(E − µ)
[(E − p′0)2 − ω2][(p′0 − p0 + E)2 −E ′2]
1
eβ(E−p0) − 1 .
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Alternately we can expand in partial fractions to obtain
1
k2
[
1
[(p′0 − k0)2 − E ′2]
1
[(p0 − k0)2 − E2]
+
1
[(p′0 + k0)
2 − E ′2]
1
[(p0 + k0)2 −E2]
]
=− 1
2E ′[(p0 − p′0 − E ′)2 −E2]
1
(k20 − w2)
[
1
(p′0 − k0 + E ′)
+
1
(p′0 + k0 + E
′)
]
+
1
2E ′[(p0 − p′0 + E ′)2 − E2]
1
(k20 − w2)
[
1
(p′0 − k0 − E ′)
+
1
(p′0 + k0 −E ′)
]
− 1
2E[(p′0 − p0 −E)2 − E ′2]
1
(k20 − w2)
[
1
(p0 − k0 + E) +
1
(p0 + k0 + E)
]
+
1
2E[(p′0 − p0 + E)2 −E ′2]
1
(k20 − w2)
[
1
(p0 − k0 −E) +
1
(p0 + k0 − E)
]
and the integral I2 becomes,
I2 = − 1
2E ′[(p0 − p′0 −E ′)2 − E2]
1
2πi
∫ i∞+ǫ
−i∞+ǫ
1
(k20 − w2)
[
1
(p′0 − k0 + E ′)
+
1
(p′0 + k0 + E
′)
]
1
eβk0 − 1
+
1
2E ′[(p0 − p′0 + E ′)2 − E2]
1
2πi
∫ i∞+ǫ
−i∞+ǫ
1
(k20 − w2)
[
1
(p′0 − k0 − E ′)
+
1
(p′0 + k0 − E ′)
]
1
eβk0 − 1
− 1
2E[(p′0 − p0 −E)2 − E ′2]
1
2πi
∫ i∞+ǫ
−i∞+ǫ
1
(k20 − w2)
[
1
(p0 − k0 + E)
+
1
(p0 + k0 + E)
]
1
eβk0 − 1
+
1
2E[(p′0 − p0 + E)2 − E ′2]
1
2πi
∫ i∞+ǫ
−i∞+ǫ
1
(k20 − w2)
[
1
(p0 − k0 − E)
+
1
(p0 + k0 − E)
]
1
eβk0 − 1 .
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Closing the contours on the right gives
I2 =− 1
2E ′[(p0 − p′0 − E ′)2 −E2]
1
2ω
[
1
(p′0 − ω + E ′)
+
1
(p′0 + ω + E
′)
]
1
eβω − 1
+
1
2E ′[(p0 − p′0 + E ′)2 − E2]
1
2ω
[
1
(p′0 − ω − E ′)
+
1
(p′0 + ω − E ′)
]
1
eβω − 1
− 1
2E[(p′0 − p0 − E)2 − E ′2]
1
2ω
[
1
(p0 − ω + E) +
1
(p0 + ω + E)
]
1
eβω − 1
+
1
2E[(p′0 − p0 + E)2 −E ′2]
1
2ω
[
1
(p0 − ω − E) +
1
(p0 + ω −E)
]
1
eβω − 1
− 1
2E ′[(p0 − p′0 − E ′)2 −E2]
1
2ω
[
1
p′0 − ω + E ′
− 1
p′0 + ω + E
′
]
1
eβ(p
′
0
+E′) − 1
+
1
2E ′[(p0 − p′0 + E ′)2 − E2]
1
2ω
[
Θ(µ− E ′)
p′0 − ω − E ′
− Θ(µ− E
′)
p′0 + ω − E ′
]
1
eβ(p
′
0
−E′) − 1
+
1
2E ′[(p0 − p′0 + E ′)2 − E2]
1
2ω
[
Θ(E ′ − µ)
p′0 − ω − E ′
− Θ(E
′ − µ)
p′0 + ω − E ′
]
1
eβ(E
′−p′
0
) − 1
− 1
2E[(p′0 − p0 − E)2 − E ′2]
1
2ω
[
1
p0 − ω + E −
1
p0 + ω + E
]
1
eβ(p0+E) − 1
+
1
2E[(p′0 − p0 + E)2 −E ′2]
1
2ω
[
Θ(µ− E)
p0 − ω − E −
Θ(µ− E)
p0 + ω − E
]
1
eβ(p0−E) − 1
+
1
2E[(p′0 − p0 + E)2 −E ′2]
1
2ω
[
Θ(E − µ)
p0 − ω − E −
Θ(E − µ)
p0 + ω − E
]
1
eβ(E−p0) − 1 .
Writing
n±(z) =
1
eβ(z±µ) + 1
(3.25)
for the Fermi-Dirac distribution and
N(z) =
1
eβz − 1 (3.26)
for the Bose-Einstein distribution and observing that
1
e−β(z±µ) − 1 = n
±(z)− 1 (3.27)
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ℜ{z}
ℑ{z}
µ
p0 + E
p0 − E, E < µ
−p0 + E
FIGURE 4. Contour of integration for frequency sum
we can rearrange the sum to obtain
I2 =
1
8wEE ′
[
2E
[(p0 − p′0 −E ′)2 − E2]
[
n+(E ′)−N(ω)
(p′0 − ω + E ′)
− N(ω) + n
+(E ′)
(p′0 + ω + E
′)
]
+
2E
[(p0 − p′0 + E ′)2 −E2]
[
N(ω) + Θ(µ−E ′)(n−(E ′)− 1)−Θ(E ′ − µ)n−(E ′)
(p′0 − ω − E ′)
+
N(ω)−Θ(µ−E ′)(n−(E ′)− 1) + Θ(E ′ − µ)n−(E ′)
(p′0 + ω − E ′)
]
+
2E ′
[(p′0 − p′0 − E)2 − E ′2]
[
n+(E)−N(ω)
(p0 − ω + E) −
N(ω) + n+(E)
(p0 + ω + E)
]
+
2E ′
[(p′0 − p0 + E)2 − E ′2]
[
N(ω) + Θ(µ− E)(n−(E)− 1)−Θ(E − µ)n−(E)
(p0 − ω − E)
+
N(ω)−Θ(µ−E)(n−(E)− 1) + Θ(E − µ)n−(E)
(p0 + ω − E)
]]
.
Unfortunately these integrals are unable to be evaluated exactly necessi-
tating the use of approximation schemes such as taking the high tempera-
ture limit. The interested reader is referred to Kapusta and Gale [35] for a
general overview and the paper by Haber and Weldon[28] for an excellent
treatment of the resulting integrals.
CHAPTER 4
The Dyson-Schwinger equations and Ward identities
In chapter 2 the Dyson-Schwinger equations (DS-equations) were intro-
duced, and the Symanzik construction [65] was used to explicitly construct
them for a scalar field. The following chapter aims to provide additional
motivation for the DS-equations and the related Ward identities, as well
as providing a detailed derivation of the related identities in QED at finite
temperature.
4.1. Conservation Laws
The DS-equations, which were independently discovered by Dyson [17],
and Schwinger [58][59] in 1949–50, are in effect the equations of motion
for a quantum field theory. In classical field theory, Noether’s theorem says
that for every symmetry in the Lagrangian of the system there is a quantity
that is conserved over time. This idea can be extended to quantum sys-
tems by considering how the system changes when the underlying fields
are transformed by considering those transformations that leave the sys-
tem unchanged; the symmetry transformations. Further, by a theorem of
Wigner’s, any such symmetry preserving transform must be either unitary
or anti-unitary (for details see, for example, Weinberg [68]).
As an explicit example consider a scalar field φ that is coupled to an
external source J . The generating functional Z[J ] is then
Z[J ] =
∫
Dφ eS+
∫
Jφ, (4.1)
and an infinitesimal symmetry preserving transformation is then applied to
φ. Such a transformation may be written [60] in the form
φ→ χ + ǫF [χ], (4.2)
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where ǫ is an infinitesimal and F is hermitian. Applying (4.2) to the gener-
ating functional then gives
Z[J ] =
∫
Dχ
∣∣∣∣δφδχ
∣∣∣∣ eS[χ+ǫF [χ]]+∫ Jχ+ǫ ∫ JF [χ] (4.3)
=
∫
Dχ
∣∣∣∣δφδχ
∣∣∣∣ eS[χ]+∫ Jχ
(
1 + ǫ
∫
δS
δχ
+ ǫ
∫
JF + . . .
)
(4.4)
=
∫
Dχ
(
1 + ǫ
∫
δF
δχ
)
eS[χ]+
∫
Jχ
[
1 + ǫ
∫ (
δS
δχ
F [χ] + JF
)]
.
(4.5)
The scaling term from the determinant can be absorbed into the measure
Dχ and expressed as Dχ +DǫN ∫ δF
δχ
, where the N is a normalising con-
stant. The symmetry condition requires that the action is left unchanged
and hence the epsilon terms must vanish giving the condition∫ β
0
dτ
∫
d3x
[
NF ′
(
δ
δJ(x)
)
+
(
δS
δχ(x)
(
δ
δJ(x)
)
+ J(x)
)
F
(
δ
δJ(x)
)]
Z[J ] = 0. (4.6)
In the simple case where F is independent of χ, that is F [χ] = f(x) is just
a function f(x) over the real (or complex) numbers, (4.6) simplifies to[
δS
δχ(x)
(
δ
δJ(x)
)
+ J(x)
]
Z[J ] = 0. (4.7)
In the case of a neutral scalar field with Lagrangian
L = 1
2
∂µ∂
µφ− 1
2
m2φ2 − U(φ), (4.8)
(4.7) can be explicitly calculated as[(
− ∂
2
∂τ 2
−∇2 +m2
)
δ
δJ(x)
+ U ′
(
δ
δJ(x)
)
− J(x)
]
Z[J ] = 0. (4.9)
This identity is called the Dyson-Schwinger equation forZ, and by repeated
differentiation of both sides of (4.9) by δ
δJ
the Dyson-Schwinger equations
for the Green functions are generated as they were in chapter 2. The DS-
equations are a direct consequence of the symmetry of the system and are
remarkable as they relate the n+1, n and n−1Green functions. To see this,
recall from chapter 2 that differentiating the generating functional n times
returns the nth Green function Gn(x1x2 . . . xn), and that the inverse of the
operator in the first brackets of equation (4.9) is just the scalar propagator
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D0, corresponding to an extra leg on the Green function. Equation (4.9) is
represented graphically in the diagrammatic equation 4.10.
x2
x1
x
xn
+ x2
x1
xn
= x2
x1
xn
xj+1 xj−1
(4.10)
4.2. The Dyson-Schwinger equations for QED
The Lagrangian can be expressed as being composed of two parts, a
quadratic part L0, and an interacting part, LI , giving
L = L0 + LI , (4.11)
where
L0 = ψ¯(iγµ∂µ −m+ µγ0)ψ − 1
4
F µνFµν − λ
2
(∂µA
µ)2
LI = −eψ¯Aµγµψ.
For simplicity the chemical potential µ is set to zero for the rest of this
discussion. The action at a finite temperature is then given by
S =
∫ β
0
dτ
∫
d3xL. (4.12)
Introducing a vector source Jµ(x) and anticommuting sources η(x) and
η¯(x) for the electron and positron fields, the generating function for the
system can be written as
Z =
∫
[dAµ][dψ][dψ¯] (4.13)
× exp
[(
S +
∫ β
0
dτ
∫
d3x[Jµ(x)A
µ(x) + η¯(x)ψ(x) + ψ¯(x)η(x)
)]
.
(4.14)
For the Lagrangian (4.11) three different DS-equations for Z, equivalent to
equation (4.7), can be written, one for each of the three fields, Aµ, ψ and ψ¯.
Starting with the electromagnetic vector field Aµ, the DS equation for the
generating functional (4.13) is given by[
δS
δAµ(x)
(
δ
δJ
,
δ
δη¯
,− δ
δη
)
+ Jµ(x)
]
Z[J, η, η¯] = 0. (4.15)
Note the change of sign between the η and η¯ differentials due to the fields
anti-commuting. Integrating by parts allows δS
δAµ
, to be put into its standard
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form as the inverse of the photon propagator plus an interaction term and
written as
δS
δAµ(x)
=
[
(∂2τ +∇2)gµν − (1− λ)∂µ∂ν
]
Aν − eψ¯γµψ. (4.16)
Introducing the generating functional of the connected diagramsW [J, η, η¯],
(this is just the Gibbs free energy from statistical mechanics, though it dif-
fers from the standard definition by a factor of − 1
β
), which is defined via
the relation
W [J, η, η¯] = lnZ[A, η, η¯], (4.17)
allows equation (4.15) to be rewritten in terms of the connected parts as
Jµ(x) +
[
(∂2τ +∇2)gµν) − (1− λ)∂µ∂ν
] δW
δJν(x)
− eδW
δη
γµ
δW
δη¯
− e δ
δη
(
γµ
δW
δη¯
)
= 0. (4.18)
By introducing the Legendre transformation,
Γ[A,ψ, ψ¯] +W [J, η, η¯] =
∫
dτ
∫
d3x (J · A+ ψ¯η + η¯ψ), (4.19)
one obtains the generating functional Γ[A,ψ, ψ¯] of the one particle irre-
ducible Green functions or vertex functions. This gives a particularly con-
venient formulation of the theory. Of particular importance is the reciprocal
nature of the transformation defined by
Aµ(x) =
δW
δJµ(x)
ψ(x) =
δW
δη¯(x)
ψ¯(x) = − δW
δη(x)
(4.20)
Jµ(x) =
δΓ
δAµ(x)
η(x) =
δΓ
δψ¯(x)
η¯(x) = − δΓ
δψ(x)
. (4.21)
These should be taken in a symbolic sense to be the defining relations of
the functional derivatives at finite temperature. Note that they are only de-
fined in conjunction with the relevant boundary conditions, which are best
expressed in momentum space. Substituting these definitions into (4.18)
gives
δΓ
δAµ(x)
+
[
(∂2τ +∇2)gµν − (1− λ)∂µ∂ν
]
Aν(x)
+ eψ¯(x)γµψ(x)− e δ
δη
(
γµ
δW
δη¯
)
= 0. (4.22)
The last term can be simplified by observing that, as
ψ(x) =
δW
δη¯(x)
,
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differentiating with respect to ψ(y) and explicitly labelling the spinors α,
β, and γ gives,
δαβδ
4(x− y) = δ
δψβ(y)
(
δW
δη¯α(x)
)
(4.23)
=
∫
d4x
δηγ(z)
δψβ(y)
δ2W
δηγ(z)δη¯α(x)
(4.24)
=
∫
d4x
δ2Γ
δψβ(z)δψ¯γ(z)
δ2W
δηγ(z)δη¯α(x)
. (4.25)
Hence the kernel
(
δ2Γ
δψβ(z)δψ¯γ (z)
)
is the inverse of δ
2W
δηγ (z)η¯α(x)
, if the inverse
exists. Setting the fermion sources to zero, allows (4.18) to be rewritten as
δΓ
δAµ(x)
∣∣∣∣
ψ=ψ¯=0
=
[
(∂2τ +∇2)gµν − (1− λ)∂µ∂ν
]
Aν(x)
+ eTr
[
γµ
(
δ2Γ
δψ¯δψ
)−1
(x, x)
]
. (4.26)
Differentiating (4.26) with respect to Aν(y) about zero gives
δ2Γ
δAµ(x)δAν(y)
∣∣∣∣
A,ψ,ψ¯=0
=
[
(∂2τ +∇2)gµν − (1− λ)∂µ∂ν
]
δ4(x− y)
+ eTr
[
γµ
δ
δAν(y)
(
δ2Γ
δψ¯δψ
)−1
(x, x)
]
. (4.27)
Making the identifications:
S(x, y;A) = − δ
2W
δηγ(z)η¯α(x)
, (4.28)
where S is the full electron propagator in the presence of an external field,
δ
δAµ(x)
δ2Γ
δψ¯(y)δψ(z)
∣∣∣∣
A,ψ,ψ¯=0
= eΛµ(x; y, z); (4.29)
the irreducible vertex function
(D−1)µν(x, y) =
δ2Γ
δAµ(x)δAν(y)
∣∣∣∣
A,ψ,ψ¯=0
, (4.30)
as the full photon propagator; and making use of the identity
δA−1[φ]
δφ
= −
∫
d4z1 d
4z2A
−1[φ]
δA
δφ
A−1[φ] (4.31)
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gives
(D−1)µν(x, y) =
[
(∂2τ +∇2)gµν − (1− λ)∂µ∂ν
]
δ4(x− y)
− e2
∫
d4z1 d
4z2 Tr [γµS(x, z1)Λν(y; z1, z2)S(z2, x)] . (4.32)
Defining the photon vacuum polarisation as
Πµν(x, y) =
∫
d4z1 d
4z2 Tr [γµS(x, z1)Λν(y; z1, z2)S(z2, x)] (4.33)
gives the final compact form of this DS-equation
(D−1)µν(x, y)
=
[
(∂2τ +∇2)gµν − (1− λ)∂µ∂ν
]
δ4(x− y)− Πµν(x, y). (4.34)
At this point it can be helpful to transform (4.34) into momentum space.To
do so, recall that the discrete Fourier transforms are given by
f(x, τ) =
1
β
∑
n
∫
d3k
(2π)3
ei(k·x+ωnτ)fn(k)
fn(k) =
∫
d3x
∫ β
0
dτe−i(k·x+ωnτ)f(x, τ),
where ωn = 2πn/β. Note that this is only one possible normalisation
scheme for the Fourier transform. An arguably better one is to include a
factor of
√
β out the front as this leads to a dimensionless transform. We use
the first convention and observe that any translationally invariant propaga-
tor depending on two position coordinates, x1 = (x1, τ1) and x2 = (x2, τ2)
depends only on the difference x1 − x2 = (x1 − x2, τ1 − τ2); for example
Dµν(x, y) = Dµν(x − y, τx − τy). The transforms of simple expressions,
such as the photon propagator, is immediate,
Dµν(ωn,k) = D
µν(k) =
∫ β
0
dτ
∫
d3x e−i(k·x+ωnτ)Dµν(x, τ). (4.35)
More complicated expressions such as the photon vacuum polarisationΠµν(x−
y), given in (4.33), can be transformed to momentum space as
Πµν(p) =
e2
β
∑
n
∫
d3k
(2π)3
γµS(k)Λν(k, k − p)S(k − p), (4.36)
where the identities ∫
d3xeik·x = (2π)3δ(3)(k)
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and ∫ β
0
dτei(ωn−ωn′ )τ = βδn,n′,
have been used to contract the resulting integrals.
Returning to (4.34), the second term transformed to momentum space
takes the form
k2gµν − (1− λ)kµkν , (4.37)
which is easily recognized as the inverseD−10 of the free field photon prop-
agatorDµν0 (k). This allows a final simplification to (4.34),
Dµν(ωn, q) = D
µν
0 (ωn, q) +D
µρ
0 (ωn, q)Πρσ(ωn, q)D
σν(ωn, q). (4.38)
Starting with (4.13) two other sets of DS-equations can be generated,
one for each field. For the field ψ¯ the basic DS-equation is[
δS
δψ¯(x)
(
δ
δJ
,
δ
δη¯
,− δ
δη
)
+ η(x)
]
Z[J, η, η¯] = 0. (4.39)
Then, from (4.12),
δS
δψ¯
= (i∂/−m− eAµγµ)ψ. (4.40)
Substituting back into (4.39) gives[
η(x) +
(
i∂/ −m− eγµ δ
δJµ(x)
)
δ
δη¯(x)
]
Z[J, η, η¯] = 0. (4.41)
Differentiating with respect to η and recalling thatW = lnZ,
δ4(x)Z[J, η, η¯] + η(x)
δ
δη(y)
Z[J, η, η¯]
+
(
i∂/ −m− eγµ δ
δJµ(x)
)
δ2W [J, η, η¯]
δη(y)δη¯(x)
Z[J, η, η¯] = 0. (4.42)
Setting η = η¯ = 0 and recalling that
δ2W
δη(y)δη¯(x)
∣∣∣∣
η,η¯=0
= −S(x, y; J) (4.43)
gives
δ4(x − y)Z[J ] −
(
i∂/−m− eγµ δ
δJµ(x)
)
Z[J ]S(x, y; J) = 0, (4.44)
where for convenience Z[J ] = Z[J, 0, 0]. Differentiating out the last term
and noting that
Z−1
δZ[J ]
δJµ(x)
=
δW [J ]
δJµ(x)
= Aµ(x; J) (4.45)
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allows (4.44) to be written, after multiplication by Z−1, as
δ4(x− y)−
(
i∂/−m− eA/(x; J)− eγµ δ
δJµ(x)
)
S(x, y; J) = 0. (4.46)
The final derivative can then be expanded via the chain rule. Recalling the
definition of the photon propagator
δ2Z
δJ(x)µδJν(y)
= −Dµν(x, y), (4.47)
and upon substituting into (4.46) and settingAµ = 0, the DS-equation takes
the final form
δ4(x− y) = (i∂/ −m)S(x, y)
+ e2
∫
d4z1 d
4z2 d
4z3 γµD
µν(x, z1)S(x, z2)Λν(z1; z2, z3)S(z3, y). (4.48)
In momentum space (4.48) becomes.
(p/ − m)S(p) + e
2
β
∑
n
∫
d3k
(2π)3
γµD
µν(p − k)S(k)Λν(k, p)S(p) = I
(4.49)
The calculation of the DS-equation generated by the φ field is identical to
that of the φ¯ field. The resulting equation is conjugate to (4.48) and in
momentum space takes the form
S(p)(p/ − m) + e
2
β
∑
n
∫
d3k
(2π)3
γµD
µν(p − k)S(k)Λν(k, p)S(p) = I
(4.50)
Equations (4.49) and (4.50) are known as the gap equations and can best
be thought of as giving meaning to the electron self energy Σ(p) via the
expression
(p/−m+ Σ)S(p) = I, (4.51)
where the electron self energy has been defined as
Σ(p) =
e2
β
∑
n
∫
d3k
(2π)3
γµD
µν(p− k)S(k)Λν(k, p) (4.52)
This is the same electron self energy that was evaluated in the one loop
approximation in chapter 3. Differentiating again, a chain of DS-equations
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can be generated. For example, the next DS-equation after (4.50) is then
Gµ(p, q; p− q)(q/−m) =
S(p)γµ +
e2
β
∑
n
∫
d3k
(2π)3
Dνη(k)Gµν(p, q − k; p− q, k)γη, (4.53)
where the notationG = SΛS has been introduced for the photon amputated
amplitudes.
4.3. The Ward-Green-Takahashi identity
The Ward-Green-Takahashi (WGT) identities[67][27][66] are the result
of another special choice of F in (4.5). Rather that setting F = 1 as was the
case for the DS-equations the following infinitesimal gauge transformations
are made,
Aµ → Aµ + ∂µΛ (4.54)
ψ¯ → ψ + eΛψ¯ = (1 + eΛ)ψ¯, ψ → ψ − e−Λψ = (1− eΛ)ψ. (4.55)
Note that Λ has to be a purely imaginary parameter in order for ψ¯ to be
the Dirac conjugate of ψ. Except for the gauge and source terms the QED
action is not affected by this transformation. As before, introducing the
Legendre transform,
Γ[A,ψ, ψ¯] +W [J, η, η¯] =
∫
dτ
∫
d3x (J · A+ ψ¯η + η¯ψ), (4.56)
gives the functional differential equation
λ(∂2τ +∇2x)
δW
δJµ
+ ∂µJµ + e
(
η¯
δW
δη¯
− η δW
δη
)
= 0. (4.57)
Making the same Legendre transform (4.19) as for the photon DS-equation,
(4.57) becomes
λ(∂2τ +∇2x)Aµ(x)+∂µ
δΓ
δAµ(x)
−e δΓ
δψ(x)
ψ(x)+e
δΓ
δψ¯(x)
ψ¯(x) = 0. (4.58)
Differentiating twice with respect to ψ(x) and ψ¯(y) and then setting Aµ =
ψ = ψ¯ = 0 gives
∂µx
δ3Γ[0]
δψ¯(x1)δψ(y1)δAµ(x)
=
eδ4(x− x1) δ
2Γ[0]
δψ¯(x1)δψ(y1)
− eδ4(x− y1) δ
2Γ[0]
δψ¯(x1)δψ(y1)
. (4.59)
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Identifying the first term as the vertex eΛ(x; x1, y1), and noting that
S−1(x1, y1) =
δ2Γ[0]
δψ¯(x1)δψ(y1)
(4.60)
is the inverse propagator, allows (4.59) to be written as
e∂µxΛµ(x; x1, y1) = eδ
4(x− x1)S−1(x1, y1)− eδ4(x− y1)S−1(x1, y1).
(4.61)
Converting to momentum space, the Ward-Green-Takahashi identity takes
its standard form as
qµΛµ(p, q; p+ q) = S
−1(p+ q)− S−1(p). (4.62)
Taking the limit as q → 0 recovers the original Ward identity,
∂S−1
∂pµ
= Λµ(p, 0; p) = Λµ(p; p). (4.63)
Further identities can be generated by repeated differentiation of (4.59) with
respect to Aµ before settingAµ = 0. For example differentiating once more
gives the identity
kµGµν(p, q; k, l) =
S(p)Λν(p, q + k; l)S(q + k)− S(p− k)Λν(p− k, q; l)S(q). (4.64)
Repeatedly differentiating thus gives a chain of identities relating the n
point Green functions to the n− 1 point Green functions.
CHAPTER 5
Solving the DS-equations
The DS-equations found at the end of the previous chapter form a com-
plete non-perturbative description of the system. However to solve these
equations iteratively some truncation scheme must be chosen that results
in a closed system of equations. In addition the resulting system must
be renormalizable. Foundational work in developing such a scheme was
done in 1963–1964 by Baker, Johnson and Willey, with the approach out-
lined in their 1963 letter ‘Quantum Electrodynamics’ [33] and developed in
the 1964 paper ‘Self-Energy of the Electron’ [31] with further refinements
in and results following in later papers [32][1][2]. An alternate scheme
for evaluating the DS-Equations was developed by Salam, Delbourgo and
Strathdee [55][56][64] in 1963–1964, which was later [11] termed ‘the
gauge technique’. Both techniques revolve around finding approximations
for the vertex functionΛµ. Both schemes are briefly reviewed before a simi-
lar approximation at finite temperature and some of the problems associated
with such a solution are examined.
5.1. The Baker-Johnson-Willey Program
In their 1963 and 1964 papers [33][31], Baker, Johnson andWilley were
concerned with how to ensure that the renormalized electron self-energy
and vacuum polarization were finite. In doing so they introduced a method
of truncating the DS-equations and in particular, a scheme for approximat-
ing the vertex function. This scheme is briefly outlined below but a discus-
sion of the validity of the renormalization scheme leading to the assumption
of the finiteness of the vertex function are omitted. For details see the orig-
inal 1964 paper and [32] in particular.
Assume that for some appropriate choice of gauge, the vertex function
Λµ can be made finite and that there are finite solutions to the gap equation
(4.49) such that in the asymptotic limit S and D approach their free forms
S0 andD0. Under these assumptions the gap equations can be expanded out
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as
S−1(p) = p/−m+ e
2
β
∑
n
∫
d3k
(2π)3
γµD
µν(p− k)S(k)γν
+
e4
β2
∑
n1,n2
∫
d3k1
(2π)3
d3k2
(2π)3
γµD
µν(p− k1)Dαβ(p− k2)
× S(k1)γαS(k1 + k2 − p)γβS(k2)γν + · · · (5.1)
By itself this is of little use, but recalling the Ward identity (4.63), Λµ(p) =
∂S−1
∂pµ
, where Λµ(p) = Λµ(p, p) the vertex may be written as
Λσ(p) = γ0 +
e2
β
∑
n
∫
d3k
(2π)2
γµD
µν(p− k)S(k)Λσ(k)S(k)γν
+
e4
β2
∑
n1,n2
∫
d3k1
(2π)3
d3k2
(2π)3
γαD
µν(p− k1)Dαβ(p− k2)
× [S(k1)Λσ(k1)S(k1)γµS(k1 + k2 − p)γβS(k2)
+ S(p1)γmuS(k1 + k2 − p)Λσ(k1 + k2 − p)S(k1 + k2 − p)γβS(k2)
S(k1)γµS(k1 + k2 − p)γαS(k2)Λσ(k2)S(k2)] γν + · · · (5.2)
Here a trick has been used to rewrite the derivatives similar to that used
in the derivation of the DS-equations in the previous chapter. If (5.1) and
(5.2) are now truncated at the same order, the resulting approximations will
satisfy the Ward identity. The vertex function can thus be approximated by
truncating S−1 at a fixed order and then substituting the expression for S−1
into the Ward identity to obtain the corresponding approximation for Λµ.
A first order approximation to S−1(p) is then given by
S−1(p) = p/−m+ e
2
β
∑
n
∫
d3k
(2π)3
γµD
µν(p− k)S(k)γν . (5.3)
Recall the definition of the electron self energy Σ given in (4.52). At zero
temperature Lorentz invariance implies the standard [49] observation that
Σ can be expressed in the form
Σ(p) = A(p2) + p/B(p2). (5.4)
AsA andB depend only on the interval p2, they can be evaluated in the limit
p2 →∞ upon being substituted into (5.3). This allowed Baker, Johnson and
Willey to approximate Λ.
At finite temperature the characterisation (5.4) of the self energy is no
longer valid due to the interaction with the surrounding heat bath. Conse-
quently, if the four velocity of the heat bath is denoted by uα and satisfies
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uαu
α = 1, the self energy may be expressed as [69]
Σ(p) = −ap/− bu/, (5.5)
where a and b are Lorentz invariant functions. As a result, the only con-
straint on Σ is rotational invariance. Σ may alternatively be expressed in
terms of the temperature dependant functions A(p), B(p), C(p), and D(p)
as
Σ(p) = A(p)p0γ
0 +B(p)p · γ + C(p) +D(p)p0γ0p · γ. (5.6)
To proceed, recall from (4.51) that the self energy and the full electron
propagator S(p) are related through
S(p) = (p/−m+ Σ(p))−1 . (5.7)
Hence the electron propagator can be written in the form
S(p) =[
(1−A(p))p0γ0 − (1−B(p))p · γ −m+ C(p) +D(p)p0γ0p · γ
]−1
(5.8)
Ideally, this expression could then be substituted back into (5.3), but as it
stands, the resulting expression is too unwieldy to be useful; some simplifi-
cation is necessary. One approach would be to substitute (5.6), along with
the bare photon propagatorDµν0 into (5.3) giving
S−1(p) = p/−m+ e
2
β
∑
n
∫
d3k
(2π)3
γµ
1
k2
[
gµν − (1− ξ)k
µkν
k2
]
γν
[(1− A)p0γ0 − (1− B)p · γ −m+ C +Dp0γ0p · γ] . (5.9)
While this gives a closed expression for S−1, it is not immediate how to
proceed without further assumptions.
An alternate approach is to assume that the theory is chirally invariant,
such as in massless QED. This allows the expression for the self energy
given in (5.6) to be simplified to[69],
Σ(p) = A(p)p0γ0 −B(p)(p · γ). (5.10)
As the functions A and B no longer depend purely on p2, but rather on p0
and |p|, it is no longer clear how to enforce the asymptotic condition p2 →
∞. As a result a problem similar to that found in the one loop calculation
of Σ in chapter 3 arises. Inverting the matrices gives
S(p0, |p|) = 1
D
[(1− A)p0γ0 − (1− B)p · γ −m], (5.11)
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where D is the Lorentz invariant function
D = (p/−m)2 − (Ap0γ0 − Bp · γ)2 . (5.12)
This expression can be substituted into (5.3) giving
A(p)p0γ0 − B(p)(p · γ) = e
2
β
∑
n
∫
d3k
(2π)3
γµD
µν(p− k)
× 1
D
[(1− A)k0γ0 − (1−B)k · γ −m]γν . (5.13)
Unfortunately without making further assumptions, (5.13) cannot be de-
composed further and the truncation scheme breaks down. Variations on
the calculation of A and B in the high temperature limit can be found in
numerous places; for example Weldon [69], Kapusta [36] and Le Bellac
[43].
The calculation of the vertex Λµ proceeds in a similar manner, with the
Ward identity (4.63) being applied to (5.3) to give the expression
∂S−1(p)
∂pµ
= γµ +
e2
β
∑
n
∫
d3k
(2π)3
∂
∂pµ
Dαβ(p − k)γαS(k)γβ. (5.14)
However the same problem arises as some form of approximation for S(p)
is required. Clearly an alternative way of expressing S is needed. An obvi-
ous choice is a spectral representation.
5.2. The Källén-Lehmann representation
To develop intuition for the finite temperature case, we first develop
the spectral representation at zero temperature. The original derivation of
a spectral representation of a Green function was due to Källan [34] and
Lehmann [45]. The derivation of the spectral representation at zero temper-
ature can be found in many introductory treatments of QFT [63][49][29].
The following treatment of the zero temperature case is due toWeinberg[68].
The spectral representation at finite temperature is not as well understood,
basic derivations can be found in Kapusta and Gale [35], Fetter andWalecka
[18] and Le Bellac [43]. However the structure of the spectral density is still
poorly understood at finite temperature.
5.2.1. Zero temperature. Consider a complex scalar field theory de-
scribing a charged field Φ and its Hermitian adjoint Φ† defined by the La-
grangian density
L = ∂µΦ†∂µΦ−m2Φ†Φ− λ(Φ†Φ)2. (5.15)
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In the Heisenberg representation, the field operator is then Φˆ(x)and the vac-
uum expectation of the product Φ(x)Φ†(y) is 〈Φ(x)Φ†(y)〉0. Inserting a
complete set of eigenstates of the momentum operator P µ gives〈
Φ(x)Φ†(y)
〉
0
= 〈0|Φ(x)Φ†(y)|0〉 =
∑
n
〈0 |Φ(x) |n〉 〈n ∣∣Φ†(y) ∣∣ 0〉 .
At zero temperature the system is Lorentz and translationally invariant.
Since time evolution in the Heisenberg picture proceeds as
Φ(x) = ei
P ·x
~ Φ(0)e−i
P ·x
~ ,
the zero temperature two point Green function can be written as
〈Φ(x)Φ†(y)〉0 =
∑
n
eipn·(x−y)|〈0|Φ(0)|n〉|2. (5.16)
Define the spectral density as
ρ(p) = (2π)3
∑
n
δ4(p− pn)|〈0|Φ(0)|n〉|2, (5.17)
and note that it is a positive scalar function that vanishes when p is not in
the forward light cone. Further it must also be invariant under a Lorentz
transformation to be consistent with the corresponding property of the field
Φ. Therefore (5.17) can be rewritten as
ρ(p) = σ(p2)Θ(p0)
where σ(p2) = 0 if p2 < 0. With this definition the Green function (5.16)
can be written as
〈Φ(x)Φ†(y)〉0 = (2π)−3
∫
d4p eip·(x−y)Θ(p0)σ(p2)
= (2π)−3
∫
d4p
∫
dµ2 eip·(x−y)Θ(p0)σ(µ2)δ(p2 − µ2).
Interchanging the order of integration this becomes
〈Φ(x)Φ†(y)〉0 =
∫ ∞
0
dµ2σ(µ2)∆+(x− y;µ2),
where ∆+ is the function
∆+(x− y;µ2) = (2π)−3
∫
d4p eip·(x−y)Θ(p0)δ(p2 − µ2).
Similarly
〈Φ†(y)Φ(x)〉0 =
∫ ∞
0
dµ2σ¯(µ2)∆+(y − x;µ2),
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where σ¯(µ2) is a new spectral function that has been defined analogously to
(5.17) as ∑
n
δ4(p− pn)
∣∣〈n ∣∣Φ†(0) ∣∣ 0〉∣∣2 = (2π)−3Θ(p0)σ¯(p2).
Since the commutator must vanish for space like separations we have
〈[Φ(x),Φ†(y)]〉0 =
∫ ∞
0
dµ2 σ(µ2)∆+(x− y;µ2)− σ¯(µ2)∆+(y − x;µ2)
For spatial arguments the function ∆+(x− y;µ2) does not vanish but does
become even, which gives σ¯(µ2) = σ(µ2). This property can then be used
to construct the time ordered product of two fields
〈T{Φ(x)Φ†(y)}〉0 =∫ ∞
0
dµ2 [σ(µ2)(Θ(x0−y0)∆+(x−y;µ2)+Θ(y0−x0)∆+(y−x;µ2))]
(5.18)
Defining the Feynman propagator as
− i∆F (x− y;µ2) = Θ(x0− y0)∆+(x− y;µ2)+Θ(y0−x0)∆+(y−x;µ2)
(5.19)
we obtain
〈T{Φ(x)Φ†(y)}〉0 = −i
∫ ∞
0
dµ2 σ(µ2)∆F (x− y;µ2)
Introducing the momentum space transform
−i∆′(p) ≡
∫
d4x e−ip·(x−y)〈T{Φ(x)Φ†(y)}〉0
yields, upon evaluation,
∆′(p) =
∫ ∞
0
dµ2
σ(µ2)
p2 + µ2 − iǫ
5.2.2. Finite Temperature. Consider a scalar field theory described by
the Lagrangian defined in (2.24)
L = 1
2
∂µφ∂
µφ− 1
2
m2φ2 − λφ4, (5.20)
where φˆ is a field operator in the Heisenberg representation. Recalling that
the ensemble average of an operator Aˆ is given by
〈Aˆ〉β = 1
Z(β)
Tr(Aˆe−βHˆ),
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define the two-point Green functions G>(t, t′) and G<(t, t′) by
G>(t, t′) = 〈φˆ(t)φˆ(t′)〉β (5.21)
G<(t, t′) = 〈φˆ(t′)φˆ(t)〉β.
Inserting a complete set of eigenvectors of Hˆ yields the expressions
G>(t, t′) =
1
Z(β)
∑
n,m
e−βEn+i(En−Em)(t−t
′)|〈n|φˆ(0)|m〉|2. (5.22)
Observe that the fields evolve as
e−βHˆ φˆeβHˆ = φˆ(t+ iβ)
and that as the trace is cyclic the condition
G>(t, t′) = G<(t+ iβ, t′) (5.23)
holds. This is known as the Kubo-Martin-Schwinger (KMS) relation[35].
In analogy to (5.19) define the propagator
G(c)(t, t′) = Θc(t− t′)G>(t, t′) + Θc(t′ − t)D<(t, t′). (5.24)
Using the shorthand G>(t) = G>(t, 0) and G<(t) = G<(t, 0) the Fourier
transforms of the two-point functions are defined as
G>(k0) =
∫ ∞
−∞
dt eik0tG>(t) (5.25)
and
G<(k0) =
∫ ∞
−∞
dt eik0tG<(t). (5.26)
Applying the KMS relation (5.23) to (5.25) gives
G<(k0) =
∫ ∞
−∞
dt eik0tG>(t− iβ).
Taking the zero temperature case to motivate the definition, in particular
(5.18), define the spectral function ρ(k0) as
ρ(ko) = G
>(k0)−G<(k0).
Consequently the Green functions (5.21) may be written in in terms of the
spectral density as
G>(k0) = (1 +
1
eβk0 − 1)ρ(k0), , G
<(k0) =
1
eβk0 − 1ρ(k0). (5.27)
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The spectral function can be calculated explicitly using the definition (5.22)
of the two-point functions and is
ρ(k0) =
2π
Z(β)
∑
n,m
e−βEn(1− e−βk0)δ(k0 + En −Em)|〈n|φˆ(0)|m〉|2.
Note the similarity to the zero temperature case. Working over the Matsub-
ara contour define the propagator
∆(τ) = 〈T{φˆ(−iτ)φˆ(0)}〉β.
The Fourier transform is then given by
∆(iωn) =
∫ β
0
dτ eiωnτ∆(τ) (5.28)
with inverse
∆(τ) =
1
β
∑
n
e−iωnτ∆(iωn), (5.29)
where ωn = 2πnβ . Observing that, for τ lying in the interval [0, β], ∆(τ) =
G>(−iτ) and hence
∆(τ) =
∫
dk0
2π
e−koτG>(k0).
Inserting this into (5.28) and replacing G>(k0) with (5.27), one obtains,
∆(iωn) =
∫ β
0
dτ
∫
dk0
2π
eiωnτe−koτ (1 +
1
eβk0 − 1)ρ(k0).
Changing the order of integration and integrating over τ leads to
∆(iωn) = −
∫
dk0
2π
ρ(k0)
iωn − k0 . (5.30)
While this function is discrete, being defined only for ωn = 2nπT , under
the assumption that |∆(z)| → 0 as |z| → ∞ it has an analytic continuation
[43] ∆(z) in the complex plane with the exception of the real axis, where
there is a branch cut. The standard continuation is then given by
∆(z) = −
∫
dk0
2π
ρ(k0)
z − k0 . (5.31)
Similar expressions can be written for fermions described by a spinor field
ψ with the Lagrangian,
L = ψ¯(i∂/−m)ψ, (5.32)
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where ψ¯ = ψ†γ0. Proceeding as for the scalar case, two point Green func-
tions are defined as
S>(x, x′) =
〈
ψ(x)ψ¯(x′)
〉
, (5.33)
S<(x, x′) = − 〈ψ¯(x′)ψ(x)〉 . (5.34)
The KMS relation follows as before to give
S>(t,x; t′,x′) = −S<(t+ iβ,x; t′,x′) (5.35)
and its Fourier transform is
S<(p0) = −eβp0S>(p0). (5.36)
The spectral function is then defined as
ρ(p) = S>(p)− S<(p) (5.37)
and the Green functions can be written as
S>(p) = (1− n(p0))ρ(p), (5.38)
S<(p) = −n(p0)ρ(p), (5.39)
where n(p0) = 1eβp0+1 is the Fermi-Dirac distribution defined in equation
(3.25). The Matsubara propagator is again defined as
S(τ,x; τ ′,x′) = Θc(τ − τ ′)S>(τ,x; τ ′,x′) + Θ(τ ′ − τ)S<(τ,x; τ ′,x′).
(5.40)
Unlike the scalar Matsubara propagator, S(τ,x; τ ′,x′) is anti-periodic, sat-
isfying
S(τ − β,x; τ ′,x′) = −S(τ,x; τ ′,x′), (5.41)
which gives rise to Matsubara frequencies of the form ωn = (2n + 1)πT
first encountered in chapter 2. Recalling from the discussion of the Baker-
Johnson-Willey program that the propagator must be rotationally invariant
and defining the Fourier transform
S(iωn,p) =
∫ β
0
dτ
∫
d3x ei(ωnτ+p·x)S(τ,x), (5.42)
the propagator may then be written in spectral form as
S(iωn,p) = −
∫
dp0
2π
ρ(p0,p)
iωn − p0 . (5.43)
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5.3. The gauge technique
The gauge technique [11] is an alternative procedure for truncating the
WGT identities and the DS-equations for the system. Rather than initially
considering the DS-equations, as in the Baker-Johnson-Willey program, the
gauge technique attempts to solve the WGT identities to obtain an exact
expression for the longitudinal components of the Green functions. The
DS-equations are then used to constrain the resulting Green functions to
those that are physically relevant and applied again to recover information
about the transverse part. However the choice of transverse and longitudi-
nal parts is inherently ambiguous [51]; the fundamental problem being that
the transverse part of the Green function is found by iteratively solving the
DS-equations for the longitudinal part of the Green function and in such
schemes the order of the iteration does not correspond to the order of the
coupling constant [11]. One way to overcome the lack of a unique formula-
tion of the transverse and longitudinal parts is to try and introduce an ansatz
that satisfies theWGT identities while still containing information about the
transverse part of the Green function. Such an ansatz for QED was found
by Delbourgo [10], and later refined and extended to higher orders by Del-
bourgo in a series of papers with West [13][12], Parker [48], and Zhang
[14].
Delbourgo’s original ansatz [10] was motivated by the following obser-
vations:
(i.) The classical bare vertex [30] trivially satisfies the WGT identity
(4.62).
(ii.) Higher order Green functionsG(x1, x2, . . . , xn; y1, y2, . . . , ym) can be
written as a combination of two point functions and bare vertices.
(iii.) The propagators can be written via the Källan-Lehmann spectral rep-
resentation outlined in the previous section as weighted spectral sums
over the free propagators.
In particular, an ansatz for the longitudinal part of the Green functions is
GL(p, p′; k1, . . . , kn) =
∫
dW ρ(W )G0(p, p′; k1, . . . , kn|W ), (5.44)
where G0(p, p′; k1, . . . , kn|W ) is the Born amplitude for a source of mass
W .
As an explicit example, recall that the spectral representation given in
equation (5.43) was
S(iωn,p) = −
∫
dp0
2π
ρ(p0,p)
iωn − p0 , (5.45)
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and that the Ward-Green-Takahashi identities given in equations (4.62) and
(4.64) were
qµΛµ(p, q; p+ q) = S
−1(p+ q)− S−1(p), (5.46)
kµGµν(p, q; k, l) = Λν(p, q + k; l)− Λν(p− k, q; l).
At zero temperature the relevant ansatz is then suggested by inserting (5.45)
into the relevant Ward-Green-Takahashi identity with the bare vertex sub-
stituted for all vertices. Since the spectral function only depends on one pa-
rameter, essentially the mass of the particle, the resulting expression can be
greatly simplified. At finite temperatures the spectral function is no longer
Lorentz invariant and this no longer applies. Instead the spectral function
depends on both the frequency ωn and the momentum p. This leads to non-
linear behaviour even for the simplest Ward identities. For example the first
Ward identity in (5.46) becomes
S(iωn = p0,p)Λ
L
µ(p, q)S(iωm = q0,q) =∫
dk0
2π
iωnρ(k0,q)− iωnρ(k0,p)− k0(ρ(k0,q)− ρ(k0,p))
(iωn − k0)(iωn − k0) . (5.47)
Unlike the zero temperature case, it is no longer possible to factor out a
single term for the spectral density to simplify the expression. To complete
the gauge technique this expression would be substituted back into the gap
equation (4.50) along with the bare vertex. The resulting expression then
gives a correction to the propagator, which in turn allow for more detailed
descriptions of the spectral function. Further refinements to this method are
obtained by using higher Ward-Green-Takahashi identities and substituting
the resulting expressions back into higher DS-equations. However, without
a better initial spectral decomposition, it does not seem possible to use the
traditional ansatz. The problem is that the spectral decomposition is only
rotationally invariant, so must have the form
ρ(p) = γ0ρ0(p)− p · γρr(p) + ρm(p) (5.48)
and as such it is no longer simple to extract a vertex component as was the
case at zero temperature.
The problem of how to separate the frequency components from the
rotational invariant components seems to be a considerable technical prob-
lem, limiting the development of a complete description of FTQFT. Popu-
lar simplification schemes such as the high temperature expansions found
in Kapusta and Gale[35] and Le Bellac[43] have the property of remov-
ing these non-linear terms. While it appears reasonable that a more detailed
form of the spectral density with greater structure exists, as it stands the DS-
equations suffer from the same fate as the perturbative approach; asymptotic
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assumptions about the temperature have to be made before meaningful so-
lutions can be found.
CHAPTER 6
Conclusion
Finite temperature field theory can be thought of as either an extension
of statistical mechanics to relativistic particles or as a quantum field theory
where time has been extended off the real axis into the complex plane. The
two standard paths the time can take are the Matsubara or imaginary time
formalism and the real time formalism. We examined the Matsubara for-
malism in some detail, noting that by evaluating the time integral along the
imaginary axis, the resulting functional integral had the same form as the
generating functional for a quantum field theory but with the time t replaced
with τ = it and the domain of integration now being restricted to [0, β].
In analogy with quantum field theory at zero temperature, the one loop
perturbative corrections for QED were calculated. In doing so the one loop
corrections were decomposed into a vacuum part and a matter part, with the
vacuum part just being the standard one loop term from zero temperature
QED. It was then seen that the frequency sums in the matter term natu-
rally gave rise to both the Fermi-Dirac distribution and the Bose-Einstein
distribution. The calculation and evaluation of these ‘frequency sums’ was
examined in detail.
The DS-equations and Ward-Green-Takahashi identities were then con-
structed as an alternative to perturbative methods. The construction is al-
most identical to that at zero temperature, except for the introduction of
frequency sums. Two different approaches to truncating and solving the
DS-equations were discussed: the Baker-Johnson-Willey program and the
gauge technique. The Baker-Johnson-Willey program first calculates the
DS-equation, at the desired level of truncation, for the inverse propagator
S−1, and then uses the Ward identity to calculate the vertex at the same
truncation level, before substituting back into the first DS-equation, thus
finding a closed form expression for the propagator. The gauge technique
first uses the Ward-Green-Takahashi identity to develop an ansatz for the n-
point Green function at the desired truncation level and then uses this ansatz
to evaluate the DS-equation for the n− 1 point Green function. The essen-
tial difference between the two methods is that the Baker-Johnson-Willey
program first evaluates the DS-equations, then the Ward-identities, while
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the gauge technique starts with the Ward-Green-Takahashi identities, then
evaluates the DS-equations.
Both techniques of solving the DS-equations along with the one loop
perturbative expansions have the same problem: they depend on non-linear
combinations of the frequency and a rotationally invariant term. Unlike at
zero-temperature, where the spectral density depends only on the magnitude
of the four momentum, introducing a spectral term does not significantly
simplify the calculations of these expressions. However, it would seem
reasonable to assume that the spectral density has a great deal of yet to be
discovered structure. As such, one possible area of future research might be
to try and construct more detailed expressions for the spectral density, which
in turn may lead to more tractable solutions of the both the DS-equations
and the one-loop expansions.
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