ABSTRACT The vertex k-center problem is a classical NP-Hard optimization problem with application to Facility Location and Clustering among others. This problem consists in finding a subset C ⊆ V of an input graph G = (V , E), such that the distance from the farthest vertex in V to its nearest center in C is minimized, where |C| ≤ k, with k ∈ Z + as part of the input. Many heuristics, metaheuristics, approximation algorithms, and exact algorithms have been developed for this problem. This paper presents an analytical study and experimental evaluation of the most representative approximation algorithms for the vertex k-center problem. For each of the algorithms under consideration and using a common notation, we present proofs of their corresponding approximation guarantees as well as examples of tight instances of such approximation bounds, including a novel tight example for a 3-approximation algorithm. Lastly, we present the results of extensive experiments performed over de facto benchmark data sets for the problem which includes instances of up to 71009 vertices.
as the absolute 1-center problem. This problem was formally introduced by Hakimi when he faced the problem of finding the best location for a police station in a highway system [2] . The goal of this problem is to minimize the distance from the farthest community to the police station. In a graph, an absolute 1-center is a location along any edge that minimizes the distance from the farthest vertex to such location. The k-center problem is a more general version of the absolute 1-center problem, where the goal is to locate k > 1 centers in the graph, such that the distance from the farthest vertex to its nearest center is minimized. These centers may be located along any edge (absolute k-center) or may be restricted to vertices (vertex k-center). Besides, there can be a cost associated with the selection of every vertex (weighted vertex k-center problem) [3] .
There are many other restrictions that yield to different k-center problems. As instance, the following problems aims at minimizing the maximum distance from vertices to its nearest centers under different assumptions and/or restrictions:
• The asymmetric k-center problem, where the input is an asymmetric directed graph that satisfies the directed triangle inequality. The best possible polynomial algorithm for this problem delivers a O(log * n) approximation [4] , [5] .
• The capacitated k-center problem, where each center can attend only a fixed number of vertices [6] .
• The heterogeneous capacitated k-center problem, which is similar to the capacitated k-center problem, except that the capacities of each center are also assigned [7] .
• The aligned k-center problem, where the centers must be selected from a previously defined line or polygon [8] .
• The edge-dilation k-center problem, where the goal is to minimize the maximum ratio of the distance between any two nodes via their respective centers to their true graph distance [9] .
• The fault tolerant k-center problem, where each selected center must have a set of α ≤ k centers close to it [10] .
• The fault tolerant capacitated k-center problem, where each center can attend only a fixed number of vertices, and after the failure of some centers, the vertices can be reassigned to another centers [11] .
• The p-neighbor k-center problem, where given an integer p the goal is to minimize the maximum distance of any non-center vertex to its p th closest center [12] .
• The k-center problem with minimum coverage, where centers are required to attend a minimum of vertices [13] .
• The mixed k-center problem, where m centers must be in the set of vertices, and the rest can be anywhere (m < k) [14] .
• The p-next center problem, where the objective is to minimize the distance from the farthest vertex to its closest center plus the distance between this center to its closest alternative center [15] . This paper focuses on the ''uncapacitated unweighted vertex k-center problem'' and its known approximation algorithms for graphs in a metric space. We think this reduction is necessary because the approximation algorithms for this problem are conceptually so close that they should be stated as clear as possible as similar expressions of the same basic ideas. For the rest of the paper, we refer to the ''uncapacitated unweighted vertex k-center problem'' just as the ''vertex k-center problem''.
The remaining of the paper is organized as follows. Section II presents a brief summary on the vertex k-center problem and its related algorithmic solving techniques. Section III presents an analysis of the known approximation algorithms for the vertex k-center problem which includes proofs of their approximation guarantees, and examples of tight instances of the approximation bounds. The main goal of this section is to present all the known approximation algorithms for the vertex k-center problem as similar expressions of the same basic ideas by using a common notation. Section IV shows the result of applying all the described algorithms over a set of the most well known benchmark data sets for the vertex k-center problem. Finally, Section V presents the concluding remarks.
II. THE VERTEX K-CENTER PROBLEM
Formally, the vertex k-center problem is defined as follows. Given a complete undirected graph G = (V , E) with edge costs satisfying the triangle inequality, and a positive integer k; find a subset C ⊆ V of centers, with |C| ≤ k, such that the distance from the farthest vertex v ∈ V to its closest center in C is minimized [16] [17] [18] [19] [20] . More specifically, the goal is to find a subset C of centers of cardinality at most k that minimizes r(C) = max v {d(v, C)}, where d(v, C) is the distance between a vertex v and the set C, which is defined as the cost of the cheapest edge from v to any of the vertices in C. The solution size r(C) is usually known as the covering radius because on a two dimensional euclidean space the centers define disks that cover its nearest vertices and the radius of the larger disk is the solution size. The vertex k-center problem is perhaps the most fundamental among the k-center problems. In addition, it has potential application to different areas, such as Facility Location [20] [21] [22] , Clustering [23] , emergency services, computer network services, distribution, and more [1] .
Due to its importance, the vertex k-center problem has been addressed through different algorithmic approaches, such as heuristics, metaheuristics, exact algorithms, and of course approximation algorithms. Among these approaches, the approximation algorithms stand as the most efficient and reliable, because the vertex k-center problem can not be solved in polynomial time within an approximation factor of ρ < 2, unless P = NP [3] , [17] [18] [19] , [24] , [25] . Therefore, under P = NP, the best possible polynomial time algorithms for this problem must deliver 2-approximated solutions. To date, there are at least three known approximation algorithms that achieve this approximation factor: the Sh algorithm [19] , [26] , the Gon algorithm [3] , [17] , and the HS algorithm [18] , [19] . Section III describes these algorithms using a common notation, which helps to understand how these algorithms relate to each other.
Even though the Sh, Gon and HS algorithms achieve the best possible approximation factor (if P = NP), they tend to perform poorly on most benchkmark data sets [27] [28] [29] . For this reason, many heuristic, metaheuristic and exact algorithms have been designed through the years. Even though these algorithms do not guarantee to converge quickly or to find optimal solutions, they find the best-known solutions (or even optimal solutions) on most benchmark data sets [21] , [22] , [28] [29] [30] [31] [32] [33] . So, in one hand there are 2-approximation algorithms, which are theoretically the best possible, but practically useless on many specific instances. On the other hand, there are heuristics that may run in polynomial time, but do not give any guarantee about the quality of the generated solutions, and yet may find near optimal solutions on benchmark data sets. There are metaheuristics that do not run in polynomial time, give no guarantee on the quality of the generated solution, and yet may deliver near optimal solutions on benchmark datasets. And finally, there are exact algorithms, which deliver the optimal solution, but give no guarantee about the termination time.
Among the polynomial heuristic algorithms are the Gr greedy pure algorithm [27] , [28] , the Scr algorithm [28] , and the CDSh algorithm [34] ; the last two being considered as the polynomial time algorithms for the vertex k-center problem with best empirical performance [28] , [29] , [34] . Among the exact algorithms are those proposed by Daskin [35] , Ilhan et al. [36] , Elloumi et al. [37] , Al-Khedhairi and Salhi [38] , Chen and Chen [39] , Calik and Tansel [40] , and Contardo et al. [23] . All these exact algorithms are based on Integer Programming or Mixed Integer Programming formulations. Through empirical results, these exact algorithms have shown to be relatively efficient on most instances from benchmark data sets. Among the metaheuristic algorithms are proposals based on Tabu Search [30] , Variable Neighborhood Search [30] , [31] , Scatter Search [21] , GRASP [21] , Memetic Genetic Algorithms [32] , Harmony Search [22] , and Bee Colony Optimization [33] . Although these methods give no guarantee either the quality of the solutions they find nor the execution time, all of them perform better than the 2-approximated Sh, Gon, and HS algorithms on most benchmark data sets reported in the literature. Because of this, we also describe a fourth approximation algorithm, the CDS algorithm [34] , which despite having a sub-optimal approximation factor of 3, significantly outperforms the known 2-approximation algorithms over the de facto benchmark data sets from the literature. To some extent, the CDS algorithm achieve a balance between the advantages of the approximation algorithms and the other algorithmic approaches, because it runs in polynomial time, it guarantees that the quality of the solution is not arbitrary, and the empirical results show that the generated solutions are not only theoretically near optimal, but also competitive in practical terms.
III. ANALYTICAL STUDY OF APPROXIMATION ALGORITHMS FOR THE VERTEX K-CENTER PROBLEM
In the context of combinatorial optimization problems, approximation algorithms exploit relevant structural properties of each particular problem in a natural and strict way [41] , sacrificing optimality in order to preserve a polynomial execution time. The approximation algorithms described in this paper exploit a common relevant structural property of the vertex k-center problem, which is described through the specification of the 2-approximated Sh algorithm (Subsection III-A). In a nutshell, to get 2-approximated solutions it suffices to select centers sufficiently far apart. Subsections III-B and III-C describe the 2-approximated Gon and HS algorithms respectively. Subsection III-D describes the 3-approximated CDS algorithm. We begin this section by presenting Theorem 1, which shows that the best possible polynomial algorithm for the vertex k-center problem delivers 2-approximated solutions [3] , [17] [18] [19] , [41] . The proof consists in showing that the problem of computing 2-approximated solutions in polynomial time is as hard as solving a well known NP-Hard problem, also in polynomial time. For the proof of Theorem 1 we will use the NP-Hard minimum dominating set problem [42] [43] [44] , where a dominating set and a minimum dominating set are defined as follows.
Definition 1: Given an input graph G = (V , E), a dominating set is a subset D ⊆ V such that for every vertex v ∈ V , an edge (v, u) ∈ E with either u or v in D exists. Figure 1 shows a dominating set.
Definition 2: A minimum dominating set is a set of minimum cardinality among all the dominating sets. Figure 2 shows a minimum dominating set.
Theorem 1: Under P = NP, it is not possible to solve the vertex k-center problem with an approximation factor of ρ < 2.
Proof: The proof is by a polynomial time reduction from the NP-Hard minimum dominating set problem to the vertex k-center problem. Given an input graph G = (V , E) for the minimum dominating set problem, create a new input graph G = (V , E ) for the vertex k-center problem. The new graph G is a complete graph, where (u, v) ∈ E has a weight of 1 if (u, v) ∈ E, and a weight of 2 if (u, v) ∈ E. Notice that the edge costs in G satisfy the triangle inequality and that this transformation takes polynomial time (Fig. 3 ). Assuming that a (2 − )-approximation algorithm for the vertex k-center FIGURE 4. The optimal solution C * for the vertex k-center problem with k = 2 has size r (C * ) = 1. Implying that the solution to the vertex k-center problem is a dominating set for the original graph. Besides, this solution is a dominating set of minimum size.
FIGURE 5.
The optimal solution C * for the vertex k-center problem with k = 1 has size r (C * ) = 2. Implying that the minimum dominating set for the original graph must have cardinality greater than k = 1. problem exists, it will always returns optimal solutions for the graph G . This is because the only possible values for the optimal covering radius are either 1 or 2.
When this algorithm returns a solution of size 1 for a given value of k, this solution defines a dominating set of size k in the original graph G because all the vertices are at distance 1 from at least one of the centers (Fig. 4) . Similarly, any solution of size 2 does not define a dominating set in the original graph because at least one vertex is not connected to a center by an edge in the original graph (Fig. 5) . Now, the size of the minimum dominating set is unknown. This issue can be removed by solving the vertex k-center problem over G with every possible size of the minimum dominating set, i.e., k = 1, 2, ..., n, where n = |V |. Among all the dominating sets that are generated, the one with minimum size is the minimum dominating set (Fig. 5) . Therefore, if a (2 − )-approximation algorithm for the vertex k-center problem exists, then the NP-Hard minimum dominating set problem can be solved in polynomial time, implying that P = NP. The contrapositive of this assertion is Theorem 1.
Theorem 1 shows two things: there is a polynomial time reduction from the minimum dominating set problem to the vertex k-center problem, and solving the vertex k-center problem with an approximation factor ρ < 2 is NP-Hard. Besides these two points, Theorem 1 also gives an idea on how to solve the vertex k-center problem with a reduction to the minimum dominating set problem when the size of the optimal solution for the vertex k-center problem is known ahead of time (Lemma 2).
Definition 3: Given a graph G = (V , E), a pruned graph (or bottleneck graph) G r = (V , E r ) is a graph such that E r consists of all the edges in E with cost less than or equal to r.
Lemma 2: Given an instance G = (V , E) for the vertex k-center problem, and the size r * of its optimal solution C * . The minimum dominating set for the pruned graph G r * = (V , E r * ) have at most k vertices.
Proof: The proof is by contradiction. If the minimum dominating set for the pruned graph G r * = (V , E r * ) have more than k vertices, then for any set C k of k vertices there will always be a vertex e such that for all edges (e, u) ∈ E r * neither e nor u are in C k . If no edge (e, u) ∈ E : e, u ∈ C k is present in E r * then its cost in E must be greater than r * , implying that any set of k centers in the original graph G define a solution with size greater than r * . Therefore, the size r * of the optimal solution was not optimal. The contrapositive of this assertion is Lemma 2.
The relationship between the vertex k-center problem and the minimum dominating set problem has been exploited extensively in the past. Most exact algorithms for the vertex k-center problem take advantage of this relationship, which was first noticed by Minieka [45] . It is important to remark that the authors of most of these exact algorithms refer to the minimum dominating set problem as a set cover problem [20] , [45] . Since both problems (minimum set cover and minimum dominating set) are mutually reducible in polynomial time, there is no harm in calling them by the same name. Yet, from a purist point of view and in order to avoid confusion we refer to the minimum dominating set just by this name. The main issue with the approach of reducing the vertex k-center problem to the minimum dominating set is that even if the size of the optimal solution is known ahead of time, the resulting problem is still NP-Hard. Thus, under P = NP, and on general instances, any exact algorithm for the vertex k-center have exponential running time. Eq. 1 and Eq. 2 show the Integer Programming formulation for the vertex k-center problem as a minimum dominating set problem when the size r * of the optimal solution C * for the vertex k-center problem is known ahead of time [1] , [20] , [23] .
where
In the previous formulation, for every vertex v i there is a binary variable x i (i ∈ {1, 2, ..., |V |}). If the vertex v i is in the minimum dominating set, then x i = 1; otherwise, x i = 0. Thus, the objective function (Eq. 1) aims at minimizing the sum of all x i . For every pair of vertices there is a variable a ij , which equals 1 if the edge that connects them has cost less than or equal to r * (d(v i , v j ) ≤ r * ); otherwise, it equals 0 (Eq. 2). The whole matrix of a ij values represents the pruned input graph, where all the vertices with weight greater than r * are removed. There are n = |V | constraints (Eq. 1), one for each vertex. In order to guarantee that each vertex is dominated by at least one element of the minimum dominating set, these constraints must be satisfied.
So, the vertex k-center problem can be reduced to a single minimum dominating set problem, but only when the size of the solution is known ahead of time. However, this issue can be addressed by the fact that the solution size must be equal to the weight of some edge in the input graph. Since there are O(n 2 ) edges, the vertex k-center problem is reduced to solving O(n 2 ) minimum dominating set problems, with r * from Eq. 2 replaced by r = w(e), where e ∈ E. From the set of obtained solutions, the optimal one for the vertex k-center problem is the one with no more than k vertices that has the minimum r. The number of minimum dominating set problems to be solved can be reduced from O(n 2 ) to O(log n) by performing a binary search over the ordered set of O(n 2 ) possible values of r. Algorithm 1 shows the basic reduction from vertex k-center problem to the minimum dominating set with binary search. This algorithm follows from Minieka's observations [45] and Daskin's algorithm [35] . Most exact algorithms for the vertex k-center problem are Integer or Mixed Integer Programming formulations that are inspired by this basic reduction. As instance, Daskin's algorithm follows the same sketch, but instead of performing a binary search it performs a bisection search, which consists in setting high = w(e m ) and low = w(e 1 ) [35] . The algorithm of Ilhan et al. [36] adds a feasibility phase, so that their Integer Programming formulation is solved only if the minimum dominating set of the pruned graph does not have more than k centers. The algorithm of Al-Khedhairi and Salhi [38] , and Chen and Chen [39] works primarily on setting up tighter upper and lower bounds, so that the vertex k-center problem is reduced to less subproblems [38] , [39] .
Lemma 3: Algorithm 1 (BEA) returns the optimal solution to the vertex k-center problem.
Proof: For a given value of r ∈ {w(e 1 ), w(e 2 ), ..., w(e m )}, the minimum dominating set C of the pruned graph G r has cardinality |C| ≤ k or |C| > k. If |C| ≤ k, then the optimal solution C * of the vertex k-center problem on the original graph G has size r * ≤ r; thus, high is set to mid. If |C| > k, then the minimum dominating set of every pruned graph G r , with r ≤ r, has more than k elements; thus, low is set to mid. Therefore, at the last iteration, Algorithm 1 is executed with a value w(e mid ) that equals r * . So, by Lemma 2 Algorithm 1 (BEA) returns an optimal solution.
A. Sh ALGORITHM
Independently introduced by Shmoys in 1995, and by Plesník in 1987, the Sh algorithm is an O(kn) 2-approximated algorithm that reveals a relevant structural property of the vertex k-center problem [19] , [26] . This property is that the iterative selection of centers from a set of vertices at an appropriate distance, suffices to guarantee that every center from the optimal solution is close to one of the selected centers; therefore, all the vertices assigned to each center in the constructed solution are also close to one of the centers from the optimal solution. This structural property is exploited by all the approximation algorithms reviewed in this paper. However, unlike other approximation algorithms, the Sh algorithm requires a guess r on the size of the optimal solution, which represents a disadvantage. Fortunately, as will be explained in Section III-B and III-C, the Gon and HS algorithms are clever implementations of the Sh algorithm that eliminate this disadvantage.
Algorithm 2 shows the pseudocode of the Sh' algorithm, which is equivalent to the original Sh algorithm. For convenience in the argument, we will use the Sh' algorithm instead of the original Sh algorithm (the difference between Sh' and Sh is subtle and is explained at the last paragraph of this section). The Sh' algorithm receives as input a guess r on the size (covering radius) of the optimal solution which is denoted by C * . At the first step, the algorithm selects any vertex v ∈ V as initial center c 1 . At the next k − 1 iterations, it selects as center c i any vertex at distance larger than 2r from the already selected centers. Using Lemma 4, Theorem 6 shows that the Sh' algorithm returns a 2-approximated solution when r = r * , where r * is the size r(C * ) of the optimal solution C * . Fig. 6 shows a simple example of how the Sh' algorithm works.
Lemma 4: If r ≥ r * , the Sh' algorithm generates a solution C of size r(C) ≤ 2r.
Proof: First, if during any of the k iterations of the Sh' algorithm the selected center c i is at a distance less than or equal to 2r, then all vertices are at a distance less than or equal to 2r from the current solution and hence, the algorithm returns a solution with covering radius r(C) ≤ 2r. Now, for the rest of the proof we will assume that during all the iterations of the Sh' algorithm the selected center c i is at a distance larger than 2r from the current partial solution. The overall description of the proof is as follows. We have to show that the center c i , selected by the Sh' algorithm during the i-th iteration, covers within a radius of 2r all the vertices covered by its nearest vertex c * i in the optimal solution C * . Then, we show that the centers c * i considered during the k iterations of the algorithm are different. Consequently, all the k centers of the optimal solution have a center in the generated solution that is responsible of covering their vertices within a 2r radius. In this way, the Sh' algorithm returns a solution with covering radius r(C) ≤ 2r.
By definition, the distance from every selected vertex c i to its nearest center c * i ∈ C * is less than or equal to r * , which is less than or equal to r.
Therefore, every selected center c i covers within a 2r radius the vertices covered by c * i ∈ C * .
Now, we proceed by contradiction to show that all the centers c * i covered during the k iterations of the algorithm are different. Suppose that the center c * i was already covered at an iteration j < i, i.e., that c * i = c * j . Therefore, the distance from c i to c j is at most 2r.
However, by assumption we know that d(c j , c i ) > 2r at every iteration, contradicting Eq. 5.
Corollary 5: If the Sh' algorithm returns a solution C of size r(C) > 2r, then r < r * .
Proof: This is the contrapositive of Lemma 4. Theorem 6: If r = r * , the Sh' algorithm returns a 2-approximated solution.
Proof: By Lemma 4. If r ≥ r * , the Sh' algorithm returns a solution C of size r(C) ≤ 2r. Thus, if r = r * , C has size of r(C) ≤ 2r * .
As said at the beginning of this section, the algorithm Sh' (Algorithm 2) is equivalent to the original Sh algorithm [19] , [26] . On one hand, the original Sh algorithm iterates until there are no more vertices at distance greater than 2r from the solution. So, for a given value of r it may returns a set of centers C with cardinality different from k. On the other hand, Algorithm 2 iterates exactly k times, and always returns a solution of cardinality k. Despite this difference, Lemma 4, Corollary 5, and Theorem 6 holds for the original Sh algorithm. By Lemma 4, if r ≥ r * , k centers are enough to cover all the vertices within a radius of 2r. Thus, the original Sh algorithm does not need to iterate more than k times in order to find a solution of size less than or equal to 2r. Theorem 6 immediately follows. Corollary 5 also holds, being a solution C ''of size r(C) > 2r'' (Sh' algorithm) equivalent to a solution C ''of cardinality greater than k'' (original Sh algorithm), in the sense that both cases imply that r < r * .
VOLUME 7, 2019

Algorithm 3 Gon Algorithm
Input: An undirected graph G = (V , E), and an integer k Output:
The Sh' algorithm consists of k iterations. At every iteration the distance from every vertex v ∈ V to the current solution C is evaluated. This evaluation can be done in O(n) steps, by comparing d(v, C \ {c i }) with d(v, c i ), and keeping the smallest value for every v ∈ V . Thus, the overall complexity of the Sh' algorithm is O(kn). Figure 6 shows a tight example for the Sh' algorithm. For k = 2, the size of the optimal solution C * = {v 2 , v 5 } for this instance is of 1 unit (Figure 4 ). Sh' selects the first vertex at random (c 1 = v 2 ) (Figure 6a) , and then selects a vertex at distance larger than 2r = 2r * = 2. If there is a tie, any vertex can be selected (c 2 = v 6 ). The size of this solution is of 2 units (Figure 6b) .
2) TIGHT EXAMPLE
B. GON ALGORITHM
Independently introduced by Gonzalez, and by Dyer and Frieze in 1985, the Gon algorithm is an O(kn) 2-approximation algorithm that cleverly implements the Sh algorithm by removing the need of guessing the size of the optimal solution [3] , [17] .
By Lemma 4, if r ≥ r * , the Sh algorithm returns a solution C of size r(C) ≤ 2r. This is achieved by the Sh algorithm by adding a center at distance greater than 2r from the current solution at every iteration. However, instead of using a guess on r to find a sufficiently far vertex, the Gon algorithm just adds the farthest vertex to the solution at every iteration. The key idea is that if a non-empty set of vertices at distance larger than 2r from a partial solution exists, it must includes the farthest vertex. Therefore, Theorem 7 holds. Algorithm 3 shows the pseudocode of the Gon algorithm.
Theorem 7: The Gon algorithm returns 2-approximated solutions.
1) COMPLEXITY
Just like the Sh' algorithm, the Gon algorithm consists of k iterations. At every iteration, the distance from every vertex v ∈ V to the current solution C is evaluated. This evaluation can be done in O(n) steps, by comparing d(v, C \ {c i }) with d(v, c i ), and keeping the smallest value for every v ∈ V . Thus, the overall complexity of the Gon algorithm is O(kn). Figure 6 shows a tight example for the Sh' algorithm. This same instance also works as tight example for the Gon algorithm. For k = 2, the size of the optimal solution C * = {v 2 , v 5 } for this instance is of 1 unit (Figure 4) . Gon selects the first vertex at random (c 1 = v 2 ) (Figure 6a) , and then selects the farthest vertex (c 2 = v 6 ). The size of this solution is of 2 units (Figure 6b ).
2) TIGHT EXAMPLE
C. HS ALGORITHM
Introduced independently by Hochbaum and Shmoys in 1985, and by Plesník in 1987, the HS algorithm is an O(n 2 log n) 2-approximated algorithm that, just like the Gon algorithm, cleverly implements the Sh algorithm [18] . However, while the Gon algorithm removes the need of guessing the value of r, the HS algorithm still needs such guess. Actually, the inner cycle of the HS algorithm is equivalent to the Sh algorithm, and receives different values of r through a binary search over all the possible values of r until a value r ≤ r * , sufficiently large to create a solution of size 2r, is found. Notice that the size of any solution must be equal to the weight of some edge of the input graph. So, the HS algorithm uses values from the set {w(e 1 ), w(e 2 ), ..., w(e m )}, where m = |E|.
In their original paper, Hochbaum and Shmoys use the relationship between the vertex k-center problem and the dominating set problem on square graphs for its formal characterization [18] . However, the formal characterization can also be established in terms of the Sh algorithm, getting an analysis more similar to the one presented by Plesník [19] . Algorithm 4 shows the pseudocode of the HS' algorithm and Theorem 8 establishes its correctness. For convenience in the argument, we will use the HS' instead of the original HS algorithm. Actually, the HS' algorithm (Algorithm 4) is equivalent to the original HS algorithm. This is because while the inner cycle of the HS algorithm is the Sh algorithm, the inner cycle of the HS' algorithm is the Sh' algorithm. And, as stated in Subsection III-A, the Sh' and Sh algorithms are equivalent.
Theorem 8: The HS' algorithm returns 2-approximated solutions.
Proof: Lets recall how the Sh' algorithm works. At each i-th iteration the Sh' algorithm selects as center c i a vertex whose distance from the current solution is larger than 2r. The inner cycle of the HS' algorithm works in the same way, selecting as center any vertex whose distance from the current solution is larger than 2r, where r equals the cost of some edge from the input graph. If the inner cycle of HS' is executed with every possible value of r (from w(e 1 ) to w(e m )), at some point r equals r * , and therefore the HS' algorithm equals the Sh' algorithm. However, this leads to an O(kn 3 ) algorithm. Fortunately, this complexity can be improved by performing a binary search over the set of possible values of r. By performing a binary search over the O(n 2 ) possible sizes of the optimal solution (from w(e 1 ) to w(e m )), the complexity of the HS' algorithm is reduced from O(kn 3 ) to O(kn log n), where the complexity of the inner cycle is O(kn), and the complexity of the outer cycle is O(log n). At each iteration of the outer cycle, the inner cycle is executed with a specific value r = w(e mid ), and a solution C is generated. By Corollary 5, if C has size r(C ) > 2r, then r < r * ; if this is the case, low is set to mid; otherwise, high is set to mid. So, every time high is set to mid implies that it is possible to generate a solution C of size at most 2r, where r = w(e high ). Similarly, every time low is set to mid implies that r * > w(e low ). In other words, at every time, r * > w(e low ), and the inner cycle of HS' is capable of producing a solution of size at most 2w(e high ). This way, at the end of the algorithm (when high = low+1, and mid is set to high), r = w(e mid ) ≤ r * and the HS' algorithm is capable of generating a solution C of size r(C) ≤ 2r. Thus, the HS' algorithm returns a solution C with size r(C) ≤ 2r ≤ 2r * .
1) COMPLEXITY
The HS' algorithm consists of the execution of the Sh' algorithm with different values of r. Since the values of r are taken from a set of O(n 2 ) values using binary search, the overall complexity of HS', as shown in Algorithm 4, is O(kn log n). However, since this algorithm requires as input an O(n 2 ) ordered set of edge costs, and since this ordering can be performed in O(n 2 log n) steps, the overall complexity of the HS' algorithm is O(n 2 log n), as originally stated by Hochbaum and Shmoys [18] , [19] .
2) TIGHT EXAMPLE
The example of Figure 6 shows a tight example for the Sh' and Gon algorithms. This same instance also works as tight example for the HS' algorithm. For k = 2, the size of the optimal solution C * = {v 2 , v 5 } for this instance is of 1 unit (Figure 4) . Given the cost r ∈ {1, 2, 3, 4, 5} of any edge from the input complete graph, the HS' algorithm selects the first vertex at random (c 1 = v 2 ). If some vertex at distance larger than 2r exists, it is selected as a center (c 2 = v 6 ) ( Figure 6a) ; otherwise, a center is selected at random (c 2 = v 6 ). The size of this solution is of 2 units (Figure 6b ).
D. CDS ALGORITHM
Presented by Garcia-Diaz et-al in 2017, the CDS algorithm is an O(n 4 ) 3-approximated algorithm for the vertex k-center problem [34] . Despite having a sub-optimal performance, it significantly outperforms the Gon and HS' algorithms over the de facto benchmark data sets from the literature. Some heuristic variants that can be derived from CDS are the CDSh and CDSh+ algorithms, which have a more practical complexity of O(n 2 log n) and O(n 3 log n), respectively. Algorithm 5 shows the Critical Dominating Set algorithm, which is the fundamental piece of the CDS, CDSh and CDSh+ algorithms. Notice that the CDS algorithm and the Critical Dominating Set algorithm are not the same.
The Critical Dominating Set procedure takes advantage of the fact that a minimum dominating set on the pruned graph G r * of the input graph G is actually a solution for the vertex k-center problem (Lemma 2). However, the minimum dominating set problem is also an NP-Hard problem. So, in order to preserve a polynomial execution time, this relationship is exploited heuristically, giving no guarantee of finding the minimum dominating set. Just like the Gon and HS' algorithms, the Critical Dominating Set algorithm exploits the structural property revealed by the Sh' algorithm, but in a relaxed way. While the Gon and HS' algorithms select as center a vertex that guarantees the construction of a 2-approximated solution, the Critical Dominating Set algorithm also tries to maximize the number of vertices dominated by the newly selected center. This decision hurts the approximation factor, but significantly improves the algorithm's performance compared to that of the Gon and HS' algorithms when tested on the de facto benchmark data sets.
The Critical Dominating Set procedure consists of the following steps. First, the PrunedGraph subroutine constructs the graph G r = (V , E r ), where E r ⊆ E is the set of edges with cost less than or equal to r (Definition 3). Secondly, the GetInitialScore subroutine evaluates the initial Score of each vertex in G r , which measures the fitness of every vertex to be selected as center. When evaluated for the first time, this Score is just the degree of each vertex; in other words, it is the number of vertices that are in the neighborhood of each vertex. During every one of the next k iterations, the algorithm selects the farthest vertex f i from the current solution C. This selection is made at random in the first iteration, because at this point C is the empty set. Then, a vertex c i of maximum Score from N (f i ) ∪ f i is selected as part of the solution. Finally, the Score of each vertex is updated. At any time during the execution of the algorithm, the Score assigned to each vertex v ∈ V is equal to the number of vertices in N (v) such that none of them is connected to some previously selected center. More specifically, at any iteration i, ∀v ∈ V , Score(v) = |{u : u ∈ N (v) ∧ u ∈ N (C \ c i )}|. Lemma 9 establishes the correctness of the Critical Dominating Set procedure.
Lemma 9: If r ≤ r * , the Critical Dominating Set procedure returns a 3-approximated solution.
Proof: First, if during any of the k iterations of the Critical Dominating Set algorithm, the farthest vertex f i is at a distance less than or equal to 3r * , then all vertices are at a distance less than or equal to 3r * from the current solution and hence, the algorithm returns a solution with covering radius r(C) ≤ 3r * . Now, for the rest of the proof we will assume that during all the iterations of the Critical Dominating Set procedure, the farthest vertex f i is at a distance larger than 3r * from the current solution. The overall description of the proof is as follows. We have to show that the center c i selected by the Critical Dominating considered during the k iterations of the algorithm are different. Consequently, all the k centers of the optimal solution have a vertex in the generated solution that is responsible of covering their vertices within a 3r * radius. Therefore, the Critical Dominating Set procedure returns a solution with covering radius r(C) ≤ 3r * .
First, we show that the center c i selected at iteration i, is at a distance less than or equal to 2r * from the center c * is the closest center in the optimal solution C * to f i , and the distance d(f i , c i ) is less than or equal to r * because c i ∈ N (f i ) ∪ f i . Therefore, by using the triangle inequality we get
Using the triangle inequality again, we see that any vertex v at a distance less than or equal to r * from the center c * f i is at a distance less than or equal to 3r * from the center c i selected by the algorithm.
Now, we proceed by contradiction to show that all the centers c * ) ≤ r * . Using the triangle inequality and the previous equations we get
However, by assumption we know that d(c j , f i ) > 3r * at every iteration, contradicting Eq. 8.
Algorithm 6 shows the pseudocode of the CDS algorithm, which consists in executing the Critical Dominating Set algorithm with every possible value of r, which are taken from the set of edge costs. This way, at some point it will be executed with the size of the optimal solution, and by Lemma 9 the following theorem holds.
Theorem 10: The CDS algorithm returns 3-approximated solutions.
1) COMPLEXITY
The CDS algorithm consists in executing the Critical Dominating Set procedure with different values of r, which are taken from a set of O(n 2 ) values. The Critical Dominating Set procedure consists of 3 stages. First, a pruned graph G r is constructed by removing the edges with cost larger than r from the input graph; this can be done in O(n 2 ) steps. Secondly, the degree of every vertex is evaluated; this can Since D contains the neighbors of the previously selected centers c j , j < i, by the last iteration (i = k) n 1 + n 2 + · · · + n k = n. Therefore, the overall complexity of the whole k iterations is O(n 2 ). Thus, the overall complexity of the CDS algorithm is O(n 4 ).
2) TIGHT EXAMPLE
While the Sh', Gon, and HS' algorithms have a simple tight example (Figure 6 ), the tight example for the CDS algorithm was harder to find. Figure 7 shows the adjacency matrix of a tight example G = (V , E) with k = 4 for the CDS algorithm that certificates that its 3 approximation factor is tight. The cost of the edges of G satisfies the triangle inequality. This can be confirmed by applying the Floyd-Warshall algorithm [46] , [47] over G, which returns the exact same graph, implying that the shortest path between every pair of vertices u and v is given by the edge (u, v) ∈ E. The optimal solution for this instance is C * = {v 2 , v 5 , v 8 , v 11 }, and the distance from the vertices to their nearest center is 1 (shadowed regions). Thus, the size of the optimal solution for this instance is r(C * ) = 1.
Since the Critical Dominating Set algorithm guarantees the generation of 3-approximated solutions only when r ≤ r * , Table 1 shows the state of the algorithm at each iteration with r = r * = 1, which is the smallest edge cost in the input graph. Notice that if self-loops were considered, the CDS algorithm would be executed at some point with a value r = 0, and it would behave exactly as the Gon algorithm, implying that the CDS algorithm is actually a 2-approximated algorithm. However, according to our experiments, the real mechanism that allows the CDS algorithm to outperform the Gon and HS' algorithms relies on its ability for taking local decisions that hurt its approximation guarantee. Therefore, we prefer to consider the CDS algorithm as a theoretically worst option -a 3-approximation algorithm -that tends to yield a better practical performance. However, it is a good idea to implement the CDS algorithm considering self-loops, because it does not increase the complexity of the algorithm. In fact, in the experiments presented in Section IV, we considered self-loops. It is important to point out that, even though the CDS algorithm can generate a tight solution with r = r * = 1, it may generate better solutions with the other possible values of r, i.e. {0, 2, 3, 4, 5, 6}. In order to check how the algorithm performs in general, we implemented and executed the algorithm with different seeds. This allowed us to verify that in many times it returns tight solutions of size 3r * . Table 1 is divided into three parts. Each one of these parts have one row for each one of the k iterations of the algorithm. In this case, k = 4. The state of the variables of the algorithm is shown in each row. Finally, there is an extra row that shows the final state of the algorithm. Specifically, at iteration i = 1 all the vertices are at distance ∞ from the current solution , where it can be observed that the distance from v 9 to the generated solution is exactly 3, and the generated solution is
3) A MORE EFFICIENT HEURISTIC
The O(n 4 ) complexity of the CDS algorithm becomes unpractical as the input grows. Algorithm 7 shows the CDSh algorithm, which has a more practical complexity of O(n 2 log n) by performing a binary search over the set of feasible covering radius. This binary search assumes that the solutions returned by the Critical Dominating Set procedure are optimal, which is not always true; otherwise it would solve the NP-Hard minimum dominating set in polynomial time. So, the approximation guarantees of the CDS algorithm are not present in the CDSh algorithm. Table 2 shows the complexity of the approximation algorithms described in this paper, where Gon+ is the Gon algorithm repeated n times with a different initial center. The same idea applies to the HS+ and CDSh+ algorithms, which are the HS and CDSh algorithms repeated n times with a different initial center, respectively. All these algorithms were tested over optimal and best known solutions of de facto benchmark data sets from the literature. The optimal solutions were computed by the BEA exact algorithm (Alg. 1) using a commercial optimization software (Gurobi) with its default tuning parameters [48] . Tables 3 to 7, and Figures 8  to 12 show the experimental average approximation factor, experimental standard deviation, and average execution time of each algorithm over each benchmark data set. Tables 8  to 12 show the solution size found by each algorithm over each instance.
IV. EXPERIMENTAL PERFORMANCE EVALUATION
In all the experiments, we did not consider the time required for processing the input graph. In the case of the HS, CDSh, and CDSh+ algorithms, we also did not consider the time required for the ordering of the edge costs. Because of this, the execution time of the HS and HS+ algorithms have a complexity of O(kn log n) and O(kn 2 log n), respectively. All the polynomial time algorithms were implemented in C. The C code implementations can be downloaded from https://github.com/jesgadiaz/k-center-in-C. The script for the BEA exact algorithm was implemented in Python and each minimum dominating set problem was solved with Gurobi 8.1.0 [48] . All the implementations were executed on an Asus laptop with an Intel Core i5 processor of 2.3 GHz, and 24 Gb of RAM memory. At this point it is important to remark that memory is a limitation for any algorithm that requires to store the whole adjacency matrix of the input graph at every moment. To address this problem, only the relevant chunks of the adjacency matrix can be stored [23] . However, in general there will always be instances that require the whole adjacency matrix to be stored. For this reason, the experiments where the whole adjacency matrix is stored were limited to graphs with no more than 4663 vertices. For larger instances we did not store the adjacency matrix at all. Instead, we computed the cost of the edges every time needed. This is explained in more detail in the paragraph that corresponds to large instances. Table 3 and Figure 8 show the mean and standard deviation of the experimental approximation factors obtained by the tested algorithms when executed over the pmed instances from OR-Lib [49] . This set consists of 40 instances with 100 to 900 vertices, and values of k from 5 to 200. For this specific set of instances, the edge costs are very often repeated. So, the number of edge costs goes down from O(n 2 ) to just a few values. For this reason, the computationally more expensive algorithms CDS, CDSh+, and BEA had an acceptable average execution time. However, if the edge costs are not often repeated, the execution time of these algorithms increases a lot, which is the case with the other sets of instances. As expected, the Gon, HS, Gon+, and HS+ algorithms are among the most efficient, with an average execution time of 8E-4, 8E-4, 0.070, and 0.625 seconds, respectively. The CDS algorithm had an average execution time of 0.169 seconds. The CDSh and CDSh+ algorithms had an average execution time of 0.014 and 9.169 seconds, respectively. The reason why CDSh+ had a worst average execution time than CDS is that the set of edge costs is reduced from O(n 2 ) to just a few values. So, while CDS consists of the Critical Dominating Set repeated a few times, the CDSh+ algorithm consists of the Critical Dominating Set repeated more than n times. With respect to the quality of the generated solutions, the HS+ algorithm had the best performance among the 2-approximated algorithms, with an experimental average approximation factor of 1.258 . From all the tested polynomial time algorithms, the CDSh+ algorithm had the best performance, with an experimental average approximation factor of 1.017. Besides, the BEA basic exact algorithm shows a good performance, generating all the exact solutions in an average execution time of 1.791 seconds. Table 8 shows the detailed results obtained by the tested algorithms over the pmed instances. Table 4 and Figure 9 show the mean and standard deviation of the experimental approximation factors obtained by the approximation algorithms when executed over a set of small-size instances from TSPLib [50] . This set consists of 40 instances with 200 to 657 vertices, and values of k from 5 to 40. As expected, the Gon, HS, Gon+, and HS+ algorithms are among the most efficient, with an average execution time of 4E-4, 6E-4, 0.014, and 0.269 seconds, respectively. The CDS algorithm had a total execution time of 283.774 seconds, which shows how inefficient this algorithm can be, and why its heuristic versions are more practical options. The CDSh and CDSh+ algorithms had a total execution time of 0.013 and 6.573 seconds, respectively. With respect to the quality of the generated solutions, the Gon+ algorithm had the best performance among the 2-approximated algorithms, with an experimental average approximation factor of 1.223. From all the tested polynomial time algorithms, the CDSh+ algorithm had the best performance, with an experimental average approximation factor of 1.040. Besides, the BEA basic exact algorithm shows a good performance, generating all the exact solutions in an average execution time of 1.085 seconds. Table 9 shows the detailed results obtained by the tested algorithms over the small-size TSPLib instances. Table 5 and Figure 10 show the mean and standard deviation of the experimental approximation factors obtained by the approximation algorithms when executed over a set of medium-size instances from TSPLib [50] . This set consists of 3 instances with 1060 to 1979 vertices, and values of k from 10 to 150. As in the previous experiments, the Gon, HS, Gon+, and HS+ algorithms are among the most efficient, with an average execution time of 0.001, 0.034, 2.634, and 60.160 seconds, respectively. The CDS algorithm was not executed over this set of intances because it becomes very inefficient with instances of this size. The CDSh and CDSh+ algorithms had a total execution time of 0.314 and 613.999 seconds, respectively. With respect to the quality of the generated solutions, the Gon+ algorithm had the best performance among the 2-approximated algorithms, with an experimental average approximation factor of 1.233. From all the tested polynomial time algorithms, the CDSh+ algorithm had the best performance, with an experimental average approximation factor of 1.100. Finally, the BEA exact algorithm had the worst execution time performance, generating all the exact solutions in an average TABLE 6. Mean (µ), standard deviation (σ ), and average execution time reported by the tested algorithms over the pcb3038, nu3495 and ca4663 instances from TSPLib.
FIGURE 11.
Mean and standard deviation reported by the approximation algorithms over the pcb3038, nu3496 and ca4663 instances from TSPLib.
TABLE 7.
Mean (µ), standard deviation (σ ), and average execution time reported by the tested algorithms over the sw24978, bm33708 and ch71009 instances from TSPLib.
execution time of 1060.118 seconds. Table 10 shows the detailed results obtained by the tested algorithms over the medium-size TSPLib instances. Table 6 and Figure 11 show the mean and standard deviation of the experimental approximation factors obtained by the approximation algorithms when executed over a set of more difficult medium-size instances from TSPLib [50] . This set consists of 3 instances with 3038 to 4663 vertices, and values of k from 10 to 150. From these instances only the optimal solutions from nu3496 and ca4663 could be computed by the exact algorithm BEA. From pcb3038, only the optimal solutions with k ∈ {10, 20, 30} were computed. For values of k from 40 to 150, the solutions are much more difficult to find. Namely, the BEA algorithm had to run a couple of weeks just FIGURE 12. Mean and standard deviation reported by the approximation algorithms over the sw24978, bm33708 and ch71009 instances from TSPLib.
TABLE 8.
Results obtained by each tested algorithm over the pmed instances from OR-Lib. The best found solutions are highlighted, and the optimal solutions are underlined.
to get an upper bound on the optimal solution size. To get best known solutions for these instances, we runned the TS1, TS2, VNS, IM-10, IM-100 and RI local search algorithms from the TABLE 9 . Results obtained by each tested algorithm over some small instances from TSPLib. The best found solutions are highlighted, and the optimal solutions are underlined.
literature during a combined total time of 986,000 seconds using different seeds [30] , [51] . As in the previous experiments, the Gon, HS, Gon+, and HS+ algorithms are among the most efficient, with an average execution time of 0.006, 0.127, 19.172, and 458.953 seconds, respectively. The CDS and CDSh+ algorithms were not executed over this set of intances because they become very inefficient with instances of this size. The CDSh algorithm had an average execution time of 2.013 seconds. With respect to the quality of the generated solutions, the HS+ algorithm had the best performance among the 2-approximated algorithms, with an experimental average approximation factor of 1.318. From all the tested polynomial time algorithms, the CDSh+ algorithm had the best performance, with an experimental average approximation factor of 1.170. Finally, the BEA exact algorithm had the worst execution time performance, generating exact solutions and upper bounds in an average execution time greater than 60,000 seconds. Table 11 shows the detailed results obtained by the tested algorithms over the more difficult medium-size TSPLib instances. Table 7 and Figure 12 show the mean and standard deviation of the experimental approximation factors obtained by the approximation algorithms when executed over a set of large-size instances from TSPLib [50] . This set consists of three instances with 24,978 to 71,009 vertices, and values of k from 25 to 100. The optimal solutions of these instances are unknown. Thus, we used the best known solutions found by an hybrid VNS algorithm from the literature [31] . For this set of instances we only tested the Gon, Gon+, HS, and CDSh algorithms. The CDS, HS+, CDSh+, and BEA algorithms were not executed over this set of intances because they become very inefficient with instances of this size. Besides, since the adjacency matrix for these instances is very large, we did not stored such matrix. Instead, we computed every edge cost every time needed by the algorithm. Because of this, we did not executed a binary search over the set of edge costs for the HS and CDSh algorithms. Instead, we executed a bisection search between 0 and the most expensive edge cost. As in the previous experiments, the Gon and HS algorithms are among the most efficient, with an average execution time of 0.019 and 0.584, respectively. The CDSh and Gon+ algorithms had an average execution time of 689.723 and 914.406 seconds, respectively. With respect to the quality of the generated solutions, the Gon+ algorithm had the best performance among all the algorithms, with an experimental average approximation factor of 1.158. Table 12 shows the detailed results obtained by the tested algorithms over the large-size TSPLib instances .   TABLE 11 . Results obtained by each tested algorithm over the pcb3038, nu3496, and ca4663 instances from TSPLib. The best found solutions are highlighted, optimal solutions are underlined, and best known solutions have an asterisk at the end.
TABLE 12.
Results obtained by each tested algorithm over the sw24978, bm33708, and ch71009 instances from TSPLib. The best found solutions are highlighted.
V. CONCLUSIONS
Under the assumption that P = NP, and since solving the problem of computing (2 − )-approximation solutions for the vertex k-center selection problem belongs to the NP-Hard class, the 2-approximated Sh, Gon and HS algo-rithms are examples of best possible polynomial algorithms for the vertex k-center problem. The analysis presented in Section III revealed that these three algorithms achieve their approximation bound by taking advantage of the same structural property of the k-center problem, namely, that in order to get the approximation guarantees, it suffices with selecting centers that are sufficiently far away from each other.
Unfortunately, even though these algorithms have the best possible worst-case performance, they tend to perform poorly on practice. This is mainly because they take conservative decisions in order to keep their approximation guarantees. For this reason, in this paper we also considered the 3-approximated CDS algorithm which consistently outperforms the Gon and HS algorithms over the de facto benchmark data sets from the literature.
In Section III, we showed that it is easy to prove the correctness of the Gon and HS algorithms, by showing that they are actually clever implementations of the Sh algorithm. While the Sh algorithm requires the optimal solution size ahead of time, the Gon algorithm cleverly eliminates such requirement by always selecting the farthest vertex. For its part, the HS algorithm performs a binary search over the set of possible values of r until it finds an r value less than or equal to r * such that it allows its inner cycle to create a solution of size 2r. Similarly, the proof of correctness for the CDS algorithm (Lemma 9) has a very similar structure to that of the proof of correctness for the Sh algorithm (Lemma 4) because it also takes advantage of the same structural property. This way, it is easy to observe how all these algorithms rely on the same structural properties of the vertex k-center problem. To some extent, the Gon and HS algorithms are equivalent, and the CDS algorithm can be considered as a deterministic perturbation of the Gon algorithm. Besides, we present a novel tight example for the CDS algorithm, which completes the demonstration that this algorithm is actually a 3-approximated one.
The experimental analysis confirmed the theoretical results by showing that the algorithms that become more unpractical as the input grows are the CDS, HS+, and CDSh+ algorithms. Besides, the same experiments show that the Gon, HS, CDSh, and Gon+ algorithms are able to generate good solutions very efficiently. Among the 2-approximation algorithms, the Gon+ and HS+ algorithms present the best performance. Despite its sub-optimal approximation factor, the CDS algorithm and its heuristic versions CDSh and CDSh+ had the best empirical performance. Among all the tested polynomial time algorithms, the one that keeps a better balance between execution time (efficiency) and quality of the generated solution (efficacy) is the CDSh algorithm, generating solutions with an average approximation factor (average execution time) of 1.047 (in 0.014 seconds), 1.117 (in 0.013 seconds), 1.159 (in 0.314 seconds), 1.170 (in 2.013 seconds), and 1.193 (in 689.723 seconds) over the pmed instances from OR-Lib, and the small, medium, and large instances from TSP-Lib, respectively. It is important to remark that, even though CDSh outperforms Gon+ on most instances, Gon+ had the best performance when tested over the large instances from TSPLib, with an approximation factor (average execution time) of 1.158 (in 914.406 seconds).
The BEA exact algorithm, which naturally follows from the basic reduction from the vertex k-center problem to the minimum dominating set problem, had a good performance on most instances of up to 4663 vertices. This is remarkable since it shows that one of the simplest IP formulations for the vertex k-center problem can be competitive with the other formulations from the literature by using a commercial optimization software with its default tuning parameters (Gurobi) [48] . However, there are some pathological instances, such as pcb3038, where BEA presents an extremely poor performance, with an average execution time of the order of weeks just to get an upper bound on the optimal solution size. Of course, due to its nature, and under the assumption that P = NP, any exact algorithm for the NP-Hard vertex k-center problem will run in exponential time.
Finally, as a byproduct of our experimental analysis, we corroborate most exact solutions reported in the literature and we also present novel best known solutions for a few extra instances, such as pcb3038 with values of k from 50 to 150.
