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Modeling the early ionization of dielectrics by
ultrashort laser pulses
Antoine Bourgeade∗ Candice Mézel† Olivier Saut‡
Abstract
In this paper, we present a model for propagation of intense and
ultrashort laser pulses ionizing dielectrics. We consider early ion-
ization so that this process is sufficiently weak to avoid requiring
a complete description of the ionization process (e.g. the use of ki-
netic equations which are very expensive from a computational point
of view). As the intensity of the field is small, one photon ioniza-
tion is neglected. Ionization may only occur through multi-photonic
and collisional ionization. The conduction band is discretized and
multiple-rate equations are written for electron densities. The wave-
field evolves through Maxwell equations.
Keywords: Nonlinear optics ; Modeling multiphoton ionization ;
Ultrashort laser pulses ; Plasma Physics.
1 Introduction
In this paper, we present a mathematical model adequate to describe the
interaction of dielectrics with ultrashort laser pulses. This interaction in-
volves several physical mechanisms. Provided that the laser intensity is
high enough (about tens of TW/cm2), electrons are generated by mul-
tiphoton ionization (MPI). They reach the conduction band where they
get enough energy (more than the band gap value) to perform electronic
collisional ionization. One can see [3, 9] for the coupling of MPI with a
propagating laser field (using the envelope approximation).
There are two other ways to perform ionization: the tunnel ionization,
often competing with MPI in which the electrons cross the coulombian
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barrier instead of jumping over, and the above threshold ionization (ATI)
in which the electrons get more than the number of photons required for
MPI. These two processes are not described in this paper but could easily
be included in the proposed method.
In this paper, we couple the propagation of the pulse described by
Maxwell equations and a multigroup approach inspired from [19]. Thus we
believe that the accounting of the ionization process will be more precise
than for instance in [16] where a temperature model of ionization is coupled
with Maxwell equations. As we do not make the envelope hypothesis, the
interaction will be more precisely described than in [8] where a multigroup
model is coupled with an envelope equation for the propagation.
Femtosecond laser pulses can now be used for precise machining at
nanometer scales [22]. Indeed these pulses produce limited collateral dam-
ages in terms of stress waves, thermal conduction or melting. Ultrashort
beams also permit to observe very short phenomena (chemical reaction in
gases. . . ). Their enormous power allows them to be used for material ab-
lation or nanomachining [10, 17] but does not prevent their application to
biological materials [12].
There are many approaches to describe this interaction. One can find
models using kinetic approaches based on Fokker-Plank equations [1, 21] or
even physical models with an absorption term. However, these approaches
are very computationally expensive. We are looking at modeling early
ionization where only a small part of the material is ionized. This model
should be numerically efficient and adequate to describe multi-photonic
ionization. We are not really interested in rendering strong ionization.
On this topic of weak ionization, one can already find several models.
For instance in [16], free electrons are considered as a unique variable.
The wave-field is driven by Maxwell equations. Two ionization models
are introduced : multi-photonic and collisional ionizations. The collisional
model is based on a temperature to compute collisional ionization rate.
This assumes that the electrons have reached a thermal equilibrium, which
may not be the case.
In [18], a multi-group approach is used through multiple rate equations.
However, the evolution of the electric field is not accounted for. The ioniza-
tion equations are solved in the time domain at a given spatial location for
a given profile of the laser pulse. Furthermore, some probabilities describ-
ing one photon absorption by an electron are difficult to obtain or estimate
experimentally.
In this paper, we have combined both approaches. For this matter, sev-
eral assumptions are made. The displacement of free electrons is neglected
as we are interested in weak ionization and short pulses. Finally, the elec-
trons ionizing by the collision process turn back to the lowest energy level
of the conduction band. The ionization model is coupled with a Maxwell
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equations solver. This allows us to obtain a model adapted to the early
ionization of dielectrics by ultrashort laser pulses.
The outline of this paper is as follows. Section 1 describes the mathe-
matical model. Section 2 describes the numerical methods and algorithms
that were used to discretize this model. Finally, Section 3 presents some
numerical experiments highlighting the accuracy of our model.
2 Theoretical model
In our model, we consider several phenomena affecting electrons and neu-
trals. It includes multiphoton and collisional ionization, ohmic heating of
free electrons by the laser pulses, radiation (excitons) and collisions be-














Figure 1: Different phenomena involved in generation of free electron gas.
In this paper, we consider a pulse (of wavelength 800 nm) propagating in
dielectric (silica). We assume that there is only one electron on the highest
level of the valence band and that this level is not realimented. This is
justified as strong ionization will not be considered in this work. The
extension to more complicated materials is straightforward. Accounting
for the whole valence band is the subject of a forthcoming work.
The laser pulse will evolve through Maxwell equations. For the free
electrons, we use multiple rate equations (as in [18]) and a renormalization
procedure to ensure energy conservation and render ohmic heating. The
polarization of the material is given by a Bloch equation [6] or is directly
computed from the number of neutrals [5].
3
2.1 Light description
To model the propagation of the laser in two and three dimensions, we use
the fully time-dependent Maxwell equations. The laser pulse is described








µ0∂tH = −∇× E,
∂tD = ∇× H − J,
∇ · D = 0,
∇ · H = 0,
(1)
where we have D = ǫE+P. The two relations ∇·D = 0 and ∇·H = 0 do
not play any role in the sequel and are satisfied by the numerical schemes.
The interaction of light with matter occurs through the polarization
P and current J. The current J will be obtained from the densities and
velocities of free electrons. We will see later on how to calculate these
terms. We choose to present two different approaches for the computation
of these terms in order to have a better control on the results.
2.2 Free electrons
Free electrons are described by their densities according to their energy. As
in [18], we discretize the conduction band in Np levels whose mean energies
(starting from the fundamental level i = 0) are
Ei = (i +
1
2
)~ωL, 0 ≤ i ≤ k, (2)
where ~ωL is the photon energy of laser light and k = [
Ecrit
~ωL
+ 1] = Np − 1,
Ecrit being the critical energy of ionization.
Remark 1 In fact, as the ohmic heating of the electrons is accounted
for separately, there is no need to consider energy levels separated by the
energy of a photon. The conduction band can be discretized differently as
shown in Sec. 4.3
In the sequel, in our applications, we take Np = 6 (as we are considering
fused silica but the extension to more energy levels is straightforward). The
density of free electrons in the energy level i at time t and point x will be
denoted by ni(t,x). In particular, the density of electrons above the critical
energy for impact ionization is denoted by nk.
For the time being, we consider three processes acting on the free elec-
trons (see Fig. 1). The first one, multi-photon ionization depends on the
laser pulse and the number of neutrals. The second one, collisional ioniza-
tion, depends on the number of free electrons having reached the ionization
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energy and of the number of neutrals. Finally, the electrons also lose energy
by radiation.
Collecting our assumptions, we can write them down as evolution equa-
tions. As in [18], we have to describe the evolution of each group density.




∂tn0 = αionN − αdesn0 + 2αcol NN0 nk,
∂tni = −αdesni, 0 < i < k,
∂tnk = −αcol NN0 nk − αdesnk,
(3)
where the rates αion, αdes, αcol can be found in Sec. 2.7. The instantaneous
number of neutrals is denoted by N . Let us also note that we have N +
∑
i ni = N0 at every time. The evolution equation on N is given in Eq.
(6). The factor 2 in the first equation of system (3) comes from the fact
that through collisional ionization, one electron in the k-th energy level
ionizes one electron in the valence band: these two electrons are then in
the lowest level of the conduction band.
Remark 2 There is no diffusion between groups, the cascading effect is
not considered yet. These transitions will be accounted for later to ensure
the conservation of energy in Sec. 2.5.
To each energy group, we associate a mean velocity denoted by vi for
the free electrons in the energy group Ei. The evolutions of the different




E − ν(i)e−vi, 0 ≤ i ≤ k, (4)
where Qe is the charge of an electron, me its mass and ν
(i)
e the collision
rates containing electron-electron and neutral-electron collisions. Their ex-







2.3 Neutrals and bound electrons
We only consider one electron by atom. This electron is in the highest
energy level. For each point x and time t, we denote by N(t,x) the number
of neutrals. According to our assumptions, this also corresponds to the
number of bound electrons in the highest level of the valence band.
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The number of neutrals increases with the energy lost by radiation by
the free electrons. This number decreases by multi-photon and collisional









N0 being the number of neutrals at equilibrium without ionization. The
transition rates αion, αdes, αcol are the same as those found in Eq. (3).
Their expressions are given in Sec. 2.7. In this work, we do not consider
that other species than neutrals could be produced by this recombination
(e.g. negative ions).
To validate our rendering of the ionization process, we choose to use
two different approaches for describing laser-matter interaction. The first
one at the quantum-mechanical level uses the Bloch equation to describe
the evolution of the material and the Maxwell equations for the light where
the polarization term comes from the microscopic description. The second
one is a model based on the Maxwell equations where the polarization term
takes the dispersive effects into account.
Using the Bloch equation and the density matrix formulation [7, 15]: We
describe the atoms according to their energy using the density matrix for-
malism. In this formalism, the material is statistically described at the
quantum-mechanical level. Each molecule of the medium is considered as
a quantum system with 2 discrete levels of energy.
The density matrix ρ represents the various populations in each of the
energy levels of the free Hamiltonian in its diagonal terms. The off-diagonal
terms of the density matrix represent the quantum coherences of a set
of atomic states. It was shown in [4], that this approach is adequate to
describe a wide range of dispersive dielectrics.
Let us denote by ωjk = ωj −ωk the difference between the two frequen-
cies associated to levels j and k. We shall also denote by µ the dipolar
matrix of the material (depending on its microscopic structure) [7, 15].
The potential of interaction of the wave-field with the material is given by
V = −µ · E.





(where we remind that for two operators A and B, [A, B] = AB −BA) for
the population terms and the following equations for the coherences.
∂tρjk = −ıωjkρjk +
ı
~
[V, ρ]jk, j 6= k. (8)
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The polarization is given by
Pa = Ntr (µρ),
hence its time derivative is computed through
∂tPa = tr (µρ)∂tN + Ntr (µ∂tρ). (9)
This approach will be useful for introducing the influence of the lower
level electrons.
Using a nonlinear polarization in the Maxwell equations: The polariza-




(PL + PNL), (10)
where the linear PL and nonlinear PNL terms are computed as in [5]. The
number of neutrals without the laser pulse is denoted by N0.
This approach is useful to account for a Kerr-type nonlinearity.
2.4 Interaction terms
The currents involved in Maxwell equations (1) are decomposed into J =
Je + Jmpi. The first one is due to the movement of free electrons and the
ionization is responsible for the second one.






Then we have to compute the current due to photonic ionization. Its





where for silica Wion = 9|Qe|, Qe being the charge of an electron, E ·Jmpi =
αionWion is the ionization energy [16, 20]. If the electric field is vanishing,
we take Jmpi = 0. The expression of αion is found in Sec. 2.7 and depends
on the intensity of the incoming wave-field.
2.5 Diffusion between energy groups: ohmic heating
At this stage, we have not taken into account the effect of the acceleration
of electrons by the laser and the transition it generates between energy
groups. In [18], this is achieved directly in the rate equations. However,
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the corresponding probability or avalanche coefficient is difficult to recover
experimentally and is generally intuitively estimated [2, 20]. We choose
another approach to render these physical effects. Equations (3) do not
contain cascading terms. Free electrons are heated by the laser pulse and
their energy increases. We have assumed that there are ni electrons with
mean energy Ei (or with an energy between i~ωL and (i + 1)~ωL). If these
electrons are heated they may leave this group to a group of electrons with
higher energy.
We choose to compute the number of these electrons leaving the current
group and add them to the appropriate group. Yet, if we add these electrons
to a different group, the quantity of movement of the first group changes.
Then, we also have to adjust the velocities in each group.
Initially, we consider that all electrons are in the lowest level n0. We
will denote by i0(t,x), the highest populated energy level at the point x
and time t. We have i0(0,x) = 0 and i0(t,x) ≤ k.
In the sequel, we use the notation ωc =
Wion
k~
, where Wion is the energy
of ionization of the material.
Renormalization of densities: The laser heating makes electrons gain
energy and thus they may change from one energy level to another. We
will denote by E∗i the energy obtained from Ei. If E∗i > E , there will be a
flux of electrons from the energy group Ei to Ei+1.
The principle of the projection is shown in Fig. 2. We consider that
the electrons are found uniformly in each group. So the transition E0 → E∗0












E∗j − E∗j−1 = E∗j − Ej + Ej − Ej−1 + Ej1 − E∗j−1,
= ∆Ej + ~ωc + ∆Ej−1,
where ∆Ej = E∗j − Ej .
To compute the variation of energy, we use
∂tEi = Qevi · E, (15)
which gives the flux between two groups






























Figure 2: Principle of the computation of the new densities to take heating
into account. The red and blue rectangles represents the two initial groups
corresponding to energies E0 and E1. After heating, these two groups are
shifted and have to be projected to compute the new densities of each
energy level. We assume that the electrons are uniformly distributed in
each group.
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where we have approximated the velocity of the interface between groups





ñ0 = n0 − δn0,
ñi = ni + δni−1 − δni, 1 ≤ i ≤ i0 − 1
ñi0 = ni0 + δni0−1.
(17)
Remark 3 It shall be noted that this process does not change the total
number of free electrons.
Renormalization of velocities: The total momentum per group must
also be computed as we have changed the electron densities. The mo-
mentum of the energy group Ei is given by
pi = menivi. (18)























, 0 ≤ i ≤ i0. (21)
Renormalization of last group: As electrons are heated, their energy can
exceed the threshold Ei0 . In this case, we need to add an additional energy
level (for instance, with i0 = 1, we have to add an energy level to account
for free electrons in the right-most gray rectangle of Fig. 2). For this
matter, we use the conservation of energy.
Let us denote by Ui the total energy of the group i. We have Ui =
(i + 12 )~ωcni for 0 ≤ i < i0, the energy in the last group ensures the
conservation of the total energy.



















Qeni(vi · E)dt, (23)








)~ωcne(1 − e−νdesdt) + U(i0)(1 − e−νdesdt), (24)
where we have used Eq. (3) to evaluate the energy lost by radiation during
a time dt.
The energy of the last level is given by







We shall now decide if there is a need to add another energy level
(assuming that i0 < 6). If U(i0) > ni0(i0 +
1
2 )~ωc, we have to create a new
level. To ensure that the last level is not almost empty, we will only add a
level if U(i0) > ni0(i0 + 1)~ωc.
The energy per electron is given by U(i0)
ni0
. Then assuming that the









and we set the new values of the densities n∗(i0), n
∗(i0 + 1) and energies
U∗(i0), U
∗(i0 + 1):
n∗i0 = ni0 − δn(i0) ; n∗i0+1 = δn(i0)







Finally, we have to compute the adequate velocities. For that matter,
we use the same method as in the previous paragraph. We ensure that we
have the conservation of momentum. The momentum of the group we have
just added must correspond to the initial momentum of the group i0 minus
the momentum of the updated group i0.
For the sake of simplicity, let us assume that i0 = 0. We denote by v
the velocity of the interface between groups 0 and 1. As in Eq. (19), the
momentum leaving the first group is given by
δp0 = −meδn0v, (28)
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but this time we have to compute the velocity of the interface. We choose
to use a linear approximation i.e. we take v = 2v0. We have conservation





0 = men0v0 + δp0. (29)








v∗1 = v. (31)
Remark 4 One can also use an approximation of higher order.
2.6 Adding a relaxation process toward thermal equi-
librium
We now assume that the electronic densities are relaxing toward a Maxwellian


































∂tn0 = αionN − αdesn0 + 2αcol NN0 nk −
1
τm
(n0 − neq0 ),
∂tni = −αdesni − 1τm (ni − n
eq
i ), 0 < i < k,
∂tnk = −αcol NN0 nk − αdesnk −
1
τm
(nk − neqk ),
(34)
where we have denoted by τm the relaxation time toward equilibrium (iden-
tical for each level).
12





































Remark 5 In our experiments, most of the time the highest level is not
populated. Therefore this relaxation process toward equilibrium will accel-
erate the ionization.
2.7 Probabilities
We have to determine the probabilities associated to each of the three
processes involved. We have taken the expression found in [16]. For reader’s
convenience, we recall these expressions shortly.






























where β = Wth
Wion
, N0 = 2×1028 m−3 and α0col = 1.5×1017. We have denoted









= (1.5 × 10−13)−1 s−1,
see [16] for details. The influence of this phenomenon is probably limited
with ultrashort pulses.






10−12 E × H
)6
, (38)
as in [16] we took σ6 = 2×107 m−3s−1(TW/m2)−6 and N0 = 2×1028 m−3.
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3 Numerical method
3.1 Discretization of the Maxwell equations
For discretizing Maxwell equations, we use a finite-difference scheme based
on Yee’s work [23]. The physical variables are computed using the scheme




t = n t











H x , , P
Figure 3: Scheme used to discretize the physical variables.
The discretization of the model based on nonlinear Maxwell equations
is described in [5].
3.2 Computation of free electrons densities
The computation of the free electron densities given by (3) is decomposed










∂tn0 = αionN − αdesn0 − 1τm (n0 − n
eq
0 ),
∂tni = −αdesni − 1τm (ni − n
eq
i ), 0 < i < k,













∂tnk = −αcol NN0 nk,
N = N0 − n0 −
∑k−1
i=1 ni − nk.
(40)
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3.2.1 Resolution of (39)
As the system corresponding to (39) is linear, we will use an exponential








1 − e−(αdes(j)+ 1τm )dt
)
, 1 ≤ j ≤ k,
(41)


















3.2.2 Resolution of (40)
We have to compute the densities from (40) (i.e. we are splitting the
equations on n0 and nk in time). Summing the two first equations of (40),





















k − nn+1k ). (44)
3.3 Computation of the electrons velocities
One has to compute the velocities with equations (4). For this purpose, we





(1 − e−νedt)E, (45)
where this equation is taken component by component.
4 Numerical results
The two approaches described in Sec. 2.3 yield identical results. Both will
be used in this section.
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4.1 Propagation of an ultrashort pulse in fused silica
In this experiment, we compute the propagation of an ultrashort pulse in
fused silica. The intensity of the 50 fs pulse (λ = 800 nm) is 1.5×1010 V/m.
We have considered 3 µm of silica.
The initial density of atoms is N0n = 2 × 1028 m−3, and we have n0e =
1010 m−3 free electrons at each point of the dielectric.
We have taken 100 points per wavelength in the direction of propagation
and 150 points in the transverse direction. The time step is computed to
ensure the CFL condition.











H(τ−t), where wy = 0.5 µm, Emax = 1.5×1010 V/m, τ = 50 fs.
Thus the input laser intensity is roughly 8.8 × 1013 W/cm2 and the peak
power 689 kW.
The amplitude of the electric field Ey after 35 fs is shown in Fig. 4.
Figure 4: Amplitude of the electric field Ey after 35 fs of propagation. The
pulse propagates from bottom left to top right.
The absorption at the center of the pulse is clearly visible. To underline
the nonlinear effects, the spectrum of this field is shown in Fig. 5. Harmonic
generation is clearly observed and only odd harmonics appear as expected.
The ionization process is a source of nonlinearities, the nonlinear index of
the material is also taken into account.
We now show the evolutions of the different populations of electrons at
the front of the dielectric in the center of the pulse. These evolutions are
shown in Fig. 6. The medium is almost completely ionized by the laser
16










Figure 5: Fourier transform of the wave-field in the y polarization in the
center of the material after 35 fs of propagation. The amplitude is shown
in arbitrary units in a log scale. The frequency scale is normalized by the
frequency of the incoming wave.
Figure 6: Evolution of the populations of electrons at the center of the
pulse at the front of the material over time. The plain lines denote the
different populations of free electrons corresponding to the seven energy
levels (0,. . . 6) and the dotted line represents the population of neutrals.
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beam and a large number of electrons reach the highest energy level of the
conduction band.
4.2 Influence of Maxwellian relaxation
In this section, we study the effect of the relaxation toward a Maxwellian
equilibrium. This process is added in our model in section 2.6.
We use the same experimental setup than in the previous experiment
with two different values for the relaxation time (τm in Eq. (34) ). Let us
note that the value τm = 1 fs is shorter than one optical cycle. We choose
such a small value to observe the effect of the relaxation process.
The result of the run is shown in Fig. 7.
As initially higher levels are not populated, the relaxation process in-
creases ionization. In order to be able to observe the effect of this relax-
ation, we had to take a very short relaxation time (τm = 1 fs) which is
probably not realistic. With a more reasonable value, there is almost no
difference with the evolution we observe without this Maxwellian relaxation
(in Fig. 6).
The effect of this relaxation on the number of free electrons is quite
small, we believe it can be safely neglected. The electrons are not very hot
and the relaxation time is thus too long for this process to be influent.
4.3 Influence of the discretization of the conduction
band
Contrary to other models like [18], the one-photon absorption by free elec-
trons is not directly accounted in the equations (3). These energy levels
do not have to be separated exactly by the energy of one photon. Thus
we can discretize the conduction band as we wish as long as the difference
between the first and the last level is conserved.
In this experiment, we wish to study the influence of this discretization
on the ionization. For instance, we can see if a finer discretization is needed
to better account for the cascading effect. We have run the same experiment
with three different discretizations of the conduction band. One has 5
levels, the second one is the same we have used before (7 levels) and last
one has 2 additional levels.
It shall also be noted that, of course, refining the discretization increases
the computation time and that finer discretizations may require smaller
time steps (however it is not the case in this test).
We have shown the evolution of the number of neutrals and the number
of free electrons in the lowest energy level in Fig. 8.
There is almost no difference on the number of neutrals (or the total
number of free electrons). The population of electrons in the level E0 is a
18
Figure 7: Electron populations over time in the setup of Sec. 4.1 with
τm = 100 fs (first picture) and τm = 1 fs (second picture) in the relaxation
process added in Sec. 2.6.
19
Figure 8: Electron populations over time in the setup of Sec. 4.1 with one
finer (9 points), one standard (7 points) and one coarser discretization (5
points) of the conduction band.
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little smaller with the coarser discretization. As the second level is closer to
the first one with a finer grid, it is probably easier to reach for an electron.
Hence, the population in the lowest level is smaller.
4.4 Comparison with the model [16]
In this experiment, we compare our model with the model described in
[16]. This model only uses one group for the free electrons and assumes
that these electrons are at thermal equilibrium.
In Fig. 9, we have plotted the evolution of energy fluxes of our model
and the model [16]. Computations were performed in 1D and 2D (the
picture represents the evolution of the flux inside the dielectric as a function
of the depth).
The same experiment is also run in 3D. The result is shown in Fig. 10.
In Fig. 11, we have plotted the total number of free electrons for three
different points in the dielectric over time for the two models. These points
are uniformely distributed at the center of the material in the 3µm of the
width.
Finally, we have plotted, in Fig. 12 and 13, the absorbed energy. The
pulse propagates from the back of the figure in the z-direction. The first
picture represents the absorbed energy (in J) for the temperature model
[16]. We can observe that the absorption occurs mainly at the surface of
the dielectric. The width of the material is as before 3µm.
In Fig. 13, we show the result of the same experiment with the multi-
group model. As before, one can observe that the material is more ionized
with this model than with the temperature model. The largest contour
shown in this picture represents the maximal value of absorbed energy
obtained with the temperature model (more precisely this contour corre-
sponds to Eabs = 2.6 × 1010 J).
Even if the results look similar, with the model [16], the material is
less ionized than with our model. Without additional information from
experiments, it is hard to determine which model is the most accurate.
However, let us note that our model is obtained from less restrictive as-
sumptions than [16]. Indeed, the electronic distribution observed with the
multi-group approach does not correspond to a thermic equilibrium.
It is nevertheless interesting to note that because the absorption occurs
more in the bulk for the temperature model, the reflection of the pulse is
less effective. This explains why the energy inside the dielectric is greater
for the temperature model although the pulses are the same. This effect is
more visible in 1D than in 2D or 3D. Actually, the reflection in 3D is quite
negligible.
21
























Figure 9: Energy fluxes in J/m2 (1D, first picture), J/m (2D, second pic-
ture) over width (m) for our model (i.e. quantities prefixed with ”Mg”) and
the model [16] (quantities prefixed with ”Pen”) in 1D and 2D (in the center
of the dielectric). We plot for each approach the absorbed, transmitted and
total energy.
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Figure 10: Energy (J) over width (m) obtained from our model (quantities
prefixed with ”Mg”) and the model [16] (quantities prefixed with ”Pen”) in
3D. We plot for each approach the absorbed, transmitted and total energy.
4.5 Experimental comparison
In this section, we will use the experimental results presented in [14] to
study the accuracy of our model.
The detailed description of the experimental setup is given in [14]. The
authors analyze the phase shift of probe laser pulse propagating in a sample
of SiO2 by observing the pattern resulting from interferences between this
pulse and a reference beam. The probe wavelength is 618 nm, the sample
temperature is 300 K. We use the fitting curve they have built from their
experimental measurements,
We have plotted the phase shift predicted by the multigroup model and
the temperature model [16] and the results measured in [14]. The results
are shown in Fig. 14 for an intensity of 1.4 TW/cm2 and in Fig. 15 for an
intensity of 2.1 TW/cm2.
From these two tests, we may conclude that the multigroup approach
appears to be more accurate than the temperature model. However the
central part of the phase shift differs a little bit between the multigroup
approach and the results of [14].
With the multigroup model, collisional ionization only occurs once the
higher energy level is populated. Thus for weak ionization, collisional ion-
ization happens later than with the temperature model. In [14], the ex-
23
Figure 11: Total number of free electrons over time for the two models for
three different points in the dielectric over time in 1D (first picture) and
3D (second picture). The first point is located at the front of the dielectric,
the second one after 1.5 µm and the last one at the back.
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Figure 12: Absorbed energy for the temperature model. The absorbed
energy is represented in J. The vertical slice at the back of the picture is
located at z = 10−7 m of the front of the material. The two other slices
are at the center of the x and y directions. The same color scale is used
for the three slices.
perimental results are fitted with a model neglecting collisional ionization.
For the lower intensity 1.4 TW/cm2 on Fig. 14, there is almost a perfect
match between the results of [14] and our model.
5 Conclusion
We have presented a mathematical model for early ionization in dielectrics.
It uses multiple-rate equations for unbound electrons and neutrals. The
laser pulse is described by Maxwell equations. The cascading effect and
ohmic heating are rendered by a procedure ensuring the conservation of
energy.
Comparing to pre-existing works, we have a full time-space domain
model (contrary to [18]) where we do not need an intuitive expression for
the one-photon intraband absorption and using multiple rate equations we
can render cascading effects (contrary to [16]).
The model was kept (relatively) simple : several phenomena, which we
believe do not play necessarily an important role with ultrashort pulses,
were neglected. For instance, the trapped electrons (accounted for by the
term in αdes in Eq. (3)) are not set aside whereas they could be considered
as excitons. We have also neglected the fact that when the highest energy
25
Figure 13: Absorbed energy for the multigroup model. The contours shown
represents five uniformly distributed values ranging from 2.6 × 1010 J (i.e.
the maximum obtained with the temperature model) to 3.2 × 1011 J (not
included). The absorbed energy is represented in J. The vertical slice at
the back of the picture is located at z = 10−7 m of the front of the material.
The two other slices are at the center of the x and y directions. The same
color scale is used for the three slices.
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Figure 14: Phase shift (in rad) in SiO2 for the three approaches for an
intensity of 1.4TW/cm2. ”Pen” denotes the curve obtained with the tem-
perature model [16], ”Mg” the curve obtained with the multigroup model
described in this paper and ”Exp. results” the results from [14].
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Figure 15: Phase shift (in rad) in SiO2 for the three approaches for an
intensity of 2.1TW/cm2. ”Pen” denotes the curve obtained with the tem-
perature model [16], ”Mg” the curve obtained with the multigroup model
described in this paper and ”Exp. results” the results from [14].
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level of the valence band is empty, the pulse can interact with the lower
layers of the valence band to repopulate this level. However we believe
that for the pulse durations we consider, the role of this phenomenon is
probably quite small. Yet, this is the subject of a forthcoming work, which
will also introduce tunneling ionization we have not considered here.
Some parameters that we have used are difficult to determine precisely.
In particular the ionization rate σ6 in Eq. (38) comes from [11] and the
collisional rate αion in Eq. (37) is not rigorously justified. The results
obtained also show that the observed phenomena depend on the model.
The recovery of parameters has to be coupled to a specific model.
Even if our numerical results are qualitative, they show that with strong
ionization, our multi-group approach yields different simulations that the
temperature model [16]. This may prove that there is no electronic temper-
ature. However, our model is much more computationally expensive than
[16]. Our numerical codes are adapted to run on parallel architectures.
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