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Abstract
The sufﬁcient and necessary conditions for the bounded oscillation of the second order nonlinear neutral delay difference equation
2[x(n) − px(n − )] =
m∑
i=1
qix(n − i ) + f (n, x(n − 1(n)), . . . , x(n − l (n)))
are obtained in critical and non-critical cases.
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1. Introduction and preliminary
Consider the second-order nonlinear neutral delay difference equation
2[x(n) − px(n − )] =
m∑
i=1
qifi(x(n − i )), nn0, (1.1)
its corresponding linear equation
2[x(n) − px(n − )] =
m∑
i=1
qix(n − i ), nn0, (1.2)
where  is the forward difference operator deﬁned by x(n) = x(n + 1) − x(n), 2x(n) = (x(n)), p ∈ [0, 1),
qi ∈ (0,∞),, i ∈ {0, 1, 2, . . .}, and fi ∈ C(R,R), i = 1, 2, . . . , m, and the characteristic equation of (1.2),
F() = (1 − )2(1 − p−) −
m∑
i=1
qi
−i = 0. (1.3)
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Since the characteristic equation (1.3) always has a real root in the interval [1,∞), from [1], Eq. (1.2) always has an
unbounded and non-oscillatory solution. Therefore, we only need to ﬁnd conditions for all bounded solutions of (1.2)
and (1.1) to be oscillatory.
In this paper, we investigate the sufﬁcient and necessary conditions for the bounded oscillation of (1.1) and (1.2) in
two cases; a non-critical case in Section 2 and a critical case in Section 3. In Section 3, we consider the more general
second-order nonlinear and non-autonomous neutral delay difference equation
2[x(n) − px(n − )] =
m∑
i=1
qix(n − i ) + f (n, x(n − 1(n)), . . . , x(n − l (n))), nn0, (1.4)
where p ∈ [0, 1), qi ∈ (0,∞), , i , j ∈ {0, 1, 2, . . .}, j ,  is a positive integer, i = 1, 2, . . . , m, j = 1, 2, . . . , l,
and f ∈ C([n0,∞)×Rl, R). We ﬁrst establish the sufﬁcient condition of oscillation of all bounded solutions for (1.4)
by the second-order ordinary difference equation
2y(n) + 1 − 
1 − p−0
−n−20 f (n, 
n−1(n)
0 y(n), . . . , 
n−l (n)
0 y(n)) = 0, nn0
under the critical state. Then necessary conditions for the bounded oscillation of (1.4) are obtained in the critical case.
In Section 4, one example is to illustrate that Theorem 3.3 is the necessary condition for the bounded oscillation of
(1.4) in the critical case.
Deﬁnition. If the characteristic equation (1.3) has a unique real root 0 in interval (0, 1), that is
F(0) = 0, 0 ∈ (0, 1) and F()< 0 ∀ = 0,  ∈ (0, 1) (1.5)
we say that (1.1) or (1.2) is in a critical state, otherwise, (1.1) or (1.2) is considered to be a non-critical state.
In a non-critical state, we have either
F()< 0 for  ∈ (0, 1) (1.6)
or
F(∗)> 0 for some ∗ ∈ (0, 1). (1.7)
As is customary, a solution x(n) of (1.1) or (1.2) is said to be oscillatory if it is neither eventually positive nor
eventually negative. Otherwise, it is said non-oscillatory.
The following Lemma 1.1 is the result of [10, for second-order case].
Lemma 1.1. Assume that  is a positive integer,  is a non-negative integer, p(n), q(n) ∈ [0,+∞) for n0 and for
larger n,
p(n)1, (q(n), q(n + 1), . . . , q(n +  − 1)) = 0,
either p(n)> 0 or > 0.
And assume f is a non-decreasing continuous function in R and uf (u)> 0, u = 0.
Then the difference inequality
2[x(n) − p(n)x(n − )]q(n)f (x(n − ))
has an eventually positive bounded solution if and only if the difference equation
2[x(n) − p(n)x(n − )] = q(n)f (x(n − ))
has an eventually positive bounded solution.
In the past 10 years, there have been many papers in the study of oscillation in a critical state for ﬁrst-order and
second-order differential and difference equations including neutral equations [2–8]. In this paper, we generalize the
results of [3] to the nonlinear neutral delay difference equations.
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2. The non-critical case
In this section, we investigate the equivalence of oscillation of (1.1) and (1.2) in non-critical case. In this section, we
set
 = max{, 1, 2, . . . , m}
and assume that fi satisﬁes the following hypotheses:
(H1) uf i(u)> 0, u = 0 and lim
u→0
fi(u)
u
= 1, i = 1, 2, . . . , m.
Lemma 2.1. The following statements are equivalent.
(a) Every bounded solution of (1.2) oscillates.
(b) The characteristic equation (1.3) has no real roots in (0, 1).
Proof. The proof that (a) ⇒ (b) is elementary. This is because if the characteristic equation (1.3) has a real root 0 in
(0, 1), then n0 is a bounded non-oscillatory solution of (1.2).
(b) ⇒ (a). Assume, for the sake of contradiction, that (b) holds and (1.2) has a bounded eventually positive solution
x(n). As (1.2) is autonomous, we may assume that x(n)> 0, n0. By [1, Lemma 1.4.2], choose M > 0 such that
|x(n)|M for n0. So the z-transform of {x(n)},
Z(z) =
∞∑
n=0
x(n)z−n
exists for |z|> 1 [1, Section 1.4]. By taking the z-transform of both sides of (1.2) and by using [1, Lemma 1.4.1], we
ﬁnd that
F(z)Z(z) = 	(z), |z|> 1, (2.1)
where
F(z) = (1 − z)2(1 − pz−) −
m∑
i=1
qiz
−i
and
	(z) = x(1)z + x(0)(z2 − 2z) + p
2−∑
j=0
x(j)z2−−j +
m∑
i=1
qi
−i∑
j=0
x(−j)z−i+j .
Note F(z) = 0 for z ∈ (0, 1], it follows from the continuous of F(z) that F(z)< 0 for zz0, where z0 > 1. Then from
(2.1), we have
Z(z) = 	(z)
F (z)
, 0< |z|z0.
Let

 = inf
{
z ∈ R :
∞∑
n=0
x(n)z−n exists
}
.
We now claim that 
 = 0. Otherwise 0< 
< 1 and by [1, Theorem 1.4.1] the point z = 
 must be a singularity of the
quotient 	(z)/F (z). But this quotient has no singularity on the interval (0, 1]. Thus 
 = 0, so
F(z)Z(z) = 	(z), |z|> 0.
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But then x(n) = 0 for all sufﬁciently large n, since otherwise the left-hand side of (2.1), but not the right-hand side,
would have an essential singularity at z = 0. This contradicts the assumption that x(n) is non-oscillatory and the proof
is complete. 
Lemma 2.2. Assume that (H1) holds. Then the fact every bounded solution of (1.2) oscillates implies that every
bounded solution of (1.1) oscillates.
Proof. For the sake of contradiction, assume that (1.1) has a bounded non-oscillation solution x(n). We assume that
x(n) is eventually positive. The case where x(n) is eventually negative is similar and is omitted. Let
z(n) = x(n) − px(n − ). (2.2)
It is not difﬁcult to show that there exists a n1 >n0 such that
x(n)> 0, z(n)> 0, z(n)< 0, 2z(n)> 0, nn1 − 
and
lim
n→∞ z(n) = limn→∞z(n) = 0. (2.3)
Let M > 0 such that 0<x(n)M for nn1 − . Then it follows from (2.2) that
x(n) =
N−1∑
l=0
plz(n − l) + pNx(n − N)
N−1∑
l=0
plz(n − l) + pNM, nn1 + N, (2.4)
which, together with (2.3) yields
lim
n→∞ x(n) = 0. (2.5)
Let  ∈ (0, 1) then there exists a N such that for every i =1, 2, . . . , m and for nNn1, x(n− )> 0, x(n−i ) > 0
and fi(x(n − i ))(1 − )x(n − i ). Hence from (1.1),
2[x(n) − px(n − )]
m∑
i=1
(1 − )qix(n − i ).
Similar to the proof of Lemma 1.1, the equation
2[x(n) − px(n − )] =
m∑
i=1
(1 − )qix(n − i )
has a bounded positive solution. As  is arbitrarily small, it follows that (1.2) has a bounded positive solution. This
contradicts the hypothesis that every bounded solution of (1.2) is oscillatory and the proof is complete. 
Theorem 2.1. Assume that (H1) and either (1.6) or (1.7) hold. Then the fact every bounded solution of (1.1) oscillates
if and only if every bounded solution of (1.2) oscillates.
Proof. First, assume that (1.6) holds. In view of Lemmas 2.1 and 2.2, every bounded solution of both (1.1) and (1.2)
oscillates. Next, assume that (1.7) holds. Then there exists a ∗ ∈ (0, 1) such that F(∗)> 0, Because lim→0F() =
−∞, lim→1F()< 0. It follows that (1.3) has a positive real root in the interval (0, 1) at least. Hence Lemma 2.1
implies that (1.2) has a bounded positive solution. The proof will be complete if we show that (1.1) also has a bounded
positive solution. To this end, let 0 ∈ (0, 1) such that 0∑mi=1qi(∗)−i <F (∗). Set
F+0 () = (1 − )2(1 − p−) − (1 + 0)
m∑
i=1
qi
−i
.
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Then
F+0 (
∗) = (1 − ∗)2(1 − p(∗)−) − (1 + 0)
m∑
i=1
qi(
∗)−i
= F(∗) − 0
m∑
i=1
qi(
∗)−i > 0.
It follows that there exists a 1 ∈ (0, 1) such that F+0 (1) = 0. By (H1), we may choose 1 > 0 such that
fi(u)(1 + 0)u, u ∈ [0, 1), i = 1, 2, . . . , m.
Similar the proof of Lemma 1.1 that (1.1) has a bounded positive solution. The proof is complete. 
3. The critical case
Consider the more general second-order nonlinear and non-autonomous neutral delay difference equation
2[x(n) − px(n − )] =
m∑
i=1
qix(n − i ) + f (n, x(n − 1(n)), . . . , x(n − l (n))), nn0, (3.1)
where p ∈ [0, 1), qi ∈ (0,∞), , i , j ∈ {0, 1, 2, . . .}, j ,  is a positive integer, i = 1, 2, . . . , m, j = 1, 2, . . . , l,
and f ∈ C([n0,∞) × Rl, R).
In this section, we ﬁrst establish the sufﬁcient condition of oscillation of all bounded solutions for (3.1) by the
second-order ordinary difference equation
2y(n) + 1 − 
1 − p−0
−n−20 f (n, 
n−1(n)
0 y(n), . . . , 
n−l (n)
0 y(n)) = 0, nn0 (3.2)
under the critical state.
Lemma 3.1 (Tang [3]). Assume that > 0 and that
x(n)> 0, x(n)< 0, 2x(n)> 0, nN >n0,
lim
n→∞ x(n) = limn→∞x(n) = 0
and
2x(n)2x(n) for nN .
Then
x(n) + x(n)0 for nN .
In this section, we set  = max1 im{i}, 
 = max{, , }.
Theorem 3.1. Assume that 0< < 1 and that (1.5) and f ∈ C(R,R) and the function f satisﬁes the following
hypotheses:
(H2) for any nn0,
(i) f (n, u1, u2, . . . , ul)> 0, u1, u2, . . . , ul > 0; f (n, u1, u2, . . . , ul)< 0, u1, u2, . . . , ul < 0.
(ii) f (n, u1, u2, . . . , ul) is non-decreasing in u1, u2, . . . , ul .
If every solution of (3.2) oscillates, then every bounded solution of (3.1) oscillates.
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Proof. If f (n, u1, . . . , ul) ≡ 0 for large n and u1, . . . , ul > 0 or u1, . . . , ul < 0, then it is easy to see that both (3.1)
and (3.2) have non-oscillatory solutions. In the sequel, we assume that f (n, u1, . . . , ul) /≡ 0 for large n and u1uj > 0,
j = 1, . . . , l.
For the sake of contradiction, assume that (3.1) has an eventually positive bounded solution x(n).
Let
z(n) = x(n) − px(n − ). (3.3)
It is not difﬁcult to show that there exists a n1 >n0 such that
x(n)> 0, z(n)> 0, z(n)< 0, 2z(n)> 0, nn1 − 
 (3.4)
and
lim
n→∞ z(n) = limn→∞z(n) = 0. (3.5)
From (1.5), we have F(0) = 0 and F ′(0) = 0, that is
(1 − 0)2 = p−0 (1 − 0)2 +
m∑
i=1
qi
−i
0
and
2(1 − 0) = 2p−0 (1 − 0) + p−−10 (1 − 0)2 +
m∑
i=1
qii
−i−1
0 . (3.6)
Set v(n) = −n0 x(n). Then v(n)> 0 for nn1 − 
, and from (3.1), we have for nn1,
2[x(n) − px(n − )] −
m∑
i=1
qix(n − i )
= n+20
[
v(n + 2) − 2−10 v(n + 1) + −20 v(n) − p−0 (v(n + 2 − ) − 2−10 v(n + 1 − )
+−20 v(n − )) −
m∑
i=1
qi
−i−2
0 v(n − i )
]
= n+20
[
2v(n) − p−0 2v(n − ) − 2−10 (1 − 0)v(n + 1)
− −20 ((1 − 0)2 + 20(1 − 0))v(n) + 2p−−10 (1 − 0)v(n + 1 − )
−p−−20 ((1 − 0)2 + 20(1 − 0))v(n − ) −
m∑
i=1
qi
−i−2
0 v(n − i )
]
= n+20
[
2v(n) − p−0 2v(n − )
− (2p−−10 (1 − 0) + p−−20 (1 − 0)2 +
m∑
i=1
qii
−i−2
0 )v(n + 1)
−
(
p−−20 (1 − 0)2 +
m∑
i=1
qi
−i−2
0 + 2p−−10 (1 − 0) + p−−20 (0 − 1)2
+
m∑
i=1
qii
−i−2
0
)
v(n) − 2p−−10 (1 − 0)v(n + 1 − )
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−p−−20 ((1 − 0)2 + 20(1 − 0))v(n − ) −
m∑
i=1
qi
−i−2
0 v(n − i )
]
= n+20
[
2v(n) − p−0 2v(n − )
− p−−20 (1 − 0)2(v(n + 1) − (1 + )v(n) + v(n − ))
− 2p−−10 (1 − 0)(v(n + 1) − v(n) − v(n + 1 − ) + v(n − ))
−
m∑
i=1
qi
−i−2
0 (iv(n + 1) − (1 + i )v(n) + v(n − i ))
]
= n+20 2
[
v(n) − p−0 v(n − ) − p−−20 (1 − 0)2
∑
s=1
( + 1 − s)v(n − s)
−2p−−10 (1 − 0)
∑
s=1
v(n − s) −
m∑
i=1
qi
−i−2
0
i∑
s=1
(i + 1 − s)v(n − s)
]
.
Let
u(n) = v(n) − p−0 v(n − ) − p−−20 (1 − 0)2
∑
s=1
( + 1 − s)v(n − s)
− 2p−−10 (1 − 0)
∑
s=1
v(n − s) −
m∑
i=1
qi
−i−2
0
i∑
s=1
(i + 1 − s)v(n − s). (3.7)
Then
2u(n) = −n−20 f (n, (n−1(n))0 v(n − 1(n)), . . . , n−l (n)0 v(n − l (n))). (3.8)
Let M > 0 such that 0<x(n)M for nn1 − 
. Then it follows from (3.3) that
x(n) =
N−1∑
l=0
plz(n − l) + pNx(n − N)
N−1∑
l=0
plz(n − l) + pNM, nn1 + N (3.9)
which, together with (3.5) yields
lim
n→∞ x(n) = 0. (3.10)
By (3.10) there exists a increasing sequence {n∗k} with n∗k → ∞ as k → ∞ such that
x(n)x(n∗k), n1nn∗k, k = 1, 2, . . . . (3.11)
From (3.7), (3.11) and identity
1 + 2x + 3x2 + · · · + kxk−1 = 1 − (k + 1)x
k + kxk+1
(1 − x)2 for x = 1,
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we have for n∗kn1 + 

u(n∗k) = v(n∗k) − p−0 v(n∗k − ) − p−−20 (1 − 0)2
∑
s=1
( + 1 − s)v(n∗k − s)
− 2p−−10 (1 − 0)
∑
s=1
v(n∗k − s) −
m∑
i=1
qi
−i−2
0
i∑
s=1
(i + 1 − s)v(n∗k − s)
= −n∗k0 x(n∗k) − p−0 
−n∗k+
0 x(n
∗
k − ) − p−−20 (1 − 0)2
∑
s=1
( + 1 − s)−n∗k+s0 x(n∗k − s)
− 2p−−10 (1 − 0)
∑
s=1

−n∗k+s
0 x(n
∗
k − s) −
m∑
i=1
qi
−i−2
0
i∑
s=1
(i + 1 − s)−n
∗
k+s
0 x(n
∗
k − s)
−n
∗
k
0 x(n
∗
k)
[
1 − p − p−20 (1 − 0)2
∑
s=1
( + 1 − s)−+s0
−2p−10 (1 − 0)
∑
s=1
−+s0 −
m∑
i=1
qi
−2
0
i∑
s=1
(i + 1 − s)−i+s0
]
= −n∗k0 x(n∗k)
[
1 − p − p(1 − ( + 1)−0 + −−10 )
−2p(1 − −0 )−0 −
m∑
i=1
qi(1 − 0)−2(1 − (i + 1)−i0 + i−i−10 )
]
= −
∑m
i=1qi
(1 − 0)2

−n∗k
0 x(n
∗
k)< 0,
which together with (3.8) implies that
u(n)< 0, u(n)< 0 and 2u(n)0, nn1 + 
. (3.12)
Next, we will prove that for large n
v(n) − 1 − 
1 − p−0
u(n + 
). (3.13)
From (3.1), (3.3) and (H2), we obtain
2z(n)
m∑
i=1
qix(n − i ), nn1. (3.14)
By (3.9) and (3.4), we have
x(n)
N−1∑
l=0
plz(n − l), nn1 + N. (3.15)
Combining (3.14) and (3.15), we obtain
2z(n)
m∑
i=1
qi
N−1∑
l=0
plz(n − l − i ), n = n2n1 + N + 
. (3.16)
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It follows that
2z(n) 1 − p
N
1 − p
m∑
i=1
qiz(n), nn2. (3.17)
By Lemma 3.1, (3.17) together with (3.4) and (3.5) yields that
z(n) + 1z(n)0, nn2,
where 1 = ((1 − pN)/(1 − p)∑mi=1qi)1/2. It follows that
z(n − l − i )(1 − 1)−l−i z(n), l = 0, 1, . . . , N − 1, i = 1, . . . , m, nn2 + 
. (3.18)
Substituting (3.18) into (3.16), we obtain
2z(n)
m∑
i=1
qi
N−1∑
l=0
pl(1 − 1)−l−i z(n) = 1 − (p(1 − 1)
−)N
1 − p(1 − 1)−
m∑
i=1
qi(1 − 1)−i z(n), nn2 + 
.
Similar to (3.18), we can conclude from the above that
z(n − l − i )(1 − 2)−l−i z(n), l = 0, 1, . . . , N − 1, i = 1, . . . , m, nn2 + 2
,
where
2 =
(
1 − (p(1 − 1)−)N
1 − p(1 − 1)−
m∑
i=1
qi(1 − 1)−i
)1/2
.
By induction, one can easily show that
z(n) + kz(n)0, nn2 + (k − 1)
, (3.19)
where
k =
(
1 − (p(1 − k−1)−)N
1 − p(1 − k−1)−
m∑
i=1
qi(1 − k−1)−i
)1/2
, k = 2, 3, . . . .
It is not difﬁcult to verify that
(
1 − pN
1 − p
m∑
i=1
qi
)1/2
= 1 < 2 < · · ·< N (3.20)
and
lim
k→∞ k = N , (3.21)
where N satisﬁes the equation
2[1 − p(1 − )−] = [1 − (p(1 − )−)N ]
m∑
i=1
qi(1 − )−i (3.22)
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which, together with (3.6), yields
lim
N→∞ N = 1 − 0. (3.23)
For 0< < 1, set
R() = p−
0 [1 − (1 − 0)]
− −
2p−0 (


0 − [1 − (1 − 0)]
)

0(1 − )
− 

+1
0 + [
(1 − 0)(1 − ) − 0][1 − (1 − 0)]


+10 (1 − )2
.
Then
lim
→1−
R() = 12
(
 + 1)(−10 − 1)2 + p−0 (1 + 2
(−10 − 1)).
Let 0 ∈ (0, 1) such that
1
2

(
 + 1)(−10 − 1)2 + p−0 (1 + 2
(−10 − 1)) − <R(0)
<
1
2
(
 + 1)(−10 − 1)2 + p−0 (1 + 2
(−10 − 1)) − 
1 −  . (3.24)
In view of (3.21) and (3.23), there exists a positive integer K such that
0(1 − 0)< k < 1 − 0, kK .
It follows from (3.19) that
z(n) + 0(1 − 0)z(n)0, nn2 + K
.
Consequently, we obtain that for nn2 + (K + 1)

z(s − l)z(n − l − 
)[1 − 0(1 − 0)]s+
−n, l = 1, 2, . . . , N − 1, n − 
sn. (3.25)
Note that 0x(n)M for n>n1 − 
 and using (3.10), it follows that there exists a > 0 such that
0<x(n) − u(n), nn2. (3.26)
Let Nn be an integer such that
Nn
n − n2 − 


Nn + 1, nn2 + 
.
Then from (3.9) and (3.25), we have for n − 
sn, nn2 + (K + 1)
,
x(s) =
Nn−1∑
l=0
plz(s − l) + pNnx(s − Nn)

Nn−1∑
l=0
plz(n − l − 
)[1 − 0(1 − 0)]s+
−n − pNnu(s − Nn)
x(n − 
)[1 − 0(1 − 0)]s+
−n − pNnu(s − Nn)
x(n − 
)[1 − 0(1 − 0)]s+
−n − pNnu(n). (3.27)
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Substituting (3.27) into (3.7), we have for nn3 = n2 + (K + 1)

u(n) = v(n) − p−0 v(n − ) − p−−20 (1 − 0)2
∑
s=1
( + 1 − s)v(n − s)
− 2p−−10 (1 − 0)
∑
s=1
v(n − s) −
m∑
i=1
qi
−i−2
0
i∑
s=1
(i + 1 − s)v(n − s)
= v(n) − p−0 −n+0 x(n − ) − p−−20 (1 − 0)2
∑
s=1
( + 1 − s)−n+s0 x(n − s)
− 2p−−10 (1 − 0)
∑
s=1
−n+s0 x(n − s) −
m∑
i=1
qi
−i−2
0
i∑
s=1
(i + 1 − s)−n+s0 x(n − s)
v(n) − x(n − 
)
[
p−n0 [1 − 0(1 − 0)]
−
− p−−20 (1 − 0)2

∑
s=1
(
 + 1 − s)−n+s0 [1 − 0(1 − 0)]
−s
− 2p−−10 (1 − 0)

∑
s=1
−n+s0 [1 − 0(1 − 0)]
−s
−
m∑
i=1
qi
−i−2
0

∑
s=1
(
 + 1 − s)−n+s0 [1 − 0(1 − 0)]
−s
]
+ pNnu(n)
[
p−n0 + p−−20 (1 − 0)2
∑
s=1
( + 1 − s)−n+s0
+2p−−10 (1 − 0)
∑
s=1
−n+s0 +
m∑
i=1
qi
−i−2
0
i∑
s=1
(i + 1 − s)−n+s0
]
= v(n) − R(0)v(n − 
) + 1pNn−n0 u(n), (3.28)
where 1 = (1 + (1 − 0)−2
∑m
i=1qi).
From (3.28), we obtain
R(0)v(n − 
)v(n) − (1 − 1pNn−n0 )u(n), nn3. (3.29)
It follows from (3.6) that p−0 < 1. Then we have
pNn−n0 (p
−
0 )
Nn−n2−
0 → 0 as n → ∞. (3.30)
From (3.24), (3.29) and (3.30), we obtain
1
2
(
 + 1)(−10 − 1)2 + p−0 (1 + 2
(−10 − 1)) − 
1 −  v(n − 
)> v(n) − u(n), nn3. (3.31)
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From (3.6), by using Cauchy inequality and 1 − p−0 1, we have
4
[
(1 − p−0 )(1 − 0) −
1
2
p−−10 (1 − 0)2
]2
=
(
m∑
i=1
qii
−i−1
0
)2

(
m∑
i=1
qi
−i
0
)(
m∑
i=1
qi
2
i 
−i−2
0
)
= (1 − p−0 )(1 − 0)2
(
m∑
i=1
qi
2
i 
−i−2
0
)
which yields
4(1 − p−0 )4p−−10 (1 − 0) −
p22−2−20 (1 − 0)2
1 − p−0
+
m∑
i=1
qi
2
i 
−i−2
0
4p−−10 (1 − 0) + 
2−20 (1 − 0)2(1 − p−0 )
4p
−0 (
−1
0 − 1) + 
(
 + 1)(−10 − 1)2,
that is
2(1 − p−0 )
(
 + 1)(−10 − 1)2 + 2p−0 (1 + 2
(−10 − 1)) − 2. (3.32)
By (3.31), (3.32) and by using the nature of monotonicity of u(n), we have for nn3
v(n − 
) −
∞∑
s=0
(1 − )s+1u(n + s
)
[ 12
(
 + 1)(−10 − 1)2 + p−0 (1 + 2
(−10 − 1)) − ]s+1
 − 2(1 − )

(
 + 1)(−10 − 1)2 + 2p−0 (1 + 2
(−10 − 1)) − 2
u(n)
 − 1 − 
1 − p−0
u(n).
So (3.13) holds. It follows from (3.13) that
v(n − j (n)) −
1 − 
1 − p−0
u(n + 
 − j (n)), j = 1, 2, . . . , l, nn3. (3.33)
From (3.8), (3.33) and (H2), we have
2u(n)−n−20 f
(
n,− 1 − 
1 − p−0

n−1(n)
0 u(n), . . . ,−
1 − 
1 − p−0

n−l (n)
0 u(n)
)
, nn3.
Set y(n) = −(1 − )/(1 − p−0 )u(n), that y(n)> 0 and
2y(n) + 1 − 
1 − p−0
−n−20 f (n, 
n−1(n)
0 y(n), . . . , 
n−l (n)
0 y(n))0, nn3. (3.34)
This shows that inequality (3.34) has an eventually positive solution. By [9, Theorem 3.1], the corresponding equation
(3.1) also has an eventually positive solution, leading to a contradiction. The proof is complete. 
By Theorem 3.1, we obtain the following Theorem 3.2.
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Theorem 3.2. Assume that (1.5) and (H2) hold. If for any M = 0,
∞∑
|−n−20 f (n,Mn−1(n)0 , . . . ,Mn−l (n)0 )| = ∞, (3.35)
then every bounded solution of (3.1) oscillates.
Proof. Suppose, to the contrary, that (3.1) has a bounded non-oscillatory solution. By Theorem 3.1, (3.2) also has a
non-oscillatory solution. We can assume, without loss of generality, that (3.2) has an eventually positive solution y(n).
then there exists a Nn0 such that
y(n)> 0, y(n)> 0, 2y(n)0 and y(n)y(N), nN .
It follows from (3.2) and (H2) that
1 − 
1 − p−0
∞∑
n=N
−n−20 f (n, y(n)
n−1(n)
0 , . . . , y(n)
n−l (n)
0 )y(N)<∞,
which yields
∞∑
n=N
|−n−20 f (n, y(N)n−1(n)0 , . . . , y(N)n−l (n)0 )|<∞.
This contradicts (3.35), and so the proof is complete. 
The followingTheorem3.3 guarantees that (3.1) has a non-oscillatory solution under the critical state, that is Theorem
3.3 is the necessary condition for the bounded oscillation of (3.1) under the critical state.
Theorem 3.3. Assume that (1.5) and (H2) hold and that
(H3) there exist K > 0, > 0 and > 0 such that
f (n, u1, . . . , ul)K(|u1| + · · · + |ul |)1+, uj ∈ [0, ], j = 1, 2, . . . , l,
or
f (n, u1, . . . , ul)K(|u1| + · · · + |ul |)1+, uj ∈ [−, 0], j = 1, 2, . . . , l.
Then (3.1) has a bounded non-oscillatory solution.
Proof. (1.5) implies (3.6) and by using Cauchy inequality, we have
4
[
(1 − p−0 )(1 − 0) −
1
2
p−−10 (1 − 0)2
]2
=
(
m∑
i=1
qii
−i−1
0
)2

(
m∑
i=1
qi
−i
0
)(
m∑
i=1
qi
2
i 
−i−2
0
)
= (1 − p−0 )(1 − 0)2
(
m∑
i=1
qi
2
i 
−i−2
0
)
,
which yields
4(1−p−0 ) − 4p−0 (−10 − 1)+
p22−20 (
−1
0 − 1)2
1−p−0

m∑
i=1
qi
2
i 
−i−2
0 
m∑
i=1
qii (i+1)−i−20 . (3.36)
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Set x0(n) = √nn0 . Then from (3.1), (3.6) and (3.36), we have
2[x0(n) − px0(n − )] −
m∑
i=1
qix0(n − i )
= n+20
[√
n + 2 − 2−10
√
n + 1 + −20
√
n − p−0 (
√
n + 2 −  − 2−10
√
n + 1 −  + −20
√
n − )
−
m∑
i=1
qi
−i−2
0
√
n − i
]
= n+20
[√
n + 2 − 2−10
√
n + 1 + (−10 − 1)2
√
n + 2−10
√
n − √n
− p−0 (
√
n + 2 −  − 2−10
√
n + 1 −  + (−10 − 1)2
√
n −  + 2−10
√
n −  − √n − )
−
m∑
i=1
qi
−i−2
0
√
n − i
]
= n+20
[√
n + 2 − 2−10
√
n + 1 + (p−0 (−10 − 1)2 +
m∑
i=1
qi
−i−2
0 )
√
n + 2−10
√
n − √n
− p−0 (
√
n + 2 −  − 2−10
√
n + 1 −  + (−10 − 1)2
√
n −  + 2−10
√
n −  − √n − )
−
m∑
i=1
qi
−i−2
0
√
n − i
]
= n+20
[√
n + 2 − √n − 2−10 (
√
n + 1 − √n) − p−0 (
√
n + 2 −  − √n − )
−2−10 (
√
n + 1 −  − √n − ) + p
−
0 (
−1
0 − 1)2√
n + √n −  +
∑m
i=1qii
−i−2
0√
n + √n − i
]
= n+20
[
(
√
n + 2 − √n) − 2(−10 − 1)(
√
n + 1 − √n) − 2(√n + 1 − √n)
− p−0 (
√
n + 2 −  − √n −  − 2(−10 − 1)(
√
n + 1 −  − √n − )
−2(√n + 1 −  − √n − )) + p
−
0 (
−1
0 − 1)2√
n + √n −  +
∑m
i=1qii
−i−2
0√
n + √n − i
]
= n+20
[
(
√
n + 2 − √n) − 2(p−0 (−10 − 1) + p−0 (−10 − 1)2 +
m∑
i=1
qii
−i−2
0 )(
√
n + 1 − √n)
− 2(√n + 1 − √n) − p−0 (
√
n + 2 −  − √n −  − 2(−10 − 1)(
√
n + 1 −  − √n − )
−2(√n + 1 −  − √n − )) + p
−
0 (
−1
0 − 1)2√
n + √n −  +
∑m
i=1qii
−i−2
0√
n + √n − i
]
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= n+20
[
−2
(
√
n + 2 + √n + 1)(√n + 1 + √n)(√n + 2 + √n)
+ 2p
−
0
(
√
n + 2 −  + √n + 1 − )(√n + 1 −  + √n − )(√n + 2 −  + √n − )
+ 2p−0 (−10 − 1)
(
√
n + 1 − √n + 1 − ) + (√n − √n − )
(
√
n + 1 −  + √n − )(√n + 1 + √n)
+ p( + 1)
−
0 (
−1
0 − 1)2
(
√
n + 1 + √n)(√n + 1 + √n − )(√n + √n − )
+
∑m
i=1qii (i + 1)−i−20
(
√
n + 1 + √n)(√n + √n − i )(
√
n + 1 + √n − i )
]
n+20
[
−2
(
√
n + 2 + √n + 1)(√n + 1 + √n)(√n + 2 + √n)
+ 2p
−
0
(
√
n + 2 −  + √n + 1 − )(√n + 1 −  + √n − )(√n + 2 −  + √n − )
+ 4p
−
0 (
−1
0 − 1)(
√
n + 1 − √n + 1 − )
(
√
n + 1 −  + √n − )(√n + 1 + √n)
+ p( + 1)
−
0 (
−1
0 − 1)2
(
√
n + 1 + √n)(√n + 1 + √n − )(√n + √n − )
+
∑m
i=1qii (i + 1)−i−20
(
√
n + 1 + √n)(√n + √n − i )(
√
n + 1 + √n − i )
]
 
n+2
0
8
√
(n + 2)3
[
− 2(1 − p−0 ) + 4p−0 (−10 − 1) + p( + 1)−0 (−10 − 1)2
+
m∑
i=1
qii (i + 1)−i−20
]
 
n+2
0
8
√
(n + 2)3
[
2(1 − p−0 ) + p( + 1)−0 (−10 − 1)2 +
p22−20 (
−1
0 − 1)2
1 − p−0
]
 
n+2
0 (1 − p−0 )
4
√
(n + 2)3
.
On the other hand, we have
⎛
⎝ l∑
j=1
|x0(n − j (n))|
⎞
⎠
1+
=
⎛
⎝ l∑
j=1
√
n − j (n)
n−j (n)
0
⎞
⎠
1+
(l
√
n)1+n−(1+)0 
n
0
(l
√
n + 2)1+n−(1+)0 n0.
Q. Meng, J. Yan / Journal of Computational and Applied Mathematics 211 (2008) 156–172 171
Thus, there exists a large Nn0 such that x0(n − )<  for nN and
2[x0(n) − px0(n − )] −
m∑
i=1
qix0(n − i )K
⎛
⎝ l∑
j=1
|x0(n − j (n))|
⎞
⎠
1+
.
It follows from (H3) that the inequality
2[x0(n) − px0(n − )]
m∑
i=1
qix0(n − i ) + f (n, x0(n − 1(n)), . . . , x0(n − l (n)))
has a bounded eventually positive solution. Similar to the proof of Lemma 1.1, it is easy to show that the corresponding
(3.1) has a bounded eventually positive solution. The case of bounded eventually negative solution is similar and will
be omitted. So (3.1) has a bounded non-oscillatory solution. The proof is complete. 
4. Some remarks
The following example shows that (H3) is an essential condition that guarantees that (3.1) and (3.2) have the same
oscillatory behavior in the critical case.
Example. Consider the nonlinear equation
2[x(n) − 35x(n − 1)] = 91280 [x(n − 2) + g(x(n − 2))], n0 (4.1)
and its corresponding linear equation
2[x(n) − 35x(n − 1)] = 91280x(n − 2), n0, (4.2)
where
g(u) =
{0 u = 0,
u
1−ln |u| 0< |u|1,
u |u|> 1.
It is easy to see that (4.1) and (4.2) are in a critical state, because the characteristic equation
F() = (1 − )2(1 − 35−1) − 91280−2
has a unique positive root 0 = 34 and F()< 0 for  ∈ (0, 1).
For any M = 0, N0 = max{0, 2 + (1 − ln |M|)/ ln 0},
∞∑
n=N0
|−n−20 g(Mn−20 )| =
∞∑
n=N0
|M|−40
1 − (n − 2) ln 0 − ln |M| = ∞.
This shows that (3.35) holds. By Theorem 3.2, every solution of (4.1) oscillates. However, (4.2) has an eventually
positive solution x(n) = ( 34 )n. Consequently, (4.1) and (4.2) have differential oscillatory behavior. Trace something to
its source, because (4.1) does not satisfy (H3). In fact, for > 0,
lim
u→0
|g(u)|
|u|1+ = limu→0
1
|u|(1 − ln |u|) = ∞.
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