Super-resolution microscopy provides diffraction-unlimited optical access to the intricate morphology of neurons in living brain tissue, resolving their finest structural details, which are critical for neuronal function. However, as existing image analysis software tools have been developed for diffraction-limited images, they are generally not well suited for quantifying nanoscale structures like dendritic spines. We present SpineJ, a semi-automatic ImageJ plugin that is specifically designed for this purpose. SpineJ comes with an intuitive and user-friendly graphical user interface, facilitating fast, accurate, and unbiased analysis of spine morphology.
Introduction
Dendritic spines are the postsynaptic component of most excitatory synapses in the mammalian brain. Highly recognizable in light microscopic images as protrusions covering the membrane surface of dendrites, they serve as a convenient morphological proxy for synapses (1) .
Spine structure and synapse function are closely related ; large spine heads contain larger postsynaptic densities (PSD) and form synapses that have a higher conductance, while activity-dependent synaptic plasticity is associated with changes in the number, size and shape of dendritic spines. Hence, spine morphology and its dynamics can give important indications about the functional state and adaptations of synapses and neuronal circuits associated with brain development, learning and memory (2; 3) and brain disorders (4) .
However, dendritic spines feature nanoscale structural details, such as spine necks, which are functionally very important but cannot be properly resolved by conventional optical techniques like confocal and two-photon microscopy. Ranging in length between 0.2 and 2 micrometers with diameters smaller than 200 nm, spine necks have traditionally defied geometric analyses in live tissue.
Given this technical limitation, researchers have instead used calibrated fluorescence measurements to estimate spine size. This is in principle possible because the spatially integrated fluorescence signal scales with the volume of the source of the fluorescence, even if the underlying compartment cannot be spatially resolved (5; 6) . However, the problem is that this method is indirect and requires measurements of absolute fluorescence intensity, which is sensitive to potential confounders like Email address: florian.levet@inserm.fr (Florian Levet) 1. Present address : Achucarro Basque Center for Neuroscience, Bilbao, Spain.
2. These two authors contributed equally. fluorescence bleaching, variations in laser power, and the presence of organelles or other structures in the spines (7) . While electron microscopy readily provides the required spatial resolution for direct geometric measurements, its workflow is very time-consuming, subject to fixation artifacts and incompatible with live-cell analysis.
By permitting live-cell imaging with nanoscale resolution, super-resolution fluorescence microscopy is capable of providing new insights into the functional properties of spines (8) . Among the new techniques increasingly adopted by neuroscientists, stimulated emission depletion (STED) microscopy is particularly well suited for imaging cellular morphology and has been successfully applied to study the structural dynamics of spines in brain slices (9; 10) and in vivo (11; 12; 13) . It is a volumetric, laser-scanning imaging technique with high optical sectioning, just like confocal or 2-photon microscopy, which works with the same organic dyes and fluorescent proteins as these well-established techniques.
Several software packages are available for analyzing neuronal morphology, including dendritic spines. While these programs can determine spine densities and coarse spine size parameters, such as total length or volume, they are in general poorly suited for extracting geometric information about spine necks. A main drawback is that these programs mostly rely on data extraction after processing steps such as thresholding and binarizing (14; 15; 16; 17; 18; 19; 20; 21) , which can seriously compromise the morphological information contained in superresolution images (7) .
Given the wealth of morphological data available in superresolution microscopy images, there is a need for dedicated analysis tools that are capable of faithfully extracting the relevant nanoscale information in absolute units of physical size. Unfortunately, such tools are currently not available and manual analysis is the current working standard for the analysis of superresolved images of spine morphology. This leaves the quantita-tive analysis of large data sets time-consuming and subject to user fatigue and bias. Moreover, with the manual approach researchers tend to under-utilize their data, reporting only a single neck width measurement per spine, instead of carrying out a more comprehensive analysis to capture the variation of the diameter along the neck.
Workflow
We introduce SpineJ, a sophisticated yet user-friendly Ima-geJ (22) plugin for semi-automatic quantification of spine morphology. SpineJ allows robust spine morphology analysis using a combination of advanced filtering and segmentation techniques accessible through a simple graphical user interface (GUI). Its workflow is composed of three main steps ( Fig. 1) : (i) Interactive wavelet-based filtering to binarize the dendritic structures of interest from the background. (ii) Semi-automatic reconnection of spines that may have been erroneously separated from the dendritic shaft, which can happen with very thin and weakly fluorescent necks. (iii) Skeletonization-based segmentation allowing quantitative morphological analysis of spine neck width, length and head surface.
SpineJ only requires basic ImageJ skills and comes with an intuitive and user-friendly GUI that allows swift collection of spine geometry data in a reproducible and unbiased manner. The semi-automated analysis is insensitive to pixel size and shows excellent agreement with manual analyses of the same spines.
Integrated software components

Wavelet-based image filtering
The segmentation of spine morphology requires efficient and reliable discrimination of the fluorescent structures of interest from the background. However, in the case of dendritic spines, common segmentation techniques, such as basic thresholding or unsharp masking, are not well suited because of the differences in fluorescence intensity between the thin spine neck (100-300nm) and the much wider dendritic trunk (1−3µm ). To overcome this problem, we used wavelet filtering, which has intrinsic multi-scale properties and allows to efficiently segment structures with various sizes and intensities.
We used the fast "à-trous" algorithm (23) , which computes a series of multi-scale wavelet coefficients by iterative convolutions of increasing kernels ( Supplementary Fig. 1A , Methods). A-trous wavelets have several key features : (i) the noise varianceσ can be robustly estimated (24) ; (ii) the size of filtered objects is directly related to the wavelet scale, allowing segmenting structures of similar size by simply thresholding a given wavelet sub-band ; (iii) wavelets are not sensitive to the absolute image intensities, making it possible to quantify and compare efficiently different images.
All the STED images analyzed here were thresholded using the second and third wavelet coefficients with a threshold of 3σ ( Supplementary Fig. 1B Correct for low intensity necks (optional)
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Corrected image Geometric analysis Delaunay triangulation Figure 1 : SpineJ workflow. The workflow is composed of three steps. First, the dendrites of interest are identified by using a wavelet filtering process. Spines separated from the dendrite because of weak fluorescent necks can be reconnected by following a gradient field computed on the original image. Finally, the morphological analysis of spines is performed by computing a constrained Delaunay triangulation on the dendrite outlines. the choice of wavelet coefficients and thresholds will mostly affect the number of spines that will have to be manually reconnected to the dendrite, but will not influence the measurements of spine neck widths, which are carried out on the raw images.
Spine head reconnection
Because of the low fluorescence intensity of spine necks relative to spine heads and the dendritic trunk, some spine heads may be disconnected from the parent dendrite ( Fig. 2A) . As spine necks are rarely straight and extend at variable angles from the dendrite, their reconnection using a straight line is a poor estimate of the true situation.
We adopted an approach originally developed in NeuronJ that allows the identification and tracing of dim structures (25) . A gradient field is directly computed from the original image, resulting in pair-pixel vectors reflecting their direction and magnitude. It allows determining the best path between two points by capturing and following the orientation of bright structures present in the image. Reconnections are performed locally after manual identification of both the isolated spine heads and the parent dendrite ( Fig. 2B ).
Automatic spine identification
At this step, neurites are delimited from the background as a binary image and direct identification of spines is difficult as individual pixels lack context. To overcome this problem, we used skeletons, which are 1D geometric descriptors that naturally contain information on the shape of the structures.
In order to properly account for spine neck geometries, it is essential to ensure smooth vectorial skeletons. This eliminates pixel-based skeletons resulting from segmentation mask thinning since they are usually jagged. We therefore used polygonbased skeletons, where the binarized neurite is represented as a polygon. We combined the C1-continuous Catmull-Rom spline (26) with an arc-length parametrization, providing higher accuracy for curved and junctional parts of the dendrites (Fig. 2C) , and resulting in segmenting the dendrite outline as a smooth vectorial line independent of pixel size. The points of the spline are then used as seeds to compute a constrained Delaunay triangulation (Fig. 2D) . This space-subdividing technique has two advantages : first, triangle connectivity can be used to extract a skeleton, with its branching and ending points defining a graph G that accurately describes neuronal morphology ( Fig. 2E, Methods) . We used a pruning algorithm to remove insignificant small branches from the skeleton (Methods). Second, a morphological compartment can be represented as a subgraph of G combined with a set of triangles, facilitating its geometric definition and analysis (Fig. 3A) . In particular, we use three morphological compartments, namely dendrite, spine head, and spine neck (Fig. 3B) . The automatic identification of spines is achieved by graph theory applied to G (Methods). In instances where spines are ill-defined, a correction can easily be manually applied using the ROI tools in ImageJ.
Spine quantification
Because the border between a spine head and its neck is not well defined, their separation is hard to automatize. We used the Delaunay triangulation to facilitate the separation. The neck base is defined as the shared edge between a spine and its connecting dendrite (Fig. 3C) , while its tip, which connects the spine head, is manually defined by selecting a triangle edge (Fig. 3D) .
The software then automatically traces evenly spaced lines perpendicular to the neck skeleton ( Fig. 3E) . Neck widths are extracted from the full width at half maximum (FWHM) computed by Gaussian fits of intensity line profiles gathered from the raw images. The spine head area is directly computed on the binarized image after separation from the neck. Most of the parameters can be selected automatically or adjusted manually (Methods).
Results
Measurements of spine neck width
Spine neck widths in STED images have usually been determined by fitting one-dimensional Gaussian (27; 28) or Lorentzian functions (29; 30) to intensity line profiles of spine neck cross sections and extracting the FWHM value. Usually, only a single measurement per spine is taken at the place where the neck appears to be the thinnest. By contrast, SpineJ automatically computes the minimal, maximal and average FWHM values all along the spine neck.
While both Gaussian and Lorentzian functions produced highly correlated measurements (R2 = 0.83, y = 0.89x + 9.3 ; Fig. 4B ), the Gaussian fit returned slightly larger values for the neck width than the Lorentzian fit (mean Lorentz 137±37nm (SD), mean Gauss 144 ± 38nm, p = 0.0006, paired t-test, n = 69 spines from 6 dendritic segments ; Fig. 4C ). All subsequent measurements were performed by using Gaussian fits.
Comparison of SpineJ performances with manual quantifications
We compared the performance of SpineJ with manual quantifications ( Fig. 4D-H) . We asked 5 "naïve" persons to analyze 30 spines from 3 dendritic segments. In the case of manual analysis, the angle, the position of the line across the necks and the elliptical ROI representing the spine head were set by the experimenter.
For spine neck widths, even though the values obtained with SpineJ were smaller compared to manually (SpineJ : 146 ± 4nm SEM ; manual : 177 ± 5nm SEM), they were highly correlated (y = 0.799x ; Fig. 4D ). The variability between users was almost two times less with SpineJ compared to the manual analysis (SpineJ : 11±2nm SEM ; Manual : 21±3nm SEM ; Fig. 4E ). This is expected since SpineJ computes the minimal width from many different measurements sampled all along the spine neck.
For spine heads, both SpineJ and manual analyses returned similar areas (SpineJ : 0.37 ± 0.02µm 2 SEM ; manual : 0.38 ± 0.03µm 2 ), which were highly correlated (y = 0.86x ; Fig. 4F ). The variability between users was more than five times lower with SpineJ compared to manual analysis (Spi-neJ : 0.014±0.004µm 2 SEM ; manual : 0.078±0.013µm 2 SEM ; Fig. 4G ).
Finally, the analysis time per spine was less than half for Spi-neJ compared to manual analysis (SpineJ : 29 ± 3s SEM ; manual : 70 ± 5s SEM ; Fig. 4H ).
Discussion
By breaking the diffraction barrier, super-resolution fluorescence microscopy is providing optical access to microanatomical structures in live brain tissue. This has allowed geometric analysis of dendritic spines and axons, providing new insights into their biological function (10; 31). However, geometric analysis of dendritic spines in super-resolution images is currently still a manual process, which inevitably introduces variability and bias, and is very time-consuming.
Here, we introduce SpineJ, a new software to extract geometric information about nanoscale details of dendritic spines. The strength of SpineJ lies in its ability to analyze spine neck geometry in a quick and reproducible manner, returning measurements in absolute units of size, which was not possible before.
The software is based on a structured workflow design, where all user inputs are related to spine selection, after which automatic measurements are directly obtained from the original image. This sequence separation of spine selection and analyses provides a strong protection against user bias, as validated by the low variability of measurements performed by different users.
We validated the performance of SpineJ by comparing it with manual analysis. Importantly, SpineJ systematically reported a smaller minimal neck width than manual analysis, reflecting the fact that SpineJ systematically measures neck width all along the full extent of the neck and thus can reliably find the true minimal value, unlike manual analysis, which is a more "hit-ormiss" approach.
In addition, the high variability associated with manual analysis of spine heads shows that elliptical shapes are a poor representation for spine heads. Users could use the hand-drawn ROI tool to properly account for discontinuous borders, but the task would then become even more complex and lengthy. By contrast, SpineJ achieves a robust estimation of spine heads without making any assumptions about their shapes. Finally, combining robust image processing techniques with very simple user-interactions (a few mouse clicks) and instant visual feedback (preview, overlay, statistics) minimizes the time spent on analyzing each spine. While this gain in time was already significant during our tests with a rather small dataset (30 spines in 3 dendritic segments), it would surely increase with user fatigue when analyzing hundreds of spines.
Contrary to manual analysis, which is designed for a specific task and cannot be easily extended, the workflow used in Spi-neJ allows going beyond measurements used in the literature. The custom of measuring only a single value for neck width simply reflects a practical inadequacy of manual analysis. By contrast, SpineJ gives the complete numbers on the neck, facilitating much more quantitative and robust analyses of spine morphology ( Supplementary Fig. 2) .
We encourage researchers to adopt and use SpineJ as a reference software for more meaningful and transparent quantitative analysis of spine morphology.
Methods
A-trous wavelet filtering
The 'a trous' wavelet transform represents a discrete and translation-invariant approach to the classical continuous wavelet transform. We define c 0 (k) as the original fluorescent image. The smoothed data c i (k) at a given resolution i and at pixel k are obtained by the convolution c i (k) = l h(l)c i−1 (k + 2 i−1 l), where h is a low-pass scaling function (usually a B 3 spline). The difference between two consecutive resolution levels w i (k) = c i−1 (k) − c i (k) represents the wavelet coefficients (or subband) at level i. Segmentation is achieved by thresholding these wavelet coefficients independently.
In fluorescence microscopy, the noise is a mixture of Gaussian (electronic) and Poisson (photons) statistics. Interestingly, during the wavelet transform, while the noise is decomposed in all of the wavelet sub-bands, more than 80% of its components are present in the first wavelet sub-band. As a result, (24) proposed a robust estimation of the noise varianceσ based on the median absolute value of the first wavelet coefficients and defined asσ = median(|w 1 |) 0.6745 . Since most of the noise is part of w 1 while containing little useful signal, such estimator has become very popular and is widely used.
To identify pixels that are part of the actual dendrite, the wavelets sub-bands are thresholded with w i (x, y) > ασ where α is a coefficient set by the user. The final binary image is reconstructed by summing all the filtered wavelet coefficient subbands. We experimentally determined that a threshold of 3σ applied on the second and third wavelet sub-bands provides a robust segmentation of all our images. These values might slightly fluctuate depending on the acquisition parameters.
Gradient field computation and reconnection
In computer vision, ridges define a set of curves that represent local maxima of the image in at least one dimension. Since neurites are thin bright structures standing out from a darker background, they can readily be represented by ridges. Ridge detection is facilitated by computing a vector field on the image, with each pixel being associated with a vector direction and magnitude (25) .
Reconnection between spine head and dendrite is initiated by two user-defined clicks within the respective structures to be reconnected. The algorithm computes the optimal path connecting the two points as the path exhibiting the minimal cumulative cost when following the vector field main directions. The ridge connects the points of maximal magnitude.
Polygon-based skeleton generation
Triangles of the constrained Delaunay triangulation are divided into three categories ( Supplementary Fig. 3A ) : extremal (E, one neighboring triangle), transitional (T, two neighboring triangles), and junctional (J, more than two neighboring triangles). The skeleton is obtained by connecting the midpoints of the edges shared by transitional triangles ( Supplementary  Fig. 3B ). To avoid insignificant and unstable branches, a pruning algorithm is applied on the skeleton extremal branches ( Supplementary Fig. 3C ). Finally, the graph representation is easily generated by connecting all the junctional and extremal triangles, following the respective skeleton branches (Supplementary Fig. 3D ).
Pruning of the skeleton
To avoid insignificant and unstable branches, extremal triangles are subject to a pruning algorithm designed to merge extremal regions with adjacent transitional triangles. If all the outline points of the extremal region are inside the semicircle, whose diameter is the edge between the extremal region and its adjacent transitional triangle, this edge is removed and the transitional triangle is added to the extremal region (Supplementary Fig. 3C, top) . This process is repeated until at least one outline point is outside the semicircle or if a junctional triangle is reached ( Supplementary Fig. 3C, bottom) . After pruning, the skeleton is more stable and still embeds the topology of the neurite.
Automatic spine identification
Since the graph G is extracted from the Delaunay triangulation, any of its vertex or edge is linked to a set of triangles. The degree d(v i ) counts the number of vertices connected to v i . Graph vertices are classified in 3 categories : leaf (d(v i ) = 1), transitional (d(v i ) = 2) or junctional (d(v i ) = 3). A vertex is part of a spine if it is a leaf, or a transitional with one of its connected vertices being a leaf, or a junctional with at least two of the connected vertices being either a leaf or a transitional already identified as part of the spine ( Supplementary Fig. 4A ). By adding all the edges of G that connect two spine vertices plus the connected edges with only one dendrite vertex, we define a subgraph G spines that represents all the spines ( Supplementary  Fig. 4B) , with individual spines as the connected components of G spines . Each spine is then defined as the set of triangles of all its vertices and edges ( Supplementary Fig. 4C ).
Automatic determination of the neck width
To quantify the width along a given spine neck, SpineJ automatically traces several evenly spaced lines perpendicularly through the spine neck skeleton. Each line is defined by a width and a thickness, describing a rectangle under which Spi-neJ computes the intensity profile of the spine neck in the raw image, thus corresponding to line intensity profiles in previous manual analyses. In SpineJ the line thickness can be userchosen, and here we used a fixed value of 100 nm for all our images. The number of lines nb is defined as nb = l 0.75 * t , with l and t being respectively the neck length and line thickness. This ensures optimal sampling with some overlap between the lines. Each line represents the width at a specific location of the neck skeleton. This width is determined by Gaussian fitting the intensity profile with width ranging between 400 nm to 800 nm, with 50 nm steps. The fit having the highest R 2 is selected as the optimal width for this skeleton position.
In our study, the final neck width reported is defined as the minimal width of all the lines computed alongside the neck skeleton. 
