The problem of how to represent networks, and from this representation derive succinct 1 characterizations of network structure and in particular how this structure evolves with time, is 2 of central importance in complex network analysis. This paper tackles the problem by proposing 3 a thermodynamic framework to represent the structure of time-varying complex networks. More 4 importantly, such a framework provides a powerful tool for better understanding the network time 5 evolution. Specifically, the method uses a recently developed approximation of the network von 6 Neumann entropy, and interprets it as the thermodynamic entropy for networks. With an appropriately 7 defined internal energy to hand, the temperature between networks at consecutive time points can be 8 readily derived, which is computed as the ratio of change of entropy and change in energy. It is critical 9 to emphasize that one of the main advantages of the proposed method is that all these thermodynamic 10 variables can be computed in terms of simple network statistics, such as network size and degree 11 statistics. To demonstrate the usefulness of the thermodynamic framework, the paper uses real-world 12 network data, which are extracted from time-evolving complex systems in the financial and biological 13 domains. The experimental results successfully illustrate that critical events, including abrupt changes 14 and distinct periods in the evolution of complex networks can be effectively characterized. 15 1. Introduction 16 There has been a vast amount of effort expended on the problems of how to represent networks, 17 and from this representation derive succinct characterizations of network structure and in particular 18 how this structure evolves with time [1-3]. Broadly speaking the representations and the resulting 19
consideration the difference between the in-and out-degree of network nodes. We evaluate the 48 usefulness of the proposed method using real-world time-varying complex system data from both 49 financial and biological domains. Although such methods have proved to be efficient in reflecting the time evolution of some structural 61 properties of evolving networks, they have a significant drawback, namely the lacking use of structure 62 information between temporal networks at two consecutive time steps, e.g., the node degree change 63 and edge number change. 64 In order to overcome this problem and to incorporate the missing structure information, a number 65 of alternative techniques to capture the structure and evolution of networks have been proposed. 66 For instance, Palla et al. [21] have developed a method for investigating the time dependence of the 67 overlapping communities on a social network, using clique percolation method. Specifically, they take 68 into consideration both the group size and age, and propose a measure for quantifying the relative 69 overlap between two states of the same community at different time steps. Also they have developed 70 a new network indicator called stationarity in order to quantify the changing rate of communities 71 based on their size and age. In this way the authors have managed to exploit the community structure 72 information between subsequent states of a time-evolving network. More recently, Peel and Clauset 73 [22] have formalized the problem of identifying change points during network evolution within an By defining an appropriate internal energy, the temperature is determined by measuring fluctuations 97 in entropy and internal energy. We show that computationally, the framework is effective since each 98 of these thermodynamic variables can be calculated using a few important graph statistics including 99 number of nodes and edges and node degree statistics. 
The degree of node u is d u = ∑ v∈V A vu . The normalized Laplacian matrix
where D is the degree diagonal matrix whose elements are given by D uu = d u and zeros elsewhere.
105
The elementwise expression ofL is
(2)
The 
whereλ i , i = 1, . . . , |V|, are the eigenvalues ofL.
113
In this paper, we aim at developing a thermodynamic characterization of network structure. 114 We commence by assuming that at any instant in time a network G(V, E), is statistically distributed 115 across an ensemble of |V| microstates. The probability that the system occupies a microstate indexed 116 s is given by p s =λ s / ∑ |V| s=1λ s , whereλ s , s = 1, 2, . . . , |V| are the eigenvalues of the normalized Laplacian matrix of graph G. Noting that the trace of a matrix is the sum of its eigenvalues, we have 118 ∑ |V| s=1λ s = Tr[L] = |V|, so the microstate occupation probability is simply p s =λ s /|V|. 119 We define the thermodynamic entropy of a network using the Shannon formula that is exclusively dependent on the probabilities of the microstates:
where k is the Boltzmann constant and is set to be 1 to simplify matters.
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It is clear that the thermodynamic entropy Eq. (4) and the von Neumann entropy Eq.
(3) take the 121 same form. Both depend on the graph size and the eigenvalues of the normalized Laplacian matrix.
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It is reasonable to suggest that the von Neumann entropy can be interpreted as the thermodynamic 123 entropy of a complex network. 
Approximate Von Neumann Entropy for Undirected Graphs 125
In prior work [25], we have shown how the von Neumann entropy of an undirected graph Eq.
(3) can be simplified by making use of the quadratic approximation (i.e., −x ln x ≈ x(1 − x)),
For undirected graphs this quadratic approximation allows the von Neumann entropy to be expressed in terms of the trace of the normalized Laplacian and the trace of the squared normalized Laplacian, with the result that
The two traces appearing in the above expression are given in terms of node degree statistics [25], leading to
This formula contains two measures of graph structure, the first is the number of nodes of graph, 126 while the second is based on degree statistics for pairs of nodes connected by edges. Moreover, the 127 expression for the approximate entropy has computational complexity that is quadratic in graph size, 128 which is simpler than the original von Neumann entropy that is cubic since it requires enumeration of 129 the normalized Laplacian spectrum.
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In order to obtain a better understanding of the entropic measure of graphs, it is interesting to 131 explore how the von Neumann entropy is bounded for graphs of a particular size, and in particular 132 which topologies give the maximum and minimum entropies. From Eq. (7) it is clear that when the 133 term under the summation is minimal, the von Neumann entropy reaches its maximal value. This 134 occurs when each pair of graph nodes is connected by an edge, and this means that the graph is 135 complete. On the other hand, when the summation takes on its maximal value, the von Neumann 136 entropy is minimum. This occurs when the structure is a string.
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The maximum and minimum entropies corresponding to these cases are as follows. For a complete graph K n , in which each node has degree n − 1, it is straightforward to show that
In the case of a string P n (n ≥ 3), in which two terminal nodes have degree 1 while the remainder have degree 2, we have
As a result, the graph von Neumann entropy is bounded as follows:
where the lower boundary is obtained for strings, which are the simplest regular graph, and the upper 138 bound is reached for complete graphs. The internal energy of a network is defined as the mean value of the total energy, i.e., the sum of all microstate energies, each weighted by its occupation probability:
where U s is the energy of microstate s. Here we take the internal energy to be the total number of edges 141 in the graph i.e., U = |E|. From the properties of the Laplacian and normalized Laplacian matrices, we
. This can be achieved if we set the microstate energies to 143 be U s = |V|d s , i.e., proportional to the node degrees.
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Suppose that the graphs G = (V, E) and We approximate the change of the von Neumann entropy H V N between undirected graphs G and G ′ as
where ∆ u is the change of degree of node u:
The change in internal energy, is equal to the change in the total number of edges:
When the changes in node degree are small compared to the node degree, i.e., |∆ u | << d u , then
The temperature measures fluctuations in the internal structure of the time evolving network, and this means it is determined by the causal past but not the future of node v. 171 We can now repeat the incremental analysis for the directed version of the entropy. Considering 172 only terms of first order in the change in in-degree and out-degree, we find
where d in u is the in-degree at node u, d out u the out-degree, and ∆ in u and ∆ out u the changes in in-and the proposed framework is that these thermodynamic variables can be simply computed using graph 185 statistics including graph size and node degree changes.
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Another point worth noting is that when applying our approach to study real-world dynamic can be detected in the network evolution. These include financial crises or crashes in the stock market, 245 and the essential morphological transformations that occur in the development of the Drosophila. Theoretically, this is due to the fact that during the Dot-com bubble period, a significant number of 259 Internet-based companies were founded, leading to a rapid increase of both stock prices and market 260 confidence. This considerably changed both the inter-relationships between stocks and the resulting 261 structure of the entire market.
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To explore how our approach (especially the approximate von Neumann entropy) is compared 263 with existing graph characteristics in terms of revealing the network structural evolution across 264 different phases, we pause here to investigate two well-known measurements for networks, namely by viewing critical event networks as the outliers that deviate far from the regular network, which 279 corresponds to the stable phase in the time evolution, our thermodynamic framework turns out to be a 280 more appropriate option for analyzing the structural changes of dynamic networks. This is because 281 the von Neuman entropy can measure the distance between a given network and a regular one, which 282 cannot be readily estimated by other existing network characteristics. 283 We now study three financial crises in detail, and explore how the thermodynamic variables can 284 be used to unravel how the stock market network structure changes with time. In Fig. 4 dramatically. Then, the network entropy slowly decreases after the stock market crash, which implies 292 that the stock correlation network gradually returns to its normal state (before crisis). A similar pattern 293 can be observed concerning the 1997 Asian Financial Crisis which is shown in the middle panel as well.
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In short, the stock market undergoes a significant crash in which the network structure undergoes a 295 significant change, as signalled by a large drop in network entropy. The crash is followed by a slow 296 recovery. It is interesting to note that for the Lehman Brothers bankruptcy case, as the time series 297 evolves, both the network entropy and the internal energy continue to grow gradually, which yields 298 a very different pattern as compared to previous cases. So the difference in the network structure 299 behaviour during different financial crises implies that our thermodynamic representation can be used 300 to both characterize and distinguish between different critical events in the network evolution.
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Next we particularly concentrate the temperature variable, which measures the structural temperature between networks in the former pair is particularly high, whereas the latter corresponds 312 to a very low temperature. Another feature to note from the two plots is that for a given degree the 
Gene Regulatory Network

317
We now apply the thermodynamic framework to the fruit fly network, i.e., the Drosophila gene 318 regulatory network in the second dataset. Similar to the experiments performed on the financial data, 319 we again show the 3-dimensional scatter plot of the thermodynamic variables of the time-varying 320 network in the thermodynamic space (Fig. 7) , together with the entropy, energy and temperature times 321 series (Fig. 8) . The four developmental stages are shown in different colours. Some key observations 322 can be made. First, the different stages of evolution are easily distinguished by the thermodynamic 323 variables. For instance from Fig. 8 , due to the early development of an embryo, the red curve 324 (embryonic period) shows some fluctuations. This is attributable to strong and rapidly changing gene 325 interactions, because of the need for rapid development. Secondly, in Fig. 7 , the pupal stage data 326 points are relatively sparsely distributed in the thermodynamic space. This is attributable to the fact 327 that during this period, the pupa undergoes a number of significant pupal-adult transformations.
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Moreover, as the organism evolves into an adult, the gene interactions which control its growth begin 329 to slow down. Hence the green points (adulthood) remain stable. Finally, the black data points are 330 well separated from the remainder of the developmental samples, and correspond to the time when 331 the adult emerges.
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To summarize, in this section we have implemented computational experiments on two realistic 333 time-evolving complex systems extracted from financial and biological domains, respectively. For the 334 stock market data, we have particularly analyzed a few well-known stock market crashes and have 335 demonstrated that the thermodynamic entropy, internal energy together with temperature provide a 336 powerful tool for detecting abrupt events and characterizing different stages in the network evolution.
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The same conclusion can also be drawn based on the results of the fruit fly life cycle network analysis. entropy of a network. The method further defines the network internal energy, which is determined 
