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Abstract
“If we knew what it was we were doing, it would not be called research, would it?”
Albert Einstein
“Basic research is what I am doing when I don’t know what I am doing.”
Wernher von Braun
Federated information retrieval is a technique for searching multiple text collections si-
multaneously. Queries are submitted to a subset of collections that are most likely to return
relevant answers. The results returned by selected collections are integrated and merged into
a single list. Federated search is preferred over centralized search alternatives in many envi-
ronments. For example, commercial search engines such as Google cannot index uncrawlable
hidden web collections; federated information retrieval systems can search the contents of
hidden web collections without crawling. In enterprise environments, where each organiza-
tion maintains an independent search engine, federated search techniques can provide parallel
search over multiple collections.
There are three major challenges in federated search. For each query, a subset of col-
lections that are most likely to return relevant documents are selected. This creates the
collection selection problem. To be able to select suitable collections, federated information
retrieval systems acquire some knowledge about the contents of each collection, creating
the collection representation problem. The results returned from the selected collections are
merged before the final presentation to the user. This final step is the result merging problem.
In this thesis, we propose new approaches for each of these problems. Our suggested
methods, for collection representation, collection selection, and result merging, outperform
state-of-the-art techniques in most cases. We also propose novel methods for estimating the
number of documents in collections, and for pruning unnecessary information from collection
representations sets.
2Although management of document duplication has been cited as one of the major prob-
lems in federated search, prior research in this area often assumes that collections are free of
overlap. We investigate the effectiveness of federated search on overlapped collections, and
propose new methods for maximizing the number of distinct relevant documents in the final
merged results.
In summary, this thesis introduces several new contributions to the field of federated
information retrieval, including practical solutions to some historically unsolved problems
in federated search, such as document duplication management. We test our techniques on
multiple testbeds that simulate both hidden web and enterprise search environments.
Notations
Symbol Definition
b an Okapi BM25 constant parameter, range [0, 1]
cft the number of collections that contain the term t
|c| the number of documents in collection c
|d| the number of terms in document d
|d| the average number of terms in a document
dft,c the number of documents in collection c that contain t
ft,c, ft,d, ft,q the frequency of term t in collection c, document d, and query q
k1, k3 Okapi BM25 constant parameters, range [0,∞)
d
Nc the number of collections
P (rel, d) the probability of relevance for document d
q the query as a set of terms
|q| the number of terms in the query
Sc sampled documents from collection c
|Sc| the number of sampled documents from collection c
Vc the total number of distinct terms in collection c
wt,q ln
(
1 + Vc
dft,c
)
wt,d 1 + ln fd,t
θˆd, θˆq the language models of document d and query q
Υ pairwise duplicate documents between two collection samples
Ω collection selection ranking
O collection selection baseline ranking
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Chapter 1
Introduction
“The Internet has no such organization—files are made available at random locations. To
search through this chaos, we need smart tools, programs that find resources for us.”
Clifford Stoll (1995)
Internet search has become the second most popular activity on the web after emails. More
than 80% of internet searchers use search engines for finding their required information on
the web [Spink et al., 2006]. In September 1999, Google claimed that it received 3.5 million
queries per day.1 This number increased to 100 million queries in 2000,2 and reached a billion
in 2006.3 The rapid increase in the number of users, web documents and web queries shows
the necessity of an advanced search system that can satisfy users’ information needs both
effectively and efficiently.
Since Aliweb [Koster, 1994] was released as the first internet search engine in 1994, search-
ing methods have been an active area of research, and search technology has attracted sig-
nificant attention from industrial and commercial organizations. Of course, the domain for
search is not limited to the internet activities. A person may utilize search systems to find
an email in a mail box, to look for an image on a local machine, or to find a text document
on a local area network.
Commercial search engines use programs called crawlers (or spiders) to download web
documents. Any document overlooked by crawlers may affect the users perception of what
information is available on the web. Unfortunately, search engines cannot crawl documents
1http://www.google.com/press/pressrel/pressrelease4.html, accessed on 25 January 2007.
2http://www.google.com/corporate/history.html, accessed on 25 January 2007.
3http://en.wikipedia.org/wiki/Google, accessed on 25 January 2007.
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Figure 1.1: The results of submitting the query ‘cinema’ to http://yellowpages.com.au
located in what is generally known as the hidden web (or deep web) [Raghavan and Garc´ıa-
Molina, 2001]. There are several factors that make documents uncrawlable. For example,
page serves may be too slow, or many pages might be prohibited by the robot exclusion
protocol and authorization settings. Another reason might be that some documents are not
linked to from any other page on the web. Furthermore, there are many dynamic pages—
pages whose content is generated on the fly—that are crawlable [Raghavan and Garc´ıa-
Molina, 2001] but are not bounded in number, and are therefore often ignored by crawlers.
As the size of the hidden web has been estimated to be many times larger than the
number of visible documents on the web [Bergman, 2001], the volume of information being
ignored by search engines is significant. Hidden web documents have diverse topics and are
written in different languages. For example, PubMed4—a service of the US national library
of medicine—contains more than 16 million records of life sciences and biomedical articles
published since the 1950s. The US census Bureau5 includes statistics about population,
4http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed, accessed on January 25th 2007.
5http://www.census.gov
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Figure 1.2: The results of submitting the query ‘cinema’ to http://www.google.com. The
Google advanced search functions were used to restrict the answers to only pages from the
yellowpages.com.au domain.
business owners and so on in the USA. The Australian Yellow Pages6 contains more than
1 800 000 online listings for business organizations in Australia. There are many patent offices
whose portals provide access to patent information. The majority of pages available at such
online collections are not indexed by commercial search engines. For instance, Figure 1.1
shows that yellowpages.com.au has returned a few thousand results for the query ‘cinema’
on 20 February 2007. On the same day, Google (Figure 1.2) returned only 4–5 answers for
that query from yellowpages.com.au using its advanced search functions.
Instead of expending significant effort to crawl such collections—some of which may not be
6http://yellowpages.com.au
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crawlable at all—federated search techniques directly pass the query to the search interface
of suitable collections and merge their results. In federated search, queries are submitted
directly to a set of searchable collections—such as those mentioned for the hidden web—
that are usually distributed across several locations. The final results are often comprised of
answers returned from multiple collections.
From the users’ perspective, queries should be executed on servers that contain the most
recent and relevant information. For example, a government portal may consist of several
searchable collections for different organizations and agencies. For a query such as ‘Adminis-
trative Office of the US Courts’, it might not be useful to search all collections. A better way
would be to search only collections from the www.uscourts.gov domain that are likely to
contain the relevant answers. However, federated retrieval techniques are not limited to the
web and can be useful for many enterprise search systems. Any organization with multiple
searchable collections can apply federated search techniques. For instance, a university can
maintain separate collections for its departments. For a query such as ‘neural networks’,
the collections for the department of computer science and neuroscience are more likely to
contain the relevant answers than other collections. Therefore, unless explicitly specified by
the user, it might be sufficient to search only those two collections.
Federated text retrieval can be also used for searching multiple catalogs and other infor-
mation sources. For example, in the Cheshire project,7 many digital libraries including the
UC Berkeley Physical Sciences Libraries, Penn State University, Duke University, Carnegie
Mellon University, UNC Chapel Hill, the Hong Kong University of Science and Technology
and a few other libraries have become searchable through a single interface at the University
of Berkeley.
In this thesis, we focus on searching federated (or distributed) collections. Our contribu-
tions are applicable to the majority of federated text retrieval systems. That is, they can be
used for searching distributed collections in enterprise search environments, digital libraries,
or the hidden web. We investigate typical problems encountered in federated search, in
particular collection selection and result merging.
1.1 Federated information retrieval
In federated information retrieval (FIR) systems, the task is to search a group of independent
collections, and to effectively merge the results they return for queries.
7http://elib.cs.berkeley.edu/cheshire/help.html, accessed on 25 January 2007.
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Figure 1.3: The architecture of a typical federated search system. The broker stores the
representation set (the summary) of each collection, and selects a subset of collections for
the query. The selected collections then run the query and return their results to the broker,
which merges all results and ranks them in a single list.
Figure 1.3 shows the architecture of a typical federated search system. A central section
(the broker) receives queries from the users and sends them to collections that are deemed
most likely to contain relevant answers. The highlighted collections in Figure 1.3 are those
selected for the query. To route queries to suitable collections, the broker needs to store
some information (summary) about the contents of collections. In a cooperative environment,
collections inform brokers about their contents by providing information such as their term
statistics. This information is often exchanged through a set of shared protocols such as
STARTS [Gravano et al., 1997]. In uncooperative environments, collections do not provide
any information about their contents to brokers. A technique that can be used to obtain
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information about collections in such environments is to send probe queries to each collection.
Information gathered from the limited number of answer documents that a collection provides
in response to such queries is used to construct a representation set ; this representation set
guides the evaluation of user queries. The selected collections receive the query from the
broker and evaluate it on their own indexes. In the final step, the broker ranks the results
returned by the selected collections and presents them to the user.
FIR systems therefore need to address three major issues: how to select collections; how
to represent them; and how to merge the results returned from collections.8 Brokers typically
compare each query to representation sets—also called summaries [Ipeirotis and Gravano,
2004]—of each collection, and choose those collections with representation sets that have
the greatest similarity to the query. Each representation set may contain statistics about
the lexicon of the corresponding collection. If the lexicon of the collections is provided to
the central broker—that is, if the collections are cooperative—then complete and accurate
information can be used for collection selection. However, in an uncooperative environment
such as the hidden web, the collections need to be probed to establish a sample of their
topic coverage. This technique is known as query-based sampling [Callan and Connell, 2001]
or query probing [Gravano et al., 2003]. There is a trade-off between the cost of sampling
new documents and the completeness of sampled documents for effective collection selection.
Finding the optimal termination point is an open question that we investigate in this thesis.
The size of a collection is an important factor for estimating the number of relevant
documents it contains, and thus the probability that it is selected by the broker [Si, 2006; Si
and Callan, 2003a]. In uncooperative environments, collection sizes are often unknown. In
this thesis, we propose an efficient size estimation technique that can effectively approximate
the size of uncooperative collections.
Once the collection summaries are generated and their sizes are estimated, the broker
has sufficient knowledge for collection selection. It is not usually feasible to search all collec-
tions for a query due to time constraints and bandwidth restrictions. Therefore, the broker
selects a few collections that are most likely to return relevant documents. For this pur-
pose, the broker evaluates the similarity of the query to the collection summaries, and ranks
the collections accordingly. In uncooperative environments, the broker’s information about
each collection is limited to its sampled documents, making collection selection a challenging
problem. However, some information in the sampled documents are ignored by state-of-the-
8Although these are the three major research problems, they are not the only issues related to FIR. In this
thesis, we do not explore other FIR problems, such as resource discovery, and query translation.
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art collection selection techniques. We show that final search effectiveness can be improved
significantly by considering such ignored factors during collection selection.
Result merging is the last step of a federated search session. The results returned by
multiple collections are gathered and ranked by the broker before presentation to the user.
Since documents are returned from collections with different lexicon statistics, their scores or
ranks are not comparable. This is more serious for uncooperative environments, where the
broker has limited information about each collection, and where document similarity scores
are often not reported. Current merging methods for uncooperative environments require
collections to return long lists of answers. Otherwise, they may download a few documents
from each collection to effectively merge the results. However in practice, collections may
return short lists of results, and downloading more documents may not be feasible. We pro-
pose a novel merging approach that uses the information available in the sampled documents
for effectively merging the results. Our method does not download any document and does
not require long result lists.
Federated search environments are often assumed to be free of overlap, or have a negligi-
ble rate of overlap. However, this assumption may not be always valid, and collections may
contain a significant proportion of duplicates or near-duplicate documents. We investigate
the effectiveness of FIR collection selection and result merging algorithms in the presence of
overlap. We also propose a novel method for detecting duplicate and near-duplicate docu-
ments among those returned by the selected collections to the broker. Our method requires
collections to cooperate with the broker by providing extra information and is thus not appro-
priate for uncooperative environments. For uncooperative environments, we introduce a new
method that can estimate the degree of overlap among collections using their sampled docu-
ments, and propose an overlap-aware collection selection strategy that aims to maximize the
number of unique relevant documents in the final results. To the best of our knowledge, there
has been no published study (except for one case on bibliographic collections [Hernandez and
Kambhampati, 2005]) on this topic before our work.
1.2 Research questions
In this thesis, we specifically investigate the following problems:
• How can the most effective representation set of a collection in uncooperative environ-
ments be generated? When it is appropriate to terminate query-based sampling, and
how to download representative documents?
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• How can the size of uncooperative distributed collections be estimated accurately and
efficiently?
• How should information available in collection samples be used for effective collection
selection in uncooperative environments?
• What is the most effective result merging strategy in uncooperative environments,
where documents scores are not available, and collections return short answer lists?
• How do federated information retrieval techniques perform in the presence of overlap
among collections? In such a scenario, how can the number of duplicate and near-
duplicate documents in the final results be minimized?
In the following section, we provide a brief overview of the chapters in which the above
mentioned problems are addressed.
1.3 Thesis outline
In Chapter 2, we discuss the most important problems for federated search systems. For
each problem, we describe previous related work and discuss state-of-the-art techniques. We
also describe data-fusion and metasearch methods and distinguish them from the standard
federated search.
The relative performance of FIR methods can vary significantly between different testbeds
[D’Souza et al., 2004b; Si and Callan, 2003a]. In Chapter 3, we describe testbeds that we use
in our experiments. We also discuss common benchmarks and metrics used for evaluating
the federated search techniques.
In Chapter 4, we propose an adaptive query probing technique that uses statistics of
term occurrences in returned documents to examine whether further probing is required.
Our results show that with only 300 documents (a commonly used threshold), coverage of
the lexicon is small and query effectiveness is impaired. With larger samples, and by use
of our thresholding technique that estimates when sampling can terminate, we obtain much
greater effectiveness. While the number of documents that must be probed is substantially
increased, the method is free of an arbitrary choice of cut-off and is expected to adapt to
collections with different characteristics.
In Chapter 5, we introduce two new applications of query logs in FIR: sampling for
improved query probing, and pruning of index information. We show that query-log terms
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can be used to produce effective samples from uncooperative collections. We compare the
performance of our strategy with the state-of-the-art method, and show that samples obtained
using query-log terms allow for more effective collection selection and retrieval performance.
Our method is at least as efficient as current sampling methods, and can be substantially
more efficient for some collections.
Our second new use of query logs is a pruning strategy that uses query-log terms to
remove less significant terms from collection representation sets. For an FIR environment
with a large number of collections, the total size of collection representation sets on the broker
might become impractically large. The goal of pruning methods is to eliminate unimportant
terms from the index without harming retrieval performance. In previous work—such as
that of Carmel et al. [2001], Craswell et al. [1999], de Moura et al. [2005], and Lu and Callan
[2002]—pruning strategies have had an adverse effect on performance, mainly since these
approaches drop many terms that are necessary for future queries. We show that pruning
based on query logs does not decrease search precision.
In Chapter 6, we propose an efficient technique for estimating the size of collections in
uncooperative environments. The size of a collection is a key indicator used in the most
effective collection selection algorithms, such as KL-Divergence [Si et al., 2002] and ReDDE
[Si and Callan, 2003a]. In an uncooperative environment, a broker must estimate collection
size; query-based sampling mechanisms such as the sample-resample method [Si and Callan,
2003a] have been proposed as suitable for this purpose, but their accuracy has not been fully
investigated. If the estimation is inaccurate, the effectiveness of these methods is significantly
undermined. We describe experiments on collections of real data that show that sample-
resample is in fact unsuitable for appraising collection size in uncooperative environments,
producing widely varying estimates ranging from 50% to 800% of the actual value. To address
the need for accurate estimates, we present two new methods based on the capture-recapture
approach [Sutherland, 1996], a simple statistical technique that uses the observed probability
of two samples containing the same document. Our refined methods, which we call multiple
capture-recapture and capture-history, make rich use of sampling patterns. Our experiments
show that they provide a closer estimate of collection size than previous methods, and require
less information than the sample-resample technique.
With the estimated size of collections available, the broker can use this information
for collection selection. We propose a new selection approach that uses the estimated size
statistics, and the ranking of centrally held sampled documents to rank collections. The
sampled documents from all collections are gathered in a single central index. Each query is
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executed on this index and the collection weights are calculated according to the ranking of
their sampled documents. We show that this simple idea can outperform the state-of-the-art
methods on many testbeds.
In Chapter 7, we introduce an effective merging technique for uncooperative environ-
ments. In FIR, each query is sent to several of the collections and the returned answers
are then merged into a single result list [Callan et al., 1995; Kirsch, 2003; Si and Callan,
2003b]. Current FIR result merging methods are either designed for cooperative environ-
ments [Callan et al., 1995; Kirsch, 2003], or assume that collections return their document
scores to the broker [Si and Callan, 2003b]. In the absence of document scores, these methods
use document ranks or unreliable pseudoscores and produce poor results.
We propose a novel approach for result merging in uncooperative environments, which
does not require document scores to be published by collections. In our sample-agglomerate
fitting estimate (SAFE) method, the query is run on the collection of sampled documents as
well as posed to some of the original collections. The known scores of the samples, which are
based on partial global statistics, are used to interpolate scores for the documents returned in
response to the query from each collection. The success of the method is due to the fact that
the scores for the sampled documents can provide fairly tight bounds and accurate estimates
for the scores for the returned documents. Through experiments on a range of collections,
we show that SAFE is often significantly more effective than the principal alternatives, and
is overall a better method in the absence of document scores.
In Chapter 8, we introduce a technique for detecting duplicate and near-duplicate docu-
ments in the results returned by cooperative collections. In most previous research in FIR, it
is generally assumed that the overall collection is partitioned into disjoint subcollections with
no overlap between the individually indexed sites [Callan and Connell, 2001; Nottelmann and
Fuhr, 2003; Si and Callan, 2003a; 2004a]. This is not, in general, a valid assumption; dupli-
cation and near-duplication of documents between collections is a major problem and is one
of the current challenges in FIR [Allan et al., 2003]. Some research in web-based metasearch
engines is concerned with elimination of exact duplicates from the list of final results [Gauch
et al., 1996b; Meng et al., 2002; Selberg and Etzioni, 1997b; Zamir and Etzioni, 1999]. How-
ever, these techniques are restricted to detecting matches based on document URLs; this
limits the applicability of the techniques to domains that share a unique identifier for each
document. Furthermore, the issue of near-duplicates is not addressed by such techniques. We
address the problem of robust duplicate and near-duplicate detection in FIR. We introduce a
new type of feature vector, the grainy hash vector (GHV), which acts as a compact surrogate
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of the document for near-duplicate detection. We analyze the properties of GHVs, and show
empirically that they can be used for efficient and accurate merge-time detection of duplicate
and near-duplicate documents.
We also analyze the behavior of well-known FIR collection selection and result merging
strategies on overlapped collections. In uncooperative environments, collections are not likely
to provide the broker with the hash vectors of their documents. We propose a novel method
that estimates the degree of overlap among uncooperative collections by sampling a few
documents from each collection using random queries. In addition, we introduce two new
collection selection techniques that use the estimated overlap statistics to maximize the
number of unique relevant documents in the final results. Our experiments on three testbeds
suggest that, compared to state-of-the-art methods, our techniques return fewer duplicate
documents and outperform current alternatives in search effectiveness.
In Chapter 9 we present our conclusions and consider directions for future work. Overall,
our contributions make significant improvements to different aspects of federated search.
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Chapter 2
Federated Information Retrieval
“History is who we are and why we are the way we are.”
David C. McCullough
“History is the version of past events that people have decided to agree upon.”
Napoleon Bonaparte
The major goal of federated information retrieval (FIR) systems is to provide an effective
search service over multiple collections. For a given query, the collections containing the most
relevant answers are selected and then searched. The answers returned by all selected collec-
tions are then gathered and merged into a single coherent ranked list to present to the user.
A major drawback with FIR systems is that their performance is usually worse than
effective centralized alternatives, as they do not have access to the complete term statistics.
However, the effectiveness of federated retrieval methods has improved significantly in recent
years, and has been reported to be comparable to that of centralized indexes in many cases
[Craswell et al., 1999; Xu and Croft, 1999].
We start by describing some of the major models for text retrieval in Section 2.1. In
Section 2.2, we discuss common metrics for evaluating the performance of information re-
trieval systems. We describe metasearch engines as practical examples of federated search in
Section 2.3. In Section 2.4, we provide an overview of basic FIR concepts. In Section 2.5, we
discuss collection representation methods. Collection selection and result merging methods
are discussed in Section 2.6 and Section 2.7 respectively. In Section 2.8, we describe early
FIR architectures, and provide an overview of some related work that either uses FIR or has
a similar architecture. In Section 2.9 we summarize the materials discussed in this chapter.
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Document 1 Document 2
Pleasure in the job puts perfection Education is the best provision for
in the work. the journey to old age.
Figure 2.1: Two sampled documents containing Aristotle’s quotations.
2.1 Text information retrieval
The goal of text information retrieval systems is to satisfy the information needs of users by
returning documents that are relevant to their queries [Salton and McGill, 1983]. The user
first formulates a query—which usually consists of a few words [Jansen et al., 2000; Jansen
and Spink, 2005]—to search a collection. An information retrieval system receives the query
and compares it with the contents of all documents in the collection. Documents that match
the query are returned to the user, usually ranked according to their similarity to the query.
Information retrieval systems often use an inverted index [Zobel et al., 1998; Zobel and
Moffat, 2006] to store the contents of documents. An inverted index of a collection consists
of several postings lists, each with information about a single term in the collection. The
postings list of each term is comprised of the identifiers of documents that contain that term.
It may also include information regarding the word offsets inside documents.
As an example, suppose that a collection of two documents is given as shown in Fig-
ure 2.1.1 A sample inverted index for this collection is illustrated in Figure 2.2. Each row in
this figure represents a postings list for an individual term, and contains information about
the documents that contain that term. Postings of each term are denoted by angle brackets
and consist of three fields 〈a, b, [c, · · · ]〉. The first element of a posting (a) specifies the unique
identifier of a document that contains that term. The second element (b) shows the term
frequency of the term inside document a, that is, the number of times that the term b has
appeared in document a. The last field of each posting shows the occurrence offsets of the
term between square brackets ([c, · · · ]). For example, the postings lists in Figure 2.2 indicate
that the term pleasure has occurred once in Document 1 (as the first word), while in the
same document, the term in has appeared twice (at postions two and seven).
For common terms such as the and in that may occur many times in most documents
the postings lists can become very long. However, these terms by themselves do not usually
1Both documents contain quotations attributed to Aristotle. Source: http://www.quotationspage.com.
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age 〈2, 1, [11]〉
best 〈2, 1, [4]〉
education 〈2, 1, [1]〉
for 〈2, 1, [6]〉
jobs 〈1, 1, [4]〉
journey 〈2, 1, [8]〉
in 〈1, 2, [2, 7]〉
is 〈2, 1, [2]〉
old 〈2, 1, [10]〉
perfection 〈1, 1, [6]〉
pleasure 〈1, 1, [1]〉
provision 〈2, 1, [5]〉
puts 〈1, 1, [5]〉
the 〈1, 2, [3, 8]〉 〈2, 2, [3, 7]〉
to 〈2, 1, [9]〉
work 〈1, 1, [9]〉
Figure 2.2: An inverted index structure for the sample collection described in Figure 2.1.
The documents are not stopped nor stemmed.
contain much information, and are not generally helpful for distinguishing relevant documents
for a query (phrases are an exception). Therefore, many information retrieval systems treat
such terms as stopwords, and do not index them. This is also known as stopping. The
number of indexed terms can be further reduced by stemming [Porter, 1997]. A stemmer
program reduces the words to their stems or roots. For example, computed, computation,
and computer, all might be reduced to a common root, compute.
An information retrieval system runs the query against the inverted index of its collection
to find the matching documents. In Boolean retrieval models [Baeza-Yates and Ribeiro-Neto,
1999; Rijsbergen, 1979], documents should be an exact match for a query to be retrieved.
Hence, only those documents that match the Boolean expression are retrieved. As the fre-
quency information of the terms inside documents is not necessary for this model, the size
of inverted index can be reduced substantially. However, documents that do not completely
match the query but might be relevant are not retrieved, and those retrieved cannot be
ranked effectively. Furthermore, novice users may find it hard to generate Boolean queries.
Wolfram et al. [2001] reported that only 5% of web queries contain Boolean operators.
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Current information retrieval systems often utilize ranked retrieval models for document
retrieval. In ranked retrieval, the frequency of query terms inside each document is used to
calculate the score of that document. Documents are then ranked according to their scores,
or their estimated probabilities of relevance [Fuhr, 1992; Salton and McGill, 1983].
Figure 2.3 lists a few ranked models that are common in use currently, and have been also
used in our experiments in this thesis. In the Cosine metric [Salton, 1989; Salton and McGill,
1983], documents and queries are considered as term vectors in natural-language space. The
similarity of a document with the query is measured according to the cosine of the angle
between the document vector and the query vector. Probabilistic models [Fuhr, 1992]—such
as Okapi BM25 [Robertson et al., 1992; Sparck-Jones et al., 2000] and INQUERY [Callan
et al., 1992; 1997; Allan et al., 2000]—estimate the probability of relevance a document
to the query using the term frequency statistics. Language modeling [Ponte and Croft,
1998] techniques such as KL-Divergence [Lafferty and Zhai, 2001] apply the term frequency
statistics to estimate a unigram language model for each document. Documents are ranked
based on the likelihood of queries according to their models.
In all these methods, there are many factors that influence the final score of a document
such as the number of times a query term occurs in a document ft,d; the total number of
documents that contain a query term (document frequency) dft,c; the number of times a query
term appears in a collection ft,c; and the number of times a term occurs in the query ft,q.
There are also several score-normalization parameters such as the total number of terms in
a document |d|, the total number of documents in a collection |c|, and the total number of
distinct terms in a collection Vc.
In this thesis, we use only the listed ranked retrieval models for our experiments, and
thus do not discuss the Boolean retrieval models further.2
2.2 Evaluating information retrieval experiments
Information retrieval methods are usually compared based on the number of relevant docu-
ments that they find for the queries. Relevant documents are those that satisfy the user’s
information need expressed by the query.
Precision and recall are metrics that are commonly used for evaluating the effectiveness of
information retrieval systems. They are both computed according to the number of relevant
2Unless otherwise stated, we used the Lemur toolkit (www.lemurproject.org) for all experiments reported
in this thesis.
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(2.1)
KL(q, d) = −
∑
t∈q
p(t|θˆq) log p(t|θˆd) (2.2)
BM25 (q, d) =
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)
× ft,d(k1 + 1.0)
ft,d + k1
(
1.0 − b+ b×|d|
|d|
) × ft,q(k3 + 1.0)
ft,q + k3
(2.3)
INQUERY (q, d) = 0.4 + 0.6× ft,d
ft,d + 0.5 + 1.5 · |d||d|
×
log( |c|+0.5
dft,c
)
log(|c|) + 1 (2.4)
where the definition of each quantity is listed below:
Symbol Definition
b an Okapi BM25 constant parameter, range [0, 1]
|c| the number of documents in collection c
|d| the number of terms in document d (document length)
|d| the average number of terms in a document
dft,c the number of documents in collection c that contain t
ft,c, ft,d, ft,q the frequency of term t in collection c, document d, and query q
k1, k3 Okapi BM25 constant parameters, range [0,∞)
q the query as a set of terms
|q| the number of terms in the query
Vc the total number of distinct terms in collection c
wt,q ln
(
1 + Vc
dft,c
)
wt,d 1 + ln fd,t
θˆd, θˆq the language models of document d and query q
Figure 2.3: Document ranking models that are currently in use and have been used in our
experiments in this thesis. From top to bottom: a variation of Cosine metric [Salton and
McGill, 1983; Salton, 1989], KL-Divergence language modeling [Lafferty and Zhai, 2001],
Okapi BM25 [Robertson et al., 1992; Sparck-Jones et al., 2000], and INQUERY [Callan
et al., 1992; 1997; Allan et al., 2000].
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documents that the system has returned for a query. Precision is the fraction of retrieved
documents that are relevant, and recall is the proportion of relevant documents that are
retrieved. According to Salton and McGill [1983]:
“Recall measures the ability of the system to retrieve useful documents while
precision conversely measures the ability to reject useless materials.”
To calculate the recall value for the results returned for a query, the total number of
relevant documents needs to be known. In environments such as the web, users tend to only
click on a few top-ranked documents returned by the search engines [Joachims et al., 2005].
Therefore, most recent studies in information retrieval, such as those listed below, pay special
attention to the relevance of the top-ranked documents:
Precision at n. This is also denoted as P@n and simply shows the proportion of the top
n documents returned by a retrieval system that are relevant to the query [Baeza-Yates and
Ribeiro-Neto, 1999; Rijsbergen, 1979]. For instance, P@10 represents the fraction of the
top 10 returned documents that are relevant to the query.
Average precision. This is perhaps the most commonly used metric for evaluating infor-
mation retrieval experiments. Average precision emphasizes both recall and precision aspects.
For example, it awards systems with relevant documents ranked highly (precision), but also
accounts for recall by normalizing by the number of relevant documents for a topic. The
average precision value for a ranked list returned for a query is computed by calculating the
mean of the precision values after visiting each relevant document in the ranked list [Buckley
and Voorhees, 2000]. When systems are evaluated with more than one query, then the mean
average precision (MAP) over multiple queries is used.
R-precision. This metric calculates the precision value at rank r, where r is equal to the
total number of relevant documents for a query [Baeza-Yates and Ribeiro-Neto, 1999]. Hence,
if there are 10 documents relevant to a query, then the R-precision value is the same as the
precision at 10 (P@10 value).
Bpref. Buckley and Voorhees [2004] proposed Bpref as an evaluation method particularly
suitable for testbeds with incomplete relevance judgements. Bpref shows how many times
judged nonrelevant documents are returned before judged relevant documents. Therefore,
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Figure 2.4: The results of the query “federated search” returned from Metacrawler [Selberg
and Etzioni, 1997a] metasearch engine. It can be seen that the results are merged from
different sources such as Google, Yahoo! and Ask search engines.
documents that are not judged as being relevant or irrelevant do not have any impact on the
evaluation results.
Reciprocal rank. The reciprocal rank value is calculated according to the position of the
first relevant document in a ranked list. If the rank of the first relevant document is r, then
the reciprocal rank value is computed as 1
r
. When the systems are evaluated for more than
one query, then the average reciprocal rank over multiple queries is used. This is also known
as the mean reciprocal rank (MRR) [Shah and Croft, 2004]. Mean reciprocal rank is mainly
used to evaluate information retrieval systems for queries with only a few relevant answers.
2.3 Metasearch engines
Metasearch engines are good examples of federated search on the internet. Metasearch en-
gines do not usually retain a document index; they send the query in parallel to multi-
ple search engines, and integrate the returned answers. The architecture details of many
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metasearch engines such as Dogpile,3 MetaCrawler [Selberg and Etzioni, 1995; 1997a], Pro-
Fusion [Gauch and Wang, 1996; Gauch et al., 1996a], Savvysearch [Dreilinger and Howe,
1997], iXmetafind [Han et al., 2003], Fusion [Smeaton and Crimmins, 1997], and Inquirus
[Glover et al., 1999; Lawrence and Giles, 1998] have been published in recent years.
Figure 2.4 shows the answers returned by Metacrawler [Selberg and Etzioni, 1997a] for
the query “federated search”. It can be seen that the presented results are merged from
different search engines such as Yahoo! and Google.
Compared to the centralized search engines, metasearch engines have advantages such as
broader coverage of the web and better search scalability [Meng et al., 2002]. The index and
coverage of commercial search engines are substantially different. Many of the pages that are
indexed by one search engine may not be indexed by another search engine. A recent study
suggests that the amount of overlap between the indexes of the current two major search
engines (Google and Yahoo!) is less than 45% [Bar-Yossef and Gurevich, 2006]. In 13 June
2006, Dogpile reported that 85% of the results returned by Google, Yahoo! and Ask Jeeves
have no overlap.
2.4 FIR concepts
In federated retrieval, the term collection usually refers to a set of documents that are
accessible through a single search interface. Many other terms are used in the literature to
indicate the same concept. Some of the most popular synonyms for collection are resource,
repository, search engine, database, text database, and server.
In a typical FIR experiment, each query is sent to several of the collections; their returned
answers are then collated or merged into a single result list [Callan et al., 1995; Kirsch, 2003;
Si and Callan, 2003b]. As a preliminary step, the broker must determine the subset of the
collections to choose for each query, a process called collection selection [Callan et al., 1995;
Craswell et al., 2000; D’Souza et al., 2004a;b; Gravano et al., 1999; Hawking and Thomas,
2005; Nottelmann and Fuhr, 2003; Si and Callan, 2003a; 2004a; Zobel, 1997].
Collections and users in federated environments are connected by a central section gener-
ally known as the broker [Craswell et al., 2000; Hawking and Thistlewaite, 1999], reception-
ist [de Kretser et al., 1998], or collection selection index [Xu and Callan, 1998]. Several other
names have been used to refer to the broker. These include search manager, metabroker,
metaservice, global interface, metaindex, and query intermediary. The broker receives the
3http://www.dogpile.com/info.dogpl/search/help/about.htm, accessed on 13 June 2006.
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queries and selects a limited number of collections to be searched. It then gathers the results
from the selected collections and presents them in a single list to the user.
There are three major research challenges in FIR:
• Collection representation: The broker acquires information about the contents of
each collection. We refer to this information as collection representation sets for cooper-
ative, and collection samples for uncooperative environments. In cooperative protocols
such as STARTS [Gravano et al., 1997], collections publish their representation sets
by providing the broker with comprehensive information about their corpus. In unco-
operative situations, the broker downloads a limited number of documents from each
collection by query-based sampling [Callan and Connell, 2001; Callan et al., 1999] and
uses them for representing collections. The challenge is how to efficiently and effectively
represent collections with incomplete summaries?
• Collection selection: The broker compares the query with collection representation
sets and selects a limited number of collections that are judged likely to contain relevant
documents [Callan et al., 1995; Gravano et al., 1999; Fuhr, 1999b; Si and Callan, 2003a;
2004a; 2005b]. Since each collection may use its own query format, the broker may need
to transform the structure of queries before passing them to collections [Renda and
Straccia, 2006; Straccia and Troncy, 2006]. The goal is to select a subset of collections
that return the highest number of relevant documents.
• Result merging: Once selected collections return their answers for the query, the
broker must merge these results and rank them according to their scores [Callan et al.,
1995; Kirsch, 2003; Si and Callan, 2003b]. This is more difficult in uncooperative
environments, because document scores are not usually available, and collection scores
are calculated based on a limited number of sampled documents.
In the following sections we provide an overview of previous work on these typical FIR
challenges.
2.5 Collection representation
In order to select suitable collections for a query, the broker needs to have some information
about the contents of each collection. For example the query “soccer” may be passed to
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        C
Global Information
     (Distributed)
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Representation C
Representation B
Representation A
Figure 2.5: The representation of distributed collections on a central broker. The broker
stores a subset of the global information, available at collections, centrally.
sport-related collections, while for the query “Elvis” collections containing articles about
music might be more appropriate.
For this purpose, the broker keeps a representation set for each collection. This is illus-
trated in Figure 2.5. The representation set of each collection contains information about
the documents that are indexed by that collection, and can be generated manually on the
broker by providing a short description of the indexed documents [Chakravarthy and Haase,
1995; Manber and Bigot, 1997]. However, representation sets created manually are usually
brief and cannot capture many terms that occur in a collection. In practice, collection rep-
resentation sets are therefore usually generated automatically, and their comprehensiveness
depends on the level of cooperation in the FIR environment.
In cooperative environments, representation sets may contain the complete lexicon statis-
tics of collections [D’Souza et al., 2004a; Gravano et al., 1997; Xu and Callan, 1998; Zobel,
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1997]. In such a scenario, the broker has extensive knowledge about each collection and can
effectively calculate the score of collections.
In uncooperative FIR, collections do not publish their representation sets. Therefore,
the broker typically downloads a limited number of documents from each collection and uses
these as the representation set [Callan et al., 1999; Callan and Connell, 2001].
Representation sets in cooperative environments. In the STARTS protocol [Gravano
et al., 1997], collections are required to provide the broker with two types of metadata: a
list of attribute-value pairs, and a content summary. The former contains some information
about the general properties of collections, such as their languages and ranking algorithms.
The latter includes information about the term frequencies and collection sizes.4
The glossary of servers server (GlOSS) has been utilized in two versions for text-source
discovery over the internet [Gravano, 1997; Gravano and Garc´ıa-Molina, 1995; Gravano et al.,
1994a;b; 1999]. An earlier version (bGlOSS) was based on a Boolean retrieval model [Salton
and McGill, 1983; Salton et al., 1983; Baeza-Yates and Ribeiro-Neto, 1999], while the late
version vGlOSS uses a vector space model [Salton, 1989; Salton and McGill, 1983; Baeza-
Yates and Ribeiro-Neto, 1999]. In GlOSS, the representation set of each collection consists of
document frequency information and the sum of the weights of each term in all documents.
GlOSS is used for collection selection in online federated search projects such as ZBroker
[Lin et al., 1999].
The collection retrieval inference network (CORI) method [Callan et al., 1995] is one of
the best-known FIR methods for collection selection and result merging. In this approach, the
broker stores the document frequency information of the terms for each collection. There are
several other previous works in which collections are represented on the broker by their term
statistics [Meng et al., 2001; Yu et al., 1999; 2002b; Yuwono and Lee, 1997; Wu et al., 2001;
Xu and Callan, 1998; Zobel, 1997], where collections are ranked according to the calculated
similarity of the query with their lexicon-based representation sets.
2.5.1 Query-based sampling
The methods we have discussed so far have been designed for cooperative environments,
where term statistics are provided to the broker by collections. In the absence of cooperation,
the term statistics are approximated using a number of documents downloaded randomly
4Green et al. [2001] later enhanced STARTS with XML features in a more sophisticated protocol called
SDARTS. The new protocol is suitable for metasearching over multiple XML collections.
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from collections, and the document frequency information that is published by collections in
cooperative situations are approximated by using the term frequency statistics of sampled
documents in uncooperative environments.
Query-based sampling (QBS) [Callan and Connell, 2001; Callan et al., 1999] was pro-
posed for sampling uncooperative environments where the broker does not have access to
the complete lexicon statistics of each collection. QBS has been used widely in FIR exper-
iments [Nottelmann and Fuhr, 2003; 2004a; Si and Callan, 2003a; 2004a; 2005b; Avrahami
et al., 2006] and can be described as follows:
1. An initial query is selected and submitted to the collection. The query is usually a
single term, selected from words that are likely to return many results.
2. The top n documents for the query are downloaded. Callan and Connell [2001] have
empirically determined that n = 4 is an appropriate value.
3. Sampling continues as long as the stopping criterion has not been met. The stopping
criterion is usually defined in terms of the number of documents sampled or the number
of sampling queries that have been issued. For example, Callan and Connell [2001]
suggested that sampling can stop after downloading 300–500 unique documents.
Callan and Connell [2001] reported that the initial query has minimal impact on the
quality of final samples. They proposed two major sampling strategies for selecting the
sampling queries; other resource description (ord) and learned resource description (lrd). The
former selects the sampling (probe) queries from a reference dictionary, while the latter selects
them from the already sampled documents. Callan et al. [1999] evaluated four strategies for
choosing the probe queries (terms) from the sampled documents (based on their document
frequencies, collection frequencies, average term frequencies or randomly).
Overall, the ord method produces more representative samples. However, it is not par-
ticularly efficient and chooses many out of vocabulary (OOV) terms that do not return any
answer from the collection. Among the discussed strategies, using average term frequency
and random selection have been suggested to have the best trade-off between efficiency and
effectiveness. Using the average term frequency statistics produces slightly more representa-
tive samples than random selection [Callan and Connell, 2001]. However, it may choose many
terms that do not return any document from the collection. In general, random sampling
is the most popular method among the suggested strategies, and has been widely used in
related work [Ipeirotis and Gravano, 2002; Si and Callan, 2003b].
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Callan et al. [2000] investigated the effects of query-based sampling on different collection
selection algorithms. They compared CORI [Callan et al., 1995], GlOSS [Gravano et al.,
1994b], and CVV [Yuwono and Lee, 1997], and observed that the performance of GlOSS and
CVV decreases dramatically when using incomplete representation sets (sampled documents).
However, the performance of CORI remains almost unchanged. Monroe et al. [2002] studied
the effectiveness of query-based sampling for sampling web collections and showed that QBS
can produce effective represention sets for online collections.
Traditional query-based sampling has drawbacks. The sampling queries are selected ran-
domly and thus they may not always return sufficient number of answers, which can make
the sampling process inefficient. Furthermore, samples of 300–500 documents may not al-
ways be sufficiently representative of the corresponding collections. Hence, adaptive sampling
techniques have been proposed to address these drawbacks.
2.5.2 Adaptive sampling
Baillie et al. [2006a] suggested that sampling should stop when the new sampled documents
do not download a large number of unvisited terms that are likely to appear in future queries.
They divided the sampling process into multiple iterations. At each iteration, n new docu-
ments are added to the current samples. The impact of adding new sampled documents for
answering a group of training queries Q is estimated as:
φk = l(θˆk, Q)− l(θˆk−1, Q) = log
(
P (Q|θˆk)
P (Q|θˆk−1)
)
(2.5)
where the likelihood l(θˆk, Q) of generating the terms of training queries Q by the language
model of a collection sample θˆ is calculated as below:
P (Q|θˆk) =
Nq∏
i=1
m∏
j=1
P (t = qij |θˆk) (2.6)
Here, t = qij is the jth term of the ith query in the training log. P (t|θˆk) is the probability
of visiting the term t by picking a random term from the language model (θˆ) of the sampled
documents at the kth iteration. Sampling stops when the value for φk becomes less than a
pre-defined threshold. The length of the longest training query and the size of the query set
are respectively specified by m and Nq. This approach is reliant on a set of queries or corpus
that is representative of the future information needs of the users of the system. How this is
obtained in practice is an open research problem.
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Caverlee et al. [2006] investigated three stopping criteria for adaptive sampling of unco-
operative collections:
• Proportional document ratio (PD): In this scenario, the number of documents sampled
from each collection varies according to the estimated collection sizes. In PD, the same
proportion of documents are sampled from each collection.
• Proportional vocabulary ratio (PV): In this approach, the broker estimates the vocab-
ulary size of each collection, and downloads the same vocabulary proportion from each
collection by sampling.
• Vocabulary growth (VG): The vocabulary growth technique aims to download the high-
est number of distinct terms across all collection representation sets. When there is a
maximum limit for the number of documents that can be downloaded by the broker,
VG downloads more documents from the collections that return more new terms.
Caverlee et al. [2006] showed that PD and PV produce more representative samples
and can significantly improve collection selection effectiveness. However, the authors only
reported their results for the CORI collection selection method [Callan et al., 1995]. The
impact of their suggested methodologies on the performance of more effective collection
selection techniques is unclear.
2.5.3 Improving incomplete samples
A few approaches have been suggested for improving the quality of collection samples.
Ipeirotis and Gravano [2002] proposed focused probing based on the following principle:
queries related to a topical category are likely to retrieve documents related to that category
[Ipeirotis and Gravano, 2002; Ipeirotis, 2004]. Focused probing applies a trained rule-based
document classifier such as RIPPER [Cohen, 1996] for sampling. The probe queries for
sampling are extracted from the classification rules. For example, if the classifier defines
(Basketball→Sport)—that is documents containing “basketball” are related to sport—then
“basketball” is used as the query and the returned documents are classified as sport-related.
As sampling continues, the probe queries are selected according to more specific classifica-
tion rules. This allows collections to be classified more accurately. In addition, the generated
samples can reflect the topicality of collections more effectively.
There are often many terms in collections that occur in only a few documents and are
not in the samples downloaded by query-based sampling or focused-probing. The Shrinkage
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technique [Ipeirotis, 2004; Ipeirotis and Gravano, 2004] has been proposed to solve this prob-
lem and to improve the comprehensiveness of collection samples. The shrinkage method is
based on the assumption that topically related collections share the same terms. Collections
are first classified under a set of categories. The vocabulary statistics of each sample are then
extended using the samples of other collections in the same category.
In Q-pilot [Sugiura and Etzioni, 2000] the description of each search engine is created by
combining the outputs of three methods; front-page, back-link, and query-based sampling.
The first method extracts the terms available on the query interface of search engines, while
the second method generates a summary from the contents of web pages that have links point-
ing to the search engine front page. A similar strategy has been used by Lin and Chen [2002]
to construct the representation sets of hidden web search engines. In HARP [Hawking and
Thomas, 2005], the representation set of each collection consists of the anchor-text [Craswell
et al., 2001], of URLs available in a crawled repository that are targeting that collection. In
practice, anchor-text information might not be available, and large-scale crawling might be
infeasible. Hedley et al. [2004a;b;c;d] suggested a two-phrase sampling technique (2PS) to pro-
duce more representative samples from the hidden web collections. The 2PS method is similar
to traditional query-based sampling but differs in a few aspects. In 2PS, the initial query is
selected from the collection search interface, while in query-based sampling the first query is
a frequently-used term or a term extracted from a dictionary. In addition, 2PS detects the
templates of web pages and does not select HTML markup terms from the templates for sam-
pling. Instead, it uses the terms that are selected from the text content of web pages. Such
terms are more likely to return representative documents from collections. A brief survey of
current techniques for creating collection representation sets is provided by Aksoy [2005].
2.6 Collection selection
The first step in federated retrieval is to select suitable collections for a query. Once a query
is entered, the broker decides which collections should be selected and searched (Figure 2.6).
Due to resource constraints such as bandwidth limits, it is usually not feasible to search
all collections. Therefore, the broker selects only a subset of the available collections that
it estimates are most likely to return relevant documents for the query. For this purpose,
collections are ranked by the broker according to the similarity of the query with their
representation sets.
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Figure 2.6: The collection selection process. The broker receives the user query and selects
the subset of available collections that it considers most likely to return relevant documents.
2.6.1 Lexicon-based collection selection
Early collection selection strategies were often designed for cooperative environments where
comprehensive representation sets of collections are available [Baumgarten, 1997; 1999; Callan
et al., 1995; de Kretser et al., 1998; D’Souza and Thom, 1999; D’Souza et al., 2004a;b;
Gravano, 1997; Gravano et al., 1997; 1999; Yuwono and Lee, 1997; Xu and Callan, 1998;
Zobel, 1997]. A broker calculates the similarity of the query with the representation sets
using the detailed lexicon statistics of collections.
GlOSS. The initial version of GlOSS—also known as bGlOSS [Craswell, 2000; Craswell
et al., 2000]—only supports Boolean queries. bGlOSS ranks collections based on the esti-
mated number of documents that satisfy the query. For a given n-term query generated from
the terms t1, t2, · · · , tn, and a given collection c, the probability that c contains all the query
terms is approximated as:
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ft1,c
|c| × · · · ×
ftn,c
|c| (2.7)
where ftj ,c is the frequency of the jth query term in collection c and |c| is the number of
documents inside that collection. The bGlOSS method was designed for cooperative environ-
ments and thus, the collection size values and term frequency information were assumed to
be available for the broker. Overall, bGlOSS estimates the number of documents containing
all the query terms as: ∏n
j=1 ftj ,c
|c|n−1 (2.8)
Collections are ranked according to their estimated number of answers for the query. In
the vector-space version of GlOSS (vGlOSS) [Gravano et al., 1999], collections are sorted
according to their goodness values, defined as:
Goodness (q, l, c) =
∑
d∈Rank (q,l,c)
sim(q, d) (2.9)
and,
Rank (q, l, c) = {d ∈ c|sim(q, d) > l} (2.10)
where sim(q, d) is the Cosine similarity [Salton and McGill, 1983; Salton et al., 1983] of the
vectors for document d and query q. In other words, the goodness value of a collection for
a query is calculated by summing the similarity values of its documents. To avoid possible
noise produced by low-weight documents, vGlOSS uses a weight threshold l.
As with bGlOSS, the broker is provided with information about the lexicon statistics
of collections. For any given term t, the broker stores the number of documents in each
collection that include that term. However, this information is still incomplete, and not as
comprehensive as the original index. For instance, the weight of terms in each document is
not available to the broker. Therefore, two versions of vGlOSS are proposed, based on the
following assumptions:
• high correlation: If query terms t1 and t2 appear in collection c, respectively in dft1,c
and dft2,c documents (where dft1,c < dft2,c), then any document that contains t1, also
contains t2. The high correlation scenario is also known as the Max(l) version.
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• disjoint: If query terms t1 and t2 appear in collection c, then none of the documents
indexed by c contains both terms. The disjoint scenario is also known as the Sum(l)
version.
Max(l) increases recall by searching more collections, while Sum(l) produces higher pre-
cision values. Sum(l) may miss many collections that include relevant documents, and does
not perform as well as Max(l) in terms of recall.
CORI. Turtle and Croft [1990; 1991] applied inference networks to document retrieval. A
typical inference network for document retrieval is an acyclic graph in which documents are
represented by leaves and the information need (query) is the root. However, the inference
network designed for collection selection in CORI [Callan et al., 1995; French et al., 1999] is
slightly different. The leaves in a CORI network represent collections and are connected to
a group of nodes for representation sets in the second level of the graph. The representation
node for each collection contains the terms that occur in that collection.
The similarity of a query and representation sets are measured by the INQUERY re-
trieval system [Allan et al., 2000; Callan et al., 1992; 1997; Turtle, 1991; Turtle and Croft,
1990; 1991]. INQUERY was originally designed for ranking documents, but in CORI it is
modified slightly to become applicable for collection selection. In the INQUERY formula
(Equation 2.4), the term frequency component is changed to document frequency, and in-
verse collection frequency is used instead of the inverse document frequency component (idf ).
Given that a term t is observed, the belief in collection c is defined as below:
P (t|c) = Φ + (1− Φ) · T · I (2.11)
where,
T =
dft,c
dft,c + 50 + 150 · cwccw
(2.12)
I =
log
(
Nc+0.5
cft
)
log(Nc + 1.0)
(2.13)
dft,c: The document frequency of t in c.
cwc: The number of words in collection c.
cw: The mean cw of ranked collections.
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Nc: The number of collections.
cft: Collection frequency of t (the number of collections containing t).
Φ: The minimum belief component when t is available in c.
In the original CORI paper, Callan et al. [1995] suggested 0.4 as the default value for Φ.
D’Souza et al. [2004b] tested CORI on different testbeds and reported that the default value
is not always optimal.
Among lexicon-based methods, CORI was suggested to be the most effective by many
researchers [Craswell et al., 2000; French et al., 1999; Powell, 2001; Powell and French, 2003;
Rasolofo et al., 2001]. However, some researchers argue that the performance of CORI varies
on different testbeds and sometimes is significantly worse than the other alternatives [D’Souza
et al., 2004b;a]. Further, Si and Callan [2003a] reported that CORI is not effective in envi-
ronments where the distribution of collection sizes is skewed.5
CVV. Cue-validity variance (CVV) was proposed by Yuwono and Lee [1997] for collection
selection as a part of the WISE index server [Yuwono and Lee, 1996]. The CVV broker only
stores the document frequency information of collection lexicons and is thus more efficient
than many other lexicon-based methods such as CORI and GlOSS [D’Souza, 2005]. CVV
defines the goodness of a given collection c for a m-term query q as below:
Goodness(c, q) =
m∑
j=1
CVVj · dfj,c (2.14)
where dfj,c represents the document frequency of the jth query term in collection c and
CVVj is the variance of cue-validity (CVj) [Goldberg, 1995] of that term. CVc,j shows the
degree that the jth term in the query can distinguish collection c from other collections and
is computed as:
CVci,j =
dfj,ci
|ci|
dfj,ci
|ci|
+
∑Nc
k 6=i
dfj,ck∑Nc
k 6=i
|ck|
(2.15)
5In the original CORI paper [Callan et al., 1995], parameter T (Equation 2.12) is calculated with a different
formula. We use the improved version of CORI [French et al., 1999]—implemented in the Lemur framework—
for our experiments.
CHAPTER 2. FEDERATED INFORMATION RETRIEVAL 36
Here, |ck| is the number of documents in collection ck andNc is the total number of collections.
The variance of cue-validity CVVj can be calculated as:
CV Vj =
∑Nc
i=1(CVci,j − CVj)2
Nc
(2.16)
where CVj is the average CVci,j over all collections and is defined as below:
CVj =
∑Nc
i=1 CVci,j
Nc
(2.17)
Other lexicon-based methods. Several other lexicon-base collection selection strategies
have been proposed. Zobel [1997] tested four lexicon-based methods for collection selection.
Overall, his Inner-product ranking function was found to produce better results than the
other functions such as the Cosine formula [Salton and McGill, 1983; Baeza-Yates, 1992].
CSams [Yu et al., 1999; 2002a; Wu et al., 2001] uses the global frequency of query terms to
compute the weights of collections and is proposed for cooperative environments only.
D’Souza and Thom [1999] proposed a n-term indexing method, in which a subset of terms
from each document is indexed by the broker. For each document, a subset of terms should
be provided by collections to the broker. Thus, a high level of cooperation is needed. A
comparison between the lexicon-based methods of Zobel [1997], CORI [Callan et al., 1995],
and n-term indexing strategies has been presented by D’Souza et al. [2004a], showing that
the performance of collection selection methods varies on different testbeds, and reported
that no approach constantly produces the best results.
Baumgarten [1997; 1999] proposed a probabilistic model [Robertson, 1976; 1997] for rank-
ing documents in a federated environment. However, the performance of the suggested app-
roach has not been compared with alternative techniques. Sogrine et al. [2005] combined a
group of collection selection methods such as CORI and CVV with a latent semantic indexing
(LSI) strategy [Deerwester et al., 1990]. In their approach, instead of the term frequency
information of query terms, elements of an LSI matrix are used in collection selection equa-
tions. They showed that their suggested approach can slightly improve the performance of
some collection selection methods.
Lexicon-based collection selection methods are analogous to centralized IR models, but
documents are now collections. With this approach, though, document boundaries within
collections are removed, potentially impacting on the overall performance of such models [Si
and Callan, 2003a].
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2.6.2 Document-surrogate methods
Document-surrogate methods are typically designed for uncooperative environments where
the complete lexicon information of collections is not available. However, these techniques, in
theory, could be also applied in cooperative environments. Document-surrogate methods do
not rank collections solely based on the computed similarities of queries and representation
sets, but they also use the ranking of sampled documents for collection selection. This is a
step away from treating collections as a large single document or vocabulary distribution (as
in lexicon-based methods), and somewhat retains document boundaries.
ReDDE. The relevant document distribution estimation (ReDDE) method [Si and Callan,
2003a] ranks collections according to the estimated number of relevant documents they con-
tain. The broker creates a central index of all sampled documents. Each query is compared
against this index before it is submitted to the collections. The number of relevant documents
in each collection is estimated according to the contribution of collections in the top-ranked
documents of the central index, and the goodness value of each collection is calculated as:
Goodness(q, ci) =
̂rel(q, ci)∑
i
̂rel(q, ci)
(2.18)
Here, ̂rel(q, ci) is the estimated number of relevant documents in collection c for the query q
and is calculated as:
̂rel(q, ci) =
∑
d∈|Sci |
P (rel , d)× |̂ci||Sci |
(2.19)
Here, P (rel , d) is the probability of relevance of document d in the collection ci; |Sci | is the
number of the sampled documents downloaded by QBS from collection ci, and |̂ci| is the
estimated number of documents in ci.
UUM. Si and Callan [2004a] proposed a unified utility maximization framework (UUM)
for collection selection in uncooperative environments. In UUM, the samples of all collections
are gathered in a central index. A set of queries is then used to train a model that maps the
score of any given document wd in the central index to its probability of relevance.
P (rel |d) = exp(a+ b · wd)
1 + exp(a+ b · wd) (2.20)
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The parameters a and b are estimated in the training stage. Once a query is entered, the
central scores of all sampled documents are computed. Having the mapping function and the
estimated collection sizes, UUM estimates the relevance probabilities of documents returned
by collections.
UUM can be tuned to meet the high-recall goal of collection selection algorithms or
the high-precision goal of federated information retrieval systems. To achieve higher recall
values, UUM selects collections in a way that maximizes the number of relevant documents
in selected collections. The utility function of UUM in such a scenario can be computed as:
U = argmax
−→
U
Nc∑
i=1
I(ci)
|̂ci|∑
j=1
Pci(rel , dj) (2.21)
The total number of collections is represented by Nc and I(ci) is a Boolean indicator that
is set to one when a collection ci is selected, and to zero otherwise. The estimated size of
collection ci is |̂ci| and Pci(rel , dj) is the probability of relevance of the jth ranked document
(dj) in collection ci. The set of utility values for all possible combinations of documents that
are returned by selected collections is represented by
−→
U .
The effectiveness of FIR methods is usually measured according to the precision values
of the top-ranked documents in their merged results. To maximize the final precision, the
UUM utility function can be defined as:
U = argmax
−→
U
Nc∑
i=1
I(ci)
zi∑
j=1
Pci(rel , dj) (2.22)
where zi is the number of documents that are returned by default from collection ci for
any query. There is one major difference between the high-recall and high-precision utility
functions. In the high-recall UUM, the utility function is maximized by estimating the
probability of relevance for each document in each collection. However, in the high-precision
UUM, the function is maximized by estimating the probabilities of relevance of the top-
ranked documents for each collection. UUM has been reported to be more effective than
ReDDE and CORI [Si and Callan, 2004a].
RUM. The collection selection algorithms discussed so far ignore the search effectiveness
of available collections. That is, they usually assume that all collections are using effective
retrieval models; ignoring the search effectiveness of available collections may significantly
alter the final retrieval performance. Hence, the broker should avoid selecting collections
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that are not likely to return good answers to the queries, even if they have high-ranked
representation sets.
The returned utility maximization method (RUM) [Si and Callan, 2005b] has been pro-
posed to address this issue. Here, the returned ranked list of collections are compared with
the output of an effective retrieval model. If the outputs are similar, then the collection is
likely to be using an effective retrieval model and vice versa. For this purpose, RUM down-
loads a few documents from the returned ranked lists and adds them to the index of sampled
documents. RUM operates in six basic steps:
• The samples of all collections are aggregated into a single central index.
• An effective retrieval model is used to run a set of training queries on the central index.
• The training queries are also submitted to the available collections.
• Each collection returns its answers from which a few top-ranked documents are down-
loaded by the broker.
• The downloaded documents are ranked by the central index using the term statistics
of all sampled documents.
• Using the training queries, a mapping function is trained to convert the collection ranks
to their approximated global ranks in the central index.
Si and Callan [2005b] have compared RUM with UUM, and have shown that ignoring
the collection search effectiveness factor can significantly reduce the final precision.
DTF. The decision-theoretic framework (DTF) aims to minimize the typical costs of col-
lection selection such as time and cost, while maximizing the number of relevant documents
retrieved. As in UUM, the search effectiveness of collections can be learned by using a set of
training queries in advance.
DTF was initially suggested [Fuhr, 1996; 1999b;a] as a promising method for selecting
suitable collections. However the method had not been tested in FIR environments until
Nottelmann and Fuhr [2003] showed that the effectiveness of DTF can be competitive with
that of CORI for long queries. However, for short queries, DTF is usually worse than CORI.
More recently, CORI and DTF were combined in a single framework [Nottelmann and Fuhr,
2004a]. The hybrid model still produces poorer results than CORI for shorter queries, but
competitive results for longer queries.
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DTF has one of the most solid theoretical models among available collection selection tech-
niques. It includes costs (monetary, network) along with relevance into a decision-theoretic
framework, and has been used in a few real-world federated retrieval architectures such as
the MIND project [Berretti et al., 2003; Nottelmann and Fuhr, 2004b;c]. However, DTF
requires a large number of training queries.
2.6.3 Other collection selection approaches
Abbaci et al. [2002] proposed a collection selection method that can be described in two steps.
First, the query is passed to all collections. Then, using an approach suggested by Lawrence
and Giles [1998], the snippets of the top n answers returned by each collection are used to
calculate the collection scores. In the second step, the broker measures the similarity of the
query with the top n downloaded documents. Collections whose corresponding downloaded
documents have the highest similarities with the query are selected.
Similar to Si and Callan [2005b], Craswell et al. [2000] have considered the search effec-
tiveness of collections for collection selection. In their approach, the broker sends a number
of training multi-term probe queries to collections. The top results from each collection are
downloaded and are gathered together in a single index. The broker then applies an effective
retrieval model to rank the downloaded documents for the initial training queries. The search
effectiveness of collections are computed according to their contribution to the top n (they
suggested n = 20) results when the query is compared against the downloaded documents.
Experiments showed that adding the effectiveness factor to CORI can significantly improve
its final search precision. Estimating the search effectiveness of online search engines has been
also considered by Rasolofo et al. [2003]. They have used the approach suggested by Craswell
et al. to approximate the effectiveness of a set of news search engines for their metasearch
experiments.
Larson [2002; 2003] introduced a logistic regression approach for collection selection. His
proposed method has been reported to be as effective as CORI. However, it has been originally
suggested for cooperative environments where the broker is aware of the collection sizes and
their term statistics.
Xu and Croft [1999] suggested a new technique based on document clustering and lan-
guage modeling. They used a k-means clustering algorithm [Jain and Dubes, 1988] for clus-
tering documents based on their topics, and utilized the KL-Divergence equation [Lafferty
and Zhai, 2001] for comparing the queries with representation sets and ranking collections.
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They showed that when collections are clustered and generated based on their topicality, FIR
systems can outperform central indexes in terms of search effectiveness. However, Larkey
et al. [2000] showed that in heterogeneous environments, where collections are not clustered
based on their topicality, the performance of the suggested collection selection algorithm
decreases and becomes clearly worse than CORI.
Similar observations have been reported by Shen and Lee [2001]. The contents of col-
lections are clustered using a k-means clustering algorithm [Jain and Dubes, 1988]. The
representation set of each collection is defined as the centroid vector of its clusters. The ma-
jor difference between this work and the approach reported by Xu and Croft [1999] is that
Shen and Lee [2001] used a form of TF-IDF [Salton and McGill, 1983], while Xu and Croft
[1999] utilized the KL-Divergence equation. In addition, Xu and Croft [1999] divided the
global information into clustered collections, while Shen and Lee [2001] clustered the content
of each collection.
An interesting two-stage language modeling approach is proposed by Yang and Zhang
[2005; 2006] for collection selection. First, collections are clustered in a hierarchical structure.
The query is then compared against available clusters. Once the suitable clusters for a query
are found, the most relevant collections in those clusters are selected by a language modeling
technique. The authors compared their method with CORI and showed that it can be
significantly more effective on some testbeds.
King et al. [2006] proposed an ontology-based method for collection selection. In their
approach, queries are initially mapped to an ontology tree. The queries are then expanded
by the associated terms in the ontology-based classification tree. The expanded queries are
found to be more effective than the original queries for collection selection.
In a series of papers [Meng et al., 2001; Yu et al., 1999; 2002b; Wu et al., 2001] a col-
lection selection method has been proposed. This method ranks collections according to the
estimated global similarity of their most similar documents. The proposed method is only
suitable for cooperative environments where the global inverse document frequency of each
term is known to the broker.
Hawking and Thistlewaite [1999] suggested using lightweight probe queries to rank collec-
tions in federated search environments. The broker sends a number of n-term probe queries
to each collection (n = 2 was suggested by the authors). Collections return small packets
of term frequency information to the broker. Collections are then ranked by the broker
according to the provided term frequency information. Probe queries are picked from the
query terms according to their document frequency factors in a reference collection. Once
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Figure 2.7: The result merging process; selected collections return their top-ranked answers
to the broker. The broker then merges those documents and returns them to the user.
the promising collections are recognized—by comparing the answers returned for the probe
queries—the original query is passed to the top-ranked collections.
Finally, Wu and Crestani [2002; 2003] proposed a multi-objective collection selection
strategy. Similar to the approach suggested by Fuhr [1999b], they used a utility function
that can be optimized according to different factors such as document relevance, query time,
query cost and duplication among collections. However, Wu and Crestani [2002; 2003] have
not provided evaluation results for their method in terms of the final search effectiveness.
2.7 Result merging
The goal of result merging algorithms is to effectively integrate the results returned by
selected collections into a single ranked list. Collections may use differing retrieval models and
may have different lexicon statistics. Thus, the document scores or ranks returned by multiple
collections are not directly comparable, and are not necessarily reliable for merging. To
maximize the number of relevant documents in the final ranked list, result merging methods
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calculate a global score for each document returned by a selected collection that is comparable
to the scores of documents returned by other collections. Figure 2.7 illustrates a typical result
merging process.
FIR merging, metasearch merging (collection fusion), and data fusion are similar but
not identical concepts. In data fusion, different ranking functions are applied to the same
collection [Aslam and Montague, 2001; Aslam et al., 2003; Croft, 2000; Fox and Shaw, 1993;
Lee, 1997; Lillis et al., 2006; Ng, 1998; Oztekin et al., 2002; Vogt, 1999; Vogt and Cottrell,
1999; Wu and McClean, 2006]. In metasearch, the query is sent to multiple search engines
[Selberg and Etzioni, 1995; 1997a; Dreilinger and Howe, 1997; Glover et al., 1999; Lawrence
and Giles, 1998]. Assuming that the online search engines have indexed the same collection
(the web), metasearch merge can be considered as a form of data fusion. However, the amount
of overlap between search engines can be low [Bar-Yossef and Gurevich, 2006; Bharat and
Broder, 1998a; Spink et al., 2006]. Therefore, we prefer to use the terminology metasearch
merging when we are discussing metasearch engines and data fusion when the same collection
is being searched by different ranking techniques. Metasearch and FIR are not equivalent:
“Some authors define metasearch more broadly, as a unified search interface that
queries multiple resources that may or may not overlap. This broader definition
subsumes what we call metasearch and some aspects of [federated] information
retrieval, although it usually assumes that all available resources are searched
(i.e., no resource selection).” [Si and Callan, 2003b].
Current FIR algorithms use the sampled documents in collection representation sets for
result merging. In contrast, metasearch engines rely on the scores and the ranks of returned
answers from search engines for merging. We use the terminology as follows:
• In data fusion algorithms, different retrieval models are used on a single collection.
Results returned by different models are merged to produce the final list. There is
no form of collection selection or collection representation. The returned results from
different models may overlap completely as they are returned from the same collection.
• In metasearch merging, the results of different search engines for a query are merged.
The broker may perform collection selection, usually according to the previous queries,
or it may send the queries to all collections. The results returned from different search
engines may overlap even though the indexes are substantially different. The advantage
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of metasearch is usually based on significant overlap between the results returned by
collections. If overlap is low, effectiveness is also low [Wu and McClean, 2007].
• In FIR merging, it is often assumed that the rate of overlap among collections is ei-
ther zero or negligible. Collections are selected according to the similarity of their
representation sets to the query.
In the following sections several FIR merging, data fusion, and metasearch merging tech-
niques are discussed in detail.
2.7.1 FIR merging
While collection selection and collection representation have seen relatively wide investigation
in FIR, only a few approaches to result merging have been explored.
CORI merging. Si and Callan [2003b] referred to the merging method proposed with
CORI collection selection algorithm [Callan et al., 1995] as CORI result merging.6 In CORI
merging, the global score DG of a document d returned by a collection c is computed based
on its normalized document score D′ and normalized collection score C ′. That is, D′ is the
collection-specific weight of d, and C ′ refers to the weight of c calculated by the broker.
C ′ =
(C −Cmin)
(Cmax − Cmin) (2.23)
D′ =
(D −Dcmin)
(Dcmax −Dcmin)
(2.24)
DG =
D′ + 0.4 ×D′ × C ′
1.4
(2.25)
Here, Cmin and Cmax are respectively the minimum and maximum weights assigned to col-
lections by the broker in the collection selection stage. Dcmin and D
c
max are the minimum
and maximum document scores reported by collection c, and C and D are respectively the
collection and document scores before normalization. Normalization parameters 0.4 and 1.4
have been suggested in the literature to keep document scores between zero and one [Callan,
2000; Callan et al., 1995; 2000; Si and Callan, 2003b].
6CORI merging did not have specific name in prior publications.
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CORI normalizes both collection and document scores. Larkey et al. [2000] showed that
when both collection and document scores are normalized the performance is better than
scenarios in which only one of these scores are normalized.
SSL single-model. Si and Callan [2002; 2003b] proposed a semi-supervised learning (SSL)
method for result merging in uncooperative environments. SSL trains a regression model for
each collection that maps document scores into their global scores. SSL creates a central
index of all sample documents downloaded from collections. For a given query, some of the
documents that are returned from the collections may already be available in the central
sample index. SSL compares the weights of such overlap documents in the central index
with the scores reported by collections to approximate the global scores of documents.
When collections use an identical retrieval model, SSL can use all overlap documents
to train a single model that converts the collection-specific scores into global scores. In
such a scenario—which we refer to as the SSL single-model scenario—for the jth overlap
document di,j returned from a selected collection ci, SSL uses two scores: the score reported
by the original collection (Di,j) and the weight computed using the central sample-based
index (Ei,j). 
D1,1 C1D1,1
D1,2 C1D1,2
. . . . . . . . .
Dn,m CnDn,m
× [a b] =

E1,1
E1,2
. . .
En,m
 (2.26)
Using the Di,j and Ei,j values of overlap documents, SSL trains a single regression model as:
DG = a× Ei,j + b×Ei,j × Ci (2.27)
where Ci is the weight of collection ci that has returned document di,j. The combining
parameters a and b can be estimated using a sufficient number of overlap documents. Si and
Callan [2003b] suggested that at least three overlap documents are required for training the
SSL models.
SSL multi-model. When the retrieval models used in collections are not identical, SSL
cannot train a single model that converts the outputs of all collections into global scores.
The scores returned by collections may have different ranges. For example, KL-Divergence
language modeling [Lafferty and Zhai, 2001] produces negative weights (likelihood values),
CHAPTER 2. FEDERATED INFORMATION RETRIEVAL 46
while INQUERY [Callan et al., 1992; Allan et al., 2000] produces positive weights between
zero and one (probabilities of relevance). Therefore, for each collection a separate model is
trained that maps the collection scores to global values as:
DG = ai × Ei,j + bi (2.28)
For a given document di,j from collection ci, DG is the estimated global score and Ei,j
is the score of di,j reported by collection ci. The values for ai and bi can be obtained by
training a regression matrix for each collection as follows:
D1,1 1
D1,2 1
. . . 1
Dn,m 1
× [ai bi] =

E1,1
E1,2
. . .
En,m
 (2.29)
We refer to this technique as SSL multi-model in this thesis. Since a separate model is
trained for each collection according to its returned answers, the likelihood of visiting an
overlap document in the downloaded samples (training data) is lower than under the SSL
single-model. Therefore, the broker may need to receive longer result lists from collections
or download some documents on the fly [Si and Callan, 2003b].
When document scores are absent, CORI and SSL assign pseudoscores to the returned
answers [Si and Callan, 2003b]. For example, when 1 000 documents are returned from a
collection, the scores of the first-ranked document is set to 1, the next is set to 0.999, and so
on. Rasolofo et al. [2003] also suggested the same strategy for computing the psudoscores of
documents when the scores are not available. However, the importance of answers might not
be linearly comparable; typically, a few documents achieve high weight while most documents
are assigned negligible weight. As we show in Chapter 7, pseudoscores assigned in this way
are not always effective.
In addition, a user study [Joachims et al., 2005] suggests that, from the user’s perspective,
the importance of an answer does not have a linear correlation with its rank. A few top-
ranked documents were found to be much more important than documents with lower ranks.
Other FIR merging methods. In the STARTS protocol [Gravano et al., 1997], collec-
tions return the term frequency, document frequency, term weight, and document weight
information of each returned answer to the broker. Kirsch [2003] suggested that each col-
lection return the term frequencies, document frequencies, and the total number of indexed
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documents to the broker. In such methods, documents are merged according to their calcu-
lated similarities based on the statistics received by the broker.
As in CORI, Rasolofo et al. [2001] calculated the final score of a document by multiplying
the document weight and collection score parameters. In their approach, document scores
are reported by collections, and collection scores are calculated according to the number of
documents that are returned by each collection for queries. This is based on a questionable
assumption that collections returning a greater number of results for a query are more likely
to contain relevant documents. The same approach has been used by Abbaci et al. [2002]
for merging.
Craswell et al. [1999] suggested that the broker can perform an effective merging by
partially downloading the top returned documents (say the first 4 KB of each document)
and using a reference index for the term statistics. They showed that the effectiveness of
their approach is comparable to that of a merging scenario where documents are downloaded
completely and the actual term statistics are used. Xu and Croft [1999] utilized a version
of INQUERY [Callan et al., 1992; Allan et al., 2000] that uses the global inverse document
frequency values to calculate the final score of documents for merging. The basic requirement
for this approach, is that collections provide the broker with the document frequency infor-
mation of their terms. This requires a significant exchange of information between collections
and the broker, and may not be practical in uncooperative environments.
CVV merging [Yuwono and Lee, 1997], calculates the global scores of documents accord-
ing to the goodness values of their original collections, and the positions of documents in
collection ranked lists. CVV merging assumes that the relevance score difference between
two consecutive documents in the answer list returned by a collection is inversely proportional
to the normalized goodness value of that collection.
Wang and DeWitt [2004] used the PageRank [Brin and Page, 1998] of each returned
answer for merging. In their approach, the final PageRank of a page d returned by a selected
collection c is computed according to the estimated ServerRank of c and the computed
LocalRank of d inside c. For calculating the rank values for d and c, the link information of
all pages in collections is required.
In typical FIR experiments, it is usually assumed that collections do not overlap and that
snippets with the answers are not considered [Callan, 2000; Callan et al., 1995; 1999; Callan
and Connell, 2001; Craswell et al., 2000; D’Souza and Thom, 1999; D’Souza et al., 2004a;b;
French et al., 1999; Gravano and Garc´ıa-Molina, 1995; Gravano et al., 1994a;b; 1999; 2003;
Ipeirotis and Gravano, 2004; Nottelmann and Fuhr, 2003; Lu and Callan, 2002; Ogilvie and
CHAPTER 2. FEDERATED INFORMATION RETRIEVAL 48
Callan, 2001; Powell and French, 2003; Rasolofo et al., 2001; Si et al., 2002; Si and Callan,
2002; 2004b; 2003a;b; 2004a; 2005b; Xu and Callan, 1998; Xu and Croft, 1999; Zobel, 1997].
Therefore, as we describe later in Chapter 7, data fusion and metasearch merging techniques
may become very ineffective in FIR environments.
2.7.2 Data fusion and metasearch merging
Compared to a centralized search engine, metasearch and data fusion methods have several
advantages. Some of these benefits listed by other researchers [Aslam and Montague, 2001;
Meng et al., 2002] for data fusion and metasearch techniques include:
• High coverage: Search engines have covered different parts of the web graph, and
none of them can provide full coverage over the web documents. Using multiple search
engines at the same time improves the search coverage and increases the likelihood of
finding a relevant document.
• High precision: Based on the voting principle, a document that is returned by mul-
tiple ranking systems has a greater likelihood of being relevant than document that
is returned by a single system only. Therefore, metasearch engines and data fusion
methods take advantage of such overlapped results to improve search effectiveness.
Note that data fusion and metasearch do not always improve effectiveness compared to
the best search engine or ranking system involved in the ranking [Hawking et al., 2001;
Rasolofo et al., 2003; Vogt, 2000]. For example, Vogt [2000] reported that final merged
lists produced by the fusion method can have lower precision than the best individual
run, and that adding new ranking functions may not be helpful.
Vogt and Cottrell [1999] discussed conditions in which fusion via linear combination
of scores returned by two systems is recommended. They suggested that linear com-
bination methods are suitable for situations that have at least one of the following
conditions: at least one of the available systems has good performance; available sys-
tems return similar relevant documents; and available systems return different sets of
nonrelevant answers. Wu and McClean [2007] also suggested that the rate of overlap
between the results returned by different search engines should be at least 40%–60%
for a metasearch engine to be able to merge effectively.
• Removal of spam pages: While spam pages may be indexed by search engines, it
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is unlikely that many search engines return a particular spam page in their top-ranked
results simultaneously [Dwork et al., 2001].
• Scalability and up-to-date information: For websites such as news pages that are
frequently updated, re-indexing the documents by a centralized search engine might
not be feasible. In such a scenario, even traditional FIR techniques may not be useful,
as updating the representation sets concurrently with the document changes may be
cumbersome. Metasearch techniques have been suggested as an alternative for such
cases [Rasolofo et al., 2003]. As long as the indexes for individual collections are up-
to-date, metasearch techniques can return the most recent version of documents.
The simplest data fusion or metasearch merging technique is the round-robin strategy
[Savoy et al., 1996]. In round-robin, it is assumed that collections have similar search ef-
fectiveness with similar numbers of relevant documents. The results returned by multiple
collections are merged according to their ranks. That is, the top-ranked documents of all
collections are merged first, followed by the second-ranked documents and so forth.
When a document is returned by more than one collection, several combination methods,
including CombMNZ, CombSum, CombMax, and CombMin, have been proposed for calcu-
lating its final score [Fox and Shaw, 1993; 1994]. In CombMax the maximum score reported
for a duplicate document is used as its final score for merging. CombMin uses the minimum
score of a duplicate document for merging. CombSum adds all the reported scores for a
duplicate document, while CombMNZ adds all the reported scores and then multiplies the
total sum by the number of collections that have returned the duplicate document. In most
of these methods, therefore, documents that are returned by multiple collections are ranked
higher than the other documents. These methods have been used widely in both data fusion
and collection fusion (metasearch merging) experiments and thus we do not classify them
specifically under any of these categories.
Data fusion. Data fusion methods are based on a voting principle, where, for a given query,
a document returned by many search systems functions should be ranked higher than the
other documents. In addition, data fusion strategies should take the rank of documents into
account. A document that has been returned on top of three ranking lists is intuitively more
likely to be relevant than a document that has appeared in a low position in four ranking lists.
In data fusion methods, documents in a single collection are ranked with different retrieval
models. Therefore, there are no collection representation sets and no collection selection.
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Aslam and Montague [2001] divided data fusion methods into four categories according
to their training and scoring functions (training versus no training, and relevance scores
versus ranks only). They showed that, when training data is available, the effectiveness of
data fusion methods using only ranks can be comparable to those that use document scores
reported by the individual systems.
A comparison between score-based and rank-based methods is provided by Renda and
Straccia [2002; 2003] suggesting that rank-based methods are generally less effective. Lillis
et al. [2006] divided each ranking into segments with different scores. The final score of a
document is calculated according to its rank and segment number. Yang and Zhang [2004]
suggested some constraints such as associativity and commutativity of collection results for
data fusion methods. However, they did not investigate the impact of using such constraints
on the final results.
Metasearch merging (collection fusion). The D-WISE system [Yuwono and Lee, 1996]
uses the ranks of retrieved documents for merging. The Inquirus system [Glover et al., 1999;
Lawrence and Giles, 1998] computes the global similarities directly after the full contents of
the retrieved results are fetched. A similar approach has been suggested by Yu et al. [1999].
Rasolofo et al. [2003] described a metasearch merging method for combining the results re-
turned from multiple news search engines. They suggested that the title, date, and summary
of the results returned by search engines can be used effectively for merging. Lu et al. [2005],
Tsikrika and Lalmas [2001], and Shou and Sanderson [2002] suggested similar approaches us-
ing different functions for combining the rank, title, and snippet scores and showed that such
strategies can outperform merging methods that fetch the returned documents completely.
Snippet information is also used by the Mearf metasearch engine [Oztekin et al., 2002] for
merging the results returned by different resources.
Glover and Lawrence [2001] proposed a method for calculating the confidence values of
relevance predictions for the returned snippets. When the returned snippets are found to be
not sufficiently informative, additional information such as link statistics or the contents of
documents are used for merging.
Savoy et al. [1996] and Calve´ and Savoy [2000] applied logistic regression [Hosmer and
Lemeshow, 1989] to convert the ranks of documents returned by search engines into proba-
bilities of relevance. Documents are then merged according to their estimated probabilities
of relevance.
In shadow document methods for result merging [Wu and Crestani, 2004], the document
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scores returned by multiple search engines are first normalized by a regression function that
compares the scores of overlapped documents between the returned ranked lists. The scores of
overlapped documents are then recalculated according to the actual rate of overlap among the
ranked lists. In the SavvySearch metasearch engine [Dreilinger and Howe, 1997], document
scores returned by each search engine are normalized into a value between zero and one. The
normalized scores of overlapped documents are summed for computing the final score.
In metasearch merging, voting plays an important role for calculating the final rank of
a document. Documents that are returned by many search engines are likely to appear
ranked highly in the final merged list. In the absence of overlap between the results, most
metasearch merging techniques become ineffective. For example, methods such as CombMNZ
and CombSum [Fox and Shaw, 1993; 1994; Lee, 1997] that are used in metasearch engines
such as SavvySearch [Dreilinger and Howe, 1997] degrade to a simple round-robin approach
[Savoy et al., 1996].
In this thesis, unless specified otherwise, we use merging to refer to FIR merging tech-
niques; our definition does not cover data fusion and metasearch merging methods. In the
next section we discuss miscellaneous publications that are related to FIR.
2.8 Other related work
MESSIDOR [Moulinoux et al., 1981; 1982] is perhaps the oldest FIR system that has been
described in a research article. Moulinoux et al. described a system designed for simultaneous
search over multiple bibliographic databases. A similar system was implemented by Harman
et al. [1991] a decade later for federated search of various bibliographic collections. Federated
search techniques are still useful for searching bibliographic databases [French et al., 1998a;
Hernandez and Kambhampati, 2005; Xu et al., 1998; 1999]. Xu et al. [1999] suggested a
cluster-based collection selection technique for routing bibliographic queries. The documents
inside collections are clustered into separate categories. The weight of each collection is
computed according to the similarity of queries to its clusters. However, the authors have
not provided the experimental details of their suggested technique. In another early approach,
Mazur [1984; 1994] proposed an FIR model based on thesauri. However, no experimental
evaluation of the suggested approach was presented.
Some FIR systems have architectures that make them more similar to peer-to-peer net-
works. In such methods, instead of using a broker, each collection performs an independent
query routing according to its knowledge about other collections [French and Viles, 1996;
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Viles and French, 1995]. Similar to Viles and French [1995], there is no broker for collection
selection in the architecture suggested by Viles [1994]. In his proposed federated retrieval
system, a global archive is created for tracking the collection updates. Collections send their
updates to the global archive and in return, they receive the updates of other collections.
Collections receive the user queries, and pass them to suitable collections according to the
information they have gathered from the global archive. However, Viles [1994] did not show
how the suggested method can work in practice.
Losee and Church-Jr. [2004] proposed a set of analytic models for predicting the per-
formance of centralized and federated information retrieval systems. However, they did not
provide any experimental results for supporting their hypotheses.
In a series of papers [Liu et al., 2002; Meng et al., 1998; 1999], the authors proposed
a statistical method for estimating the usefulness of text databases. They used collection
representation sets to estimate the usefulness of original collections. Their suggested method
estimates the number of documents that contain the query terms in a collection by using the
term weights and term frequencies available in representation sets.
Moffat and Zobel [1994] showed that dividing a monolithic index into several collections
and performing a federated search on collections may have a filtering effect. That is, for some
queries irrelevant collections are not searched leading to improved search efficiency. In their
proposed architecture, available documents are assigned into multiple blocks; each document
can be in only one block. The terms statistics of blocks are kept in a central index. For each
query, the central index compares the query with available blocks. Once the most similar
blocks are detected, the query is run against the corresponding collections.
Voorhees et al. [1995] suggested two collection fusion methods based on previous training
data. In their first approach, the number of relevant documents returned by each collection for
the training queries is calculated. Then the similarities of testing queries with the previous
queries are measured. The k most similar training queries are selected and their average
probabilities of relevance for different collections are used for calculating the merging scores.
The number of documents fetched from each collection for merging varies according to the
probabilities of relevance to maximize the likelihood of visiting relevant documents in the
final merged results.
In their second approach, Voorhees et al. [1995] clustered the training queries based on the
number of common documents they return from collections. A centroid vector is calculated
for each cluster and testing queries are compared with all available centroid vectors. For a
given query, the weights of collections are calculated according to their performance for the
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previous training queries in the same cluster. The number of documents that are fetched
from a collection is proportional to the weight of the collection. The higher the weight of a
collection, the more documents are extracted from that collection for merging. The latter
fusion technique is also known as query clustering, while the former is also known as modeling
the relevant document distribution (MRDD) [Towell et al., 1995; Voorhees and Tong, 1997].
The effectiveness of those two methods has been also compared with a neural network model
designed for learning the optimum merging [Towell et al., 1995]. However, the neural network
model was found to be less effective in general [Towell et al., 1995].
Zhu and Gauch [2000] investigated what sort of information can be used for improving the
performance of collection selection and result merging methods. They applied different types
of evidence such as availability, information-to-noise ratio, authority, and cohesiveness for
ranking documents in centralized and federated environments. Their results suggested that
additional information can be very helpful for improving the collection selection performance.
However, extra information had hardly any impact on the effectiveness of result merging.
Dolin et al. [1999] developed a scalable strategy for collection summarization and selec-
tion. They assumed that the contents of collections are accessible and known to the broker.
Based on this assumption, they used an online classification tree and classified the documents
inside collections to create the collection profiles (representation sets). Using the classifica-
tion tree, the system can help users to select relevant collections for their queries. In general,
the focus of their work is more on evaluating the effectiveness of the produced collection
profiles rather than collection selection.
Liu et al. [2004] proposed a probabilistic approach using adaptive probing for collection
selection. In their suggested method, the goodness values of collections are initially approxi-
mated by the term frequency information of their representation sets. As the representation
sets are usually incomplete and noisy, they proposed sending probe queries to each collection
for correcting the calculated goodness values according to the number of matching documents
that are returned for the probe queries. For each probe query, they compared the approxi-
mated goodness values computed using the number of matching answers, with those initially
computed for the representation set. If the two goodness values calculated for a collection
are significantly different, it can be concluded that the corresponding representation set is
not sufficiently effective (representative). The authors showed that considering the accuracy
of representation sets can improve the effectiveness of collection selection.
French et al. [2001; 2002] showed that using augmented queries can improve collection
selection performance. However, adding more than fifty terms does not make a significant
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change in the final effectiveness. In fact, adding many terms can increase noise and decrease
collection selection performance. Yang and Zhang [2006] reported that query expansion
improves collection selection. In the query expansion technique proposed by Xu and Callan
[1998], the query is run against an index of all collection representation sets and the top 10
collections are selected. The original query is then submitted to each selected collection and
the top 30 documents returned by each collection are gathered and used for query expansion.
They showed that expanded queries produce better results than the original ones in terms of
precision. However, Ogilvie and Callan [2001] claimed that query expansion cannot improve
the retrieval effectiveness significantly. Their results contradict the previous study by Xu and
Callan [1998], which suggested that expanded queries can improve average precision. One
possible reason for this contradiction might be that Ogilvie and Callan [2001] used incomplete
information for query-expansion. In contrast, Xu and Callan [1998] utilized full collection
information for most of their experiments. They also used global inverse document frequency
values of terms for merging, which makes their fusion method more effective.
In typical FIR experiments, it is assumed that the language of documents in all collections
is identical. However in practice, the environment may be multilingual. One collection
may only contain English documents while other collections may contain Spanish or French
documents. Si and Callan [2005a] showed that, with small modifications, current FIR merging
algorithms can be used to merge the results of different multilingual collections.
From an efficiency aspect, the number of sampled documents from different collections
on the broker can become so large that it may produce efficiency problems. Gravano et al.
[1999] suggested that pruning algorithms may be necessary when the size of data on the
broker exceeds its effective performance thresholds. Lu and Callan [2002; 2003] suggested
different pruning strategies for reducing the size of representation sets on the broker. They
showed that disk space usage on the broker can be reduced by 54%–93% with minor losses
in the overall search effectiveness.
FIR methods have been successfully used in network architectures such as peer-to-peer
networks [Chernov et al., 2007; Lu and Callan, 2004; 2005]. Although in peer-to-peer networks
there is usually no broker or any other central system, typical FIR collection selection and
result merging algorithms can be used on hubs or peers.
Crestani and Wu [2006] suggested that merging the results in different clusters may be
a better presentation strategy than merging all of them in a single list. Finally, Ogilvie
and Callan [2003] showed that metasearch techniques can be used for applications such as
combining the document representations for known-item search.
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2.9 Summary
In this chapter, we have surveyed previous work on the context of federated information
retrieval. We started by describing inverted indexes, retrieval models, and a few core concepts
in information retrieval such as precision and recall. We then provided a brief overview of the
basic concepts in FIR and metasearch. This was followed by the discussion of three typical
problems in federated retrieval: creating a collection representation set; collection selection;
and result merging. For each problem, we discussed approaches that have been proposed by
other researchers as potential solutions.
For collection representation in cooperative environments, collections provide the broker
with their lexicon statistics. Hence, in such environments, collection representation sets are
often comprehensive and representative. In uncooperative environments, collections do not
publish their representation sets, and query-based sampling techniques may be used. We
divided existing query-based sampling methods into two categories: static and adaptive. In
static sampling, the same number of documents is downloaded from all collections, while in
adaptive sampling the termination point of sampling depends on parameters such as collection
size.
For collection selection, we showed that available techniques can be classified into two
major categories. In the first group (lexicon-based methods), the broker ranks collections
according to the similarity scores of their representation sets. The majority of methods in
this category are originally proposed for cooperative environments. However, with small
modifications they can often also be used in uncooperative environments. The methods in
the second category (document-surrogate methods), are generally proposed for uncooper-
ative environments. In these approaches, collections are usually ranked according to the
probabilities of relevance of their sampled documents to the query.
For the merging problem, we have argued that FIR merging, metasearch merging, and
data fusion are similar concepts but have critical differences. Metasearch and data fusion
techniques are not designed for FIR and may be based on inappropriate assumptions. In
addition, metasearch merging and data fusion algorithms do not use the valuable resource of
sampled documents that is usually available in FIR environments.
In the next chapter, we introduce common testbeds that are used for FIR experiments. We
also describe metrics that are suggested by other researchers for evaluating the effectiveness
of collection representation, collection selection, and result merging methods.
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Chapter 3
Testbeds and Evaluation Metrics
“Insanity: doing the same thing over and over again and expecting different results.”
Albert Einstein
“Computer Science is no more about computers than astronomy is about telescopes.”
Edsger W. Dijkstra
The relative effectiveness of federated search methods tends between different testbeds
[D’Souza et al., 2004b; Si and Callan, 2003a]. Therefore, details of experimental testbeds
are necessary for reliable analysis of current FIR techniques. The evaluation process for
FIR systems is different to that for centralized search engines. In federated search, each of
the three major steps—collection representation, collection selection, and result merging—is
evaluated by separate metrics that are usually independent from the metrics used in the
other stages. The main reason for this decoupled evaluation is to investigate what is effective
at each stage. This chapter is devoted to the discussion of testbeds and evaluation metrics
that have been proposed for FIR experiments.
3.1 Measuring the quality of collection samples
In uncooperative environments where collections do not publish their index statistics, the
knowledge of the broker about collections is usually limited to their sampled documents.
Since downloaded samples are incomplete, it is important to test whether they are sufficiently
representative of their original collections.
Collection representation sets usually consist of two types of information: vocabulary and
term-frequency statistics. Callan and Connell [2001] proposed two separate metrics that mea-
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sure the accuracy of collection representation sets in terms of the vocabulary correspondence
and frequency correlations, as we now describe.
Measuring the vocabulary correspondence (ctf ratio). The terms available in sam-
pled documents can be considered as a subset of all terms in the original collection. Therefore,
the quality of samples can be measured according to their coverage of the terms inside the
original collections. Callan and Connell [2001] defined the ctf ratio as the proportion of the
total terms in a collection that are covered by the terms in its sampled documents. They
used this metric for measuring the quality of collection representation sets. For a given
collection c, and a set of sampled documents Sc, the ctf ratio can be computed as:∑
t∈Sc
ft,c∑
t∈c ft,c
(3.1)
where ft,c represents the frequency of term t in collection c. For example, suppose that
collection c includes only two documents. Now assume that the first document only contains
two occurrences of “computer” and six occurrences of “science”; and the second document
consists of two terms: “neural” and “science” each occurring only once. In total, there are
three unique terms in collection c, and the cumulative collection frequency value is 10. If only
the first document is sampled from the collection, the proportion of the total terms that are
present in the sample is 910 or 90%. The major drawback with this approach is that it does
not really account for importance or content-bearing terms that are downloaded. The impact
of downloading a frequent term on the final ctf is greater than the impact of downloading
another term that is less frequent, but may be more representative from the user perspective.
Therefore, a high ctf ratio does not necessarily indicate the effectiveness of a representation
set.
Spearman rank correlation coefficient (SRCC). Callan and Connell [2001] suggested
that the downloaded terms can be ranked according to their document frequency values in
both the samples and the original collection. The correlation of these two rankings can be
computed using a statistical method such as the Spearman rank correlation coefficient [Press
et al., 1988]. The stronger the correlation is, the more similar are the term distributions
in the samples and the original collection. In other words, samples whose terms have a
strong correlation with the original index are considered as representative. Although SRCC
considers the term ranking order, it does not compare a representation set with its original
collection in terms of the actual document frequency values.
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Another problem with SRCC is that it measures the intersection in vocabulary between
collection and representation. Therefore, when new terms are added, this often weakens the
correlation, and decreases the stability of term rankings. Baillie et al. [2006b;c] showed that
SRCC is not always robust and reliable because of this drawback.
df1. Monroe et al. [2000] suggested that the proportion of terms with document frequency
of one (df = 1) can be used for measuring the completeness of samples. They also suggested
that the rate of growth of terms with df = 1 in the documents downloaded by query-based
sampling can be used to determine the termination point of sampling. That is, downloaded
documents are representative enough once the number of df = 1 terms in two consequent
samples becomes less than a certain threshold. However, as the document frequency infor-
mation of collections is usually unknown to the broker, the suggested approach does not seem
to be practical in uncooperative environments.
Kullback-Leibler divergence (KL). Another approach for evaluating the accuracy of
collection representation sets is to compare their language models with that of the origi-
nal collections [Baillie et al., 2006b;c; Ipeirotis and Gravano, 2004; Ipeirotis et al., 2005].
Therefore, a KL-Divergence method [Kullback, 1959] can be used for comparing the term
distribution (language model) of a collection with that of its sampled documents:
KL(θˆSc |θˆc) =
∑
t∈c
P (t|θˆSc) log
P (t|θˆSc)
P (t|θˆc)
(3.2)
Here, θˆSc and θˆc respectively represent the language models of sampled documents and the
original collection, and P (t|θˆ) is the probability of visiting the term t, if it is randomly picked
from a language model θˆ. The KL values can range from 0 to infinity, where KL = 0 indicates
that the two language models are identical. Compared to the metrics discussed previously,
KL has been shown to be more stable and precise [Baillie et al., 2006b;c].
Predictive likelihood (PL). Baillie et al. [2006a] argued that the predictive likelihood
[DeGroot, 2004] of user information needs can be used as a metric for evaluating the quality
of collection samples. The PL value of a sample verifies how representative it is with respect
to the information needs of users. In contrast to the previous methods that measure the
completeness of samples compared to the original index, PL measures the quality of samples
for answering queries. Collection representation sets are compared against a set of user
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queries. Representation sets that have high coverage of query-log terms produce large PL
values, and are more likely to satisfy user information needs by routing queries to suitable
collections. For a query log described as set of n queries Q = {qi,j : 1, ..., n; 1, ...,m}, where
qi,j represents the jth term in the ith query, the predictive likelihood of the language model
of a sample S can be computed as follows:
PL(Q|θˆS) =
n∏
i=1
m∏
j=1
P (t = qi,j|θˆS) (3.3)
where P (t = qi,j|θˆS) is the probability of visiting the term t from the query log Q in the
language model of sample S. The main advantage of this approach is that it needs to access
the collection index to measure the effectiveness of representation sets.
3.2 Evaluating collection selection performance
Metrics for evaluating collection selection methods are usually recall-based. That is, collection
selection techniques are compared according to the number of relevant documents available
in selected collections [D’Souza et al., 2004b;a; Gravano et al., 1994a; Si and Callan, 2003a].
Binary precision-recall. Gravano et al. [1994a] assumed that any collection with at least
one matching document for a query q is a right collection for that query. They defined
Right(q) as the set of all collections that contain at least one matching answer for the query
q. Assuming that the number of matching documents in the k selected collections is repre-
sented by δk, the precision and recall values for collection selection can be computed as in
Equations 3.4 and 3.5 [Gravano et al., 1994a; Gravano, 1997]:
Pk = Precision =
δk ∩ Right(q)
δk
if δk > 0 (3.4)
Rk = Recall =
δk ∩ Right(q)
Right(q)
if Right(q) > 0 (3.5)
Precision (Pk) is the proportion of selected collections that contain at least one matching
document, and recall (Rk) is the fraction of right collections that are selected. These binary
metrics may be suitable for evaluating collection selection techniques in relational databases.
However, for unstructured text retrieval, where Boolean matching is a poor indicator of rele-
vance, more sophisticated metrics are required. Therefore, a modified version of Equation 3.5
was suggested [Gravano and Garc´ıa-Molina, 1995; Gravano et al., 1999]. In this version, the
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optimal baseline Right(q) consists of collections whose approximated goodness values are
higher than a pre-defined threshold. Further information about how goodness values are
approximated, can be found in Section 2.6.1.
The recall metric for collection selection was later formalized in a more general form
[French and Powell, 2000; French et al., 2001; Powell and French, 2003]:
Recall = Rk =
∑k
i=1 Ωi∑k
i=1Oi
(3.6)
where
∑k
i=1 Ωi and
∑k
i=1Oi are respectively the total number of relevant documents available
in the top k collections selected by a collection selection method, and an optimal baseline.
We describe current baselines for collection selection later in Section 3.4. Sogrine et al. [2005]
combined the precision Pk and recall Rk values in a single metric called maxFk as:
maxFk = max
k
2
1
Rk
+ 1
Pk
(3.7)
The authors compared collection selection methods according to their maxFk values for
all possible values of k. They also compared the discounted cumulative gain [Ja¨rvelin and
Keka¨la¨inen, 2000] of collection selection rankings with an optimal baseline.
French and Powell [2000] introduced R̂k, a modified version of Rk [Gravano et al., 1994b],
in which only collections with non-zero weights are considered. The modified recall metric is
defined as:
R̂k =
∑k
i=1 Ωi∑k∗
i=1Oi
(3.8)
where k∗ is the number of collections with non-zero weights, and k is the number of collections
that are selected. In a similar methodology, Zobel [1997] suggested use of the number of
relevant documents in selected collections for comparing collection selection methods.
Mean square error (MSE). Callan et al. [1995] measured the mean square error (MSE)
of collection selection methods against an optimal baseline. For a given query q, the effec-
tiveness of a collection selection ranking Ω can be computed as follows:
1
Nc
.
∑
i∈C
(Oi − Ωi)2 (3.9)
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Here, Nc shows the total number of collections; while Ωi and Oi represent the positions of
the ith collection respectively in the rankings of a collection selection method and an optimal
baseline. In the optimal ranking—as will be discussed later in Section 3.4—collections are
ranked according to the number of relevant documents they contain. Rankings with low
MSE values are considered to be effective.
Spearman rank correlation coefficient (SRCC). The application of SRCC for mea-
suring the quality of collection samples was previously discussed in Section 3.1. A simplified
version of the Spearman rank correlation coefficient has been suggested for comparing the
rankings produced by collection selection methods with that of an optimal baseline [French
and Powell, 2000; French et al., 1999; Powell, 2001; Powell and French, 2003]:
SRCC = 1− 6
∑Nc
i=1(Oi − Ωi)2
Nc(Nc
2 − 1) (3.10)
Here, Nc is the total number of collections, while Ωi and Oi are respectively the positions of
the ith collection in the rankings of a collection selection technique, and a baseline method.
3.3 Evaluating the merged results (search effectiveness)
Result merging techniques are usually compared according to the number of relevant docu-
ments in the final merged results [Callan et al., 1995; Callan, 2000; Chakravarthy and Haase,
1995; Craswell et al., 1999; Rasolofo et al., 2001; 2003; Si and Callan, 2003b].
Counting correct matches. Chakravarthy and Haase [1995] used the total number of
queries that return at least one relevant answer in the top n results for comparing result
merging methods.
Precision. Precision is the most commonly used metric for evaluating the effectiveness of
FIR merging. It has been used in different forms such as mean average precision [Craswell
et al., 1999; Rasolofo et al., 2001; 2003], and precision at different cutoff ranks (P@n) [Callan
et al., 1995; Callan, 2000; Rasolofo et al., 2003; Si and Callan, 2003b].
The application of precision for evaluating FIR systems is not only limited to the re-
sult merging stage. Collection selection and representation methods can be also evaluated
according to their impact on precision. The precision-oriented methods discussed in this
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section have been also used for evaluating the performance of collection selection and col-
lection representation methods [Callan, 2000; Craswell et al., 2000; Nottelmann and Fuhr,
2003; 2004a; Hawking and Thomas, 2005; Rasolofo et al., 2001; Ogilvie and Callan, 2001;
Si and Callan, 2003a; 2004a;b; 2005b; Xu and Callan, 1998; Xu and Croft, 1999]. In fact,
we argue that precision is the best available metric for comparing FIR systems. High recall
values, and extensive vocabulary coverage of representation sets are not very helpful, unless
they increase the likelihood of visiting relevant documents by users.
3.4 Baselines
Several baselines have been suggested for evaluating the performance of FIR methods. In
most cases, the evaluation process of collection representation, collection selection, and result
merging steps can be done independently.
Collection representation baselines. For collection representation methods—where the
vocabulary completeness of samples are important—the term statistics of samples are usually
compared with the complete index [Agichtein et al., 2003; Callan and Connell, 2001; Callan
et al., 1999; Caverlee et al., 2006; Gravano et al., 2003; Ipeirotis and Gravano, 2002; 2004;
Ipeirotis et al., 2001], or with the user query logs [Azzopardi et al., 2006; Baillie et al., 2006a].
Collection selection baselines. Collection selection has a wide variety of baselines.
French and Powell [2000] suggested a random collection selection baseline for analyzing the
worst-case behavior of selection methods. The random selection baseline has been also used
by Craswell et al. [2000] as a worst-case baseline for collection selection. Count-based rank-
ing (CBR) [French and Powell, 2000] is a Boolean baseline that ranks collections according
to their numbers of matching answers for queries. Since containing the query terms is not
usually enough for a document to be relevant, CBR does not necessarily rank collections
according to their number of relevant documents. Gravano and Garc´ıa-Molina [1995] de-
fined an ideal ranking baseline Ideal(l) for collection selection. In Ideal(l), first the similarity
values of a query q with documents in all collections are computed. Collections are then
ranked according to the number of documents with similarity values greater than l, where
l is a predefined threshold. Ideal(l) has been also used as a baseline for collection selection
[Gravano et al., 1999; French and Powell, 2000; French et al., 1998b; Yuwono and Lee, 1997].
Relevance-based ranking (RBR) is the most common baseline for evaluating collection
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selection methods [Callan, 2000; D’Souza, 2005; D’Souza et al., 2004a;b; Gravano et al., 1999;
French and Powell, 2000; French et al., 1998b; Powell, 2001; Powell and French, 2003; Powell
et al., 2000; Si and Callan, 2003a; 2004a;b]. In RBR, collections are ranked according to the
number of relevant documents that they contain for queries.
Zobel [1997] introduced a baseline that sorts collections according to their number of
highly ranked documents. For a given query, he considered highly ranked documents as the
top answers returned by a centralized monolithic index of all collections.
Another common baseline for collection selection methods is the ranking of collections
according to the number of documents they contain (size-based ranking) [D’Souza, 2005;
D’Souza et al., 2004a;b; French et al., 1999; Powell, 2001; Powell and French, 2003; Zobel,
1997]. Compared to other collections, larger collections are more likely to contain relevant
documents due to their greater size.
Result merging (search effectiveness) baselines. FIR techniques, particularly in unco-
operative environments, cannot access the complete term statistics of collections. Therefore,
an effective centralized search engine that has indexed all available documents in collections
(using complete term statistics) is often used as an oracle baseline for FIR systems [Craswell,
2000; Craswell et al., 2000; Lu and Callan, 2002; 2003; Ogilvie and Callan, 2001; Towell et al.,
1995; Voorhees and Tong, 1997; Voorhees et al., 1995; Xu and Callan, 1998; Xu and Croft,
1999]. Hawking and Thistlewaite [1999] referred to the rankings of documents returned by
the oracle index as correct merging. They also defined perfect merging as an unrealistic
ranked list that contains all relevant documents before all irrelevant documents.
In the majority of published related work, the effectiveness of the oracle centralized
baseline has been reported to be higher than that of FIR alternatives. However, there are
some exceptional cases in which FIR systems have been reported to outperform centralized
baselines. For example, Xu and Croft [1999] suggested that, if documents are partitioned into
homogeneous collections by clustering, the federated search can outperform the centralized
baseline in precision. Similarly, Craswell et al. [2000] suggested that merging the results from
a few collections that contain the highest number of relevant documents for a query, can be
more effective than running the query on the oracle index. However, finding collections with
the highest number of relevant documents is an open question.
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3.5 Experimental testbeds
FIR testbeds can be divided into two categories. In the first category, the degree of overlap
among collections is negligible, while in the second category, the rate of overlap between
collections is significant.1
3.5.1 Testbeds with disjoint collections
In typical FIR testbeds, collections are disjoint and do not overlap.2 The descriptions of the
disjoint testbeds that are used in this thesis are provided below:
SYM236 & UDC236. These two testbeds have been used in Chapter 4 for evaluating
the impact of adaptive sampling on search effectiveness. SYM236 [French et al., 1998b;
1999; Powell, 2001; Powell and French, 2003] includes 236 collections of varying sizes, and
is generated from documents on TREC3 disks 1–4 [Harman, 1994; 1995b]. UDC236 [French
et al., 1999; Powell and French, 2003], also contains 236 collections, and is generated from the
same set of documents (from TREC disks 1–4). The difference is only in the methodology
used for assigning documents to collections. In UDC236, each collection contains almost
the same number of documents; in SYM236, documents are distributed between collections
according to their publication date, generating collections with different sizes.4
We used the <title> field of TREC topics 51–150, with the average length of 2–3 words,
to query these testbeds. More details about the attributes of SYM236 and UDC236 can be
found elsewhere [D’Souza, 2005; Powell, 2001; Powell and French, 2003].
SYM236 and UDC236 are both created from 691 058 documents—an average of 2 928
documents per collection—which is significantly smaller than many FIR testbeds developed
more recently. For our experiments on disjoint collections in Chapter 6, and Chapter 7, we
utilize more recent and larger testbeds as summarized in Table 3.1.
1Traditionally, FIR testbeds are assumed to be free of overlap. Overlapped testbeds were introduced for
the first time by Hernandez and Kambhampati [2005] and the author [Shokouhi et al., 2007b].
2In this thesis, the term testbed refers to a set of collections that are used together for federated search
experiments (collection selection and result merging).
3The Text REtrieval Conference (TREC) is an international collaboration that provides large datasets to
participants for large-scale evaluation of information retrieval systems. More information about the TREC
datasets can be found at: http://trec.nist.gov/data.html.
4More details about SYM236 and UDC236 testbeds at: http://www.cs.virginia.edu/~cyberia/testbed.html
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Table 3.1: Testbed statistics.
# docs (×1000) Size (MB)
Testbed Size (GB) Min Avg Max Min Avg Max
trec123-100col-bysource 3.2 0.7 10.8 39.7 28 32 42
trec4-kmeans 2.0 0.3 5.7 82.7 4 20 249
trec-gov2-100col 110.0 32.6 155.0 717.3 105 1 126 3 891
trec123-100col-bysource (uniform). Documents on TREC disks 1, 2, and 3 [Harman,
1994] are assigned to 100 collections by publication source and date [Powell and French, 2003;
Si and Callan, 2003b;a]. The <title> field of TREC topics 51–100 are used as queries.
trec4-kmeans. A k-means clustering algorithm [Jain and Dubes, 1988] has been applied
on the TREC4 data [Harman, 1995b] to partition the documents into 100 homogeneous
collections [Xu and Croft, 1999]. The <description> field of TREC topics 201–250 and
their relevance judgments are used as queries.5
trec123-AP-WSJ-60col (relevant). This and the next two testbeds have been gener-
ated from the trec123-100col-bysource (uniform) collections. In each of them, we use the
<title> field of TREC topics 51–100 and their relevance judgments for retrieval evaluations.
Documents in the 24 Associated Press and 16 Wall Street Journal collections in the uniform
testbed are collapsed into two separate large collections. The other collections in the uni-
form testbed are as before. The two largest collections in the testbed have a higher density
of relevant documents for the TREC topics than do the other collections.
trec123-2ldb-60col (representative). Collections in the uniform testbed are sorted by
their names. Every fifth collection starting with the first collection is merged into a large
collection. Every fifth collection starting from the second collection is merged into another
large collection. The other 60 collections in the uniform testbed are unchanged.
trec123-FR-DOE-81col (nonrelevant). Documents in the 13 Federal Register and 6
Department of Energy collections from the uniform testbed are merged into two separate
large collections. The remaining collections remain unchanged. The two largest collections
5The uniform and trec4 testbeds are available at: http://boston.lti.cs.cmu.edu/callan/Data/
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Table 3.2: The domain names for the largest fifty crawled servers in the TREC GOV2 dataset.
The ‘www’ prefix of the domain names is omitted for brevity.
Collection # docs Collection # docs
ghr.nlm.nih.gov 717 321 leg.wa.gov 189 850
nih.library.nih.gov 709 105 library.doi.gov 185 040
wcca.wicourts.gov 694 505 dese.mo.gov 173 737
cdaw.gsfc.nasa.gov 656 229 science.ksc.nasa.gov 170 971
catalog.kpl.gov 637 313 nysed.gov 170 254
edc.usgs.gov 551 123 spike.nci.nih.gov 145 546
catalog.tempe.gov 549 623 flowmon.boulder.noaa.gov 136 583
fs.usda.gov 492 416 house.gov 134 608
gis.ca.gov 459 329 cdc.gov 132 466
csm.ornl.gov 441 201 fda.gov 111 950
fgdc.gov 403 648 forums.census.gov 105 638
archives.gov 367 371 atlassw1.phy.bnl.gov 98 227
oss.fnal.gov 363 942 ida.wr.usgs.gov 90 625
census.gov 342 746 ornl.gov 88 418
ssa.gov 340 608 ncicb.nci.nih.gov 83 902
cfpub2.epa.gov 337 017 ftp2.census.gov 82 547
cfpub.epa.gov 315 116 walrus.wr.usgs.gov 81 758
contractsdirectory.gov 311 625 nps.gov 79 870
lawlibrary.courts.wa.gov 306 410 in.gov 77 346
uspto.gov 286 606 nist.time.gov 77 188
nis.www.lanl.gov 280 106 elections.miamidade.gov 73 863
d0.fnal.gov 262 476 hud.gov 70 787
epa.gov 257 993 ncbi.nlm.nih.gov 68 127
xxx.bnl.gov 238 259 nal.usda.gov 66 756
plankton.gsfc.nasa.gov 205 584 michigan.gov 66 255
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in the testbed have a low density of relevant documents for the TREC topics compared to
the other collections.
The effectiveness of some FIR methods tends to vary when the distribution of collection
sizes is skewed [Si and Callan, 2003a]. The latter three testbeds can be used to evaluate
the effectiveness of FIR methods for such a scenario. More details about the trec4-kmeans,
uniform, and the last three testbeds can be found in previous publications [Powell, 2001;
Powell and French, 2003; Si, 2006; Si and Callan, 2003b;a; Xu and Croft, 1999].
trec-gov2-100col (gov2). In this new testbed, documents from the largest 100 servers—
in terms of the number of crawled documents—in the TREC GOV2 dataset [Clarke et al.,
2005] have been extracted and located in one hundred separate collections. TREC topics 701–
750 (<title> field) were used as queries. On average, there are 3.2 words per query. The
documents in all collections are from crawled web pages and the size of this testbed is many
times larger than the discussed alternatives. Table 3.2 contains the list of the largest fifty
crawled servers in the TREC GOV2 dataset. The crawled documents from each of these
servers are assigned to an independent collection in the trec-gov2-100col testbed.
3.5.2 Testbeds with overlapped collections
In standard FIR testbeds, there is no overlap among collections [Powell and French, 2003;
Si and Callan, 2003b]. However, in practice, a significant proportion of documents may
overlap between collections. Hence, for our experiments in Chapter 8, we create five new
testbeds with overlapping collections based on documents available in the TREC GOV
dataset [Craswell and Hawking, 2002]. We do not claim that our strategies for creating these
testbeds are perfect, or argue that the testbeds entirely reflect the characteristics of web col-
lections and enterprise datasets. However, considering the available datasets for evaluating
information retrieval experiments, we believe that the suggested testbeds are acceptable.
Sliding-112. This testbed is comprised of 112 collections, each containing 30 000 docu-
ments, created using a sliding window on the TREC GOV documents. The first 30 000
documents comprise the first collection. Then a random percentage X (X ≥ 25%) is picked.
The second collection is created from the last X% of the first collection, and the next docu-
ments from the GOV corpus to a total size of 30 000 documents. The rest of collections are
generated in the same sliding window manner.
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Figure 3.1: Collection sizes, distribution of relevant documents, and the amount of overlap
between consequent collection pairs in the Sliding-112 testbed.
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Figure 3.2: The overlap among collection pairs in the Sliding-115 testbed.
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Figure 3.3: Collection sizes in the Qprobed-176 testbed.
Figure 3.1 shows the distribution of relevant documents for TREC topics 551–600 among
the collections in this testbed. As was expected, relevant documents are spread uniformly
among collections. The figure also displays the number of documents in each collection that
are shared with the previous collection. The rate of overlap varies from 25% to 99%.
Sliding-115. Collection selection methods show variable performance on different testbeds.
For example, the effectiveness of some approaches, such as CORI, are found to vary when the
distribution of collection sizes is skewed [Si and Callan, 2003a]. To create a skewed testbed, we
adapt the approach used by Si and Callan [2003a] to derive a so-called representative testbed
from the uniform testbed. Every tenth collection in the Sliding-112 testbed, starting from
the first collection, is collapsed into a single large collection. The same procedure is repeated
starting with the second and third collections, and another two large collections are created.
The testbed thus contains the collections in the Sliding-112 testbed plus an additional three
large collections. Figure 3.2 illustrates the degree of overlap among collection pairs on this
testbed. About 2.5% of the pairs of collection have more than 50% overlap.
Qprobed-176. This testbed is comprised of 176 collections generated by passing 200 probe
queries to an index of the TREC GOV documents. The queries are the most frequent single
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Figure 3.4: Distribution of relevant documents in the Qprobed-176 testbed.
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Figure 3.5: The overlap among collection pairs in the Qprobed-176 testbed.
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terms of queries submitted to MSN search engine6 with a highly ranked answer in the gov
domain. For each query, a random number of results between 5 000 and 30 000 are extracted
and gathered as a collection. Queries that return less than 5 000 documents are discarded.
The average size of collections in this testbed is 16 100 documents, while the largest and
smallest collections contain 29 956 and 5 016 documents. The distribution of collection sizes
and the number of relevant documents among collections are depicted in Figures 3.3 and 3.4.
For example, there are 50 collections that have between 5 000 and 10 000 documents, and
there are 38 collections that contain between 10 and 20 relevant documents each for TREC
topics 551–600.
The degree of overlap among collections in this testbed is diverse. Figure 3.5 shows that
there are 29 813 collection pairs that have less than 10% overlap, while the rate of overlap
for four collection pairs is close to 100%.
Qprobed-280. For this testbed, we used the 360 most frequent queries in the MSN search
query log discussed for the previous testbed. Each selected query is passed as a probe
query to an index of TREC GOV documents. For each probe query, a random number of
documents (between 5 000 and 20 000) are downloaded as a collection. Queries that return
less than 5 000 answers are discarded. In total, 280 collections with the average size of 12 194
documents were generated. The largest and smallest collections in this testbed respectively
contain 19 860 and 5 001 documents. Documents in each collection match for the same query,
and are likely to have somewhat similar topicality.
Figure 3.6 depicts the degree of overlap among collections in this testbed. There are 74 492
collection pairs that have less than 10% overlap, while there are only 79 pairs with more
than 90% of their documents in common. The overall rate of overlap among collections is
low; only 1.1% of collection pairs in this testbed have more than 50% overlap.
Qprobed-300. Starting from the first collection in the previous testbed, every twentieth
collection is merged into a single large collection. The same procedure is applied to every
twentieth collection starting from the next initial thirteen collections (collections 2, 3, ..., 14)
in the Qprobed-280 testbed. In total, the testbed is comprised of 300 collections. Figure 3.7
illustrates the degree of overlap among collection pairs. About 1.9% of collection pairs have
more than 50% overlap, which is higher than the Qprobed-280 testbed. Collections in this
testbed vary in size from 5001 to 180 985 documents with an average of 20 908 documents.
6http://search.msn.com
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Figure 3.6: The overlap among collection pairs in the Qprobed-280 testbed.
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Figure 3.7: The overlap among collection pairs in the Qprobed-300 testbed.
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3.6 Summary
In this chapter we have discussed FIR testbeds and evaluation metrics. Metrics for evalu-
ating collection representation, collection selection, and result merging techniques have been
described separately. We have divided FIR testbeds into two categories: disjoint and over-
lapped. In the former category, there is no overlap among collections, while in the latter
group, collections may share common documents.
Since common FIR testbeds are typically developed with disjoint collections, we have
generated five new testbeds in which collections may be overlapped. The ideal testbed
for these experiments would be complete crawls of websites from the hidden web, or real
enterprise datasets, but by definition such crawls are not easily available. Another good
testbed would be crawls of sites known to contain high levels of overlap. There are such sites
in the TREC GOV data (in which we believe more than half the pages are duplicates or near
duplicates) [Bernstein and Zobel, 2005], but identifying them is far from straightforward. It
is for these reasons that other ways of forming testbeds are of interest. The Sliding-112 and
Sliding-115 testbeds are somewhat artificial, but they allow exploration of the effectiveness
of FIR methods as a function of the extent of overlap. The Qprobed testbeds consist of
collections with some degree of internal consistency.
In the next chapter, we investigate the impacts of adaptive query-based sampling on the
final search effectiveness of FIR systems.
Chapter 4
Sample Size for Uncooperative FIR
“The important thing is not to stop questioning.”
Albert Einstein
“It does not matter how slowly you go so long as you do not stop.”
Confucius
The goal of federated information retrieval is to support effective searching over multiple
document collections. For efficiency, queries should be routed to only those collections that
are likely to contain relevant documents, so it is necessary to first obtain information about
the content of the target collections. In an uncooperative environment, query probing (i.e.
query-based sampling)—where randomly-chosen queries are used to retrieve a sample of
the documents and thus of the lexicon—has been proposed as a technique for estimating
statistical term distributions. In this chapter, we question whether a sample of 300 documents
is sufficient to provide good coverage of collection terms. We propose a new sampling strategy
and demonstrate experimentally that sample size needs to vary from collection to collection,
that our methods achieve good coverage based on variable-sized samples, and that we can
use the results of a probe to determine when to stop sampling.1
4.1 Measuring the effectiveness of query probing
Most prior research on FIR uses fixed parameters in query-based sampling, and there is no
clear stopping condition and termination point for the process.2
1This chapter includes materials that first appeared in Shokouhi et al. [2006a].
2As discussed in Section 2.5.2, adaptive sampling techniques have been suggested recently by other re-
searchers [Azzopardi et al., 2006; Baillie et al., 2006a; Caverlee et al., 2006]. However, all of those adaptive
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Callan and Connell [2001] applied query-based sampling to iteratively discover the lan-
guage model of collections in uncooperative environments. Their algorithm starts by selecting
an initial query that returns at least one answer from the collection, and then retrieves the
first n results returned. The language model is updated according to the new terms found
in the retrieved documents. The next probe queries are selected from the obtained language
model; probing continues until a stopping criterion is met. Callan et al. tested different val-
ues of n and various stopping conditions, and reported that using n = 4 and 75 queries, thus
obtaining about 300 documents, leads to a good representation of the sampled collection.
They also examined different strategies for query selection and concluded that these do not
have a significant effect on overall performance. Variants explored included choosing the
queries from the terms that have the highest document frequency, collection frequency, and
average term frequency in the current language model, with randomly generated queries as
a baseline. In all these cases, the reported results are similar, with random queries having a
small advantage over other methods.
According to Heaps’ law [Heaps, 1978], when sampling from a text repository, the rate
of discovering new terms diminishes as the number of samples increases. For larger reposito-
ries the convergence rate is slower. Therefore, 300 documents seem unlikely to be sufficient
for representing many large text collections, and the usual stopping point seems low. Intu-
itively, larger collections with diverse topics need more samples while smaller, topic-specific
ones might need less. Williams and Zobel [2005] have shown that even after processing
about 45 GB of web data, vocabulary growth does not converge to zero; the rate of discovery
of new unique terms stabilized at about one in every 400 term occurrences.
For query-based sampling, the question is, therefore, when to stop sampling. In the
following section we explore the following hypothesis:
• The risk of missing significant terms is high with samples of 300 documents.
Test environment. We tested query-based sampling on four collections of different sizes
and types, shown in Table 4.1. The first two collections are from the UDC39 testbed (dis-
cussed in detail in the next section), each containing 17 352 documents of TREC newswire
data. DATELINE-509 and DATELINE-325 are two managed collections used by D’Souza
et al. [2004a]. Documents in each collection of this testbed are TREC newswire data split by
methods appeared after the publication of this study by Shokouhi et al. [2006a]. To our knowledge, none of
the methods proposed for uncooperative FIR before our work involved an adaptive choice of stopping point.
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Table 4.1: Collection statistics.
Collections Number of documents Number of unique terms
UDC-1 17 352 82 434
UDC-2 17 352 83 992
DATELINE-325 16 248 82 707
DATELINE-509 30 507 106 644
the <DATELINE> field. D’Souza et al. reported that gathering the data in managed collections
improves the overall performance of document retrieval from distributed collections. Since
documents in these collections are usually from the same organization and authors, we would
expect them to have a more limited vocabulary compared to collections of similar size with
diverse authors.
To evaluate our sampling approach we also extracted the most significant terms from
each collection by gathering the top γ percent of terms that have the highest Cosine tf · idf
[Baeza-Yates and Ribeiro-Neto, 1999] factor. For any term in a document, tf represents
the number of times that the term appears inside the document, and idf is the number
of documents that contain that term. We used 10% for γ; other values of γ do not affect
the approach, but change the number of terms that are detected as important for each
document. This information is used after termination of query-based sampling, as a measure
of the effectiveness of the collected samples and of the risk of missing significant terms.
We used two testbeds to compare the effectiveness of FIR systems for static and adap-
tive samples. SYM236 includes 236 collections of varying sizes and was described in Sec-
tion 3.5.1. UDC39 has 39 collections, each made from concatenating six consecutive collec-
tions in UDC236. Therefore, UDC-1 in this testbed contains the documents from the first
six collections of UDC236. Similarly, UDC-2 contains the documents from the second six col-
lections of UDC236. More information about the UDC236 testbed appears in Section 3.5.1.
We used the <title> field of TREC topics 51–150 as queries. In response to each query
from each selected collection, we retrieved 1 000 answers. The assumption is that collections
only return a limited number of documents for any query. If a collection does not return a
relevant document in the top 1 000 results, the FIR system can never use that document.
We used Lemur3 for query-based sampling, and CORI [Callan et al., 1995] for collection
3http://www.lemurproject.org
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selection and result merging because, although it may not be the most effective method, our
results can then be directly compared to those in most previous work.4 For each collection
we gathered samples of different sizes, from 100 to 3 000 documents. Each sample k contains
all of the documents from sample k− 1, plus 100 new documents. The initial sample always
extracts 100 distinct documents. At each point, the system calculates the number of unique
and significant terms available in the samples. We show results for 3 000 documents because
this number was sufficient according to our experiments; other collections might need greater
sample sizes to meet the stopping criteria. We measure the completeness of the a sampled
term set s as below:
Completeness(s, γ) = Number of significant terms in the sampleTotal number of significant terms
Term =
{
Significant if tf · idf is among the top γ%
Not significant otherwise
(4.1)
4.2 Experimental results
Figure 4.1 shows the number of unique terms and the completeness of each sample provided
by query-based sampling from UDC-1 and UDC-2 collections. The rate at which new unique
terms are found slows as the number of sampled documents increases—which is consistent
with the Heaps’ law [Heaps, 1978]. As sampling continues, the slope of curves become flatter.
According to Williams and Zobel [2005], continued sampling will always continue to find new
words but the rate will decrease. The rate for completeness drops more rapidly than that for
the unique terms.
A key contribution in this chapter is that convergence to a low rate of vocabulary increase
is indicative of good coverage of vocabulary by the sampled documents. In other words, query
sampling reaches a good coverage of the collection vocabulary when the slope becomes less
than a certain threshold; empirical tests of this hypothesis are discussed below.
In these figures, when the trends for the number of unique terms starts converging,
the curves for the number of significant terms found are nearly flat, which means that by
continuing sampling we are unlikely to receive many new significant terms, and it is unlikely
to be efficient to keep probing. The completeness curves confirm that the number of new
significant terms increases very little after a certain number of documents have been sampled.
4At the time of this study, CORI was still considered as a common baseline for FIR experiments. We
discuss CORI performance in Chapter 6.
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Figure 4.1: Completeness values and the total number of distinct terms for samples of UDC-1
(top) and UDC-2 (bottom). The convergence points indicated by arrows show when sampling
is enough according to the criteria discussed in Section 4.3.
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Figure 4.2: Completeness values and the number of distinct terms for samples of DATELINE-
325 (top) and DATELINE-509 (bottom). The convergence points indicated by arrows show
when sampling is enough according to the criteria discussed in Section 4.3.
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The completeness value for a sample of 300 document is less than 15%, while for samples
including more than 2 000 documents this amount is greater than 40% in both graphs. These
trends strongly indicate that a sample size of 300 documents is insufficient to build effective
representation sets. As the slopes for significant terms are not negligible after sampling 300
documents, the risk of losing significant terms is high at this point.
Figure 4.2 shows similar trends for the DATELINE managed collections. Again, the
samples made from 300 documents do not appear to be a good representation of the collection
language model. The low completeness values for DATELINE-509 confirm our hypothesis
that, larger collections may need more sample documents for a good coverage of significant
terms. The following conclusions can be made according to our experimental results:
• The accumulation of new vocabulary never stops completely.
• If probing is halted after sampling 300 documents, the risk of losing significant terms
is high. This confirms our initial claim that sample size needs to vary from collection
to collection.
4.3 Federated retrieval with variable-sized samples
Given that a sample size of 300 is inadequate, but that some condition is needed to terminate
sampling, we investigate when sampling should cease. In this section, we test the effect of
varying the sample size on retrieval effectiveness.
Table 4.2 shows the mean average precision (MAP), P@10, P@20, and R-Precision values
for different sample sizes. We use the <title> fields of TREC topics 51–150 as queries.
Values for precision at 10 and 20 documents retrieved are of particular interest because these
include the documents that users are most likely to look at [Jansen et al., 2000]. Cutoff values
represent the number of collections that will be searched for each query. The results show
that, by using samples of more than 300 documents, the overall effectiveness increases. The
previously recommended number of 300 documents is not in general a sufficient sample size.
Previous work uses ctf ratio (explained in Section 3.1) as an indication of vocabulary coverage,
and shows that curves become flat after downloading a limited number of documents from
a collection [Callan and Connell, 2001; Callan et al., 1999]. However, terms that are more
frequent in the collection are more likely to be extracted by probe queries. The ctf ratio
increases more when a system finds such a term, rather than when it finds a word with
lower frequency. However, these terms are not necessarily more important than others in the
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Table 4.2: The impact of changing sample size on search effectiveness.
Testbed Sample size Cutoff MAP P@10 P@20
SYM236 300 10 0.0133 0.1465 0.1256
SYM236 500 10 0.0279 0.2398 0.2107
SYM236 900 10 0.0326 0.2510 0.2260
SYM236 300 20 0.0222 0.1616 0.1506
SYM236 500 20 0.0453 0.2633 0.2327
SYM236 900 20 0.0506 0.2888 0.2536
UDC39 300 10 0.0611 0.2653 0.2566
UDC39 900 10 0.0739 0.2878 0.2724
UDC39 1 500 10 0.0773 0.2959 0.2867
UDC39 300 20 0.0881 0.2949 0.2765
UDC39 900 20 0.0972 0.3051 0.2867
UDC39 1 500 20 0.1016 0.2969 0.2878
Table 4.3: Effectiveness of a central index of all documents in SYM236 or UDC39.
Relevant retrieved MAP P@10 P@20 R-Precision
8 776 0.1137 0.2939 0.2760 0.1749
collection [Luhn, 1958], and indeed are unlikely to be significant in queries; downloading them
does not mean that the coverage of the vocabulary is sufficient. Given that 300 documents is
insufficient, and that the appropriate number is not consistent from collection to collection,
the question is: how big a sample should be chosen from a given collection?
We propose that an appropriate method is to keep sampling until the rate of occurrence
of new unique terms (the slope in previous figures) becomes less than a predefined threshold.
Specifically, we propose that query probing stop when, for η subsequent samples, the rate of
growth in vocabulary becomes less than a threshhold τ . Based on the empirical experiments
discussed in the previous section, we suggest initial parameter choices of η = 3 and τ = 2%;
that is, probing stops once three consecutive probes all show growth rate of less than 2%.
These convergence points are indicated by arrows in the previous figures. In our approach,
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Table 4.4: Effectiveness of two FIR systems using both samples of 300 documents and adap-
tive sample sizes, for SYM236 (η = 3, τ = 2%).
Cutoff Relevant MAP P@10 P@20 R-Precision
retrieved
Samples of 300 documents
1 158 0.0023 0.0682 0.0435 0.0063
2 400 0.0058 0.0977 0.0808 0.0149
5 844 0.0094 0.1326 0.1076 0.0272
10 1 396 0.0133 0.1465 0.1256 0.0429
20 2 252 0.0222 0.1616 0.1506 0.0616
50 3 713 0.0383 0.1628 0.1676 0.0926
118 4 800 0.0515 0.1430 0.1395 0.1032
Adaptive samples
1 527 0.0075† 0.1454† 0.1244† 0.0168†
2 1003 0.0135∗ 0.1969† 0.1582† 0.0331†
5 1844 0.0234† 0.2367† 0.1934† 0.0557†
10 2 956 0.0327† 0.2510† 0.2199† 0.0772†
20 4 715 0.0532† 0.2724† 0.2372† 0.1135†
50 6 813 0.0823† 0.2796† 0.2633† 0.1506†
118 7 778 0.0936† 0.2388† 0.2327† 0.1604†
these points indicate when sampling is “enough”. According to the observations, “enough”
varies drastically from collection to collection. Increasing the value for η or decreasing τ
delays reaching the stopping condition, and increases the number of samples that should be
gathered from the collection.
The performance of a central index for document retrieval for both testbeds (SYM236,
UDC236) is shown in Table 4.3. Since both testbeds include exactly the same documents, the
central index is the same for both. We used the values in this table as the baseline. Central
indexes are usually reported as being more effective than FIR systems [Callan et al., 1995].
SYM236. A comparison of the effectiveness of two systems using typical (300 documents)
and adaptive query-based sampling techniques is shown in Table 4.4. For cutoff = 1, only the
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Table 4.5: Effectiveness of two FIR systems using both samples of 300 documents and adap-
tive sample sizes, for UDC39 (η = 3, τ = 2%).
Cutoff Relevant MAP P@10 P@20 R-Precision
retrieved
Samples of 300 documents
1 1 132 0.0161 0.2061 0.1658 0.0351
2 2 080 0.0272 0.2480 0.2168 0.0619
5 3 897 0.0428 0.2622 0.2429 0.0992
10 5 551 0.0611 0.2653 0.2566 0.1273
20 7 320 0.0881 0.2949 0.2765 0.1610
30 7 947 0.0969 0.2735 0.2622 0.1705
Adaptive samples
1 1 306 0.0178 0.2173 0.1699 0.0403∗
2 2 276 0.0247 0.2388 0.1954 0.0617
5 4 711 0.0556† 0.2959∗ 0.2643 0.1122†
10 6 342 0.0764† 0.2959† 0.2837† 0.1465†
20 7 826 0.1017† 0.3051 0.2969† 0.1730†
30 8 280 0.1089† 0.3051† 0.2837† 0.1790†
best collection—for which the sampled lexicon has the greatest similarity to the query—will
be searched. For cutoff = 118, half of the collections will be searched. The numbers above
the middle line represent the precision values obtained from the traditional sampling method,
while those below specify the same factor using our adaptive technique. Sanderson and Zobel
[2005] demonstrated that a significant improvement in performance requires statistical tests.
We applied the t-test for comparing the outputs of traditional and adaptive systems. Values
shown with the symbol ∗ are different at the 0.05 significance level, while those with the
symbol † differ at the 0.01 significance level. It can be seen that our method outperforms the
traditional query probing technique in almost all of the parameters and for all cutoff values.5
5Some of the collections in this testbed have very few documents (less than 20). We did not use query
probing for those collections and consider the whole collection as its representation set in both methods.
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Table 4.6: Summary of sampling for SYM236 and UDC39, using adaptive and typical sam-
pling (300 documents).
Testbed Method Documents Unique terms Min Max
SYM236 Typical (300 documents) 37 200 831 849 300 300
SYM236 Adaptive (τ = 2%, η = 3) 163 900 1 565 193 500 2 700
SYM236 Adaptive (τ = 1%, η = 3) 321 300 2 083 700 500 3 200
UDC39 Typical (300 documents) 11 700 624 765 300 300
UDC39 Adaptive (τ = 2%, η = 3) 80 800 1 289 607 1 400 2 800
Table 4.7: Effectiveness of adaptive sampling on SYM236 with η = 3 and τ = 1%.
Cutoff Relevant MAP P@10 P@20 R-Precision
retrieved
1 512 0.0075 0.1392 0.1052 0.0169
2 999 0.0140 0.1938 0.1603 0.0342
5 1 980 0.0243 0.2480 0.2041 0.0582
10 3 191 0.0365 0.2510 0.2281 0.0837
20 4 837 0.0580 0.2816 0.2526 0.1176
50 6 947 0.0858 0.2796 0.2643 0.1536
118 7 803 0.0938 0.2398 0.2352 0.1606
UDC39. Similar experiments using the UDC39 testbed are shown in Table 4.5. The same
query set is used for experiments on this testbed. The results confirm that our new method
outperforms the traditional query-based sampling approach. Again, values flagged with the
symbols ∗ and † indicate statistical differences detected by the t-test, respectively at the 0.05
and 0.01 significance levels. Traditional static sampling is the baseline method. Interestingly,
our approach is more effective than a central index in many cases. Central index performance
has often been viewed as an ideal goal in previous work [Craswell, 2000; Craswell et al., 2000;
Hawking and Thistlewaite, 1999; Lu and Callan, 2003; 2002; Ogilvie and Callan, 2001; Towell
et al., 1995; Voorhees and Tong, 1997; Voorhees et al., 1995; Xu and Callan, 1998; Xu and
Croft, 1999]. Developing an FIR system that outperforms the central index in all cases
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is still one of the open questions in federated information retrieval, but has been reported
as achievable [French et al., 1999; Xu and Croft, 1999]. According to these results, the
performance of our FIR system on the UDC39 testbed was greater than the central index
for cutoffs 10, 20, and 30 for P@n metrics. For cutoff = 10, for example, the system only
searches the top 10 collections for each query. This means that, although it searches only
about a quarter of the collections and documents used by the central index, it shows greater
effectiveness.
Table 4.6 provides more information about the number of terms and documents that have
been sampled using the typical (300 documents) and adaptive techniques. The smallest and
largest samples in each testbed are specified in the last two columns. It is clear that our new
technique collects a much more comprehensive set of terms and documents during sampling,
and that different collections require samples of varying sizes.
Changing η and τ . In the results discussed above, we used values for η and τ obtained
from our initial experiments. Decreasing η or increasing τ leads to faster termination of query
probing, with fewer representative samples. In Table 4.7, we have decreased the threshold τ
to 1%—thus increasing the sample sizes—for SYM236. In most cases, the precision values
in this table are greater than the ones in Table 4.4, where the old τ and η values were used.
However, none of the differences in precision values (except for P@20 when cutoff=2) are
statistically significant at the 0.05 level.
Although the results are better, they are more costly. Table 4.6 shows that the number
of documents sampled with τ = 1% is about twice of that with τ = 2%.
Adaptive sampling on large collections. Several prior papers [Callan and Connell,
2001; Callan et al., 1999] showed little difference between sample sizes of 300 and 500. This
is not consistent with our experiments on the SYM236 testbed. The numbers in Table 4.2
show significant differences in precision when the sample size is increased from 300 to 500.
The results for UDC39 however, are consistent with previous findings [Callan and Connell,
2001; Callan et al., 1999], and do not change drastically when the sample size is increased
from 300 to 600. The surprisingly high variations in precision on SYM236 can be explained by
the small average collection size in that testbed. On average, there are about 2900 documents
per collection in SYM236, while this number is roughly 17 000 for UDC39. Many collections
in SYM236 contain less than 1 000 documents and adding 200 documents to their sample
sets can significantly improve the sample completeness factors.
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Table 4.8: Comparing different sampling strategies on the uniform testbed (τ = 2%, η = 3).
Sampling MAP P@10 P@20 R-Precision Average
strategy sample size
Typical 0.0163 0.1542 0.1365 0.0482 300
Typical 0.0182 0.1625 0.1365 0.0539 500
Adaptive 0.0245† 0.1667 0.1448 0.0640† 1 750
To confirm our claim, we repeated the adaptive sampling experiments on the uniform
testbed (with the average size of 9 500 documents per collection). More information about
the uniform testbed can be found in Section 3.5.1. Table 4.8 compares the results of different
sampling strategies on the uniform testbed. The default parameters (τ = 2%, η = 3) are
used for adaptive sampling (with a maximum of 3 000 sample documents per collection), and
CORI [Callan et al., 1995] is used for collection selection and result merging. For each query
the top 10 collections are selected and the precision values are calculated according to the
top 1 000 merged answers. The <title> field of TREC topics 51–100 are used as queries.
Overall, the trends confirm our earlier argument; on large collections, small increase in
the number of sample documents may not have a noticeable influence on the final search
effectiveness. There is no significant difference between the sample sizes of 300 and 500 on
any of the metrics. Using adaptive sampling boosts the performance according to all metrics
compared to the baseline (300 documents). The improvements are statistically significant
for MAP and R-Precision (P < 0.01).
4.4 Summary
We have proposed a novel sampling strategy for query probing in federated information re-
trieval. In almost all previous work on query-based sampling, the recommended sample size
was 300 documents; we have shown that such small samples lead to considerable loss of effec-
tiveness. In contrast to these methods, our system adaptively decides when to stop probing,
according to the rate at which new unique terms are received. Our results indicate that once
the rate of arrival of new terms has stabilized, relatively few new significant terms—those of
high impact in retrieval—are observed. We have compared our new approach and traditional
query-based sampling on three different testbeds, and have found that collections have differ-
ent characteristics, and that the sample size will vary between collections. The effectiveness
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of the new approach was not only significantly better than the fixed-size sampling approach,
but also outperformed a central index in some cases. While the use of larger samples leads
to greater initial costs, there is a significant benefit in effectiveness for subsequent queries.
In the next chapter, we introduce a new sampling strategy that uses the terms in query
logs to download more representative documents.
Chapter 5
Using Query logs for Sampling and
Pruning
“Things should be made as simple as possible, but not any simpler.”
Albert Einstein
Users of search engines express their needs as queries, typically consisting of a small
number of terms. The resulting search engine query logs are valuable resources for studying
user behavior, and can be used to predict how people interact with the search system. In
this chapter, we introduce two novel applications of query logs, in the context of federated
information retrieval. First, we use query-log terms to guide sampling from uncooperative
distributed collections. We show that, while our sampling strategy is at least as efficient
as current methods, it consistently performs better. Second, we propose and evaluate a
pruning strategy that uses query-log information to eliminate terms. Our experiments show
that our proposed pruning method maintains the accuracy achieved by complete indexes,
while decreasing the index size by up to 60%. While such pruning may not always be
desirable in practice, it provides a useful benchmark against which other pruning strategies
can be measured.1
5.1 Query-log analysis
Traditional information retrieval systems use corpus, document, and query statistics to iden-
tify likely answers to queries. Queries captured in a query log can provide an additional
1This chapter includes materials that first appeared in Shokouhi et al. [2007c].
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evidence of relevance. In recent years, considerable attention has been devoted to the study
of query logs and the way people express their information needs [de Moura et al., 2005;
Fagini et al., 2006; Jansen and Spink, 2005]. The query logs of commercial search engines
such as Excite2 [Spink et al., 2001], Altavista3 [Silverstein et al., 1999], and AlltheWeb4
[Jansen and Spink, 2005] have been investigated and analyzed. Query logs have been used
in information retrieval research for applications such as query expansion [Billerbeck et al.,
2003; Cui et al., 2002], contextual text retrieval [Wen et al., 2004], and image retrieval [Hoi
and Lyu, 2004]. The question we explore in this chapter is how query logs can be used to
guide future search in the context of FIR. We also investigate the application of query logs for
pruning unimportant (non-content bearing) terms from the representation sets of collections
on the broker.
5.2 Using query logs for sampling
Query-based sampling (QBS) was introduced by Callan et al. [1999], who suggested that even
a small number of documents (such as 300) obtained by random sampling can effectively
represent the collection held on a server. They tested their method on the CACM collection
[Sparck-Jones and Rijsbergen, 1976], and many other small collections artificially created
from TREC newswire data [Harman, 1994]. In QBS, subsequent queries after the first are
selected by choosing terms from documents that have been downloaded so far [Callan et al.,
1999]. Various methods were explored; random selection of query terms was found to be the
most effective way of choosing probe queries, and this method has since been used in other
work on sampling uncooperative collections [Craswell et al., 2000; Si and Callan, 2003a].
These methods generally proceed until a fixed number of documents (usually 300) have been
downloaded. However, in Chapter 4 we showed that for larger collections, fixed-size samples
might not be suitable, as the coverage of the vocabulary of the server is poor.
Terms that appear frequently in search engine query logs are—by definition—popular in
queries, and tend to refer to topics that are well-represented in the collection.5 We therefore
hypothesize that probe queries composed of query-log terms would return more answers
2http://www.excite.com
3http://www.altavista.com
4http://www.alltheweb.com
5Craswell [2000] also used query-log terms for sampling. However, the focus of his study was on collection
selection and he did not compare the effectiveness and efficiency of his sampling method with traditional
query-based sampling.
CHAPTER 5. USING QUERY LOGS FOR SAMPLING AND PRUNING 91
than randomly selected terms, leading to higher efficiency. Since query terms are aligned
with actual user interests, we also believe that sampling using query-log terms would better
reflect user needs than using random terms from downloaded documents. Analysis of our
method shows that it is at least as efficient as previous techniques, and generates samples
that produce higher overall effectiveness.
5.2.1 Evaluation
To simulate an FIR environment, we extracted documents from the 100 largest servers in the
TREC WT10G dataset [Bailey et al., 2003]. These sets vary in size from 26 505 documents
(www9.yahoo.com), to 2 790 documents (swax32.swmed.edu), with an average size of 5 602
documents per server. For sampling queries, we used the 1 000 most frequent terms in the
Excite search engine query logs collected in 1997 [Spink et al., 2001].
For each query, we download the top 10 answers; this is the number of results that
most search interfaces return on the first page of results. Sampling stops after 300 unique
documents have been downloaded or 1 000 queries have been sent (whichever comes first).
Although in the previous chapter we showed that using fixed-size samples might not always
be the optimal, here we restrict ourselves to 300 documents to ensure that our results are
comparable to the existing baseline [Callan and Connell, 2001; Callan et al., 1999].
We gather two samples for each server: one by query-based sampling, and the other by our
query-log (QL) method. For QBS, probe queries are selected from the current downloaded
documents at each time, and the top 10 results of each query are gathered. For QL, each
of the 1 000 most frequent terms in the Excite query logs is passed as a probe query to the
collection, and the top 10 returned answers are collected.
To evaluate the effectiveness of samples for different queries, we used topics 451–550 from
the TREC9 and TREC10 Web tracks [Hawking and Craswell, 2001]. We used only terms
in the <title> field as queries. Since we are extracting only the largest 100 servers from
WT10G, the number of available relevant documents is low, so the precision-recall metrics
produce poor results. As discussed in Section 3.4, many FIR experiments use the set of
documents that are retrieved by a centralized server as an oracle. That is, all of the top-
ranked pages returned by the centralized index are considered to be pseudo-relevant, and the
performance of FIR approaches is evaluated based on how effectively they can retrieve this
set [Craswell, 2000; Craswell et al., 2000; Hawking and Thistlewaite, 1999; Lu and Callan,
2003; 2002; Ogilvie and Callan, 2001; Towell et al., 1995; Voorhees and Tong, 1997; Voorhees
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Table 5.1: Comparison of the QL and QBS methods on a subset of the WT10G data; QL
consistently performs better. Differences that are statistically significant based on the t-test at
the 0.05 and 0.01 significance levels are indicted by ∗ and † respectively. “CO” is the cutoff
number of servers from which answers are retrieved.
CO
(Pseudo) MAP (Pseudo) P@5 (Pseudo) P@10 (Pseudo) R-Precision
QBS QL QBS QL QBS QL QBS QL
1 0.0668 0.0902 0.1302 0.1721 0.0744 0.0988 0.0744 0.0988
10 0.1562 0.2515† 0.3057 0.4322† 0.2011 0.3023† 0.2011 0.3023†
20 0.1617 0.2811† 0.3149 0.4621† 0.2115 0.3437† 0.2115 0.3437†
30 0.1540 0.2655† 0.2941 0.4471† 0.2106 0.3259† 0.2106 0.3259†
40 0.1812 0.2639† 0.3200 0.4306† 0.2459 0.3212† 0.2459 0.3212†
50 0.1868 0.4188† 0.3341 0.4188∗ 0.2506 0.3176† 0.2506 0.3176†
et al., 1995; Xu and Croft, 1999; Xu and Callan, 1998]. Therefore, we use a centralized index
containing the documents of all 100 servers6 to obtain a benchmark.
For both the baseline and FIR experiments, we gathered the top 10 results for each query.
We tested different cutoff (CO) points in our evaluations: for a cutoff of one, the queries were
passed to the one server with the most similar corresponding representation set; for a cutoff
of fifty, queries were sent to the top fifty servers. Table 5.1 shows that the QL method
consistently produces better results. Differences that are statistically significant based on
the t-test at the 0.05 and 0.01 significance levels are indicted by the ∗ and †, respectively.
For all evaluation metrics, QL outperforms QBS significantly in five of six cases. That
is, samples downloaded by the QL method are more successful in routing the queries to
suitable collections.
We made two key observations. First, query-log (QL) terms did not retrieve the ex-
pected 300 documents for four servers after 1 000 queries, while QBS failed to retrieve this
number from only one server. Analysis showed that these servers contain documents that are
unlikely to be of general interest to users. For example www.twobirds.com has many error
pages and HTML forms, while www.snweb.com includes many pages with non-text characters.
Second, the QL method downloads an average of 2.43 unseen (not previously sampled)
documents per query, while the corresponding average for QBS is 2.80. Having access to the
term document frequency information of any collection, it is possible to calculate the expected
6The 100 servers consist of 563 656 documents, containing 309 195 668 terms, 1 788 711 of them unique.
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Table 5.2: Comparison of the QL and QBS methods, showing average number of answers
returned per query.
Collection Size Unseen Total Unseen Total
(QBS) (QBS) (QL) (QL)
Newswire 30 507 4.6 5.8 4.9 9.1
WEB-1 304 035 1.8 2.2 6.9 9.9
WEB-2 218 489 2.5 2.9 6.6 9.9
WEB-3 817 025 1.2 1.5 7.4 9.9
GOV-1 136 176 2.5 3.8 7.3 9.7
number of answers from the collection, for single-term queries extracted randomly from its
index. If all of the servers are indexed together in a global collection, and at most 10 answers
are retrieved per query, the expected number of answers per query can be calculated as:
|Number of terms df > 9 |
|Total number of terms| × 10 +
9∑
i=1
|Number of terms df = i |
|Total number of terms| × i (5.1)
which gives an expected value of 2.60, close to numbers obtained by both the QL and QBS
methods. However, these values contrast with those reported by Ipeirotis and Gravano [2002],
who claim that QBS downloads an average of only one unseen document per two queries. On
further investigation, we observed that the average varies for different collections, as shown
in Table 5.2. The first collection is extracted from TREC Associated Press newswire data
and contains newspaper articles [Harman, 1995a]. Collections labelled WEB are subsets of
the TREC WT10G collection [Bailey et al., 2003]. Finally, GOV-1 is a subset of the TREC
GOV collection [Craswell and Hawking, 2002]. More information about the TREC datasets
can be found in Chapter 3. Note that the average values for QL are between 4.9 and 7.4
unseen documents per query, while for QBS these range from 1.2 to 4.5. In general, the
gap between methods is more significant for larger collections with broad topics. Each QL
probe query returns about 10 answers—the maximum—on the first page, while this number
is considerably lower for QBS.
Overall, the results suggest that using query-log terms for sampling is helpful when the
log predicts vocabulary in collections and future queries. The log used in our experiments
has complete coverage of the test queries (TREC topics 451-550 were selected from the same
Excite query log [Hawking, 2000; Hawking and Craswell, 2001].).
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5.3 Pruning collection representation sets
In uncooperative FIR systems, the broker keeps a representation sample for each collection
[Callan and Connell, 2001; Craswell et al., 2000]. These samples usually contain a small
number of documents downloaded by query-based sampling [Callan et al., 1999] from the
corresponding collections.
Pruning is the process of excluding unimportant terms (or unimportant term occurrences)
from the index to reduce storage cost and, by making better use of memory, increase querying
speed. The importance of a term can be calculated according to factors such as lexicon
statistics [Carmel et al., 2001], or position in the document [Craswell et al., 1999]. The
major drawback with current pruning strategies is that they decrease precision, because the
pruned index can miss terms that occur in user queries. In addition, in lexicon-based pruning
strategies, the indexing process is slowed significantly. First, documents need to be parsed, so
that term distribution statistics are available. Then unimportant terms can be identified, and
excluded, based on the lexicon statistics. For example, terms that occur in a large proportion
of documents might be treated as stopwords. Finally, the index needs to be updated based
on the new pruned vocabulary statistics.
Lexicon-based pruning strategies face additional problems when dealing with broker in-
dexes in FIR. Documents are gathered from different collections, with different vocabulary
statistics. A term that appears unimportant in one collection based on its occurrences might
in fact be critical in another collection. Therefore, pruning the broker’s index based on the
global lexicon statistics does not seem reasonable.
We introduce a new pruning method that addresses these problems. Our method prunes
during parsing, and is therefore faster than lexicon-based methods, as index updates are not
required. Unlike other approaches, our proposed method does not harm precision, and can
increase retrieval performance in some cases. Note, however, that we regard this pruning
strategy as an illustration of the power of query logs rather than a method that should be
deployed in practice: users who search for a term should be able to find matches if they are
present in the collection. Although sampling inevitably involves some loss, that loss should
be minimized. That said, as our experiments show the new pruning method is both effective
and efficient.
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5.3.1 Related pruning methods
Pruning is widely used for efficiency, either to increase query processing speed [Persin et al.,
1996], or to save disk storage space [Carmel et al., 2001; Craswell et al., 1999; de Moura
et al., 2005; Lu and Callan, 2002].
Carmel et al. [2001] proposed a pruning strategy where each indexed term is sent in
turn as a query to their search system. Index information is discarded for those documents
that contain the query term, but do not appear in the top ranked results in response to the
query. This strategy is computationally expensive and time consuming. The soundness of
this approach is unclear; highly ranked pages for many queries are not highly ranked for any
of the individual query terms. The suggested method by Carmel et al. for extracting the
most important terms of each collection was later extended by de Moura et al. [2005], who
retained only those sentences that contain important terms. For the same reason discussed
previously (expensive and time-consuming computation, and lack of global term statistics),
this approach also is not applicable in uncooperative FIR environments. Furthermore, al-
though this technique is usually more effective than the one suggested by Carmel et al. [2001],
the loss in average precision compared to a full-text baseline is significant.
D’Souza et al. [2004a] discussed surrogate methods for pruning, where only the most
significant words are kept for each document. In this approach, the representation set of a
collection is not its complete term statistics, but is instead a complete index for its surrogates.
Such an approach requires a high level of cooperation between servers.
Craswell et al. [1999] used a pruning strategy to merge the results gathered from multiple
search engines. In their work, they downloaded the first four kilobytes of each returned
document instead of extracting the whole document for result merging. They showed that
in some cases, the loss in performance is negligible.
In a comprehensive analysis of pruning in brokers, Lu and Callan [2002] divided pruning
methods into various groups: frequency-based methods prune documents according to lexi-
con statistics; location-based methods exclude terms based on their positions in documents;
single-occurrence methods set a pruning threshold based on the number of unique terms in
documents, and keep one instance of each term in the document; and multiple-occurrence
methods allow for multiple occurrences of terms in pruned documents. Experiments evalu-
ating the performance of nine methods demonstrated that four models can achieve similar
optimal levels of performance, and do not have any significant advantage over each other.
Of these best methods, FIRSTM is the only one that does not rely on a broker’s vocabulary
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statistics. For each document, this approach stores information about the first 1 600 terms.
The other methods measure the importance of terms based on frequency information. As
discussed, these methods are unsuitable for FIR in many ways: the frequency of a term in
the broker does not indicate its importance in the original collections; the cost of pruning
and re-indexing might be high; and adding a new collection makes the current pruned index
unusable, since after a new collection is added to the system, the previous information is no
longer valid. The FIRSTM approach prunes during parsing, which makes it more comparable
with our approach. Therefore we evaluate our approach by using FIRSTM as a baseline.
Lu and Callan tested their methods on 100 collections created from TREC disks 1, 2,
and 3, and showed that their models can reduce storage costs by 54%–93%, with less than 10%
loss in precision. We test our systems on TREC WT10G and TREC GOV, which are larger
and consist of unmanaged data crawled from the web. These collections are described in
more detail in Section 5.3.2.
Our proposed pruning method is applied during parsing, and is independent of index
updates, as the addition of new collections to the system does not require the re-indexing of
the original documents. Moreover, our pruning method does not reduce system effectiveness
and precision, while in all of the discussed previous work [Carmel et al., 2001; Craswell et al.,
1999; de Moura et al., 2005; Lu and Callan, 2002], pruning results in a decrease in precision.
5.3.2 Using query logs for pruning
The main motivation for pruning is to omit unimportant terms from the index. That is,
pruning methods are intended to exclude the terms that are unlikely to appear in user
queries [de Moura et al., 2005]. Some methods prune terms that are rare in documents [Lu
and Callan, 2002]. However, the distribution of terms in user queries may not be similar to
that in typical web documents.
We propose using the history of previous user queries to achieve this directly. Our hypoth-
esis is that pruning those terms that do not appear in a search engine query logs will reduce
index sizes while maintaining retrieval performance. We test our hypothesis with experiments
on distributed environments and centralized indexes for different types of queries. In a stan-
dard search environment, where completeness may be more important than improvements
in efficiency, such pruning (or any pruning) is unappealing; but in a distributed environ-
ment, where index information is incomplete and is difficult to gather, such an approach has
considerable promise.
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For our experiments, we used a list of the 315 936 unique terms in the log of about one
million queries submitted to the Excite search engine on 16 September 1997 [Spink et al.,
2001]. Larger query logs, or a combination of query logs from different search engines, might
be useful for larger collections. For highly topic-specific collections, topical query logs [Beitzel
et al., 2004] and query terms that have been classified into different categories [Jansen et al.,
2005] could provide additional benefits.
For experiments on uncooperative FIR environments and brokers, we used the testbed
described in Section 5.2.1. The 100 largest servers were extracted from the TREC WT10G
collection, with each server being considered as a separate collection. Query-based sampling,
as described previously, was used to obtain representation sets for each collection by down-
loading 300 documents from each server in our testbed. We do not omit stopwords in any
of our experiments. For each downloaded sample, we only retained information about those
terms that were present in our query log, and eliminated the other terms from the broker.
We used CORI [Callan et al., 1995] for collection selection and result merging.7 TREC topics
451–550 and their corresponding relevance judgements were used to evaluate the effectiveness
of our pruned representation sets. We use only the <title> field of TREC topics as queries
for the search system.
To test our pruning method on centralized indexes, we used the TRECWT10G and GOV
datasets. The TREC GOV dataset [Craswell and Hawking, 2002] contains over a million doc-
uments crawled from the gov domain. TREC topics 451–550 were used for our experiments
on WT10G. All experiments with centralized indexes use the Okapi BM25 similarity measure
[Robertson et al., 1992; Sparck-Jones et al., 2000].
In addition to these topic-finding search tasks, we evaluate our pruning approach on
centralized indexes for topic distillation and named-page finding tasks. In topic distillation,
the objective is to find relevant homepages related to a general topic [Craswell et al., 2003].
We use the TREC topic distillation topics 551–600, and corresponding relevance judgements,
with the TREC GOV dataset. For named-page finding the aim is to find particular web
pages of named individuals or organizations. To evaluate this type of search task, we used
the TREC named-page finding queries NP01–NP150 [Craswell and Hawking, 2002].
7At the time of this research, CORI was considered to be one of the best baselines for FIR experiments
[Craswell et al., 2000; Nottelmann and Fuhr, 2003; Powell and French, 2003; Si and Callan, 2003a].
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Table 5.3: Effectiveness of different pruning schemes, on a subset of WT10G. Differences
at the 0.10 and 0.05 significance levels are indicated with § and ∗, respectively. “CO” is the
cutoff number of servers from which answers are fetched.
CO
MAP P@10 R-Prec
ORIG FIRSTM PR ORIG FIRSTM PR ORIG FIRSTM PR
1 0.0178 0.0096 0.0178 0.0367 0.0316 0.0367 0.0217 0.0071 0.0217
10 0.0415 0.0399 0.0415 0.0620 0.0468 0.0630 0.0593 0.0400 0.0594
20 0.0355 0.0468 0.0504 0.0590 0.0494 0.0646 0.0485 0.0460 0.0644
30 0.0399 0.0462 0.0546 0.0603 0.0481 0.0658∗ 0.0500 0.0426 0.0659§
40 0.0489 0.0509 0.0628∗ 0.0641 0.0561 0.0671∗ 0.0521 0.0437 0.0611
50 0.0506 0.0516 0.0647∗ 0.0654 0.0565 0.0684∗ 0.0562 0.0439 0.0708§
Table 5.4: Effectiveness of a centralized index on WT10G with TREC topics 451–550.
MAP P@5 P@10 R-Precision
0.1338 0.1392 0.1139 0.1397
5.3.3 Federated retrieval results
The results of our experiments using different pruning methods for FIR systems are shown
in Table 5.3. For each scheme, up to 1 000 answers were returned per query. The cutoff
(CO) values show the number of collections that are selected for each query. That is, for the
first row, only the best collection is selected, while for the last row, the top 50 collections
are selected. Our pruning method (PR), and original unpruned index (ORIG), produce the
same performance for cutoff values of 1 and 10. For larger cutoff values, the broker with
pruned documents is able to select better collections, and outperforms the system that uses
the original documents. The PR approach consistently outperforms the FIRSTM approach
(described in Section 5.3.1), at all cutoff points. We tested our results using a paired t-test;
differences at the 0.10 and 0.05 significance levels are indicated with § and ∗, respectively.
In general, performance based on MAP is low because there are few relevant answers for
the queries in the testbed. To measure system performance when all documents are available,
we indexed all documents from all 100 servers using a centralized index. Results for all 100
collections, searched using a centralized index, are shown in Table 5.4.
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Table 5.5: Comparison of centralized index pruning schemes for topic-finding queries on
WT10G. Significance at the 0.05 level is indicated with ∗.
MAP P@5 P@10 R-Precision
ORIG 0.1730 0.3469 0.2929 0.2061
FIRSTM 0.1560∗ 0.3204∗ 0.2786 0.1921∗
PR 0.1728 0.3490 0.2929 0.2057
PR(tf) 0.1708 0.3469 0.2918 0.2040
FIRSTM-PR 0.1574∗ 0.3265∗ 0.2796 0.1937∗
FIRSTM-PR(tf) 0.1559∗ 0.3224∗ 0.2816 0.1922∗
5.3.4 Central index pruning results
The experiments reported in the previous section were undertaken in an uncooperative dis-
tributed environment. In this section, we evaluate the performance of five different pruning
method on centralized indexes, considering different search tasks.
Under the FIRSTM approach, only information about the first 1 600 terms in each doc-
ument is added to the index. For our PR scheme, we only store index information about
terms that occur in our query log. We also test the effect of using fewer query-log terms on
performance. The PR(tf) approach only indexes terms that have occurred two or more times
in the query log; all the other terms that occur in documents are pruned. This reduces the
size of our query log from 315 936 unique terms to 108 425 terms.
We also investigate two hybrid models. The FIRSTM-PR scheme only retains information
about terms that are present in the query log and also occur in the first 1 600 words of
each document. FIRSTM-PR(tf) restricts index information further, adding an additional
constraint whereby terms need to occur two or more times in the query log to be indexed.
Table 5.5 shows the effectiveness of the various schemes for a topic-finding task on the
WT10G dataset. The original, full-text index is labelled ORIG. The performance of the PR
and PR(tf) schemes is similar to the original index. The t-test does not show any difference
between the performance of the original index, PR, and PR(tf) at the 0.10 significance level.
The FIRSTM scheme harms performance compared to the full-text index. This reduction
is significant at the 0.05 level for MAP, P@5, and R-Precision. The hybrid models do not
reduce precision below the FIRSTM scheme. However, FIRSTM-PR and FIRSTM-PR(tf)
are able to reduce index size further, as is discussed below.
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Table 5.6: Comparison of centralized index pruning schemes for topic distillation queries on
the TREC GOV dataset.
MAP P@5 P@10 R-Precision
ORIG 0.1280 0.1673 0.1529 0.1470
FIRSTM 0.1280 0.1673 0.1529 0.1470
PR 0.1294 0.1918 0.1673 0.1540
PR(tf) 0.1294 0.1918 0.1673 0.1540
FIRSTM-PR 0.1253 0.1633 0.1612 0.1456
FIRSTM-PR(tf) 0.1256 0.1633 0.1633 0.1457
The outcomes of using the five pruning approaches for topic distillation queries are shown
in Table 5.6. All schemes are able to maintain retrieval performance compared to the full-text
index ORIG. For P@5, the PR and PR(tf) schemes are able to increase performance above
the baseline. However, this increase is not statistically significant.
The results for the named-page search task are shown in Table 5.7. Many of these
queries contain out-of-vocabulary terms. Since our pruning strategy excludes any term that
is not available in the query log, we were expecting to see a significant loss in performance.
However, the t-test shows that none of the differences between the original index (ORIG) and
our query-log pruning scheme (PR) are statistically significant even at the 0.10 significance
level. The results demonstrate that, on average, all systems are able to return the correct
answer by the second document in the results list. Because the out-of-vocabulary problem is
more prevalent for the query-log schemes, the proportion of queries where no correct answer
is found in the first 1 000 items is slightly higher than for the other schemes.
One of the key aims of index pruning is to reduce the amount of data that needs to
be maintained, either in a centralized index, or in the document representation sets used
by a broker in federated search. The effect of the various pruning schemes on the size of
indexes is shown in Table 5.8. For the WT10G dataset, the FIRSTM, PR, and PR(tf)
schemes all reduce the size of index by about 30%. The hybrid models, FIRSTM-PR and
FIRSTM-PR(tf), are able to reduce index size by an additional 15%. As demonstrated by
our effectiveness results, these schemes are differentiated by search performance; FIRSTM
reduces topic finding performance, while PR and PR(tf) do not alter it from the full-text
baseline. Moreover, while the FIRSTM and hybrid models result in similar levels of precision,
CHAPTER 5. USING QUERY LOGS FOR SAMPLING AND PRUNING 101
Table 5.7: Comparison of centralized index pruning schemes for named-page finding queries
on the TREC GOV dataset.
MRR % top 1 % top 10 % fail
ORIG 0.5099 0.3647 0.7466 0.0353
FIRSTM 0.5099 0.3647 0.7466 0.0353
PR 0.4818 0.3294 0.7400 0.0588
PR(tf) 0.4619 0.3117 0.7066 0.0647
FIRSTM-PR 0.4725 0.3294 0.7066 0.0411
FIRSTM-PR(tf) 0.4619 0.3117 0.6800 0.0470
Table 5.8: The effect of pruning on index size, measured in gigabytes.
WT10G GOV
ORIG 2.58 (100%) 3.15 (100%)
FIRSTM 1.77 (68.6%) 1.80 (57.1%)
PR 1.88 (72.8%) 2.27 (72.0%)
PR(tf) 1.81 (70.1%) 2.18 (69.2%)
FIRSTM-PR 1.42 (55.0%) 1.36 (43.1%)
FIRSTM-PR(tf) 1.38 (53.4%) 1.32 (41.9%)
the hybrid models reduce the index size by an additional 15% over FIRSTM. Therefore, if
search performance is to be optimized, the PR scheme is to be preferred. If efficiency is of
greater concern, one of the hybrid models should be chosen.
There is more variation among the efficiency gains for the various schemes when they are
applied to the GOV dataset. Here, the PR and PR(tf) schemes show the least reduction in
index size, reducing the space required by around 30%. The FIRSTM approach is able to
provide a reduction of 43%, while the hybrid models reduce the index size by about 57%.
The schemes showed similar levels of accuracy for topic distillation and named-page finding
tasks on the GOV dataset. For these search tasks, we recommend the use of the hybrid
schemes, which minimize index size while retaining performance effectiveness.
Efficiency results for our distributed testbed are shown in Table 5.9. Here, FIRSTM
achieves a reduction index size of 64%, which is substantially greater than the 22% to 28%
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Table 5.9: The effect of pruning on broker size, measured in megabytes.
ORIG 160 (100%)
FIRSTM 58 (36.2%)
PR 125 (78.1%)
PR(tf) 115 (71.8%)
FIRSTM-PR 48 (30.0%)
FIRSTM-PR(tf) 46 (28.7%)
reduction given by the PR and PR(tf) schemes. However, there is again a tradeoff with
effectiveness, since the FIRSTM approach often leads to decreases in precision compared to
the PR scheme. As in the centralized index case, the hybrid models are able to reduce index
size slightly further compared to FIRSTM.
5.4 Summary
We have proposed two new applications of query logs for improving the query-based sampling
techniques, and reducing the size of collection representation sets on the broker. First we
suggested a novel sampling approach for distributed collections in an uncooperative environ-
ment. Our approach focused the sampling process by using terms that are available in search
engine query logs. Our experiments demonstrate that the method is no more costly than
previous approaches to query-based sampling, but produces samples that allow retrieval to
be significantly more effective.
The second application we proposed was that query logs can be used to focus index
pruning strategies towards terms that are important to users. Our pruning strategy is able to
maintain system effectiveness compared to a full-text index, while being able to reduce index
size by 22% to 28%. We evaluated our approach for various web search tasks, including topic
distillation and named-page finding. Although many of these topics contain out-of-vocabulary
terms, the pruned indexes retrieve relevant answers as effectively as the original index. We
compared our strategies with the FIRSTM pruning approach, which can provide additional
savings in index size but often results in decreased search effectiveness. We have also proposed
two hybrid models that combine features of the FIRSTM and query-log approaches, and have
shown that such models can further reduce index size, while not reducing effectiveness below
the FIRSTM-only scheme.
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In the next chapter, we introduce an efficient method for estimating the size of collections
in uncooperative environments. In addition, we propose a novel approach that uses the
estimated size statistics for collection selection.
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Chapter 6
Selecting Independent Collections
“Truth is what stands the test of experience.”
Albert Einstein
“When choosing between two evils, I always like to try the one I’ve never tried before.”
Mae West
Many independent information collections—such as those in the hidden web—do not per-
mit their content to be indexed by third parties, and enforce search through their own search
interfaces. Federated information retrieval systems aim to provide a unified search interface
for multiple independent collections. In such systems, a central broker receives user queries
and sends these in parallel to the underlying collections, and collates the received answers into
a single list for presentation to the user. As it is not usually feasible to search all collections,
the broker selects a subset of collections to be searched for the query. Collection selection
is usually on the basis of information that the broker has previously accumulated about col-
lections; such information typically includes collection size values, sampled documents, and
term frequency statistics.
The size of a collection is used in many collection selection methods, such as ReDDE [Si
and Callan, 2003a], KL-Divergence [Si et al., 2002], and UUM [Si and Callan, 2004a], as an
important parameter for ranking collections. In an uncooperative environment, information
regarding the size of collections is not usually available. Hence a broker must estimate
collection size using techniques such as the sample-resample method [Si and Callan, 2003a].
However, the accuracy of such methods has not been fully investigated.
In this chapter, we propose a collection size estimation method that can approximate
the number of documents in each collection. We then propose a precision-oriented collection
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selection method that considers the estimated size statistics for ranking collections. Current
collection selection methods are often recall-oriented. That is, they aim to select collections
that contain the highest number of relevant documents. We show that a high recall value for
collection selection does not always guarantee an effective search in terms of precision. Our
technique ranks collections according to the rankings of their sampled documents. Experi-
ments on many test collections show that our suggested method is often more effective than
current alternatives.
We follow with a detailed discussion of our novel technique for estimating the size of
uncooperative collections. We then introduce a new collection selection method that uses
the estimated size statistics for ranking collections.1
6.1 Capturing collection size
Current federated information retrieval techniques require accurate knowledge of collection
size. In uncooperative environments, where detailed collection statistics are not available,
the size of the underlying collections must be estimated. While several approaches for the
estimation of collection size have been proposed, their accuracy has not been thoroughly
evaluated. An empirical analysis of past estimation approaches across a variety of collections
demonstrates that their prediction accuracy is low. Motivated by ecological techniques for
the estimation of animal populations, we propose two new approaches for the estimation of
collection size. We show that our approaches are significantly more accurate that previous
methods, and are more efficient in the use of resources required to perform the estimation.
6.2 Related work on estimating collection size
In cooperative environments, brokers have comprehensive information about each collection,
including its size [Powell and French, 2003]. However, there is limited previous work on
collection size estimation in uncooperative environments, where brokers do not have access
to information on the collections. Using estimation as a way to identify the size of a collection
was initially suggested by Liu et al. [2001], who introduce the capture-recapture method. This
approach is based on the number of overlapping documents in two random samples taken
from a collection: assuming that the actual size of collection is |c|, if we sample a set of A
random documents from the collection, and then sample (after replacing these documents)
1This chapter includes materials that first appeared in Shokouhi et al. [2006b] and Shokouhi [2007].
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Figure 6.1: Distributions of docids in random (left) and query-based (right) samples.
B documents, the size of collection can be estimated as ˆ|c| = ABΥ , where Υ is the number of
documents common to both samples. However, Liu et al. do not examine how to implement
the proposed approach in practice. This is non-trivial; for example, it is unclear what the
sample size should be, as it is not possible to accurately estimate the size of a collection of
more than 1 000 000 documents using just two samples of 1 000 documents each.
It is also far from obvious how a random sample might be chosen from an uncooperative
collection. Callan and Connell [2001] propose that QBS be used for this purpose. Here,
an initial query is first selected from a standard list of common terms. For this and each
subsequent query, a certain number of returned answer documents are downloaded, and the
next query is selected at random from the current set of downloaded documents. QBS stops
after downloading a pre-defined number of documents, usually 300 [Callan and Connell, 2001;
Callan et al., 1999; Nottelmann and Fuhr, 2004a; Si and Callan, 2004b]. We show that QBS
rarely produces a random sample from the collection, which undermines the initial hypothesis
of the capture-recapture method.
Figure 6.1 shows the distribution of document identifiers (docids) in two experiments
on a subset of the WT10G collection described in Section 6.4; this collection has 11 341
unique documents. We extracted one hundred samples from the collection, once by selecting
documents at random, and once using QBS. Each sample contained 300 documents. The
horizontal axis shows how often the same document was sampled, while the vertical axis shows
the number of documents sampled a given number of times. On the left, 1 005 documents did
not appear in the samples, while, for example, 330 documents appeared in six sample sets.
CHAPTER 6. SELECTING INDEPENDENT COLLECTIONS 108
The distribution of documents in our random sampling is similar to the Poisson distribution.
In contrast, we observe that for QBS, many documents appear in multiple samples; indeed,
three documents appeared in all the samples, while 5 927 documents (52% of the total) did
not appear in any of the samples. None of the documents in our random samples appeared
more than 11 times; for ease of comparison, we omit data points related to documents that
appeared in more than 11 QBS samples.
Clearly, the samples produced by QBS are far from random. Given the biases inher-
ent in effective search engines—by design, some documents are preferred over others [Bar-
Yossef and Gurevich, 2006; Garcia et al., 2004]—this result is unsurprising. It does however
mean that size estimation methods cannot assume that QBS samples are random. Na¨ıve
capture-recapture would be drastically inaccurate; we explore the degree of inaccuracy in
other methods in our experiments.
An alternative to using capture-recapture methods is to use the distribution of terms in
the sampled documents, as in the sample-resample (SRS) method [Si and Callan, 2003a]. SRS
was introduced as a part of the ReDDE collection selection algorithm. ReDDE applies SRS
to estimate the relevant document distribution among multiple collections, and is described
in Section 2.6.2.
Assuming that QBS [Callan and Connell, 2001] produces good random samples, the
distribution of terms in the samples should be similar to that in the original collection. For
example, if the document frequency of a particular term t in a sample of 300 documents is
dft,S , and the document frequency of the term in the collection is dft,c, the collection size
can be estimated by SRS as ˆ|c| = 300×dft,c
dft,S
. This method involves analyzing the terms in the
samples and then using these terms as queries to the collection. The approach relies on the
assumption that the document frequency of the query terms will be accurately reported by
each collection. Even when collections do provide the document frequency, these statistics
are not always reliable [Anagnostopoulos et al., 2005]. In addition, as we have seen, the
assumption of randomness in QBS is questionable.
Compared to capture-recapture, the additional costs of SRS are significant: the docu-
ments must be fetched and many queries must be issued. In practice, SRS uses the documents
that are downloaded as collection representation sets. In the absence of such documents, SRS
cannot estimate collection size unless it downloads new samples. For capture-recapture, only
the document identifiers (docids) are required for estimating the size.
SRS has been used in other papers for estimating the size of collections. Karnatapu et al.
[2004] extend the work of Si and Callan [2003a] to find independent terms from the samples,
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focusing on improving sample quality rather than collection size estimation. The work has
the same limitations as that of Si and Callan [2003a]. In other papers [Gravano et al., 2003;
Ipeirotis and Gravano, 2002; Ipeirotis et al., 2001], researchers have used QBS and SRS for
classifying hidden web collections. Hawking and Thomas [2005] also used SRS to estimate
the size of collections in their research. In all these papers, the size of the collection has been
used as an important parameter in collection selection.
6.3 Capture-recapture methods
In previous work on using estimated collection size, the accuracy of the estimate has not
been investigated in detail. We propose that empirical evidence—derived from collections of
various sizes and characteristics—be used to evaluate how well different approaches estimate
the collection size. However, accurate estimation of collection size remains an open research
question. The challenge is to develop methods for estimating collection size that are robust
in the presence of bias, and that do not rely on estimates of term frequencies returned by
collections. We present and evaluate two alternative approaches for estimating the size of
collections. These are inspired by the mark-recapture techniques used in ecology to estimate
the population of a particular species of animal in a region [Sutherland, 1996].
We adapt the mark-recapture approach to collection size estimation, using the number of
duplicate documents observed within different samples to estimate the size of the collection.
6.3.1 Multiple capture-recapture method
In the standard capture-recapture technique, a given number of animals is captured, marked,
and released. After a suitable time has elapsed, a second set is captured; by inspecting the
intersection of the two sets, the population size can be estimated. Assume we have a collection
of some unknown size, |c|. For a numerically-valued discrete random variable X, with sample
space Λ and distribution function m(x), the expected value E(X) is:
E(X) =
∑
x∈Λ
x ·m(x) (6.1)
where x is a possible value forX in the sample space. We first collect a sample, A, with k doc-
uments from the collection. We then collect a second sample, B, of the same size. If the
samples are random, the likelihood that any document in B was previously in A is k|c| . The
likelihood of observing i duplicate documents between two random samples of size k is:
CHAPTER 6. SELECTING INDEPENDENT COLLECTIONS 110
m(i) =
(
k
i
)(
k
|c|
)i(
1− k|c|
)k−i
(6.2)
The possible values for the number of duplicate documents are 0, 1, 2, . . . , k, thus:
E(X) =
k∑
i=0
i ·m(i) =
k∑
i=0
i
(
k
i
)(
k
|c|
)i(
1− k|c|
)k−i
=
k2
|c| (6.3)
This method can be extended to a larger number of samples to give multiple capture-
recapture (MCR). Using T samples, the total number of pairwise duplicate documents Υ
should be:
Υ =
(
T
2
)
E(X) =
T (T − 1)
2
E(X) =
T (T − 1)k2
2|c| (6.4)
This result is similar to the traditional capture-recapture method for two samples of
size k. By gathering T random samples from the collection and counting duplicates within
each sample pair, the expected size of collection is:
ˆ|c| = T (T − 1)k
2
2Υ
(6.5)
6.3.2 The Schumacher-Eschmeyer method
Capture-recapture is one of the oldest methods used in ecology for estimating population
size. An alternative, introduced by Schumacher and Eschmeyer [1943], uses T consecutive
random samples with replacement, and considers the capture history. We call this the CH
method. Here,
ˆ|c| =
∑T
i=1KiMi
2∑T
i=1RiMi
(6.6)
where Ki is the total number of documents in sample i, Ri is the number of documents
in sample i that have already been marked, and Mi is the number of marked documents
gathered so far, prior to the most recent sample.
For example, assume that five consecutive random samples, each containing ten docu-
ments, are gathered with replacement from a collection of unknown size. The values for
parameters in Equation 6.6 are calculated in each step as shown in Table 6.1. The estimated
size of the collection after observing the fifth sample would be 25350101 ≈ 251 documents.
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Table 6.1: Using the capture-history method to estimate the size of a collection with 5 samples
of 10 documents each.
Sample Ki Ri Mi KiMi
2 RiMi
1 10 0 0 0 0
2 10 1 10 1 000 10
3 10 1 19 3 610 19
4 10 0 28 7 840 0
5 10 2 36 12 960 72
Figure 6.2 illustrates the accuracy of these algorithms for estimating the size of a col-
lection of 301 681 documents, using 160 samples of 100 documents. Documents are selected
randomly. We observe that both methods produce close estimates after about 80 samples.
In practice, it is not possible to select random documents from uncooperative collections.
These are accessible only via queries; we have no access to the index, and it is infeasible to
request documents with particular docids.
In the following section, we show how can we apply these algorithms to estimation of
the size of collections in uncooperative distributed environments, and propose an ad hoc
correction to the CH method to compensate for the bias inherent in sampling via QBS.
6.4 Capture methods for text
The CH and MCR methods both require random samples of the collection to produce correct
results. In practice, however, generating random samples by random queries is subject to
biases; some documents are more likely to be retrieved for a wide range of queries, and some
might never appear in the results [Garcia et al., 2004]. Moreover, long documents are more
likely to be retrieved, and there could be other biases in the collection-ranking functions.
We tested the algorithms on collections with different ranking functions and found similar
estimations; longer documents are more likely to be returned, with a similar skew for both
the Okapi BM25 [Robertson et al., 1992] and Cosine [Baeza-Yates and Ribeiro-Neto, 1999]
ranking functions. Figure 6.3 illustrates the performance of the CH algorithm for estimating
the size of the same collection discussed in Figure 6.2. As can be seen, the size of the
collection is significantly underestimated across a range of ranking parameters.
To partially overcome the bias, we could keep only the first document returned for each
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Figure 6.2: Performance of the CH and MCR algorithms (T = 160, k = 100, N = 301 681)
when documents are selected at random.
query; however, as previously noted by Agichtein et al. [2003], this would require thousands
of queries, and is therefore impractical.
6.4.1 Data collections
We develop our approach and evaluate competing techniques using distinct training and test
sets. Each set comprises different collections of varying sizes as detailed in Table 6.2. The
first three training collections each represent a subset of the TREC WT10G dataset [Bailey
et al., 2003]. GOV-7 is a two-gigabyte collection extracted from the TREC crawl of the gov
domain. DATELINE 509 is a subset of TREC newswire data created from Associated Press
articles [D’Souza et al., 2004a]. Other training collections are different subsets of WT10G.
In the test set, GOV-123456 is a 12 GB subset of the TREC GOV collection, and LATimes
consists of news articles extracted from TREC Disk 5. GOV-4 was also extracted from the
TREC GOV dataset. The rest are different subsets of the TREC WT10G collection. The
largest collections contain more than eight hundred thousand documents. Considering that
the largest crawled server in TREC GOV2 dataset has fewer than 720 000 documents, this
upper limit seems reasonable for our experiments.
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Figure 6.3: Effect of search engine type on estimates of collection size using the CH method.
The actual size is 301 681 documents.
6.4.2 Compensating for selection bias
We propose that the capture methods be modified to compensate for the biases discussed ear-
lier. To calculate the amount of bias, we compare the estimation values and actual collection
sizes using the training set. We create random samples by passing 5 000 single-query terms to
each collection and collecting the top n answers for each query. The choice of 5 000 is dictated
by the daily limit of the Yahoo! search engine developer kit (http://developer.yahoo.net)
and seems a practical number of queries for sampling common collections. We selected 10 as
a suitable value for n. The query terms themselves should be chosen with care. Since it is
hard to choose specific queries for each collection, query terms should be general enough to
return answers for almost all types of collection. The queries should ideally be independent
of each other. In the interest of efficiency, we should also avoid query terms that are unlikely
to return any answers.
We experimented with selecting query terms at random from the Excite search engine
query logs [Jansen et al., 2000], and from an index of 290 175 web pages extracted from TREC
WT10G. We found that using the query log led to poor results; we conjecture that this is
due to the limited breadth of popular query topics. Therefore, terms selected at random
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Table 6.2: Properties of data collections used for training and testing.
Training Size Testing Size
Collections (# documents) collections (# documents)
WT10G-456 817 025 GOV-123456 807 774
WT10G-4 304 035 WT10G-12 589 094
WT10G-6 218 489 WT10G-1 301 681
GOV-7 133 834 WT10G-3 290 175
WT10G5-125k 127 375 LATimes 138 896
WT10G5-75k 75 227 GOV-4 136 176
DATELINE 509 30 507 WT10G1-55k 55 658
from query logs are less likely to be independent. In preliminary experiments, we found
that index terms with a low document frequency failed to match any documents in some
collections. To avoid this, we eliminate terms occurring in fewer than 20 documents. In all
experiments, our initial results suggested that the CH and MCR algorithms underestimate
the actual collection sizes at roughly predictable rates, due to the biases discussed earlier.
To achieve a better estimation, we approximated the correlation between the estimated and
actual collection size by using regression techniques on the training collections of Table 6.2;
we refer to these as MCR-Reg and CH-Reg respectively:
log( ˆ|C|MCR) = 0.5911 × log(|C|) + 1.5767 R2 = 0.8226 (6.7)
log( ˆ|C|CH ) = 0.6429 × log(|C|) + 1.4208 R2 = 0.9428 (6.8)
where ˆ|C| is the estimated size obtained by the methods, and |C| is the actual collection size.
The R2 values indicate how well the regression fits the data points (actual and estimated
collection sizes). To achieve accurate regression equations, the training collections may have
to be somehow similar to target collections.2 We used 25 single-word resample queries for
SRS to estimate the size of collections:
ˆ|C|SRS =
|S|∑ dfi,c∑
dfi,S
(6.9)
2Recently, Bar-Yossef and Gurevich [2006], and Thomas and Hawking [2007] proposed methods for obtain-
ing semi-random samples from collections. In such cases, compensating for bias is not necessary.
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Figure 6.4: Performance of size estimation algorithms.
where |S| is the sample size, and dfi,c and dfi,S are the document frequencies of the query
term i in the collection and the sample respectively.
6.5 Comparison and results
We probed the test collections using varying numbers of the single-term queries. The answers
for each query are a small sample picked from the collection. Using the number of duplicate
documents within these samples, we estimate the size of each collection.
The bars in Figure 6.4 depict the performance of the three algorithms on various col-
lections for 5 000 queries. The CH method produced accurate approximations, while MCR
usually underestimated the collection size. The SRS method produces good approximations
for some collections, but considerably overestimates the size for other collections.
To evaluate the estimation of different methods, we define the estimation error as:
Estimated size −Actual size
Actual size
× 100 (6.10)
A negative estimation error indicates underestimation of the real size. The lower the
absolute estimation error, the more accurate the estimation algorithm. Table 6.3 shows the
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Table 6.3: Estimation errors for size estimation methods. All values are percentages.
Name CH-Reg MCR-Reg SRS
GOV-123456 −33.7 −59.9 542.4
WT10G-12 9.6 35.0 −62.0
WT10G-1 29.2 −9.7 −56.3
WT10G-3 8.1 66.0 −50.6
LATimes 77.6 52.5 −45.2
GOV-4 −29.7 −56.7 885.8
WT10G1-55k −29.9 −78.8 −40.8
Avg. magnitude 31.1% 51.2% 240.4%
estimation error of each algorithm for the collections of Figure 6.4. The CH-Reg method has
the lowest error rate; it gives the best approximation for all collections except WT10G-1 and
LATimes. SRS has a small advantage over CH-Reg for only the LATimes collection. The
CH-Reg method produces accurate approximations for collections of different sizes. There is
no substantial difference between MCR-Reg and SRS; the former generally produces better
results and is more robust. Since MCR-Reg produces poorer results than CH-Reg, we do not
discuss it further in this thesis.
The SRS method requires lexicon statistics (document frequencies) to estimate the size
of a collection. Therefore, while the MCR and CH methods require only the document iden-
tifiers (or, in practice, information such as the URL of the answer document), SRS requires
that many documents be downloaded. In collection selection algorithms, these downloaded
documents can also be used as collection representation sets. Table 6.4 shows the number
of docids returned from each collection for 5 000 queries. Although answering 5 000 queries
seems feasible for many current search engines, downloading the answer documents might
be impractical. Thus, we also compare the methods using a smaller number of queries (that
is, a smaller sample size for SRS). A typical QBS sample size has been reported to be 300
documents [Callan and Connell, 2001]. The same number was suggested by Si and Callan
[2003a] for SRS. Therefore, we compare the performance of the CH method with that of SRS
using 300 document samples.
On average, 60 queries were required to gather 300 documents by query-based sampling
from our test collections (each query returns at most 10 documents). Assuming that the cost
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Table 6.4: The total number of docids returned for 5 000 queries in each experiment.
Collection Total Number Unique
of docids docids
GOV123456 43 491 36 699
WT10G-12 45 367 38 805
WT10G-1 43 276 35 294
WT10G-3 49 900 38 686
LATimes 30 359 25 968
GOV-4 36 605 24 329
WT10G1-55k 33 756 17 920
Table 6.5: Estimates given by CH and SRS methods.
Collection
SRS CH-Reg SRS CH-Reg
Actual Size
300 documents 385 queries 100 documents 140 queries
GOV123456 430 034 338 845 361 505 858 368 807 774
WT10G-12 102 527 381 403 93 158 146 895 589 094
WT10G-1 85 261 215 005 63 045 266 686 301 681
WT10G-3 89 235 167 757 71 847 41 896 290 175
LATimes 57 005 91 766 52 190 122 168 138 896
GOV-4 123 090 62 699 74 721 103 717 136 176
WT10G1-55k 18 764 18 934 20 404 12 506 55 658
of viewing a result page and downloading an answer document are the same, and considering
that we used 25 resample queries, this involves 385 interactions: 60 sampling queries, 300
results pages, and 25 resample queries. The CH method downloads only the result page for
each query. Since indexing costs are negligible for small numbers of queries and documents,
the cost of a typical SRS method for our test collections is at least as high as the cost of
a CH method that uses 385 single-term queries. Table 6.5 compares the performance of
the alternative schemes. For 385 queries (300 document samples for SRS), the CH method
outperforms SRS in 5 of 7 instances.
SRS produces more accurate estimations for the GOV collections. For the smallest col-
lection, they both produce similar poor estimates. Interestingly, for 5 of 7 collections the CH
method remains accurate with fewer queries, producing better results with 140 queries than
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Table 6.6: The impact of size estimation algorithms on the precision at different cutoff ranks
for the nonrelevant, relevant, representative, and uniform testbeds. TREC topics 51–100 used
as queries. For each query, the top 100 answers of the top-ranked collection are collected.
P@5 P@10 P@15 P@20
Nonrelevant
SRS 0.1837 0.1653 0.1537 0.1510
CH 0.2082 0.1878 0.1796 0.1724
CH-Reg 0.2240 0.1900 0.1813 0.1750
Relevant
SRS 0.3673 0.3265 0.3143 0.2929
CH 0.3878 0.3571∗ 0.3293 0.3133∗
CH-Reg 0.3960 0.3660∗ 0.3360 0.3270∗
Representative
SRS 0.2898 0.2776 0.2585 0.2561
CH 0.3184§ 0.3020§ 0.2748§ 0.2684
CH-Reg 0.3320§ 0.3080§ 0.2980§ 0.2850
Uniform
SRS 0.2653 0.2327 0.1973 0.1786
CH 0.1714 0.1592 0.1524 0.1408
CH-Reg 0.1920 0.1660 0.1413 0.1280
the SRS method based on 100 documents. On average, 15 probe queries were sufficient to ex-
tract 100 documents from the test collections. Taking the costs of 25 resampling queries and
downloading 100 documents into account, the total cost is equivalent to a CH method using
140 queries. Generally, the CH method with 140 queries produces more accurate estimates
than SRS with 385 queries. The average of absolute estimation errors on the test collections
for 385 queries is 57.4% for SRS and 44.8% for the CH method. For 140 queries, these values
are 66.1% and 41.2% respectively. Moreover, the SRS method is limited to collections that
have a search interface providing the document frequency of query terms, and is dependent
on the accuracy of this information. The CH methods do not rely on values provided by
the collection search interface, and produce better approximations using about one-third as
many queries.
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Impact of size estimation on collection selection. We analyze the impact of size esti-
mation on the effectiveness of collection selection on four well-known FIR testbeds; nonrele-
vant, relevant, representative, and uniform. The details and characteristics of these testbeds
were given in Section 3.5.1.
We use ReDDE [Si and Callan, 2003a] for collection selection in our experiments. We
only select one collection for each query. Therefore, the type of merging algorithm does
not affect the final results. ReDDE uses the estimated collection size values to approximate
the number of relevant documents in each collection. For our experiments, we estimate the
size of collections by both SRS and CH-Reg methods. We also compared the results with a
capture-history method that does not use Equation 6.8 for correction (CH).
Except for the uniform testbed, our evaluation results in Table 6.6 show that using the
CH and CH-Reg methods leads to higher precision values than SRS. On the uniform testbed,
although our further investigations showed that the estimated sizes by the CH methods are
more accurate and closer to the actual collection size values, using SRS leads to higher search
precision. We use the t-test to measure the statistical differences between the methods. The
numbers specified by § and ∗ are better than the corresponding SRS values at the 0.10 and
0.05 significance levels. The cases where the capture-history methods are outperformed by
SRS—at the 0.05 significance level—are shown in italic font.
Overall, these results show that using a more accurate size estimation algorithm such as
capture-history—even without correction—can often improve the effectiveness of collection
selection and thus of final ranking in most cases.
In the rest of this chapter, we describe a novel collection selection method that utilizes
the estimated collection size statistics for ranking collections.
6.6 Central-rank-based collection selection
In uncooperative environments, collection summaries (representation sets) usually consist of
a limited number of documents downloaded by query-based sampling [Callan and Connell,
2001]. The query is compared to each of these summaries and collections are selected based
on the similarity of their summaries with the query [Callan et al., 1995], or according to the
estimated number of relevant documents they contain [Si and Callan, 2003a].
The ranking of sampled documents contains useful information that could be applied for
selecting suitable collections. The set of all collection summaries together approximates a
global index of documents in all collections, and the ranking of summary documents could
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be seen as the result of a query against this index. We propose central-rank-based collection
selection (CRCS) as a new method that ranks collections according to the ranking of their
summary documents.
In CRCS, an effective retrieval model is applied to the index of all sampled documents
from collections. We refer to this model as the central sample search engine (CSSE). For
each query, CSSE ranks the downloaded documents from collections. The weight of each
collection is then calculated based on the ranks of its sampled documents that are in the top
γ results. We have arbitrarily set γ to 50 for our experiments. Identification of the optimum
value of γ is left as future work. Documents ranked after the top γ are less likely to be
relevant and should have no impact on collection weights.
Documents are ranked according to their probabilities of relevance. Intuitively, the weight
of a collection with a sampled document at rank 1 should be increased more than another
collection whose the highest rank of a sampled document is 40.
The impact of a sampled document d on the weight of its original collection c is computed
according to the position of that document in the top γ results. In the simplest form, this
can be computed linearly as:
R(dj) =
{
γ − j if j < γ
0 otherwise
(6.11)
where R(dj) represents the impact of document d at the jth rank of results returned by
CSSE. The impact of documents decreases linearly according to their ranks. However, pre-
vious studies [Joachims et al., 2005; Manmatha et al., 2001] suggest that the importance of
documents for users and their probabilities of relevance have a negative exponential relation
with their ranks. Therefore, it might be more suitable to assign document scores in a negative
exponential manner as follows:
R(dj) = α exp(−β × j) if dj ∈ Si (6.12)
Here, j is the rank of document d. Coefficient parameters α and β are two constants respec-
tively set to 1.2 and 0.28 in our experiments according to the suggested figures by Joachims
et al. [2005]. We use CRCS(l) when the impact values are computed linearly, and CRCS(e)
when Equation 6.12 is applied.
As discussed in previous sections, the size of a collection is also important for calculating
its final weight. If two collections with equal-size samples contribute the same number of
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documents in the top-ranked results, the larger collection is likely to contain more relevant
documents due to its greater size. Thus, collection size is an important factor that has to
be considered during collection selection. Since the exact values for collection sizes are not
usually available in uncooperative environments, CRCS uses the capture-history method to
estimate the size of collections.
In our experiments, we assume that the size of all collection samples is the same (300 doc-
uments). In practice, collection summaries might be different in size. Larger summaries are
more likely to contain the query terms, which means that collections with larger summaries
are more likely to be selected for any given query. To overcome this bias, CRCS divides the
goodness value of each collection by the size of its summary.
Putting this together, CRCS calculates the goodness (weight) of each collection as:
Goodness(ci) =
|ci|
|cmax | × |Sci |
×
∑
d∈Sci
R(dj) (6.13)
where, |ci| is the size of collection i estimated by the capture-history method. We normalize
the collection sizes by dividing the size of each collection by the size of the largest collection
involved (|cmax |). The size of the summary for collection i—that is, the number of documents
downloaded by query-based sampling from that collection—is represented by |Sci |. The
weight of each collection is calculated by summing up the impact values for its sampled
documents. Briefly, CRCS computes the final goodness values of collections as follows:
• CSSE runs the query and ranks the sampled documents on the broker.
• The top γ documents returned by CSSE are selected and their impact values on the
weights of their corresponding collections are calculated.
• Collections are ranked according to the impact values of their sampled documents and
their estimated sizes.
A similar technique is suggested by Craswell et al. [2000] for collection selection. In their
approach, the broker sends a number of multi-term probe queries to collections for training.
The top results from each collection are downloaded and gathered in a single index. The
broker then applies an effective retrieval model to rank the downloaded documents for the
initial training queries. The search effectiveness of collections is computed according to their
contribution to the top n (they suggested n = 20) results when the query is executed on the
downloaded documents. Our approach is different to their technique in several ways; Craswell
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et al. calculate an effectiveness score for each collection according to its performance for the
training queries. The final weight of a collection is computed by adding its effectiveness
factor to the score calculated by a standard collection selection algorithms such as CORI.
Their suggested technique relies on other collection selection methods and has not been used
independently. In addition, while CRCS can select effective collections online, the suggested
method by Craswell et al. [2000] cannot capture this without a sufficient number of offline
training queries.
ReDDE [Si and Callan, 2003a] also uses a similar strategy for collection selection. How-
ever, it ignores the rank difference of documents in the central sample index, and concentrates
on selecting collections with the highest number of relevant documents (high recall). In con-
trast, our CRCS method focuses on selecting collections with high-quality documents (high
precision).
In the following sections we compare the performance of CRCS with other state-of-the-art
methods on different testbeds.
6.7 Experimental testbeds and evaluation Metrics
There is a common defect with much of the work in this area: proposed algorithms are usually
only tested on a few testbeds and their robustness has not been evaluated on different types
of test data. In Section 6.8, we show that the performance of FIR methods vary substantially
on different testbeds. This is consistent with previous work by D’Souza et al. [2004a], and
Si and Callan [2003a] that investigate the impact of testbed characteristics on collection
selection algorithms. An algorithm that produces the best results on one dataset does not
necessarily perform as well on another. We test our method on six testbeds (uniform, relevant,
nonrelevant, representative, trec4-kmeans, and gov2 ), so that we can compare its performance
with other available approaches. Descriptions of these testbeds can be found in Section 3.5.1.
As discussed in Section 3.2, collection selection algorithms are often compared using a
recall metric Rk [Powell and French, 2003; Si and Callan, 2003a; 2004a]:
Rk =
∑k
i=1 Ωi∑k
i=1Oi
(6.14)
Here, Ω is the collection selection ranking (CORI, ReDDE, CRCS), and O is the baseline
ranking, which is the relevance based ranking (RBR) [Powell and French, 2003] in our ex-
periments. The number of relevant documents in the ith ranked collection of Ω and O are
respectively represented by Ωi and Oi. Choosing collections with a greater number of relevant
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Figure 6.5: R-values for the CORI, ReDDE and CRCS algorithms on the trec4-kmeans (left),
and uniform (right) testbeds.
documents (high recall) does not always lead to higher search effectiveness in FIR experi-
ments [Si and Callan, 2003a; 2004a]. Therefore, we also assess the effectiveness of algorithms
on each testbed using relevance judgments.
For all testbeds, we download 300 documents by query-based sampling [Callan and Con-
nell, 2001] for each collection. Although in Chapter 4 we argued that using static summary
sizes for collections is not always recommended, we use this number to make our results com-
parable to other published work in this area [Callan and Connell, 2001; Craswell et al., 2000;
Si and Callan, 2003a; 2004a]. Each collection returns at most 100 answers to the broker for
the entered query. We used the SSL [Si and Callan, 2003b] algorithm to merge the returned
results from the selected collections. In the next section, we discuss the experimental results.
6.8 Results
Figure 6.5 depicts the performance of different collection selection algorithms on the trec4-
kmeans and uniform testbeds. The horizontal axis in these figures shows the cutoff values,
which are the number of collections that are selected for each query. The goal of collection
selection methods is to select a few collections that contain the best answers. Therefore, we
only show the Rk values for cutoffs smaller than 20. This number is consistent with FIR
experiments that are reported elsewhere [Si and Callan, 2003a; 2004a]. On the trec4-kmeans
and uniform testbeds, all methods produce similar Rk values for different cutoff points.
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Figure 6.6: R-values for the CORI, ReDDE and CRCS algorithms on the representative
(left), and relevant (right) testbeds.
The Rk values for the representative and relevant testbeds are illustrated in Figure 6.6.
On the representative testbed, ReDDE has a clear advantage, while other methods have sim-
ilar performance. We show later in this section that the advantage in recall does not have
any significant impact on the final search effectiveness in terms of precision. On the relevant
testbed, CORI produces far worse results than the other approaches. ReDDE and CRCS(l)
show similar outputs, both performing better than CRCS(e) for smaller cutoff points.
Figure 6.7 shows theRk values produced by different methods on the gov2 and nonrelevant
testbeds. The difference between methods on the nonrelevant dataset is negligible for all
cutoff values. On the gov2 testbed, CORI selects collections with more relevant documents
for smaller cutoff points. For larger cutoffs, all methods have similar Rk values.
Higher recall values in the collection selection stage do not always lead to high precision in
the final results [Si and Callan, 2003a; 2004a]. Therefore, we evaluate the search effectiveness
of algorithms using the TREC queries and relevance judgments. We only report the results
for cutoff=1 and cutoff=5. The former shows the system output when only the best collection
is selected, while for the latter, the best five collections are chosen to be searched for the
query. Since cutoff=5 has shown to be a reasonable threshold for FIR experiments on the
real web collections [Avrahami et al., 2006], we do not report the results for larger cutoff
values. The P@n values show the calculated precision on the top n results.
We select ReDDE as the baseline, because it does not require training queries, and its
effectiveness is found to be higher than CORI and older alternatives [Si and Callan, 2003a].
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Figure 6.7: R-values for the CORI, ReDDE and CRCS algorithms on the nonrelevant (left),
and gov2 (right) testbeds.
Table 6.7: Performance of collection selection methods for the trec4-kmeans testbed. TREC
topics 201–250 (long) were used as queries. Collections broadcast their document scores. For
each query, 1 000 answers are collected.
Cutoff=1 Cutoff=5
P@5 P@10 P@15 P@20 P@5 P@10 P@15 P@20
CORI 0.3000 0.2380 0.2133† 0.1910† 0.3480 0.2980 0.2587 0.2380
ReDDE 0.2160 0.1620 0.1373 0.1210 0.3480 0.2860 0.2467 0.2190
CRCS(l) 0.2960 0.2260 0.2013 0.1810† 0.3520 0.2920 0.2533 0.2310
CRCS(e) 0.3080 0.2400 0.2173† 0.1910† 0.3880 0.3160 0.2680 0.2510
The following tables compare the performance of discussed methods on different testbeds. We
used the t-test to calculate the statistical significance of difference between approaches. For
each table, † and ‡ respectively indicate statistical difference at the 0.01 and 0.001 significance
levels between the performance of ReDDE and other methods.
Results in Table 6.7 show that, on the trec4-kmeans testbed, methods produce similar
precision values when five collections are selected per query. The numbers also suggest that
ReDDE is not successful in selecting the best collection. It produces poorer results than the
other methods and the difference is usually significant for P@15 and P@20.
On the uniform testbed (Table 6.8), CRCS(e) significantly outperforms the other alter-
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Table 6.8: Performance of collection selection methods for the uniform testbed. TREC topics
51–100 (short) were used as queries. Collections broadcast their document scores. For each
query, 1 000 answers are collected.
Cutoff=1 Cutoff=5
P@5 P@10 P@15 P@20 P@5 P@10 P@15 P@20
CORI 0.2520 0.2140 0.1960 0.1710 0.3080 0.3060 0.2867 0.2730
ReDDE 0.1920 0.1660 0.1413 0.1280 0.3714 0.3592 0.3552 0.3000
CRCS(l) 0.2120 0.1760 0.1520 0.1330 0.3440 0.3240 0.3067 0.2860
CRCS(e) 0.3800‡ 0.3060‡ 0.2613‡ 0.2260† 0.3960 0.3700† 0.3480† 0.3310†
Table 6.9: Performance of collection selection methods for the representative testbed. TREC
topics 51–100 (short) were used as queries. Collections broadcast their document scores. For
each query, 1 000 answers are collected.
Cutoff=1 Cutoff=5
P@5 P@10 P@15 P@20 P@5 P@10 P@15 P@20
CORI 0.2160 0.2040 0.1773 0.1730 0.3520 0.3500 0.3347 0.3070
ReDDE 0.3320 0.3080 0.2960 0.2850 0.3480 0.3220 0.3147 0.3010
CRCS(l) 0.3160 0.2980 0.2867 0.2740 0.3160 0.3160 0.2973 0.2810
CRCS(e) 0.2960 0.2760 0.2467 0.2340 0.3400 0.3500 0.3333 0.3090
Table 6.10: Performance of collection selection methods for the relevant testbed. TREC topics
51–100 (short) were used as queries. Collections broadcast their document scores. For each
query, 1 000 answers are collected.
Cutoff=1 Cutoff=5
P@5 P@10 P@15 P@20 P@5 P@10 P@15 P@20
CORI 0.1440 0.1280 0.1160 0.1090 0.2440 0.2340 0.2333 0.2210
ReDDE 0.3960 0.3660 0.3360 0.3270 0.3920 0.3900 0.3640 0.3490
CRCS(l) 0.3840 0.3580 0.3293 0.3120 0.3800 0.3640 0.3467 0.3250
CRCS(e) 0.3080 0.2860 0.2813 0.2680 0.3480 0.3420 0.3280 0.3170
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Table 6.11: Performance of collection selection methods for the nonrelevant testbed. TREC
topics 51–100 (short) were used as queries. Collections broadcast their document scores. For
each query, 1 000 answers are collected.
Cutoff=1 Cutoff=5
P@5 P@10 P@15 P@20 P@5 P@10 P@15 P@20
CORI 0.2520 0.2100 0.1867 0.1690 0.3200 0.2980 0.2707 0.2670
ReDDE 0.2240 0.1900 0.1813 0.1750 0.3480 0.2980 0.2707 0.2610
CRCS(l) 0.2040 0.1860 0.1813 0.1800 0.3360 0.3220 0.2973 0.2860
CRCS(e) 0.3200† 0.2820† 0.2533† 0.2240 0.3880 0.3600 0.3387† 0.3210†
Table 6.12: Performance of collection selection methods for the gov2 testbed. TREC topics
701–750 (short) were used as queries. Collections broadcast their document scores. For each
query, 1 000 answers are collected.
Cutoff=1 Cutoff=5
P@5 P@10 P@15 P@20 P@5 P@10 P@15 P@20
CORI 0.1592† 0.1347† 0.1143† 0.0969† 0.2735 0.2347 0.2041 0.1827
ReDDE 0.0490 0.0327 0.0286 0.0235 0.2163 0.1837 0.1687 0.1551
CRCS(l) 0.0980 0.0755 0.0667 0.0531 0.1959 0.1510 0.1442 0.1286
CRCS(e) 0.0857 0.0714 0.0748 0.0643 0.2776 0.2469 0.2272 0.2122
natives for both cutoff values. CORI, ReDDE, and CRCS(l) show similar performance on
this testbed. Comparing the results with the Rk values in Figure 6.5 confirms our previ-
ous statement that selecting collections with a high number of relevant documents does not
necessarily lead to effective retrieval.
For the representative testbed as shown in Table 6.9, there is no significant difference
between methods for cutoff=5. CRCS(l), CRCS(e) and ReDDE produce comparable perfor-
mance when only the best collection is selected. The precision values for CORI when cutoff=1
are shown in italic to indicate that they are worse than ReDDE at the 0.01 significance level.
On the relevant testbed (Table 6.10), all precision values for CORI are significantly inferior
to that of ReDDE for both cutoff values. ReDDE in general produces higher precision values
than CRCS methods. However, none of the gaps are detected as statistically significant by
CHAPTER 6. SELECTING INDEPENDENT COLLECTIONS 128
the t-test at the 0.01 level.
The results for CRCS(l), ReDDE and CORI are comparable on the nonrelevant testbed
(Table 6.11). CRCS(e) significantly outperforms the other methods in most cases. On the
gov2 testbed (Table 6.12), CORI produces the best results when cutoff=1, while in the other
scenarios there is no significant difference between the methods.
Overall, we can conclude that CRCS(e) selects better collections and its high performance
remains robust, with the precision values for CRCS(e) never poorer than any other method
at the 0.01 significance level. At the same time, in many cases, the performance of CRCS(e)
was better than the second best method at the 0.01 or 0.001 significance levels. CORI and
ReDDE showed variable performance on different testbeds, each outperforming the other on
some datasets.
6.9 Summary
Collection selection is one of the key problems in federated information retrieval. In uncoop-
erative FIR, the broker selects suitable collections according to information in has previously
accumulated about collections; such as their size statistics and sampled documents.
In this chapter, we first described new methods for estimating the size of collections in
uncooperative FIR environments. These methods are an application of capture-recapture
and capture-history methods to the problem of size estimation; by introducing an explicit
(though ad hoc) compensation for the consistent biases in sampling from search engines, we
have considerably improved the estimates that these methods provide.
Experiments show that the capture-history method significantly outperforms the other
algorithms in most cases, and is robust to variations in collection size. In contrast to the
sample-resample methods used in previous work, our proposed algorithm does not rely on
the document frequency of query terms being returned by search engines, and does not
need to download and index the returned results of probe queries, significantly reducing
resource and bandwidth consumption. We have shown that the capture-history method is less
expensive and more accurate than sample-resample, producing more accurate estimates while
using fewer probe queries. In addition, we have evaluated the impact of using a better size
estimator metric on collection selection. The results show that the effectiveness of collection
selection algorithms can be improved in most cases by use of more accurate estimations of
collection sizes.
In this chapter, we also introduced a new collection selection method for uncooperative
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environments. We have shown that our proposed CRCS method can outperform the current
state-of-the-art techniques. We investigated the robustness of different collection selection
algorithms and showed that, while CRCS produces robust results, the performance of ReDDE
and CORI changes significantly on different testbeds. We have also shown that recall values
in collection selection are not always correlated with the final search precision. This is
consistent with the observations reported by other researchers [Si and Callan, 2003a; 2004a].
In the next chapter, we describe an effective result merging method that is particularly
designed for uncooperative environments.
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Chapter 7
Merging Using Sample-Based
Scores
“Just because something doesn’t do what you planned it to do doesn’t mean it’s useless.”
Thomas A. Edison
“There is much pleasure to be gained from useless knowledge.”
Bertrand Russell
In federated information retrieval, a query is routed to multiple collections and a single
answer list is constructed by combining the results. Such metasearch provides a mechanism
for locating documents on the hidden web and, by use of sampling, can proceed even when
the collections are uncooperative. However, the similarity scores for documents returned
from different collections are not comparable, and, in uncooperative environments, document
scores are unlikely to be reported. We introduce a new merging method for uncooperative
environments, in which similarity scores for the sampled documents held for each collection
are used to estimate global scores for the documents returned per query. This method requires
no assumptions about properties such as the retrieval models used. Using experiments on a
wide range of collections, we show that in many cases our merging methods are significantly
more effective than previous techniques.
7.1 Uncooperative result merging
In uncooperative environments, each collection is assumed to return only a list of documents,
without similarity scores or other such information. However, not only does the information
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Figure 7.1: A typical federated search system with three collections. Collection summaries
are provided by sampling.
available in samples taken from these collections allow estimation of those scores, but the
estimates should be comparable between collections, allowing accurate result merging.
In uncooperative environments, collection summaries can be provided by the query-based
sampling technique [Callan et al., 1999]: An initial query is selected—from a list of common
frequent terms [Callan and Connell, 2001] or from the search interface of uncooperative col-
lections [Hedley et al., 2004d;c]—and is submitted to the collection. A few of the documents
returned for the initial query are downloaded. The next query is selected from the text of
the downloaded documents, and the process repeats. The sampling stops once a sufficient
number of documents has been downloaded from each collection.
SSL [Si and Callan, 2003b], which was outlined in Chapter 2, applies a semi-supervised
learning approach to estimate the scores of documents returned by collections. For each query,
the weights of documents in collection samples are obtained by a similarity measure such as
INQUERY [Callan et al., 1992; Allan et al., 2000]. If some of the documents returned by a col-
lection are already sampled, their weights in the sample can be used to estimate the scores of
other returned documents from that collection. The major drawback of SSL is that it cannot
approximate the scores in the absence of overlap documents, a problem that becomes more
acute when collections return only a few answers in their result lists, and the likelihood of ob-
serving an overlap document is low. Thus, in an environment such as the web, where typically
only 10–20 answers are returned from collections, the SSL method requires downloading doc-
uments on the fly, or it backs off to less effective methods such as CORI [Callan et al., 1995].
Addressing such problems, we propose SAFE (sample-agglomerate fitting estimate), de-
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signed to work with the minimum cooperation between the broker and collections. SAFE uses
the scores of all documents in the agglomeration of all the collection samples, and generates
a statistical fit to estimate scores. It does not depend on the presence of overlap documents.
SAFE is based on the following principle: for a given query, the results of the sampled doc-
uments is a subranking of the original collection, so curve fitting to the subranking can be
used to estimate the original scores.
For example, consider the federated search system with three collections shown in Fig-
ure 7.1. Collection summaries are generated by query-based sampling. Assume that θκ
documents are sampled from collection cκ (say κ = yellow). We run a query on these docu-
ments and apply a common similarity scheme such as INQUERY [Callan et al., 1992; Allan
et al., 2000] to calculate their similarity scores. We use the same similarity scheme to rank
the documents in cκ. If there is no overlap in the results returned by cκ and the sampled
documents, we can assume that the returned answers were ranked immediately ahead of all
documents in the sample (we assume that all collections are running an effective weighting
scheme). As illustrated in Figure 7.2, we also assume that the documents in a sample—which
is intended to be a random selection of documents from the collection—are uniformly dis-
tributed in the total ranking from that collection.1 Therefore, the position (P) of a sampled
document in the original collection results can be estimated as:
P = r × Ratio where Ratio = |cκ||θκ| (7.1)
Here, r is the document rank when the query is executed on the sample, and |cκ| and |θκ|
are respectively the number of documents in the collection cκ and its sample.
2 In unco-
operative situations, the collection sizes are usually unknown; SAFE estimates the size of
each collection using the capture-history method (Chapter 6). In capture-history, a number
of (say 140) random queries are sent to an uncooperative collection. The returned answers
1The documents downloaded by query-based sampling may not be a good random sample of collec-
tions [Thomas and Hawking, 2007]. Therefore, the distribution of sampled documents is not likely to be
uniform. This is due to different biases in the search engine retrieval models or the query sets [Bar-Yossef
and Gurevich, 2006; Bharat and Broder, 1998a; Garcia et al., 2004; Thomas and Hawking, 2007]. However,
we show later that, although the assumption of randomness is questionable, the accuracy of estimated scores
is acceptable.
2A related estimation approach has been reported by Si and Callan [2004a], but is applied to collection
selection rather than result merging. Moreover, in their approach, documents must be downloaded from the
collections to estimate the scores. Our SAFE method does not use any downloads and calculates the scores
according to the similarities of documents in the sample.
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Figure 7.2: Uniform distribution of sampled documents from collections.
for each query are compared with the previously visited documents returned by the former
queries. The size of the collection is approximated based on the number of queries and their
previously visited answers. Although the overhead of capture-history may not be small, it is
currently one of the most efficient size estimation methods [Xu et al., 2007].
Having the weights of θκ data points—say |θκ| = 300—of the original collection results, we
can approximate the weights of other documents by curve fitting. In the presence of overlap
documents, the P values are set according to the correct ranks indicated by the original
collection. If there is no overlap in the results and the sampled documents, we assume that
the returned answers were ranked immediately ahead of all documents in the sample (effective
search in collections). For curve fitting, SAFE determines the relationship between the
weights of sampled documents and their estimated ranks in collections by linear regressions:
wd = m · f(rˆd) + e (7.2)
where, wd denotes the score of a sampled document d, and rˆd is its estimated rank in the col-
lection it has been sampled from. Parameters m and erespectively show slope and intercept
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Figure 7.3: Using a mapping function to improve the fitness of regression equations. The
left graph shows the original data points. The y-axis represents the document scores and the
x-axis denotes the document ranks. The graph on the right shows the same data points after
using the mapping function f(). The mapped data points produce a fitter regression equation.
variables, and f() is a function for mapping the document ranks into different distributions.
The mapping function changes the distribution of data points, in order to generate a fitter
regression equation. The fitter the regression methods, the better they are for estimating the
merging scores. Figure 7.3 shows the impact of using a mapping function on the sample data
points. The y-axis represents the scores of documents sampled from a typical collection c.
The x-axis on the left graph shows the estimated ranks of sampled documents in collection c.
The right graph illustrates the same data points after applying the mapping function f() on
the estimated ranks (x values). Use of a mapping function has improved the fitness accuracy
of the regression curve in this example. We show later that, if the mapping functions are
chosen carefully, they often lead to fitter regression curves. We use the five variants of f()
shown in Table 7.1.
In experiments with the former four models, the merging scores are calculated based on
the same regression model for all queries. Note that in the LIN model, the mapping function
does not change the initial score distribution. For the hybrid model (HYB), first, the good-
ness of curve-fitting for all models (LIN, LOG, SQRT and POW) is computed according to
their R2 values [Gross, 2003]. The model with the highest R2 value is then used for calcu-
lating the final merging scores. Thus the regression methods used for merging the results of
different queries might not be identical.
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Table 7.1: The mapping functions used by SAFE for merging.
Name f(x) Model
LIN f(x) = x wd = m · rˆd + e
LOG f(x) = ln(x) wd = m
′ · ln(rˆd) + e′
SQRT f(x) =
√
x wd = m
′′ · √rˆd + e′′
POW f(x) = 1
x
wd = m
′′′ · 1
rˆd
+ e′′′
HYB hybrid model
Calculating the merging scores. The estimated scores for result returned from multiple
collections are not comparable because the lexicon statistics of collection summaries are
different. A major goal of result merging algorithms is, in effect, to calculate a global score
for each returned answer so that it is comparable with the other results. The optimum
ranking in FIR is expected to be similar to running the query on a monolithic index.
By modifying our estimation algorithm, we can use it to approximate the global scores
of the collection results. The set of all samples together creates a central index that can
be considered to be a somewhat biased sample of the oracle global index. (The bias arises
because the sample sizes may not be proportional to the sizes of the original collections,
and also because query-based sampling does not produce random samples.) Therefore, the
document scores in this index are representative of the weights in the global index.
Instead of running the queries on each collection sample individually, we can run the
query on the aggregated index of all collection samples, and compute the wd values in Equa-
tion 7.2 accordingly. We assume that the scores assigned by the central index to the sampled
documents are representative of the global index scores. Using the estimation algorithm
described above, we can approximate the scores of the returned documents, as if they were
originally located in the central sample index. The scores calculated in this way are com-
parable because they are estimated using an identical retrieval model and according to the
same lexicon statistics.
The only issue remaining is the number of data points required for training the regression
equation. In situations where fewer than three documents are ranked from a sample (the other
documents do not contain the query terms), scores need to be approximated in another way.
Joachims et al. [2005] report the amount of time users spend looking at the document snippets
in the search engine results. The curves they reported follow the power law distribution. In
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Table 7.2: The MSE values produced by SAFE variations on different testbeds. Numbers are
averaged over all collections and queries. TREC topics 301–400 are used as queries.
trec4 uniform relevant nonrelevant representative gov2
LIN 0.02 0.02 0.02 0.02 0.02 0.03
LOG 0.06 0.09 0.10 0.10 0.12 0.17
SQRT 0.03 0.04 0.04 0.04 0.04 0.06
POW 0.06 0.09 0.10 0.10 0.12 0.17
the absence of sufficient data points, we use this distribution and the weights of one or two
available data points to approximate the global scores. However, it is unlikely that there will
be fewer than three data points for a selected collection, as these collections are those whose
sampled documents are found to be most similar to the query in the collection selection
stage. Recent collection selection methods such as ReDDE [Si and Callan, 2003a], and
CRCS (Chapter 6) rank collections according to the rankings of their sampled documents
for queries. Hence, a collection selected by these methods is likely to have at least a few
documents with non-zero scores.
In summary, the SAFE merging method is as follows:
• First, the central sample index ranks the sampled documents from all collections using
an effective weighting scheme.
• Second, for each collection, the estimated size (obtained by the capture-history method)
is used to locate the position of the sampled documents in the original answer list.
• Finally, the global weights of documents from each collection are approximated by
curve fitting.
7.2 Accuracy of estimated scores
A perspective on the reliability of the scores estimated by SAFE is to compare them to
the original documents scores. Differences between the correct document scores and their
corresponding estimated values can be measured by the mean squared error (MSE). For a
given collection c and a test query q, the MSE of estimated scores for the top n documents
is calculated as:
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MSE(c, q, n) =
1
n
n∑
i=1
( ̂w(c, q, di)− w(c, q, di))2 (7.3)
Here, w(c, q, di) is the score of the ith ranked document in collection c for the query q
and ̂w(c, q, di) denotes the estimated score for the same document, calculated by SAFE
as described in Section 7.1. The experimental setup for measuring the accuracy of score
estimations is summarized below:
1. For each collection c, we generate an index of its sample documents. For a test query
q, the scores of sampled documents are computed using a document retrieval model M
(we choose M to be INQUERY [Callan et al., 1992; Allan et al., 2000]).
2. We run q on c and use M to compute the scores of the top n documents.
3. SAFE deploys the scores of sampled documents from c to estimate the scores of the
top n documents returned in step 2. Note that the estimated scores here are not the
same as the merging scores. Scores for merging are calculated based on the document
weights in the central sample index.
4. We use Equation 7.3 to compare the scores produced in steps 2 and 3.
We used six testbeds (uniform, relevant, nonrelevant, representative, trec4-kmeans, and
gov2 ) for our merging experiments. More information about these testbeds is in Section 3.5.1.
Table 7.2 shows the accuracy of estimated scores for the top ten documents returned by col-
lections on different testbeds. For each testbed, the MSE values are averaged over all queries
(we used the<title> of TREC topics 301–400 for experiments in this section). For all meth-
ods, the average estimation errors are always less than 17% of the correct document scores.
LIN and SQRT produce the smallest error rates. The MSE values for POW and LOG are be-
tween 4% to 14% worse than those produced by the former two models. We show later that,
smaller MSE values do not always lead to better search effectiveness, or to greater R2 values.
LOG and POW are noticeably worse than the other models on the gov2 testbed. Further
investigation showed that their poor performance is due to the overestimation of document
scores. For our experiments, the size of collection summaries is always 300 documents.
Therefore, the Ratio factor in Equation 7.1 is greater for larger collections, in particular,
for those in the gov2 testbed. This has a negative impact on the regression equations of
LOG and POW, that are more sensitive to Ratio for estimating the scores of the top-ranked
documents.
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Table 7.3: The goodness of fit (R2) for the regression models on different testbeds. The
numbers are averaged over all collections and queries. TREC topics 301–400 are used as
queries.
trec4 uniform relevant nonrelevant representative gov2
LIN 0.66 0.64 0.64 0.63 0.65 0.64
LOG 0.82 0.82 0.82 0.82 0.82 0.76
SQRT 0.79 0.77 0.76 0.77 0.77 0.71
POW 0.75 0.72 0.72 0.71 0.73 0.77
HYB 0.92 0.92 0.91 0.93 0.92 0.88
We also investigated the goodness of fit for different regression models by measuring their
R2 values [Gross, 2003]. The results are presented in Table 7.3. For each testbed, the numbers
are averaged over all queries and collections. SQRT and POW produce similar R2 values,
while LIN and LOG respectively have the lowest and highest fitness among the models. The
low accuracy of LIN supports our earlier claim; if the mapping functions are selected with
caution, they can produce better-fitting curves than the LIN model. The hybrid approach
produces the best R2 values. It runs all the regression models for each query and selects the
one with the maximum R2 value for merging.
Overall, the results in Table 7.2 and Table 7.3 show that the scores estimated by SAFE
(according to the sampled documents) are close to those actually reported by collections.
They also suggest that the regression equations—for score estimation—are appropriate.
Therefore, it is possible to estimate the scores of collection results even when there is little
or no overlap between the collection answer lists and the sampled documents.
7.3 Experiments and results
To measure the effectiveness of SAFE, we compare it to SSL on a range of scenarios. In the
first set of experiments, collections use the same retrieval model (INQUERY [Callan et al.,
1992; Allan et al., 2000]), while in the remaining experiments the collections use various
retrieval models. We assume that the environment is uncooperative and that collections
do not report the document scores. We used the Lemur toolkit3 for our experiments. The
3http://www.lemurproject.org
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collection indexes are neither stopped nor stemmed.
7.3.1 Parameters and settings
There are many issues that need to be considered in comparing different FIR methods. Here,
we explain parameters and settings used in our experiments.
Result lists (χ). For a given query, SSL uses documents that are returned by collections
and are also available in the downloaded samples to calculate the global scores. The likelihood
of visiting such documents has a direct relationship with the length of result lists. That is,
the shorter the result lists, the smaller is the chance of visiting such duplicate documents.
We compare the performance of methods for both short and long result lists. For short lists,
we assume that each collection returns at most ten documents per query (χ = 10). This
is the number that many commercial search engines such as Yahoo! and Google return by
default for each query in their first page of result. For long lists, we assume that collections
return at most one hundred answers for a query (χ = 100). This is currently the maximum
number of results that can be fetched from Yahoo! and Google for a single query using their
advanced search functions. Extracting more answers usually requires visiting further pages
of results and resubmitting the query.
Cutoff values. Cutoff (CO) values show the number of collections that are selected for
each query. Avrahami et al. [2006] suggest that selecting three to five collections is usually
sufficient for extracting most of the available relevant documents. We use CO=3 and CO=5
for all experiments reported in this chapter.
Evaluations. The effectiveness of FIR is evaluated according to the number of relevant
documents in the top-ranked merged results (P@n) [Si and Callan, 2003b]. We use precision
at 5 and 10 for comparing the performance of merging algorithms. We use the two-tailed
t-test to measure the statistical significance of difference between the results of SAFE and
SSL methods. Statistical significance at the 0.95, 0.99, and 0.999 confidence levels is specified
by symbols ∗, †, and ‡ respectively.
Baselines. The main contribution of this chapter is an FIR merging algorithm that is es-
pecially proposed for uncooperative environments. We compare our method with SSL as the
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state-of-the-art FIR merging algorithm. Si and Callan [2003b] suggested that when collec-
tions use an identical retrieval model, SSL single-model is the most appropriate approach.
Therefore, in experiments with an identical retrieval model for all collections, we use SSL
single-model as the baseline. For environments that collections use different retrieval models,
Si and Callan [2003b] showed that SSL multi-model is a better option than SSL single-model.
Thus, we use SSL multi-model as the baseline of experiments with multiple retrieval models.
7.3.2 Collection selection
SAFE can be applied after any collection selection algorithm. Once the collection samples
are provided, SAFE can estimate the global scores of the returned answers. We use CRCS
for collection selection. In the previous chapter, we showed that CRCS is more robust than
some other state-of-the-art collection selection algorithms, such as ReDDE [Si and Callan,
2003a] and CORI [Callan et al., 1995]. Recently, a few collection selection algorithms such
as UUM [Si and Callan, 2004a] and RUM [Si and Callan, 2005b] have been found to be
more effective than ReDDE (and possibly than CRCS, although not tested by experiments).
However, these methods require training queries that may not be available in practice.
As in ReDDE [Si and Callan, 2003a], CRCS ranks collections according to their estimated
number of relevant documents. However, unlike ReDDE which treats all the top-ranked
documents equally, CRCS varies the importance (scores) of top-ranked documents according
to their ranks.
7.3.3 Merging with single retrieval models
Our results in this section show the effectiveness of methods when collections use an identical
retrieval model (INQUERY [Callan et al., 1992; Allan et al., 2000]). Document scores are
not provided by collections in any of our experiments. To create collection samples, we
download 300 documents from each collection by query-based sampling [Callan and Connell,
2001]. Recent studies suggest that using fixed-size samples for all collections is not always
suitable, and adaptive sampling techniques are superior [Azzopardi et al., 2006; Baillie et al.,
2006a; Caverlee et al., 2006]. However, we use a fixed sample size for collections to make our
results comparable with related work.
The effectiveness of methods on the trec4 testbed is compared in Table 7.4. For short
answer lists (χ=10), all the variations of SAFE consistently perform better than SSL, and
the difference between them and SSL are statistically significant (p < 0.01) in all but in
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two cases. For long answer lists, while SSL is often outperformed by the other methods,
the differences are significant in only three cases. In general, HYB and LOG produce better
results than the other alternatives.
Table 7.5 reports the precision values obtained by the merging methods on the uniform
testbed. SAFE variations, usually outperform SSL for short answer list. Among these,
LOG is the most successful, by producing significant improvements over SSL in two cases
(p < 0.05). For longer lists, the precision values for SSL are usually the highest. In three
cases—shown in italics—SSL outperforms LIN and SQRT significantly (p < 0.05). LOG and
HYB are the most effective models among SAFE variations. The precision values produced
by the merging methods on the relevant testbed are presented in Table 7.6. As in the previous
two testbeds, for short answer lists (χ = 10), SSL is often outperformed by all variations of
SAFE; while for long answer lists it produces comparable results. LOG and POW produce
higher precision values than the other SAFE models. The differences between POW and SSL
are statistically significant in three cases (p < 0.05).
Tables 7.7, and 7.8 respectively compare the methods on the nonrelevant and represen-
tative testbeds. The results do not show any significant difference between the merging
methods in any of these testbeds. All merging approaches show comparable effectiveness for
both values of χ.
On the gov2 testbed (Table 7.9), SSL has the poorest effectiveness. For experiments
with short answer lists, LIN and SQRT perform noticeably better than the other methods.
Unlike previous testbeds, the effectiveness of HYB and LOG models for short answer lists
is dramatically lower than the other SAFE variations (still always better than SSL). This is
consistent with our observations on Table 7.2, in which we linked the high error rates of these
models to their overestimating behavior. That is, the score overestimation problem for large
collections—particularly for the top-ranked documents—decreases the search effectiveness of
these methods. For long answer lists, the effectiveness of POW, LOG and HYB variations are
comparable to that of SQRT and LIN. In particular, when five collections are selected, LOG
and HYB produce the highest precision values, and significantly outperform SSL (p < 0.05).
7.3.4 Merging with multiple retrieval models
In the experiments reported so far, we assumed that collections are using the same retrieval
model. To investigate the effectiveness of merging algorithms when collections use different
retrieval models, we sequentially assign various models to collections. In all testbeds we sort
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Table 7.4: Precision values for the merging methods on the “trec4” testbed. CRCS is used
for collection selection. TREC topics 201–250 have been used as queries. Collections use an
identical retrieval model (INQUERY). Parameter χ shows the maximum number of answers
that each collection may return per query.
Three collections selected Five collections selected
χ = 10 χ = 100 χ = 10 χ = 100
P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.28 0.24 0.31 0.25 0.24 0.20 0.30 0.24
LIN 0.34 0.28† 0.34 0.28 0.35∗ 0.29‡ 0.35 0.25
SQRT 0.37† 0.31† 0.34 0.28 0.37‡ 0.31‡ 0.34 0.29
LOG 0.36† 0.31† 0.35 0.30∗ 0.36‡ 0.30‡ 0.35 0.31†
POW 0.33 0.30† 0.32 0.28 0.32† 0.28‡ 0.30 0.26
HYB 0.35∗ 0.31† 0.34 0.29 0.32† 0.28† 0.35 0.31†
Table 7.5: Precision values for the merging methods on the “uniform” testbed. CRCS is used
for collection selection. TREC topics 51–100 have been used as queries. Collections use an
identical retrieval model (INQUERY). Parameter χ shows the maximum number of answers
that each collection may return per query.
Three collections selected Five collections selected
χ = 10 χ = 100 χ = 10 χ = 100
P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.35 0.34 0.36 0.33 0.34 0.30 0.37 0.32
LIN 0.33 0.30 0.32 0.28 0.31 0.29 0.27 ∗ 0.24 ∗
SQRT 0.38 0.34 0.33 0.29 0.35 0.33 0.29 0.25 ∗
LOG 0.40∗ 0.34 0.33 0.31 0.38 0.34∗ 0.33 0.31
POW 0.36 0.32 0.34 0.32 0.33 0.31 0.33 0.31
HYB 0.37 0.35 0.37 0.33 0.34 0.33 0.35 0.35
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Table 7.6: Precision values for the merging methods on the “relevant” testbed. CRCS is used
for collection selection. TREC topics 51–100 have been used as queries. Collections use an
identical retrieval model (INQUERY). Parameter χ shows the maximum number of answers
that each collection may return per query.
Three collections selected Five collections selected
χ = 10 χ = 100 χ = 10 χ = 100
P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.29 0.26 0.33 0.30 0.26 0.24 0.32 0.29
LIN 0.29 0.27 0.28 0.23 0.28 0.27 0.26 0.23
SQRT 0.32 0.29 0.28 0.25 0.30 0.28 0.26 0.24
LOG 0.34 0.31 0.33 0.33 0.31 0.29 0.34 0.33
POW 0.32 0.32∗ 0.33 0.31 0.32∗ 0.31† 0.32 0.31
HYB 0.32 0.30 0.32 0.32 0.29 0.27 0.30 0.29
Table 7.7: Precision values for the merging methods on the “nonrelevant” testbed. CRCS
is used for collection selection. TREC topics 51–100 have been used as queries. Collections
use an identical retrieval model (INQUERY). Parameter χ shows the maximum number of
answers that each collection may return per query.
Three collections selected Five collections selected
χ = 10 χ = 100 χ = 10 χ = 100
P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.32 0.29 0.31 0.29 0.32 0.30 0.31 0.29
LIN 0.34 0.30 0.30 0.26 0.36 0.32 0.30 0.27
SQRT 0.31 0.30 0.33 0.28 0.33 0.33 0.32 0.28
LOG 0.30 0.28 0.30 0.29 0.32 0.32 0.33 0.31
POW 0.31 0.28 0.31 0.28 0.30 0.29 0.31 0.30
HYB 0.30 0.30 0.30 0.30 0.31 0.30 0.32 0.31
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Table 7.8: Precision values for the merging methods on the “representative” testbed. CRCS
is used for collection selection. TREC topics 51–100 have been used as queries. Collections
use an identical retrieval model (INQUERY). Parameter χ shows the maximum number of
answers that each collection may return per query.
Three collections selected Five collections selected
χ = 10 χ = 100 χ = 10 χ = 100
P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.31 0.28 0.31 0.28 0.30 0.31 0.31 0.30
LIN 0.30 0.28 0.30 0.27 0.32 0.29 0.32 0.25
SQRT 0.29 0.29 0.30 0.27 0.34 0.31 0.33 0.29
LOG 0.30 0.30 0.30 0.29 0.32 0.30 0.34 0.29
POW 0.30 0.29 0.29 0.28 0.28 0.29 0.29 0.28
HYB 0.28 0.28 0.31 0.30 0.30 0.29 0.32 0.30
Table 7.9: Precision values for the merging methods on the “gov2” testbed. CRCS is used
for collection selection. TREC topics 701–750 have been used as queries. Collections use an
identical retrieval model (INQUERY). Parameter χ shows the maximum number of answers
that each collection may return per query.
Three collections selected Five collections selected
χ = 10 χ = 100 χ = 10 χ = 100
P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.11 0.11 0.11 0.11 0.13 0.13 0.11 0.11
LIN 0.20† 0.17∗ 0.18∗ 0.15 0.20∗ 0.16 0.14 0.12
SQRT 0.20† 0.16∗ 0.17∗ 0.15 0.20∗ 0.16 0.16 0.14
LOG 0.15 0.13 0.19∗ 0.15 0.15 0.13 0.22† 0.18∗
POW 0.12 0.11 0.12 0.13 0.15 0.13 0.20 0.16
HYB 0.15 0.13 0.15 0.13 0.14 0.13 0.19∗ 0.17∗
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collections by their names. We assign a variant of tf · idf [Zhai, 2001] to every third collection
starting from the first collection.4 We apply KL-divergence language modelling [Lafferty and
Zhai, 2001] to every third collection starting from the second collection, and apply INQUERY
[Callan et al., 1992; Allan et al., 2000] to the remaining collections.
Si and Callan [2003b] recommended that SSL multi-model should be used for situations
where collections use different retrieval models. Therefore, we use SSL multi-model as the
baseline of our experiments in this section. We are primarily interested in the experiments
where 10 answers are returned per collection, as they are more similar to real-world scenarios.
Tables 7.10 and 7.11 respectively show the effectiveness of merging methods on the trec4
and uniform testbeds when different retrieval models are involved. The results on these
testbeds are very similar, and the t-test does not detect any statistically significant difference
between the methods.
Comparing the precision values in Tables 7.10 and 7.11 with those in Tables 7.4 and 7.5
leads to an interesting observation: while SAFE variations usually outperform SSL in single-
model environments (Tables 7.4 and 7.5), they produce similar results in the multi-model
scenario. A close look at the precision values shows that the effectiveness of SSL does not vary
dramatically across the single-model and multi-model environments. However, the precision
values produced by SAFE drop significantly when different retrieval models are used, but
remain comparable with SSL. SSL manages to roughly model the search effectiveness of
collections by comparing the pseudoscores reported by collections for the overlap documents
with those computed by the central sample index. SAFE on the other hand assumes that
all collections use effective retrieval models. Therefore, in multi-model environments, the
effectiveness of SAFE may be altered by the poor results of such collections. A potential
solution might be to model the search effectiveness of collections using available techniques
such as RUM [Si and Callan, 2005b]. Once the collection effectiveness factors are measured,
SAFE can consider them during merging. Exploration of this option is left for future work.5
On the relevant testbed (Table 7.12), SSL is the dominant method and the differences
are usually statistically significant (p < 0.05). Due to the reasons discussed above, the preci-
sion values produced by the SAFE models are lower than those reported in Table 7.6 for the
single-model scenario. The second largest collection in this testbed (WStreet) is generated by
4The tf · idf variant is based on the Okapi formula derived from a probabilistic model as implemented in
the Lemur toolkit [Zhai, 2001].
5RUM was proposed by Si and Callan [2005b] for collection selection. However, with minor modifications
it can be also used for merging experiments.
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Table 7.10: Precision values for the merging methods on the “trec4” testbed. CRCS is used
for collection selection. TREC topics 201–250 have been used as queries. Collections use dif-
ferent retrieval models (tfidf, KL-Divergence, INQUERY). Parameter χ shows the maximum
number of answers that each collection may return per query.
Three collections selected Five collections selected
χ = 10 χ = 100 χ = 10 χ = 100
P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.25 0.23 0.29 0.25 0.21 0.20 0.30 0.26
LIN 0.25 0.23 0.29 0.25 0.21 0.20 0.30 0.26
SQRT 0.25 0.23 0.29 0.26 0.21 0.20 0.30 0.26
LOG 0.25 0.23 0.28 0.25 0.21 0.20 0.28 0.26
POW 0.25 0.23 0.27 0.25 0.21 0.20 0.28 0.24
HYB 0.24 0.22 0.28 0.25 0.21 0.18 0.28 0.27
combining the documents in the 16 Wall Street Journal collections from the uniform testbed.
WStreet has the second highest density of relevant documents in the relevant testbed, and is
ranked by CRCS among the top three collections for 35 of the 50 experimental queries. For
multi-model experiments, we assign a variant of Okapi [Robertson et al., 1992] to WStreet,
which is less effective than INQUERY [Callan et al., 1992; Allan et al., 2000] used in single-
model experiments. Since SAFE does not take the search effectiveness of collections into
account, the poor search effectiveness of WStreet substantially affects the results.
On the representative testbed (Table 7.13), when three collections are selected, there
is no significant difference between the precision values reported by SAFE methods and
SSL. For experiments with five collection selected, LOG, POW, and HYB are the most
successful merging methods. They significantly outperform SSL in three instances (p < 0.05).
The results in Table 7.14 show that all merging methods have similar effectiveness on the
nonrelevant testbed. There is a single case in which POW is outperformed significantly by
SSL (p < 0.05). On the gov2 testbeds (Table 7.15), the results are consistent with the single-
model experiments; LIN and SQRT produce the highest precision values, and the effectiveness
of LOG, POW and HYB improves for longer result lists and larger cutoff values.
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Table 7.11: Precision values for the merging methods on the “uniform” testbed. CRCS is
used for collection selection. TREC topics 51–100 have been used as queries. Collections
use different retrieval models (tfidf, KL-Divergence, INQUERY). Parameter χ shows the
maximum number of answers that each collection may return per query.
Three collections selected Five collections selected
χ = 10 χ = 100 χ = 10 χ = 100
P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.36 0.34 0.38 0.34 0.36 0.32 0.37 0.34
LIN 0.36 0.34 0.38 0.34 0.36 0.32 0.37 0.34
SQRT 0.35 0.34 0.37 0.35 0.36 0.32 0.38 0.35
LOG 0.35 0.34 0.37 0.35 0.36 0.32 0.39 0.35
POW 0.35 0.34 0.36 0.33 0.36 0.32 0.37 0.33
HYB 0.34 0.34 0.36 0.34 0.36 0.33 0.38 0.33
Table 7.12: Precision values for the merging methods on the “relevant” testbed. CRCS is
used for collection selection. TREC topics 51–100 have been used as queries. Collections
use different retrieval models (tfidf, KL-Divergence, INQUERY). Parameter χ shows the
maximum number of answers that each collection may return per query.
Three collections selected Five collections selected
χ = 10 χ = 100 χ = 10 χ = 100
P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.32 0.29 0.33 0.29 0.28 0.26 0.28 0.25
LIN 0.31 0.28 0.32 0.28 0.28 0.26 0.26 0.23
SQRT 0.30 0.28 0.30 0.27 0.26 0.25 0.25 0.21 ∗
LOG 0.31 0.28 ∗ 0.28 ∗ 0.26 0.26 0.25 0.23 0.20 ∗
POW 0.30 0.28 ∗ 0.28 ∗ 0.25 0.26 0.24 ∗ 0.23 0.20 ∗
HYB 0.30 0.26 † 0.28 ∗ 0.27 0.30 0.26 0.28 0.27∗
CHAPTER 7. MERGING USING SAMPLE-BASED SCORES 149
Table 7.13: Precision values for the merging methods on the “representative” testbed. CRCS
is used for collection selection. TREC topics 51–100 have been used as queries. Collections
use different retrieval models (tfidf, KL-Divergence, INQUERY). Parameter χ shows the
maximum number of answers that each collection may return per query.
Three collections selected Five collections selected
χ = 10 χ = 100 χ = 10 χ = 100
P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.30 0.29 0.28 0.29 0.34 0.31 0.28 0.29
LIN 0.30 0.29 0.29 0.29 0.34 0.31 0.28 0.29
SQRT 0.30 0.29 0.30 0.29 0.34 0.31 0.31 0.30
LOG 0.30 0.29 0.30 0.29 0.34 0.31 0.34∗ 0.31
POW 0.31 0.29 0.29 0.27 0.34 0.31 0.35† 0.29
HYB 0.29 0.30 0.28 0.28 0.34 0.32 0.33∗ 0.30
Table 7.14: Precision values for the merging methods on the “nonrelevant” testbed. CRCS
is used for collection selection. TREC topics 51–100 have been used as queries. Collections
use different retrieval models (tfidf, KL-Divergence, INQUERY). Parameter χ shows the
maximum number of answers that each collection may return per query.
Three collections selected Five collections selected
χ = 10 χ = 100 χ = 10 χ = 100
P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.30 0.29 0.33 0.30 0.34 0.30 0.33 0.31
LIN 0.30 0.29 0.33 0.29 0.34 0.30 0.33 0.31
SQRT 0.29 0.30 0.30 0.29 0.33 0.30 0.34 0.31
LOG 0.29 0.30 0.31 0.29 0.33 0.30 0.32 0.31
POW 0.29 0.30 0.28 0.27 ∗ 0.33 0.29 0.31 0.27
HYB 0.30 0.29 0.31 0.28 0.33 0.31 0.32 0.30
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Table 7.15: Precision values for the merging methods on the “gov2” testbed. CRCS is used
for collection selection. TREC topics 701–750 have been used as queries. Collections use dif-
ferent retrieval models (tfidf, KL-Divergence, INQUERY). Parameter χ shows the maximum
number of answers that each collection may return per query.
Three collections selected Five collections selected
χ = 10 χ = 100 χ = 10 χ = 100
P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.13 0.11 0.13 0.12 0.14 0.13 0.13 0.12
LIN 0.22∗ 0.18 0.20 0.16 0.22∗ 0.17 0.17 0.14
SQRT 0.21∗ 0.17 0.20 0.16 0.21∗ 0.17 0.16 0.15
LOG 0.16 0.15 0.19 0.15 0.17 0.16 0.22∗ 0.18
POW 0.15 0.13 0.15 0.13 0.15 0.13 0.19 0.16
HYB 0.15 0.13 0.15 0.13 0.14 0.13 0.19 0.17
7.4 Discussion
The results produced by our SAFE variations are mostly comparable with or better than the
state-of-the-art SSL across a range of scenarios. In single-model environments, SAFE varia-
tions significantly outperform SSL on the trec4, relevant, and gov2 testbeds. On the remain-
ing testbeds, the results produced by SAFE and SSL are similar. In multi-model experiments,
SAFE and SSL do not have any clear advantage over each other. On the representative and
gov2 testbeds, SAFE produces better results, while on the relevant testbed SSL performs sig-
nificantly better. On the other testbeds, the results produced by SAFE and SSL are similar.
The performance of SAFE in single-model experiments is generally better than multi-
model scenarios. SAFE assumes that all collections use effective retrieval models. For envi-
ronments including ineffective collections, such an assumption can lead to a significant loss in
search effectiveness. The problem becomes more apparent in scenarios such as the relevant
testbed, in which the most frequently selected collections use ineffective retrieval models.
With the exception of the gov2 testbed, HYB and LOG are the most successful variations
of SAFE across different testbeds and environments. The relatively poor performance of
these models on the gov2 testbed is due to SAFE’s score overestimation problem for large
collections. LOG and HYB also produce the fittest regression equations according to the
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R2 values presented in Table 7.3. It is important to note, that we pay special attention to
experiments in which collections return short answer lists (χ = 10), as they are more similar
to real-world scenarios.
Apart from the multi-model runs on the relevant testbed, SSL never significantly out-
performs any of the SAFE variations on experiments with short answer lists. However, in
many cases—in particular for single-model experiments—the results produced by SAFE are
significantly better than SSL for χ = 10.
7.5 Summary
We have introduced a new result merging algorithm, SAFE, designed for uncooperative
environments. The algorithm uses the computed scores on samples drawn from collections to
estimate scores in ranked lists returned by the selected collections. Unlike SSL, our proposed
algorithm does not depend on overlap documents.
When collections do not return their document scores, the performance of current FIR
merging algorithms may decline drastically. In addition, the state-of-the-art merging methods
make assumptions that might not be realistic in practice. We have shown that SAFE can pro-
duce comparable results with SSL, the principal alternative, across six experimental testbeds.
According to our experiments, LOG and HYB are the most effective regression models for
SAFE. In general, the number of cases in which SSL was outperformed by each of these
methods was higher than the number of times they each have been outperformed by SSL.
The advantage of using SAFE is more acute when collections return short answer lists.
In such scenarios, the likelihood of visiting a sampled document in the collection results
is lower. These overlap documents are the main resource used by SSL for computing the
merging scores. Therefore, for environments in which collections return short answer lists—
and downloading documents on the fly is prohibited—the effectiveness of SSL may decrease
significantly.
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Chapter 8
FIR on Overlapping Collections
“Last night somebody broke into my apartment and replaced everything with exact
duplicates... When I pointed it out to my roommate, he said: Do I know you?”
Steven Wright
In federated information retrieval, answers from separate collections are combined into
a single result set. However, the collections may overlap. The fact that the collections are
distributed means that it is not in general feasible to prune duplicate and near-duplicate
documents at index time. In this chapter, we first introduce and analyze the grainy hash
vector, a compact document representation that can be used to efficiently prune duplicate and
near-duplicate documents from result lists. We demonstrate that, for a modest bandwidth
and computational cost, many near-duplicates can be accurately removed from result lists
produced by a cooperative federated information retrieval system. We then investigate the
effectiveness of different combinations of server selection and result merging algorithms in
the presence of duplicates, and use our hash-based method for efficiently detecting duplicates
and near-duplicates in the lists of documents returned by collections. Our results, based
on two different designs of test data, indicate that some FIR methods are more likely to
return duplicate documents, and show that removing such redundant documents can have a
significant impact on the final search effectiveness.
Our hash-based technique requires cooperative collections that provide the broker with
the hash vectors of documents. However, in practice, collections may be uncooperative.
Therefore, we introduce a novel method based on sampling that estimates the rate of overlap
among collections. According to the estimated overlap statistics, we then propose two col-
lection selection methods that aim to maximize the number of unique relevant documents in
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the final results. We show that our suggested techniques can significantly improve the search
effectiveness when collections are overlapped and uncooperative.1
8.1 Duplicates in federated information retrieval
Management of duplication across collections can be at either or both of the collection se-
lection and result merging stages. At the collection selection stage, the broker can avoid
selecting collections that have a high degree of overlap with a collection that has already
been selected. For such an approach to be effective, the rate of overlap between the under-
lying pairs of servers must be accurately estimated in advance; small estimation errors may
lead to the loss of many relevant documents located in the ignored servers.
Hernandez and Kambhampati [2005] introduced COSCO for management of duplicates at
selection time. The system estimates the overlap between different bibliographic collections
and avoids selecting pairs of servers that appear to have high overlap for a query. They use
CORI [Callan et al., 1995] as a benchmark and show that COSCO finds more relevant docu-
ments for a given number of servers than does CORI. However, COSCO only considers exact
duplicates. It also requires a large set of training queries and is only tested on bibliographic
data which makes it less applicable for general FIR systems.
For the management of duplication at the result merging stage, pairs of such documents
are identified within the merged result list, and are purged before the results are returned
to the user. It is worthwhile to perform duplicate management at the result merging stage
even if steps to manage it are taken at selection time, because this allows duplicate and
near-duplicate documents to be identified even if their corresponding servers do not have a
significant rate of overlap.
Although federated search over collections with overlapping collections has been acknowl-
edged as a problem [Allan et al., 2003; Meng et al., 2002], no serious attempt (except for
one case on bibliographic collections [Hernandez and Kambhampati, 2005]) has been made to
resolve the issue. ProFusion [Gauch et al., 1996b], MetaCrawler [Selberg and Etzioni, 1997b],
and Grouper [Zamir and Etzioni, 1999] attempt to eliminate duplicate documents from the
final results, by aggregating results that point to the same location according to their URLs.
This method has several deficiencies: it is ineffective for identical documents with different
URLs (such as mirrored documents), for near-identical documents, and for domains in which
1This chapter includes materials that first appeared in Bernstein et al. [2006], Shokouhi et al. [2007b], and
Shokouhi and Zobel [2007].
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a unique document identifier such as a URL is not available. Clearly, more sophisticated
techniques for duplicate management are desirable.
In the following sections, we first introduce a new technique for removing duplicates and
near-duplicates in the results merged from cooperative collections. We then propose a new
method that estimates the degree of overlap among uncooperative collections by sampling.
Based on the estimated overlap statistics, we develop two overlap-aware collection selection
methods that aim to maximize the number of distinct relevant documents in the results
merged from uncooperative collections.
8.2 Merge-time duplicate management for FIR
Management of within-collection redundancy has been a subject of active research, with
a range of techniques having been proposed [Bernstein and Zobel, 2004; Brin et al., 1995;
Broder et al., 1997; Fetterly et al., 2003; Manber, 1994]. However, management of redun-
dancy between collections as in the case of FIR is subject to additional constraints. In
particular, since collections are not centrally managed, it may not be practical to use a pre-
processing approach to redundancy management; rather, it must occur at query time based
on additional document information transmitted to the broker. Thus, management of near-
duplicate documents is highly sensitive to both time (because it must be done on the fly)
and bandwidth.
We now describe an existing technique for near-duplicate detection that could be rea-
sonably applied to the problem scenario we have described, though to our knowledge this
has not previously been attempted. Deterministic term extraction techniques [Chowdhury
et al., 2002; Conrad et al., 2003; Cooper et al., 2002; Ilyinski et al., 2002; Kolcz et al., 2004]
extract a subset of terms from a document, from which a hash is produced. It is claimed
that, if the terms are carefully chosen, near-duplicate documents are likely to have the same
hash, whereas it is extremely unlikely that two dissimilar documents will hash to the same
value. Thus, two documents with the same hash will be considered as near-identical, whereas
documents with different hashes will be considered to be different. A critical consideration
for the success of deterministic term extraction systems is the way in which the terms to be
extracted from a document are selected. For example, in the I-Match system [Chowdhury
et al., 2002], only those terms with the highest inverse document frequency are selected for
the hash. Other approaches vary in detail, but have the same basic principle of selecting
words of high significance.
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Deterministic term extraction systems have several properties that make them appealing
from the perspective of near-duplicate management in FIR. The fact that each document only
has a single representative hash means that the additional bandwidth requirement in using
deterministic term extraction is small; it also means that comparisons between documents
at run-time are fast, as all that is required is an equality test between the two representative
hashes. The hashes themselves are relatively cheap to compute at index time. It is plausible
that such features could be deployed for near-duplicate detection in a distributed context,
and that they would be reasonably effective.
While empirical tests seem to show that deterministic term extraction techniques are
effective in practice, some doubts remain. There has been no theoretical analysis that would
verify claims of robustness; it always remains the case that a single difference between a
pair of documents, in a critical term, can cause the system to fail to identify them as near-
duplicates. Pugh and Henzinger [2003] and Kolcz et al. [2004] fortify their technique by
extracting several hashes based on different term subsets. This has the effect of making the
technique less appealing for FIR, as it increases the bandwidth cost and the comparison cost
at run-time.
There is a more fundamental problem that arises in the domain of FIR. As noted above,
most of the deterministic term extraction systems described in the literature rely on inverse
document frequency or some similar collection statistic. In FIR environments, however,
gathering global collection statistics presents a significant challenge. Without such statistics,
identical documents on different servers may produce different hashes. Thus, it is probably
necessary to use a term extraction heuristic that does not use collection statistics. It is not
apparent whether the technique can remain effective with such a heuristic.
An alternative approach is to use chunks. Chunk-based document fingerprinting is a
technique for detecting near-duplicate documents that has been successfully used for ap-
plications such as filesystem-level duplicate detection [Manber, 1994], plagiarism detection
[Lyon et al., 2001], copyright enforcement [Brin et al., 1995], enterprise version management
[Conrad et al., 2003], and optimization of indexing [Broder et al., 1997] and search [Bern-
stein and Zobel, 2005] on the web. Detailed description of chunk-based fingerprinting, can
be found in previous publications [Bernstein and Zobel, 2004; Hoad and Zobel, 2003]. In
brief, they operate by parsing documents into strings of contiguous text, known as chunks,
and comparing the number of identical chunks shared by a pair of documents.
When a sliding window is passed over a document to extract a set of fixed-length overlap-
ping chunks, these chunks are known as shingles. Broder et al. [1997] define a measurement
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known as resemblance for quantifying the level of identity between a pair of documents based
on their shingle-sets. Resemblance is a symmetric measure that is maximized only when two
documents are identical, defined as follows:
ψ(d, d′) =
|Yd ∩ Yd′ |
|Yd ∪ Yd′ |
(8.1)
where Yd is the set of shingles extracted from a document d. Resemblance is a useful and
robust measure, and has been used in a number of applications. Because resemblance ranges
smoothly between 0 and 1, it is sometimes interpreted as percentage similarity. However,
a single edit to a document will disrupt multiple shingles, potentially causing the reported
resemblance values for a pair of documents to be significantly lower than a human would
intuitively expect of a percentage similarity.
Fetterly et al. [2003] describe an unbiased technique for estimating resemblance between
a pair of documents using a feature of constant size; we refer to this technique as minimal-
chunk sampling. Minimal-chunk sampling relies on the availability of a class of hash functions
that are min-wise independent [Broder et al., 1998]. Min-wise independence states that the
class of permutations is unbiased with respect to the identity of the first element in the
permutation. In the context of hashing, it means that any value in an arbitrary set has an
equal probability of hashing to a value that is the lowest in the set.
The minimal-chunk sampling heuristic with resolution ρ (a positive integer) must have
access to ρ hash functions from a min-wise independent family. In practice, a family of
hash functions is most commonly defined by a single algorithm parametrized by some value
(frequently a seed). A particular function in the family is thus defined by the parameter
passed to the general algorithm. Thus, the set of ρ min-wise independent hash functions is
represented by a single hash function and an array of ρ independently chosen random seeds.
The set of shingles in a document is passed through each of the ρ hash functions, and the
minimal hash under each permutation is stored. The result of the process is a vector of ρ
hash values. The min-wise independence property of the hash functions means that, for two
documents with resemblance r, the probability of the hash value in any given position on their
corresponding vectors is (excluding collisions) independently r. This property of the minimal-
chunk sampling heuristic allows us to easily analyze its performance, as the distribution of
the number of matching hashes between a pair of documents with resemblance r is binomial
parametrized by ρ and r.
Fetterly et al. [2003] use ρ = 84 to generate a vector of 84 hashes of 32 bits each.
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While such a vector would undoubtedly be a high-quality feature for detecting near-duplicate
documents, at 336 bytes it is rather large. Even if ρ were reduced substantially, the size of
the vector would still need to be several dozen bytes to be reliable for identification of near-
duplicate documents. In the context of FIR, an overhead of this size for each result in the
ranked list could prove burdensome; a more compact representation is desirable.
8.3 Grainy hash vectors
In this section, we describe our novel document-digest feature for near-duplicate document
identification, the grainy hash vector (GHV). Whilst the GHV is a derivation of the minimal-
chunk sampling technique described above, its structure combines the benefits of regular
minimal-chunk sampling with those of deterministic term extraction. In particular, grainy
hash vectors:
• Fit into a single machine word of either 32 or 64 bits.
• Have analyzable theoretical properties.
• Use bit-parallelism to allow fast comparison between vectors.
• Are robust in the presence of small differences between a pair of documents.
This combination of attributes makes the GHV an attractive feature in an FIR domain. A
GHV, parametrized by n and w, is a n-bit vector consisting of ρ w-bit hashes, where:
ρ(n,w) =
⌊n
w
⌋
(8.2)
In general, we want w to be a factor of n in order to avoid wasting space in the vector. Each
of the hashes in the GHV is produced using the minimal-chunk sampling technique. For
example, a GHV with n = 32 and w = 2 would consist of 16 2-bit hashes, each produced
using the minimal-chunk sampling technique. By using a small value for w, it is possible
to pack a large number of hashes into a small space. The tradeoff is that the probability
of collision at each point in the vector becomes non-negligible. However, we demonstrate
that, with an appropriate match threshold, GHVs can provide powerful discrimination of
near-duplicate documents even with n = 32.
When w is small, there will be an overwhelming bias in the value of the minimal-chunk
hash; with w = 1, for instance, one would expect the minimal hash to have value 0 in most
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cases. In order to remove this bias, a much larger value of w—for example 32—is used for
the initial ordering. Once the minimal hash value has been identified, the w least-significant
bits are stored in the GHV.
For two documents with resemblance r, the probability φ of a match between the hashes
at a given position in the GHV with vector-width w is given by:
φ(r;w) = r + (1− r)(2−w) (8.3)
The first component of this function follows directly from the property of min-wise indepen-
dent hash functions that states that the probability of a hash match between two documents
with resemblance r is r; the second component is the probability that, in the case that the
two source chunks are not the same, a collision renders them identical in the hash vector.
Given that these probabilities are independent for each field in the GHV, we note that
the number of matching fields between a pair of documents with resemblance r is governed
by a binomial distribution, parametrized as follows:
Bi(ρ(n,w), φ(r;w)) (8.4)
The following properties are thus directly derivable from the distribution:
P (X = k) =
(
ρ
k
)
φk(1− φ)ρ−k (8.5)
E(X) = ρφ (8.6)
σ2 = ρφ(1− φ) (8.7)
In practice, GHVs would be used with a threshold to determine whether a given pair of
documents should be considered near-duplicates. For example, we may have n = 32, w = 2
and a threshold of 14, meaning that at least 14 of the ρ(n, r) = 16 hashes in the corresponding
vectors of a pair of documents must match for them to be considered near-duplicates. Thus,
we are interested in finding a set of parameters for our GHV that minimizes the error level.
The issue of whether a pair of documents should be considered near-duplicates is a difficult
one; circular and unsatisfactory definitions of what constitutes a duplicate or near-duplicate
has weakened several previous works in the area [Zobel and Bernstein, 2006]. Addressing the
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issue of what constitutes a near-duplicate is beyond the scope of this thesis; we assume only
that the classification of document-pairs is based on a resemblance threshold.
Figure 8.1 displays curves, derived from the binomial distribution, showing the probability
that the number of matching fields exceeds a given value for various document resemblance
values. While these graphs use w = 1, similar curves are obtained for different values of w.
The steeper the gradient of the curves, the more precise the separation between documents
with high levels of resemblance and those with low resemblance; as expected, the 64-bit
GHVs are superior in this respect.
The single-word nature of grainy hash vectors allows us to compute the number of matches
between a pair of vectors quickly by taking advantage of bit parallelism in current processors.
We can use the bitwise exclusive-or (xor) operator to identify points in a pair of vectors
that do not match. For a GHV of one machine word, this operation is completed in a single
instruction. In the case of w = 1 we need only count the number of 1-bits in the xor vector—
the population function—to determine the number of mismatches between the two vectors.
While current hardware does not generally implement this function directly, it can still be
computed efficiently either with lookup tables or using a ‘divide-and-conquer’ approach such
as that in Warren-Jr. [2002]. If w is greater than one, then the situation becomes more
complicated. We must count the number of fields in which there is at least one mismatched
bit. If w is a power of two then we can modify the xor vector so that the number of 1-bits
equals the number of mismatches in O(logw) time by using shift operators to collapse all
bits in each field onto a single bit.
8.4 Experimental evaluation
To validate the speed and effectiveness of GHVs in removing duplicates and near-duplicates
from result lists, we ran experiments using the TREC Associated Press (AP) newswire
data [Harman, 1993]. The AP collection consists of 237 569 documents totaling 729 MB.
For simplicity, we used results from a centralized IR system; we show later that the results
are also applicable in an FIR context.
For each document in AP, we created 32- and 64-bit GHVs with w of 1, 2, 4, and 8. We
then used DECO2 to calculate the resemblance between all pairs of documents in the AP
2DECO [Bernstein and Zobel, 2004] is a duplicate detection package that uses SPEX for creating chunk-
based indexes. SPEX indexes all the n-term string occurrences in a collection, where n is the chunk-size
threshold. Duplicate documents are detected according to the number of chunks they have in common.
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Figure 8.1: Probability that the number of matching fields exceeds a value B for (a) 32-bit
and (b) 64-bit hash vectors, w = 1, and various r.
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collection, and the Zettair software3 to create a ranked result list of depth 1 000 on the AP
documents for each of the TREC topics 51–100. For each topic we loaded the GHVs for
the 1 000 documents appearing in the ranked result list. Each pair of GHVs in this list was
then compared using the algorithm described earlier, resulting in 499 500 comparisons. Pairs
where the number of mismatching fields was below a threshold l were returned; the process
was repeated for all possible values of l (range [0, 32] or [0, 64]).
8.4.1 GHV efficiency
It took approximately 0.1 seconds to perform the 499 500 GHV comparisons required for full
pruning of 1 000 results on a standard Pentium 4 desktop computer. This figure did not vary
significantly depending on whether the GHVs were 32 or 64 bits in length, or between values
of w. In comparison to the significant other costs present in an FIR system—in particular,
network latency—we argue that this is a reasonable cost to bear in order to improve the
search precision.
Note that the timings presented above are pessimistic, based on an assumption that the
GHVs for the full ranked list of 1 000 documents need all be compared to each other. This
is not generally necessary if the comparisons are undertaken in a ‘lazy’ fashion. Many search
systems present results incrementally, often ten at a time; we can take advantage of this by
only undertaking the GHV comparisons necessary to present the next page of results. Much
of the time—depending upon the level of duplication in the ranked list and the persistence of
the user—this can reduce the number of comparisons required from hundreds of thousands
to just hundreds. Thus, we assert that the typical cost of merge-time GHV comparison is
negligible in comparison to the cost of other stages of the FIR process.
8.4.2 GHV accuracy
Based on a user study, Bernstein and Zobel [2005] suggest 0.58 as a reasonable resemblance
threshold (Equation 8.1) for conditional content equivalence: a relation between a pair of
documents such that a user perceives them as being redundant with reference to the query.
We adopt this value as our threshold: we consider all documents above this value to fulfill
the condition of near-duplication, and all documents below to not fulfill the condition.
Figure 8.2 shows mean recall-precision curves for the 50 TREC topics using 32-bit GHVs
and various values of w. Here, all document-pairs detected by DECO with resemblance
3http://www.seg.rmit.edu.au/zettair
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Figure 8.2: Recall-precision curves at r = 0.58 for various w and GHVs of size 32 bits
above 0.58 are considered ‘relevant’, and all other pairs non-relevant. Recall is defined as the
proportion of document pairs that are identified as duplicate by DECO and are also detected
by DECO. Precision is the ratio of duplicate pairs that are identified by GHV and are also
marked as duplicates by DECO. GHV identifies two documents as duplicate if at most l of
their hash fields are mismatched (each field consists of w bits). We vary the threshold l from
1 to n
w
to investigate its impact on precision and recall.
As can be seen, w = 2 clearly dominates, followed by w values of 1, 8, and 4. For w = 4
and w = 8, the precision level is inadequate for use even at the lowest threshold levels. For
w = 1 and w = 2, precision is adequate up to a recall level of approximately 0.5, meaning
that we can use 32-bit GHVs to detect about half the near-duplicate document pairs in the
result list without introducing significant numbers of false positives. Based on these results,
we recommend w = 2 and a threshold of 14 out of the 16 features matching.4
Figure 8.3 shows the same curves when 64-bit GHVs are used. As expected, these curves
are significantly better than the corresponding curves for 32-bit GHVs. Interestingly, the
field widths dominate each other in the same order, with w = 2 performing best, followed
by 1, 8, and 4. With w = 2 it is possible to achieve recall values of approximately 0.7 before
precision moves below 1. Based on these results, we recommend w = 2 and a threshold
of 24 out of the 32 features matching. It is unclear why the value w = 2 gives the best
4Note that for large values of w (relative to n), the precision cannot get higher than a certain amount even
when there is only one mismatched field.
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Figure 8.3: Recall-precision curves at r = 0.58 for various w and GHVs of size 64 bits
results. Similarly, it is surprising that w = 4 performs poorer than w = 8 in Figure 8.2 for
experiments with one mismatched field.
8.4.3 Using GHV for cooperative FIR
Experiments discussed in previous sections were on centralized indexes. In this section, we
investigate the effectiveness of GHV on three testbeds with overlapping collections (Sliding-
112, Sliding-115, and Qprobed-176 ). These testbeds are described in Section 3.5.2 in detail.
We also compare state-of-the-art collection selection and result merging methods, in terms
of search effectiveness, and the number of duplicate documents they return.
On each testbed, we explore three combinations of collection selection and result merging
algorithms. These are CORI-CORI, ReDDE-CORI, and ReDDE-SSL, where the first part
specifies the collection selection method, and the last part represents the merging algorithm
used for the experiments.5
We use query-based sampling to gather 300 documents from each collection. The sampled
documents from each collection are used as its representation set. In addition, aggregating
all representation sets creates a central sample index that is used by SSL result merging [Si
and Callan, 2003b]. Methods are compared according to their precision at the top n returned
documents (P@n). For each query, at most 1 000 answers are returned.
5Although in previous chapters we introduced more effective methods for collection selection and result
merging, we decided to use standard baseline approaches to make our results comparable with previous work.
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We use a 64-bit GHV with w = 2 and a threshold of 8 mismatches out of a possible 32,
as recommended in Section 8.4. Collections provide the broker with a GHV for each answer
they return. They also publish the document scores of their returned answers, which are
used by the broker for result merging. That is, we assume a semi-cooperative environment.
We use GHV to identify duplicate and near-duplicate documents in the final merged
results. We then compare the search effectiveness of two scenarios: in the first one, duplicates
are removed, and in the second, duplicates are considered as irrelevant.
In the first scenario, the broker removes those documents that GHV detects as redundant
from the list of results. The left-hand side of the result tables for each combination show the
precision values for this scenario.
In the second scenario, the returned duplicate and near-duplicate documents are con-
sidered as irrelevant. To avoid bias, we do not use GHV to judge whether documents are
duplicates and near-duplicates; instead, the broker uses a list of near-duplicate documents
in the TREC GOV collection that are identified by the DECO [Bernstein and Zobel, 2004]
duplicate detection method.6
One might expect that the lists of duplicate documents detected by GHV and DECO
would be significantly different. However, our investigations show that 93% of documents
that are identified as near-duplicate by GHV are also detected by DECO, while 72% of all
documents that are identified by DECO are detected by GHV. The high rate of accuracy
and coverage of GHVs for detecting near-duplicate documents is consistent with the reported
values in Section 8.4 on a centralized index. On average, over all experiments, use of GHVs
detects 9 near-duplicates per query, while this number is 12.5 for DECO, of 1 000 documents
collected per query. Also, this is further evidence that GHVs avoid false misses. Note that
DECO removes exact-duplicate pairs according to their document identifiers. All exact-
duplicates are detected and removed by GHV as there is no mismatch between their vectors.
We use the t-test to measure the statistical significance of difference between results in
the presence and absence of duplicates. The statistical differences at the 0.05, 0.01, and 0.001
significance levels are respectively specified with ∗, †, and ‡. The baseline for all experiments
against which significance is measured is the effectiveness of retrieval when the returned
duplicates and near-duplicates are considered as irrelevant. The differences are measured
against the scenario in which redundant documents are removed by GHV.
Table 8.1 shows the effectiveness of different combinations on the Sliding-112 testbed.
6The list of near-duplicate documents in the TREC GOV dataset that are detected by DECO is available
at: http://www.cs.rmit.edu.au/∼ybernste
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Table 8.1: The impact of removing duplicate and near-duplicate documents on the Sliding-112
testbed. The <title> fields of TREC topics 551–600 are used as queries. For each query,
1 000 answers are returned. Cutoff values (CO) represent the number of collections selected
for queries.
P@5 P@10 P@15 P@20 P@5 P@10 P@15 P@20
Duplicates removed (CORI-CORI) Duplicates irrelevant (CORI-CORI)
CO3 0.0840 0.0620 0.0507 0.0470 0.0800 0.0600 0.0493 0.0460
CO5 0.0840 0.0700 0.0587 0.0510 0.0800 0.0680 0.0573 0.0500
CO10 0.1760∗ 0.1240† 0.1093∗ 0.0970† 0.1560 0.1120 0.1027 0.0890
CO20 0.1959† 0.1449† 0.1252† 0.1153† 0.1592 0.1306 0.1129 0.1031
Duplicates removed (ReDDE-CORI) Duplicates irrelevant (ReDDE-CORI)
CO3 0.0907 0.0542 0.0431 0.0354 0.0907 0.0542 0.0431 0.0354
CO5 0.1250 0.0729 0.0583 0.0521 0.1208 0.0708 0.0583 0.0479
CO10 0.1583 0.1083 0.0958 0.0857 0.1500 0.0979 0.0917 0.0833
CO20 0.1625 0.1333† 0.1139∗ 0.1083† 0.1542 0.1187 0.1056 0.1010
Duplicates removed (ReDDE-SSL) Duplicates irrelevant (ReDDE-SSL)
CO3 0.1167 0.0667 0.0528 0.0490 0.1167 0.0667 0.0514 0.0479
CO5 0.1583 0.1062∗ 0.0861 0.0719 0.1417 0.0979 0.0847 0.0708
CO10 0.1875∗ 0.1479∗ 0.1347∗ 0.1177∗ 0.1759 0.1375 0.1264 0.1135
CO20 0.2042∗ 0.1979∗ 0.1667‡ 0.1458† 0.1792 0.1792 0.1500 0.1323
Cutoff (CO) values indicate the number of collections selected for each query. Comparing
the first two sets of experiments (CORI-CORI and ReDDE-CORI) suggests that CORI and
ReDDE collection selection methods have similar performance on the Sliding-112 testbed.
Considering that all collections in this testbed contain an identical number of documents, the
results are consistent with the previous observations of Si and Callan [2003a], which suggest
that the performance of CORI and ReDDE are similar when the distribution of collection
sizes is not skewed. As in experiments on collections that do not overlap [Si and Callan,
2003b], SSL merges results more effectively than CORI does on the Sliding-112 testbed.
The impact of removing duplicates and near-duplicates becomes more apparent as the
cutoff value grows. In addition, the effectiveness of ReDDE-SSL improves more significantly
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Table 8.2: The impact of removing duplicate and near-duplicate documents on the Sliding-115
testbed. The <title> fields of TREC topics 551–600 are used as queries. For each query,
1 000 answers are returned. Cutoff values (CO) represent the number of collections selected
for queries.
P@5 P@10 P@15 P@20 P@5 P@10 P@15 P@20
Duplicates removed (CORI-CORI) Duplicates irrelevant (CORI-CORI)
CO3 0.0880 0.0660 0.0573 0.0520 0.0840 0.0640 0.0560 0.0510
CO5 0.0800 0.0680 0.0613 0.0530 0.0760 0.0660 0.0600 0.0520
CO10 0.1680† 0.1220∗ 0.1133∗ 0.0970† 0.1440 0.1120 0.1053 0.0900
CO20 0.1840† 0.1380‡ 0.1253† 0.1140‡ 0.1520 0.1200 0.1133 0.0990
Duplicates removed (ReDDE-CORI) Duplicates irrelevant (ReDDE-CORI)
CO3 0.1625 0.1312 0.1139∗ 0.1052 0.1583 0.1271 0.1097 0.1010
CO5 0.1625 0.1417 0.1208∗ 0.1125 0.1583 0.1375 0.1167 0.1083
CO10 0.1667 0.1437 0.1250∗ 0.1177∗ 0.1583 0.1354 0.1194 0.1125
CO20 0.1583∗ 0.1417∗ 0.1278∗ 0.1208† 0.1542 0.1333 0.1208 0.1135
Duplicates removed (ReDDE-SSL) Duplicates irrelevant (ReDDE-SSL)
CO3 0.1625 0.1417† 0.1097∗ 0.1000∗ 0.1458 0.1208 0.1014 0.0906
CO5 0.1708∗ 0.1458∗ 0.1278† 0.1115† 0.1542 0.1354 0.1111 0.1010
CO10 0.1917∗ 0.1583† 0.1444† 0.1260† 0.1750 0.1312 0.1250 0.1104
CO20 0.1833† 0.1646† 0.1556‡ 0.1437‡ 0.1583 0.1417 0.1306 0.1135
than that of the other combinations when duplicates are removed. This suggests that se-
lecting more collections and using the ReDDE-SSL combination increases the likelihood of
finding duplicate documents in the final results. The probable explanation is that ReDDE-
SSL is more effective than the other methods at giving the same document the same score
when it is present in multiple collections. That is, if one copy of a duplicate document is
fetched, then under ReDDE-SSL the other copy is also likely to be fetched. (The number of
duplicates and near-duplicates returned by different combinations is shown in Table 8.4 and
is discussed later.)
Table 8.2 shows similar results on the Sliding-115 testbed. For small cutoff values, ReDDE
significantly outperforms CORI, because the three largest collections that contain many rele-
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Table 8.3: The impact of removing duplicate and near-duplicate documents on the Qprobed-
176 testbed. The <title> fields of TREC topics 551–600 are used as queries. For each query,
1 000 answers are returned. Cutoff values (CO) represent the number of collections selected
for queries.
P@5 P@10 P@15 P@20 P@5 P@10 P@15 P@20
Duplicates removed (CORI-CORI) Duplicates irrelevant (CORI-CORI)
CO3 0.1959 0.1776† 0.1578† 0.1378∗ 0.1878 0.1612 0.1442 0.1296
CO5 0.2163 0.1857† 0.1592† 0.1439† 0.2000 0.1653 0.1401 0.1235
CO10 0.2204† 0.1898† 0.1660‡ 0.1469† 0.1918 0.1633 0.1333 0.1204
CO20 0.2571† 0.2143‡ 0.1782‡ 0.1612‡ 0.2204 0.1776 0.1429 0.1255
Duplicates removed (ReDDE-CORI) Duplicates irrelevant (ReDDE-CORI)
CO3 0.1750 0.1500 0.1194 0.1000∗ 0.1667 0.1396 0.1139 0.0938
CO5 0.2000 0.1729 0.1403∗ 0.1167∗ 0.1875 0.1583 0.1292 0.1094
CO10 0.2125 0.1938∗ 0.1597† 0.1406† 0.2000 0.1771 0.1389 0.1271
CO20 0.2083 0.1958 0.1681† 0.1469† 0.1958 0.1812 0.1444 0.1302
Duplicates removed (ReDDE-SSL) Duplicates irrelevant (ReDDE-SSL)
CO3 0.1625 0.1396 0.1083 0.0958 0.1625 0.1313 0.1028 0.0885
CO5 0.2125∗ 0.1542† 0.1319† 0.1146∗ 0.1917 0.1333 0.1153 0.1042
CO10 0.2458† 0.1958† 0.1611† 0.1427‡ 0.2042 0.1687 0.1403 0.1167
CO20 0.2292† 0.2021‡ 0.1736‡ 0.1542‡ 0.1750 0.1500 0.1319 0.1156
vant documents get high ranks by ReDDE for the majority of queries. The better performance
of ReDDE is not surprising, as it is designed for situations where the distribution of collection
sizes is skewed [Si and Callan, 2003a]. SSL is again the dominant merging algorithm and
produces better results than CORI. As in previous experiments on the Sliding-112 testbed,
removing duplicate documents changes the final precision more significantly for larger cutoff
values. The differences are also similarly larger when ReDDE is used for collection selection
and SSL is used for result merging, for the reasons given above.
However, the results on the Qprobed-176 testbed, shown in Table 8.3, are rather dif-
ferent. The CORI-CORI combination produces the greatest effectiveness when duplicate
documents are removed. Comparing the results of ReDDE-CORI and ReDDE-SSL combina-
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Table 8.4: Number of duplicates, near-duplicates, and coverage values obtained by collection
selection and result merging combinations on the three testbeds. Cutoff values (CO) show the
number of selected collections per query. For each query, 1 000 answers are collected. ND
and ED respectively stand for near-duplicate and exact-duplicate.
ND ED coverage ND ED coverage ND ED coverage
CORI-CORI ReDDE-CORI ReDDE-SSL
Sliding-112
CO3 8 53 0.06 9 19 0.06 10 53 0.06
CO5 10 78 0.11 9 66 0.11 11 77 0.11
CO10 11 116 0.21 8 110 0.21 9 118 0.21
CO20 15 191 0.38 11 174 0.38 11 195 0.38
Sliding-115
CO3 9 56 0.06 11 106 0.31 10 143 0.31
CO5 11 82 0.11 9 140 0.35 11 193 0.35
CO10 13 122 0.23 12 163 0.42 10 229 0.42
CO20 15 211 0.42 9 211 0.54 11 298 0.54
Qprobed-176
CO3 15 136 0.06 8 76 0.04 8 83 0.04
CO5 9 218 0.11 6 145 0.07 6 158 0.07
CO10 5 340 0.21 5 241 0.14 6 264 0.14
CO20 5 451 0.38 6 335 0.27 4 371 0.27
tions suggests that the performance of SSL and CORI merging methods is similar. Therefore,
the high effectiveness of CORI-CORI is largely due to its collection selection method. On
testbeds where the distribution of collection sizes in not skewed, and the documents within
each collection have similar topicality, CORI may outperform ReDDE.
These results illustrate the importance of using diverse testbeds in such experiments; the
Sliding-112 and Sliding-115 results are not predictive of the results on a collection created
with another method. As in experiments on the other testbeds, removal of duplicates may
drastically improve the final precision. The difference can be significant at the 0.001 level for
larger cutoff values.
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The number of duplicate and near-duplicate documents detected by GHVs for different
combinations is presented in Table 8.4. In the Sliding-112 and Sliding-115 testbeds, the
number of near-duplicates detected climbs significantly for CORI-CORI, while it remains
near constant for the other combinations. In the Qprobed-176 testbed, the number of near-
duplicates in the result declines by selecting more collections, which is possibly an artifact of
the way the testbed was constructed.
Comparing the exact-duplicate (ED) numbers for ReDDE-CORI and ReDDE-SSL sug-
gests that SSL is more likely to return exact-duplicates in the final results than CORI. Using
CORI and ReDDE collection selection algorithms leads to similar number of exact-duplicates
on the Sliding-112 and Sliding-115 testbeds. However, collections selected by CORI return
more exact-duplicates on the Qprobed-176 testbed.
The coverage values in Table 8.4 represent the fraction of unique documents in the
testbeds that are being searched on different cutoff points. The coverage values grow lin-
early for all combinations in the Sliding-112 and Qprobed-176 testbeds. This implies that
collections selected by CORI and ReDDE contain similar number of documents.
In the Sliding-115 testbed, the coverage values for ReDDE collection selection increases
very quickly for small cutoff values, while they grow linearly for CORI. This is due to the
fact that the three largest collections in the Sliding-115 testbeds get high ranks by ReDDE
for the majority of queries. Therefore, they are very likely to be selected by the broker in
the top three or five collections. However, in CORI the three largest collections do not have
any advantage over the other collections to be selected.
8.5 Selecting overlapped collections in uncooperative environments
Documents downloaded by query-based sampling are the only source of information about
collections in uncooperative environments. It is important to extract as much information
as possible from the samples. Considering the efficiency restrictions and bandwidth limits,
it is advantageous if the extra information is extracted from documents that are already
downloaded from collections. Methods for estimating the size of collections such as sample-
resample [Si and Callan, 2003a] and capture-history already have such characteristics. They
can estimate the size of collections with a small number of probe queries and sample doc-
uments. In this section, we introduce a novel method for estimating the degree of overlap
among collections. Our technique uses the documents downloaded by query-based sampling
for estimating the rate of overlap, and does not require any additional information.
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Suppose that we have two collections c1 and c2, and there are K overlap documents
between them. We gather one sample from each collection using query-based sampling, S1
from c1 and S2 is from c2. Let m1 and m2 represent the documents from S1 and S2 that are
in K. That is, m1 and m2 are the subsets of sampled documents that are selected from the
overlapped documents between c1 and c2:
m1 = S1 ∩K and m2 = S2 ∩K (8.8)
Assuming that the samples are random, we can estimate the sizes of m1 and m2 as follows:
|mx| = |Sx| ×K|cx| where x ∈ {1, 2} (8.9)
Here, |cx| is the size of collection cx that can be estimated by the capture-history technique
as described in Chapter 6. From another perspective, m1 and m2 can be regarded as two
random samples from the population of overlapped documents. The probability of any given
document from m1 to be available in m2 is β =
|m2|
K
. Therefore, the probability of any given
document from m1 not to be available in m2 is calculated as 1− β. The expected number of
documents in m1 that are available in m2 can be calculated as below:
m1&%
'$
Υ
&%
'$
m2
'
&
K
E(Υ) =
|m1|∑
i=0
i · P (i) (8.10)
where the possible number of overlap documents is 0 < i < |m1|, and P (i) is the probability
of having exactly i documents in m1 that are also available in m2. Note that by definition
E(Υ) is the expected number of documents in m2 that are available in m1. Since P (i) follows
a binomial distribution, for the expected value of Υ we have:
E(Υ) =
|m1|∑
i=0
i
(|m1|
i
)
βi(1− β)|m1|−i (8.11)
That is:
E(Υ) =
|m1|∑
i=1
i× |m1|!
i!× (|m1| − i)!β
i(1− β)|m1|−i (8.12)
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= α
|m1|∑
i=1
(|m1| − 1)!
(i− 1)!× (|m1| − i)!β
i−1(1− β)(|m1|−1)−(i−1) (8.13)
where α = |m1| · β. By substituting i− 1 with another variable j we have:
= α
|m1|−1∑
j=0
(|m1| − 1)!
(j)! × ((|m1| − 1)− j)!β
j(1− β)(|m1|−1)−(j) (8.14)
According to the binomial theorem:
(x+ y)n =
n∑
l=0
(
n
l
)
xnyn−l (8.15)
which gives:
E(Υ) = α · (β + 1− β)|m1|−1 (8.16)
Thus:
E(Υ) = α = |m1| · β = |m1||m2|
K
(8.17)
Equation 8.17 shows the expected number of documents in m1 that are common with m2.
Similarly, E(Υ) is the expected number of documents inm2 that are common withm1. Thus,
the number of overlap documents is independent of the collection sizes. Having the number
of duplicate documents (Υ) within two samples it is possible to estimate the value of K as:
Kˆ =
|m1||m2|
Υ
=
|c1||c2| ×Υ
|S1||S2| (8.18)
Once the number of duplicate documents among collections is estimated, it can be used
in collection selection algorithms for maximizing the number of unique relevant documents in
the final results. In the following sections, we introduce two methods that use the estimated
overlap statistics for collection selection.
8.6 The Relax selection method
A federated search environment in the presence of overlapped documents among collections
can be represented by a graph G. In this graph, each vertex is a collection and each edge
indicates the existence of overlap documents between a pair of collections.
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We aim to minimize the number of duplicate documents in the final merged list. For this
purpose, the selection algorithm has to avoid simultaneously selecting collections that are
likely to return the same answers.
In our Relax collection selection technique, initially the number of relevant documents in
each collection (vertex) is estimated. As in ReDDE [Si and Callan, 2003a] and UUM [Si and
Callan, 2004a], we rank all the sampled documents from collections for each query. Assuming
that the top γ documents returned in this central ranking are relevant (we used γ = 150),
the number of relevant sampled documents for each collection is counted. According to
the estimated size of collection and the number of sampled documents, the total number
of relevant documents in collection c is computed as Rˆ = λc×|c||Sc| . Here, Rˆ is the estimated
number of relevant documents in collection c, and |c| is the estimated size of collection. The
number of sampled documents from collection c that are ranked in the top γ results by the
central retrieval model is represented by λc. Finally, |Sc| is the number of sampled documents
from collection c. Relax uses the estimated values for Rˆ as the weights of collections.
In the next step, the weight we(u, v) of an edge between two given collections u and v is
calculated according to the approximated number of common relevant documents between u
and v as follows:
we(u, v) = |Rˆu ∩ Rˆv| = |Rˆu ∪ Rˆv| × Kˆ|cu ∪ cv | (8.19)
Here, |cu ∪ cv | represents the total number of documents in both collections: Rˆu and Rˆv are
respectively the estimated number of relevant documents in collections u and v;7 and Kˆ is
the estimated number of common documents between collections u and v that is calculated
by Equation 8.18.
At each stage, the collection with the highest number of relevant documents is selected.
The weights of other collections are updated by subtracting the estimated number of their
overlapped relevant documents with the selected collection (that is, by relaxing). In summary,
our Relax selection method can be described as follows:
1. Documents are downloaded from each collection by query-based sampling.
7We admittedly misused the set notations here to simplify the explanation. Some readers may find this
confusing; |cu ∪ cv | and |Rˆu ∪ Rˆv | respectively represent the total number of documents, and the total number
of relevant documents that are estimated to be available in collections cu and cv. The estimated number of
relevant documents common between cv and cu is denoted by |Rˆu ∩ Rˆv|.
CHAPTER 8. FIR ON OVERLAPPING COLLECTIONS 174
2
15
4
1
3
C3 C4
C1 C2
 (A)
R= 15
R= 20R= 8
R= 16
2
15
4
1
3
C3 C4
C1 C2
 
R= 16 R= 15
R= 20R= 8
(B)
2
1
1
C3 C4
C1 C2
 (C)
R= 11 R= 12
R= 20R= 4
1
C3 C4
C1 C2
 (D)
R= 9
R= 3 R= 20
R= 12
C3 C4
C1 C2
 (E)
R= 9
R= 20
R= 12
R= 2
Figure 8.4: The Relax selection on a sample graph. Each vertex (Cn) in this graph repre-
sents a federated collection. (A) The graph initialization where R represents the estimated
number of relevant documents in each collection. (B) The graph after initialization where C4
is selected as the most relevant collection according to its R value. The weight we(u, v) of an
edge between u and v is computed according to the estimated number of documents common
between u and v. (C)–(E) The status of the graph after selecting each collection (vertex).
2. The size of collections and the number of overlapped relevant documents between each
pair of collections are estimated.
3. The federated environment is represented by a graph, where each vertex is a collec-
tion and the weight of each edge is computed using the number of common relevant
documents between the connected pairs (Figure 8.4).
4. The collection with the highest estimated number of relevant documents is selected.
5. Relax updates the graph by relaxing all collections and removing unnecessary edges.
6. Stop if there are no more edges or enough collections have been chosen. Otherwise, go
to step 4.
Figure 8.4 shows a simple example of four overlapped collections. At the first step (A),
the number of relevant documents in each collection R is estimated. At the next stage (B),
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the collection with the highest number of relevant documents (C4) is selected. The graph
is relaxed by subtracting the estimated number of common relevant documents between the
top collection and the connected collections. After each update, the edges connected to the
most recent selected collection are removed. This process continues until there is no edge in
the graph (C)–(E). That is, Relax selects collections according to the estimated number of
their unvisited relevant documents.
8.7 Overlap filtering for ReDDE
Another strategy for avoiding duplicates in the final results is to remove collections with a
high degree of overlap from the resource selection rankings. That is, initially the degree of
overlap between collection pairs is estimated. Then for each query collections are ranked
using a resource selection method such as ReDDE [Si and Callan, 2003a]. Each collection at
rank µ is compared with the other collections at the higher ranks. Collection cµ is pruned
from the original rank list if it has a large estimated overlap with at least one of the other
collections at higher ranks. Our filtering method for ReDDE, which we refer to as F-ReDDE,
can be summarized as below:
1. The overlaps among collections are estimated as described for the Relax selection.
2. Collections are ranked using a resource selection algorithm such as ReDDE.
3. Each collection is compared with the previously selected collections. It is removed
from the list if it has a high overlap (greater than l) with any of the previously selected
collections. We arbitrarily choose l = 30% and leave methods for finding the optimum
value as future work.
The effectiveness of this method is expected to strongly depend on the underlying collec-
tion selection technique that is used. In addition, the optimum value for l may vary between
testbeds. In the following sections, we compare the effectiveness of our selection methods
with other techniques in the presence of overlap among collections.
8.8 Results
We use three testbeds (Sliding-115, Qprobed-280, and Qprobed-300 ) with overlapping collec-
tions to evaluate the effectiveness of our overlap-aware collection selection methods. Com-
prehensive descriptions of all these testbeds are provided in Section 3.5.2. The accuracy of
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Figure 8.5: The accuracy of overlap estimation for collection pairs in the Sliding-115 (left),
and Qprobed-280 (right) testbeds.
our method for estimating the rate of overlap among collection pairs is measured using an
average estimation error metric, defined as:
AEE =
1
Nc(Nc − 1)
Nc∑
i=1
Nc∑
j=1,j 6=i
|D(i, j) − Dˆ(i, j)|
D(i, j)
(8.20)
where
D(i, j) =
|ci ∩ cj |
|ci| (8.21)
Here, Nc is the total number of collections and D(i, j) is the proportion of documents in
collection i that are common with collection j. The value |ci ∩ cj | is equivalent to the K
value in Equation 8.18, and |ci| represents the size of collection i.
In our preliminary experiments, the initial estimated values for D(i, j) suggested that the
degree of overlap among collections is usually overestimated. This observation can be easily
explained; document retrieval models are biased towards returning some popular documents
for many queries [Garcia et al., 2004]. In addition, in Chapter 6 we showed that samples
produced by query-based sampling are not random. Therefore, the number of common
documents between collection samples is often higher than the random scenario causing
the overestimation of overlap in Equation 8.18. Thus, we divide the estimated overlaps by
the largest overlap value for normalization. In the rest of this chapter and for all of our
experiments, we use the normalized overlap values.
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Table 8.5: The precision values obtained by collection selection methods on the Qprobed-
280 testbed. TREC topics 551–600 are used as queries. Cutoff values show the number of
collections that are selected per query. For each query, 100 answers are collected. Duplicate
documents in the final merged lists are considered as irrelevant.
Cutoff=5 Cutoff=10 Cutoff=20
P@5 P@10 P@5 P@10 P@5 P@10
CORI 0.163 0.149 0.167 0.142 0.195§ 0.140
F-ReDDE 0.167 0.132 0.167 0.144 0.171 0.142
ReDDE 0.167 0.132 0.167 0.144 0.163 0.142
Relax 0.187§ 0.142 0.183 0.161 0.208∗ 0.161∗
Table 8.6: The precision values obtained by collection selection methods on the Qprobed-
300 testbed. TREC topics 551–600 are used as queries. Cutoff values show the number of
collections that are selected per query. For each query, 100 answers are collected. Duplicate
documents in the final merged lists are considered as irrelevant.
Cutoff=5 Cutoff=10 Cutoff=20
P@5 P@10 P@5 P@10 P@5 P@10
CORI 0.163 0.142 0.171 0.118 0.187 0.128
F-ReDDE 0.171 0.146 0.167 0.149 0.167 0.128
ReDDE 0.171 0.149 0.163 0.144 0.167 0.132
Relax 0.204§ 0.177∗ 0.187§ 0.121∗ 0.179 0.157∗
The AEE values computed for the Qprobed-300, Qprobed-280, and Sliding-115 testbeds
are respectively 0.91, 0.93, and 0.70. Figure 8.5 shows the accuracy of estimations for over-
lapped collections in the Sliding-115 and Qprobed-280 testbeds. The horizontal axis rep-
resents the collection pairs sorted according to their actual overlap degree. It can be seen
that the estimated values and the actual overlap rates correlate. The errors in estimations
are majorly due to two reasons: (1) the query-based sampling technique does not produce
random samples from collections and (2) the size of samples are small, so that they do not
capture any duplicate document for estimating the degree of overlap.
In the rest of this section, we show that although our estimates of overlap are not perfect,
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Table 8.7: The precision values obtained by collection selection methods on the Sliding-115
testbed. TREC topics 551–600 are used as queries. Cutoff values show the number of col-
lections that are selected per query. For each query, 100 answers are collected. Duplicate
documents in the final merged lists are considered as irrelevant.
Cutoff=5 Cutoff=10 Cutoff=20
P@5 P@10 P@5 P@10 P@5 P@10
CORI 0.091 0.075 0.187 0.139 0.179 0.145
F-ReDDE 0.166 0.143 0.170 0.141 0.166 0.141
ReDDE 0.154 0.135 0.175 0.131 0.162 0.143
Relax 0.171§ 0.154∗ 0.187 0.156§ 0.154 0.152
our suggested methods can significantly improve the search effectiveness in the presence of
overlap among collections.
8.8.1 Evaluating overlap-aware collection selection methods
To make our results comparable with previous work [Nottelmann and Fuhr, 2003; 2004a;
Si and Callan, 2003a;b; 2004a; 2005b], we run traditional static query-based sampling on
each collection. Probe queries are selected randomly from the set of sampled documents,
and sampling terminates once 300 documents are downloaded. ReDDE is one of the most
successful collection selection techniques that does not require training data. Therefore, we
use it as the baseline of our experiments. We also compare the results with CORI.
For simplicity, we assume that all collections use the INQUERY [Allan et al., 2000; Callan
et al., 1992; 1997] retrieval model and return at most 100 answers per query. We apply
SSL [Si and Callan, 2003b] to merge the results and compared methods by their precision
values at early recall points (P@n). Differences detected by the t-test between ReDDE and
other methods at the 0.10 and 0.05 significance levels are respectively specified by § and ∗.
Duplicate documents in the final merged lists are considered as irrelevant.
Table 8.5 shows the precision values obtained by running the TREC topics 551–600 on the
Qprobed-280 testbed. The cutoff values represent the number of collections that are selected
per query. For the cutoff values 5 and 10, there is little difference between the effectiveness
of methods, and only for P@5, Relax has a small advantage over the alternatives. When 20
collections are selected, the gaps become more apparent. Relax significantly outperforms
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Table 8.8: The average number of duplicate documents returned by each method per query
for the Qprobed-280 testbed. Cutoff values (CO) represent the number of collections that are
selected. For each query, 100 answers are collected.
CO=5 CO=10 CO=20
CORI 20.58 27.66 35.94
F-ReDDE 15.22 25.95 33.04
ReDDE 15.22 26.57 34.49
Relax 13.51 22.57 32.04
ReDDE for precision at 5 and 10. F-ReDDE is at least as good as ReDDE, and CORI
produces a better P@5 value than ReDDE. Table 8.6 includes the precision values produced
by the selection methods on the Qprobed-300 testbed. The differences between ReDDE and
Relax are often significant. Other methods have no significant advantage against each other,
but ReDDE is usually the best among them.
On the Sliding-115 testbed (Table 8.7), Relax produces the best results. It significantly
outperforms ReDDE in 3 of 6 cases. F-ReDDE also produces better results than ReDDE in
general. However, the differences are smaller and only significant at two cases. The precision
values for CORI for cutoff=5 are specified in italic to indicate that they are significantly
worse than ReDDE. This is consistent with observations of Si and Callan [2003a], suggesting
that CORI performs poorer than ReDDE on testbeds with skewed distributions of collection
sizes. The differences between CORI and ReDDE become negligible for larger cutoff points.
As the amount of overlap among collections in the testbeds increases, the impact of using
an overlap-aware collection selection method becomes more apparent. While there is no sig-
nificant difference between methods on the Qprobed-280 testbed, the overlap-aware methods
outperform the FIR baselines on the other two testbeds. This confirms our hypothesis that,
as the overlap grows, there is a more noticeable need for use of overlap-aware methods.
8.8.2 Number of duplicates
For each cutoff value, we compare the average number of duplicate documents returned by
methods per query.
Table 8.8 suggests that when the rate of overlap among collections is low, the number of
duplicate documents returned by CORI, F-ReDDE, and ReDDE are comparable. Relax per-
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Table 8.9: The average number of duplicate documents returned by each method per query
for the Qprobed-300 testbed. Cutoff values (CO) represent the number of collections that are
selected. For each query, 100 answers are collected.
CO=5 CO=10 CO=20
CORI 20.28 29.73 42.20
F-ReDDE 33.20 49.95 55.32
ReDDE 32.81 50.69 56.00
Relax 30.51 39.51 48.08
Table 8.10: The average number of duplicate documents returned by each method per query
for the Sliding-115 testbed. Cutoff values (CO) represent the number of collections that are
selected. For each query, 100 answers are collected.
CO=5 CO=10 CO=20
CORI 8.10 11.29 20.39
F-ReDDE 15.95 19.12 24.00
ReDDE 18.50 20.50 28.02
Relax 16.22 20.68 22.77
forms better than ReDDE and manages to reduce the number of duplicate documents by
11% and 15% respectively for cutoff values 5 and 10.
Tables 8.9 and 8.10 suggest that, compared to ReDDE, the overlap-aware selection meth-
ods can significantly reduce the chance of visiting a duplicate document in the final results.
In both testbeds, CORI returns the lowest number of duplicate documents. This is due
to the poor performance of CORI for testbeds with skewed distribution of collection sizes.
Compared to the other methods, CORI selects the three large collections in the Sliding-115
testbed for fewer queries. The same observation can be made for the 14 large collections
of the Qprobed-300 testbed. As these collections cause the highest overlap in the testbeds,
missing them during collection selection significantly reduces the number of duplicate docu-
ments in the final results. However, Tables 8.6 and 8.7 show that the effectiveness of CORI on
these testbeds is poor even when the number of duplicate documents is low. This is mainly
because the large collections missed by CORI have a high density of relevant documents.
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The average number of duplicates returned by ReDDE and F-ReDDE are similar on
the Qprobed-300 testbed. On the Sliding-115 testbed, F-ReDDE returns 13% and 14% fewer
duplicates respectively when 5 and 20 collections are selected. On the latter two testbeds, the
number of duplicates returned by Relax is substantially less than ReDDE. Relax returns
respectively 12% and 18% less documents than ReDDE for cutoff values 5 and 20 on the
Sliding-115 testbed. On the Qprobed-300 testbed, the number of duplicates for Relax at
CO=10 and CO=20 are respectively 22% and 14% less than that for ReDDE.
Overall, Relax produces the highest precision values. It also returns a lower number
of duplicate documents than all methods but CORI. The F-ReDDE approach works well on
some testbeds but on others is not significantly better than the alternatives.
8.9 Summary
Management of document duplication has been cited as one of the major challenges facing
the field of FIR [Allan et al., 2003]. Duplication of documents occurs in FIR due to the same
phenomena that cause it to be a problem in centralized IR [Bernstein and Zobel, 2004], but
is compounded by the effect of collection overlap. Despite the seriousness of the issue, it has
seen little in-depth investigation, and techniques typically used for duplicate management in
centralized IR systems do not translate well to the FIR domain.
We have introduced a new representation, the grainy hash vector (GHV), that can be
deployed in cooperative FIR systems for efficient and accurate merge-time duplicate detec-
tion. GHVs are able to detect near-duplicates as well as exact duplicates, have well-defined
mathematical properties, and can be independently constructed at index time at each site in
the FIR system for transmission to the broker at query time. We demonstrate empirically
on the TREC AP collection that GHVs can be used to efficiently and effectively identify du-
plicate and near-duplicate document pairs at merge time. GHVs are an excellent mechanism
for management of duplication in cooperative FIR.
We have also investigated the problem of federated information retrieval on collections
that overlap, evaluating the effectiveness of several collection selection and result merging
algorithms. Our experiments are broadly consistent with previous observations on the tra-
ditional, disjoint FIR testbeds: ReDDE is a better collection selection algorithm than CORI
when the distribution of collection sizes is skewed, and SSL is a more effective result merging
method than CORI.
We have shown that removing duplicates and near-duplicates can significantly improve
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final search effectiveness. We used grainy hash vectors to detect duplicate and near-duplicate
documents in the final list of results on the broker. Grainy hash vectors successfully iden-
tified 72% of all near-duplicate documents in the results. The accuracy of GHVs in FIR
experiments is consistent with the values we reported on a centralized index. These results
demonstrate that duplicate removal need not be expensive, and can greatly enhance the
quality of results returned by a search engine.
In uncooperative environments, where collections do not provide the broker with the hash
vectors of documents, the GHV method cannot be used. We have introduced a novel tech-
nique for estimating the degree of overlap among uncooperative collections. Our method uses
the sampled documents downloaded for collection selection, and does not require any addi-
tional information. We have also proposed two overlap-aware collection selection techniques
that consider the overlap statistics of resources for collection selection. Our experimental
results showed that, in the presence of overlap, our techniques can significantly outperform
previous collection selection methods in terms of search effectiveness. They also lead to a
smaller number of duplicate documents in the final merged results.
Chapter 9
Conclusions
“People do not like to think. If one thinks, one must reach conclusions.”
Helen Keller
“Many of life’s failures are people who did not realize how close they were to success when
they gave up.”
Thomas A. Edison
Federated information retrieval has been proposed as a solution for searching uncrawlable
hidden web collections that are not often indexed by public search engines. Federated search
can be also used in enterprise environments, where simultaneous search over multiple collec-
tions is needed.
FIR can be divided into three major problems: collection representation, collection se-
lection, and result merging. In this thesis, we have investigated each of these problems, and
have proposed novel solutions that can significantly outperform state-of-the-art methods. We
have also suggested practical solutions for some historically unsolved problems of federated
search, such as duplicate document management.
In the following sections, we summarize our major contributions, and describe possible
directions for future work.1
9.1 Contributions
Collection representation. In uncooperative environments, collections do not authorize
direct access to their lexicon statistics. In such a scenario, in order to generate collection
1This chapter includes materials that first appeared in Shokouhi et al. [2007a].
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representation sets, the broker uses query-based sampling (QBS) [Callan and Connell, 2001;
Callan et al., 1999]. In traditional query-based sampling, probe queries are often selected
from the contents of downloaded documents, and sampling stops after downloading a fixed
number of documents, usually 300. In Chapter 4, we have shown that fixed-size sampling,
and the threshold of downloading 300 documents, may not be suitable for large collections.
According to our experiments, documents downloaded by static QBS may not be sufficiently
representative of their corresponding collections. We have shown that using such represen-
tation sets can significantly reduce search precision. Therefore, we developed an adaptive
sampling strategy that continues sampling until the rate of visiting new vocabulary terms
becomes low. Experimental results have indicated that, compared to the static baseline,
adaptive sampling can significantly improve the final search effectiveness.
Probe queries for QBS are typically selected from the contents of documents that are
already sampled. In Chapter 5, we have utilized terms from query logs for sampling. Experi-
ments suggested that probe queries composed of query-log terms are more efficient than ran-
dom probes, and return more answers from collections. In addition, documents downloaded
for query-log terms have been found to be more representative for collections, producing
higher overall search effectiveness.
We have also introduced a new application of query logs for pruning indexes. The size
of collection representation sets on the broker may become so large that bottleneck and
efficiency problems are introduced. We have developed a new pruning method in which terms
that have not appeared in previous queries are discarded from collection representation sets.
Current pruning methods generally lead to significant loss in search precision. In contrast,
our pruning strategy can reduce index size by 22%–28% while retaining search effectiveness.
While our results have demonstrated that using query logs can be an effective mechanism
to guide both collection sampling and index pruning, it is well-known that query topics shift
over time. A direction of further exploration is to simulate and evaluate the effects of these
changing patterns on the effectiveness of our schemes. It will be also interesting to investigate
the effects of combining query logs from different search engines, and whether this can further
enhance the robustness of our techniques.
Collection selection. Once collection representation sets are gathered, the broker uses
them for routing of queries. For each query, a few collections that are most likely to return
relevant documents are selected by the broker. For an effective collection selection, the
broker considers various factors such as collection sizes. Larger collections are more likely to
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contain relevant documents due to their greater sizes. Therefore, the size of each collection
is an important parameter in effective collection selection methods such as KL-Divergence
[Si et al., 2002], and ReDDE [Si and Callan, 2003a].
In uncooperative environments, information regarding the size of collections is often un-
available, and collection sizes must be estimated. Current size estimation techniques require
collections to cooperate with the broker by reporting the document frequency of a few probe
queries. They also usually require a few sampled documents to be available from each collec-
tion. In Chapter 6, we proposed an efficient algorithm for estimating the size of collections.
Our method estimates the size of collections according to the number of duplicate answers
they return for random queries. Although our size estimation method does not rely on search
engines for reporting the document frequency of probe queries, we have shown that it is more
accurate and efficient than previous state-of-the-art approaches.
Several interesting research problems remain. In particular, the choice of ranking measure
produces biases that could be factored into the estimation process. Our experiments have
used the Okapi BM25 and Cosine similarity measures; similarity functions used in commercial
search tools incorporate measures such as PageRank [Brin and Page, 1998], and weighting
for anchor-text [Craswell et al., 2001], as well as making use of other forms of evidence such
as click-through data. Therefore, our techniques are not in their present form suitable for
estimating the size of the vast collections held by web search engines. Exploring robustness
across more diverse data and search engine types is a potential direction for future work.
Once collection size statistics are provided, the broker can use them for collection selec-
tion. Current collection selection methods are often recall-oriented, and select collections
according to their estimated number of relevant documents. They first run each query on an
index of all sampled documents (CSSE). Collections are then ranked according to their num-
ber of highly-ranked sampled documents returned by CSSE. However, information regarding
the ranking of sampled documents is often ignored. For example, assume that the broker uses
the top 50 answers returned by CSSE to estimate the number of relevant documents in each
collection. Current approaches rank a collection with five sampled documents at ranks 36–40
higher than another collection with four sampled documents at ranks 1–4. We have proposed
a precision-oriented collection selection method that considers the ranking of sampled docu-
ments for calculating collection scores. Our experimental results demonstrate that consider-
ing the ranking of sampled documents can significantly improve search precision. Our results
have also confirmed the previous observations of Si and Callan [2003a; 2004a], who suggested
that recall values in collection selection are not always correlated with search precision.
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Collection selection experiments reported in Chapter 6 are based on the assumption
that all collections are using the same retrieval model with equal effectiveness. However, in
practice, collections often use different retrieval models and have different effectiveness. A
future research direction is to extend our experiments on collections with different retrieval
models. Furthermore, the most proper values for α, β and γ have not been investigated, and
can be explored in future research.
Result merging. The final step in federated search is to intergrate the results returned by
selected collections into a single list. The broker calculates a global score for each document
according to its collection-specific score, and the goodness value of its original collection.
Result merging is a challenging problem, as collection-specific scores are not comparable.
Moreover, in uncooperative environments, collection-specific scores may not be available at
all. The current state-of-the-art (SSL [Si and Callan, 2002; 2003b]) assumes that for each
query, there are overlap documents between collection samples and the answers returned from
selected collections. In the absence of such information, SSL keeps downloading documents on
the fly from collections until finding at least three overlap documents [Si and Callan, 2003b].
Therefore, for environments in which downloading documents on the fly is prohibited due to
efficiency restrictions, SSL may become ineffective.
In Chapter 7, we have proposed a new result merging technique that estimates the global
scores of documents without relying on the availability of overlap between samples and col-
lection results. Our sample-agglomerate fitting estimate method (SAFE) applies curve fitting
on the scores of sampled documents to estimate the global merging scores. According to our
experiments, in environments in which downloading documents on the fly is not permitted,
and document scores are not reported, SAFE is usually more effective than SSL.
There are many aspects of SAFE that can be improved in future research. For example,
SAFE assumes that all collections use effective models for document retrieval. Our results
show that in the presence of multiple retrieval models, such assumption may lead to significant
loss in search effectiveness. Measuring the search effectiveness of FIR collections has been
studied in the collection selection literature [Craswell et al., 2000; Nottelmann and Fuhr, 2003;
Si and Callan, 2005b]. Such methods can be used with minor modifications for result merging.
In addition, SAFE tends to overestimate the scores of the top-ranked documents returned
from very large collections. For example, the answers returned by a large collection with n
low-score sampled documents can be ranked higher than the results of a small collection
with n high-score sampled documents. This problem opens an interesting direction for future
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research. Further, SAFE is only designed for uncooperative environments in which collections
do not report their document scores. However, if the document scores are provided by
collections, they may help to improve the fitness of SAFE regression models. Our preliminary
experiments do not show any benefit for SAFE—in terms of search effectiveness—when the
reported document scores are used. However, there is still potential room for improvements,
and we aim to modify SAFE to gain more from the published scores.
In all experiments reported in Chapter 7, the size of collection samples was assumed to
be fixed (300 documents). In future work, it would be interesting to investigate the impact
of sample size and other sampling strategies [Azzopardi et al., 2006; Baillie et al., 2006a;
Caverlee et al., 2006] on the effectiveness of final retrieval.
Duplicate management. Management of duplicate and near-duplicate documents has
been suggested as one of the major challenges in federated search [Allan et al., 2003]. Col-
lections may overlap, with a substantial proportion of their documents being duplicates and
near-duplicates. However, FIR methods typically assume that collections are independent
and free of overlap.
In Chapter 8, we have proposed several solutions for minimizing the number duplicate
documents in the final merged results. For cooperative environments, we have introduced the
application of grainy hash vectors (GHV) as an efficient solution for duplicate management.
In this approach, collections send a hash vector with each document they return to the broker.
The broker detects duplicate and near-duplicate documents by comparing the returned hash
vectors, and discards them during merging. The major drawback with this technique is that
it may not be suitable in uncooperative environments, as it expects collections to use the
same hash functions and return a hash value per document. In practice, such assumptions
may not be valid.
For uncooperative environments, we have proposed an efficient algorithm that estimates
the rate of overlap among collections using a few random queries. We have also developed
two collection selection methods (Relax and F-ReDDE) that consider the estimated overlap
statistics to maximize the number of distinct relevant documents in the final merged results.
For our experiments in Chapter 8, we used static query-based sampling and down-
loaded 300 documents for each collection. It would be interesting to investigate the impact
of sample size, and sampling strategies on the accuracy of overlap estimations, and the final
search effectiveness. Moreover, we set the threshold l for F-ReDDE to 30% according to
preliminary experiments, but our results have suggested that the best value for l varies on
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different testbeds. Finally, although in theory Relax and F-ReDDE can be used to avoid
near-duplicate documents, they have not been tested for such a scenario.
9.2 Directions for future research
Collection selection cutoff. Typically, collection selection methods use static cutoff val-
ues. That is, they select the same number of collections for each query. However, for some
queries, there are only a few collections that contain relevant answers. In such a scenario,
submitting the query to more collections not only incurs unnecessary costs, but may also
decrease search effectiveness by adding noise to the final merged list [Hawking et al., 2001;
Rasolofo et al., 2003; Vogt, 2000]. Currently, there is no sophisticated method for determining
the optimum number of collections that should be selected per query, and FIR methods use
static cutoff values. Finding the optimal number of collections that should be selected for a
query is an interesting problem for future research.
Updating collection representations. To facilitate the search for relevant information
across a set of online distributed collections, a federated information retrieval system typically
represents each collection centrally by a set of vocabularies or sampled documents. Accurate
retrieval is therefore related to how precise each representation reflects the underlying content
stored in that collection. As collections evolve over time, collection representations should
also be updated to reflect any change, however, a current solution has not yet been proposed.
Our preliminary findings [Shokouhi et al., 2007a] show that out-of-date representations
significantly degrade performance over time. This is consistent with the observations reported
by Ipeirotis et al. [2005]. Adopting a suitable update policy can minimize this problem. We
believe that, despite recent contributions [Ipeirotis et al., 2005; Shokouhi et al., 2007a], there
is significant room for future explorations in updating strategies.
Random sampling. In Chapter 6, we have shown that the samples downloaded by query-
based sampling from collections are not random. This is due to search engine biases that
make some documents more likely to be returned than others. [Bharat and Broder, 1998b;
Garcia et al., 2004]. In our size estimation experiments in Chapter 6, and our overlap es-
timation methods in Chapter 8, we have considered the samples downloaded by QBS as
random for simplicity. However, the assumption of randomness has occasionally affected
our experiments by underestimating the collection sizes and overestimating the overlap. Re-
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cently, Bar-Yossef and Gurevich [2006], and Thomas and Hawking [2007] have proposed novel
strategies for producing random samples from search engine indexes. However, the impact
of these techniques on the effectiveness of FIR methods has not been verified. Investigating
the benefits of random sampling is therefore, a promising avenue for further work.
Topical overlap. Our proposed methods in Chapter 8 for overlap estimation ignore col-
lection topicalities. That is, if the estimated rate of overlap between two collections is n%,
Relax and F-ReDDE assume that collections share n% of their documents in all topics.
In practice, however, this assumption may not be always valid. Two collections may share
substantial proportions of their documents in one topic, say sport, while they have no over-
lap in their documents for another topic, say health. In this case, collections should not be
selected at the same time for sport-related queries, while for health-related queries they can
be selected simultaneously.
A potential direction for future work is to design methods for estimating the topical
overlap of collections. COSCO [Hernandez and Kambhampati, 2005] can be considered as a
first attempt for solving this problem. However, COSCO requires a large number of training
queries, and has been tested only on bibliographic databases.
9.3 Final remarks
Federated information retrieval (FIR) systems provide a single portal or broker to multiple
collections. Compared to the centralized systems, in which there is a single monolithic index
of all documents, FIR systems can search the hidden web, and can return the locally-indexed
webpages without consuming costly resources for crawling.
In this thesis, we have investigated several aspects of federated search. We proposed
adaptive sampling, and suggested to use query-logs for probing to generate better collection
representation sets. We also used query-logs to prune unnecessary terms from the sampled
documents. We introduced novel methods for collection selection and result merging that can
outperform the principal alternatives in many cases. We also developed new techniques that
can estimate the size of collections by sampling. In addition, we investigated the effectiveness
of FIR methods on overlapped collections, and proposed solutions for avoiding duplicate and
near-duplicate documents in the final merged results.
Overall, our novel contributions can significantly improve the FIR technology, in terms
of efficiency and effectiveness.
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