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Abstract
We investigate quantum correlations in time in different approaches, under the assumption that
temporal correlations should be treated in an even-handed manner with spatial correlations. We
compare the pseudo-density matrix formalism with several other approaches: indefinite causal struc-
tures, consistent histories, generalised quantum games, out-of-time-order correlations(OTOCs), and
path integrals. We establish relationships among these space-time approaches in non-relativistic
quantum theory, and show that they are closely related and map into each other. This results in
a unified picture in which temporal correlations in different space-time approaches are the same
or operationally equivalent. However, the path integral formalism defines correlations in terms of
amplitude measure rather than probability measure in other approaches, thus do not fit into the
unified picture.
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I. INTRODUCTION
Time remains a mysterious concept in physics. Whether time is absolute or relative,
whether time is more or less or equally important as space, whether time is fundamental
or just a parameter, all these remain important open questions. The problem of time [1] is
especially notorious in quantum theory as time cannot be treated as an operator in contrast
with space.
Several attempts have been proposed to incorporate time into the quantum world in
a more even-handed way to space, including: indefinite causal structures [2–7], consis-
tent histories [8–12], generalised quantum games [13, 14], spatio-temporal correlation ap-
proches [15, 16], path integrals [17, 18], and pseudo-density matrices [19–23]. Different
approaches have their own advantages. Of particular interest here is the pseudo-density
matrix approach for which one advantage is that quantum correlations in space and time
are treated on an equal footing. The present work is motivated by the need to understand
how the different approaches connect via temporal correlations, so that ideas and results
can be transferred more readily.
We accordingly aim to identify mappings between these approaches and pseudo-density
matrices. We ask what kind of relationship these space-time approaches hold in terms of
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temporal correlations. Are the allowed temporal correlations the same or different from
each other? If the same, are they equal, or do they map with each other and what kind of
mapping? If different, how different are they? More specifically, we take temporal correla-
tions represented in different approaches and find that they are consistent with each other.
Quantum correlations in time in these approaches are either exactly equal or operationally
equivalent expect those used in the path integral formalism. By operational equivalence
of two formalisms, we mean the correlations or the probabilities of possible measurement
outcomes with given inputs in these two formalisms are equal. We find several mappings
and relations between these approaches, including (i) we map process matrices with indefi-
nite causal order directly to pseudo-density matrices in four different ways; (ii) we show the
diagonal terms of decoherence functionals in consistent histories are exactly the probabilities
in temporal correlations of corresponding pseudo-density matrices; (iii) we show quantum-
classical signalling games give the same probabilities as temporal correlations measured in
pseudo-density matrices; (iv) the calculation of OTOCs reduces half numbers of steps by
pseudo-density matrices; and (v) correlations in path integrals are defined as expectation
values in terms of the amplitude measure rather than the probability measure as in pseudo-
density matrices and are different from correlations in all the other approaches. A particular
example via a tripartite pseudo-density matrix is presented to illustrate the unified picture
of different approaches except path integrals. This applies to more complicated cases and
provides a unified picture of these approaches. It also supports the further development of
space-time formalisms in non-relativistic quantum theory. Difference in correlations between
path integrals and other approaches also suggests the importance of measure in quantum
theory.
The paper proceeds as follows. We introduce the pseudo-density matrix formalism in
Section II. Then we compare it with indefinite causal order in terms of forms, causality
violation, quantum switch and postselection in Section III. In Section IV, we establish the
relation between pseudo-density matrix and decoherence functional in consistent histories.
We further explore generalised non-local games and build pseudo-density matrices from
generalised signalling games in Section V. In Section VI, we simplify the calculation of out-
of-time-order correlations via pseudo-density matrices. We further provide a unified picture
under a tripartite pseudo-density matrix in Section VII. In Section VIII, we argue that
the path integral formalism defines correlations in a different way and does not fit into the
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unified picture. Finally we summarise our work and provide an outlook.
II. PSEUDO-DENSITY MATRIX FORMALISM
We firstly introduce the pseudo-density matrix formalism [19–23] as a unified approach
for quantum correlations in space and time. We review the definition of pseudo-density
matrices for finite dimensions, continuous variables, and general measurement processes,
and present their properties.
A. Finite dimensions: definition and properties
The pseudo-density matrix formalism is originally proposed as a finite-dimensional
quantum-mechanical formalism which aims to treat space and time on an equal footing [19].
In general, this formulation defines an event via making a measurement in space-time and
is built upon correlations from measurement results; thus, it treats temporal correlations
just as spatial correlations from observation of measurements and unifies spatio-temporal
correlations in a single framework. As a price to pay, the spacetime states represented by
pseudo-density matrices may not be positive semi-definite.
An n-qubit density matrix can be expanded by Pauli operators σi in terms of Pauli
correlations which are the expectation values of these Pauli operators. In spacetime, instead
of considering n qubits, let us pick up n events; for each event a single-qubit Pauli operator
is measured. The pseudo-density matrix is then defined as
Rˆ ≡ 1
2n
3∑
i1=0
...
3∑
in=0
〈{σij}nj=1〉
n⊗
j=1
σij , (1)
where 〈{σij}nj=1〉 is the expectation value of the product of these measurement results for
a particular choice of events with measurement operators {σij}nj=1. Similar to a density
matrix, a pseudo-density matrix is Hermitian and unit-trace; but it is not positive semi-
definite as we mentioned before. If the measurements are space-like separated or local
systems evolve independently, the pseudo-density matrix will reduce to a standard density
matrix. Otherwise, for example if measurements are made in time, the pseudo-density matrix
may have negative eigenvalues.
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B. Generalisation of pseudo-density matrix formalism
The pseudo-density matrix formalism in continuous variables is given in various forms [22],
including the Gaussian case, spacetime Wigner functions and corresponding spacetime den-
sity matrices, and for position measurements and weak measurements.
Gaussian states are fully characterised by the first two statistical moments of the quantum
states, the mean value and the covariance matrix. The mean value d, is defined as the
expectation value of the N -mode quadrature field operators {qˆk, pˆk}Nk=1 arranged in xˆ =
(qˆ1, pˆ1, · · · , qˆN , pˆN)T , that is,
dj = 〈xˆj〉ρ ≡ Tr(xˆj ρˆ), (2)
for the Gaussian state ρˆ. The elements in the covariance matrix σ are defined as
σij = 〈xˆixˆj + xˆj xˆi〉ρ − 2〈xˆi〉ρ〈xˆj〉ρ. (3)
Now we generalise this definition to the spacetime domain. A Gaussian spacetime state is
defined in Ref. [22] via measurement statistics as being (i) a vector d of 2N expectation values
of the N -mode quadrature field operators {qˆk, pˆk}Nk=1 arranged in xˆ = (qˆ1, pˆ1, · · · , qˆN , pˆN)T ,
with j-th entry
dj = 〈xˆj〉ρ = Tr(xˆjρ). (4)
and (ii) a covariance matrix σ with entries as
σij = 2〈{xˆi, xˆj}〉ρ − 2〈xˆi〉ρ〈xˆj〉ρ (5)
where 〈{xˆi, xˆj}〉ρ is the expectation value for the product of measurement results; specifically
{xˆi, xˆj} = 12(xˆixˆj + xˆj xˆi) for measurements at the same time.
For general continuous variables and general measurement processes, see Ref. [22].
III. INDEFINITE CAUSAL STRUCTURES
The concept of indefinite causal structures was proposed as probabilistic theories with
non-fixed causal structures as a possible approach to quantum gravity [24, 25]. There are
different indefinite causal order approaches: quantum combs [2, 3], operator tensors [4,
26], process matrices [5, 27], process tensors [6, 28], and super-density operators [7, 29].
Also, other formalisms are equivalent in certain sense [30], for example, quantum channels
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with memories [31], general quantum strategies [32], multiple-time states [33–35], general
boundary formalism [36], and quantum causal models [37, 38]. Since there are clear maps
among quantum combs, operator tensors, process tensors, and process matrices, we just take
the process matrix formalism in order to learn from causality inequalities, quantum switch
and post-selection. We will investigate its relation with the pseudo-density matrix and show
what lessons we shall learn for pseudo-density matrices.
A. Comparison in form
In this subsection, we first review process matrices in finite dimensions. Then we com-
pare them with pseudo-density matrices in finite dimensions and discuss the bipartite case in
particular. Similar relations hold for the continuous-variable version and we omit the discus-
sion. We further establish the relation between process matrix formalism and pseudo-density
matrix formalism with general measurement processes.
1. Definition of process matrix
The process matrix formulation is one of the formalisms with indefinite causal structures
assuming local quantum mechanics and well-defined probabilities. Since the causal order is
not fixed, it may violate a causality inequality and allow quantum switch as we will discuss
in Subsection B. It also allows post-selection naturally as Subsection C suggests.
Here we review the definition and characterisation of process matrices in finite dimen-
sions [5, 27] Assume that the laws of quantum mechanics hold in local laboratories. Associ-
ated to the local laboratory operated by Alice, there is an input Hilbert space HAI and an
output Hilbert space HAO . The mapMA : LAI → LAO is completely positive(CP) and trace
non-increasing where LAI/AO is the space of Hermitian linear operators over the Hilbert space
HAI/AO . The measurement outcome a is represented in the map as MAa . For all possible
measurement outcomes,
∑
aMAa is completely positive and trace preserving(CPTP).
Completely positive maps have another representation according to the Choi-Jamiołkowski
isomorphism [39, 40]: for a completely positive map MAa : LAI → LAO , its corresponding
Choi-Jamiołkowski matrix is given as MAIAOa ≡ [I ⊗MAa (|1⟫⟪1|)]T ∈ AI ⊗ AO with I as
the identity map and |1⟫ = |1⟫AIAI ≡∑j |j〉AI ⊗ |j〉AI ∈ HAI ⊗HAI is the non-normalised
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maximally entangled state. T is the matrix transposition with the chosen orthonormal basis
|j〉AI . The inverse is given as M(ρAI ) = Tr[(ρAI ⊗ 1AO)MAIAO ]T where 1AO is the identity
matrix on HAO .
For simplicity, consider two parties Alice and Bob first. The probability to observe the
outcomes a and b respectively under operations MAa and MBb is
P (MAa ,MBb ) = Tr[(MAIAOa ⊗MBIBOb )W ], (6)
for some Hermitian operator W ∈ AI ⊗ AO ⊗ BI ⊗ BO. The linearity of probabilities is
preserved by the assumption that quantum mechanics is valid in local laboratories. Now we
require the non-negativity and normalisation of probabilities.
We require that probabilities are non-negative for any pair of completely positive maps
MA and MB; that is transformed to their CJ operators as
Tr[WAIAOBIBO(MAIAO ⊗MBIBO)] ≥ 0 ∀MAIAO ≥ 0,MBIBO ≥ 0. (7)
If we further assume that any ancillary states can be shared independent of processes in local
operations, we may gain an extended process matrixWA
′
I
AIAOB
′
I
BIBO = ρA
′
I
B′
I⊗WAIAOBIBO .
We further require that the probabilities of this extended scheme are non-negative, then
Tr[ρA
′
I
B′
I ⊗WAIAOBIBO(MA′IAIAO ⊗MB′IBIBO)] ≥ 0
∀MA′IAIAO ,MB′IBIBO , ρA′IB′I ≥ 0. (8)
This condition is equivalent to WAIAOBIBO being positive semi-definite [41]:
WAIAOBIBO ≥ 0. (9)
In addition, the probabilities should be normalised:
1 =
∑
ab
P (MAa ,MBb ) = P (
∑
a
MAa ,
∑
b
MBb ); (10)
that is,
P (MA,MB) = 1, ∀ CPTP MA,MB. (11)
A necessary and sufficient condition is that
Tr[WAIAOBIBO(MAIAO ⊗MBIBO)] = 1
∀MAIAO ,MBIBO ≥ 0 TrAO MAIAO = 1AI ,TrBOMBIBO = 1BI (12)
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Extension to N parties is straightforward. We will refer to a matrix W that satisfies the
linearity, non-negativity and normalisation of probabilities (that is, equivalent to the above
conditions under assumptions) as the process matrix. Terms that can exist in a process
matrix include states, channels, channels with memory; nevertheless, postselection, local
loops, channels with local loops and global loops are not allowed [5].
A bipartite process matrix can be fully characterised in the Hilbert-Schmidt basis [5].
Define the signalling directions  and  as follows: A  B means A is in the causal past
of B, A  B means it is not; similar for  and . Any valid bipartite process matrix
WAIAOBIBO can be given in the Hilbert-Schmidt basis as
WAIAOBIBO =
1
dAIdBI
(1+ σAB + σAB + σAB) (13)
where the matrices σAB, σAB, and σAB are defined by
σAB ≡
∑
ij>0
cijσ
AO
i σ
BI
j +
∑
ijk>0
dijkσ
AI
i σ
AO
j σ
BI
k (14)
σAB ≡
∑
ij>0
eijσ
AI
i σ
BO
j +
∑
ijk>0
fijkσ
AI
i σ
BI
j σ
BO
k (15)
σAB ≡
∑
i>0
giσ
AI
i +
∑
i>0
hiσ
BI
i +
∑
ij>0
lijσ
AI
i σ
BI
j (16)
(17)
Here cij , dijk, eij, fijk, gi, hi, lij ∈ R. That is, a bipartite process matrix of the system AB is
a combination of an identity matrix, the matrices where A signals to B, where B signals
to A, and where A and B are causally separated. It is thus a linear combination of three
possible causal structures.
2. Process matrix to pseudo-density matrix: one lab to one event direct mapping
Now we analyse the relation between a process matrix and a pseudo-density matrix in
finite dimensions.
A process matrix with a single-qubit Pauli measurement taken at each laboratory is
mapped to a finite-dimensional pseudo-density matrix. Compare them in the bipartite case
as an illustration. In the simplest temporal case, a maximally mixed qubit evolves under
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the identity evolution between two times. The process matrix for this scenario is given as
W =
1
AI
2
⊗ [[1]]AOBI , (18)
where [[1]]XY =
∑
ij |i〉 〈j|X ⊗ |i〉 〈j|Y = 12(1⊗ 1+X ⊗X − Y ⊗ Y + Z ⊗ Z). At the same
time, the corresponding pseudo-density matrix is
R =
1
4
(I ⊗ I +X ⊗X + Y ⊗ Y + Z ⊗ Z) = 1
2
= [[1]]PTS, (19)
where the swap operator S = 1
2
(1 ⊗ 1 + X ⊗ X + Y ⊗ Y + Z ⊗ Z) = [[1]]PT , here PT is
the partial transpose. For an arbitrary state ρ evolving under the unitary evolution U , the
process matrix is given as
W = ρAI ⊗ [[U ]]AOBI , (20)
where [[U ]] = (1⊗ U)[[1]](1⊗ U †) and the pseudo-density matrix as
R =
1
4
(1⊗ U)(ρA ⊗ 1BS + SρA ⊗ 1B)(1⊗ U †) = ρA ⊗ 1B[[U ]]PT + [[U ]]PTρA ⊗ 1B, (21)
where the partial transpose is taken on the subsystem A. Now we compare the correlations
in the two formalisms and check whether they hold the same information.
The single-qubit Pauli measurement σi for each event in the pseudo-density matrix has
the Choi-Jamiołkowski representation as
ΣAIAOi = P
+AI
i ⊗ P+AOi − P−AIi ⊗ P−AOi (22)
where P±i =
1
2
(1± σi); that is, to make a measurement P αi (α = ±1) to the input state and
project the corresponding eigenstate to the output system. It is equivalent to
ΣAIAOi =
1
2
(1AI ⊗ σAOi + σAIi ⊗ 1AO). (23)
In the example of a single qubit ρ evolving under U , the correlations from the process matrix
are given by
p(ΣAIAOi ,Σ
BIBO
j ) = Tr[(Σ
AIAO
i ⊗ ΣBIBOj )W ] =
1
2
Tr[σjUσiU
†]; (24)
while the correlations from the pseudo-density matrix are given as
〈{σi, σj}〉 = 1
2
(
Tr[σjUσiρU
†] + Tr[σjUρσiU †]
)
=
1
2
Tr[σjUσiU
†]. (25)
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The last equality holds as a single-qubit ρ is decomposed into ρ = 1
2
+
∑
k=1,2,3 ckσk. The
allowed spatio-temporal correlations given by the two formalisms are the same; thus, pseudo-
density matrices and process matrices are equivalent in terms of encoded correlations. In
a general case of bipartite systems on AB, this equivalence holds for A  B, A  B,
A  B and thus their superpositions for arbitrary process matrices. The only condition
is that A and B make Pauli measurements in their local laboratories. Therefore, a process
matrix where a single-qubit Pauli measurement is made at each laboratory corresponds to
a finite-dimensional pseudo-density matrix since the correlations are equal.
For generalised measurements, for example, arbitrary POVMs, a process matrix is fully
mapped to the corresponding generalised pseudo-density matrix; thus, a process matrix can
be always mapped to a generalised pseudo-density matrix in principle. The process matrix
and the corresponding generalised pseudo-density matrix just take the same measurement
process in each laboratory or at each event. The analysis for correlations is similar.
For a given set of measurements, a process matrix where the measurement is made in
each laboratory hold the same correlations as a generalised pseudo-density matrix with the
measurement made at each event. Thus, a universal mapping from a process matrix to a
pseudo-density matrix for general measurements is established.
However, a pseudo-density matrix in finite dimensions is not necessarily mapped back to
a valid process matrix. As mentioned before, a valid process matrix excludes the possibilities
for post-selection, local loops, channels with local loops and global loops. Pseudo-density
matrices are defined operationally in terms of measurement correlations and may allow these
possibilities. We will come back to this point in the discussion for post-selection and out-of-
time-order correlation functions.
B. Causality violation
In this subsection, we introduce a causal inequality where the usual causality can be
violated in the process matrix formalism as well as in the pseudo-density matrix formalism,
and use an example of quantum switch to illustrate the existence of indefinite causal order.
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1. Causal inequality: one lab to one event with double spaces mapping
Bell non-locality is defined by the violation of Bell inequalities where quantum correlations
do not satisfy classical constraints anymore. Here we consider possible causal inequalities
under the framework with indefinite causal order. First we introduce a causal game for
this causal inequality based on Ref. [5]. Then we use process matrices and pseudo-density
matrices, separately, to argue that causal inequalities may be violated without definite causal
structure. Then we gain the mapping from a process for one laboratory to a pseudo-density
matrix for one event with ancillary spaces.
Consider a communication task between Alice and Bob. When the task starts, Alice
receives a random bit a ∈ {0, 1} and Bob receives two random bits, b, b′ ∈ {0, 1}. If b′ = 0,
Bob will have to communicate the bit b to Alice; if b′ = 1, Bob will try his best to guess a.
We denote Alice’s guess for b by x and Bob’s guess for a by y. The goal is to maximise the
probability
ps =
1
2
[p(x = b|b′ = 0) + p(y = a|b′ = 1)] (26)
Consider that all the events happen in causal orders, i.e., at least one of the following holds:
Alice cannot signal to Bob, or Bob cannot signal to Alice. Then we have [5]
pcausals ≤
3
4
. (27)
Eqn. (27) is referred to as a causal inequality.
Now we consider a strategy to violate the causal inequality. Let us first formulate Alice’s
and Bob’s labs in the process matrix formalism. Alice has no information about b′. She
gains a bit a from the input system AI and sends a bit x to the output system AO. For a
simple implementation, Alice makes a σz measurement on the incoming qubit with the result
x = 0 for |z+〉 and x = 1 for |z−〉; then she prepares the qubit in the z-basis for a = 0 to
|z+〉 and a = 1 to |z−〉 and sends the qubit away. This operation in the Choi-Jamiołkowski
representation is given by MAIAO(x, a) = 1
4
[1 + (−1)xσz]AI ⊗ [1 + (−1)aσz ]AO . For Bob,
consider b′ = 0 and b′ = 1 separately. If b′ = 0, he measures the incoming qubit in the
x-basis and assigns y = 0 for |x+〉 and y = 1 for |x−〉. For the result |x+〉 he prepares the
qubit in the z-basis for b = 0 to |z+〉 and b = 1 to |z−〉; for the result |x−〉 he prepares the
qubit in the z-basis with the output b = 0 to |z−〉 and b = 1 to |z+〉. Then he sends the
qubit away. If b′ = 1, he measures the incoming qubit in the z-basis and assigns y = 0, 1
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to |z+〉, |z1〉, respectively. Note that the repreparation is not important here as the task is
for Bob to read Alice’s bit. The operation in the Choi-Jamiołkowski representation is given
by MBIBO(y, b) = (b′ ⊕ 1)MBIBO(y, b|b′ = 0) + b′MBIBO(y, b|b′ = 1), where MBIBO(y, b|b′ =
0) = 1
4
[1 + (−1)yσx]BI ⊗ [1 + (−1)b+yσz]BO , MBIBO(y, b|b′ = 1) = 12 [1 + (−1)yσz]BI ⊗ ρBO .
For a process matrix in the form of
WAIAOBIBO =
1
4
[1+
1√
2
(σAOz σ
BI
z + σ
AI
z σ
BI
x σ
BO
z )], (28)
the task has the success probability as
ps = Tr
(
[MAIAO(x, a)⊗MBIBO(y, b)]sWAIAOBIBO
)
=
2 +
√
2
4
>
3
4
(29)
where s denotes the sum of half probability for x = b when b′ = 0 and half probability for
y = a when b′ = 1. The causal inequality is violated.
For a pseudo-density matrix, we may adopt the same strategy. Alice has two systems
X and A, A is prepared in the z-basis according to a. X is measured in the z-basis with
the result x; then A is measured in the z-basis with the result a. The initial state of A is
|a〉 〈a|A. The measurement for the systems XA is given as PXA(x, a) = |x〉 〈x|X ⊗ |a〉 〈a|A.
Bob has two systems Y and B, B is prepared as |b〉 〈b|. For b′ = 0, Y is measured in the
x-basis given the result y; for y = 0 we apply the identity operator to B and for y = 1 we flip
B to |b⊕ 1〉 〈b⊕ 1|. For b′ = 1, Y is measured in the z-basis and . Then the operation for
Y B is given as P Y B(y, b) = (b′⊕1)P Y B(y, b|b′ = 0)+b′P Y B(y, b|b′ = 1), where P Y B(y, b|b′ =
0) = 1
2
[1 + (−1)yσx]Y ⊗ |b⊕ y〉 〈b⊕ y|B and P Y B(y, b|b′ = 1) = |y〉 〈y|Y ⊗ |b〉 〈b|B. Given a
pseudo-density matrix
RXAYB =
1
4
[(1XY + σXx σ
Y
x + σ
X
y σ
Y
y + σ
X
z σ
Y
z )⊗ |a〉 〈a|A ⊗ |b〉 〈b|B
+
1√
2
(1XBσAz σ
Y
z + 1
AσXz σ
Y
x σ
B
z )], (30)
the success probability is bounded similarly as Eqn. (29):
ps = Tr
{[
PXA(x, a)⊗ P Y B(y, b)]RXAYB}
s
=
2 +
√
2
4
>
3
4
. (31)
Again the causal inequality is violated. This example also highlights another relationship
for the mapping between a process matrix and a pseudo-density matrix. Instead of an input
system and an output system in a process matrix, the corresponding pseudo-density matrix
has an additional ancillary system for each event.
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A process matrix which makes a measurement and reprepares the state in one laboratory
describes the same probabilities as a pseudo-density matrix with ancillary systems which
makes a measurement and reprepares the state at each event. Thus, another mapping from
a process matrix to a pseudo-density matrix is established by introducing ancillary systems.
2. Quantum switch: one lab to two events mapping
Quantum switch is originally proposed in the quantum comb formalism for quantum
networks [42]. It is a high-order transformation which takes two black boxes as the input
and the superposition of two orders to apply the two black boxes sequentially as the output
gate. A quantum switch of boxes takes quantum control over causal orders of operations.
For example, with unitary channels Uf and Ug, the quantum switch of them is given as
Wf,g(ρ) = Wf,gρW †f,g where
Wf,g = |0〉 〈0| ⊗ UfUg + |1〉 〈1| ⊗ UgUf . (32)
If the channels take Kraus forms as f(ρ) =
∑
i fiρf
†
i and g(ρ) =
∑
j gjρg
†
j , then the chan-
nel under quantum control is represented by Wf,g(σ) =
∑
i,jWfi,gjσW
†
fi,gj
, where Wfi,gj =
|0〉 〈0| ⊗ figj + |1〉 〈1| ⊗ gjfi.
It is argued that the quantum switch, or more general superpositions of orders for gates,
leads to a decrease in computational complexity; in a particular example in Ref. [43] the best-
known complexity of O(n2) queries is reduced to O(n). Different experimental verifications
for quantum switch or indefinite causal order are given in Ref. [44–50].
The quantum switch with a fixed input state is represented by a tripartite process matrix.
The two parties A and B perform an arbitrary completely positive map each on the target
state as the black boxes. The ancilla C has a trivial output but the input space is divided
into a target space and a control space. That is H = HAI ⊗HAO ⊗HBI ⊗HBO ⊗HCI , where
HCI = HCT ⊗HCC .
Now we formulate the quantum switch in terms of process matrix. Recall that an iden-
tity channel from A’s output space to B’s input space is described by |1⟫⟪1|AOBI where
|1⟫AOBI = ∑j |j〉AO |j〉BI . Consider that A receives a state |ψ〉, performs an arbitrary op-
eration, sends the output to B under an identity channel; then B performs an arbitrary
operation, sends the output to CT . This is represented by the process matrix |v〉 〈v| where
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|v〉 = |ψ〉AI |1⟫AOBI |1⟫BOCT . Then the quantum switch with the control qubit in the state
|0〉+|1〉√
2
is represented by the process matrix |w〉 〈w| where
|w〉 = 1√
2
(|ψ〉AI |1⟫AOBI |1⟫BOCT |0〉CC + |ψ〉BI |1⟫BOAI |1⟫AOCT |1〉CC ). (33)
Note that
⟪U∗A|AIAO⟪U∗A|BIBO · |w〉 =
1√
2
[|0〉CC ⊗ (UBUA |ψ〉)CT + |1〉CC ⊗ (UAUB |ψ〉)CT ], (34)
where |U∗A⟫AIAO = (1⊗ U∗A)|1⟫AIAO . Specifically,
TrCI |w〉 〈w| = TrCTCC |w〉 〈w| =
1
2
WAB +
1
2
WBA, (35)
where WAB = |ψ〉 〈ψ|AI ⊗ |1⟫⟪1|AOBI ⊗ 1BO and WBA = |ψ〉 〈ψ|BI ⊗ |1⟫⟪1|BOAI ⊗ 1AO .
For a pseudo-density matrix, we consider the same scenario of quantum switch. We may
not be able to gain a quantum switch operator as clear as the process matrix formalism in
which the evolution is made at each laboratory. For a process matrix, the channel evolution
can be encoded into one laboratory; however, at each event of a pseudo-density matrix we
can only make a measurement and evolution is for two events at different times. Thus it
is not possible to use a single operator to represent the quantum switch in pseudo-density
matrices. This shows the fundamental differences between process matrices and pseudo-
density matrices. However, we can still characterise temporal correlations of quantum switch
in the pseudo-density matrix formalism. In general, a pseudo-density matrix version of
quantum switch is presented by a tripartite pseudo-density matrix Rqw123 with half probability
of each causal order:
Rqw123 =
1
2
R123(f → g) + 1
2
R123(g → f) (36)
where R123(f → g) is the pseudo-density matrix which describes an initial state ρ evolves
under unitary channels Uf and Ug and R123(g → f) through Ug and Uf . In particular, the
correlation 〈σi, σj , σk〉f→g in R123(f → g) is given as
〈σi, σj , σk〉f→g =1
4
{Tr[σk(f → g)σj(f)σiρ] + Tr[σiσk(f → g)σj(f)ρ]
+ Tr[σj(f)σk(f → g)σiρ] + Tr[σiσj(f)σk(f → g)ρ]} (37)
where σk(f → g) = UfUgσkU †gU †f and σj(f) = UfσjU †f . Then the correlation 〈σi, σj , σk〉qw is
given as
〈σi, σj , σk〉qw = 1
2
〈σi, σj , σk〉f→g + 1
2
〈σi, σj , σk〉g→f . (38)
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Thus, we find that for each laboratory with a unitary evolution, the process matrix
corresponds to a a pseudo-density matrix with two events. A process with each laboratory
undergoing a quantum channel evolution is operationally equivalent to a pseudo-density
matrix with two events.
Quantum switch is used as an example to illustrate the validity of indefinite causal order.
However, it remains doubt whether it is truly physical. The existence of indefinite causal
order remains to be tested or better justified. However, pseudo-density matrices have clear
operational meanings and are built from measurement correlations. It is easier to justify the
existence of pseudo-density matrices as they are generalisation of density matrices in time
built upon spatial-temporal correlations. Thus, it is always testable from the operational
and experimental perspectives. That is one advantage of pseudo-density matrices over other
indefinite causal structures.
C. View from post-selection
Post-selection is conditioning on the occurrence of certain event in probability theory,
or conditioning upon certain measurement outcome in quantum mechanics. It allows a
quantum computer to choose the outcomes of certain measurements and increases its com-
putational power significantly. In this subsection, we take the view from post-selection and
show that a particular subset of post-selected two-time states correspond to process matri-
ces in indefinite causal order. Post-selected closed timelike curves are presented as a special
case.
1. Two-time quantum states
In this subsubsection, we review the two-time quantum states approach [35] which fixes
independent initial states and final states at two times. The two-time quantum state takes
its operational meaning from post-selection. Consider that Alice prepares a state |ψ〉 at
the initial time t1. Between the initial time t1 and the final time t2, she performs arbitrary
operations in her lab. Then she measures an observable O at the final time t2. The observable
O has a non-degenerate eigenstate |φ〉. Taking |φ〉 as the final state, Alice discards the
experiment if the measurement of O does not give the eigenvalue corresponding to the
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eigenstate |φ〉.
Consider that Alice makes a measurement by the set of Kraus operators {Eˆa =
∑
k,l βa,kl |k〉 〈l|}
between t1 and t2. Note that {Eˆa} are normalised as
∑
a Eˆ
†
aEˆa = 1. The probability for
Alice to gain the outcome a under the pre- and post-selection is given as
p(a) =
| 〈φ| Eˆa |ψ〉 |2∑
a′ | 〈φ| Eˆa′ |ψ〉 |2
. (39)
Now define the two-time state and the two-time version of Kraus operator as
Φ =A2 〈φ| ⊗ |ψ〉A1 ∈ HA2 ⊗HA1 ,
Ea =
∑
kl
βa,kl |k〉A2 ⊗A1 〈l| ∈ HA2 ⊗HA1 , (40)
where the two-time version of Kraus operator is denoted by Ea without the hat. An arbitrary
pure two-time state takes the form
Φ =
∑
αij A2 〈i| ⊗ |j〉A1 ∈ HA2 ⊗HA1 . (41)
Then the probability to obtain a as the outcome is given as
p(a) =
|Φ ·Ea|2∑
a′ |Φ · Ea′ |2
. (42)
A two-time density operator η is given as
η =
∑
r
prΦr ⊗ Φ†r ∈ HA2 ⊗HA1 ⊗HA†
1
⊗HA†2 . (43)
Consider a coarse-grained measurement
Ja =
∑
µ
Eµa ⊗Eµ†a ∈ HA2 ⊗HA1 ⊗HA
†
1 ⊗HA†
2
(44)
where the outcome a corresponds to a set of Kraus operators {Eˆµa }. Then the probability
to obtain a as the outcome is given as
p(a) =
η · Ja∑
a′ η · Ja′
. (45)
2. Connection between process matrix and pseudo-density matrix under post-selection
Now consider post-selection applied to ordinary quantum theory. It is known that a par-
ticular subset of post-selected two-time states in quantum mechanics give the form of process
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matrices within indefinite causal structures [35]. Here we first give a simple explanation for
this fact and further analyse the relation between a process matrix and a pseudo-density
matrix from the view of post-selection.
For an arbitrary bipartite process matrix W ∈ HAI ⊗HAO ⊗HBI ⊗HBO , we can expand
it in some basis:
WAIAOBIBO =
∑
ijkl,pqrs
wijkl,pqrs |ijkl〉 〈pqrs| . (46)
For the elements in each Hilbert space, we map them to the corresponding parts in a bipartite
two-time state. For example, we map the input Hilbert space of Alice to the bra and ket
space of Alice at time t1, and similarly for the output Hilbert space for t2. That is,
|i〉 〈p| ∈ L(HAI )→ 〈p| ⊗ |i〉 ∈ HA†
1
⊗HA1 (47)
|j〉 〈q| ∈ L(HAO)→ 〈q| ⊗ |j〉 ∈ HA2 ⊗HA
†
2 (48)
Thus, a two-time state ηWA1A2 ∈ HA2 ⊗HA1 ⊗HA
†
2 ⊗HA†
1
is equivalent to a process matrix
for a single laboratory WAIAO .
The connection with pre- and post-selection suggests one more interesting relationship
between a process matrix and a pseudo-density matrix. For a process matrix, if we consider
the input and output Hilbert spaces at two times, we can map it to a two-time state. That
is, we connect a process matrix with single laboratory to a two-time state. A pseudo-
density matrix needs two Hilbert spaces to represent two times. For a two-time state η12,
the corresponding pseudo-density matrix R12 has the same marginal single-time states, i.e.,
Tr1 η12 = Tr1R12 and Tr2 η12 = Tr2R12. Then we find a map between a process matrix
for a single event and a pseudo-density matrix for two events. Note that in the previous
subsections, we have mapped a process matrix for two events to one pseudo-density matrix
with half Hilbert space for two events, and mapped a process matrix for two events to a
pseudo-density matrix with two Hilbert spaces at each of two events. This suggests that the
relationship between a process matrix and a pseudo-density matrix is non-trivial with a few
possible mappings.
One question arising naturally here concerns the pseudo-density matrices with post-
selection. The definitions for finite-dimensional and Gaussian pseudo-density matrices guar-
antee that under the partial trace, the marginal states at any single time will give the state
at that time. In particular, tracing out all other times in a pseudo-density matrix, we get
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the final state at the final time. On the one hand, we may think that pseudo-density ma-
trix formulation is kind of time-symmetric. On the other hand, the final state is fixed by
evolution; that implies that we cannot assign an arbitrary final state, making it difficult for
the pseudo-density matrix to be fully time-symmetric. For other generalisation of pseudo-
density matrices like position measurements and weak measurements, the property for fixed
final states does not hold. Nevertheless, we may define a new type of pseudo-density matri-
ces with post-selection. We assign the final measurement to be the projection to the final
state and renormalise the probability. For example, a qubit in the initial state ρ evolves
under a CPTP map E : ρ → E(ρ) and then is projected on the state η. We may construct
the correlations 〈{σi, σj , η}〉 as
〈{σi, σj, η}〉 =
∑
α,β=±1
αβ Tr[ηP βj E(P αi ρP αi )P βj ]/pij(η), (49)
where P αi =
1
2
(1+ασi) and pij(η) =
∑
α,β=±1Tr[ηP
β
j E(P αi ρP αi )P βj ]. Then the pseudo-density
matrix with post-selection is given as
R =
1
4
3∑
i,j=0
〈{σi, σj , η}〉σi ⊗ σj ⊗ η. (50)
We further conclude the relation between a process matrix and a pseudo-density matrices
with post-selection. A process matrix with postselection in a laboratory is operationally
equivalent to a tripartite postselected pseudo-density matrix.
We briefly discuss post-selected closed timelike curves before we move on to a summary.
Closed timelike curves (CTCs), after being pointed out by Gödel to be allowed in general
relativity [51], have always been arising great interests. Deutsch [52] proposed a circuit
method to study them and started an information theoretic point of view. Deustch’s CTCs
are shown to have many abnormal properties violated by ordinary quantum mechanics.
For example, they are nonunitary, nonlinear, and allow quantum cloning [53, 54]. Several
authors [55–58] later proposed a model for closed timelike curves based on post-selected
teleportation. It is studied that process matrices correspond to a particular linear version
of post-selected closed timelike curves [59]. In pseudo-density matrices we can consider a
system evolves in time and back; that is the case for calculating out-of-time-order correlation
functions we will introduce later. For post-selected closed timelike curves, it is better to be
illustrated by the pseudo-density matrices with post-selection.
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D. Summary of the relation between pseudo-density matrix and indefinite causal
structures
In this section, we have introduced the relation between pseudo-density matrices and
indefinite causal order. We argue that the pseudo-density matrix formalism belongs to
indefinite causal structures. So far, all other indefinite causal structures to our knowledge
use a tensor product of input and output Hilbert spaces, while a pseudo-density matrix only
assumes a single Hilbert space. For a simple example of a qudit at two times, the dimension
used in other indefinite causal structures is d4 but for pseudo-density matrix is 2d2. Though
other indefinite causal structures assume a much larger Hilbert space, pseudo-density matrix
should not be taken as a subclass of any indefinite causal structures which already exist.
There are certain non-trivial relation between pseudo-density matrices and other indefinite
causal structures. As we can see from the previous subsections, it is possible to map a
process matrix to a corresponding pseudo-density matrix in four different ways: one-lab
to one-event direct map, one-lab to one-event with double Hilbert spaces map, one-lab to
two-event map, and a post-selected version.
Claim 1. A process matrix and the corresponding pseudo-density matrix allow the same
correlations or probabilities in four different mappings.
One obvious difference between a process matrix and a pseudo-density matrix is that, for
each laboratory, a process matrix measures and reprepares a state while a pseudo-density
matrix usually only makes a measurement and the state evolves into its eigenstate for each
eigenvalue with the corresponding probability. The correlations given by process matrices
and pseudo-density matrices are also the same. Examples in post-selection and closed time
curves suggest further similarities. In general, we can understand that the pseudo-density
matrix is defined in an operational way which does not specify the causal order, thus be-
longs to indefinite causal structures. We borrow the lessons from process matrices here to
investigate pseudo-density matrices further. Maybe it will be interesting to derive a unified
indefinite causal structure which takes the advantage of all existing ones.
Nevertheless, the ultimate goal of indefinite causal order towards quantum gravity is still
far reaching. So far, all indefinite causal structures are linear superpositions of causal struc-
tures; will that be enough for quantising gravity? It is generally believed among indefinite
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causal structure community that what is lacking in quantum gravity is the quantum un-
certainty for dynamical causal structures suggested by general relativity. The usual causal
order may be changed under this quantum uncertainty and there is certain possibility for
a superposition of causal orders. It is an attractive idea; however, being criticised due to
lack of evidence to justify the existence. One may argue that process matrices and quantum
switch can describe part of the universe; however, such an approach to quantum gravity
remains doubt. For example, indefinite causal structures restrict to linear superpositions of
causal orders and can only describe linear post-selected closed timelike curves. Why is the
ultimate theory of nature necessary to be linear?
IV. CONSISTENT HISTORIES
In this section we review on consistent histories and explore the relation between pseudo-
density matrices and consistent histories.
A. Preliminaries for consistent histories
Consistent histories, or decoherent histories, is an interpretation for quantum theory,
proposed by Griffiths [8, 9], Gell-Mann and Hartle [10, 11], and Omnes [12]. The main idea
is that a history, understood as a sequence of events at successive times, has a consistent
probability with other histories in a closed system. The probabilities assigned to histories
satisfy the consistency condition to avoid the interference between different histories and
that set of histories are called consistent histories [60–66].
Consider a set of projection operators {Pα} which are exhaustive and mutually exclusive:∑
α
Pα = 1, PαPβ = δαβPβ, (51)
where the range of α may be finite, infinite or even continuous. For each Pα and a system
in the state ρ, the event α is said to occur if PαρPα = ρ and not to occur if PαρPα = 0. The
probability of the occurrence of the event α is given by
p(α) = Tr[PαρPα]. (52)
A projection of the form Pα = |α〉 〈α| ({|α〉} is complete) is called completely fine-grained,
which corresponds to the precise measurement of a complete set of commuting observables.
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Otherwise, for imprecise measurements or incomplete sets, the projection operator is called
coarse-grained. Generally it takes the form P¯α¯ =
∑
α∈α¯ Pα.
In the Heisenberg picture, the operators for the same observables P at different times are
related by
P (t) = exp(iHt/~)P (0) exp(−iHt/~), (53)
with H as the Hamiltonian of the system. Then the probability of the occurrence of the
event α at time t is
p(α) = Tr[Pα(t)ρPα(t)]. (54)
Now we consider how to assign probabilities to histories, that is, to a sequence of events
at successive times. Suppose that the system is in the state ρ at the initial time t0. Consider
a set of histories [α] = [α1, α2, · · · , αn] consisting of n projections {P kαk(tk)}nk=1 at times
t1 < t2 < · · · < tn. Here the subscript αk allows for different types of projections, for
example, a position projection at t1 and a momentum projection at t2. Then the decoherence
functional is defined as
D([α], [α′]) = Tr[P nαn(tn) · · ·P 1α1(t1)ρP 1α′1(t1) · · ·P
n
α′n
(tn)], (55)
where
P kαk(tk) = e
i(tk−t0)HP kαke
−i(tk−t0)H . (56)
It is important in consistent histories because probabilities can be assigned to histories when
the decoherence functional is diagonal. It is easy to check that
D([α], [α′]) = D([α′], [α])∗, (57)∑
[α]
∑
[α′]
D([α], [α′]) = Tr ρ = 1. (58)
The diagonal elements are the probabilities for the histories (ρ, t0) → (α1, t1) → · · · →
(αn, tn):
p(α1, α2, . . . , αn) = D(α1, α2, . . . , αn|α1, α2, . . . , αn) = D([α], [α]) (59)
Until now, we considered fine-grained projections P kαk for fine-grained histories. The
coarse-grained histories are characterised by the coarse-grained projections P¯ kα¯k . To satisfy
the probability sum rules, the probability for a coarse-grained history is the sum of the
probabilities for its fine-grained histories. That is,
p(α¯1, α¯2, . . . , α¯n) =
∑
[α]∈[α¯]
p(α1, α2, . . . , αn), (60)
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where ∑
[α]∈[α¯]
=
∑
α1∈α¯1
∑
α2∈α¯2
· · ·
∑
αn∈α¯n
. (61)
On the other hand, we gain the decoherence functional for coarse-grained histories by directly
summing over the fine-grained projections as
D([α¯], [α¯′]) =
∑
[α]∈[α¯]
∑
[α′]∈[α¯′]
D([α], [α′]). (62)
For the diagonal terms,
D([α¯], [α¯]) =
∑
[α]∈[α¯]
D([α], [α]) +
∑
[α] 6=[α′],[α]∈[α¯]
∑
[α′]∈[α¯′]
D([α], [α′]), (63)
where [α] 6= [α′] means αk 6= α′k for at least one k.
To obey the probability sum rules that all probabilities are non-negative and summed to
1, the sufficient and necessary condition is
ℜ[D(α1, α2, . . . , αn|α′1, α′2, . . . , α′n)] = p(α1, α2, . . . , αn)δα1α′1 · · · δαnα′n . (64)
Eqn. (64) is called the consistency condition or decoherence condition. Sets of histories
obeying the condition are referred to consistent histories or decoherent histories. A stronger
version of consistency condition is
D(α1, α2, . . . , αn|α′1, α′2, . . . , α′n) = p(α1, α2, . . . , αn)δα1α′1 · · · δαnα′n . (65)
The decoherence functional has a path integral representation. With configuration space
variables qi(t) and the action S[qi],
D([α], [α′]) =
∫
[α]
Dqi
∫
[α′]
Dqi′ exp(iS[qi]− iS[qi′ ])δ(qif − qi
′
f )ρ(q
i
0, q
i′
0 ), (66)
where the two paths qi(t), qi
′
(t) begin at qi0, q
i′
0 respectively at t0 and end at q
i
f = q
i′
f at tf ,
and correspond to the projections P kαk , P
k
α′
k
made at time tk (k = 1, 2, . . . n).
B. Temporal correlations in terms of decoherence functional
The relation with the n-qubit pseudo-density matrix is arguably obvious. For example,
consider an n-qubit pseudo-density matrix as a single qubit evolving at n times. For each
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event, we make a single-qubit Pauli measurement σik at the time tk. We can separate the
measurement σik into two projection operators P
+1
ik
= 1
2
(I + σik) and P
−1
ik
= 1
2
(I − σik)
with its outcomes ±1. Corresponding to the history picture, each pseudo-density event
with the measurement σik corresponds to two history events with projections P
αk
ik
(αk =
±1). A pseudo-density matrix is built upon measurement correlations 〈{σik}nk=1〉. Theses
correlations can be given in terms of decoherence functionals as
〈{σik}nk=1〉 =
∑
α1,...,αn
α1 · · ·αn Tr[P αnin Un−1 · · ·U1P α1i1 ρP α1i1 U †1 · · ·U †n−1P αnin ]
=
∑
α1,...,αn
α1 · · ·αnp(α1, . . . , αn)
=
∑
α1,...,αn
α1 · · ·αnD([α], [α]), (67)
where D([α], [α]) is the diagonal terms of decoherence functional with [α] = [α1, . . . , αn].
Note that here only diagonal decoherence functionals are taken into account, which coincides
with the consistency condition.
Similar relations hold for the Gaussian spacetime states. For each event, we make a
single-mode quadrature measurement qˆk or pˆk at time tk. We can separate the measurement
xˆk =
∫
xk |xk〉 〈xk| dxk into projection operators |xk〉 〈xk| with outcomes xk. Then each
Gaussian event with the measurement xˆk corresponds to infinite and continuous history
events with projections |xk〉 〈xk|.
〈{xk}nk=1〉 =
∫ ∞
−∞
· · ·
∫ ∞
−∞
dx1 · · ·dxnx1 · · ·xn
Tr[|xn〉 〈xn|Un−1 · · ·U1 |x1〉 〈x1| ρ |x1〉 〈x1|U †1 · · ·U †n−1 |xn〉 〈xn|]
=
∫ ∞
−∞
· · ·
∫ ∞
−∞
dx1 · · ·dxnx1 · · ·xnp(x1, . . . , xn)
=
∫ ∞
−∞
· · ·
∫ ∞
−∞
dx1 · · ·dxnx1 · · ·xnD([x], [x]), (68)
where D([x], [x]) is the diagonal terms of decoherence functional with [x] = [x1, . . . , xn].
For general spacetime states for continuous variables, we make a single-mode measure-
ment T (αk) at time tk for each event. It separates into two projection operators P
+1(αk)
and P−1(αk), then it follows as the n-qubit case.
The interesting part is to apply the lessons from consistent histories to the generalised
pseudo-density matrix formulation with general measurements. We have argued that the
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spacetime density matrix can be expanded diagonally in terms of position measurements as
ρ =
∫ ∞
−∞
· · ·
∫ ∞
−∞
dx1 · · ·dxnp(x1, · · · , xn) |x1〉 〈x1| ⊗ · · · ⊗ |xn〉 〈xn| . (69)
It reminds us of the diagonal terms of the decoherence functional. It is possible to build a
spacetime density matrix from all possible decoherence functionals as
ρ =
∫ ∞
−∞
· · ·
∫ ∞
−∞
dx1dx
′
1 · · ·dxndx′nD(x1, . . . , xn|x′1, . . . x′n) |x1〉 〈x′1| ⊗ · · · ⊗ |xn〉 〈x′n| . (70)
Applying the strong consistency condition to the above equation, we gain Eqn. (69) again.
This argues why it is effective to only consider diagonal terms in position measurements.
which is originally taken for convenience.
Similarly, the spacetime Wigner function from weak measurements is easily taken as
a generalisation for the diagonal terms of the decoherence functional allowing for general
measurements. Recall that a generalised effect-valued measure is represented by
fˆ(q, p) = C exp
[−α[(qˆ − q)2 + λ(pˆ− p)2]] . (71)
The generalised decoherence functional for weak measurements is then given by
D(q, p, q′, p′, τ |ρˆ) = Tr [F(q, p, q′, p′; τ)ρˆ] , (72)
where
F(q, p, q′, p′; τ)ρˆ =
∫
dµG[q(t), p(t)]
∫
dµG[q
′(t), p′(t)]δ
(
q − 1
τ
∫ τ
0
dtq(t)
)
δ
(
p− 1
τ
∫ τ
0
dtp(t)
)
δ
(
q′ − 1
τ
∫ τ
0
dtq′(t)
)
δ
(
p′ − 1
τ
∫ τ
0
dtp′(t)
)
exp[− i
~
Hˆτ ]T exp
[
−γ
2
∫ τ
0
dt[(qˆH(t)− q(t))2 + λ(pˆH(t)− p(t))2]
]
ρˆ
T ∗ exp
[
−γ
2
∫ τ
0
dt[(qˆ′H(t)− q′(t))2 + λ(pˆ′H(t)− p′(t))2]
]
exp[
i
~
Hˆτ ],
(73)
here
dµG[q(t), p(t)] = lim
N→∞
(
γτ
√
λ
πN
N∏
s=1
dq(ts)dp(ts)
)
, (74)
dµG[q
′(t), p′(t)] = lim
N→∞
(
γτ
√
λ
πN
N∏
s=1
dq′(ts)dp
′(ts)
)
, (75)
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and
qˆH(t) = exp
[
i
~
Hˆt
]
qˆ exp
[
− i
~
Hˆt
]
, qˆ′H(t) = exp
[
i
~
Hˆt
]
qˆ′ exp
[
− i
~
Hˆt
]
,
pˆH(t) = exp
[
i
~
Hˆt
]
pˆ exp
[
− i
~
Hˆt
]
, pˆ′H(t) = exp
[
i
~
Hˆt
]
pˆ′ exp
[
− i
~
Hˆt
]
. (76)
The diagonal terms under the strong consistency condition reduce to the form in Ref [22]:
p(q, p, τ |ρˆ) = TrF(q, p; τ)ρˆ, (77)
where
F(q, p; τ)ρˆ =
∫
dµG[q(t), p(t)]δ
(
q − 1
τ
∫ τ
0
dtq(t)
)
δ
(
p− 1
τ
∫ τ
0
dtp(t)
)
exp[− i
~
Hˆτ ]
T exp
[
−γ
2
∫ τ
0
dt[(qˆH(t)− q(t))2 + λ(pˆH(t)− p(t))2]
]
ρˆ
T ∗ exp
[
−γ
2
∫ τ
0
dt[(qˆH(t)− q(t))2 + λ(pˆH(t)− p(t))2]
]
exp[
i
~
Hˆτ ]. (78)
Now we conclude the relation between decoherence functionals in consistent histories and
temporal correlations in pseudo-density matrices.
Claim 2. The decoherence functional in consistent histories is the probabilities in temporal
correlations of pseudo-density matrices.
Thus, we establish the relationship between consistent histories and all possible forms of
pseudo-density matrix. From the consistency condition, we also have a better argument for
why spacetime states for general measurements are defined in the diagonal form. It is not a
coincide.
V. GENERALISED NON-LOCAL GAMES
Game theory studies mathematical models of competition and cooperation under strate-
gies among rational decision-makers [67]. Here we give an introduction to nonlocal games,
quantum-classical nonlocal games, and quantum-classical signalling games. Then we show
the relation between quantum-classical signalling games and pseudo-density matrices, and
comment on the relation between general quantum games and indefinite causal order.
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A. Introduction to non-local games
The interests for investigating non-local games start from interactive proof systems with
two parties, the provers and the verifiers. They exchange information to verify a mathe-
matical statement. A nonlocal game is a special kind of interactive proof system with only
one round and at least two provers who play in cooperation against the verifier. In nonlocal
games, we refer to the provers as Alice, Bob, . . . , and the verifier as the referee. In Ref. [68],
nonlocal games were formally introduced with shared entanglement and used to formulate
the CHSH inequality [69]. Here we introduce the CHSH game as an example and then give
the general form of a non-local game.
The CHSH game has two cooperating players, Alice and Bob, and a referee who asks
questions and collects answers from the players. The basic rules of the CHSH game are as
the following:
1) There are two possible questions x ∈ {0, 1} for Alice and two possible questions
y ∈ {0, 1} for Bob. Each question has an equal probability as p(x, y) = 1
4
, ∀x, ∀y.
2) Alice answers a ∈ {0, 1} and Bob b ∈ {0, 1}.
3) Alice and Bob cannot communicate with each other after the game begins.
4) If a⊕ b = x · y, then they win the game, otherwise they lose.
For a classical strategy, that is, Alice and Bob use classical resources, they win with the
probability at most 3
4
. Alice and Bob can also adopt a quantum strategy. If they prepare
and share a joint quantum state |Φ+〉 = 1√
2
(|00〉+ |11〉) and make local measurements based
on the questions they receive separately, then they can achieve a higher winning probability
cos2(π/8) ≈ 0.854.
In general, a non-local game G is formulated by (π, l) on
−→
nl = 〈X ,Y ;A,B; l〉, (79)
where X , Y are question spaces of Alice and Bob and A, B are answer spaces of Alice and
Bob. Here π(x, y) is a probability distribution of the question spaces for Alice and Bob in
the form π : X × Y → [0, 1], and l(a, b|x, y) is a function of question and answer spaces for
Alice and Bob to decide whether they win or lose in the form l : X × Y × A × B → [0, 1];
for example, if they win, l = 1; otherwise lose with l = 0. For any strategy, the probability
distribution for answers a, b of Alice and Bob given questions x, y, respectively, is referred
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to as the correlation function p(a, b|x, y) of the form
p : X × Y ×A× B → [0, 1]. (80)
with the condition
∑
a,b p(a, b|x, y) = 1. With a classical source,
pc(a, b|x, y) =
∑
λ
π(λ)dA(a|x, λ)dB(b|y, λ), (81)
where dA(a|x, λ) is the probability of answering a given the parameter λ and the question b
and similar for dB(b|y, λ); with a quantum source,
pq(a, b|x, y) = Tr[ρAB(P a|xA ⊗Qb|yB )], (82)
where ρAB is the quantum state shared by Alice and Bob, P
a|x
A is the measurement made by
Alice with the outcome a given x, Q
b|y
B is the measurement made by Bob with the outcome
b given y. Then the optimal winning probability is given by
E−→
nl
[∗] ≡ max
∑
x,y
π(x, y)
∑
a,b
l(a, b|x, y)pc/q(a, b|x, y). (83)
B. Quantum-classical non-local & signalling games
First we introduce a generalised version of non-local games where the referee asks quantum
questions instead of classical questions (therefore this type of non-local games are refereed
to quantum-classical) [13]. Then we give the temporal version of these quantum-classical
non-local games as quantum-classical signalling games [14].
1. Quantum-classical non-local games
We now recap the model of quantum-classical non-local games [13], in which the questions
are quantum rather than classical. More specifically, the referee sends quantum registers to
Alice and Bob instead of classical information.
For a non-local game, with the question spaces X = {x} and Y = {y}, the referee
associates two quantum ancillary systems X and Y such that dimHX ≥ |X |, dimHY ≥ |Y|,
the systems are in the states τxX = |x〉 〈x| and τ yY = |y〉 〈y| with the questions x ∈ X and
y ∈ Y . Assume that Alice and Bob share a quantum state ρAB. Given the answer sets
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A = {a} and B = {b} and quantum systems XA and Y B, Alice and Bob can make the
corresponding POVMs P aXA and Q
b
Y B in the linear operators on the Hilbert space HXA and
HY B, such that
∑
a P
a
XA = 1XA and
∑
bQ
b
Y B = 1Y B. Then the probability distribution for
the questions and answers of Alice and Bob, that is, the correlation function P (a, b|x, y), is
given by
P (a, b|x, y) = Tr[(P aXA ⊗QbY B)(τxX ⊗ ρAB ⊗ τ yY )]. (84)
Quantum-classical non-local games replace classical inputs with quantum ones, formu-
lated by (π(x, y), l(a, b|x, y)) on
−−→
qcnl = 〈{τx}, {ωy};A,B; l〉. (85)
The referee picks x ∈ X and y ∈ Y with the probability distribution π(x, y) as the classical-
classical non-local game. With a classical source,
pc(a, b|x, y) =
∑
λ
π(λ) Tr[(τxX ⊗ ωyY )(P a|λX ⊗Qb|λY )]; (86)
with a quantum source,
pq(a, b|x, y) = Tr[(τxX ⊗ ρAB ⊗ ωyY )(P aXA ⊗QbBY )]. (87)
The optimal winning probability is, again, given by
E−−→
qcnl
[∗] ≡ max
∑
x,y
π(x, y)
∑
a,b
l(a, b|x, y)pc/q(a, b|x, y). (88)
2. Quantum-classical signalling games
In quantum-classical signalling games [14], instead of two players Alice and Bob, we
consider only one player Abby at two successive instants in time. Then quantum-classical
signalling games change the Alice-Bob duo to a timelike structures of single player Abby
with
−−→qcsg = 〈{τx}, {ωy};A,B; l〉. (89)
With unlimited classical memory,
pc(a, b|x, y) =
∑
λ
π(λ) Tr[τxXP
a|λ
X ] Tr[ω
y
YQ
b|a,λ
Y ]. (90)
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For admissible quantum strategies, suppose Abby at t1 receives τ
x
X and makes a measurement
of instruments {Φa|λX→A}, and gains the outcome a. Then the quantum output goes through
the quantum memory N : A→ B. The output of the memory and ωyY received by Abby at
t2 are fed into a measurement {Ψb|a,λBY }, with outcome b. Then
pq(a, b|x, y) =
∑
λ
π(λ) Tr[({(NA→B ◦ Φa|λX→A)(τxX)} ⊗ ωyY )Ψb|a,λBY ]. (91)
The optimal payoff function is, again, given by
E−−→qcsg[∗] ≡ max
∑
x,y
π(x, y)
∑
a,b
l(a, b|x, y)pc/q(a, b|x, y). (92)
C. Payoff functions as temporal correlations
To compare quantum-classical signalling games with pseudo-density matrices, first we
generalise the finite-dimensional pseudo-density matrices from Pauli measurements to gen-
eral positive-operator valued measures(POVMs). Recall that a POVM is a set of Hermitian
positive semi-definite operator {Ei} on a Hilbert space H which sum up to the identity∑
iEi = 1H. Instead of making a single-qubit Pauli measurement at each event, we make
a measurement Ei = M
a†
i M
a
i with the outcome a. For each event, there is a measurement
Mi : L(HX)→ L(HA), τxX 7→
∑
iM
a
i τ
x
XM
a†
i with
∑
Ma†i M
a
i = 1HX .
Now we map the generalise pseudo-density matrices to quantum-classical signalling
games. Assume ωyY to be trivial. For Abby at the initial time and the later time, we
consider ΦaX→A : τ
x
X →
∑
iM
a
i τ
x
XM
a†
i ,
∑
Ma†i M
a
i = 1HA . Between two times, the transfor-
mation from A to B is given by N : ρA →
∑
j NjρAN
†
j with
∑
j N
†
jNj = 1HA. Then
pq(a, b|x, y) = Tr[{(NA→B ◦ ΦaX→A)(τxX)}Ψb|aB ]
=
∑
ik
Tr[N{Mai τxXMa†i }Ψb|aB ]
=
∑
ijk
Tr[NjM
a
i τ
x
XM
a†
i N
†
jΨ
b|a
B ] (93)
〈{Φ,Ψ}〉 =
∑
a,b
abpq(a, b|x, y) (94)
It is the temporal correlation given by pseudo-density matrices. That is, a quantum-classical
signalling game with a trivial input at later time corresponds to a pseudo-density matrix
with quantum channels as measurements.
30
Claim 3. The probability in a quantum-classical signalling game with a trivial input at later
time corresponds to the probability in a pseudo-density matrix with quantum channels as
measurements.
It is also convenient to establish the relation between generalised games in time and
indefinite causal structures with double Hilbert spaces for each event. For completeness, we
also mention that Gutoski and Watrous [32] proposed a general theory of quantum games
in terms of the Choi-Jamiołkowski representation, which is an equivalent formulation of
indefinite causal order.
VI. OUT-OF-TIME-ORDER CORRELATIONS (OTOCS)
In this section we introduce out-of-time-order correlation functions, find a simple method
to calculation these temporal correlations via the pseudo-density matrix formalism.
A. Brief introduction to OTOCs
Consider local operators W and V . With a Hamiltonian H of the system, the Heisen-
berg representation of the operator W is given as W (t) = eiHtWe−iHt. Out-of-time-order
correlation functions (OTOCs) [15, 16] are usually defined as
〈VW (t)V †W †(t)〉 = 〈V U(t)†WU(t)V †U †(t)W †U(t)], (95)
where U(t) = e−iHt is the unitary evolution operator and the correlation is evaluated on
the thermal state 〈·〉 = Tr[e−βH ·]/Tr[e−βH ]. Note that OTOC is usually defined for the
maximally mixed state ρ = 1
d
. Consider a correlated qubit chain. Measure V at the first
qubit and W at the last qubit. Since the chain is correlated in the beginning, we have
OTOC as 1 at the early time. As time evolves and the operator growth happens, OTOC
will approximate to 0 at the late time.
B. Calculating OTOCs via pseudo-density matrices
In this subsection we make a connection between OTOCs and pseudo-density matrix
formalism. If we consider a qubit evolving in time and backward, we can get a tripartite
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pseudo-density matrix. In particular, we consider measuring A at t1, B at t2 and A again
at t3 and assume the evolution forwards is described by U and backward U
†. Then the
probability is given by
Tr[AU †BUAρA†U †B†UA†] = Tr[AB(t)AρA†B†(t)A†] (96)
If we assume that AA† = A, ρ = 1
d
, Eqn. (96) will reduce to the OTOC.
Claim 4. OTOCs can be represented as temporal correlations in pseudo-density matrices
with half numbers of steps for calculation; for example, a four-point OTOC, usually calculated
by evolving forwards and backwards twice, is represented by a tripartite pseudo-density matrix
with only once evolving forwards and backwards.
VII. A UNIFIED PICTURE
Now we consider a unified picture in which temporal correlations serve as a connection for
indefinite causal order, consistent histories, generalised quantum games and OTOCs. Given
a tripartite pseudo-density matrix, a qubit in the state ρ evolves in time under the unitary
evolution U and then back in time under U †. The correlations in the pseudo-density matrix
are given as
〈σi, σj , σk〉 =
∑
α,β,γ=±1
αβγ Tr[P γk U
†P βj UP
α
i ρP
α
i U
†P βj U ] (97)
where P αi =
1
2
(I+ασi), P
β
j =
1
2
(I+βσj) and P
γ
k =
1
2
(I+γσk). As the pseudo-density matrix
belongs to indefinite causal order, we won’t discuss the transform for indefinite causal order.
For consistent histories, we assume the state in ρ at the initial time and construct a
set of histories [χ] = [α → β → γ] with projections {P αi , P βj , P γk }. Then the decoherence
functional is given as
D([ξ], [ξ′]) = Tr[P γk U
†P βj UP
α
i ρP
α′
i U
†P β
′
j UP
γ′
k ] (98)
When we apply the consistency conditions, it is part of Eqn. (97) as
D([ξ], [ξ]) = Tr[P γk U
†P βj UP
α
i ρP
α
i U
†P βj UP
γ
k ], (99)
〈σi, σj , σk〉 =
∑
α,β,γ=±1
αβγD([ξ], [ξ]). (100)
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A quantum-classical signalling game is described in terms of one player Abby at two times
in a loop, or one player Abby at three times with evolution U and U †. The quantum-classical
signalling game is formulated by (π(x, y), l(a, b|x, y)) on
−−→qcsg = 〈{τx}, {ωy}, {ηz};A,B, C; l〉. (101)
The referee associates three quantum systems in the states τx, ωy and ηz with the questions
chosen from the question spaces x ∈ X , y ∈ Y , and z ∈ Z. Suppose Abby at t1 receives
τxX and makes a measurement of instruments {Mai }i with the outcome a. From t1 to t2,
the quantum output evolves under the unitary quantum memory U : A → B. After that,
Abby receives the output of the channel and ωy, and makes a measurement of instruments
{N bj }j with the outcome b. Then, we can consider that either the quantum memory goes
backwards to t1 or evolves under U
† : B → C to t3. Abby receives the output of the channel
again and ηz, and makes a measurement of instruments {Ock}k with the outcome c. Then
we have
pq(a, b, c|x, y, z) =
∑
λ,i,j,k
π(λ) Tr[OckU
†N bjUM
a
i ρM
a
i U
†N bjUO
c
k]. (102)
If we properly choose the measurements, we will have the decoherence functionals and the
probabilities in the correlations of pseudo-density matrix.
What is more, the tripartite pseudo-density matrix we describe is just the one we used
to construct OTOC. Thus, through this tripartite pseudo-density matrix, we gain a uni-
fied picture for indefinite causal order, consistent histories, generalised quantum games and
OTOCs in which temporal correlations are the same or operationally equivalent. Thus all
these approaches are mapping into each other directly in this particular case via temporal
correlations. Generalisation to more complicated scenarios are straightforward.
VIII. PATH INTEGRALS
The path integral approach [17] is a representation of quantum theory, not only useful
in quantum mechanics but also quantum statistical mechanics and quantum field theory. It
generalises the action principle of classical mechanics and one computes a quantum ampli-
tude by replacing a single classical trajectory with a functional integral of infinite numbers
of possible quantum trajectories. Here we argue that the path integral approach of quantum
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mechanics use amplitude as the measure in correlation functions rather than probability
measure in the above formalisms.
A. Introduction to path integrals
Now we briefly introduce path integrals and correlation functions [18]. Consider a bound
operator in a Hilbert space U(t2, t1)(t2 ≥ t1) as the evolution from time t1 to t2, which
satisfies the Markov property in time as
U(t3, t2)U(t2, t1) = U(t3, t1), ∀ t3 ≥ t2 ≥ t1 U(t, t) = 1. (103)
We further assume that U(t, t′) is differentiable and the derivative is continuous:
∂U(t, t′)
∂t
∣∣∣∣
t=t′
= −H(t)/~ (104)
where ~ is a real parameter, and later identified with Planck’s constant; H = iH˜ where H˜
is the quantum Hamiltonian. Then
U(t′′, t′) =
n∏
m=1
U [t′ +mǫ, t′ + (m− 1)ǫ], nǫ = t”− t′. (105)
The position basis for qˆ |q〉 = q |q〉 is orthogonal and complete: 〈q′ |q〉 = δ(q − q′),∫
dq |q〉 〈q| = 1. We have
〈q′′|U(t′′, t′) |q′〉 =
∫ n−1∏
k=1
dqk
n∏
k=1
〈qk|U(tk, tk−1) |qk−1〉 (106)
with tk = t
′+kǫ, q0 = q′, qn = q′′. Suppose that the operator H is identified with a quantum
Hamiltonian of the form
H = pˆ2/2m+ V (qˆ, t) (107)
where p, q ∈ Rd. We have
〈q|U(t, t′) |q′〉 =
(
m
2π~(t− t′)
)d/2
exp[−S(q)/~] (108)
where
S(q) =
∫ t
t′
dτ [
1
2
mq˙2(τ) + V (q(τ), τ)] +O((t− t′)2), (109)
and
q(τ) = q′ +
τ − t′
t− t′ (q − q
′). (110)
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We consider short time slices, then
〈q′′|U(t′′, t′) |q′〉 = lim
n→∞
( m
2π~ǫ
)dn/2 ∫ n−1∏
k=1
ddqk exp[−S(q, ǫ)/~], (111)
with
S(q, ǫ) =
n−1∑
k=0
∫ tk+1
tk
dt[
1
2
mq˙2(t) + V (q(t), t)] +O(ǫ2). (112)
Introducing a linear and continuous trajectory
q(t) = qk +
t− tk
tk+1 − tk (qk+1 − qk) for tk ≤ t ≤ tk+1, (113)
we can rewrite Eqn. (112) as
S(q, ǫ) =
∫ t′′
t′
dt[
1
2
mq˙2(t) + V (q(t), t)] +O(nǫ2). (114)
Taking n→∞ and ǫ→ 0 with nǫ = t′′ − t′ fixed, we have
S(q) =
∫ t′′
t′
dt[
1
2
mq˙2(t) + V (q(t), t)] (115)
as the Euclidean action. The path integral is thus defined as
〈q′′|U(t′′, t′) |q′〉 =
∫
q(t′′)=q′′
q(t′)=q′
[dq(t)] exp(−S(q)/~), (116)
where a normalisation of N = ( m
2π~ǫ)
dn/2 is hidden in [dq(t)].
The quantum partition function Z(β) = Tr e−βH (β is the inverse temperature) can be
written in terms of path integrals as
Z(β) = Tr e−βH = TrU(~β, 0) =
∫
dq′′dq′δ(q′′ − q′) 〈q′′|U(~β, 0) |q′〉
=
∫
q(0)=q(~β)
[dq(t)] exp[−S(q)/~]. (117)
The integrand e−S(q)/~ is a positive measure and defines the corresponding expectation value
as
〈F(q)〉 = N
∫
[dq(t)]F(q) exp[−S(q)/~], (118)
where N is chosen for 〈1〉 = 1. Moments of the measure in the form as
〈q(t1)q(t2) · · · q(tn)〉 = N
∫
[dq(t)]q(t1)q(t2) · · · q(tn) exp[−S(q)/~] (119)
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are the n-point correlation function. Suppose for the finite time interval β periodic boundary
conditions hold as q(β/2) = q(−β/2). The normalisation is given as N = Z−1(β). Then we
define
Z(n)(t1, · · · , tn) = 〈q(t1) · · · q(tn)〉. (120)
The generating functional of correlation functions is
Z(f) =
∑
n=0
1
n!
∫
dt1 · · ·dtnZ(n)(t1, · · · , tn)f(t1) · · ·f(tn)
=
∑
n=0
1
n!
∫
dt1 · · ·dtn〈q(t1) · · · q(tn)〉f(t1) · · · f(tn)
=
〈
exp
[∫
dtq(t)f(t)
]〉
(121)
What is more, the n-point quantum correlation functions in time appear as continuum limits
of the correlation functions of 1D lattice in classical statistical models. The path integral,
thus, represent a mathematical relation between classical statistical physics on a line and
quantum statistical physics of a point-like particle at thermal equilibrium. This is the ïňĄrst
example of the quantum-classical correspondence which maps between quantum statistical
physics in D dimensions and classical statistical physics in D + 1 dimensions [18].
B. Temporal correlations in path integrals are different
Here we take two-point correlations functions:
〈q(t1)q(t2)〉 =
∫
[dq(t)]q(t1)q(t2) exp[−S(q)/~]∫
[dq(t)] exp[−S(q)/~] (122)
In the Gaussian representation of pseudo-density matrices, temporal correlation for q1 at t1
and q2 at t2 with the evolution U and the initial state |q1〉 is given as
〈{q1, q2}〉 =
∫
dq1dq2q1q2| 〈q2|U |q1〉 |2 =
∫
dq1dq2q1q2
∣∣∣∣∣
∫ q(t2)=q2
q(t1)=q1
[dq(t)] exp[−S(q)/~]
∣∣∣∣∣
2
(123)
Correlations are defined as the expectation values of measurement outcomes. However,
path integrals and pseudo-density matrices use different positive measure to calculate the
expectation values. The correlations in path integrals use the amplitude as the measure,
while in pseudo-density matrices the measure is the absolute square of the amplitude, or we
say the probability.
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To see the difference, we consider a quantum harmonic oscillator. The Hamiltonian is
given as H = pˆ2/2m+mω2qˆ2/2. Note that the quantum amplitude of a quantum harmonic
oscillator is given as
〈q2|U(t2, t1) |q1〉 =
( mω
2π~ sinhωτ
)1/2
exp
{
− mω
2~ sinhωτ
[(q21 + q
2
2) coshωτ − 2q1q2]
}
, (124)
where τ = t2 − t1. In the Gaussian representation of pseudo-density matrices, temporal
correlations are represented as
〈{q1, q2}〉 =
∫
dq1dq2q1q2| 〈q2|U |q1〉 |2 = ~
8mω sinh2 ωτ
. (125)
However, in the path integral formalism, we consider
TrUG(τ/2,−τ/2; b) =
∫
[dq(t)] exp[−SG(q, b)/~] (126)
with
SG(q, b) =
∫ τ/2
−τ/2
dt[
1
2
mq˙2(t) +
1
2
mω2q2(t)− b(t)q(t)] (127)
and periodic boundary conditions q(τ/2) = q(−τ/2). We have
ZG(β, b) = TrUG(~β/2,−~β/2; b) = Z0(β)
〈
exp
[
1
~
∫ ~β/2
−~β/2
dtb(t)q(t)
]〉
0
(128)
where 〈•〉0 denotes the Gaussian expectation value in terms of the distribution e−S′/~/Z0(β)
and periodic boundary conditions. Here Z0(β) is the partition function of the harmonic
oscillator as
Z0(β) = 1
2 sinh(βω/2)
=
e−β~ω/2
1− e−β~ω . (129)
Then two-point correlations functions are given as
〈q(t1)q(t2)〉 = Z−10 (β)~2
δ2
δb(t)δb(u)
ZG(β, b)
∣∣∣∣
b=0
=
~
2ω tanh(ωτ/2)
. (130)
It is no surprise that the temporal correlations are distinct from each other in this example.
Claim 5. In general, temporal correlations in path integrals do not have the operational
meaning as those in pseudo-density matrices since they use different measures, with exception
of path-integral representation for spacetime states and decoherence functionals.
That indicates a fundamental difference of temporal correlations in path integrals and
other spacetime approaches, and raises again the question whether probability or amplitude
37
serves as the measure in quantum theory. It is natural that amplitudes interferes with
each other in field theory and expectation values of operators are defined with amplitudes
interference. Thus temporal correlations in path integrals cannot be operationally measured
as pseudo-density matrices. However, spacetime states defined via position measurements
and weak measurements in pseudo-density matrix formulation [22] are motivated by the path
integral formalism and have path-integral representations naturally. In addition, consistent
histories also have a path-integral representation of decoherence functionals as we mentioned
earlier.
IX. CONCLUSION AND DISCUSSION
We conclude that there is not much difference in different spacetime approaches for non-
relativistic quantum mechanics under this comparison of temporal correlations except path
integrals. They are closely related compared with pseudo-density matrices and formulate
temporal correlations in the same way or operationally equivalent. However, the path inte-
gral approach of quantum mechanics give temporal correlation in a different way. Via the
pseudo-density matrix formalism, we establish the relations among different spacetime for-
mulations like indefinite causal structures, consistent histories, generalised nonlocal games,
out-of-time-order correlation functions, and path integrals. As we can see, all these relations
are rather simple. The big surprise we learn from these relations is that almost everything
we know about space-time in non-relativistic quantum mechanics so far is connected with
each other but path integrals are not. Thus, it shows the possibility of a unified picture
of non-relativistic quantum mechanics in spacetime and a gap to relativistic quantum field
theory. We claim:
(1) A process matrix and the corresponding pseudo-density matrix allow the same correla-
tions or probabilities in four different mappings.
(2) The decoherence functional in consistent histories is the probabilities in temporal corre-
lations of pseudo-density matrices.
(3) The probability in a quantum-classical signalling game with a trivial input at later time
corresponds to the probability in a pseudo-density matrix with quantum channels as mea-
surements.
(4) OTOCs can be represented as temporal correlations in pseudo-density matrices with
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half numbers of steps for calculation; for example, a four-point OTOC, usually calculated
by evolving forwards and backwards twice, is represented by a tripartite pseudo-density ma-
trix with only once evolving forwards and backwards.
(5) In general, temporal correlations in path integrals do not have the operational meaning
as those in pseudo-density matrices since they use different measures, with exception of
path-integral representation for spacetime states and decoherence functionals.
A unified theory for non-relativistic quantum mechanics is suggested; nevertheless, how to
move on to relativistic quantum information, or further to quantum gravity, is still a big
gap worth exploring.
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