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1 An extension of Carathe´odory’s normality result
The probably most essential and fundamental result in the theory of normal families is
Montel’s Theorem which says that a family of functions meromorphic in a domain in C
which omit three distinct fixed values in C is normal; Schiff [5] calls it the ”Fundamental
Normality Test” (FNT). There are two natural directions to generalize this result:
(1) Instead of fixed exceptional values, one may consider exceptional values depending
on the respective function in the family under consideration. Of course, in this
context one can hope for normality only under additional assumptions on these
exceptional values: It does not suffice that the exceptional values are distinct; they
have to be kind of ”uniformly distinct”. The respective version of the FNT is due
to Carathe´odory [2, p. 202]. Here χ denotes the chordal and σ the spherical metric
on C.
Theorem 1 Let F be a family of meromorphic functions on a domain D. Suppose
there exists an ε > 0 such that each f ∈ F omits three distinct values af , bf , cf ∈ C
satisfying
σ(af , bf) · σ(af , cf) · σ(bf , cf) ≥ ε.
Then F is normal in D.
(2) Instead of exceptional values one may consider exceptional functions with disjoint
graphs, i.e. omitting each other.
The case of meromorphic exceptional functions is almost trivial: If a, b, c are mero-
morphic functions on a domain D omitting each other and if each f ∈ F omits a, b
and c, then we consider the family G of the cross ratio functions
z 7→ f(z)− a(z)
f(z)− b(z) ·
c(z)− b(z)
c(z)− a(z)
all of which omit the values 0, 1 and ∞ in D. By the FNT we obtain the normality
of G, hence of F .
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But an analogous normality result even holds for exceptional functions a, b, c : D −→
C which are merely continuous (w.r.t. the spherical metric on C) and which have
disjoint graphs as Bargmann et al. [1] have shown with the help of Ahlfors’ theory
of covering surfaces.
In the present paper we combine these two directions of generalization by considering
meromorphic exceptional functions which depend on the respective function in the family
under consideration. Our main result is the following.
Theorem 2 Let F be a family of functions meromorphic in D and ε > 0. Assume that
for each f ∈ F there exist functions af , bf , cf meromorphic in D or ≡ ∞ such that f
omits the functions af , bf , cf in D and
σ(af (z), bf (z)) · σ(af (z), cf(z)) · σ(bf (z), cf(z)) ≥ ε
for all z ∈ D. Then F is a normal family.
This result no longer holds for exceptional functions which are merely continuous on C
as the following counterexample shows:
Counterexample: Let fn(z) := e
nz, an ≡ 0, bn ≡ ∞, cn(z) := −ein Im(z) for all n. Then
each fn omits the continuous functions an, bn and cn and
σ(an(z), bn(z)) =
π
2
, σ(an(z), cn(z)) = σ(bn(z), cn(z)) =
π
4
for all n ∈ IN, z ∈ D, but (fn)n is not normal in D.
2 An extension of Zalcman’s Lemma
In the proof of Theorem 2 we require an extension of Zalcman’s well-known rescaling
lemma [6]. For p ∈ IN we define the projections
πj : (M(D))p −→M(D) (1 ≤ j ≤ p)
by
πj(f1, . . . , fp) := fj for (f1, . . . , fp) ∈ (M(D))p.
Lemma 3 (Extension of Zalcman’s Lemma) Let p be a natural number and F ⊆
(M(D))p. Assume that there exists a j0 ∈ {1, . . . , p} such that the family πj0(F) is not
normal at z = 0. Then there exist sequences (fn)n = ((f1,n, . . . , fp,n))n ⊆ F , (zn)n ∈ D
and (̺n)n ∈]0; 1[ such that limn→∞ zn = 0, limn→∞ ̺n = 0 and such that the sequences
(gj,n)n defined by
gj,n(ζ) := fj,n(zn + ̺nζ)
for all j = 1, . . . , p converge locally uniformly in C to functions gj ∈ M(C) ∪ {∞} such
that at least one of the functions g1, . . . , gp is not constant.
Extension of a Normality Result by Carathe´odory 3
Proof. By Marty’s theorem there exist sequences (fn)n ⊆ F and (z∗n)n ⊆ D such that
limn→∞ z
∗
n = 0 and limn→∞ f
#
j0,n
(z∗n) =∞. We define
rn :=
(
f
#
j0,n
(z∗n)
)− 1
2
+ 2 · |z∗n|.
Then we have limn→∞ rn = 0 and
|z∗
n
|
rn
≤ 1
2
for all n. Furthermore, we define
Mn := max
|z|≤rn
(
1− |z|
2
r2n
)
·
(
f
#
1,n(z) + · · ·+ f#p,n(z)
)
.
Then we have
Mn =
(
1− |zn|
2
r2n
)
·
(
f
#
1,n(zn) + · · ·+ f#p,n(zn)
)
for certain zn ∈ Urn(0). From
rn ·Mn ≥
(
1− |z
∗
n|2
r2n
)
·
(
f
#
j0,n
(z∗n)
) 1
2 ≥ 3
4
·
(
f
#
j0,n
(z∗n)
) 1
2
we see limn→∞ rnMn =∞. We define
̺n :=
r2n − |zn|2
r2nMn
and Rn :=
rn − |zn|
̺n
.
Then
̺n
rn − |zn| =
rn + |zn|
r2nMn
≤ 2
rnMn
−→ 0 (n→∞).
So we have limn→∞ ̺n = 0 and limn→∞Rn =∞. The functions
gj,n(ζ) := fj,n(zn + ̺nζ)
are meromorphic in URn(0) and satisfy
g
#
j,n(ζ) = ̺n · f#j,n(zn + ̺nζ) ≤
̺nMn
1− 1
r2
n
· |zn + ̺nζ |2
=
r2n − |zn|2
r2n − |zn + ̺nζ |2
≤ rn − |zn|
rn − |zn| − ̺n|ζ | ≤
1
1− R
Rn
< 2
for |ζ | ≤ R < 1
2
·Rn. So by Marty’s theorem each sequence (gj,n)n is normal in UR(0) for
every R > 0. Therefore, we may assume that (gj,n)n converges locally uniformly in C to
some gj ∈M(C) ∪ {∞} for every j = 1, . . . , p. From
g
#
1,n(0) + · · ·+ g#p,n(0) = ̺n ·
(
f
#
1,n(zn) + · · ·+ f#p,n(zn)
)
= ̺n ·Mn · r
2
n
r2n − |zn|2
= 1
we finally obtain g#1 (0) + · · · + g#p (0) = 1, i.e. g#j (0) > 0 for some j ∈ {1, . . . , p} (not
necessarily j = p) which means that not all of the gj are constant. 
Also Pang’s extension of Zalcman’s Lemma can be generalized in a similar way.
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One major disadvantage of this Lemma is the fact that it does not give any control which
of the limit functions gj are non-constant. (Of course, it is trivial that only those gj can be
non-constant for which πj(F) is not normal.) Proving a stronger version of this Lemma
where one can prescribe which gj is non-constant would be a giant leap for the theory of
normal families. In many possible applications (for example, to a famous conjecture of
Cartan and Eremenko [3, 4]) it would even suffice if one could exclude the case gj ≡ ∞. On
the other hand, in general one cannot expect that one can construct several nonconstant
limit functions by simultaneous rescaling. The deeper reason for this is the fact that if
(fn)n and (gn)n are sequences in M(D) which are not normal at the origin, then one
cannot conclude that there exists a sequence (zn)n in D with limn→∞ zn = 0 such that
both (f#n (zn))n and (f
#
n (zn))n are unbounded as the following counterexample illustrates.
Counterexample: Consider the functions fn(z) := nz +
√
n and gn(z) := −nz +
√
n.
Then
f#n (z) =
n
1 + n|1 +√nz|2 , g
#
n (z) =
n
1 + n|1−√nz|2 ,
so
f#n
(
− 1√
n
)
= g#n
(
1√
n
)
= n
for all n. Hence by Marty’s theorem both sequences (fn)n and (gn)n are not normal at
the origin. On the other hand, f#n (zn) → ∞ implies 1 +
√
nzn → 0 while g#n (zn) → ∞
implies 1 −√nzn → 0 for n → ∞. Obviously, it is impossible to satisfy both conditions
simultaneously. If fn(zn + ̺nζ) = nzn + ̺nnζ +
√
n (with zn, ̺n as in Zalcman’s Lemma)
tends to some nonconstant limit function, then gn(zn+ ̺nζ) = −fn(zn+ ̺nζ)+
√
n tends
to ∞ (and vice versa).
3 Proof of Theorem 2
We start with the corresponding result for functions meromorphic in C.
Lemma 4 Let a, b, c ∈M(C) ∪ {∞} and ε > 0. Assume that
σ(a(z), b(z)) · σ(a(z), c(z)) · σ(b(z), c(z)) ≥ ε (3.1)
for all z ∈ C. Then a, b and c are constant.
Proof. In view of σ(z, w) ≤ π for all z, w ∈ C we have
σ(a(z), b(z)) ≥ ε
π2
for all z ∈ C. If a ≡ ∞, then we deduce that b is bounded, hence constant by Liouville’s
theorem. If a 6≡ ∞, then we can conclude that
|a(z)− b(z)| ≥ σ(a(z), b(z)) ≥ ε
π2
for all z ∈ C which implies that a− b is constant. Now from
(
1 + |a(z)|2) · (1 + |b(z)|2) = |a(z)− b(z)|2
(χ(a(z), b(z)))2
≤ |a(z)− b(z)|
2(
2
pi
σ(a(z), b(z))
)2 ≤ π
6
4ε2
· |a(z)− b(z)|2
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for all z ∈ C we see that a and b itself are bounded, hence constant.
So we have shown that a and b are constant. In the same way we obtain that c is constant
as well. 
Lemma 5 Let G ⊆ (M(D))3 and ε > 0. Assume that
σ(a(z), b(z)) · σ(a(z), c(z)) · σ(b(z), c(z)) ≥ ε
for all (a, b, c) ∈ G and all z ∈ D. Then the families π1(G), π2(G) and π3(G) are normal
in D.
Proof. If πj(G) was not normal, then by Lemma 3 one could construct functions a, b, c ∈
M(C) ∪ {∞} which satisfy (3.1) for all z ∈ C such that one of the functions a, b, c is not
constant. This contradicts Lemma 4. 
Proof of Theorem 2: We assume that F is not normal in D. W.l.o.g. we may assume
that F is not normal at z = 0. Then by Lemma 3 there exist sequences (fn)n ∈ F ,
(an)n, (bn)n, (cn)n ⊆ M(D) ∪ {∞}, (zn)n ∈ D and (̺n)n ∈]0; 1[ such that limn→∞ zn = 0,
limn→∞ ̺n = 0, fn omits the functions an, bn, cn,
σ(an(z), bn(z)) · σ(an(z), cn(z)) · σ(bn(z), cn(z)) ≥ ε
for all z ∈ D and all n and such that the sequences (gn)n, (An)n, (Bn)n and (Cn)n defined
by
gn(ζ) := fn(zn + ̺nζ),
An(ζ) := an(zn + ̺nζ), Bn(ζ) := bn(zn + ̺nζ), Cn(ζ) := cn(zn + ̺nζ)
converge locally uniformly in C to functions g, A,B, C ∈ M(C) ∪ {∞}, resp., not all of
which are constant. Now Lemma 5 ensures that (an)n, (bn)n and (cn)n are normal. This
forces A, B and C to be constant. Therefore, g is not constant. By Hurwitz’s theorem, g
omits the three distinct constants A, B and C. This contradicts Picard’s theorem.
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