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Abstract
We give the generating function for the index of integer lattice
points, relative to a finite order ideal. The index is an important
concept in the theory of border bases, an alternative to Gro¨bner bases.
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1 Definition and elementary properties of borders
Definition 1. Let [n] = {1, 2, . . . , n}. Let X([n]) = {x1, . . . , xn} and let
T ([n]) be the monoid of power products
T ([n]) = {xα : α ∈ Nn } .
If S ⊆ [n] then
T (S) = {xα : α ∈ Nn, i 6∈ S =⇒ αi = 0 } .
We denote the degree of a power product t = xα by |t| = |α|, and let
T (S)a = { t ∈ T (S) : |t| = a }
T (S)<a = { t ∈ T (S) : |t| < a }
Definition 2. An order ideal O ⊂ T ([n]) is a set of power products closed
under division, i.e.
t ∈ O, s|t =⇒ s ∈ O
The border of an order ideal is defined by
∂O = [T ([n])1O] \ O
1
and the closed border by
∂O = ∂O ∪O
By iteration, we get the higher borders
∂kO = ∂
(
∂k−1O
)
, ∂kO = ∂kO ∪ ∂k−1O
We also define
∂0O = O, ∂0O = O
Lemma 3. Let O be an order ideal.
(a) For every k ≥ 1, we have that
∂kO = T ([n])k · O \ (T ([n])<k · O) .
(b) For every k ≥ 1, we have a disjoint union
∂kO =
k⋃
i=0
∂iO.
In particular, we have a disjoint union
T ([n]) =
∞⋃
i=0
∂iO.
(c) A term t ∈ T ([n]) is divisible by a term in O iff t ∈ T ([n]) \ O..
Proof. See [2].
Definition 4. Given an order ideal O and a power product t ∈ T ([n]), we
define the index indO(t) as the minimum k such that t ∈ ∂kO.
The following properties of the index are proved in [2]:
Lemma 5. (a) The index indO(t) is the smallest natural number k such
that t = t1t2 with t1 ∈ O, t2 ∈ T ([n])k.
(b) ind(tt′) ≤ |t|+ indO(t
′).
We can also note that
Lemma 6.
indO(t) =
{
0 t ∈ O
min(
{
1 + indO(
xi
t
) : xi|t
}
) t 6∈ O
(1)
2
Example 7. Let O =
{
1, x1, x
2
1, x2, x
2
2
}
. Then the function indO looks as
follows:
5 6 7 8 9 10 11 12
4 5 6 7 8 9 10 11
3 4 5 6 7 8 9 10
2 3 4 5 6 7 8 9
1 2 3 4 5 6 7 8
0 1 2 3 4 5 6 7
0 1 1 2 3 4 5 6
0 0 0 1 2 3 4 5
2 Generating functions for the index
We want to calculate the generating function for the index of a finite order
ideal.
Definition 8. If O ⊂ T ([n]) is a finite order ideal, then we define
IndO(y1, . . . , yn) =
∑
α∈Nn
indO(x
α)yα (2)
2.1 Dimension 2
If n = 2, a finite order ideal O may be encoded by a (number) partition
λ = (λ1, . . . , λm), as
t = xα11 x
α2
2 ∈ O ⇐⇒ α1 < m and α2 < λα1+1 (3)
The minimal axis-parallel rectangle containing O is called the bounding rect-
angle of O. Clearly, the upper right corner of the bounding rectangle has
coordinates (m− 1, λ1 − 1).
Lemma 9. Let O be a finite order ideal in T ([2]), given by a partition
(λ1, . . . , λm) as in (3). Then
1. If i > m− 1 then indO(i+ k, j) = indO(i, j) + k.
2. If j > λ1 − 1 then indO(i, j + k) = indO(i, j) + k.
3. If i > m−1 and j > λ1−1 then then indO(i+k, j+ℓ) = indO(i, j)+k+ℓ.
Proof. We prove the first assertion by induction over j. If j = 0 then it
follows from (1) that
indO(i+ 1, 0) = 1 + indO(i, 0),
hence that
indO(i+ k, 0) = indO(i, 0)
3
for all positive k. Assume that the assertion holds for j < p. Then for j = p
we have that
indO(i+ 1, j) = 1 + min(indO(i, j), indO(i+ 1, j − 1)).
Thus, either (or both) of the conditions
indO(i+ 1, j) = 1 + indO(i, j), indO(i+ 1, j) = 1 + indO(i+ 1, j − 1)
hold. If the first condition holds, we are through. If
indO(i+ 1, j) = 1 + indO(i+ 1, j − 1)
then by the induction hypothesis
indO(i+ 1, j) = 1 + indO(i+ 1, j − 1) = 1 + 1 + indO(i, j − 1)
hence Lemma 5 gives that that
indO(i+ 1, j) = 1 + indO(i, j)
The second assertion is proved in exactly the same way, and the third
assertion follows from the first two.
Remark 10. The following figure illustrates the manipulations in the proof:
b c
a a+ 1
We know that c = 1 + min(b, a + 1) and that c ≤ a + 2. It follows that
c = b+ 1.
Theorem 11. Let O ⊂ T ([2]) be a finite order ideal given by a partition
λ = (λ1, . . . , λm) as in (3). Put
P0(; ; b) = b
P1(y1; 1; b) =
∞∑
i1=0
(i1 + b)y
i1
1 =
b− (b− 1)y1
(1− y1)2
P2(y1, y2; 1, 1; b) =
∞∑
i1=0
∞∑
i2=0
(i1 + i2b)y
i1
1 y
i2
2
=
b− (b− 1)(y1 + y2) + (b− 2)(y1y2)
(1− y1)2(1− y2)2
(4)
4
Then
IndO(y1, y2) = y
m
1 y
λ1
2 P2(y1, y2; 1, 1; indO(m,λ1))+
m−1∑
j=0
y
j
1y
λ1
2 P1(y2; 1; indO(j, λ1))+
λ1−1∑
i=0
ym1 y
j
2P1(y1; 1; indO(i, λ1 − 1))+∑
x
a1
1
x
a2
2
∈T ([2])\O, a1<m, a2<λ1
ya11 y
a2
2 P0(; ; indO(a1, a2))
(5)
In particular, it is a rational function, with a denominator which divides
(1− y1)
2(1− y2)
2.
Proof. Since points in T ([2]) \ O can be partitioned into
1. Points to the right and above B,
2. Points above, but not to the right of, B,
3. Points to the right of, but not above, B, and
4. Points inside B but not in O,
the identity (5) follows from Lemma 9.
2.2 Higher dimensions
Definition 12. Let n be a positive integer and let a1, . . . , an, b be rational
numbers. Define
Pn(x1, . . . , xn; a1, . . . , an; b) =
∑
α∈Nn
(a1α1 + · · · + anαn + b)x
α (6)
We define P0(; ; b) = b.
Theorem 13. Let n be a positive integer and let a1, . . . , an, b be rational
numbers. Then the following identity of formal power series in Q[[x1, . . . , xn]]
holds:
Pn(x1, . . . , xn; a1, . . . , an; b) =
n∏
i=1
(1− xi)
−2
∑
A⊆[n]
[
(−1)|A|(b−
∑
j∈A
aj)
∏
j∈A
xj
]
(7)
In particular, putting a1 = a2 = · · · = an = 1 we have that
Pn(x1, . . . , xn; 1, . . . , 1; b) =
∑
α∈Nn
(|α| + b)xα
=
n∏
i=1
(1− xi)
−2
∑
A⊆[n]
[
(−1)|A|(b− |A|)
∏
j∈A
xj
]
(8)
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Proof. Put
Qn(x1, . . . , xn; a1, . . . , an; b) =
n∏
i=1
(1− xi)
−2
∑
A⊆[n]
[
(−1)|A|(b−
∑
j∈A
aj)
∏
j∈A
xj
]
Then
P1(x1; a1, b) =
∞∑
α1=0
(a1α1b)x
α1
1
= a1x1(1− x1)
−2 + b(1− x1)
−1
= (b− (b− a1)x1)(1 − x1)
−2
Now assume, by induction, that Pn−1 = Qn−1. Let
α = (α1, . . . , αn)
α˜ = (α1, . . . , αn−1)
a = (a1, . . . , an)
a˜ = (a1, . . . , an−1)
x = (x1, . . . , xn)
x˜ = (x1, . . . , xn−1)
and let • denote the ordinary scalar product. Then
Pn = Pn(x;a; b)
=
∑
α∈Nn
(a •α+ b)xα
=
∞∑
αn=0
∑
α∈Nn−1
(a •α+ anαn + b)x
αxαnn
=
∞∑
αn=0
xαnn
∑
α∈Nn−1
Pn−1(x;a; anαn + b)
By the induction hypothesis, this is
∞∑
αn=0
xαnn
[
n−1∏
i=1
(1− x1)
−2
∑
B⊆[n−1]
(−1)|B|(anαn + b−
∑
j∈B
aj)
∏
j∈B
xj
]
which we write as
n−1∏
i=1
(1− x1)
−2(S1 + S2)
with
S1 = (1− xn)
−1
∑
B⊆[n−1]
(−1)|B|(b−
∑
j∈B
aj)
∏
j∈B
xj
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and
S2 =
∞∑
αn=0
xαnn
∑
B⊆[n−1]
(−1)|B|(anαn)
∏
j∈B
xj
=
∑
B⊆[n−1]
(−1)|B|an
∞∑
αn=0
αnx
αn
n
∏
j∈B
xj
= an
xn
(1− xn)2
∑
B⊆[n−1]
(−1)|B|
∏
j∈B
xj
So
P =
n∏
i=1
(1− xi)
−2
[(1− xn) ∑
B⊆[n−1]
(−1)|B|(b−
∑
j∈B
aj)
∏
j∈B
xj
+
anxn ∑
B⊆[n−1]
(−1)|B|
∏
j∈B
xj
]
=
n∏
i=1
(1− xi)
−2
∑
B⊆[n−1]
[
(−1)|B|
anxn + (1− xn)(b−∑
j∈B
aj)
∏
j∈B
xj
]
=
n∏
i=1
(1− xi)
−2
∑
A⊆[n]
[
(−1)|A|(b−
∑
j∈A
aj)
∏
j∈A
xj
]
where the last equality is obtained by considering, for any B ⊂ [n− 1], the
two subsets B,B ∪ {n} ⊆ [n].
We can also note that∑
α∈Nn
(a1α1 + · · ·+ anαn + b)x
α =
∂
∂t
(
tb
n∏
i=1
(1− taixi)
−1
)∣∣∣∣∣
t=1
(9)
We recall the following well-known results:
Theorem 14. (i) If O ⊂ T ([n]) is an order ideal, then the complement
I = O \ T ([n]) is a monoid ideal in T ([n]); i.e., T ([n])I ⊆ I. Further-
more, I has a unique minimal generating set, which is finite.
(ii) There exists a (not necessarily unique) partition (i.e. disjoint union)
I = ∪mj=1ujT (Sj), uj ∈ I, Sj ⊆ [n] (10)
with exactly one of the Sj’s is equal to [n].
Proof. The first assertion is the so-called Dickson Lemma; the second is a
result of Riquier [3]; see also [1] and [4].
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Remark 15. In order to obtain a decomposition adapted to our purpose, we
will accept some singletons in (10), i.e. some Sj = ∅.
Definition 16. Let O ⊂ T ([n]) be a finite order ideal. A partition (10) of
T ([n]) is called admissible for O if, whenever the support of β is contained
in Sj it holds that
indO(ujx
β) = indO(uj) + |β| (11)
Lemma 17. Let O ⊂ T ([n]) be a finite order ideal. If the partition (10) of
T ([n]) is admissible for O, and uj = x
αj then
IndO(y1, . . . , yn) =
m∑
j=1
yαjP|Sj |({ yℓ : ℓ ∈ Sj } ; 1, . . . , 1; indO(uj) (12)
Proof. Obvious.
Example 18. Not all decompositions (10) are admissible for O. Consider
again the order ideal of Example 7. We see that, because of the “embed-
ded” 1 at position (1, 1), any suitable decomposition must include x1x2 as
a singleton.
For instance, the decomposition
I = x32T ([2]) ∪ x1x
2
2T (1) ∪ x1x2T (1) ∪ x
3
1T (1)
does not yield an expression
IndO(y1, y1) = y
3
2P2(y1, y2; 1, 1; 1)+
y1y
2
2P1(y1; 1; 1) + y1y2P1(y1; 1; 1) + y
3
1P1(y1; 1; 1)
since the restriction indO(i, 1), i ≥ 1 is not strictly increasing.
The decomposition used in Theorem 11 is
I = x32T ({2}) ∪ x1x
3
2T ({2}) ∪ x
2
1x
3
2T ({2}) ∪ x
3
1x
3
2T ({1, 2})∪
x31x
2
2T ({1}) ∪ x
3
1x2T ({1}) ∪ x
3
1T ({1})
A more “economic” decomposition is
I = x32T ({1, 2}) ∪ x1x
2
2T ({1}) ∪ x1x2T (∅) ∪ x
2
1x2T ({x1}) ∪ x
3
1T ({x1})
yielding the correct expression
IndO(y1, y2) = y
3
2P2(y1, y2; 1, 1; 1)+
y1y
2
2P1(y1; 1; 1) + y1y2 + y
2
1y2P1(y1; 1; 1) + y
3
1P1(y1; 1; 1)
Definition 19. If O ⊂ T ([n]) then the minimal axis-parallel box B con-
taining O is called the bounding box of O. The extreme corner of B is the
point (m1, . . . ,mn) with mi = max({αi : α ∈ O }.
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Lemma 20. Let O ⊂ T ([n]) be a finite order ideal, with a bounding box B
with extreme corner (m1, . . . ,mn). Then, if ∅ 6= S ⊆ [n], if αi > mi for
i ∈ S, and if βi = 0 for i 6∈ S, then
indO(α+ β) = indO(α) + |β| (13)
Proof. If n = 1 the assertion is trivial. The case n = 2 is Lemma 9.
For a general n, we will prove that if α1 > m1 then
indO(α+ re1) = indO(α) + r (14)
As in Lemma 9, this is enough to show the full assertion. Furthermore, it is
enough to show this for r = 1.
Let I = T ([n]) \ O, and put
Ik =
{
xβ ∈ I : βn = k
}
Ok =
{
xβ ∈ O : βn = k
}
If k = 0, then O0 can be regarded as a finite order ideal in T ([n − 1]),
and so by induction (on n) (14) holds.
We now prove the assertion by induction on k. For k > 0, we have that
indO(m1 + 1, α2, . . . , αn−1, k) = 1+
min(indO(m1, α2, . . . , αn−1, k), indO(m1 + 1, α2, . . . , αn−1, k − 1)).
If
indO(m1 + 1, α2, . . . , αn−1, k) = 1 + indO(m1, α2, . . . , αn−1, k)
then we are done. If
indO(m1 + 1, α2, . . . , αn−1, k) = 1 + indO(m1 + 1, α2, . . . , αn−1, k − 1)
then we note that by the induction hypothesis
indO(m1 + 1, α2, . . . , αn−1, k − 1) = 1 + indO(m1, α2, . . . , αn−1, k − 1)
hence
indO(m1 + 1, α2, . . . , αn−1, k) = 2 + indO(m1, α2, . . . , αn−1, k − 1)
Using Lemma 5 we get that
indO(m1 + 1, α2, . . . , αn−1, k) = 1 + indO(m1, α2, . . . , αn−1, k).
Remark 10 applies here, as well.
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Definition 21. If C ⊂ T ([n]) is a finite order ideal, and if u ∈ C, we define
the set of free directions at u by
freeC(u) { i ∈ [n] : u+ ei 6∈ C } (15)
Here, ei ∈ N
n is the vector with zeroes in all positions except in the i’th
position, where there is a one.
Theorem 22. Let O ⊂ T ([n]) be a finite order ideal with bounding box B.
For u ∈ ∂B, put f(u) = free∂B(u). Then the following identity holds:
IndO(y1, . . . , yn) =
∑
u∈∂B
P#f(u)({ yi : i ∈ f(u) } ; 1, . . . , 1; indO(u)) (16)
In particular,
IndO(y1, . . . , yn)
n∏
i=1
(1− yi)
2
is a polynomial.
Proof. Follows from Lemma 20 and Lemma 17.
Note that
1. Theorem 11 is a special case of Theorem 22. Points within the bound-
ing box have no free directions, hence contribute with a single term to
IndO.
2. We can not replace B with O in (16), since there can be several u ∈ ∂O
with freeO(u) = [n], leading to double-counting.
3. There are other admissible decompositions of T ([n])\O, but as exam-
ple 7 shows, we might have to include singleton sets in the decompo-
sition.
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