It is often important to rapidly detect an increase in the incidence rate of a given disease or other medical condition. It has been shown that when disease counts are sequentially available from a single region, a univariate control chart designed to detect rate increases, such as a one-sided cumulative sum chart, is very effective. When disease counts are available from several regions at corresponding times, the most efficient monitoring method is not readily apparent. Multivariate monitoring methods have been suggested for dealing with this detection problem. Some of these approaches have shortcomings that have been recently demonstrated in the quality control literature. We discuss these limitations and suggest an alternative multivariate exponentially weighted moving average chart. We compare the average run-length performance of this chart with that of competing methods. We also evaluate the statistical performance of these charts when the actual increase in the disease count rate is different from the one that the chart was optimized to detect quickly. Copyright
INTRODUCTION
C ertain diseases and health conditions are monitored over time by researchers and public health agencies to detect increases in the incidence rate (e.g. Heffernan et al. 1 , Thacker et al. 2 , Fricker 3 , Fricker and Rolka 4 ). These rate increases represent an increased risk to the public. The data may include the time and location of each incidence. Although in some cases it is possible to obtain the exact spatial coordinates of each reported case, this information is often not available. An alternative is to collect the data at regular intervals from each of several spatially defined regions and to use some surveillance method to determine whether the regional rates are changing over time. Knowing that an increase has occurred can also lead to further investigation into the cause or causes of the increase, which may range from changes in population demographics or behavior to a natural disease outbreak to a bioterrorism attack.
Surveillance methods can be used retrospectively or prospectively to detect whether there has been an increase in a certain rate over time. In retrospective surveillance, a past sequence of data is examined to determine whether there has been an increase in the incidence rate sometime in the past. In prospective surveillance, new information is used as it becomes available to help detect any rate increase as soon as possible after it occurs. In the public health literature, the prospective methods are not as developed as the retrospective methods. Farrington and Beale 5 , Sonesson and Bock 6 , and Woodall 7 have reviewed some of the surveillance methods currently in use.
Elliott and Wartenberg 8 discussed some of the developments in spatial methodology, including spatial surveillance techniques. Some methods for prospective spatial surveillance have been presented or summarized by Raubertas 9 , Rogerson 10,11 , Kulldorff 12 , and Woodall et al. 13 , among others. A good review of spatial surveillance methods is given by Shmueli and Fienberg 14 . Many of the present problems and challenges in surveillance are discussed in Shmueli 15 . Spatial surveillance has also received attention in several recent books, including Wilson et al. 16 , Lawson and Kleinman 17 , Brookmeyer and Stroup 18 , and Lawson 19 .
In industrial applications, control charts are frequently used to detect changes in rates. The performance of all commonly used control charts has been thoroughly studied for both the 'in-control' situation when no change has occurred and for the 'out-of-control' situation when some specified changes (e.g. an outbreak of disease) have occurred. In particular, Woodall 20 reviewed the literature for control charts based on count data. Much more work has appeared since.
To address the spatial surveillance problem, an initial step may be to monitor each regional rate with its own (univariate) control chart. This is reasonable when an outbreak is restricted to a small spatial area. However, there may be geographic or demographic similarities between regions, or an outbreak may occur in several or all regions at the same time. In such cases, a system of univariate control charts cannot make full use of the available information. One alternative is to employ a multivariate control chart. Rogerson and Yamada 21 have compared the use of individual univariate charts with the use of a multivariate chart for monitoring spatial disease patterns. They have also discussed some of the issues involved in this monitoring problem.
In any surveillance program, several assumptions must be made. In this paper, it is assumed that there is an expected rate of incidence for each region based on demographic and possibly other data. This rate can be determined based on some appropriate existing methodology. A number of cases are observed in each region during each data collection period. These observed counts can be scaled by the population size of the respective regions to produce an observed incidence rate. If the observed incidence rate significantly exceeds the expectation, then the conclusion is that the incidence rate has increased. It is important to be able to detect an outbreak as quickly as possible while controlling the number of false alarms. The methods considered in this paper are useful for monitoring the rates of chronic diseases, not infectious diseases, since no seasonal effects are included. For infectious diseases, the methods could be applied to the residual vectors obtained from fitting time-series models.
The regions and their associated borders must be defined (although a region need not necessarily have a common border with any of the other regions). These borders are usually, but need not always be, based on geographic features, political boundaries, postal codes, census tracts, or other similar criteria. The location of the boundaries can affect the performance of the surveillance method. Further, it is important that the data be collected at regular time intervals. In some applications, data may be available daily or weekly. More often, data will be collected on a monthly or quarterly basis. We require data from all regions at each time period.
The length of the reporting time period and the size of the regions being monitored affect the ability to detect an outbreak condition in a timely manner. Shmueli and Feinberg 14 and Haining (p. 61) 22 discussed this issue further. In particular, if the data are gathered too frequently and/or the data are excessively localized, the regional counts in each sampling interval may yield low counts. In this situation, it is difficult to maintain an adequate false-alarm rate while still maintaining power to detect an increased rate when one occurs. A researcher might attempt to resolve this problem by increasing the time between reporting periods or by increasing the size of the regions. In this case, a localized rate increase (in time or space) could be harder to detect if the increased rate occurs only in some part of a region or in some portion of the time period being reported. In the spatial case, this is referred to as the modifiable areal unit problem (for a detailed discussion of this problem, see Section 4.5 of Waller and Gotway 23 ).
If the incidence rate increases in one or more regions, that increase would be reflected in both the mean and in the apparent correlation structure in the study area. This has been referred to as 'first-order clustering' (Waller and Gotway (p. 259) 23 and Kulldorff et al. 24 ). In some cases, however, the counts of certain regions may depend on other (usually nearby) regions. Such a case may arise for diseases caused or exacerbated by certain environmental conditions. The counts obtained from a study area containing such spatially dependent regions may inherently contain clusters, and this has been called 'second-order clustering' (Waller and Gotway (p. 259) 23 and Kulldorff et al. 24 ).
In Section 2, we introduce the most common multivariate control charts and discuss some of the issues concerning their use in spatial surveillance. We also propose a new control chart, which is a modification of the multivariate exponentially weighted moving average (MEWMA) control chart of Lowry et al. 25 . In Section 3, the performance of this chart is compared with the charts suggested by Rogerson and Yamada 21 . Finally, in Section 4, we discuss some issues in spatial surveillance using multivariate control charts.
MULTIVARIATE CONTROL CHARTS AND THEIR USE
We assume that disease count data are collected at discrete time periods t = 1, 2, . . . from regions (or other sources) labeled i = 1, . . . , n independent of the realizations at preceding time periods. The count for region i at time period t is denoted by X i,t and assumed to follow a Poisson distribution. At each time period, the X i,t values can be combined into a vector X t = (X 1t , X 2t , . . . , X nt ). An estimate of the expected count of each region when there has been no outbreak, i,0 , must be specified. These can be aggregated into the vector l 0 = ( 10 , 20 , . . . , n0 ). We assume that each of these Poisson means are sufficiently large to permit the use of normal approximations to the Poisson distributions. This same assumption is implied by Rogerson and Yamada 21 . Because the X i,t follow Poisson distributions, the regional counts have different variances (unless all regions have the same expected counts). Further, the observations from the regions may be correlated to some extent with each other. The variance and correlation information is incorporated into the covariance matrix, R.
If it is believed that there are no spatial associations (that is, no second-order clustering), then the covariances are zero and R is directly related to l 0 by the Poisson assumption. Otherwise, the correlation structure must be estimated and appropriately scaled by the regional Poisson parameters. Because the estimation of the correlations is often difficult, systematic methods have been developed to model the spatial proximity of any pair of regions. One such method, Rooks' case adjacency, is used by Rogerson and Yamada 21 . Correlation structures have also been systematically modeled by using functions of the distance between regions, considering the c closest regions to each of the regions, determining the percentage of a region's perimeter shared with bordering regions, and by determining which regions border each of the regions (the binary connectivity matrix).
Common multivariate control charts
Rogerson and Yamada 21 have evaluated the use of multiple univariate control charts, with one for each region. They used cumulative sum (CUSUM) charts. The chart for the ith region is based on
where r is a parameter called the reference value. The CUSUM chart for the ith region signals if C i,t exceeds an alarm limit, h, which is chosen to produce a specified average time between false alarms. To detect an increase in any of the regions, one must maintain n of these charts. 27 . The MC1 chart is a multivariate CUSUM chart. The construction of this chart is based on the assumption that each observed value of X t is normally distributed. To compute the chart statistic, one must first compute
where
The chart statistic is
The value r again acts as the reference value parameter. The MC1 chart signals if MC1 t exceeds an alarm limit, h. The choice of r and h affects the chart's statistical performance. When a univariate CUSUM chart is used to monitor the mean of a normal distribution, the optimal choice of r has been shown to be equal to one-half of the shift that the chart is intended to detect quickly. Because of this, a common choice for r for the MC1 chart is
where (l 1 −l 0 ) represents the shift of interest. Pignatiello and Runger 27 , however, indicated that this value is not necessarily optimal for the MC1 chart. Furthermore, the regional counts are assumed to be Poisson random variables. Therefore, this 'optimal' choice for r is not fully justified, since the Poisson assumption implies that the variance increases with the mean and the normal distributions are only approximate distributions for the regional counts. There are CUSUM-based alternatives to the MC1 chart. For example, another multivariate CUSUM chart was presented by Crosier 28 . This MCUSUM chart has been shown to be similar to, but slightly less effective than, the MC1 chart. Therefore, we do not present details on this chart here.
Stoto et al. 29 and Fricker 30 modified the Crosier MCUSUM chart so that it would only respond to increases in regional counts. They then compared the performance of this modified MCUSUM chart with that of multiple univariate CUSUM charts. They found that both these methods were preferred to the more traditional Shewhart-based multivariate control charts. They also found that in certain circumstances MCUSUM was superior in performance, whereas in others the system of multiple univariate CUSUM charts was superior in performance.
A competing chart to the CUSUM chart is the exponentially weighted moving average (EWMA) chart. The performance of the EWMA and CUSUM charts has been shown to be approximately equivalent in the univariate case (e.g. Lucas and Saccucci 31 ; Reynolds and Stoumbos 32 ).
Lowry et al. 25 suggested a multivariate extension of the EWMA chart. First, one computes where Z 0 = 0. The parameter >0 is often called the smoothing parameter. It is known that Z t has a covariance matrix equal to
or, as t →∞,
Because of the principles of steady-state analysis that are explained in Section 3.1, Equation (8) will be used. The MEWMA chart statistic is
and a signal is generated if MEW t exceeds an alarm limit, q. As with the MC1 chart, the choice of the parameters and q affects the statistical performance of the chart. It is commonly recommended that = 0.2 be used. If possible, other values of should be considered, as they may give superior chart performance.
One-sided versus two-sided charts
It is well known that a one-sided statistical hypothesis test is preferable to a two-sided hypothesis test if the researcher is only concerned with an effect in one direction. An analogous property holds true with control charts. Rogerson and Yamada 21 used one-sided control charts when they used individual (univariate) control charts, with a separate chart for each region. This is sensible because a decrease in the incidence rate would often not be of as much interest as an increase. However, the fundamental multivariate control charts previously discussed can signal an alarm for many types of changes. Such changes may include only increases or only decreases in some regions, and may also include increases in some regions accompanied by decreases in others. A multivariate control chart is called 'directionally invariant' if the statistical performance of the chart depends on l and R solely through the non-centrality parameter
where l−l 0 represents the change in the mean vector, and R is the applicable covariance matrix, which is usually assumed to remain constant. It follows that directionally invariant charts can signal shifts in any direction from the target vector. This property can be useful in certain settings, but is not desirable for monitoring disease rates, as one should (generally) not be alarmed by a decrease in a disease rate. Some (e.g. Pignatiello and Runger 27 ) have discussed this principle of directional invariance in greater detail. The principle of directional invariance is useful because it is easier to evaluate the statistical performance of a chart that has this property. However, as discussed in Section 3.2, the covariance matrix changes after a shift in the mean vector when Poisson distributed counts are being monitored. Furthermore, it is not desirable to detect shifts in all directions in a surveillance program intended to detect only increases in disease incidence.
Since it is not particularly important here to detect decreases in incidence rates, the ideal approach would involve a multivariate control chart that is analogous to a one-sided univariate control chart. One of the approaches of Fassò 33 would generate an alarm for an increased rate in at least one region, but only under the condition that none of the parameters being monitored have decreased. Specifically, he suggests the use of the hypotheses:
H 0 : l = 0 (without loss of generality)
until process shifts at some unknown time where X + is the 'only-increase' set of the parameter space, defined by
The problem with this approach is that the resulting modified MEWMA chart is designed to signal an increase in the incidence rate under the assumption that the rate did not decrease in any of the regions. This is overly restrictive, as the disease rate may increase in some regions while decreasing elsewhere. It is important to detect an increase in the count of any region, regardless of any decrease in the counts of other regions. Fassò 34 has also introduced and discussed a hypothesis testing approach which will detect any increase, but this approach has not yet been implemented in the context of control charts.
Testik and Runger 35 followed the 'only-increase' approach. They also provided a variant in which some of the parameters (here these represent regional rates) are permitted to increase or decrease, but the remaining parameters remain subject to the 'only-increase' approach used by Fassò 33 . (Essentially, this means that some of the variables are treated as 'two sided' while others are treated as 'one sided.') Testik and Runger 35 also mentioned another approach, in which the statistic
is used. A signal is given for large, positive values of P.
Sonesson and Frisén 36 have suggested an alternative to the MEWMA chart introduced by Lowry et al. 25 . Sonesson and Frisén pointed out that the MEWMA chart statistic MEW t is a quadratic form of a vector of individual statistics and an appropriate covariance matrix. They proposed using individual upper CUSUM statistics in a similar quadratic form. The choice of these statistics results in a chart that would detect increases in the rates of some regions without being adversely affected by the presence of decreases in the rates of other regions.
Stoto et al. 29 and Fricker 30 also used only the upper CUSUM statistics as inputs to the MCUSUM chart, so that decreases in rates would not contribute to producing an alarm. They stated that there would be greater power in detecting increases in rates.
The proposed one-sided MEWMA chart
Our proposal for a one-sided MEWMA chart is similar to that of Sonesson and Frisén 36 , who suggested the use of upper CUSUM statistics, and Stoto et al. 29 , who modified the MCUSUM chart. In this proposed method, a 'barrier' is placed on the EWMA statistics given in Equation (6)
where the maximum operator refers to an element-wise comparison of the two vectors. This Z t is used in Equation (9) to form the MEWMA statistic. Since no element of Z t will ever be less than zero, the resulting chart will signal only as a result of increases in the observed incidence rate of one or more regions. This modification is relatively simple, but we do note that R Z t and R Z ∞ , as defined in Equations (7) and (8), are only approximate under this procedure.
Buildup of credit
The control charts presented in this paper combine information over time to more efficiently detect small increases in the disease incidence rates. When one of these charts is used, the chart statistic may accumulate information, which can result in a delay in the time required to signal that the disease incidence rates have increased. This property is referred to as the building up of 'credit' in literature applying control 39 also pointed out that the MC1 chart has considerable inertia. Because of the very high amount of inertia that can be generated by the MC1 chart, its use is not recommended in monitoring applications. The MCUSUM chart of Crosier 28 does not suffer as significantly from the inertia problem.
There are at least two factors that contribute to a buildup of credit. First, a monitoring technique may be slow to indicate a sudden increase in disease rates if there has been a gradual buildup of information which indicates a decrease in disease rates. Secondly, a technique may simply not give sufficient weight to the most recent data points. Runger and Testik 39 also note that many forms of the MEWMA chart suffer from the inertia problem because of this issue. If recent data points are given a low enough weight (small in EWMA-based charts), a significant amount of data will be required in favor of the outbreak hypothesis, particularly if historic data have been contrary to that hypothesis. The modified MCUSUM of Stoto et al. 29 and Fricker 30 and the one-sided MEWMA chart we have proposed are not as severely affected by the credit problem because decreases in rates do not hinder the ability of these charts to detect future rate increases.
PERFORMANCE

Comparing different control charts
Control chart performance is often evaluated using the average run length (ARL). This is the expected number of samples before the chart signals. To evaluate the in-control ARL performance using simulation, we generated values for (X t −l 0 ) using a multivariate normal distribution whose mean vector is the zero vector. We used computer simulation to generate data until the chart signals, at which point we recorded the number of samples generated. Each simulation in Table I was replicated 50 000 times; in the remaining tables, 100 000 simulations were used to gain greater accuracy. We then computed the average of the number of samples required. This is our estimate of the ARL for an in-control condition. By trial and error, we attempted to find values for the control limit and chart parameters that produced an in-control ARL equal to 100. However, due to simulation error, it is not possible to guarantee that the values selected produce an in-control ARL exactly equal to 100.
When the incidence rate increases in any particular region, a control chart should signal that increase faster (on average) than it would falsely signal in the in-control case. Such cases are simulated by assigning a positive value to at least one element of l. If two competing charts are designed with equal in-control ARLs, the chart with the smaller out-of-control ARL is usually considered to be the superior chart. This corresponds to better sensitivity for the same false-alarm rate. Often there are several sets of control chart parameters that yield out-of-control ARL results that are within simulation error. Therefore, our 'optimal' parameter settings are selected using the best estimates available with the specified number of simulations.
Sonesson and Bock 6 pointed out that most researchers compare different charts by starting the chart at t = 0 (this means that the control chart statistic is at its starting value) and assuming that the process shifts immediately to the out-of-control case. That is, researchers have assumed that a chart will be at its starting value when there is an outbreak. We refer to such conditions as initial state. This assumption is not very realistic. It is more likely that a chart may run for a considerable amount of time before an outbreak occurs. We suggest comparing the performance of charts that begin with some time in an in-control state before the out-of-control condition occurs. We refer to this condition as steady state. Steady-state analyses are common in industrial process simulations (e.g. Reynolds and Stoumbos 32, 40 ) .
A steady-state simulation can be achieved by assuming that disease rates are at their expected levels for some specified amount of time before increasing. We chose to run the process in control for 50 Copyright time periods. The out-of-control ARL is the expected number of samples required to detect the increased rate, with the modification that the count is started at the time that the rates increase (as opposed to beginning the count at the start of the in-control period). If a simulated chart signals that the rates have increased during the in-control period, that particular run was discarded and a new run was generated in its place.
A change in incidence rate affects the variance
We assume that the number of incidences in each region follows the Poisson distribution. The Poisson distribution has a mean and variance equivalent to the size of the population multiplied by the expected incidence rate. The Poisson parameter for the ith region is denoted by i . In our models, i represents an expected number of cases in a region or the expected rate multiplied by the population for the region. If the count, i , has increased, then there is a change in both the mean and the variance of the count being monitored. In the multivariate framework, the covariance between region i and each of the other regions is also affected by an increase in i . In our simulations, we will account for the change in variance and covariance. This change is reflected in R by multiplying the i, i element by i / i0 and all other elements in the ith row or ith column by i / i0 .
Simulation environment
Rogerson and Yamada 21 tested the performance of several MC1 charts with different parameters. For purposes of comparing the performance of different control charts, we consider their system of 10 regions. Note, however, that our proposed method can be applied to any system of non-overlapping regions arranged in any fashion, as long as the correlation between the counts in any two regions is known. The 10 regions used by Rogerson and Yamada 21 were arranged in a three-by-three grid, with the 10th region placed in the first column, below the third row. We number these regions with regions 1-3 in the first row, 4-6 in the second row, 7-9 in the third row, and region 10 in the fourth row. It is assumed that these regions follow Rooks' case adjacency in their correlation structure. The structure of Rooks' case adjacency is such that the ith and jth regions have correlation equal to c , where 0 ≤ p ≤ 1 and c is the smallest number of boundaries that must be crossed to travel between the ith and jth regions. For example, regions 1 and 5 will have correlation equal to 2 because one must cross the boundaries between regions 1 and 2 and between regions 2 and 5, or between regions 1 and 4 and between regions 4 and 5.
In the system we have just described, the regions share boundaries. However, the control chart methods discussed in this paper will work with any spatial configuration as long as the correlation structure between regions (or sites) is known. For example, the data may come from situations in which the region boundaries may be irregularly shaped. In some cases, the regions may not share common boundaries (for example, data may only be collected from regions 1, 3, 9, and 10 of the grid configuration). It is also possible that several sources may be used, such as data from hospitals, clinics, and laboratories, which may not correspond to 'regions' at all.
We continue Rogerson and Yamada's 21 choice of 0, 0.2, 0.5, and 0.7 for correlations (values of ). For the purpose of comparison, we will initially consider the case in which expected regional counts increase by one standard deviation. This is, for example, equivalent to a 10% increase when i,0 = 100 for all i.
Note that when >0, an incidence of disease in one location suggests that people in or near that location are more likely to also be diagnosed with the disease. For many types of diseases (particularly those that are not airborne or spread by contact) there should be little or no spatial correlation. When no spatial correlation is assumed, fewer assumptions about the regional structure are necessary.
In this paper, we use the simplifying assumption that all regions have the same baseline value of 0 . In order to use the normal approximation to the Poisson distribution, it is recommended that 0 be at least 10. We consider in-control values of 0 equal to 10, 50, and 100. If, for example, each region has a population of 10 000, then these values of 0 could correspond to incidence rates of 0.001, 0.005, and 0.01, respectively, for each individual. 21 . They determined that r = 4.82 by simulation when h was set to zero. None of these sets of parameters appear to have been chosen to produce charts that are optimal in some sense. Further efforts to optimize chart performance are reported in Section 3.6.
Impact of shifted variance and steady-state analysis
In the columns of Table I labeled 'RY', the out-of-control ARLs are given, following the methods used to generate Figure 1 of Rogerson and Yamada 21 . Therefore, the fact that the variance changes when the rate increases is ignored. Also, these results are evaluating the relative performance under the initial-state case, in which the rates have increased when the monitoring begins. The standard errors of each ARL estimate given in this column are no more than 0.45% of the associated ARL.
In the columns of Table I labeled 'SSCOV', the out-of-control steady-state ARLs (or SSARLs) are given. Here the covariance matrix is changed with the shift in the mean vector and the steady-state approach is used. The covariance matrix changes depend on the in-control mean vector l 0 . Here it is assumed that all 10 regions each have an in-control average count of 100. The standard errors of each ARL estimate given in this column are no more than 0.45% of the associated ARL.
A comparison of the two sets of columns in Table I shows that, except for the Shewhart case where h = 0, the MC1 chart has poorer statistical performance when one accounts for both the shift in variance resulting from the assumption that we have a Poisson process and the use of a steady-state analysis. However, these adjustments provide a more realistic representation of the performance of the chart. Table I . Estimated out-of-control ARLs (no covariance matrix shift) and SSARLs (with covariance matrix shift) for the MC1 chart: (a) count in region 1 shifts by 1 standard deviation; (b) counts in three adjacent regions (1, 2, and 4) each shift by 1 standard deviation; and (c) counts in three disjoint regions (1, 6, and 10) each shift by 1 standard deviation 
Size of shifts
The Poisson assumption implies that the variance of an observed count is the same value as the mean and hence it may be difficult to interpret the size of the shift when an out-of-control condition corresponds to an increase of some number of standard deviations. If, for example, 10 cases of a disease are expected to occur in a population of 10 000, then a one standard deviation increase corresponds to an increased rate of about 3.16 cases or a 31.6% increase. However, if the disease is expected to occur, say, 50 times on average in a population of 10 000, then a one standard deviation increase corresponds to an increased rate of about 7.07 cases or a 14.1% increase. Because the 'size' of a standard deviation is dependent on , it is more practical to be concerned with increases in terms of percentage change as opposed to increases in units of the standard deviation. This type of increase has been considered in the quality literature for Poisson variates (e.g. Lucas 41 ).
Comparison between the proposed and existing charts
There are many ways to compare the one-sided MEWMA chart with competing charts such as the MC1 method or the system of multiple one-sided univariate CUSUM charts. We set up the comparisons by choosing the optimal parameters for each chart such that the out-of-control SSARL is minimized for a specific out-of-control condition, when the in-control ARL is 100. We used simulation to approximate the optimal chart parameters ( , reference value, and alarm limits) for each of these three charts. We have examined three main cases: the detection of a 20% shift with 0 = 10, a 20% shift with 0 = 50, and a 10% shift with 0 = 100. This last case represents a one standard deviation increase, which makes it similar to the case simulated by Rogerson and Yamada 21 . The other two cases deal with the possibility of lower regional counts, but assume that the rate increase will be somewhat larger, since small shifts are generally difficult to detect.
We considered each of these three cases under three different types of regional shifts. These shifts involve a shift in the rate of a single region (region 1), a shift in the rates of three adjacent regions (1, 2, and 4), and a shift in the rates of three non-adjacent regions (1, 6, and 10). Table II presents the estimated out-of-control SSARLs of the optimized charts in these cases, assuming = 0.5.
We note that based on the point estimates in Table II , detection of the specified increase by an MC1 chart requires at least 14% more time periods on average than the corresponding one-sided MEWMA chart. The one-sided MEWMA chart also detects increases in these cases faster than the system of multiple one-sided univariate CUSUM charts. We note, however, that the system of multiple one-sided univariate CUSUM charts is sometimes superior to the MC1 method. This happens when either a single region experiences an increased rate or all regions experience increased rates. In these cases, the one-sided nature of the univariate CUSUM system is more valuable than the spatial information. In the cases where the rates of three regions are shifted, however, the MC1 chart makes better use of the spatial information, and this leads to greater sensitivity to the increases than the one-sided univariate CUSUM charts, which ignore the spatial information. When = 0, the regions are spatially independent of each other. Table III provides the estimated ARL performance of the three control chart methods in this independent case. Note that the same combinations of 0 and percent shift used in Table II are presented for the out-of-control conditions in which the mean (1) of any one region increases, (2) increases simultaneously in any three regions, and (3) increases simultaneously in all the regions. Since the regions are spatially independent of each other, there is no need to indicate which of the regions have rates that are increasing in the three-region case.
When a rate increase occurs in just one region, the results in Table III indicate that the system of univariate CUSUM charts detects the increase faster (on average) than the competing charts. However, if the increase occurs simultaneously in three regions, the one-sided MEWMA control chart tends to detect the increase faster. In the case of a one-region increase, each univariate control chart is considering only the information from the associated data stream (and not considering covariance); hence, it makes sense that the univariate method would have the fastest detection. The one-sided MEWMA method is best for an increase in three regions in part because the one-sided MEWMA chart statistic is affected by changes in any of the streams (and not just a single data stream). The MC1 method is inferior in most of these cases. This is likely due to the fact that the MC1 method can signal for decreases in rates, and therefore the control limits need to be increased somewhat to account for the number of false alarms associated with decreases.
We have explored other combinations of shift size, 0 , and , although we have not attempted to optimize the control chart performance for these combinations. However, in that limited exploration, the one-sided MEWMA chart has been consistently superior to the MC1 chart and to the system of one-sided univariate CUSUM charts when either >0 or more than one region is affected.
Ability to detect shifts of varying sizes
The optimal charts used in Table II were designed to detect specific percentage increases as rapidly as possible. However, it is possible that larger or smaller shifts will occur, since in practice the size of the shift is not known. Therefore, it is beneficial to compare the statistical performance of the multiple univariate CUSUM chart system, the MC1 chart, and the one-sided MEWMA chart under a variety of shift sizes. We use the optimal chart parameters (alarm limits and either the reference value or smoothing parameter) we have already found for the charts in Table II . Each set of parameters is tested under shift sizes ranging from 5 to 30%.
We present the comparison for rate shifts involving region 1 only, regions 1, 2, and 4, and regions 1, 6, and 10 in Figures 1-3 , respectively. Each of these comparisons is made assuming = 0.5. Each line represents the out-of-control SSARL for a different chart. Each of these charts shows that the best choice is the one-sided MEWMA chart. This is particularly clear in the event of a shift that is smaller than that for which the methods are optimized. 
DISCUSSION
In a monitoring context, it is often essential to detect increases in rates based on regional counts of disease as soon as possible after an increase occurs in the population. Knowing about the increase sooner may put officials in a position to better understand trends in the spread of disease and act on that knowledge. It follows that any improvement in the ARL performance of a monitoring technique should be pursued. We have investigated techniques used in detecting increases in rates that are monitored in multiple locations at the same points in time. Some of the issues involved include steady-state analyses, building of 'credit' in multivariate control charts, and properties of the Poisson distribution.
In this paper, we have shown that the proposed one-sided MEWMA chart is superior to the other monitoring techniques that we considered, namely the MC1 chart and the system of multiple univariate CUSUM charts. The one-sided MEWMA chart is, on average, the fastest to signal even when the increase is different from the increase the chart was designed to detect optimally. The MC1 chart, on the other hand, has inferior performance. We feel that the MC1 chart should not be used in surveillance because of the credit that can build up when this chart is used.
Our results indicate that the ARL performance for all methods is worse for a shift in three regions with a high assumed correlation between them than for a shift of equal size in three regions where the assumed correlation is smaller. Therefore, high spatial correlation can make it harder to detect true outbreaks in some cases. When data are aggregated over time most, if not all, methods in use require that the count data must be available from all regions before the control chart statistic can be recalculated. However, particularly in complicated data collection schemes, it will be difficult to have all the data available before some specified deadline. Although Strat 42 briefly discussed this issue, there have not been any studies on the performance of various surveillance methods when the data are incomplete. It is possible that many control chart-based methods will not be usable, and if any are, no one procedure is likely to be optimal. On the other hand, data must also be obtained with minimal reporting delay, as such delays must be added to ARL when determining the time required to discover an increase in the disease rates.
Another issue concerns the use of the normal approximation to the Poisson distribution. This approximation is known to be adequate in the univariate case when the Poisson mean is 'large.' This issue could be addressed through the development of multivariate monitoring methods that use the Poisson framework rather than relying on the normal approximation. To evaluate properties of this method in the multivariate case, an algorithm is needed which will efficiently generate data from a multivariate Poisson distribution. Finally, there is a need to establish some set of procedures for responding to the signals given by multivariate control charts. In particular, it is important to know which regions experienced increased rates, when the increase began, and the magnitude of the increase. A reasonable initial action would be to investigate the control charts for the individual regions and to compare the recently observed rates with the expected rates in a map of the regions.
