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Abstract—The deployment of unmanned aerial vehicles (UAVs)
is proliferating as they are effective, flexible and cost-efficient
devices for a variety of applications ranging from natural disaster
recovery to delivery of goods. We investigate a transmission
mechanism aiming to improve the data rate between a base
station (BS) and a user equipment through deploying multiple
relaying UAVs. We consider the effect of interference, which
is incurred by the nodes of another established communication
network. Our primary goal is to design the 3D trajectories and
power allocation for the UAVs to maximize the data flow while
the interference constraint is met. The UAVs can reconfigure
their locations to evade the unintended/intended interference
caused by reckless/smart interferers. We also consider the sce-
nario in which smart jammers chase the UAVs to degrade the
communication quality. In this case, we investigate the problem
from the perspective of both UAV network and smart jammers.
An alternating-maximization approach is proposed to address
the joint 3D trajectory design and power allocation problem.
We handle the 3D trajectory design by resorting to spectral
graph theory and subsequently address the power allocation
through convex optimization techniques. Finally, we demonstrate
the efficacy of our proposed method through simulations.
Index Terms—Unmanned Aerial Vehicle (UAV), trajectory
optimization, power allocation, interference management, smart
interferer, spectral graph theory, Cheeger constant.
I. INTRODUCTION
THE utilization of unmanned aerial vehicles (UAVs) hasrecently become a practical approach for a variety of
mission-driven applications including border surveillance, nat-
ural disaster aftermath, monitoring, search and rescue, and
purchase delivery [2]–[7]. Owing to the low acquisition cost
of UAVs as well as their fast deployment and efficient cov-
erage capabilities, UAV-assisted wireless communications has
attracted extensive interest recently [8]–[14]. Specifically, the
3D mobility feature of UAVs and the coexistence of relaying
UAVs with other existing communication networks (e.g., cel-
lular networks) have led to new design challenges and oppor-
tunities in these networks [15], [16], which are not investigated
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in the context of classic wireless sensor networks [17]. This
fact has promoted an extensive literature dedicated to studying
the unique design aspects of these networks, e.g., [18]–[28].
In current literature, the UAV-assisted relay communication
is mainly studied in two different contexts, in which the
network is assumed to be either static, i.e., the positions of
the UAVs, transmitter, and receiver are fixed during the data
transmission [18]–[22], [29], or dynamic [23]–[28], where the
positions of the transmitter and receiver are assumed to be
fixed while the UAVs are typically assumed to be mobile.
In the context of static UAV-assisted wireless communi-
cations, in [29], considering an interference limited in band
downlink cellular network, the authors studied the effects of
scheduling criteria, mobility constraints, path loss models,
backhaul constraints, and 3D antenna radiation pattern on
trajectory optimization problem of an UAV. In [18], optimal
deployment of a UAV in a wireless relay communication sys-
tem is obtained in order to improve the quality of communica-
tions between two obstructed access points by maximizing the
average data rate of the system, while limiting the symbol error
rate below a threshold. In [19], a relay network is considered
in the context of a four node channel setup consisting of
a transmitter, a receiver, a UAV relay, and an eavesdropper,
where the goal is to shed light on the application of UAV-
enabled relaying in secure wireless communications. The
secrecy rate maximization problem is formulated, which turns
out to be non-convex, for which an iterative approach based on
difference of concave (DC) programming is proposed. In [20],
the UAVs are utilized to form an aerial backhaul network so as
to enhance the performance of the ground network, which is
measured through data rate and delay. The link configuration
between the UAVs and the gateways, and among the UAVs,
is formulated as a network formation game, which is solved
through a myopic network formation algorithm. Considering
multiple static UAVs, optimal UAV locations are derived in
[21] through maximizing the data rate in single link multi-
hop and multiple links dual-hop relaying schemes. In this
work, it is assumed that the UAVs are hovering at an identical
fixed altitude during the transmission. As a follow-up work
for [21], in our recent work [22], [30], we studied the optimal
position planning of UAV relays between the transmitter and
the receiver, which coexist with a major interferer in the
environment. In this work, we investigated the following two
new problems: i) identifying the minimum required number of
UAVs and their optimal positions to satisfy a given SIR of the
system, ii) developing a distributed algorithm to maximize the
ar
X
iv
:1
90
9.
12
77
7v
1 
 [e
es
s.S
P]
  2
6 S
ep
 20
19
2SIR of the system requiring message exchange only between
adjacent UAV relays.
In the context of dynamic UAV-assisted wireless commu-
nication, in [23], the joint optimization of propulsion and
transmission energies for a UAV relay-assisted communication
network is studied. A general optimal control problem is
formulated for energy minimization based on dynamic models
for both transmission and mobility. In [24], the optimum
altitude of a UAV for both static and mobile relaying, which
corresponds to the circular movements around the user, is
considered so as to maximize the reliability of the system,
which is measured through total power loss, the overall outage,
and the overall bit error rate. It is shown that that decode-and-
forward relaying is better than amplify-and-forward relaying
in terms of reliability. In [25], a UAV-assisted relay communi-
cation network is proposed, where the UAV serves as a relay
between a base station and a mobile device. The amplify-and-
forward relaying scheme is used, for which the trajectory of
UAV, the transmit power of both the UAV and the mobile
device are obtained so as to minimize the outage probability
of the system. In [26], assuming a source-destination pair
and a UAV relay, an end-to-end throughput maximization
problem is formulated to optimize the relay trajectory and the
source/relay power allocations subject to practical constraints
on the UAV speed, transmitting power of the transmitter and
the UAV, etc. Afterward, an alternating optimization approach
is proposed to jointly derive the optimal transmission power
of the transmitter and the UAV, and the UAV trajectory.
In [27], a wireless relay network model is considered, in
which a fixed-wing UAV serves as a relay among the ground
stations with disconnected communication links in the event
of disasters. It is assumed that the UAV deploys the decode-
and-forward relaying protocol. Considering the fact that in
contrast to rotatory-wing UAVs, fixed-wing UAVs require
circular movements to maintain their altitude, it is shown that
the conventional fixed rate relaying will no longer be effective.
To this end, a variable rate relaying approach is proposed
to enhance the performance of the system measured through
outage probability and information rate. In [28], UAVs are
deployed in a wireless network in order to provide connectivity
or boost the capacity for the ground users. A nested segmented
propagation model is proposed for the air-to-ground channel,
based on which they proposed an algorithm to search the
optimal UAV position for establishing the best wireless relay
link between a base station and a user in a dense urban area.
In this work, we consider the application of UAVs in a
more complicated relay network structure, where the network
consists of multiple ground/terrestrial nodes and aerial nodes,
i.e., UAVs. The direction for the flow of information is
assumed to be time varying and thus unknown a priori. In
this context, each node is considered to be a transceiver. We
aim to propose an analytical framework to enhance the current
literature on the subject by incorporating the existence of
interferers. We consider the mobility of UAVs during the data
transmission to avoid/suppress the interference from multiple
interferers.
The existence of multiple interferers in a 3D environment
makes our methodology different from the current literature.
We pursue two different design schemes considering two
different interpretations for the interferers: (i) Reckless inter-
ferer and (ii) Smart interferer. Reckless interferers produce
interference unintentionally, e.g., primary transmitters in the
context of cognitive radio networks. In this case, we study the
problem considering two scenarios; First, we assume that the
UAV network and the co-existing network (which is referred
to as primary network) can cooperate to mitigate the mutual
interference; Second, these two networks are assumed to be
non-cooperative. We consider both the interference from the
primary network to the UAV network and vice versa as the sat-
isfactory performance of both networks is of high importance.
Smart interferers, on the other hand, generate interference by
intention to interrupt or degrade the communication quality of
the UAV network, e.g., mobile jammers, or malicious UAV
users. Here, we consider the problem from the perspective of
both the UAV network and the smart jammers. In this case, we
only consider the interference from the smart jammers to the
UAV network. We pursue the problem of joint power allocation
and 3D trajectory design for UAVs to maximize the achievable
data rate of the network.
A. Summary of Contributions
• We investigate the UAV-assisted communication problem
in the presence of interference based on graph theory. In
particular, we formulate the optimization problem as a
single commodity maximum flow problem. Considering
an interference limited scenario, we deploy a modified
signal to interference ratio (SIR) so as to guarantee the
safety separation of the UAVs in the 3D trajectory design.
We assume different interpretations for the interferers as
(i) Reckless interferer (e.g. transmitters in the primary
network) and (ii) Smart interferer (e.g. jammers).
• Assuming a reckless interferer, we propose a 3D tra-
jectory design and power allocation scheme in order to
improve the transmission flow in the UAV network while
an interference constraint is met in the primary network.
The 3D trajectory design is addressed using spectral
graph theory in which the UAVs try to reconfigure their
locations in order to evade the unwanted interference. The
power allocation design is done using successive convex
approximation (SCA) approach to make sure that the
interference constraint on the primary network is satisfied.
• In the case of smart interferers, we approach the problem
from both the UAV network and the smart interferers’
perspectives. We propose a 3D trajectory design for the
legitimate UAVs in the relay network and the smart
interferer. The novel idea for the UAVs in the relay
network is to move in a direction to evade the interference
caused by the smart interferers. On the other hand, from
the smart interferer’s perspective, the smart UAVs aim
to chase the legitimate UAVs in the relay network so
as to increase the intended interference which leads to
degradation of the communication flow between the BS
to the user equipment (UE).
The rest of the paper is organized as follows. In Section II,
the system model is presented. In Section III, the joint power
3allocation and 3D trajectory design is formulated and solved
for reckless interferer. Section IV presents the formulation and
the solution of the maximum flow problem for the case of
smart interferers. Simulation results are presented in Section
V and finally Section VI concludes the paper.
II. SYSTEM MODEL
In this section, we will describe the communications sce-
nario and the channel models for the air-to-air (A2A) and air-
to-ground (A2G) links.
A. Communications Scenario
We consider a scenario where a terrestrial BS and a UE aim
to engage in communication. The UE is either on the ground
(e.g., a moving vehicle, pedestrian) or in the air (e.g., a UAV),
as shown in Fig. 1. The channel condition of the direct link
between the BS and the UE is not satisfactory for acceptable
communication performance due to obstacles located in the
line of sight (LoS) area or large distance [31]. To improve
the data rate, we consider employing multiple UAVs relaying
the signal between the BS and the UE. We also take into
account the interference coming from the existing network
(e.g., neighboring BSs, small cells, or malicious jammers),
and describe the corresponding transmitters as interferers. We
term the existing network as the primary network and its UEs
as primary UEs. We assume that the interferers can be detected
together with their transmission parameters using existing
sensing methods in the literature (e.g., [32]). Moreover, we
assume that the BS, the UE, the UAVs and the interfer-
ers are functioning as both transmitters and receivers, i.e.,
transceivers, and thus can involve in both uplink and downlink
of their own networks. In addition to the communication-
related applications, another use case for this scenario is the
aerial wireless sensor networks comprised of UAVs equipped
with sensors and radio devices, which fly over an area of
interest to sense and collect data.
We adopt time-division multiple access (TDMA) to sched-
ule the relaying UAVs so that their transmissions do not collide
with each other. Our goal is to obtain the 3D trajectories
of the relaying UAVs along with the power allocation to
maximize the data rate between the BS and the UE, while
the interference constraint on the primary network is met.
As we consider a dynamic network, i.e., the nodes can
move, designing 3D trajectories is critical since the UAVs
should adaptively reconfigure their locations to avoid the
interference and transmit their information simultaneously,
more than just seeking the final locations to stop and transmit
their information. Moreover, 3D trajectory design alone cannot
guarantee that the interference threshold constraint is met for
the primary network. Thus, a joint 3D trajectory design and
power allocation is necessary to address such challenges.
In our setting, N describes the set of N nodes in our
network, which consists of the terrestrial BS (denoted by node
s), the desired UE (denoted by node d), and the relaying UAVs.
In addition,M stands for the set of M separate interferers. The
geometric location of any node in the UAV network is denoted
by ri = (xi, yi, zi) ∈R3 such that i ∈N . For the interferer nodes,
we have rJm = (xJm, yJm, zJm) ∈R3 such that m ∈M.
UAV #1
Base Station
(BS)
UAV #n
UE
Data Flow
Interference
Interference
Sources (SIs)
Relaying
UAVs
Fig. 1. System model for the communications scenario where the desired UE
is also a flying UAV. The interferers are assumed as reckless fixed interferers.
B. A2A and A2G Channel Models
In this section, we discuss the A2A and the A2G chan-
nel models under consideration. In this work, we consider
transmission through the line-of-sight (LoS) path only (e.g.,
[21]), and adopt a widely-used path-loss model provided by
the International Telecommunication Union (ITU). The path-
loss for the A2A link is therefore given (in dB scale) as
PLA2AdB (di, j) = α110 log10 di, j + η1, (1)
where α1 is the path-loss exponent, di, j is the Euclidean
distance between the UAVs i and j, and η1 is the path loss
associated with the reference LoS distance of 1 m. Similarly,
the A2G channel between any terrestrial node and the aerial
node can be described by the path-loss expression given by
PLA2GdB (di, j) = α210 log10 di, j + η2, (2)
where α2 is the path-loss exponent, and η2 is the path-loss at
the reference distance. Note that in the free space, the path-loss
exponents would be α` = 2, and the path-loss at the reference
distance would become η` = 10 log10 ( 4pi fcc )2, where fc is the
carrier frequency, c= 3 × 108 m/s is the speed of light, and
` ∈ {1, 2}. As in [33], we consider a larger path-loss exponent
for the A2G channels compared to the A2A channels, where
these parameters are presented in Section V. Considering the
impact of small-scale fading, the overall complex channel
gain for nodes i and j involved in either the A2A or A2G
communications becomes
hi, j =

gi, j√
PLA2A(di, j)
, if the link is A2A,
gi, j√
PLA2G(di, j)
, if the link is A2G,
(3)
where gi, j is the small-scale fading gain, which is a zero-mean
complex Gaussian random variable with unit variance. As a
final remark, we assume perfect channel reciprocity for all
the links under consideration so that the link (i, j) from the
node i to node j is equivalent to the link ( j, i) in the opposite
direction.
4C. Graph Representation of the Network
We assume that the interference coming from the interferers
is much stronger than the noise. We therefore take into account
the SIR as the performance metric, which is defined at node
j for the transmission from node i as follows:
SIRi, j =
Pi |hi, j |2∑
m∈M
PJm |hm, j |2 + χ
∑
k∈Qi, j
u(dj,k/rint)
, (4)
where Qi, j =N \ {i, j}, Pi is the transmit power of UAV
i in the UAV network. and PJm is the transmit power of
interferer m in the primary network (i.e., m ∈M). Let us define
P = [P1, ..., PN ] and PJ = [PJ1 , ..., PJM ] in vector forms as well.
The second term in the denominator of (4) is considered to
guarantee a safety separation between any of the UAVs and
other nodes in the UAV network (i.e., the BS, the desired
UE, or the other UAVs) so as to preserve a proper flight
performance [34]. In this representation, χ stands for the
importance of this safety precaution, and u is the smoothed
step function given by [35]:
u(y) = ζ exp(−κy − log y0)
1 + exp(−κy − log y0), (5)
where y0 is an arbitrarily small positive number, and ζ and κ
are design parameters. We first define a directed flow graph
G = (N, E), in which E denotes the set of available edges in
the network and each edge has the capacity ai, j . We assume
a line topology for the multi-hop relay network [21]. This is
a reasonable assumption as the major information exchange
happens between neighboring UAVs, not between the UAVs
away by more than a single hop. We formulate the information
exchange in this single-source and single-destination network
as a single-commodity maximum flow problem, for which the
task is to determine the maximum amount of flow, i.e., the
maximum average transmission rate, between the BS and the
desired UE.
The average transmission rate is defined as the arithmetic
mean of the data rates in the forward and backward directions
for each pair of nodes. The generalized adjacency matrix
is accordingly defined as A= [ai, j]N{i, j }=1, where ai, j is the
average transmission rate between nodes i and j, given by:
ai, j =
{
1
2B
(
log2(1+SIRi, j)+log2(1+SIRj,i)
)
, i, j,
0, i= j,
(6)
with B the transmission bandwidth of the network. Note that
SIRi, j is, in general, not equal to SIRj,i , in part, due to the un-
balanced deployment of interferer. We further define the gen-
eralized degree matrix of the network as D = diag{β1, ..., βN },
where βi =
∑
{ j | j,i } ai, j . Finally, the Laplacian matrix of the
network graph is given by L=D−A.
In the following two sections, we formulate the 3D tra-
jectory and power allocation problem introduced in Section
under two different types of interference source. In particular,
we consider reckless and smart (i.e., intended) interferers in
sequence, and propose a solution to the problem for each of
these scnarios.
III. RECKLESS INTERFERER
We first consider the reckless interference for which the
primary role of the interferer is not to produce interference in
our UAV-assisted network on purpose, but rather to transmit
message signal to its desired UEs, as shown in Fig. 1. This
type of interference is mainly caused by the transmitters within
the existing network (e.g., neighbouring BSs, small cells), and
hence is reckless. This type of interferer might be static or
mobile, and its location is known to the UAVs. Note that any
mobile interferer of this type is not moving intelligently so as
to impair the communications in the UAV-assisted network.
In this scenario, since we assume that the UAVs are working
in an already existing network, they must satisfy the interfer-
ence constraint at primary receivers located on the ground.
Thus, we need a constraint on the transmitted signal from
the UAVs. On other other hand, for a reliable communication
of the primary nodes, they need some order of protection as
well. We assume that the interferers (which can serve as BSs
in primary network) are serving a set of primary UEs. We
denote the set of all primary UEs in the primary network
by R, where their locations are given by rRu = (xu, yu, zu) ∈R3
with u ∈ R. Since the interferers in the reckless case can be
assumed as co-existing BSs, we should guarantee that the
quality of service (QoS) of its users is satisfied. The interferers
can either cooperate with the UAV network or not. In the case
of cooperation, the primary network can adjust its transmission
power to avoid generating excessive interference to the UAV
network while satisfying its own user’s QoS. In the absence
of cooperation, the interferer in the primary network is not
capable of adjusting its transmit power. We assume that the
SINR at primary UEs on the ground is affected by the UAVs
interference. The SINR at each UE u ∈ R from the transmitter
m ∈ M while UAV i transmits at the same time is given by
SINRm,u =
PJm |hm,u |2
Pi |hi,u |2 + σ2 , (7)
where σ2 is the noise variance and the first term in the
denominator is the interference from the UAV transmitting
at the corresponding time slot. The associated rate between
the primary UE u and interferer m while the UAV i is
transmitting at the same time can therefore be obtained by
Rm,u(Pi, PJm) = B log2(1+SINRm,u). In order to guarantee the
quality of service of the primary UEs, their transmission rates
should be larger than a predefined threshold Rth. Considering
this assumption, if two networks cooperate, we can adjust
the transmit power of the primary network as well to avoid
producing more interference while the QoS of its network is
guaranteed. In real scenarios, this assumption might not be
able to be satisfied properly; however, it can provide some
insights on the upper bound of the performance of the UAV
network.
A. Optimization Problem Formulation
Here, we formulate the optimization problem for the overall
network, where the goal is to maximize the data flow Rs↔d
between the terrestrial BS and the desired UE with the help
of relaying UAVs in the presence of interferers. The flow
5of the network can be assumed as a measure of average
uplink/downlink transmission capability of the UAV network.
For each link (i, j) ∈ E, let fi, j be the associated flow such that
0 ≤ fi, j ≤ ai, j . The desired optimization problem is therefore
given as follows:
max
Pi,ri∀i∈Qs,d
PJm,∀m∈M
Rs↔d =
∑
j:(s, j)∈E
fs, j (8)
s.t.
∑
i:(i, j)∈E
fi, j −
∑
l:(j,l)∈E
fj,l = 0, ∀ j ∈ Qs,d, (8a)
0 ≤ fi, j ≤ ai, j, ∀(i, j) ∈ E, (8b)
Pi |hi,m |2 ≤ Imaxm , ∀i ∈ N,m ∈ M, (8c)
Pi ≤ Pmax, ∀i ∈ N, (8d)
Rth ≤ Riu,m(Pi, PJm), ∀m ∈ M, u ∈ R, i ∈ N, (8e)
where Pi stands for the power of the ith UAV, Pmax is the
maximum transmit power of each UAV, and Imaxm represents
the predefined interference threshold for the m-th interferer. In
addition, (8a) is due to the assumption of balanced flows for
all the nodes except the source and the destination. Constraint
(8b) ensures that the flow of each link is less than the
maximum capacity. Moreover, (8c) satisfies the condition that
the interference produced by each UAV at any interferer is
always less than a predefined threshold Imaxm for the m-th
interferer. This can guarantee the performance of the primary
network in uplink scenario. Constraint (8d) is imposed to limit
the transmission power of the UAVs. Constraint (8e) is a
QoS service consideration for the UEs in the primary network
which guarantees the QoS of the primary users in downlink.
By imposing this condition and adjusting the transmission
power of the primary network interferers, the primary network
stops generating stronger interference while satisfying the QoS
constraints.
It is worth mentioning that given the UAVs’ transmission
powers, there is no guarantee that the interference constraint is
met at the co-existing primary network with the 3D trajectory
design solely [36]. On the other hand, assuming fixed locations
for UAVs, solely optimizing the UAV transmission powers
leads to a poor performance at the UAV relay network. Thus,
joint power allocation and 3D trajectory design is necessary to
obtain the satisfactory performance for both networks, and it
is therefore very complicated to obtain the optimal trajectory
and UAVs’ transmit powers. In the following, we deploy
to decompose the overall optimization of (8) into two sub-
problems using the alternating-optimization approach [37].
In the proposed strategy, we first solve the problem of 3D
trajectory optimization for a given set of transmit powers (i.e.,
Pi, ∀i ∈ N ), and then the power allocation problem is solved
for the given set of UAV locations computed beforehand.
These recursions continue till a satisfactory level of perfor-
mance is obtained.
B. 3D Trajectory Optimization
We first attempt to solve the optimization problem in (8)
to obtain 3D trajectories of the UAVs assuming an initial set
of transmit power values is given. The optimization therefore
reduces to a maximum flow problem with respect to the
locations, which is given as
max
ri∀i∈Qs,d
Rs↔d =
∑
j:(s, j)∈E
fs, j (9)
s.t. (8a), (8b).
Note that the maximum flow problem in (9) can be solved for
a given UAV location using the well-known max-flow-min-cut
theorem [38]. The achievable maximum flow of the network is
equal to single flow min-cut of the underlying network given
by
Rmaxs↔d = min{S:vs ∈S,vd ∈S¯ }
∑
i∈S, j∈S¯
ai, j . (10)
The maximum flow in (10) can be obtained by the Ford-
Fulkerson algorithm [38]. The challenging task is to design
the trajectories (i.e., moving directions) of each UAV in the
3D space so as to maximize the information flow between the
BS and the desired UE.
In order to move towards the maximum flow trajectory, we
use Cheeger constant or isoperimetric number of the graph,
which provides numerical measure on how well-connected
our multi-node primary wireless network is [39]. Assuming
that L =D−1/2LD−1/2 is the normalized Laplacian matrix, the
Cheeger constant is given as [39]
h(L) = min
S
∑
i∈S, j∈S¯ ai, j
min{|S |, (|S¯ |)} , (11)
where S ⊂N is a subset of the nodes, S¯ =N − S, and |S | is
the cardinality of set S.
Note that the original definition of the Cheeger constant
h(L) considers all the nodes in the network with equal
importance. Since the maximum flow of the network for
a given source-destination pair depends on the individual
link capacities, the weighted version of the Cheeger constant
appears as a promising solution to overcome this drawback.
In particular, the original Cheeger constant blindly aims at
improving the weakest link in the network and may fail to
emphasize the desired flow associated with a particular source-
destination pair. We therefore need to distinguish between the
BS and the desired UE from the UAV nodes, for which the
weighted Cheeger constant comes as a remedy, and is given
as [35]
hW(L) = min
S
∑
i∈S, j∈S¯ ai, j
min{|S |W), (|S¯ |W)}
, (12)
where |S |W = ∑i∈S wi is the weighted cardinality, and wi ≥ 0
is the weight of the node i which is adopted to emphasize any
bottleneck along the flow from the BS to the desired UE. The
weighted Laplacian matrix is accordingly given by
LW =W−1/2LW−1/2, (13)
where W= diag{w1, ...,wn}. Usually, the Cheeger constant is
difficult to compute. To address this issue, algebraic connec-
tivity can be considered as a suitable alternative. The weighted
second smallest eigenvalue λ2(LW) can be defined as
λ2(LW) = min
v,0,v⊥W1/21
〈LWv, v〉
〈v, v〉 . (14)
6It is shown in [35] that the following weighted Cheeger’s
inequalities hold
λ2(LW)/2 ≤ hW(LW) ≤
√
2δmaxλ2(LW)/wmin , (15)
where δmax is the maximum node degree, and wmin = mini wi .
As can be seen, when λ2(LW) gets larger values, the lower
bound of the weighted Cheeger constant increases, which im-
proves the connectivity of the overall network, and suppresses
the formation of bottleneck. The UAVs can therefore adjust
their geometric locations in order to maximize λ2(LW), and
hence hW(L).
As a result, each UAV should move along the spatial
gradient of the weighted algebraic connectivity λ2(LW) to
maximize it. Given the instantaneous location of the ith UAV,
its spatial gradient along x-axis is given as follows:
∂λ2(LW)
∂xi
= x f T ∂(LW)
∂xi
x f =
N∑
p=1
N∑
q=1
v
f
p√
wp
v
f
q√
wq
[
∂L
∂xi
]
p,q
(16)
=
∑
{p,q:p∼q }
[
v
f
p√
wp
− v
f
q√
wq
]2
∂ap,q
∂xi
, (17)
where v f
k
is the kth entry of v f with k ∈ {p, q}, v f is the Fiedler
vector which is the eigenvector corresponding to the second
smallest eigenvalue λ2(LW), and p∼ q means that the nodes
p and q are connected. In (17), ∂ap,q∂xi can be computed as
∂ap,q
∂xi
= B
[
1
1+SIRp,q
∂SIRp,q
∂xi
+
1
1+SIRq,p
∂SIRq,p
∂xi
]
, (18)
which is 0 for p= q, or i < {p, q}. The partial derivative of SIR
with respect to xi in (18) can be computed using (4) together
with the geometrical relations between xi and the complex
channel gain hi, j presented in Section II. Assuming p= i and
p , q, we have
∂SIRi,q
∂xi
=
10−ηl/10 |gi,q |2αld−αl−2i,q (xq − xi)∑
m∈M
PJm |hq,m |2 + χ
∑
k∈Qi, j
u(dq,k/rint)
, (19)
and
∂SIRq,i
∂xi
=
10−ηl/10 |gi,q |2αld−αl−2i,q (xq − xi)( ∑
m∈M
PJm |hi,m |2 + χ
∑
k∈Qi, j
u(di,k/rint)
)
+
d−αli,m 10
−ηl/10 ∑
m∈M
|gi,m |2αld−αl−2i,m (xi − xm)( ∑
m∈M
PJm |hi,m |2 + χ
∑
k∈Qi, j
u(di,k/rint)
)2
+
d−αli,m 10
−ηl/10 ∑
k∈Qi, j
u
′(di,k/rint) xk−xirintdi,k( ∑
m∈M
PJm |hi,m |2 + χ
∑
k∈Qi, j
u(di,k/rint)
)2 , (20)
where u
′(x)= du/dx. If i < {p, q} and p, q, one can obtain
∂SIRp,q
∂xi
=
u
′(dq,i/rint)( ∑
m∈M
PJm |hq,m |2 + χ
∑
k∈Qi, j
u(dq,k/rint)
)2 xi − xqrintdq,i ,
(21)
and ∂SIRq,p/∂xi can be obtained similar to (21) by changing
the subscripts p and q. The update in the location of the ith
UAV along the x−axis is then given as
xi(t + 1) = xi(t) + dt ∂λ2(LW)
∂xi(t) , (22)
where t stands for the discrete time, or, equivalently, the
iteration number. A similar procedure can be pursued to find
the spatial gradients of λ2(LW) along the y− and z−axis, and
update the coordinates.
C. Power Allocation Optimization
We now focus on the power allocation problem, and solve
the optimization problem in (8) to find the optimal power
allocation for a given set of the UAV locations. In this case,
we consider the reckless interferer generating the unwanted
interference. Here, we assume that the primary network and
the UAV network can cooperate so as to mitigate the mutual
interference. The UAVs try to mitigate the mutual unwanted
interference between the primary co-existing network and the
UAV network in order to improve their information flow
between the source and the destination. However, 3D trajectory
design solely can not guarantee that the interference threshold
is met in the primary network. Thus, the power allocation
should be done in order to guarantee the interference threshold
constraint. The corresponding optimization becomes
max
Pi∀i∈Qs,d
PJm,∀m∈M
Rs↔d =
∑
j:(s, j)∈E
fs, j (23)
s.t. (8a), (8b), (8c), (8d), (8e).
In this case, the maximum information exchange of the
network is determined by the link with the minimum instan-
taneous rate. Hence, as we try to maximize the flow of the
network, we equivalently maximize the information exchange
of the hop with the minimum instantaneous rate. More specif-
ically, the power allocation problem can be equivalently given
by
max
Pi∀i∈Qs,d
PJm,∀m∈M
min
∀ j∈Qs,d
ai, j (24)
s.t. (8c), (8d), (8e).
In order to have a more tractable problem, (24) can be
reformulated as follows:
max
Pi∀i∈Qs,d
PJm,∀m∈M
η (25)
s.t. 0 ≤ η ≤ ai, j, ∀ j ∈ Qs,d, (25a)
(8c), (8d), (8e),
where η is an auxiliary variable employed to facilitate the
optimization. In this case, the objective is an affine function.
7Algorithm 1 DC-based SCA Algorithm for Power Allocation
1: Initialization: Iteration number t := 1, locations ri , ∀i ∈
N , feasible initial value for Pi[0], ∀i ∈ N and PJ [0].
2: Calculate the value of a˜i, j(Pi[0], Pj[0],PJ [0]), ∀i ∈ N
using (29).
3: while |η[t] − η[t − 1]| > ε do
4: Compute the optimal power allocation Pi[t], ∀i ∈ N
and PJ [t] in (30) using CVX [40].
5: Compute a˜i, j(Pi[t], Pj[t],PJ [t]), ∀i ∈ N using (29).
6: t ← t + 1
7: end while
However, the constraint on ai, j is not convex. ai, j, ∀ i, j ∈ Qs,d ,
can be recast as the difference of two concave functions, given
by ai, j(Pi, Pj,PJ ) = v(Pi, Pj,PJ ) − r(PJ ), where
v(Pi, Pj,PJ ) =
1
2
B log2
©­«Pi |hi, j |2 +
∑
m∈M
PJm |hm, j |2 + χ
∑
k∈Qi, j
u(dj,k/rint)ª®¬+
1
2
B log2
©­«Pj |hj,i |2 +
∑
m∈M
PJm |hm,i |2 + χ
∑
k∈Qi, j
u(di,k/rint)ª®¬ , (26)
and
r(PJ ) =1
2
B log2
( ∑
m∈M
PJm |hm, j |2 + χ
∑
k∈Qi, j
u(dj,k/rint)
)
+
1
2
B log2
( ∑
m∈M
PJm |hm,i |2 + χ
∑
k∈Qi, j
u(di,k/rint)
)
.
(27)
In general, the difference of two concave functions is not a
concave one [41]. In order to convexify this function at itera-
tion t, we deploy first-order Taylor expansion to approximate
r(PJ ) around a given point from the previous iteration PJ [t−1]
as:
r˜(PJ ) ≈ r(PJ [t − 1]) + (∇r(PJ [t − 1]))T (PJ − PJ [t − 1]). (28)
Thus, we have the approximated version of ai, j(Pi, Pj,PJ ) as
a˜i, j(Pi, Pj,PJ ) = v(Pi, Pj,PJ ) − r˜(PJ ). (29)
Using this approximation, one can see that a˜i, j(Pi, Pj,PJ ) is a
concave function. A similar approximation can be adopted for
the constraint (8e) to make it convex as a new constraint (8ˆe).
To do this, we can re-write the constraint (8e) as: Thus, the
optimization problem in (25) can be recast as:
max
Pi∀i∈Qs,d
PJm,∀m∈M
η (30)
s.t. 0 ≤ η ≤ a˜i, j, ∀ j ∈ Qs,d, (30a)
(8c), (8d), (8ˆe).
After substituting the approximated versions of the constraints,
in each iteration l, the above optimization problem is now
convex, which can be solved efficiently using the interior
point method [42]. This procedure, called successive convex
approximation (SCA) [43], is described in Algorithm 1.
Proposition 1: Algorithm 1 generates a sequence of im-
proved feasible points that converge to a point (P∗,PJ∗)
satisfying the KKT conditions of the problem (25).
Proof: The proof is omitted due to brevity. Similar proof
can be found in [44].
If the primary network does not cooperate with UAV
network to adjust its transmission power so as to help improve
the UAV transmission flow, the optimization can be done
with respect to the UAVs’ transmit powers while the transmit
powers of the existing network are fixed.
D. The Joint Alternating-Optimization Algorithm
Given the transmit powers of the UAVs, the trajectory design
problem can be solved based on the Cheeger constant in
Section III-B. Given the locations of the UAVs, the power
allocation can be obtained using the SCA method as in
Algorithm 1 discussed in Section III-C. At each step of 3D
trajectory design, we need to make sure that the interference
threshold constraint is met in the primary network. Thus, at
each iteration of 3D trajectory design, we compute new set of
transmit powers for UAVs. The overall algorithm considering
both the 3D trajectory and power allocation optimization is
summarized in Algorithm 2.
Algorithm 2 Proposed Alternating-Optimization Algorithm
Initialization: Locations ri and power allocation Pi for
ith UAV for ∀i ∈N ∪M, error tolerance ε
t ← 1, Rs↔d(−1) ← −∞, Rs↔d(0) ← 0
while |Rs↔d(t−1) −Rs↔d(t−2)| > ε do
Compute ∂λ2(LW)∂xi (t) ,
∂λ2(LW)
∂yi (t) ,
∂λ2(LW)
∂zi (t) by (32)-(18)
Update ri(t) in R3 as in (22)
Compute optimal P and PJ using SCA algorithm given
in Algorithm 1.
Compute Rs↔d(t) by Ford-Fulkerson algorithm [38]
t ← t + 1
end while
IV. SMART INTERFERER
In this scenario, we assume that interferers are smart, as
shown in Fig. 2. Smart interferers can move in order to
decrease the flow of the UAV network. The moving smart
interferers can be assumed as other UAVs trying to interrupt
or at least degrade the quality of the communication link for
the legitimate UAVs. In this case, the UAVs act selfishly to
improve their own transmission quality which means the inter-
ference constraint is dropped. We consider the problem from
both the UAV network and smart interferer’s perspective. The
UAVs in the UAV network try to reconfigure their 3D locations
to evade the interference caused by the smart interferers, while
the smart interferers’ goal is to chase the UAVs to decrease the
path-loss effect and hence increase the intended interference
to the UAV network. In this case, the UAVs can transmit with
8UAV #1
Base Station
(BS)
UAV #n
UE
Data Flow
Interference
Moving UAV as SI
Relaying
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Fig. 2. System model for the communications scenario where the interferer
is a smart moving UAV.
maximum power. Hence, the optimization problem is only over
trajectory design as
max
ri∀i∈Qs,d
Rs↔d =
∑
j:(s, j)∈E
fs, j (31)
s.t.
∑
i:(i, j)∈E
fi, j −
∑
l:(j,l)∈E
fj,l = 0, ∀ j ∈ Qs,d, (31a)
0 ≤ fi, j ≤ ai, j, ∀(i, j) ∈ E . (31b)
The above optimization problem is over multiple UAVs. In the
following, we address the problem from both the perspective
of UAV network and smart jammers.
A. From UAV Network Perspective
In the UAV network, the UAVs try to evade the smart
interferers’ interference. For the power allocation, since there
are no constraints on the interference of the UAVs to smart
jammers, the best strategy is to transmit with full power. In the
3D trajectory design, the UAVs deploy the Cheeger constant
metric and move toward the spatial gradients of the algebraic
connectivity so as to maximize the flow of the network as
in (17).
B. From the Smart Interferers’ Perspective
Here, we consider the problem from the perspective of
moving smart interferers which can be assumed as other UAVs
aiming at decreasing the flow of the network. To do this, we
assume that the smart UAVs transmit with their full power
and move towards the opposite direction of spatial gradient
of the algebraic connectivity of the UAV network weighted
Laplacian matrix. Thus, the moving direction for the moving
smart interferers can be given by:
∂λ2(LW)
∂xJm
= −x f T ∂(LW)
∂xJm
x f = −
N∑
p=1
N∑
q=1
v
f
p√
wp
v
f
q√
wq
[
∂L
∂xJm
]
p,q
(32)
= −
∑
{p,q:p∼q }
[
v
f
p√
wp
− v
f
q√
wq
]2
∂ap,q
∂xJm
, ∀ m ∈ M .
(33)
TABLE I
SIMULATION PARAMETERS
Parameter Value
Path-loss exponents (α1, α2) 2.05, 2.32
Maximum transmit power of the UAVs (Pmax) 20 dBm
Transmit power of the interferers (PJm , ∀m ∈ M) 30 dBm
Bandwidth (B) 10 KHz
Interference threshold (Ithm , ∀m ∈ M) [−50, −10] dBm
Interference radius (rint) 5 m
Carrier frequency ( fc) 2 GHz
Smoothed step-function parameters (ζ, κ, y0) 1, 10, 10−3
Safety precaution priority (χ) 1
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Fig. 3. Convergence of the proposed alternating optimization problem.
By moving along the opposite direction of spatial gradient
of the second smallest eigenvalue of the weighted Laplacian
matrix of the UAV network, the moving smart interferers can
decrease the maximum flow between the BS and the UE. The
partial derivative with respect xJm, ∀ m ∈ M can be obtained
similar to (18) as follows:
∂SIRi, j
∂xJm
=
10−ηl/10 |gj,m |2αld−αl−2j,m (xj − xJm)( ∑
m∈M
PJm |hj,m |2 + χ
∑
k∈Qi, j
u(dj,k/rint)
)2 Pi |hi, j |2.
(34)
For y-axis and z-axis, similar equations can be obtained. We
consider a parameter τ so as to adjust the level of smartness
of the smart UAV. That means the smart UAV interferer can
move every τ iterations. Thus, by decreasing the value of τ
the moving interferer will be smarter as it can chase the relay
UAVs faster. It should be noted that we consider the static
interferer as naive interferer in this scenario.
V. SIMULATION RESULTS
In this section, we present numerical results based on exten-
sive simulations, to evaluate the performance of the proposed
joint 3D trajectory and power allocation optimization. In our
simulation environment, the BS and the UE are assumed to
be located at (0, 0, hBS) and (200 m, 0, hUE), respectively, in R3
with hBS = 15 m. Moreover, the reckless interferers are located
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Fig. 4. 3D trajectories of the UAVs in the presence of two reckless interferers
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Fig. 5. 3D trajectories of the UAVs in the presence of two reckless interferers
(top view).
randomly in xy−plane with fixed altitude of hSI = 20 m. The
list of simulation parameters are given in Table I.
A. Reckless Interferer
Here, we assume that the interferer acts as an reckless
interferer which can be interpreted as a transceiver in the co-
existing network.
1) Convergence of the Proposed Algorithm: In Fig. 3, the
maximum flow of the network is depicted versus iterations.
Each iteration is composed of solving one power allocation
optimization problem and one trajectory design. We plotted
the results for different value of Imax, which determines the
maximum value of tolerable interference form UAV network
on the primary network. Apparently, the larger the Imax, the
larger data flow can be sent from the BS to UE as the UAVs
can transmit with more power. We show the maximum flow
of the network for 2D and 3D trajectory design approaches.
For the xy−plane 2D trajectory design, we assume that each
UAV can move in xy−plane and it can not move in z
direction (its height is assumed fixed). It can be seen that
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Green and black trajectories are based on weighted and regular Cheeger
constants, respectively.
both algorithms converge in finite number of iterations, while
the 3D trajectory design needs more time for convergence.
However, 3D trajectory design significantly outperforms the
2D trajectory design and can double the transmission flow
of the network. This performance improvement, which is one
strong benefit of 3D trajectory design, is due to the fact that
3D space has more degrees of freedom as compared to 2D.
In Fig. 4 and Fig. 5, the 3D trajectory of the UAVs are
shown in 3D and top views, respectively, assuming 12 UAVs,
2 interferers, and a UE on the ground. We observe that the
relaying UAVs adjust their locations in 3D space so as to
evade from the interferers, and therefore improve the desired
data flow between the BS and the UE.
2) Impact of Weighted Cheeger Constant: We now look
into the impact of using weighted version of Cheeger constant
on the desired data flow and 3D trajectories. In Fig. 6, we
depict the data flow for the conventional Cheeger constant and
weighted Cheeger constant along with assuming 8 UAVs and a
single SI. We observe that the weighted version is significantly
superior to the conventional one with almost two times the
desired data flow. We also exhibit the 3D UAV trajectories in
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Fig. 8. Maximum flow versus interference threshold for 2D and 3D trajectory
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Fig. 7. Interestingly, weighted Cheeger constant results in 3D
trajectories ending up with final UAV locations closer to both
the BS and UE. This may possibly be due to the fact that the
bottleneck of the network flow occurs along with the closer
links to both BS and UE considering the close proximity of
the interferer located on the ground. The weighted Cheeger
constant therefore adjusts the final UAV locations so as to
make them as close to the BS and UE as possible.
3) Interference Avoidance Capability: In Fig. 8, we depict
the maximum flow against the interference threshold Ith for the
UE altitude of hUE = 25 m, which may well represent a low-
flying UAV as the desired UE. We consider 8 UAVs and one
interferer on the ground. We observe that when the relaying
UAVs are allowed to optimize their trajectories in 2D only (i.e.,
in xy−, xz−, or yz− planes), their performances are always
inferior to that of the 3D trajectory optimization. It can be
seen that if the interferer transmit power is optimized, the UAV
network performance can be further improved as the interferer
will not produce stronger interference beyond satisfying the
QoS constraint.
4) Impact of the UE Altitude: In Fig. 9, we present the max-
imum flow along with varying UE altitude of hUE ∈ [0, 500]m,
which covers both on-ground and flying UEs. Interest-
ingly, maximum flow improves with increasing altitude till
hUE = 200 m. To illustrate this situation, we depict the 3D
trajectories of all the 8 UAVs in Fig. 10 for the UE altitudes
of hUE = {25, 200}m. Moreover, the decrease in the maximum
flow after hUE = 200 m is basically due to the increasing path
loss, which now becomes more dominant over the interference
(even though the interference is also decreasing due to the
increasing distance).
B. Smart Interferer
We finally consider a scenario involving two smart inter-
ferers, which are basically malicious UAVs, as discussed in
Section IV-B. In order to evaluate its performance, we assume
12 UAVs and a UE at a height of 40 m (i.e., another UAV). The
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Fig. 9. Maximum flow versus UE altitude for interference threshold of
{−34, −30} dBm as well as no interference (i.e., ∞) with 3D trajectories.
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smart interferers starts its movement at (100 m, 0, 20 m), and
tries to impair the data flow of the UAV-assisted network as
much as possible. This may equivalently be viewed as chasing
the relaying UAVs. In Fig. 11 and Fig. 12, we depict the UAVs
trajectories in 3D and 2D top view, respectively. We observe
that while smart interferers are chasing the UAVs to decrease
the data flow, the relaying UAVs adjust their locations to get
away from the smart interferers.
Note that we control the smartness of the interferer with
the parameter τ, which denotes the ability of the interferer
to adjust its 3D location. The value of τ = 1 implies that the
interferer can find its direction towards the “best” 3D location
at the same speed of a relaying UAV. Considering a certain
amount of time that the smart interferer needs to estimate the
UAV-relaying parameters so as to decide the best strategy, we
assume τ > 1 for more realistic situations. We assume τ = 2 for
the 3D trajectories presented in Fig. 11 and Fig. 12. We also
depict the data flow performance of the UAV-assisted network
in Fig. 13 for smart interferers with τ ∈ {1, 2, 6, 10} and the
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Fig. 11. 3D trajectories of relaying UAVs, and the smart interferers acting
as UAVs.
naive interferers which are not adjusting their locations. We
observe that the data flow performance generally degrades
as smart interferers become more capable in adjusting their
locations (i.e., smaller τ).
VI. CONCLUSION
In this paper, we have considered the joint power and 3D
trajectory design for a UAV-assisted relay network in the
presence of an already existing network. A joint optimization
solution for 3D trajectory design and power allocation is pro-
posed based on spectral graph theory and convex optimization.
Moreover, we considered the problem for both reckless and
smart interferers. Simulation results show the effectiveness
of the proposed algorithm in improving the maximum flow
and interference mitigation. In particular, we have shown
that the proposed 3D trajectory design can increase the UAV
network maximum flow by more than two times while the
interference threshold is satisfied on the primary existing
network. Moreover, we have shown that there exists an optimal
altitude for the UE as a UAV that maximizes the maximum
flow of the UAV network. On the other hand, we observed that
the UAVs can reconfigure their locations to evade the smart
interferer, while smart interferers chase the UAVs so as to
decrease the maximum flow of the network by increasing the
interference resulted from decreasing the path loss effect.
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