General construction of Reproducing Kernels on a quaternionic Hilbert
  space by Thirulogasanthar, K. & Ali, S. Twareque
ar
X
iv
:1
60
1.
04
30
4v
2 
 [m
ath
-p
h]
  8
 Se
p 2
01
7
GENERAL CONSTRUCTION OF REPRODUCING KERNELS ON A
QUATERNIONIC HILBERT SPACE
K. THIRULOGASANTHAR1 AND S. TWAREQUE ALI2
Abstract. A general theory of reproducing kernels and reproducing kernel Hilbert
spaces on a right quaternionic Hilbert space is presented. Positive operator valued
measures and their connection to a class of generalized quaternionic coherent states
are examined. A Naimark type extension theorem associated with the positive oper-
ator valued measures is proved in a right quaternionic Hilbert space. As illustrative
examples, real, complex and quaternionic reproducing kernels and reproducing kernel
Hilbert spaces arising from Hermite and Laguerre polynomials are presented. In par-
ticular, in the Laguerre case, the Naimark type extension theorem on the associated
quaternionic Hilbert space is indicated.
1. Introduction
In this paper we study the problem of defining reproducing kernels on quaternionic
Hilbert spaces in a slightly different method from the existing theory. In fact, we present
the theory in a physicist point of view. It is needless to point out the usefulness of
reproducing kernels, both in mathematics and physics. The subject has a long history
both in the mathematical and physical literatures (see for example, [3, 10, 23]). As is
well known, for Hilbert spaces over the complex numbers, the existence of a reproduc-
ing kernel is basic to defining families of coherent states and frames (see, for example
[2, 3, 6]). Here we try to define reproducing kernels on quaternionic Hilbert spaces in
basically the same way as on complex Hilbert spaces, following the construction given
in [28, 29, 30]. It turns out that the construction goes through almost verbatim as in
the complex case. We then use the kernel to define coherent states and positive operator
valued measures and also give some examples which are not available in the literature of
quaternionic reproducing kernels.
Due to the non-commutativity of the quaternions there are three types of quaternionic
Hilbert spaces, the left quaternionic Hilbert space, the right quaternionic Hilbert space
and two-sided Hilbert space, depending on how multiplication of vectors by quaternions
is defined. Various aspects of reproducing kernel spaces with an indefinite metric in the
quaternionic setting is presented in [7]. In particular, reproducing kernels were discussed
in the more general setting of Pontryagin quaternionic spaces (see also [9] ). In this paper,
we take a different approach. We start from a basis to construct reproducing kernels in a
quaternionic Hilbert space and prove various results in physical point of view. It may also
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be of relevance to note that using the single indexed and doubly indexed quaternionic
Hermite polynomials a particular class of reproducing kernels and reproducing kernel
Hilbert spaces and their associated coherent states have been obtained in [32]. In the
quaternionic setting, connections between reproducing kernels and continuous frames
have also been discussed in [22].
The article is organized as follows. In section 2, for the sake of completeness, we
briefly revisit the theory of complex reproducing kernels. In Section 3 we gather some
facts about quaternions, quaternionic Hilbert spaces and quaternionic functional analysis,
as needed for the development of the manuscript. We also prove a few facts that are
not currently available in the literature. In Section 4.1 we develop a general theory of
reproducing kernels and reproducing kernel Hilbert spaces on a right quaternionic Hilbert
space, following the procedure used for the case of complex Hilbert spaces as presented
in [3, 29, 30]. Using the reproducing kernels, a class of generalized coherent states (CS),
positive operator valued (POV) measures and an associated Naimark type extension
theorem are studied in Sections 4.2 and 4.3. A reproducing kernel associated with the
quaternionic canonical CS is presented in Section 4.4. As illustrative examples, real,
complex and quaternionic reproducing kernels and reproducing kernel Hilbert spaces
arising from Hermite and generalized Laguerre polynomials are presented in Sections 5.1
and 5.2 respectively. Section 6 ends the manuscript with some conclusions.
2. The complex reproducing kernels
Before introducing reproducing kernels on a quaternionic Hilbert spaces, for the sake
of completeness, let us introduce it on a complex Hilbert space. However, we shall not
go deep into details because the complex theory is very well documented, for example,
in [3]. The material of this section is extracted from [3] and [30].
Let X be a locally compact set and Kc (we reserve the symbol K for the quaternion
case) a finite dimensional complex Hilbert space of dimension n. Let fi : X −→ Kc,
i = 1, 2, · · · , N, where N could be finite or infinite, be a set of vector valued functions
which satisfy the following conditions.
(a) For each x ∈ X,
(2.1) 0 <
N∑
i=1
‖fi(x)‖2Kc <∞,
where ‖ · ‖Kc denotes the norm in Kc.
(b) For any sequence of complex numbers c0, c1, · · · cN , such that
N∑
i=0
|ci|2 <∞,
(2.2)
N∑
i=0
cifi(x) = 0 for all x ∈ X ⇔ ci = 0 for all i = 0, 1, · · ·N.
(c) For each x ∈ X the set of vectors fi(x), i = 0, 1, · · · , N, spans Kc.
Define a positive definite kernel K : X ×X −→ L(Kc),
(2.3) K(x, y) =
∞∑
i=0
|fi(x)〉〈fi(y)|
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the convergence of the sum being guaranteed by 2.1. The positive definiteness of K is
understood in the following sense.
(i) if x1, x2, · · · xm is any finite set of points in X and vi ∈ Kc, i = 1, 2, · · · ,m, are
arbitrary vectors, then
(2.4)
m∑
i,j=1
〈vi|K(xi, xj)vj〉 ≥ 0.
(ii) For each x ∈ X, the operator K(x, x) ∈ L(Kc) is strictly positive definite, that
is,
(2.5) K(x, x)v = 0⇔ v = 0.
Now it is straight forward that K(x, y) = K(y, x) for all x, y ∈ X. For each x ∈ X define
the function ξvx : X −→ Kc by
(2.6) ξvx(y) =
N∑
i=0
〈fi(x)|v〉fi(y) = K(y, x)v.
Using this definition we can also write
(2.7) ξvx = K(·, x)v =
N∑
i=o
〈fi(x)|v〉fi.
Let Hc (the symbol H is reserved for the case of quaternions) be the vector space formed
by taking the complex linear span of these functions. On Hc define a scalar product
〈·|·〉K by
(2.8) 〈ξux |ξvy〉K = 〈u|K(x, y)v〉Kc
this defines a non-degenerate sesquilinear form and hence a scalar product on Hc. Take
the completion of Hc with respect to the norm defined by 〈·|·〉K to get a Hilbert space
HcK ( the symbol HK is reserved for quaternion case).
If the dimension of Kc is one, K(x, y) is a complex valued function and the vectors in
2.7 are ξx = K(·, x), x ∈ X.
From 2.6 and 2.8 we have
(2.9) 〈ξux |ξvy〉K = 〈u|ξvy (x)〉Kc
and since an arbitrary element Φ ∈ HcK can be written as a linear combination of the
vectors ξvy , we get the reproducing property of the kernel:
(2.10) 〈K(·, x)u|Φ〉K = 〈ξux |Φ〉K = 〈u|Φ(x)〉Kc .
If Kc is one dimensional 2.10 takes the familiar form
〈K(·, x)|Φ〉K = 〈ξx|Φ〉K = Φ(x).
Let vi, i = 1, 2, · · · , n be an orthonormal basis of Kc and set ξix = ξv
i
x . The Hilbert
space HcK is called a reproducing kernel Hilbert space with reproducing kernelK(x, y) and
the vectors {ξix|x ∈ X, i = 1, 2, · · · , n} its associated coherent states. For an enhanced
explanation along these lines of argument we refer the reader to [3].
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3. Mathematical preliminaries : Quaternions
For completeness we recall few facts about quaternions, quaternionic Hilbert spaces
and the quaternionic functional calculus which may not be very familiar to the reader.
For quaternions and quaternionic Hilbert spaces we refer the reader to [1]. For quater-
nionic functional analysis we refer to [8] and to the review article [18] and references
therein.
3.1. Quaternions. Let H denote the skew field of quaternions. Its elements are of the
form q = x0 + x1i + x2j + x3k, where x0, x1, x2 and x3 are real numbers, and i, j, k
are imaginary units such that i2 = j2 = k2 = −1, ij = −ji = k, jk = −kj = i and
ki = −ik = j. The quaternionic conjugate of q is defined to be q = x0−x1i−x2j−x3k.
Quaternions do not commute in general. However q and q commute, and quaternions
commute with real numbers. Also, |q|2 = qq = qq and qp = p q. Considered as R4, the
quaternionic field is measurable and we shall introduce convenient measures, dµ, on it.
For instance dµ can be taken as a Radon measure or dµ = dλdω, where dλ is a Lebesgue
measure on C and dω is a Harr measure on SU(2). For details we refer the reader to,
for example, [32] (page 12).
3.2. Right Quaternionic Hilbert Space. Let V R
H
be a linear vector space under right
multiplication by quaternionic scalars (again H standing for the field of quaternions). For
φ,ψ, ω ∈ V R
H
and q ∈ H, the inner product
〈· | ·〉 : V RH × V RH −→ H
satisfies the following properties
(i) 〈φ | ψ〉 = 〈ψ | φ〉
(ii) ‖φ‖2 = 〈φ | φ〉 > 0 unless φ = 0, a real norm
(iii) 〈φ | ψ + ω〉 = 〈φ | ψ〉+ 〈φ | ω〉
(iv) 〈φ | ψq〉 = 〈φ | ψ〉q
(v) 〈φq | ψ〉 = q〈φ | ψ〉
where q stands for the quaternionic conjugate. Conditions (i), (iii) – (v) define the
sesquilinearity of the scalar product, while (ii) expresses its non-degeneracy. We assume
that the space V R
H
is complete under the norm given above. Then, together with 〈· | ·〉
this defines a right quaternionic Hilbert space, which we shall assume to be separable.
Quaternionic Hilbert spaces share most of the standard properties of complex Hilbert
spaces. In particular, the Cauchy-Schwartz inequality holds on quaternionic Hilbert
spaces as well as the Riesz representation theorem for their duals. Thus, the Dirac
bra-ket notation can be adapted to right quaternionic Hilbert spaces, with |φ〉 denoting
the vector φ and 〈φ| its dual vector. Moreover, for Hilbert spaces of quaternion valued
functions φ(x), of some variable x, we also have
(| φq〉)(x) = (| φ〉(x))q, (〈φq |)(x) = q(〈φ | (x)) ,
Left quaternionic Hilbert spaces, with quaternionic scalar multiplication being defined
from the left, may be analogously defined. However, here we shall be using only right
quaternionic Hilbert spaces.
Once an orthonormal basis |φi〉, i ∈ J , is chosen in a right quaternionic Hilbert space,
a left multiplication by a quaternionic scalar q may also be defined, albeit in a rather
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non-canonical fashion (see, for example, [36, 18]):
q|φ〉 =
∑
i∈J
|φi〉q〈φi | φ〉.
Consequently, if the Hilbert space consists of quaternion valued functions, we have the
rather unconventional result that
(q|φ〉)(x) 6= q(|φ〉(x))).
A linear operator A, on a right quaternionic Hilbert space will be assumed to act from
the left, (A, |φ〉) 7−→ A|φ〉 and a scalar multiple qA, q ∈ H of such an operator will be
defined in the usual way [18],
(qA)|φ〉 = q(A|φ〉).
However, many of the usual properties of scalar multiples, that hold on complex Hilbert
spaces, may not hold for left scalar multiples of operators on right quaternionic Hilbert
spaces defined in the above manner [18, 24, 27].
Theorem 3.1. Let φ,ψ ∈ V R
H
, then
(a) the Cauchy-Schwarz inequality holds: |〈φ|ψ〉|2 ≤ 〈φ|φ〉〈ψ|ψ〉.
(b) a polarization identity holds in the following form:
4〈φ|ψ〉 = ‖φ+ ψ‖2 − ‖φ− ψ‖2 + (‖φi + ψ‖2 − ‖φi− ψ‖2)i
+ (‖φj + ψ‖2 − ‖φj − ψ‖2)j + (‖φk + ψ‖2 − ‖φk − ψ‖2)k.
Let
Hrd = {h : V RH −→ H | h is bounded and right linear}
be the right dual space of V R
H
(it can also be turned into a left quaternionic Hilbert space
[34, 32]). With the usual norm
‖h‖ = sup{|h(φ)| | ‖φ‖ = 1, φ ∈ V RH }
Hrd is a real vector space and it can be transformed into a quaternionic Hilbert space
[32].
Theorem 3.2. (Riesz) For any functional h ∈ Hrd
h(φ) = 〈ψ|φ〉; φ ∈ V RH
for a vector ψ ∈ V R
H
, and then ‖h‖ = ‖ψ‖.
Let A be a densely defined right linear operator on V R
H
. Its adjoint A† and the domain
of the adjoint are defined in the same way as for operators on complex Hilbert spaces.
In particular, an operator A is said to be self-adjoint if A = A†. If φ ∈ V R
H
r {0}, then
|φ〉〈φ| is a rank one projection operator. For operators A,B, by convention, we have
(3.1) |Aφ〉〈Bφ| = A|φ〉〈φ|B†.
Let D(A) denote the domain of A. A is said to be right linear if
A(φq + ψp) = (Aφ)q + (Aψ)p; ∀φ,ψ ∈ D(A), q, p ∈ H.
The set of all right linear operators will be denoted by L(V R
H
). For a given A ∈ L(V R
H
),
the range and the kernel will be
ran(A) = {ψ ∈ V RH | Aφ = ψ for φ ∈ D(A)}
ker(A) = {φ ∈ D(A) | Aφ = 0}.
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We call an operator A ∈ L(V R
H
) bounded if
‖A‖ = sup
‖φ‖=1
‖Aφ‖ <∞.
or equivalently, if there exists K ≥ 0 such that ‖Aφ‖ ≤ K‖φ‖ for φ ∈ D(A). The set of
all bounded right linear operators will be denoted by B(V R
H
). The following definition is
the same as for operators on a complex Hilbert space[19].
Proposition 3.3. Let A ∈ B(V R
H
). Then A is self-adjoint if and only if for each φ ∈ V R
H
,
〈Aφ | φ〉 ∈ R.
Proof. A proof is given in [16] for a left quaternionic Hilbert space V L
H
, and it can be
easily adapted to V R
H
. For a proof for the sufficiency part one may also see Proposition
2.17 (b) in [18]. 
Definition 3.4. Let A and B be self-adjoint operators on V R
H
. Then A ≤ B (A less or
equal to B) or equivalently B ≥ A if 〈Aφ|φ〉 ≤ 〈Bφ|φ〉 for all φ ∈ V R
H
. In particular A is
called positive if A ≥ 0.
Lemma 3.5. Let A ∈ B(V R
H
). If A ≥ 0 and self-adjoint, then An ≥ 0 for all n ∈ N.
Proof. If n is even, then
〈Anφ|φ〉 = 〈An2 φ|An2 φ〉 ≥ 0; φ ∈ V RH .
If n is odd and n > 1, then
〈Anφ|φ〉 = 〈A(An−12 φ)|An−12 φ〉 ≥ 0; φ ∈ V RH .

Theorem 3.6. [18] Let A ∈ B(V R
H
). If A ≥ 0 then there exists a unique operator in
B(V R
H
), indicated by
√
A = A1/2 such that
√
A ≥ 0 and √A√A = A.
Lemma 3.7. [22] Let A ∈ B(V R
H
) be a self-adjoint operator, then
(3.2) ‖A‖ = sup
‖φ‖=1
|〈φ|Aφ〉|
Lemma 3.8. [22] Let A be a positive self-adjoint operator on a Hilbert space V R
H
. Then
‖Aφ‖2 = 〈A2φ|φ〉 ≤ ‖A‖〈Aφ|φ〉; φ ∈ V RH .
Theorem 3.9. Suppose {An}∞n=1 is a sequence of positive self-adjoint operators on a
Hilbert space V R
H
such that An ≤ An+1 ≤ MIV R
H
, for all n ≥ 1, where M ∈ R is
a constant and IV R
H
is the identity operator on V R
H
. Then there exists a self-adjoint
operator A : V R
H
−→ V R
H
such that
Aφ = lim
n→∞
Anφ; ∀φ ∈ V RH .
In other words An converges to A strongly.
Proof. For any φ ∈ V R
H
, the real sequence {〈φ|Anφ〉}∞n=1 is non-decreasing and bounded
above by M‖φ‖2, hence converges to a real number F (φ) (say). For φ,ψ ∈ V R
H
, since
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〈φ|Anψ〉 = 〈
√
Anφ|
√
Anψ〉, from the polarization identity we can write
〈φ|Anψ〉 = 1
4
{〈φ+ ψ|An(φ+ ψ)〉 − 〈φ− ψ|An(φ− ψ)〉
+ (〈φi+ ψ|An(φi+ ψ)〉 − 〈φi− ψ|An(φi− ψ)〉)i
+ (〈φj + ψ|An(φj + ψ)〉 − 〈φj − ψ|An(φj − ψ)〉)j
+ (〈φk + ψ|An(φk + ψ)〉 − 〈φk − ψ|An(φk − ψ)〉)k}.
Therefore, the limit G(φ,ψ) := lim
n→∞
〈φ|Anψ〉 exists. By the Cauchy-Schwarz inequality
we have 〈φ|A1φ〉 ≤ ‖A1‖‖φ‖2. We also have
−〈φ|A1φ〉 ≤ 〈φ|Anφ〉 ≤M‖φ‖2; ∀φ ∈ V RH .
Therefore,
−‖A1‖‖φ‖2 ≤ 〈φ|Anφ〉 ≤M‖φ‖2; ∀φ ∈ V RH .
Hence, by Lemma (3.8), we have ‖An‖ ≤ M ′ := max{M, ‖A1‖}. Again by the Cauchy-
Schwarz inequality we get
|G(φ,ψ)| ≤M ′‖φ‖‖ψ‖; ∀φ,ψ ∈ V RH .
Hence, for fixed ψ, G(φ,ψ) is a bounded right linear functional with respect to φ ∈ V R
H
.
Therefore, by the Riesz representation theorem, there exists a unique Aψ ∈ V R
H
such
that 〈Aψ|φ〉 = G(φ,ψ). That is,
G(φ,ψ) = 〈φ|Aψ〉; ∀ψ ∈ V RH .
Let φ,ψ, ξ ∈ V R
H
and α, β ∈ H. Then
〈ξ|A(φα + ψβ)〉 = G(ξ, φα + ψβ) = lim
n→∞
〈ξ|An(φα+ ψβ)〉
= lim
n→∞
〈ξ|Anφα+Anψβ〉 = lim
n→∞
〈ξ|Anφ〉α+ 〈ξ|Anψ〉β
= G(ξ, φ)α +G(ξ, ψ)β = 〈ξ|Aφ〉α + 〈ξ|Aψ〉β
= 〈ξ|Aφα +Aψβ〉.
That is, A(φα + ψβ) = Aφα + Aψβ. Hence A is linear. Since ‖An‖ ≤ M ′, ‖A‖ ≤ M ′
thereby A is bounded. Since
〈Aφ|ψ〉 = lim
n→∞
〈Anφ|ψ〉 = lim
n→∞
〈φ|Anψ〉 = 〈φ|Aψ〉; ∀φ,ψ ∈ V RH ,
A is self-adjoint. Now, by lemma (3.8), we have
‖(A −An)φ‖2 = 〈(A−An)2φ|φ〉 ≤ ‖A−An‖〈(A−An)φ|φ〉
≤ 2M ′〈(A−An)φ|φ〉 → 0 as n→∞,
which completes the proof. 
4. Reproducing kernels: general set up
On complex Hilbert spaces, reproducing kernels are typically defined on Hilbert spaces
of complex-valued functions. However, a more general setting, using vector valued func-
tions (with values in another, usually finite dimensional, Hilbert space) have also been
used in the literature (see, for example, [2, 3] and references cited therein). Here we adopt
an analogous general setting in constructing quaternionic reproducing kernel Hilbert
spaces, which of course has spaces of quaternion valued functions as a special case.
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4.1. The kernel and associated Hilbert space. As before, let H be the field of
quaternions, X a locally compact space and K a right quaternionic Hilbert space of
dimension n < ∞. Let fi : X −→ K for i = 1, 2, 3, · · · , N , where N could be finite or
infinite, be a set of K-valued functions, on which we define multiplication by a quaternion
q from the right in the obvious manner, (fiq)(x) = fi(x)q, and we assume these functions
to satisfy the following three conditions.
(a) For each x ∈ X,
(4.1) N (x) =
N∑
i=0
‖fi(x)‖2K <∞.
(b) If c0, c1, c2, ..., cN ∈ H is any sequence of quaternionic scalars satisfying
N∑
i=0
|ci|2 <∞,
then
(4.2)
N∑
i=0
fi(x)ci = 0 for all x ∈ X if and only if ci = 0, for all i.
(c) For each x ∈ X,
(4.3) K = right-span{fi(x) | i = 0, 1, · · · , N}.
Note that (c) also implies that N (x) > 0, for all x ∈ X. Using these functions we define
a kernel
(4.4) K : X ×X −→ L(K) by K(x, y) =
N∑
i=0
|fi(x)〉〈fi(y)|.
Note that conditions (a)− (c) are exactly the same conditions that are imposed while
defining a reproducing kernel on a complex Hilbert space [2].
Proposition 4.1. The operator K(x, x) is bounded and strictly positive.
Proof. Let u ∈ K and consider
‖K(x, x)u‖K = ‖
N∑
i=0
fi(x)〈fi(x)|u〉K‖K
≤
N∑
i=0
‖fi(x)〈fi(x)|u〉K‖K
=
N∑
i=0
|〈fi(x)|u〉K| ‖fi(x)‖K
≤
N∑
i=0
‖fi(x)‖2K‖u‖K by Cauchy-Schwarz
= N (x)‖u‖K <∞,
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by (a). Thus K(x, x) is a bounded operator. Let u ∈ K and u 6= 0, then
〈u|K(x, x)u〉K =
N∑
i=0
〈u|fi(x)〉K〈fi(x)|u〉K
=
N∑
i=0
|〈u|fi(x)〉K|2 > 0,
the last inequality following from condition (c) on the fi. Hence K(x, x) is strictly
positive. 
Note that K(x, y) = K(y, x)∗ for all x, y ∈ X. If K = Hn, then K(x, y) is a n × n
matrix with quaternionic entries and K(x, x) has positive non-zero eigenvalues.
Let v ∈ K and for each x ∈ X define the functions
(4.5) ξvx :=
N∑
i=0
fi〈fi(x)|v〉K = K(·, x)v,
i.e.,
ξvx(y) =
N∑
i=0
fi(y)〈fi(x)|v〉K = K(y, x)v,
the finiteness of the norm of these vectors being guaranteed by the condition (a) on the
fi. Note that ξ
v
x = 0⇔ v = 0. Also, if q ∈ H, then ξvxq = ξvqx .
Let
H = right-span{ξvx | x ∈ X, v ∈ K}.
A general element φ ∈ H consists of finite linear combinations of the type
φ =
∑
i,j
ξ
vj
xi cij , cij ∈ H
=
∑
i
ξuixi , ui =
∑
j
vjcij .(4.6)
On H define a sesquilinear form 〈· | ·〉K , by first setting
(4.7) 〈ξux |ξvy〉K = 〈u|K(x, y)v〉K = 〈u | ξvy(x)〉K
and then extending by linearity, so that for φ ∈ H,
(4.8) 〈ξux |φ〉K = 〈u | φ(x)〉K.
It is clear that 〈ξvx | ξvx〉K = 0⇔ ξvx = 0. Moreover,
(4.9) 〈ξvx | ξvx〉K ≤ ‖v‖2K ‖K(x, x)‖.
We now prove a stronger result, for which we first need a Lemma.
Lemma 4.2. For ψ ∈ H such that 〈ψ | ψ〉 6= 0 and arbitrary φ ∈ H, we have the
inequality
(4.10) |〈ψ | φ〉K | ≤ [〈ψ | ψ〉K ]
1
2 [〈φ | φ〉K ]
1
2 .
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Proof. First note that 〈φ | φ〉K ≥ 0, for any φ ∈ H. Indeed, from (4.6),
〈φ | φ〉K =
n∑
i,j
〈ξuixi | ξ
uj
xj 〉K , n <∞
=
n∑
i,j
N∑
k=0
〈ui | K(xi, xj)uj〉K, by (4.7)
Using (4.4) we get
〈φ | φ〉K =
N∑
k=0
|qk|2 ≥ 0, qk =
n∑
j=0
〈fk(xj) | uj〉 ∈ H .
Next let ψ ∈ H be such that 〈ψ | ψ〉 6= 0 and let φ ∈ H be arbitrary. Consider the
vector ψq + φp, q, p ∈ H. Then 〈ψq + φp | ψq + φp〉K ≥ 0. Expanding we get
|q|2〈ψ | ψ〉K + |p|2〈φ | φ〉K + q〈ψ | φ〉K p+ p〈φ | ψ〉K q ≥ 0 .
Taking q = −〈ψ | φ〉 and p = 〈ψ | ψ〉 in this inequality and dividing out by p we get
|〈ψ | φ〉K |2 ≤ 〈ψ | ψ〉K 〈φ | φ〉K ,
from which (4.10) follows. 
Proposition 4.3. 〈 · | · 〉K defines a scalar product on H.
Proof. Sesquilinearity is easy to check from the definition and the fact that K(x, y)∗ =
K(y, x). We only need to prove non-degeneracy. Let φ ∈ H be a non-zero vector and
suppose φ(x) 6= 0. Then
‖φ(x)‖2K = 〈φ(x) | φ(x)〉K = 〈ξφ(x)x |φ〉K , by (4.8)
≤ [〈ξφ(x)x | ξφ(x)x 〉K ]
1
2 [〈φ | φ〉K ]
1
2 , by Lemma 4.2
= [〈φ(x) | K(x, x)φ(x)〉K]
1
2 [〈φ | φ〉K ]
1
2
≤ ‖φ(x)‖ ‖K(x, x)‖ 12 [〈φ | φ〉K ]
1
2 .
Thus,
(4.11) ‖φ(x)‖K ≤ ‖K(x, x)‖
1
2 [〈φ | φ〉K ]
1
2 ,
from which we see that 〈φ | φ〉K = 0 ⇔ φ = 0. 
For φ ∈ H, we define the norm ‖φ‖K = [〈φ | φ〉K ] 12 and take the right quaternionic
completion of H in this norm to get a right quaternionic Hilbert space HK . We now
show that HK is a reproducing kernel Hilbert space, with kernel K(x, y).
Proposition 4.4. The kernel K(x, y) is a reproducing kernel for HK .
Proof. Using (4.11) it is easy to extend (4.8) to arbitrary φ ∈ HK . Thus, for any φ ∈ HK
and u ∈ K,
(4.12) 〈K(·, x)u | φ〉K = 〈ξux | φ〉K = 〈u | φ(x)〉K ,
which is the reproducing property of the kernel. 
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In the case where K = H, we just get,
〈K(·, x) | φ〉K = φ(x),
which is the more standard form of the reproducing property. Just as in the case of
reproducing kernels on complex Hilbert spaces, we have the following useful result.
Proposition 4.5. Given the Hilbert space HK , the reproducing kernel is unique. More-
over, if gi, i = 0, 1, 2, . . . , N , is any orthonormal basis of HK , then
(4.13) K(x, y) =
N∑
i=0
|gi(x)〉〈gi(y)| .
The proof is entirely analogous to that for the complex case (see, for example, [10, 23])
and we omit it here.
Let {vi | i = i, 2, · · · , n} be an orthonormal basis for K and set ξix := ξvix .
Proposition 4.6. For each fixed x ∈ X, the set of vectors ξix, i = 1, 2, · · · , n, is linearly
independent.
Proof. Indeed, let qi ∈ H, i = 1, 2, 3. . . . , n, and suppose φ :=
∑n
i=1 ξ
i
xqi = 0. But then
φ =
n∑
i=1
ξviqix =
n∑
i=1
K(·, x)viqi = ξux , where, u =
n∑
i=1
viqi .
Thus, φ = 0 ⇔ u = 0 and since the vi form a basis, this implies that qi = 0, for each i,
i.e., the ξix, i = 1, 2, 3, . . . , n, are linearly independent. 
Definition 4.7. Let {vi | i = i, 2, · · · , n} be an orthonormal basis for K and set ξix := ξvix .
The Hilbert space HK is called a (right) quaternionic reproducing kernel Hilbert space
(QRKHS) with reproducing kernel K(x, y). The set of vectors
(4.14) GK = {ξix | x ∈ X, i = 1, 2, · · · , n}
is called its associated set of (generalized) quaternionic coherent states (QCS).
Define the operator-valued function FK : X −→ L(HK) by
(4.15) FK(x) =
n∑
i=1
|ξix〉〈ξix|
Proposition 4.8. For each x ∈ X, the operator FK(x) is a rank-n, positive and bounded
operator.
Proof. Similar to that of Proposition (4.1). 
Note that the range ran(FK(x)) := Kx is an n-dimensional subspace of HK . We say
that the positive operator-valued (POV) function x 7→ FK(x) is canonically associated
to the reproducing kernel Hilbert space HK .
Proposition 4.9. Let φ,ψ ∈ HK , then 〈φ|FK(x)ψ〉K = 〈φ(x)|ψ(x)〉K.
Proof. From Proposition (4.4) we have 〈φ|ξix〉K = 〈φ(x)|vi〉K and 〈ξix|ψ〉K = 〈vi|ψ(x)〉K.
Further, since {vi| i = 1, 2, · · · n} is an orthonormal basis of K,
∑n
i=1 |vi〉〈vi| = IK, the
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identity operator on K. Therefore, we have
〈φ|FK(x)ψ〉K = 〈φ|
n∑
i=1
|ξix〉〈ξix|ψ〉K =
n∑
i=1
〈φ|ξix〉K〈ξix|ψ〉K
=
n∑
i=1
〈φ(x)|vi〉K〈vi|ψ(x)〉K = 〈φ(x)|ψ(x)〉K .

In view of the above proposition, and in analogy with physical convention for a similar
operator function on a reproducing kernel Hilbert space over the complexes, the operator
FK(x) may be called the localization operator at the point x.
For each x ∈ X, define the map
(4.16) EK(x) : HK −→ Kx = K by EK(x)φ = φ(x).
Clearly, this map is linear and will be called the evaluation map at the point x ∈ X.
Proposition 4.10. For each x ∈ X, the evaluation map EK(x) is bounded.
Proof. The proof follows immediately by combining (4.16) with (4.11). 
Proposition 4.11. The vectors {fi}Ni=0 in (4.1) satisfy 〈fi|fj〉K = δij ; i, j = 0, 1, · · ·N .
Proof. From (4.7) and (4.5) we have
〈
N∑
i=0
fi〈fi(x)|u〉K|
N∑
j=0
fj〈fj(y)|u〉K〉K = 〈u|K(x, y)v〉K.
That is
N∑
i=0
N∑
j=0
〈u|fi(x)〉K〈fi|fj〉K〈fj(y)|v〉K = 〈u|K(x, y)v〉K(4.17)
=
N∑
i=0
〈u|fi(x)〉K〈fj(y)|v〉K
Therefore, comparing (4.17) with (4.2) and (4.4) we get
〈fi|fj〉K = δij ; i, j = 0, 1, · · ·N.

Remark 4.12. From the above proposition, the set of vectors fi, i = 1, 2, 3, . . . , N , which
were initially used to define the reproducing kernel, becomes an orthonormal basis for
the reproducing kernel Hilbert space HK so that dim(HK) = N + 1, which could be
infinite.
Let H be an abstract right quaternionic Hilbert space of the same dimension as HK .
Let {Φi}Ni=0 be an orthonormal basis of H. Now, with the same fi of (4.1), define the
vectors in H by
(4.18) ηvx =
N∑
i=0
Φi〈fi(x)|v〉K; x ∈ X, v ∈ K.
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With the orthonormal basis {vi}ni=1 of K, define the set of QCS in H
(4.19) GH = {ηix := ηvix | x ∈ X, i = 1, 2, · · · , n}.
Define
(4.20) W : HK −→ H by Wfi = Φi; i = 0, 1, 2, · · ·N.
Clearly W is a unitary map and the Φi are simply the unitary images of fi under this
map. Also,
(4.21) ηvx =Wξ
v
x,
Proposition 4.13. For x, y ∈ X and u, v ∈ K, we have 〈ηux |ηvy〉H = 〈u|K(x, y)v〉K.
Proof. Indeed,
〈ηux |ηvy〉H =
〈
N∑
i=0
Φi〈fi(x)|u〉K |
N∑
j=0
Φj〈fj(y)|v〉K
〉
H
=
N∑
i=0
N∑
j=0
〈fi(x)|u〉K〈Φi|Φj〉H〈fj(y)|v〉K
=
N∑
i=0
〈u|fi(x)〉K〈fi(y)|v〉K = 〈u|K(x, y)v〉K.

In the physical literature, (generalized) coherent states (CS) are built on complex
Hilbert spaces, which are usually not reproducing kernel spaces, but isomorphic to them.
The construction outlined above is the most general technique for building QCS. In most
physical situations CS are also required to satisfy a resolution of the identity. To see this
in the present context, suppose that X is a measure space with an appropriately chosen
positive regular Borel measure dν, the support of which is all of X and such that
(4.22)
n∑
i=1
∫
X
|ηiz〉〈〈ηiz |dν(z) = IH,
where IH is the identity operator in H. The above integral is assumed to converge weakly.
This is the sense in which a family of QCS will be said to give a resolution of the identity.
Proposition 4.14. If the set of QCS GH satisfies (4.22), then the kernel is square
integrable in the sense that∫
X
K(x, z)K(z, y)dν(z) = K(x, y).
Proof. Suppose (4.22) holds. Then, for u, v ∈ K,
n∑
i=1
∫
X
〈ηux |ηiz〉H〈ηiz|ηvy〉Hdν(z) = 〈ηux |ηvy〉H.
That is
n∑
i=1
∫
X
〈u|K(x, z)vi〉K〈vi|K(z, y)v〉Kdν(z) = 〈u|K(x, y)v〉K.
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Hence ∫
X
K(x, z)
n∑
i=1
|vi〉〈vi|K(z, y)dν(z) = K(x, y).
Therefore ∫
X
K(x, z)K(z, y)dν(z) = K(x, y).

4.2. An associated positive operator valued (POV) measure. On H we again
have a POV-function F : X −→ L(H), with
(4.23) F (x) =
n∑
i=1
|ηix〉〈ηix| =WFK(x)W−1 ,
with W as in (4.20). Let B(X) be the Borel subsets of X. Suppose that the resolution
of the identity (4.22) holds. Let us construct a positive operator-valued set function on
H as follows. Define the set function a : B(X) −→ L(H)
(4.24) a(∆) =
∫
∆
F (x)dν(x), ∆ ∈ B(X).
Clearly a(∅) = 0. From the resolution of the identity we also have a(X) = IH, i.e., a is
normalized.
Proposition 4.15. The set function ∆ 7−→ a(∆) is σ-additive in the weak sense. That
is, if ∆i ∩∆j = ∅; i 6= j, i, j ∈ N, then
(4.25) a
(
∞⋃
k=1
∆k
)
=
∞∑
k=1
a(∆k)
and the sum converges weakly.
Proof. Let
Sm =
m∑
k=1
a(∆k).
Since F (x) is a positive self-adjoint operator, {Sm}∞m=1 is a sequence of positive self-
adjoint operators and
Sm ≤ Sm+1 ≤ IH; m ∈ N.
Therefore, by Theorem 3.9, {Sm}∞m=1 converges weakly. That is
lim
m→∞
Sm =
∞∑
k=1
a(∆k)
converges weakly, which means, for Φ,Ψ ∈ H, the quaternionic sum ∑∞k=1〈Φ|a(∆k)Ψ〉H
converges. Therefore, since the elements of the sequence {∆k}∞k=1 are pairwise disjoint
and F (x) is positive, we have (4.25). 
In view of the above, we call the set function ∆ 7−→ a(∆) a positive operator valued
(POV) measure.
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Definition 4.16. (i) A POV-measure a is said to be regular if for each Φ ∈ H, the
real measure
µΦ(∆) = 〈Φ|a(∆)Φ〉
is regular.
(ii) a is said to be bounded if a(X) = A is a bounded operator. This means that the
positive Borel measure µΦ is bounded.
(iii) Let µ be a positive Borel measure on X. a is said to be smooth with respect to
the measure µ if a(∆) = 0 if and only if µ(∆) = 0 for any ∆ ∈ B(X).
Proposition 4.17. Suppose the measure ν in (4.24) is regular, then
(i) the POV-measure a is regular.
(ii) a is smooth with respect to ν.
Proof. Let C(∆) = {C ⊆ ∆ | C is compact}. Since the measure ν is regular it satisfies
ν(∆) = sup
B∈C(∆)
ν(B).
In addition, the operator F (x) is positive and bounded, therefore (i), (ii) follows imme-
diately. 
Proposition 4.18. Let Φ ∈ H and φ = W−1Φ ∈ HK . Then, writing aK(∆) =
W−1a(∆)W
(4.26) 〈Φ|a(∆)Φ〉H = 〈φ | aK(∆)φ〉HK =
∫
∆
‖φ(x)‖2K dν(x).
The proof is clear from the isometry of W (see (4.20) – (4.21)).
If we now identify ‖φ(x)‖2 with a probability density, we may call a(∆) an operator
of localization in the set ∆. Additionally, since the measure is normalized, from (4.26)
it follows that
‖Φ‖2 =
∫
X
‖φ(x)‖2K dν(x) = ‖φ‖2K .
In other words, the norm defined on HK through Proposition 4.3 becomes an L
2-norm,
with the scalar product given by,
(4.27) 〈φ | ψ〉K =
∫
X
〈φ(x) | ψ(x)〉K dν(x).
Let us denote by L2K(X, dν) the right quaternionic Hilbert space of functions f : X −→
K, with scalar product defined as in (4.27). Then the reproducing kernel Hilbert space
HK becomes a subspace of this space. We denote by PK the projection operator from
L2K(X, dν) to HK . We then have,
Proposition 4.19. The reproducing kernelK(x, y) is the integral kernel for the operator
PK , i.e., for any F ∈ L2K(X, dν),
(4.28) (PKF )(x) =
∫
X
K(x, y)F (y) dν(y).
The proof follows very simply from the fact that the kernel can be written in terms of
the orthonormal basis vectors fi of the subspace HK ⊂ L2K(X, dν), as in (4.4).
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4.3. A Naimark type of an extension theorem. There is a well-known theorem, due
to Naimark [26], on a complex Hilbert space, which says that any normalized positive
operator-valued measure can be lifted to a projection-valued measure in an enlarged
Hilbert space, in a certain minimal fashion. We now show how a similar extension is
possible for the normalized POV-measure ∆ 7−→ aK(∆) =W−1a(∆)W .
Definition 4.20. A POV-measure a = P is said to be a projection valued measure
(PV-measure) if P (∆) is a projection operator for each ∆ ∈ B(X). That is, it satisfies
P (∆) = P (∆)† = P (∆)2.
Let us now define a projection-valued measure P (∆), ∆ ∈ B(X) on L2K(X, dν) as
follows:
(4.29) (P (∆)F )(x) = χ∆F (x),
where χ∆ is the characteristic function of the set ∆. That this defines a normalized PV-
measure is easy to check. We then have the following version of the Naimark extension
theorem.
Theorem 4.21. The normalized PV-measure ∆ 7−→ P (∆) extends the POV-measure
∆ 7−→ aK(∆) in the sense of Naimark, i.e.,
(4.30) aK(∆) = PKP (∆)PK , ∆ ∈ B(X).
This extension is minimal in the sense that the set of vectors,
S = {P (∆)φ | ∆ ∈ B(X), φ ∈ HK}
is dense in L2K(X, dν).
Proof. Let F ∈ L2K(X, dν) and φ = PKF ∈ HK . Then
〈F | PKP (∆)PKF 〉L2
K
(X,dν) = 〈φ | P (∆)φ〉
= ‖P (∆)φ‖2L2
K
(X,dν), using P (∆) = P (∆)
2 = P (∆)∗
=
∫
∆
‖φ(x)‖2K
= 〈φ | aK(∆)φ〉L2
K
(X,dν), by (4.26),
and since aK(∆)G = 0 on any vector G which is in the orthogonal complement of HK in
L2K(X, dν),
〈F | PKP (∆)PKF 〉L2
K
(X,dν) = 〈F | aK(∆)F 〉L2
K
(X,dν),
from which (4.30) follows by virtue of the positivity of the operator aK(∆).
To prove the minimality of the extension, suppose that for a fixed F ∈ L2K(X, dν),
〈F | P (∆)φ〉L2
K
(X,dν) =
∫
∆
〈F (x) | φ(x)〉K dν(x) = 0,
for all ∆ ∈ B(X) and all φ ∈ HK . Thus,
〈F (x) | φ(x)〉K = 0,
for ν-almost all x ∈ X. By virtue of (4.3), as φ runs through HK , the vectors φ(x), for
fixed x, span K. Thus, the above equation implies that F (x) = 0 almost everywhere, i.e.,
F = 0 as a vector in L2K(X, dν), proving the density of the set S. 
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4.4. A first example. We end this section with a simple example of a reproducing
kernel and its associated coherent states, which is the quaternionic equivalent of the
canonical coherent states of physics (see, for example, [3]). These coherent states have
also been reported in [4, 33].
Consider the set of quaternionic monomials,
(4.31) fn(q) =
qn√
n!
, n = 0, 1, 2, . . . .
These clearly satisfy conditions (4.1) and (4.2) for the definition of a reproducing kernel,
while since now K = H, condition (4.3) is automatically satisfied. We thus define a
reproducing kernel
(4.32) K(q, q′) =
∞∑
n=0
qnq′
n
n!
.
Note that in this case, N (q) = e|q|2 . In the associated Hilbert space HK we define,
following (4.5)and (4.14), the coherent states,
(4.33) ξq =
∞∑
n=0
fn
qn√
n!
.
Since the (quaternionic) Hilbert space HK of the kernel (4.32), is generated by the
monomials
qn√
n!
, it is expected to consist of left (slice) regular functions, in the sense of
[13, 14, 18]. We now show that this is indeed the case and that HK is in fact a subspace
of an L2-space.
Let q = x0 + x1i + x2j + x3k. For θ1 ∈ [0, π2 ), θ2, φ ∈ (0, 2pi], introducing the unit
vector,
(4.34) n̂(θ1, φ) = (sin θ1 cosφ, sin θ1 sinφ, cos θ1),
the unit vector n̂0 along the x0-axis and writing x = r cos θ2, y = r sin θ2, we may write
x = (x0, x1, x2, x3) ∈ R4 as a point in the two-dimensional plane determined by n̂0 and
n̂(θ1, φ),
(4.35) x = n̂0x+ n̂(θ1, φ)y, x, y ∈ R.
The unit vectors n̂(θ1, φ) for all θ1 ∈ [0, pi
2
), φ ∈ (0, 2pi], constitute all the points on the
upper hemisphere (without the boundary rim) of the unit sphere in R3. Thus, we have
the alternative coordinatization for a point in R4,
(4.36) x = n̂0x+ n̂(θ1, φ)y, θ1 ∈ [0, pi
2
), φ ∈ [0, 2pi), x, y ∈ R.
(Of course, there are points of R4 which are left out in this choice of coordinates, e.g.
points determined by unit vectors along the boundary of the hemisphere, but these will
turn out to be a set of measure zero in the measures that we shall shortly introduce on
H). Introducing the unit imaginary quaternion,
(4.37) J(θ1, φ) = i sin θ1 cosφ+ j sin θ1 sinφ+ k cos θ1 ,
we write
(4.38) q = r sin θ2 + r J(θ1, φ) cos θ2 = re
J(θ1,φ) θ2 ,
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which is the well-known polar representation of a quaternion. For each fixed J(θ1, φ),
the set of all quaternions q, in the equation above, represents a complex plane. The
Lebesgue measure on R4 in terms of these variables is easily worked out to be (see [25]
for details)
(4.39) dx0 dx1 dx2 dx3 = |y|
√
x2 + y2 dx dy dΩ(θ1, φ), dΩ(θ1, φ) = sin θ1 dθ1 dφ.
However, we shall be working with a different measure on H. Let us define,
(4.40) dν(q, q) =
1
2pi2
e−r
2
r sin θ1 dr dθ1 dθ2 dφ .
Then, using the polar representation above, we easily find that
(4.41)
∫ ∞
r=0
∫ pi
2
θ1=0
∫ 2π
θ2=0
∫ 2π
φ=0
qmqn dν(q, q) :=
∫
H
qmqn dν(q, q) = n! δmn .
This means that the vectors fn ∈ HK , which formed an orthonormal basis for HK are
also orthonormal with respect to the measure dν(q, q), i.e., the scalar product of HK is
an L2-product and HK ⊂ L2H(H, dν(q, q)) as a subspace. Following basically the same
argument as in [12] we can show that HK consists entirely of left regular functions.
Moreover, it is now easily checked that the resolution of the identity
(4.42)
∫
H
|ξq〉〈ξq| dν(q, q) = IHK .
holds on HK . In view of their similarity with the canonical coherent states, we may call
the normalized vectors |α〉 := exp [− |α|22 ] ξα, α ∈ H, the canonical quaternionic coherent
states. These QCS have also been reported in [32].
5. Some examples of reproducing kernel Hilbert spaces arising from
orthogonal polynomials
In this section we build reproducing kernels and reproducing kernel Hilbert spaces
starting from real orthogonal polynomials, then with their complexified versions and
quaternionic extensions. Even though some of these kernels have been considered in the
literature, in different contexts [5, 15], we work these out here as examples of our general
construction of QCS and reproducing kernel spaces.
5.1. Reproducing kernels using Hermite polynomials. The real Hermite polyno-
mials Hn(x), n = 0, 1, 2, . . . , are defined over R and satisfy the orthogonality relations:
(5.1)
∫
R
Hm(x)Hn(x) e
−x2 dx =
√
pi2nn! δmn .
They are obtainable using the formula:
(5.2) Hn(x) = (−1)nex2
(
d
dx
)n
e−x
2
.
On the Hilbert space
Hrhp = L
2(R, e−x
2
dx),
the normalized polynomials,
hn(x) =
1
[
√
pi 2n n!]
1
2
Hn(x),
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where h0 = pi
− 1
4 , the ground state, form an orthonormal basis:
〈hm | hn〉Hrhp = δmn .
All this, of course is standard and well-known [11]. Moreover, while for all x, y ∈ R
∞∑
n=0
hn(x)hn(y) =∞,
for any 0 < ε < 1,
(5.3)
∞∑
n=0
εnhn(x)hn(y) <∞.
Thus, the functions f εn = ε
n
2 hn can be used to build a real reproducing kernel, using
well-known summation formulae for Hermite polynomials:
(5.4) Kε(x, y) =
∞∑
n=0
f εn(x)f
ε
n(y) =
1√
pi(1− ε2)e
− ε
2
1−ε2
[x2+y2− 2εxy] x, y ∈ R ,
and
Kε(x, x) =
∞∑
n=0
|f εn(x)|2 =
∞∑
n=0
εn|Hn(x)|2√
pi 2n n!
=
1√
pi(1− ε2) e
2ε
1+ε
x2
.
On L2(R, e−x
2
dx) define the unbounded operator A, by its action on the basis vectors
hn:
(5.5) Ahn = ε
−nhn, n = 0, 1, 2, . . . , =⇒ A =
∞∑
n=0
ε−n|hn〉〈hn| .
This operator is unbounded, but (as can be seen easily) closed. Its inverse is bounded,
trace class, with Tr[A−1] =
1
1− ε . Its domain, D(A), consists of all vectors f =∑∞
n=0 cnhn ∈ L2(R, e−x
2
dx), such that
∑∞
n=0 ε
−2n|cn|2 < ∞ . On D(A) define a new
scalar product
(5.6) 〈f | g〉Hε =
∫
R
f(x)(Ag)(x) e−x
2
dx .
and denote by Hε its completion with respect to this norm. Clearly, as sets Hε ⊂
L2(R, e−x
2
dx) and the vectors f εn = A
− 1
2hn = ε
n
2 hn , n = 0, 1, 2, . . . , form an orthonor-
mal basis of Hε. Moreover, Hε is a reproducing kernel Hilbert space, with reproducing
kernel Kε(x, y) in (5.4). However, because of the nature of the scalar product (5.6), it
is not an L2-space. (This space has been studied in detail, in connection with Berezin-
Toeplitz quantization in [5].) However, if we extend the Hermite polynomials to the
complex plane, i.e., if we consider them to be functions Hn(z) and f
ε
n(z) of a complex
variable, then there the resulting reproducing kernel
Kε(z, w) =
∞∑
n=0
f εn(z)f
ε
n(w) =
∞∑
n=0
εn√
pi 2n n!
Hn(z)Hn(w)
=
1√
pi(1− ε2)e
− ε
2
1−ε2
[z2+w2− 2ε zw] z, w ∈ C ,(5.7)
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is square-integrable in the sense of (4.22) and Proposition 4.14. Indeed, we have [20, 21,
35],
(5.8)
∫
C
f εm(z)f
ε
n(z) dνε(z, z) = δm,n,
where
dνε(z, z) =
√
1− ε2
2ε
exp
[
−2ε{ x
2
1 + ε
+
y2
1− ε}
]
dx dy , z = x+ iy,
so that,
(5.9)
∫
C
Kε(z, z
′)Kε(z
′, w) dνε(z
′, z′) = Kε(z, w) .
Thus the functions f εn(z), n = 0, 1, 2, . . . , span a reproducing kernel subspace, H
hol
ε , of the
Hilbert space L2(C, dνε(z, z)), consisting of holomorphic functions and the restrictions
of the functions in Hholε to the real axis then consist exactly of all the functions in the
Hilbert space Hε above, with the real kernel (5.4).
We now extend the f εn, n = 0, 1, 2, . . . , to functions of a quaternionic variable:
(5.10) f εn(q) =
√
εn√
pi 2n n!
Hn(q),
It turns out that these functions again define a quaternionic reproducing kernel and a
Hilbert space. Indeed, it is clear that the functions f εn(q), n = 0, 1, 2, . . . , satisfy the
conditions (4.1) – (4.3) with
N (q) =
∞∑
n=0
|f εn(q)|2 =
∞∑
n=0
εn√
pi 2n n!
|Hn(q)|2 = 1√
pi(1− ε2)e
− ε
2
1−ε2
[q2+q2− 2ε |q|
2]
.
as follows immediately from (5.7). Thus, the kernel (5.7) extends to a quaternionic
reproducing kernel
(5.11) Kε(q, q
′) =
∞∑
n=0
f εn(q)f
ε
n(q
′) =
∞∑
n=0
εn√
pi 2n n!
Hn(q)Hn(q
′)
However this time, in view of the general non-commutativity of q and q′, we are unable
to get a closed form expression for this kernel, as was possible for the complex and real
cases above.
With the parametrization for a quaternion given in (??) and writing x = r cos θ2, y =
r sin θ2, let us introduce the measure,
(5.12) dνǫ(q, q) =
√
1− ε2
4piε
exp
[
−2ε{ x
2
1 + ε
+
y2
1− ε}
]
dx dy sin θ1 dθ1 dφ ,
with x, y ∈ R, θ1 ∈ [0, π2 ), φ ∈ (0, 2pi] . Then, using the polar representation (4.38)
of quaternions and the orthogonality relation (5.8), we easily find the orthogonality
condition for the quaternionic polynomials (see also [32]),
(5.13)
∫
H
f εm(q)f
ε
n(q) dνǫ(q, q) = δmn ,
i.e., the reproducing kernel Kε(q, q
′) is square-integrable and the associated Hilbert space
H
reg
ε is a subspace of L2H(H, dνǫ(q, q), consisting again of left regular functions.
We end this section by recalling that we constructed here, starting with the normalized
real Hermite polynomials, hn(x), a first reproducing kernel Hilbert space, Hε, for which
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the polynomials f εn(x) = ε
n
2 hn(x) formed an orthonormal basis. However, the associ-
ated reproducing kernel, Kε(x, y), was not square-integrable. We then extended these
polynomials to the complex plane, to obtain polynomials, f εn(z), in a complex variable,
which then formed an orthonormal basis in a reproducing kernel Hilbert space, Hholε ,
consisting of holomorphic functions. Moreover the associated kernel, Kε(z, w), which
was just the complex extension of the real kernel Kε(x, y), was square-integrable and the
Hilbert space Hholε was a subspace of a complex L
2-space. Finally, we further extended
the polynomials f εn(z) to be functions, f
ε
n(q), of a quaternionic variable. These also
formed an orthonormal basis in a right quaternionic Hilbert space, Hregε , of left regular
functions and once again the associated kernel, Kε(q, q
′) was square integrable and the
Hilbert space Hregε a subspace of a quaternionic L2-space.
5.2. Reproducing kernels using Laguerre polynomials. In this section we briefly
show how the same sort of analysis may be done using the real Laguerre polynomials,
again successively obtaining three reproducing kernel Hilbert spaces – the first consist-
ing of functions of a real variable, the second of a complex variable and the third a
quaternionic Hilbert space of a quaternionic variable (see, also [15, 20, 21]).
The generalized real Laguerre polynomials are defined for any α > −1 by
(5.14) Lαn(x) =
n∑
k=0
Γ(n+ α+ 1)
Γ(k + α+ 1) Γ(n− k + 1) k! (−x)
k , n = 0, 1, 2, . . . ,
which can also be obtained using
Lαn(x) = e
xx−α
1
n!
d
dxn
(e−xxn+α) .
They satisfy the orthogonality relations,
(5.15)
∫ ∞
0
Lαj (x) L
α
k (x) x
αe−x dx =
Γ(k + α+ 1)
k!
δjk .
Once again, while
∞∑
n=0
|Lαn(x)|2 =∞,
one has, for any ε ∈ (0, 1) (see, for example, [20, 21]),
(5.16)
Kαε (x, y) =
∞∑
n=0
εnL̂αn(x) L̂
α
n(y) =
1
1− ε exp
[
−ε(x+ y)
1− ε
]
(εxy)−
α
2 Iα
(
2
√
εxy
1− ε
)
,
where L̂αn are the normalized polynomials,
L̂αn(x) =
[
k!
Γ(k + α+ 1)
] 1
2
Lαn(x) ,
and Iα is the modified Bessel function of the first kind.
As is well known (see, for example, [31]), the normalized Laguerre polynomials form
an orthonormal basis for the Hilbert space Hrlg = L
2(R+, xα e−x dx). On the other
hand, in view of (5.16), the polynomials
(5.17) fα,εn (x) = ε
n
2 L̂αn(x) =
[
εnk!
Γ(k + α+ 1)
] 1
2
Lαn(x) n = 0, 1, 2, . . . ,
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form an orthonormal basis for a reproducing kernel Hilbert space Hαε , with (5.16) as the
reproducing kernel. As sets, Hαε ⊂ Hrlg and as in the case with Hermite polynomials,
the elements of Hαε form the domain of an unbounded operator A on Hrlg, which acts on
the basis vectors in the manner AL̂αn = ε
−nL̂αn. Once again while H
α
ε is not an L
2-space,
the polynomials fα,εn , when extended to the complex plane, satisfy the orthogonality
relations [20, 35],
(5.18)
∫
C
f
α,ε
m (z)f
α,ε
n (z) dν
α
ε (z, z) = δmn,
where
dναε (z, z) =
2c ε
α
2
pi
exp[2cx] |z|α Kα
(
2
√
ε |z|
1− ε
)
dx dy, c =
ε
1− ε, z = x+ iy ,
and Kα is the modified Bessel function of the second kind. Thus these polynomials
form a closed subspace Hholα,ε, consisting of holomorphic functions, of the Hilbert space
L2(C, dναε (z, z)). Moreover, the restriction of the functions in this subspace to the real
line constitute all the functions in Hilbert space Hαε , with the real reproducing kernel
(5.16). The subspace Hholα,ε is again a reproducing kernel Hilbert space with the kernel
(5.19)
Kαε (z, w) =
∞∑
n=0
fα,εn (z) f
α,ε
n (w) =
1
1− ε exp
[
−ε(z + w)
1− ε
]
(εzw)−
α
2 Iα
(
2
√
εzw
1− ε
)
,
which is the extension of the kernel (5.16) to C. This kernel is square-integrable,
(5.20)
∫
C
Kα,ε(z, z
′)Kα,ε(z
′, w) dναε (z
′, z′) = Kα,ε(z, w) .
It is now straightforward to build the corresponding quaternionic Laguerre polyno-
mials and their orthogonality relations. We simply extend the polynomials fα,εn (z) to
f
α,ε
n (q), q ∈ H. Then, following (5.12) and (5.13) we see that these polynomials satisfy
the orthogonality relation,
(5.21)
∫
C
f
α,ε
m (q)f
α,ε
n (q) dν
α
ε (q, q) = δmn,
where again, with the same parametrization of the quaternions as in (??), the measure
dναε (q, q) is defined as
dναε (q, q) =
c ε
α
2
pi2
exp[2cx] |z|α Kα
(
2
√
ε |z|
1− ε
)
dx dy sin θ1 dθ1 dφ ,
(with c =
ε
1− ε, z = x + iy). These polynomials give an orthonormal basis for a
quaternionic reproducing kernel Hilbert space, Hregα,ε, which is a subspace of the Hilbert
space L2(H, dναε (q, q). The associated reproducing kernel is
(5.22) Kαε (q, q
′) =
∞∑
n=0
fα,εn (q)f
α,ε
n (q′) =
∞∑
n=0
εnn!
Γ(n+ α+ 1)
Lαn(q)L
α
n(q
′) ,
which is square-integrable with respect to the measure dναε (q, q):
(5.23)
∫
H
Kαε (q, q
′′)Kαε (q
′′, q′) dναε (q
′′, q′′) = Kαε (q, q
′) .
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An entirely analogous construction could be carried out to obtain quaternionic Jacobi
polynomials, using the fact that the real Jacobi polynomials have complex orthogonal
extensions as well [20].
5.3. A Naimark extension. Following the construction outlined in Section 4.3, we can
now show the existence of a quaternionic POV measure and a Naimark type of extension
to a quaternionic PV measure. We do this only for the case of the Laguerre polynomials,
a similar construction being possible for the other cases as well.
The vectors
(5.24) ξα,εq =
∞∑
n=0
fα,εn f
α,ε
n (q) ∈ Hregα,ε
form a family of (non-normalized) quaternionic coherent states, which satisfy the reso-
lution of the identity
(5.25)
∫
H
| ξα,εq 〉〈ξα,εq | dναε (q, q) = Ireg,
on Hregα,ε. The operators
(5.26) aα,ε(∆) =
∫
∆
| ξα,εq 〉〈ξα,εq | dναε (q, q),
for Borel sets ∆ ⊂ H, form a normalized POV-measure on Hregα,ε. The Naimark extension
to a PV-measure, Pα,ε(∆), is then given by (see (4.29))
(5.27) (Pα,ε(∆)F )(q) = χ∆(q)F (q), F ∈ L2(H, dναε (q, q) .
6. Conclusion
As mentioned in the Introduction, a general theory of reproducing kernels and re-
producing kernel Hilbert spaces has been developed in this paper on right quaternionic
Hilbert spaces, by analogy with their complex counterparts. Using the reproducing ker-
nels, a class of generalized CS, POV-measures and a Naimark extension theorem have
been studied. The theory has been illustrated with quaternionic Hermite and Laguerre
polynomials. The construction presented here can be adapted to other classes of orthogo-
nal polynomials as long as the real orthogonal polynomials have complex extensions and
thereby quaternionic extensions. For example, the two indexed quaternionic Hermite
polynomials
Hn,m(q, q) = n!m!
min{n,m}∑
j=0
(q)n−j
(n− j)!
qm−j
(m− j)!
satisfy the orthogonality relation∫
H
Hn,m(q, q) Hl,k(q, q)
1
pi
e−|z|
2
d2zdω(uq) = n!m!δnlδmk.
For fixed n or m we have
∞∑
m=0
|Hn,m(q, q)|2
n!m!
<∞ and
∞∑
n=0
|Hn,m(q, q)|2
n!m!
<∞
respectively. Therefore, for each fixed n or for each fixedm, a parallel reproducing kernel
theory as for the case of Hn(q) can be obtained (see [32]). It should be possible to develop
a quaternionic version of coherent state quantization or integral quantization (see, for
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example, [3]) using the theory developed here. We plan to study this problem in future
publications.
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