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Abstract. In this paper, the local convergence of Iteratively regularized Landweber iteration
method is investigated for solving non-linear inverse problems in Banach spaces. Our analysis
mainly relies on the assumption that the inverse mapping satisfies the Ho¨lder stability estimate
locally. The convergence of the Iterative Landweber iterates to the exact solution is shown under
certain assumptions. As a by-product, under different conditions, two different convergence rates
are obtained.
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1. Introduction
Let F : D(F ) ⊂ U → V : F (u) = v be a non-linear forward operator between the Banach
spaces U and V . The classical meaning of an inverse problem is the determination of u, provided
v is given to us. In general, due to the lack of continuous dependence on the data, almost all
the inverse problems are ill-posed in nature. Thus, the regularization methods are incorporated
to find the stable approximate solutions, i.e. these are used to introduce prior knowledge and
make the feasible approximations of ill-posed inverse problems. For further details on inverse
problems, see [15] for settings in Hilbert spaces, and [31] for Banach space settings. Variational
regularization methods for finding a stable approximate solution are well studied in [25, 15]. Nev-
ertheless, iterative methods are often a proficient alternative to variational methods, peculiarly
for large-scale problems. Among all the iterative methods, Landweber iteration method is one
of the well known classical method. For the convergence of Landweber iteration and its modifi-
cations, extensive research has been done in [20]. Especially, for the Hilbert spaces, considerable
study has been done in [22]. In the case of monotone and accretive operators, there is an impor-
tant role of duality mappings in iterative methods (see [7, 8, 34, 4]). Using the duality mapping,
non-linear extension of the Landweber method is given in [9] for the Banach spaces. Scherzer
in [24], gave the modification of Landweber iteration method named as iteratively regularized
Landweber iteration method. The motivation for this method comes from the iteratively regu-
larized Gauss-Newton method introduced by Bakushinskii in [1]. In our study the data space
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V can be any arbitrary Banach space but the model space U needs to be uniformly convex and
smooth. In the theory of Banach spaces, Bregman distances plays an important role because of
their geometrical properties and are more pertinent to employ rather than Ljapunov functionals
to prove the convergence of regularization schemes [29] and hence it is more convenient to derive
the convergence rates with the help of Bregman distance.
Conceptually, convergence rates can be derived with two different approaches for non-linear
problems. First one is on the basis of source and non-linearity conditions, see for instance,
[31, 25, 15] for variational regularization, and [31, 3, 28, 2] for iterative regularization. The sec-
ond approach relies on the stability estimates which has been derived in [17] for Tikhonov’s
regularization method and in [23] for iterative regularization (Landweber iteration method) in
Banach spaces. The results regarding the rates of convergence using Ho¨lder stability estimates
can be found in [11, 14] and logarithmic stability in [32, 33].
In our analysis, we consider the iteratively regularized Landweber iteration scheme which is
taken from [31]. The motivation for this paper comes from [23] in which the convergence rates
for Landweber method have been obtained via Ho¨lder stability estimates. The prime motive of
the present work is to study the convergence of the iterates of Iteratively regularized Landwe-
ber iteration method provided the inverse mapping satisfies the Ho¨lder stability estimate and
hence find the convergence rates. By assuming different assumptions we obtain two different
convergence rates through our analysis. The main novelty of our work is to determine the con-
vergence rates without using the classical approach based on source conditions or the variational
inequalities as the smoothness conditions.
The plan of this paper is the following: All the basic results and definitions required in our
framework are recapitulated in Section 2. In the third section, the main result on the convergence
rates is stated and proved in the Theorem 3.1 along with the necessary assumptions. In addition,
a convergence rate is also established in the Theorem 3.2 for the special case of Ho¨lder stability
estimate. In Section 4, we give the example where our results on the convergence can be applied.
In the end, a few conclusions are made.
2. Preliminaries
Definition 2.1. Convexity modulus of U : It is a function δ : [0, 2]→ [0, 1] defined by
δU (ǫ) = inf
{
1
2
(
2− ‖u1 + u2‖
)
: u1, u2 ∈ S, ‖u1 − u2‖ ≥ ǫ
}
,
where S is the boundary of the unit sphere in the Banach space U . Further, if δU (ǫ) > 0 for any
ǫ ∈ (0, 2], then U is uniformly convex.
Definition 2.2. Smoothness modulus of U : It is a function ρ : [0,∞)→ [0,∞) defined by
ρU (τ) = sup
{
1
2
(
‖u1 + τu2‖+ ‖u1 − τu2‖ − 2
)
: u1, u2 ∈ S
}
,
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where S is the boundary of the unit sphere in Banach space U . Further, if limτ→0
ρU (τ)
τ
= 0,
then U is uniformly smooth.
Definition 2.3. A Banach space U is
(1) p convex if δU (ǫ) ≥ Y ǫp, where Y is some positive real.
(2) q smooth if ρU (τ) ≤ Zτ q, where Z is some positive real.
Example 2.1. The Banach space U = Lp(Σ), where p > 1 and Σ ⊂ Rn be an open domain, is
uniformly convex as well as uniformly smooth and
δU (ǫ) =


ǫ2, 1 < p < 2
ǫp, 2 ≤ p <∞
and ρU (τ) =


τp, 1 < p < 2
τ2, 2 ≤ p <∞.
2.1. Duality map. The set valued (generally) mapping Jp : U → 2U∗ of the convex functional
u→ 1p‖u‖p defined by
Jp(u) = {u∗ ∈ U∗ | 〈u, u∗〉 = ‖u‖‖u∗‖, ‖u∗‖ = ‖u‖p−1}
is known as the duality mapping of U with the gauge function t→ tp−1 where p > 1.
Example 2.2. Let r > 1. Then for U = Lr(Rn), we have
Jp : L
r(Rn)→ Ls(Rn) defined by u(x) 7→ ‖u‖p−rU |u(x)|r−2u(x)
where r and s are conjugate indices.
Next, we recall the definition of Bregman distance. See [31, Definition 2.56].
2.2. Bregman distance. Let U be a uniformly smooth Banach space and Jp is the duality
mapping from U to U∗ with the gauge function t→ tp−1. Then the functional
∆p(u1, u2) =
1
p
‖u1‖p − 1
p
‖u2‖p − 〈Jp(u2), u1 − u2〉, u1, u2 ∈ U
is the Bregman distance of the convex functional u→ 1p‖u‖p at u ∈ U .
2.3. Iteratively Regularized Landweber Iteration Method. In Banach spaces, we con-
sider the following non-noisy version of the iteratively regularized Landweber iteration method
given in [31].
Jp(uk+1 − u0) = (1− βk)Jp(uk − u0)− µF ′(uk)∗jp(F (uk)− v), (2.1)
uk+1 = u0 + J
∗
q (Jp(uk+1 − u0)), where 0 < βk ≤ βmax < 1. (2.2)
Here Jp : U → U∗, J∗q : U∗ → U , jp : V → V ∗ are duality mappings and µ is a positive constant.
u0 is the initial guess of the solution and k ≥ 0. Here p, q > 1 are conjugate indices. This
iterative scheme is a Gradient type method resulting from the application of gradient descent
to the misfit ‖F (u)− v‖p.
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Remark 2.1. For the Hilbert space settings, convergence of Iteratively regularized Landweber
iteration scheme is shown in [24] for noisy data and the appropriate choice of βi’s in [0, 1].
Also convergence rates were obtained provided the exact solution satisfy source condition. In
[31,Theorem 7.5], convergence rates were obtained for this method in Banach spaces by incorpo-
rating the variational inequalities
|〈Jp(u† − u0), u− u†〉| ≤ β∆u0p (u†, u)
1−ν
2 ‖F ′(u†)(u− u†)‖ν
and the non-linearity estimate
‖(F ′(u† + v)− F ′(u†))v‖ ≤ K‖F ′(u†)v‖c1 ∆u0p (u†, v + u†)c2
where v ∈ U and u, u†+v are in some ball of positive radius around exact solution u†, ν ∈ (0, 1],
β,K > 0 and ∆u0p (u
†, u) = ∆p(u
†−u0, u−u0). Also c1 = 1 or c1+c2p > 1, c1+c2 2νν+1 ≥ 1. Here,
we study both the convergence and convergence rates by incorporating an alternative condition,
namely Ho¨lder type stability (see Section 3) replacing the variational inequalities and the non-
linearity estimate.
Remark 2.2. There is an another version of the Iteratively regularized Landweber Iteration
method which is:
Jp(uk+1) = Jp(uk)− µF ′(uk)∗jp(F (uk)− v) + βkJp(u0 − uk),
uk+1 = J
∗
q (Jp(uk+1)), where 0 < βk ≤ βmax <
1
2
.
In Hilbert spaces, above method reduces to the method discussed in [3] with µ = 1. The only
difference there is that noise in the data is also taken into consideration.
Remark 2.3. If βk = 0 for each k in (2.1), i.e. in Iteratively regularized Landweber iteration,
then the method is nothing but Landweber iteration method discussed in [23] with xk+1 = uk+1
and u0 = 0.
Now, in the next theorem, we review the properties of the duality mappings which we need
in our analysis. See [9, 16] for the proofs.
Theorem 2.1. For p > 1, following holds:
(1) For every u ∈ U , the set Jp(u) is non empty.
(2) The map Jp(u) is one-one provided the Banach space is uniformly smooth.
(3) If a Banach space is uniformly convex and uniformly smooth, then Jp(u) is one-one and
onto and its inverse is J−1p = J
∗
q , with J
∗
q is the duality mapping of U
∗, where p, q > 1
with 1p +
1
q = 1 and the associated guaze function is t→ tq−1.
(4) Uniform smoothness (uniform convexity) of a Banach space U is equivalent to the uni-
form convexity (uniform smoothness) of the dual space U∗.
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Next result recapitulates the main facts of Bregman distance and its relationship with the
norm. See [31, Theorem 2.60] for parts (1) and (4) in the following theorem.
Theorem 2.2. Let U be a uniformly convex and uniformly smooth Banach space. Then, for all
u1, u2 ∈ U , following result holds:
(1) ∆p(u1, u2) ≥ 0 and ∆p(u1, u2) = 0 if and only if u1 = u2.
(2) If U is p-convex, then we have
∆p(u1, u2) ≥ Cp
p
‖u1 − u2‖p (2.3)
where Cp > 0 is some constant.
(3) If U∗ is q-smooth, then we have
∆q(u
∗
1, u
∗
2) ≤
Gq
q
‖u∗1 − u∗2‖q ∀ u∗1, u∗2 ∈ U∗ (2.4)
where Gq > 0 is some constant.
(4) Following are equivalent:
(a) limn→∞ ‖un − u‖ = 0,
(b) limn→∞∆p(un, u) = 0 and
(c) limn→∞ ‖un‖ = ‖u‖ and limn→∞〈Jp(un), u〉 = 〈Jp(u), u〉.
Proof of parts (2) and (3) of above Theorem is discussed after the following Remark 2.4. In
[23,Theorem 2.5], results of the type (2) and (3) in above theorem are given with the Bregman
distance
∆′p(u1, u2) =
1
p
‖u2‖p − 1
p
‖u1‖p − 〈Jp(u1), u2 − u1〉, u1, u2 ∈ U.
Note that the definitions of Bregman distance employed in [23] and in this paper are different,
because of the interchange of arguments.
Remark 2.4. [36,Theorem 1] Let δX(ǫ) represents the convexity modulus of a uniformly convex
real Banach space X. Then, there exists a function φp ∈ A such that
‖x1 + x2‖p ≥ ‖x1‖p + p〈Jp(x1), x2〉+ σp(x1, x2), x1, x2 ∈ X (2.5)
where
σp(x1, x2) = p
∫ 1
0
(‖x1 + tx2‖ ∨ ‖x1‖)p
t
φp
(
t‖x2‖
‖x1 + tx2‖ ∨ ‖x1‖
)
dt, (2.6)
(see Remark 2.5) and
A =
{
φ : R+ → R+ : φ(0) = 0, φ(t) is strictly increasing and there is positive
constant K such that φ(t) ≥ KδX(t/2)
}
.
5
G. Mittal and A. K. Giri Iteratively Regularized Landweber Method
Here x ∧ y = min(x, y) and x ∨ y = max(x, y) for arbitrarily real numbers x and y. Since,
φp ∈ A, (2.6) can be written as
σp(x1, x2) ≥ pKp
∫ 1
0
(‖x1 + tx2‖ ∨ ‖x1‖)p
t
δX
(
t‖x2‖
2(‖x1 + tx2‖ ∨ ‖x1‖)
)
dt.
with
Kp = 4(2 +
√
3)min
{
1
2
p(p − 1) ∧ 1,
(
1
2
p ∧ 1
)
(p− 1),
(p− 1)[1− (
√
3− 1)q), 1−
[
1 +
(2−√3)p
p− 1
]1−p}
(2.7)
where the value of Kp is obtained from Lemma 3 in [36]. Also if X is p-convex, then above
inequality can also be written as
σp(x1, x2) ≥ pY Kp
∫ 1
0
(‖x1 + tx2‖ ∨ ‖x1‖)p
t
(
t‖x2‖
2(‖x1 + tx2‖ ∨ ‖x1‖)
)p
dt
= p
(
Y K
2p
)
‖x2‖p
∫ 1
0
tp−1 dt = Cp‖x2‖p.
for some positive constants Y and Cp =
Y Kp
2p . Above inequality and (2.6) implies
1
p
‖x1 + x2‖p − 1
p
‖x1‖p − 〈Jp(x1), x2〉 ≥ 1
p
σp(x1, x2) ≥ Cp
p
‖x2‖p. (2.8)
Now we come to the proof of part (2) of Theorem 2.2. In our notations, if we consider X = U ,
x1 = u2 and x2 = u1 − u2, then (2.8) implies that
∆p(u1, u2) =
1
p
‖u1‖p − 1
p
‖u2‖p − 〈Jp(u2), u1 − u2〉 ≥ Cp
p
‖u1 − u2‖p
which is the desired inequality. Here Cp is a constant depending on p. Part (3) can be proved
similarly by using Theorem 2 in [36].
Remark 2.5. In [36, equation 2.2], value of σp given in the statement is
σp(x, y) = p
∫ 1
0
(‖x+ ty‖ ∨ ‖x‖)p
t
φp
(
t‖y‖
(‖x+ ty‖ ∨ ‖y‖)
)
dt.
but the actual value is
σp(x, y) = p
∫ 1
0
(‖x+ ty‖ ∨ ‖x‖)p
t
φp
(
t‖y‖
(‖x+ ty‖ ∨ ‖x‖)
)
dt
which can be easily verified from the proof given there.
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3. Convergence and convergence rates
In the present section, we analyze the convergence and its rate for iteratively regularized
Landweber iteration method. Here, we consider the notation
B = B∆ρ (u
†) = {u ∈ U : ∆u0p (u†, u) ≤ ρ2}
where ∆u0p (u
†, u) = ∆p(u
† − u0, u− u0) and ρ > 0 is some constant. We assume B ⊂ D(F ). To
prove our main result, we need to have certain assumptions accumulated below.
Assumption 3.1.
(1) U is q-smooth and p-convex with 1p +
1
q = 1 with p, q > 1.
(2) F has a Fre´chet derivative F ′(·) and it satisfies the local estimate, i.e. there exist a
positive constant L such that
‖F ′(u1)− F ′(u2)‖ ≤ L‖u1 − u2‖, ∀u1, u2 ∈ B. (3.1)
(3) F ′(·) satisfies the condition, i.e. ‖F ′(u)‖ ≤ Lˆ for all u ∈ B for some positive constant
Lˆ.
(4) F is weakly sequentially closed.
(5) Elements in B satisfies the Ho¨lder stability estimate,
∆u0p (u1, u2) ≤ CpF ‖F (u1)− F (u2)‖
1+ǫ
2
p, u1, u2 ∈ B, ǫ ∈ (0, 1] (3.2)
where CF > 0 is a constant.
(6) u0 lies in B, i.e. u0 ∈ B∆ρ (u†).
(7) sequence {βk} satisfies (2.2),
∑
k βk <∞ and βmax is sufficiently small.
(8) µ is chosen such that
µq−1 <
q
2qLˆqGq
. (3.3)
(9) ρ2 satisfies
ρ2 = Lˆ−p(LC2F )
−p
ǫ
(
Cp
p
)1+ 2
ǫ
. (3.4)
Remark 3.1. The Ho¨lder type stability estimate (3.2) for special case p = 2 can be obtained by
a lower bound on the Fre´chet derivative F ′. Let there exists a constant K > 0 such that∥∥∥∥F ′(u)
(
u− u†
‖u− u†‖
)∥∥∥∥ ≥ K‖u− u†‖1−ǫ1 ∀u ∈ D(F ) ∩Br(u†)
where Br(u
†) is some ball of radius r (sufficiently small) around u† and ǫ1 ∈ (0, 1]. Now above
and
‖F (u′)− F (u)− F ′(u)(u′ − u)‖ ≤ L
2
‖u′ − u‖2 ∀u, u′ ∈ D(F )
implies that
K‖u− u†‖2−ǫ1 ≤ ‖F (u)− F (u†)− F ′(u)(u− u†)‖+ ‖F (u)− F (u†)‖.
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Therefore, we have
‖u− u†‖ ≤ C ′‖F (u) − F (u†)‖
1
2−ǫ1 ∀u ∈ D(F ) ∩Br(u†)
where C ′ is some constant depending on K and L. Now, in case of Hilbert spaces, i.e. for
p = 2, ∆u02 (u, u
†) = 12‖u − u†‖2 where u0 = 0. Thus, an estimate of the type (3.2) can be
obtained. In general, it is impossible to obtain a lower bound for F ′ due to ill-posedness of many
inverse problems. This lower bound has been studied for many inverse problems under various
assumptions. For example, see [6, 12]. The key fact used there to obtain the lower bound is that
forward operator projects properly.
Remark 3.2. If ǫ = 1 in (3.2), then (3.2) is simply the Lipschitz stability estimate. Take u0 = 0,
then we have
〈Jp(u†), u− u†〉 ≤ ‖u†‖p−1‖u− u†‖ ≤
(
p
Cp
) 1
p
‖u†‖p−1∆p(u, u†)
1
p
≤ K‖F (u)− F (u†)‖ ∀u ∈ B
where above holds by using (2.3). Here K = CF‖u†‖p−1
( p
Cp
) 1
p . In [23] it was shown that above
implies the source condition Jp(u
†) = F ′(u†)∗v for some v such that ‖v‖ ≤ 1.
Now, we have enough ingredients to give our main result about the convergence and its rates
with which we obtain the convergence and the its rates with some additional assumptions on
the sequence {βk}.
Theorem 3.1. Let F be a non-linear operator between the Banach spaces U , V and the operator
equation F (u) = v, v ∈ V has a solution u†. Let the Assumption (3.1) holds. Then all the iterates
of iteratively regularized Landweber iteration method (2.1)-(2.2), remain in B and converge to
the solution u†. Further, we get the following rates under different assumptions.
(1) If p < Cp, then the iterates γk = ∆
u0
p (u
†, uk) satisfies the recursion formula
γk+1 ≤ −K2γ
2
1+ǫ
k + αkγk +K5βk (3.5)
for some positive constants K2,K5 (see proof for their actual meaning) and {αk} is a
sequence converges to 1. Further, if {βk} satisfies βk ≤ Cγk (smoothness condition) for
some constant C > 0, then the convergence rate for ǫ ∈ (0, 1) is given by
∆u0p (u
†, uk) ≤
((
gkρ
2
)− 1−ǫ
1+ǫ + hk
)− 1+ǫ
1−ǫ
, k = 1, 2, 3, . . .
where
gk =
k−1∏
i=0
di, for k ≥ 1,
and
hk =
k−1∑
j=1
(
djdj+1 . . . dk−1
)− 1+ǫ
1−ǫ
fj−1 + fk−1, k ≥ 2, and h1 = f0
8
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with fk =
1−ǫ
1+ǫekd
−t
k , dk = αk + CK5 and ek =
K2
dk
.
For ǫ = 1, we get
γk ≤
k−1∏
i=0
(−K2 + αi +K5C)ρ2, k = 1, 2, . . .
(2) we also obtained the rate
∆u0p (u
†, uk) = γk = O(β
q−1
k ), as k →∞
provided p < Cp and
K5 + ηβ
−1
k
[
αk −
(
βk+1
βk
)q−1]
≤ 0
for some constants η,K5, t =
1−ǫ
1+ǫ and {αk} is a sequence converging to 1.
Proof. Firstly we give the outline of the proof.
(1) We find the upper bound on the difference ∆u0p (u
†, uk+1) − ∆u0p (u†, uk) for which we
further need to find four different estimates.
(2) Then we show that the sequence {∆u0p (u†, uk)} is monotonically decreasing and converges
to 0.
(3) Thereafter, we find out the convergence rates via two different techniques.
By the definition of Bregmann distance and using (2.1), we can write
∆u0p (u
†, uk+1)−∆u0p (u†, uk) = ∆u0p (uk, uk+1)− µ〈jp(F (uk)− v), F ′(uk)(uk − u†)〉
+βk〈Jp(u† − u0), u† − uk〉 − βk〈Jp(u† − u0)− Jp(uk − u0), u† − uk〉.
(3.6)
As said above, first we estimate each of the four terms of the right side of above equality
individually. For the first term, using Lemma 2.63 from [31], (2.4) and (2.1), we get
∆u0p (uk, uk+1) ≤
Gq
q
‖Jp(uk+1 − u0)− Jp(uk − u0)‖q
=
Gq
q
‖βkJp(uk − u0) + µF ′(uk)∗jp(F (uk)− v)‖q.
(3.7)
Now using the following estimate twice
‖u1 + u2‖p ≤ 2p−1(‖u1‖p + ‖u2‖p), u1, u2 ∈ U (3.8)
for p ≥ 1, see [25,Lemma 3.20], in (3.7), we get
∆u0p (uk, uk+1) ≤ 2q−1
Gq
q
(
βqk‖Jp(uk − u0)‖q + µq‖F ′(uk)∗jp(F (uk)− v)‖q
)
= 2q−1
Gq
q
(
βqk‖uk − u0‖p + µq‖F ′(uk)∗jp(F (uk)− v)‖q
)
≤ 2q−1Gq
q
(
2p−1βqk
(‖u† − u0‖p + ‖u† − uk‖p)+ µq‖F ′(uk)∗jp(F (uk)− v)‖q
)
9
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≤ 2q−1Gq
q
(
2p−1βqk
(‖u† − u0‖p + p
Cp
∆u0p (u
†, uk)
)
+ µqLˆq‖F (uk)− v‖p
)
(3.9)
where the last inequality is obtained by incorporating (2.3) and the condition (3) of Assumption
(3.1) provided uk satisfies estimate (3.2) which we will show later.
Next, we come to the estimation of the second term on the right side of (3.6).
−µ〈jp(F (uk)− v), F ′(uk)(uk − u†)〉
= −µ〈jp(F (uk)− v), F (uk)− v〉+ µ〈jp(F (uk)− v), F (uk)− v − F ′(uk)(uk − u†)〉
= −µ‖F (uk)− v)‖p + µ〈jp(F (uk)− v), F (uk)− v − F ′(uk)(uk − u†)〉.
By employing fundamental theorem of calculus for F ′(·) and (3.1), we get,
−µ〈jp(F (uk)− y), F ′(uk)(uk − u†)〉
≤ −µ‖F (uk)− v)‖p + µL
2
‖F (uk)− v‖p−1‖uk − u†‖2.
Using (2.3) and then (3.2), we get
−µ〈jp(F (uk)− v), F ′(uk)(uk − u†)〉
≤ −µ‖F (uk)− v)‖p + µ
2
LC2F
(
p
Cp
)2/p
‖F (uk)− v‖p+ǫ. (3.10)
Next, we give the estimation of the third term of the right side of (3.6).
βk〈Jp(u† − u0), u† − uk〉 ≤ βk|〈Jp(u† − u0), u† − uk〉|
≤ βk‖Jp(u† − u0)‖‖u† − uk‖
= βk‖u† − u0‖p−1‖u† − uk‖.
Using Young’s Inequality ab ≤ arr + b
s
s with Ho¨lder conjugates r, s for a = ‖u† − u0‖p−1, b =
‖u† − uk‖, r = pp−1 and s = p and (2.3), yields
βk〈Jp(u† − u0), u† − uk〉 ≤ βk
(
p− 1
p
‖u† − u0‖p + 1
p
‖u† − uk‖p
)
≤ βk
(
p− 1
p
‖u† − u0‖p + 1
Cp
∆u0p (u
†, uk)
)
.
(3.11)
For the fourth term of (3.6), we have
−βk〈Jp(u† − u0)− Jp(uk − u0), u† − uk〉 = −βk∆u0p (u†, uk)− βk∆u0p (uk, u†)
≤ −βk∆u0p (u†, uk) (3.12)
where the last inequality holds because of (1) of Theorem 2.2. Combining all the estimates
(3.9) − (3.12) in (3.6) and use the notation γk = ∆u0p (u†, uk), we get
γk+1 − γk ≤ 2q−1Gq
q
(
2p−1βqk
(‖u† − u0‖p + p
Cp
γk
)
+ µqLˆq‖F (uk)− v‖p
)
− µ‖F (uk)− v‖p
+
µ
2
LC2F
(
p
Cp
)2/p
‖F (uk)− v‖p+ǫ + βk
(
p− 1
p
‖u† − u0‖p
)
+ βk
(
1
Cp
γk
)
− βkγk
10
G. Mittal and A. K. Giri Iteratively Regularized Landweber Method
=
(
2q−1
Gq
q
µqLˆq − µ
)
‖F (uk)− v‖p +
(
2p+q−2
Gq
q
βqk + βk
p− 1
p
)
‖u† − u0‖p
+
µ
2
LC2F
(
p
Cp
)2/p
‖F (uk)− v‖p+ǫ +
(
βk
Cp
− βk + 2p+q−2βqk
Gq
q
p
Cp
)
γk.
(3.13)
Let us assume that uk ∈ B, then after using (3.3) in the first term of the right side of above
equation, we get
γk+1 − γk ≤ −µ
2
‖F (uk)− v‖p +
(
2p+q−2
Gq
q
βqk + βk
p− 1
p
)
‖u† − u0‖p
+
µ
2
LC2F
(
p
Cp
)2/p
‖F (uk)− v‖p+ǫ +
(
βk
Cp
− βk + 2p+q−2βqk
Gq
q
p
Cp
)
γk.
(3.14)
From mean value inequality, point 3 of Assumption 3.1, (2.3) and (3.4), we get
‖F (uk)− v‖ = ‖F (uk)− F (u†)‖ ≤ Lˆ‖uk − u†‖ ≤ Lˆ
(
p
Cp
)1/p
∆u0p (u
†, uk)
1/p
≤ Lˆ
(
p
Cp
)1/p
ρ
2
p ≤
(
Cp
p
) 2
pǫ
(LC2F )
−1
ǫ .
Using above equation, we have the estimate
−µ
2
‖F (uk)− v‖p + µ
2
LC2F
(
p
Cp
)2/p
‖F (uk)− v‖p+ǫ
= ‖F (uk)− v‖p
[
− µ
2
+
µ
2
LC2F
(
p
Cp
)2/p
‖F (uk)− v‖ǫ
]
≤ 0. (3.15)
Thus, (3.14) and (3.15) implies
γk+1 − γk ≤
(
2p+q−2
Gq
q
βqk + βk
p− 1
p
)
‖u† − u0‖p +
(
βk
Cp
− βk + 2p+q−2βqk
Gq
q
p
Cp
)
γk. (3.16)
Because of the assumption u0 ∈ B and (2.3), (3.16) can also be written as
γk+1 − γk ≤
[(
p
Cp
)(
2p+q−2
Gq
q
βqk + βk
p− 1
p
)
+
(
βk
Cp
− βk + 2p+q−2βqk
Gq
q
p
Cp
)]
ρ2
=
[
2p+q−1βqk
Gq
q
(
p
Cp
)
− βk
(
1− p
Cp
)]
ρ2. (3.17)
Since p < Cp and βk can be sufficiently small, we choose βmax sufficiently small so that right side
of (3.17) becomes non-positive. The validity of above statement is shown below. From (3.17),
we have
γk+1 − γk ≤ 0 =⇒ βk ≤ q−1
√
q
pGq
21−(p+q)(Cp − p).
Therefore, by taking βk’s which satisfies the above inequality, we have
γk+1 − γk ≤ 0 =⇒ γk+1 ≤ γk ≤ ρ2.
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Thus uk+1 ∈ B. Therefore, it is clear that the sequence {γk} is a monotonically decreasing
sequence bounded below, which means that the limit of the sequence exists. Next, we show that
the sequence {γk} converges to 0. Putting (3.15) in (3.13) yields
γk+1 − γk ≤
(
2q−1
Gq
q
µqLˆq − µ
2
)
‖F (uk)− v‖p +
(
2p+q−2
Gq
q
βqk + βk
p− 1
p
)
‖u† − u0‖p
+
(
βk
Cp
− βk + 2p+q−2βqk
Gq
q
p
Cp
)
γk.
We rewrite above equation as
γk+1 − γk ≤ −K1‖F (uk)− v‖p +
(
2p+q−2
Gq
q
βqk + βk
p− 1
p
)
‖u† − u0‖p
+
(
βk
Cp
− βk + 2p+q−2βqk
Gq
q
p
Cp
)
γk
(3.18)
where K1 = −2q−1Gqq µqLˆq + µ2 > 0 by Assumption (3.3). Let limk→∞γk = a. Taking limit k →∞
and then incorporating
∑
k→∞ βk <∞ and (3.2), we get
a− a ≤ −K1 lim
k→∞
‖F (uk)− v‖p + 0 ≤ − K1
(CF )
2p
1+ǫ
lim
k→∞
γ
2
1+ǫ
k = −K2 limk→∞γ
2
1+ǫ
k (3.19)
where K2 =
K1
(CF )
2p
1+ǫ
is a new positive constant. Now, using the continuity of the function
x→ xδ for any δ > 1, (3.19) implies
0 ≤ −K2a
2
1+ǫ =⇒ a 21+ǫ ≤ 0. (3.20)
But as γk ≥ 0, we must have a ≥ 0 and thus (3.20) implies a = 0. Hence, by (4) of Theorem
2.2, uk → u†. Next, we find the recursion formula satisfied by the sequence {γk}. Using (3.2)
and u0 ∈ B in (3.18) yields
γk+1 ≤ −K2γ
2
1+ǫ
k +
(
2p+q−2
Gq
q
βqk + βk
p− 1
p
)
p
Cp
ρ2 +
(
1 +
βk
Cp
− βk + 2p+q−2βqk
Gq
q
p
Cp
)
γk
= −K2γ
2
1+ǫ
k + αkγk +K3β
q
k +K4βk ≤ −K2γ
2
1+ǫ
k + αkγk +K5βk (3.21)
where
K3 = 2
p+q−2Gq
q
p
Cp
ρ2, K4 =
p− 1
Cp
ρ2, αk = 1 +
βk
Cp
− βk + 2p+q−2βqk
Gq
q
p
Cp
.
and the last term in (3.21) is written because βk < 1 where K5 = K3 +K4. We can easily see
that αk → 1. So, (3.21) is the required recurrence relation. Now, for the particular case, i.e. if
{βk} satisfies the condition βk ≤ Cγk for some C > 0, which is so called smoothness condition,
we find the rate of convergence. With the given condition βk ≤ Cγk, (3.21) can be written as
γk+1 ≤ −K2γ
2
1+ǫ
k + αkγk +K5βk ≤ −K2γ
2
1+ǫ
k + dkγk
= dkγk
(
1− ekγ
1−ǫ
1+ǫ
k
) (3.22)
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where dk = αk + CK5 and ek =
K2
dk
for every k. Let t = 1−ǫ1+ǫ . Then, above yields
(γk+1)
−t ≥ (dkγk)−t
(
1− ekγtk
)−t
. (3.23)
Using the estimate
(1− y)−t ≥ 1 + ty ∀ y ∈ (0, 1) (3.24)
in equation (3.23) for k ≥ 1, we get
(γk+1)
−t ≥ (dkγk)−t + fk
where fk = tekd
−t
k . Thus, we have
∆u0p (u
†, uk) ≤
((
gkρ
2
)− 1−ǫ
1+ǫ + hk
)− 1+ǫ
1−ǫ
, k = 1, 2, 3, . . .
where
gk =
k−1∏
i=0
di, for k ≥ 1
and
hk =
k−1∑
j=1
(
djdj+1 . . . dk−1
)− 1+ǫ
1−ǫ
fj−1 + fk−1, k ≥ 2, and h1 = f0.
For ǫ = 1, (3.21) with βk ≤ Cγk implies
γk ≤
k−1∏
i=0
(−K2 + αi +K5C)ρ2, k = 1, 2, . . .
So, the first part of the proof is completed now. Now, we proceed for the second part.
Equation (3.21) implies
γk+1 ≤ −K2γ
2
1+ǫ
k + αkγk +K5β
q
k
(3.25)
and the last term in (3.25) is written because βk < 1. Now, let us define ηk =
γk
βq−1k
. Then from
(3.25), we get
ηk+1 ≤
(
βk
βk+1
)q−1[
−K2η1+tk β(q−1)tk + αkηk +K5βk
]
(3.26)
where t = 1−ǫ1+ǫ . For the uniform boundedness of {ηk} by some η, sufficient condition is
αkη +K5βk ≤ η
(
βk+1
βk
)q−1
.
Above can be further written as
K5 + ηβ
−1
k
[
αk −
(
βk+1
βk
)q−1]
≤ 0. (3.27)
Above equation holds good for sufficiently small βmax. Thus
∆u0p (u
†, uk) = γk = O(β
q−1
k ) as k →∞. (3.28)
13
G. Mittal and A. K. Giri Iteratively Regularized Landweber Method

Remark 3.3. Condition βk ≤ Cγk assumed in (1) of Theorem 3.1 is an abstract smoothness
condition for obtaining the convergence rates and is similar to other smoothness concepts (e.g.
source conditions, variational inequalities) already available in the literature in the sense that all
these incorporate some a-priori knowledge of the exact solution.
Next result is for the crucial case when ǫ = 0 in (3.2).
Theorem 3.2. Let the Assumptions (1)-(7) and (9) of Assumption 3.1 holds with ǫ = 0 in (5),
µ satisfies
µq−1 <
q
2q−1GqLˆq
[
1− 1
2
LC2F
(
p
Cp
)2/p]
. (3.29)
Further, let
M1 = C
−2p
F
[
2q−1
Gq
q
µqLˆq − µ+ µ
2
LC2F
(
p
Cp
)2/p]
.
Then, all the iterates of iteratively regularized Landweber method remain in B and converges to
the solution u†. Further, we get the following two rates under two different assumptions.
(1) If p < Cp, then the iterates γk = ∆
u0
p (u
†, uk) satisfies the recursion formula
γk+1 ≤ −M1γ2k + αkγk +K5βk. (3.30)
Further, if {βk} satisfies βk ≤ Cγk, then the convergence rate is given by
∆u0p (u
†, uk) ≤
(
(gkρ
2)−1 + hk
)−1
, k = 1, 2, 3, . . .
where
gk =
k−1∏
i=0
di, for k ≥ 1
and
hk =
k−1∑
j=1
(
djdj+1 . . . dk−1
)−1
fj−1 + fk−1, k ≥ 2, and h1 = f0
where the constants used have similar meaning as defined in Theorem 3.1.
(2) A similar rate like (3.28) can be obtained provided (3.27) holds.
Proof. Putting ǫ = 0 in (3.13), we get
γk+1 − γk ≤
(
2q−1
Gq
q
µqLˆq − µ+ µ
2
LC2F
(
p
Cp
)2/p)
‖F (uk)− v‖p
+
(
2p+q−2
Gq
q
βqk + βk
p− 1
p
)
‖u† − u0‖p +
(
βk
Cp
− βk + 2p+q−2βqk
Gq
q
p
Cp
)
γk.
After using the estimate (3.29) and proceeding in the similar way as done in the part (1) of
Theorem (3.1), we reach upto the estimate
γk+1 ≤ −M1γ2k + αkγk +K5βk.
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Thus again if βk ≤ Cγk, we can derive the above-said convergence rate. For the second part, we
obtain a similar estimate as in (3.26) with K2 = M1 and t = 1. Rest part of the proof follows
similarly.

4. Example: Electrical Impedance Tomography
Our results on covergence can be applied directly on the Caldero´n’s inverse problem which is
the mathematical bedrock of EIT, i.e. Electrical Impedance Tomography. Ulhmann in [13], has
recently studied the EIT and Caldero´n’s problem. Further, see [18, 19, 26, 27] for some important
results about the uniqueness. In [10, 5], two results on the Lipschitz-type stability estimates were
given for the Caldero´n’s inverse conductivity problem provided the a-priori information about
the conductivity is known, i.e. it is piecewise constant with a bounded number of unknown
values. The difference between the two results is that in [10], real valued case is discussed and
in [5], complex valued case is discussed. So, here we consider the real valued case which involves
the determination of v ∈ H1(Ω) where v satisfies


div(γ∇v) = 0, in Ω
v = g, on ∂Ω.
Here g ∈ H1/2(∂Ω), Ω ⊂ Rn, n ≥ 2 is a bounded domain having smooth boundary and γ is the
positive and bounded function representing the electrical conductivity of Ω. The inverse problem
associated with EIT is the determination of electrical conductivity γ from the information of
Λγ , i.e. the Dirichlet to Neumann map which is defined as
Λγ : H
1/2(∂Ω)→ H−1/2(∂Ω) : g →
(
γ
∂v
∂ν
)∣∣∣∣
∂Ω
where the vector ν is the outward normal to ∂Ω.
The operator F associated with the inverse problem is defined by
F : U ⊂ L∞+ (Ω)→ L(H1/2(∂Ω),H−1/2(∂Ω)) : F (γ) = Λγ . (4.1)
Further, F ′, the Fre´chet derivative of F at γ = γ′ is given by
F ′(γ′) : U ⊂ L∞(Ω)→ L(H1/2(∂Ω),H−1/2(∂Ω)) : δγ → F ′(γ′)(δγ) (4.2)
where F ′(γ′)(δγ) is defined by the sesquilinear form
〈F ′(γ′)(δγ)g1, g2〉 =
∫
Ω
δγ∇v1 · ∇v2dx, g1, g2 ∈ H1/2(∂Ω) (4.3)
where v1 and v2 are the solutions of

div(γ′∇v1) = 0 = div(γ′∇v2), in Ω
v1 = g1, v2 = g2 on ∂Ω
.
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Under the assumption that γ ∈ L∞(Ω), for the case n = 2, uniqueness of the solution of inverse
problem is discussed in [19] and for n ≥ 3 it is discussed in [21] provided γ is in the Sobolev
space W 3/2,∞(Ω).
Next theorem presents the Lipschitz estimate established in [10].
Theorem 4.1. Let γ1, γ2 be two real functions which are piecewise constant, then under the
Assumption 2.2 in [10], we have
‖γ1 − γ2‖L∞(Ω) ≤ C‖Λγ1 − Λγ2‖L(H1/2(∂Ω),H−1/2(∂Ω)) (4.4)
where C is a constant.
Now, we verify that our assumptions of Theorem 3.1 are satisfied. Before that, observe that
the Banach space L∞(Ω) is not uniformly convex, so defining the pre-image space as
U = span{χD1 , χD2 , . . . , χDN } (4.5)
fitted with Lp norm where p > 1 and Di’s with 1 ≤ i ≤ N are open sets satisfy Assumption 2.2
in [10]. Then, the following observations can be made:
(1) With the help of basis {χD1 , χD2 , . . . , χDN }, one can show the Lipschitz continuity of
F and F ′. In particular, if Ω and γ, γ′ satisfy (i) and (ii) of Assumption 2.2 in [10]
respectively, then we have (see [23, Subsection 5.3])
‖F (γ) − F (γ′)‖L(H1/2(Ω),H−1/2(Ω)) ≤ L‖γ − γ′‖Lp(Ω),
‖F ′‖L(X,L(H1/2(Ω),H−1/2(Ω))) ≤ Lˆ,
‖F ′(γ)− F ′(γ′)‖L(H1/2(Ω),H−1/2(Ω)) ≤ C‖γ − γ′‖Lp(Ω),
(4.6)
where L, Lˆ, C depend on Ω, N and ellipticity constant S, i.e. conductivity γ satisfies
S−1 ≤ γ < S, respectively.
(2) As the notion of weak and strong topology is equivalent for the finite dimensional spaces,
F defined in (4.1) is weakly sequentially closed.
Further, assume that γ = F (γ†) where γ† ∈ X, Ω satisfies (1) of Assumption 4.1 and U is
defined by (4.5). Then conditions (2), (3), (4) in Assumption (3.1) are satisfied and (3.2) holds
with u0 = 0. Hence, iteratively regularized Landweber iteration method converges in accordance
with the Theorem 3.1. Further, in addition, if p < Cp, then we also get the said convergence
rates.
Remark 4.1. We can also think about the application of our results in option pricing theory
(OPT) see e.g. [35]. The inverse problem associated with above OPT is discussed in [30].
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5. Conclusion
We discussed the Iteratively regularized Landweber iteration scheme in Banach spaces and
we obtained the rates for convergence under different assumptions and obtained the sublin-
ear convergence rates (Theorem 3.1) under some additional assumptions. To the best of our
knowledge, this paper is the first advancement to find the explicit reconstructions for Iteratively
regularized landweber iteration method by employing the Ho¨lder stability estimates after the
reconstructions in [23]. However, it is very challenging to obtain the q-convex and p-smooth
Banach spaces for which the condition p < Cp holds. In Remark 2.4, we have seen that the
constant Cp depends not only on p but also on additional constants Kp and Y . So, it would be
really interesting to know such Banach spaces.
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