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ON THE CORRELATIONS, SELBERG INTEGRAL AND SYMMETRY
OF SIEVE FUNCTIONS IN SHORT INTERVALS
by G.Coppola
Abstract. We study the arithmetic (real) function f = g ∗ 1, with g “essentially bounded” and supported over the
integers of [1, Q]. In particular, we obtain non-trivial bounds, through f “correlations”, for the “Selberg integral” and the
“symmetry integral” of f in almost all short intervals [x− h, x+ h], N ≤ x ≤ 2N , beyond the “classical” level, up to level
of distribution, say, λ = logQ/ logN < 2/3 (for enough large h). This time we don’t apply Large Sieve inequality, as in
our paper [C-S]. Precisely, our method is completely elementary.
1. Introduction and statement of the results.
We study “sieve functions” , i.e. real arithmetic functions f = g∗1 (see hypotheses on g in the sequel),
in almost all the short intervals [x− h, x+ h] (i.e., almost all stands ∀x ∈ [N, 2N ], except o(N) of them and
short means, say, h→∞ and h = o(N), as N →∞). Here, as usual, 1(n) = 1 is the constant-1 arithmetic
function and ∗ is the Dirichlet product (esp., [T]). In order to study the sum of f values in a.a. (abbreviates
almost all, now on) the intervals [x− h, x+ h], we define (in analogy with the classical Selberg integral, see








∣∣∣2 dx, where (from





(that converges in interesting cases and under our hypotheses on g, see the sequel; also, d ≤ 2N + h, here).






























in fact, when f = g ∗ 1, g(q) = 0 for q > Q. Assuming Q smaller than x (in the sequel), we recover Mf (2h).
Selberg integral counts the values of f in a.a. [x−h, x+h]. We study their symmetry through the “symmetry













We’ll generalize the results given in [C-S] for these integrals, applying the Large Sieve inequality, in the
case g = 1 of the divisor function d = 1 ∗ 1. We point out that the procedure given there works, as well,
for more general g to bound If ; but fails in the case of Jf , whenever g is not constant (i.e., the Dirichlet
“flipping” of the divisors can’t be applied). Here, we give another approach valid for both integrals, even for
























(hereon x ∼ X is X < x ≤ 2X), where, through the orthogonality of additive characters [V] as in Lemma 3
(as usual, we will always write e(θ)
def
= e2πiθ, ∀θ ∈ R and eq(m)
def

















(here, and in the following, j 6= 0 means that j describes exactly once all classes (mod q), except j ≡ 0(q));





2h− 3a if 0 ≤ a ≤ h
a− 2h if h ≤ a ≤ 2h




W (a) = 0.
In complete analogy, Lemma 2 gives the Selberg integral Jf (N, h) as a weighted sum of correlations, with
(Selberg) weight S(a)
def
= max(2h−|a|, 0). Notice that S is always non-negative (while W oscillates in sign).
Mathematics Subject Classification (2000) : 11N37, 11N25.
1
(Here, as usual, F = o(G)
def
⇐⇒ limF/G = 0 and F = O(G)
def
⇐⇒ ∃c > 0 : |F | ≤ cG are Landau’s notation.
Also, when c depends on ε, we’ll write F = Oε(G) or, like Vinogradov, F ≪ε G). We call an arithmetical
function essentially bounded when, ∀ε > 0, its n−th value is at most Oε(n
ε) and we’ll write≪ε 1; i.e.,
F (N)≪εG(N)
def
⇐⇒ ∀ε > 0 F (N)≪ε N
εG(N) (as N →∞)
e.g., the divisor function d(n) is essentially bounded (like many other number-theoretic f) and we remark
that f = g ∗ 1 is essentially bounded if and only if g is (from Mo¨bius inversion, see [D]). From Lemma 2,
applying Lemma 3 to f correlations, together with
∑
a S(aℓ) = 4h
2/ℓ+O(h), uniformly ∀ℓ ∈ N (like in (1),
see Lemma 4 proof), we get














In fact, (compare the discussion about Mf(2h), above)



























|r−n| is the distance from integers. We abbreviate n ≡ a(mod q) with n ≡ a(q).
We give our main result.
Theorem. Let N, h,Q ∈ N, be such that h→∞, Q≪ N and h = o(N), as N →∞. Let f : N→ R be
essentially bounded, with f = g ∗ 1 and g(q) = 0 ∀q > Q. Then
Jf (N, h)≪εNh+ h
3 +Q2h+Qh2; If (N, h)≪εNh+ h
3 +Q2h+Qh2.
Also, only for the symmetry integral If (N, h),
If (N, h) = 2
∑
a





Remark. We explicitly point out that our Theorem implies non-trivial estimates Jf (N, h) ≪
Nh2
Nε and
If (N, h) ≪
Nh2




= λ < 1+θ2 , where, say,
θ
def
= (log h)/(logN) is the width; hence, level up to 2/3, when the width is above 1/3. (The same result
can also be achieved with the method of [C-S], but only for If .)
In fact, an immediate consequence of our Theorem is the following
Corollary. Let 0 < θ < 1, 0 ≤ λ < 1+θ2 and N, h,Q ∈ N, be such that N
θ ≪ h≪ Nθ, Nλ ≪ Q≪ Nλ,
as N → ∞. Let f : N → R be essentially bounded, with f = g ∗ 1 and g(q) = 0 ∀q > Q. Then
∃ε0 = ε0(θ, λ) > 0 (depending only on θ, λ) such that
Jf (N, h)≪ε0 Nh
2N−ε0 , If (N, h)≪ε0 Nh
2N−ε0 .
The paper is organized as follows:
⋄ we will give our Lemmas in the next section;
⋄ then we will prove our Theorem in section 3.
2
2. Lemmas.















Proof.This is a kind of dispersion method, without “expected mean”:the main term “vanishes”. Use f real:




























 =W (0)Cf (0)+O (h2‖f‖2∞)












W even and W (a)≪ h ⇒
∑
0<a≤2h
W (a)Cf (−a) =
∑
0<a≤2h




, we confine to:
(∗) If (N, h)−Df (N, h) :=W (0)Cf (0) + 2
∑
0<a≤2h
W (a)Cf (a) + Ef (N, h), say,Ef (N, h)≪ h
3‖f‖2∞.
The left-hand side, changing variables, namely n = n1, a = n2 − n1, s = x− n1, is (introducing the































































|f(n+ a)|h are ≪ h3‖f‖2∞.
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Proof.This is a direct application of dispersion method [L]. Use f real (ignoring, now, sets of measure zero):



























save an error which is O(|Mf (2h)|h
2‖f‖∞); here (Jf is the integral above and)





















 = S(0)Cf (0) +O (h2‖f‖2∞)
is the same diagonal (with same negligible remainder) of Lemma 1. In fact, we closely follow its proof;




















S(a)Cf (a) := Ef (N, h)
say
≪ h3‖f‖2∞.









































|f(n+ a)|h are ≪ h3‖f‖2∞.
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Lemma 3. Let N, h,Q ∈ N, where h → ∞, h = o(N) and Q ≪ N , as N → ∞. Let f = g ∗ 1, where
g : N→ R, with q > Q ⇒ g(q) = 0. Then































eq(jdm), ∀a 6= 0.




















K(aℓ)eq(ja) + 2hCf (0).






































































































































(We used once more K even, here.) Then, the thesis, adding the term K(0)Cf (0) = 2hCf (0).
Remark. We explicitly point out that, in our hypotheses on f (i.e., real and essentially bounded)




a trivial estimate which will be useful in future occurrences.
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W (ℓb)e(bα) ≥ 0.











4 sin2 πβ[hℓ ]− sin

















































































































Using ∀α ∈ R that {2α} = {2{α}} =
{
2{α} if 0 ≤ {α} < 1/2
2{α} − 1 if 1/2 ≤ {α} < 1
we get the first.
We come, now, to the second:
∑
0≤|a|≤2h
W (a)e(aβ) = 2h+ 2
∑
a≤2h
W (a) cos 2πaβ = 2h+ 2Σ, say; then,



















to get Σ = 2 cot(πβ)
∑
a≤h

















− h− 2Ch(β) +
1
2












Then, since 1−cos(2πβX)2 = sin






























This gives the second. Finally, the third follows from: ∀ℓ ∈ N∑
b
W (ℓb)e(bα) ≥ 0 ∀α ∈ R⇐⇒
∑
a≡0(mod ℓ)
W (a)e(aβ) ≥ 0 ∀β ∈ R
which, using the orthogonality of additive characters [V] and
∑

























(We explicitly remark that this last property isn’t “visible” from (2): not an immediate consequence.)
We come, now, to (2):
∑
0≤|a|≤2h
W (aℓ)e(aβ) = 2h+ 2
∑
a≤ 2hℓ
























































































































































































































































3. Proof of the Theorem.
We will ignore the Rg(N, h) that are ≪εNh+ h
3(Good remainders!). Linking the Lemmas,


















(save ≪εRg(N, h), hereon); and using Lemma 2 instead of Lemma 1, see the introduction,








































In fact, we reintroduce terms with a = 0 (here K(0) = 2h), with contributes (























































and using (2), see Lemma 4, we get (only for K =W )









































































































































S(aℓ)eq(ja) ≥ 0 ∀j 6= 0
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(Ŵ (0) ≥ 0 and Ŝ(0) = 4h
2






































due to [D, ch. 25] ∑
m∼Nℓd
eq(jdm)≪
1∥∥∥ jdq ∥∥∥ ,
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