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Abstract
In many applications of Bayesian clustering, posterior sampling on the discrete state space of cluster allocations
is achieved via Markov chain Monte Carlo (MCMC) techniques. As it is typically challenging to design tran-
sition kernels to explore this state space efficiently, MCMC convergence diagnostics for clustering applications
is especially important. For general MCMC problems, state-of-the-art convergence diagnostics involve compar-
isons across multiple chains. However, single-chain alternatives can be appealing for computationally intensive
and slowly-mixing MCMC, as is typically the case for Bayesian clustering. Thus, we propose here a single-chain
convergence diagnostic specifically tailored to discrete-space MCMC. Namely, we consider a Hotelling-type
statistic on the highest probability states, and use regenerative sampling theory to derive its equilibrium distri-
bution. By leveraging information from the unnormalized posterior, our diagnostic protects against seemingly
convergent chains in which the relative frequency of visited states is incorrect. The methodology is illustrated
with a Bayesian clustering analysis of genetic mutants of the flowering plant Arabidopsis thaliana.
Keywords: Bayesian clustering, Markov chain Monte Carlo, convergence diagnostic, Hotelling statistic, regener-
ative sampling.
1. Introduction
Clustering may be described as the task of partition-
ing data into homogeneous groups. While classical
clustering techniques employ geometric measures of dis-
similarity to distinguish between groups [15], modern
approaches are based on probabilistic models where
homogeneous groups of data follow the same distribu-
tion [32, 6]. From the perspective of statistical inference,
probabilistic clustering may be regarded as fitting a mix-
ture model with the number of components unknown.
When the number of components is fixed, observa-
tions can be readily allocated to clusters by maximum
likelihood via the EM algorithm. Subsequently, the
number of clusters often is determined by model se-
lection criteria such as AIC and BIC [9]. In Bayesian
model-based clustering, a prior distribution is assumed
on both parameters and groupings [17], such that the
posterior distribution is on all possible allocations of the
N observations to C clusters, 1 ≤ C ≤ N. When only
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the maximum a posteriori (MAP) allocation of the data is
sought, deterministic search algorithms such as Bayesian
hierarchical clustering [18] may be used. Alternatively,
consensus clustering [e.g., 40, 31] attempts to aggregate
multiple cluster allocations, often leading to superior
partitioning of the data [42]. In the Bayesian setting, the
clusters to be aggregated are typically sampled from
their posterior distribution using Markov chain Monte
Carlo (MCMC) techniques [e.g., 25, 38].
While generic MCMC for Bayesian clustering is fairly
straighforward, designing efficient transition kernels is
a challenging task. For one thing, even for small N,
the cardinality of the space of all clusters – denoted by
the Bell number B(N) – is monumentally large. With
only N = 14 (as in the upcoming application), we
have B(14) ≈ 1.9 × 108. For N = 100 observations,
B(100) ≈ 4.8× 10115. Furthermore, most transition ker-
nels on the state space of clusters reallocate a single
observation at a time (e.g., [34]), which tends to re-
sult in very slow MCMC convergence. More sophis-
ticated kernels reallocating groups of observations in-
clude split-merge proposals [21, 20] and reversible-jump
MCMC [13, 37, 14]. However, carefully-tuned interweav-
ing between singleton and group proposals is needed
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to achieve good MCMC mixing [21], suggesting that
convergence diagnostics in Bayesian clustering are espe-
cially important to monitor.
For MCMC with mixture models, [3] propose a non-
parametric convergence criterion based on Markov chain
subsampling. However, subsampling estimators can suf-
fer from a considerable loss of efficiency [12, 27]. For
general MCMC, a simple and versatile convergence diag-
nostic is that of [23], which computes the ratio between
selected MCMC sample moments and their standard
errors, with various methods having been proposed to
calculate the latter (e.g., [23, 8, 26, 43]). Tolerance levels
on the coefficient of variation (CV) are then used to as-
sess convergence. However, this approach can fail when
the MCMC becomes trapped in a local mode. In this
case, prior to sufficient mixing of the chain, sample mo-
ments seemingly converge but to the wrong value. To
overcome this issue, a widely-used diagnostic measure
is that of [11] and its variants (e.g., [2, 44]), wherein mul-
tiple chains are run from overdispersed starting points
and between-chain and within-chain variances are com-
pared. While these methods are much more effective
in detecting local modes, running multiple chains can
be statistically inefficient compared to running a single
chain for the same amount of time [5]. The problem is
particularly severe for slowly mixing algorithms, as is
typically the case for Bayesian clustering.
In this paper, we propose a single-chain convergence
diagnostic specifically tailored to discrete-space MCMC.
Namely, we consider a Hotelling-type statistic on the
relative frequency of visited states. While no conver-
gence diagnostic can positively ascertain that a given
MCMC sample is representative of its equilibrium distri-
bution [5], ours can detect seemingly convergent chains
in which the relative frequency of visited states is in-
correct. This is done in the spirit of [46] by leveraging
information from the unnormalized equilibrium distri-
bution. For clustering applications, this is available for
mixtures of exponential families with conjugate priors,
for which the model parameters can be integrated out.
Our diagnostic quantifies lack of convergence via tail
probabilities of its asymptotic distribution, which we
derive by extending the regenerative sampling Central
Limit Theorem [33, 19, 23] to a multivariate setting. A
related approach is that of [22], but for which running
an additional coupling chain is required.
The remainder of this paper is organized as follows.
Section 2 describes the general framework of Bayesian
clustering in which our convergence diagnostic may be
applied. In Section 3 we define our convergence statistic
and derive its asymptotic distribution. In Section 4, we
illustrate the benefits of our methodology in a Bayesian
clustering analysis of genetic mutants of the flowering
plant Arabidopsis thaliana. We conclude in Section 5 with
potential directions for future work.
2. Bayesian Clustering
In Bayesian clustering, each observation has a corre-
sponding unknown grouping parameter which assigns
it to a specific cluster. Let y = {yi}Ni=1 represent the
observations and c = {ci}Ni=1 the unknown grouping
parameters called labels, i.e., ci = c ∈ {1, . . . , C} if yi is
allocated to cluster c. In order to impose uniqueness in
cluster labeling, we assume that the grouping parame-
ters are in increasing order, i.e., the first observation, y1,
always has label 1; the second observation has label 1
if it belongs to the same group as y1; otherwise, it has
label 2, and so forth. Furthermore, we assume that there
are no empty clusters. The likelihood function is then
given by
p(y | θ, c) =
C
∏
c=1
∏
t:ct=c
p(yt | θ, c),
where θ are the unknown model parameters. We as-
sume, conditional on c and θ, that the observations are
independent within and across clusters, which is called
a partition model [16]. Since the goal is to estimate the
grouping parameter c, the ideal scenario involves fitting
a model with closed-form marginal posterior distribu-
tions [18, 17]. In other words, the model parameters are
integrated out with respect to their prior distribution
given c:
p(y | c) =
∫ { C
∏
c=1
∏
t:ct=c
p(yt | θ, c)
}
pi(θ | c)dθ. (1)
A large class of models for which p(y | c) is avail-
able in closed form are exponential families with conju-
gate priors, of which we give an example in Section 4.
The state space of interest is that of all possible alloca-
tions under the posterior distribution p(c | y) ∝ p(y |
c)pi(c), where pi(c) is the prior distribution on allo-
cations. The Rao-Blackwellization of (1) reduces the
variance of MCMC-based estimators and facilitates the
exploration of p(c | y) by MCMC. The current liter-
ature offers several choices for the prior distribution
pi(c) (e.g., [28, 17, 1]).
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3. Convergence Diagnostic
3.1. Preliminaries
Let {Xt}t≥1 be an irreducible, aperiodic Markov chain
with discrete state space SM of cardinality M. In the
context of Bayesian clustering for N observations, Xt
is an integer which identifies a distinct grouping c,
and M = B(N) is the Bell number. We therefore
use “state” and “grouping” interchangeably from this
point. Let P = [Pij]1≤i,j≤M denote the transition prob-
ability matrix for the Markov chain. By the ergodic
theorem [30], there exists a unique stationary distribu-
tion Π = (Π1, . . . ,ΠM), such that ΠP = Π, satisfying
Πj = limk→∞ P
(k)
ij , ∀i, j ∈ SM, where P(k)ij is the transi-
tion probability from state i to state j in k steps.
Now suppose that Π is known up to a normalizing
constant. That is, we know
pii = ZΠi ∀ i ∈ SM,
where Z = ∑Mi=1 pii > 0. We assume that the state
space SM is prohibitively large, such that enumerating
all states to compute the normalizing constant is compu-
tationally infeasible. This is the setting for model-based
Bayesian clustering, when the model parameters can be
integrated out as in (1).
In order to define our convergence statistic and its
asymptotic distribution, we employ the technique of re-
generative sampling [33]. Suppose that the Markov chain
has been run for n iterations. For any fixed state δ ∈ SM,
let τr be the (r + 1)th time Xt visits state δ, such that
Xτr = δ. In other words, τr is the time of the rth return
to state δ for r > 0. Let R = R(n) denote the number of
returns to state δ – or regeneration tours – in the n Markov
chain iterations. Since the Markov chain is aperiodic, it
follows that R→ ∞ as n→ ∞.
Let g(x) be a real-valued, Π-integrable function on
SM. The ergodic theorem implies that
g¯τR =
1
τR − 1
τR−1
∑
t=1
g(Xt) → EΠ[g(Xt)] = ∑
i∈SM
g(i)Πi
with probability 1 as R→ ∞. The quantity g¯τR is called
the regenerative sampling (RS) estimator. Note that τR
is the start of the (R + 1)st regeneration tour, hence
the limits of the summation. It was shown by [19] that
the Central Limit Theorem (CLT) also holds if {Xt}
is geometrically ergodic and EΠ
[|g(Xt)|2+e] < ∞ for
some e > 0, namely,
√
R · (g¯τR − µg) D−→ N (0, σ2g) as R→ ∞, (2)
where µg = EΠ[g(Xt)] and σ2g < ∞. Furthermore, [19]
go on to derive a consistent estimator of σ2g , and relate
it to the familiar Markov chain CLT of [4]:
√
n · (g¯− µg) D−→ N (0,γ2g) as n→ ∞, (3)
where g¯ = n−1 ∑nt=1 g(Xt),
γ2g = varΠ
{
g(Xt)
}
+ 2
∞
∑
k=1
covΠ
{
g(Xt), g(Xt+k)
}
< ∞,
and σ2g = γ2gΠδ.
3.2. Diagnostic Tool
Let SM = äK+1i=1 Si be a partition of the sample space.
Using the ergodic theorem, the RS estimator
Q¯i =
1
τR − 1
τR−1
∑
t=1
I(Xt ∈ Si)
is a consistent estimator of Qi = EΠ[I(Xt ∈ Si)] =
Z−1qi, where qi = ∑j∈Si pij. Thus for large values of R,
we expect the ratio fi = Q¯i/qi to be close to Z−1, for
1 ≤ i ≤ K. Hence, the fi are approximately constant
when the Markov chain reaches equilibrium. Indeed,
let gi(x) = I(x ∈ Si)/qi and g(x) =
(
g1(x), . . . , gK(x)
)
.
Then by standard results in regenerative sampling the-
ory (e.g., [33, 19, 23]) we have
g¯τR =
1
τR − 1
τR−1
∑
t=1
g(Xt) = ( f1, . . . , fK)→ 1K · Z−1, (4)
where 1K = (1, . . . , 1), and R · var(g¯τR)→ Σg . Thus, we
consider the Hotelling statistic
T2 = (g¯τR − Zˆ−1)′Σ−1g (g¯τR − Zˆ−1), (5)
where
Zˆ−1 = (1′KΣ−1g 1K)−11′KΣ−1g g¯τR
=
(
w1(Σg), . . . , wK(Σg)
)′ g¯τR = w(Σg)′ g¯τR .
Large values of T2 indicate that the empirical probabil-
ities Q¯i are incorrectly weighted relative to each other;
the ratios Q¯i/Q¯j are far from their true (known) values
Qi/Qj = qi/qj, suggesting that the MCMC has not yet
converged to its stationary distribution. Our diagnos-
tic tool quantifies large values of T2 with respect to its
asymptotic distribution, upon substituting the unknown
variance Σg in (5) with a consistent estimator. Namely
we have the following results.
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Theorem 3.1. Let g : SM → RK with g(x) =(
g1(x), . . . , gK(x)
)
, and suppose there exists e > 0 such
that EΠ
[|gi(Xt)|2+e] < ∞ for i = 1, . . . , K. Define g¯τR as
in (4), and let sr = ∑τr−1t=τr−1 g(Xt) denote the sums in each
regeneration tour, Nr = τr − τr−1 the length of each tour,
and N¯ = R−1 ∑Rr=1 Nr the average tour length. Then for an
irreducible, aperiodic, discrete state space Markov chain with
equilibrium distribution Π,
ΣˆτR =
1
RN¯2
R
∑
r=1
(sr − Nr g¯τR)(sr − Nr g¯τR)′ (6)
is a consistent estimator of Σg .
As a consequence, we have the asymptotic distribu-
tion of a Hotelling-type regenerative sampling statistic:
Corollary 3.2. Let gi(x) = I(x ∈ Si)/qi, i = 1, . . . , K,
and Zˆ−1τR = w(ΣˆτR)
′ g¯τR . Then the Hotelling-RS statistic
T2τR = (g¯τR − Zˆ−1τR )′Σˆ−1τR (g¯τR − Zˆ−1τR ) (7)
asymptotically has a χ2(K−1) distribution.
The proofs of Theorem 3.1 and Corollary 3.2 are given
in Appendix A.
3.3. Practical Considerations
Suppose that the states are sorted by decreasing proba-
bility mass, Π1 ≥ · · · ≥ ΠM. Then a simple choice for
the regeneration tour counter δ and the partition sets Si
is
δ = 1, Si = i, i = 1, . . . , K.
Thus, the Hotelling-RS statistic (7) focuses on the K most
probable states which are likely to dominate the analysis.
In practice, these high probability states are not known
in advance. However, they can be estimated from an
MCMC sample by ranking the unnormalized probabil-
ities pii = ZΠi of all visited states. Unfortunately, it is
not possible to establish a lower bound on the quality
of such an estimator. That is, suppose that after n steps
the Markov chain has visited Mn < M states, denoted
by the set Sn ⊂ SM. Let P?1≤i,j≤Mn denote the transition
matrix restricted to Sn, of which the elements are
P?ij = Pr(Xt+1 = j | {Xt = i} ∩ {j ∈ Sn}).
Then we can always find a transition matrix P on the
whole space SM which is consistent with P?, and for
which Pr(Xt ∈ Sn) = e under the stationary distribution
Π. This is achieved by taking a state i /∈ Sn to have very
high probability Πi, very high self-transition probability
pii, and very low pji for j ∈ Sn. In this sense, the diag-
nostic tool only checks the relative frequencies between
visited states.
4. Illustration
In [29], the metabolic pattern of 14 genetic mutants
of the flowering plant Arabidopsis thaliana are studied
from measurements of 43 metabolites (mostly sugars,
sugar alcohols, amino acids, and organic acids). The 14
mutants can be described as follows: pgm and isa2 are
mutants defective in starch bio-synthesis; sex1, sex4,
mex1, and dpe2 are defective in starch degradation; tpt
is a comparison mutant that accumulates starch as a
pleiotropic effect; WsWT, RLDWT, and ColWT are wild-type
plants; d172, d263, ke103, and sex3 are uncharacterized.
Figure 1 displays the raw data which consists of four
replicates of metabolite measurements for each mutant,
except ColWT which has only three.
4.1. Data Modeling
The goal is to study the metabolomic characteristics of
these N = 14 mutants via clustering. For this purpose,
a posterior distribution p(c | y) is derived from the
following hierarchical model. A similar model has been
employed by [35] for clustering on high-dimensional,
small-sample datasets, and suggested for classification
by [39]. The hierarchical model is
yirvc | γvc, θvc, ηivc ind∼ N (µ+ γvc · θvc + ηivc, σ2)
γvc
iid∼ Bernoulli(p)
θvc
iid∼ N (0, σ2θ )
ηivc
iid∼ N (0, σ2η),
(8)
where Bernoulli(p) denotes the Bernoulli distribution
with success probability p, and the indices v = 1, . . . , V,
c = 1, . . . , C, i = 1, . . . , Nc, r = 1, . . . , Rci denote, re-
spectively, the metabolite variables, clusters, mutant IDs
within cluster, and replicate numbers. The Bernoulli
variable γvc controls the appearance of the clustering
mean θvc to adjust for noise variables. The continu-
ous parameter ηivc is added to account for the between-
mutant error in cluster c. The model parameters σ2 and
σ2η are the between-replicate and between-mutant vari-
ance components, respectively, while σ2θ is the variance
of the disappearing random mean component θvc.
From model (8), parameters ηvct, θvc, and γvc can be
integrated out, resulting in a marginal likelihood mix-
ture of two Normal distributions for each replicate:
yirvc ∼ p×N (yirvc; µ, σ2 + σ2η + σ2θ )
+ (1− p)×N (yirvc; µ, σ2 + σ2η).
(9)
In order to obtain a closed-form posterior for the cluster
allocations, we employ an empirical Bayes approach.
4
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Figure 1: Profile plot of metabolite measurements for each mutant. Different categories of mutant indicated by color:
defective in starch biosynthesis (red), defective in starch degradation (blue), comparative plant (green), wild types (brown),
uncharacterized mutants (orange). On the left is the agglomerative clustering dendrogram obtained by the method of [35],
with the optimal clustering for this method displayed on the right.
That is, the hyperparameters α = (µ, σ2η , σ2θ , σ
2, p)
are estimated by maximizing the marginal likelihood
p(y | α) resulting from (9). The estimated parameters
and their standard errors are: µˆ = 0.083 (0.03), σˆ2 =
0.16 (0.005), σˆ2θ = 5.1 (2.7), σˆ
2
η = 0.37 (0.033), and pˆ =
0.034 (0.02). Upon substituting these estimates for
the true parameter values, the posterior distributions
p(γvc | y, c, pˆ), p(θvc | y, c, σˆ2θ ), and p(ηivc | y, c, σˆ2η) are
analytically tractable (they are Bernoulli, normal, and
normal, respectively). The empirical Bayes marginal
likelihood is then
p(y | c) =∏
vcir
{
p(yirvc | γvc, θvc, ηivc, µˆ, σˆ2) · p(γvc | pˆ)
p(γvc | y, c, pˆ) · p(θvc | y, c, σˆ2θ )
× p(θvc | σˆ
2
θ ) · p(ηivc | σˆ2η)
p(ηivc | y, c, σˆ2η)
}
,
(10)
where the terms in the numerator are obtained from
model (8), and those in the denominator are described
above.
It now remains to specify a prior for c. Following [17],
we assume that the assignment of mutants to clusters is
exchangeable. Thus we may write
pi(c) = Pr(N1, . . . , NC | C)Pr(C),
where C is the number of clusters and Nc is the number
of observations in cluster c = 1, . . . , C, such that N =
∑Cc=1 Nc = 14 is the total number of mutants. We employ
a uniform discrete prior for the number of clusters,
Pr(C = k) = 1/N, k = 1, . . . , N,
and a uniform multinomial-Dirichlet distribution for the
cluster totals given the number of clusters. This yields
the prior
pi(c) ∝
(C− 1)!N1! . . . NC!
N(N + C− 1)! . (11)
Combining (10) and (11), the posterior distribution on
cluster allocations is
p(c | y) ∝ pi(c) · p(y | c).
4.2. Consensus Clustering
In Figure 1, the left margin displays an agglomerative
clustering dendrogram produced by the Bayesian algo-
rithm of [35]. At each step, the algorithm merges the
pair of clusters which maximizes a posterior distribution
similar to ours, until all mutants are in the same cluster.
The dendrogram is then cut at the maximum posterior
probability on its path, resulting in the clustering alloca-
tion on the right of Figure 1. However, agglomerative
clustering is a greedy algorithm which only targets the
maximum of the objective function.
Figure 2 displays summary information about the
posterior probability on all B(14) = 1.9× 108 cluster
5
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Figure 2: Left: Cumulative PMF of cluster allocations by decreasing posterior probability. Right: Co-occurrence probabili-
ties ρij for all pairs with ρij > .05. In black is the contribution of the top K = 10 clustering allocations, in red is that of the
remainder.
allocations. Such calculations quickly become infeasi-
ble as the number of mutants increases. The left panel
of Figure 2 displays the cumulative probability of the
states, ordered by decreasing posterior probability. Thus
we can see that the maximum a posteriori (MAP) cluster
allocation is piMAP = 0.43, as depicted by the left-most
point on this graph. About 80% of the posterior proba-
bility is in the 10 most probable allocations, suggesting
they be pooled via consensus clustering [40, 31].
In a recent review, [45] describe the two main ap-
proaches to deriving a consensus clustering c? from
a set of candidates c1, . . . , cm. The first is called me-
dian partitioning, which consists of solving for c? =
arg maxc ∑
m
t=1 Γ(c, ct), where Γ is a similarity measure
between cluster allocations (e.g., [40, 7]). The second
approach is based on co-occurrence, i.e., the probabil-
ity that any two observations are in the same clus-
ter (e.g., [10, 31, 36]). This information is contained
in the consensus matrix R = [ρij]1≤i,j≤N , of which the
elements are the co-occurrence probabilities between
each pair of observations i and j. In the Bayesian setting,
each entry of R is defined as
ρij = Pr(observations i and j are in the same cluster | y).
The consensus matrix for the mutant data is displayed
in the right panel of Figure 2.
While the true consensus matrix corresponding to
p(c | y) can be calculated exactly for N = 14 mutants,
for larger problems it would typically be estimated by
MCMC. Here we consider two sampling algorithms for
the posterior distribution of cluster allocations:
1. A reversible Gibbs sampler, which updates the clus-
ter label of observations one at a time in random
order;
2. The split-merge algorithm of [21], which updates
the cluster label of multiple observations at once.
Both samplers were run on the mutant dataset for
n = 50, 000 iterations. For the purpose of consensus
clustering, various measures of MCMC convergence are
monitored in Figure 3.
Figure 3(a) displays absolute errors of the form |ρˆij −
ρij| on the elements of the consensus matrix, where ρˆij
is the RS estimator
ρˆij =
1
τR − 1
τR−1
∑
t=1
I(ct : i and j in same cluster),
taken cumulatively up to the given iteration number.
In this case, the pure Gibbs sampler converges to the
true consensus matrix rather quickly, whereas even after
n = 50, 000 iterations, the split-merge sampler estimates
a good portion of the co-occurrence probabilities with
10-20% absolute error. This is because, for illustrative
purposes, the balance between singleton and group up-
dates in the split-merge algorithm has been deliberately
tuned to achieve poor mixing.
Figure 3(b) displays the convergence diagnostic of [23].
That is, for each element of the consensus matrix, we
compute a coefficient of variation (CV) of the form
CVij =
se(ρˆij)
max(ρˆij, 1− ρˆij) ,
where the standard error of the regenerative sampling
estimator is given by the univariate version of (6). Note
that this CV is for the larger of the co-clustering esti-
mate ρˆij and the anti-clustering estimate 1− ρˆij. This
is because the CV is a poor measure of precision when
ρˆij ≈ 0, whereas large values of max(ρˆij, 1 − ρˆij) are
6
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Figure 3: Convergence diagnosis of MCMC algorithms. (a) Absolute error between true pairwise co-cluster probability
ρij and the regenerative sampling estimate. (b) Coefficient of variation for larger of co-cluster and anti-cluster probability
estimates, max(ρˆij, 1− ρˆij). (c) P-value of the Hotelling-RS statistic T2τR , partitioning on the K most probable states.
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strongly informative on the co-occurrence of i and j
(either for or against it). While the CVij are consider-
ably larger for the split-merge sampler, they drop below
5% after about n = 20, 000 iterations. For the purpose
of estimating the consensus matrix, one might thus be
misled to conclude that the sampler has converged.
Figure 3(c) displays the p-value of our Hotelling-RS
convergence diagnostic, using the asymptotic distribu-
tion of Corollary 3.2. Following Section 3, we partition
the sample space SM according to the K most probable
states, for K = 2, 3, 5, 10. In this case the convergence
assessment is insensitive to the choice of K: while the p-
values of the Gibbs sampler freely fluctuate on the (0, 1)
interval, those of the split-merge sampler unequivocally
indicate that the MCMC has not converged. This stands
in contrast to the CV-based assessment, which cannot
detect estimators that have converged to an incorrect
value.
5. Discussion
We present a convergence diagnostic for MCMC on a
nominal state space for which the stationary distribution
is known up to a normalizing constant. We leverage this
information to check that the relative frequency of state
visits is consistent with that of the equilibrium distri-
bution. Discrepancies between expected and observed
frequencies are quantified via the p-values of the diag-
nostic’s asymptotic distribution, which is established by
Corollary 3.2.
We apply the statistic to MCMC convergence assess-
ment for Bayesian consensus clustering of N = 14 mu-
tants of the plant Arabidopsis thaliana. Following practical
recommendations in Section 3 for the implementation of
our method, we find that convergence assessment is rela-
tively insensitive to the number of top-probability states
K over which the sample space is partitioned. Ostensi-
bly, this is because most of the equilibrium distribution
in our application is concentrated on a small number of
states.
Here we have focused on offline convergence assess-
ment, i.e., after running the MCMC for a predetermined
number of steps. A useful direction of future work
is to evaluate convergence online, i.e., establishing at
each iteration (or batch of iterations) whether another
one is required. Another line of inquiry is extension
of the diagnostic to non-conjugate Bayesian clustering
models [e.g., 41, 24, 20]. For such models the parame-
ters cannot be integrated out, such that the (unnormal-
ized) marginal posterior allocation probability p(c | y)
is not available in closed-form – a key requirement of
the present approach.
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A. Proofs of Theorem 3.1 and Corollary 3.2
First we prove a multivariate version of the regeneration
sampling CLT in [33, 19, 23]. For the given state δ ∈ SM,
the functions s(x) = I(x = δ) and Q(A) = Pr(Xt ∈ A |
Xt−1 = δ) trivially satisfy the minorization condition
Pr(Xt ∈ A | Xt−1 = x) ≥ s(x)Q(A) ∀ x ∈ SM, A ⊆ SM.
Then if Xt is irreducible and aperiodic, it is positive
Harris recurrent since SM is finite, and so for any func-
tion g(x) with EΠ
[|g(X1)|2+e] < ∞ for some e > 0,
Theorem 2 of [19] establishes the regenerative sampling
CLT
√
R
(
g¯τR −EΠ[g(X1)]
) D−→ N1(0, σ2g) as R→ ∞,
and consistency of the variance estimator
σˆ2τR =
1
RN¯2
R
∑
r=1
(sr − Nr g¯τR)2 → σ2g ,
where sr = ∑τr−1t=τr−1 g(Xt). In particular, this holds for
g(x) = a′g(x), where a is an arbitrary vector in RK and
g(x) =
(
I(x ∈ S1)/q1, . . . , I(x ∈ SK/qK)
)
as defined in
the statement of Theorem 3.1. Since a univariate CLT
holds for any linear combination of g¯τR , by the Cramér-
Wold device we have the multivariate CLT
√
R
(
g¯τR −EΠ[g(X1)]
) D−→ NK(0,Σg) as R→ ∞.
Recall that EΠ[g(X1)] = 1KZ−1, where the value of
the normalizing constant Z is unknown. Then for A :
RK×K → RK×K defined by
A(Σ) = Σ−1/2 − Σ−1/21K(1′KΣ−11K)−11′KΣ−1
we have
A(Σg) ·
√
R(g¯τR − 1KZ−1) =√
R · A(Σg)g¯τR D−→ NK
(
0,B(Σg)
)
,
where
B(Σ) = IK − Σ−1/21K(1′KΣ−11K)−1Σ−1/2.
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A straightforward calculation shows that B(Σ) is idem-
potent with rank K− 1, such that
R · [A(Σg)g¯τR]′[A(Σg)g¯τR] D−→ χ2(K−1). (12)
Moreover, for any consistent estimator ΣˆR → Σg , we
have A(ΣˆR) → A(Σg), such that the multivariate ver-
sion of Slutsky’s theorem gives
√
R · A(ΣR)g¯τR D−→
NK
(
0,B(Σg)
)
, such that (12) holds with ΣR in place
of Σg .
Again, a straightforward calculation gives
T2τR := R ·
[
A(ΣτR)g¯τR
]′[A(ΣτR)g¯τR]
= R · (g¯τR − Zˆ−1τR )′Σˆ−1τR (g¯τR − Zˆ−1τR ),
where Zˆ−1τR = w(ΣˆτR)
′ g¯τR . It now remains to show that
ΣˆτR in (6) is a consistent estimator of Σg . For any vector
a ∈ RK and g(x) = a′g(x), note that the consistent
estimator of σ2g = a′Σga = limR→∞ R var(gτR) defined
by [19] is given by σˆ2τR = a
′ΣˆτRa. Thus by picking
a = ei, the ith standard basis vector of RK, we find
that [ΣˆτR ]ii → [Σg ]ii. For the off diagonal elements, let
a1 = ei + ej and a2 = ei − ej. Then
1
4
(
a′1Σga1 − a′2Σga2
)
= [Σg ]ij,
1
4
(
a′1ΣˆτRa1 − a′2ΣˆτRa2
)
= [ΣˆτR ]ij,
and convergence of linear combinations of random se-
quences converging to constants implies that [ΣˆτR ]ij →
[Σg ]ij. Finally, elementwise convergence implies that
ΣˆτR → Σg by the equivalence of matrix norms. Thus we
have
T2τR = R ·
[
A(ΣτR)g¯τR
]′[A(ΣτR)g¯τR] D−→ χ2(K−1).
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