Most pattern recognition applications within the Geoscience field involve the clustering and classification of remote sensed multispectral data, which basically aims to allocate the right class of ground category to a reflectance or radiance signal. Generally, the complexity of this problem is related to the incorporation of spatial characteristics that are complementary to the nonlinearities of land surface heterogeneity, remote sensing effects and multispectral features. The present chapter describes recent developments in the performance of a kernel method applied to the representation and classification of agricultural land use systems described by multispectral responses. In particular, we focus on the practical applicability of learning machine methods to the task of inducting a relationship between the spectral response of farms land cover to their informational typology from a representative set of instances. Such methodologies are not traditionally used in agricultural studies. Nevertheless, the list of references reviewed here show that its applications have emerged very fast and are leading to simple and theoretically robust classification models. This chapter will cover the following phases: a)learning from instances in agriculture; b)feature extraction of both multispectral and attributive data and; c) kernel supervised classification. The first provides the conceptual foundations and a historical perspective of the field. The second belongs to the unsupervised learning field, which mainly involves the appropriate description of input data in a lower dimensional space. The last is a method based on statistical learning theory, which has been successfully applied to supervised classification problems and to generate models described by implicit functions.
Introduction
A farming type or modality is a representation of a population of farms that share the same n dimensional traits. Typically, farming system studies seek to define separate groups of farms by looking for a natural structure among the observations. The objective is to maximize homogeneity within clusters and heterogeneity between them (Dixon et al., 2001; Hair et al., 1998) . Information about properties of farming systems such as censuses and surveys have long been the most widely used instruments to gather data on agrarian activities; indeed, historically they have proved to be a useful means of gaining knowledge of such diverse agrarian features as: dominant patterns of farm activities and household livelihoods, including field crops, livestock, trees, aquaculture, grazing and forest areas, crop-livestock integration, technology, farm size and land tenure, to mention but a few. Nevertheless, the high requirements in terms of human and monetary resources of censuses and surveys prevent their application with the frequency and extent required to tackle the complexity of many agricultural issues. The rapid development shown by land observation satellites over the last three decades has made a great deal of information about land surfaces available. This has widely been used to study land cover changes by the general model of pattern recognition process; which can be divided into a sequence of three main elements: a) generation of input random vectors with the information to be classified (sensor); b) translation of data into a statistically independent representation code that preservs their most relevant characteristics (feature extraction); and c) a system that, based on extracted features, can develop a function space where an operator might be built to serve as an answer predictor to any input generated by the sensor (classification) . In this sense, within the field of pattern recognition, one of the most studied subjects is the idea of approximating relationships from the within-farm land surface processes and their emerging spectral response; using methods that can fit the complexity of these processes. This is vitally important for the study of crop-livestock production systems, given that these are critical to the livelihood of an important portion of the rural population at a worldwide level (Bouwman et al., 2005; Seré & Steinfeld, 1996) . In addition, projections indicate that the demand for livestock food products is increasing globally (Delgado et al., 1999; Wint et al., 2000) , and concern about the potential response of these systems is generally justified. On this issue, a problem that remains open is the spatial monitoring of crop-livestock systems especially for those involving open range feeding, from which sometimes only timeand site-specific data can be approximated through field methods. These are usually not cost effective and suffer from poor spatial resolution. It is also true, in a broader context, that public availability of space-based remote sensing has helped with the monitoring of land surface biophysical properties. Some approaches have been concerned with the correction of observational data to create valued-added time series (Gleason et al., 2002; Green & Hay, 2002) . Others in turn stress the use of optical, thermal and microwave data to model atmospheric and soil moisture (Dubayah, 1992; McVicar & Jupp, 2002) ; exploiting radiative transfer theory to estimate biophysical properties of vegetation (Goel, 1987; Myneni et al., 1992; Wylie et al., 2002) ; and macroscale modelling (Asrar & Dozier, 1994; Kimes et al., 2002) . In summary, most methodologies monitor and map land surface processes by classification or detecting change (Song et al., 2001) . Nevertheless, there is no evidence of using the gathered spectral data in recognising patterns associated with agricultural land management where an optimal discrimination of pixel mixture might be inferred beyond a training set. It has been in this context that the general aim of this chapter was defined to provide a unified framework and examples of using learning machines to accomplish the task of pattern recognition for complex mosaics of within-farm land use in crop-livestock systems from multi-spectral data. These methodologies are based on feature induction from a training set by establishing a separating hyperplane between any two classes whose margin is maximum. Additionally, they include the inherent advantage of kernel functions, through which solutions are not built in the input space but into one with a higher dimensionality. In this feature space, it is possible that linear functions are enough to separate classes; given that input data are taken to this space by a nonlinear transformation whose diversity adds richness to the process of finding -if it exists -a solution. This flexibility is considered critical within the field of learning machines, to deal with complex task of using multispectral data for pattern recognition in crop-livestock systems.
Historical elements of statistical learning from instances in agriculture 2.1 General problem
The process of estimating an unknown input-output dependence and generalising it beyond a limited training set of observations is acknowledged as learning from instances, which had its origin in the pioneering work of Rosenblatt (1958) . During the 1960's the application of this paradigm was seriously hampered as a result of the work of Minsky & Papert (1969) . By this time it was thought that complex applications in the real world would require representational hypotheses much more expressive than linear functions, given that the target concept could not normally be represented as a simple linear combination of data attributes. As a result, some fields of study such as learning machine and pattern recognition were negatively affected, preventing their use on applied research including farming systems. It was subsequently demonstrated that the theories of Minsky & Papert were wrong. Creating typologies of farming systems has been one of the major approaches within the field of agricultural systems in which research has been conducted. This paradigm mainly refers to those methods characterised by inductive non-supervised clustering of farms within a taxonomy; where farm likeness is represented according to a finite set of m-dimensional variables (Berdegue & Escobar, 1990; Köbrich et al., 2003; Kostrowicki, 1977) . During the 70's most of the learning techniques used in the agricultural system field were influenced by the wave of learning linear decision surfaces (Capillon, 1985; Hart, 1990; Kostrowicki, 1977) . That kind of representation was preferred given that its theoretical properties were well understood. After the 80s, researchers trying to move away from the limitations of linear models started using non-linear models in decision trees decision trees and artificial neural networks. These techniques were rapidly employed within the agriculture domain. However, the main problems of these approaches were their theoretical weakness and that their solution space had many local minima. The consolidation and application of statistical learning theory during the mid-90's allowed the development of efficient algorithms to learn non-linear functions. These ideas completely recast the pioneering work of Rosenblatt (1958) ; and were theoretically supported in statistical learning theory (Vapnik, 1995 (Vapnik, , 1998 Vapnik & Chernovenkis, 1974) . Vapnik and Chervonenkis formalised the learning problem as a function estimation; where given an empirical data set generated by a regular stochastic distribution, the algorithm pursues the extraction of regularities in the data by a general model of learning that might be summarised in a sequence of components: a) an input vector generator; b) a system that produces an output value and c) a linear machine. Contrasting with the statistical learning theory, which appeared on the scene quite recently, another current solution implementation is based on kernel functions (Aronszajn, 1950; Mercer, 1909) , which were first studied about a century ago, and which have been playing an important role in increasing the representational capacity of the solutions especially in agricultural applications involving remote sensing. Their use within the learning task relates closely to data pre-processing; and along with the learning machine, constitutes a compact body.
Particular cases
Supervised and unsupervised learning are among the most investigated applications in agriculture. The former approach pursues building relations between input vectors and target outputs. The outputs may be expressed at different scales: categorically or numerically, corresponding to classification and regression problems respectively. The unsupervised approach, rather than approximating input data to a target label, seeks to approximate data by similarity expressions, generally distance functions, from which groups of data that resemble each other can be built. This paradigm is usually referred to as clustering (Bishop, 2006) . The remote sensing works of Hermes et al. (1999) and Huang et al. (2002) are precursors of the classification approach in agriculture, where, given a spatially dispersed set of pixels, different forms of land cover (closed forest, open forest and woodland) are classified according to their spectral response. Other research of this kind includes the work of Keuchel et al. (2003) which progressively compares land cover classification using three methods (support vector machines, maximum likelihood and iterated conditional models); and the work of Su et al. (2007) which uses the multi-angle approach and its corresponding spectro-radiometer image to accurately map grassland types by support vector machines. A good application of learning machines on the regression problem is the work of Yang et al. (2007) within the forestry field. In that research, the target vector used was eddy covariance-based gross primary production (GPP) and three remotely sensed variables (land surface temperature, enhanced vegetation index and land cover) in order to predict flux-based GPP at a continental scale. Regarding the clustering problem in the unsupervised ground, Diez et al. (2006) combined a kernel-based similarity function and a support vector machine to permit the identification of public beef product preferences stratified by market segment. In addition, within the unsupervised family can be found density estimators, which mainly project data from a high onto a lower dimensional space to determine its distribution in the input space in order to add visual richness to the solutions represented (Bishop, 2006) . In summary, these methodologies are based on feature induction from a representative set of instances, where it may be possible to produce a model able to generalise beyond the training instances. In this way a description of relationships present in the original data is possible, and their representation is simplified at the same time that their main features are preserved. Today, there is still a wide usage of linear paradigms in farming systems studies (Dobremez & Bousset, 1995; Köbrich et al., 2003; Milá et al., 2006) while extensive applications of linear machine techniques in agriculture are still scarce. The forerunners have shown that models generated are flexible, theoretically robust and provide expressive solutions. Some of the preliminary results of the present topic may be found in González et al. (2007) . For those seeking a deep understanding in the machine learning field the following publications are suggested: Bishop (2006) ; Cristianini & Shawe-Taylor (2000) ; Shawe-Taylor & Cristianini (2006) and Vapnik (1995 Vapnik ( , 1998 .
Feature extraction of both multispectral and attributive data
Feature extraction constitutes an important task within multidimensional crop-livestock pattern classification. The idea behind it is, among others, to isolate those statistical characteristics of the data that portray essential elements of them, and to provide a better understanding about the underlying processes that generate the data (Guyon & Elisseeff, 2003) . Feature extraction is also very effective for avoiding the redundancy that characterises crop-livestock systems (crop production, land use, livestock production, management, etc) by finding meaningful projections, of even low dimensional input data, into a feature space. Principal components analysis (PCA) is one of the standard techniques to obtain features from input data (Jolliffe, 2002) . This is achieved by maximising the projected variance onto mutually orthogonal eigenvectors along the directions of higher eigenvalues through iterative algorithms that minimise information losses. PCA basically performs a linear decomposition of input vectors, into a space whose coordinate system is hierarchically organised by data variability (Bishop, 2006) . Feature extraction through principal component analysis (also referred to as the Karhunen-Loève transform) can be traced back to the pioneering work of Pearson (1901) and Hotelling (1933a,b) . Today PCA is one of the feature extraction methods most used in farming systems (Berdegue & Escobar, 1990; Köbrich et al., 2003) , and there has been considerable research surrounding the application of this technique in different topics of pattern recognition (Bishop, 2006; Duda et al., 2001; Jolliffe, 2002) . Basically, the method involves the finding of a lower dimensional space by the orthogonal transformation of the coordinate system where a given data set is described, with the aim of identifying directions of maximum variability. Let us consider a set of observations such that:
where X is the original data set m × n matrix, n is the number of samples, which conform m-dimensional vectors (α = x 1 . . . x m ∈ R N ) of random variables in an arbitrary space. These vectors are linearly decomposed into another coordinate system whose first axis is a projection of each observation and respond to the linear function α T 1 x. This new m = 1-dimensional subspace is oriented to the direction where the elements of X show their highest variability. The subsequent axes are orthogonally aligned in X to the next highest direction through recursive linear decompositions until m vectors have been aligned α T m x. The axes of this new coordinate system are organized hierarchically according to data variability, and are normally referred to as principal components. It might happen that those components in directions of very low variability are practically constant for all vectors (Jolliffe, 2002) , and can be eliminated since they do not contribute new information. Therefore, a substantial dimensionality reduction (<< m) of the problem is usually achieved, given that typically a few axes are enough to retain most of the data structure, if this exists. Generally the feature extraction and dimensionality reduction proceeds as described above. However, it is worth pointing out the following observations: to obtain the new coordinate system data must be projected to the direction aligned with the maximum variance; this best fit axis passes through the mean of the data cloud which is given by:
In order to establish this direction, data is projected onto the d = 1-dimensional vector whose scalar value projection is defined by α T 1 x with a projected data variability such that:
Variability maximisation is pursued in such a way that the sum of squares of element on α 1 equals 1 (α T 1 Sα 1 = 1), where S is defined by:
At this stage, the main task is the minimisation of redundancy present in the covariance and maximisation of useful information provided by the variance. Diagonal elements of the covariance matrix summarise the data dynamic of interest as long as they are high. Otherwise, they are associated with noise. Maximisation of α T 1 Sα 1 is performed incorporating a Lagrange multiplier λ:
whose derivative with respect to α 1 yields:
Considering that the eigenvalues are ordered in a decreasing sequence (λ 1 ≥ λ 2 ≥ · · · ≥ λ m ) being λ = λ max and proceeding by mathematical induction, it is assumed that principal components from 1 to m − 1 can be found along the first m − 1 directions of eigenvectors. The principal component m th is constrained to be orthogonal to such directions. In in the variance expression in this direction α 1 · · · α m−1 = 0. So maximising S subject to this condition and being a unitary vector |α| = 1, or Sα = 1
Hence, the principal component m th can be found along with the eigenvalue m th and it can be established that the variance equals the eigenvalue m th when α 1 is aligned to the direction of the m th principal component (Bishop, 2006; Jolliffe, 2002) .
In the literature correlation and covariance matrices can be presented as alternatives. To be completely accurate, the covariance matrix is the mean scalar product of patterns minus the mean, while the correlation matrix is a standardized version of the covariance matrix, given that the correlation originates from the mean scalar products of the patterns divided by the product of the standard deviation of patterns (Field, 2005) . When this kind of analysis is performed from centred data (∑ m i=1 x i = 0) both matrices are equivalent. Principal component analysis has been shown to be a very powerful technique for finding orthogonal derived variables that in succession maximise the variance of a given data set (Jolliffe, 2002; Mardia et al., 1979) . However, sources of nonlinearities and complexities in real-world problems might require to be hypothetised in sub-spaces much richer than a linear combination of features (Cristianini & Shawe-Taylor, 2000) . Therefore, nonlinear generalisations of principal components analysis play an important role in pattern analysis through the inclusion of kernel functions. PCA has performed well in previous studies related to farming systems, especially for dimensionality reduction and for interpreting multiple crop-livestock signals (Köbrich et al., 2003) . However, crop-livestock system variables interact in a non-linear dynamic, which in turn usually produces complex outcomes of landscape heterogeneity, livestock activity, and vegetation interactions. In consequence, most of these crop-livestock systems traits are subject to limited description within the second order correlation approach of linear PCA. One solution to this problem is the generalisation of linear PCA setting to an application of kernel principal component analysis (KPCA) (Schölkopf et al., 1998) . This algorithm combines the simplicity of linear PCA with the capability of integral operators, known as kernel functions; to express data from input space as dot products in the feature space. This method enables the construction of nonlinear versions of the original variables in a high dimensional context (Shawe-Taylor & Cristianini, 2006) .
Coping with non linearities
The kernel "trick" permits the generalising of any algorithm that uniquely depends on inner products (Aizerman et al., 1964) . This approach has proven to be particularly helpful for those statistical problems that involve feature extraction (Schölkopf et al., 1998); classification (Boser et al., 1992) ; regression (Williams, 1998) and clustering (Crammer & Singer, 2002; Graepel & Obermayer, 1998) . Generally it can be said that kernel methods serve to induct non-linear functions in feature spaces usually of high dimensionality, and also may be incorporated into the dual form of most algorithms in such a way that it is not necessary to calculate explicitly the transformation to the feature space (Shawe-Taylor & Cristianini, 2006) . A result of the inclusion of the kernel idea within the dual representation, is that the computation task is not affected by the feature space dimensionality (Cristianini & Shawe-Taylor, 2000) , and given that the gram-matrix is the unique information used in the feature space, the amount of work required to calculate the inner product is not necessarily proportional to the feature number. Thus the use of kernels can be seen as a means to establish an implicit correspondence between the original data and the feature space, without the limitations associated with the computation of such correspondence. Within a broad context, the study of statistical aspects of pattern analysis has been approached from two main paradigms: the Bayesian approach (Duda et al., 2001) and empirical processes (Vapnik, 1995) . Boser et al. (1992) pioneered the merging of kernel methods and statistical learning theory (empirical processes approach) through large margin classifiers. However, most of the theoretical development on kernel methods has its origin in the research of Mercer (1909) and Aronszajn (1950) where fundamental issues of Mercer's theory and Hilbert's spaces were treated respectively. After the crisis of the main linear approaches commonly used in the learning machine field (Fisher, 1936; Rosenblatt, 1958) as a result of the publication of Minsky & Papert (1969) , one of the alternatives proposed was the threshold multilayer structures, which led to the development of neural networks (generalised perceptron) with associated algorithm as back propagation (Hertz et al., 1991) . The other approach was data pre-processing: in other words, the projection of data into a higher dimensional space to increase the computational power by including redundancies in their representation and assuring an effective feature extraction process from very complex data. An interesting alternative method to accomplish the above task, was the use of kernel methods, whose functions and corresponding feature spaces theory derive from integral operators studies (Aronszajn, 1950; Berg et al., 1984; Sahitoh, 1988) . The inclusion of these constructs into a nonlinear generalisation of principal components analysis was led by Schölkopf et al. (1998) . One of the main achievements of the study was to express the feature extraction based on eigen-decomposition, as a process that pursues the finding of orthonormalized directions in a kernel-defined feature space by dual representation, along which data variability is maximised.
Nonlinear PCA might be expressed as an eigenvalue problem. Consider a feature space H associated to the input space R m by a non-linear transformation:
The feature space H can show an arbitrarily large dimensionality (m × m), that is potentially infinite. Assuming that in this space data are centred according to ∑ m i=1 x i = 0, the covariance matrix can be written in H as following:
Having a feature space that possesses infinite dimensions, Φ(x j )Φ(x j ) T can be considered the linear operator in H that performs the transformation
The main objective then consists of finding the solution to an eigenvalue problem that satisfies λυ = Cov υ, without working explicitly in the feature space. By analogy to the input space analysis, all solutions υ with λ = 0 are encountered in the sub-space generated by Φ(x 1 ), . . . , Φ(x p ). This includes two helpful implications:
1. The following equation can be used:
2. Provided that λ ≥ 0 are found subject to the existence of non null eigenvectors υ ∈ H \ {0}; and given that coefficients belonging to α i (i = 1, · · · , p) are determined by linear combinations of Φ(x n ), υ can be written as:
These expressions can be merged by substituting both into λυ = Cov υ and multiplying both sides by Φ(x) T in order to express them as kernel terms K(
∀ n = 1, . . . , p which in terms of the matrix (Gram p × p) notation, integrated by the elements
, the equation for all n are consolidated in:
where α represents the column vector integrated by elements α 1 , · · · , α p . Finding solutions to the previous equation requires an eigenvalue problem to be solved:
It can be demonstrated that this simplification (removing K from both sides) leads to (14) without those K that showed zero eigenvalues, not affecting the projection of principal components and bringing all useful solutions from (13). So if λ 1 ≥ λ 2 ≥ · · · ≥ λ p are the eigenvalues of K (pλ solutions) and α 1 , · · · , α p the whole corresponding eigenvectors set, being λ q the last non-zero eigenvalue (assuming that Φ is not identically 0). The condition of unitary norm ( υ n · υ n = 1) for corresponding vectors in the feature space leads to the following solution of normalisation over α 1 , · · · , α q when (11) and (14) are used:
The principal components projections can be calculated by projecting an x test point with an image Φ(x) onto eigenvectors υ in the feature space with n = 1, · · · , q; and expressing them in kernel notation using (11); that way principal components can be extracted:
These are the non-linear principal components or features corresponding to Φ (Bishop, 2006; Schölkopf et al., 1998) . To illustrate the above descriptions, differences in performance between linear (LPCA) (Hotelling, 1933a,b; Pearson, 1901) and kernel principal component analysis (KPCA) (Schölkopf et al., 1998) will be depicted in the following lines, based on the effectiveness of extracted features to yield meaningful and compact farm groups (dependent variable) within unsupervised classification by hierarchical clustering procedures (Johnson, 1967; Ward, 1963) , using as few principal components as possible. For the purpose of this illustration, meaningful groups were defined as those clusters whose means were significantly different from each other, showing strong similarities within groups and possessing high variability between groups. Such estimations were based on a discriminant analysis approach (Fisher, 1936) using the statistics of Wilks' lambda (Wλ), Hotelling's test (T 2 ), Pillai's trace test (P); Roy's maximum root (RM); and average squared canonical correlation (r 2 ) using data from farming systems located in the central plains of Venezuela. An example of a comparison between the best performing configuration of kernel methods and the linear approach whose feature extraction required six principal directions is presented in Table 1 . The profiles of clustering performance after discriminant analysis for the Gaussian kernel show that means of farm classes of the selected variables were different in the population given the closeness of Wilks' lambda statistic to zero and comparatively higher values of the Pillai, Hotelling and Roy tests with respect to the linear and polynomic approaches. Also, classification based on Gaussian feature extraction, showed higher average squared canonical correlations (r 2 ) supporting the idea of well separated groups accounting for a high percentage (69%) of the total variance explained. The percentage of farms classified correctly was slightly higher when feature extraction was performed using polynomic kernels compared to inserting linear and Gaussian kernels. However, this feature extraction method did not provide enough information to find directions in the feature space along which farm groups were as well separated as with the Gaussian kernel. Even so, its performance was much better than classification based on linearly extracted feature vectors. Table 1 . Impact of kernel function on clustering performance using linear, Gaussian and polynomic approaches of feature extraction, after stepwise discriminant analysis for a group of farms in Venezuela. Fig. 1 . Adjusted means and confidence intervals (95%) of squared Mahalanobis distance by selected feature extraction methods (linear, gaussian and polynomic) for a group of farms in Venezuela, after stepwise discriminant analysis.
Within canonical discriminant analysis, if a farm belongs to a particular class, it must fulfill some distance constraints with respect to the centroid of its class and projections of these groups onto some discriminant direction are expected to be compact and to show minimum overlaps. Hence, an easy way to assess the compactness of a given class is to look at the proximity of an observation set to its class-centroid. A visual approximation of these differences can be seen in Fig.1 , where squared adjusted means of the Mahalanobis distance and their respective confidence intervals (95%) are shown for each feature extraction method. As can be observed, clusters segmented from feature vectors extracted by the linear approach and the Gaussian kernel were shown to be comparatively more scattered with respect to the clusters achieved from the polynomic feature extraction method, which showed a higher proximity (minimium distance) between a within-class object and its cluster centroid.
This effect is illustrated in Fig. 2 , where farm objects are projected onto their first three principal directions with different levels of class overlap for the three feature extraction methods used. Only one of the three algorithms (Gaussian kernel) leads to a classification model that describes in a suitable way (without overlapping) the groups suggested by the instances cloud. The linear and polynomic-kernel methods were completely ineffective for cluster separation. This is mainly due to the topology of the sample covariance matrix as a result of the effect that the feature extraction method had on class-object component coordinates. 
Kernel supervised classification of multispectral data
Once farm labels (informational classes) have been generated as illustrated in previous section, multispectral data can be used to perform supervised classification of farms' spectral responses. Traditionally, multispectral data, such as those from the Landsat series of satellites, have been used for mapping geology, geobotany, forestry, agriculture, soil and land cover. They have rarely been used to identify continuous pixel groups integrated in a class such as a farm, which is a mosaic of land covers. However, kernel methods coupled to a maxim-margin classifier can achieve the difficult task of discriminating farm types using their land cover spectral response as recorded in a satellite image as indicators. The resultant representation is flexible, uniform over the pattern presented, and preserves the topology of the input space.
Classification
Spatial land cover classification has been mainly approached through the following paradigms: maximum likelihood classifier (MLC) (Strahler, 1980) ; fuzzy clustering (Kosko & Isaka, 1993) ; and artificial neural networks (ANN) (Miller et al., 1995) . However, farm classes are abstractions which are sometimes difficult to observe directly, and this leads to a number of limitations of these methods. For instance, MLC methods are not free from distribution assumptions, given their parametric premises. Fuzzy clustering represents the solutions in terms of probabilities, where both fuzzy rules and membership functions are subjected to the bias of the interpreter. The ANN method has theoretical weaknesses because of its black box character, preventing the proper repeatability of the results. The presence of local minima and of the time-consuming training process (referred to as lack of convergence) are also significant limitations. There are two main practical approaches to induce linear classifier parameters; on the one hand are those methods based on modelling conditional density functions (generative models) such as: linear discriminant analysis (Fisher, 1936; Lachenbruch, 1975) and Naive Bayes Classifier (Domingos & Pazzani, 1997) ; on the other hand, there are those that pursue the maximization of the outputs quality over a training set (discriminative models). These devices include: logistic regression (Hosmer & Lemeshow, 2000) , the perceptron (Rosenblatt, 1958) and support vector machine (Vapnik, 1995; Vapnik & Chernovenkis, 1974) . The main characteristic of support vector machines is that they seek to find a maximal margin hyperplane (Fig. 3) . This is achieved using optimization procedures that can place severe computational demands. These problems were central to developing the kernel-adatron method which takes advantage of the adatron simplicity (Anlauf & Biehl, 1989) , generalizing it to operate in a high dimensional feature space by the introduction of kernel functions. It solves the optimization problem of the Lagrangian formalism performing the margin-maximization through the application of a gradient ascent algorithm, resulting in an enhanced capability to learn nonlinear boundaries with a rate of convergence that is exponentially fast.
(a) (b) Fig. 3 . Toy example of decision boundaries between classes; modified from Cristianini & Shawe-Taylor (2000) .
Practical applications of these approaches can be addressed through the "hybrid" algorithm known as the kernel-adatron, first proposed by Friest et al. (1998) . This uses a classifier that is based on a linear decision function whose estimated output is given by y = f ( x · w) = )GQUEKGPEG CPF 4GOQVG 5GPUKPI f (∑ i x i w i ), where x represents the input feature vector to the classifier; w is the vector of weights defining the separating boundary and f is a function that projects input values x on w. In this way input patterns are linearly separated by dividing the input space with a hyperplane (Fig. 3) . Fig. 4 depicts a Landsat image segmentation procedure used in a learning machine classification context. As can be seen, the nine multi-band raster dataset is sampled producing a collection of pixel values over each band, following an amplified von Neumann vicinity in a pre-selected area of interest within the farm's perimeter. This training data set was used as input to a dimension reduction procedure, using principal component analysis with kernel (KPCA). Using kernels to learn potential nonlinear representation hypotheses based on the function of the form f (x) = ∑ n i α i y i K(x i , x) + b, essentially involves the simulation of the nonlinear projection of the input data in a higher dimensional space (Schaback & Wendland, 2006) :
where F denotes a feature space; and, H represents a dot product space, within which, a learning relationship could be induced between a pattern Φ(x) and a label y. In this way, having as theoretical context Mercer's theorem (Aizerman et al., 1964; Mercer, 1909) ; (18) represents the kernel matrix, where each entry is a measure of similarity between two objects. Thus, a symmetric function K(x i , x) was a kernel if it fulfilled Mercer's condition, i.e. the function K is (semi) positive definite. When this is the case there exists a mapping φ such that it is possible
The kernel represents a dot product on a feature space F into which the original vectors were mapped (Fig. 5 ). In this way a kernel function defines an embedding of memory patterns into (high or infinite dimensional) feature vectors and allows the algorithm to be carried out in this space without the need to represent it explicitly (Cristianini & Shawe-Taylor, 2000; Schölkopf & Smola, 2002) . Further details on the way this procedure was implemented are outside the scope of this paper. Nevertheless, for those seeking deeper understanding of the ideas behind kernel-based learning theory there are fuller descriptions in Aizerman et al. (1964) ; Aronszajn (1950) ; Mercer (1909) and Schölkopf & Smola (2002) . Applications of kernel methods and learning machines may also be reviewed in García & Moreno (2004a,b,c) Fig. 5 . Toy example illustration of the effect of mapping a simple binary problem to a higher dimensional feature space on the ability to separate complex relations.
The basic KA algorithm is a binary classifier that makes use of an optimization procedure based on the descent gradient to find the maxim-margin hyperplane that separates two groups. For the classification of farms from a multi-class problem (existence of three or more informational categories), a one against the rest strategy might be adopted. Basically, three machines (one per each class) can be trained organized in such an assembly that the class of interest is compared against the other two (Fig. 6) . Table 2 presents the performance accuracy of the three KA machines trained for an experimental group. As can be seen the KA appears to be more sensitive for class 1, given the highest accuracy reached, and its degree of overlap seems to be with class 3. This may be explained by the levels of farming intensification observed in farm class 1, with an important degree of fragmentation of the land cover mosaic, which probably facilitated its differentiation from those instances that resemble the more natural scenes typical of the less intensive farm classes 2 and 3 (Drury, 2001) . The tendency to wrongly allocate farm type 3 as class 1 might be because these groups of farms share similar attributes in their proportions of pasture, forage and forest cover. Misclassification between classes 2 and 3 can be explained by the lack of anthropogenic changes leading to the occupation of less discrete areas of the feature space as a function of the natural environment context (Richards and Jia, 2006; Landgrebe, 2007) . In this kind of study, farms are seen as bags of pixels representing different land covers in a space where each dimension is associated with a spectral channel. Because this vector space was sensibly transformed by non linear feature extraction to improve representation, and with this to ensure equivalent land covers mapped to similar feature vectors, it is possible to reach an acceptable level of accuracy with this approach. 
KA Predicted
Class Finding these separating decision functions on the segmentation of farm classes is particularly significant given the non-stationary spatial behaviour of the spectral response of this kind of object; and because of the small training set size with respect to the dimensionality of the input space. Another important consideration is that this approach only focuses on extreme samples for its training, making possible the derivation of comparable levels of performance at a lower cost. This fact would confirm the argued advantages of previous applications of kernel methods in the land use domain, in which decision functions have been induced without any other a priori knowledge about the land cover than labels (Huang et al., 2002; Zhu & Blumberg, 2002) . This implies a considerable resource saving in practical application to livestock systems monitoring.
The multispectral data
The use of multispectral data to distinguish one type of land cover from another, has been an effective way of linking anthropomorphic intervention to a physical environment, particularly within the agricultural sector (Campbell, 2002) . For instance, Wylie et al. (2002) combined optical and thermal data to estimate biophysical properties of vegetation. Other approaches use the land cover mosaic, to induct farm typologies based on their relative spectral similarities, as in the case of Duvernoy (2000) . The popularity of using visible and near infrared (VIR) imagery on the classification of areas covered by agricultural activities, is because plant cell structures, morphology, chlorophyll and other pigments have a marked effect on this wavelength range (Drury, 2001) , and on the temperature brightness of thermal infrared (TIR) radiation incident on living plants (Rees, 2007) . The configuration of multispectral sensors, such as Landsat 7 Enhanced Thematic Mapper Plus (ETM+), is particularly well suited to perceive the energy field, in the form of VIR and TIR radiation emanating from vegetation covers (Richards & Jia, 2006) . This feature makes many multispectral data sensible to spatial patterns tied to crop calendars, and vegetative growth-lessening as a result of phenophases (Campbell, 2002; Richards & Jia, 2006) . For instance, the spectral bands per pixel in Landsat 7 are delineated by six VIR bands, where band 6 is split into two channels defined by filters that control the radiance that reach the sensor; and a panchromatic band (Barsi et al., 2003; Heckenlaible et al., 2007) . These radiometric features make Landsat 7 a good choice within the context of farming system research at household resolution level. The precision to which this sensor registers the radiation power, for a particular pixel in a given wavelength is 8 bits (256 levels) (Richards & Jia, 2006) . This feature enhances the ability of the sensor to distinguish the spectral responses from different materials, when human-scale factors such as agriculture need to be addressed (Campbell, 2002; Landgrebe, 2007) . As with radiometric resolution, the spatial resolution of Landsat 7, which ranges from 15 to 60 meters per pixel across all the spectral bands, is rich (small or fine) compared to farms, which are the usual objects of study in farming systems research and where a pixel smaller than the agricultural field to be studied is usually preferred (Landgrebe, 2007) . To these spatial characteristics of Landsat, should be added its scanning features, whose cover swath is 185 km 2 , which means that each scene sample observes an area of 34.225 km 2 . Such an overlay represents an advantage for farming system research given the scale of the typical study area (10.000 km 2 ), and because the whole can be extracted from one image. However depending on the size of the farms under study misclassification risk might occur, from the impact that spatial resolution has on the separability of informational classes (Landgrebe, 2007) . Spatial resolution has been shown to have a significant influence on spectral class separability because of the hierarchy that generally characterizes informational categories (Campbell, 2002; Rees, 2007) ; and there is reason to believe that similar effects occur with collections of land cover such as farms (Landgrebe, 2007) . For studies of farming systems, the spatial resolution of Landsat 7 (ETM+) data, might be too fine for the purposes of classification, in the sense that sometimes it is desirable to have pixel sizes smaller, but not excessively smaller, than the field under study, because too fine a resolution may lead to pixels that spectrally do not represent the field of interest but only part of it. In farm classification, most of the time interest is focussed on pixels that integrate across what is desired to be called a field, which in this study would be a farm, rather than a small part of a particular cover of crop, grassland or forest. From that viewpoint, an alternative possibility is to use a source of data with a coarse spatial resolution, such as the Moderate Resolution Image Spectrometer (MODIS) (NASA, 2008) . This sensor is one of the principal instruments aboard EOS 1 AM-1 (TERRA); and its spatial resolution ranges from 500m to 1 km, with a viewing swath width of 2.330 km. The possibility that the use of this sensor would lead to an improvement in farm classification accuracy, is in line with the reviews of Landgrebe (2007) and Drury (2001) in the sense that compared with Landsat 7, each pixel in MODIS would be made up of a mixture of "Landsat-size" pixels on ccategories such as grass and crops that may lead to an improved representation of a farm as a field of interest. The advantages of MODIS are not restricted to its spatial resolution; its spectral resolution, 36 channels covering from visible to thermal infrared spectral regions, also presents some benefit compared to the 7 bands of Landsat. This spectral richness wshould increase the accuracy of discrimination of complex classes, because of the high volume space. Evidence for the significance of spectral resolution on discrimination accuracy comes from Bazi & Melgani (2006) ; Foody & Mathur (2004) ; Melgani & Bruzzone (2004) and Muñoz-Marí et al. (2007) . They exploit high spectral resolution sources, spreading the data out as much as possible in the feature space to make the most of the spectral richness, that generally results in small classification errors.
