In this research we introduced a new update of the Hessian matrix or we updating only the diagonal elements of Hessian matrix, and make the non-diagonal elements always equal to zero and in this case we can preserve the sparse property so called the Diagonal Update.
Introduction
Assume a priori that we know that some sparsity is present in the second derivative matrix of the objective function. In this case we would like to exploit this sparsity pattern so that the successive approximations of Hessian matrix, exhibit the same sparsity as the matrix they are approximating. This has two practical consequences: 1. the storage needed for the current approximation of Hessian matrix is drastically reduced, allowing much larger problems to be treated; 2. the rate of convergence of the method is improved because the approximations of Hessian matrix are better.
The diagonal Update
The problem is how to update the Hessian matrix with minimal cost flops, so by the quasi-Newton condition we have:
Where k C , the current correcting matrix, so we have
, then we have the following system k k k r s C  By using matrix form, the last system can be write as follows 
Convergence Analysis
We discuss the Descent Property of the proposed algorithm. Let k B be symmetric. and positive definite matrix Since
Multiply both widest of (3.2) by 
, and
then stop, else, set k = k + 1, and go to 3.
NUMERICAL RESULTS
In this test, solution of the following test problems has been attempted. The reason for their selection is that the problems appear to have been used in standard problems in most the literature. These functions represent a result of application in the branch of technology and industry.
In order to reduce the risk that unrepresentative results might be obtained on a particular problem by the choice of a particularly fortunate or unfortunate starting point, each problem was solved for a variety of starting point. The results are presented in Table 1 . Convergence was assumed when a point was located where ||f|| 2 < 10 -8 in all cases. The entries in each column for the various methods denote the total flops required achieving convergence. All the starting points were chosen to comply with the requirement that the BFGS method, as implemented in our program, should converge from this point. Finally, an asterisk following the initial point indicates that method converged to a local minimum from that initial point. From the above table clear that the total flops of diagonal update less than the total flops of the BFGS update.
CONCLUSIONS
Newton's method requires the evolution of the Hessian matrix The diagonal update proposed as a new update based on the sparsty, and this update can solve an optimization problem with minimum cost flops. 
