This paper 1 considers a class of multi-channel random access algorithms, where contending devices may send multiple copies (replicas) of their messages to the central base station. We first develop a hypothetical algorithm that delivers a lower estimate for the access delay performance within this class. Further, we propose a feasible access control algorithm achieving low access delay by sending multiple message replicas, which approaches the performance of the hypothetical algorithm. The resulting performance is readily approximated by a simple lower bound, which is derived for a large number of channels.
I. INTRODUCTION
In wireless systems, random access (RA) algorithms are used primarily to arbitrate connection setup of dynamic device population over a shared communications medium. In particular, multi-channel RA algorithms have been successfully applied in modern wireless networks, where contenders may transmit on several orthogonal time-, frequency-, or codebased channels. Today, multiple variations of such solutions have been developed and thoroughly studied [1] .
Recently, with the rapid proliferation of mission-aware industrial applications and the corresponding communications enablers, there is increased interest in the research community to revisit multi-channel RA algorithm design for improved transmission reliability. To facilitate reliable message delivery in machine-type communications (MTC), it has been proposed to exploit redundancy by sending multiple copies (replicas) of the same message [2] .
Another pressing demand in mission-control industrial operation is to reduce the channel access delay for MTC devices. Although delay evaluation for certain multi-replica formulations was addressed earlier in the context of satellite systems with one [3] or several channels [4] , dynamic centralized access control of such systems has not been attempted due to substantial feedback delay.
In this work, we focus on a class of multi-channel wireless RA algorithms that exploit simultaneous transmission of multiple message replicas. Assuming no interference cancellation or other similar means on the physical layer (such as those in [5] , [2] ), we aim to analyze the number of backlogged (ready to transmit) MTC devices and thus the channel access delay. Considering error-prone radio channel, we characterize the best achievable system performance by outlining a hypothetical RA algorithm, which minimizes the collision probability at any message transmission opportunity.
The rest of this text is organized as follows. The main assumptions of our system model are summarized in Section II. Section III formulates our hypothetical algorithm for estimating the channel access delay, which is minimal within the considered class of RA algorithms. Section IV describes feasible practical solutions, while Section V derives the lower bounds on the number of backlogged MTC devices by quantifying the respective performance limits. Finally, we offer some numerical results in Section VI and conclude.
II. SYSTEM MODEL

A. Main assumptions
We consider a centralized radio access system, where MTC devices activate irregularly and attempt to establish a connection with their serving base station (BS). In doing so, they transmit short messages by employing a timeslotted contention-based algorithm. For the sake of analytical tractability, let new devices activate over time randomly, by following a Poisson process with the intensity of Λ (i.e., an infinite population of MTC devices is assumed). Upon its activation, a particular device may decide to transmit during a slot t with the probability p t , in which case it selects K t ≥ 1 out of M available channels for sending either a one-slot message (if K t = 1) or several identical replicas of this message. Generally, while the notion of a "channel" may involve time-, frequency-, or code-division structure, to minimize the initial access delay we here imply either codeor frequency-based division, so that multiple message replicas are transmitted at the same time.
At the end of a transmission time interval, the MTC devices receive error-free feedback from the BS and may also observe the outcomes of actions by other contenders. Within a particular slot t, we differentiate between the following events in the channel: (i) idle time when no MTC device attempts to access the channel, (ii) potential successful replica delivery if only one device attempts to transmit on the channel, and (iii) collision of replicas if two or more devices choose to transmit on the channel. In the latter case, we assume that no message is received successfully, and thus all of the colliding contenders fail in their replica transmissions.
Further, collisions in our model are not the only source of replica transmission failures. We also assume that the radio channel is error-prone: the replicas that have avoided a collision may still be received incorrectly by the BS with the probability of γ, and therefore be considered lost. In this work, we do not account for any interference cancellation mechanisms or other packet recovery procedures on the physical layer. Finally, if all of K t replicas sent by a certain MTC device are lost, the transmission of the corresponding message fails, whereas the device in question becomes backlogged and attempts to retransmit in the consecutive slot t + 1 with the probability of p t+1 and the number of replicas K t+1 . If however at least one of the replicas is transmitted successfully, then the message is assumed to be delivered and the respective MTC device deactivates permanently.
The (re)transmission probability p t and the allowed number of replicas K t may be announced by the BS and affect the resulting channel access delay as well as the overall system performance. The appropriate choice of these two system control parameters becomes the focus of our subsequent study.
B. Possible extensions to the model
We note that in some practical systems, the feedback from the BS may be delayed and/or imperfect, which may require the consideration of a feedback interval as well as a certain feedback transmission failure probability. Both of these formulations constitute separate research problems, which could be addressed by extending our proposed approach.
In what follows, in order to derive our practical control algorithm we assume that the BS observes and may thus estimate separately (i) the number of idle channels i, (ii) the number of replica transmissions that have successfully avoided collisions s, (iii) the number of channels that experience a collision c (i + s + c = M ), as well as (iv) the total number of successful MTC devices N s . In some circumstances, the BS may not be capable of differentiating between the collisions and the transmissions without collisions that are however lost due to the error-prone channel. This may generally depend on the properties of the physical layer implementation in the communications equipment. In this situation, one may readily reformulate our proposed control scheme accordingly, but the resulting performance of such less informed system would naturally degrade.
Moreover, some practical implementations may decide to dynamically adjust the number of channels that are available for the transmissions from MTC devices in slot t. Hence, we do not limit our formulations by assuming that the number of channels M is constant. On the contrary, our target control scheme is equally suitable to capture the time-variant channel availability, where M t channels are available in slot t as announced by the BS.
III. HYPOTHETICAL CONTROL ALGORITHM
In this section, we introduce a hypothetical (optimal) control procedure that guarantees the minimal channel access delay within the class of the considered RA algorithms (i.e., those controlling the pair < p t , K t > according to the system model assumptions outlined above). For comparison, we also refer to the optimal scheme for the conventional access systems without message transmission redundancy (i.e., those controlling only < p t >). For better readability, hereinafter we adopt the following naming convention. We denote the optimal algorithms which require certain hypothetically available information on the system state as HK and H1, while their feasible practical implementations proposed in Section IV are referred to as AK and A1 for multi-replica and single-replica transmission, respectively.
In order to derive the optimal algorithms that deliver the lower delay estimates, let us assume that for every slot t the number of MTC devices N t , which have activated and decided to transmit, is known to the BS. For the singlereplica systems, the optimal control scheme (referred to as the hypothetical algorithm H1 in what follows) may be formulated as Proposition 1 adapted from [6] : Proposition 1. Algorithm H1. For the system with no redundancy (K t = 1), the optimal algorithm H1 that minimizes the access delay corresponds to the transmission probability
where N t is the number of currently active MTC devices and M is the number of channels. Importantly, the above control procedure delivers the lower estimate for the channel access delay within the class of control algorithms with no redundancy. We also emphasize that the conventional algorithm H1 is optimal for both the error-free channel case with γ = 0 and the error-prone channel case with γ > 0.
Further, if N t < M, then sending multiple replicas may increase the probability of successful replica reception at every transmission opportunity. Given the number of transmitting MTC devices N t , the number of channels M , and by estimating the replica corruption probability γ, we may derive the optimal number of replicas that maximizes the probability of successful message delivery over K for a given N t , M as:
where p s (N t , M, γ, K) = Pr{successful message delivery}. Hence, for multi-replica systems where K t ≥ 1, we employ a similar technique as has been used for the conventional systems with no redundancy. Therefore, we establish the optimal control parameters in question as (i)
where the solution to the optimization problem (1) is the value taken from the preset table f (N t , M, γ) , which can be provisionally calculated and stored in the BS. The derivations necessary for solving (1) (i.e., optimizing the successful delivery process) are summarized in Appendix. Given all of the above, we may formulate our Proposition 2. Proposition 2. Algorithm HK. For the multi-replica system with redundancy (K t ≥ 1), the optimal algorithm HK that minimizes the channel access delay returns the following set of control parameters:
Proof. The fact that the considered multi-replica algorithm HK outperforms all of the other algorithms, which control the system through the pair < p t , K t >, follows from the choice of K * that is based on the highest message delivery probability.
The following Theorem 1 compares any single-replica channel access scheme and the algorithm HK (further illustrative examples for Theorem 1 are provided in Section VI). Theorem 1. The optimal multi-replica algorithm HK outperforms the algorithm H1 and thus any other single-replica algorithm in terms of the channel access delay.
Proof. Immediately follows from Proposition 1 and Proposition 2.
We note however that in practice the exact number of active MTC devices is unknown, and thus all the feasible channel access algorithms will necessarily result in higher delay than the one that the optimal algorithm can achieve. Our further goal is to propose such a practical scheme, which would be comparable to the lower delay estimate and yet technically feasible to implement in the real wireless systems.
IV. PRACTICAL CONTROL ALGORITHM
In this section, we detail the practical control procedures for each of the two considered classes. We remind that for estimating the unknown number N t , the BS may observe and exploit the following four parameters: (i) the number of idle channels i t that no MTC device selects, (ii) the number of busy channels s t that experience one transmission, (iii) the number of busy channels c t that experience a collision, and (iv) the number of successfully delivered messages N s . Further, we assume that the system load per channel λ = Λ/M may also be estimated at the BS side.
First, let us describe a feasible practical implementation for the class of algorithms with single-replica transmission [6] (i.e., Algorithm A1 in our notation). Proposition 3. Algorithm A1. For the system with no redundancy (K t = 1), one of the feasible implementations may be derived through an auxiliary random process Z t and the corresponding probability p t = min (1, M/Z t ), where M is the number of channels and Z t adheres to the following evolution:
while the constants a < 0, b, c > 0 are connected via the expression c(e − 2) + a + b = 0 [6] and guarantee stability of the algorithm A1 for all λ < e −1 .
We note that while yielding the lower delay estimate within its class, the algorithm H1 outperforms A1 or any other alternative procedure with no redundancy, and so does the algorithm HK. We further aim at developing a practical algorithm for the formulation with redundancy that would result in a lower delay than what A1 delivers. In order to do so, we exploit the situations when adding redundancy improves the probability of successful message transmission, i.e., p t = 1, K t = K * . In contrast to the hypothetical optimal scheme, information on N t is unavailable here and needs to be adequately estimated asÑ t , so that the predefined table f (Ñ t , M, γ) would yield K * , which is close to the optimal value.
For this purpose, let us apply the method of maximum likelihood, which allows us to select the most probable event N based on the observed outcome v =< i,s,c > (for clarity, hereinafter we omit the indexes t). An appropriate estimation is based on the probability distribution Pr{v|N } and appears to be rather cumbersome for the required 'onthe-fly' optimization process. Instead, following the approach in [7] , we employ a simpler approximation: Lemma 1. The point N that delivers the maximum of likelihood may be tightly approximated by the point of maximum of the function:
where μ(N ) = NK/M while i, s, and c are the numbers of idle channels, successful replicas, and collisions, respectively.
Proof. Assuming that the number of channels is large enough, we may approximate the number of replicas that "choose" the channels by independent random variables distributed according to a Poisson process with the intensity of NK/M. Using this Poisson approximation, we may estimate the probabilities to observe i idle channels, s successful replicas, and c collisions as e −μ·i , (μe −μ ) s , and
correspondingly. Bringing all the three together, we may write:
where C is the constant number of combinations for a given set < i, s, c >. The maximum of (4) is located at the same point as the maximum of g(v, N).
We emphasize that g(v, N) resembles the shape of Pr{v|N } (which is sufficient for the purposes of our optimization), but does not have the meaning of probability. The optimum for c > 0 may be obtained similarly to [7] as a numerical solution to the following equation (follows from the zero gradient g μ (v, N) = 0):
Hence, given the point μ * obtained from the expression (5) and the number of successful replicas s, the number of currently active MTC devices may be estimated as follows:
where p = p t−1 is the transmission probability and K = K t−1 is the number of replicas in the previous slot. Based on the obtained estimator, we may finally formulate the sought practical algorithm that exploits message transmission redundancy.
Proposition 4. Algorithm AK. For the system with the use of redundancy (K t ≥ 1), one of the practical algorithms may be constructed on the set of control parameters: p t = min 1, M/Ñ t , K t = K * = f (Ñ t , M, γ), whereÑ t is delivered by the expression (6) .
We have established that contrary to the provably stable algorithm A1, the algorithm AK may demonstrate instability due to the usage of the estimateÑ (rigorous proof of such instability is a stand-alone problem out of scope of this paper), and hence may result in unpredictably high delay values for the range of loads that are close to the multi-channel system capacity Ke −1 [6] . To avoid that, we propose taking advantage of the algorithm A1 by applying p t = min (1, M/Z t ) whenever the estimated number of transmitting MTC devices increases.
Proposition 4a. Modified algorithm AK. Algorithm
delivers lower channel access delay due to the use of redundancy, but remains stable at higher loads. Stability follows from the properties of the algorithm in [6] , particularly, from the ergodicity of two-dimensional process (Z t , N t ).
Interestingly, our proposed estimator becomes tighter with the increasing number of channels, since the Poisson approximation (as demonstrated in Section VI) becomes more exact when M → ∞. The corresponding expressions for the performance limits are derived in the following section.
V. LIMITING EXPRESSIONS
In this section, we study the performance limits under M → ∞, which approximate the numerical results for a higher number of channels, while constituting the ultimate lower bound for both classes of algorithms.
We begin with considering the algorithm H1 and formulate the following Theorem for the limit on the average number of backlogged MTC devices in the system. Theorem 2. Algorithm H1 For the system with no redundancy (K t = 1), given the channel corruption probability γ and the load per channel λ < e −1 , the limit on the average number of backlogged MTC devices per channel for M → ∞ may be obtained as follows:
where W (x) is the Lambert function, which is a solution to the transcendent equation ηe η = x.
Proof. As in the previous section, we employ the Poisson approximation by assuming that for the large values of M in the stationary mode the flows of newly activated and backlogged MTC devices form a Poisson process with some intensity η. The probability that one transmitted replica avoids a collision in the selected channel is therefore defined by e −η .
In the stationary mode, the output flow equals the system load and ηe −η (1 − γ) = λ. The sought solution may thus be found as η * = −W − λ 1−γ , which however contains the share λ of newly arriving MTC devices. By subtracting the latter from η * , we establish the target expression (8) .
Following the same logic for the limit on the backlogged MTC devices imposed by the algorithm HK, we arrive at the following Theorem. Theorem 3. Algorithm HK For the system with the use of redundancy (K t ≥ 1), given the channel corruption probability γ and the load per channel λ < e −1 , the average target number of replicas K * and the limit on the average number of the backlogged MTC devices for M → ∞ are given as:
(10) Proof. Similarly, the flows of newly activated and backlogged MTC devices may be considered equal to η, such that the corresponding intensity of the flow of replicas equals Kη. The probability that one transmitted replica is delivered successfully can be established as (1 − γ) e −Kη , and hence the message success probability equals 1 − 1 − (1 − γ)e −Kη K . From the equality of the output and input flows, the following equation follows:
(11) If η * is the solution to the equation (11), then the strategy of the algorithm HK corresponds to the maximum of η * over all possible K, which results in selecting K * = arg max K h(K), while the backlog of η * = h(K * ) − λ.
VI. NUMERICAL RESULTS In this section, we compare the proposed practical control algorithm AK against the hypothetical algorithm HK as well as observe performance of the hypothetical algorithm H1 and the practical control algorithm A1 that do not add redundancy, to provide more insight. As a metric of interest equivalent to the channel access delay, we study the number of backlogged MTC devices per channel (i.e., the devices activated in the previous slots), which immediately translates into the waiting time through the Little's law.
In Fig. 1 , we illustrate the evolution of the backlog size for all four considered procedures (for M = 10), as well as highlight the lower bounds offered in Theorems 2 and 3 (i.e., the highlighted areas). Importantly, the use of multireplica transmission in the case of error-free channel (γ = 0) reveals rather marginal performance gains (see the difference between AK and H1); however, we may still exploit the practical algorithm A1, as it demonstrates performance that is close to that of the hypothetical single-replica scheme H1. Conversely, as γ increases, the benefits of utilizing multiple replicas become more substantial, especially in the region of low channel loads (improvement of up to 10 times). For any γ, the difference between all four algorithms diminishes when λ grows within its stability region λ < (1−γ)e −1 , as redundancy is no longer helpful then.
In Fig. 2 , we further demonstrate the behavior of the proposed ultimate lower bounds provided by Theorems 2 and 3 in terms of the channel backlog size, as well as emphasize the average optimal numbers of replicas. Intuitively, with improved channel operation (i.e., γ → 0), the number of backlogged MTC devices decreases down to a certain threshold. We note that our proposed solution HK always resides in the region between the dashed and the solid lines for any γ and λ, while approaching the latter as M increases. 
VII. CONCLUSIONS
We have shown that the channel access delay could be decreased without the use of physical layer features and is most beneficial for an error-prone channel. The proposed practical algorithm (given by Proposition 4a) makes it possible to dynamically control the system and achieve performance close to what the hypothetical algorithm may offer. At higher loads, our solution by construction becomes a provably stable algorithm for any M . Finally, we provide a simple lower bound for the resulting performance. 
