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Introduction
Fractional mechanics -mechanics based on actions dependent on nonlocal derivatives was introduced by Riewe in [27, 28] and extended in papers [1, 16, 17] . These early results demonstrate the main difficulties one meets c 2013 Diogenes Co., Sofia pp. 243-261 , DOI: 10.2478/s13540-013-0015-x when decribing physical phenomena via minimum action principle and including memory effects into a model (compare results and comments in [2] - [13] , [18] , [23] - [26] ). The obtained Euler-Lagrange equations are non-local and mix derivatives determined by the left and right neighbourhood of the given time point. Such equations are difficult to solve explicitly and this area of fractional differential equations theory still requires further investigations (compare [19, 20] and references therein). In the paper we propose a new formalism for fractional variational calculus for actions including the generalized fractional derivatives (GFDs). We shall show that GFVC in the developed formulation leads again to systems of non-local equations but that a wide class of models can be localized. The obtained results apply to fractional variational calculus with standard fractional derivatives.
The aim of our paper is twofold. First, we shall examine properties of generalized fractional calculus w.r.t. reflections in finite intervals. Then, we focus on Euler-Lagrange equations for actions dependent on generalized fractional derivatives. These equations were derived in the paper by Agrawal [3] in interval [0, b] . We shall demonstrate that trajectories can be split into parts for which we will be able to derive Euler-Lagrange equations in subintervals. The obtained systems of equations of motion are the main result of the paper together with corollaries which describe a novel phenomenon for nonlocal fractional differential equations. Namely, the considered Euler-Lagrange systems can be localized in subintervals of the main time interval.We shall begin with some preliminaries.
Preliminaries
The following left and right operators, generated by Laplace convolution with power function, are constructed in fractional calculus [15, 29] . Definition 2.1. Let α > 0. The formulas below define the left and right Riemann-Liouville (R-L) integrals
where Γ is the Euler gamma function.
Property 2.2. The left and right Riemann-Liouville integrals fulfill the relations
3)
where T a and Q are respectively the translation and reflection operators acting as follows on function f :
The left and right RiemannLiouville derivatives of order α are defined as
where we denoted the first order derivative as D ≡ 
In the paper [3] , Agrawal introduced generalized fractional derivatives of Riemann-Liouville and Caputo type starting from the following integral determined by kernel k α . In the definitions below we recall generalized fractional integrals (GFIs) and generalized fractional derivatives (GFDs) of Riemann-Liouville and Caputo type.
The following operators are generalized R-L and Caputo type derivatives of order α
The properties of the GFIs and GFDs are analogous to those of standard fractional operators. We shall describe them briefly in the case when kernel 
The T a and Q [a,b] operators are respectively the translation and reflection operators given in formula (2.5) .
(2) Let us assume that α ∈ (n−1, n) and
s). Then, the following relations hold for GFDs of Riemann-Liouville and Caputo type
Let us point out that in the case k α (t) = t α−1 we recover fractional calculus of integrals and derivatives from Definitions 2.1 and 2.3. Example 2.7. As an example of the generalized fractional calculus let us discuss the fractional calculus based on operators defined using MittagLeffler functions. They were introduced in [14] , extended in [30, 31] and applied in papers [32, 33] . For each admissible set of parameters (γ, ω, β) we have in our notation A, B, K operators determined by the following kernel 14) where the function E γ β,α -the generalized Mittag-Leffler function (called also as Prabhakar function, 1971; [15] ) is defined by the series given below: 
and reduce to the classical and fractional integral in the special case
The left and right derivatives of Riemann-Liouville and Caputo type from Definition 2.5 look as follows
The derivative given in (2.19) is the left inverse operator for the K-integral. Using semi-group property (2.16) we get for α ∈ (n − 1, n) relation
f (0) = 0 we obtain the composition rule for the B-derivative
Summarizing, for each fixed γ > 0 and α > 0 we have generalized fractional calculus as defined in [3] . Now, we go back to the general kernel and assume k α (t, s) = k α (t − s). In the paper [3] the integration by parts formula was derived.
Property 2.8. The generalized fractional differential operators satisfy the following relation with boundary terms given explicitly when order
for k α ∈ L 1 (a, b) and sufficiently smooth functions f, g.
In the reflection symmetric formulation of fractional variational calculus we shall apply the GFDs determined by the Riesz-type potentials dependent on kernel k α which we define below.
Definition 2.9. Let α ∈ (n − 1, n) and a = 0. The symmetric and respectively anti-symmetric generalized RL type derivatives in interval [0, b] are defined as follows
where
The symmetric and respectively anti-symmetric generalized Caputo type derivatives in interval [0, b] are given as:
Reflection symmetry in generalized fractional calculus
In this section we shall describe properties of the introduced symmetric and anti-symmetric GFDs w.r.t. reflection symmetries in finite subintervals of [0, b] . We start by the splitting of function f into respective projections which were introduced in [21, 22] . 
The function f can be split into the respective projections
where the summation is taken over all m-component vectors with coordinates in the two-element set {0, 1}. For each given vector
where the operator is ordered product of the projection operators:
Let us note that each projection
Our aim is to apply this observation in fractional variational calculus. We shall describe an action in terms of projections of trajectories and demonstrate that the minimum action principle leads to a system of localized Euler-Lagrange equations. This phenomenon was also discussed in [21, 22] for some models dependent on standard fractional operators of orders in range (0, 1) ∪ (1, 2).
, f [J] be the projections defined above.
(1) The following relations are valid:
(2) The projections fulfill orthogonality relations
where δ j,k denotes the Kronecker delta.
The properties of projections w.r.t. the reflection symmetry and integration rules lead to the following representation of the symmetric (Riesz type) integral. 
where we denote as [J] the ordered product of the projection operators 
Applying substitution s = b − s to the second integral and Property 3.2, we obtain 
Clearly, the above formula coincides with (3.10) for vector [J, j m+1 ]. This ends the proof. 2
An analogous property is valid for the anti-symmetricK-integrals. 
Applying substitution s = b − s and Property 3.2 to the second integral, we obtainK
. Formula (3.12) follows from the above relation and the mathematical induction principle similar to the previous proof. 
.., j m ]-projection of function f . Its anti-symmetricĀ-derivatives of order α ∈ (n − 1, n) in interval [0, b] can be represented as follows
Now we shall express integrals of products of functions in terms of their projections.
Property 3.7. Let α ∈ (n − 1, n). The following integration formula is valid for any pair of functions such that
P r o o f. Formula (3.20) results from the following property of integration in a finite interval:
Applying this property and the reflection symmetry of the A α [0,b] -derivative:
From Proposition 3.5 it follows that
⊕Δn [1] (t) dt and this proves formula (3.20) .
2 Applying Proposition 3.5 and the mathematical induction principle, we obtain the the following general integration formula. 
Property 3.8. Let α ∈ (n − 1, n). The following integration formula is valid for any pair of functions such that
f ∈ L 1 (0, b) and A α [0,b] g ∈ L 1 (0, b) respectively: b 0 f (t)A α [0,b] g(t) dt = m−1 k=0 [j 1 ,...j k+1 ] 2 k+1 (3.22) × b/2 k b/2 k+1 f [j 1 ,...,j k+1 ] (t)A α [0,b/2 k+1 ] g [j 1 ,...,j k+1 ]⊕Δn[E] (t) dt + [j 1 ,...,j m+1 ] 2 m+1 b/2 m 0 f [j 1 ,...,j m+1 ] (t)A α [0,b/2 m+1 ] g [j 1 ,...,j m+1 ]⊕Δn[E] (t) dt.
Analogous formula is valid for the
∈ L 1 (0, b) andĀ α [0,b] g ∈ L 1 (0, b), respectively b 0 f (t)Ā α [0,b] g(t) dt = m−1 k=0 [j 1 ,...j k+1 ] 2 k+1 (3.23) × b/2 k b/2 k+1 f [j 1 ,...,j k+1 ] (t)Ā α [0,b/2 k+1 ] g [j 1 ,...,j k+1 ]⊕Δ n+1 [E] (t) dt + [j 1 ,...,j m+1 ] 2 m+1 b/2 m 0 f [j 1 ,...,j m+1 ] (t)Ā α [0,b/2 m+1 ] g [j 1 ,...,j m+1 ]⊕Δ n+1 [E] (t) dt.
An analogous formula is valid for theB
From Properties 3.8 and 3.9 we infer that in generalized fractional variational calculus we can use the integration formulas: 
Reflection-symmetric formulation of generalized fractional variational calculus
We shall apply all the introduced and proved representation and integration properties to derive the explicit form of Euler-Lagrange equations in subintervals [0, b/2 m ] of initial interval [0, b] . In our study we shall discuss the action 
system of Euler-Lagrange equations for action (4.1) is given as (here
Using the integration by parts formula from Property 3.8, we can rewrite the variation as follows:
where the explicit form of boundary terms (denoted as b.t.) depends on range of order α
When the above regularity conditions are fulfilled, the boundary terms vanish at ends t = 0, b. Then, the variation can be split into parts dependent on projections of variation - 
(4.9)
= 0, and this ends the proof. 2
Analyzing the above proof, we observe that Theorem 4.1 can be extended to models with Lagrangians dependent on vector trajectories and/or involving several GFDs. However, deriving analogues of system (4.2) one should correctly determine the respective regularity conditions. We present here the result for action with derivatives of orders in range (0, 1) as in this case the regularity conditions are very simple. We omit its proof similar to the proof presented above in detail. 
(4.11)
and fulfilled in subinterval [0, b/2 m ], provided the regularity conditions
are fulfilled.
Let us note that in the considered model (4.1), terms 
(4.14)
Next, we observe that for monomials of x, the [J]-projections look as follows for arbitrary l ∈ N: 
Final remarks
In this paper we defined the symmetric and anti-symmetric generalized fractional operators and proved that for functions split into respective projections they can be reduced to operators defined in an arbitrarily short subinterval [0, b/2 m ]. We also formulated and demonstrated the integration formulas which we then applied in the generalized fractional variational calculus (GFVC). In this framework, actions contain GFDs introduced in [3] . The Euler-Lagrange equations in interval [0, b] are the initial step. Applying the representation and integration formulas we obtained the system of Euler-Lagrange equations for parts of function with well-defined symmetry properties w.r.t to the sequence of reflections. The crucial property of the reflection symmetric GFVC, demonstrated in the case of Lagrangians polynomial or pointwise convergent series, is the localization of Euler-Lagrange equations in subintervals. This fact was proved for GFC with operators defined using translation invariant kernels. Other types of GFC and resulting GFVC are under investigation.
