Abstract-The last few years have seen considerable interest in the wireless networking research community in analyzing the connectivity of wireless ad-hoc networks formed by a set of nodes distributed in a two dimensional plane (deployment area) with a (i) uniform probability density function and (ii) uniform transmission range. Although several important and interesting results are known in this domain, most of the connectivity studies consider a fault-free scenario where all nodes are available for network formation and do not consider failures among nodes caused by one reason or another. In very few studies where faults are considered, they are usually considered to be random in nature, i.e., the probability of a node failing is independent of its location in the deployment area. However, such fault scenario is inadequate to capture many realistic situations where the faulty nodes are spatially correlated. This is particularly true in combat environment where an enemy bomb can destroy a subset of nodes confined to a region. In this paper we investigate the impact of region-based faults on the connectivity of wireless networks. Through analysis and simulation, we provide results relating the probability of a network being connected as transmission range and the size of fault-region are varied. If dmin(G) denotes the minimum node degree of the network, we provide the analytical expression for P (dmin(G) ≥ k), which represents the probability of the minimum node degree being at least k, for k = 1. Moreover, we compute P (κ(G) ≥ k), where κ(G) represents the connectivity of the graph G formed by the distribution of nodes in the deployment area and examine the relationship between P (dmin(G) ≥ k) and P (κ(G) ≥ k) when k = 1.
I. INTRODUCTION
The last decade has seen a considerable interest in the analysis of connectivity of wireless ad-hoc networks formed by a set of nodes distributed in a two dimensional plane with a (i) uniform probability density function and (ii) uniform transmission range [1] - [9] . In this paper we refer to the two dimensional plane as the deployment area (DA). The series of papers established many important and interesting results for an ad-hoc network formed in this manner. If κ(G) and d min (G) denote the connectivity of the graph G formed by the distribution of nodes in DA and the minimum node degree of G, respectively, they provided techniques for finding answers to the questions of the following form, † This research is supported in part by a grant from the U.S. Defense Threat Reduction Agency under grant number HDTRA1-09-1-0032 and by a grant from the U.S. Air Force Office of Scientific Research under grant number FA9550-09-1-0120.
• How to compute P (d min (G) ≥ k)?
• How to compute P (κ(G) ≥ k)?
• What should the minimum transmission range r t of the nodes be so that κ(G) ≥ 1?
• What should the minimum transmission range r t of the nodes be so that κ(G) ≥ 1 with specified probability p?
where P (d min (G) ≥ k) and P (κ(G) ≥ k) denote the probability of d min (G) and κ(G) being at least k respectively.
Although important results are known from the studies undertaken in [1] - [9] , most of them are restricted to a fault-free network scenario where all nodes are operational. However, in many situations not all nodes will be operational due to failures of one kind or another. The studies that take node failures into account, often focus on random failures, i.e., probability of a node being faulty is independent of its location in the deployment area. Unfortunately, the random failure model fails to capture many realistic scenarios where there exists strong spatial correlation between the faulty nodes. This scenario is particularly relevant in military applications, where an enemy bomb may destroy a large number of nodes confined in a particular region. A set of distributed nodes in a deployment area, the network formed by the nodes and a fault region is shown in Fig. 1 . Recognizing the fact that the traditional metric of fault-tolerance of a network, connectivity of the graph G, has no way of capturing spatial correlation between faulty nodes, the authors in [10] introduced the notion of region based faults and region based connectivity and showed how this new metric (region-based connectivity) can be utilized to design networks with the same level of robustness as the metric connectivity, but with significantly lesser amount of networking resources (e.g., transmission power of the nodes). The idea of region-based faults were further extended in [11] , where faults were confined to be in multiple regions instead of just one. The results presented in this paper are based on the region-based fault models considered in [10] , [11] . We investigate the impact of region-based faults on the connectivity of wireless networks. In this paper we use the term fault to imply region-based faults only. Through analysis and simulation, we provide results relating the probability of a network being connected as the transmission range and the size of the fault-region are varied. We assume that the deployment area, fault-region and transmission coverage area are all circular in shape with radii being r d , r f and r t , respectively, with the relationship between them as r d > r f > r t . The contributions of this paper are as follows: (i) we provide an analytical expression for P (d min (G) ≥ 1), (ii) through extensive simulation we compute P (d min (G) ≥ 1) and compare it with the value of P (d min (G) ≥ 1) obtained through analytical study, and (iii) through extensive simulation we compute P (κ(G) ≥ 1) and compare it with P (d min (G) ≥ 1). Simulation results indicate that that the difference between P (κ(G) ≥ k) and P (d min (G) ≥ k) grows with increasing r f for k = 1.
II. RELATED WORK
In graph theoretical terms, the (node) connectivity of a graph is the minimum number of nodes that has to be removed before the graph is disconnected. If a network is k−connected then it will remain connected even after failure of any k − 1 nodes. Such a network is said to be able to tolerate up to k − 1 failures. The node connectivity of a graph G is usually denoted as κ(G). If d min (G) denotes the minimum node degree of G then κ(G) ≤ d min (G) for any graph G. Unfortunately, this bound is very loose and the difference between κ(G) and d min (G) can be arbitrarily large. Consider two cliques (completely connected graphs) C 1 and C 2 each with m + 1 nodes. As shown in Fig. 2 , superimpose these two cliques in such a way that they share an edge between two nodes C and H. Now we have a graph G with 2m nodes and X edges where d min (G) = m. Unfortunately, the graph G can be disconnected by removal of just two nodes C and H. Accordingly, κ(G) = 2. Since m can be arbitrarily large, the difference between d min (G) and κ(G) can also be arbitrarily large. In probabilistic terms
In a very remarkable paper [2] , Penrose established the following result: "For n points uniformly randomly distributed on the unit cube of d dimensions, with d ≥ 2, let ρ n (respectively σ n ) denote the minimum r at which the graph, obtained by adding an edge between each pair of points at most r distance apart, is k-connected (respectively, has minimum degree k). Then
This result is remarkable because it provides one with a simple mechanism to compute P (κ(G) ≥ k) when n → ∞ just by computing P (d min (G) ≥ k). Utilizing this result Bettstetter [6] presented an analytical expression for P (κ(G) ≥ k) as a function of k, node density in the DA ρ and the transmission range of the radio transceivers r t . This expression allows one to design a network with connectivity k either by increasing r t or by increasing ρ. Bettstetter followed up his earlier work by considering many different variations of the problem, (i) transmission range of the transceivers are non-homogeneous, (i.e. different transceivers have different transmission range) [6] , (ii) impact of border effect in transmission range to achieve a k-connected network [7] , (iii) impact of shadow fading environment on the connectivity of the network [12] and (iv) non-uniformly distributed nodes (Gaussian distribution) and mobile nodes [9] . Several other researchers also conducted studies in this domain and established important results. Gupta and Kumar in [4] showed that if n nodes are distributed in a unit area of circular shape (unit disc) in a two dimensional plane following a uniform probability distribution, and each node transmits with a transmission range of r t , then the resulting network is asymptotically connected if and only if c(n) → +∞. A result of similar vein was established by Appel and Russo in [13] where they showed that the minimum transmit power needed to create a connected graph by uniformly distributing n nodes in unit square in a two dimensional plane satisfies the following property lim n→∞ (nr 2 t / log n) = 1/4. Most of the studies in this domain assume that two transceivers, located at points p and q in a 2D plane, can communicate with each other if the distance (often Euclidean) between them does not exceed a threshold value δ. The communication network of the transceivers is usually formed following this construction mechanism. Xue and Kumar in [5] however, used a distinctly different rule for construction of the communication network. In this network construction mechanism, two transceivers located at points p and q in a 2D plane can communicate with each other if the transceiver at q is among the m nearest neighbors of p or p is among the m nearest neighbors of q, for some specified value of m. The communication network studied in [5] is formed following the above construction mechanism. They also established lower and upper bounds for the network to be connected in the following way. They showed that if each node is connected to less than 0.074 log n nearest neighbors then the network is asymptotically disconnected with probability one as n increases, while if each node is connected to more than 5.1774 log n nearest neighbors then the network is asymptotically connected with probability approaching one as n increases. In this paper our graph construction mechanism follows [4] , [6] , [13] and not [5] . We use the terms node and transceiver interchangeably for the rest of our paper.
III. DEFINITIONS AND NOTATIONS
Point Graph: A Point Graph G = (V, E) is constructed from a set of points p 1 , . . . , p n in an d-dimensional space in the following way: Corresponding to every point p i there is a node v i , (1 ≤ i ≤ n) in G. Two nodes v i and v j have an edge between them, if the Euclidean distance between them does not exceed a specified threshold value δ [14] . Planar Point Graph: A Point Graph G = (V, E) in an 2-dimensional plane is a Planar Point Graph [14] . Random Geometric Graph: If the points p 1 , . . . , p n used in the construction of a Point graph are generated by an independent random distribution, then the graph is called a random geometric graph [2] . Random Geometric Neighborhood Graph: A random geometric graph where a node v j is adjacent to a node v i only if the corresponding point p j is among k nearest neighbors of the point p i (corresponding to node v i ) is called a Random Geometric Neighborhood Graph. Random Graph: A graph G = (V, E) is known as a Random Graph if probability of existence of an edge between a pair of nodes v i and v j is identical for all v i , v j ∈ V . Deployment Area (DA): The area where the transceivers are deployed, assumed to be a circle of radius r d in this paper.
Fault Region (FR):
The area where the transceivers are out of operation due to faults. In this paper we assume that the FR is a circle of radius r f . Potential Fault Location area (PFL): This is defined to be the area where the center of the faults may be located. PFL is defined as circle concentric to the DA, and having radius (r d + r f ). Fault centers outside this area will have no effect on the nodes in the DA. Transmission Coverage Area (TCA): The area covered by a transmitter, i.e., if a receiver is in this area it will be able to decode the signal transmitted by the transmitter. In this paper we assume that the TCA is a circle of radius r t and is the same for all the transmitters. In fault scenario, there will be a partial or total loss of the coverage area of a transmitter if the TCA of the transmitter overlaps with an FR. Central Region (C): The circular sub-region of DA with center being the the center of the DA, and radius (r d − r t ) ( Fig. 3(a) ). 
Boundary Region (B):
The annular sub-region of DA, being outside the central region C. It is concentric with the DA, with inner radius (r d − r t ) and outer radius r d (Fig. 3(a) ). Fault Locations relative to the Location of Transceivers (R 1 , R 2 , R 3 ): Relative to the location of the transceiver p, the location of the center of FR can be in three different regions ( Fig. 3(b) ), defined in the following way:
• R 1 -This is defined as the circular region, which is centered at the location of the node p, with radius r f .
• R 2 -This is the annular region centered at the node p, with inner radius r f and outer radius (r f + r t ).
• R 3 -This is the region of the PFL, lying outside R 1 and R 2 , and can be defined as
IV. PROBABILITY OF HAVING NO ISOLATED NODES IN THE GRAPH
Let X and Y be the random variables denoting the location of a node in the DA, and the location of the center of a FR, respectively. Let us consider a wireless network with n >> 1 nodes, uniformly distributed over DA with area A = πr 2 d . For this uniform distribution of nodes over finite area A, the probability density function (pdf) is given by:
The node density of the DA is ρ = n/A. Each node in DA has a transmission range of r t and any other node within a distance of r t from this node can be regarded as its neighbor. The distribution of Y is uniform over PFL with area A f = π(r d + r f ) 2 with probability density function (pdf):
In presence of a random fault region (FR), a node within a circle of πr 2 f from the fault center will be considered nonoperational or dead. Any node outside FR will be considered operational or live. Only live nodes will be considered to be in the network system. Now we define another random variable Z which denotes location of a live node in the system after fault. Note that random variable Z can only take a subset of values that random variable X can take. So the probability density function of Z over DA is a sub-probability density function [15] and consequently the probability of Z over DA will not sum up to 1. Given a fault at location y, region of overlap of FR with DA is denoted by DA (y). The conditional sub-probability density function of Z | Y is given by:
Then sub-probability density function of Z is given by
where . denotes the euclidean distance of a location from the center of DA.
IfĀ(x) is the expected transmission area covered by a node at x after a random fault (Ā(x) << A), expected degree of the node of the graph given the random FR is
Calculating the expected value of the area covered by a node considering a random region fault, we can find the expected degree of the nodes of the graph. As indicated earlier the previous studies on this topic did not focus on the impact of faults (either random or region-based) on computations of (i) P (d min (G) ≥ k), (ii) P (κ(G) ≥ k) and they did not examine if the assertion that P (d min (G) ≥ k) = P (κ(G) ≥ k) is true in a fault-free scenario is still valid in a faulty scenario as well. The goal of this paper is to investigate this set of questions. We focus on region-based faults and we assume that an FR is defined by a circle of radius r f . We start by computing the probability of having no isolated nodes in the graph.
A. Probability of having no isolated nodes in the graph
Let us consider a node at location x. If another node is placed randomly in the DA with uniform probability distribution, then they will form a link only if the second node is placed within the transmission area of the transceiver located at x. The probability of having this link is
If there are n nodes in the graph, then the probability of the given node having degree d is
where D is the degree of the node. The expected degree of the node is E(D | x) = µ(x). For small value of P 0 (x) and large value of n, the binomial distribution can be approximated by Poisson distribution Expected degree of a node in Central region (C) after fault µ2(u)
Expected degree of a node in the Boundary region (B) and at distance u from the DA center after fault
Then the probability that the given node is isolated is
Thus the probability of having any isolated node is given by
Probability that none of the n nodes are isolated is
With P 0 (x) ≤ 0.08 and n ≥ 120, we obtain P (node iso) very low. Applying Poisson approximation again,
In section V, we show the calculation of the value of expected degree at any possible node location x ∈ DA. Considering the nodes in sub-regions C and B separately, we can simplify the above expression as P (no node iso) = exp − 2πnp
where µ 1 is the expected degree of a node in region C, and µ 2 (u) is the expected degree of a node in region B, at distance u from the center of DA after any random fault. From the calculations above it is clear that in order to compute P (no node iso), we need to know the expected degree of a node at any possible location x ∈ DA after fault. In section V, we find the analytical expression for these values. The notations used in this paper are listed in Table I .
V. COMPUTATION OF EXPECTED DEGREE OF A NODE
In subsections V-A and V-B, we calculate the expected TCA of a node at x in the DA without any region fault and after a random region fault, respectively.
A. Area covered by a node in DA without any region fault
Area covered by all nodes inside DA is not πr 2 t . Nodes in region B has coverage area less than πr 2 t (node a in Fig. 4(a) ). We call this coverage area loss as border loss. Therefore expected value of area covered by a node in DA without any region faults is < πr 2 t . We consider the center of the DA as the center of the co-ordinate system. 
Therefore any node at a distance u from the center of the DA can be represented with polar co-ordinates (u, φ), where 0 ≤ φ ≤ 2π. The coverage area of a node depends on magnitude of u, i.e.,
where A 0 (u) is the intersection of two circles -one with center (0, 0) and radius r d , and another with center (u, φ) and radius r t and is given by [16] A 0 (u) = r 2 t cos
B. Area covered by a node in DA after any fault
It is evident that some nodes will suffer loss of coverage area for a region fault inside the DA (Fig. 4(b) ). Consider a node p inside DA. It will suffer total loss of coverage area of πr 2 t due to any fault that has center within the region R 1 , whereas it will suffer only partial loss of coverage area due to any fault with center within region R 2 . Node p will not suffer any coverage area loss due to any fault located in
. It is to be noted that a node can only be within the DA with area A = πr 2 d , whereas center of FR can be anywhere in PFL with area A f = π(r d + r f )
2 . In Table II we have identified all possible combination of the locations of the transceivers and location of the center of FR. Next we discuss how to calculate expected value of the area covered by a node in DA for all six cases.
In the following, the terms
2 , since all of them represent some area integrated over another range of area. On the other hand, the terms A 0 (u),
Case I: If the center of FR is in region R 1 , there is a complete loss of coverage area of the node after the fault. Therefore, integrating the area covered by the node over all possible positions of the center of fault in R 1 (Fig. 5) :
Case II: In case of the node being in region C and the location of center of the fault being in region R 2 , FR will have partial overlap with the TCA of the node. In order to calculate this overlapping area, we first shift the origin from the center of DA to the location of the node p. Without loss of generality, we can consider the polar co-ordinate of p as (0, 0) after this shift. Since, the distance from p to the location of the center of FR is v, the polar co-ordinate of the center of FR can be similarly considered as (v, 0). The overlapping area in this case is the area of intersection of a circle with center at (v, 0) and radius r f , and a circle with center at (0, 0) and radius r t (see Fig. 6 ). Therefore, the coverage area loss of the node due to this particular fault is the intersection of the two circles [16] , and given by:
where ζ =
Integrating A II (v) over the annular region R 2 (i.e., varying v from r f to r f + r t , and varying the polar co-ordinate angle from 0 to 2π), we get
Therefore the integration of the area covered by the node for all possible locations of the center of faults in R 2 is given by 
Considering the above three cases, the expected value of the coverage area for the nodes in C after faults with fault centers in any of the regions R 1 , R 2 or R 3 , can be computed as:
Since A 1 is independent of u (the distance of the node from the center of DA), the expected degree of any node in the region C can be computed as
Case IV: Similar to Case I, since the center of FR is in region R 1 , the entire area covered by the node is lost for the fault. Therefore, integrating over all such fault locations in the region R 1 , we get ( Fig. 7) :
Case V: When the node is in the boundary region B and the relative location of the center of FR is in R 2 , some part of the region R 2 will always be outside the potential location of fault center PFL. Let us define this location as R 2 and R 2 = R 2 \ R 2 (see Fig. 8 ). In the absence of such a region R 2 (i.e., when R 2 = φ), the total area lost by the node for all such faults with centers in R 2 will be identical as Case II, i.e., A II . Therefore coverage area lost of the node within unit area of R 2 for such faults is
Also, the coverage area of such a node without any fault is given by A 0 (u) (from equation 14) . Therefore integrating the coverage area for such a node over all such locations of the fault center, we get:
We now need to calculate the area of the region R 2 . The area of the region R 2 ∪ R 1 is the area of intersection of two circles, one with center at (0, 0) and radius (r d +r f ), and the other with center at (u, 0) and radius (r f + r t ) (coordinates in polar form). The area of this region can be calculated as
Area of R 1 is πr 2 f . Therefore, area of R 2 for a node at distance u from the center of the DA is given by
From the above computations, the integration of the expected value of coverage area of the nodes in B over all such fault center locations in R 2 can be computed as
Case VI: Similar to Case III, in this case also the coverage area of the node does not have any overlap with FR. From equation 14, the coverage area of the node without fault scenario is given by A 0 (u) (where u is the distance of the node from the center of DA). Now, integrating this coverage area after fault over all possible locations of the fault center in regions R 3 , we get
Considering the above three cases, the expected value of the coverage area of a node in region B and at distance u from the center of DA after fault is given by:
Therefore expected degree of any node in the boundary region B (at a distance u from the center of DA) after fault can be computed as
VI. SIMULATION RESULTS AND DISCUSSION
In this section we perform extensive simulations in order to study the relation between the probability of having an isolated node and the probability of the graph being connected at the presence of a random fault. We also investigate the impact of the radius of FR r f on these probabilities. First, n nodes are uniformly and randomly distributed on a circular deployment area of radius r d . Then a circular fault of radius r f is generated with its center placed randomly over the circular area within distance (r d + r f ) from the center of DA. All the nodes (say n ), which lie in FR are removed and graph G(V, E) is formed with the remaining (n − n ) number of nodes. The edges are formed between nodes whenever the distance between two such nodes is less than transmission radius r t . Then we check whether this graph G(V, E) is connected or has any isolated nodes. We used the java library Jgrapht to construct the random graphs by this process. In all these experiments radius of the deployment area is taken as 1000 unit and location of n nodes of the graphs are uniformly generated in a layout of π(1000) 2 square-unit area. We consider three parameters that impact the probability of connectivity: (i) the number of nodes n, (ii) the region radius r d and (iii) the transmission range r t of the nodes. For a particular r f and r t , the same experiment is repeated for k 1 number of different node locations and k 2 number of times for different fault locations, and finally, the percentage of connected topologies and the percentage of topologies with no isolated nodes is computed. If k 1 k 2 is large enough, this experiment gives us fairly good estimate of probability of connectivity P (con) and probability of no isolated nodes P (no iso node) in the graph G(V, E). In our experiments value of ratio r f /r d is varied from 0.2 to 0.6 at steps of 0.05 and value of r t /r d is varied from 0.07 to 0.25 at steps of 0.01 with k 1 k 2 taken as 10, 000.
In the first set of experiments, we compared the probability of no isolated nodes in the graph with probability of connectivity due to a random fault in the graph for different values of r t /r d . We varied r t /r d from 0.07 to 0.25 for n = 1000 and 500. The same experiment was repeated for r f = 250 P(con), n=1000 P(no iso node), n=1000 P(con), n=500 P(no iso node), n=500 r t /r d P(con) or P(no iso node) P(con), n = 1000 P(no iso node), n = 1000 P(con), n=500 P(no iso node), n = 500
Fig. 10. Probability P (no iso node) that the graph has no isolated node and comparison with P (con), when r f = 400 unit and 400 unit. Results are shown in Fig. 9 and Fig. 10 , respectively. It may be noted that for the same n probability of connectivity is always less than than probability of no isolated nodes in the graph for low value of r t /r d , but when r t /r d is relatively high both these probabilities merges. This means that even with a region fault, if nodes are distributed uniformly, probability of no isolated nodes is a good estimate of probability of connectivity of the graph. Another noteworthy point is that the curve for n = 1000 is little steeper than the curve for n = 500, i.e., probability of connectivity increases faster if the graph is dense.
In the second set of experiments, we studied the effect of probability of connectivity in a graph with increase of fault radius and compared the results for graphs with two different node distribution -uniform and non-uniform (here, Gaussian). The value of r f /r d is varied from 0.2 to 0.6 for n = 1000 and n = 500. The transmission range r t for each curve is fixed to the value which used to give connected graph with probability 1 without any fault. Results for graph with uniform and gaussian node distribution is shown in Fig. 11 and Fig. 12 , respectively. An interesting observation is that probability of connectivity for uniform distribution doesn't decrease as sharply as probability of connectivity for non-uniform distribution. Also the decrease in probability of connectivity for uniform distribution is very small with the increase in fault radius r f . This phenomenon can be explained using the following two choices of the experimental setup: (i) choice of circular DA and circular FR, (ii) uniformity of the node distribution in the DA. P(no node iso) from simulation, n=500 P(no node iso) from analysis, n=500 P(no node iso) from simulation, n=1000 P(no node iso) from analysis, n=1000
Fig. 13 . Comparison of P (no node iso) for simulations and analytical data for r f = 250 and n = 500 and 1000
We also compared the results of simulation with the values from our analytical data. For r f = 250, we vary the value of the ratio r t /r d from 0.07 to 0.25 for n = 1000 and 500, and compare the value of P (no node iso) found from our simulations and theoretical analysis. The results are shown in Fig. 13 . It can be seen that the simulations results follow closely to the values found from our theoretical analysis. Similar results are plotted for the case r f = 400 (Fig. 14) .
VII. CONCLUSION
In this paper, we examined region-based faults (defined as spatially correlated faults) and its impact on the connectivity of wireless networks. Through analytical study and simulation, we investigated the the probability of a network being connected with varying values of transmission range and the fault radius. We computed the analytical expression of P (d min (G) ≥ 1), where d min (G) represents the minimum node degree of the network. We also computed P (κ (G) ≥ 1) , where κ(G) represents the connectivity of P(no node iso) from simulation, n=500 P(no node iso) from analysis, n=500 P(no node iso) from simulation, n=1000 P(no node iso) from analysis, n=1000
Fig. 14. Comparison of P (no node iso) for simulations and analytical data for r f = 400 and n = 500 and 1000 the graph G using our simulation. We examined the relation between P (d min (G) ≥ 1) and P (κ(G) ≥ 1) found from our simulation results. Comparison of the probability value P (d min (G) ≥ 1) found using simulation and analytical study shows that analytical results follow closely the simulation data for all the cases.
