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Un anno fa venne presentato un nuovo algoritmo di routing per reti ad-hoc wireless, 
il Virtual Routing Protocol (VRP). 
Questo protocollo implementa una serie di funzionalità che garantiscono un’alta 
affidabilità, intesa come capacità di fornire quasi il 100% nel tasso di consegna dei 
pacchetti. Il protocollo è basato su una struttura virtuale, indipendente dalla 
topologia fisica della rete, dove le unità mobili sono connesse da link virtuali e sono 
responsabili di mantenere aggiornate le rotte ai loro vicini nella struttura virtuale. Le 
rotte tra coppie di unità mobili vengono stabilite attraverso la traduzione di path 
virtuali, ricavati dalla struttura virtuale, in path fisici sulla reale topologia della rete. 
Le traduzioni di rotta, da virtuale a fisica, avvengono con scambi di messaggi 
unicast attraverso i path virtuali e l’uso di messaggi in flooding è limitato solo a casi 
di emergenza. 
Questa tesi raccoglie una serie di ottimizzazioni al protocollo originario e introduce 
nuove strutture virtuali. Nei vari capitoli verrà presentato lo scenario in cui opera il 
VRP, verrà illustrato il funzionamento dell’algoritmo di routing e verranno 
analizzate le nuove caratteristiche implementate per garantire una maggiore 
affidabilità del protocollo. Lo sviluppo, il testing e l’analisi dei risultati sono stati 






One year ago was presented a new routing algorithm for wireless ad-hoc networks, 
the Virtual Routing Protocol (VRP). 
This protocol incorporates features that enhance routing reliability, defined as the 
ability to provide almost 100% packet delivery rate. The protocol is based on a 
virtual structure, unrelated to the physical network topology, where mobile nodes 
are connected by virtual links and are responsible for keeping updated physical 
routes to their neighbours in the virtual structure. Routes between pairs of mobiles 
are set up through the translation of virtual paths, discovered in the virtual structure, 
into physical routes on the real topology of the network. The route translations, 
from virtual to physical, are managed with unicast messages travelling across 
virtual paths and the usage of flooding messages is limited only for emergency 
cases. 
This thesis collects a series of optimisations to the original protocol and it 
introduces new virtual structures. In the various chapters it will be presented the 
scenario where VRP operates, it will be shown the behaviour of the routing 
algorithm and the new characteristics developed to achieve a better reliability of the 
protocol will be analyzed. The development, the testing and the analysis of results 
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Lo scenario delle reti wireless è sicuramente un campo interessante, al centro, in 
questi ultimi anni, di continue ricerche in campo teorico e pratico. Le unità wireless 
sono spesso piccole, mobili, alimentate a batteria e comunicano tra di loro 
attraverso l’uso di segnali radio con raggio di trasmissione limitato. La 
comunicazione tra due unità può avvenire direttamente, ovvero in single hop, solo 
quando entrambe le unità sono all’interno dello stesso raggio di trasmissione, o 
indirettamente, ovvero in multi hop, quando le unità sono costrette ad affidare ad 
altre unità il compito di trasmettere il messaggio dalla sorgente alla destinazione, in 
una catena di comunicazioni single hop. 
Il compito, non banale, di trovare un cammino multi hop dalla sorgente alla 
destinazione è affidato agli algoritmi di routing. Questi protocolli devono essere 
robusti nei confronti di una serie di problemi tipici e molto frequenti in ambienti 
wireless: collisioni nelle comunicazioni in ambiente radio condiviso, presenza di 
ostacoli fisici nella trasmissione dei segnali, down momentanei o continuativi di 
uno o più unità dovuti a guasti e alle limitate capacità energetiche, elevata mobilità 
delle unità coinvolte nelle trasmissioni, aggiunta o rimozione di unità mobili alla 
rete pre-esistente per cambi di topologia, ecc. 
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In un precedente lavoro1, svolto un anno fa al Dipartimento di Informatica 
dell’Università degli Studi di Pisa, vennero presentati i risultati 
dell’implementazione e dell’analisi nell’ambiente di simulazione OPNET Modeler 
dell’algoritmo Virtual Routing Protocol2 per reti ad-hoc. 
In seguito agli incoraggianti risultati ottenuti dalle prime simulazioni svolte con una 
versione preliminare del protocollo, fu deciso di completarne lo sviluppo e di  
implementare anche nuovi accorgimenti  tecnici  per l’ottimizzazione 
dell’algoritmo. 
Alla luce di queste scelte l’attività di tesi è stata concepita e svolta in tre fasi: 
• completamento dello sviluppo del VRP originario all’interno del simulatore 
OPNET Modeler; 
• implementazione di nuove funzionalità finalizzate all’ottimizzazione delle 
prestazioni dell’algoritmo; 
• sviluppo e sperimentazione di strutture virtuali aggiuntive. 
Questa tesi darà conto dei risultati ottenuti e si articolerà su più capitoli. Dopo aver 
presentato una trattazione delle reti ad-hoc e delle problematiche a esse correlate nel 
secondo capitolo, verranno illustrate le strutture virtuali utilizzate dal VRP nel terzo 
capitolo e le caratteristiche principali del Virtual Routing Protocol nel quarto; nel 
quinto capitolo verranno discusse le ottimizzazioni sviluppate, mentre nel sesto 
verranno introdotte le peculiarità del simulatore OPNET Modeler. Lo studio dei 
                                                 
1  L. Bardelli, “Virtual Routing Protocol in OPNET - implementazione e analisi di un algoritmo di routing 
per reti ad-hoc” 
2 L.C.P. Albini, A. Caruso, S. Chessa, and P. Maestrini, “Reliable Routing in Wireless Ad Hoc Networks: The 
Virtual Routing Protocol” 
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risultati delle simulazioni verrà illustrato nel settimo capitolo e infine, nell’ottavo e 




2. Le reti ad-hoc 
 
In questo capitolo verranno analizzate le caratteristiche delle reti ad-hoc non 
infrastrutturate. Ne verranno presentate le peculiarità e gli aspetti critici, i benefici 
derivanti dal loro uso e le difficoltà legate alla loro operatività. Infine verrà data una 
parziale classificazione degli algoritmi di routing per reti ad-hoc, descrivendo, in 
particolare, i protocolli del Dynamic Source Routing (DSR) e dell’Ad-hoc On-
demand Distance Vector (AODV). 
 
2.1 Le caratteristiche delle reti ad-hoc 
Le reti per telecomunicazioni sono costituite da un insieme di unità, in genere di 
ridotte dimensioni, spesso mobili, dotate di scarse risorse energetiche, comunicanti 
attraverso segnali radio (e quindi wireless) inviati per mezzo di antenne 
omnidirezionali con un limitato raggio di trasmissione. Reti di questo tipo si 
suddividono in due grandi categorie, quelle infrastrutturate e quelle indipendenti (o 
non-infrastrutturate). 
Nelle reti infrastrutturate alle unità mobili si affianca almeno una stazione fissa 
(detta base station o access point) responsabile di stabilire e mantenere le 
comunicazioni: ogni volta che un’unità ha necessità di inviare dati, questa deve 
iniziare una trasmissione con la stazione fissa che provvederà a contattare il 
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destinatario, garantendo un canale dedicato per tutta la durata della comunicazione, 
a condizione che entrambe le unità restino nel raggio di trasmissione della base 
station per tutto il tempo necessario. In questo modo le unità non comunicano tra di 
loro, ma tutte comunicano con la base station. Nel caso in cui due unità siano 
troppo distanti per comunicare con la stessa base station, sono le varie stazioni fisse 
coinvolte nella comunicazione che si occupano di stabilire e mantenere il 
collegamento necessario. 
Nelle reti  indipendenti (o, come verranno chiamate da ora in poi, ad-hoc) non sono 
al contrario presenti base stations o access points, ma è alle unità (o nodi) che è 
richiesto il compito di instradare i pacchetti attraverso la rete. Per far questo tutte le 
unità devono stabilire una rotta per trasmettere i propri dati e allo stesso modo 
inoltrare i pacchetti generati da altre unità garantendo così l’interconnessione e  la 
piena funzionalità della rete. Ogni nodo può trasmettere direttamente ad altre unità 
solo all’interno del proprio raggio di trasmissione e comunicazioni di questo tipo 
vengono definite single hop; al contrario, si parla di invio dati in multi hop quando 
un nodo deve affidarsi agli altri per consegnare i pacchetti a un destinatario al di 
fuori del proprio raggio di trasmissione. 




Per esempio, nella figura 2.1, le unità a e b possono comunicare direttamente in 
single hop, mentre le unità a e d devono affidarsi a una trasmissione multi hop con 
le unità b e c. 
In reti di questo tipo (delle quali ci occuperemo per tutto il resto di questa relazione) 
le comunicazioni sono spesso complicate da altri importanti fattori, primo fra tutti la 
mobilità: i nodi devono potersi muovere liberamente mantenendo le comunicazioni 
preesistenti e devono poter modificare le rotte usate per le trasmissione a seguito di 
cambi di posizione reciproci tra le varie unità. Le reti ad-hoc devono anche avere 
flessibilità, ovvero devono poter essere in grado di adattarsi all’ambiente in cui si 
troveranno a operare garantendo in breve tempo la piena efficienza. Infine, le reti 
devono garantire reattività agli improvvisi cambi di topologia che possono derivare 
sia dalle limitate risorse energetiche di ogni unità che dai possibili 
malfunzionamenti e guasti che si possono verificare durante l’operatività della rete3. 
 
2.2 Il protocollo IEEE 802.11 
Per gestire le trasmissioni radio tra i vari nodi è necessario scegliere una tecnologia 
in grado di risolvere le problematiche inerenti alle comunicazioni in un ambiente 
condiviso. 
All’interno del simulatore OPNET, scelto per le nostre simulazioni, le unità wireless 
gestiscono le comunicazioni appoggiandosi allo standard IEEE 802.113, 4, 5 che 
                                                 
3
 M. S. Gast, “802.11 Wireless Networks – The Definitive Guide” 
4
 IEEE 802.11e/D4.0, “Draft supplement to part 11: Wireless Medium Access Control (MAC) and physical 
layer (PHY) specifications: Medium Access Control (MAC) Enhancements for Quality of Service (QoS)” 
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fornisce le specifiche per il controllo dell’accesso al mezzo trasmissivo (MAC) e 
per il livello fisico. 
In particolare, l’802.11 suddivide il livello fisico in due layer, il frequency-hopping 
spread-spectrum e il direct-sequence spread-spectrum, e su questi appoggia il 
livello del protocollo MAC che contiene l’insieme di regole che rendono efficace 
l’uso del mezzo trasmissivo. 
Il MAC, sfruttando i link bidirezionali tipici delle reti wireless, fa uso dello schema 
carrier sense multiple access (CSMA): con questo schema un’unità ascolta il mezzo 
di trasmissione prima di iniziare a trasmettere, per scoprire se ci sono in corso altre 
trasmissioni; se il mezzo trasmissivo è libero, inizia a trasmettere, altrimenti 
posticipa le trasmissioni. 
Nelle reti wireless le collisioni sprecano una considerevole quantità di risorse 
dedicate alle trasmissioni ed è preferibile evitarle. Per far questo, al posto del 
collision detection (CSMA/CD), non utilizzabile nelle reti wireless, nell’802.11 
viene implementata la tecnica del collision avoidance (CSMA/CA) in grado di 
prevenire le collisioni e risolvere problemi insiti nelle trasmissioni, come quello del 
terminale nascosto. 
 
Figura 2.2: Il problema del terminale nascosto 
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Nella situazione in Figura 2.2 sia a che c sono in grado di comunicare con b, ma 
non sono in grado di comunicare a vicenda perché fuori dai rispettivi raggi di 
trasmissione. In caso di trasmissione simultanea verso b, i pacchetti colliderebbero 
al nodo b, che non sarebbe in grado di ricevere e comprendere le trasmissioni, ma 
sia a che c non potrebbero rendersi conto dell’accaduto. Per evitare problemi di 
questo tipo, il protocollo 802.11 prevede l’impiego di segnali speciali come il 
Request To Send (RTS) e il Clear To Send (CTS), in grado di funzionare però solo 
con collegamenti full-duplex. Questa restrizione verrà adottata per tutta la 
trattazione. 
 
2.3 Gli obbiettivi e le problematiche delle reti ad-hoc 
In una rete ad-hoc wireless, in cui coppie di unità mobili si scambiano un numero 
variabile di pacchetti lungo rotte stabilite, l’obbiettivo fondamentale per 
raggiungere buone performance è l’affidabilità, definita come l’abilità di fornire alti 
tassi di consegna, ovvero di portare a destinazione la maggior parte dei pacchetti 
inviati, ma un buon algoritmo di routing distribuito deve anche ridurre al minimo 
l’overhead introdotto nelle comunicazioni. 
Il compito non è banale, soprattutto considerando la presenza di una serie di criticità 
caratteristiche delle reti ad-hoc: 
• errori nelle comunicazioni: data la natura condivisa del mezzo di 
trasmissione, le collisioni durante le comunicazioni costituiscono un 
problema rilevante. Per evitare la perdita dei pacchetti trasmessi, queste 
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collisioni vanno individuate per poter riprovare successivamente la 
trasmissione interrotta; 
• buffer overflow provocati da nodi sovraccarichi di traffico: per gestire sia il 
traffico dati che le informazioni di controllo dell’algoritmo di routing, sulla 
rete circolano un’infinità di pacchetti e non sempre si riesce a smaltire 
immediatamente tutto il traffico che raggiunge un nodo. Capita spesso infatti, 
che i pacchetti in attesa di essere gestiti saturino il buffer di ricezione, 
causando la perdita di tutte le informazioni inviate prima che il nodo possa 
riceverle; 
• guasti temporanei o permanenti: le unità mobili hanno risorse energetiche 
limitate: una volta esaurite, il nodo scomparirà dalla rete e non sarà più 
possibile sfruttarlo per le comunicazioni fino alla successiva ricarica. Inoltre 
un’unità può anche guastarsi permanentemente a causa di malfunzionamenti 
hardware. In entrambi i casi la rete deve poter essere in grado di 
riorganizzare la topologia, per poter continuare comunque la propria attività. 
Per soddisfare queste esigenze e gestire al meglio le comunicazioni, garantendo 
buone prestazioni di affidabilità, è necessario progettare al meglio un idoneo 
algoritmo di routing, responsabile delle interconnessioni tra i vari nodi. Ogni volta 
che un’unità deve inviare informazioni ad un altro nodo della rete, l’algoritmo di 
routing ha il compito, tra l’altro,  di reperire le rotte per la spedizione dei vari 
pacchetti, di gestire gli errori di trasmissione e di garantire l’affidabilità delle 
informazioni relative alle rotte stabilite. 
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2.4 Gli algoritmi di routing per reti ad-hoc 
Una volta chiarito lo scopo da raggiungere, le caratteristiche più importanti e i 
problemi più rilevanti delle reti ad-hoc, è possibile introdurre una parziale 
classificazione dei principali algoritmi che vengono utilizzati per gestire questi 
scenari. 
 
2.4.1 Gli algoritmi di routing proattivi 
Negli algoritmi di routing proattivi, ogni unità i mantiene una tabella di routing in 
cui sono registrate tutte le possibili destinazioni. Ogni record della tabella è riferito 
a una singola destinazione e contiene il next hop (il primo salto della rotta, 
rappresentato da un vicino all’interno del proprio raggio di trasmissione) utile a 
raggiungere quella destinazione e il numero di hop necessari per raggiungerla. 
Quando il nodo i deve mandare un messaggio al nodo j, i preleva all’interno della 
propria tabella di routing il next hop k per raggiungere j e inoltra a k il pacchetto. Il 
nodo k farà altrettanto e così via fino al raggiungimento della destinazione. 
Per mantenere le tabelle di routing aggiornate, i nodi effettuano un monitoraggio 
continuo della rete per trovare nuovi vicini e periodicamente scambiano con essi le 
proprie tabelle. Chiaramente l’invio di un pacchetto non è soggetto ad attese perché 
ogni nodo può subito inoltrarlo al suo next hop, ma la rotta seguita potrà includere 
loop poiché il routing avviene in maniera distribuita. Inoltre va considerato un 
considerevole aumento del traffico all’interno della rete dovuto agli aggiornamenti 
periodici delle tabelle di routing. 
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In questa categoria di algoritmi ricadono il Distribuited Bellman_Ford protocol 
(DBF)6, il Destination-Sequenced Distance Vector (DSDV)7 e l’Optimized Link 
State Routing protocol (OLSR)8. 
 
2.4.2 Gli algoritmi di routing reattivi 
Contrariamente a quanto avviene nei protocolli proattivi, negli algoritmi reattivi non 
ci sono aggiornamenti effettuati precedentemente all’invio del traffico di dati, ma le 
rotte per l’invio del traffico dati vengono create solo in caso di necessità. 
Quando un nodo vuole inviare un pacchetto dati a un’altra unità, la sorgente deve 
iniziare un processo di acquisizione della rotta, inoltrando una richiesta, 
generalmente in flooding, all’interno della rete. Se la destinazione viene raggiunta, 
questa provvede a inviare alla sorgente la rotta appena individuata. Una volta 
ricevuto il pacchetto di ritorno con la rotta richiesta, la sorgente memorizza la rotta 
e può finalmente iniziare a trasmettere i messaggi di dati. 
In questo tipo di algoritmi il traffico di controllo inoltrato sulla rete è ridotto al 
minimo perché non ci sono scambi di informazioni legati ad aggiornamenti 
periodici. Il prezzo da pagare è però convertito nei tempi di attesa necessari 
all’acquisizione di una rotta valida per l’invio di un nuovo pacchetto. 
Di questo gruppo di protocolli fanno parte svariati algoritmi, come il Temporally-
Ordered Routing Algorithm routing protocol (TORA)9 e due algoritmi 
                                                 
6
 D. Bertsekes and R. Gallager, “Data Networks” 
7
 C.E. Perkins and P. Bhagwat, “Highly Dynamic Destination-Sequenced Distance Vector Routing (DSDV) 
for Mobile Computers” 
8
 T. Clausen, P. Jacquet, A. Laouiti, P. Muhlethaler, A. Qayyum and L. Viennot, “Optimized Link State 
Routing Protocol” 
9
 V. D. Park and D. S. Corson, “A Highly Adaptive Distribuited Routing Algorithm for Mobile Wireless 
Networks” 
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particolarmente importanti: il Dynamic Source Routing (DSR)10, presentato nel 
paragrafo 2.5 e l’Ad-hoc On-demand Distance Vector (AODV)11, illustrato nel 
paragrafo 2.6. 
 
2.4.3 Gli algoritmi di routing ibridi 
I protocolli di routing ibridi sfruttano algoritmi che uniscono gli approcci proattivi e 
reattivi in zone di competenza diverse: un metodo proattivo all’interno di cluster o 
in particolari zone della rete e un metodo reattivo all’esterno dei cluster o 
nell’ambito del collegamento delle varie zone della rete. 
In queste modalità si cerca di mantenere sia la bassa latenza nelle trasmissioni di 
dati, tipica degli algoritmi reattivi, che il basso tasso di overhead introdotto nella 
rete, caratteristica peculiare dei protocolli reattivi. La principale difficoltà nella 
realizzazione di questi algoritmi è quella di bilanciare i due approcci (in particolare 
dimensionando in maniera opportuna la zona proattiva), per non trasformare una 
potenziale caratteristica di forza in una ricaduta a livello di prestazioni. 
Di questa categoria di protocolli fanno parte, ad esempio, lo Zone Routing Protocol 
(ZRP)12, SHARP13 e il Contact-based Architecture for Resource Discovery 
(CARD)14. 
 
                                                 
10
 D. B. Johnson and D. A. Maltz, “Dynamic Source Routing in Ad Hoc Wireless Netwoks” 
11
 C. E. Perkins and E. M. Royer, “Ad-hoc On-Demand Distance Vector (AODV) Routing” 
12
 Z. J. Haas and M. R. Pearlman, “The Performance of Query Control Schemes for the Zone Routing 
Protocol” 
13
 V. Ramasubramanian, Z.J. Haas, and E.G. Sirer, “SHARP: A Hybrid Adaptive Routing Protocol for Mobile 
Ad Hoc Networks” 
14
 A. Helmy, S. Garg, P. Pamu and N. Nahata, “Contact based architecture for resource discovery (CARD) 
in large scale MANets” 
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2.5 Il Dynamic Source Routing (DSR) 
Il source routing è una tecnica in cui il mittente del messaggio determina la 
completa sequenza di unità attraverso le quali il messaggio dovrà essere inviato. Il 
mittente inserisce esplicitamente questa rotta all’interno del messaggio così, quando 
un’unità i riceve un messaggio, questa può controllare l’intestazione del messaggio 
e può inoltrarlo al next hop della rotta. 
Il protocollo Dynamic Source Routing (DSR) è un algoritmo on-demand basato sul 
concetto di source routing. Alle unità mobili è richiesto di mantenere aggiornata 
una cache che contiene le rotte note all’unità mobile. I record presenti nella cache 
vengono continuamente aggiornati non appena l’unità viene a conoscenza di una 
nuova rotta. A ogni entry della tabella delle rotte è associato a un timer; alla 
scadenza del timer, se non ci sono stati aggiornamenti per quella determinata entry, 
la rotta viene rimossa dalla cache. 
Per inviare un messaggio ricevuto dal livello applicativo dello stack protocollare, il 
mittente, come prima operazione, ricerca all’interno della propria cache una rotta 
per raggiungere la destinazione richiesta. Se non esiste una rotta disponibile in 
cache, il mittente è costretto a cercare una nuova rotta per mezzo della fase di route 
discovery, discussa nel prossimo paragrafo. Una volta acquisita una rotta valida, il 
nodo sorgente inserisce una source route (“rotta alla sorgente”) nell’intestazione del 
messaggio, includendo l’indirizzo di ogni nodo attraverso il quale verrà inoltrato il 
pacchetto e trasmette il messaggio al primo hop all'interno della rotta. Quando 
un’unità intermedia della rotta riceve il messaggio, questa provvede a inoltrare il 
pacchetto al nodo a lui successivo nella rotta specificata nell’intestazione del 
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messaggio. Quando il messaggio raggiunge la destinazione, viene finalmente 
passato al livello applicativo dello stack protocollare per essere gestito in maniera 
appropriata. 
Durante l’invio del traffico, la rotta utilizzata va monitorata per controllarne 
l’efficacia nelle trasmissioni. Questa fase, chiamata route manteinance, verrà 
presentata più avanti, nell’omonima sezione. 
 
2.5.1 La route discovery 
La route discovery permette a ogni unità di comunicare con un altro nodo della rete 
anche senza una rotta per la destinazione disponibile nella propria cache. Per 
individuare una rotta, il mittente trasmette in broadcast un messaggio di route 
request (RREQ). Se la route discovery ha successo, il mittente della RREQ riceve un 
messaggio di route reply (RREP) con la sequenza degli hop necessari per 
raggiungere la destinazione. 
Un messaggio di RREQ contiene: 
• l’indirizzo del mittente; 
• l’indirizzo del destinatario; 
• un identificatore unico di richiesta: inizializzato dal mittente, permette alla 
altre unità della rete di individuare RREQ già ricevute; 
• la rotta: inizialmente vuota, conterrà l’intera sequenza di hop da percorrere 
per raggiungere la destinazione. 
Quando un’unità riceve una RREQ esegue, nell’ordine, i seguenti passi: 
 20
1. Se la coppia (mittente, identificatore) all’interno del messaggio è stata 
già precedentemente processata, l’RREQ viene scartata; 
2. Se l’unità si riconosce come destinataria dell’RREQ, la richiesta è 
giunta a destinazione e il messaggio contiene la rotta completa. Il 
destinatario provvede a inserire quella rotta in un messaggio di RREP e 
lo invia al mittente; 
3. Se l’unità non è la destinataria dell’RREQ, questa re-immette il 
pacchetto nella rete dopo aver aggiunto il proprio indirizzo alla rotta 
fin lì costruita. 
Il primo passo assicura l’assenza di loop all’interno della rotta e permette di 
rimuove copie ormai inutili della stessa richiesta. I passi successivi assicurano 
invece che il pacchetto giunga correttamente a destinazione, completando 
sicuramente la procedura di route discovery. 
Nel momento in cui il mittente riceve l’RREP, questo provvede a memorizzare in 
cache la rotta appena scoperta e può iniziare a inoltrare traffico verso la 
destinazione. 
 
2.5.2 La route manteinance 
Ogni unità che trasmette messaggi per mezzo del source routing è anche 
responsabile di assicurarsi che il pacchetto sia stato effettivamente trasmesso e 
consegnato al nodo successivo a lui nella rotta che accompagna il messaggio. Per 
far questo i pacchetti trasportano in "piggyback" una ack request ovvero una 
richiesta di conferma. Appena un nodo riceve un pacchetto da un suo vicino, questo 
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provvede a rispondere con un ACK per confermare l’avvenuta ricezione del 
pacchetto trasmesso. In questo modo il vicino viene a sapere  che la trasmissione è 
andata a buon fine e può ritenere ancora valida la rotta fin lì utilizzata. 
Nel caso in cui l’ACK non venga trasmesso, il nodo può accorgersi subito dell’errore 
di trasmissione e può inviare immediatamente, lungo l’inverso della rotta seguita 
fino a quel punto, un messaggio di route error (RERR) al mittente del messaggio che 
ha subito l’errore di trasmissione, contenente sia l’identificatore del nodo non 
raggiungibile, sia l’identificatore del nodo che ha rilevato il problema. 
Ogni nodo che riceve il messaggio di RERR, provvede a rimuovere dalla propria 
cache sia la rotta oggetto del problema e ormai non più valida, sia tutte le rotte 
contenenti l’unità che ha causato l’errore di trasmissione. 
Quando la RERR raggiunge la sorgente del messaggio, questa può decidere se ha 
ancora bisogno di quella rotta o meno. In caso affermativo, la sorgente può iniziare 
una nuova fase di route discovery per individuare una rotta alternativa. 
 
2.5.3 Possibili ottimizzazioni per il DSR 
Numerose ottimizzazioni sono state proposte per il DSR, ecco, di seguito, le più 
significative: 
• Aggiunta in cache durante l’invio dei pacchetti: partendo dal presupposto 
che ogni messaggio contiene l’intera rotta tra la sorgente e la destinazione, 
ogni unità che si ritrova a inoltrare un messaggio può facilmente includere 
quella rotta nella propria cache, arricchendo così le proprie informazioni di 
routing. 
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• Risposta alle RREQ con rotte in cache: per accelerare i tempi di risposta alle 
RREQ, ogni unità che conservi in cache una rotta valida per la destinazione 
può rispondere in prima persona, al posto del destinatario, alla richiesta di 
rotta. Per farlo, deve appendere alla rotta fin lì raccolta gli hop necessari 
memorizzati nella propria cache e provvedere all’invio del messaggio di 
RREP. 
• Numero massimo di hop nelle RREQ: per limitare il numero di salti raccolti in 
una RREQ, i messaggi possono contenere questo limite massimo. A ogni 
nuovo salto il limite viene decrementato. Nel momento in cui il limite 
raggiunge lo zero, il pacchetto viene scartato e non più inoltrato. 
• Piggybacking: per ridurre il numero di pacchetti immessi nella rete, i 
pacchetti dati possono essere inoltrati come “allegato”, incapsulati all’interno 
dei messaggi di RREQ e di RREP. 
 
2.6 L’Ad-hoc On-demand Distance Vector (AODV) 
L’Ad-hoc On-demand Distance Vector (AODV) è un algoritmo di routing 
sviluppato sulle basi del DSDV, citato precedentemente tra gli algoritmi proattivi. 
Per stabilire una rotta, l’AODV usa un meccanismo di route discovery in broadcast, 
simile a quello usato dal DSR. In questo caso però, al posto del source routing, 
l’AODV si affida alla costruzione dinamica delle rotte svolta dai nodi intermedi. 
Come naturale conseguenza, i messaggi dell’AODV non trasportano all’interno 
dell’intestazione l’intera rotta dalla sorgente alla destinazione. 
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L’AODV usa numeri di sequenza per garantire che tutte le rotte siano prive di loop 
e per assicurare che tutte le unità usino le informazioni di routing più recenti. 
Inoltre, viene impiegato un timer per ogni nuova rotta con lo scopo di cancellarla se 
questa non viene utilizzata entro la scadenza imposta dal timer. 
Al posto delle tabelle di rotta previste dal DSR, l’AODV ne impiega una versione 
ridotta. Quest’ultimo infatti mantiene aggiornato solo il primo hop necessario per 
inoltrare un pacchetto verso una determinata destinazione. Quando un nodo deve 
inoltrare un pacchetto verso un’altra unità della rete, controlla quale next hop va 
impiegato e inoltra il pacchetto a quest’ultimo. Il suo vicino fisico fa altrettanto, 
fino al raggiungimento della destinazione. Nel caso in cui la sorgente non abbia a 
disposizione un next hop valido per la destinazione, viene iniziata una nuova 
procedura di route discovery. 
 
2.6.1 La route discovery 
Quando un’unità non ha informazioni utili per raggiungere una destinazione, inizia 
una procedura di route discovery per trovare una nuova rotta valida; per farlo, 
inoltra ai propri vicini un messaggio di route request (RREQ). Ogni vicino può 
rispondere alla RREQ o ritrasmetterla ai propri vicini. Chiaramente, se un’unità 
riceve più volte lo stesso pacchetto, quest’ultimo verrà scartato. 
Ogni RREQ ha un campo al suo interno, detto broadcast id; grazie a questo campo è 
possibile identificare univocamente ogni richiesta, controllando le coppie (indirizzo 
del mittente, broadcast id) ricevute recentemente. 
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Setup della rotta inversa: in questa fase ogni nodo che riceve e inoltra l’RREQ 
memorizza nella propria cache l’indirizzo del vicino da cui l’ha ricevuta. Questa 
informazione servirà successivamente e andrà conservata abbastanza a lungo da 
permettere all’RREQ di attraversare la rete e garantire la partenza della risposta dalla 
destinazione alla sorgente. 
Setup della rotta diretta: un’unità risponde all’RREQ se è la destinazione richiesta 
o se ha informazioni aggiornate su come raggiungerla. A quel punto, un messaggio 
di route reply (RREP) viene spedito da questo nodo al vicino da cui ha appena 
ricevuto l’RREQ e, sfruttando la rotta inversa conservata in modo distribuito dai vari 
nodi attraversati, può raggiungere il mittente in attesa della rotta. Durante 
l’attraversamento della rete dell’RREP, le unità toccate dalla rotta possono 
memorizzare in cache l’indirizzo del nodo che ha inoltrato loro l’RREP, proprio 
come accaduto precedentemente con l’RREQ, inizializzando così, di nodo in nodo, la 
rotta diretta. Quando l’RREP raggiunge il mittente entrambe le rotte (diretta e 
inversa) saranno pronte per l’invio dei pacchetti dati. 
 
2.6.2 La route manteinance 
Anche il mantenimento delle rotte avviene in modo distribuito. Se un’unità 
all’interno di una rotta usata per generare traffico si accorge che non riesce a 
trasmettere a un suo vicino fisico, invia una NOTIFICA DI MANCATO COLLEGAMENTO 
al vicino che lo precede nella rotta e dal quale ha ricevuto l’ultimo pacchetto dati. Il 
suo vicino fa altrettanto, fino al raggiungimento della sorgente che sta immettendo il 
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traffico dati sulla rete. La sorgente può, a quel punto, iniziare una nuova procedura 
di route discovery per ottenere una nuova rotta valida per la destinazione. 
 
2.6.3 La gestione della connettività locale 
Ogni volta che un’unità riceve e invia traffico sulla rete, aggiorna con informazioni 
“fresche” il contenuto della propria cache. Tuttavia, può capitare che per lunghi 
periodi un nodo non sia coinvolto in trasmissioni di dati, perdendo la possibilità di 
mantenere il contatto con i propri vicini fisici. 
Per evitare questo problema, l’AODV prevede l’invio periodico in broadcast di 
pacchetti hello. Questi pacchetti vengono inoltrati solo in single-hop e non vengono 
quindi ritrasmessi di nodo in nodo. Ogni unità in grado di ricevere uno di questi 
pacchetti può includere il mittente tra i suoi vicini fisici. Se da molto tempo, al 
contrario, un’unità non riceve più pacchetti hello da uno dei suoi vicini, quell’unità 
può considerarlo perso e provvedere a inviare un pacchetto di NOTIFICA DI 






3. L’astrazione delle strutture virtuali 
 
In questo capitolo verranno presentate le varie strutture virtuali utilizzate dal Virtual 
Routing Protocol analizzandone le caratteristiche sia negli aspetti puramente 
geometrici, che nelle dirette ripercussioni sull’algoritmo di routing. 
  
3.1 Il modello della rete 
Nelle reti wireless le unità comunicano tra di loro attraverso segnali radio e usano 
un protocollo MAC per risolvere le problematiche di accesso al mezzo trasmissivo. 
 
Figura 3.1: Esempio di rete wireless 
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A ogni nodo è possibile associare un raggio di trasmissione, dipendente dalla 
potenza con cui viene inoltrato il segnale, all'interno del quale il nodo comunica con 
i propri vicini fisici. Un'ipotetica rete è rappresentata in figura 3.1. 
Sotto queste premesse è possibile rappresentare la rete, in ogni istante di tempo t, 
con un grafo non orientato G(V,E), indicando con V l’insieme dei nodi, e con E 
l’insieme dei link al tempo t (figura 3.2). Il link (i, j) appartiene a E (ovvero, i e j 
sono adiacenti) se e solo se i nodi sono in grado di comunicare tra loro, ovvero sono 
uno nel raggio di trasmissione dell’altro al tempo t e non sono coperti da ostacoli. A 
ogni nodo di una rete di n unità viene assegnato un identificatore numerico (ID) 
compreso tra 0 e n-1. 
 
Figura 3.2: Modello di rappresentazione della rete 
 
Il VRP dà per scontata anche l’esistenza di un protocollo a livello di link che 
assicuri a ogni nodo la possibilità di conoscere in tempo reale e in modo affidabile i 
propri vicini.  
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3.2 La struttura virtuale 
Il VRP definisce e usa un grafico orientato L(V, A) (chiamato struttura virtuale), 
totalmente scorrelato dallo stato in cui si trova la rete in quel momento. L’insieme 
dei vertici V rappresenta le unità mobili, mentre l’insieme degli archi A identifica i 
collegamenti virtuali. Dato un arco (i, j) appartenente ad A, un’unità i viene 
chiamata scout di j, mentre j viene detta peer di i. Dato un vertice i, l’insieme dei 
peer di i si indica con Pi ed è definito come Pi = {j: (i,j) ∈ A}, mentre l’insieme 
degli scout di i si indica con Si ed è definito come Si = {j: (j,i) ∈ A}. Chiaramente 
ogni nodo della struttura virtuale sarà sia scout per un numero fissato di peer che 
peer di un numero fissato di scout. 
All’interno della rete vera e propria si comprende meglio il rapporto tra uno scout e 
i propri peer: il primo sarà responsabile di tenere aggiornate e memorizzate le rotte 
fisiche ai propri peer. 
L’algoritmo può appoggiarsi a varie strutture virtuali (Rings of rings, Ipercubo, 
CCC, Mesh, Torus, ecc.) a seconda dei requisiti di scalabilità e diametro della rete 
che sono richiesti in una particolare implementazione. Alcune strutture virtuali, il 
Rings of rings, la Mesh, e l’Ipercubo verranno presentate nei prossimi paragrafi. 
Tre aspetti sono di fondamentale importanza nel valutare le caratteristiche delle 
varie strutture virtuali: il grado di connettività, il diametro e la scalabità. 
Il grado di connettività di una struttura virtuale è il numero di archi entranti o 
uscenti da ogni singolo nodo. Il grado rappresenta sia il numero di scout che 
mantengono una rotta per ogni singolo peer che il numero di rotte mantenute da 
ogni singolo scout. Un alto grado di connettività aumenta il numero di path virtuali 
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ridondanti tra i vari nodi, riduce la lunghezza delle rotte virtuali e può ridurre i 
tempi necessari alla traduzione di una nuova rotta; ovviamente però aumenta 
l’overhead imposto dai pacchetti di controllo e aumenta la dimensione delle tabelle 
di rotta dei singoli nodi. Al contrario, un basso grado di connettività permetterà di 
ridurre l’overhead imposto dai pacchetti di controllo e manterrà le tabelle di rotta di 
piccole dimensioni, ma comporterà la creazione di rotte virtuali più lunghe e un 
aumento dei tempi necessari a stabilire una nuova rotta; cosa ancora più importante, 
si ridurrà il numero di collegamenti ridondanti tra le unità, compromettendo l’abilità 
di tollerare cadute di collegamenti e guasti alle unità mobili. 
Il diametro di una struttura virtuale è ugualmente importante. Questo parametro, 
direttamente dipendente dal grado di connettività, valuta la distanza massima tra 
due nodi qualsiasi della struttura virtuale. Più basso è il diametro, meno numerosi 
saranno i virtual hop all’interno di un virtual path e più corte e più facili da 
mantenere aggiornate saranno le rotte fisiche. Al contrario, un alto diametro imporrà 
un maggior numero di virtual hop e rotte più lunghe e più difficili da mantenere in 
caso di alta mobilità. 
Ultima caratteristica, non meno importante, è la scalabilità, ovvero la capacità di 
riorganizzare la struttura virtuale in seguito all’aggiunta o alla rimozione di unità 
mobili. A seconda del tipo di ambiente in cui la rete si ritroverà ad operare, possono 
essere frequenti gli inserimenti di nuovi nodi all’interno della rete o la rimozione di 
alcuni a causa di guasti o malfunzionamenti. Queste ultime eventualità sono già in 
parte previste dall’algoritmo di routing, vista la capacità di trovare rotte alternative e 
le caratteristiche di fault tolerance implementate. Al contrario, la possibilità di 
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aggiungere facilmente nuovi nodi alla struttura virtuale senza stravolgere le 
interconnessioni esistenti è sicuramente una caratteristica interessante. Nei prossimi 
paragrafi, dove verranno presentate le caratteristiche delle varie strutture virtuali, 
verranno anche illustrate le dirette conseguenze sulla scalabilità. 
 
3.3 Rings of rings 
 
Figura 3.3: Esempio di rings of rings con x = 4, y = 4, s = 3 e N = 16 unità mobili 
 
Un rings of rings composto da N vertici è definito attraverso la determinazione di 
due interi x e y tali che x * y = N. In un grafo orientato di questo tipo, i vertici sono 
divisi in x anelli, ognuno dei quali composto da y vertici. Scelto poi un valore s con 
1 < s ≤ y, ogni vertice sarà connesso attraverso archi orientati con altri s – 1 vertici 
all’interno del proprio anello e con un vertice all’interno dell’anello adiacente. 
Il grado di connettività del rings of rings è arbitrario e viene fissato assegnando un 
valore al parametro s. Nell’esempio in figura 3.3 s è pari a 4 e 4 sarà anche il grado 
di connettività dell’intera struttura. 
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Il diametro della struttura virtuale, ovvero la distanza massima tra due vertici del 
rings of rings sarà data invece da 
(x - 1) + y / (s – 1). 
Nell’esempio in figura 3.3 il diametro è pari a (4 – 1) + 4 / (3 – 1) = 5, un valore 
abbastanza alto per una rete con solo 16 nodi che potrebbe ripercuotersi 
negativamente sulla lunghezza delle rotte nei virtual path. 
La scalabilità di un rings of rings è discreta: in presenza di nuovi nodi all’interno 
della struttura, questi dovranno essere inseriti in un nuovo anello completo con y 
unità. Se i nuovi nodi non dovessero saturare il nuovo anello, verrebbero inseriti 
nodi fittizi, considerati off-line dall’algoritmo di routing. Anche la posizione 
all’interno dell’anello andrà pianificata attentamente per ottimizzare al massimo le 
connessioni tra i nuovi nodi. 
Ai fini del Virtual Routing Protocol, date le proprietà di connessione esistenti tra i 
vertici del rings of rings, potrà capitare che un nodo della rete sia scout di un 
particolare peer, ma anche peer di quel particolare peer. Si avranno cioè 
collegamenti bidirezionali all’interno della struttura virtuale (si veda, per esempio, il 




Figura 3.4: Esempio di mesh di dimensione c = 4 e r = 4, con N = 16 unità mobili 
 
Una mesh di dimensione N = c X r è un grafo non orientato composto da N vertici 
disposti all’interno di una griglia di dimensioni c X r. Il numero di archi uscenti ed 
entranti per ogni vertice nella mesh è costante ed è uguale a 4. 
I vertici all’interno della mesh posso essere indirizzati con coppie di valori (x, y) con 
x = 0, 1, ..., c-1 e y = 0, 1, ..., r-1. Un vertice in posizione (x, y) è connesso con i 
vertici in posizione: 
•  ((x + 1) mod c, y) 
• ((x – 1) mod c, y) 
• (x, (y + 1) mod r) 
• (x, (y – 1) mod r) 
Per facilitare l’identificazione dei vertici all’interno della struttura virtuale e per 
stabilire una corrispondenza più diretta con le unità della rete verrà adottato un 
indirizzamento con ID progressivo al posto della coppia di riferimenti (x, y). 
Il grado di connettività della mesh, come appena visto, è costante e sempre pari a 4, 
come nell’esempio in figura 3.4, un valore adeguato per le 16 unità. Questo grado 
potrebbe non bastare per reti di dimensioni di gran lunga maggiori; in questi casi si 
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potrà procedere a sovrapporre più mesh, trasformandola in un torus 3D, una 
struttura tridimensionale con grado di connettività pari a 6. 
Il diametro della struttura virtuale, ovvero la distanza massima tra gli elementi della 
mesh è dato da 
c / 2 + r / 2. 
Nell’esempio in figura 3.4 il diametro è pari a 4 / 2 + 4 / 2 = 4, un buon valore 
per una rete da 16 nodi, in grado di mantenere basso il numero di virtual-hop 
necessari per raggiungere nodi arbitrari della struttura. 
Anche la scalabilità è molto buona in una mesh: a seconda del numero di nuovi nodi 
da inserire, si potrà scegliere di aggiungere una nuova riga o una nuova colonna, 
oppure di ridimensionare c e r per adattarsi meglio al numero delle unità. In casi 
estremi si potrà anche optare per l’aggiunta di un’intera nuova mesh, rendendo 
tridimensionale la struttura virtuale. 
Ai fini del Virtual Routing Protocol, date le proprietà di connessione esistenti tra i 
vertici della mesh, ogni nodo della rete è scout dei propri peer, ma anche peer dei 
suoi stessi peer. Data la natura non orientata del grafo della mesh si avranno infatti 





Figura 3.5: Esempio di ipercubo di dimensione d = 4 con N = 16 unità mobili 
 
Un ipercubo a d dimensioni è un grafo non orientato composto da N = 2d vertici 
etichettati da 0 a 2d-1. I vertici sono connessi in base alla distanza di Hamming delle 
proprie etichette. La distanza di Hamming di due numeri binari a d cifre è il numero 
di cifre binarie differenti tra i due numeri. Nell’ambito dell’ipercubo, due vertici 
sono connessi da un arco se e solo se la rappresentazione in binario delle loro 
etichette differisce al più per un bit. Ad esempio, in un ipercubo a 3 dimensioni, il 
vertice 0 (000) sarà connesso con il vertice 1 (001), il vertice 2 (010) e il vertice 4 
(100). 
Il numero di archi uscenti ed entrati per ogni vertice dell’ipercubo e quindi anche il 
grado di connettività della struttura è sempre uguale a d ovvero pari al logaritmo in 
base due del numero dei nodi nella rete. Il grado aumenta all’aumentare della 
complessità della struttura ed è sempre in grado di offrire un buon bilanciamento tra 
connettività e ridotto overhead sulla rete. 
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Il diametro della struttura virtuale, ovvero la distanza massima tra due vertici del 
grafo è dato da 
log2 (N) 
ed è chiaramente pari a d: la rappresentazione binaria delle etichette dei due vertici, 
infatti, sarebbe differente in ognuno dei d bit, rendendo massima la distanza di 
Hamming. È un valore molto buono: permette infatti di raggiungere con poche 
mosse anche i nodi più distanti. 
Vero e proprio handicap dell’ipercubo è la scalabilità. Questa struttura fa spazio a 
nuovi nodi in base alle potenze di due e non sempre i nodi da inserire sono così 
numerosi: possono essere inseriti nodi fittizi, come nel rings of rings, ma 
nell’ipercubo le prestazioni verrebbero compromesse in misura maggiore. Se 
l’algoritmo di routing dovrà operare in un ambiente con continue variazioni nel 
numero di nodi, meglio optare per un altro tipo di struttura virtuale. 
Anche in questo caso come in quello della mesh, ai fini del Virtual Routing 
Protocol, date le proprietà di connessione esistenti tra i vertici dell’ipercubo, ogni 
nodo della rete è scout dei propri peer, ma anche peer dei suoi stessi peer. Data la 
natura non orientata del grafo dell’ipercubo si avranno chiaramente collegamenti 




4. Il Virtual Routing Protocol 
 
In questo capitolo verranno presentate le caratteristiche del Virtual Routing 
Protocol, presentando le tecniche adottate dall’algoritmo nelle principali fasi di 
gestione del traffico della rete e della raccolta e uso delle informazioni di controllo. 
Verranno analizzati i momenti del setup iniziale delle strutture virtuali e delle 
strutture dati di supporto e le varie tematiche che compongono un algoritmo di 
routing, quali la ricerca di una nuova rotta per mettere in comunicazione due unità 
mobili, il mantenimento e l’aggiornamento delle rotte esistenti e la gestione degli 
errori di trasmissione. 
 
4.1 La fase di start-up 
La fase di start-up è, in assoluto, la prima procedura effettuata dall’algoritmo di 
routing all’avvio della gestione della rete. Durante questo breve periodo vengono 
inizializzate le strutture dati di appoggio e vengono stabilite le prime relazioni 
fisiche tra i nodi della rete. In dettaglio, le operazioni compiute in questa fase sono: 
• generazione della struttura virtuale: ogni nodo deve generare e memorizzare 
in un’apposita struttura dati le relazioni tra gli scout e i peer della rete. Ogni 
nodo, infatti, dovrà conoscere i peer a lui assegnati, perché di essi dovrà 
sempre tenere una rotta disponibile e aggiornata nelle proprie tabelle e dovrà 
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conoscere tutti gli scout di tutte le unità della rete per poter costruire un path 
virtuale e poter generare traffico; 
• scout update: dopo aver conosciuto gli identificatori dei propri peer, ogni 
scout deve iniziare una richiesta di rotta per trovare almeno un cammino per 
ognuno dei propri peer. Le tabelle di rotta così costruite verranno utilizzate 
durante le successive traduzioni di rotta necessarie per l’instradamento dei 
pacchetti di dati. Lo scout update viene effettuato attraverso l’uso di un 
messaggio di multiple destination route request (MD-RREQ) che contiene 
l’identificatore del mittente i e la lista degli hop attraversati durante la 
propagazione del messaggio nella rete. Ogni volta che un nodo j riceve un 
messaggio di MD-RREQ lo trasmette in broadcast ai propri vicini; in più, se il 
nodo j appartiene all’insieme dei peer di i, l’unità j genera una route reply 
(RREP) con la rotta raccolta nel pacchetto MD-RREQ e la inoltra all’unità i. 
Ovviamente, per evitare che una stessa MD-RREQ attraversi la rete troppo a 
lungo, ogni unità che ha già ricevuto la stessa richiesta provvede a 
distruggere il pacchetto ricevuto senza re-inoltrarlo nella rete. Sfruttando il 
meccanismo della MD-RREQ l’overhead introdotto sulla rete è molto basso, in 
quanto viene inoltrato un solo messaggio (indipendentemente dal numero di 
peer da aggiornare) e viene generata solo una route reply per ogni peer del 
richiedente. Dopo il primo aggiornamento, svolto in questa fase, ogni nodo 
programma un timer per inoltrare una nuova MD-RREQ, istituendo così 
un’azione proattiva, mirata al miglioramento delle prestazioni in ambiti di 
elevata mobilità. Il timer può essere personalizzato per potersi adattare alle 
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varie esigenze, cercando il trade-off ideale tra la frequenza degli 
aggiornamenti e la congestione della rete; 
• neighbours update: per garantire la consistenza dei collegamenti radio tra i 
nodi della rete, ogni unità deve conoscere, nel modo più accurato possibile, 
quali nodi sono all’interno del proprio raggio di trasmissione. Per far questo, 
nella fase di start-up, ogni nodo trasmette un pacchetto di controllo single 
hop in broadcast, detto neighbours update (NU). Chiunque riesce a ricevere 
quel pacchetto, può dedurre di avere il mittente nel proprio raggio di 
trasmissione. Anche in questo caso, dopo il primo invio, viene inizializzato 
un timer che garantisce tutti i successivi invii automatici del pacchetto. Ogni 
nodo conserva le informazioni sui nodi attivi nel proprio raggio di 
trasmissione in una apposita tabella, fondamentale per tener traccia dei 
movimenti dei propri vicini; 
• inizializzazione delle strutture dati di appoggio: per gestire tutte le 
funzionalità dell’algoritmo di routing sono necessarie numerose strutture 
dati. In questa fase vengono dichiarate e inizializzate. 
Conclusa questa fase, ogni nodo è pronto per gestire le comunicazioni, siano esse 
relative a pacchetti dati ricevuti dal livello superiore dello stack protocollare o a 
pacchetti di controllo dell’algoritmo di routing. 
 
4.2 La route discovery 
Ogni volta che un nodo mobile riceve dati dal livello sovrastante dello stack 
protocollare e deve inoltrare un pacchetto alla destinazione attraverso la rete, deve 
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conoscere sin dall’inizio un path fisico da allegare al pacchetto. Il VRP infatti è un 
algoritmo di tipo source routing, quindi la rotta che il pacchetto dovrà seguire deve 
essere nota sin da subito al nodo sorgente. 
Per determinare la rotta per il nodo di destinazione j, l’unità mobile i può trovarsi in 
quattro situazioni diverse: 
• il nodo j è un vicino fisico del nodo i; in questo caso non è necessario 
generare una rotta multi hop per raggiungere la destinazione, perché sorgente 
e destinazione sono l’uno all’interno del raggio di trasmissione dell’altro. Il 
nodo i può quindi inviare direttamente il pacchetto dati al nodo j con una sola 
trasmissione in single hop; 
• il nodo j è un peer del nodo i; in questo caso, per come sono state definite la 
relazione di peer e la struttura virtuale, il nodo i dovrebbe già avere tra le 
proprie tabelle di rotta un percorso multi hop per raggiungere il nodo j, 
avendo già provveduto, nella fase di start-up, a richiedere una rotta valida 
per j con una route request. In questo caso la sorgente i può allegare il 
pacchetto dati in "piggyback" alla source route contente la rotta presente in 
cache. Nel caso in cui la route request inoltrata durante la fase di start-up sia 
invece fallita, e il nodo i sia sempre senza una rotta valida per la destinazione 
j, i provvede a bufferizzare il pacchetto da spedire e invia una nuova route 
request. All’arrivo del primo pacchetto di route reply in risposta alla sua 
richiesta, il nodo sorgente può finalmente inoltrare il pacchetto dati verso la 
destinazione allegandolo in "piggyback" alla nuova source route inizializzata 
con la rotta appena trovata; 
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• i e j hanno già comunicato tra loro; in questo caso i ha già un percorso multi 
hop per j nelle proprie tabelle di rotta e può affidare il proprio pacchetto dati 
a una source route inizializzata con la rotta già presente in cache; 
• i e j non hanno mai comunicato tra loro e non sono né in contatto diretto, né 
in relazione di scout-peer; in questa situazione la ricerca di una rotta per j 
avviene in due fasi: dapprima viene cercato un path sulla struttura virtuale da 
i a j e successivamente viene trasformato il path virtuale in un path fisico. 
Quando quest’ultimo è pronto, il nodo sorgente i invia il pacchetto dati 
incapsulandolo all’interno di una source route con la rotta appena trovata. La 
prima fase, viene effettuata dal nodo sorgente i, senza l’ausilio di 
comunicazione, con una procedura di ricerca del cammino virtuale 
denominata get_virtual_path, mentre la seconda fase viene portata avanti da 
alcuni nodi, individuati dalla precedente procedura, attraverso l’inoltro sulla 
rete di un pacchetto denominato route translate. Queste due particolari 
procedure verranno illustrate nei due successivi paragrafi. 
La fase di route discovery potrà dirsi conclusa solo nel momento in cui il nodo 
sorgente i otterrà una rotta valida per la destinazione e potrà passare a gestire un 
nuovo pacchetto in arrivo. 
Chiaramente sia la route request per un proprio peer che la route translate effettuata 
per raggiungere un altro nodo della rete potrebbero non terminare il loro compito 
per problemi di connessione tra i nodi. In tal caso il nodo sorgente rimarrebbe 
bloccato in attesa di una risposta. Per evitare situazioni di stallo, e per poter essere 
certi di trovare, prima o poi, una rotta valida per la destinazione, a ogni invio di una 
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richiesta di rotta corrisponde il setup di un timer: se al momento della scadenza del 
timer, il nodo sorgente non ha ancora ottenuto una rotta valida, questo può decidere 
di ritentare la richiesta senza attendere la risposta alla precedente.  
 
4.3 La ricerca del cammino virtuale (virtual path) 
Questa procedura entra in gioco quando il nodo sorgente i non ha una rotta per la 
destinazione j e j non è né un peer, né un vicino fisico di i. In questa prima fase 
della route discovery, la sorgente i stabilisce un virtual path privo di loop per la 
destinazione j sulla struttura virtuale in uso. Il virtual path è un cammino dalla 
sorgente alla destinazione dove ogni nodo intermedio (detto virtual hop) è scout del 
suo successore e peer del suo predecessore. Visto che la struttura virtuale è 
conosciuta da tutte le unità, questo passo non richiede comunicazioni e può essere 
concluso con un overhead minimo. 
Per fornire un esempio di applicazione del protocollo, nel seguito vengono illustrate 
le varie fasi ipotizzando, sulla rete presentata nel capitolo 3 e con il rings of rings in 
figura 3.3, la ricerca di una rotta tra la sorgente 0 e la destinazione 15. 
Come prima operazione svolta, questa procedura determina la distanza d sulla 
struttura virtuale tra la sorgente e la destinazione e rappresenta sia il numero 
massimo di mosse per raggiungere quest'ultima, sia il numero di virtual hop da 
inserire nel virtual path. Dalla figura 3.3 si ricava una distanza tra sorgente e 
destinazione pari a 5. 
Il passo successivo da compiere è quello di generare tutti i possibili virtual path 
dalla sorgente alla destinazione. Grazie alla natura delle strutture virtuali e alla 
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ridondanza nei collegamenti tra i nodi della struttura stessa, nella grande 
maggioranza dei casi è possibile trovare più di un virtual path, garantendo una 
migliore fault tolerance all’algoritmo. Per generare tutti i possibili virtual path, 
viene effettuata una visita depth-first di un albero di copertura (spanning tree) 
costruito a ritroso dalla destinazione j alla sorgente i. La radice dell’albero (al 
livello 0) sarà costituita dalla destinazione j, al livello 1 troveranno posto gli scout 
di j, al livello 2 verranno inseriti gli scout dei nodi al livello 1 e così via. La 
profondità dell’albero (ovvero il suo livello massimo) sarà pari alla distanza d 
appena determinata e tutti i virtual path validi avranno la sorgente i come foglia al 
livello massimo dell’albero. Sfruttando questa caratteristica, la costruzione 
dell’albero si arresta al livello d e non prosegue a profondità maggiori: una volta 
raggiunto il livello massimo, se verrà raggiunta la sorgente i, avremo individuato un 
virtual path valido. Con i dati dell'esempio, viene generato l'albero di copertura in 
figura 4.1. 
 
Figura 4.1: Albero di copertura generato con rings of rings, nodo sorgente 0 e nodo destinazione 15 
 
Alla fine della generazione e della visita dell’albero, tutti i virtual path validi 
individuati saranno stati memorizzati in una struttura dati d’appoggio. 
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Nell'esempio vengono determinati i seguenti virtual path: 
0→1→3→7→11→15 0→4→5→9→11→15 0→4→8→9→13→15 
0→2→3→7→11→15 0→4→8→9→11→15 0→4→8→12→13→15 
0→1→5→7→11→15 0→2→6→10→11→15 0→2→6→10→14→15 
0→4→5→7→11→15 0→4→6→10→11→15 0→4→6→10→14→15 
0→2→6→7→11→15 0→4→8→10→11→15 0→4→8→10→14→15 
0→4→6→7→11→15 0→1→5→9→13→15 0→4→8→12→14→15 
0→1→5→9→11→15 0→4→5→9→13→15  
 
Chiaramente può accadere che non tutti i peer della sorgente siano utilizzabili nella 
ricerca del virtual path: in seguito a errori di trasmissione, per distanze eccessive o 
in caso di alta mobilità, il nodo i potrebbe non avere rotte disponibili per uno o più 
di uno dei suoi peer. In questo caso, durante la visita depth-first dell’albero degli 
scout, i peer non disponibili non vengono inseriti nell’albero al livello d-1. Allo 
stesso modo, possono venir escluse dall’inserimento nell’albero di ricerca tutte 
quelle unità che poco prima non sono state in grado di trasmettere o che si è scelto 
deliberatamente di non inserire (si veda più avanti il meccanismo della detour). 
Per cercare di accorciare la lunghezza dei virtual path, la procedura analizza 
successivamente la lista dei vicini fisici della sorgente i nella speranza di poter 
usare, come primo salto del virtual path, un vicino fisico al posto di un virtual hop. 
Nel caso in cui si riuscisse a trovare un vicino fisico della sorgente in posizione k 
del virtual path, la sorgente i potrebbe comunicare direttamente con questo nodo e 
rimuovere tutti i virtual hop compresi tra la sorgente e il vicino fisico in posizione k. 
Ovviamente può capitare di non trovare vicini fisici all’interno dei virtual path già 
individuati e, in questo caso, non possono essere prese scorciatoie. Se, al contrario, 
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ci sono più vicini fisici disponibili all’interno dei virtual path individuati, la 
procedura seleziona quello o quelli più vicini al nodo di destinazione. In questo 
modo viene minimizzato il numero di virtual hop all'interno del virtual path. Nella 
rete presa a esempio (figura 3.2), il nodo sorgente 0 ha un solo vicino: il nodo 4. 
Sfruttando la sua presenza si può cercare di accorciare il virtual path. 
Alla fine del precedente passo, saranno mantenuti validi solo quei virtual path 
contenenti vicini fisici a distanza massima dalla sorgente, oppure, nel caso in cui 
non siano disponibili vicini fisici utilizzabili, tutti i virtual path ricavati dalla visita 
dell’albero. Scegliendo il nodo 4 come vicino fisico del nodo sorgente 0, restano 
validi solo i seguenti virtual path: 
0→4→5→7→11→15 0→4→6→10→11→15 0→4→8→12→13→15 
0→4→6→7→11→15 0→4→8→10→11→15 0→4→6→10→14→15 
0→4→5→9→11→15 0→4→5→9→13→15 0→4→8→10→14→15 
0→4→8→9→11→15 0→4→8→9→13→15 0→4→8→12→14→15 
 
L’ultimo passo della get_virtual_path provvede a scegliere un unico virtual path, 
scegliendone uno random tra quelli rimasti.  Scelto il virtual path, si può procedere 
alla traduzione della rotta, da virtuale a fisica, per mezzo della route translate, 
illustrata nel prossimo paragrafo. Nell'esempio, viene estratto a sorte il virtual path 
0 → 4 → 5 → 7 → 11 → 15 
scelto il quale si possono individuare sul modello della rete d'esempio il nodo 




Figura 4.2: Modello della rete dopo la ricerca del virtual path tra la sorgente 0 e la destinazione 15 
 
 
4.4 La route translate 
Una volta generato il virtual path, la sorgente non è ancora in grado di raggiungere 
la destinazione perché i vari virtual hop non sono vicini fisici. Ma, per costruzione, 
ogni virtual hop è scout del virtual hop successivo, quindi conosce la rotta fisica per 
raggiungerlo. Si deve quindi procedere alla concatenazione di queste rotte fisiche 
per formare la rotta definitiva che il pacchetto dati deve percorrere. 
Per raggiungere questo obbiettivo, la sorgente crea uno speciale pacchetto, chiamato 
route translate (RTRANS), inserisce al suo interno la rotta fisica che gli permette di 
arrivare al primo virtual hop (che, per definizione, è un suo peer) e inoltra il 
pacchetto al primo nodo della rotta verso il primo virtual hop. Ogni volta che 
l’RTRANS raggiunge un nuovo virtual hop, il nodo provvede ad inserire nella rotta 
fisica gli hop necessari per raggiungere il virtual hop successivo fino a che non 
viene raggiunta la destinazione (figura 4.3). 
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Figura 4.3: Traduzione del virtual path per mezzo di RTRANS 
 
A questo punto, presso l’ultimo nodo, un’apposita procedura, detta 
LOOP_FREE_PROCEDURE, raccoglie la rotta fisica appena composta, rimuove i loop che 
potrebbero essersi creati all’interno e restituisce la rotta definitiva. Questa viene 
inoltrata alla sorgente, lungo la rotta fisica inversa, con un messaggio di route reply 
(RREP) con la sequenza di hops appena elaborata. Ricevuto questo pacchetto, la 
sorgente può iniziare a inoltrare i dati lungo la rotta appena stabilita. 
A causa della mobilità dei nodi, l’invio della route translate può essere soggetto a 
fallimento sia perché un nodo non riesce a comunicare con un suo vicino (per 
conflitti nella comunicazione o perché fuori dal proprio raggio di trasmissione), sia 
perché un virtual hop non ha una rotta valida per un suo peer. 
In questi casi, l’unità h che individua il problema può cercare una deviazione 
(detour) iniziando una nuova route discovery da se stessa alla destinazione. La 
detour può essere tentata varie volte fino a raggiungere il numero massimo di 
tentativi impostato dalla sorgente e specificato nell’RTRANS. La detour deve 
 47
ottenere un nuovo virtual path per la destinazione, richiamando la procedura di 
ricerca del cammino virtuale ed escludendo dai possibili candidati a virtual hop sia 
il nodo non raggiungibile, sia i nodi dalla sorgente ad h da cui la route translate 
correntemente in uso è già passata. Una volta ottenuto un nuovo virtual path per la 
destinazione, il nodo h provvede a modificare la route translate per attuare la 
deviazione individuata dalla ricerca del cammino virtuale e la inoltra verso il nodo 
successivo. 
Inoltrata la route translate modificata, l’unità h provvede anche a inviare un 
messaggio di route error all’ultimo virtual hop raggiunto dal vecchio pacchetto 
RTRANS per informarlo che la rotta usata in precedenza non è più valida. 
Se l’unità h non riesce a trovare una detour entro il limite imposto al numero di 
tentativi, essa deve avvisare la sorgente, con un messaggio di route error lungo la 
rotta fino a quel momento stabilita, che il tentativo di traduzione della rotta è fallito. 
In questo modo la route error raggiunge anche l’ultimo virtual hop che, anche in 
questo caso, può essere avvisato dei problemi subiti da una delle sue rotte. 
Quando la route error arriva al nodo sorgente, questo effettua un nuovo tentativo di 
traduzione di un altro virtual path fino a raggiungere il numero massimo di tentativi 
permessi. Se questo massimo dovesse essere raggiunto senza successo, la sorgente 
potrà cercare di stabilire una rotta facendo ricorso ad una route request in flooding. 
 
4.5 La route maintenance 
Una volta che una rotta è stata stabilita, rimane valida a tempo indeterminato e 
viene rimossa dalla cache solo quando viene ricevuto un messaggio di route error 
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in seguito a una mancata connessione tra due unità vicine. Se un nodo rp si accorge 
che il successivo nodo rp+1 nel cammino R = {r0, r1, ..., rm} non è raggiungibile, 
questo genera una route error e la invia alla sorgente (r0). 
Quest’ultima, appena cancellata la vecchia rotta, e solo se c’è ancora traffico da 
inviare a quella destinazione, provvede a iniziare una nuova fase di route discovery. 
Le rotte memorizzate da ogni scout per la raggiungibilità dei propri peer vengono 
invece mantenute in modo ibrido, effettuando sia un aggiornamento proattivo che 
uno reattivo. L’aggiornamento proattivo viene effettuato sin dalla fase di start-up, 
quando, dopo aver inoltrato la prima multiple destination route request (MD-RREQ), 
viene settato il timer per programmare il successivo rinnovo delle rotte. 
L’aggiornamento reattivo, invece, viene effettuato ogni volta che un nodo riceve 
una route error relativa a una rotta per uno dei propri peer. Indipendentemente dal 
peer oggetto della route error, il nodo inoltra immediatamente una nuova multiple 
destination route request, con la quale tenta di aggiornare tutte le rotte ai propri 
peer, compresa quella interessata dalla route error. 
 
4.6 Le tabelle di rotta del Virtual Routing Protocol 
Il Virtual Routing Protocol mantiene solo piccole tabelle di rotta. Ogni nodo 
conserva infatti solo le rotte ai propri peer e alle unità con cui sta trasmettendo dati. 
Queste rotte vengono mantenute a tempo indeterminato e vengono annullate solo in 
caso si ricezione di un messaggio di route error (RERR) da parte di un altro nodo. A 
ogni aggiornamento effettuato con una MD-RREQ, vengono memorizzate le rotte più 
corte ottenute per ogni peer e ogni rotta viene memorizzata insieme all’istante in cui 
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è stata stabilita. In questo modo verranno utilizzate sempre le rotte più recenti ed 
efficienti. 
 
4.7 I pacchetti usati dal Virtual Routing Protocol 
Il Virtual Routing Protocol usa molti tipi di pacchetto per svolgere i propri compiti. 
Di seguito verranno illustrati i vari formati, analizzando le peculiarità dei singoli 
campi. 
 
4.7.1 Neighbours Update – NU 
Il pacchetto di Neighbours Update (NU) è il messaggio single hop inviato da ogni 
nodo in broadcast per farsi identificare dai nodi limitrofi. Grazie a questo pacchetto 
ogni nodo può inizializzare e aggiornare le proprie liste dei vicini fisici. Il pacchetto 
contiene il seguente campo: 
SOURCE_ADDRESS 
 
• SOURCE_ADDRESS: l’indirizzo del mittente del pacchetto. 
 
4.7.2 Multiple Destination Route Request – MD-RREQ 
Il pacchetto di Multiple Destination Route Request (MD-RREQ) è il messaggio 
inviato da un nodo in broadcast per trovare una o più rotte. Il pacchetto contiene i 
seguenti campi: 
SOURCE_ADDRESS DESTINATION_ADDRESS MD_RREQ_ID PHYSICAL_ROUTE 
 
• SOURCE_ADDRESS: l’indirizzo del mittente del pacchetto; 
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• DESTINATION_ADDRESS: l’indirizzo del nodo di cui viene richiesta una rotta; 
può assumere anche il valore NULL in caso di destinazione multipla, 
obbligando ogni peer del mittente a rispondere con una route reply (RREP); 
• MD_RREQ_ID: l’identificatore univoco del pacchetto; la presenza di questo 
campo garantisce che un pacchetto non venga ulteriormente inoltrato in 
broadcast sulla rete, nel caso in cui un nodo abbia già ricevuto un altro 
messaggio con quello stesso identificatore; 
• PHYSICAL_ROUTE: la rotta fisica costruita fino a quel momento; quando il 
pacchetto raggiunge la destinazione, in questo campo si trova la rotta 
completa dalla sorgente alla destinazione. 
 
4.7.3 Source Route 
Il pacchetto di Source Route viene utilizzato per inviare traffico dati e contiene i 
seguenti campi: 
SOURCE_ADDRESS DESTINATION_ADDRESS PHYSICAL_ROUTE DATA 
 
• SOURCE_ADDRESS: l’indirizzo del mittente del pacchetto; 
• DESTINATION_ADDRESS: l’indirizzo del destinatario del pacchetto; 
• DATA: il pacchetto dati da spedire; 
• PHYSICAL_ROUTE: la rotta fisica completa per raggiungere il destinatario. 
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4.7.4 Route Translate - RTRANS 
Il pacchetto di Route Translate – (RTRANS) viene utilizzato durante la route 
discovery per tradurre un virtual path in rotta fisica per inviare traffico dati e 
contiene i seguenti campi: 
SOURCE_ADDRESS DESTINATION_ADDRESS CURRENT_HOP LAST_SCOUT 
DETOURS_ALLOWED VIRTUAL_PATH PHYSICAL_ROUTE  
 
• SOURCE_ADDRESS: l’indirizzo del mittente del pacchetto; 
• DESTINATION_ADDRESS: l’indirizzo del destinatario del pacchetto; 
• CURRENT_HOP: l’indice del nodo corrente sulla PHYSICAL_ROUTE; 
rappresenta la posizione del nodo che in un preciso momento sta gestendo il 
pacchetto e permette di identificare il prossimo destinatario; 
• LAST_SCOUT: l’identificatore dell’ultimo virtual hop raggiunto dal pacchetto; 
in caso di errore durante la traduzione di rotta, questo nodo deve essere 
avvisato del problema con una route error (RERR); 
• DETOURS_ALLOWED: il numero di DETOUR ancora permesse per questo 
pacchetto; a ogni detour effettuata, questo campo viene decrementato; nel 
caso in cui venisse raggiunto lo zero, non sarebbero permesse ulteriori 
ricerche di detour; 
• VIRTUAL_PATH: il virtual path da tradurre; contiene la lista dei virtual hop 
che il pacchetto deve attraversare; 
• PHYSICAL_ROUTE: la rotta fisica costruita fino a quel punto dalla sorgente al 
CURRENT_HOP. 
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4.7.5 Route Reply - RREP 
Il pacchetto di Route Reply – (RREP) viene utilizzato per rispondere a una richiesta 
di rotta o a una richiesta di traduzione di rotta e contiene i seguenti campi: 
SOURCE_ADDRESS DESTINATION_ADDRESS PHYSICAL_ROUTE 
 
• SOURCE_ADDRESS: l’indirizzo del mittente del pacchetto; 
• DESTINATION_ ADDRESS: l’indirizzo del destinatario del pacchetto; 
• PHYSICAL_ROUTE: la rotta fisica completa per raggiungere il destinatario. 
 
4.7.6 Route Error - RERR 
Il pacchetto di Route Error – (RERR) viene utilizzato in caso di errori durante le 
trasmissioni di dati o le traduzioni di rotta e contiene i seguenti campi: 
SOURCE_ADDRESS DESTINATION_ADDRESS ORIGINAL_DESTINATION 
BROKEN_UNIT PHYSICAL_ROUTE  LAST_SCOUT 
 
• SOURCE_ADDRESS: l’indirizzo del mittente del pacchetto, ovvero del nodo 
che ha rilevato l’assenza di risposte da parte del proprio vicino; 
• DESTINATION_ ADDRESS: l’indirizzo del destinatario del pacchetto di route 
error; 
• ORIGINAL_DESTINATION: l’indirizzo del destinatario originale del pacchetto 
che ha subito l’errore di trasmissione; 
• BROKEN_UNIT: l’identificatore del nodo che non ha risposto alle 
comunicazioni; 




5. Le ottimizzazioni al Virtual Routing Protocol 
 
Alla conclusione della precedente implementazione del Virtual Routing Protocol, 
furono rilevati alcuni aspetti potenzialmente migliorabili con successive 
ottimizzazioni. In particolare venne rilevato che, in condizioni di alta mobilità, il 
tasso di consegna dei pacchetti calava sensibilmente (figura 5.1) e i tempi necessari 
al setup di una nuova rotta fisica erano troppo lunghi (figura 5.2). 
Pacchetti dati consegnati
























Figura 5.1: Tasso di consegna dei pacchetti dati in funzione della velocità dei nodi. Confronto 
tra il Virtual Routing Protocol (VRP) e il Dynamic Source Routing (DSR). Ambiente di 
simulazione con 75 nodi e 20 connessioni contemporanee in un'area di 1000x1000 metri. 
 
Le cause di queste anomalie erano, in parte, prevedibili e dipendenti dalle scelte 
implementative fatte. La struttura virtuale del rings of rings, con il suo diametro 
piuttosto alto, l’algoritmo di ricerca del virtual path, spesso ripetitivo, e l’assenza di 
controllo sull’effettiva consegna dei pacchetti, penalizzavano oltre modo 
l’algoritmo di routing, abbassandone le prestazioni specialmente negli scenari con 
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alta mobilità. Occorreva individuare alcune strategie in grado di risolvere queste 
problematiche e di migliorare le prestazioni del protocollo. 
Tempo medio per stabilire una rotta



















Figura 5.2: Tempo medio per stabilire una rotta in funzione della velocità dei nodi. Confronto 
tra il Virtual Routing Protocol (VRP) e il Dynamic Source Routing (DSR). Ambiente di 
simulazione con 75 nodi e 20 connessioni contemporanee in un'area di 1000x1000 metri. 
 
In questo capitolo verranno presentate le principali ottimizzazioni apportate 
all'algoritmo, analizzandone le caratteristiche e illustrandone i benefici apportati dal 
loro impiego. 
 
5.1 Le nuove strutture virtuali 
Durante le simulazioni effettuate con la prima versione del VRP, implementata 
all'interno di OPNET Modeler, emerse subito un problema legato alla lunghezza 
delle rotte sulla struttura virtuale: anche se la rete adottata era composta da 75 nodi, 
per mettere in comunicazione due nodi in alcuni casi era necessario un numero 
troppo elevato di virtual hops. La successiva traduzione in rotta fisica introduceva 
poi altri nodi all'interno del path, allungando ulteriormente la rotta finale. In scenari 
ad alta mobilità con nodi quasi sempre in movimento, le prestazioni finali sul tasso 
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di consegna dei pacchetti erano fortemente penalizzate, in quanto l'algoritmo 
cercava, senza riuscirci, di stabilire rotte troppo lunghe. 
Considerando poi che al crescere della lunghezza delle rotte cresce anche il tempo 
necessario per individuarle, questo dato si ripercuoteva, ovviamente, anche nel 
ritardo subito dal pacchetto al momento del primo invio. 
Infine, è da sottolineare che le rotte lunghe sono palesemente più difficili da 
mantenere attive: se i nodi mobili della rete si spostano al suo interno con velocità 
elevate, una rotta lunga viene molto più facilmente disconnessa rispetto a una rotta 
corta, composta da pochi hop. 
Per risolvere il problema, sono state ora implementate all'interno dell'algoritmo di 
routing due nuove strutture virtuali, la mesh e l'ipercubo, presentate all'interno del 
terzo capitolo. Grazie al loro basso diametro, queste strutture sono in grado di 
generare virtual path molto corti, ottimi per raggiungere in pochi hop tutte le 
possibili destinazioni sulla rete. 
Simulazioni sperimentali, effettuate durante il testing e il debugging dell'algoritmo, 
hanno evidenziato che queste strutture virtuali riescono ad ottenere rotte fisiche più 
corte rispetto a quelle generate con l'impiego del rings of rings. 
Come ulteriori effetti positivi, sono stati riscontrati minori problemi di 
disconnessione delle rotte e minori ritardi nel primo invio dei pacchetti. 
 
5.2 La nuova procedura di ricerca del cammino virtuale 
L'adozione delle strutture virtuali all'interno dell'algoritmo di routing nasce 
dall'esigenza di avere a disposizione path ridondanti per la connessione di due nodi 
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qualsiasi della rete. Chiaramente questa ridondanza va sfruttata nel miglior modo 
possibile, perché permette, in presenza di errori di trasmissione, di trovare subito 
una nuova rotta sulla struttura virtuale garantendo il veloce ripristino del canale di 
comunicazione tra due unità mobili. Un algoritmo di ricerca sulla struttura virtuale 
in grado di sfruttare al meglio questa proprietà di ridondanza ha migliori probabilità 
di fornire la giusta tolleranza ai guasti, fondamentale nelle reti ad-hoc. 
La prima implementazione della procedura all'interno del simulatore non era stata 
concepita con questa linea guida, ma offriva piuttosto un approccio greedy orientato 
a trovare il path più corto nel minor tempo possibile: se durante la visita dell'albero 
l'algoritmo individuava un path valido, interrompeva immediatamente la ricerca 
ignorando gli altri possibili percorsi e restituiva subito il path trovato. 
Se da un lato questa strategia permetteva di calcolare velocemente un virtual path in 
grado di collegare due nodi qualsiasi all'interno della rete, dall'altro si rilevava poco 
efficace nel calcolare una nuova rotta per le stesse unità in caso di disconnessione. Il 
caso più frequente in cui si palesava questa problematica era quello in cui, dopo 
aver rilevato l'interruzione delle trasmissioni lungo una rotta, causato dalla mobilità 
dei nodi, la procedura di ricerca tornava a proporre lo stesso virtual path usato 
prima della disconnessione. Chiaramente il nodo che aveva provocato la 
disconnessione non era uno degli hop del virtual path, altrimenti la procedura non 
lo avrebbe nuovamente incluso nel calcolo del nuovo path, ma l'evento era un 
chiaro sintomo dell'eccessiva mancanza di indeterminazione durante il calcolo della 
rotta sulla struttura virtuale. 
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Per porre rimedio a questa situazione l'approccio alla visita dell'albero è stato quindi 
completamente rivisto, adottando un atteggiamento conservativo rivolto alla fault 
tolerance. Come specificato all'interno del quarto capitolo, nella nuova procedura di 
ricerca del cammino virtuale la visita non viene più interrotta nel momento in cui 
viene individuato il primo path valido, ma prosegue fino al completamento della 
visita, raccogliendo tutti i possibili virtual path dalla sorgente alla destinazione. 
Inoltre, come ulteriore garanzia di imprevedibilità e indeterminazione, per 
selezionare un unico path alla fine della ricerca è stato sviluppato un meccanismo di 
scelta casuale tra i possibili path individuati che garantisce risultati diversi per ogni 
ricerca effettuata tra gli stessi nodi disponibili. 
In questo modo, in caso di route error su una trasmissione dati, la procedura di 
ricerca può sfruttare al meglio la ridondanza della struttura virtuale avendo 
praticamente la certezza di estrarre un nuovo e diverso virtual path per ripristinare 
immediatamente la connessione tra sorgente e destinazione. 
 
5.3 Ottimizzazioni durante la route translate 
All'interno del quarto capitolo sono stati introdotti i compiti del pacchetto di route 
translate inoltrato dalla sorgente verso la destinazione subito dopo la 
determinazione del virtual path. Il compito principale di questo pacchetto è quello 
di tradurre la rotta stabilita sulla struttura virtuale in rotta fisica colmando i vuoti tra 
i vari virtual hop (gli scout) con le rotte ai nodi di loro competenza (i peer). Questa 
procedura aumenta, chiaramente, il numero di hop all'interno del path stabilito sulla 
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struttura virtuale, ma è necessaria per poter tradurre completamente la rotta e 
mettere in comunicazione sorgente e destinazione. 
Nella prima versione implementata, la route translate effettuava la traduzione di 
rotta introducendo soltanto i nodi intermedi tra un virtual hop e il successivo; la 
rotta poteva quindi soltanto aumentare di lunghezza perché non era presente alcuna 
strategia in grado di ottimizzare questa importante fase dell'algoritmo. Come 
conseguenza diretta, le prestazioni ottenute dalle simulazioni subivano l'impatto di 
rotte molto lunghe e facili alla disconnessione che penalizzavano la resa 
dell'algoritmo negli scenari ad alta mobilità. 
Per cercare di accorciare la lunghezza delle rotte è stata implementata una nuova 
tecnica basata sull'uso dei vicini fisici. È da sottolineare un fatto importante: la 
procedura di route translate stabilisce un collegamento diretto tra il virtual path 
calcolato sulla struttura virtuale e la posizione reale delle unità mobili sulla rete. 
Quest'ultima informazione non è nota durante la ricerca del cammino virtuale, ma 
diviene fondamentale durante la route translate perché può ridurre in modo 
significativo il numero di hop necessari per raggiungere la destinazione. 
Per gestire queste nuove informazioni, all'interno della route translate sono stati 
sviluppati due controlli aggiuntivi in grado di modificare l'esito finale della 
procedura di traduzione mentre il pacchetto di traduzione avanza verso la 
destinazione: 
• LOOK AHEAD: in questa fase il nodo che si trova a gestire il pacchetto di 
route translate controlla all'interno del campo VIRTUAL_PATH se tra i successivi 
virtual hop si trova un suo vicino fisico. In tal caso dalla rotta fisica finale 
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possono essere rimossi tutti i salti intermedi tra quel nodo e il virtual hop suo 
vicino. Per garantire salti più convenienti, la ricerca di un possibile vicino 
inizia dalla coda del virtual path, ovvero tra i virtual hop a lui più distanti. 
Nella rete presa a esempio, nel momento in cui la RTRANS arriva al nodo 5, 
questi, accorgendosi di avere il virtual hop 11 come suo vicino fisico, 
elimina dal virtual path il nodo 7 e inserisce l'11 nella rotta fisica (figura 
5.3); 
 
Figura 5.3: Traduzione del virtual path dopo l'applicazione del LOOK AHEAD 
 
• LOOK BEHIND: in questa fase il nodo che si trova a gestire il pacchetto di 
route translate controlla all'interno del campo PHYSICAL_ROUTE se tra i nodi già 
inseriti all'interno della rotta fisica in corso di traduzione si trova un suo 
vicino fisico. In tal caso dalla rotta fisica finale possono essere rimossi tutti i 
salti intermedi tra il nodo già inserito, suo vicino, e quel nodo. Sempre per 
garantire salti più convenienti, la ricerca di un possibile vicino inizia dalla 
testa della rotta fisica fin lì stabilita, ovvero tra i salti fisici a lui più distanti. 
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Nella rete presa a esempio, nel momento in cui la RTRANS arriva al nodo 2, 
questi, accorgendosi di avere il nodo 4 come suo vicino fisico, elimina dalla 
rotta fisica fin lì costruita tutti gli hop tra se stesso e 4 (figura 5.4); 
 
Figura 5.4: Traduzione del virtual path dopo l'applicazione del LOOK BEHIND 
 
In entrambi i casi, gli identificatori dei due nodi protagonisti di un possibile taglio 
vengono segnalati all'interno del pacchetto di route translate in un campo 
aggiuntivo denominato OPTIMIZING_CUTS. Chiaramente, entrambe le ricerche possono 
poi individuare più di un taglio ottimizzante e in questo caso tutti i possibili tagli 
vengono segnalati. 
Nel momento in cui il pacchetto di route translate arriva al nodo di destinazione, la 
rotta fisica è stata completamente tradotta, ma non ancora ottimizzata. Per compiere 
quest'ultimo passo, viene analizzato il campo OPTIMIZING_CUTS con lo scopo di trovare 
eventuali tagli ottimizzanti disponibili. Questi vengono quindi applicati in base al 
numero di nodi che permettono di rimuovere dalla rotta controllandone 
 61
preventivamente la loro applicabilità ed escludere quelli che coinvolgono nodi già 
rimossi in precedenza. 
Grazie al meccanismo dei tagli ottimizzanti, la route translate non è più un mero 
meccanismo di traduzione di rotta, ma un vero e proprio anello di congiunzione tra 
la struttura virtuale e la disposizione dei nodi all'interno della rete. 
 
5.4 Gli ACK: una conferma per la trasmissione dei dati 
L'esito delle simulazioni effettuate con la versione del VRP precedente a quella 
implementata in questa tesi aveva messo in luce che il principale problema legato 
alle comunicazioni tra nodi era costituito dalla conoscenza soltanto approssimativa 
dell'effettiva vicinanza tra i vari nodi della rete poiché il meccanismo dei pacchetti 
hello garantiva solo una parziale conoscenza della situazione: uno o più pacchetti 
hello potevano infatti andar persi a causa di collisioni durante le trasmissioni 
falsando il panorama dei vicini di ogni nodo. Per garantire l'uso di un vicino anche 
in caso di mancata ricezione di un pacchetto hello, veniva quindi settato un timer a 
ogni nuova ricezione, con lo scopo di fissare una scadenza per l'uso di quel vicino: 
se non veniva ricevuto un nuovo pacchetto hello entro la scadenza del timer, quel 
vicino non era più considerato tale e veniva rimosso dalla lista dei vicini fisici. La 
durata del timer diventava quindi cruciale per l'interpretazione delle posizioni 
reciproche tra i nodi: un timer troppo breve rischiava di compromettere la 
connettività tra nodi, mentre, al contrario, con uno troppo lungo si rischiava di 
considerare ancora come vicini, nodi che in realtà erano già usciti dal raggio di 
trasmissione. Inoltre l'uso di pacchetti hello andava comunque limitato in frequenza, 
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per mantenere basso l'overhead introdotto sulla rete da questo tipo di pacchetti di 
controllo. 
Questa percezione parziale dei vicini poteva dar luogo a problemi notevoli. Durante 
la fase di determinazione di una rotta potevano riscontrarsi essenzialmente due 
problemi: un buon numero di vicini poteva non venir impiegato per accorciare le 
rotte, perché i relativi pacchetti hello andavano persi impedendo ad alcuni nodi di 
ampliare la lista dei propri vicini, o, al contrario, potevano venire impiegati vicini 
che non erano più tali, compromettendo immediatamente la rotta appena stabilita. 
Problemi analoghi scaturivano anche dall'invio dei pacchetti dati durante le source 
route: alcuni pacchetti generavano route error perché erroneamente ritenevano non 
più disponibile un nodo che era ancora all'interno del raggio di trasmissione, mentre 
altri venivano spediti confidando nella presenza di un vicino che invece era già 
uscito dalle zone limitrofe. 
Quello che mancava era un meccanismo di conferma in grado di certificare con 
sicurezza l'effettiva presenza o assenza di un vicino all'interno del proprio raggio di 
trasmissione. 
Per porre rimedio a questa situazione, in questa versione dell'algoritmo sono stati 
inseriti dei pacchetti di controllo di richiesta di acknowledgement (ACK), sia 
all'interno delle source route usate per inviare traffico di dati, sia all'interno delle 
route translate inviate per tradurre le rotte. 
Una richiesta di ACK (ACK-REQUEST)è costituita da un piccolo pacchetto che viene 
incapsulato all'interno di un normale pacchetto di routing e serve per confermare al 
mittente l'avvenuta ricezione da parte del destinatario: chiunque riceva una ACK-
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REQUEST ha il compito di spedire un pacchetto di ACK al mittente per rassicurarlo 
dell'avvenuta consegna. A quel punto il mittente può essere certo che la sua 
trasmissione è andata a buon fine e può considerare attendibile quel collegamento. 
In caso di mancata ricezione dell'ACK, il mittente può ritentare la trasmissione per 
un certo numero di volte, prima di considerare quel collegamento non più 
attendibile. 
 
Figura 5.3: Esempio di invio di un pacchetto dati con richieste di ACK 
 
L'inserimento di questi pacchetti di controllo ha richiesto notevoli modifiche al 
codice dell'algoritmo, ma ha portato a una serie di importanti benefici: 
• a ogni nodo viene data la possibilità di gestire un buffer di invio dove 
memorizzare il pacchetto in attesa di conferma di avvenuta ricezione. In caso 
di mancata ricezione dell'ACK, il nodo può estrarre il pacchetto dal buffer per 
tentare un nuovo invio. 
• le route error vengono generate con molta più cognizione della reale 
situazione di collegamento esistente tra i nodi: l'errore di trasmissione viene 
segnalato solo se tutti i tentativi di invio non sono andati a buon fine e, a quel 
punto, il nodo può essere ragionevolmente certo che quel vicino non è più 
raggiungibile; al contrario, se al primo tentativo non è corrisposto un 
pacchetto ACK, la spedizione può essere ritentata per escludere che a essere 
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andato perso sia stato solo il pacchetto di ACK di ritorno dalla destinazione e 
non l'intero pacchetto trasmesso dal mittente. 
• la conoscenza dei vicini viene migliorata poiché ogni volta che il mittente 
riceve un pacchetto di ACK può considerare sicuramente attendibile il 
collegamento con il suo vicino fisico e può aggiornare il timer di scadenza 
associato a quel nodo. 
• le route translate possono beneficiare di questa situazione poiché il 
panorama dei vicini fisici risulta essere molto più attendibile e questi 
possono essere impiegati senza timore di compromettere una rotta appena 
tradotta; le detour vengono iniziate solo in caso di vera necessità e non più 
sulla base di informazioni approssimative sullo stato di connessione tra i 
nodi. 
Se da un lato l'inserimento degli ACK garantisce un indiscusso vantaggio nella 
gestione dell'algoritmo di routing, dall'altro introduce il problema della gestione di 
doppi pacchetti perché gli ACK, come tutti gli altri pacchetti trasmessi sulla rete, 
possono andare perduti anche quando il messaggio principale è stato ricevuto 
correttamente. Nel caso in cui un ACK vada perso, il mittente ha l'obbligo di 
ritrasmettere il messaggio perché presume che il vicino non abbia ricevuto il 
pacchetto. In questa situazione il destinatario si ritrova a gestire un'altra copia del 
pacchetto che ha già ricevuto, compromettendo la consistenza dello stato della rete. 
Per evitare questo effetto collaterale a ogni pacchetto che incapsula una richiesta di 
ACK (source route o route translate) è stato aggiunto un campo particolare, 
l'ACK_REQUEST_ID che contiene un numero di sequenza inizializzato dal mittente e 
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abbinato univocamente a ogni nuovo pacchetto inoltrato sulla rete. Analizzando 
l'indirizzo del mittente e il numero di sequenza, il destinatario può accorgersi 
dell'eventuale copia ricevuta dal vicino in seguito a una ritrasmissione e può 





6. Il Virtual Routing Protocol in OPNET Modeler 
 
Per verificare le prestazioni dell’algoritmo appena presentato, sono state eseguite 
alcune simulazioni con il simulatore professionale OPNET Modeler. In questo 
capitolo verranno presentate sia le caratteristiche principali del simulatore, sia le 
variazioni apportate all’algoritmo originale al momento del suo sviluppo in OPNET 
Modeler. 
 
6.1 Il simulatore OPNET Modeler 
L'OPNET Modeler (figura 6.1) fornisce un ambiente di sviluppo completo per la 
modellizzazione e lo studio delle performance di reti di telecomunicazioni e sistemi 
distribuiti. 
 
Figura 6.1: OPNET Modeler: finestra di avvio 
 
Tramite questo simulatore è possibile effettuare studi di comportamento e di 
valutazione delle prestazioni per mezzo di simulazioni ad eventi discreti, in quanto 
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l'ambiente di sviluppo fornisce tutti i tool necessari alle varie fasi dello studio. Il 
termine “simulazioni ad eventi discreti” (DES - Discrete Event Simulation) indica 
che il procedere della simulazione non è dettato dallo scorrere del tempo, ma dal 
verificarsi di determinati eventi come la ricezione di un pacchetto o la scadenza di 
un timer. 
Il simulatore ha un’interfaccia grafica estremamente elaborata, offre numerose 
funzionalità per la configurazione dei vari aspetti riguardanti le attività di una rete e 
molto spesso mette a disposizione più di una tecnica per modellare una certa realtà. 
Ad esempio, per generare traffico all’interno di una rete, o far muovere i nodi 
wireless in modo aleatorio, esistono almeno tre o quattro procedure diverse, tutte 
con caratteristiche specifiche ed estremamente dettagliate. 
OPNET Modeler ha quattro ambienti di sviluppo principali, dove vengono svolte 
praticamente tutte le attività necessarie allo sviluppo di una simulazione completa: 
 
Figura 6.2: OPNET Modeler: editor di progetto 
 
• un editor di progetto (figura 6.2), in cui è possibile scegliere e modellare 
l’area in cui operano i nodi della rete, inserire e rimuovere le unità sottoposte 
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a simulazione, modificare gli attributi di ogni nodo, visualizzare le rotte 
stabilite per l’invio del traffico; 
 
 
Figura 6.3: OPNET Modeler: editor di nodo 
 
• un editor di nodo (figura 6.3), necessario per modellare sia l’architettura 
“hardware” interna di ogni unità usando moduli diversi (di processo, di 
trasmissione, di ricezione), sia l’organizzazione gerarchica dello stack 
protocollare tipico delle unità di rete, sia il tipo di collegamento esistente tra i 
vari moduli (attraverso sequenze di pacchetti, bus, segnali radio); 
 
 
Figura 6.4: OPNET Modeler: editor di processo 
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• un editor di processo (figura 6.4), modellato come una macchina a stati finiti, 
dove vengono specificate le varie configurazioni in cui un processo si verrà a 
trovare e le transizioni necessarie ai cambiamenti di stato; 
 
 
Figura 6.5: OPNET Modeler: editor di codice 
 
• un editor di codice (figura 6.5), in cui, attraverso l’uso del Proto-C (un 
linguaggio di programmazione simile al C), vengono realizzate le varie procedure 
che compongono i modelli di comportamento dei moduli di processo presenti 
all’interno di un nodo. 
 
A questi ambienti se ne affiancano altri (come l’editor dei pacchetti, l’editor delle 
antenne) che però non sono stati utilizzati durante lo svolgimento di questo lavoro 
di tesi. 
Una volta personalizzato l’ambiente di simulazione, configurando ogni aspetto della 
rete da analizzare, è possibile specificare le statistiche che devono essere raccolte 
scegliendole tra le centinaia che il simulatore mette a disposizione. 
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Figura 6.6: OPNET Modeler: finestra di visualizzazione delle statistiche 
 
 
I risultati ottenuti dal simulatore, si possono analizzare attraverso l’uso di grafici  
completamente personalizzabili (figura 6.6) e possono essere generati report 
ipertestuali da consultare con un qualsiasi browser. 
 
6.2 L’implementazione del Virtual Routing Protocol in OPNET 
Modeler 
L’ambiente di sviluppo di OPNET Modeler è estremamente complesso e ogni 
dettaglio, in qualsiasi ambito, è modellato avendo come scopo una realizzazione il 
più possibile aderente alla realtà. Un approccio di questo tipo, garantendo la 
possibilità di tenere sotto controllo ogni parametro dei vari modelli utilizzati, ha un 
potenziale enorme ma non è stato possibile sfruttarlo a pieno, soprattutto per la 
mancanza di tempo a disposizione e la scarsa documentazione fornita nel contratto 
accademico. 
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Lo studio dell’ambiente di sviluppo del simulatore si è rivelato particolarmente 
ostico e molte ore dell'attività di tesi sono state impiegate per comprendere a fondo 
le caratteristiche di ogni modello utilizzato. 
Per sviluppare e personalizzare il protocollo di routing si è reso necessario l’utilizzo 
di nodi di tipo Manet Mobile Station che trasmettono segnali radio utilizzando i 
livelli fisici e l’algoritmo di MAC implementati dallo standard IEEE 802.11. In più 
il traffico dati viene generato a partire dal livello IPv6 rendendo necessarie strette 




7. Le simulazioni 
 
Per gestire le attività di routing all'interno del simulatore OPNET Modeler occorre 
inserire e modificare un modello di processo strettamente correlato e integrato 
all'interno del modello del nodo destinato a ricreare il comportamento di un'unità 
mobile. Questo modello di processo è rappresentato da un automa a stati finiti che 
viene richiamato dal modello del nodo ogniqualvolta c'è la necessità di instradare un 
pacchetto all'interno della rete. 
Creare un nuovo algoritmo di routing significa quindi inserire all'interno del 
simulatore un nuovo modello di processo integrandolo con tutti gli altri componenti 
dell'unità mobile, affinché questa possa riconoscerlo e impiegarlo correttamente. 
Il comportamento dell'algoritmo di routing viene modellato attraverso i vari stati 
dell'automa, definiti con una serie di funzioni e procedure scritte in un linguaggio di 
programmazione simile al C. Per effettuare debug e testing e simulare il 
comportamento dell'algoritmo di routing in un ambiente di rete complesso, il 
modello di processo va compilato come un normale programma. L'esito della 
simulazione può essere controllato sia durante la simulazione per mezzo di una 
console di testo, che alla fine della simulazione con l'ausilio delle statistiche 
generate dal Modeler. 
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La parte più complessa di questa attività di tesi è stata costituita dall'integrazione 
dell'algoritmo all'interno del simulatore. Per completare questo passo si è reso 
necessario lo studio degli algoritmi nativamente implementati nel simulatore, come 
il DSR, l'AODV, il TORA e altri. Successivamente il modello del DSR è stato 
duplicato e modificato per dare origine al VRP. Per dare un'idea della complessità 
di questa fase occorre far presente che un algoritmo di routing implementato 
all'interno del Modeler si appoggia su un'architettura costituita da più di venti file 
sorgenti che in totale assommano a più di diecimila righe di codice. Lo sviluppo 
delle innovative caratteristiche del VRP ha richiesto l'inserimento di altre duemila 
righe di codice in uno scenario di per sé già molto complesso. 
Tutta la fase di sviluppo, di debugging e di testing è stata analizzata con l'uso di 
simulazioni in uno scenario di rete ridotto, con poche connessioni contemporanee e 
un numero limitato di nodi, in modo da poter comprendere al meglio e in dettaglio 
tutti i particolari legati al routing dei pacchetti. Questa fase si è svolta senza alcun 
problema e senza mai registrare comportamenti anomali del simulatore. 
Alla fine dello sviluppo è stato allestito uno scenario di rete composto da 64 unità di 
rete in movimento in un'area di 1000 metri quadrati, con 20 connessioni simultanee 
di traffico ed è stato redatto un piano con più di 50 simulazioni, in grado di mettere 
alla prova l'algoritmo di routing in condizioni variabili di mobilità. 
Purtroppo, nel momento in cui sono iniziate le prove sperimentali che dovevano 
supportare con risultati numerici il lavoro svolto con l'attività di tesi, si sono 
verificati tutta una serie di errori irreversibili che hanno impedito il completamento 
delle simulazioni e hanno negato la possibilità di raccogliere dati utili. 
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Al verificarsi di questi problemi, sono stati messi in atto alcuni attenti controlli per 
poter escludere le principali fonti di rischio per la stabilità del comportamento del 
Modeler: 
• l'intero algoritmo è stato messo a soqquadro: sono state ricontrollate passo 
per passo tutte le procedure del modello, sia valutando l'interazione dei vari 
stati di processo, sia analizzando ogni aspetto legato alla programmazione 
(gestione della memoria, consistenza dei dati, ecc.).; 
• è stata rivista l'integrazione con tutti i file che compongono il modello; 
• è stato ricontrollato e ridefinito più volte lo scenario di simulazione, in 
particolar modo analizzando ogni parametro funzionale dei nodi all'interno 
della rete; 
• sono state installate e ripristinate più volte le librerie che compongono il 
simulatore, per essere sicuri di non usare file corrotti; 
• è stato eseguito anche un ripristino del sistema operativo e un controllo 
completo della macchina su cui è installato il software di simulazione, per 
scongiurare tutti i possibili problemi legati all'hardware. 
Nonostante tutti questi controlli e tutto il tempo speso per portarli avanti, non è stato 
possibile giungere alla risoluzione del problema. 
Del resto, il comportamento dell'algoritmo è sempre stato stabile e, nelle 
simulazioni di debug su scala ridotta, si è sempre giunti al termine dei test senza 
riscontrare alcun problema. 
Al momento, l'ipotesi più accreditata per spiegare questa situazione è che esistano 
problemi di interazione tra il livello di routing e le librerie sottostanti messe a 
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disposizione dal simulatore. Anche se non vengono rilevate anomalie a tempo di 
compilazione, qualcosa viene compromesso a run-time, provocando il blocco delle 
simulazioni più complesse. 
Purtroppo, l'assenza di documentazione e di assistenza tecnica dettata dal tipo di 
licenza in uso presso il Dipartimento, ha impedito di approfondire le indagini sulle 
librerie a basso livello, rendendo vano ogni tentativo di analisi e debugging ad un 
livello diverso da quello di routing. 
L'unica possibilità di risolvere il problema potrebbe essere rappresentata da una 
completa riscrittura del codice, mirata a comprendere l'origine del problema. 
Inserendo una funzionalità alla volta, potrebbe essere possibile comprendere in 
quale momento e con quale particolare procedura si verifica il problema e solo a 
quel punto si potrebbe intervenire per cercare di risolverlo. 
Per evitare di incorrere in ulteriori ritardi nella presentazione di questa attività di 
tesi, questo controllo "definitivo" sull'implementazione dell'algoritmo non è stato 
effettuato. 
Le strade percorribili nell'immediato futuro sono due: 
• procedere alla riscrittura del codice, come specificato nel precedente 
paragrafo; 
• effettuare il porting dell'algoritmo all'interno di un altro ambiente di 
simulazione che renda lo sviluppo più autonomo e meno legato a una 






Durante lo svolgimento di questa attività di tesi sono state sviluppate, integrate e 
testate all’interno del simulatore OPNET Modeler una serie di importanti 
ottimizzazioni  per l’algoritmo Virtual Routing Protocol, un nuovo protocollo di 
routing per reti wireless ad-hoc. 
È ragionevole aspettarsi che le ottimizzazioni presentate possano costituire una 
fonte di miglioramento sia dal punto di vista delle prestazioni, che dal punto di vista 
della robustezza dell'algoritmo e della tolleranza ai guasti, soprattutto negli scenari 
ad alta mobilità. 
Ad oggi, l'efficacia di queste modifiche è stata verificata parzialmente solo in fase 
di sviluppo a causa di notevoli problemi di stabilità riscontrati nelle simulazioni 
effettuate con OPNET Modeler in uno scenario di rete complesso. 
L'adozione di un nuovo ambiente di simulazione o un'analisi più approfondita e 
mirata alla risoluzione dei problemi del Modeler, potranno portare a sicure prove 
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