A Chern-Weil Isomorphism for the Equivariant Brauer Group by Bouwknegt, Peter et al.
ar
X
iv
:1
10
9.
33
06
v1
  [
ma
th.
OA
]  
15
 Se
p 2
01
1
A CHERN-WEIL ISOMORPHISM FOR THE
EQUIVARIANT BRAUER GROUP
PETER BOUWKNEGT, ALAN CAREY, AND RISHNI RATNAM
Abstract. In this paper we construct a Chern-Weil isomorphism for the equivariant
Brauer group of Rn actions on a principal torus bundle, where the target for this isomor-
phism is a “dimensionally reduced” Cˇech cohomology group. From this point of view,
the usual forgetful functor takes the form of a connecting homomorphism in a long exact
sequence in dimensionally reduced cohomology.
1. Introduction
For a second countable locally compact Hausdorff space X , we define the Brauer group
Br(X) to be the group of C0(X)-isomorphism classes of stable separable continuous trace
algebras with spectrum X . Dixmier-Douady [DD63] showed that this group is isomorphic
to the sheaf cohomology group Hˇ2(X,S) (where S is the sheaf of germs of continuous
T-valued functions, and T = R/Z is the unit circle). Given an action of a locally compact
group G on X , one can extend the Dixmier-Douady result to outer conjugacy classes of
pairs (A(X), α), where A(X) is a separable continuous trace C*-algebra with spectrum X ,
and α is a G-action on A(X) that covers the G-action on X [CKRW97]. Importantly, if the
pairs (A(X), α) and (B(X), β) are outer conjugate then they will have isomorphic crossed
products A(X) ⋊α G and B(X) ⋊β G [RW98]. The group of outer conjugacy classes of
pairs (A(X), α) is known as the equivariant Brauer group BrG(X).
There has been a resurgence of interest in this equivariant Brauer group as a result of
applications to T-duality in string theory. In particular, it was shown in [MR05,MR06]
that the equivariant Brauer group, modulo an imprecise homotopy equivalence, provides
a natural setting for computing the T-duals of principal Tn-bundles with H-flux, even
when there does not exist a so-called “classical” T-dual bundle. Recently in [Tu06] an
isomorphism between BrG(X) and a certain Cˇech-type cohomology group Hˇ
2(G ⋉ X,S)
for the transformation-group groupoidG⋉X was established as an analogue of the Dixmier-
Douady result. Our aim is to extend [Tu06] to shed new light on the structure of BrG(X).
This research was supported under Australian Research Council’s Discovery Projects funding scheme
(project numbers DP0559415 and DP0878184).
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The structure of BrG(X) is well known to be very difficult to analyse except in special
cases. For example, when G acts freely and properly on X we have BrG(X) ∼= Hˇ2(G\X,S).
At the other extreme, when G acts trivially on X :
BrG(X) ∼= Hˇ
2(X,S)⊕ Hˇ1(X,Gab)⊕ C(X,H
2
M(G,T)),
where Gab is the sheaf of germs of continuous Gab-valued functions (and Gab is the abeliani-
sation of G), and HM is Moore’s cohomology for groups [Moo76]. When there is a subgroup
N ⊂ G such that N acts trivially on X , and the G action induces a principal G/N -bundle
structure X → G\X progress was made in [RW93a] and [PRW96], where the subgroup
of BrG(X) with trivial Mackey obstruction was shown to be isomorphic to the degree 2
cohomology of a two-column double complex. This is still insufficient for the applications
to T-duality which study the case where π : X → Z is a principal Rn/Zn bundle.
Now, it is well known that such principal bundles are classified by the cohomology group
Hˇ2(Z,Zn), and we call the cohomology class associated to π : X → Z the Euler vector.
In this paper we provide an isomorphism from all of BrRn(X) to the degree 2 cohomology
of a three column complex. This is not an obvious generalisation of [RW93a, PRW96].
The innovation is in the fact that we do not use the ordinary horizontal and vertical
differentials to constitute the total differential. Instead, we mimic the E2 page of the
Leray-Serre spectral sequence by combining the vertical differential with the cup product
with the Euler vector.
To assist the reader we summarise in Sections 2, 3, 4, and 6, respectively, the equivariant
Brauer group (and the case arising in T -duality), dimensionally reduced cohomology, Tu’s
groupoid cohomology and the Raeburn-Williams equivariant cohomology. Extensions of
these last two papers needed for our results are in Sections 5 and 6 and the main theorem
is proved in Section 8. We explain the main result of the paper in detail in the next
subsection. Some results have also appeared in [BCR11].
1.1. The main theorem. We begin by recalling the Raeburn-Williams “equivariant co-
homology” from [RW93a, PRW96]. Consider the case where G is a second countable lo-
cally compact Hausdorff abelian group acting on a locally compact space X with orbit
space Z = G\X . Suppose also that N ⊂ G is a closed subgroup such that G → N
and Gˆ → Nˆ have local sections, and π : X → Z is a principal G/N -bundle. As the
Dixmier-Douady theorem implies there is an isomorphism BrG(X) ∼= Hˇ3(X,Z), we denote
by CT (X, δ) the unique (up to C0(X)-isomorphism) stable separable continuous trace C*-
algebra with Dixmier-Douady class δ ∈ Hˇ3(X,Z). This definition implies that for any
element [CT (X, δ), α] ∈ BrG(X) there is an open cover {Uλ0} of X and isomorphisms
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Φλ0 : CT (X, δ)|Uλ0 → C0(Uλ0 ,K). It follows by [EN01, Prop 2.1] that Φλ0 ◦α|N ◦Φλ0 is lo-
cally inner. In [RW93a] and [PRW96] the authors develop a cohomology theory HkG(X,S)
that in degree 2 is isomorphic to the subgroup of BrG(X) such that the restriction of the
actions to N are locally unitary. Note that, the failure of Φλ0 ◦ α|N ◦ Φλ0 to be locally
unitary at x ∈ X is measured by a class [M(·, ·, x)] in H2M(N,T), which is independent of
λ0 and constant on orbits of X . We then obtain a map M : BrG(X) 7→ C(G\X,H2M(N,T)),
called the Mackey obstruction map, which has trivial image if and only if the restriction of
α to N is locally unitary for all x ∈ X . Packer, Raeburn and Williams call such systems
N-principal.
Let U = {Uλ0} be an open cover of X by G-invariant sets. We define a two column
cochain complex CkjG (U ,S) as follows:
Ck0G (U ,S) := Cˇ
k(U ,S), C(k−1)1G (U ,S) := Z
1
G(G, Cˇ
k−1(U ,S)),
where Z1G(G, Cˇ
k−1(U ,S)) denotes the set of continuous group cohomology 1-cocycles from
G into the G-module Cˇk−1(U ,S) with the obvious G action. In other words, an element
η ∈ C(k−1)1G (U ,S) is a collection of continuous functions ηλ0...λk−1 : G× Uλ0...λk−1 → T such
that, for all g0, g1 ∈ G and x ∈ Uλ0...λk−1 , the following holds:
ηλ0...λk−1(g1, x)ηλ0...λk−1(g0g1, x)
∗ηλ0...λk−1(g0, g
−1
1 x) = 1.
This complex has as horizontal differential the usual group cohomology differential ∂G, and
as vertical differential the usual Cˇech differential ∂ˇ. The cohomology group HkG(U ,S) is
then the cohomology ZkG(U ,S)/B
k
G(U ,S) of the total complex(
1⊕
j=0
C
(k−j)j
G (U ,S), ∂ˇ ⊕ (−1)
k−j∂G
)
.
After showing refinement maps induce canonical maps on cohomology [PRW96, Sect 2],
the authors define HkG(X,S) := lim−→U H
k
G(U ,S).
The importance of these groups to our work is in the following two results:
Lemma 1.1 ( [PRW96, Lemma 1.3]). Suppose that G is a locally compact abelian group,
and N a closed subgroup such that Gˆ → Nˆ has local sections. Suppose π : X → Z is a
locally trivial principal G/N-bundle over a paracompact space Z and let M : BrG(X) →
C(G\X,H2M(N,X)) denote the Mackey Obstruction map. Then H
2
G(X,S)
∼= kerM.
In order to generalise Lemma 1.1 to all of BrG(X), one may choose to study a three-
column complex defined by setting Ck0G (U ,S) := Cˇ
k(U ,S), and
C
(k−1)1
G (U ,S) := C
1
G(G, Cˇ
k−1(U ,S)), C(k−2)2G (U ,S) := Z
2
G(G, Cˇ
k−2(U ,S)).
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However, such a complex is unable to go beyond kerM, because the horizontal differential
requires U to consist of G-invariant sets, and [PRW96, Cor 5.18] 1 implies continuous trace
algebras trivialisable over G-invariant sets have trivial Mackey obstruction.
On the other hand, the following theorem provides the appropriate direction:
Theorem 1.2 ( [PRW96, Thm 4.1]). Let G be a locally compact abelian group and N a
closed subgroup such that G → N and Gˆ → Nˆ have local sections. Let N and Nˆ denote
the sheaves of germs of continuous N and Nˆ-valued functions respectively. Then for any
principal G/N-bundle π : X → Z with Euler vector c ∈ Hˇ2(Z,N ) there is a long exact
sequence
· · · → Hˇk(Z,S)
π∗G→ HkG(X,S)
π∗→ Hˇk−1(Z, Nˆ )
∪c
→ Hˇk+1(Z,S)→ . . .
The sequence starts with Hˇ1(Z,S), and π∗G : Hˇ
1(Z,S)→ Hˇ1G(X,S) is injective.
The maps π∗G, π∗ and ∪c of the theorem are defined as follows. If [φ] ∈ Hˇ
k(Z,S) then
π∗G[φ] = [π
∗(φ), 1], where π∗ is the pullback π∗ : Zˇk(Z,S) → Zˇk(X,S). To define the
“integration” map π∗, let (ν, η) ∈ ZˇkG(π
−1(W),S) for some open cover W of Z. Now a
calculation, exploiting the fact that (ν, η) is a cochain and G is abelian, implies for any
t ∈ G, m ∈ N and x ∈ X that
ηµ0...µk−1(m,−t · x) = ηµ0...µk−1(m, x). (1.1)
Then, using the cocycle property of (ν, η), we find ∂ˇη(m, ·)µ0...µk−1(x) = 1. Therefore we
may define π∗(η) ∈ Zˇk−1(W, Nˆ ) by
π∗(η)(z)µ0...µk−1(m) := ηµ0...µk−1(m, x), π(x) = z.
For the last map ∪c : Hˇk−1(Z, Nˆ ) → Hˇk+1(Z,S), let ψ ∈ Zˇk−1(W, Nˆ ), and choose a
representative F ∈ Zˇ2(W,N ) of c (this may require taking a common refinement). Then
[ψ] ∪ c is by definition the class with representative
Wµ0...µk+1 ∋ z 7→ (−1)
kψµ0...µk−1(Fµk−1µkµk+1(z), z).
This is well-defined because one can show the image of [ψ] under ∪c is independent of the
choice of representatives ψ and F .
It is the definition of these maps and the exactness of the sequence from Theorem 1.2 that
tells us how to proceed. Indeed [PRW96, Lemma 4.2] gives a function µ : ZkG(π
−1(W),S)→
Cˇk(W,S) such that for any cocycle (ν, η) ∈ ZkG(π
−1(W),S) we have ∂ˇ[µ(ν, η)] = π∗(η)∪F .
We can then define a two column complex
Ck0F (W,S) := Cˇ
k(W,S), C(k−1)1F (W,S) := Cˇ
k−1(W, Nˆ )
1The corollary is incorrect as the isomorphism claimed there is only a surjection.
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with differential ∂ˇF (φ
k0, φ(k−1)1) = (∂ˇφk0 + (−1)k+1φ(k−1)1 ∪ F, ∂ˇφ(k−1)1) and cohomology
HkF (W,S). If we choose W to be “good”, the Five Lemma shows that the map [ν, η] 7→
[µ(ν, η), π∗(η)] is an isomorphism of Hˇ
k
G(Z,S) with H
k
F (W,S). To accommodate non-trivial
Mackey obstructions then, we need to extend HkF (W,S) to a three column complex.
We denote by Hˇ3(X,Z)|π0,3=0 the kernel of the Leray-Serre spectral sequence projection
π0,3 : Hˇ3(X,Z)→ C(Z, Hˇ3(Tn,Z)). We now state our main theorem, which applies to the
case G = Rn, N = Zn.
Theorem 1.3. Let π : X → Z be a C∞ principal Tn-bundle over a Riemannian manifold
Z. Then there exists an open cover U of X, and a cocycle F ∈ Zˇ2(π(U),Zn) such that
(1) the image of [F ] ∈ Hˇ2(π(U),Zn) in Hˇ2(Z,Zn) is the Euler vector of π : X → Z;
and
(2) every stable continuous trace C*-algebra over X is trivialised over U .
Moreover, for all k ≥ 0 there exist groups HkF (π(U),G), being the cohomology of
a three column complex, where G is either the sheaf S or Z, such that there is a
commutative diagram
BrRn(X) //
∼=

Hˇ3(X,Z)|π0,3=0
∼=

H
2
F (π(U),S)
// H3F (π(U),Z).
There is actually substantially more motivation for the above theorem than just
[PRW96]. Indeed, the nature of the cohomology groups HkF (π(U),Z) and the right vertical
isomorphism was predicted by the de Rham cohomology version of Theorem 1.2 contained
in [BHM05].
2. Preliminaries
2.1. Continuous Trace C*-Algebras. In this paper we are only concerned with separa-
ble and stable algebras and so our discussion is a greatly restricted version of the usual one
for which the reader should consult [RW98]. With X as in the introduction, let p : E → X
be a (locally trivial) vector bundle over X with fibre K (the compact operators on a separa-
ble, infinite dimensional Hilbert space H), and structure group AutK (with the point-norm
topology). Let Γ(E,X) be the ∗-algebra of all continuous sections of p : E → X . Then
Γ0(E,X) := {f ∈ Γ(E,X) : x 7→ ||f(x)|| vanishes at ∞}
is a C∗-algebra with respect to point-wise operations and the sup norm [RW98, Prop 4.89].
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Definition 2.1. A separable C*-algebra A with spectrum X is called continuous trace if
it is C0(X)-isomorphic to Γ0(E,X), for some (locally trivial) vector bundle p : E → X
with fibre K, and structure group AutK.
Now we recall the Brauer group. The product of algebras A and B with spectrum X is
given by taking the ideal IX of A⊗ B generated by the set
{(f · a)⊗ b− a⊗ (f · b) : f ∈ C0(X), a ∈ A, b ∈ B} ,
and defining the balanced tensor product A⊗C0(X) B by A⊗C0(X) B := (A⊗B)/IX . (Note
that C*-algebras with Hausdorff spectra are nuclear [RW98, Cor B.44]). Thus if p : E → X
and p′ : E ′ → X are bundles with fibre K then
Γ0(E,X)⊗C0(X) Γ0(E
′, X) ∼= Γ0(E ⊗X E
′, X),
where E ⊗X E ′ is the restriction of the tensor product bundle E ⊗ E → X × X to
the diagonal {(x, x) : x ∈ X} [KMRW98, Sect 3]. Thus A ⊗C0(X) B is a continuous
trace C*-algebra also with spectrum X . Then the Brauer group Br(X) is the group of
C0(X)-isomorphism classes of continuous trace C*-algebras with spectrum X where the
zero element is the C0(X)-isomorphism class of C0(X,K) and the group operation is the
balanced tensor product.
By [RW98, Prop 4.53], isomorphism classes of vector bundles with fibre K and structure
group AutK are in one-to-one correspondence with Hˇ1(X,A), where A is the sheaf of
germs of continuous AutK-valued functions. If we equip the unitary operators U(H) with
the strong operator topology, then there is an exact sequence of topological groups
1→ T→ U(H)→ AutK → 1, (2.1)
such that U(H)→ AutK has local continuous sections [RW98, Chapter 1]. Consequently,
with S as in the introduction, the long exact sequence in sheaf cohomology, combined with
the fact that U(H) is contractible (in the strong operator topology) (see, e.g., [RW98, Thm
4.72]) implies that Hˇ1(X,A) ∼= Hˇ2(X,S). From the exact sequence 0→ Z→ R→ T→ 1,
we then obtain Hˇ1(X,A) ∼= Hˇ2(X,S) ∼= Hˇ3(X,Z). As continuous trace C*-algebras are
C0(X)-isomorphic if and only if they are C0(X)-isomorphic to the algebra of sections of
isomorphic bundles, we obtain the Dixmier-Douady classification [DD63]. Namely, if A is
a continuous trace C*-algebra with spectrum X , C0(X)-isomorphic to continuous sections
of a bundle p : E → X , then the isomorphism Br(X) → Hˇ3(X,Z) is defined by the map
induced by sending A to its Dixmier-Douady class, the image δ, of p : E → X in Hˇ3(X,Z).
The corresponding class of continuous trace C*-algebras will be denoted CT (X, δ). We
move on now to the equivariant Brauer group.
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Definition 2.2. Fix a locally compact group G and a second countable locally com-
pact Hausdorff (left) G-space X . Denote the induced G-action on Cb(X) by τ . That is
τg(f)(x) = f(g
−1x), for f ∈ Cb(X). Let A be a continuous trace C*-algebra with spec-
trum X , and α an action of G on A. Then α is said to preserve the (given) action on the
spectrum if for all g ∈ G, a ∈ A and f ∈ Cb(X): αg(f · a) = τg(f) · αg(a).
We write BrG(X) for the collection of pairs (A, α), where A is a continuous trace C*-
algebra with spectrum a G-space X and α is an action of G on A that preserves the
given action on the spectrum. If A is a C*-algebra, we denote by M(A) and UM(A) the
multiplier algebra of A and unitary elements of M(A), respectively. Now, given elements
(A, α) and (A, β) of BrG(X), we say the actions α and β are exterior equivalent if there is
a (strictly) continuous map w : G→ UM(A) such that
βg(a) = wgαg(a)w
∗
g for all a ∈ A and g ∈ G, (2.2)
wgh = wgαg(wh) for all g, h ∈ G. (2.3)
In this case, one says that w is a unitary α cocycle implementing the equivalence. Two
pairs (A, α) and (B, β) are outer conjugate if and only if there is a C0(X)-isomorphism
φ : A → B such that α and φ−1 ◦ β ◦ φ are exterior equivalent. If (A, α) and (B, β) are
in BrG(X) then by [RW98, Prop B.13] there is an action α⊗ β of G on A⊗B given by
(α⊗ β)g(a⊗ b) = αg(a)⊗ βg(b) ,
and as
(α⊗ β)g(f · a⊗ b− a⊗ f · b) = τg(f) · αg(a)⊗ βg(b)− αg(a)⊗ τg(f) · βg(b)
then α⊗ β preserves the ideal IX of A⊗ B, and therefore induces an action α⊗X β of G
on A⊗C0(X) B. With the notation of the previous definition we have:
Definition 2.3. The equivariant Brauer group BrG(X) is defined as the group of equiva-
lence classes in BrG(X) under outer conjugacy. The zero element is the equivalence class
of (C0(X,K), τ). The binary operation is
[A, α] · [B, β] = [A⊗C0(X) B, α⊗X β] ,
and the inverse of [A, α] is the conjugate algebra [A, α] (we use the canonical bijection of
sets ♭ : A→ A, to define αg(♭(a)) := ♭(αg(a)).
Later on we will use the “forgetful homomorphism” F : BrG(X) → Br(X) that sends
[CT (X, δ), α] to [CT (X, δ)]. This map is neither surjective nor injective in general.
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2.2. Actions of Zn on C0(X,K). WithX as above we now review the Mackey obstruction
map for actions α of Zn on C0(X,K). We call α locally inner if there exists an open cover
{Uλ0}λ0∈I of X and functions uλ0 : Z
n → C(Uλ0 , U(H)) such that
(αmh)(x) = uλ0(m, x)h(x)uλ0(m, x)
∗, h ∈ C0(X,K), m ∈ Z
n.
and we note from [EN01, Prop 2.1] that every action of Zn on C0(X,K) locally inner.
Fix generators ei of Z
n, and let the action of ei at x ∈ Uλ0 be implemented by u
i
λ0
(x) =
uλ0(ei, x):
(αeih)(x) = u
i
λ0
(x)h(x)uiλ0(x)
∗. (2.4)
For m, l ∈ Zn, let mi denote the ith component of m, and let T be the centre of U(H).
If we define umλ0(x) := (u
1
λ0
(x))m1(u2λ0(x))
m2 . . . (unλ0(x))
mn , then there is a function Mλ0 :
Z
n × Zn × Uλ0 → T defined by
ulλ0(x)u
m
λ0
(x) =Mλ0(m, l, x)u
m+l
λ0
(x). (2.5)
An easy calculation shows that Mλ0 satisfies the (Moore cohomology [Moo76]) cocycle
identity
Mλ0(l, k, x)Mλ0(m+ l, k, x)
∗Mλ0(m, l + k, x)Mλ0(m, l, x)
∗ = 1.
Thus the map x 7→ ((m, l) 7→ [Mλ0(m, l, x)]) defines an element of
∏
λ0
C(Uλ0 , H
2
M(Z
n,T)).
For two sets Uλ0 and Uλ1 , the unitary u
i
λ0
(x) differs from uiλ1(x) by an element of T, from
which it follows that x 7→ ((m, l) 7→ [Mλ0(m, l, x)]) defines a global continuous function in
C(X,H2M(Z
n,T)). IfMun (T) is the group (under addition of matrices) of n×n strictly upper
triangular matrices with entries in T, then a result from [Kle65] says H2M(Z
n,T) ∼= Mun (T).
Thus we have defined a continuous function f : X →Mun (T) called the Mackey obstruction
of (C0(X,K), α). The map M : (C0(X,K), α)→ f is called the Mackey obstruction map.
It is possible to extract the function f from the cocycle M . To see this define fλ0 :
Uλ0 → T by
2
fλ0(x)iju
i
λ0(x)u
j
λ0
(x) = ujλ0(x)u
i
λ0(x) , i ≤ j . (2.6)
Since fλ0 is independent of λ0 (for the same reason that M gave a global function), we
have a well-defined map f : X → Mun (T) with ij
th entry f(x)ij = fλ0(x)ij , x ∈ Uλ0 . From
the definitions one may see that
Mλ0(m, l, x) =
∏
1≤i<j≤n
fλ0(x)
milj
ij . (2.7)
Therefore Mλ0 , defined as in Eqn. (2.5), is independent of λ0 even at the level of cocycles
(as opposed to Moore cohomology classes). In particular, if f satisfies f(x)ij = 1 for all
x ∈ X then ulλ0(x)u
m
λ0
(x) = um+lλ0 (x).
2We thank Iain Raeburn for communicating this definition.
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Remark 2.4. That f and M are independent of the choice of uλ0 : Z
n → C(Uλ0 , U(H))
follows respectively from Equation (2.6) and Equation (2.7).
2.3. Actions of Rn on a Continuous Trace C*-algebra over a Principal Tn-bundle.
In the application we are primarily concerned with, the action of Zn comes from the
restriction of an action of Rn on CT (X, δ) which covers the fibre action for a principal
T
n-bundle π : X → Z. This data gives an element [CT (X, δ), α] of the equivariant Brauer
group BrRn(X).
In this case, we proceed as above by first choosing an open cover {Uλ0}λ0∈I of X so that
there are isomorphisms Φλ0 : CT (X, δ)Uλ0
∼=
−→ C0(Uλ0 ,K). These isomorphisms, together
with the exact sequence (2.1), imply that there exist functions vλ0λ1 ∈ C(Uλ0λ1 , U(H)) such
that Φλ1 ◦Φ
−1
λ0
= Ad vλ0λ1 , and a representative for δ is given by the image of the map x 7→
vλ1λ2(x)vλ0λ2(x)
∗vλ0λ1(x) under the connecting isomorphism ∆ : Hˇ
2(X,S) → Hˇ3(X,Z).
Since Zn acts trivially on the spectrum X , the actions Φλ0 ◦ α|Zn ◦ Φ
−1
λ0
on C0(Uλ0 ,K) are
locally inner. Refine, if necessary, the sets {Uλ0} so that there exists u
i
λ0
∈ C(Uλ0 , U(H))
that implements the actions:(
Φλ0 ◦ αei ◦ Φ
−1
λ0
)
(h)(x) = uiλ0(x)h(x)u
i
λ0
(x)∗ h ∈ C0(Uλ0 ,K), (2.8)
(cf. (2.4) above, where the local isomorphisms Φ• are restrictions). We define the Mackey
obstruction at x ∈ X as follows. Since (2.8) is equivalent to
(Φλ0 ◦ αei(a))(x) = u
i
λ0
(x)Φλ0(a)(x)u
i
λ0
(x)∗, a ∈ CT (X, δ),
if we define for any m ∈ Zn, umλ0(x) := (u
1
λ0
(x))m1(u2λ0(x))
m2 . . . (unλ0(x))
mn , the fact that α
is a homomorphism implies
(Φλ0 ◦ αm(a))(x) = u
m
λ0(x)Φλ0(a)(x)u
m
λ0(x)
∗, a ∈ CT (X, δ). (2.9)
Then, the Mackey obstruction at x is the class [Mλ0(·, ·, x)] ∈ H
2(Zn,T) given by
ulλ0(x)u
m
λ0
(x) =Mλ0(m, l, x)u
m+l
λ0
(x). (2.10)
Now, we may still define fλ0(x)iju
i
λ0
(x)ujλ0(x) = u
j
λ0
(x)uiλ0(x), but then it is not obvious
that f is a global function on X . In order to prove that it is, we present a simple lemma
that we will use repeatedly throughout this paper.
Lemma 2.5. Let k ∈ N and u1, u2 . . . , uk ∈ U(H) be unitaries such that u1u2 . . . uk ∈
ZU(H) ∼= T. Then u1u2 . . . uk = uku1u2 . . . uk−1.
Proof. Suppose that t ∈ T is such that t = u1u2 . . . uk. Then
u1u2 . . . uk = t = uktu
∗
k = uku1u2 . . . uk−1.

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Proposition 2.6. The function x 7→ fλ0(x)ij is independent of λ0.
Proof. One may see that for any λ0, λ1 ∈ I and appropriate sections in CT (X, δ)Uλ0λ1
Φ−1λ1 ◦Ad u
i
λ1 ◦ Φλ1 = Φ
−1
λ0
◦ Ad uiλ0 ◦ Φλ0 =⇒ Φλ1 ◦ Φ
−1
λ0
◦ Ad uiλ0 ◦ Φλ0 ◦ Φ
−1
λ1
= Ad uiλ1.
This means that, if h is a section in C0(Uλ0λ1 ,K) then(
Φλ1 ◦ Φ
−1
λ0
◦ Ad uiλ0 ◦ Φλ0 ◦ Φ
−1
λ1
)
(h)(x) = vλ0λ1(x)u
i
λ0
(x)v∗λ0λ1(x)h(x)vλ0λ1(x)u
i
λ0
(x)∗v∗λ0λ1(x)
= uiλ1(x)h(x)u
i
λ1(x)
∗.
Hence there are continuous functions ηiλ0λ1 : Uλ0λ1 → T satisfying
uiλ1(x) := η
i
λ0λ1
(x)vλ0λ1(x)u
i
λ0
(x)vλ0λ1(x)
∗.
Therefore, using Lemma 2.5 between the second and third equality, we have
fλ1(x)ij = u
j
λ1
(x)∗uiλ1(x)
∗ujλ1(x)u
i
λ1(x)
= ηjλ0λ1(x)
∗vλ0λ1(x)u
j
λ0
(x)∗vλ0λ1(x)
∗ηiλ0λ1(x)
∗vλ0λ1(x)u
i
λ0
(x)∗vλ0λ1(x)
∗
× ηjλ0λ1(x)vλ0λ1(x)u
j
λ0
(x)vλ0λ1(x)
∗ηiλ0λ1(x)vλ0λ1(x)u
i
λ0(x)vλ0λ1(x)
∗
= ujλ0(x)
∗uiλ0(x)
∗ujλ0(x)u
i
λ0
(x) = fλ0(x)ij.

It follows that Mλ0(m, l, x) =
∏
1≤i<j≤n fλ0(x)
milj
ij , is independent of λ0, and therefore
globally continuous. Hence, we obtain a map M : BrRn(X) → C(X,Mun (T)), from M :
(CT (X, δ), α) 7→ f. It is a standard result [PRW96, Sect 1] that M is constant on outer
conjugacy classes and constant on orbits of X , and hence defines a group homomorphism
(denoted by the same symbol) M : BrRn(X)→ C(Z,Mun (T)). In this case, we may write
Mλ0(m, l, x) = M(m, l, π(x)) =
∏
1≤i<j≤n
f(π(x))
milj
ij . (2.11)
As before the map M : [C0(X,K), α] → f is called the Mackey obstruction map, and the
function f is called the Mackey obstruction of [CT (X, δ), α].
3. Dimensionally Reduced Cohomology
In this Section we recall the “dimensionally reduced cohomology” groups of [BR11]. In
degree 2 with S coefficients they are isomorphic to the equivariant Brauer groups BrRn(X),
for X a principal Tn-bundle (see Theorem 1.3).
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Lemma 3.1 ( [Ste47, Sect 2]). Let Z be a topological space with an open cover W and
A,B ∈ Zˇ2(W,Z). Then A ∪B −B ∪ A = ∂ˇC where
Cλ0λ1λ2λ3(z) := Aλ0λ1λ2(z)Bλ0λ2λ3(z)−Aλ1λ2λ3(z)Bλ0λ1λ3(z).
Let Z be a C∞ manifold and fix an open cover W = {Wµ0} of Z together with a
cocycle F ∈ Zˇ2(W,Zn). Let S, Nˆ andM denote the sheaves of germs of continuous T, Zˆn
and Mun (T)-valued functions respectively. We can think of a Cˇech cocycle in φ
(k−2)2 ∈
Cˇk−2(W,M) as an
(
n
2
)
-tuple {φ(k−2)2(·)ij}1≤i<j≤n, where φ
(k−2)2(·)ij ∈ Cˇ
k−2(W,S).
We define a cochain complex CkF (W,S), for k ≥ 2 as all triples (φ
k0, φ(k−1)1, φ(k−2)2)
consisting of Cˇech cochains φk0 ∈ Cˇk(W,S), φ(k−1)1 ∈ Cˇk−1(W, Nˆ ) and φ(k−2)2 ∈
Cˇk−2(W,M). When k = 1, we define a cochain to be a pair (φ10, φ01), where φ10 ∈
Cˇ1(W,S), φ01 ∈ Cˇ0(W, Nˆ ), whilst when k = 0 a cochain is an element φ00 ∈ Cˇ0(W,S).
Now, for any A ∈ Cˇ2(W,Zn) and B ∈ Cˇ3(W,Mun (Z)) we can define products
∪1A : Cˇ
k−1(W, Nˆ )→ Cˇk+1(W,S), ∪1 A : Cˇ
k−2(W,M)→ Cˇk(W, Nˆ ), and
∪2B : Cˇ
k−2(W,M)→ Cˇk+1(W,S),
by the formulas
(φ(k−1)1 ∪1 A)λ0...λk+1(z) :=φ
(k−1)1
λ0...λk−1
(Aλk−1λkλk+1(z), z),
(φ(k−2)2 ∪1 A)λ0...λk+1(m, z) :=
∏
1≤i<j≤n
φ
(k−2)2
λ0...λk−1
(z)
Aλk−1λkλk+1(z)i(m)j−(m)iAλk−1λkλk+1(z)j
ij ,
(φ(k−2)2 ∪2 B)λ0...λk+1(z) :=
∏
1≤i<j≤n
φ
(k−2)2
λ0...λk−2
(z)
Bλk−2λk−1λkλk+1(z)ij
ij .
The Cˇech differential ∂ˇ is a graded derivation with respect to these products [BR11]. Now,
let Fi denote the i
th component of F , our fixed representative of the Euler vector of π : X →
Z. Applying Lemma 3.1 with A = Fi, B = Fj gives us a 3-cochain C(F ) ∈ Cˇ3(W,Mun (Z))
defined by the formula:
C(F )λ0λ1λ2λ3(z)ij := Fλ0λ1λ2(z)iFλ0λ2λ3(z)j − Fλ1λ2λ3(z)iFλ0λ1λ3(z)j .
Then, DF : C
k
F (W,S)→ C
k+1
F (W,S) is defined as follows:
DF (φ
k0, φ(k−1)1, φ(k−2)2) :=(∂ˇφk0 × (φ(k−1)1 ∪1 F )
(−1)k+1 × (φ(k−2)2 ∪2 C(F )))
(−1)k+1,
∂ˇφ(k−1)1 × (φ(k−2)2 ∪1 F )
(−1)k , ∂ˇφ(k−2)2).
It is straightforward to see that D2F = 0 so we have:
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Definition 3.2. The kth dimensionally reduced Cˇech cohomology group of the covering
W with coefficients in S, is the cohomology of CkF (W,S) under the differential DF . This
group is denoted HkF (W,S).
We can also define similarly, HkF (W,Z) andH
k
F (W,R), using integer and real coefficients.
Cochains in CkF (W,Z) are triples (φ
k0, φ(k−1)1, φ(k−2)2) consisting of Cˇech cochains φk0 ∈
Cˇk(W,Z), φ(k−1)1 ∈ Cˇk−1(W,Zn) and φ(k−2)2 ∈ Cˇk−2(W,Mun (Z)). We define degree 0 and
1 cochains as before, by truncating the lower Cˇech cochains. To define the differential, let
ml denote the l
th component of m ∈ Zn. Then we have maps
∪1F : Cˇ
k−1(W,Zn)→ Cˇk+1(W,Z),∪1F : Cˇ
k−2(W,Mun (Z))→ Cˇ
k(W,Zn), and
∪2C(F ) : Cˇ
k−2(W,Mun (Z))→ Cˇ
k+1(W,Z),
with their integer cohomology analogues:
(φ(k−1)1 ∪1 F )λ0...λk+1(z) =
n∑
l=1
φ
(k−1)1
λ0...λk−1
(z)lFλk−1λkλk+1(z)l,
(φ(k−2)2 ∪1 F )λ0...λk(z)l =
∑
1≤i<j≤n
φ
(k−2)2
λ0...λk−2
(z)ij(Fλk−2λk−1λk(z)i(el)j − (el)iFλk−2λk−1λk(z)j),
and (φ(k−2)2 ∪2 C(F ))λ0...λk+1(z) :=
∑
1≤i<j≤n
φ
(k−2)2
λ0...λk−2
(z)ijC(F )λk−2λk−1λkλk+1(z)ij ,
Then the differential in integer coefficients is
DF (φ
k0, φ(k−1)1, φ(k−2)2) :=(∂ˇφk0 + (−1)k+1φ(k−1)1 ∪1 F + (−1)
k+1φ(k−2)2 ∪2 C(F ),
∂ˇφ(k−1)1 + (−1)kφ(k−2)2 ∪1 F, ∂ˇφ
(k−2)2).
Definition 3.3. Fix a cocycle F ∈ Zˇ2(W,Zn). The kth dimensionally reduced Cˇech coho-
mology group of the cover W with coefficients in Z is the cohomology of CkF (W,Z).
Similarly for real coefficients, cochains in CkF (W,R) are triples (φ
k0, φ(k−1)1, φ(k−2)2)
consisting of Cˇech cochains φk0 ∈ Cˇk(W,R), φ(k−1)1 ∈ Cˇk−1(W,Rn) and φ(k−2)2 ∈
Cˇk−2(W,M(R)), where R denotes the sheaf of germs of continuous R-valued functions,
and M(R), the sheaf of germs of continuous Mun (R)-valued functions.
Proposition 3.4 ( [BR11]). Let W be a good open cover of a C∞ manifold Z, and fix a
cocycle F ∈ Zˇ2(W,Zn). Then there is a long exact sequence of cohomology groups
· · · → HkF (W,R)→ H
k
F (W,S)→ H
k+1
F (W,Z)→ H
k+1
F (W,R)→ · · ·
Most of the groups HkF (W,R) are trivial. The proof is contained in [BR11].
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Lemma 3.5. Let W be an open cover of of a C∞ manifold Z, and fix a cocycle F ∈
Zˇ2(W,Z). Then we have group isomorphisms
H
k
F (W,R)
∼=


C(Z,R) k = 0
C(Z,Rn) k = 1
C(Z,Mun (R)) k = 2
0 k ≥ 3.
Consequently, we have the:
Corollary 3.6. Let W be a good open cover of a C∞ manifold Z, and fix a cocycle F ∈
Zˇ2(W,Zn). Then we have exact sequences
0→ C(Z,Z)→ C(Z,R)→ C(Z,T)→ H1F (W,Z)→ C(Z,R
n)→ H1F (W,S)→ H
2
F (W,Z)
→ C(Z,Mun (R))→ H
2
F (W,S)→ H
3
F (W,Z)→ 0,
and 0→ HkF (W,S)→ H
k+1
F (W,Z)→ 0, k ≥ 3.
4. Covers of Groupoids
As mentioned in the introduction, in [Tu06] Tu established a groupoid cohomology the-
ory. It is isomorphic, in degree two, to the equivariant Brauer group. An understand-
ing of these cohomology groups Hˇ2(Rn ⋉ X,S) and the isomorphism Υ : BrRn(X) →
Hˇ2(Rn ⋉ X,S) will be necessary to prove surjectivity of our map from the equivariant
Brauer group to our dimensionally reduced cohomology group from Section 3 (see Corol-
lary 8.15).
Definition 4.1. Let ∆ be the simplicial category, consisting of (n + 1)-tuples
{0, 1, 2, . . . , n}, written [n], n ∈ N+ and non-decreasing maps as morphisms. (A map
f : [k]→ [n] is non-decreasing if f(i+1) ≥ f(i) for all i ∈ [k]). The presimplicial category
∆′ is the category with the same objects and strictly increasing maps as morphisms. De-
note the set of morphisms from [k] to [n] in the category by ∆ (resp. ∆′) by hom∆([k], [n])
(resp. hom∆′([k], [n])).
A (pre)simplicial set is a functor from the (pre)simplical category ∆ (or ∆′) to the cate-
gory SET of sets. A (pre)simplicial (topological) space is a functor from the (pre)simplical
category ∆ (or ∆′) to the category T OP of topological spaces.
Remark 4.2. From, e.g. [ML63], the image of the morphisms from ∆′ (resp. ∆) under a
functor from the (pre)simplicial category is determined by the images of the collection of
ǫi, i ∈ [n], the unique injective map in hom∆([n], [n + 1]) that omits the number i, and
ηi, i ∈ [n], the unique surjective map in hom∆([n], [n − 1]) that repeats the number i.
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Therefore, if CAT is an arbitrary category, and F any functor F : ∆ → CAT , we denote
the images F (ǫi) and F (ηi) of ǫi and ηi by ǫ˜i and η˜i. We rely on context to make it clear
which functor and which category is being used.
Remark 4.3. We will often omit commas between indices to make reading indices printed
in small fonts (e.g. when used as a subscript) easier on the eye.
Definition 4.4. A groupoid is a small category G in which every arrow is invertible. We
denote the object and arrow spaces G(0) and G(1), and, if g ∈ G(1), then r(g), s(g) ∈ G(0)
are the range and source of g respectively. The symbol ι denotes the canonical inclusion
ι : G(0) → G(1). A groupoid is called a topological groupoid if the sets G(0) and G(1) are
topological spaces such that r, s, and composition of arrows are continuous maps.
Example 4.5. Given a groupoid G there is an associated simplicial space whose object
space is G(n) := {(γ0, . . . , γn−1) : s(γi+1) = r(γi)}, the set of n-composable arrows. The
morphisms are generated by compositions of maps ǫ˜i and η˜i, i ∈ [n], where
ǫ˜i(γ1, . . . , γn) =


(γ1, . . . , γn−1) i = 0
(γ0, . . . , γn−2) i = n
(γ0, . . . , γi−1γi, . . . , γn−1) otherwise.
(4.1)
and
η˜i(γ0, . . . , γn−1) =
{
(ι(s(γ0)), γ0, . . . , γn−1) if i = 0
(γ0, . . . , γi−1, ι(r(γi−1)), γi, . . . , γn−1) otherwise.
From now on, all groupoids we deal with will be topological groupoids, so we omit the
“topological”. In order to define Tu-Cˇech cohomology for a groupoid G, we are going
to need a pre-simplicial cover of the simplicial space G• associated to G. This will be
generated from covers of G(0) and G(1) respectively, and will actually be a refinement in the
sense discussed below.
Recall that if G is a group acting on a space X then there is a transformation-group
groupoid G⋉X with (G⋉X)(0) := X and (G⋉X)(1) := G×X . Later, for g ∈ G, x ∈ X ,
we write (g, x) for elements in G⋉X , which satisfies s((g, x)) := g−1x and r((g, x)) := x.
Example 4.6. For any open cover U0 = {U0λ0}λ0∈I0 of the object space G
0 of a groupoid
G, we may define the cover groupoid G[U0] by:
G[U0](1) := {(λ0, γ, λ1) : γ ∈ G, s(γ) ∈ U
0
λ0 , r(γ) ∈ U
0
λ1}.
This groupoid has object space G[U0](0) = {(λ0, x, λ0) : x ∈ U0λ0} =
∐
U0λ0 .
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Definition 4.7. An open cover of a presimplicial space M• is a sequence of covers U• =
(Un)n∈N such that Un = (Uni )i∈In is an open cover of the space Mn. The cover is said to be
presimplicial if I• = (In)n∈N is a presimplicial set such that for all f ∈ hom∆′(k, n) and
for all i ∈ In one has f˜(Uni ) ⊂ U
k
f˜(i)
. One defines simplicial covers similarly.
Definition 4.8. Let U• = {{Uni }i∈In : n ∈ N} and V
• = {{V nj }j∈Jn : n ∈ N} be covers of
the simplicial space G•. Then we say V• is finer than U• if for all n there exists a collection
of refinement maps θn : J n → In such that V nj ⊂ U
n
θn(j)
for all j. If the covers U• and
V• are (pre)simplicial then the refinement map θ• is required to be (pre)simplicial, which
means that for any index j ∈ J n and f : [k] → [n] a non-decreasing (strictly increasing)
map, one has θk(f˜(j)) = f˜(θn(j)).
Remark 4.9. It is necessary that the refinement maps respect the (pre)simplicial structure
so that the Tu-Cˇech differential, defined later, commutes with refinements.
Fix n ∈ N+, an open cover U0 = {U0i }i∈I0 and U
1 = {U1j }j∈I1 of G
(0) and G(1) respec-
tively. We define Λ′n to be the set of all maps λ :
⋃
k∈[1] hom∆′([k], [n]) →
⋃
k∈[1] I
k that
satisfy λ(hom∆′([k], [n])) ⊂ Ik.We use Tu’s notation for the elements of Λ′n. That is, if λl is
the index in I0 given by λ(f : 0 7→ l) and λlp is the index in I
1 given by λ(f : 0 7→ l, 1 7→ p),
we write λ := λ0λ1 . . . λnλ01λ02 . . . λ0nλ12λ13 . . . λ(n−1)n. If n > 0, we define U
n
λ to be the
set of all (γ0, . . . , γn−1) ∈ G
(n) such that, for all 0 ≤ k ≤ l ≤ n−1, all of the following hold:
s(γ0) ∈ U0λ0 , r(γk) ∈ U
0
λk+1
, and γk . . . γl ∈ U1λk(l+1) . If n = 0 we simply have U
0
λ = U
0
λ0
.
Example 4.10. In the case n = 2 and G = G ⋉ X we have (g0, g1, x) ∈ U2λ0λ1λ2λ01λ02λ12
if and only if all of the following hold: g−10 g
−1
1 x ∈ U
0
λ0
, g−11 x ∈ U
0
λ1
, x ∈ U0λ2 , (g0, g
−1
1 x) ∈
U1λ01 , (g0g1, x) ∈ U
1
λ02
, and (g1, x) ∈ U1λ12 .
Remark 4.11. The reader should be careful to note that, despite the notation above, we
shall use simultaneously the standard notation U0λ0λ1...λn to denote U
0
λ0
∩ U0λ1 ∩ · · · ∩ U
0
λn
.
This shouldn’t be confusing, since the superscript of U0λ0λ1...λn is 0 and the index λ0λ1 . . . λn
is not in Λ′n.
Lemma 4.12. Given open covers U0 = {U0i }i∈I0 and U
1 = {U1j }j∈I1 of a topological
groupoid G, the collection σU• := {{Unλ }λ∈Λ′n}n∈N forms a presimplicial cover of the sim-
plicial space G• = {G(n)}n∈N. Moreover, if for n ≥ 2 we let U (n) := G(n), then U• is an
open cover of G•, and σU• is a refinement of U•.
Proof. We define the presimplicial structure on the index set Λ′n by taking λ ∈ Λ
′
n and
g ∈ hom∆′([k], [n]) and taking g˜ : Λ′n → Λ
′
k to be
g˜(λ)(f) := λ(g ◦ f). (4.2)
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We must show for any g ∈ hom∆′(k, n) that g˜(Unλ ) ⊂ U
k
g˜(λ). Now, Remark 4.2 implies it
suffices to consider g = ǫi, so that we need to check ǫ˜i(U
n
λ ) ⊂ U
n−1
ǫ˜i(λ)
. We do this for the
case 1 ≤ i ≤ n − 1 (the cases i = 0 and i = n are similar). Fix (γ0, . . . , γn−1) ∈ U
n
λ , and
define (δ0, . . . , δn−2) by (δ0, . . . , δn−2) := ǫ˜i(γ0, . . . , γn−1). Also define the index µ ∈ Λ′n−1 by
µ = ǫ˜i(λ). Therefore we need to show that s(δ0) ∈ U
0
µ0 , r(δk) ∈ U
0
µk+1
and δk . . . δl ∈ U
1
µk(l+1)
.
By Equation (4.1) we have δk = γk, k < i−1, δi−1 = γi−1γi, δk = γk+1, k ≥ i. Therefore,
for any 0 ≤ k ≤ l ≤ n− 2, we have
δk . . . δl =


γk . . . γl l < i− 1
γk . . . γl+1 k < i− 1 ≤ l
γk+1 . . . γl+1 i− 1 < k.
Moreover, by Equation (4.2) we have µk = λk, k < i, µk = λk+1, k ≥ i, and
µkl =


λkl l < i,
λk(l+1) k < i ≤ l,
λ(k+1)(l+1) k ≥ i.
Let us show that δk . . . δl ∈ U
n−1
δk(l+1)
. Certainly if l < i − 1 then δk . . . δl = γk . . . γl ∈
U1λk(l+1) = U
1
µk(l+1)
. Also, if k < i − 1 ≤ l then δk . . . δl = γk . . . γl+1 ∈ U1λk(l+2) = U
1
µk(l+1)
.
Finally, if k ≥ i − 1, then δk . . . δl = γk+1 . . . γl+1 ∈ U1λ(k+1)(l+2) = U
1
µk(l+1)
. Proving that
s(δ0) ∈ U0µ0 and r(δk) ∈ U
0
µk+1
is similar. 
Remark 4.13. One may check that if λ = λ0λ1 . . . λnλ01λ02 . . . λ(n−1)n, then ǫ˜i(λ) can be
obtained from λ by deleting any occurrences of λi, λil or λli where l is arbitrary. For
example if λ = λ0λ1λ2λ01λ02λ12, then ǫ˜1(λ) = λ0λ2λ02.
Given the covers U0 = {U0i }i∈I0 and U
1 = {U1j }j∈I1 we can also generate a simplicial
cover of G•, by modifying the definitions above. Let λ ∈ Λn, where Λn is the set of all
maps λ :
⋃
k∈[1] hom∆([k], [n]) →
⋃
Ik that satisfy λ(hom∆([k], [n])) ⊂ Ik. The difference
between this cover and the presimplicial cover from Lemma 4.12 is that here we are working
with hom∆([k], [n]), as opposed to hom∆′([k], [n]). In Tu’s notation, elements of Λn take
the form λ := λ0λ1 . . . λnλ00λ01 . . . λ0nλ11λ12 . . . λnn. If n > 0, we define U
n
λ to be the set
of all (γ0, . . . , γn−1) ∈ G(n) such that, for all 0 ≤ k ≤ l ≤ n − 1, all of the following hold:
ι(s(γ0)) ∈ ι(U0λ0) ∩ U
1
λ00
, ι(r(γk)) ∈ ι(U0λk+1) ∩ U
1
λ(k+1)(k+1)
, and γk . . . γl ∈ U1k(l+1). Here we
have used the canonical injection ι of G(0) into G(1) (from here on, we omit the ι). If n = 0
we have U0λ = {x ∈ G
(0) : x ∈ U0λ0 , ι(x) ∈ U
1
λ00
}.
Lemma 4.14. Given the open covers U0 = {U0i }i∈I0 and U
1 = {U1j }j∈I1 of a topological
groupoid G, the collection σ∞U• := {{Unλ }λ∈Λn}n∈N forms a simplicial cover of the simplicial
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space G• = {G(n)}n∈N. Moreover, if for n ≥ 2 we let U
(n) := G(n), then U• is an open cover
of G•, and σ∞U• is a refinement of U•.
Proof. This proof is identical to that of Lemma 4.12 with the addition η˜j(U
n
λ ) ⊂ U
n+1
η˜j (λ)
. 
Remark 4.15. One can check that if λ = λ0λ1 . . . λnλ00λ01 . . . λnn, then η˜i(λ) can be ob-
tained from λ as follows. Repeat the number i in the ordered set {0, 1, . . . n} to get the
ordered set {0, . . . , i, i, . . . , n}. Now, take all non-increasing maps from [1] to this set as
the subscripts of η˜i(λ). For example, if λ ∈ Λ1 is written as λ = λ0λ1λ00λ01λ11, then
η˜0(λ) = λ0λ0λ1λ00λ00λ01λ00λ01λ11, and η˜1(λ) = λ0λ1λ1λ00λ01λ01λ11λ11λ11.
5. Tu-Cˇech Cohomology
Definition 5.1. Let U0 = {U0i }i∈I0 and U
1 = {U1j }j∈I1 be open covers of a topological
groupoid G, and let σU• be the presimplicial cover from Lemma 4.12. We denote by
Cˇn(σU•,S) the group of Tu-Cˇech cochains of degree n, where a cochain ϕ ∈ Cˇn(σU•,S)
is a collection ϕ = {ϕλ}λ∈Λ′n of continuous functions ϕλ : U
n
λ → T.
Lemma 5.2 ( [Tu06, Sect 4.2]). The Tu-Cˇech differential, denoted ∂Tu, is given by
(∂Tuϕ)µ(γ0, γ1, . . . , γn) =
n+1∑
i=0
(−1)iϕǫ˜iµ(ǫ˜i(γ0, . . . , γn)),
where µ ∈ Λ′n+1 and (γ0, γ1, . . . , γn) ∈ U
n+1
µ .
Remark 5.3. We work over S because our cochains take values in T. In [Tu06], any abelian
sheaf is allowed, but we do not need that generality here.
We denote the groups of cocycles and coboundaries by Zˇn(σU•,S) and Bˇn(σU•,S)
respectively and the cohomology group relative to {U0,U1} using the differential on
Cˇ•(σU•,S) as Hˇ•(σU•,S). We need of course that the maps are independent of the
choice of refinement maps. Thus if θ• : J • → I• is a refinement map then let
θ∗ : Cˇn(σU•,S) → Cˇn(σV•,S) be given by (θ∗ϕ)λ = restriction of ϕθ(λ) to V
n
λ , where
θ(λ) = θ0(λ0) . . . θ
0(λn)θ
1(λ01) . . . θ
1(λ(n−1)n). As θ
∗ commutes with the differentials, it de-
fines a map θ∗ : Hˇ•(σU•,S) → Hˇ•(σV•,S). We now have [Tu06, Lemma 4.5], for our
context.
Lemma 5.4. Let U• and V• be open covers of G• such that V• is a simplicial cover.
Suppose that V• is finer than U• and that θ, ϑ : J • → I• are two refinements. Then there
exists H : Cˇn(σU•,S)→ Cˇn−1(σV•,S) such that ϑ∗ − θ∗ = dH +Hd.
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Remark 5.5. We omit the definition of H and the proof of the above lemma, as they are
both highly non-trivial, and we do not use them.
Definition 5.6. The Tu-Cˇech cohomology groups Hˇ•(G,S) of a topological groupoid G
are defined by Hˇ•(G,S) := lim−→U Hˇ
•(σU•,S), where the inductive limit is taken over all
simplicial covers of U• of G•.
Now, Lemmas 5.4 and 4.14 imply that there is a canonical map Hˇ•(U•,S) → Hˇ•(G,S)
for any open cover U• of G•, regardless of whether U• is simplicial or not. In practice, we
usually work over a cover where, for n ≥ 2, we have U (n) = G(n), and will often assume
this without comment.
Example 5.7. For later use we describe 1-cocycles and 1-coboundaries for the groupoid
G = G⋉X . Choose open covers U0 = (U0i )i∈I0 and U
1 = (U1j )j∈I1 of G
(0) = X and G(1) =
G×X . Then, for any index λ = λ0λ1λ01 ∈ Λ′1, U
1
λ0λ1λ01
is the set of (g, x) ∈ G×X such
that g−1x ∈ U0λ0 , x ∈ U
0
λ1
and (g, x) ∈ U1λ01 . Now, a 0-cochain is a collection ψ = {ψλ0}λ0∈I0
of continuous functions ψλ0 : U
0
λ0
→ T, whilst a 1-cochain ϕ = {ϕ}λ∈Λ′1 is a collection of
continuous functions ϕλ0λ1λ01 : U
1
λ0λ1λ01
→ T. Therefore, a 1-coboundary φ is a 1-cochain
such that there exists a 0-cochain ψ with φλ0λ1(g, x) = ψλ0(g
−1x)∗ψλ1(x).
To describe a 1-cocycle, we use the following lemma:
Lemma 5.8 ( [Tu06, Sect 5.2]). Let ϕ = (ϕλ)λ∈Λ1 be a 1-cocycle. Then ϕλ0λ1λ01 does not
depend on the choice of λ01.
Proof. The fact that ∂Tuϕ = 1 implies that
1 = ϕλ1λ1λ12(e, x)ϕλ0λ1λ01(g, x)ϕλ0λ1λ01(g, x)
∗ = ϕλ1λ1λ12(e, x).
Therefore, using ∂Tuϕ = 1 again implies that
ϕλ0λ1λ02(g, x) = ϕλ1λ1λ12(e, x)ϕλ0λ1λ01(g, x) = ϕλ0λ1λ01(g, x).

Remark 5.9. Note that the proof does not use commutativity of T, so that the lemma
applies equally to maps taking values in U(H) that satisfy the 1-cocycle identity.
Therefore, ϕ is a 1-cocycle if for any (g, h, x) = ((g, h−1x), (h, x)) ∈ G(2) that satisfy
s(g, h−1x) = (gh)−1x ∈ U0λ0 , r(g, h
−1x) = h−1x ∈ U0λ1 , r(h, x) = x ∈ U
0
λ2
, we have
ϕλ1λ2(h, x)ϕλ0λ2(gh, x)
∗ϕλ0λ1(g, h
−1x) = 1.
The rest of this Section is devoted to proving:
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Theorem 5.10 ( [Tu06, Cor 5.9]). Let G be an abelian second countable locally compact
Hausdorff topological group (with Haar measure) acting on a second countable locally com-
pact Hausdorff space X. Then there is an isomorphism Υ : BrG(X)→ Hˇ
2(G⋉X,S).
We need our own proof as Tu’s does not provide the right approach for our main result.
We first outline the construction of Υ and then justify the steps. Let (CT (X, δ), α) ∈
BrG(X), and choose an open cover U0 = {U0λ0}λ0∈I0 of X such that there exist C0(U
0
λ0
)-
isomorphisms (local trivialisations) Φλ0 : CT (X, δ)|U0λ0
→ C0(U
0
λ0
,K). Then, perhaps after
a refinement, there are continuous maps uλ0λ1 : U
0
λ0λ1
→ U(H) such that Φλ1 ◦ Φ
−1
λ0
=
Ad uλ0λ1 . Recall the “cover groupoid” from Example 4.6. Fix T ∈ K and a ∈ CT (X, δ)
satisfying Φλ0(a)(g
−1x) = T . Then there is a continuous map βα,Φ : (G ⋉ X [U0])(1) →
AutK: βα,Φ(λ0(g,x)λ1)(T ) = Φλ1(αg(a))(x). Lemma 5.11 below will show that this is well-
defined while Lemma 5.12 shows that there exists an open cover U1 = {U1λ01}λ01∈I1 of
(G⋉X)(1) = G×X and functions uλ0λ1λ01 ∈ C(U
1
λ0λ1λ01
, U(H)) such that βα,Φ|U1
λ0λ1λ01
=
Ad uλ0λ1λ01 . Finally, if G is an abelian group, a simple computation using the definitions
shows that for any (g0, g1, x) ∈ U
2
λ0λ1λ2λ01λ02λ12
:
Ad uλ1λ2λ12(g1, x) Ad uλ0λ1λ01(g0, g
−1
1 x) = Ad uλ0λ2λ02(g0g1, x).
Therefore we may define a Tu-Cˇech 2-cocycle ϕ(α) ∈ Zˇ(σU•,S), by
ϕ(α)λ0λ1λ2λ01λ02λ12(g0, g1, x) := uλ1λ2λ12(g1, x)uλ0λ1λ01(g0, g
−1
1 x)uλ0λ2λ02(g0g1, x)
∗, (5.1)
and the map Υ is given by Υ : [CT (x, δ), α] 7→ [ϕ(α)]. We now provide the missing proofs.
Lemma 5.11. βα,Φ(λ0(g,x)λ1)(T ) is independent of the choice of a ∈ CT (X, δ) satisfying
Φλ0(a)(g
−1x) = T .
Proof. Let b be another element such that Φλ0(b)(g
−1x) = T . Then Φλ0(a− b)(g
−1x) = 0.
By [EW98, Lemma 2.1] and its proof, we can identify CT (X, δ)|X\{g−1x} with
C0(X\{g
−1x}) · CT (X, δ),
and there exists f ∈ C0(X) and c ∈ CT (X, δ) such that f(g−1x) = 0 and f · c = a− b.
Then the calculation
Φλ1(αg(a− b))(x) = Φλ1(αg(f · c))(x) = Φλ1(τg(f)αg(c))(x) = f(g
−1x)Φλ1(αg(c))(x) = 0,
shows that Φλ1(αg(a))(x) = Φλ1(αg(b))(x). 
Lemma 5.12. There exists an open cover U1 = {U1λ01}λ01∈I1 of (G⋉X)
(1) = G×X and
functions uλ0λ1λ01 ∈ C(U
1
λ0λ1λ01
, U(H)) such that βα,Φ|U1
λ0λ1λ01
= Ad uλ0λ1λ01 .
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Proof. Fix a pair of indices λ0, λ1 ∈ I0. Then, because U(H) → AutK has continuous
local sections, there is a collection of open sets U1µi ⊂ {(g, x) : g
−1x ∈ U0λ0 , x ∈ U
0
λ1
} and
continuous maps uµi : U
1
µi
→ U(H) such that {U1µi} covers {(g, x) : g
−1x ∈ U0λ0 , x ∈ U
0
λ1
}
and βα,Φ(λ0(g,x)λ1) = Ad uµi(g, x) for all (g, x) such that (g, x) ∈ Uµi . Note that, for any i,
U1µi is an open set in (G⋉X)
(1), and we define uλ0λ1µi(g, x) := uµi(g, x). This definition is
close to our goal, except the open set U1µi is a priori dependent on λ0 and λ1, so it is not
obvious that for any other pair of indices, λ2, λ3 ∈ I0, there is a continuous map uλ2λ3µi
defined on {(g, x) : g−1x ∈ U0λ2 , x ∈ U
0
λ3
and (g, x) ∈ U1µi}. On the other hand, if λ2 and
λ3 are another pair of indices such that U
1
µi
∩ {(g, x) : g−1x ∈ U0λ2 , x ∈ U
0
λ3
} 6= ∅, we may
define a continuous map uλ2λ3µi on {(g, x) : g
−1x ∈ U0λ2 , x ∈ U
0
λ3
and (g, x) ∈ U1µ1} by
uλ2λ3µi(g, x) := uλ1λ3(x)uλ0λ1µi(g, x)uλ0λ2(g
−1x)∗.
We then claim that
βα,Φ(λ2(g,x)λ3) = Ad uλ2λ3µi(g, x) (5.2)
for all (g, x) ∈ {(g, x) : g−1x ∈ U0λ2 , x ∈ U
0
λ3
and (g, x) ∈ U1µi}. Indeed, for any such element
(g, x) we have by definition βα,Φ(λ2(g,x)λ3)(T ) := Φλ3(αg(a))(x), where Φλ2(a)(g
−1x) = T . Of
course, by inserting Φ−1λ0 ◦ Φλ0 we have
Φλ2 ◦ Φ
−1
λ0
◦ Φλ0(a)(g
−1x) = T =⇒ uλ0λ2(x)Φλ0(a)(g
−1x)uλ0λ2(g
−1x)∗ = T
which implies Φλ0(a)(g
−1x) = uλ0λ2(x)
∗Tuλ0λ2(g
−1x). Then, by inserting Φ−1λ1 ◦Φλ1 we have
βα,Φ(λ2(g,x)λ3)(T ) = Φλ3 ◦ Φ
−1
λ1
◦ Φλ1(αg(a))(x) = uλ1λ3(x)Φλ1(αg(a))(x)uλ1λ3(x)
∗
= uλ1λ3(x)uλ0λ1µi(g, x)uλ0λ2(g
−1x)∗Tuλ0λ2(g
−1x)uλ0λ1µi(g, x)
∗uλ1λ3(x)
∗.
This proves claim (5.2). Therefore, to define the open cover U1 = {U1λ01} of G × X such
that βα,Φ is implemented by unitaries defined on sets of the form U1λ0λ1λ01 , it suffices to
take U1 to be the union of all the {Uµi} generated by all pairs of indices λ0, λ1. 
Proposition 5.13. Let G be a second countable locally compact Hausdorff abelian group
acting on a second countable locally compact space X. Then the map Υ given by (5.1)
induces a homomorphism (denoted by the same symbol) Υ : BrG(X)→ Hˇ2(G⋉X,S).
Proof. In constructing Υ : BrG(X)→ Hˇ2(G⋉X,S), we had to choose local trivialisations
{Φλ} of CT (X, δ), and the unitary lifts {uλ0λ1λ01} of β
α,Φ
(λ0(g,x)λ1)
, and thus it is not clear that
Υ is well-defined. First we assume that it is, and prove it descends to a map on BrRn(X).
Below, we will omit mentioning that we may need to refine the cover at each stage.
Let (CT (X, δ), χ) be outer conjugate to (CT (X, δ), α). Choose local trivialisations
Ψλ0 : CT (X, δ)|Uλ0 → C0(Uλ0 ,K), and let β
χ,Ψ
(λ0(g,x)λ1)
(T ) := Ψλ1(χg(b))(x), where b ∈
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CT (X, δ) satisfies Ψλ0(b)(g
−1x) = T . Then there exists {u˜λ0λ1λ01} such that β
χ,Ψ
(λ0(s,x)λ1)
=
Ad u˜λ0λ1λ01(s, x). By the definition of outer conjugacy, there exists a C0(X)-isomorphism
Φ : CT (X, δ)→ CT (X, δ) and a continuous map w : G→ UM(CT (X, δ)) such that
Φ−1 ◦ χs ◦ Φ(a) = wsαs(a)w
∗
s , (5.3)
ws+t = wsαs(wt). (5.4)
Finally, we may also suppose there are continuous maps νλ0 : Uλ0 → U(H) such that
Ψλ0 ◦ Φ ◦ Φ
−1
λ0
= Ad νλ0 . (5.5)
Using all these relations, we re-examine βχ,Ψ. Fix T ∈ K and let b ∈ CT (X, δ) satisfy
Ψλ0(b)(−s·x) = T . Define a ∈ CT (X, δ) by a := Φ
−1(b), which must satisfy Ψλ0 ◦Φ(a)(−s·
x) = T. Notice that, since Ψλ0 ◦ Φ = Ψλ0 ◦ Φ ◦ Φ
−1
λ0
◦ Φλ0 , the element a satisfies
Φλ0(a)(−s · x) = Ad νλ0(−s · x)
∗(T ). (5.6)
Then βχ,Ψ(λ0(s,x)λ1)(T ) := Ψλ1(χg(b))(x) = Ψλ1 ◦ Φ ◦ Φ
−1(χg(b))(x)
=Ψλ1 ◦ Φ ◦ Φ
−1
λ1
◦ Φλ1 ◦ Φ
−1(χg(Φ(a)))(x)
=Ad νλ1(x)Φλ1(wsαs(a)w
∗
s)(x) by (5.3) and (5.5)
=[Ad νλ1(x)Φλ1(ws)(x)]Φλ1(αs(a))(x).
From this calculation, using (5.6) we obtain the relation:
βχ,Ψ(λ0(s,x)λ1)(T ) =Ad[νλ1(x)Φλ1(ws)(x)uλ0λ1λ01(s, x)νλ0(−s · x)
∗](T ).
Therefore there exist continuous functions τλ0λ1λ01 : U
1
λ0λ1λ01
→ T and
u˜λ0λ1λ01(s, x) = τλ0λ1λ01(s, x)νλ1(x)Φλ1(ws)(x)uλ0λ1λ01(s, x)νλ0(−s · x)
∗.
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Finally, let Φλ1(wg0)(g
−1
1 x) = T so that βλ1(g1,x)λ2(T ) = Φλ2(α(wg0))(x), and then using
Lemma 2.5, the fact that G is abelian, and Equation (5.4) we obtain
ϕ(χ)λ0λ1λ2λ01λ02λ12(g0, g1, x) = τλ1λ2λ12(g1, x)νλ2(x)Φλ2(wg1)(x)uλ1λ2λ12(g1, x)νλ1(g
−1
1 x)
∗
× τλ0λ1λ01(g0, g
−1
1 x)νλ1(g
−1
1 x)Φλ1(wg0)(g
−1
1 x)uλ0λ1λ01(g0, g
−1
1 x)νλ0(g
−1
0 g
−1
1 x)
∗
× νλ0(g
−1
1 g
−1
0 x)uλ0λ2λ02(g0g1, x)
∗Φλ2(wg0g1)(x)
∗νλ2(x)
∗τλ0λ2λ01(g0g1, x)
∗
=∂Tuτλ0λ1λ2λ01λ02λ12(g0, g1, x)Φλ2(wg0g1)(x)
∗Φλ2(wg1)(x)uλ1λ2λ12(g0, x)Φλ1(wg0)(g
−1
1 x)
× uλ0λ1λ01(g0, g
−1
1 x)uλ0λ2λ02(g0g1, x)
∗
=ϕ(α)λ0λ1λ2λ01λ02λ12(g0, g1, x)∂Tuτλ0λ1λ2λ01λ02λ12(g0, g1, x)Φλ2(α(wg0))(x)
∗
× uλ1λ2λ12(g0, x)Φλ1(wg0)(g
−1
1 x)uλ1λ2λ12(g1, x)
=(ϕ(α)∂Tuτ)λ0λ1λ2λ01λ02λ12(g0, g1, x)Φλ2(α(wg0))(x)
∗βλ1(g1,x)λ2(T )
=(ϕ(α)∂Tuτ)λ0λ1λ2λ01λ02λ12(g0, g1, x).
Therefore Υ(CT (X, δ), χ) = Υ(CT (X, δ), α), and Υ is constant on outer conjugacy classes.
Finally, to see that Υ is well-defined, we use the same proof as above, except we set
Φ = id and wg(x) = 1. 
We claim the map Υ is an isomorphism. The proof of injectivity is self-contained while
surjectivity depends on results external to this paper. First we show that if [CT (X, δ), α]
7→ 1 ∈ Hˇ2(G⋉X,S), then CT (X, δ) is C0(X)-isomorphic to C0(X,K).
Lemma 5.14. Suppose Υ : (CT (X, δ), α) 7→ [ϕ(α)] ∈ Hˇ2(σU•,S), where U• is a simplicial
open cover U• of (G ⋉ X)• (from Lemma 4.14). Let ∆ be the isomorphism Hˇ2(X,S)
∼=
→
Hˇ3(X,Z) and define F (ϕ) ∈ Zˇ2(U0,S) to be the Cˇech cohomology 2-cocycle given by
F (ϕ) : x 7→ ϕ(α)λ0λ1λ2η˜(λ1)η˜(λ2)η˜(λ2)(e, e, x), x ∈ U
0
λ0λ1λ2
.
Then ∆([F (ϕ(α))]) = δ.
Proof. Notice that, for fixed T ∈ K, if a ∈ CT (X, δ) is such that Φλ0(a)(x) = T , then
βα,Φ(λ0(e,x)λ1)(T ) := Φλ1(αe(a))(x) = Φλ1 ◦ Φ
−1
λ0
(T ).
That is βα,Φ(λ0(e,x)λ1)(T ) = Ad vλ0λ1(x)(T ) for some transition function vλ0λ1 ∈ C(U
0
λ0λ1
, U(H))
corresponding to a vector bundle p : E → X with fibre K, such that δ = [∂ˇv]. Therefore,
given the maps uλ0λ1λ01 ∈ C(U
1
λ , U(H)) that implement β
α,Φ, there must exist continuous
functions pλ0λ1λ01 : U
1
λ ∩ ι(G
(0))→ T such that uλ0λ1λ01(e, x) = pλ0λ1λ01(x)vλ0λ1(x). Thus, if
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ν denotes a 2-cocycle such that ∆([ν]) = δ, we must have
ϕ(α)λ0λ1λ2λ01λ02λ12(e, e, x) = uλ1λ2λ12(e, x)uλ0λ1λ01(e, x)uλ0λ2λ02(e, x)
∗
= pλ1λ2λ12(x)vλ1λ2(x)pλ0λ1λ01(x)vλ0λ1(x)pλ0λ2λ02(x)
∗vλ0λ2(x)
∗
= pλ1λ2λ12(x)pλ0λ1λ01(x)pλ0λ2λ02(x)
∗νλ0λ1λ2(x).
In particular, if we now refine the cover to be simplicial, then the map defined by
x 7→ pλ1λ2η˜(λ2)(x)pλ0λ1η˜(λ1)(x)pλ0λ2η˜(λ2)(x)
∗ is a coboundary in (the group of ordinary Cˇech
cochains) Cˇ2(U0,S), so the map F : Zˇ2(σU•,S) 7→ Zˇ2(U0,S) given in the statement of the
lemma satisfies ∆[F (ϕ)] = δ. 
Corollary 5.15. The homomorphism Υ : BrG(X) 7→ Hˇ2(G⋉X,S) is injective.
Proof. Let (CT (X, δ), α) ∈ BrG(X) and let U0 be an open cover of X such that there are
trivialisations Φλ0 : CT (X, δ)|Uλ0 → C0(Uλ0 ,K). Choose an open cover U
1 of G × X and
continuous maps uλ0λ1λ01 : U
1
λ0λ1λ01
→ U(H) so that βα,Φ|U1
λ0λ1λ01
= Ad uλ0λ1λ01 , and then
define ϕ(α) as in Equation (5.1). Let τ denote the G-action onX and assume, perhaps after
a refinement, that ϕ(α) is a coboundary. We have to show [CT (X, δ), α] = [C0(X,K), τ ] =
0 in BrG(X). This means finding an isomorphism Φ : CT (X, δ) → C0(X,K) such that
Φ ◦ α ◦ Φ−1 is exterior equivalent to τ . For this purpose, we may assume U is simplicial.
Now, as ϕ(α) is a Tu-Cˇech coboundary, there exists a Tu-Cˇech 1-cochain φ such that
ϕ(α)λ0λ1λ2λ01λ02λ12(g, h, x) = φλ1λ2λ12(h, x)φλ0λ1λ01(g, h
−1x)φλ0λ2λ02(gh, x)
∗.
Observe that x 7→ φλ0λ1η˜(λ1)(e, x) defines a Cˇech 1-cochain in Cˇ
1(U0,S), and moreover that
the cocycle F (ϕ(α)) from Lemma 5.14 satisfies
F (ϕ(α))λ0λ1λ2(x) =ϕλ0λ1λ2η˜(λ1)η˜(λ2)η˜(λ2)(e, e, x)
=φλ1λ2η˜(λ2)(e, x)φλ0λ1η˜(λ1)(e, x)φλ0λ2η˜(λ2)(e, x)
∗.
Therefore F (ϕ(α)) is a coboundary, and δ = 0. Consequently, there exists a C0(X)-
isomorphism Φ : CT (X, δ)→ C0(X,K).
That the continuous maps φ∗uλ0λ1λ01 : (g, x) 7→ φ
∗
λ0λ1λ01
(g, x)uλ0λ1λ01(g, x) defined on
U1λ0λ1λ01 are independent of λ01 follows directly from the proof of Lemma 5.8, and we write
{φ∗uλ0λ1λ01} =: {vλ0λ1}. Moreover, {vλ0λ1} satisfies
vλ1λ2(g, x)vλ0λ1(h, g
−1x)vλ0λ2(hg, x)
∗ = 1. (5.7)
Now, since βα,Φ(λ0(e,x)λ1) = Ad vλ0λ1(e, x) are the transition functions for some (locally trivial)
bundle p : E → X with fibre K and CT (X, δ)
∼=
→ C0(X,K), it follows that p : E → X is
isomorphic to the trivial bundle X×K → X . Therefore, (perhaps after a refinement) there
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exist continuous maps w : U0λ0 → U(H) such that for all h ∈ C0(X,K), Φλ0 ◦ Φ
−1(h)(x) =
Adwλ0(x)(h), which implies that
vλ0λ1(x) = wλ1(x)wλ0(x)
∗. (5.8)
Let (g, x) ∈ G×X , and let λ0 and λ1 be such that g−1x ∈ U0λ0 and x ∈ U
0
λ1
. We claim that
(g, x) 7→ wλ1(x)
∗vλ0λ1(g, x)wλ0(g
−1x) (5.9)
is independent of the indices λ0 and λ1, and in fact is a unitary τ cocycle implementing an
exterior equivalence between Φ◦αg ◦Φ−1 and τ . Indeed, let λ′0 and λ
′
1 be two other indices
such that g−1x ∈ U0λ′0 and x ∈ U
0
λ′1
. Two applications of Equation (5.7) give the identities
vλ0λ1(g, x)vλ′0λ0(e, g
−1x) = vλ′0λ1(g, x), and vλ′0λ1(g, x)vλ′0λ′1(g, x)
∗ = vλ1λ′1(g, x)
∗.
Applying these as well as Equation (5.8) shows
[wλ1(x)
∗vλ0λ1(g, x)wλ0(g
−1x)][wλ′0(g
−1x)∗vλ′0λ′1(g, x)
∗wλ′1(x)]
= wλ1(x)
∗vλ0λ1(g, x)vλ′0λ0(g
−1x)vλ′0λ′1(g, x)
∗wλ′1(x)
= wλ1(x)
∗vλ′0λ1(g, x)vλ′0λ′1(g, x)
∗wλ′1(x) = wλ1(x)
∗vλ1λ′1(g, x)
∗wλ1(x) = 1 ,
proving that (5.9) is independent of any choices of indices. To see that (5.9) is a unitary
τ cocycle, we need to check the conditions (2.2) and (2.3). For (2.2) we have for any
f ∈ C0(X,K),
Φ ◦ αg ◦ Φ
−1(f)(x) =Φ ◦ Φ−1λ1 ◦ Φλ1 ◦ αg ◦ Φ
−1
λ0
◦ Φλ0 ◦ Φ
−1(f)(x)
=Ad[wλ1(x)
∗vλ0λ1(g, x)wλ0(g
−1x)]f(g−1x)
=Ad[wλ1(x)
∗vλ0λ1(g, x)wλ0(g
−1x)](τgf)(x).
For (2.3), let (h, g, x) ∈ (G⋉X)(2), and choose indices such that h−1g−1x ∈ U0λ0 , g
−1x ∈ U0λ1
and x ∈ U0λ2 . Then we may complete the argument as Lemma 2.5 and Equation (5.7) imply
[wλ2(x)
∗vλ1λ2(g, x)wλ1(g
−1x)][wλ1(g
−1x)∗vλ0λ1(h, g
−1x)wλ0(h
−1g−1x)]
= wλ2(x)
∗vλ1λ2(g, x)vλ0λ1(h, g
−1x)wλ0(h
−1g−1x)
= wλ2(x)
∗vλ0λ2(hg, x)wλ0(h
−1g−1x) = wλ2(x)
∗vλ0λ2(gh, x)wλ0(h
−1g−1x).

Before we prove surjectivity, we need a digression that will ensure, given a Tu-Cˇech
cocycle ϕ, there exist continuous unitary-valued maps satisfying (5.1).
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Definition 5.16. A twist E over a groupoid G is a principal T-bundle j : E → G(1)
equipped with a groupoid structure such that E is a groupoid extension of G(1) by G(0)×T:
G(0) → G(0) × T
i
→֒ E
j
։ G(1).
Two twists E
j1
→ G(1) and F
j2
→ G(1) over G are isomorphic if there is groupoid homo-
morphism φ : E → F such that φ is a T-bundle isomorphism and the following diagram
commutes:
E
φ //
j1
!!B
BB
BB
BB
B F
j2
}}||
||
||
||
G(1)
The “Baer” sum of twists E and F over G, is the twist E ⊕ F over G defined by:
E ⊕ F = {(γ1, γ2) ∈ E × F : j1(γ1) = j2(γ2)},
with the obvious projection to G(1). With this operation, the set of isomorphism classes of
twists over G forms a group denoted Tw(G). To give an example of a twist, we need the:
Definition 5.17. Let G be a topological groupoid. We define R(G) to be the set of
continuous groupoid homomorphisms π : G(1) → AutK.
Example 5.18 ( [KMRW98, Sect 8]). Let G be a groupoid and let π ∈ R(G). Then there
is a twist E(π) over G given by E(π) := {(γ, u) ∈ G ×U(H) : πγ = Adu}. The T action is
the map t · (γ, u) := (γ, tu), t ∈ T, and the bundle projection is given by (γ, u) 7→ γ.
The importance of the above example is captured in the next result.
Proposition 5.19 ( [KMRW98, Prop 8.7]). Let G be a second countable locally compact
groupoid with Haar system. Then if E ∈ Tw(G) there is a π ∈ R(G) such that E ∼= E(π).
The relevance of twists over a groupoid to Tu-Cˇech cohomology is the following:
Proposition 5.20 ( [Tu06, Prop 5.6]). Let G be a topological groupoid with Haar system.
Then there is a canonical group isomorphism TwU(G[U0],T) ∼= Hˇ2(σU•,S), for each open
cover U• of G• where TwU(G[U
0],T) denotes the subgroup of Tw(G[U0]) consisting of ex-
tensions (G[U0])(0) → (G[U0])(0) × T →֒ E
j
։ (G[U0])(1) such that j admits a continuous
lifting over each open set U1λ, λ ∈ Λ
′
1.
To write down this canonical isomorphism, first let E ∈ TwU(G[U0],T) be a twist.
By Proposition 5.19, we may assume E = E(π) for some π ∈ R(G). Then, because
E(π) → (G[U0])(1) has continuous liftings over each open set U1λ , there exist continuous
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maps uλ0λ1λ01 : U
1
λ0λ1λ01
→ U(H) such that π(g,x) = Ad uλ0λ1λ01(g, x). One then defines a
cocycle ϕ ∈ Zˇ2(σU•,S) as in Equation (5.1).
Corollary 5.21. The homomorphism Υ : BrG(X) 7→ Hˇ2(G⋉X,S) is surjective.
Proof. Fix a class c ∈ Hˇ2(G ⋉ X,S), and an open cover U• of G• such that there is a
cocycle ϕ with c = [ϕ] ∈ Hˇ2(σU•,S). From the discussion just prior to this corollary, we
know there exist continuous maps uλ0λ1λ01 : U
1
λ0λ1λ01
→ U(H) such that
ϕλ0λ1λ2λ01λ02λ12(g0, g1, x) := uλ1λ2λ12(g1, x)uλ0λ1λ01(g0, g
−1
1 x)uλ0λ2λ02(g0g1, x)
∗.
We use this data to construct a (locally trivial) bundle over X with fibre K, and then
define an action of G on the C*-algebra of sections. First, note the above identity implies
Aduλ1λ2λ12(g1, x) Ad uλ0λ1λ01(g0, g
−1
1 x) Ad uλ0λ2λ02(g0g1, x)
∗ = 1. (5.10)
Then, the proof of Lemma 5.8 shows that Ad uλ0λ1λ01 is independent of λ01. Now, we
define a bundle E
p
→ X as the set E := {(λ0, x, T ) : λ0 ∈ I0, x ∈ U0λ0 , and T ∈ K}/ ∼,
where ∼ is the equivalence relation (λ0, x, T ) ∼ (λ1, x,Ad uλ0λ1•(e, x)T ). The C*-algebra
of sections Γ0(E,X) of E is then a continuous trace C*-algebra. To define an action, let
a ∈ Γ0(E,X), a(g−1x) = [λ0, g−1x, T ] and set (αga)(x) := [λ1, x,Ad uλ0λ1•(g, x)T ]. To show
that the definition is independent of the choice of representative (λ0, g
−1x, T ) and index λ1,
choose another representative (λ′0, g
−1x, T ′) and index λ′1. By the definition of ∼ we have:
(λ0, g
−1x, T ) ∼ (λ′0, g
−1x,Ad uλ0λ′0•(e, g
−1x)T ), which implies k′ = Ad uλ0λ′0•(e, g
−1x)k.
This fact and the cocycle identities Ad uλ′1λ1•(e, x) Ad uλ0λ′1•(g, x) Aduλ0λ1•(g, x)
∗ = 1, and
Ad uλ′0λ′1•(g, x) Aduλ0λ′0•(e, g
−1x) Ad uλ0λ′1•(g, x)
∗ = 1, imply
[λ′1, x,Aduλ′0λ′1•(g, x)T
′] = [λ1, x,Ad uλ′1λ1•(e, x)uλ′0λ′1•(g, x)uλ0λ′0•(e, g
−1x)T ]
= [λ1, x,Ad uλ′1λ1•(e, x)uλ0λ′1•(g, x)T ]
= [λ1, x,Ad uλ0λ1•(g, x)T ].
Therefore α is well-defined, and we have an element (Γ0(E,X), α) ∈ BrG(X). By reversing
this construction, it is easy to see that (Γ0(E,X), α) maps to the cocycle ϕ under the
homomorphism from Proposition 5.13. 
Thus we have injectivity (Corollary 5.15) and surjectivity (Corollary 5.21) of Υ proving
Theorem 5.10.
6. Raeburn and Williams’ Equivariant Cohomology
Let G be a locally compact abelian group and N a closed subgroup such that G →
G/N and Gˆ → Nˆ admit local sections and let π : X → Z be a locally trivial principal
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G/N -bundle over a paracompact space Z. Recall the definition of HkG(X,S) from the
introduction, which we know from Lemma 1.1 satisfies HkG(X,S)
∼= kerM.
Theorem 6.1 ( [RW93b, Thm 2.1]). With G, N as above, if (CT (X, δ), α) is an N-
principal system such that the G-action τ on X induces a principal G/N-bundle π : X → Z,
then there is a locally finite cover {Wλ0}λ0∈I of Z by relatively compact open sets such that
(1) for each λ0 ∈ I there is a C0(π−1(Wλ0))- isomorphism Φλ0 of CT (X, δ)|π−1(Wλ0)
onto C0(π
−1(Wλ0),K) which carries α to an action exterior equivalent to τ , and
(2) for each pair λ0, λ1 ∈ I, there is a unitary vλ0λ1 ∈ UM(C0(π
−1(Wλ0λ1),K)) such
that Φλ1 ◦ Φ
−1
λ0
= Ad vλ0λ1.
So for each λ0 ∈ I the isomorphism Φλ0 maps α to an action exterior equivalent
to τ on C0(π
−1(Wλ0),K). This means there are (strictly) continuous maps uλ0 : G →
C(π−1(Wλ0), U(H)) such that for any section hλ0 in C0(π
−1(Wλ0),K)
Φλ0 ◦ αg1 ◦ Φ
−1
λ0
(hλ0) = Ad u
g1
λ0
◦ τg1(hλ0), u
g1g0
λ0
(x) = ug1λ0(x)u
g0
λ0
(g−11 x). (6.1)
It is also evident that for any λ0, λ1 ∈ I and appropriate sections in CT (X, δ)|Wλ0λ1 that
Φ−1λ0 ◦Ad u
g1
λ0
◦ τg1 ◦Φλ0 = Φ
−1
λ1
◦Ad ug1λ1 ◦ τg1 ◦Φλ1 , which implies that we have the identity
Φλ1 ◦ Φ
−1
λ0
◦ Ad ug1λ0 ◦ τg1 ◦ Φλ0 ◦ Φ
−1
λ1
= Ad ug1λ1 ◦ τg1 . This means that, if h is a section in
C0(π
−1(Wλ0λ1),K) then
Φλ1 ◦ Φ
−1
λ0
◦ Ad ug1λ0 ◦ τg1 ◦ Φλ0 ◦ Φ
−1
λ1
(h)(x)
=vλ0λ1(x)u
g1
λ0
(x)v∗λ0λ1(g
−1
1 x)h(g
−1
1 x)vλ0λ1(g
−1
1 x)u
g1
λ0
(x)∗v∗λ0λ1 = u
g1
λ1
(x)h(g−11 x)u
g1
λ1
(x)∗.
Hence there is a collection of continuous functions ηλ0λ1 : G× π
−1(Wλ0λ1)→ T defined by
ηλ0λ1(g1, x) := u
g1
λ1
(x)vλ0λ1(g
−1
1 x)u
g1
λ0
(x)∗vλ0λ1(x)
∗. (6.2)
Finally, there is the usual cocycle νλ0λ1λ2 : π
−1(Wλ0λ1λ2)→ T given by
νλ0λ1λ2(x) := vλ1λ2(x)vλ0λ1(x)v
∗
λ0λ2
(x), (6.3)
which clearly maps to the Dixmier-Douady class under ∆ : Hˇ2(X,S)→ Hˇ3(X,Z).
Proposition 6.2. The pair (ν, η) defines a class [ν, η] in H2G({π
−1(Wλ0)},S) that is
independent of the choice of local trivialisations Φλ0 and continuous maps uλ0 : G →
UM(C0(π
−1(Wλ0),K)).
Proof. It is easy to see that (ν, η) defines a cochain in C2G({π
−1(Wλ0)}λ0,S). Now we check
the cocycle identities
∂ˇφ20 = 1; ∂Gφ
20∂ˇφ11 = 1; and ∂Gφ
11 = 1. (6.4)
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That ∂ˇν = 1 is an easy computation. For the second identity, in (6.4), we use the fact that
certain groupings of terms take values in ZU(H), and so can be commuted:
∂ˇη(g1, ·)λ0λ1λ2(x) := ηλ0λ1(g1, x)ηλ1λ2(g1, x)ηλ0λ2(g1, x)
∗
= ug1λ1(x)vλ0λ1(g
−1
1 x)u
g1
λ0
(x)∗vλ0λ1(x)
∗ug1λ2(x)vλ1λ2(g
−1
1 x)u
g1
λ1
(x)∗vλ1λ2(x)
∗
× vλ0λ2(x)u
g1
λ0
(x)vλ0λ2(g
−1
1 x)
∗ug1λ2(x)
∗
= νλ0λ1λ2(x)
∗[ug1λ1(x)vλ0λ1(g
−1
1 x)u
g1
λ0
(x)∗vλ0λ1(x)
∗]ug1λ2(x)vλ1λ2(g
−1
1 x)u
g1
λ1
(x)∗vλ0λ1(x)
× ug1λ0(x)vλ0λ2(g
−1
1 x)
∗ug1λ2(x)
∗
= νλ0λ1λ2(x)
∗ug1λ2(x)vλ1λ2(g
−1
1 x)u
g1
λ1
(x)∗[ug1λ1(x)vλ0λ1(g
−1
1 x)u
g1
λ0
(x)∗vλ0λ1(x)
∗]vλ0λ1(x)
× ug1λ0(x)vλ0λ2(g
−1
1 x)
∗ug1λ2(x)
∗
= νλ0λ1λ2(x)
∗ug1λ2(x)vλ1λ2(g
−1
1 x)vλ0λ1(g
−1
1 x)vλ0λ2(g
−1
1 x)
∗ug1λ2(x)
∗
= νλ0λ1λ2(x)
∗νλ0λ1λ2(g
−1
1 x) = (∂Gνλ0λ1λ2(g1, x))
−1.
For the last identity, in (6.4), we use the same technique as above, Lemma 2.5 and the
fact that G is abelian:
∂Gηλ0λ1(g0, g1, x) := u
g0
λ1
(g−11 x)vλ0λ1(g
−1
0 g
−1
1 x)u
g0
λ0
(g−11 x)
∗vλ0λ1(g
−1
1 x)
∗ug1λ1(x)
× vλ0λ1(g
−1
1 x)u
g1
λ0
(x)∗vλ0λ1(x)
∗vλ0λ1(x)u
g0g1
λ0
(x)vλ0λ1(g
−1
0 g
−1
1 x)
∗ug0g1λ1 (x)
∗
= [ug0λ1(g
−1
1 x)vλ0λ1(g
−1
0 g
−1
1 x)u
g0
λ0
(g−11 x)
∗vλ0λ1(g
−1
1 x)
∗]ug1λ1(x)vλ0λ1(g
−1
1 x)u
g1
λ0
(x)∗
× ug0g1λ0 (x)vλ0λ1(g
−1
0 g
−1
1 x)
∗ug0g1λ1 (x)
∗
= ug1λ1(x)[u
g0
λ1
(g−11 x)vλ0λ1(g
−1
0 g
−1
1 x)u
g0
λ0
(g−11 x)
∗vλ0λ1(g
−1
1 x)
∗]vλ0λ1(g
−1
1 x)u
g1
λ0
(x)∗
× ug0g1λ0 (x)vλ0λ1(g
−1
0 g
−1
1 x)
∗ug0g1λ1 (x)
∗
= ug1λ1(x)u
g0
λ1
(g−11 x)vλ0λ1(g
−1
0 g
−1
1 x)u
g0
λ0
(g−11 x)
∗ug1λ0(x)
∗ug0g1λ0 (x)vλ0λ1(g
−1
0 g
−1
1 x)
∗ug0g1λ1 (x)
∗
= 1 by (6.1) and Lemma 2.5.
To see that the class [ν, η] is independent of the choice of {Φλ0} and {uλ0}, take local
trivialisations Ψλ0 : CT (X, δ)|π−1(Wλ0 ) → C0(π
−1(Wλ0),K), maps v˜λ0λ1 ∈ C0(π
−1(Wλ0),K),
wλ0 ∈ C(π
−1(Wλ0), U(H)) and strictly continuous maps u˜λ0 : G→ C0(π
−1(Wλ0),K) with
Ψλ1 ◦Ψ
−1
λ0
= Ad v˜λ0λ1 , (6.5)
Ψλ0 ◦ Φ
−1
λ0
= Adwλ0 , (6.6)
Ψλ0 ◦ αg1 ◦Ψ
−1
λ0
(hλ0) = Ad u˜
g1
λ0
◦ τg1(hλ0), (6.7)
u˜g1g0λ0 (x) = u˜
g1
λ0
(x)u˜g0λ0(g
−1
1 x). (6.8)
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Let (ν˜, η˜) be the cocycle associated to the choices {Ψλ0} and {u˜λ0} then using Equations
(6.5) and (6.6) we see that there exist continuous functions γλ0λ1 ∈ C(π
−1(Wλ0λ1),T) such
that v˜λ0λ1 = γλ0λ1wλ1vλ0λ1w
∗
λ0
. Moreover, Equations (6.7) and (6.6) imply
Ad u˜g1λ0 ◦ τg1(hλ0) =Ψλ0 ◦ αg1 ◦Ψ
−1
λ0
(hλ0) = Ψλ0 ◦ Φ
−1
λ0
◦ Ad ug1λ0 ◦ τg1 ◦ Φ
−1
λ0
◦Ψ−1λ0 (hλ0)
=Adwλ0 ◦ Ad u
g1
λ0
◦ τg1 ◦ Adw
∗
λ0
(hλ0).
It follows that there exist continuous functions σλ0 : G→ C(π
−1(Wλ0),T) such that
u˜g1λ0(x) = σλ0(g1, x)wλ0(x)u
g1
λ0
(x)wλ0(g
−1
1 x)
∗. (6.9)
We now claim that (γ, σ) is a cochain and (ν˜, η˜) differs from (ν, η) by the differential of
(γ, σ). That ∂Gσ = 1 follows from a calculation identical to the proof that ∂Gη = 1, using
Equation (6.9). As it is straightforward to check ν˜ = (∂ˇγ)ν, to prove our claim consider the
other component η˜λ0λ1(g1, x) := u˜
g1
λ1
(x)v˜λ0λ1(g
−1
1 x)u˜
g1
λ0
(x)∗v˜λ0λ1(x)
∗, which can be written
σλ1(g1, x)wλ1(x)u
g1
λ1
(x)w∗λ1(g
−1
1 x)γλ0λ1(g
−1
1 x)wλ1(g
−1
1 x)vλ0λ1(g
−1
1 x)w
∗
λ0
(g−11 x)
× wλ0(g
−1
1 x)u
g1
λ0
(x)∗wλ0(x)
∗σλ0(g1, x)
∗wλ0(x)vλ0λ1(x)
∗wλ1(x)
∗γλ0λ1(x)
∗
= σλ1(g1, x)γλ0λ1(g
−1
1 x)σλ0(g1, x)
∗γλ0λ1(x)
∗ug1λ1(x)vλ0λ1(g
−1
1 x)u
g1
λ0
(x)∗vλ0λ1(x)
∗
= σλ1(g1, x)γλ0λ1(g
−1
1 x)σλ0(g1, x)
∗γλ0λ1(x)
∗ηλ0λ1(g1, x)
= ∂ˇσ(g1, ·)λ0λ1(x)(∂Gγλ0λ1(g1, x))
−1ηλ0λ1(g1, x).

We have established that the image of (CT (X, δ), α) ∈ BrG(X) in H2G(X,S) is [ν, η].
One can then check, using the techniques in the proof above and those in the proof of
Proposition 5.13, that this induces a map from kerM ⊂ BrG(X) to H2G(X,S) (that is, the
image is constant on outer conjugacy classes).
Theorem 6.3. Let π : X → Z be a principal Rn/Zn-bundle over a C∞ manifold Z, and
let F ∈ Zˇ2(W,Zn) be a representative of the Euler vector defined over a good open cover
W of Z. Then there is a commutative diagram with exact rows:
// Hˇk(W,S)
π∗
Rn//
id

Hk
Rn
(π−1(W),S)
π∗ //

Hˇk−1(W, Nˆ )
∪F //

Hˇk+1(W,S) //
id

// Hˇk(W,S)
π∗ // HkF (W,S)
π∗ //
H
k−1
F (W,S)
∪F // Hˇk+1(W,S) //
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Proof. We need only define the downward arrows Hk
Rn
(π−1(W),S) → HkF (W,S) and
Hˇk−1(W, Nˆ ) → H
k
F (W,S), and the commutativity will follow immediately from the defi-
nitions. Indeed, if (ν, η) is a cochain in Ck
Rn
(π−1(W),S), its image in CkF (W,S) is defined
to be the triple (φk0(ν, η), φ(k−1)1(ν, η), φ(k−2)2(ν, η)) given by
φ(ν, η)k0µ0...µk(z) :=νµ0...µk(σµk(z))ηµ0...µk−1(−sµk−1µk(z), σµk(z)),
φ(ν, η)(k−1)1µ0...µk−1(m, z) :=ηµ0...µk−1(m, σµk−1(z)), and φ(ν, η)
(k−2)2 := 1.
In order for this map to be well-defined on cohomology, it needs to commute with the
respective differentials. To see that it does, we compute:
[∂ˇφ(ν, η)k0 + (−1)k+1φ(ν, η)(k−1)1 ∪1 F + (−1)
k+1φ(ν, η)(k−2)2 ∪2 C(F )]µ0...µk+1(z)
= ⊕ki=0(−1)
iνµ0...µˆi...µk+1(σµk+1(z)) + (−1)
k+1νµ0...µk(σµk(z))
+⊕k−1i=0 (−1)
iηµ0...µˆi...µk(−sµkµk+1(z), σµk+1(z))
+ (−1)kηµ0...µk−1(−sµk−1µk+1 , σµk+1(z)) + (−1)
k+1ηµ0...µk−1(−sµk−1µk(z), σµk(z))
+ (−1)k+1ηµ0...µk−1(Fµk−1µkµk+1(z), σµk−1(z))
= ∂ˇνµ0...µk+1(σµk+1(z)) + (−1)
k∂Rn(νµ0...µk)(−sµkµk+1(z), σµk+1(z))
+ ∂ˇηµ0...µk(−sµkµk+1 , σµk+1(z)) + (−1)
k+1ηµ0...µk−1(−sµkµk+1 , σµk+1(z))
(−1)kηµ0...µk−1(−sµk−1µk(z)− sµkµk+1(z)− Fµk−1µkµk+1(z), σµk+1(z))
+ (−1)k+1ηµ0...µk−1(−sµk−1µk(z), sµkµk+1(z) · σµk+1(z))
+ (−1)kηµ0...µk−1(−Fµk−1µkµk+1(z), σµk+1(z)).
In the last line above we have used Equation (1.1) (i.e. η|Zn is constant on orbits). Now
we twice use the fact that ∂Rnη = 1 so the previous expression is equal to
∂ˇνµ0...µk+1(σµk+1(z)) + (−1)
k∂Rn(νµ0...µk)(−sµkµk+1(z), σµk+1(z))
+ ∂ˇηµ0...µk(−sµkµk+1(z), σµk+1(z)) = φ
(k+1)0(∂ˇν, (−1)k∂Rnν + ∂ˇη)µ0...µk+1(z).
On the other hand, we also have
[∂ˇφ(ν, η)(k−1)1+(−1)kφ(ν, η)(k−2)2 ∪1 F ]µ0...µk(m, z) = ⊕
k
i=0(−1)
iφ(ν, η)
(k−1)1
µ0...µˆi...µk
(m, z)
=⊕k−1i=0 (−1)
iηµ0...µˆi...µk(m, σµk(z))− ηµ0...µk−1(m, σµk−1(z))
=⊕k−1i=0 (−1)
iηµ0...µˆi...µk(m, σµk(z))− ηµ0...µk−1(m, σµk(z))
=∂ˇµ0...µkη(m, σµk(z)) = φ
k1(∂ˇν, (−1)k∂Rnν + ∂ˇη)µ0...µk(m, z)
giving the required property of (ν, η) 7→ (φ(ν, η)k0, φ(ν, η)(k−1)1, φ(ν, η)(k−2)2).
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For the other vertical arrow Hˇk−1(W, Nˆ ) → H
k
F (W,S), the image of γ ∈ Zˇ
k−1(W, Nˆ )
is ϕ(γ)
(k−1)1
µ0...µk−1(m, z) := γµ0...µk−1(m, z) and ϕ(γ)
(k−2)2 := 1. This clearly induces a homo-
morphism on cohomology groups, and commutativity of the diagram is immediate. 
7. Good Covers of Principal Tn-Bundles
For this Section we work only with Riemannian manifolds. So, let π : X → Z be a C∞
principal Rn/Zn-bundle over a Riemannian manifold Z. We will show there is a good cover
of X that pushes down to a good cover of Z.
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Definition 7.1 ( [Spi79]).
(i) Let (M, g) be a Riemannian manifold, and U ⊂M . Then U is said to be geodesically
convex if every two points x, y ∈ U have a unique geodesic of minimum length
between them, and that geodesic lies entirely within U .
(ii) Let U be an open cover of a Riemannian manifold (M, g). Then we call U geodesi-
cally convex if every open set in U is geodesically convex.
Note that every geodesically convex open set is contractible, and every geodesically
convex open cover is good [Spi79].
Lemma 7.2. Let (Z, dz2) be a Riemannian manifold and π : X → Z a C∞ principal
R
n/Zn-bundle. Then X has a geodesically convex open cover U = {Uλ}λ∈I such that
π(U) := {π(Uλ)}λ∈I is a geodesically convex open cover of Z. Moreover, there exist C∞
local sections σλ : π(Uλ)→ Uλ.
Proof. Fix a connection 1-form ω on π : X → Z, and let <,> denote a bi-invariant metric
on the Lie algebra t of Rn/Zn. Therefore we have a Rn-bi-invariant Riemannian metric on
X defined by g := π∗dz2+ < ω, ω >. Moreover, with respect to the metrics g and dz2, the
projection π : X → Z is a Riemannian submersion.
Now let U = {Uλ} be an open cover of X consisting of geodesically convex sets defined
as follows. For each x ∈ X choose ǫ0 > 0 so that Bx(ǫ0) = exp{v ∈ TXx : ||v|| < ǫ0} is
geodesically convex (this is possible by [Spi79, Vol. 1, Ex. 32, p.491]). We claim, perhaps
after choosing a smaller ǫ0, that π(U) = {π(Uλ)} is a geodesically convex open cover of Z.
To see that this is the case, observe that [Spi79, Vol. 2, Ch. 8, Prop 7] and [FIP04, Cor
1.1] show that a curve γ in Z is a geodesic in Z if and only if its unique lift to a horizontal
curve in X is a geodesic. Moreover, [FIP04, Prop 1.10] says that, if γ : I → X is a
geodesic such that γ˙(t0) is horizontal at x = γ(t0), then γ is horizontal. Finally, since π
is a Riemannian submersion, the map dπ : TXx → TZπ(x) is a surjection that preserves
the length of horizontal vectors. Therefore, if ǫ1 > 0 is such that Bǫ1(π(x)) is geodesically
convex in Z, let ǫ = min{ǫ0, ǫ1}, and then π(Bǫ(x)) = Bǫ(π(x)).
For the last claim, if z0 ∈ Bǫ(π(x)), then there exists a unique geodesic ξ contained in
Bǫ(π(x)) for which there exists t ∈ [0, ǫ) with ξ(0) = π(x), ξ(t) = z0. From the above,
there is a unique (horizontal) geodesic γ in Bǫ(x) such that π(γ) = ξ. Then we define
σλ(z0) := γ(t). This is a C
∞ section by [Spi79, Vol. 1, Ch. 9, Thm 14(2)]. 
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8. Isomorphism With The Equivariant Brauer Group
In this Section we prove our main result, Theorem 1.3. Recall the projection π0,3 of
Hˇ3(X,Z) onto the E0,3∞ term of the Leray-Serre spectral sequence of π : X → Z. Since
E0,3∞ = {f ∈ C(Z, Hˇ
3(Rn/Zn,Z)) : d2f = d3f = d4f = 0},
we can view π0,3 as a map π0,3 : Hˇ3(X,Z)→ C(Z, Hˇ3(Rn/Zn,Z)), that can be calculated
as follows. For each x ∈ X , let ιx : Rn/Zn → X be the fibre inclusion ιx : [t] 7→ [−t] · x.
Then, for δ ∈ Hˇ3(X,Z) we have (π0,3δ)(π(x)) = ι∗xδ. We will denote the kernel of π
0,3 by
Hˇ3(X,Z)|π0,3=0. We begin our argument by introducing some notation.
Definition 8.1. Let π : X → Z be a C∞ principal Rn/Zn-bundle over a Riemannian
manifold Z, and let U = {Uλ0}λ0∈I be a fixed good open cover of X such that π(U) is
a good open cover of Z. Also fix C∞ local sections σλ0 : π(Uλ0) → Uλ0 and a cochain
s ∈ Cˇ1(π(U),Rn) such that, for all indices λ0, λ1 ∈ I, and all z ∈ π(Uλ0)∩π(Uλ1), we have
sλ0λ1(z) · σλ1(z) = σλ0(z), and sλ1λ1(z) = 0. Then we say the (X,U , s) is in the standard
setup (with the space Z, projection π : X → Z and local sections {σλ0} implicit).
Note that Lemma 7.2 implies that every C∞ principal Rn/Zn-bundle over a Riemannian
manifold can be put in the standard setup.
Our major task is to define a homomorphism ΞU ,s : BrRn(X) → H2∂ˇs(π(U),S) that will
eventually provide our required isomorphism. We first recall:
Lemma 8.2 ( [RW98, Prop 4.27]). Let U be a contractible paracompact locally compact
space, and β : U → AutK a continuous map. Then there exists a continuous map u : U →
U(H) such that β = Ad u.
Now let (CT (X, δ), α) be an element of BrRn(X). In order to define ΞU ,s([CT (X, δ), α])
we need to revisit the construction of the map βα,Φ : (Rn ⋉ X [U ])(1) → AutK that was
used as an intermediate stage in proving the isomorphism of BrRn(X) with Hˇ
2(Rn⋉X,S).
Definition 8.3. (i) As CT (X, δ) is trivialised over U , we fix local trivialisations Φλ :
CT (X, δ)|Uλ → C0(Uλ,K) so that β
α,Φ may be defined in this setting by βα,Φ(λ0(s,x)λ1)(T ) :=
Φλ1(αs(a))(x), where a ∈ CT (X, δ) is any element such that Φλ0(a)(−s · x) = T .
(ii) Introduce unitary valued lifts of βα,Φ by letting {ei} be generators of Zn and recalling
from Section 2.3 that, for the trivialisations {Φλ0}, the maps Φλ0 ◦ α|Zn ◦ Φ
−1
λ0
are locally
inner, so by Lemma 8.2 there exist continuous maps viλ0 : Uλ0 → U(H) such that Φλ0 ◦
αei ◦ Φ
−1
λ0
= Ad viλ0 . Then we may define for any m ∈ Z
n
vmλ0(z) := (v
1
λ0(σλ0(z)))
m1(v2λ0(σλ0(z)))
m2 . . . (vnλ0(σλ0(z)))
mn , (8.1)
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which gives
βα,Φ(λ0(m,σλ0 (z))λ0)
(T ) = Ad vmλ0(z)(T ). (8.2)
There is a map from π(Uλ0)∩π(Uλ1)→ AutK given by z 7→ β
α,Φ
(λ0(−sλ0λ1 (z),σλ1 (z))λ1)
. Since
π(U) is a good cover of Z, the open set π(Uλ0) ∩ π(Uλ1) is contractible, and there exists a
continuous map vλ0λ1 : π(Uλ0) ∩ π(Uλ1)→ U(H) that satisfies
βα,Φ(λ0(−sλ0λ1 (z),σλ1(z))λ1)
= Ad vλ0λ1(z). (8.3)
Next, ΞU ,s[CT (X, δ), α] will be a triple [φ(α)
20, φ(α)11, φ(α)02]. Define the last compo-
nent φ(α)02 ∈ Cˇ0(π(U),M) by:
φ(α)02λ0(z)ij := v
j
λ0
(σλ0(z))v
i
λ0(σλ0(z))v
ei+ej
λ0
(σλ0(z))
∗, (8.4)
(where v
ei+ej
λ0
(σλ0(z))
∗ is defined using Equation (8.1)). For the middle component, note
that since α is a homomorphism and Rn is abelian
Ad vλ0λ1(z)v
m
λ0
(z) =βα,Φ(λ0(−sλ0λ1(z),σλ1 (z))λ1)
βα,Φ(λ0(m,σλ0 (z))λ0)
= βα,Φ(λ0(−sλ0λ1(z)+m,σλ1 (z))λ1)
=βα,Φ(λ0(m−sλ0λ1(z),σλ1 (z))λ1)
= βα,Φ(λ1(m,σλ1 (z))λ1)
βα,Φ(λ0(−sλ0λ1(z),σλ1 (z))λ1)
=Ad vmλ1(z)vλ0λ1(z).
We prove in Lemma 8.6 that the map m 7→ vmλ1(z)vλ0λ1(z)v
m
λ0
(z)∗vλ0λ1(z)
∗ is a homomor-
phism from Zn to T. This being the case, we may define φ(α)11 ∈ Cˇ1(π(U), Nˆ ) by
φ(α)11λ0λ1(m, z) := v
m
λ1
(z)vλ0λ1(z)v
m
λ0
(z)∗vλ0λ1(z)
∗. (8.5)
Finally, to define the third component, we use a similar calculation to the previous one:
Ad vλ1λ2(z)vλ0λ1(z) = β
α,Φ
(λ1(−sλ1λ2(z),σλ2 (z))λ2)
βα,Φ(λ0(−sλ0λ1(z),σλ1 (z))λ1)
= βα,Φ(λ0(−sλ0λ1(z)−sλ1λ2(z),σλ2 (z))λ2)
= βα,Φ
(λ0(−sλ0λ2(z)−∂ˇsλ0λ1λ2(z),σλ2 (z))λ2)
= βα,Φ(λ0(−sλ0λ2(z),σλ2 (z))λ2)
βα,Φ
(λ0(−∂ˇsλ0λ1λ2 (z),σλ2 (z))λ0)
= Ad vλ0λ2(z)v
−∂ˇsλ0λ1λ2 (z)
λ0
(z).
Therefore we may define the cochain φ(α)20 ∈ Cˇ2(π(U),S) by
φ(α)20λ0λ1λ2(z) := vλ1λ2(z)vλ0λ1(z)v
−∂ˇsλ0λ1λ2(z)
λ0
(z)∗vλ0λ2(z)
∗. (8.6)
It is then immediate that the triple (φ(α)20, φ(α)11, φ(α)02) is a cochain in C2
∂ˇs
(π(U),S).
Later we will see that it is D∂ˇs-closed and hence gives our required map
ΞU ,s : (CT (X, δ), α) 7→ [φ(α)
20, φ(α)11, φ(α)02]. (8.7)
Presently though, we state a lemma relating φ(α)02 to the Mackey obstruction.
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Lemma 8.4. Let f ∈ C(Z,Mun (T)) be the Mackey obstruction of (CT (X, δ), α). Then
φ(α)02λ0 = f |π(Uλ0) and
∏
1≤i<j≤n φ(α)
02
λ0
(z)
milj
ij = v
l
λ0
(σλ0(z))v
m
λ0
(σλ0(z))v
m+l
λ0
(σλ0(z))
∗.
Proof. Apply the definition of the Mackey obstruction and (2.11) and (2.10) in Section
2.3. 
Next we need to see how (φ(α)20, φ(α)11, φ(α)02) compares with the Tu-Cˇech cocycle ϕ(α)
that is, the image of (CT (X, δ), α) under Υ : BrRn(X) → Hˇ2(Rn ⋉ X,S). Recalling the
construction of Υ from Theorem 5.10, we know there is an open cover U1 = {U1λ01} of R
n
⋉X
and continuous maps uλ0λ1λ01 : U
1
λ0λ1λ01
→ U(H) such that βα,Φ|U1
λ0λ1λ01
= Ad uλ0λ1λ01 , and
so Υ(CT (X, δ), α) 7→ [ϕ(α)] is given by Equation (5.1).
Lemma 8.5. Let (X,U , s) be in the standard setup, fix (CT (X, δ), α) and local trivial-
isations {Φλ0} defined over U . With these choices define Υ : (CT (X, δ), α) 7→ [ϕ(α)].
Assume (CT (X, δ), α) generates (φ(α)20, φ(α)11, φ(α)02) as preceding (8.7). Then, for any
open sets U1λ01 , U
1
λ00
∈ U1 such that (−sλ0λ1(z), σλ1(z)) ∈ U
1
λ0λ1λ01
and (m, σλ0) ∈ U
1
λ0λ0λ00
,
there are continuous maps τ 10λ0λ1λ01 : {z ∈ π(Uλ0)∩π(Uλ1) : (−sλ0λ1(z), σλ1(z)) ∈ U
1
λ01
} → T
and τ 01λ0λ00(m, ·) : {z ∈ π(Uλ0) : (m, σλ0(z)) ∈ U
1
λ00
} → T such that for arbitrary indices
λ′01, λ
′
02 satisfying (−sλ0λ1(z) +m, σλ1(z)) ∈ U
1
λ′01
, (−sλ0λ1(z)− sλ1λ2(z), σλ2(z)) ∈ U
1
λ′02
the
following three identities hold:∏
1≤i<j≤n
φ(α)02λ0(z)
milj
ij =τ
01
λ0λ12
(l, z)τ 01λ0λ01(m, z)τ
01
λ0λ02
(m+ l, z)∗ϕ(α)λ0λ0λ0λ01λ02λ12(m, l, σλ0(z)),
φ(α)11λ0λ1(m, z) =τ
01
λ1λ11
(m, z)τ 01λ0λ00(m, z)
∗ϕ(α)λ0λ1λ1λ01λ′01λ11(−sλ0λ1(z), m, σλ1(z))
× ϕ(α)λ0λ0λ1λ00λ′01λ01(m,−sλ0λ1(z), σλ1(z))
∗,
φ(α)20λ0λ1λ2(z) =τ
10
λ1λ2λ12(z)τ
10
λ0λ1λ01(z)τ
01
λ0λ00(−∂ˇsλ0λ1λ2(z), z)
∗τ 10λ0λ2λ02(z)
∗
× ϕ(α)λ0λ1λ2λ01λ′02λ12(−sλ0λ1(z),−sλ1λ2(z), σλ2(z))
× ϕ(α)λ0λ0λ2λ00λ′02λ02(−∂ˇsλ0λ1λ2(z),−sλ0λ2(z), σλ2(z))
∗.
Proof. By the definition of βα,Φ and the local lifts {uλ0λ1λ01} we know
Ad vλ0λ1(z) =β
α,Φ
(λ0(−sλ0λ1(z),σλ1 (z))λ0)
= Ad uλ0λ1λ01(−sλ0λ1(z), σλ1(z)).
Therefore there exists a continuous function τ 10λ0λ1λ01 , as required, defined by
vλ0λ1(z) = τ
10
λ0λ1λ01(z)uλ0λ1λ01(−sλ0λ1(z), σλ1(z)).
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Similarly, define τ 01λ0λ00 by the equation v
m
λ0
(z) = τ 01λ0λ00(m, z)uλ0λ0λ00(m, σλ0(z)). Then, using
Lemma 8.4, we compute:
∏
1≤i<j≤n
φ(α)02λ0(z)
milj
ij =
∏
1≤i<j≤n
f(z)
milj
ij = v
l
λ0(σλ0(z))v
m
λ0(σλ0(z))v
m+l
λ0
(σλ0(z))
∗
= τ 01λ0λ12(l, z)uλ0λ0λ12(l, σλ0(z))τ
01
λ0λ01(m, z)uλ0λ0λ01(m, σλ0(z))uλ0λ0λ02(m+ l, σλ0(z))
∗
× τ 01λ0λ02(m+ l, z)
∗
= τ 01λ0λ12(l, z)τ
01
λ0λ01(m, z)τ
01
λ0λ02(m+ l, z)
∗ϕ(α)λ0λ0λ0λ01λ02λ12(m, l, σλ0(z)).
The second identity is a similar computation, but we need to choose an index λ′01 such that
(−sλ0λ1(z) +m, σλ1(z)) ∈ U
1
λ′01
and introduce the terms
uλ0λ1λ′01(m− sλ0λ1(z), σλ1(z))
∗uλ0λ1λ′01(m− sλ0λ1(z), σλ1(z)).
Doing so after the third equality sign below shows
φ(α)11λ0λ1(m, z) = v
m
λ1
(z)vλ0λ1(z)v
m
λ0
(z)∗vλ0λ1(z)
∗
= τ 01λ1λ11(m, z)uλ1λ1λ11(m, σλ1(z))τ
10
λ0λ1λ01
(z)uλ0λ1λ01(−sλ0λ1(z), σλ1(z))
× uλ0λ0λ00(m, σλ0(z))
∗τ 01λ0λ00(m, z)
∗uλ0λ1λ01(−sλ0λ1(z), σλ1(z))
∗τ 10λ0λ1λ01(z)
∗
= τ 01λ1λ11(m, z)τ
01
λ0λ00(m, z)
∗
× uλ1λ1λ11(m, σλ1(z))uλ0λ1λ01(−sλ0λ1(z), σλ1(z))uλ0λ1λ′01(m− sλ0λ1(z), σλ1(z))
∗
× uλ0λ1λ′01(m− sλ0λ1(z), σλ1(z))uλ0λ0λ00(m, σλ0(z))
∗uλ0λ1λ01(−sλ0λ1(z), σλ1(z))
∗
= τ 01λ1λ11(m, z)τ
01
λ0λ00
(m, z)∗ϕ(α)λ0λ1λ1λ00λ′01λ01(−sλ0λ1(z), m, σλ1(z))
× ϕ(α)λ0λ0λ1λ01λ′01λ11(m,−sλ0λ1(z), σλ1(z))
∗.
Finally, for the last identity we choose an index λ′02 such that (−sλ0λ1(z) −
sλ1λ2(z), σλ2(z)) ∈ U
1
λ′02
, and introduce the term:
uλ0λ1λ′02(−sλ0λ1(z)− sλ1λ2(z), σλ2(z))
∗uλ0λ1λ′02(−sλ0λ2(z)− ∂ˇsλ0λ1λ2(z), σλ2(z)).
Then we see that
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φ(α)20λ0λ1λ2(z) = vλ1λ2(z)vλ0λ1(z)v
−∂ˇsλ0λ1λ2 (z)
λ0
(z)∗vλ0λ2(z)
∗
= τ 10λ1λ2λ12(z)uλ1λ2λ12(−sλ1λ2(z), σλ2(z))τ
10
λ0λ1λ01
(z)uλ0λ1λ01(−sλ0λ1(z), σλ1(z))
× uλ0λ0λ00(−∂ˇsλ0λ1λ2(z), σλ0(z))
∗τ 01λ0λ00(−∂ˇsλ0λ1λ2(z), z)
∗
× uλ0λ2λ02(−sλ0λ2(z), σλ2(z))
∗τ 10λ0λ2λ02(z)
∗
= τ 10λ1λ2λ12(z)τ
10
λ0λ1λ01
(z)τ 01λ0λ00(−∂ˇsλ0λ1λ2(z), z)
∗τ 10λ0λ2λ02(z)
∗
× uλ1λ2λ12(−sλ1λ2(z), σλ2(z))uλ0λ1λ01(−sλ0λ1(z), σλ1(z))
× uλ0λ1λ′02(−sλ0λ1(z)− sλ1λ2(z), σλ2(z))
∗uλ0λ1λ′02(−sλ0λ2(z)− ∂ˇsλ0λ1λ2(z), σλ2(z))
× uλ0λ0λ00(−∂ˇsλ0λ1λ2(z), σλ0(z))
∗uλ0λ2λ02(−sλ0λ2(z), σλ2(z))
∗
= τ 10λ1λ2λ12(z)τ
10
λ0λ1λ01
(z)τ 01λ0λ00(−∂ˇsλ0λ1λ2(z), z)
∗τ 10λ0λ2λ02(z)
∗
× ϕ(α)λ0λ1λ2λ01λ′02λ12(−sλ0λ1(z),−sλ1λ2(z), σλ2(z))
× ϕ(α)λ0λ0λ2λ00λ′02λ02(−∂ˇsλ0λ1λ2(z),−sλ0λ2(z), σλ2(z))
∗.

Lemma 8.6. The triple (φ(α)20, φ(α)11, φ(α)02) defines a cocycle in Z2
∂ˇs
(π(U),S).
Proof. First we check that (φ(α)20, φ(α)11, φ(α)02) is a cochain. This is clear except for
whether φ(α)11 homomorphism from Zn to T. To see this apply Lemma 8.4 to the definition
of φ(α)11λ0λ1 . Using that T is central we have the required relation:
φ(α)11λ0λ1(m+ l, z) :=v
m+l
λ1
(z)vλ0λ1(z)v
m+l
λ0
(z)∗vλ0λ1(z)
∗
=vlλ1(z)v
m
λ1(z)vλ0λ1(z)v
m
λ0(z)
∗vlλ0(z)
∗vλ0λ1(z)
∗
=vlλ1(z)v
m
λ1
(z)vλ0λ1(z)v
m
λ0
(z)∗vλ0λ1(z)
∗vλ0λ1(z)v
l
λ0
(z)∗vλ0λ1(z)
∗
=φ(α)11λ0λ1(m, z)v
l
λ1(z)vλ0λ1(z)v
l
λ0(z)
∗vλ0λ1(z)
∗
=φ(α)11λ0λ1(m, z)φ(α)
11
λ0λ1
(l, z).
To check that (φ(α)20, φ(α)11, φ(α)02) is a cocycle requires first that ∂ˇφ(α)02λ0λ1(z)ij = 1,
which is immediate from φ(α)02λ0 = f |Uλ0 (Lemma 8.4). Then we need
∂ˇφ(α)11λ0λ1λ2(m, z)
∗ =
∏
1≤i<j≤n
φ(α)02λ0(z)
∂ˇsλ0λ1λ2(z)imj−mi∂ˇsλ0λ1λ2(z)j
ij , and (8.8)
∂ˇφ(α)20λ0λ1λ2λ3(z) =φ(α)
11
λ0λ1(∂ˇsλ1λ2λ3(z), z)
∏
1≤i<j≤n
φ(α)02(z)
Cλ0λ1λ2λ3 (z)ij
ij . (8.9)
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For identity (8.8), we use
βα,Φ
(λ0(−∂ˇsλ0λ1λ2(z),σλ2 (z))λ0)
= (βα,Φ(λ0(−sλ0λ2(z),σλ2 (z))λ2)
)−1βα,Φ(λ1(−sλ1λ2 (z),σλ2 (z))λ2)
βα,Φ(λ0(−sλ0λ1(z),σλ1 (z))λ1)
implying that there is a continuous map γλ0λ1λ2 : π(Uλ0) ∩ π(Uλ1) ∩ π(Uλ2)→ T such that
v
−∂ˇsλ0λ1λ2 (z)
λ0
(z) = γλ0λ1λ2(z)vλ0λ2(z)
∗vλ1λ2(z)vλ0λ1(z).
Using this fact, we deduce
∏
1≤i<j≤n
φ(α)02λ0(z)
∂ˇsλ0λ1λ2 (z)imj−mi∂ˇsλ0λ1λ2(z)j
ij =
[ ∏
1≤i<j≤n
φ(α)02λ0(z)
−∂ˇsλ0λ1λ2 (z)imj+mi∂ˇsλ0λ1λ2 (z)j
ij
]∗
=
[
vmλ0(z)v
−∂ˇsλ0λ1λ2 (z)
λ0
(z)v
−∂ˇsλ0λ1λ2(z)+m
λ0
(z)∗ v
−∂ˇsλ0λ1λ2(z)+m
λ0
(z)vmλ0(z)
∗v
−∂ˇsλ0λ1λ2(z)
λ0
(z)∗
]∗
=
[
vmλ0(z)v
−∂ˇsλ0λ1λ2 (z)
λ0
(z)vmλ2(z)
∗v
−∂ˇsλ0λ1λ2 (z)
λ0
(z)∗
]∗
= vλ0λ2(z)
∗vλ1λ2(z)vλ0λ1(z)v
m
λ0
(z)vλ0λ1(z)
∗vλ1λ2(z)
∗vλ0λ2(z)v
m
λ0
(z)∗.
At this point, we introduce the terms vmλ1(z)
∗vmλ1(z) and v
m
λ2
(z)∗vmλ2(z) and use Lemma 2.5,
so that the previous calculation now produces (cf. (8.8)).
vλ0λ2(z)v
m
λ0(z)
∗vλ0λ2(z)
∗vλ1λ2(z)[vλ0λ1(z)v
m
λ0(z)vλ0λ1(z)
∗vmλ1(z)
∗]vmλ1(z)vλ1λ2(z)
∗vmλ2(z)
∗vmλ2(z)
= φ(α)11λ0λ1(m, z)
∗φ(α)11λ0λ2(m, z)φ(α)
11
λ1λ2
(m, z)∗.
As (8.9) involves noncommuting unitary operators we appeal to the relationship of
(φ(α)20, φ(α)11, φ(α)02) with the Tu-Cˇech cocycle ϕ(α) from Lemma 8.5. We use six identi-
ties that come directly from the Tu-Cˇech cocycle identity. To simplify the notation, denote
indices λi indexing sets in the cover π(U) of Z by just i. We will also write F012, s01 and
z0 instead of ∂ˇsλ0λ1λ2(z), sλ0λ1(z) and σλ0(z) respectively. The six identities are as follows:
ϕ(α)023λ12λ′13λ23(−s12,−s23, z3)ϕ(α)003λ01λ′02λ12(−s01,−s12, z2)
∗ (8.10)
= ϕ(α)023λ′02λ0123λ23(−F012 − s02,−s23, z3)ϕ(α)013λ01λ0123λ′13(−s01,−F123 − s13, z3)
∗,
ϕ(α)023λ′02λ0123λ23(−F012 − s02,−s23, z3)ϕ(α)023λ02λ′′03λ23(−s02,−s23, z3)
∗ (8.11)
= ϕ(α)003λ012λ0123λ′′03(−F012,−s02 − s23, z3)ϕ(α)002λ012λ′02λ02(−F012,−s02, z2)
∗,
ϕ(α)013λ01λ0123λ′13(−s01,−F123 − s13, z3)
∗ = ϕ(α)113λ123λ′13λ13(−F123,−s13, z3) (8.12)
× ϕ(α)013λ′0123λ0123λ13(−s01 − F123,−s13, z3)
∗ × ϕ(α)011λ01λ′0123λ′123(−s01,−F123, z1)
∗
ϕ(α)013λ′0123λ′13λ13(−F123 − s01,−s13, z3)ϕ(α)013λ01λ′03λ13(−s01,−s13, z3)
∗ (8.13)
= ϕ(α)003λ123λ0123λ′03(−F123,−s01 − s13, z3)ϕ(α)001λ123λ′0123λ01(−F123,−s01, z1)
∗,
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ϕ(α)003λ123λ0123λ′03(−F123,−F013 − s03, z3)
∗ (8.14)
= ϕ(α)003λ′′0123λ0123λ03(−F123 − F013,−s03, z3)
∗
× ϕ(α)000λ123λ′′0123λ013(−F123,−F013, z0)
∗ϕ(α)003λ013λ′03λ03(−F013,−s03, z3),
ϕ(α)003λ′′0123λ0123λ03(−F012 − F023,−s03, z3)
∗ = ϕ(α)003λ023λ′′03λ03(−F023,−s03, z3)
∗ (8.15)
× ϕ(α)003λ012λ0123λ′′03(−F012,−F023 − s03, z3)
∗ϕ(α)000λ012λ01λ023(−F012,−F023, z0).
We use these in the order they are presented to perform the computation below.
ϕ(α)123λ12λ′13λ23(−s12,−s23, z3)ϕ(α)023λ02λ′′03λ23(−s02,−s23, z3)
∗
× ϕ(α)013λ01λ′03λ13(−s01,−s13, z3)ϕ(α)012λ01λ′02λ12(−s01,−s12, z2)
∗
=ϕ(α)023λ′02λ0123λ23′ (−F012 − s02,−s23, z3)ϕ(α)023λ02λ′′03λ23(−s02,−s23, z3)
∗
× ϕ(α)013λ01λ′03λ13(−s01,−s13, z3)ϕ(α)013λ01λ0123λ′13(−s01,−F123 − s13, z3)
∗ by (8.10)
=ϕ(α)003λ012λ0123λ′′03(−F012,−s02 − s23, z3)ϕ(α)002λ012λ′02λ02(−F012,−s02, z2)
∗
× ϕ(α)013λ01λ′03λ13(−s01,−s13, z3)ϕ(α)013λ01λ0123λ′13(−s01,−F123 − s13, z3)
∗ by (8.11)
=ϕ(α)003λ012λ0123λ′′03(−F012,−s02 − s23, z3)ϕ(α)002λ012λ′02λ02(−F012,−s02, z2)
∗
× ϕ(α)013λ01λ′03λ13(−s01,−s13, z3)ϕ(α)113λ123λ′13λ13(−F123,−s13, z3)
× ϕ(α)013λ′0123λ0123λ13(−s01 − F123,−s13, z3)
∗ϕ(α)011λ01λ′0123λ′123(−s01,−F123, z1)
∗ by (8.12)
=ϕ(α)003λ012λ0123λ′′03(−F012,−s02 − s23, z3)ϕ(α)002λ012λ′02λ02(−F012,−s02, z2)
∗
× ϕ(α)113λ123λ′13λ13(−F123,−s13, z3)ϕ(α)011λ01λ′0123λ′123(−s01,−F123, z1)
∗
× ϕ(α)003λ123λ0123λ′03(−F123,−s01 − s13, z3)
∗ϕ(α)001λ123λ′0123λ01(−F123,−s01, z1) by (8.13)
=ϕ(α)003λ012λ0123λ′′03(−F012,−F023 − s03, z3)ϕ(α)002λ012λ′02λ02(−F012,−s02, z2)
∗
× ϕ(α)113λ123λ13′λ13(−F123,−s13, z3)ϕ(α)011λ01λ′0123λ′123(−s01,−F123, z1)
∗
× ϕ(α)003λ123λ0123λ′03(−F123,−F013 − s03, z3)
∗ϕ(α)001λ123λ′0123λ01(−F123,−s01, z1) (∂ˇs = F )
=ϕ(α)003λ012λ0123λ′′03(−F012,−F023 − s03, z3)ϕ(α)002λ012λ′02λ02(−F012,−s02, z2)
∗
× ϕ(α)113λ123λ′13λ13(−F123,−s13, z3)ϕ(α)011λ01λ′0123λ′123(−s01,−F123, z1)
∗
× ϕ(α)003λ013λ′03λ03(−F013,−s03, z3)ϕ(α)003λ′′0123λ0123λ03(−F123 − F013,−s03, z3)
∗
× ϕ(α)000λ123λ′′0123λ013(−F123,−F013, z0)
∗ϕ(α)001λ123λ′0123λ01(−F123,−s01, z1) by (8.14)
=ϕ(α)002λ012λ′02λ02(−F012,−s02, z2)
∗ϕ(α)113λ123λ′13λ13(−F123,−s13, z3)
× ϕ(α)003λ013λ′03λ03(−F013,−s03, z3)ϕ(α)003λ023λ′′03λ03(−F023,−s03, z3)
∗
× ϕ(α)000λ123λ′′0123λ013(−F123,−F013, z0)
∗ϕ(α)000λ012λ′′0123λ023(−F012,−F023, z0)
× ϕ(α)001λ123λ′0123λ01(−F123,−s01, z1)ϕ(α)011λ01λ′0123λ′123(−s01,−F123, z1)
∗ by (8.15).
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Summarizing the above computation we have
ϕ(α)123λ12λ′13λ23(−s12,−s23, z3)ϕ(α)113λ123λ′13λ13(−F123,−s13, z3)
∗
× ϕ(α)023λ02λ′′03λ23(−s02,−s23, z3)
∗ϕ(α)003λ023λ′′03λ03(−F023,−s03, z3)
× ϕ(α)013λ01λ′03λ13(−s01,−s13, z3)ϕ(α)003λ013λ′03λ03(−F013,−s03, z3)
∗
× ϕ(α)012λ01λ′02λ12(−s01,−s12, z2)
∗ϕ(α)002λ012λ′02λ02(−F012,−s02, z2)
=ϕ(α)000λ123λ′′0123λ013(−F123,−F013, z0)
∗ϕ(α)000λ012λ′′0123λ023(−F012,−F023, z0)
× ϕ(α)011λ01λ′0123λ′123(−s01,−F123, z1)
∗ϕ(α)001λ123λ′0123λ01(−F123,−s01, z1).
To see what this has to do with identity (8.9), we invoke Lemma 8.5. Using those identities
in the above equation, and canceling out the τ terms gives
∂ˇφ(α)20λ0λ1λ2λ3 = φ(α)
11
λ0λ1
(Fλ1λ2λ3(z), z)
∏
1≤i<j≤n
φ(α)02λ0(z)
Fλ0λ1λ2 (z)iFλ0λ2λ3(z)j−Fλ1λ2λ3 (z)iFλ0λ1λ3(z)j
ij
= φ(α)11λ0λ1(Fλ1λ2λ3(z), z)
∏
1≤i<j≤n
φ(α)02λ0(z)
C(F )λ0λ1λ2λ3 (z)ij
ij ,
which is what we wanted to show. 
Lemma 8.7. Let (X,U , s) be in the standard setup. Then the map ΞU ,s in (8.7) is well-
defined and constant on outer conjugacy classes, and therefore defines a map (denoted by
the same symbol) ΞU ,s : BrRn(X)→ H2∂ˇs(π(U),S).
Proof. In constructing ΞU ,s we had to choose local trivialisations {Φλ} of CT (X, δ), and the
unitary lifts {vλ0} and {vλ0λ1} of β
α,Φ
(λ0(m,σλ0 (z))λ0)
and βα,Φ(λ0(−sλ0λ1(z),σλ1 (z))λ1)
respectively. Let
us first assume that ΞU ,s is independent of these choices and prove it descends to BrRn(X).
Let (CT (X, δ), χ) be outer conjugate to (CT (X, δ), α). Choose local trivialisations
Ψλ0 : CT (X, δ)|Uλ0 → C0(Uλ0 ,K) (since U is good), so that there exists v˜
m
λ0
and
v˜λ0λ1 such that β
χ,Ψ
λ0(m,σλ0 (z))λ0
= Ad v˜mλ0(z) and β
χ,Ψ
λ0(−sλ0λ1(z),σλ1 (z))λ1
= Ad v˜λ0λ1(z). Then
ΞU ,s((CT (X, δ), χ)) = [φ(χ)
20, φ(χ)11, φ(χ)02] is defined by
φ(χ)02λ0(z)ij :=v˜
j
λ0
(σλ0(z))v˜
i
λ0
(σλ0(z))v˜
ei+ej
λ0
(σλ0(z))
∗,
φ(χ)11(m, z) :=v˜mλ1(z)v˜λ0λ1(z)v˜
m
λ0(z)
∗v˜λ0λ1(z)
∗,
φ(χ)20(z) :=v˜λ1λ2(z)v˜λ0λ1(z)v˜
−∂ˇsλ0λ1λ2 (z)
λ0
(z)∗v˜λ0λ2(z)
∗.
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Observe that the definitions of βα,Φ, {vλ0} and {vλ0λ1} in (8.2) and (8.3) imply for any
a ∈ CT (X, δ) and any indices λ0, λ1 that
(Φλ0 ◦ αm(a))(σλ0(z)) =v
m
λ0
(z)Φλ0(a)(σλ0(z))v
m
λ0
(z)∗, m ∈ Zn, (8.16)
(Φλ1 ◦ α−sλ0λ1(z)(a))(σλ1(z)) =vλ0λ1(z)Φλ0(a)(σλ0(z))vλ0λ1(z)
∗. (8.17)
As in the proof of Proposition 5.13, we find there exists νλ0 : Uλ0 → U(H) such that
Ψλ0 ◦ Φ ◦ Φ
−1
λ0
= Ad νλ0 , and
βχ,Ψ(λ0(m,σλ0 (z))λ0)
(T ) =Ad[νλ0(σλ0(z))Φλ0(wm)(σλ0(z))v
m
λ0(z)νλ0(σλ0(z))
∗](T ),
βχ,Ψ(λ0(−sλ0λ1(z),σλ1 (z))λ1)
(T ) =Ad[νλ1(σλ1(z))Φλ1(w−sλ0λ1 (z))(σλ1(z))vλ0λ1(z)νλ0(σλ0(z))
∗](T ).
Therefore there exist continuous functions τ 01λ0 (m, ·) : π(Uλ0) → T and τ
10
λ0λ1
: π(Uλ0) ∩
π(Uλ0)→ T such that
v˜mλ0(z) =τ
01
λ0 (m, z)νλ0(σλ0(z))Φλ0(wm)(σλ0(z))v
m
λ0(z)νλ0(σλ0(z))
∗,
v˜λ0λ1(z) =τ
10
λ0λ1
(z)νλ1(σλ1(z))Φλ1(w−sλ0λ1(z))(σλ1(z))vλ0λ1(z)νλ0(σλ0(z))
∗.
Now we recalculate (φ(χ)20, φ(χ)11, φ(χ)02) using these equations, with the purpose being
to show (τ 10, τ 01) is in fact a 1-cochain in C1
∂ˇs
(π(U),S) such that
(φ(χ)20, φ(χ)11, φ(χ)02) = (φ(α)20, φ(α)11, φ(α)02)D∂ˇs(τ
10, τ 01). (8.18)
First we note that Lemma 8.4 says φ(χ)20 is exactly the Mackey obstruction of
(CT (X, δ), χ), which we recall is constant on outer conjugacy classes. Therefore
φ(χ)20 = φ(α)20. (8.19)
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This suffices to show that m 7→ τmλ0(z) is a homomorphism from Z
n to T, which will imply
(τ 10, τ 01) ∈ C1
∂ˇs
(π(U),S).∏
1≤i<j≤n
φ(χ)02(z)
milj
ij := v˜
l
λ0
(z)v˜mλ0(z)v˜
m+l
λ0
(z)∗ by Lemma 8.4
=τ 01λ0 (l, z)νλ0(σλ0(z))Φλ0(wl)(σλ0(z))v
l
λ0
(z)νλ0(σλ0(z))
∗
× τ 01λ0 (m, z)νλ0(σλ0(z))Φλ0(wm)(σλ0(z))v
m
λ0(z)νλ0(σλ0(z))
∗
× νλ0(σλ0(z))v
m+l
λ0
(z)∗Φλ0(wm+l)(σλ0(z))
∗νλ0(σλ0(z))
∗τ 01λ0 (m+ l, z)
∗
=τ 01λ0 (l, z)τ
01
λ0 (m, z)τ
01
λ0 (m+ l, z)
∗ Φλ0(wm+l)(σλ0(z))
∗Φλ0(wl)(σλ0(z))v
l
λ0(z)
× Φλ0(wm)(σλ0(z))v
m
λ0
(z)vm+lλ0 (z)
∗ by Lemma 2.5
=τ 01λ0 (l, z)τ
01
λ0 (m, z)τ
01
λ0 (m+ l, z)
∗Φλ0(wm+l)(σλ0(z))
∗Φλ0(wl)(σλ0(z))
× vlλ0(z)Φλ0(wm)(σλ0(z))v
l
λ0(z)
∗
∏
1≤i<j≤n
φ02(z)
milj
ij by Lemma 8.4
=τ 01λ0 (l, z)τ
01
λ0
(m, z)τ 01λ0 (m+ l, z)
∗
∏
1≤i<j≤n
φ02(z)
milj
ij by (8.16) and (5.4).
As φ(χ)02 = φ(α)02, this implies that τ 01λ0 (l, z)τ
01
λ0
(m, z)τ 01λ0 (m + l, z)
∗ = 1. Therefore
(τ 10, τ 01) ∈ C1
∂ˇs
(π(U),S). Now, for φ(χ)11λ0λ1(m, z) := v˜
m
λ1
(z)v˜λ0λ1(z)v˜
m
λ0
(z)∗v˜λ0λ1(z)
∗.
φ(χ)11λ0λ1(m, z) = τ
01
λ1
(m, z)νλ1(σλ1(z))Φλ1(wm)(σλ1(z))v
m
λ1
(z)νλ1(σλ1(z))
∗
× τ 10λ0λ1(z)νλ1(σλ1(z))Φλ1(w−sλ0λ1(z))(σλ1(z))vλ0λ1(z)νλ0(σλ0(z))
∗
× νλ0(σλ0(z))v
m
λ0
(z)∗Φλ0(wm)(σλ0(z))
∗νλ0(σλ0(z))
∗τ 01λ0 (m, z)
∗
× νλ0(σλ0(z))vλ0λ1(z)
∗Φλ1(w−sλ0λ1(z))(σλ1(z))
∗νλ1(σλ1(z))
∗τ 10λ0λ1(z)
∗
= τ 01λ1 (m, z)τ
01
λ0
(m, z)∗Φλ1(wm)(σλ1(z))v
m
λ1
(z)Φλ1(w−sλ0λ1 (z))(σλ1(z))
× vλ0λ1(z)v
m
λ0(z)
∗Φλ0(wm)(σλ0(z))
∗vλ0λ1(z)
∗Φλ1(w−sλ0λ1 (z))(σλ1(z))
∗ by Lemma 2.5
= φ11λ0λ1(m, z)τ
01
λ1
(m, z)τ 01λ0 (m, z)
∗Φλ1(wm)(σλ1(z))v
m
λ1
(z)Φλ1(w−sλ0λ1 (z))(σλ1(z))
× vmλ1(z)
∗vλ0λ1(z)Φλ0(wm)(σλ0(z))
∗vλ0λ1(z)
∗Φλ1(w−sλ0λ1 (z))(σλ1(z))
∗ by (8.5)
= φ(α)11λ0λ1(m, z)τ
01
λ1
(m, z)τ 01λ0 (m, z)
∗Φλ1(wm)(σλ1(z))Φλ1(αm(w−sλ0λ1(z)))(σλ1(z))
× Φλ1(α−sλ0λ1 (z)(wm))(σλ1(z))
∗Φλ1(w−sλ0λ1(z))(σλ1(z))
∗ by (8.16) and (8.17)
= φ(α)11λ0λ1(m, z)τ
01
λ1 (m, z)τ
01
λ0 (m, z)
∗Φλ1(wmαm(w−sλ0λ1(z))α−sλ0λ1(z)(wm)
∗w−sλ0λ1(z))(σλ1(z))
= φ(α)11λ0λ1(m, z)τ
01
λ1
(m, z)τ 01λ0 (m, z)
∗ by (5.4).
That is, we have shown
φ(χ)11λ0λ1(m, z) = φ(α)
11
λ0λ1(m, z)τ
01
λ1 (m, z)τ
01
λ0 (m, z)
∗. (8.20)
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Finally we work on the last component
φ(χ)20λ0λ1λ2(z) := v˜λ1λ2(z)v˜λ0λ1(z)v˜
−∂ˇsλ0λ1λ2(z)
λ0
(z)∗v˜λ0λ2(z)
∗
= τ 10λ1λ2(z)νλ2(σλ2(z))Φλ2(w−sλ1λ2 (z))(σλ2(z))vλ1λ2(z)νλ1(σλ1(z))
∗τ 10λ0λ1(z)νλ1(σλ1(z))
×Φλ1(w−sλ0λ1(z))(σλ1(z))vλ0λ1(z)νλ0(σλ0(z))
∗νλ0(σλ0(z))v
−∂ˇsλ0λ1λ2 (z)
λ0
(z)∗
×Φλ0(w−∂ˇsλ0λ1λ2(z)
)(σλ0(z))
∗νλ0(σλ0(z))
∗τ 01λ0 (−∂ˇsλ0λ1λ2(z), z)
∗νλ0(σλ0(z))vλ0λ2(z)
∗
×Φλ2(w−sλ0λ2(z))(σλ2(z))
∗νλ2(σλ2(z))
∗τ 10λ0λ2(z)
∗
= τ 10λ1λ2(z)τ
10
λ0λ1(z)τ
01
λ0 (−∂ˇsλ0λ1λ2(z), z)
∗τ 10λ0λ2(z)
∗Φλ2(w−sλ0λ2 (z))(σλ2(z))
∗
×Φλ2(w−sλ1λ2(z))(σλ2(z))vλ1λ2(z)Φλ1(w−sλ0λ1(z))(σλ1(z))vλ0λ1(z)v
−∂ˇsλ0λ1λ2(z)
λ0
(z)∗
×Φλ0(w−∂ˇsλ0λ1λ2(z)
)(σλ0(z))
∗vλ0λ2(z)
∗ by Lemma 2.5
= φ(α)20λ0λ1λ2(z)τ
10
λ1λ2
(z)τ 10λ0λ1(z)τ
01
λ0
(−∂ˇsλ0λ1λ2(z), z)
∗τ 10λ0λ2(z)
∗
×Φλ2(w−sλ0λ2(z))(σλ2(z))
∗Φλ2(w−sλ1λ2(z))(σλ2(z))vλ1λ2(z)
×Φλ1(w−sλ0λ1(z))(σλ1(z))vλ1λ2(z)
∗vλ0λ2(z)Φλ0(w
∗
−∂ˇs
)(σλ0(z))vλ0λ2(z)
∗ by (8.6)
= φ(α)20λ0λ1λ2(z)τ
10
λ1λ2(z)τ
10
λ0λ1(z)τ
01
λ0 (−∂ˇsλ0λ1λ2(z), z)
∗τ 10λ0λ2(z)
∗Φλ2(w−sλ0λ2 (z))(σλ2(z))
∗
×Φλ2(w−sλ1λ2(z))(σλ2(z))Φλ2(α−sλ1λ2(z)(w−sλ0λ1(z)))(σλ2(z))
×Φλ2(α−sλ0λ2(z)(w
∗
−∂ˇsλ0λ1λ2(z)
))(σλ2(z))
∗ by (8.17)× 2
= φ(α)20λ0λ1λ2(z)τ
10
λ1λ2(z)τ
10
λ0λ1(z)τ
01
λ0 (−∂ˇsλ0λ1λ2(z), z)
∗τ 10λ0λ2(z)
∗
×Φλ2(w
∗
−sλ0λ2(z)
w−sλ1λ2 (z))(σλ2(z))
×Φλ2(α−sλ1λ2(z)(w−sλ0λ1 (z))α−sλ0λ2 (z)(w−∂ˇsλ0λ1λ2 (z)
))(σλ2(z))
= φ(α)20λ0λ1λ2(z)τ
10
λ1λ2(z)τ
10
λ0λ1(z)τ
01
λ0 (−∂ˇsλ0λ1λ2(z), z)
∗τ 10λ0λ2(z)
∗
×Φλ2(w
∗
−sλ0λ2(z)
w−sλ1λ2 (z))(σλ2(z))
×Φλ2(w
∗
−sλ1λ2(z)
w−sλ1λ2 (z)−sλ0λ1(z)w
∗
−sλ1λ2 (z)−sλ0λ1 (z)
w−sλ0λ2(z)) by (5.4)
= φ(α)20λ0λ1λ2(z)τ
10
λ1λ2
(z)τ 10λ0λ1(z)τ
01
λ0
(−∂ˇsλ0λ1λ2(z), z)
∗τ 10λ0λ2(z)
∗
= φ(α)20λ0λ1λ2(z)τ
10
λ1λ2
(z)τ 10λ0λ1(z)τ
01
λ0
(∂ˇsλ0λ1λ2(z), z)τ
10
λ0λ2
(z)∗.
Therefore we have shown
φ(χ)20λ0λ1λ2(z) = φ(α)
20
λ0λ1λ2(z)τ
10
λ1λ2(z)τ
10
λ0λ1(z)τ
01
λ0 (∂ˇsλ0λ1λ2(z), z)τ
10
λ0λ2(z)
∗. (8.21)
Putting together the three equations (8.19), (8.20) and (8.21), we have proved
(φ(χ)20, φ(χ)11, φ(χ)02) = (φ(α)20, φ(α)11, φ(α)02)D∂ˇs(τ
10, τ 01). (8.22)
44 P BOUWKNEGT, A CAREY, AND R RATNAM
Finally, we need to prove that ΞU ,s : (CT (X, δ), α)) 7→ [φ(α)20, φ(α)11, φ(α)02] is well-
defined. We use the same proof as above, except we set Φ = id and wg(x) = 1. 
Corollary 8.8. Let (X,U , s) be in the standard setup. Then the map [CT (X, δ), α] 7→
[φ(α)20, φ(α)11, φ(α)02] defines a homomorphism of groups ΞU ,s : BrRn(X) 7→ H2∂ˇs(π(U),S).
Proof. Let [CT (X, δ), α], [CT (X, δ′), χ] ∈ BrRn(X). We have to show
ΞU ,s[CT (X, δ), α] + ΞU ,s[CT (X, δ
′), χ] = ΞU ,s[CT (X, δ)⊗C0(X) CT (X, δ
′), α⊗ χ],
where ⊗C0(X) denotes the balanced tensor product from Section 2.1. Suppose {Φλ0}
and {Ψλ0} are local trivialisations of CT (X, δ) and CT (X, δ
′) respectively. Suppose also
(φ(α)20, φ(α)11, φ(α)02) and (φ(χ)20, φ(χ)11, φ(χ)02) are such that
(CT (X, δ), α) 7→ [φ(α)20, φ(α)11, φ(α)02] and (CT (X, δ′), χ) 7→ [φ(χ)20, φ(χ)11, φ(χ)02].
We will assume that (φ(α)20, φ(α)11, φ(α)02) and (φ(χ)20, φ(χ)11, φ(χ)02) are defined using
unitary valued lifts {vλ0}, {vλ0λ1} and {v˜λ0}, {v˜λ0λ1} respectively.
Now, since K(H)⊗K(H) ∼= K(H⊗H), it is clear that
Φλ0 ⊗C0(X) Ψλ0(a⊗ a
′)(x) := Φλ0(a)(x)⊗Ψλ0(a
′)(x)
defines a local trivialisation of CT (X, δ)⊗C0(X) CT (X, δ
′). Moreover, it is straightforward
to see that, if we define βα⊗χ,Φ⊗Ψ by
βα⊗χ,Φ⊗Ψ(λ0(s,x)λ1)(T ) = Φλ1 ⊗C0(X) Ψλ1(a⊗ a
′)(x) T ∈ K(H⊗H),
for Φλ0 ⊗C0(X) Ψλ0(a⊗ a
′)(−s · x) = T , then
βα⊗χ,Φ⊗Ψ(λ0(−sλ0λ1(z),σλ1 (z))λ1)
= Ad vλ0λ1(z)⊗ v˜λ0λ1(z), and β
α⊗χ,Φ⊗Ψ
(λ0(m,σλ1 (z))λ0)
=Ad vmλ0(z)⊗ v˜
m
λ0(z).
With these facts one observes
[CT (X, δ)⊗C0(X) CT (X, δ
′), α⊗ χ] 7→ [φ(α)20φ(χ)20, φ(α)11φ(χ)11, φ(α)02φ(χ)02].

Theorem 8.9. Let (X,U , s) be in the standard setup. Then ΞU ,s is a group isomorphism.
To prove injectivity we use an obvious argument.
Proposition 8.10. Let (X,U , s) be in the standard setup, and recall M denotes the Mackey
obstruction map M : BrRn(X)→ C(Z,Mun (T)). Then there is a commutative diagram
BrRn(X)|M=0
∼= //
**UUU
UUU
UUU
UUU
UUU
UU
H2
Rn
(π−1(π(U)),S)

H
2
∂ˇs
(π(U),S).
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Proof. Recall from Theorem 6.3 that the map H2
Rn
(π−1(π(U)),S) 7→ H2
∂ˇs
(π(U),S) is given
by (ν, η) 7→ (φ20(ν, η), φ11(ν, η), φ02(ν, η)) with:
φ(ν, η)20λ0λ1λ2(z) := νλ0λ1λ2(σλ2(z))ηλ0λ1(−sλ1λ2(z), σλ2(z)),
φ(ν, η)11λ0λ1(m, z) := ηλ0λ1(m, σλ1(z)), and φ(ν, η)
02 := 1.
Suppose that [CT (X, δ), α] has trivial Mackey obstruction and [CT (X, δ), α] 7→ [ν, η] ∈
H2
Rn
(π−1(π(U)),S) under the map from Section 6. Suppose also that ΞU ,s[CT (X, δ), α] =
[φ(α)20, φ(α)11, φ(α)02]. Then we need to show
[φ(α)20, φ(α)11, φ(α)02] = [φ(ν, η)20, φ(ν, η)11, φ(ν, η)02].
First, we revisit the construction of (ν, η). Recall from Theorem 6.1 that there is an open
cover W = {Wλ0} of Z, local trivialisations Φλ0 : CT (X, δ)|π−1(Wλ0 ) → C0(π
−1(Wλ0),K)
and continuous maps uλ0 : G → C(π
−1(Wλ0), U(H)) such that for any section h in
C0(π
−1(Wλ0),K)
Φλ0 ◦ αg1 ◦ Φ
−1
λ0
(h) = Ad ug1λ0 ◦ τg1(h), (8.23)
ug1g0λ0 (x) = u
g1
λ0
(x)ug0λ0(g
−1
1 x). (8.24)
In this case, we may as well assume W = π(U), and that there are continuous maps
v˜λ0λ1 : π
−1(Wλ0λ1)→ U(H) such that Φλ1 ◦ Φ
−1
λ0
= Ad v˜λ0λ1 . Then we defined
νλ0λ1λ2(x) :=v˜λ1λ2(x)v˜λ0λ1(x)v˜λ0λ2(x)
∗,
ηλ0λ1(s, x) :=u
s
λ1
(x)v˜λ0λ1(−s · x)u
s
λ0
(x)∗v˜λ0λ1(x)
∗.
On the other hand, to define (φ(α)20, φ(α)11, φ(α)02) we need to find continuous unitary
valued maps that implement z 7→ β(λ0(−sλ0λ1(z),σλ1 (z))λ1) and (m, z) 7→ β(λ0(m,σλ0 (z))λ0). Fix
T ∈ K, z ∈ π(Uλ0) and let h ∈ C(Uλ0 ,K) be such that h(σλ0(z)) = T . Then
β(λ0(m,σλ0 (z))λ0)(T ) = Φλ0◦αm◦Φ
−1
λ0
(h)(σλ0(z)) = Ad u
m
λ0◦τm(h)(σλ0(z)) = Ad u
m
λ0(σλ0(z))(T ).
Note that (8.24) implies it is also the case that (for m ∈ Zn)
umλ0(σλ0(z)) = (u
e1
λ0
(σλ0(z))
m1(ue2λ0(σλ0(z))
m2 . . . (uemλ0 (σλ0(z))
m1 .
(This requirement was necessary: cf. Equation (8.1)). Therefore we may suppose
β(λ0(m,σλ0 (z))λ0) is implemented by (m, z) 7→ u
m
λ0
(σλ0(z)). Let T ∈ K, z ∈ π(Uλ0) ∩ π(Uλ1)
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and h ∈ C(Uλ0 ,K) satisfy h(σλ0(z)) = T . Then
β(λ0(−sλ0λ1 (z),σλ1 (z))λ1)(T ) =Φλ1 ◦ α−sλ0λ1 (z) ◦ Φ
−1
λ0
(h)(σλ1(z))
=Φλ1 ◦ Φ
−1
λ0
◦ Φλ0 ◦ α−sλ0λ1(z) ◦ Φ
−1
λ0
(h)(σλ1(z))
=Ad v˜λ0λ1(σλ1(z)) Ad u
−sλ0λ1 (z)
λ0
(σλ1(z))τ−sλ0λ1 (z)(h)(σλ1(z))
=Ad v˜λ0λ1(σλ1(z))u
−sλ0λ1(z)
λ0
(σλ1(z))(T ).
Therefore we may suppose β(λ0(−sλ0λ1(z),σλ1 (z))λ1) is implemented by
z 7→ v˜λ0λ1(σλ1(z))u
−sλ0λ1(z)
λ0
(σλ1(z)).
With this data we can calculate (φ(α)20, φ(α)11, φ(α)02). The last entry is easy:
φ(α)02λ0(z) :=u
ej
λ0
(σλ0(z))u
ei
λ0
(σλ0(z))u
ei+ej
λ0
(σλ0(z))
∗ = 1 by (8.24)
=φ02(ν, η)λ0(z).
For the middle entry we need to apply (8.24):
φ(α)11λ0λ1(m, z) :=u
m
λ1
(σλ1(z))v˜λ0λ1(σλ1(z))u
−sλ0λ1 (z)
λ0
(σλ1(z))
× umλ0(σλ0(z))
∗u
−sλ0λ1 (z)
λ0
(σλ1(z))
∗v˜λ0λ1(σλ1(z))
∗
=φ(ν, η)11λ0λ1(m, z)v˜λ0λ1(σλ1(z))u
m
λ0
(σλ1(z))u
−sλ0λ1(z)
λ0
(σλ1(z))
× umλ0(σλ0(z))
∗u
−sλ0λ1 (z)
λ0
(σλ1(z))
∗v˜λ0λ1(σλ1(z))
∗
=φ(ν, η)11λ0λ1(m, z)v˜λ0λ1(σλ1(z))u
m−sλ0λ1(z)
λ0
(σλ1(z))
× u
m−sλ0λ1(z)
λ0
(σλ1(z))
∗v˜λ0λ1(σλ1(z))
∗ = φ(ν, η)11λ0λ1(m, z).
For the remaining entry, we apply (8.24) again to obtain an identity:
u
−∂ˇsλ0λ1λ2(z)
λ0
(σλ0(z))
∗u−sλ0λ2(z)(σλ2(z))
∗
= u
−sλ0λ1(z)
λ0
(σλ1(z))
∗u
sλ0λ2(z)−sλ1λ2 (z)
λ0
(σλ0(z))
∗u
−sλ0λ2(z)
λ0
(σλ2(z))
∗
= u
−sλ0λ1(z)
λ0
(σλ1(z))
∗u
sλ0λ2(z)−sλ1λ2 (z)
λ0
(sλ0λ2(z) · σλ2(z))
∗u
−sλ0λ2 (z)
λ0
(σλ2(z))
∗
= u
−sλ0λ1(z)
λ0
(σλ1(z))
∗u
−sλ1λ2(z)
λ0
(σλ2(z))
∗.
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With this information we can compute
φ(α20λ0λ1λ2(z) := v˜λ1λ2(σλ2(z))u
−sλ1λ2 (z)
λ1
(σλ2(z))v˜λ0λ1(σλ1(z))u
−sλ0λ1 (z)
λ0
(σλ1(z))
× u
−∂ˇsλ0λ1λ2(z)
λ0
(σλ0(z))u
−sλ0λ2 (z)
λ0
(σλ2(z))
∗v˜λ0λ2(σλ2(z))
∗
=v˜λ1λ2(σλ2(z))u
−sλ1λ2(z)
λ1
(σλ2(z))v˜λ0λ1(σλ1(z))u
−sλ0λ1(z)
λ0
(σλ1(z))
× u
−sλ0λ1(z)
λ0
(σλ1(z))
∗u
−sλ1λ2 (z)
λ0
(σλ2(z))
∗v˜λ0λ2(σλ2(z))
∗
=v˜λ1λ2(σλ2(z))u
−sλ1λ2(z)
λ1
(σλ2(z))v˜λ0λ1(σλ1(z))u
−sλ1λ2(z)
λ0
(σλ2(z))
∗v˜λ0λ2(σλ2(z))
∗.
=v˜λ1λ2(σλ2(z))u
−sλ1λ2(z)
λ1
(σλ2(z))v˜λ0λ1(σλ1(z))u
−sλ1λ2(z)
λ0
(σλ2(z))
∗
× [v˜λ0λ1(σλ2(z))
∗v˜λ0λ1(σλ2(z))]v˜λ0λ2(σλ2(z))
∗
=v˜λ1λ2(σλ2(z))ηλ0λ1(−sλ1λ2(z), σλ2(z))v˜λ0λ1(σλ2(z))v˜λ0λ2(σλ2(z))
∗
=v˜λ1λ2(σλ2(z))v˜λ0λ1(σλ2(z))v˜λ0λ2(σλ2(z))
∗ηλ0λ1(−sλ1λ2(z), σλ2(z))
=νλ0λ1λ2(σλ2(z))ηλ0λ1(−sλ1λ2(z), σλ2(z)) = φ(ν, η)
20
λ0λ1λ2
(z).

Corollary 8.11. The map H2
Rn
(π−1(π(U)),S)→ H2
∂ˇs
(π(U),S) is injective.
Proof. Fix [ν, η], and assume that the image [φ(ν, η)20, φ(ν, η)11, 1] in H2
∂ˇs
(π(U),S) is the
identity element [1, 1, 1]. Thus, there is a 1-cochain (ϕ10, ϕ01) ∈ C1
∂ˇs
(π(U),S) such that
[φ(ν, η)20, φ(ν, η)11, 1] = [∂ˇϕ10 + ϕ01 ∪ ∂ˇs, ∂ˇϕ01, 1] ∈ H2
∂ˇs
(π(U),S).
Recalling theorems 1.2 and 6.3, we observe that ∂ˇφ(ν, η)11 = 1 and therefore [φ(ν, η)11] is
a well defined class in Hˇ1(π(U),S). Moreover, [φ(ν, η)11] ∈ Hˇ1(π(U),S) is precisely the
image of [ν, η] under the “integration” map π∗ : H
2
Rn
(π−1π(U),S) → Hˇ1(π(U),S). By
exactness of the Gysin sequence from Theorem 1.2, the fact that [φ(ν, η)11] = [∂ˇϕ01] = 1
implies there exists a γ ∈ Zˇ2(π(U),S) such that [ν, η] = π∗
Rn
[γ] := [π∗γ, 1]. Thus, we find
[1, 1, 1] = [φ20(ν, η), φ11(ν, η), 1] = [φ20(π∗γ, 1), 1, 1].
Using this, and the fact that φ(π∗γ, 1)20 = γ, shows there must exist a 1-cochain
(ϕ˜10, ϕ˜01) ∈ C1
∂ˇs
(π(U),S) such that γ = ∂ˇϕ˜10 + ϕ˜01 ∪ ∂ˇs and ∂ˇϕ˜01 = 1. Now, using
exactness of the Gysin sequence from Theorem 1.2 we see that π∗
Rn
◦ (∪∂ˇs) = 1. Therefore
[ν, η] = π∗
Rn
[γ] = π∗
Rn
[γ − ∂ˇϕ˜10] = π∗
Rn
([ϕ˜01] ∪ ∂ˇs) = 1,
which implies H2
Rn
(π−1(π(U)),S)→ H2
∂ˇs
(π(U),S) is injective. 
Corollary 8.12. Let (X,U , s) be in the standard setup. Then the map ΞU ,s is injective.
Proof. This follows from the diagram of Proposition 8.10 and Corollary 8.11. 
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Now we prove surjectivity of ΞU ,s. Unfortunately, there seems to be no way to explicitly
construct an element of BrRn(X) corresponding to a given element of H
2
∂ˇs
(π(U),S). There-
fore, in order to prove surjectivity, we go via Hˇ2(Rn⋉X,S). First, we make the relationship
between Hˇ2(σU•,S) and H2
∂ˇs
(π(U),S) as suggested by Lemma 8.5 more concrete.
Proposition 8.13. Let (X,U , s) be in the standard setup, and fix a cocycle (φ20, φ11, φ02) ∈
Z2
∂ˇs
(π(U),S). Suppose there exists an open cover U1 of (Rn⋉X)(1) and a Tu-Cˇech cocycle
ϕ ∈ Zˇ2(σU•,S) such that for any open sets U1λ01 , U
1
λ00
∈ U1 with (−sλ0λ1(z), σλ1) ∈ U
1
λ0λ1λ01
and (m, σλ0) ∈ U
1
λ0λ0λ00
, there exist continuous maps
τ 10λ0λ1λ01 : {z ∈ π(Uλ0) ∩ π(Uλ1) : (−sλ0λ1(z), σλ1(z)) ∈ U
1
λ01} → T and
τ 01λ0λ00(m, ·) : {z ∈ π(Uλ0) : (m, σλ0(z)) ∈ U
1
λ00
} → T,
such that for arbitrary indices λ′01, λ
′
02 satisfying
(−sλ0λ1(z) +m, σλ1(z)) ∈ U
1
λ′01
and (−sλ0λ1(z)− sλ1λ2(z), σλ2(z)) ∈ U
1
λ′02
the following three identities hold:
∏
1≤i<j≤n
φ02λ0(z)
milj
ij =τ
01
λ0λ12
(l, z)τ 01λ0λ01(m, z)τ
01
λ0λ02
(m+ l, z)∗ϕ(α)λ0λ0λ0λ01λ02λ12(m, l, σλ0(z)),
(8.25)
φ11λ0λ1(m, z) =τ
01
λ1λ11
(m, z)τ 01λ0λ00(m, z)
∗ϕ(α)λ0λ1λ1λ01λ′01λ11(−sλ0λ1(z), m, σλ1(z))
(8.26)
× ϕ(α)λ0λ0λ1λ00λ′01λ01(m,−sλ0λ1(z), σλ1(z))
∗,
φ20λ0λ1λ2(z) =τ
10
λ1λ2λ12
(z)τ 10λ0λ1λ01(z)τ
01
λ0λ00
(−∂ˇsλ0λ1λ2(z), z)
∗τ 10λ0λ2λ02(z)
∗ (8.27)
× ϕ(α)λ0λ1λ2λ01λ′02λ12(−sλ0λ1(z),−sλ1λ2(z), σλ2(z))
× ϕ(α)λ0λ0λ2λ00λ′02λ02(−∂ˇsλ0λ1λ2(z),−sλ0λ2(z), σλ2(z))
∗.
Then there is a class [CT (X, δ), α] ∈ BrRn(X) with ΞU ,s[CT (X, δ), α] = [φ20, φ11, φ02].
Proof. We observe first that the proof of Corollary 5.21 carries over verbatim to show that
there exists (CT (X, δ), α) ∈ BrRn(X) and choices of local trivialisations and unitary lifts
such that Υ(CT (X, δ), α) = ϕ. By Lemma 8.5, there exists an open cover V1 of Rn⋉X(1),
a cocycle (ψ20, ψ11, ψ02) ∈ Z2
∂ˇs
(π(U),S) and functions {γ10, γ01} satisfying an analogous
set of identities to the ones in the statement of this proposition. Moreover, it is the case
that ΞU ,s[CT (X, δ), α] = [ψ
20, ψ11, ψ02]. We thus need [ψ20, ψ11, ψ02] = [φ20, φ11, φ02].
By taking a common refinement of U1 and V1 (and leaving U0 untouched), we may as
well assume V1 = U1. We need to show that (τ 10(γ10)∗, τ 01(γ01)∗) is a well-defined cochain
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in C1
∂ˇs
(π(U),S) such that (φ20, φ11, φ02) = (ψ20, ψ11, ψ02)D∂ˇs(τ
10(γ10)∗, τ 01(γ01)∗). First,
identity (8.25) implies that∏
1≤i<j≤n
φ02λ0(z)
milj
ij =τ
01
λ0λ12
(l, z)γ01λ0λ12(l, z)
∗τ 01λ0λ01(m, z)γ
01
λ0λ01
(m, z)∗
× τ 01λ0λ02(m+ l, z)
∗γ01λ0λ02(m+ l, z)
∏
1≤i<j≤n
ψ02λ0(z)
milj
ij .
Using a symmetry argument, we see this implies∏
1≤i<j≤n
φ02λ0(z)
milj−mj li
ij =
∏
1≤i<j≤n
ψ02λ0(z)
milj−mj li
ij .
Therefore φ02 = ψ02, and
τ 01λ0λ12(l, z)γ
01
λ0λ12(l, z)
∗τ 01λ0λ01(m, z)γ
01
λ0λ01(m, z)
∗τ 01λ0λ02(m+ l, z)
∗γ01λ0λ02(m+ l, z) = 1. (8.28)
Notice that Equation (8.28) implies
τ 01λ0λ12(l, z)γ
01
λ0λ12
(l, z)∗ = τ 01λ0λ01(m, z)
∗γ01λ0λ01(m, z)τ
01
λ0λ02
(m+ l, z)γ01λ0λ02(m+ l, z)
∗,
and since the right hand side is independent of the index λ12, the left hand side must be
as well. It follows that the map (m, z) 7→ τ 01λ0•(m, z)γ
01
λ0•
(m, z)∗, for z ∈ π(Uλ0), which we
denote by (τγ∗)01, is a well-defined 0-cochain in Cˇ0(π(U), Nˆ ).
Second, identity (8.27) implies
φ20λ0λ1λ2(z)τ
10
λ1λ2λ12
(z)∗τ 10λ0λ1λ01(z)
∗τ 01λ0λ00(−∂ˇsλ0λ1λ2(z), z)τ
10
λ0λ2λ02
(z)
=ψ20λ0λ1λ2(z)γ
10
λ1λ2λ12(z)
∗γ10λ0λ1λ01(z)
∗γ01λ0λ00(−∂ˇsλ0λ1λ2(z), z)γ
10
λ0λ2λ02(z).
Thus
τ 10λ1λ2λ12(z)γ
10
λ1λ2λ12(z)
∗ =φ20λ0λ1λ2(z)
∗ψ20λ0λ1λ2(z)τ
10
λ0λ1λ01(z)γ
10
λ0λ1λ01(z)
∗τ 01λ0λ00(−∂ˇsλ0λ1λ2(z), z)
∗
× γ01λ0λ00(−∂ˇsλ0λ1λ2(z), z)τ
10
λ0λ2λ02
(z)∗γ10λ0λ2λ02(z),
and since the right hand side is independent of the index λ12, so too is the left hand side.
It follows that the map z 7→ τ 10λ0λ1•(z)γ
01
λ0λ1•
(z)∗, for z ∈ π(Uλ0) ∩ π(Uλ0), which we denote
(τγ∗)10, is a well-defined 1-cochain in Cˇ1(π(U),S).
Therefore, we have shown that ((τγ∗)10, (τγ∗)01) ∈ C1
∂ˇs
(π(U),S), and it is straightfor-
ward to see that φ02 = ψ02, and that
φ11λ0λ1(m, z) =ψ
11
λ0λ1(m, z)(τγ
∗)01λ1(m, z)(τγ
∗)01λ0(m, z)
∗,
φ20λ0λ1λ2(z) =ψ
20
λ0λ1λ2
(z)(τγ∗)10λ1λ2(z)(τγ
∗)10λ0λ1(z)(τγ
∗)λ0λ2(z)
∗(τγ∗)01λ0(∂ˇsλ0λ1λ2(z), z).
Consequently ΞU ,s[CT (X, δ), α] = [ψ
20, ψ11, ψ02] = [φ20, φ11, φ02]. 
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Proposition 8.13 gives us a strategy for the surjectivity proof but first we need a prelim-
inary result.
Lemma 8.14. Let (X,U , s) be in the standard setup. Define Rn/Zn-equivariant functions
wλ0 : π
−1(π(Uλ0))→ R
n/Zn by wλ0(x)
−1x := σλ0(π(x)). Then for all indices λ0 there is a
continuous function w˜λ0 : Uλ0 → R
n such that for all x ∈ Uλ0, [w˜λ0(x)]Rn/Zn = wλ0(x).
Proof. Consider the exact sequence C(Uλ0 ,R
n)→ C(Uλ0 ,T
n)→ Hˇ1(Uλ0 ,Z
n). Then wλ0 |Uλ0
has a lift to a continuous function w˜λ0 : Uλ0 → R
n if and only if the image of wλ0 under
the connecting homomorphism C(Uλ0 ,T
n)→ Hˇ1(Uλ0 ,Z
n) is trivial. But, we have a locally
constant sheaf over a contractible space Uλ0 , because U is good, which establishes the
conclusion. 
Corollary 8.15. For (X,U , s) in the standard setup the map ΞU ,s is surjective.
Proof. Fix (φ20, φ10, φ02). By Proposition 8.13 we need an open cover U1 of Rn×X , a Tu-
Cˇech cocycle ϕ ∈ Z2(σU•,S) and functions (τ 10, τ 01) satisfying the required identities. By
Lemma 8.14 there are continuous functions w˜λ0 : Uλ0 → R
n/Zn that satisfy [w˜λ0 ]Rn/Zn =
wλ0 and they can be chosen to also satisfy
w˜λ0(σλ0(z)) = 0 ∈ R
n. (8.29)
We now claim that the function mλ0λ1(s, x) := sλ0λ1(π(x)) − w˜λ1(x) + w˜λ0(s
−1x) + s is
continuous on {(s, x) ∈ Rn × X : x ∈ U0λ0 , s
−1x ∈ U0λ1}, and takes values in Z
n. Indeed,
continuity follows from the fact that it is the sum of four continuous functions, and is
defined on their common domain. To see that mλ0λ1(s, x) ∈ Z
n we just use the fact that
wλ0 is equivariant and recall that, for all x ∈ π
−1(π(Uλ0)) ∩ π
−1(π(Uλ1)) we have
[sλ0λ1(π(x))]Rn/Znwλ1(x)
−1wλ0(x) = [0]Rn/Zn .
Then we may now calculate: [sλ0λ1(z)− w˜λ1(x) + w˜λ0(s
−1x) + s]Rn/Zn
= [sλ0λ1(z)]Rn/Znwλ1(x)
−1wλ0(s
−1x)[s]Rn/Zn = [0]Rn/Zn .
For later use, note that (8.29) implies
mλ0λ1(−sλ0λ1(z), σλ1(z)) = 0, and (8.30)
mλ1λ1(m, σλ1(z)) = m, m ∈ Z
n. (8.31)
Now we define an open cover U1 of Rn ⋉ X with open sets U1λ0λ1l indexed by I
1 :=
I × I × Zn (where the open cover U of X is U = {Uλ0}λ0∈I) and we set
U1λ0λ1l := {(s, x) ∈ R
n ×X : s−1x ∈ Uλ0 , x ∈ Uλ1 , mλ0λ1(s, x) = l}.
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We next construct a cocycle ϕ ∈ Zˇ2(σU•,S) with image [φ20, φ11, φ02] ∈ H2F (π(U),S).
To simplify our exposition, we use the notation: φ02(m, l, z) :=
∏
1≤i<j≤n φ
02(z)
milj
ij , and
Fλ0λ1λ2(z) := ∂ˇsλ0λ1λ2(z).
Then we define a Tu-Cˇech 2-cocycle ϕ ∈ Zˇ2(σU•,S) by
ϕλ0λ1λ2(λ′0λ′1l1)(λ′2λ′3l2)(λ′4λ′5l3)(s, t, x) :=φ
20
λ0λ1λ2(π(x))φ
11
λ0λ1(mλ1λ2(t, x), π(x))
× φ02(mλ1λ2(t, x), mλ0λ1(s, t
−1x), π(x))∗
× φ02(Fλ0λ1λ2(π(x)), mλ0λ2(s+ t, x), π(x)).
We now take the Tu-Cˇech differential term by term. Thus, suppressing the indices from
U1 (since they do not determine the value of ϕ, only its domain) we define
ϕaλ0λ1λ2(s, t, x) := φ
20
λ0λ1λ2
(π(x)), and ϕbλ0λ1λ2(s, t, x) := φ
11
λ0λ1
(mλ1λ2(t, x), π(x)),
ϕcλ0λ1λ2(s, t, x) := φ
02(mλ1λ2(t, x), mλ0λ1(s, t
−1x), π(x))∗,
ϕdλ0λ1λ2(s, t, x) := φ
02(Fλ0λ1λ2(z), mλ0λ2(s+ t, x), π(x)).
Write z := π(x), and then the differentials of each of these terms are as follows.
∂Tuϕ
a
λ0λ1λ2λ3(r, s, t, x) =φ
20
λ1λ2λ3(z)φ
20
λ0λ2λ3(z)
∗φ20λ0λ1λ3(z)φ
20
λ0λ1λ2(z)
∗,
∂Tuϕ
b
λ0λ1λ2λ3
(r, s, t, x) =φ11λ1λ2(mλ2λ3(t, x), z)φ
11
λ0λ2
(mλ2λ3(t, x), z)
∗
× φ11λ0λ1(mλ1λ3(s+ t, x), z)φ
11
λ0λ1(mλ1λ2(s, t
−1x), z)∗
=φ11λ0λ1(Fλ1λ2λ3(z), z)
∗∂ˇφ11λ0λ1λ2(·, z)(mλ2λ3(t, x)),
∂Tuϕ
c
λ0λ1λ2λ3
(r, s, t, x)
= φ02(mλ2λ3(t, x), mλ1λ2(s, t
−1x), z)∗φ02(mλ2λ3(t, x), mλ0λ2(r + s, t
−1x), z)
× φ02(mλ1λ3(s+ t, x), mλ0λ1(r, s
−1t−1x), z)∗φ02(mλ1λ2(s, t
−1x), mλ0λ1(r, s
−1t−1x), z)
= φ02(mλ2λ3(t, x), Fλ0λ1λ2(z), z)
∗φ02(Fλ1λ2λ3(z), mλ0λ1(r, s
−1t−1x), z),
and ∂Tuϕ
d
λ0λ1λ2λ3
(r, s, t, x)
= φ02(Fλ1λ2λ3(z), mλ1λ3(s+ t, x), z)φ
02(Fλ0λ2λ3(z), mλ0λ3(r + s+ t, x), z)
∗
× φ02(Fλ0λ1λ3(z), mλ0λ3(r + s+ t, x), z)φ
02(Fλ0λ1λ2(z), mλ0λ2(r + s, t
−1x), z)∗
= φ02(Fλ1λ2λ3(z), Fλ0λ1λ3(z), z)φ
02(Fλ0λ1λ2(z), Fλ0λ2λ3(z), z)
∗
× φ02(Fλ0λ1λ2(z), mλ2λ3(t, x), z)φ
02(Fλ1λ2λ3(z), mλ0λ1(r, s
−1t−1x), z)∗.
We also need to recall a couple of facts from the DF -cocycle identity:
∂ˇφ11λ0λ1λ2(·, z)(mλ2λ3(t, x)) = φ
02
λ3(Fλ0λ1λ2(z), mλ2λ3(t, x), z)
∗φ02λ3(mλ2λ3(t, x), Fλ0λ1λ2(z), z),
∂ˇφ20(z)λ0λ1λ2λ3 = φ
11
λ0λ1
(Fλ1λ2λ3(z), z)φ
02(Fλ0λ1λ2(z), Fλ0λ2λ3(z))φ
02(Fλ1λ2λ3(z), Fλ0λ1λ3(z))
∗.
52 P BOUWKNEGT, A CAREY, AND R RATNAM
Put together, these facts imply ∂Tuϕ is given by
∂ˇφ20λ0λ1λ2λ3(z)φ
11
λ0λ1(Fλ1λ2λ3(z), z)
∗∂ˇφ11λ0λ1λ2(·, z)(mλ2λ3(t, x))
× φ02(mλ2λ3(t, x), Fλ0λ1λ2(z), z)
∗φ02(Fλ1λ2λ3(z), mλ0λ1(r, s
−1t−1x), z)
× φ02(Fλ1λ2λ3(z), Fλ0λ1λ3(z), z)φ
02(Fλ0λ1λ2(z), Fλ0λ2λ3(z), z)
∗
× φ02(Fλ0λ1λ2(z), mλ2λ3(t, x), z)φ
02(Fλ1λ2λ3(z), mλ0λ1(r, s
−1t−1x), z)∗
= [φ11λ0λ1(Fλ1λ2λ3(z), z)φ
02(Fλ0λ1λ2(z), Fλ0λ2λ3(z))φ
02(Fλ1λ2λ3(z), Fλ0λ1λ3(z))
∗]
× φ11λ0λ1(Fλ1λ2λ3(z), z)
∗[φ02λ3(Fλ0λ1λ2(z), mλ2λ3(t, x), z)
∗φ02λ3(mλ2λ3(t, x), Fλ0λ1λ2(z), z)]
× φ02(mλ2λ3(t, x), Fλ0λ1λ2(z), z)
∗φ02(Fλ1λ2λ3(z), Fλ0λ1λ3(z), z)
× φ02(Fλ0λ1λ2(z), Fλ0λ2λ3(z), z)
∗φ02(Fλ0λ1λ2(z), mλ2λ3(t, x), z) = 1.
Therefore, the cochain ϕ is closed under ∂Tu. We now need to find functions (τ
10, τ 01)
satisfying the identities from Proposition 8.13. First, let us define
τ 01λ0 (m, z) := φ
20
λ0λ0λ0(z)
∗
∏
1≤i<j≤n
f(z)
−mimj
ij , and τ
10
λ0λ1(z) := 1.
Then, using (8.30), we see that checking identity (8.25) amounts to the computation
ϕλ0λ0λ0(m, l, σλ0(z))τ
01
λ0·
(m, z)τ 01λ0·(l, z)τ
01
λ0·
(m+ l, z)∗
= (φ20λ0λ0λ0(z)
∏
1≤i<j≤n
f(z)
−limj
ij )(φ
20
λ0λ0λ0
(z)∗
∏
1≤i<j≤n
f(z)
−mimj
ij )
× (φ20λ0λ0λ0(z)
∗
∏
1≤i<j≤n
f(z)
−lilj
ij )(φ
20
λ0λ0λ0
(z)
∏
1≤i<j≤n
f(z)
(m+l)i(m+l)j
ij ) =
∏
1≤i<j≤n
f(z)
milj
ij .
For (8.26), the cocycle identity for (φ20, φ11, φ02) implies φ20λ0λ0λ1(z) = φ
20
λ0λ0λ0
(z) and
φ20λ0λ1λ1(z) = φ
20
λ1λ1λ1
(z). Therefore, using (8.30) and (8.31) we see that
ϕλ0λ1λ1(−sλ0λ1(z), m, σλ1(z))ϕλ0λ0λ1(m,−sλ0λ1(z), σλ1(z))
∗τ 01λ1·(m, z)τ
01
λ0·
(m, z)∗
= (φ20λ0λ1λ1(z)φ
11
λ0λ1
(m, z))(φ20λ0λ0λ1(z))
∗φ20λ1λ1λ1(z)
∗φ20λ0λ0λ0(z) = φ
11
λ0λ1
(m, z).
Finally, for identity (8.27)
ϕλ0λ1λ2(−sλ0λ1(z),−sλ1λ2(z), σλ2(z))ϕλ0λ0λ2(−Fλ0λ1λ2(z),−sλ0λ2(z), σλ2(z))
∗
× τ 01λ0 (Fλ0λ1λ2(z), z)τ
10
λ1λ2(z)τ
10
λ0λ1(z)τ
10
λ0λ2(z)
∗
= φ20λ0λ1λ2(z)φ
02(Fλ0λ1λ2(z),−Fλ0λ1λ2(z), π(x))
× φ20λ0λ0λ2(π(x))
∗φ20λ0λ0λ0(z)
∏
1≤i<j≤n
φ02(π(x))
Fλ0λ1λ2(z)iFλ0λ1λ2 (z)j
ij = φ
20
λ0λ1λ2
(z).
Therefore, by Proposition 8.13, there exists a class [CT (X, δ), α] such that ΞU ,s :
[CT (X, δ), α] 7→ [φ20, φ11, φ02], implying ΞU ,s : BrRn(X)→ H2F (π(U
0),S) is surjective. 
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The formula for the Tu-Cˇech cocycle in Corollary 8.15 allows us to calculate the Dixmier-
Douady class corresponding to a cocycle [φ20, φ11, φ02]. Corollary 8.15 completes the proof
of Theorem 8.9, which in turn provides the left downward isomorphism from the dia-
gram of Theorem 1.3. To complete Theorem 1.3 we need the right downward arrow
Hˇ3(X,Z)|π0,3=0
∼=
−→ H3
∂ˇs
(π(U),Z), and commutativity of the diagram. The first step is:
Theorem 8.16 ( [MR06, Thm 2.2]). Let δ ∈ Hˇ3(X,Z). Then δ is in the image of the
forgetful homomorphism F : BrRn(X)→ Hˇ
3(X,Z) if an only if π0,3(δ) = 0.
Next, as every class in Hˇ3(X,Z)|π0,3=0 lifts to BrRn(X) we can define a map implicitly
from Hˇ3(X,Z)|π0,3=0 to H
3
∂ˇs
(π(U),Z) as the composition
BrRn(X)
ΞU,s // H2
∂ˇs
(π(U),S)

Hˇ3(X,Z)|π0,3=0
F−1
OO
H
3
∂ˇs
(π(U),Z),
provided the image in H3
∂ˇs
(π(U),Z) is independent of the choice of the lift
Hˇ3(X,Z)|π0,3=0 → BrRn(X). From [MR06, Thm 2.3] we have:
Proposition 8.17. There is an exact sequence
H2M(R
n, C(X,T))→ BrRn(X)→ Hˇ
3(X,Z)π0,3=0 → 0.
To find the image of H2M(R
n, C(X,T)) under the composition
H2M(R
n, C(X,T))→ BrRn(X)
ΞU,s
−→ H2
∂ˇs
(π(U),S),
we now describe H2M(R
n, C(X,T))→ BrRn(X) in more detail. First, we know from [MR05,
Lemma 2.1] that there is an isomorphism C(Z,∧2Rn) ∼= H2M(R
n, C(X,T)) taking g ∈
C(Z,Mun (R))
∼= C(Z,∧2Rn), to the cocycle g˜ in Z2M(R
n, C(X,T)) defined by
(s, t) 7→

x 7→
[ ∑
1≤i<j≤n
g(π(x))ijtisj
]
R/Z

 .
We find the image of this in BrRn(X) as follows. Let H = L2(Rn), and define a continuous
map Lg˜ : R
n → C(X,U(L2(Rn))) with the formula
[Lg˜(s)(x)](ξ)(t) := g˜(s, t− s)(x)ξ(t− s), s, t ∈ R
n, x ∈ X, ξ ∈ L2(Rn).
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Notice in particular that
Lg˜(s)(x)[Lg˜(t)(−s · x)ξ](r) =g˜(s, r − s)[Lg˜(t)(−s · x)ξ](r − s)
=g˜(s, r − s)(x)g˜(t, r − s− t)(−s · x)ξ(r − s− t)
=g˜(s, r − s)(x)g˜(t, r − s− t)(x)ξ(r − s− t)
=g˜(s, t)(x)g˜(s+ t, r − s− t)(x)ξ(r − s− t)
=g˜(s, t)(x)[Lg˜(s+ t)(x)ξ](r).
It follows that the map H2M(R
n, C(X,T)) ∼= C(Z,Mun(R)) → BrRn(X) is given by (cf.
[CKRW97, Thm 5.1]): g 7→ [C0(X,K),AdLg˜ ◦ τ ].
Lemma 8.18. Let (X,U , s) be in the standard setup. Then the composition
C(Z,Mun (R))→ BrRn(X)
ΞU,s
→ H2
∂ˇs
(π(U),S)→ H3
∂ˇs
(π(U),Z)
is the zero map.
Proof. Let g ∈ C(Z,Mun (R)) have image (C0(X,K),AdLg˜ ◦ τ) ∈ BrRn(X). Then, if we
take the identity maps as the local trivialisations, we have
βα,Φ(λ0(m,σλ0 (z))λ0)
= AdLg˜(·,·)(σλ0 (z))(m)and β
α,Φ
(λ0(−sλ0λ1(z),σλ1 (z))λ1)
= AdLg˜(·,·)(σλ1 (z))(−sλ0λ1(z)).
Therefore we can define
umλ0(z) := (Lg˜(·,·)(σλ0 (z))(e1))
m1 . . . (Lg˜(·,·)(σλ0 (z))(en))
mnand uλ0λ1(z) := Lg˜(·,·)(σλ1(z))(−sλ0λ1(z)).
We can then calculate the image [φ(AdL ◦ τ)20, φ(AdL ◦ τ)11, φ(AdL ◦ τ)02] of
(C0(X,K),AdLg˜ ◦ τ) in H2∂ˇs(π(U),S) using
Lg˜(s)(x)Lg˜(t)(−s · x) = g˜(s, t)(x)Lg˜(s+ t)(x). (8.32)
as follows
φ(AdL ◦ τ)02λ0(z)ij = Lg˜(·,·)(σλ0 (z))(ej)Lg˜(·,·)(σλ0 (z))(ei)Lg˜(·,·)(σλ0(z))(ei + ej)
∗
= g˜(ej , ei)(σλ0(z)) = [g(z)ij]R/Z,
φ(AdL ◦ τ)11λ0λ1(m, z) = u
m
λ1(z)uλ0λ1(z)u
m
λ0(z)
∗uλ0λ1(z)
∗ by (8.32)× 2
= Lg˜(·,·)(σλ1 (z))(m)Lg˜(·,·)(σλ1(z))(−sλ0λ1(z))
× Lg˜(·,·)(σλ0 (z))(m)
∗Lg˜(·,·)(σλ1 (z))(−sλ0λ1(z))
∗
= g˜(m,−sλ0λ1(z))(σλ1(z))g˜(−sλ0λ1(z), m)(σλ1(z))
∗
=
[ ∑
1≤i<j≤n
g(z)ij(misλ0λ1(z)j − sλ0λ1(z)imj)
]
R/Z
,
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φ(AdL ◦ τ)20λ0λ1λ2(z) = uλ1λ2(z)uλ0λ1(z)u
−∂ˇsλ0λ1λ2 (z)
λ0
(z)uλ0λ2(z)
∗
= Lg˜(·,·)(σλ2 (z))(−sλ1λ2(z))Lg˜(·,·)(σλ1 (z))(−sλ0λ1(z))
× Lg˜(·,·)(σλ0 (z))(−∂ˇsλ0λ1λ2(z))
∗Lg˜(·,·)(σλ2 (z))(−sλ0λ2(z))
∗
= g˜(−sλ1λ2(z),−sλ0λ1(z))g˜(−sλ0λ2(z),−∂ˇsλ0λ1λ2(z))
∗
=
[ ∑
1≤i<j≤n
g(z)ij(sλ0λ1(z)isλ1λ2(z)j − ∂ˇsλ0λ1λ2(z)isλ0λ2(z)j)
]
R/Z
.
Now refer to the construction of the connecting homomorphism after Proposition 3.4 to
find ∆(φ(AdLτ)20, φ(AdLτ)11, φ(AdLτ)02) ∈ H3
∂ˇs
(π(U),Z), which will be given by a triple
(
∆(φ(AdLτ)20, φ(AdLτ)11, φ(AdLτ)02)30,
∆(φ(AdLτ)20, φ(AdLτ)11, φ(AdLτ)02)21,
∆(φ(AdLτ)21, φ(AdLτ)11, φ(AdLτ)02)12
)
.
The latter two terms are relatively easy to compute:
∆(φ(AdLτ)20, φ(AdLτ)11, φ(AdLτ)02)21λ0λ1λ2(z)l
= ∂ˇ
[ ∑
1≤i<j≤n
gij(z)((el)is··(z)j − s··(z)i(el)j)
]
λ0λ1λ2
+
∑
1≤i<j≤n
g(z)ij(Fλ0λ1λ2(z)i(el)j − (el)iFλ0λ1λ2(z)j) = 0.
∆(φ(AdLτ)20, φ(AdLτ)11, φ(AdLτ)02)12λ0λ1(z)ij = g(z)ij − g(z)ij = 0.
The first term is similar, but requires one to compute the Cˇech differential ∂ˇ of
2⋂
k=0
π(Uλk) ∋ z 7→
∑
1≤i<j≤n
g(z)ij(sλ0λ1(z)isλ1λ2(z)j − ∂ˇsλ0λ1λ2(z)isλ0λ2(z)j).
We find this differential has the formula
3⋂
k=0
π(Uλk) ∋ z 7→
∑
1≤i<j≤n
g(z)ij
[
∂ˇsλ0λ1λ2(z)i∂ˇsλ0λ2λ3(z)j − ∂ˇsλ1λ2λ3(z)i∂ˇsλ0λ1λ3(z)j
∂ˇsλ1λ2λ3(z)isλ0λ1(z)j − sλ0λ1(z)i∂ˇsλ1λ2λ3(z)j
]
.
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Then we see that
∆(φ(AdLτ)20, φ(AdLτ)11, φ(AdLτ)02)30λ0λ1λ2λ3(z)
=
∑
1≤i<j≤n
g(z)ij
[
∂ˇsλ0λ1λ2(z)i∂ˇsλ0λ2λ3(z)j − ∂ˇsλ1λ2λ3(z)i∂ˇsλ0λ1λ3(z)j
+∂ˇsλ1λ2λ3(z)isλ0λ1(z)j − sλ0λ1(z)i∂ˇsλ1λ2λ3(z)j
]
−
∑
1≤i<j≤n
g(z)ij(∂ˇsλ1λ2λ3(z)isλ0λ1(z)j − sλ0λ1(z)i∂ˇsλ1λ2λ3(z)j)
−
∑
1≤i<j≤n
g(z)ij(∂ˇsλ0λ1λ2(z)i∂ˇsλ0λ2λ3(z)j − ∂ˇsλ1λ2λ3(z)i∂ˇsλ0λ1λ3(z)j) = 0.

Corollary 8.19. Let (X,U , s) be in the standard setup, and suppose δ ∈ Hˇ3(X,Z)|π0,3=0.
Then the image of δ under the composition
BrRn(X)
ΞU,s // H2
∂ˇs
(π(U),S)

Hˇ3(X,Z)|π0,3=0
F−1
OO
H
3
∂ˇs
(π(U),Z)
is independent of the choice of lift Hˇ3(X,Z)|π0,3=0 → BrRn(X).
Proof. Follows from Proposition 8.17 and Lemma 8.18. 
Theorem 8.20. Let (X,U , s) be in the standard setup. Then we have an isomorphism of
groups Hˇ3(X,Z)|π0,3=0 ∼= H
3
∂ˇs
(π(U),Z).
Proof. Corollary 8.19 gives a well-defined homomorphism Hˇ3(X,Z)|π0,3=0 7→ H
3
∂ˇs
(π(U),Z).
Then, Corollary 3.6, Proposition 8.17 and Theorem 8.9 give a diagram with exact rows
C(Z,Mun (R))
//
id

BrRn(X) //
∼=ΞU,s

Hˇ3(X,Z)|π0,3=0

// 0

// 0

C(Z,Mun (R)) // H
2
∂ˇs
(π(U),S) // H3
∂ˇs
(π(U),Z) // 0 // 0
The squares are commutative by definition (because the maps on the bottom row are
defined implicitly by going clockwise around the square). The isomorphism then follows
from the Five Lemma. 
The proof of Theorem 1.3 then follows from Theorem 8.20 and its proof.
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