Motivated by a recent study of Bao and Ullah (2007a) on finite sample properties of MLE in the pure SAR (spatial autoregressive) model, a general method for third-order bias and variance corrections on a nonlinear estimator is proposed based on stochastic expansion and bootstrap. Working with concentrated estimating equation simplifies greatly the high-order expansions for bias and variance; a simple bootstrap procedure overcomes a major difficulty in analytically evaluating expectations of various quantities in the expansions. The method is then studied in detail using a more general SAR model, with its effectiveness in correcting bias and improving inference fully demonstrated by extensive Monte Carlo experiments. Compared with the analytical approach, the proposed approach is much simpler and has a much wider applicability. The validity of the bootstrap procedure is formally established. The proposed method is then extended to the case of more than one nonlinear estimator.
Introduction
Many econometric models share the following common features: (i) there is a nonlinear parameter that is the main source of bias in model estimation and main cause of difficulty in bias correction, (ii) there are many other parameters in the model but their estimates, given this nonlinear parameter, are either unbiased or can be easily bias-corrected, and (iii) the constrained estimates possess analytical expressions, leading to an analytical form for a concentrated estimating equation. These include spatial autoregressive model, spatial panel model with fixed effects, dynamic regression model, dynamic panel model with fixed effects, Box-Cox regression, Weibull duration model, etc. . The bias problem arising from the estimation of the nonlinear parameter has been widely recognized and a satisfactory treatment of it has been the main focus of many researchers in the last two decades (see, among others, Kiviet, 1995; Hahn and Kuersteiner, 2002; Hahn and Newey, 2004; Bun and Carree, 2005; Bao and Ullah, 2007a,b; Bao, 2013) . Another important issue, the high-order correction on the variance of a bias-corrected estimator, has not been formally addressed.
Stochastic expansion (Rilstone et al., 1996; Ullah, 2004 ) is seen to be a very useful tool for studying the finite sample properties of a nonlinear estimator (Bao and Ullah, 2007a,b, 2009; Kundhi and Rilstone, 2008; Bao, 2013) . However, in high-order bias and variance corrections: (i) it involves high dimension matrix manipulations and (ii) it requires closed form expressions of expectations of various quantities in the expansions, which are either very cumbersome to derive or simply do not even exist. We show in this paper that (i) can be overcome by focusing on the nonlinear parameter and working with the concentrated estimating equation, and (ii) can be overcome by a simple bootstrap procedure.
To illustrate the above ideas, consider first the spatial autoregressive (SAR) model:
where Y n is a vector of observations on n spatial units, X n is an n × p matrix of values of p exogenous regressors, W n is a specified n × n spatial weights matrix, ε n is a vector of independent and identically distributed (iid) disturbances of zero mean and finite variance σ 2 , λ is a scalar spatial parameter, and β is a p × 1 vector of regression coefficients. 1 Denote θ = {λ, β , σ 2 } . The Gaussian log-likelihood function is,
where A n (λ) = I n − λW n and I n is an n × n identity matrix. Maximizing (θ) gives the maximum likelihood estimator (MLE) of θ if the errors are exactly normal, otherwise the quasi-MLE (QMLE). Given λ, the constrained QMLEs of β and σ 2 arê β n (λ) = (X n X n ) −1 X n A n (λ)Y n andσ 2
where M n = I n − X n (X n X n ) −1 X n . These lead to the concentrated log-likelihood of λ as c n (λ) = − n 2 [log(2π) + 1] − n 2 logσ 2 n (λ) + log |A n (λ)|.
Maximizing c n (λ) gives the unconstrained QMLEλ n of λ. The unconstrained QMLEs of β and σ 2 are thusβ n ≡β n (λ n ) andσ 2 n ≡σ 2 n (λ n ). Writeθ n = (λ n ,β n ,σ 2 n ) .
To study the finite sample properties ofθ n following the stochastic expansion approach, one needs to derive analytically the expectations of various quantities involving derivatives of n (θ) (up to fourth order for third-order bias and variance corrections). While finding the expectations is not a problem in theory as it involves only quadratic forms of u n , the dimensionality of the problem (up to (p + 2) 3 × (p + 2)) greatly complicates the results that in turn hinders their practical tractability (see Bao, 2013 , for a second-order bias formula). We note that if λ were known, thenβ n (λ) is unbiased andσ 2 n (λ) can be made unbiased by multiplying a factor n/ (n − p) . This suggests that in estimating the SAR model the main source of bias and the main difficulty in correcting the bias are associated with the estimation of λ. Lee (2007a) made a similar remark based on his Monte Carlo results. Further, given λ the finite sample variances ofβ n (λ) andσ 2 n (λ) both possess explicit expressions. Thus, for bias and variance corrections for the SAR model it may be only necessary to focus on the estimation of λ. A multidimensional problem is thus reduced to a scalar one, which greatly simplifies the higher-order stochastic expansions. However, working with the concentrated log-likelihood c n (λ) makes the analytical derivation harder as it now involves ratios of quadratic forms (see Section 3 for details). Thus, for these expansions to be of a general practical value, they must be supplemented with simple ways for evaluating various expectations involving ratios of quadratic forms.
The above arguments extend directly to all other models of similar features as the SAR model. Take, for example, the Box-Cox transformation model (Box and Cox, 1964) : h(Y n , λ) = X n β + σu n , where all quantities are defined similarly as the SAR model (1), except that h denotes a known nonlinear monotonic transformation indexed by an unknown transformation parameter λ, applied to Y n elementwise. The concentrated log-likelihood of λ takes the form c n (λ) = − n 2 [log(2π)+1]− n 2 logσ 2 n (λ)+ n i=1 log h y (Y n,i , λ), whereσ 2 n (λ) = n −1 h (Y n , λ)M n h(Y n , λ) and h y (Y n,i , λ) = ∂h(Y n,i , λ)/∂Y n,i . It is clear that the analytical expectations of various quantities involving the derivatives of c n (λ) are not obtainable, and working with the full likelihood in this case does not solve this problem.
The above discussions show clearly the need for a general method for high-order bias and variance corrections that avoids the analytical derivations of various expectations, and thus works for all models even when the analytical expectations are not obtainable. Noting that the derivatives of c n (λ) for both the SAR model and the Box-Cox model discussed above can be expressed as functions of the parameter vector θ and the error vector u n with iid elements, naturally, their expectations can be bootstrapped (see Efron, 1979) .
In this paper we present a general method for third-order bias and variance corrections under a fairly general model specification that encompasses all the models mentioned above. The proposed approach is hybrid -combining stochastic expansion and bootstrap, with the former providing tractable approximations to the bias and variance (up to third-order) of a nonlinear estimator, and the latter making these expansions practically implementable. A key assumption followed in the literature is relaxed, resulting in different bias and variance formulas when concentrated estimating equation is used. The important issue: third-order correction on the standard error of a bias-corrected estimator, is formally studied.
When applied to the SAR model, the proposed approach quickly leads to a complete set of results for third-order bias and variance corrections, which extends Bao and Ullah (2007a) by (i) allowing regressors in the model, (ii) allowing nonnormal errors, and (iii) providing a third-order bias correction onλ n , and second-and third-order corrections on the variances ofλ n and the bias-correctedλ n . Compared with Bao (2013) , where only a second-order bias formula forθ n is derived based on the full likelihood, our method can be viewed as a simpler alternative when only second-order bias correction onλ n is concerned. In addition, our method provides a complete set of third-order results, including the third-order variance of the bias-correctedλ n . More importantly, the proposed approach is much simpler and has a much wider applicability than the analytical approach. The validity of the proposed bootstrap procedure is formally established, in general and under the SAR model. Finally, the method is extended to the models of more than one nonlinear parameter.
The rest of the paper is organized as follows. Section 2 presents the general method for third-order bias and variance corrections of a general nonlinear estimator. Section 3 presents the main theoretical results corresponding to the SAR model, followed by Monte Carlo results for the finite sample performance of the proposed method under the SAR model, where the effectiveness of the proposed method in correcting bias, variance, and hence in improving inference is fully demonstrated. Section 4 extends the proposed method to models of more than one nonlinear parameter. Section 5 concludes the paper.
A General Method for Bias and Variance Corrections
In this section, we first present revised third-order results by relaxing a key assumption, to suit the concentrated estimating equation, and then we introduce the bootstrap method for estimating quantities in the bias and variance formulas and prove its validity. Bao and Ullah (2007a) , extending Rilstone et al. (1996) , considered a general class of √ n-consistent estimators identified by the moment condition or estimating equation
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where ψ n (θ) ≡ ψ n (Z n ; θ) is a k × 1 vector-valued function of the observable data Z n = {Z i } n i=1 (iid or non-iid) and a parameter vector θ, of the same dimension as θ, and normalized to have order O p (n −1/2 ). 2 They obtained a third-order stochastic expansion forθ n , and a second-order bias and a third-order MSE forθ n , assuming Eψ n (θ 0 ) = 0, where θ 0 denotes the true value of the parameter vector θ.
We note that the condition, Eψ n (θ 0 ) = 0, is neither necessary nor true in general for deriving high-order results based on a general estimation equation as in (5). It is required for achieving asymptotic efficiency but not for achieving consistency (see, e.g., Amemiya, 1985; White, 1994) . Under the joint estimation, it is usually true if the model is correctly specified and the ML method is followed, but may fail if the model is misspecified. Under the constrained estimation, however, it is generally untrue whichever the estimation method is followed and whether or not the model is correctly specified, except in some special cases, e.g., the pure (no regressors) SAR model with σ 2 unknown (Bao and Ullah, 2007a) . Thus, this condition needs to be relaxed, in particular under the constrained estimation framework.
To fix the idea, let θ = (λ, α ) where λ is the scalar nonlinear parameter of which the estimation incurs bias that is difficult to correct, and given λ the estimation of the parameter vector α has an analytical solution, either unbiased or easily bias-correctable. Letα n (λ) be the constrained estimator of α for a given λ value. Let θ 0 = (λ 0 , α 0 ) . Partition ψ n (θ) according to (λ, α ) , i.e., ψ n (θ) = {ψ λn (λ, α), ψ αn (λ, α)} . Defineψ n (λ) ≡ ψ λn (λ,α n (λ)). Then, the estimatorλ n of λ would typically bê
withψ n (λ) = 0 being referred to as the concentrated estimating equation (CEE), in contrast to the joint estimating equation (JEE) embedded in (5). 3 Note that by 'nonlinear' we mean the CEE,ψ n (λ) = 0, does not have an analytical solution. We first focus on the cases where λ is a scalar. The CEE looks identical to the JEE when θ is a scalar, and thus the corresponding expansion is expected to have the same form, though the regularity conditions need to be strengthened. However, there is a major difference: the expectation ofψ n (λ 0 ) may not be zero even if Eψ n (θ 0 ) = 0. Ifα n (λ) is √ n-consistent, it is typical that E[ψ n (λ 0 )] = O(n −1 ), i.e., the expectation goes to zero at an n-rate. If this is true, then E[ψ n (λ 0 )] constitutes an important term in the bias correction. In this case, the bias formulas need to be modified. As a consequence, the higher-order approximations to the variance need to be modified as well. The mean squared error (MSE), however, remains in the same form as it directly follows the stochastic expansions forλ n .
Let
Note that here and hereafter the expectation operator 'E' corresponds to the true model or the true parameter values θ 0 .
3 Making inference about the parameter of interest in the presence of many parameters not of direct interest (called the nuisance parameters) is a standard statistical problem, and it is typical in these situations to replace the nuisance parameters by their estimators (constrained) in the object function or the estimating function. There is a vast literature on the satisfactory handling of nuisance parameters. Most of this work focused on the modification of the likelihood function and the concentrated likelihood function. See Laskar and King (1998) for a survey and a comparison of the various methods.
Let Λ be the parameter space of λ. So far we have not yet specified the form of theψ n (λ) function, thus as general theories we need some generic smoothness conditions onψ n (λ).
Assumption A: Λ is compact with λ 0 being an interior point. E(ψ n ) = O(n −1 ), and λ n , as a solution ofψ n (λ) = 0, is a √ n-consistent estimator of λ 0 . Assumption B:ψ n (λ) is differentiable up to rth order for λ in a neighborhood of λ 0 ,
The √ n-consistency is a standard requirement for a higher-order stochastic expansion. In the context of CEE, the √ n-consistency ofλ n implies E(ψ n ) = o(n −1/2 ) but not zero in general due to the estimation of the nuisance parameters. If the estimators of the nuisance parameters are also √ n-consistent, it can be argued that E(ψ n ) = O(n −1 ). Further, the √ n-consistency ofλ n impliesψ n = O p (n − 1 2 ). The Assumptions B and C are the tightened versions of the Assumptions 4 and 5 in Bao and Ullah (2007a) . The conditions E(H rn ) = O(1) and H • rn = O p (n − 1 2 ) are needed so that H rn in a relevant term can be replaced by E(H rn ) with the error O p (n − 1 2 ) being absorbed into the overall error term. 4 We are ready to state the general theorems. All the proofs are given in Appendix A.
Theorem 2.1: Under Assumptions A-D, we have a third-order stochastic expansion:
where a −s/2 represents terms of order O p (n −s/2 ) for s = 1, 2, 3, and they are:
The third-order stochastic expansion forλ n based on CEE is seen to have an identical form as those in Rilstone et al. (1996) and Bao and Ullah (2007a,b) when there is only one parameter in the model. The same holds for the MSE expansion given below.
Corollary 2.1:
Under Assumptions A-D, assume further that a quantity bounded in probability has a finite expectation. We have a third-order expansion for the MSE ofλ n :
4 Under a specific model with a specific estimation method, these generic conditions may be replaced by a set of weaker and more primitive conditions. The Assumption A may be relaxed to allow for asymptotic (first-order) bias, and our methods can in principle be applied to do higher-order bias reduction for dynamic or nonlinear panel models with fixed effects, see Hahn and Kuersteiner (2002) and Hahn and Newey (2004) .
The leading term m −1 = Ω 2 n E(ψ 2 n ) gives the asymptotic variance ofλ, and m −1 + m −3/2 and m −1 + m −3/2 + m −2 give, respectively, the 2nd-and 3rd-order expansions for MSE(λ n ). Turning to the expansions for bias and variance ofλ n , the relaxed Assumption A leads to results that are different from those based on JEE. First, we give the result for bias.
Corollary 2.2:
Under Assumptions A-D, assume further that a quantity bounded in probability has a finite expectation. We have a third-order expansion for the bias ofλ n :
Thus, b −1 alone gives a second-order expansion for the bias ofλ n , and b −1 + b −3/2 gives a third-order expansion. Note that E(a −1/2 ) = Ω n E(ψ n ). This term is O(n −1 ) under CEE, and can be identically zero when JEE is used. Rilstone et al. (1996) and Bao and Ullah (2007a,b) considered in their general theory only second-order expansions for the bias. Their formulas correspond to our b −1 term only. Comparing with their second-order expansions for the bias, we see that b −1 contains an extra term, 2Ω n E(ψ n ). When CEE is used, this term plays a pivotal role in bias and variance corrections. This point is confirmed by the additional Monte Carlo results for the SAR model, available from the author upon request.
Adding a third-order bias-correction term b −3/2 into the formula gives us a choice for further improvement on the bias-correction procedure if necessary. With the results of Corollary 2.2, the second-and third-order bias-corrected estimators of λ are, respectively,
where b −1 and b −3/2 are the estimates of b −1 and b −3/2 , respectively.
Remark 1: The practical implementation ofλ bc3 n requires the estimation of b −3/2 , which greatly complicates the algebraic work and computer coding if the analytical approach is followed, but adds only a little if the bootstrap procedure introduced later is followed.
Remark 2:
There is an issue on the validity of replacing b −1 by b −1 for feasible thirdorder bias correction. This issue is addressed in Corollary 2.5, in conjunction with the issue on the validity of using a bootstrap method to obtain the estimates b −1 and b −3/2 . While it is important to have higher-order expansions for MSE(λ n ) for the purpose of efficiency comparison, it is more important to have higher-order expansions for the variances ofλ n ,λ bc2 n andλ bc3 n for inference purpose. Forλ n , one is tempted to simply combine the expansions for bias and MSE to give second-and third-order expansions:
. Theoretically these are correct, but empirically they do not guarantee positiveness of the variance estimator when n is not large. We thus propose having variance expansions directly out of (7).
Corollary 2.3:
Under Assumptions A-D, assume further that a quantity bounded in probability has a finite expectation. We have a third-order expansion for the variance ofλ n :
where
The third-order expansions are presented by clearly separating out the terms of different order, thus allowing one to choose between the 2nd-or 3rd-order approximations according to the actual needs. With the results of Corollaries 2.2 and 2.3, one can correctλ n and its standard error for an improved inference for λ. However, the bias-corrected estimators,λ bc2 n andλ bc3 n , contain additional random elements due to the estimation of the bias. Therefore, for improving finite sample inference for λ it is more relevant to use Var(λ bc2 n ) or Var(λ bc3 n ) to calculate the standard errors ofλ bc2 n orλ bc3 n . We have the following corollary.
Corollary 2.4: Under Assumptions A-D, assume further that (i) a quantity bounded in probability has a finite expectation, and (ii)
. We have the third-order expansions:
where ACov denotes asymptotic covariance. Further,
Thus, the variances ofλ bc3 n andλ n agree only up to second order, suggesting that for improving finite sample inference for λ,λ bc3 n should be used in conjunction with Var(λ bc3 n ).
A bootstrap method for estimating the bias and variance corrections
The second-or third-order corrections on the bias and variance of nonlinear estimators are practically tractable only if one could find a simple way to estimate the quantities like E(H rn ), E(ψ 2 n ), E(H 1nψ 2 n ), etc. The analytical approach is to first find the closed form expressions for these expectations and then replace θ 0 in the resulted expressions by its consistent estimatorθ n . In case that the error distribution is not fully specified, these expectations may involve higher order moments of the errors which have to be estimated as well. However, finding these expectations analytically is either very cumbersome or impossible (see Section 4 for more cases, and Section 5 for more discussions). Thus, alternative methods are highly desirable. We now introduce a simple bootstrap method for estimating these quantities. Consider a general model of the form
where u n is the standardized disturbance vector of iid (not necessarily normal) components with zero mean, unit variance, and cumulative distribution function (CDF) F 0 . Clearly, the SAR model given in (1) can be written in this form:
Assume that the key quantitiesψ n and H rn can be expressed asψ n ≡ψ n (u n , θ 0 ) and H rn ≡ H rn (u n , θ 0 ), r = 1, 2, 3. Letû n = g(Z n ,θ n ) be the vector of estimated residuals based on the original data, andF n be the empirical distribution function (EDF) ofû n (centered). The bootstrap estimates of the quantities in the bias and variance corrections are thus;
where E * denotes the expectation with respect toF n , andû * n is a vector of n random draws fromF n . To make (14) practically feasible, we propose the following bootstrap procedure:
1. Computeθ n defined by (5),û n = g(Z n ,θ n ) by (13), and EDFF n of centeredû n ; 2. Draw a random sample of size n fromF n , and denote the resampled vector byû * n,b , 3. Computeψ n (û * n,b ,θ n ) and H rn (û * n,b ,θ n ), r = 1, 2, 3; 4. Repeat steps 2.-3. for B times, to give approximate bootstrap estimates as,
for i, j = 0, 1, 2, . . ., r = 1, 2, 3,
where the approximations in the last step can be made arbitrarily accurate by choosing an arbitrarily large B, leading directly to the bootstrap estimates of b −s/2 , m −s/2 and v −s/2 appeared in Corollaries 2.1-2.4, except ACov(λ n ,b −1 ) in Corollary 2.4, which will be addressed in next subsection under the 'specified' model (13) . Note that in the entire bootstrap process, the same estimateθ n based on the original data is used when recalculating ψ n and H rn based on each bootstrap sampleû * n,b . The reestimation of the model parameter θ is thus avoided, which makes this bootstrap procedure time-efficient.
Validity of the bootstrap method
As in Remark 2, the validity of the bootstrap procedure for third-order bias correction centers on the validity of replacing b −1 by its bootstrap estimate b −1 . Clearly, b −s/2 depends on θ 0 . It may also depend on F 0 through some of its higher order moments μ 0 ≡ μ(F 0 ).
Assumptions E(i) and E(ii) are satisfied by the nonlinear estimatorλ n , and thus are expected to hold forθ n (see Lemma B.6) . Assumption E(iii) is satisfied if theψ n function is smooth enough. The validity of bootstrap bias corrections is established below.
Corollary 2.5: Under the model specified by (13), Assumptions A-E, and the assumption that a quantity bounded in probability has a finite expectation, we have:
It follows that Bias(λ bc2 n ) = O(n − 3 2 ) and Bias(λ bc3 n ) = O(n −2 ).
The results of Corollary 2.5 show that the bias-corrected estimators defined in (10) are valid in the sense that replacing b −1 by its bootstrap estimate b −1 does not induce additional bias of order lower than O(n −2 ). It is evident that replacing the third-order term b −3/2 by its bootstrap estimate b −3/2 only induces an additional bias of order O(n −2 ) or higher.
The validity of the bootstrap implementation of the third-order variance correction given in (12) rests on the validity of replacing v −1 by its estimate. Similarly to the case of bias correction, write v −s/2 = v −s/2 (ϑ 0 ) and let v −s/2 ≡ v −s/2 (θ n ) be the bootstrap estimates of v −s/2 , s = 2, 3, 4. Unlike the case of third-order bias correction where Bias( b −1 ) has the same order as the error term, Bias( v −1 ) may not have the desired order for a third-order variance correction. Thus, a further correction on v −1 may be necessary. Note that v −1 is the firstorder variance ofλ n based on CEE, which relates to ν −1 , the first-order variance ofλ n based on JEE,
. Thus, to bias-correct v −1 it is sufficient to bias-correct ν −1 . The higher-order terms ν −3/2 and ν −2 are not needed as seen from the proof of Corollary 2.6. As ν −1 is typically an explicit and smooth function of ϑ 0 , andμ n is an explicit and smooth function ofθ n , a Taylor series expansion of v −1 (θ n ) and then ofμ n ≡ μ n (θ n ) lead to a second-order bias-corrected v −1 :
where b −1 is the second-order bias ofθ n which can be obtained from the second-order stochastic expansion ofθ n based on the JEE defined in (5) or simply using b −1 and then further bias-correctingα(λ bc2 n ); c −1 is the second-order bias ofμ n which relates to b −1 through a Taylor expansion of μ n (θ n ); d −2 = 1 2 tr[ν −1,ϑ 0 ϑ 0 AVar(θ n )]; and ν −1,ϑ = ∂ ∂ϑ ν −1 (ϑ) and ν −1,ϑϑ = ∂ 2 ∂ϑ∂ϑ ν −1 (ϑ), partitioned according to θ and μ. To ease the presentation, the detailed derivation of (16) is given in Appendix A along the proof of Corollary 2.6, and the exact expressions of b −1 , c −1 and d −2 are given in (A-12), (A-14) and (A-15).
n,r . Put μ n = (μ n,r , r = 3, 4, . . .) . For the validity of (16) and our third-order variance correction, the following conditions are needed.
The smoothness conditions in F(i) ensures the proper order of the quantities in certain expansions. Assumption F(ii) says that either the dependence of b −1 on μ 0 is weak or the correlation betweenψ n and μ n is weak. This is reasonable considering the fact thatψ n is the concentrated estimating function of λ 0 and μ n represents higher-order moments of F n . Assumption F(iii) follows from some smoothness conditions on the g function in (13). (13), Assumptions A-F, and the assumption that a quantity bounded in probability has a finite expectation, the variance expansion (12) becomes:
Corollary 2.6: Under Model
Note that ACov(θ n ,λ n ) often has a close-form expression and hence can be estimated by the plug-in method. (17) can be replaced bỹ b −1,θ 0 of which the bootstrap estimate can be obtained simply by numerical differentiation. When the underlining JEE involves only the linear and quadratic forms of u n , as in many applications, ν −1 typically depends on the 3rd and 4th moments of F 0 and in a linear manner. See Sections 3 and 5 for more discussions. In summary, our proposed approach for bias and variance corrections takes the advantages of both stochastic expansions and bootstrap, neither of which alone allows us to handle a problem of this type comfortably. The usefulness and effectiveness of this approach is fully demonstrated in the following section using the SAR model, and the validity of this approach is established therein.
Bias and Variance Corrections for SAR Model
We now consider the estimation of spatial lag parameter λ in the general SAR model specified in (1), to give a detailed demonstration of the applications of the general methods presented in the earlier section. The nature of the SAR model indeed renders it a special attention in terms of bias and variance corrections. First, the parameter λ enters the model in a nonlinear manner, hence the estimation of it is likely to incur bias. Second, the degree of spatial dependence among the spatial units depends not only on the magnitude of the spatial parameter λ, but also on the number of neighbors each spatial unit has, or equivalently the number of non-zero elements that each row of the W n matrix contains. A very important special case of this is that the number of neighbors, h n say, grows with n (see, e.g., Case, 1991) , and in this case, Lee (2004a) showed that the QML estimators of λ and β may not be √ n-consistent, but rather n/h n -consistent. Thus, the effective sample size is n/h n , and the bias and variance formulas given above need to be adjusted to allow for this possibility. Conceptually, this may be fairly straightforward as one may simply replace n by h n /n everywhere in the expansion formulas. Theoretically, however, much needs to be done in terms of regularity conditions and formal proofs of the results. We do so in this paper by following the theoretical foundations laid out in Lee (2004a) . Bao and Ullah (2007a) made their first attempt to address the bias issue by working with the pure SAR model with normal errors, and provided analytical formulas for the second-order bias and mean squared error (MSE) for the MLEλ n based on the stochastic expansion technique first introduced by Rilstone et al. (1996) . Their results, though limited to the pure SAR model with normal errors, shed much light on a general solution to the bias problem of the general SAR model (or a class of similar models). Bao (2013) followed up with this issue through the full likelihood and derived an analytical second-order bias for the QMLEθ n , but the MSE formula and the third-order results were not given.
In dealing with the case of σ 2 unknown in the pure SAR model, Bao and Ullah (2007a, p.400 ) advocate the use of concentrated likelihood function of λ as (i) it simplifies the maximization procedure substantially, and (ii) it also simplifies the derivations for the higher-order results since it is much easier to work with a scalar case than with a vector. We concur with their view and stress further that (i) these simplifications are even greater if the SAR model involves exogenous regressors, and (ii) for the purpose of bias correction, λ is the parameter of primary interest as, given λ, the model reduces to a linear regression, and the constrained QMLEsβ n (λ) andσ 2 n (λ) are either unbiased or can be made unbiased. More importantly, as the general result in Section 2 suggests, use of CEE captures the additional second-order bias inherited from the estimation of linear or scale parameters.
The main results
The QMLEλ n of the spatial parameter λ, which maximizes the concentrated loglikelihood function c n (λ) given in (4), can be equivalently defined asλ n = arg{ψ n (λ) = 0}, whereψ n (λ) is the derivative of hn n c n (λ) and has the form,
with its rth derivative, H rn (λ) = d r dλ rψn (λ), r = 1, 2, 3, given as follows
Clearly the functionψ n (λ) defined in (18) leads to a concentrated estimating equation, and fits into the general framework described in Section 2. The difference is that the quantity 6 The author is very grateful to Jihai Yu and a referee for pointing out errors in the expressions for H2n (λ) and H3n(λ). The corrections, though correspond to the higher-order terms, do lead to further improved and more coherent results in thatλ bc3 n performs consistently better thanλ bc2 n . See Yang (2010a) .
h n may alter the rate of convergence ofλ n in the first-order asymptotics (Lee, 2004a) and of course the magnitude of the quantities in the higher-order asymptotics. Paralleled with the general theories given in Section 2. we now present a complete and rigorous treatment for the SAR model, taking into account of the possibility that h n is unbounded.
With the specification of the SAR model and the quasi-maximum likelihood estimation method, the generic regularity conditions listed in Section 2 can be made more specific or more primitive. First, the set of rather primitive conditions of Lee (2004a) for the n/h nconsistency of the QMLEλ n are essential and are summarized below in Assumptions 1-6.
Assumption 1: The true λ 0 is in the interior of a compact set Λ. Assumption 2: The innovations {u n,i } are iid with mean zero, variance one, and CDF F 0 . E|u n,i | 4+γ exists for some γ > 0.
Assumption 3:
The elements w n,ij of W n are at most of order h −1 n uniformly for all i and j, where the rate sequence {h n } can be bounded or divergent but satisfying h 1+ n /n → 0 for some > 0 as n → ∞. As a normalization, w n,ii = 0 for all i. Furthermore, the matrices {W n } are uniformly bounded in both row and column sums.
Assumption 4: The matrix A n is nonsingular, {A −1 n } are uniformly bounded in both row and column sums, and {A −1 n (λ)} are uniformly bounded in either row or column sums, uniformly in λ ∈ Λ.
Assumption 5: The elements of the n × p matrix X n are uniformly bounded for all n, and lim n→∞ 1 n X n X n exists and is nonsingular. 
The Assumptions 1-6 listed above are the Assumptions 1, 2, 3 , 4-7, and 10 of Lee (2004a) . Under these assumptions, the QMLEλ n is a n/h n -consistent estimator of λ 0 . In the regular case where h n is bounded, i.e., the degree of spatial dependence does not grow with the sample size,λ n becomes √ n-consistent. These assumptions lead to the first-order asymptotics forθ n , which are shown to be essential as well for the higher-order stochastic expansions forλ n , and the higher-order expansions for the bias, MSE, and variance ofλ n . Some further conditions are needed for ensuring proper orders of R 1n and R 2n , which are crucial for the proper behaviors of the derivatives H rn , r = 1, 2, 3. Denoteσ 2 n0 ≡σ 2 n (λ 0 ). Assumption 7:
1 2 ), forσ 2 n0 between σ 2 0 andσ 2 n0 . These conditions are weak as under the earlier assumptions hn
); see Appendix B for their proofs. Thus, the two random quantities involved in (i) and (ii) of Assumption 7 are both O p (n −1 ), suggesting that their expectations would be of order O(n −1 ), which is smaller than the desired order O(( hn n )
1 2 ). To ensure the proper stochastic behavior of H rn , r = 1, 2, 3, the following conditions are needed.
The three conditions in Assumption 8 are in fact rather weak since, following the results of Lemma 3.1 below, all the random quantities inside the expectation sign are of order O p ( hn n ) or lower, which suggests the conditions are met as long as their expectations do not 'explode' beyond the order O(( hn n )
1 2 ). We have the following important lemma.
Lemma 3.1: Under Assumptions 1-7, we have
With this lemma and under the conditions listed above, we are able to prove the following theorem and corollaries. These theorem and corollaries parallel the general theorem and corollaries given in Section 2 with the order of magnitude of each term adjusted to allow for the possibility that h n increases with n. All proofs are given in Appendix B.
Theorem 3.1: Under Assumptions 1-8, we have a third-order stochastic expansion:
Note that {a −s/2 } have the same expressions as those in Theorem 2.1. The difference is in their stochastic orders. To simplify the presentations and to facilitate the practical implementations of our results, define
Corollary 3.1: Under Assumptions 1-8, assume further that a quantity bounded in probability has a finite expectation. We have a third-order expansion for the bias ofλ n :
where b −1 = C 2n E(ζ n ) and b −3/2 = c 3n E(ζ n ); and 2nd-and 3rd-order bias-corrected QMLEs:
where the quantity with an denotes the estimate of the corresponding quantity.
Comparing with the second-order bias formula of Bao and Ullah (2007a) for the pure SAR model, we see that our second-order bias formula b −1 contains an extra term 2Ω n E(ψ n ), which is of order O(( hn n )) in general but vanishes under the pure SAR model with normal errors. If the second-order bias-correction is not enough, our approach provides an easy way for the third-order correction. In contrast, the analytical approach involves tremendous amount of extra algebraic work even with a simple model of normal errors.
Corollary 3.2. Under Assumptions 1-8, assume further that a quantity bounded in probability has a finite expectation. We have a third-order expansion for the MSE ofλ n :
It is seen that introducing the notation c in and ζ n greatly simplifies the expression for the MSE expansion. Simplification is even greater for the variance expansions as seen from the following corollaries, which makes the practical implementations much easier. Corollary 3.3. Under Assumptions 1-8, assume further that a quantity bounded in probability has a finite expectation. We have a third-order expansion for the variance ofλ n :
, which guarantees the positiveness of the third-order variance estimate. Similarly, one may use Var(a −1/2 + a −1 ) = C 2n Var(ζ n )C 2n for second-order variance correction. The asymptotically equivalent but simpler variance expansions,
2 ), may be used. However, as pointed out in Section 2, these simplifications may not guarantee the positiveness of the variance estimates, thus it is recommended that the results in (28) be followed in the practical applications.
One important issue left is the variances of the bias-corrected estimators, i.e., Var(λ bc2 n ) and Var(λ bc3 n ), which is more relevant in improving the finite sample inferences for λ.
Corollary 3.4. Under the assumptions of Corollary 3.3, assume further that
We have the third-order expansion:
and
It turns out that the variance ofλ n agrees with the variances ofλ bc2 n andλ bc3 n to the second-order O(( hn n )
3 2 ) but differ on the third-order O(( hn n ) 2 ). With the results of Corollaries 3.1-3.4, various t-ratios for inference for λ can be formed:
whereλ bci n denotes the ith-order bias-corrected estimator, and V j (·) the estimated jth-order corrected variance, i, j = 1, 2, 3. Clearly, i = 1 and j = 1 correspond to the original QMLÊ λ n and its asymptotic variance. Monte Carlo results given in Section 4 show that the usual t-ratio, t 11 , leads to the worst results, whereas the fully third-order corrected t-ratio, t 33 , leads to the best inferences for λ.
It would be interesting to see the impacts of bias correctingλ n on the estimation of the regression coefficients β and the error variance σ 2 . As discussed in the introduction, in estimating an econometric model with nonlinear, linear and scale parameters, the estimation of the nonlinear parameter is the main source of bias and the main difficulty in bias correction. Now, given the bias corrected QMLE of λ,λ bc2
n say, what are the finite sample properties ofβ n (λ bc2 n ) andσ * 2 n (λ bc2 n ) = n n−pσ 2 n (λ bc2 n )? We have, forλ n =λ n orλ bc2 n :
, and d n = T 1n + 1 n η n η n = O(h −1 n ). As Bias(λ n ) = O( hn n ) and Bias(λ bc2 n ) = O(( hn n )
3 2 ), the above results show clearly the impacts of usingλ n =λ n orλ bc2 n on the finite sample performance ofβ n (λ n ) andσ * 2 n (λ n ). Monte Carlo results (not reported for brevity) show that the biases ofβ n (λ bc2 n ) andσ * 2 n (λ bc2 n ) are very small, and can be significantly smaller than these ofβ n (λ n ) andσ * 2 n (λ n ). Although in theory the second term in (31) is O( √ hn n ) and the middle two terms in (32) are O(n −1 ), Monte Carlo results do not show that they have significant contributions to bias. Indeed, we can show that when λ = 0, the second term in (31) becomes O( hn n 2 ). These are consistent with our discussion in the introduction. In any case, the above results can be used to further correctβ n (λ bc2 n ) andσ * 2 n (λ bc2 n ) so that they become truly unbiased up to O( hn n ).
The bootstrap method for practical implementation
While working with the concentrated estimating equation greatly simplifies various expansions, it does not overcome the difficulty in analytically evaluating the expectations of various quantities in the expansions. From the expressions given in (18) to (21) we see that, in order to calculate various expectations in the bias, MSE, and variance expansions, all we need is to find the expectations of R 1n and R 2n (the ratios of linear-quadratic and quadratic forms), their powers, and the cross-products of powers, and then evaluate them at the estimated parameter values. In other words we need to derive analytically, E(R k 1n ), k = 1, · · · , 10; E(R k 2n ), k = 1, · · · , 4; and E(R k 1n R m 2n ), k = 1, · · · , 6, m = 1, 2, and then in the resulted closed form expressions replace θ 0 byθ n and certain moments of F 0 by their estimates, for up to third-order expansions. However, this is either too cumbersome if the errors are normal, or too difficult if the errors are nonnormal, unless for the special case of a pure SAR model with normal errors. 7 For the general SAR model with normal errors, we managed to derive only a second-order bias formula (requiring only E(R k 1n ), k = 1, 2, 3, E(R 2n ) and E(R 1n R 2n )) by extending the results of Smith (1993) . However, the results are too tedious to be fit into the current paper. In the case of the general SAR model with nonnormal errors, we failed to obtain any analytical results.
Thus, for the higher-order results presented above to be practically feasible for a general SAR model, it is highly desirable to have an alternative way to evaluate these expectations. Clearly, it is when the errors are non-normal and the model contains regressors that gives a practical attraction. To solve this puzzle, the bootstrap procedure outlined in Section 2 is made explicit below. Note that the two key ratios can be written as:
where η n = σ −1 0 G n X n β 0 . These show thatψ n =ψ n (u n , θ 0 ) and H n = {H 1n , H 2n , H 3n } = H n (u n , θ 0 ). Hence, ζ n = ζ n (u n , θ 0 ). In other words, all the random quantities in the bias, MSE, and variance formulas can be expressed in terms of u n and θ 0 . This leads naturally to a bootstrap procedure for estimating the expected values of these random quantities (see, e.g., Efron, 1979; Amemiya, 1985, p. 135) . The suggested bootstrap procedure is:
1. Compute the QMLEsθ n = (β n ,σ 2 n ,λ n ) based on the original data,
3. Resampleû n (centered) in the usual way, and denote the resampled vector byû * n,b , 4. Compute R 1n (û * n,b ,θ n ) and R 2n (û * n,b ,θ n ), and thus H n (û * n,b ,θ n ), and ζ n (û * n,b ,θ n ), 5. Repeat steps 3-4 B times to give sequences of bootstrapped values for H n and ζ n . 7 In this case, the high-order bias and variance formulas involve E{(u n A1un) i (u n A2un) j /(u n un) i+j } for symmetric matrices A1 and A2, and i, j = 0, 1, 2, ..., which can be found using the results of Smith (1993) . For this simple model, the resulted analytical expressions (Bao and Ullah, 2007a) are complicated but manageable. Either dropping normality or adding exogenous regressors or both invalidate these results. Working with the full likelihood function makes it possible for an analytical solution but at the expense of more tedious expressions; see Bao (2013) for a second-order bias formula forθn. As we are primarily interested in the finite sample properties ofλn, we thus work with the concentrated likelihood function.
The bootstrap estimates of various expectations thus follow. For example, the bootstrap estimates of the mean and variance ofψ 2 n (the third element of ζ n ) are, respectively, E(ψ 2
With the quantities c in , i = 1, 2, 3, and ζ n introduced below Theorem 3.1, the practical implementations of our bootstrap-based bias and variance corrections (whether 2nd-order or 3rd-order) can be made much simpler -all that are needed are the following bootstrap estimates:
See, e.g., Efron (1979) and Lahiri (2003) for details on the general bootstrap principles.
Validity of the bootstrap method
We first provide some heuristic arguments for the validity of the proposed bootstrap method. Formal results are given in Corollaries 3.5 and 3.6 and proofs are given in Appendix B. As all the quantities in the expansions are smooth functions of either R 1n only or both R 1n and R 2n . It may suffice to argue that the above bootstrap procedure leads to valid estimates of E(R 1n ) and E(R 2n ). Recall F 0 is the CDF of u ni . Let μ 0 = μ(F 0 ) be the higherorder moments of F 0 that E(R 1n ) and E(R 2n ) depend upon. LetF n be the EDF ofû n . Consistency ofθ n ensures the consistency of usingμ n = μ(F n ) to estimate μ 0 (see Lemma B.6, Appendix B). If, in the real world, one knew both F 0 and θ 0 , one may approximate E(R jn ), j = 1, 2, to an arbitrary accuracy by
where u n,m is a random n-vector drawn from F 0 and M is a large positive integer. If, however, one knew F 0 but not θ 0 , one may estimate E(R jn ) by
where the estimation error comes only from the estimation of the model parameters. If, instead, one knew θ 0 but not F 0 , one may estimate E(R jn ) using the bootstrap estimates
iid ∼ F n , F n is the EDF of u n , and E * denotes expectation with respect to F n . The error in estimating E(R jn ) now comes from the estimation of F 0 . In reality, however, one knows neither θ 0 nor F 0 . Under the bootstrap world, these unknown quantities are made 'known' to be their estimatesθ n andF n , and the bootstrap DGP that mimics the real world DGP given in (1) is
iid ∼F n , andθ n = (λ n ,β n ,σ 2 n ) are the estimates of θ 0 = (λ 0 , β 0 , σ 2 0 ) based on the original data. Based on the generated bootstrap data {Y * n,b , X n , W n } and the bootstrap parametersθ n , one computes the bootstrap analogue of R 1n and R 2n defined in (22) as
, which after simplifications become R 1n (û * n,b ,θ n ) and R 2n (û * n,b ,θ n ), the bootstrap analogue of R 1n (u n , θ 0 ) and R 1n (u n , θ 0 ) given above. Thus, the bootstrap estimates of E(R jn ) are
for a large B, where E * denotes expectation with respect to the EDFF n . In this case, the error of using E(R jn ) to estimate E(R jn ) comes from the estimations of both θ 0 and F 0 . The bootstrap estimates E(R jn ) are seen to have identical structures as the Monte Carlo estimates E(R jn ) assuming a known F 0 , the simple bootstrap estimates E(R jn ) assuming a known θ 0 , and the original estimand E(R jn ) assuming both θ 0 and F 0 known. These arguments suggest that if we write E(R jn ) ≡ R jn (θ 0 , μ 0 ), then we have E * [R jn (û * n,b ,θ n )] = R jn (θ n ,μ n ). On the other hand, if the closed form expressions for R jn (θ 0 , μ 0 ) exists, then their analytical or plug-in estimates are R jn (θ n ,μ n ), the same as the bootstrap estimates. From these, we conclude that the validity of the proposed bootstrap method follows that of the analytical method. However, the bootstrap method avoids the analytical derivations of the expectations and the direct estimations of μ 0 , which, in particular the former, greatly extends the applicability of the methods for bias and variance corrections.
The above arguments extend directly to the more general functions b −s/2 (θ 0 , μ 0 ), s = 2, 3, and v −s/2 (θ 0 , μ 0 ), s = 2, 3, 4, in that their bootstrap estimates can be written as b −s/2 = b −s/2 (θ n ,μ n ) and v −s/2 = v −s/2 (θ n ,μ n ). Evidently, both the b and v functions satisfy the general smoothness conditions set out in Assumptions E and F in Section 2.3. The validity of the bootstrap method for bias correction is established as follows. (26) with bias corrections estimated using the proposed bootstrap method, we have: Bias(λ bc2 n ) = O(( hn n )
Corollary 3.5: Assume the assumptions of Corollary 3.1 hold. For the bias-corrected estimators defined in
3 2 ) and Bias(λ bc3 n ) = O(( hn n ) 2 ). Note that the exact content of μ 0 is not important asμ n is not required in the bootstrap process. The proof of the results, however, requires thatμ n , or in generalF n , possess similar properties asθ n , i.e., being n/h h -consistent and having a bias of order O( hn n ). These properties are shown in Lemma B.6 forF n , and in detail for the case of third moment. The cases of higher order moments can be shown in a similar manner.
The validity of the bootstrap method for third-order variance correction follows closely the arguments used in the proof of Corollary 3.5, except that the estimation of the firstorder term v −1 needs an additional attention for achieving a third-order variance correction.
Similar to the general case of Section 2, one shows for the SAR model
2 ), and by (A-9) the first-order variance ofλ n based on JEE takes the form:
, and μ 0,r is the rth moment of u ni , r = 3 and 4. Clearly, ν −1 is an explicit and smooth function of ϑ 0 , and it depends on μ 0 = (μ 0,3 , μ 0,4 ) linearly.
Withb −1,θ 0 defined in Corollary 2.6 and v bc2 −1 defined by (16) with n replaced by n/h n , the validity of the third-order variance correction is established as follows.
Corollary 3.6: Assume the assumptions of Corollary 3.4 hold. The variance expansion
The implication of the result in Corollary 3.6 is that the bootstrap estimate of Var(λ bc3 n ) with v bc2 −1 is valid in that it does not induce additional bias larger than O(( hn n ) 5 2 ), because the other term E(b −1,θ 0 )ACov(λ n ,θ n ) is of order O(( hn n ) 2 ) and the error from the estimation of it will be O(( hn n ) 5 2 ). ACov(λ n ,θ n ) can be estimated by the plug-in method as an explicit expression of AVar(θ n ) is available (Lee, 2004a) , and E(b −1,θ 0 ) can be replaced byb −1,θ 0 which can be estimated numerically (see Sec 3.4 for details). The full expression for v bc2 −1 is given in (B-9) and (B-10), and the detail for the practical implementation of v bc2 −1 is given in Appendix B, after the proof of Corollary 3.6. Some useful remarks are given below.
The v bc2 −1 can be simplified greatly when either h n is unbounded, under which hn n g • n g • n = O(h −1 n ) = o(1) and hn n g • n η n ≤ O(h − 1 2 n ) = o(1), or the variability in the number of neighbors for each unit gets small as n goes large. 8 In these cases, ν −1 essentially equals τ −1 n , and
where ν −1,θ 0 = −τ −2 nτn and ν −1,θ 0 θ 0 = 2τ −3 nτnτ n − τ −2 nτn withτ n andτ n being the gradient and Hessian of τ n ;
n being the second-order bias-corrected estimators of β 0 and σ 2 0 obtained from (31) and (32) usingλ bc2 n . Monte Carlo results show that v bc2 −1 defined in (34) works very well in that the additional terms in the full expression of v bc2 −1 are negligible unless n is small and errors are skewed.
Monte Carlo Simulation
Extensive Monte Carlo experiments are carried out to investigate (i) the finite sample performance of the QMLEλ n and the bias-corrected QMLEsλ bc2 n andλ bc3 n of the spatial 8 This is seen from (i) 1 n g • n g • n is the sample variance of the elements of diag(Gn), which is 0 when λ0 = 0; (ii) Gn = Wn + λ0W 2 n + λ 2 0 W 3 n + . . ., if |λ0| < 1 and wn,ij < 1; and (iii) the diagonal elements of W r n , r ≥ 2 inversely relate to the number of neighbors for each unit, say {ki} n i=1 , see Anselin (2003) . In fact, when Wn is row-normalized and symmetric, diag(W 2 n ) = {k −1 i }. That Var(ki) = o(1) can be seen to be true for many popular spatial layouts such as Rook, Queen, group interactions, etc, see Yang (2010b) . Note τn = O( n hn ).
lag parameter λ, (ii) the finite sample performance of the corrected standard errors (se), (iii) the impact of the bias and se corrections on the subsequent inferences for λ, and (iv) the impact of bias corrections forλ n on the estimators of β and σ 2 .
Monte Carlo experiments are carried out based on the following SAR model: 
, across all i and r. Apparently, MRSAR-A gives
iid X values, and MRSAR-B gives non-iid X values, or different group means under group interaction, see Lee (2004a) and below for details. The two schemes give signal-to-noise ratios 1 when β 1 = β 2 = σ = 1. Partial results with β = {5, 1, 1} and σ = 1 are reported. More extensive results are available at http://www.mysmu.edu/faculty/zlyang/.
Spatial layouts. Three general spatial layouts are considered in the Monte Carlo experiments. The first is based on Rook contiguity, the second is based on Queen contiguity and the third is based on the notion of group interactions. The methods used in generating these three spatial layouts are similar to those used in Yang (2010b) .
The detail for generating the W n matrix under rook contiguity is as follows: (i) index the n spatial units by {1, 2, · · · , n}, randomly permute these indices and then allocate them into a lattice of k × m(≥ n) squares, (ii) let W ij = 1 if the index j is in a square which is on immediate left, or right, or above, or below the square which contains the index i, otherwise W ij = 0, i, j = 1, · · · , n, to form an n × n matrix, and (iii) divide each element of this matrix by its row sum to give W n . Similarly, one generates the W n matrix under Queen contiguity with additional neighbors sharing a common vertex with the unit of interest.
To generate the W n matrix according to the group interaction scheme, suppose we have k groups of sizes m 1 , m 2 , · · · , m k . Define W n = diag{W j /(m j − 1), j = 1, · · · , k}, a matrix formed by placing the submatrices W j along the diagonal direction, where W j is an m j × m j matrix with ones on the off-diagonal positions and zeros on the diagonal positions. The 9 As in Lee (2007a) , the maximization of c n (λ) is performed globally without imposing a restricted lower bound on λ. This is important when the true λ value is negative and big, because QMLE is downward biased and a restricted lower bound, −0.9999 say, would result in the searching process to hit the lower bound quite often, thus failing to reach the true maximum point. This would in turn give a wrong impression that the QMLE can be upward biased and the bias-correction may not work in certain cases. This is believed to be the reason for the incoherent Monte Carlo results of Bao and Ullah (2007a) . See Anselin (1988, p. 78-79) for a theoretical discussion on the parameter space of λ in relation to the eigenvalues of Wn. group sizes {m j } can be the same or different, and independent or dependent on n, allowing for a full range of spatial scenarios considered in Lee (2004a) . The details are as follows: (i) calculate the number of groups according to k = K(n), and the approximate average group size m = n/k, (ii) generate the group sizes (m 1 , m 2 , · · · , m k ) according to a discrete distribution centered at m, and (iii) adjust the group sizes so that k j=1 m j = n. 10 In our Monte Carlo experiments, we use K(n) = Round(n ) with = 0.35, 0.50, and 0.75, representing respectively the situations where (a) there are few groups of many spatial units in each, (b) the number of groups and the sizes of the groups are of the same magnitude, and (c) there are many groups of few elements in each. Clearly, h n = O(n 1− ). The group sizes are drawn from a discrete uniform distribution from 0.5m to 1.5m.
Error distributions. To generate u n , three distributions are considered: dgp1: the elements {u i } of u n are iid standard normal, dgp2: {u i } are iid standardized normal mixture, and dgp3: {u i } are iid standardized log-normal. Specifically, for dgp2,
represents the proportion of mixing the two normal populations. In our experiments, we choose π = 0.1, meaning that 90% of the random variates are from standard normal and the remaining 10% are from another normal population with standard deviation τ . We choose τ = 4 to simulate the situation where there are gross errors in the data. For dgp3, u i = [exp(Z i ) − exp(0.5)]/[exp(2) − exp(1)] 0.5 , i = 1, · · · , n, which gives an error distribution that is both skewed and leptokurtic. The normal mixture gives an error distribution that is still symmetric like normal but leptokurtic. Other nonnormal distributions, such as normal-gamma mixture and chi-square, are also considered and the results (available from the author upon request) exhibit a similar pattern.
Finite sample performance of bias and se corrections. We report the Monte Carlo means, rmses and sds ofλ n ,λ bc2 n andλ bc3 n under various combinations of the values for (n, λ, σ), the error distributions, and the spatial layouts. We also report the averages (over Monte Carlo samples) of the 1st-, 2nd-and 3rd-order ses:
1 2 , defined in (28)-(29) and calculated based on the proposed bootstrap method. 11 10 Clearly, this design covers the scenario considered in Case (1991) . Typical forms of K(n) include K(n) = n/m where m is a prespecified constant independent of n and K(n) = Round(n ). Lee (2007b) shows that the group size variation plays an important role in the identification and estimation of econometric models with group interactions, contextual factors and fixed effects. Yang (2010b) shows that it also plays an important role in the robustness of the LM test of spatial error components. 11 In connection to Corollary 3.6 and discussions thereafter, the partial derivativeb−1,θ 0 needed in b V3(λ bc3 n ) 1 2 is estimated by the bootstrap numerical derivative: −1 atθn) ]/ε, where ιi is a (p+2) × 1 vector with 1 on its ith position and zero elsewhere, i = 1, · · · , p+2, and ε is taken to be 0.0001 in our experiments. The v−1 in b V3(λ bc3 n ) 1 2 is estimated by b v bc2 −1 with details given in and after (B-9).
Each set of results is based on 10,000 Monte Carlo samples, and 999+f loor(n 0.75 ) bootstrap samples for each Monte Carlo sample. Table 1 summarizes partial results with β = {5, 1, 1} and σ = 1. From the results (also unreported), some general observations are in order:
(i) the bias-corrected QMLEsλ bc2 n andλ bc3 n are in general nearly unbiased and clearly outperform the original QMLEλ n ;
(ii)λ n is always downward biased and the bias can be very serious depending on the spatial layout, the sample size and the error standard deviation;
(iii)λ bc3 n improves overλ bc2 n , but usingλ bc2 n seems to be sufficient under most of the situations as far as bias-correction is concerned; 12 (iv) spatial layouts can have a huge impact on the finite sample performance ofλ n -the stronger the spatial dependence the worseλ n performs;
(v) the values of σ and the slope parameters also have a big impact -the bigger the σ is, or the smaller the |β 1 | and |β 2 | are, the bigger are the biases, rmses and sds ofλ n ;
(vi) the value of λ and the way the regressors being generated affect the finite sample performance ofλ n -as λ decreases, the bias ofλ n decreases under iid regressors but increases under non-iid regressors, whereas the [rmse](se) ofλ n always increases as λ decreases, with a sharper amount for the case of non-iid regressors;
(vii) the error distribution does not affect much on the general performance of the three estimators, showing the robustness of the proposed approach.
(viii) The empirical sd ofλ n can be slightly different from that ofλ bc3 n when sample size is small, suggesting that the variances ofλ n andλ bc3 n may differ on higher-order term (see panels (a)-(c), Table 1 ). The results in the last four columns of Table 1 show that V 3 (λ bc3 n ) provides the best approximation to the variance ofλ bc3 n . The empirical sds ofλ bc2 n andλ bc3 n agree closely, suggesting that the finite sample variances ofλ bc2 n andλ bc3 n are about the same. These are consistent with the result of Corollary 3.4.
In summary, the proposed bias-correction procedure works excellently in general, it is simple and widely applicable, and thus should be recommended for the practitioners.
The performance of t-ratios. The finite sample behavior of the t-ratios t ij for testing H 0 : λ = 0, defined in (30) are investigated. Partial Monte Carlo results in terms of means, sds, and tail probabilities are reported in Table 2 . From the results, the following conclusions can be drawn: (i) the asymptotic t-ratio t 11 can perform quite badly with severe distortions on mean and sizes; (ii) use of second-order bias-corrected estimator only (t 21 ) immediately improves; (iii) use of the second-order bias-corrected estimator and its second-order variance 12 In many cases, such as AR and MA models, b −3/2 is in fact zero as a referee points out. This might help explain the small difference betweenλ bc2 n andλ bc3 n for the SAR model we consider.
gives further improvements; and (iv) use of the third-order bias-corrected estimator and its third-order variance estimate gives the best results.
The performance ofβ n (λ bc2 n ) and n n−pσ 2 n (λ bc2 n ). Monte Carlo experiments are also carried out to investigate the performance of QMLEs of β and σ 2 following a second-order bias correctedλ n . Monte Carlo results (not reported for brevity) show that the biases of β n (λ bc2 n ) and n n−pσ 2 n (λ bc2 n ) are very small, and can be significantly smaller than these of β n (λ n ) and n n−pσ 2 n (λ n ). Thus, further bias corrections as discussed around (31) and (32) may not be necessary. More detailed study is interesting but beyond the scope of this paper.
Extension to a Vector of Nonlinear Estimators
In previous sections, we have focused on the models of only one nonlinear parameter. Econometric or spatial econometric models may well contain two or more nonlinear parameters. An immediate example is the so-called SARAR model, which extends the SAR model given in (1) by allowing the disturbance ε n to follow a SAR process. Other examples include the spatial heteroskedastic model and the Box-Cox heteroskedastic model. We will discuss these three examples in some details after the extension of the method.
When there are two or more nonlinear parameters in the model that are the main source of bias in model estimation and the main cause of difficulty in bias-correction, our method can be extended in a straightforward manner. Use of CEE still greatly reduces the dimensionality, and more importantly it captures the additional second-order bias inherited from the estimation of linear and scale parameters. 13 Furthermore, as far as bootstrap method is concerned, there is little difficulty in extending a scalar nonlinear estimator problem to a vector nonlinear estimator problem. The detail is as follows.
Using the same notation, under the same set-up (except thatψ n is now a vector), and with almost identical conditions as in Section 2 (except that | · | in |H rn (λ) − H rn (λ 0 )| and |λ − λ 0 | of Assumption D is replaced by the matrix norm · ), we have the thirdorder stochastic expansion for the vectorλ n defined by the CEE,λ n = arg{ψ n (λ) = 0}:
and ⊗ denotes the Kronecker product. This CEE-based expansion takes the same form as that based on JEE of Bao and Ullah (2007a) , except that when taking the expectations for deriving the biases, the terms involving E(ψ n ) do not vanish. The bias terms ofλ n are:
We have the options of performing second-order bias correction onλ n :λ bc2 n =λ n − b −1 , and the third-order bias correction:λ bc3 n =λ n − b −1 − b −3/2 , where b −1 and b −3/2 are the bootstrap estimates. Note that the nonstochastic matrices Ω n and E(H 2n ) appear between the random quantities H 1n andψ n inside the expectation sign. This makes the evaluation of the expectations more difficult. Using the well-known properties of Kronecker product A ⊗ B)(C ⊗ D) = AC ⊗ BD and vec(ACB) = (B ⊗ A)vec(C), where 'vec' vectorizes a matrix by stacking its columns, one can 'pull' these nonstochastic matrices outside the expectation sign (see, e.g., Horn and Johnson, 1991) . For example, b −1 can be expressed as
which simplifies the estimation (plug-in and bootstrap) of various expectations. While the same can be done for b −3/2 , the final expression becomes lengthy. To avoid this complication, we revise the bootstrap procedure described in Section 2.2 as follows: 
All the other expectations in b −3/2 can be handle in the same manner. The computational cost is still low as the bootstrap replications do not involve reestimation of model parameters. The validity of this procedure can be inferred from that in Section 2.2. The results on higher-order variance-covariance matrix ofλ n can be handled in a similar manner. We outline a few applications, concentrating on bias correction, to demonstrate the extended method. Detailed treatments are beyond the scope of the paper.
The SARAR Model. Consider an extension of Model (1) by allowing the disturbance to follow a SAR process (Anselin, 1988) : Y n = λW 1n Y n + X n β + ε n , ε n = ρW 2n ε n + σu n .
Both spatial parameters enter the model in a nonlinear fashion and thus their estimation is expected to incur bias. Letting A n (λ) = I n −λW 1n and B n (ρ) = I n −ρW 2n , the concentrated quasi-Gaussian loglikelihood for (λ, ρ), assuming u n ∼ N (0, I n and M n (ρ) is an n × n matrix involving only the ρ parameter. The concentrated estimating function is
where T 0n (λ) = 1 n tr(W 1n A −1 n (λ)), K 0n (ρ) = 1 n tr(W 2n B −1 n (ρ)), andṀ n (ρ) = d dρ M n (ρ). Straightforward but tedious algebra leads to the expressions for the 2 × 2 matrix H 1n (λ, ρ), the 2 × 4 matrix H 2n (λ, ρ), and the 2 × 8 matrix H 3n (λ, ρ). Bias and variance corrections proceed with the above bootstrap method. (1) is to let ε n = σΓ 1 2 n (γ)u n , where Γ n (γ) = diag{ i (γ), i = 1 . . . , n} and i (γ) are the given skedastic functions with a q vector of unknown heteroskedasticity parameters γ (Anselin, 1988) . The concentrated quasi-Gaussian loglikelihood for (λ, γ), assuming u n ∼ N (0, I n 
Spatial heteroskedastic regression. An alternative extension of Model
, Y n (λ) = A n (λ)Y n , and M n (γ) is a projection matrix involving only the γ parameters. The concentrated estimating function is
where iγ j (γ) = ∂ ∂γ j i (γ), andṀ nj (γ) = ∂ ∂γ j M n (γ), j = 1, . . ., q. Straightforward but more tedious algebra leads to the expressions for the matrices H jn (λ, γ), j = 1, 2, 3. Bias and variance corrections proceed with the above bootstrap method.
Box-Cox heteroskedastic regression. Consider a non-spatial model: h(Y n , λ) = X n β + σΓ 1 2 n (γ)u n , where the response Y n is transformed by the Box-Cox transformation h(y, λ) = 1 λ (y λ − 1), λ = 0; log y, λ = 0, λ is an unknown transformation parameter, and the disturbances are heteroskedastic defined as in the spatial heteroskedastic model considered above. See, e.g., Tse (2006, 2007) for some interesting applications of this model. The concentrated quasi-Gaussian loglikelihood for (λ, γ), assuming normality, is
and M n (γ) is as in the spatial heteroskedastic model considered above. The concentrated estimating function is
The expressions for H jn (λ, γ), j = 1, 2, 3, can be derived in a straightforward manner though tedious, but their expectations do not have closed form expressions, even working with the joint likelihood function, as the expectations of the form, λ) , etc., do not have closed form expressions. However, the proposed bootstrap method does not require the closed form expressions for these expectations, which stands in contrast to the analytical method.
Each of the three cases presented above merits a detailed study theoretically and empirically, but are quite involved and thus are clearly beyond the scope of the current paper. We will pursue these studies in future research. 14
Conclusions and Discussions
To address the bias issue in a model containing nonlinear, location as well as scale parameters, one can focus on the estimation of the nonlinear parameter and use the concentrated estimating equation to obtain higher-order expansions to achieve bias and variance corrections. This often turns a multidimensional problem to a single dimension and greatly simplifies the higher-order expansions. It is argued that for these abstract formulas to be practically useful, it is necessary to have a feasible method for estimating the various expectations in the formulas. Thus, a simple bootstrap procedure is introduced. These ideas and methods are explored in a full detail in the context of a spatial autoregressive model. Monte Carlo results show that this approach is very effective in that it almost eliminates the bias of the QMLE, which can be quite large when spatial dependence is strong.
14 There is a general issue on the existence of E(a −s/2 ) in conducting bootstrap bias corrections, which boils down to the existence of the moments of ratios of two stochastic quantities. If the denominator of a random ratio is bounded away from zero with probability one (indeed it is, as it typically corresponds to the estimator of the error variance), the existence of the moments of the random ratio boils down to the existence of the moments of the numerator. Thus, moment requirements for bias correction based on a CEE are essentially equivalent to the moment requirements for bias correction based on a JEE.
We have emphasized through out the paper the tow important aspects of the proposed method: simplicity and generality. That is, in cases where the analytical approach is feasible, the proposed approach provides a simpler solution that works equally well; in cases where the analytical approach is infeasible, the proposed approach again provides a simple and satisfactory solution. The latter aspect is further demonstrated using the well-known Box-Cox regression models. Another example where the analytical approach is infeasible but the proposed one is may be the dynamic panel regression with short time periods and endogenous initial observations (see Hsiao, et. al., 2002 , or Hsiao, 2003 . The advantage of the proposed approach can be further seen by extending the SAR model to panel with fixed individual effects: our results can be easily extended over, but the analytical results of Bao (2013) cannot be easily done due to the lack of independence in the transformed disturbances. In summary, the approach proposed in this paper offers a general solution for a class of problems that cannot be solved, or cannot be easily solved by the analytical approach, and thus should be recommended to the practitioners.
An important extension of the proposed method is made to the models involving two or more nonlinear parameters that are the main source of bias in model estimation and the main cause of difficulty in bias-correction. The proposed bootstrap method shows little difficulty in such an extension. Further, besides the dimensionality reduction, it is emphasized that use of CEE captures the additional bias inherited from the estimation of linear and scale parameters, which is typically of second order. This latter point is very interesting and deserves more attention in line with the models discussed in the early section. However, these are beyond the scope of the paper and will be dealt with in future research.
Our methods can in principle be further generalized to allow for asymptotic (first-order) bias. Typical models of both features are the panel models (dynamic or nonlinear) with fixed effects, and in these cases, it would be interesting, as a future work, to extend our methods to give higher-order bias correction to the problems considered in Hahn and Kuersteiner (2002) and to offer an alternative to the jackknife and analytical bias reduction method of Hahn and Newey (2004) which is based on an iid data set-up.
A referee has raised two intriguing issues which we are unable to address in this paper: one is to provide theoretical interpretation for the downward bias of the QMLE of λ, and the other is to compare the high-order analytical bias derived from the CEE with the one derived from the JEE considered in Bao (2013) . As a rigorous study on either issue can be quite involved, we plan to pursue these two issues in future research. Finally, there is an issue on bias-correcting v −1 when ν −1 does not possess a closed form expression. An alternative would be the jackknife-bootstrap estimate of the bias of v −1 : 1,i , and v −1,i is obtained in the same way as v −1 except that the ith residual is deleted. This leads to a jackknife-bootstrap bias-corrected estimator of v −1 : v jbbc −1 = n v −1 −(n−1) v −1 . This approach is simple but computationally demanding. Clearly, a rigorous study on its properties renders a separate future research.
which reduces to −H −1 1n = Ω n + Ω 2 n H • 1n + O p (n −1 ), or = Ω n + O p (n −1/2 ). Substituting −H −1 1n = Ω n + O p (n −1/2 ) into (A-1) gives a first-order stochastic expansion forλ n ,
Substituting (A-4) into (A-2) forλ n − λ 0 , and replacing −H −1 1n in the first two terms of (A-2) respectively by Ω n + Ω 2 n H • 1n + O p (n −1 ) and Ω n + O p (n − 1 2 ), we obtain,
Finally, substituting (A-4) and (A-5) into (A-3) forλ n − λ 0 in the 3rd and 2nd terms, respectively, and replacing −H −1 1n in the first three terms of (A-3) respectively by Ω n +Ω 2 n H • 1n +Ω 3 n H •2 1n +O p (n − 3 2 ), Ω n +Ω 2 n H • 1n +O p (n −1 ), and Ω n + O p (n −1/2 ), we obtain a third-order stochastic expansion forλ n ,
2 ), where m −1 = E(a 2 −1/2 ), m −3/2 = 2E(a −1/2 a −1 ), and m −2 = E(2a −1/2 a −3/2 + a 2 −1 ), following the assumption in the corollary: a quantity bounded in probability has a finite expectation.
Proof of Corollary 2.2:
We have b −1 = E(a −1/2 ) + E(a −1 ), and b −3/2 = E(a −3/2 ). The result follows as expected error term is O(n −2 ) by the assumption in the corollary. 
2 ) as the other terms can all be merged into O(n − 5 2 ).
Proof of Corollary 2.5:
whereθ n lies betweenθ n and ϑ 0 . Under Assumption E,
√ n-consistency ofθ n .
Proof of Corollary 2.6:
Under Assumption E, we have by Taylor series expansions,
2 ) by Assumption F(ii), the first result of Corollary 2.6 thus follows. The proof of the second result starts from the derivation of (16). First, recall ψ n ≡ ψ(θ 0 ) defined in (5). Let Σ n = E(ψ n ψ n ) and I n = −E( ∂ ∂θ 0 ψ n ). Partition ψ n = (ψ 1n , ψ 2n ) , Σ n = {Σ ij }, and I n = {I ij } according to λ 0 (or 1) and α 0 (or 2). Note that v −1 = Ω 2 n Var(ψ n ) and Ω n = −[E( d dλ 0ψ (λ 0 ))] −1 . A 3rd-order Taylor expansion ofψ n = ψ 1n (λ 0 ,α n (λ 0 )) around α n (λ 0 ) = α 0 , combined with a 3rd-order stochastic expansion ofα n (λ 0 ) − α 0 based on ψ 2n (λ 0 ,α n (λ 0 )) = 0, gives a 3rd-order stochastic expansion forψ n with its first-order term being ψ 1n − I 12 I −1 22 ψ 2n , which in turns gives a 2nd-order expansion for −[E( d dλ 0ψ (λ 0 ))] with its first-order term being τ n = I 11 − I 12 I −1 22 I 21 . Combining these two expansions leads to
2 ), where the 1st-order term of Var(λ n ) based on JEE,
and the exact expressions for ν −3/2 and ν −2 are available but not needed as seen below.
Under Assumptions E and F(i), we have by a Taylor series expansion,
Lemma B.6: For the SAR model specified by (1) satisfying Assumptions 1-6, the EDF F n of the QML residualsû n is such that for each continuity point u of F 0 ,
if further E|u n,i | r+ exists for some > 0 and r = 3, 4, . . ., then the sample and population momentsμ n = μ(F n ) and μ 0 = μ(F 0 ) are such that
, and E(μ n ) = μ 0 + O( hn n ). Proof. To prove (i), assume W.L.O.G. σ 0 = 1, so thatε n (=û n ) = M n A n (λ n )Y n = ε n +r n whereε n = M n ε n is the OLS residuals from regressing A n Y n on X n andr n = −(λ n − λ 0 )M n W n Y n . LetF n be the EDF ofε n . We first show that (i) holds forF n .
Writeε n = ε n +r n wherer n = (I n − M n )ε n . Note that Var(r n ) = I n − M n = O(n −1 ), andF n (u) = 1 n n i=1 1(ε n,i ≤ u) where 1(·) is the indicator function. We have, E(F n (u)) = 1 n n i=1 P (ε n,i ≤ u) = 1 n n i=1 P (ε n,i +r n,i ≤ u). For some > 0, P (ε n,i +r n,i ≤ u) = P (ε n,i +r n,i ≤ u, |r n,i | < ) + P (ε n,i +r n,i ≤ u, |r n,i | ≥ ) ≤ P (ε n,i ≤ u + ) + P (|r n,i | ≥ )
where Var 1(ε n,i ≤ u) = P (ε n,i ≤ u)[1 − P (ε n,i ≤ u)] = F 0 (u)[1 − F 0 (u)] + O(n −1 ), and Cov 1(ε n,i ≤ u), 1(ε n,j ≤ u) = P (ε n,i ≤ u,ε n,j ≤ u) − P (ε n,i ≤ u)P (ε n,j ≤ u). We have, P (ε n,i ≤ u,ε n,j ≤ u) = P (ε n,i +r n,i ≤ u, ε n,j +r n,j ≤ u, |r n,i | < , |r n,j | < ) +P (ε n,i +r n,i ≤ u, ε n,i +r n,j ≤ u, (|r n,i | ≥ or |r n,j | ≥ )) ≤ P (ε n,i ≤ u + , ε n,j ≤ u + ) + P (|r n,i | ≥ ) + P (|r n,j | ≥ )
Similarly, we have P (ε n,i ≤ u,ε n,j ≤ u) ≥ F 0 (u − ) 2 + O(n −1 ). It follows that P (ε n,i ≤ u,ũ ε,j ≤ u) = F 0 (u) 2 + O(n −1 ), and that Cov 1(ε n,i ≤ u), 1(ε n,j ≤ u) = O(n −1 ) as
, by noticing that the elements of M n G n u n and of M n η n u n G n m n are O p (1), and that the elements of M n η n η n M n are O(1). Repeating the same process as forF n onF n , and applying the results forF n (u), we obtain, E(F n (u)) = E(F n (u)) + O( hn
For (ii), we prove the result for the case where μ 0 is the third moment. The cases of higher moments can be proved in a similar manner but with more tedious algebraic work.
It suffices to work with the original residualsε n = M n A n (λ n )Y n instead of the standardized residualsû n =σ −1 nεn as defined in the main text as bootstrap is invariant ofσ n . We haveε n =ε n − (λ n − λ 0 )Ȳ n , whereε n = M n ε n andȲ n = W n Y n . Let denote the Hadamard product, thenμ n = 1 n (ε n ε n ) ε n = 1 n (ε n ε n ) ε n − 3
1 2 ). Thusμ n is n/h n -consistent as 1 n (ε n ε n ) ε n = μ 0 + O p (n − 1 2 ) due to the properties of OLS residuals. If a quantity bounded in probability has a finite expectation, then E(μ n ) = 1 n E[(ε n ε n ) ε n ] − 3 n E[(λ n − λ 0 )(ε n ε n ) Ȳ n ] +O( hn n ), where the first term equals μ 0 + O(n −1 ) by the property of OLS residuals, and the second
Proof of Lemma 3.1. Denoteσ 2 n0 =σ 2 n (λ 0 ). By the mean value theorem,
whereσ 2 n0 lies betweenσ 2 n0 and σ 2 0 . We need to showσ 2
by Assumptions 2 and 5, and Lemmas B.2, B.1(ii) and B.5(ii), Var(σ 2 n0 ) = O(n −1 ). By the generalized Chebyshev's inequality:
n0 (u n M n G n u n + u n M n η n ). Lemma B.4(iv) implies hn n u n M n G n u n = O p (1) and Lemma B.4(vi) implies hn n u n M n η n = O p (( hn n )
1 2 ). Asσ −2 n0 = σ −2 0 + O p (n − 1 2 ), it follows that
where the 1st term equals hn n tr(M n G n ) = O(1) and the 3rd term is O(( hn n ) 1 2 ) by Assumption 7. For the 2nd term, Cauchy-Schwarz inequality and Lemma B.4(iii) lead to,
where we note E(σ 2 n0 ) = σ 2 0 + O(n −1 ) and E[tr(M n G n ) = O( n hn ). These lead to,
Taking difference between (B-2) and (B-3) and using Lemma B.4(v), we obtain h n R 1n − E(h n R 1n ) = hn
n0 (u n G n M n G n u n + 2u n G n M n η n + η n M n η n ). Similar arguments as for Lemma 3.1(i) lead to
The results follow by differencing (B-4) and (B-5) and applying Lemma B.4(v). Q.E.D.
Proof of Theorem 3.1. Clearly, theψ(λ) function given in (13) is differentiable for λ in a neighborhood of λ 0 with its first three derivatives H rn (λ), r = 1, 2, and 3, given in (14)-(16). These allow us to implement the following third-order Taylor expansion:
whereλ lies betweenλ n and λ 0 . Under Assumptions 1-6,λ n is n/h n -consistent. Incorporating h n and following the arguments leading to the result of Theorem 2.1, the result of Theorem 3.1 follows if the following results hold: 1 2 ), E(H 1n ) = −h n T 1n − E(h n R 2n ) + 2 hn E((h n R 1n ) 2 ) = −h n T 1n − hn n tr(G n M n G n ) − hn σ 2 0 n η n M n η n − O( h 1/2 n n ) + 2 hn ( hn n tr(M n G n ) + O( h 1/2 n n )) 2 = −h n T 1n − hn n tr(G n M n G n ) − hn σ 2 0 n η n M n η n + 2 hn ( hn n tr(M n G n )) 2 + O( h 1/2 n n ) = − hn n tr(G 2 n ) − hn n tr(G n G n ) − hn σ 2 0 n η n M n η n + 2 hn ( hn n tr(G n )) 2 + O( hn n ) = − hn n [tr(G n − T 0n I n ) 2 + tr(G n − T 0n I n ) (G n − T 0n I n ) + 1 σ 2 0 η n M n η n ] + O( hn n ).
This shows that E(H 1n ) < 0 for n sufficiently large and thus E(H 1n ) −1 = O(1). As H 1n = E(H 1n ) + O p (( hn n )
1 2 ), we have H −1 1n = O p (1). For (d), asσ 2 n (λ) = 1 n Y n A n (λ)M n A n (λ)Y n , we havê
leading toσ −2 n (λ) = (σ 2 n0 +O p ((h n n) − 1 2 )) −1 =σ −2 n0 (1+O p ((h n n) − 1 2 )) −1 =σ −2 n0 +O p ((h n n) − 1 2 ). Now, as h n R 1n (λ) =σ −2 n (λ) hn n Y n A n (λ)M n W n Y n , we have,
Similarly, one shows that h n R 2n (λ) = h n R 2n + O p (( hn n ) 1 2 ). By the mean value theorem, h n T 3n (λ) = hn n tr(G 4 n (λ)) = hn n tr(G 4 n )+4 hn n tr(G 3 n (λ))(λ−λ 0 ), whereλ lies betweenλ and λ 0 . By Assumption 4 and Lemma B.1, hn n tr(G 3 n (λ)) = O(1). It follows that h n T 3n (λ) − h n T 3n = O p (( hn n ) Proof of Corollary 3.5. As b −1 is differentiable to the desired order, the expansion (A-7) holds. By Assumptions 1-6 and Lemma B.6,θ n is n/h n -consistent and has bias of order O( hn n ). It follows immediately that E( b −1 ) = b −1 + O(( hn n ) 2 ). Similarly, b −3/2 is differentiable, giving E( b −3/2 ) = b −3/2 + O(( hn n ) 2 ). The results thus follow. Proof of Corollary 3.6. As b −1 = b −1 (θ n , μ n (θ n )) is differentiable w.r.t.θ n up to the desired order, the expansion (A-8) holds with n replaced by n/h n , i.e., b −1 (θ n , μ n (θ n )) = b −1 (θ 0 , μ n ) +b −1,θ 0 (θ n − θ 0 ) + O p (( hn n ) 2 ) = b −1 (θ 0 , μ 0 ) + b −1,μ 0 (μ n − μ 0 ) + E(b −1,θ 0 )(θ n − θ 0 ) + O p (( hn n ) 2 ).
This gives ACov(λ, b −1 ) = b −1,μ 0 Ω n Cov(ψ n , μ n ) + E(b −1,θ 0 )ACov(λ n ,θ n ) + O(( hn n ) 5 2 ). It is easy to show thatψ n = h n T 0n + h n R • 1n − h n E(R • 1n )(σ 2 n0 − σ 2 0 ) + O p ( hn n ), where R • 1n = 1 n (u n M n G n u n + u n M n η n ) andσ 2 n0 = 1 n u n M n u n . It follows that Cov(ψ n , μ n,r ) = h n Cov(R • 1n , μ n,r ) − hn n tr(M n G n )Cov(σ 2 n0 , μ n,r ) + O(( hn n )
3 2 ) = hn n 2 E[(u n M n G n u n + u n M n η n ) n i=1 (u r ni − μ 0,r )] + hn n 2 tr(M n G n )E[(u n M n u n ) n i=1 (u r ni − μ 0,r )] + O(( hn n )
3 2 ) = hn n 2 (μ 0,r+2 − μ 0,r )tr(M n G n ) + hn n 2 μ 0,r+1 1 n M n η n − hn n 2 (μ 0,r+2 − μ 0,r )tr(M n G n ) + O(( hn n )
= O(( hn n )
where μ 0,r is the rth moment of F 0 . Thus, b −1,μ 0 Ω n Cov(ψ n , μ n ) = O(( hn n ) 5 2 ), showing that Assumption F(ii) is satisfied, and the first result of Corollary 3.6 follows.
The proof of the second result starts from deriving v bc2 −1 under the SAR model. With the joint estimating function: ψ n (θ) = hn n 1 σ 2 [ε n (λ, β)W n Y n − σ 2 tr(G n (λ))], 1 σ 2 ε n (λ, β) X n , 1 2σ 4 [ε n (λ, β)ε n (λ, β)−nσ 2 ] , where ε n (λ, β) = A n (λ)Y n −X n β, it is straightforward to derive Σ n , I n , H 1n , and H 2n , defined around (A-9). The top-left corner element of I −1 n Σ n I −1 n or (A-9) leads to ν −1 given in (33). Obviously, v −1 is differentiable up to the desired order. By Lemma B.6, the expansion (A-10) holds with n replaced by n/h n , i.e., v −1 (θ n ) = v −1 (ϑ 0 ) + v −1,ϑ 0 (θ n − ϑ 0 ) + 1 2 (θ n − ϑ 0 ) v −1,ϑ 0 ϑ 0 (θ n − ϑ 0 ) + O p (( hn n ) 5 2 ). (B-6)
Asθ n = arg{ψ n (θ) = 0}, which is n/h n -consistent in general, we have as in Bao (2013) a second-order stochastic expansion:θ n − θ 0 = a −1/2 + a −1 + O p (( hn n )
3 2 ), where a −1/2 = Ω n ψ n , a −1 = Ω n H • 1n a −1/2 + 1 2 Ω n E(H 2n )(a −1/2 ⊗ a −1/2 ), and H • 1n = H 1n − E(H 1n ). Further, as μ n,r is differentiable w.r.t. θ 0 , we have similar to (A-13), μ n,r = μ n,r +μ n,r (θ n − θ 0 ) + 1 2 (θ n − θ 0 ) μ n,r (θ n − θ 0 ) + O p (( hn n )
3 2 ), = μ n,r +μ n,r (a −1/2 + a −1 ) + 1 2 a −1/2μ n,r a −1/2 + O p (( hn n )
3 2 ), (B-7) where, we recall, μ n,r is the rth moment of the EDF F n of u n ≡ u n (θ 0 ), andμ n,r andμ n,r are its first-and second-order partial derivatives, r = 3, 4, which can easily be seen to satisfy Assumption F(iii) with n replaced by n/h n . Similar arguments as in the proof of Corollary 2.6 lead to v −1 = ν −1 + ν −3/2 + ν −2 + O(( hn n ) where, as E(ψ n ) = 0 and ν −1,μ 0 μ 0 = 0, the quantities b −1 , c −1 and d −2 are simplified to b −1 = Ω n E(ψ n ⊗ H 1n )vec(Ω n ) + 1 2 Ω n E(H 2n )(Ω n ⊗ Ω n )vec(Σ n ), c −1 = tr[Ω n E(ψ nμ n,r )] + E(μ n,r )b −1 + tr[E(μ n,r )Ω n Σ n Ω n ] 2×1 , d −2 = 1 2 tr(ν −1,θ 0 θ 0 Ω n Σ n Ω n ) + tr[ν −1,μ 0 θ 0 Ω n E(ψ n n )], (B-9) and n = μ n,r + E(μ n,r )Ω n ψ n , r = 3, 4 . Therefore, a bias-corrected estimator of v −1 is:
which can readily be shown to have a bias of order O(( hn n ) 5 2 ) for estimating v −1 . The bias from estimating the other terms in Var(λ bc3 n ) are all O(( hn n ) 5 2 ), completing the proof.
Practical Implementation of v bc2 −1 : First note that to avoid the handling of the additional large matrices E(ψ n ⊗ H 1n ) and E(H 2n ), b −1 can simply be estimated through b −1 , (31) and (32) as pointed out in the remarks given below (34).
For estimating E(μ n,r ), E(μ n,r ), E(ψ nμ n,r ), and E(ψ n n ) = {E(ψ n μ n,r )+Σ n Ω n E(μ n,r )}, Note that u n ≡ u n (θ 0 ) = σ −1 0 [A(λ 0 )Y n − X n β 0 ] and μ n,r = 1 n n i=1 u r ni (θ 0 ). We have, 1 2 ) and se c 3 = mean( b V3(λ bc3 n )
1 2 ).
