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Resumen En este trabajo abordamos el problema de identificacio´n de
variedades de semillas de trigo. La identificacio´n de semillas de trigo
es una tarea realizada por personal calificado en diversas etapas de la
produccio´n agropecuaria, pero es una actividad lenta, tediosa y de baja
repetibilidad. La disponibilidad de un me´todo de clasificacio´n automa´tico
de semillas acelera los procesos de evaluacio´n y permite que sean reali-
zados en diferentes etapas del proceso de produccio´n de manera simple
y con bajo costo. La solucio´n propuesta es el uso de te´cnicas actuales
de clasificacio´n de ima´genes como son Vectores de Fisher de la Familia
Exponencial y Redes Neuronales Convolucionales. Con estas te´cnicas se
logra una exactitud del 95% en la clasificacio´n de un dataset de semillas
de 6 variedades de trigo recolectado para esta tarea el cual se encuentra
disponible al pu´blico para futuras evaluaciones.
Keywords: Agricultura de Precisio´n, Visio´n por Computadora, Clasi-
ficacio´n de Semillas, Vectores de Fisher, Redes Neuronales Convolucio-
nales
1. Introduccio´n
El ana´lisis de semillas es una actividad muy importante en el proceso de
produccio´n de granos. Esta actividad debe ser realizada en diferentes etapas del
proceso, incluyendo la produccio´n de semillas, la calificacio´n del cereal para in-
dustrializacio´n o comercializacio´n y tambie´n durante las investigaciones cient´ıfi-
cas para mejoras de las especies [6]. En la Argentina por reglamentacio´n, antes
de la comercializacio´n de distintos tipos de granos se debe realizar un ana´lisis
de una pequen˜a muestra del lote a comercializar [7].
La tarea de identificacio´n es realizada por personal capacitado usando ins-
peccio´n visual [13], pero en la mayor´ıa de los casos los me´todos usados son lentos,
tediosos [15], tienen baja reproducibilidad y agregan un grado de subjetividad
dif´ıcil de cuantificar [6]. Esto se debe entre otras cosas a que el perito debe
separar f´ısicamente los granos e identificar el tipo de semilla [13].
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Esta actividad es clave para contribuir al agregado de valor al cultivo [6] y
tambie´n porque el uso final de los granos depende del tipo y variedad de semilla
espec´ıfico [16]. En la actualidad el uso de semillas certificadas juega un rol muy
importante en el incremento de la calidad y cantidad del cultivo [17], por lo
tanto antes de sembrar una variedad de semillas es muy importante confirmar
la variedad a utilizar [17]. El ana´lisis tambie´n nos puede brindar conocimiento
adicional sobre el proceso de produccio´n, control de la calidad de las semillas y
en la identificacio´n de las impurezas [15].
Por lo dicho es de gran importancia te´cnica y econo´mica la implementacio´n de
me´todos automa´ticos basados en visio´n por computadora para una clasificacio´n
confiable y ra´pida de semillas [6]. Estos me´todos tambie´n pueden ser explotados
para detectar semillas infectadas por insectos o para detectar granos dan˜ados [2].
En este trabajo se propone el uso de visio´n por computadora para clasificar
semillas de distintas variedades de trigo.
Las contribuciones de esta investigacio´n son las siguientes:
Un sistema automa´tico capaz de clasificar semillas de distintas variedades
de una misma especie, en especial trigo,
basado en te´cnicas actuales de clasificacio´n de ima´genes
y un dataset de ima´genes de semillas de trigo con 6 variedades distintas.
2. Problema
Nos proponemos abordar el problema de la identificacio´n de la variedad de
una semilla de trigo dada una imagen de la misma. Esta tarea es muy impor-
tante en diversas etapas del proceso de produccio´n y obligatoria en otras. La
evaluacio´n es realizada por personal capacitado, pero es lenta, tediosa y de baja
reproducibilidad. La posibilidad de automatizar este proceso hace que sea ma´s
ra´pido y preciso, permitiendo una mejor determinacio´n de la calidad de un lote
y adema´s que este proceso sea aplicado en varias etapas de la produccio´n, lo
cual le da un valor agregado al producto. Tambie´n la identificacio´n automa´tica
le permite a personas no entrenadas validar la procedencia de un lote de semi-
llas en forma simple, posiblemente en una aplicacio´n corriendo sobre un tele´fono
mo´vil.
En este trabajo proponemos evaluar el comportamiento de te´cnicas actuales
de visio´n por computadora como Vectores de Fisher de la Familia Exponencial
(eFV) [20] y Redes Neuronales Convolucionales (CNN) [9] para resolver el pro-
blema de la identificacio´n de la variedad de una semilla de trigo dada una imagen
de la misma.
Estos algoritmos ya han sido usados, dando buenos resultados, en problemas
de clasificacio´n de ima´genes en general como ImageNet [21] y en problemas de
clasificacio´n de subespecies, como por ejemplo aves [26] o plantas [20]. En estos
u´ltimos tipos de problemas, conocidos como de grano fino, al igual que en el de
identificacio´n de variedades de semillas de la misma especie, las diferencias entre
las clases son muy sutiles y escapan al ojo humano no entrenado. En la seccio´n
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de resultados demostramos que este tipo de algoritmos se comporta muy bien
en este problema en particular.
3. Solucio´n Propuesta
Para resolver el problema de identificacio´n de la variedad de una semilla de
trigo planteamos el uso de algoritmos actuales utilizados para clasificacio´n de
ima´genes. Los algoritmos elegidos son eFV y CNN.
Un eFV es una representacio´n global de una imagen que se obtiene agrupando
caracter´ısticas locales de una imagen (seccio´n 3.1). Luego esta caracter´ıstica
global, la cual es un vector, es usada como entrada a un clasificador lineal.
Las CNN son un tipo de redes neuronales artificiales del tipo feed-forward en
las cuales los patrones de conectividad entre las neuronas esta´n inspirados en la
organizacio´n de la corteza visual animal (seccio´n 3.2).
3.1. Vectores de Fisher de la Familia Exponencial
La representacio´n usando eFV [23] nos permite obtener un vector global que
describe los descriptores locales de una imagen. Esta representacio´n codifica los
descriptores locales de una imagen como un vector gradiente que caracteriza la
distribucio´n de estos con respecto a los para´metros de un modelo probabil´ıstico.
La formulacio´n original de eFV es conocida como Vectores de Fisher (FV) [22]
y esta´ basada en un modelo de distribucio´n de probabilidad Gaussiana, con lo
cual a priori solo puede codificar descriptores del tipo reales, pero no binarios o
enteros. eFV generaliza esta formulacio´n a un modelo ma´s amplio de distribu-
ciones de probabilidad, llamada familia exponencial, la cual permite un mayor
nu´mero de dominios de entrada (descriptores) como reales, enteros, binarios o
matrices de covarianza.
Supongamos que tenemos una imagen I sobre la que se computan un conjunto
de descriptores XI en forma densa. Sea P (X|λ) la distribucio´n de probabilidad
que modela la distribucio´n de descriptores gene´ricos computados sobre un con-
junto grande de ima´genes y log P (X|λ) la verosimilitud. En donde λ son los
para´metros de la distribucio´n.
El eFV de la imagen I es computado como el vector de gradientes con respecto
a los para´metros de la funcio´n de verosimilitud de los descriptores XI extra´ıdos
en la imagen
g(XI) , Lλ∇λ log P (XI |λ) (1)
Lλ es un normalizador obtenido como la descomposicio´n de Cholesky de la
inversa de la matriz de informacio´n de Fisher.
La clasificacio´n usando eFV contiene varias etapas. En la figura 1 vemos un
diagrama completo con las diferentes partes. La entrada es la imagen a la cual le
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extraemos descriptores visuales en forma densa (DSCR); luego reducimos estos
descriptores en dimensionalidad utilizando Ana´lisis de Componentes Principales
(PCA) [1]; a estos nuevos descriptores los codificamos usando eFV y por u´ltimo
clasificamos los vectores usando SVM [4]. Como se ve en la figura, para calcular
PCA y eFV necesitamos dos modelos (modelo PCA, modelo eMM); estos mode-
los los entrenamos en forma no supervisada sobre el conjunto de entrenamiento.
Para el co´mputo de estas etapas utilizamos la librer´ıa presentada en [23].
Imagen DSCR PCA
modelo
PCA
modelo
eMM
eFV SVM
Figura 1: Diagrama en bloques de la codificacio´n usando eFV.
3.2. Redes Neuronales Convolucionales
Las CNN son variantes del perceptro´n multicapa inspiradas biolo´gicamente,
las cuales tratan de imitar la corteza visual animal. Se sabe por estudios que
la corteza visual contiene un arreglo complejo de ce´lulas sensitivas a pequen˜as
regiones del campo visual. Estas ce´lulas se agrupan formando campos receptivos
[8] que son emulados en las CNN con filtros de convolucio´n.
Estos tipos de redes son usadas desde hace mucho tiempo, por ejemplo para
reconocer ima´genes de d´ıgitos manuscritos [11], pero su uso en otras aplicaciones
se ha visto relegado en el tiempo debido a que este tipo de modelos son muy
lentos para entrenar por el gran nu´mero de para´metros a ajustar y por la gran
cantidad de ima´genes de entrenamiento que se necesitan para lograr un correcto
funcionamiento.
Pero relativamente hace pocos an˜os con la aparicio´n de grandes dataset de
ima´genes etiquetadas como ImageNet [3] y la disponibilidad de Unidades de Pro-
cesamiento Gra´ficas (GPU) muy potentes, estos tipos de modelos se convirtieron
en el esta´ndar de facto para aplicaciones de Visio´n por Computadora, aunque
tambie´n se usan en otros a´mbitos como Procesamiento del Lenguaje Natural,
Identificacio´n de Drogas y otras aplicaciones de Machine Learning e Inteligencia
Artificial. [10]
Una CNN esta´ compuesta por el apilado de diferentes capas. Las primeras son
capas de convolucio´n las cuales aplican filtros de convolucio´n con para´metros en-
trenables. Entre estas capas adema´s hay otras capas que realizan rectificaciones
lineales y agrupamiento (pooling) de datos para ir reduciendo la dimensionali-
dad de la entrada y la complejidad. Luego de estas capas de convolucio´n tenemos
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otras capas, como las que normalmente se usan en redes neuronales, conocidas
como capas totalmente conectadas. Estas u´ltimas esta´n compuestas por neuro-
nas totalmente conectadas.
Una red neuronal feed-forward puede ser vista como el co´mputo de una com-
posicio´n de funciones en donde cada funcio´n representa una capa, la entrada es la
imagen y la salida es un score de clasificacio´n para cada una de las clases con la
cual fue entrenada. Sean X los valores de los pixeles de la imagen de entrada, fl
la funcio´n que computa la capa l y wl el vector de para´metros de dicha funcio´n,
la salida de la CNN se obtiene como:
y = f(X) , fL (· · · f2 (f1 (X;w1) ;w2) ;wL) (2)
El vector de salida y es un vector que pertenece a Rc en donde c es el nu´mero
de clases y luego utilizando la funcio´n argmax(y) computamos cual es la clase
que ma´s se ajusta a la imagen de entrada.
Para aprender los para´metros w de la red, w = (w1,w2, · · · ,wL), se debe mi-
nimizar una funcio´n de riesgo emp´ırico utilizando un conjunto de entrenamiento.
La funcio´n de riesgo a minimizar es:
L(w) =
1
n
nX
i=1
l(zi, f(X,w)) (3)
en donde l(z, zˆ) expresa la penalizacio´n de predecir la clase zˆ en vez de z y n
es el nu´mero de muestras. Para minimizar L se utiliza el algoritmo de descenso
de gradiente:
wt+1 = wt − ηt df
dw
(wt) (4)
Este algoritmo actualiza el peso actual wt en la direccio´n de mayor descenso
de la funcio´n de riesgo L(w) computando su gradiente. En dicha ecuacio´n ηt
indica la tasa de aprendizaje.
Estos tipos de redes tienen alrededor de 100k para´metros, por lo tanto para su
entrenamiento es necesario contar con un dataset de entrenamiento como mı´ni-
mo 10 veces mayor al nu´mero de para´metros. Como normalmente no contamos
con esa cantidad de ima´genes de entrenamiento sobre el problema a resolver
y tampoco resulta factible construirlo, la solucio´n normal es utilizar una red
ya entrenada en otro dataset y luego usando el dataset espec´ıfico al problema,
reentrenar solo algunas capas de la red, espec´ıficamente las capas totalmente
conectadas.
En la figura 2 se ve la configuracio´n de las distintas capas de la CNN utilizada
en este trabajo. La entrada a la red es la imagen (IMG) a la que le aplicamos la
primer capa de convolucio´n (C1), luego sobre esta, una capa de agrupamiento
(P1) y una de rectificacio´n o normalizacio´n (N1). Luego vienen otras capas de
convolucio´n (C2-C5), de agrupamiento (P2 y P5) y de rectificacio´n (N2). Por
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C2 C3 C5C4 FC6 FC7 FC8IMG
IMAGEN CONVOLUCIÓN POOLING NORMALIZACIÓN
TOTALMENTE
CONECTADA
Figura 2: Configuracio´n de la CNN utilizada.
u´ltimo computamos las capas totalmente conectadas (FC6-FC8). La u´ltima de
estas capas es una medida de confidencia para cada una de las clases.
Esta red es conocida come AlexNet [10] y fue entrenada para la clasificacio´n
de un subconjunto de 1 millo´n de ima´genes del dataset ImageNet las cuales
pertenecen a 1000 diferentes clases de objetos. Luego con el dataset de semillas
de variedades de trigo (seccio´n 4.1) se reentrenaron las u´ltimas capas de la red
para ajustarlas al problema. Este reentrenamiento es conocido como ajuste fino
o fine-tuning. El entrenamiento y la clasificacio´n de la red fue realizada con el
framework caffe [9].
3.3. CNN como extractor de descriptores
Otra opcio´n posible de uso de las CNN es para la extraccio´n de descrip-
tores en ima´genes [19]. Los descriptores se pueden usar en forma similar a los
descriptores comunes usados en la literatura como por ejemplo SIFT pero a di-
ferencia de este los para´metros con los que se calculan no son fijados a mano,
sino que son aprendidos en grandes dataset de ima´genes. Para la extraccio´n de
estos descriptores se utiliza la misma red que se muestra en la figura 2, pero se
toma como salida alguna de las capas internas. Lo ma´s comu´n es tomar como
descriptor la salida de la segunda capa totalmente conectada, FC7 en este caso.
Estos descriptores sera´n referenciados en lo siguiente como CNND.
Estos descriptores son usados de dos formas en este trabajo. La primera
es para computar un baseline de clafisicacio´n como se propone en [19]. Para
este baseline se computa un descriptor CNND sobre las ima´genes y luego se
entrena un SVM para clasificarlos. La segunda forma de usar estos descriptores
es codifica´ndolos con el me´todo de eFV que se explico´ anteriormente.
4. Experimentos
Para evaluar la factibilidad del esquema propuesto se realizaron experimentos
con los diferentes algoritmos presentados en la seccio´n anterior sobre un dataset
construido para esta tarea.
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4.1. Dataset
Uno de los aportes de este trabajo es la construccio´n de un dataset de ima´ge-
nes de semillas de trigo con su correspondiente etiqueta para su uso en la evalua-
cio´n de algoritmos de clasificacio´n. Dicho dataset se encuentra disponible para
descarga en la pa´gina web del primer autor 4. Hasta nuestro conocimiento este
es el primer dataset de este tipo disponible para descarga el cual permite reali-
zar experimentos y poder comparar los resultados de los diferentes algoritmos.
El mismo esta´ compuesto por 315 muestras de 6 variedades diferentes de trigo
las cuales distinguimos como variedad 1 a 6. Estas muestras (semillas) fueron
clasificadas por profesionales en la materia. En la tabla 1 mostramos el nu´mero
de muestras para cada variedad que contiene el dataset.
Tabla 1: Cantidad de muestras por variedad.
Variedad 1 2 3 4 5 6 Total
# muestras 57 59 52 35 29 83 315
En la imagen 3 vemos ejemplos de las 6 variedades que conforman el dataset.
Como se puede ver en la imagen las diferencias entre las variedades de semillas
son casi imperceptibles para una persona no entrenada.
(a) Variedad 1 (b) Variedad 2 (c) Variedad 3
(d) Variedad 4 (e) Variedad 5 (f) Variedad 6
Figura 3: Muestra con las 6 variedades que componen el Dataset
4 http://ciii.frc.utn.edu.ar/JavierAndresRedolfi
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4.2. Configuraciones
Como ya comentamos en la seccio´n 3.3 el baseline de evaluacio´n es la clasifica-
cio´n de descriptores DCCN con SVM, este me´todo se designara´ como DCNN+SVM.
Tambie´n evaluamos la clasificacio´n usando eFV presentada en la seccio´n 3.1
con diferentes descriptores. Los descriptores evaluados son SIFT [12], DCOV [24]
y DCNN (seccio´n 3.3) los cuales designaremos DSIFT+eFV, DCOV+eFV y
DCNN+eFV respectivamente.
Por u´ltimo como planteamos en la seccio´n 3.2 ajustamos las u´ltimas capas de
la CNN AlexNet para el problema en particular; este me´todo se indicara´ como
CNN.
Para el entrenamiento de los diferentes algoritmos se dividio´ al dataset en 2
partes, una de evaluacio´n y otra de entrenamiento. La parte de entrenamiento
esta´ compuesta por 20 ima´genes de cada una de las variedades, las cuales hacen
un total de 120 ima´genes y las restantes 195 ima´genes se usaron para evaluacio´n.
4.3. Co´digo
Los co´mputos relacionados con eFV se hicieron con la librer´ıa vrl [23] y para
los relacionados con CNN se utilizo´ la librer´ıa caffe [9].
4.4. Resultados
Para comparar los diferentes me´todos propuestos evaluamos la exactitud de
cada uno de ellos en el conjunto de evaluacio´n, el cual esta´ compuesto por 195
muestras. La exactitud la computamos como:
Exactitud = 100
Correctas
Totales
(5)
en donde Correctas es el nu´mero de muestras bien clasificadas y Totales es
el nu´mero de muestras que conforman el dataset.
En la tabla 2 vemos las comparaciones de la exactitud para cada me´todo de
clasificacio´n propuesto.
El me´todo basado en CNN fue el que mejor se comporto´ para este problema
superando en 8 puntos al mejor resultado publicado en la literatura [16], en el
cual clasifican ima´genes de 6 variedades de trigo. Este resultado era el que espe-
rabamos viendo el comportamiento de estas redes en otros problemas de visio´n
por computadora [5, 19] y clasificacio´n de ima´genes en particular [10]. Aunque
estas redes nunca hab´ıan sido utilizadas para este problema en particular.
En la figura 4 mostramos un gra´fico de la matriz de confusio´n normalizada
para el me´todo con el cual se obtuvo mayor exactitud (CNN). En el eje vertical
tenemos las variedades verdaderas y en el horizontal las predichas. Como vemos
la variedad en la que ma´s error cometemos es en la primera.
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Tabla 2: Resultados obtenidos con los diferentes me´todos.
Me´todo Exactitud (%)
DCNN+SVM 83.59
DCOV+eFV 91.79
DSIFT+eFV 81.54
DCNN+eFV 92.82
CNN 95.42
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Figura 4: Matriz de confusio´n para la clasificacio´n usando CNN.
5. Trabajos Relacionados
Existe bastante literatura sobre clasificacio´n de semillas a trave´s de ima´genes
los cuales podemos agrupar dependiendo del tipo de semillas que clasifican, los
descriptores que utilizan y el sensor con el cual capturan las ima´genes. La mayor´ıa
de ellos utilizan un pipeline de clasificacio´n de ima´genes general.
En algunos de los trabajos la clasificacio´n se realiza entre semillas de distin-
tas especies [7,14,15], entre semillas de una especie y contaminantes que pueden
afectar la calidad de la misma [13, 18] y en otros la clasificacio´n es entre va-
riedades de la misma especie [2, 16, 17, 25]. La clasificacio´n de variedades de la
misma especie es la que mayor dificultad tiene porque muestras de diferentes
clases presentan una gran similitud, en cambio muestras de diferentes especies
normalmente tienen una gran diferencia visual.
Tambie´n podemos encontrar diferentes sensores para adquirir las ima´genes a
clasificar, en la mayor´ıa se usan ca´maras RGB, pero en otros se utilizan ca´maras
NIR (Infrarojo Cercano) [18,25]. Con el uso de ca´maras del tipo NIR se obtienen
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resultados levemente mejores, pero con la desventaja de que esta´s son menos
comunes y ma´s caras que las RGB.
Dependiendo del tipo de sensor, podemos diferenciar a los trabajos segu´n el
tipo de descriptores que utilizan, para ca´maras RGB los ma´s usadas son de color,
morfolo´gicos y de textura [2,7,13–17]. Para sensores NIR se utilizan descriptores
obtenidos con te´cnicas espectrales [18,25].
Una de las desventajas de las trabajos analizados a diferencia del que presen-
tamos, es que en ninguno de ellos se pone a disposicio´n para descarga el dataset
con el cual se realizan los experimentos. La disponibilidad de los dataset con
los cuales se realizan los experimentos permiten que la comparacio´n entre los
distintos me´todos sea ma´s simple y ra´pida, contribuyendo al avance cient´ıfico en
el a´rea.
Con respecto a la exactitud de los diferentes me´todos analizados, los que
discriminan entre semillas de diferentes variedades o semillas de sus contami-
nantes, el cual es un problema ma´s simple tienen una exactitud de entre 95% a
100%. En los trabajos en los cuales se discrimina entre variedades de la misma
semilla [2,16,17,25], la exactitud es un poco menor y va entre 87% a 98%. Pero
estos u´ltimos trabajos, que obtienen una exactitud del 98% no son directamente
comparables con los que obtuvimos en este trabajo porque en [25] las ima´genes
son capturadas con una ca´mara NIR y en [2] no se clasifican ima´genes de una
sola semilla de trigo, sino que se clasifican ima´genes con muchas semillas de trigo
de la misma variedad.
6. Conclusiones y Trabajo a Futuro
En este trabajo se propuso el uso de te´cnicas actuales de clasificacio´n de
ima´genes y visio´n por computadora como son eFV y CNN para abordar el pro-
blema de identificacio´n de variedades de semillas de trigo. Con el uso de CNN se
logro´ una exactitud en la identificacio´n del 95% lo cual demuestra la potenciali-
dad de estos modelos. Adema´s se contribuyo´ con un dataset de 6 variedades de
trigo el cual se encontrara´ disponible para descarga en la pa´gina web del primer
autor.
Como trabajo a futuro planeamos evaluar la capacidad del algoritmo para
detectar defectos en las semillas como manchas, semillas partidas y tambie´n
detectar part´ıculas extran˜as en las muestras, como podr´ıan ser otras semillas,
ca´scaras, etc. Otra opcio´n interesante a evaluar es la deteccio´n de enfermedades
y evaluacio´n de las calidad de las muestras. Para evaluar estas nuevas propuestas
planeamos aumentar el dataset con estos tipos de muestras.
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