Previous schemes for sorting on general-purpose parallel machines have had to choose between poor load balancing and irregular communication or multiple rounds of all-to-all personalized communication. In this paper, we introduce a novel variation on sample sort which uses only two rounds of regular all-to-all personalized communication in a scheme that yields very good load balancing with virtually no overhead. Moreover, unlike previous variations, our algorithm e ciently handles the presence of duplicate values without the overhead of tagging each element with a unique identi er. This algorithm was implemented in Split-C and run on a variety of platforms, including the Thinking Machines CM-5, the IBM SP-2, and the Cray Research T3D. We ran our code using widely di erent benchmarks to examine the dependence of our algorithm on the input distribution. Our experimental results illustrate the e ciency and scalability of our algorithm across di erent platforms. In fact, it seems to outperform all similar algorithms known to the authors on these platforms, and its performance is invariant over the set of input distributions unlike previous e cient algorithms. Our results also compare favorably with those reported for the simpler ranking problem posed by the NAS Integer Sorting (IS) Benchmark.
Introduction
Sorting is arguably the most studied problem in computer science, both because of its intrinsic theoretical importance and its use in so many applications. Its signi cant requirements for interprocessor communication bandwidth and the irregular communication patterns that are typically generated have earned its inclusion in several parallel benchmarks such as NAS 7] and SPLASH 34] . Moreover, its practical importance has motivated the publication of a number of empirical studies seeking to identify the most e cient sorting routines. Yet, parallel sorting strategies have still generally fallen into one of two groups, each with its respective disadvantages. The rst group, using the classi cation of Li and Sevcik 23] , is the single-step algorithms, so named because data is moved exactly once between processors. Examples of this include sample sort 21, 10] , parallel sorting by regular sampling 31, 24] , and parallel sorting by overpartitioning 23] . The price paid by these single-step algorithms is an irregular communication scheme and di culty with load balancing. The other group of sorting algorithms is the multi-step algorithms, which include bitonic sort 9], column sort 32] . Generally speaking, these algorithms accept multiple rounds of communication in return for better load balancing and, in some cases, regular communication.
In this paper, we present a novel variation on the sample sort algorithm 19] which addresses the limitations of previous implementations. We exchange the single step of irregular communication for two steps of regular communication. In return, we reduce the problem of poor load balancing because we are able to sustain a very high oversampling ratio at virtually no cost. Second, we e ciently accommodate the presence of duplicates without the overhead of tagging each element. And we obtain predictable, regular communication requirements which are essentially invariant with respect to the input distribution. Utilizing regular communication has become more important with the advent of message passing standards, such as MPI 26] , which seek to guarantee the availability of very e cient (often machine speci c) implementations of certain basic collective communication routines.
Our algorithm was implemented in a high-level language and run on a variety of platforms, including the Thinking Machines CM-5, the IBM SP-2, and the Cray Research T3D. We ran our code using a variety of benchmarks that we identi ed to examine the dependence of our algorithm on the input distribution. Our experimental results are consistent with the theoretical analysis and illustrate the scalability and e ciency of our algorithm across di erent platforms. In fact, it seems to outperform all similar algorithms known to the authors on these platforms, and its performance is indi erent to the set of input distributions unlike previous e cient algorithms.
The high-level language used in our studies is , an extension of C for distributed memory machines. The algorithm makes use of MPI-like communication primitives but does not make any assumptions as to how these primitives are actually implemented. The basic data transport 2 is a read or write operation. The remote read and write typically have both blocking and nonblocking versions. Also, when reading or writing more than a single element, bulk data transports are provided with corresponding bulk read and bulk write primitives. Our collective communication primitives, described in detail in 6], are similar to those of the MPI 26], the IBM POWERparallel 8], and the Cray MPP systems 13] and, for example, include the following: transpose, bcast, gather, and scatter. Brief descriptions of these are as follows. The transpose primitive is an all-to-all personalized communication in which each processor has to send a unique block of data to every processor, and all the blocks are of the same size. The bcast primitive is used to copy a block of data from a single source to all the other processors. The primitives gather and scatter are companion primitives. Scatter divides a single array residing on a processor into equal-sized blocks, each of which is distributed to a unique processor, and gather coalesces these blocks back into a single array at a particular processor. See 3, 6, 4, 5] for algorithmic details, performance analyses, and empirical results for these communication primitives.
The organization of this paper is as follows. Section 2 presents our computation model for analyzing parallel algorithms. Section 3 describes in detail our improved sample sort algorithm. Finally, Section 4 describes our data sets and the experimental performance of our sorting algorithm.
The Parallel Computation Model
We use a simple model to analyze the performance of our parallel algorithms. Our model is based on the fact that current hardware platforms can be viewed as a collection of powerful processors connected by a communication network that can be modeled as a complete graph on which communication is subject to the restrictions imposed by the latency and the bandwidth properties of the network. We view a parallel algorithm as a sequence of local computations interleaved with communication steps, where we allow computation and communication to overlap. We account for communication costs as follows.
Assuming no congestion, the transfer of a block consisting of m contiguous words between two processors takes ( + m) time, where is the latency of the network and is the time per word at which a processor can inject or receive data from the network. Note that the bandwidth per processor is inversely proportional to . We assume that the bisection bandwidth is su ciently high to support block permutation routing amongst the p processors at the rate of Using this cost model, we can evaluate the communication time T comm (n; p) of an algorithm as a function of the input size n, the number of processors p , and the parameters and . The coe cient of gives the total number of times collective communication primitives are used, and the coe cient of gives the maximum total amount of data exchanged between a processor and the remaining processors.
This communication model is close to a number of similar models (e.g. 16, 33, 1] ) that have recently appeared in the literature and seems to be well-suited for designing parallel algorithms on current high performance platforms.
We de ne the computation time T comp as the maximum time it takes a processor to perform all the local computation steps. In general, the overall performance T comp +T comm involves a tradeo between T comp and T comm . In many cases, it is possible to minimize both T comp and T comm simultaneously, and sorting is such a case.
A New Sample Sort Algorithm
Consider the problem of sorting n elements equally distributed amongst p processors, where we assume without loss of generality that p divides n evenly. The idea behind sample sort is to nd a set of p ?1 splitters to partition the n input elements into p groups indexed from 1 up to p such that every element in the i th group is less than or equal to each of the elements in the (i + 1) th group, for 1 i p ? 1. Then the task of sorting each of the p groups can be turned over to the correspondingly indexed processor, after which the n elements will be arranged in sorted order. The e ciency of this algorithm obviously depends on how evenly we divide the input, and this in turn depends on how well we choose the splitters. One way to choose the splitters is by randomly sampling the input elements at each processor -hence the name sample sort.
Previous versions of sample sort 21, 10, 17, 15] have randomly chosen s samples from the n p elements at each processor, routed these ps samples to a single processor, sorted them at that processor, and then selected every s th element as a splitter. Each processor P i then performs a binary search on these splitters for each of its input values and then uses the results to route the values to the appropriate destination, after which local sorting is done to complete the sorting process. The rst di culty with this approach is the work involved in gathering and sorting the samples. A larger value of s results in better load balancing, but it also increases the overhead. The second di culty is that no matter how the routing is scheduled, there exist inputs that give rise to large variations in the number of elements destined for di erent processors, and this in turn results in an ine cient use of the communication bandwidth. Moreover, such an irregular communication scheme cannot take advantage of the regular communication primitives proposed under the MPI standard 26]. The nal di culty with the original approach is that duplicate values are accommodated by tagging each item with a unique value 10]. This, of course, doubles the cost of both memory access and interprocessor communication.
In our solution, we incur no overhead in obtaining n p 2 samples from each processor and in sorting these samples to identify the splitters. Because of this very high oversampling, we are able to replace the irregular routing with exactly two calls to our transpose primitive, and, in addition, we are able to e ciently accommodate the presence of duplicates without resorting to tagging.
The pseudocode for our algorithm is as follows:
Step (1): Each processor P i (1 i p) randomly assigns each of its n p elements to one of p buckets. With high probability, no bucket will receive more than c 1 n p 2 elements, where c 1 is a constant to be de ned later.
Step (2): Each processor P i routes the contents of bucket j to processor P j , for (1 i; j p).
Since with high probability no bucket will receive more than c 1 n p 2 elements, this is equivalent to performing a transpose operation with block size c 1 n p 2 .
Step (3): Each processor P i sorts at most 1 n p c 1 n p values received in Step (2) using an appropriate sequential sorting algorithm. For integers we use the radix sort algorithm, whereas for oating point numbers we use the merge sort algorithm.
Step (4) Step (5): Processor P 1 broadcasts the Splitter, Frac L , and Frac R arrays to the other p ? 1 processors.
Step (6) Step (7): Each processor P i routes the subsequence associated with Splitter j] to processor P j , for (1 i; j p). Since with high probability no sequence will contain more than c 2 n p 2 elements, where c 2 is a constant to be de ned later, this is equivalent to performing a transpose operation with block size c 2 n p 2 .
Step (8): Each processor P i merges the p sorted subsequences received in
Step (7) to produce the i th column of the sorted array. Note that, with high probability, no processor has received more than 2 n p elements, where 2 is a constant to be de ned later. We can establish the complexity of this algorithm with high probability -that is with probability Proof: The probability that exactly c 1 n p 2 elements are placed in a particular bucket in
Step (1) 
and Lemma 1 follows.
Lemma 2: At the completion of
Step (2), the total number of elements received by processor P 1 , which comprise the set of samples from which the splitters are chosen, is at most n p with high probability, for any 1 and p 2 n 3 ln n .
Proof: The probability that processor P 1 receives exactly n p elements is given by the binomial distribution b n p ; n; 1 p . Using the Cherno bound for estimating the tail of a binomial distribution, the probability that processor P 1 receives at least n p elements can be bounded by e ?( ?1) 2 n 3p and Lemma 2 follows.
Lemma 3: For each Splitter j], where (1 j p), let SE j and SS j be respectively the sets of input elements and samples that are both equal in value to Splitter j], and let jSS j j j n p 2 . Then, with high probability, no SE j will contain more than M j n p elements, where M j = (6 j + 1) + p 12 j + 1 6 : (5) Proof: The set of input elements SE j = fx j 1 ; x j 2 ; :::; x j l j g can have more than M j n p members only if j n p 2 or less members are selected to be samples from the set SE 0 j = fx j 1 ; x j 2 ; :::; x j ( M j n p ) g, which is the 6 set composed of the rst M j n p members in SE j . However, since each element of SE 0 j is independently chosen to be a sample with probability 1 p , the probability of this event occurring is given by 
where s j n p 2 , r = M j n p , and q = 1 p , it follows that the probability that a set SE j among the p sets of input elements has more than M j n p is bounded by The bound of Lemma 3 will also hold if we include the subsets of elements and samples whose values fall strictly between two consecutive splitters.
Lemma 4: At the completion of Step (7), the number of elements received by each processor is at most 2 n p with high probability, for any 2 2:62 ( 2 1:77 without duplicates) and p 2 n 3 ln n .
Proof: Let Q be the set of input elements to be sorted by our algorithm, let R be the set of samples of Step (4) at processor P 1 with cardinality n p , and and let S be the subset of R associated with Splitter j], which we de ne to be the samples in R with indices (j ? 1) n p 2 + 1 through j n p 2 , inclusively. Let Q 1 n p , R 1 n p 2 , and S 1 n p 2 be respectively the number of elements in Q, R, and S with value equal to Splitter j ? 1], let Q 2 n p , R 2 n p 2 , and S 2 n p 2 be respectively the number of elements in Q, R, and S with values greater than Splitter j ? 1] but less than Splitter j], and let Q 3 n p , R 3 n p 2 , and S 3 n p 2 be respectively the number of elements in Q, R, and S with value equal to Splitter j].
According to
Step (6) Lemma 5: If the set of input elements is arbitrarily partitioned into at most 2p subsets, each of size X i n p (1 i 2p), with high probability at the conclusion of Step (2) no processor will receive more than Y i n p 2 elements from any particular subset, for Y i (X i + p X i ) and p estimating the tail of a binomial distribution, the probability that from M possible subsets any processor will receive at least Y i n p 2 elements can be bounded by
and Lemma 5 follows for M 2p.
Lemma 6: The number of elements exchanged by any two processors in Step (7) Proof: Let U be the set of input elements to be sorted by our algorithm, let V be the set of elements held by intermediate processor P i after
Step (2), and let W be the set of elements held by destination processor P j after Step (7 : Since Lemma 4 guarantees that with high probability 2 2:62, Lemma 6 follows with high probability for c 2 5:24.
Alternatively, if there are no duplicates, we can show that the bound follows with high probability for c 2 3:10.
With these bounds on the values of c 1 , 2 , and c 2 , the analysis of our sample sort algorithm is as follows. Steps (1), (3), (4), (6) , and (8) involve no communication and are dominated by the cost of the sequential sorting in Step (3) and the merging in Step (8) . Sorting integers using radix sort requires O n p time, whereas sorting oating point numbers using merge sort requires O n p log n p time.
Step (8) requires O n p log p time if we merge the sorted subsequences in a binary tree fashion. Steps (2), (5), and (7) call the communication primitives transpose, bcast, and transpose, respectively. The analysis of these primitives in 6] shows that with high probability these three steps require T comm (n; p) + 2 n p 2 (p ? 1) , T comm (n; p) ( + 2(p ? 1) ), and T comm (n; p) + 5:24 n p 2 (p ? 1) , respectively. Hence, with high probability, the overall complexity of our sample sort algorithm is given (for oating point numbers) by T(n; p) = T comp (n; p) + T comm (n; p) = O n p log n + + n p (20) 9 for p 2 < n 3 ln n . Clearly, our algorithm is asymptotically optimal with very small coe cients. But a theoretical comparison of our running time with previous sorting algorithms is di cult, since there is no consensus on how to model the cost of the irregular communication used by the most e cient algorithms. Hence, it is very important to perform an empirical evaluation of an algorithm using a wide variety of benchmarks, as we will do next.
Performance Evaluation
Our sample sort algorithm was implemented using Split-C 14] and run on a variety of machines and processors, including the Cray Research T3D, the IBM SP-2-WN, and the Thinking Machines CM-5.
For every platform, we tested our code on eight di erent benchmarks, each of which had both a 32-bit integer version (64-bit on the Cray T3D) and a 64-bit double precision oating point number (double) version.
Sorting Benchmarks
Our eight sorting benchmarks are de ned as follows, in which n and p are assumed for simplicity to be powers of two and MAX D , the maximum value allowed for doubles, is approximately 1:8 10 308 . , and so forth. We selected these eight benchmarks for a variety of reasons. Previous researchers have used the Uniform, Gaussian, and Zero benchmarks, and so we too included them for purposes of comparison.
But benchmarks should be designed to illicit the worst case behavior from an algorithm, and in this sense the Uniform benchmark is not appropriate. For example, for n p, one would expect that the optimal choice of the splitters in the Uniform benchmark would be those which partition the range of possible values into equal intervals. Thus, algorithms which try to guess the splitters might perform misleadingly well on such an input. In this respect, the Gaussian benchmark is more telling.
But we also wanted to nd benchmarks which would evaluate the cost of irregular communication.
Thus, we wanted to include benchmarks for which an algorithm which uses a single phase of routing would nd contention di cult or even impossible to avoid. A naive approach to rearranging the data would perform poorly on the Bucket Sorted benchmark. Here, every processor would try to route data to the same processor at the same time, resulting in poor utilization of communication bandwidth. This problem might be avoided by an algorithm in which at each processor the elements are rst grouped by destination and then routed according to the speci cations of a sequence of p destination permutations. Perhaps the most straightforward way to do this is by iterating over the possible communication strides. But such a strategy would perform poorly with the g-Group benchmark, for a suitably chosen value of g. In this case, using stride iteration, those processors which belong to a particular group all route data to the same subset of g destination processors. This subset of destinations is selected so that, when the g processors route to this subset, they choose the processors in exactly the same order, producing contention and possibly stalling. Alternatively, one can synchronize the processors after each permutation, but this in turn will reduce the communication bandwidth by a factor of p g . In the worst case scenario, each processor needs to send data to a single processor a unique stride away. This is the case of the Staggered benchmark, and the result is a reduction of the communication bandwidth by a factor of p. Of course, one can correctly object that both the g-Group benchmark and the Staggered benchmark have been tailored to thwart a routing scheme which iterates over the possible strides, and that another sequences of permutations might be found which performs better. This is possible, but at the same time we are unaware of any single phase deterministic algorithm which could avoid an equivalent challenge. Finally, the Deterministic Duplicates and the Randomized Duplicates benchmarks were included to assess the performance of the algorithms in the presence of duplicate values.
Experimental Results
For each experiment, the input is evenly distributed amongst the processors. The output consists of the elements in non-descending order arranged amongst the processors so that the elements at each processor are in sorted order and no element at processor P i is greater than any element at processor P j , for all i < j.
Two variations were allowed in our experiments. First, radix sort was used to sequentially sort integers, whereas merge sort was used to sort double precision oating point numbers (doubles).
Second, di erent implementations of the communication primitives were allowed for each machine. Wherever possible, we tried to use the vendor supplied implementations. In fact, IBM does provide all of our communication primitives as part of its machine speci c Collective Communication Library (CCL) 8] and MPI. As one might expect, they were faster than the high level Split-C implementation. Tables I, II , III, and IV display the performance of our sample sort as a function of input distribution for a variety of input sizes. In each case, the performance is essentially independent of the input distribution. These tables present results obtained on a 64 node Cray T3D and a 64 node IBM SP-2; results obtained from the TMC CM-5 validate this claim as well. Because of this independence, the remainder of this section will only discuss the performance of our sample sort on the single benchmark U].
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The results in Tables V and VI together with their graphs in Figure 1 examine the scalability of our sample sort as a function of machine size. Results are shown for the T3D, the SP-2-WN, and the CM-5. Bearing in mind that these graphs are log-log plots, they show that for a xed input size n the execution time scales almost inversely with the number of processors p. While this is certainly the expectation of our analytical model for doubles, it might at rst appear to exceed our prediction of an O n p log p computational complexity for integers. However, the appearance of an inverse relationship is still quite reasonable when we note that, for values of p between 8 and 128, log p varies by only a factor of 7 3 . Moreover, this O n p log p complexity is entirely due to the merging in Step (8) , and in practice, Step (8) never accounts for more than 30% of the observed execution time. Note that the complexity of Step 8 could be reduced to O( n p ) for integers using radix sort, but the resulting execution time would, in most cases, be slower.
The graphs in Figure 2 examine the scalability of our sample sort as a function of problem size, for di ering numbers of processors. They show that for a xed number of processors there is an almost linear dependence between the execution time and the total number of elements n. While this is certainly the expectation of our analytic model for integers, it might at rst appear to exceed our prediction of a O n p log n computational complexity for oating point values. However, this appearance of a linear relationship is still quite reasonable when we consider that for the range of values shown log n di ers by only a factor of 1:2.
Next, the graphs in Figure 3 examine the relative costs of the eight steps in our sample sort.
Results are shown for both a 64 node T3D and a 64 node SP-2-WN, using both the integer and the double versions of the U] benchmark. Notice that for n = 64M integers, the sequential sorting and merging performed in Steps (3) and (8) consume approximately 80% of the execution time on the T3D and approximately 70% of the execution time on the SP-2. By contrast, the two transpose operations in Steps (2) and (7) together consume only about 15% of the execution time on the T3D
and about 25% of the execution time on the SP-2. The di erence in the distribution between these two platforms is likely due in part to the fact that an integer is 64 bits on the T3D while only 32 bits on the SP-2. By contrast, doubles are 64 bits on both platforms. For n = 64M doubles, the sequential sorting Figure 1 : Scalability of sorting integers and doubles with respect to machine size.
and merging performed in Steps (3) and (8) consume approximately 80% of the execution time on both platforms, whereas the two transpose operations in Steps (2) and (7) 
Comparison with Previous Results
Despite the enormous theoretical interest in parallel sorting, we were able to locate relatively few empirical studies. Of these, only a few were done on machines which either were available to us for comparison or involved code which could be ported to these machines for comparison. In Tables  IX and X , we compare the performance of our sample sort algorithm with two other sample sort algorithms. In all cases, the code was written in Split-C. In the case of Alexandrov et al. 1], the times were determined by us directly on a 32 node CM-5 using code supplied by the authors which had been optimized for a Meiko CS-2. In the case of Dusseau 17] , the times were obtained from the graphed results reported for a 64 node CM-5. Finally, there are the results for the NAS Parallel Benchmark 30] for Integer Sorting (IS). The name of this benchmark is somewhat misleading. Instead of requiring that the integers be placed in sorted order as we do, the benchmark only requires that they be ranked without any reordering, which is a signi cantly simpler task. Speci cally, the Class A Benchmark requires ten repeated rankings of a Gaussian distributed random input consisting of 2 23 integers ranging in value from 0 to obtained using high-level, portable code, compare favorably with the other reported times, which were obtained by the vendors using machine-speci c implementations and perhaps system modi cations.
The only performance studies we are aware of on similar platforms for generalized sorting are those of Tridgell and Brent 32] , who report the performance of their algorithm using a 32 node CM-5 on a uniformly distributed random input of signed integers, as described in Table XII. 
Conclusion
In this paper, we introduced a novel variation on sample sort and conducted an experimental study of its performance on a number of platforms using widely di erent benchmarks. Our results illustrate the e ciency and scalability of our algorithm across the di erent platforms and appear to improve on all similar results known to the authors. Our results also compare favorably with those reported for the simpler ranking problem posed by the NAS Integer Sorting (IS) Benchmark.
We have also studied several variations on our algorithm which use di ering strategies to ensure that every bucket in Step (1) receives an equal number of elements. The results obtained for these variations were very similar to those reported in this paper. On no platform did the improvements exceed approximately 5%, and in many instances they actually ran more slowly. We believe that a signi cant improvement of our algorithm would require the enhancement of the sequential sorting and merging in Steps (3) and (8) 
