We show that if an electromagnetic pulse with average photon number n is used to carry out the same quantum logical operation on a set of N atoms, the worst-case overall error probability scales as N 2 n .
Introduction
For atomic systems interacting with a quantized electromagnetic pulse, there is by now a substantial amount of evidence [1, 2] that an elementary quantum logical operation on a qubit requires a minimum amount of energy which is inversely proportional to the acceptable error probability ! . A question that has not so far been addressed, however, is whether this minimum energy must truly be dedicated to each qubit and each operation, or whether it could be shared by two or more qubits on which one wanted to perform a given operation, either sequentially or simultaneously.
Intuitively, one would expect the latter to be the case: if a pulse of light containing, say, 10 5 photons has just interacted with an atom that may at most add or subtract one photon to the field, one would not expect this very small change to make a substantial difference if the same pulse is used later to act on another atom. Semiclassically, also, one might think that the main thing is to have a sufficiently large electric field at the location of the atom, so as to complete the operation before it can decay; there appears to be no reason, then, why two or more atoms should not be able to share this field, for a sufficiently long or wide pulse, without an appreciable increase in the error rate.
In contrast to these very reasonable expectations, it will be shown here that a minimum energy pulse cannot, in general, be shared as described above: specifically, the result to be proven is that if the same pulse, with average photon number n , is used to carry out the same quantum logical operation on a set of N identical atoms, either simultaneously or sequentially, the overall error probability in the worst case scenario (i.e., maximized over all the possible initial atomic states) scales, not as N n , as one would expect for N independent processes, but as N 2 n .
This means that in order to keep the maximum error probability bounded by N! , with !~1 n , one needs to use a total of N ! photons, that is to say, the energy equivalent to N separate "minimum energy pulses."
Most general proof: conservation-law induced quantum limit
The most general proof of this result makes use of the methods of [2, 3] and applies to a system of N atoms interacting with an arbitrary set of quantized field modes via a Hamiltonian of the form
Here the g k are coupling constants and the U k,i are arbitrary mode functions, evaluated at the positions (indexed by i) of the respective atoms. The model (1) is extremely general, and it can easily be further generalized to cover multilevel atoms and Raman-type processes (see [2] for details); in particular, it includes spontaneous emission implicitly, by the presence of quantized vacuum modes. The existence of an additive conserved quantity (the excitation number, or total angular momentum) can be used, via the methods of [2, 3] , to show that the error, or "infidelity" in a multiatom Hadamard gate ( ! 2 pulse) scales
(if the field is initially in a coherent state). This is maximized for very entangled states of the GHZ variety, such as 0
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Adding photons to a coherent state
The above result hints at the reason for this effect and suggests that a similar difficulty must apply to multiatom bit flips ( ! pulses). This is, in fact, easily shown in a simplified single-effective mode model, by considering a collective bit-flip on the state 0
Ideally this operation would leave the state invariant, but if the excitation number is to be conserved between the atoms and the field, with 0 being the ground state and 1 the excited state, the final joint state must be rather of the form
where ! is the initial field state and C 1,2 are normalization constants. The infidelity of the result (2) is proportional to the lack of overlap between the two field states appearing in it. Now, if ! is a coherent state, removing N photons leaves it invariant (except for normalization), but adding N photons actually results in a change which is of the order of N 2 n . Specifically, the infidelity of the state (2) in the coherent-state case goes as 1 !
Results for quantum logic on encoded states
One might think that the above difficulty could be avoided by using encoded qubits, such that, for instance, the "logical zero" would be given by two atoms in the state 01 , and the "logical one" by the state 10 . In this case, the excitation number of the field would not have to be changed by a logical bit flip operation. Nonetheless, we find that proposals for logic on encoded qubits are still affected by the N 2 n scaling when the field's intensity fluctuations are taken into account. An example of this is provided by the Sørensen-Mølmer gate proposed in [4] , which under some approximations produces an evolution operator of the form U = cos(gnt) + i sin(gnt)! X , where ! X is the encoded bit-flip operator, and n is the photon number operator. When this is used to try to carry out a multiqubit bit flip on a superposition state of the form 2 !1/2 + X " N + ! X " N ( ) # , where ± X are the eigenstates of ! X , the infidelity is easily seen to be 1 ! F 2 = sin 2 gN "nT
for a coherent state.
Relation to spontaneous emission limit
For atoms in free space, the coupling between the laser field and the atom is typically suboptimal, meaning that an emitted photon has a much larger probability of going outside than inside the laser mode. Under these conditions, a simple treatment suggests an overall error probability of the form
where A is the beam cross section. This exhibits a scaling that is quadratic in N for sufficiently large N, but is only linear in N if ! 2 A " 2 > N . However, the reason for this apparent linearity is that in this case, because of the suboptimal coupling between the atoms and the field, one is already using many more photons than one would have to in the optimal, single-mode case. Indeed, in the single-mode treatment, the requirement to keep the overall failure probability smaller than N! is n > N 4! , whereas from (3) one requires n > ! 2 A 4" 2 ( ) # , which is > N 4! in
