In this paper we present a method for finding exact solutions of the Max-Cut problem max x T Lx such that x ∈ {±1} n . We use a semidefinite relaxation combined with triangle inequalities, which we solve with the bundle method. This approach is due to Fischer, Gruber, Rendl, and Sotirov [12] and uses Lagrangian duality to get upper bounds with reasonable computational effort. The expensive part of our bounding procedure is solving the basic semidefinite programming relaxation of the Max-Cut problem.
Introduction
The Max-Cut problem is one of the fundamental NP-hard combinatorial optimization problems. It corresponds to unconstrained quadratic optimization in binary variables. We will present an exact method for this problem, which allows us to solve instances of modest size (about 100 binary variables) in a routine manner.
Since the late 1980's a systematic investigation based on polyhedral combinatorics was carried out to get exact solutions of the Max-Cut problem (see, e.g., [2, 3, 9, 11, 23, 1] ). This approach is quite successful on sparse instances (e.g., in [9] the solution of toroidal grid graphs of sizes up to 22,500 nodes is reported), but it becomes no more usable for dense instances with more than, say, 50 nodes.
A major theoretical break-through occured in the early 1990's, when Goemans and Williamson [16] showed that a semidefinite programming (SDP) relaxation of Max-Cut has an error of no more than about 14%, independent of the density of the underlying problem, provided the edge weights in the problem are all nonnegative. This raised the hope that the use of this relaxation might open the way to deal also with dense instances. Unfortunately, this SDP bound is still too weak, see Poljak and Rendl [28] . Closing an initial gap of more than 10% by Branch and Bound is very likely to produce a huge number of subproblems to be investigated, leading to excessive computation times.
In this paper we take up the approach from Helmberg and Rendl [18] of using this SDP bound tightened by the inclusion of triangle inequalities in a Branch and Bound framework. The major improvement as compared to Helmberg and Rendl [18] consists in the way we compute the resulting relaxation. We use the approach from [12] , which combines an interior-point method to compute the basic SDP relaxation with the bundle method to handle the triangle inequalities, and which we tuned for the Branch and Bound setting. A similar approach, but based on a pure polyhedral relaxation, was used quite successfully in [13] to compute the bound based on the triangle inequalities very effectively. We report computational results with this approach on a wide variety of instances and compare with virtually all existing methods. With the exception of very sparse graphs, our approach is a substantial improvement over all existing methods to solve the Max-Cut problem to optimality.
The paper is organized as follows. After a quick introduction to the problem (Section 2), we describe the SDP bound enhanced with triangle inequalities in Section 3. In Section 4 we briefly touch the other features of our Branch and Bound approach. We test our approach on a variety of data sets. Some characteristics of these data along with their origin are given in Section 5. In Section 6 we compare our approach with existing exact methods. Finally we discuss some extensions of our approach to the graph equipartition problem.
Notation:
We use standard notation from graph theory. The vector of all ones (of appropriate dimension) is denoted by e, A is a linear operator mapping symmetric matrices to vectors in R m , and A T is its adjoint operator. For a vector v of size n we denote by Diag(v) the matrix D of order n with D ii = v i and with all the off-diagonal elements equal to zero. For a matrix D or order n, diag(D) denotes the n-dimensional vector v with v i = D ii . Finally, tr D denotes the trace of the square matrix D, i.e., the sum of its diagonal elements.
The Max-Cut problem
The Max-Cut problem is one of the basic NP-hard problems and has attracted scientific interest from the combinatorial optimization community, and also from people interested in nonlinear optimization. There are two essentially equivalent formulations of the problem.
Max-Cut in a graph: Given an undirected graph G = (V, E) on |V | = n vertices with edge weights w e for e ∈ E, every bipartition (S, T ) of V (where S or T can be empty) defines a cut (S : T ) = {ij ∈ E : i ∈ S, j ∈ T }. The problem is to find a bipartition (S, T ) such that the weight of the corresponding cut w(S, T ) := e∈(S:T ) w e is maximized. It will be convenient to use matrix notation and introduce the weighted adjacency matrix A = (a ij ) with a ij = a ji = w e for edge e = [ij] ∈ E and a ij = 0 if [ij] / ∈ E. Given A we also introduce the matrix L defined by L = Diag(Ae) − A, often called the Laplacian, associated to A.
If we represent bipartitions (S, T ) by vectors x ∈ {±1} n with x i = 1 exactly if i ∈ S, then it is easy to show that w(S, T ) = 1 4 x T Lx. Hence finding a cut in a graph with maximum weight is equivalent to solving the following quadratic optimization problem.
Quadratic 0-1 minimization: Given a matrix Q of order n and a vector c, let q(y) := y T Qy+c T y. We consider the following problem.
(QP) min{q(y) : y ∈ {0, 1} n }.
It is not difficult to show that solving (QP) is equivalent to solving (MC) (see for instance [3] ). We consider both models, as both are dealt with in the literature.
Semidefinite relaxations of (MC)
The following semidefinite relaxation of (MC) uses x T Lx = trL(xx T ) and introduces a new matrix variable X taking the role of xx T .
z SDP = max{tr LX : diag(X) = e, X 0}.
(
Its dual form min{e
was introduced by Delorme and Poljak [10] as the (equivalent) eigenvalue optimization problem
The primal version (1) can be found in [28] . In [16] it is shown that this relaxation has an error of no more than 13.82%, i.e.,
provided there are non-negative weights on the edges (w e ≥ 0). This relaxation can be further tightened by including the following triangle inequalities (that define the semimetric polytope, the basic polyhedral relaxation of Max-Cut).
We abbreviate all 4 n 3 of these constraints as A(X) ≤ e. Hence we get
Helmberg and Rendl [18] apply this semidefinite relaxation (solved by an interior point code) in a Branch and Bound scheme. Later on, Helmberg [17] improved this algorithm by fixing variables. The experiments in [18] clearly indicate that an efficient computation of this relaxation is crucial for further computational improvements.
Instead of solving this relaxation with a limited number of inequality constraints by interior point methods, as done in [18] , we use the bundle approach, suggested in [12] , which we modify to gain computational efficiency in the Branch and Bound process.
The set E := {X : diag(X) = e, X 0} defines the feasible region of (1). Therefore (4) can compactly be written as
We now briefly recall the approach from [12] to approximate z SDP M ET (from above). Let us introduce the Lagrangian with respect to
and the associated dual function
We get for anyγ ≥ 0 that
The problem now consists in finding a 'good' approximationγ to the correct minimizer of f . The function f is well-known to be convex but non-smooth. Evaluating f for some γ ≥ 0 amounts to solving a problem of type (1), which can be done easily for problem sizes of our interest. We use a primal-dual interior-point method to solve it, which also provides an optimality certificate X γ , u γ (optimal solutions to (1) and (2)). The primal matrix X γ will turn out to be useful in our algorithmic setup. We have, in particular that
Moreover, a subgradient of f at γ is given by e − A(X γ ).
Dualizing all triangle constraints would result in a dual problem of dimension roughly 2 3 n 3 . We prefer a more economical approach where inequalities are included only if they are likely to be active at the optimum.
Let I be a subset of the triangle inequalities, hence A I (X) ≤ e I . We also write γ I for the variables dual to the inequalities in I. Setting the dual variables not in I to zero, it is clear that for any I and any γ I ≥ 0, we get an upper bound on z SDP M ET . Approximating the value z SDP M ET therefore breaks down into the following two independent tasks: 1. Identify a subset I of triangle inequalities.
2. For a given set I of inequalities, determine an approximate minimizer γ I ≥ 0 of f . The second step can be carried out with any of the subgradient methods for convex nonsmooth functions. For computational efficiency we use the bundle method with a limit on the number of function evaluations.
Carrying out the first step is less obvious. We are interested in constraints which are active at the optimum, but this information is in general not available. Therefore we use the optimizer X γ I , corresponding to an approximate minimizer γ I of f , and add to the current set I of constraints the t triangle inequalities most violated by X γ I . (Here t is a parameter which is dynamically chosen.) Thus we can identify promising new inequalities to be added to I.
On the other hand, we remove any constraint from I where the dual multiplier is close to zero, as this is an indication that the constraint is unlikely to be binding. We iterate this process of selecting and updating a set of triangle inequalities, and then solving the respective relaxation, as long as the decrease of the upper bound is sufficiently large.
Branching rules and heuristics

Branching strategies
We subdivide the set of feasible solutions by simply separating, or merging two vertices i, j. This results again in an instance of (MC), see [27] . There are several natural choices for such a pair i, j for branching.
• Easy first: A first idea is to branch on pairs i, j where the decision seems to be obvious. We choose i and j such that their rows are 'closest' to a ±1 vector, i.e., they minimize n k=1 (1 − |x ik |) 2 . We may assume, that for these two very well articulated nodes the value |x ij | is also very large. Setting x ij opposite to its current sign should lead to a sharp drop of the optimal solution in the corresponding subtree. Hoping that the bound also drops as fast, we will, presumably, be able to cut off this subtree quickly. This rule has been used also in [18] and called R2.
• Difficult first: Another possibility for branching is to fix the hard decisions first. We branch on the pair i, j which minimizes |x ij |. This means, we fix the most difficult decisions and hope that the quality of the bound gets better fast and that the subproblems become easier. Following [18] we call this rule R3.
Depending on the class of problems, either rule R2 or R3 was more efficient than the other. We also experimented with the so-called strong branching, as this strategy is quite successful for linear programming based relaxations. Unfortunately, sensitivity information, necessary for selecting the branching pair, is much harder to get in the case of semidefinite relaxations, hence there is no computational trade off. Consequently, we did not pursue this strategy any further.
Generating feasible solutions
Generating feasible solutions is done iteratively in basically three steps:
1. Apply the Goemans-Williamson hyperplane rounding technique [16] to the primal matrix X obtained from solving the SDP during the bundle iterations. This gives a cut vectorx.
2. Cutx is locally improved by checking all possible moves of a single vertex to the opposite partition block. This gives a cutx.
3. Bring the matrix X towards a good cut by using a convex-combination of X andxx T . With this new matrix go to 1. and repeat as long as one finds better cuts.
It turned out, that with this heuristic for most of the instances the optimal cut was found at the root node of the Branch and Bound tree.
Random data for (MC) and (QP)
In this section some random data for presenting numerical results of our algorithm are specified. All the data sets can be downloaded from http://www.math.uni-klu.ac.at/or/Software. These instances are taken from various sources. Here we provide some of the characteristics of the data sets.
Max-Cut
Instances by the graph generator 'rudy'
The first group of instances follows [18] and consists of random graphs (of specified edge density) with various types of random edge weights. All graphs were produced by the graph generator 'rudy' [29] . For a detailed description and a list of the rudy-calls the reader is referred to the dissertation of Wiegele [30] . We generated ten instances of size n = 100 and given density d of the following types of graphs:
• G 0.5 : unweighted graphs with density d = 0.5.
• G −1/0/1 : complete graphs with edge weights chosen uniformly from {−1, 0, 1} and d = 0.99.
• G [−10,10] : Graphs with integer edge weights chosen from [−10, 10] and d = 0.5 and d = 0.9.
• G [0, 10] : Graphs with integer edge weights chosen from [0, 10] and d = 0.5 and d = 0.9.
Applications in Statistical Physics: Ising instances
We also consider a set of test-problems of Frauke Liers [personal communication, 2005] coming from physical applications. The first group consists of two-and three-dimensional grid graphs with Gaussian distributed weights (zero mean and variance one). The second group consists of dense Ising instances which are obtained in the following way: all nodes lie evenly distributed on a cycle. The weights of the edges depend on the Euclidean distance between two nodes and a parameter σ, such that the proportion c ij ∼
holds (ǫ ij is chosen according to a Gaussian distribution with zero mean and variance one and r ij is the Euclidean distance between nodes i and j).
Instances of (QP)
Pardalos and Rodgers [25] have proposed a test problem generator for unconstrained quadratic binary programming. Their routine generates a symmetric integer matrix Q to define the objective function for (QP), with the linear term c represented by the main diagonal of Q, and has several parameters to control the characteristics of the problem. These parameters are the number n of variables, the density d, i.e., the probability that a nonzero will occur in the off-diagonal part of Q, the lower and upper bounds of the main diagonal of Q are given by c − , c + . The lower and upper bounds for the off-diagonal part of Q are given by q − , q + . Furthermore we have q ii ∼ discrete uniform in (c − , c + ) and q ij = q ji ∼ discrete uniform in (q − , q + ).
Several test problems generated this way are provided in the OR-library [4] , [5] . We have chosen all the problems of sizes of our interest, which are the data sets bqpgka, due to [14] and bqp100 and bqp250, see [6] . Furthermore, in [7] the sets c and e of bqpgka are extended. We call these instances bqpbe.
The characteristics are as follows:
• bqpgka: • beasley: These instances have coefficients drawn from the interval [−100, 100], i.e., c − = q − = −100 and c + = q + = 100, the density d = 0.1. There are 10 instances of dimension n = 100, called beasley100 and 10 instances beasley250 of dimension n = 250.
• bqpbe: Similar to the data sets bqpgka c and e, the lower and upper bounds are c − = −100, c + = 100 and q − = −50, q + = 50. The dimensions and densities are: 
Numerical results
The algorithm was implemented in C and made publicly available for experimental runs as "Biq Mac" -a solver for binary quadratic and Max-Cut problems at the site http://biqmac.uni-klu.ac.at/.
If not stated otherwise, test runs were performed on a Pentium IV, 3.6 GHz and 2 GB RAM, operating system Linux. For a more detailed study of the numerical results the reader is referred to the dissertation [30] .
Summarizing existing methods and their limits
Before we present our computational results, we summarize existing exact methods for (MC) together with their limits, as reported in the publications underlying these approaches.
LP:
Linear programming based Branch and Bound approaches go back to Barahona et al. [3] . Liers et al. [23] enhance the algorithm and focus on solving toroidal grid graphs arising from physical applications, the so-called Ising model.
V:
Linear programming combined with volume algorithm has been investigated by Barahona and Ladányi [1] . Also in this work, there is an emphasis on toroidal grid graphs.
EO:
An exact approach using eigenvalue optimization based on (3) has been first investigated by Poljak and Rendl [27] .
QP:
The recent work of Billionnet and Elloumi [7] presents an approach based on convex quadratic optimization. This algorithm convexifies the objective function and uses a mixed-integer quadratic programming solver to obtain an exact solution of the problem.
SDPMET: An approach based on SDP and the triangle inequalities was first investigated by Helmberg and Rendl [18] . They solve (4) by an interior point algorithm.
SOCP:
Kim and Kojima [21] and, later on, Muramatsu and Suzuki [24] use a second-order cone programming (SOCP) relaxation as bounding routine in a Branch and Bound framework to solve Max-Cut problems. However, the basic SDP relaxation performs better than their SOCP relaxation and the algorithm is capable of solving very sparse instances only. Therefore we omit comparing with this algorithm in the subsequent sections.
PP:
Pardalos and Rodgers [25] , [26] solve the quadratic program by Branch and Bound using a preprocessing phase where they try to fix some of the variables. The test on fixing the variables exploits information of the partial derivatives of the cost function.
In Table 1 we give a very naive overview of the capability of these approaches. We consider different types of instances and use the following symbols. A means, that the approach can solve instances of this type in a routine way. A K indicates that one can have (at least) one cup of coffee while waiting for the solution and maybe there are instances that cannot be solved at all. The ® suggests to have some holidays and come back in a couple of days to see whether the job is finished and the indicates that the chances for solving the problem with this method are very low. If we do not know, whether an algorithm can solve certain classes of instances or not, we indicate this with a question mark. Most likely, we could place instead of a question mark. The average computation time for all instances is approximately one hour. Nevertheless, instances may also be solved within some minutes, and it could also take more than three hours for some graphs to obtain a solution.
The results show that on these classes of instances we outperform all other solution approaches known so far. The currently strongest results on these graphs are due to Billionnet and Elloumi [7] . They are not able to solve instances G −1/0/1 of size n = 100 at all. Also, they could solve only two out of ten instances of G 0.5 , n = 100.
Applications in Statistical Physics: Ising instances
As explained in Section 5.1.2, we consider two kinds of Ising instances: toroidal grid graphs and complete graphs.
Instances of the first kind can be solved efficiently by an LP-based Branch and Cut algorithm (see [23] ). The computation times of their and our algorithm are reported in Table 3 . As can be seen, on these sparse instances the LP-based method clearly outperforms our algorithm. However, we find a solution within a gap of 1% in reasonable time for all these samples.
The run-time of the Branch-Cut & Price algorithm [22] developed for the second kind of problems depends strongly on the parameter σ. For σ close to zero, we have a complete graph with Gaussian distributed weights. But for σ chosen suitably large, some of the edges become 'unimportant' and the pricing works very well for these graphs. In Table 4 the computation times of [22] and our algorithm are given. For σ = 3.0, we have roughly speaking the same computation times on the smallest instances. For the biggest ones, our approach clearly dominates. For σ = 2.5, the Branch-Cut & Price algorithm already takes more than 20 hours for instances of size n = 150, whereas our algorithm needs almost similar computation times as in the σ = 3.0 case.
For both kinds of instances we used branching rule R3. 
Numerical results of (QP) instances
In this section we report the results for the instances derived from (QP). Best known lower and upper bounds for bqpgka and beasley data are reported at the pseudo-Boolean website [8] . Our results are as follows:
• bqpgka.
-Set a. All problems are solved in the root node of the B&B tree within seconds.
-Set b. These instances could all be solved, but were extremely challenging for our algorithm. The reason is, that the objective value in the Max-Cut formulation is of magnitude 10 6 , and therefore even a relative gap of 0.1% does not allow to fathom the node. However, by allowing a relative error of at most 0.1%, we can solve all problems in the root node of the B&B tree. -Set c. Similar to set a, also these instances were solved within a few seconds in the root node of the B&B tree. -Set d. Here n = 100. The problems of set d could be solved within at most 7 minutes.
-Set e. We recall n = 200. The instances with densities 0.1, 0.2, 0.3 and 0.4 could all be solved within 2 hours of computation time. The instance with d = 0.5 has been solved after 35 hours. According to [8] , none of these problems were solved before.
• beasley.
Solving the 10 problems of size n = 100 can be done in the root node within one minute. Regarding the n = 250 instances, only two out of the ten problems have been solved before (see [8] ), for the other eight problems we could prove optimality for the first time. Six out of these eight were solved within 5 hours, the other two needed 15 and 80 hours, respectively.
• bqpbe.
We report the results of Billionnet and Elloumi [7] and our results in Table 5 . As is shown in this table, [7] could not solve all out of the ten problems from the n = 120 variables and density 0.8 instances on, whereas our method still succeeded to solve them all. From the instances n = 150, d = 0.8 on, the convex-quadratic approach failed to solve any instance within their time limit of 3 hours. We still managed to obtain solutions to all of these instances (although for one graph it took about 54 hours to prove the optimality of the solution).
[ [7] and Biq Mac. Computation times of the convex-quadratic algorithm were obtained on a laptop Pentium IV, 1.6 GHz (time limit 3 hours), our results were computed on a Pentium IV of 3.6 GHz.
Deciding which branching rule is advisable for these instances is not so obvious anymore. Tentatively, for sparse problems R3 is superior, but the denser the instances are, the better is the performance of R2. A general recipe or an intelligent way of deciding at the top levels of the B&B tree which rule to follow would be very useful.
Equipartition
Finding a bisection of a graph such that each of the sets S and T have equal cardinality is often called equipartition. It is also customary to minimize the weight of edges in the cut. Hence the problem is a minor extension of (MC).
This leads to the following semidefinite relaxation.
z EP −SDP = min{trLX : trJX = 0, diag(X) = e, X 0},
where J = ee T . Let A be the adjacency matrix of the given graph. We consider the Max-Cut instance with cost matrix B = −A + J. The "−" in B = −A + J arises, because we minimize instead of maximizing, and the J comes from the constraint trJX = 0, that comes with a Lagrange multiplier (set equal to 1 for unweighted instances) into the objective function. We consider the instances introduced in [19] of size n = 124 and n = 250 and summarize in Table 6 the best results for these instances known so far (see [20] ). With our algorithm we prove optimality of the known lower bounds of all instances of size n = 124, and one of the instances of size n = 250. To the best of our knowledge, these exact solutions were obtained for the first time. The improved gap for the instances of size n = 250 and densities 0.02, 0.04 and 0.08 were obtained after a time limit of 32 hours cpu-time. 
Summary
In this paper we have presented an algorithm, that uses a Branch and Bound framework to solve the Max-Cut and related problems. At each node of the tree we calculate the bound by using a dynamic version of the bundle method that solves the basic semidefinite relaxation for Max-Cut strengthened by triangle inequalities. We conclude, that
• our approach solves any instance of all the test-bed considered with n ≈ 100 nodes in a routine way. To the best of our knowledge, no other algorithm can manage these instances in a similar way.
• we solve problems of special structure and sparse problems up to n = 300 nodes.
• for the first time optimality could be proved for several problems of the OR-library. All problems that are reported at the Pseudo-Boolean website [8] with dimensions up to n = 250 are now solved.
• for the first time optimality of the bisection problem for some of the Johnson graphs has been proved, for those where we could not close the gap we reduced the best known gap significantly.
• for sparse problems it is not advisable to use our approach. Since linear programming based methods are capable of exploiting sparsity, solutions might be obtained much faster when applying these methods to sparse data.
Using our algorithm to solve this problem has been made publicly available at http://biqmac.uni-klu.ac.at/.
