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1. INTRODUCTION 
It is a classical problem to describe the steady flow of an inviscid nondif- 
fusive fluid through a channel of varying depth. In the hydrodynamic 
literature only special cases have been treated (cf. [4, ll]), namely, those 
which lead to a linear equation for the basically nonlinear problem (e.g., 
constant density and constant inflow velocity). Here we point out a method 
for the general problem which follows a suggestion of K. Kirchgassner [S]. 
To find all flows of sufhciently small amplitude we treat the stationary 
problem formally as an evolution equation in the unbounded space 
variable. This approach has been successfully used to construct steady 
solitary waves in plane, undisturbed channels for Froude numbers 
F= c/Jgh larger than a critical value F,,. Here c is the inflow velocity, h 
the depth of the channel, and g the gravity. 
Our aim is to obtain all steady flows in a channel with a small obstable 
for Froude numbers near the critical value Fo. From the mathematical 
point of view our analysis extends the above-mentioned work to the 
“nonautonomous” case, i.e., to the case where the isotropy in the unboun- 
ded variable is broken by external forces or by an obstacle. 
Following the derivation of C. S. Yih in [11] we formulate a nonlinear 
elliptic boundary value problem for the pseudo-stream function $. A con- 
formal mapping transforms the perturbed flow-domain into the canonical 
strip Q = R! x (0,. I), yielding an equation of the type, 
@+f(s,&x,.v,+)=O in 52, 
@(x7 Y) -r I(/&) for x+-co, (1.1) 
$(x3 Y) = +0(Y) for XER and y=Oor 1. 
Here 1= l/F’ and E is a measure for the size of the obstacle, E = 0 describ- 
ing the case of the plane channel. 
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This problem will be solved by reformulating as a formal evolution 
equation in a suitable function space over the y-interval (0, l), x taking the 
role of the “time.” For small values of (A - &,, E) we reduce (1.1) via a cen- 
ter manifold argument, as described in [9], to an ordinary differential 
equation of second order which contains all bounded solutions close to I/~. 
In [9] it is shown that reversibility of (1.1) for E =0 as well as the 
asymptotic properties for 1x1 -+ co persist through this reduction process. 
After a suitable scaling (0’ -A,-- I, 03c1 - E, t = 0.x) the reduced 
equation takes, for 1~ I,, the form 
1 t 
i--z+z2+cr-r 
0 0 
; +w2)~-to=o, 
(1.2) 
z-0 for t-,-co. 
We consider the limit cr --f 0 + , and the leading nonautonomous term then 
tends towards the Delta-distribution 6. Therefore we try to construct the 
solutions of (1.2) as perturbations of the bounded solutions of the singular 
equation 
i-z+z2+CI-d(t)=O, 
.Z+O for t-r -0x 
(1.3) 
The main part of this paper consists in justifying this limiting process. 
Two difficulties have to be overcome: On the one hand the discontinuity of 
the first derivative of z, introduced through the Delta-distribution in (1.3), 
has to be smoothed out for 0 > 0. On the other hand the asumptotics for 
t + + cc and t + -co have to be analysed. We show that the global 
behaviour of the stable and the unstable manifold of the point 
(z, i) = (0,O) in the (t, z, i)-space is the same in Eq. (1.2) as in Eq. (1.3). 
The detailed knowledge of the penetration-geometry finally yields the 
bounded solutions of (1.2). 
To summarize the main results, we indicate different domains in the 
(1, &)-plane being differentiated by the number of solutions of Eq. (1.1) 
E 
one 
soln no soln 
* 
-m solns ne soln x 0 
no so1n 
FIGURE 1.1 
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(Fig. 1.1). The bounding curves, except the e-axis, are horizontal in (A,, 0). 
In the let domain almost all solutions are oscillatory for x + + cc and, in 
addition, there can be up to three homoclinic solutions. In the regions 
where exactly one solution exists, we have an oscillatory solution for I > A,, 
and a homoclinic solution otherwise. 
Finally, it should be mentioned that the method described in this paper 
has been applied to the case of a narrowing channel also. The interested 
reader is referred to [7]. 
2. THE BASIC EQUATIONS AND THE REDUCTION 
We consider flows of inviscid and nondiffusive fluids, and they are 
described by the stationary Euler equations (see Fig. 2.1). 
(2.1) 
ax(Pul) + qPu2) = 0, 
u,a,p + l&p = 0 in Q,. 
Moreover we require the following boundary and asymptotic conditions: 
01 0 is parallel to the boundary on ~32,) 02 
P +4(y) for x+--co. 
Instead of the constant c, an arbitrary function c(y) > 0 could be 
assumed (cf. [8, 11 I). Equations (2.1) and (2.2) are written in dimen- 
density 
profile 
FIGURE 2.1 
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sionless form by using h, c, q(O), and q(0) c2 as reference quantities for 
length, velocity, density, and pressure. Then the similarity parameter 
I.= gh/c* apears, which is related to the Froude number F by A= l/F*. 
Following the work of Yih [ 111 we introduce a stream function via 
@,lCI? -a,+) = P2h~ u2) 
to obtain a semilinear boundary value problem on Sz,: 
Al) + lyR’(ljb) - H’(i, I)) = 0, 
1+5 is constant on each part of aQ,, 
II/ + *o(Y) for x+--co. 
(2.3) 
Here the functions $,,, R, and H are uniquely determined by the density 
profile q as follows: 
$4~) = 1,’ (q(s))“* & Y(lcI) = II/,‘( 
NII/) = dY(ll/)), R'=a,R, H'=a,H, (2.4) 
We assume that q is defined on all of R! and bounded above and below 
by positive constants. Then Y, R, and H are given for all real rj. Since our 
solutions will be Cl-close to tiO and coincide with Ic/O at aa,, they are deter- 
mined by the values of q on the interval [0, l] only and thus are indepen- 
dent of the continuation of q onto IR (cf. [2,8]). 
Now we want to map the flow domain Q, onto the strip Sz = R x (0,l) 
by using a conformal mapping K(E, . , * ): 52 + 52, which is smooth in E, x 
and y and fulfills certain asymptotic conditions for 1x1 + co. Here, however, 
to avoid technical details, we prescribe a fixed K and take Q, as a range of 
K(E, ., -): 
with 
WE, X,Y) := (x-E~~(x,Y),Y--~~(x,Y)) 
(RI + iK2)(x, y) = 1 + tanh 4(x + iy - i) 
and 
Q, = 
{ 
(4 Y) E f-l* I E coshs:n+lcos 1 +o(&*)<y<l . 
I 
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The following estimates hold: 
a n+m 
- K2(x, y) < c,,,e-‘“I 
axn aym 
for all (x, y) E Sz 
and all n, m E N,. (2.5) 
For the general case where QZ is given and K(E, ., .) has to be constructed, 
the reader is referred to [S]. 
Define the function $ as composition of 1(/ and K(E, ., *), then Eq. (2.3) 
can be written on Sz as 
A$ + WE, x, Y) . (A(Y - &x, Y)) R’($) - ff’(A $1) = 0 (2.6) 
with 
For E = 0 the function I+?~ from (2.4) is still a solution of (2.6). Via the 
ansatz $ = rjO + 4 we obtain 
A4 +fo@, Y, 4) +f,M E, x, Y, 4) = 0 in Q, 
4 lm=O, b-+0 for x+-co. 
(2.7) 
The functions f0 and f, can be computed from R’, H’, and E2. We give the 
relevant terms of lowest order: 
with 
’ 
a(A,y)= -A%- 
&fq - p 
4q* ’ 
b(l, y) = -I 
4q”q - 39’2 _ q’“q2 - 2q”q’q - q’3 
4qS12 4q71* 3 
(2.8) 
and 
s(k x, Y) = (A~2(x, Y) - qx2(4 Y)) -$. 
Henceforth we assume that q E C’( R, (0, cc )), then f0 and f, are for times 
continuosly differentiable in all their variables. 
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Define the linear operator L(1) in L,(O, 1) as 
L(A) := -a;qh(n,y) $, W41)) = H2(0, 1) n WA 11, 
Then (2.7) can be understood as a nonlinear differential equation in 
&(O, 1). L(A) is selfadjoint and has an infinite sequence of simple eigen- 
values p,(n) < ~~(1) < . . . . According to (2.8) each ,uj(l) strictly decreases 
with il if 
4’(Y) d 0 for YE IX, 11, 0 < 4( 1 I< q(O). (2.9) 
Moreover there is a unique positive 1, such that p,(L,) = 0 and &(A,) < 0. 
We have the estimates (cf. [ 1, 83 ) 
A,>l, 202 n2d1) 
max{ -q’(y) I YE CO, 111’ 
For values of L below & the trivial solution 4 = 0 is isolated among the 
bounded solutions of (2.7). Therefore the interesting phenomena occur first 
for 1 near &. We restrict our analysis just to this case, leaving open the dif- 
ficult question of what happens if one of the higher eigenvalues passes the 
origin. 
Denote by o the eigenfunction of L(I,) corresponding to ,~r(&) = 0, nor- 
malized in L2(0, l), and decompose L,(O, 1) by using the projections 
p4 := I1 4Y) 4(Y) 4G e4 := 4J - (W) 4. ). 0 
Set y = Pq5 and 0 = Q4 then (2.7) yields 
X:)-C ~)(:::)=(-PF(,,,,"x,y,o+o))' (210) 
2(iJ-(ifo ~)C:)=(-QF(I,E,0X,Yi0+8)) . 
where L, is the restriction of L(&) on QL,(O, 1) and where F is defined by 
The variables (yr, y2) and (e,, 6,) are supposed to be elements of X, = lR2 
and X, = Qq(O, 1) x QL,(O, 1). 
As we have shown in [9] all small bounded solutions of an equation like 
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(2.10) lie on a two-dimensional manifold modelled over the (yi, y&space. 
To apply this former reduction theorem we observe that the right- 
hand side of the second equation in (2.10) can be inverted in the space of 
bounded continuous functions (cf. [6]). Furthermore F= F(I, E, x, qi), 
considered as a mapping from n x I??* x fl(O, 1) into L,(O, 1 ), is four times 
continuously differentiable since q(O, 1) c C( [0, 11, IF!) and we have 
fvo, 0, 4 0) = 0, $F(&,O,x,O)=O. 
Altogether it follows that there is a positive number K and a reduction 
function 
such that all solutions of (2.10) which are sufficiently small in X, x X2 for 
all x satisfy e1 =h(J, E, x, yr, y2). Thus the investigation of (2.10) for all 
small bounded solutions is completely reduced to the ordinary differential 
equation 
y” + Z’F(I, E, x, yo + h(A., E, x, y, y’)) = 0, IYL WI <K (2.11) 
On the other hand every solution y of (2.11) yields via e(x) = h(& E, x, y(x), 
y’(x)) a solution (y, 0) of (2.10). 
In addition we know from [9, Sect. 33 the following properties of h: 
w, 6 x, y, Y’) = hAA Y, Y’) + h,(k 6, x, Y, Y’), 
ho@, Y, Y’) = ho(4 YY --Y’) = @(Y2 + Y’2)y,y’+o~ 
h,(A -5 4 Y, y’)= Q4l4),+0. 
(2.12a) 
Let 8 be any partial derivative up to order 4 then the estimate 
holds in view of (2.5) and the fact that f, is a sum of terms like 
(&~2)'(&a,R2)m(&a,~2)~~~~(~,y, 4) 
with I, m, n E N, and 1 < I + m + n < 3. Using [9, Theorem 3.3, Remark 23 
we obtain positive constants D and d such that for the reduction function 
hold 
505/65/l-7 
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Retaining the terms of lowest order in (2.11) we obtain 
y” -a(n) y +6(l) y2 + @(A, x) + r,(5 y, y’) 
+ r,(A 4 x, Y, Y’) = 0. (2.13) 
From (2.8) and (2.12) we reduce the following relations for 5, 6, g, rO, and 
r1: 
Furthermore we use the abbreviation 
G(1) := j- g(A, x) dx 
R 
and assume &A,), G(A,) # 0. 
For example, the density provile q(y) = e-2Py yields 
4, Y) = =g - P2, 
1, = (x2 + 8*)/b 
W y) - 4@y, 
w(y) = J5 sin 7cy. 
Therefore we obtain 
3. THE REDUCED EQUATION 
In the Sections 3 and 4 we restrict our analysis to the case E(A) > 0, i.e., 
to “supercritical” velocity values c > ( gh/&)1’2. The “subcritical” case 
a(L) c 0 is treated in Section 5. We scale as follows: 
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0 := Ics(n)l”2, t :=0.x, 
z(t) :=y y ; 
0 
. 
(3.1) 
Inserting (3.1) in Eq. (2.13) divided by a4 we have to choose E=&(C) 
such that the term s&(L, ~/o)/cT” has a “meaningful” limit for CJ + 0 + . Since 
G&J f0, 2(4 t/ (r I/ c--f G(I,). 6(t), whereby 6 is the Delta-distribution. 
Now set 
1 
s(a, t) := - 
WA) 
and obtain 
i-z + z2 + as(b, t) + M,(a, z, i) + M,(a, a, t, z, i) = 0. 
Here 44, and M, can be determined from r0 and r, : 
M,(cr, z, i) = M,(a, z, -2) = o(fJ2)o+o, 
M,(o, a, t, z, i) = O(Oe-dl’t’o)m+O. 
We discuss the limiting case d = 0 first: 
i-z+z’+a.b(t)=O. 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
This equation is autonomous on the r-intervals (-co, 0) and (0, co). We 
call a function z = z(t) a solution of (3.5) if it is a classical solution for t # 0 
and if it is continuous at t = 0 with a jump in i of size -a, i.e., 
FIGURE 3.1 
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FIGURE 3.2 
i(O+) = i(O-) - cc Since we are interested in bounded solutions which 
satisfy z + 0 for t + - 00, we obtain all the information from Fig. 3.1. Here 
the values (z(O), i(0 + )) of all solutions on the unstable manifold of z = 0 
are plotted into the phase portrait for t > 0 (dashed curve). Each of these 
points which lies on the fat curve or in its interior yields a bounded 
solution of (3.5). 
Besides the trivial solution there are three other types of solutions, 
namely, half-periodic (i.e., periodic for t > 0), homoclinic (z -+ 0 for t + co), 
and heteroclinic (z -+ 1 for t + co) solutions. We classify type and number 
of solutions relative to a, where Y= 1/,,6 
In the case a = - Y the dualitative t-behaviour of these solutions is 
shown in Fig. 3.3. 
In the case a = - Y the qualitative t-behaviour of these solutions is 
shown in Fig. 3.3. Note that if half-periodic solutions exist, they occur in a 
continuum and their periods fill an interval (T(a), co) with T(U) 2 27~ 
For the subsequent analysis and also for Section 4 we restrict ourselves 
to values of c1 with Ial < 2. Our statements then are uniform in a. The upper 
bound 2 suffices for a complete analysis, as is shown in Section 5. 
Our main task is to justify the limiting process cr + 0+ in Eq. (3.3). To 
this end we have to show that all bounded solutions of (3.3) with z + 0 for 
t + -cc are a-perturbations of the bounded solutions of (3.5) and that all 
these solutions of (3.5) can be continued for c E [0, a,) to solutions of (3.3). 
Here and in all that follows rrO denotes a sufficiently small positive constant 
which may be different in different contexts. 
The geometric part of the perturbation argument proceeds as follows: 
FIGURE 3.3 
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FIGURE 3.4 
Define the sets SO, and SO to contain all points (a, 5, <) for which the uni- 
que solution of the initial value problem 
Z-z+z2+a.6(t)=0, z(l)=& i(l)=& 
converges to zero for t -+ + co resp. t + - co. Using the time-one mapping 
ZZ for the autonomous equation i-z + .z2 = 0, SO, and So- can be written 
(see Fig. 3.4) 
sO,={(a,~,~)E[-2,2]xIW21~*-~2+353=0,~Br}, 
so = {(a, Lq<, [))E [-2,2] x R2 1 ((+cg2+ t2+; t3=o, e+aa>. 
These sets will be called (two-dimensional) manifols although, strictly 
speaking, they are not. But on he one hand they represent he global stable 
resp. unstable manifold of the point (z, i) = (0,O) and on the other hand 
we can decompose SO, or SO_ into two parts, each being a genuine two- 
dimensional manifold with boundary. Actually the disturbing seam lines 
(<= [=O for SO, and (a, 5, [)= (r, n(O, -7)), 7~ C-2,2], for SO) give 
cause for difficulties in the analytic perturbation problems of Section 4. 
There we will show that these manifolds are embedded in a continuous 
one-parameter family of manifolds ST and ST for Eq. (3.3) with Q E [0, a,). 
In addition So, and S’? intersect transversely except at the point 
P = (0, n($, 0)). But in the hyperplane a = 0 we can use the reversibility of 
(3.3) for a = 0 guaranteeing the existence of a homoclinic solution of 
(3.3),,0 for all g E [0, ao) which then must lie in each of the manifolds ST 
and S?. From this we conclude that the penetration behaviour of SC and 
ST is qualitatively the same as that of SO, and SO for 0 E [0, e,J. 
Transversality of SO, and g- 
Since no explicit formula is available for the mapping ZZ we define 
3, := {(a, 5, OE c-2921 x R2 I(4 mt, t>wg. 
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This yields 3, = So, and 
The mapping l7 is analytical and one to one with a regular first 
derivative. Therefore it is clear that the intersection of SO, and SO in 
(tl, Z7(& [)) is tranverse if and only if that of 3, and % is transverse in 
(~1, l, 0. The normal vectors on 3, and % are given by 
(0, 5 - 1, (1 - SW2) for (c~,[,[)E!?+ and [.t>O, 
(0, t-1, -(l-35)*/2) for (E,&[)E~+ and <.[<O; 
(-(1-$~)“2,<-l,(l-f<)1’2) if <(<+c1)20, 
(-(1-$<)“2,&1, -(l-f#“) if t([+a)GO. 
Let (a, 5, [) be a point in 3, n % then n, and n- can only be colinear 
if (1 - 5 0”’ = 0. But there is just one point in 3, n % with < = tL namely, 
&O, 3, 0). The local intersection behaviour of 3, and % at P can be 
determined by 
It is easily seen that the projections of the intersection curves in the hyper- 
plane 5 = 0 are the straight lines 01= 0 and 2[ + c1= 0. Therefore we have 
5+(a,9)-r-(C1,4)=a.(29+a)[3+o(a2+e2)]. (3.6) 
The following lemma deduces from (3.6) that the local penetration 
behaviour of 3, and s- does not change if !?+ and % are subjected to 
C2-small perturbations which preserve the curve u = 0. 
LEMMA 3.1. Assume for the function Z = E(:” c(, /?) E C( [0, aO), 
C2( [ -4, $12, W)) that 
Then there is a constant g1 E (0, go) and a function b* = /?*(a, a)~ 
C( [0, cl), C’( [ -b, +I, R)), such that the curves GI = 0 and fi = /?*(a, a) are 
the only zeros ofZ(a, ., *) in [ -), f]‘. 
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Proof: Consider zeros of the function .? with 
a =(“(a, 4 B) for cr#O, 
qa, a, j?) := 
!E( 0, a, B) for a=O, 
then go C( [0, G,,), C’( [ -$, $I*, R)). Make the ansatz /?*(a, a) = -42 + w 
and solve %(a, tx, -u/2 + w) = 0. In view of (3.6) we have 
Now assertion follows using the implicit function theorem. 
The fact that the manifolds ST and ST coincide along a whole curve in 
the a =O-plane is a consequence of the reversibility of the unperturbed 
(a =0) equation (3.3). As is shown in the beginning of the next section 
there exists a nontrivial solution p =p(t; 0) of (3.3),=, with p(t; a) --f 0 for 
ItI + cc for each G E [0, a,,). Hence, the point (a, r, [) = (0, p(to; a), 
fi(to; a)) is contained in both ST and ST for every t, E l%. 
Altogether we have shown that the penetration of SO, and SO is non- 
degenerate in a certain sense. This yields that the penetration behaviour of 
ST and ST is qualitatively the same for (TG [0, a,), if the one-parameter 
families ST and SC, (T E [0, u,,), are continuous in u in the space of Cl- 
manifolds and if the restriction of these families into a neighbourhood of 
P= (0, n(l, 0)) is continuous in 0 in the space of C*-manifolds. 
4. CONTINUATION OF THE MANIFOLDS S: 
In the perturbation analysis of the manifolds SO, and SO two principal 
difficulties appear: We have to smooth the singularity resulting from the 
time scaling c = 0. x and we have to deal with the asymptotic questions for 
t+ +a3 resp. t+ -cc. 
Consider Eq. (3.3) for some lixed u #O on the r-interval [ 1, cc). For 
FIGURE 4.1 
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FIGURE 4.2 
e =0 this equation is autonomous. The stable manifold of the origin 
z=i=O is shown in Fig.4.1. 
For (T > 0 nonautonomous terms appear and the question arises whether 
the manifold bursts .along the seam line z = i = 0 or not. Figure 4.2 shows 
the possible burstings. It is clear that such a bursting would have enour- 
mous consequences for the number of solutions. 
Here we can exclude this difficulty since the nonautonomous equation 
(3.3) tends to the reversible equation (3.3),=, for t + + co, whereby the 
time-dependent terms decay as eed’lo. 
Perturbation of 9, 
To construct ST we consider the equation 
z-z+z2+Mo((T,z,i)=o. (4.1) 
Since (4.1) is autonomous and even in i, we have a unique nontrivial 
solution p = p( t; CJ) with 
c(a) := ,‘it p(t; a) e’ 
and 
p(t;0)=3/(1 +cosh t), 
which is continuous in r~ E [0, (r,,) (cf. [S] ). 
To obtain solutions z of (3.3) on the interval [ 1, co) with z +O for 
t + + co we make the ansatz 
z(t) =p(t,; a) + u(t; 0, a, v) (4.2) 
with 
t,=t+& and I.=log;, VE(-1,l). 
The resulting differential equation for u can be solved for all (a, CL, v) E 
CO,a,)xC-2,23x(-l,1), f i u is required to decay at least like ePK’ for 
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some K > 1. Now the question whether the seam line is preserved for 
0 E (0, a,,) is transferred to the question whether the limits of u( 1; o, x, v) 
for v + + 1 and v --f - 1 exist and coincide. While the limiting case v -+ - 1 
is the easy one, the other needs some more attention. Here the main idea is 
to use the fact that the nonlinear terms in u decay like epzKr. This gain of 
decay can be applied to the linear part yielding convergence for v + + 1. 
Write the differential equation for u in the form 
with 
D(u, v) 24 + N(o, a, v, u) = 0 
(D(a, V)U)(I):=fi(l)-(l-2~(tY;O))z4(t) 
and 
+ $ M,(o, P(tY; 0)) u(t) 
N(o, ff, v, u)(t) := d(t) + Mo(u, p(.) + u(t)) 
(4.3) 
- -$ McJ(o, P(.)) u(t) - Mo(5 P(.)) 
+ a*s(q f) +M,(a, a, t, p(-)+u(t)). 
Here z denotes the vector (z, i). For K > 0 define the Banach spaces 
~,:=(u~C(CL~),wI lul,--}, 
x,* := {u&([l, co), W) 1 lUl,*< cc} 
with 
and 
IuJ, := sup{ /u(t)1 eKf 1 t > 1) 
lul,* := IUI, + liil,. 
LEMMA 4.1. The operators D + , D _ , and K,, are defined by 
(D, u)(t) := e*‘* u(t), 
(&u)(t) := Jfrn sinh(s - t) . U(S) ds. 
Then we have: 
(a) D = D(a, v) E Ct( [O, co) x (- 1, l), L(X,*, X,)) for each K 2 0, 
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where L(X,*, A’,) denotes the Banach space of all bounded linear operators 
from X: into X,. 
(b) For IC > 1 the operator D(a, v): X: + X, is an isomorphism and 
for its inverse K(a, v) one has 
(c) For K > 1 we have in addition 
K=K(~,v)~C~(CO,~,,)x C-l,11,W’,+,,~:)) 
with K(a, fl)=K,, and (d/dv)K(o, fl)= --c(o) KoDT KO. 
Remarks. (1) Since b(* + 4,; a) E X: and D(a, v) p(. + 4,; a) = 0, the 
operator D(a, v): X,* + X, cannot be an isomorphism for rc < 1. 
(2) In (c) the limit v + + 1 is the trivial one, because in this case 
p(. + 4,; a) converges to 0 uniformly on [ 1, co). With D,u = ii - u we even 
have 
IID(o,v)-D,+i(a)D_(v-1))(,:-x,=8((v-l)2)”,, 
and therefore K(a, v) E Ct( [0, uO) x (- 1, 11, L(X,, X,*)). 
Proof ad (a). Since p =~(t; cr) E Ci(R x [0, go), R) and since M, is C3 
in all its variables, the assertion is an immediate consequence of the 
definition of D. 
ad (b). The differential equation D(a, 0) u = 0 possesses the solutions 
u,(t;a)=~(t;a)= -q(--;a), 
with 
W(s; u) = exp - M,(o, P(C 0)) dr 
> . 
In addition, one can show the existence of a constant C such that for all 
u E [0, co) and t E R the following estimates hold: 
(~(1; a)- (1, -sign t).c(cr) e-I”J < Ce-‘I”, 
lu,(t; a)1 < CeCI”, lu,(t; o)l < Cel’l. 
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Now, for rc > 1, the inverse of D(a, v): X,* + X, can be given explicitly: 
For u = K(a, v) u we obtain the estimate 
<C3 
4K 
- epKt Jul,. 
2-l 
Using the identity D(a, v)(K(a, v) a) = u it is clear that K(a, V)E 
L(X,, X,* ), the norm being bounded uniformly in CJ and v. The smoothness 
of K with respect to c and v follows from (a). 
ad (c). According to the second remark we only need to consider the 
limiting case v + - 1, where the functions p(. + 4,; c) converge to zero only 
pointwise and not uniformly on [ 1, co). Here the convergence property can 
be obtained by a loss of decay rate only. 
For DEX,+~, we treat the equation D(a, v) u = v in the space X,. 
However, u E X,*+ 2. Thus we have 
u=D(u, v) u=D,u+2p(~+~,; a) u+O(e*“‘) eCK’ IuIK*+~, 
K,v=u+(v+1)5(a)KoD~u+~ul:+,~9((v+1)*),,-,. 
Solving the second equation for u = K(a, v) u yields 
Thus, Lemma 4.1 is proved. 
LEMMA 4.2. Let K 2 2 and let B, and B,* denote the unit ball in X, and 
CC,*, then we have 
(a) N=N(~,~,~,~)EC~(CO,~~)XC-~,~I~(-~, l)xB,f,X2,), 
(b) NEC~(CO,~~)XC-~,~I~C-~,~I~B,*,X~,_~), N(cr,a, +l,u) 
= N(a, a, - 1, u) for all CT, a, and u, 
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Cc) IWo, 4 v, u)12K-2 = ~(lul,** + e-d’“)u,,+O, 
II 
2 Na, a, v, u) 
II 
=O(lul,* +eemd’“),,,,. 
l -x2r-2 xx 
Here d denotes the constant introduced in (2.12b). 
Proof: ad (a). The functions MO and M, are C* as real functions of 
the real variables 0, a, t, z, and i. Furthermore, because of (2.12b), all par- 
tial derivatives of M, up to order two fulfill a uniform estimate with the 
decay factor e -drJa. Thus assertion (a) follows. 
ad (b). We use the following estimates which hold for all 
p~[-2,2]*andu~[-l,l]*: 
M,(P+u)-M,(P)-~M,(P)u- M,w+~M,(u)P 
i II 
6 j’ l~{~.(~+Bu)-M,(~l-~~(Bu)-~~~(~u)p)/ 4 I4 
< $ {M.(vP+B.)-M.(~P)-M,(Pu)}~ 4dB.14 IPI 
d~d~dydB.lul* IPI*, 
M,(o, a, t, P + u) - M,(o, a, t, u) -2 M,(a, a, t, u) p 
Now take p = p(t,; a) and obtain for all u E B,* 
N(o,a,v,u)-N(o,a, +l,u)-iN(o,a, +l,u).(v-1) 
2K 
= @((v-l)*)“+ fl, 
No, a, 1, u)=~*+a~(u,-)+MO(a, u(.))+MI(u, a;, u(.)), 
$N(o,a, +l,u)= -D- ~M,(o,u(~))+~M,(o,a;,u(~)) 1 *O 
with 
Q = 4l(o)(l, - 1). 
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For the limiting case v + - 1 one works in the larger space XzK-- by use 
of the relation 
p(.+~“;u).~-~~+v.(v+l) = l42K O((v + U2). 
2Kp2 
For all u E B,* one obtains the appropriate estimate 
N(o,a,v,u)-N(a,a, -l,u)--&V, -l,u)(v+l) 
2K-2 
= W(v+ l)2)y+ -1, 
N(o, a, -1, u)=N(a, Lx, +l, u), 
Similarly, the convergence of (a/da) N and (a/au) N for v + f 1 could be 
shown. 
ad (c). These estimates are a direct consequence of the corresponding 
inequalities for the real valued functions M, and M,. Thus, Lemma 4.2 is 
proved. 
Applying K(o, v) to Eq. (4.3) yields 
u + K(a, v) N(a, a, v, u) = 0. (4.4) 
For IC = 4 Lemmas 4.1 and 4.2 show that K( .*) N( ..) lies in CL( [0, aO) x 
C-2,2] x [-l,l] x B$,B:) n CE([O,a,) x C-2,2] x (-1, 1) x 
Bz, Bz). Using the estimates (c) of Lemma 4.2 we can solve (4.4) for small 
(r with the help of the implicit function theorem. Here we use it in the form 
of the “uniform contraction principle” which is stated in [3, p. 251. Com- 
prising we have the following result: 
THEOREM 4.3. There is a positive (rO, such that Eq. (4.3) resp. (4.4) has a 
unique solution u = u( a; 6, a, v) belonging to Ci( [0, a,) x [ -2, 23 x 
[ - 1, 11, B$) n CE([O, oO) x [ -2, 2) x (-1, l), 8:). Furthermore we 
have u(.;a,a, +l)=u(.;o,a, -1). 
Hence it is shown that the cylindric part of the manifold So, can be con- 
tinued for 0 E [0, uO) to the manifold defined by 
{(a,p(l+A;o)+u(l; ~,a,~))l(~,~)~C-2,21xC-1,11}. 
Moreover the continuation is continuous with respect to ~7 globally in the 
Cl-norm and locally, arond the exceptional point P = (O,Z7(+, 0)), even in 
the C2-norm. 
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FIGURE 4.3 
The remaining part of SO, which is given by ((a, 5) E SO, 1 5 < 0, [ > 0) 
should be treated in a similar manner, if we use the ansatz 
z = q( * + 4” ; a) + u instead of (4.2), whereby q is the solution of (4.1) 
represented in Fig. 4.3. 
Perturbation of SO 
The t-interval corresponding to SO is given by ( - co, 1 ] and will now be 
divided into the parts (-co, -I] and [ -1, 11. On (-co, -11 we can 
carry out a similar analysis as above for [ 1, cc) to obtain a manifold SL 
which contains all those points (a, 5) leading to solutions z of (3.3),,, with 
z+O for t+ -co. 
It remains to be shown that, under the flow of the differential equation 
(3.3) on the t-interval [ - 1, 11, the manifold SC transforms into a Cl- 
manifold ST varying continuously in 0 (see Fig. 4.4). The corresponding 
time map will be denoted by T. Strictly speaking we define 
T(a’ ” ’ )I 
Iw* +UP, 
5 + z( 1 ), whereby z is the unique solution of (3.3),,, z( - 1) = 5. 
As an approximation for small values of c we have the solution 
z”= z”( .; a, 5) of the initial value problem 
i-z+z*+C1.6(t)=o, z( - 1) = 5. 
_---- 
t=-1 t,=+l 
FIGURE 4.4 
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Since we are only interested in the intersection points of S; and ST, may 
restrict our further analysis to those points (a, 5) belonging to 
r := [ -2,2] x [ - l/2,2] x [ - 1, 11. Observe that, for small enough 0, a 
point in S: \r cannot meet S; . 
Observe that Z( a; a, 5) is the solution of the integral equation 
z(t) = 5 + j-1 1 i(r) dr, 
i(t)=[+J’ (z(r)-z(r)‘)dr-a?(t) 
-1 
with 
v(t) = 0 for t-c0 and s(t) = 1 for t>O. 
Therefore the mapping 
is real analytic in the variables a and 5. 
To obtain a solution z of (3.3) we make the ansatz 
z(t) = z(t; a, 5) + w(t; c, a, 51, w(-l;..)=(O,O), 
yielding the integral equation 
with 
MAO, a, 5, r, w) = w2 + M,(a, Z(r; a, 5) + w(r)) 
+ M,(a, a, r, Z(r; a, 5) + w(r)) (4.5) 
and 
-$@= ( 
0 1 
l-22(**) 0 > 
Qb, @(O;.*)= ; ; . 
( > 
The term responsible for the smoothing of the distribution 6 is given by 
V(t; 0, a, t)=@(t; a, %)I,, QP-‘(r; a, 5) (s(o 
, 
,,~,(, 9 r,) dr. 
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Due to (2.5) and (3.2) the following relation holds: 
with 
1 ‘x G*=- 
s G&J -w 
xg(A,, x) dx. 
Since the second component of V does not tend to 0 uniformly in 
[ - 1, l] if c + 0+ we consider Eq. (4.5) in the Banach space 
Ek=L,([-1, I], R)xL,([-L11, W), P&L 
l/P 
IWI, := Ilwllp+ Il4lp 
> 
whence one obtains IV(.; 0, a, k)l, = O(O”~),,,+. However, we pay for 
this result by the fact that M, is not defined on a whole neighbourhood of 
0 E E’. Yet, in view of the scaling (3.1), we can choose, for each o > 0, a 
positive e0 such that M,(o, a, 5, t, w) is defined on [0, a,,) x TX [ - 1, l] x 
[ -0, a]*. We restrict w further by requiring 
where the constants p and w are specified later. 
On this set Eq. (4.5) can be looked at as a fixed point equation 
w = aV( -; 0, a, 5) + A(rr, a, 5, w). (4.6) 
To obtain a solution w = w( *; 0, a, 5) being twice continuously differen- 
tiable with respect to a and 5, we need the same regularity of V and A in 
the variables a, 5, and w. In o-direction we cannot expect differentiability, 
since V is not differentiable at (T = 0. While the smoothness in a and 5 easily 
follows from the analyticity of the mapping L’: (a, 5) + n( .; a, g), the proof 
of the smoothness in w requires some more effort. Hereby we use the fact 
that 
is twice continuously differentiable with respect to w, if p is chosen larger 
than 2. The integration of @-‘(,&) and the subsequent multiplication with 
@ takes us back from L,( [ - 1, 11, IX) to C( [ - 1, 11, lR*) c E”. 
STEADY FLOWS OF INVISCID FLUIDS 111 
Using (3.4) one has the estimates 
M*(~,tl,5,f,W)=O(IW12+a2+ae-d’r”u)n_0,a~0+, 
~M2(c,a,Lt,w) =~(lwl+~2+~e-d’t”o)~~D,o~O+, 
Ma, a, 5, w)(t)l = @(lw(. )I; + g2), uniformly in t, 
Now set cl=3 and o=sup(2l~(t;o,a,&)l+l I (t,c,a,Qe[-1,11x 
[0, ao) x r} and choose a sufficiently small positive p. Then, for all 
r~ E [0, G,,) the “uniform contraction principle” [3, p. 253 applies and gives 
a solution iieEp. 
In fact, we are only interested in the values of ti at the point t = +l. 
Therefore we put the solution w once again into Eq. (4.6) and evaluate the 
right-hand side for t = + 1. Since V and A are continuous in t for t E (0, 11, 
the value G(l; 0, a, 5) is well defined and as smooth as w E Ep in the 
variables 0, a, and 5. The mapping T is now specified by 
T co,~o)x~+~2, 
’ 1 (a, a, 5 + Z( 1; a, 5) + ii( 1; 0, a, 5). 
Hence that part of the manifold ST which may intersect ST can be 
expressed as 
{(a,T(o,a,Q)E[-2,2]xR21(a,QESLnT}cSY. 
Collecting the smoothness results for SC and Tit is shown that this part of 
the manifold ST varies continuous in c E [0, c,,) as a Cl-manifold. Further- 
more the restriction of ST to a small neighbourhood of P = (O,Z7($, 0)) is 
even continuous as a C2-manifold. 
5. THE GENERAL CASE AND SUPPLEMENTARY REMARKS 
In Sections 3 and 4 the investigation of Eq. (2.13) was restricted to the 
case ii(L)>0 and (a( <2. However, the scaling (3.1) + (3.2) also works for 
G(n) < 0 and Ial d 2. Now, we introduce a second scaling suited for (2, E) 
with IA- &,I small against E. 
505/65/1-S 
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z := l&G(1) 6(A)l 1’3, t=z.x, 
Corresponding to the scaling (3.1) + (3.2) and (5.1), we have the four 
equations 
~~z+z~+~~s(cI, t)+ O(02+ ae-d’t”u),,O=O, (5.2) 
i - pz + z2 f S(T, 8, t) + 8(T2+ ze-+“yr +(J = 0. (5.3) 
In (5.2) the sign “ +” represents the case il > A,, and “ -” the case I < A,. In 
(5.3) the sign of s(z, jI, t) coincides with that of eG(&) &A,). 
In order to obtain a full neighbourhood of (A,,, 0) in the (A, &)-plane it is 
sulkient to treat Eq. (5.2) for all (cr, a) E [0, o,,) x [ -2,2] and Eq. (5.3) 
for all (z, /I) E [0, r,,) x [--a, i] for some positive o,, and rO. This is easily 
seen using 
a = /.? 1.~661 2/3 and lZ13’2 a = .cGli 
In Sections 3 and 4 we have dealt with the case (5.2) _ leaving the 
remaining cases to be handled in an analogous manner. 
The corresponding limit equations (a = t = 0) read 
t+z+z*+a.h(t)=O for (5.2)+, 
s+z+z’*s(t)=o for (5.3) f . 
FIGURE 5.1 
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Likewise the corresponding manifolds could be determined easily. We 
obtain the penetration pictures shown in Fig. 5.1. Furthermore, in these 
three cases the intersections are transversal, so that we can adopt a sim- 
plified version of the perturbation analysis of Section 4, where we need con- 
tinuity in the Cl-norm only. 
Altogether we now have a complete picture of the set of all small 
homoclinic solutions of the reduced equation (2.13). 
For Eqs. (5.2) + and (5.2) _ , the manifolds S; contain a cylindric surface. 
This yields that each point (a, 5) in the interior of this cylinder also leads 
to a solution of (3.3), being bounded on [l, co). For this we have to 
remember that the intersection curve of ST with a plane a = a0 is exactly 
the same as the intersection of the stable manifold of the origin in (3.3),, 
with the plane t = + 1. Therefore the stable manifold also contains the sur- 
face of a somewhat deformed cylinder in the (t, z, i)-space. Using the boun- 
dedness in the (z, i)-direction of this surface and its invariance under the 
flow of (3.3), it is immediate that the initial point (t, z) = (1, r) produces a 
solution which lies in the interior of the (t, z, i)-cylinder and, thus, is boun- 
ded for t > 1. 
Hence each point (a, 5) E SY which lies in the interior of the (a, 4)-cylin- 
der belonging to S: represents a bounded solution z of (3.3),, with z + 0 
for t + -+ - co. In some sense these solutions are perturbations of the half- 
periodic solutions of (3.5). But up to now it is an open question whether all 
these solutions are asymptotical periodic or not. Perhaps there are some 
solutions which, for t--t + 00, approach the surface of the (t, z, i)-cylinder, 
so that their w-lines set would be the closure of the homoclinic orbit p. 
Nevertheless for some individual half-periodic solutions or for the 
heteroclinic solution of (3.5) the perturbation arguments could be done in a 
similar fashion. For Eq. (5.2)) the corresponding penetration pictures are 
sketched in Fig. 5.2. 
The above results for (5.2) and (5.3) yield, after resealing, for (2.13) the 
bifurcation diagram shown in Fig. 5.3. It contains full information about all 
small bounded solutions of the steady Euler equations. 
FIGURE 5.2 
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with (ml )...) mg) q (l,-l,-2,-1,1,2). 
FIGURE 5.3 
For physical reasons it seems likely that the homoclinic solutions are the 
only stable solutions. Therefore let us have one more look at these 
solutions for a fixed A, < A,, and varying a. We find a single solution branch 
which can be fully observed in its upper part (see Fig. 5.4). Remark that 
this part of the curve is bounded in R x H,(R, W) but not closed. This 
follows if we recall that these solutions are glued together from two 
homoclinic solutions whose mutual maxima are at a distance proportional 
to log(l/s) for s-+0+. 
On the other hand Kirchglssner has shown in [6], using degree theory, 
that the solution branch (E, yE) must be unbounded in both directions if 
one looks at it in the space Rx Y, with Y, := {YE C’(R, R) 1 jyl”, 
Iy’jU< co}, o~(0, ti(A,)‘/*), and lylU :=sup{ly(t)l e’l*l ( TV R}. These two 
results are not contradictory since for the upper part of the curve we have 
IA,- l/s” for E +O+. 
The procedure described in this paper also applies to some other channel 
shapes. For example, in the case of two small bumps being far apart from 
FIGURE 5.4 
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one another the reduction and scaling will lead to, instead of (3.5), an 
equation of the form 
f-z+z2+a,6(t)+a26(t-L)=O. (5.4) 
If there is a narrowing, of finite length or semi-infinite, we obtain the 
equations 
with 
z - z + z2 + a . q co,L)( t) = 0, (5.5) 
i-z+z2+a~tj~o,m)(t)=0 (5.6) 
rt[a, b)(f) = 1 for TV [a, b) and 0 else. 
For instance, Eq. (5.4) or (5.5) has an arbitrary large number of homoclinic 
solutions if the parameter L is sufficiently large and (a,, a2) resp. a is 
chosen suitably. Equation (5.6) has already been discussed in [8]. 
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