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ALMOST SURE RATES OF MIXING
FOR PARTIALLY HYPERBOLIC ATTRACTORS
JOSE´ F. ALVES, WAEL BAHSOUN, AND MARKS RUZIBOEV
Abstract. We introduce random towers to study almost sure rates of correlation decay
for random partially hyperbolic attractors. Using this framework, we obtain general re-
sults on almost sure exponential, stretched exponential and polynomial correlation decay
rates. We then apply our results to random perturbations of systems, including Axiom A
attractors, derived from Anosov partially hyperbolic systems and solenoidal attractors
with random intermittency.
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1. Introduction
One of the most fundamental questions in ergodic theory of chaotic dynamical systems is
that of the rate of correlation decay with respect to a physical measure. For deterministic
chaotic systems there are two popular techniques to obtain such rates. The first one is
based on functional analytic techniques that require strong hyperbolic properties of the
underlying system (see the recent breakthrough [18] and references therein). The other
method, which is based on Markov extensions [45] and coupling techniques [46, 24], has
been applied to obtain correlation decay rates [5, 21, 22, 30] and probabilistic limit theorems
[29, 39, 40] for different classes of deterministic chaotic systems that admit a ‘weak’ form
of hyperbolicity.
Recently, there has been a significant interest in obtaining probabilistic limit theorem for
random dynamical systems [1, 12, 13, 25, 26, 27, 31] and related time dependent systems
[32, 33, 36]. As in the case of deterministic dynamical systems, some knowledge on the
correlation decay rate of the underlying system is required to obtain probabilistic limit laws
for random dynamical systems. However, despite the pioneering work of [16], which was
followed by [37], and the recent progress made in [15] on almost sure correlation decay rates
for random endomorphisms, there are no general tools on the almost sure correlation decay
rates for random dynamical systems where the constituent maps are partially hyperbolic
diffeomorphisms.
The purpose of this work is to provide, for the first time, a general tool that can be
used to obtain almost sure correlation decay rates for random attractors [23] that exhibit
a ‘weak’ form of hyperbolicity. Indeed, we introduce random hyperbolic towers and show
that such towers can be used to study pathwise statistics on random partially hyperbolic
attractors. We obtain general results on the almost sure rate of correlation decay and apply
these results to random perturbations of classical systems, including Axiom A attractors
and derived from Anosov partially hyperbolic attractors, and to solenoidal attractors with
random intermittency. To the best of our knowledge, even in the particular classical
case of Axiom A attractors there are no such general statements in the literature and
existing work [25, 42], albeit using different methods, only cover the specific case of Anosov
diffeomorphisms.
1.1. Random dynamical systems. Let M be a smooth compact Riemannian manifold
of finite dimension. Denote by Diff1+(M) the set of C1 diffeomorphisms whose derivative
is Ho¨lder endowed with the C1 topology. Given F ⊂ Diff1+(M), consider θ a Borel
probability measure with compact support B ⊂ F . Let Ω = BZ and P = θZ. Then the left
shift map σ : Ω→ Ω preserves P . Given ω ∈ Ω, consider the random dynamical system
f 0ω = Id, f
n
ω = fσn−1ω ◦ · · · ◦ fω and f−nω = (fnω )−1, for n ≥ 0.
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We call a family of Borel probability measures {µω}ω∈Ω on M equivariant if
(fω)∗µω = µσω
for P almost all ω ∈ Ω. The family {µω}ω∈Ω is called physical if for P -almost all ω ∈ Ω,
the set of points x ∈M such that
1
n
n−1∑
i=0
δfnω (x)
weakly−−−→ µω
has positive Lebesgue measure. This set is called the basin of µω and denoted B(µω).
In this paper we study the existence of equivariant families of physical measures {µω}ω∈Ω
and their statistical properties. In particular, we consider random correlations
Cn(ϕ, ψ, µω) =
∫
(ϕ ◦ fnω )ψdµω −
∫
ϕdµσnω
∫
ψdµσnω, (1)
for observables ϕ, ψ : M → R. Let F1 and F2 be spaces of observables on M and let
{ρn}n∈N be a sequence of positive numbers such that limn→∞ ρn = 0. We say that the
random dynamical system admits “quenched” decay of correlations at rate ρn if for P -
almost all ω ∈ Ω and any ϕ ∈ F1, ψ ∈ F2, there are constants Cω, Cϕ,ψ such that
|Cn(ϕ, ψ, µω)| ≤ CωCϕ,ψρn. (2)
1.2. Hyperbolic product structures. Let Leb denote the Riemannian volume on Borel
subsets of M . Given a submanifold γ ⊂ M we use Lebγ to denote the volume induced by
the restriction of the Riemannian metric on γ. We say that an embedded disk γ ⊂M is a
stable manifold at fibre ω if dist(fnω (x), f
n
ω (y))→ 0 as n→∞ for every x, y ∈ γ. Similarly,
an embedded disk γ ⊂M is called an unstable manifold at ω if dist(f−nσ−nω(x), f−nσ−nω(y))→ 0
as n→∞ for every x, y ∈ γ.
Notice that if γ is a stable manifold at ω then fω(γ) is a stable manifold at σ(ω). Let
Emb1(Du,M) be the space of C1 embeddings from Du into M . We say that Γuω = {γuω} is
a continuous family of C1 unstable manifolds at ω if there is a compact set Ks, a unit disk
Du of some Rd, and a map Φu : Ks ×Du →M such that
• γu = Φu({x} ×Du) is an unstable manifold;
• Φu maps Ks ×Du homeomorphically onto its image;
• x 7→ Φu|({x} ×Du) is a continuous map from Ks to Emb1(Du,M).
Continuous families of C1 stable manifolds are defined similarly. We say that Λω ⊂M has
a product structure if there exist a continuous family of unstable manifolds Γuω = {γuω} and
a continuous family of stable manifolds Γsω = {γsω} such that
• Λω = (∪γuω) ∩ (∪γsω);
• dim γuω + dim γsω = dimM ;
• each γsω meets each γuω in exactly one point;
• stable and unstable manifolds meet transversally with angles bounded away from 0
by a constant independent of ω.
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Let Λω ⊂M be a set with a product structure, whose defining families are Γsω and Γuω. A
subset Λ0,ω ⊂ Λω is called an s-subset if Λ0,ω also has a product structure, and its defining
families, Γs0,ω and Γ
u
0,ω, can be chosen with Γ
s
0,ω ⊂ Γsω and Γu0,ω = Γuω; u-subsets are defined
similarly. Given x ∈ Λω, let γ∗(x) denote the element of Γ∗ω containing x, for ∗ = s, u. For
each n ≥ 1 we let (fnω )u denote the restriction of the map fnω to unstable manifolds γuω and
detDufnω denote the Jacobian of D
ufnω .
The random dynamical system admits a hyperbolic product structure on {Λω}ω∈Ω if for
almost every ω ∈ Ω the set Λω has a product structure and properties (P0)-(P4) below
hold:
(P0) Detectable: Lebγω(Λω ∩ γω) > 0 for some γω ∈ Γuω.
(P1) Markov : there is a partition Pω = {Λi,ω} of Λω such that
(1) Lebγω ((Λω \ ∪Λi,ω) ∩ γω) = 0 on each γω ∈ Γuω;
(2) For each Λi,ω there is Ri,ω ∈ N with ω → Ri,ω measurable such that fRi,ω(Λi,ω)
is a u-subset and for all x ∈ Λi,ω
fRi,ωω (γ
s
ω(x)) ⊂ γsσRi,ωω(fRi,ωω (x)) and fRi,ωω (γuω(x)) ⊃ γuσRi,ωω(fRi,ωω (x)).
This allows us to introduce the random return time Rω : Λω → N by Rω|Λi,ω = Ri,ω, and
the random induced map fRω : Λω → ΛσRωω by fRωω |Λi,ω = fRi,ωω . For x ∈ Λω, we define a
sequence (τω,i)i of return times
τω,1(x) = Rω(x), τω,i+1(x) = τω,i(x) +Rστω,iω ◦ f τω,iω (x). (3)
We also define a separation time s(x, y) for x, y ∈ Λω as the smallest n ≥ 0 such that
(fRωω )
n(x) and (fRωω )
n(y) lie in distinct elements of Pστω,nω. In the properties below we
consider constants C > 0 and 0 < β < 1 independent of ω ∈ Ω and we assume for almost
all ω ∈ Ω the following are satisfied:
(P2) Contraction on stable leaves : for all γ
s ∈ Γsω, all x, y ∈ γs and all n ∈ N we have
dist(fnω (y), f
n
ω (x)) ≤ βn.
(P3) Expansion and distortion on unstable leaves : for all Λi,ω ∈ Pω and all x, y ∈ Λi,ω
with y ∈ γuω(x) we have
(1) ‖Du(fRωω )−1(x)‖ ≤ β;
(2) log detD
ufRωω (x)
detDufRωω (y)
≤ Cβs(fRωω (x),fRωω (y)).
(P4) Regularity of the foliations : given γω, γ
′
ω ∈ Γuω, define Θω : γω ∩ Λω → γ′ω ∩ Λω as
Θω(x) = γ
s
ω(x) ∩ γ′ω; we assume
(1) Θω is absolutely continuous and
d([Θω]∗ Lebγω)
dLebγ′ω
(x) =
∞∏
i=0
detDufσiω(f
i
ω(x))
detDufσiω(f iω(Θ
−1
ω (x)))
.
(2) Denoting ρω the density in the previous item, we have for all x, y ∈ γω ∩ Λω
log
ρω(x)
ρω(y)
≤ Cβs(x,y).
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1.3. Tower extensions. We now introduce our main tool to study statistical properties
of systems satisfying conditions (P0)-(P4). We define a random tower for almost every ω
as
∆ω = {(x, ℓ) | x ∈ Λσ−ℓω, 0 ≤ ℓ ≤ Rσ−ℓω(x)− 1} (4)
and the random tower map Fω : ∆ω → ∆σω by
Fω(x, ℓ) =
{
(x, ℓ+ 1), if ℓ+ 1 < Rσ−ℓω(x),
(f ℓ+1
σ−ℓω
x, 0), if ℓ+ 1 = Rσ−ℓω(x).
(5)
Let ∆ω,ℓ = {(x, ℓ) ∈ ∆ω} be the ℓth level of the tower, which is a copy of {x ∈ Λω |
Rσ−ℓω(x) > ℓ}. The partition Pω of Λω = ∆ω,0 naturally lifts to a partition Qω = {∆ω,ℓ,i}
of ∆ω for almost every ω ∈ Ω. Define a sequence of partitions {Qωn} as follows:
Qω0 = Qω and Qωn =
n−1∨
i=0
F−iω Qσ
iω for n ≥ 1. (6)
We shall denote by Qn(z) the element of Qωn containing the point z ∈ ∆ω. For almost every
ω ∈ Ω and (x, ℓ) ∈ ∆ω we define tower projections πω : ∆ω → M as πω(x, ℓ) = f ℓσ−ℓω(x).
Then πω is a semi-conjugacy, i.e. πσω ◦ Fω = fω ◦ πω. Let
δσkω,k = sup
A∈Qω2k
diam(πσkω(F
k
ω (A))). (7)
By definition for any k ≥ 1 and Q ∈ Qω2k we have
diam(πσkωF
k
ω (Q)) ≤ δσkω,k.
Remark 1.1. In two of our applications (Axiom A and DA attractors) the systems admit
a stronger expansion than the one stated in (P3)(1), namely for all ω and for all Λi,ω ∈ Pω
and all x ∈ Λi,ω we have
‖Du(fRω−jω )−1(x)‖ ≤ βj, for all 0 ≤ j ≤ Rω.
Therefore, in situations like this, it is straightforward to verify that δσkω,k decays exponen-
tially fast in k, with constants not depending on ω. However, this is not the case of the
solenoid with intermittency presented in Subsection 1.5.3.
1.4. Statements of results. In this work measurability for the function ω 7→ Λω is
understood in the sense of [23, Section 3]. We say a hyperbolic product structure admits
uniformly summable tails if there exists C > 0 so that for almost every ω ∈ Ω we have
γσ−nω ∈ Γuγσ−nω for which ∑
n≥0
Lebγσ−nω{Rσ−nω > n} ≤ C.
The uniform summability condition above is needed to prove the existence of an equivariant
family of measures.
Theorem 1.2. Every random dynamical system with a measurable hyperbolic product
structure and uniformly summable tails admits a family of equivariant physical measures.
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To obtain quenched correlation decay rates for the equivariant physical measures we
need more information on the tail of return times. We say a hyperbolic product structure
{Λω}ω∈Ω is aperiodic if there are N0 ∈ N and {ti ∈ Z+ | i = 1, 2, ..., N0} such that for almost
every ω ∈ Ω there exists γ ∈ Γuω such that gcd{ti} = 1 and Lebγ{x ∈ Λω | Rω(x) = ti} > 0.
Let η ∈ (0, 1] and Cη(M) be the set of Ho¨lder continuous functions of exponent η on M .
Theorem 1.3. Consider a random dynamical system with a measurable aperiodic hyper-
bolic product structure and uniformly summable tails.
(1) If there are C, c > 0 such that for almost every ω and some γω ∈ Γuω we have
Lebγω{Rω > n} ≤ Ce−cn,
then there are C ′, c′ > 0 such that for any ϕ, ψ ∈ Cη(M) there is Cϕ,ψ > 0 so that
for almost every ω
|Cn(ϕ, ψ, µω)| ≤ Cϕ,ψmax{e−c′n, δησ[n/4]ω,[n/4]}.
(2) If there are a ∈ (0, 1], C, c > 0 and n1 : Ω→ N with P{n1 > n} ≤ Ce−cna such that
for almost every ω and some γω ∈ Γuω for all n ≥ n1(ω) we have
Lebγω{Rω > n} ≤ Ce−cn
a
,
then there exist C ′, c′ > 0 and 0 < a′ ≤ 1 such that for any ϕ, ψ ∈ Cη(M) there
is a constant Cϕ,ψ > 0 and Cω : Ω → R such that P{Cω > n} ≤ C ′e−c′na
′
and for
almost every ω
|Cn(ϕ, ψ, µω)| ≤ Cϕ,ψmax{Cωe−c′n, δησ[n/4]ω,[n/4]}.
Moreover, if a = 1 then a′ = 1.
Theorem 1.4. Consider a random dynamical system with a measurable aperiodic hyper-
bolic product structure and uniformly summable tails. Assume, there exist C, c, a > 0, b ≥ 0
and d ∈ (0, 1] such that for almost every ω and some γω ∈ Γuω
(1)
∫
Lebγω{Rω = n}dP (ω) ≤ C(log n)bn−2−a;
(2) there exists n1 : Ω→ N with P{n1 > n} ≤ Ce−cnd such that for all n ≥ n1(ω)
Lebγω{Rω > n} ≤ C(logn)bn−1−a.
Then there are C ′, c′ > 0 and d′ ∈ (0, 1] such that for every ε > 0 and every ϕ, ψ ∈ Cη(M)
there is Cϕ,ψ (independent of ε) and a random variable Cω : Ω → R with P{Cω > n} ≤
C ′e−c
′nd
′
such that |Cn(ϕ, ψ, µω)| ≤ Cϕ,ψmax{Cωn−a+ε, δησ[n/4]ω,[n/4]} for almost every ω.
1.4.1. Partially hyperbolic attractors. In this subsection we introduce random perturba-
tions of partially hyperbolic attractors with uniformly contracting direction and mostly
expanding centre-unstable direction. Theorem 1.5 below, which extends the results of [6]
to the random setting, is our main tool to verify that random perturbations of Axiom A
and derived from Anosov attractors admit a random hyperbolic product structure with
exponential tails. To build such structures, we need to assume that the constituent maps
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of the random dynamical system belong in some small neighbourhood of a deterministic
transitive dynamical system, in particular to assure the existence of recurrence times.
Let f ∈ Diff1+(M) and U ⊂M be an open set for which f(U¯) ⊂ U , which we refer to as
a trapping region. We are going to consider a partially hyperbolic situation for which the
corresponding attractor K = ∩n≥0fn(U) has a dominated decomposition with a uniform
contracting direction as in [3]. Let us now introduce these concepts in the random setting.
We consider F a small neighbourhood of f in the C1 topology and θ a compactly supported
Borel probability measure whose support B is contained in F and f ∈ B. For F sufficiently
small, we still have fω(U¯) ⊂ U for every ω ∈ Ω = BZ and fω ∈ F . Defining the random
attractor
Kω =
⋂
n≥0
fnσ−nω(U) (8)
and using the C1 persistence of dominated splittings (see e.g. [19, Section B.1]), for each
ω ∈ Ω there exists a continuous splitting of TKωM = Ecsω ⊕Ecuω , which is Dfω-equivariant :
Dfω(x)E
cs
ω (x) = E
cs
σω(fω(x)) and Dfω(x)E
cu
ω (x) = E
cu
σω(fω(x)).
Moreover, this is still partially hyperbolic: there exists 0 < λ < 1 such that (for some choice
of Riemannian metric on M , which is independent of ω) for each ω ∈ Ω and x ∈ Kω we
have
‖Dfω | Ecsω (x)‖ · ‖Df−1ω | Ecuσω(fω(x))‖ < λ and ‖Dfω | Ecsω (x)‖ < λ. (9)
To emphasise uniform contraction we will write Es instead of Ecs and say that Kω is
a partially hyperbolic attractor of the type Es ⊕ Ecu. We say that fω has non-uniform
expansion in the centre-unstable direction Ecu on some set Hω ⊂ U if there exists c > 0
such that for every ω ∈ Ω and Leb almost every x ∈ Hω
lim sup
n→+∞
1
n
n∑
j=1
log ‖Df−1σj−1ω | Ecuσjω(f jω(x))‖ < −c. (10)
For the specific case of f , this implies that there is a local unstable manifold D ⊂ K
such that points in D have non-uniform expansion in the centre-unstable direction; see [9,
Theorem A]. We say that {fω}ω∈Ω is C1-close to f |D on domains {Dω}ω∈Ω of cu-nonuniform
expansion, if
(1) each fω is close to f in the C
1 topology;
(2) each fω has a partially hyperbolic set Kω of the type E
s⊕Ecu with a local unstable
manifold Dω ⊂ Kω close to D in the C1 topology;
(3) each fω is non-uniformly expanding on random orbits along the E
cu
ω direction for
LebDω almost every x ∈ Dω.
If (10) holds at x ∈ Dω, then the expansion time function
Eω(x) = min
{
N ≥ 1: 1
n
n∑
i=1
log ‖Df−1
σj−1ω
| Ecuσjω(f jω(x))‖ < −c, ∀n ≥ N
}
(11)
is well defined and finite. The set {Eω > n} plays an important role in the statement of
our next result.
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Theorem 1.5. Let f ∈ Diff1+(M) have a transitive partially hyperbolic set K ⊂ M
and a local unstable manifold D ⊂ K. If {fω}ω∈Ω is a random perturbation C1-close
to f |D on domains {Dω}ω∈Ω of cu-nonuniform expansion, then there exists Λω ⊂ Kω
with a hyperbolic product structure. Moreover, if there exist C, c > 0 and 0 < τ ≤ 1
such that LebDω{Eω > n} = Ce−cnτ for all ω ∈ Ω, then there exist C ′, c′ > 0 such that
LebDω{Rω > n} = C ′e−c′nτ for all ω ∈ Ω.
1.5. Applications. In this subsection we provide examples of random dynamical systems
where our general results above apply.
1.5.1. Axiom A attractors. As an application of Theorem 1.3 and Theorem 1.5 we con-
sider the classical case of topologically mixing uniformly hyperbolic Axiom A attractors.
Observe that this is a particular case of partially hyperbolic attractors, as considered in
Section 1.4.1. In this case, the random attractors are defined as in (8). As in the general
partially hyperbolic setting, we consider N a small neighbourhood of f in the C1 topology
and θ a compactly supported Borel probability measure whose support contains f and is
contained in N . The proof of the next result is given in Subsection 3.5.
Theorem 1.6. Let f ∈ Diff1+(M) have a topologically mixing uniformly hyperbolic attrac-
tor K ⊂ M . If {fω}ω∈Ω is a small random perturbation of f , then it admits a unique family
of equivariant physical measures {µω}ω∈Ω supported on the random attractors. Moreover,
there is c > 0 such that for any ϕ, ψ ∈ Cη(M) there is a constant Cϕ,ψ > 0 for which
|Cn(ϕ, ψ, µω)| ≤ Cϕ,ψe−cn.
1.5.2. Derived from Anosov. Here we present random perturbations of partially hyperbolic
diffeomorphisms whose centre-unstable direction is non-uniformly expanding. The deter-
ministic case was introduced in [3, Appendix A] as a perturbation (not necessarily small)
of an Anosov diffeomorphism. We sketch below the main steps of its construction.
Consider a linear Anosov diffeomorphism f0 on the d-dimensional torus M = T
d, for
some d ≥ 3, having a hyperbolic splitting TM = Eu ⊕Es with dim(Eu) ≥ 2. Let V ⊂M
be a small compact domain, such that for the canonical projection π : Rd → M there
exist unit open cubes K0, K1 ⊂ Rd with V ⊂ π(K0) and f0(V ) ⊂ π(K1). Let f be a
diffeomorphism on M such that:
(1) f has invariant cone fields Ccu and Cs with small width containing the unstable
bundle Eu and the stable bundle Es of f0, respectively, with Df contracting uni-
formly vectors in Cs;
(2) f is cu-volume expanding in M : there is σ1 > 0 such that | det(Df |TxDcu)| > σ1
for any x ∈M and any disk Dcu through x whose tangent space is contained in Ccu;
(3) f is cu-expanding M \ V : there is σ2 < 1 such that ‖(Df |TxDcu)−1‖ < σ2 for
x ∈M \ V and any disks Dcu whose tangent space is contained in Ccu;
(4) f is not too cu-contracting on V : there is a small δ0 > 0 such that ‖(Df |TxDcu)−1‖ <
1 + δ0 for any x ∈ V and any disk Dcu whose tangent space is contained in Ccu.
For example, if f1 : T
d → Td is a diffeomorphism satisfying items (1), (2) and (4) above
and coinciding with f0 outside V , then any f in a C
1 neighbourhood of f1 satisfies all the
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conditions (1)-(4). It is not difficult to see that examples of this type can be produced in
such a way that the following property holds:
(5) f preserves the unstable foliation of f0.
The above construction yields a family in Diff1+(M) such for any centre-unstable disk D
we have LebD{E > n} with exponential decay; see [3, Appendix A]. The existence of
physical measures for these maps follows from the results in [3]. Stably ergodic examples
of this type with a unique physical measure are given in [43] under a volume hyperbolicity
condition. This in particular assures the next property:
(6) f is transitive in M .
Let F be a family of maps in Diff1+(M) satisfying properties (1)-(6) above.
Theorem 1.7. Let f ∈ F and {fω}ω∈Ω be a small random perturbation of f in F . Then
there is some N ∈ N such that {fNω }ω∈Ω admits a unique family of equivariant physical
measures {µω}ω∈Ω. Moreover, there exists c > 0 such that for any ϕ, ψ ∈ Cη(M) we have
a constant Cϕ,ψ > 0 for which |Cn(ϕ, ψ, µω)| ≤ Cϕ,ψe−cn.
To obtain Theorem 1.7 we are going to apply Theorem 1.6 with K = M . Firstly, observe
that property (5) above and [2, Lemma 7.4] guarantee that for any unstable disk D for
f there exist C, c > 0 and 0 < τ ≤ 1 such that LebD{Eω > n} = Ce−cn for all ω ∈ Ω.
Moreover, taking Dω = D we trivially have that {fω}ω∈Ω is a random perturbation C1-close
to f |D on domains {Dω}ω∈Ω of cu-nonuniform expansion. Hence, by Theorem 1.6 there
exists Λω ⊂ Kω with a hyperbolic product structure and there exist C ′, c′ > 0 such that
LebDω{Rω > n} = C ′e−c′nτ for all ω ∈ Ω. Finally, using Theorem 1.2 and Theorem 1.3
we get the conclusion. Note that as we cannot a priori assure that the hyperbolic product
structure is aperiodic, we have to take some power N .
1.5.3. Solenoid with intermittency. Here we present an application of Theorem 1.4 to a
variation of the classical solenoid attractor on the solid torus. The idea is to replace the
uniformly expanding base map by a map with a neutral fixed point. The deterministic
case has been treated in [8]. Here we consider a randomised version of this example.
Let 0 < α0 < α1 < 1 be fixed real numbers and let θ be the normalised Lebesgue measure
on [α0, α1]. For each α ∈ [α0, α1], consider the circle map Tα : S1 → S1 defined by
Tα(x) =
{
x(1 + (2x)α), if x ∈ [0, 1/2);
x− 2α(1− x)1+α, if x ∈ [1/2, 1).
Let M = S1×D2 denote the solid torus in R3, where D2 is the unit disk in R2, and consider
a skew product gα :M →M ,
gα(x, y, z) =
(
Tα(x),
1
10
y +
1
2
cosx,
1
10
z +
1
2
sin x
)
. (12)
As in the case of classical solenoid (see for example [35]) it is easily checked that gα is a
diffeomorphism onto its image for every α ∈ [α0, α1].
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Now let Ω = [α0, α1]
Z, P = θZ and ωk denote the kth component of ω ∈ Ω. Note that
the composition defined as gnω = gωn−1 ◦ · · · ◦ gω0 defines a random dynamical system on M
as in Section 1. The proof of the next result is provided in Section 4.
Theorem 1.8. The random system {gω}ω∈Ω admits a family {µω}ω∈Ω of equivariant phys-
ical measures. Moreover, for every ε > 0 and almost every ω ∈ Ω there exists a constant
Cω > 0 such that for any ϕ, ψ ∈ Cη(M) there is a constant Cϕ,ψ > 0 so that
(1) if η > 1− α0, then we have |Cn(ϕ, ψ, µω)| ≤ CωCϕ,ψn1−1/α0+ε;
(2) if η ≤ 1− α0, then we have |Cn(ϕ, ψ, µω)| ≤ CωCϕ,ψnη/α0+ε,
where Cω satisfies P{Cω > n} ≤ Ceu′nv
′
for some u′ > 0 and v′ ∈ (0, 1).
Note that the rate in the above theorem is driven by the fastest mixing map for the set
of parameters considered.
2. Random hyperbolic towers
Our proofs of Theorems 1.2, 1.3 and 1.4 are based on considering quotients along stable
manifolds to obtain a random Young tower for the quotient dynamics. For this purpose
we first introduce measures that are suitable to take quotients along stable manifolds.
2.1. Natural measures. Fix γˆω ∈ Γuω. For any γω ∈ Γuω and x ∈ γω ∩ Λω let xˆω be the
intersection point γsω(x) ∩ γˆω. Define ρˆω : γω ∩ Λω → R as
ρˆω(x) =
∞∏
i=0
detDufσiω(f
i
ω(x))
detDufσiω(f iω(xˆω))
.
Further, let mγω be the measure defined by
dmγω
dLebγω
= ρˆω1γω∩Λω .
For any ω ∈ Ω, γ′ω ∈ Γuω and x′ ∈ γ′ω ∩ γsω(x) i.e. x′ = Θω(x), by (P4)(1) we have
ρˆω(x
′)
ρˆω(x)
=
d([Θω]∗ Lebγω)
dLebγ′ω
(x′),
which implies
d([Θω]∗mγω)
dLebγ′ω
(x′) = ρˆω(x)
d([Θω]∗ Lebγω)
dLebγ′ω
(x′) = ρˆω(x
′)
Thus,
[Θω]∗mγω = mγ′ω . (13)
Lemma 2.1. Assume that fRωω (γ ∩Λω) ⊂ γ′ for γ ∈ Γuω and γ′ ∈ ΓuσRωω. Let JfRωω denote
the Jacobian of fRωω with respect to mγ and m
′
γ. Then
(1) JfRωω (x) = Jf
Rω
ω (y) for any y ∈ γsω(x).
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(2) There exits a constant C1 > 0 such that for any x, y ∈ Λω ∩ γ∣∣∣∣JfRωω (x)JfRωω (y) − 1
∣∣∣∣ ≤ C1βs(fRωω (x),fRωω (y)).
Proof. (1) For Lebγ almost every x ∈ γ ∩ Λω we have
JfRωω (x) =
∣∣detDufRωω (x)∣∣ · ρˆσRωω(fRωω (x))ρˆω(x) . (14)
Denoting ϕω(x) = log | detDufω(x)|, we write the right hand side of (14) as
Rω−1∑
i=0
ϕσiω(f
i
ω(x))−
∞∑
i=0
(
ϕσiω(f
i
ω(x))− ϕσiω(f iω(xˆ)
)
+
∞∑
i=0
(
ϕσi+Rωω(f
i
σRωω(f
Rω
ω (x)))− ϕσi+Rωω(f iσRωω(f̂Rωω (x))
)
=
Rω−1∑
i=0
ϕσiω(f
i
ω(xˆ))+
∞∑
i=0
(
ϕσi+Rωω(f
i
σRωω(f
Rω
ω (xˆ)))− ϕσi+Rωω(f iσRωω(f̂Rωω (x)))
)
.
Thus we have shown that JfRωω (x) can be expressed just in terms of xˆ and f̂
Rω
ω (x), which
is enough for proving the first part of the lemma.
(2) It follows from (14) that
log
JfRωω (x)
JfRωω (y)
= log
detD(fRωω )
u(x)
detD(fRωω )
u(y)
+ log
ρˆσRωω(f
Rω
ω (x))
ρˆσRωω(fRωω (y))
+ log
ρˆω(y)
ρˆω(x)
.
Observing that s(x, y) > s(fRωω (x), f
Rω
ω (y)) the conclusion follows from (P3) and (P4)(2).

Notice that the family {mγ} introduced in the previous section defines a measurable
system on Λω since Γ
u
ω is a continuous family. Thus, it defines a measure mω on Λω. We
introduce a measure on ∆ω that we still denote mω by letting mω|∆ω,ℓ = mσ−ℓω|{Rσ−ℓω >
ℓ}. We let JFω denote the Jacobian of Fω with respect to the measure mω.
Lemma 2.2. There exists C3 > 0 such that for almost every ω ∈ Ω, for any k ≥ 1 and
x, y ∈ Q ∈ Qωk−1 ∣∣∣∣F kω (x)F kω (y) − 1
∣∣∣∣ ≤ C3βs(F kω(x),F kω (y)).
Proof. Recall that by the definition of τω,j we have (F
Rω)jω = F
τω,j
ω . Also let Pω,k =
∨n−1j=0 (F τω,j)−1στω,jωPστω,iω. By Lemma 2.1 for a.e. ω, for all i ≥ 1 and all x, y ∈ ∆ω,0,i holds∣∣∣∣JFRωω (x)JFRωω (y) − 1
∣∣∣∣ ≤ C1βs(FRωω (x),FRωω (y)). (15)
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It follows that there is a constant CF > 0, which is independent of ω such that for all n ≥ 1
and all x, y belonging to a same element of Pω,n∣∣∣∣J(FRωω )n(x)J(FRωω )n(y) − 1
∣∣∣∣ ≤ CFβs((FRωω )n(x),(FRωω )n(y)), (16)
By definition if x and y belong to a same element of Pω,n, then (FRωω )j(x) and (FRωω )j(y)
belong to a same element of Pστω,jω for every 0 ≤ j < n. Moreover,
s((FRωω )
j(x), (FRωω )
j(y)) = s((FRωω )
n(x), (FRωω )
n(y)) + (n− j). (17)
Then by (15) and (17) we have
log
J(FRωω )
n(x)
J(FRωω )
n(y)
=
n−1∑
j=0
log
JFRωω ((F
Rω
ω )
j(x))
JFRωω ((F
Rω
ω )
j(y))
≤
n−1∑
j=0
C1β
s((FRωω )
n(x),(FRωω )
n(y))+(n−j)−1 ≤ C1βs((F
Rω
ω )
n(x),(FRωω )
n(y))
∞∑
j=0
βj
≤ CFβs((F
Rω
ω )
n(x),(FRωω )
n(y)), (18)
where CF > 0 depends only on C1 and β. This implies that (16) holds.
Since JFω(x) ≡ 1 for every x ∈ ∆ω,ℓ with ℓ > 0, it follows that JF kω (x) = J(FRωω )n(x′)
and JF kω (y) = J(F
Rω
ω )
n(y′), where n is the number of visits of x and y to the base prior to
time k, and x′, y′ are the projections of x, y to the zeroth level of the tower ∆ω′ for some
ω′ ∈ Ω. The point x′, y′ belong to a same element of Pω′,n and s(x, y) = s(x′, y′). Using
(16) and (16) we obtain that∣∣∣∣JF kω (x)JF kω (y) − 1
∣∣∣∣ ≤ CFβs(F kω(x),F kω (y)). (19)
For all k ≥ 1 and all x, y ∈ ∆ω belonging to a same element of Qωk−1. 
2.2. Equivariant measures. In this subsection we prove Theorem 1.2. For x ∈ Λω we set
F˜ω(x) = f
Rω(x)
ω ∈ ΛσRω(x)(ω). We refine recursively Pω on Λω with the partitions associated
to the images of each element of Pω:
P(k)ω =
k∨
j=0
∨
n∈Ljω
(F˜ jω)
−1Pσn(ω),
where Ljω = {n ∈ N0 : F˜ jω(Λω) ∩ Λσn(ω) 6= ∅}, and set P(k),nω = P(k)ω ∩ (F˜ kω )−1(Λσn(ω)), for
n ∈ N. Note that if B ∈ P(k),nω then F˜ kω (B) = Λσn(ω). Given B ⊂ Λω set
(F˜−1)ω(B) =
⊔
n∈N
{
x ∈ Λσ−n(ω) : Rσ−n(ω)(x) = n and F˜σ−n(ω)(x) ∈ B
}
,
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and define [(F˜ j)−1]ω(B) by induction. Let λσ−n(ω) be a probability measure on Λσ−n(ω) and
define
(F˜ j)ω
∗{λσ−n(ω)}n∈N(B) =
∑
n∈N
λσ−n(ω)([(F˜
j)−1]ω(B) ∩ Λσ−n(ω)).
Proposition 2.3. For almost every ω ∈ Ω there is a probability measure ν˜σ−nω on Λσ−nω
such that (F˜ )ω
∗{ν˜σ−n(ω)}n∈N = ν˜ω. Moreover, ν˜ω admits absolutely continuous conditional
measures on unstable leaves.
Proof. For each ω ∈ Ω, choose γ0ω ∈ Γuω and set m0ω = mγ0ω . For j ≥ 1 define
mjω =
j∑
k=1
∑
B∈P
(k),j
σ−j (ω)
(F˜ kσ−j(ω))∗(m
0
σ−j(ω)|B).
By Lemma 2.1, for any measurable set A ⊂ Λω
mjω(A) ≤
j∑
k=1
∑
B∈P
(k),j
σ−j (ω)
C1m
0
ω(A)mσ−j(ω)(B)
≤ C2m0ω(A),
where we have used the uniform integrability. Let
ν˜nω =
1
n
n−1∑
j=0
mjω.
Then ν˜nω has an accumulation point, in the weak* topology. Let ν˜
nk
ω be a convergent
subsequence. By a diagonal argument we construct along the sequence {σkω}, for almost
every ω ∈ Ω, a convergent subsequence {ν˜nk
σℓω
} for every ℓ ∈ Z. The limiting measure ν˜ω
satisfies the equivariance property; i.e. (F˜ )ω
∗{ν˜σ−n(ω)}n∈N = ν˜ω.
We now show that ν˜ω admits absolutely continuous conditional measures on unstable
leaves. Let ρjγω be the density of m
j
ω with respect to mγω on an unstable leaf γω. Observe
that ρjγω ≡ 0 or by Lemma 2.1
ρjγω(y)
ρjγω(x)
≤ exp(CFβs(x,y)),
for all x, y ∈ γω ∩ Λω. This implies that there exists C0 > 0 such that
1
C0
≤ ρjγω(x) ≤ C0 (20)
for all x ∈ γω ∩ Λω. Let (Uk) be a sequence, where Uk is a finite partition of Λω consisting
of u-subsets with U1 ≺ U2 ≺ · · · and ∨∞i=1Uk is a partition of Λω into unstable leaves. Let
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Uk ∈ Uk containing γω and shrinking to γω. Given O ⊂ γω an open set with mγω(∂O) = 0,
let SO be the s-subset of Λω corresponding to O. By (20) we have
1
C20
mγω(SO)
mγω(Λω)
≤ m
j
ω(Uk ∩ SO)
mjω(Uk)
=
∫
ρjγω · 1Uk∩SOdmγω∫
ρjγω · 1Ukdmγω
≤ C20
mγω(SO)
mγω(Λω)
.
Consequently,
1
C20
mγω(SO)
mγω(Λω)
≤ ν˜
n
ω(Uk ∩ SO)
ν˜nω(Uk)
≤ C20
mγω(SO)
mγω(Λω)
,
and so
1
C20
mγω(SO)
mγω(Λω)
≤ ν˜ω(Uk ∩ SO)
ν˜ω(Uk)
≤ C20
mγω(SO)
mγω(Λω)
.
Notice that Xn = Eν˜ω(1SO |Fk), where Fk is the sigma algebra generated by Uk, is a
martingale. By the Martingale Convergence Theorem
1
C20
mγω(SO)
mγω(Λω)
≤ ν˜γω(SO) ≤ C20
mγω(SO)
mγω(Λω)
.
for almost every γω. 
Notice, by the above construction and the absolute continuity of the holonomy map,
that the family of measures {ν˜ω} are physical. We introduce a measure on ∆ω that we
denote νω by letting νω|∆ω,ℓ = ν˜σ−ℓω|{Rσ−ℓω > ℓ}.
2.3. Quotient dynamics. Let Λ¯ω = Λω/ ∼, where x ∼ y if and only if y ∈ γsω(x). This
quotient space gives rise to a quotient tower ∆¯ω with levels ∆¯ω,ℓ = ∆ω,ℓ/ ∼. A partition
of ∆¯ω into ∆¯ω,0,i, that we denote by P¯ω, and a sequence Q¯ωn of partitions of ∆¯ω as in (6)
are defined in a natural way.
As fRωω takes γ
s-leaves to γs-leaves and Rω has been defined in such a way that it is
constant along the stable manifolds, the return time R¯ : ∆¯ω,0 → N, tower map F¯ω : ∆¯ω →
∆¯σω and the separation time s¯ω : ∆¯ω,0× ∆¯ω,0 → N naturally induced by the corresponding
ones defined for ∆ω,0 and ∆ω for almost every ω. We extend the separation time to ∆¯ω
by taking s¯(x, y) = s¯(x′, y′) if x and y belong to the same ∆¯ω,ℓ,i, where x
′, y′ are the
corresponding elements of ∆¯σ−ℓω,0,i, and s¯(x, y) = 0 otherwise. Since (13) holds, for a.e.
ω ∈ Ω we define a measure m¯ω on ∆¯ω whose representative is mγ on each γ ∈ Γuω. We also
extend the return time to ∆¯ by setting
Rˆω(x) = min{n > 0: F¯ nω (x) ∈ ∆¯σnω0}.
Note that Rˆω(x) = R¯ω(x) for all x ∈ ∆¯ω,0, and
m¯ω{Rˆω > n} =
∑
ℓ>n
m¯ω(∆¯ω,ℓ) =
∑
ℓ>n
m¯σ−ℓω{R¯σ−ℓω > ℓ}.
Obviously, F¯ω satisfies uniform expansion and Markov property. Let JF¯ω denote the Jaco-
bian of F¯ω with respect to this measure m¯ω. The following lemma shows bounded distortion
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Lemma 2.4. For all k ≥ 1 and all x, y ∈ ∆¯ω which belongs to a same element of Q¯ωk−1∣∣∣∣JF¯ kω (x)JF¯ kω (y) − 1
∣∣∣∣ ≤ CFβ s¯(F¯ kω (x),F¯ kω (y)).
Proof. The first item of Lemma 2.1 implies that the Jacobian JF¯ω is well defined with
respect to m¯ω for almost every ω. Lemma 2.2 implies the desired estimates. 
For ω ∈ Ω we introduce some function spaces. First of all we consider
F+β = {ϕω : ∆¯ω → R |∃Cϕ > 0, ∀Iω ∈ Q¯ω, either ϕω|Iω ≡ 0
or ϕω|Iω > 0 and
∣∣∣∣log ϕω(x)ϕω(y)
∣∣∣∣ ≤ Cϕβ s¯(x,y), ∀x, y ∈ Iω}.
Let κω : Ω→ R+ be a random variable with infΩ κω > 0 and
P{ω | κω > n} ≤ θn. (21)
Define the space of random bounded functions as
Lκω∞ = {ϕω : ∆¯ω → R | ∃C ′ϕ > 0, sup
x∈∆ω
|ϕω(x)| ≤ C ′ϕκω}
and a space of random Lipschitz functions
Fκωβ = {ϕω ∈ Lκω∞ | ∃Cϕ > 0, |ϕω(x)− ϕω(y)| ≤ Cϕκωβ s¯(x,y), ∀x, y ∈ ∆¯ω}.
Note that in our setting m¯ω(∆¯ω) is uniformly bounded. To obtain mixing rates we need
finer information on the tail of the return times. Suppose that there exists a random
variable n1 : Ω→ N and a decreasing sequence {un}n∈N such that{
m¯ω{R¯ > n} ≤ un for all n > n1(ω),
P{n1 > n} ≤ Ce−cnθ .
We have the following theorem.
Theorem 2.5. Let F¯ω : ∆¯ω → ∆¯σω be the quotient tower map.
(1) {F¯ω} admits an equivariant family of measures {ν¯ω} such that dν¯ω/dm¯ω ∈ F+β ∩F1β
and 1
C0
≤ dν¯ω/dm¯ω ≤ C0 for some C0 > 0.
(2) Let be a probability measure λω on ∆¯ω with ϕ = dλ/dmω ∈ Fκωβ ∩ F+β .
(a) If un ≤ Ce−cnθ , for some C, c > 0, θ ∈ (0, 1]. Then there is a random variable
n0 : Ω→ N such that{∣∣(F¯ nω )∗λω − ν¯σnω∣∣ ≤ C ′e−c′nθ for all n > n0(ω),
P{n0 > n} ≤ C ′′n−b,
for some C ′, C ′′, c′ > 0, b > 1. If n1(ω) is uniformly bounded, then for all
n > 0 ∣∣(F¯ nω )∗λω − ν¯σnω∣∣ ≤ C ′e−c′nθ .
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(b) If un ≤ Cn−a and
∫
m¯ω{R¯ω > n}dP (ω) ≤ Cn−a−1 for some C > 0, a > 1.
Then there is a random variable n0 : Ω→ N such that{∣∣(F¯ nω )∗λω − ν¯σnω∣∣ ≤ C ′n1+ε−a for all n > n0(ω), and ε > 0,
P{n0 > n} ≤ C ′′e−cnθ ,
for some C ′, C ′′, c′ > 0, b > 1.
Moreover, c′ does not depend on ϕ and C ′ depends only on the Lipschitz constant
of ϕ. Furthermore, the analogous estimates hold for
∣∣(F¯ nσ−nω)∗λσ−nω − ν¯ω∣∣ in each
of the above cases respectively.
The proof of Theorem 2.5 is given in Subsection 2.3.1 below. Item (1) follows from
[15] and Item (2) essentially follows from results in [15, 16, 17, 28] after showing that the
constants appearing in the results [15, 28] depend on the observables only through their
Lipschitz constants.
2.3.1. Convergence to equilibrium. Now we prove item (2) of Theorem 2.5. Let ∆¯ =
{(ω, x)|ω ∈ Ω, x ∈ ∆¯ω}. Denote by ∆¯⊗ω ∆¯ the relative product over Ω, that is ∆¯⊗ω ∆¯ =
{(ω, x, x′)|ω ∈ Ω, x, x′ ∈ ∆¯ω}. These are measurable subsets of the appropriate product
spaces and naturally carry the measures P ×m¯ω and P ×m¯ω×m¯ω respectively. We can lift
the tower map F¯ to a product action on ∆¯⊗ω ∆¯ with the property F¯ω × F¯ω : ∆¯ω × ∆¯ω →
∆¯σω × ∆¯σω by applying F¯ in each of the x, x′ coordinates. With respect to this map, we
define auxiliary stopping times τω1 < τ
ω
2 < ... to the base as follows: let ℓ0 be a fixed large
constant. For (ω, x, x′) ∈ ∆¯⊗ω ∆¯ set
τω1 (x, x
′) = inf{n ≥ ℓ0 | F¯ nωx ∈ ∆¯σnω,0};
τω2 (x, x
′) = inf{n ≥ τω1 (x, x′) + ℓ0 | F¯ nωx′ ∈ ∆¯σnω,0};
τω3 (x, x
′) = inf{n ≥ τω2 (x, x′) + ℓ0 | F¯ nωx ∈ ∆¯σnω,0};
τω4 (x, x
′) = inf{n ≥ τω3 (x, x′) + ℓ0 | F¯ nωx′ ∈ ∆¯σnω,0};
and so on, with the action alternating between x and x′. Notice that for odd i’s the first
(resp. for even i’s the second) coordinate of (F¯ω × F¯ω)τωi (x, x′) makes a return to ∆¯στωi ω,0.
Let i ≥ 2 be the smallest integer such that (F¯ω × F¯ω)τωi (x, x′) ∈ ∆¯στωi ω,0 × ∆¯στωi ω,0. Then
we define the stopping time Tω by
Tω(x, x
′) = τωi (x, x
′).
Next define a sequence of partitions ξω1 ≺ ξω2 ≺ ξω3 ≺ ... of ∆¯ω×∆¯ω so that τωi is constant
on the elements of ξωj for all i ≤ j, i, j ∈ N. Given a partition Q¯ of ∆¯ω we write Q¯(x) to
denote the element of Q¯ containing x. With this convention, we let
ξω1 (x, x
′) =
τω1 −1∨
k=0
F¯−kω P¯σkω
 (x)× ∆¯ω.
Letting π : ∆¯ω × ∆¯ω → ∆¯ω be the projection to the first coordinate, we define
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ξω2 (x, x
′) = πξω1 (x, x
′)×
τω2 −1∨
k=0
F¯−kω P¯σkω
 (x′).
Let π′ be the projection onto the second coordinate. We define ξω3 by refining the partition
on the first coordinate, and so on. If ξω2i is defined then we define ξ
ω
2i+1 by refining each
element of ξω2i in the first coordinate so that τ
ω
2i+1 is constant on each element of ξ
ω
2i+1.
Similarly ξω2i+2 is defined by refining each element of ξ
ω
2i+1 in the second coordinate so that
τω2i+1 is constant on each new partition element. Now we define a partition Pˆω of ∆¯ω × ∆¯ω
such that Tω is constant on its element. For definiteness suppose that i is even and choose
Γ ∈ ξωi such that Tω|Γ > τωi−1. By construction Γ = A×B such that F¯ τωi (B) = ∆¯στωi ,0 and
F¯ τ
ω
i A is spread around ∆¯
στ
ω
i ω
. We refine A into countably many pieces and choose those
parts which are mapped onto the corresponding base at time τωi . Note that {Tω = τωi }
may not be measurable with respect to ξωi . However, since τ
ω
i+1 ≥ ℓ0+τωi and ξωi+1 is defined
by dividing A into pieces where τωi+1 is constant, {Tω = τωi } is measurable with respect to
ξωi+1.
Lemma 2.6. Let λ¯ω and λ¯
′
ω be two probability measures on {∆¯ω} with densities ϕ¯, ϕ¯′ ∈
F+β ∩ Lκω∞ . Let λ˜ = λ¯ω × λ¯′ω.
1. For each ω, for each i ≥ 2 and Γ ∈ ξωi such that Tω|Γ > τωi−1 we have
λ˜{Tω = τωi |Γ} ≥ Cλ˜V
τωi −τ
ω
i−1
σ
τω
i−1ω
.
2. For each ω, for each i and Γ ∈ ξωi
λ˜{τωi+1 − τωi > ℓ0 + n|Γ} ≤M0MC−1λ˜ ·m{Rˆστωi +ℓ0ω > n},
where 0 < Cλ˜ < 1, which only depends on the Lipschitz constant of ϕ¯, ϕ¯
′. We
can fix Cλ˜ =
2D+1
2(D+1)2
, independent of λ˜, for all i sufficiently large, i.e. i ≥ i0(λ˜),
which only depends on the Lipschitz constant of ϕ¯, ϕ¯′.
The above lemma shows the constant appearing in the estimates in [15] for the polyno-
mial case and in [28] for the (stretched)- exponential case depend on the observables ϕ¯, ϕ¯′
only through their Lipschitz constants and consequently estimates of m¯ω × m¯ω{Tω > n}
has the same property.
We now consider Fˆω = (F¯ω× F¯ω)Tω which is a mapping from ∆ˆω = ∆¯ω× ∆¯ω into ∆ˆσTωω.
Let ξˆω1 be the partition of ∆ˆω on which Tω is constant. Let T1,ω < T2,ω . . . be stopping
times on ∆ˆω defined as
T1,ω = Tω, Tn,ω = Tn−1,ω + TσTn−1,ωω ◦ Fˆ n−1ω .
Further as in [15] we obtain estimates for m¯ω × m¯ω{Ti,ω > n} of the same type as for
m¯ω × m¯ω{Rω > n} for all i, n ≥ 1. In particular, if m¯ω × m¯ω{Rω > n} is uniform with
respect to ω then m¯ω× m¯ω{Ti,ω > n} is uniform. Thus the following lemma completes the
proof of Theorem 2.5.
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Lemma 2.7. Let λ˜ = λω × λ′ω. There exists 0 < ε1 < 1 independent of dλ˜/(dm¯ω × dm¯ω)
and a C > 0 such that for almost every ω and all n ∈ N
|(F¯ nω )∗(λω)− (F¯ nω )∗(λ′ω)| ≤ C
∞∑
i=0
εi1λ˜{Ti,ω ≤ n < Ti+1,ω}.
2.4. Decay of correlations. In this subsection we prove Theorems 1.3 and 1.4 by estab-
lishing a relation between decay of future correlations for the original dynamics and that
of quotient dynamics. Recall that for ϕ, ψ :M → R we have
Cn(ϕ, ψ;µω) =
∫
(ϕ ◦ fnω )ψdµω −
∫
ϕdµσnω
∫
ψdµω.
Let πω : ∆ω → M , be the tower projection. Let π¯ω : ∆ω → ∆¯ω be the projection to the
corresponding quotient tower. Then we have µω = (πω)∗νω and ν¯ω = (π¯ω)∗νω, where {νω}
is the equivariant family of physical measures for hyperbolic tower, {µω} is the equivariant
family of physical measures of the original dynamics, {ν¯ω} is the equivariant family of
absolutely continuous measures for the quotient tower. Notice that {ν¯ω} is the same as the
measures constructed in Theorem 2.5 since the conditional measures of νω are equivalent
to mγω . For ϕ, ψ ∈ Cη(M) define ψ˜ω = ψ ◦ πω and ϕ˜ω = ϕ ◦ πω. Then we have
Cn(ϕ, ψ;µω) =
∫
(ϕ ◦ fnω )ψdµω −
∫
ϕdµσnω
∫
ψdµω =∫
(ϕ˜σnω ◦ F nω )ψ˜ωdνω −
∫
ϕ˜σnωdνσnω
∫
ψ˜ωdνω = Cn(ϕ˜ω, ψ˜ω; νω).
(22)
Fix some integer k = [n/4] and define discretezations ϕ¯ω,k of ϕ˜ω on ∆ω as follows
ϕ¯ω,k|A = inf{ϕ˜σkω ◦ F kω (x) | x ∈ A ∈ Qω2k}.
ψ¯ω,k is defined similarly. The main result of this section is the following proposition.
Proposition 2.8. For any n ∈ N, ϕ, ψ ∈ Cη(M)
|Cn(ϕ, ψ;µω)| ≤ Cϕ,ψmax{δησ[n/4]ω,[n/4], Cn(ϕ¯σn−kω,k, ψ¯σ−kω,k; ν¯σ−kω)}
for some constant Cϕ,ψ > 0 and for a.e. ω ∈ Ω.
By (22) it is sufficient to estimate Cn(ϕ˜ω, ψ˜ω; νω). We will estimate this in several steps.
Obviously, for any x ∈ A
|ϕ˜σkω ◦ F kω (x)− ϕ¯ω,k(x)| ≤ ‖ϕ‖Cη diam(πσkω(F kω (A)))η. (23)
Recall that
δω,k = sup
A∈Qω2k
diam(πσkω(F
k
ω (A))).
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Notice that Cn(ϕ˜ω, ψ˜ω; νω) = Cn−k(ϕ˜σnω ◦ F kσn−kω, ψ˜ω; νω). Indeed, by equivariance of νω we
have ∫
(ϕ˜σnω ◦ F nω )ψωdνω −
∫
ϕ¯σnω,kdνσnω
∫
ψ˜νω
=
∫
(ϕ˜σnω ◦ F kσn−kω) ◦ F n−kω ψωdνω −
∫
ϕ¯σnω,k ◦ F kσn−kωdνσn−kω
∫
ψ˜νω.
We have
|Cn(ϕ˜ω, ψ˜ω; νω)− Cn−k(ϕ¯σn−kω, ψ˜ω; νω)|
≤
∣∣∣∣∫ (ϕ˜σnω ◦ F kσn−kω − ϕ¯σn−kω,k) ◦ F n−kω ψ˜ωdνω∣∣∣∣
+
∣∣∣∣∫ (ϕ˜σnω ◦ F kσn−kω − ϕ¯σn−kω,k)dνω ∫ ψ˜ωdνω∣∣∣∣
≤ 2‖ϕ‖Cη‖ψ‖∞δησn−kω,k
(24)
Denote by ψ¯ω,kνω the signed measure whose density with respect to νω is ψ¯ω,k. Let ψˆω,k
denote the density of (F kσ−kω)∗(ψ¯σ−kω,kνσ−kω). Then we have
|Cn−k(ϕ¯σn−kω,k, ψ˜ω; νω)− Cn−k(ϕ¯σn−kω,k, ψˆω,k; νω)| ≤ 2‖ϕ‖∞‖ψ‖Cηδησ−kω,k. (25)
Indeed, the left hand side of (25) is
≤
∣∣∣∣∫ ϕσn−kω,k ◦ F n−kω (ψ˜ω − ψˆω,k)dνω∣∣∣∣
+
∣∣∣∣∫ ϕσn−kω,kdνω ∫ (ψ˜ω − ψˆω,k)dνω∣∣∣∣ ≤ 2‖ϕ‖∞ ∣∣∣∣∫ (ψ˜ω − ψˆω,k)dνω∣∣∣∣ .
Observing that
ψ˜ωνω = (F
k
σ−kω)∗(ψ˜ω ◦ F kσ−kω)νσ−kω.
and letting | · | denote the total variation of a signed measure we have∣∣∣∣∫ (ψ˜ω − ψˆω,k)dνω∣∣∣∣ = |ψ˜ωνω − ψˆω,kνω|
= |(F kσ−kω)∗(ψ˜ω ◦ F kσ−kω)νσ−kω − (F kσ−kω)∗ψ¯σ−kω,kνσ−kω|
=
∫
|ψ˜ω ◦ F kσ−kω − ψ¯σ−kω,k|dνσ−kω ≤ ‖ψ‖Cηδησ−kω,k.
This shows (25). Next we observe that
Cn−k(ϕ¯σn−kω,k, ψˆω,k; νω) = Cn(ϕ¯σn−kω,k, ψ¯σ−kω,k; ν¯σ−kω). (26)
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Indeed, ∫
ϕ¯σn−kω,k ◦ F n−kω ψˆω,kdνω =
∫
ϕ¯σn−kω,k ◦ F n−kω d(ψˆω,kνω)
=
∫
ϕ¯σn−kω,kd((F
n−k
ω )∗(ψˆω,kνω)) =
∫
ϕ¯σn−kω,kd((F
n
σ−kω)∗(ψ¯σ−kω,kνσ−kω))
=
∫
ϕ¯σn−kω,k ◦ F nσ−kωψ¯σ−kω,kdνσ−kω =
∫
ϕ¯σn−kω,k ◦ F¯ nσ−kωψ¯σ−kω,kdν¯σ−kω.
Also,∫
ϕ¯σn−kω,kdνσn−kω
∫
ψˆω,kdνω =
∫
ϕ¯σn−kω,kdνσn−kω
∫
d(F kσ−kω)∗ψ¯σ−kω,kνσ−kω
=
∫
ϕ¯σn−kω,kdν¯σn−kω
∫
ψ¯σ−kω,kν¯σ−kω.
Finally we show that ϕ¯σn−kω,k and ψ¯σ−kω,k belong to right functions spaces and thus the
results for the quotient tower are applicable.
Suppose that ψ is not identically zero. Fix k ≤ n/4 and let
Ψω,k = bω,k(ψ¯ω,k + 2‖ψ¯ω,k‖∞),
where (3‖ψ‖∞)−1 ≤ bω,k ≤ ‖ψ‖−1∞ is chosen so that
∫
Ψω,kdν¯ω = 1. Then 1 ≤ ‖Ψω,k‖∞ ≤ 3.
Let m¯ω denote the reference measure on quotient tower ∆¯ω, and let
ρω =
dν¯ω
dm¯ω
, dλˆω,k = Ψω,kρωdm¯ω.
Recalling that
∫
Ψσ−kω,kdνσ−kω = 1 we have∣∣∣∣∫ ϕ¯σn−kω,k ◦ F¯ nσ−kωψ¯σ−kω,kdν¯σ−kω − ∫ ϕ¯σn−kω,kdν¯σn−kω ∫ ψ¯σ−kω,kdν¯σ−kω∣∣∣∣
=
1
bσ−kω,k
∣∣∣∣∫ ϕ¯σn−kω,k ◦ F¯ nσ−kωΨσ−kω,kdνσ−kω − ∫ ϕ¯σn−kω,kdν¯σn−kω∣∣∣∣
=
1
bσ−kω,k
∣∣∣∣∫ ϕ¯σn−kω,kd(F¯ nσ−kω)∗λˆσ−kω − ∫ ϕ¯σn−kω,kdν¯σn−kω∣∣∣∣
≤ 3‖ϕ‖∞‖ψ‖∞
∫ ∣∣∣∣∣d(F¯ nσ−kω)∗λˆσ−kω,kdm¯σn−k − ρσn−kω
∣∣∣∣∣ dm¯σn−kω.
Letting λ¯σkω,k = (F¯
2k
σ−kω
)∗λˆσ−kω,k, the above equality implies
Cn(ϕ¯σn−kω,k, ψ¯σ−kω,k; ν¯σ−kω) ≤ 3‖ϕ‖∞‖ψ‖∞|(F¯ 2kσkω)∗λ¯σkω,k − ν¯σn−kω|. (27)
Let φω,k denote the density of the measure λ¯ω,k with respect to m¯ω. The next lemma
shows that φω,k ∈ F+β , with the constant C independent of ω and k. This is enough for
using Theorem 2.5 and concluding the proof of the proposition.
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Lemma 2.9. There is C > 0, independent of ω and k, and a random variable Kω : Ω →
R+such that
|φω,k(x¯)− φω,k(y¯)| ≤ CKωβ s¯(x¯,y¯), for all x¯, y¯ ∈ ∆¯ω.
Proof. Since F¯ 2k∗ ν¯ω = ν¯σ2kω and ρω = dν¯ω/dm¯ω, we write
ρω(x¯) =
∑
Q∈Q¯ω2k
ρσ−2kω
(
(F¯ 2k
σ−2kω
|Q)−1(x¯))
JF¯ 2k
σ−2kω
(
(F¯ 2k
σ−2kω
|Q)−1(x¯)) . (28)
By definition we have
φω,k =
dλ¯ω,k
dm
=
d
dm¯ω
(F¯ 2kσ−2kω)∗λˆσ−2kω,k and
dλˆσ−2kωk
dmω
= Ψσ−2kω,kρσ−2kω.
Since Ψω,k is constant on elements of Qω2k, letting Ψσ−2kω
(
(F¯ 2k
σ−2kω
|Q)−1(x¯)) = cω,Q we have
φω,k(x¯) =
∑
Q∈Q¯ω2k
cω,Q ·
ρσ−2kω
(
(F¯ 2kσ−2kω|Q)−1(x¯)
)
JF¯ 2k
σ−2kω
(
(F¯ 2k
σ−2kω
|Q)−1(x¯)) .
Hence,
φk(x¯)− φk(y¯) =∑
Q∈Q¯ω2k
cω,Q
(
ρσ−2kω
(
(F¯ 2kσ−2kω|Q)−1(x¯)
)
JF¯ 2k
σ−2kω
(
(F¯ 2k
σ−2kω
|Q)−1(x¯)) − ρσ−2kω
(
(F¯ 2kσ−2kω|Q)−1(y¯)
)
JF¯ 2k
σ−2kω
(
(F¯ 2k
σ−2kω
|Q)−1(y¯))
)
.
(29)
Let ω′ = σ−2kω. For Q ∈ Q¯ω2k,let x¯′, y¯′,∈ Q be such F¯ 2kω′ (x¯′) = x¯ and F¯ 2kω′ (x¯′) = x¯. We have
ρω′(x¯
′)
JF¯ 2kω′ (x¯
′)
− ρω′(y¯
′)
JF¯ 2kω′ (y¯
′)
=
(
ρω′(y¯
′)
JF¯ 2kω′ (y¯
′)
)(
ρω′(x¯
′)
ρω′(y¯′)
JF¯ 2kω′ (y¯
′)
JF¯ 2kω′ (x¯
′)
− 1
)
. (30)
It follows from Theorem 1.2 that there is Cρ > 0 independent of ω such that∣∣∣∣ρω′(x¯′)ρω′(y¯′) − 1
∣∣∣∣ ≤ Cρβs(x¯′,y¯′).
On the other hand, by Lemma 2.4 there is D > 0 such that independent of ω such that∣∣∣∣JF¯ 2kω′ (y¯′)JF¯ 2kω′ (x¯′) − 1
∣∣∣∣ ≤ Dβ s¯(F¯ 2kω′ (x¯′),F 2kω′ (y¯′)).
Since s(x¯′, y¯′) ≥ s(F¯ 2kω′ (x¯′), F 2kω′ (y¯′)) = s(x¯, y¯), we have
log
∣∣∣∣ρ(x¯′)ρ(y¯′) JF¯ 2k(y¯′)JF¯ 2k(x¯′)
∣∣∣∣ ≤ (Cρ +D)β s¯(x¯,y¯). (31)
Recalling (28) and the fact that |cQ| ≤ ‖Ψˆω,k‖∞ ≤ 3, it follows from (29), (30) and (31)
that there is some constant C > 0 not depending on φk such that
|φω,k(x¯)− φω,k(y¯)| ≤ Cκωβ s¯(x¯,y¯).
Actually, we may take C = 3‖ρ‖∞(Cρ +D)/κω. 
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Lemma 2.9 shows that the Lipschitz constant of φω,k ∈ F+β is independent of ω and k.
Thus, the rate of decay of |(F¯ 2kσkω)∗λ¯σkω,k− ν¯σn−kω| can be estimated as in Theorem 2.5 with
uniform constants for all 0 ≤ k ≤ n/4. This completes the proofs of Theorems 1.3 and 1.4.
3. Partially hyperbolic attractors
In this section we prove Theorem 1.5.
3.1. Preliminary results. Here we present the “random version” of the main results in
[3, Section 2], where it was shown that f satisfies a bounded curvature property over disks
having the tangent space at each point contained in a cone field around the centre-unstable
direction.
First of all we fix continuous extensions (not necessarily invariant under Df) of the two
subbundles Es and Ecu to the trapping region U ⊃ K. Given 0 < a < 1, we define the
centre-unstable cone field Ccua = (C
cu
a (x))x∈U by
Ccua (x) = {v1 + v2 ∈ Esx ⊕ Ecux : ‖v1‖ ≤ a‖v2‖} (32)
and the stable cone field Csa = (C
s
a(x))x∈U similarly, reversing the roles of the bundles
in (32). Slightly increasing λ < 1, if necessary, we may fix a so that dominated decompo-
sition extends to the cone fields for all maps nearby f , i.e.
‖Dfω(x)vs‖ · ‖Df−1ω (fω(x))vcu‖ ≤ λ‖vs‖ · ‖vcu‖ (33)
for all vs ∈ Csa(x), vcu ∈ Ccua (fω(x)), x ∈ U and ω ∈ Ω. Moreover, the domination property
implies that for fω sufficiently close to f we have
DfωC
cu
a (x) ⊂ Ccua (fωx) and Df−1ω Csa(x) ⊂ Csa(f−1ω x). (34)
We say that an embedded sub-manifold S ⊂ U is tangent to the centre-unstable cone
field if TxS ⊂ Ccua (x) for all x ∈ S. Note that as we assume contraction in the Es direction,
the local unstable manifolds are necessarily tangent to the centre-unstable cone field.
The curvature of local unstable manifolds and their iterates will be approximated in local
coordinates by the notion of Ho¨lder variation of the tangent bundle as follows. Let ε > 0
be sufficiently small so that if Vx = B(x, ε), then the exponential map expx : Vx → TxM
is a diffeomorphism onto its image for all x ∈M . We are going to identify Vx through the
local chart exp−1x with the neighborhood Ux = expx Vx of the origin in TxM . Identifying x
with the origin in TxM and reducing ε, if necessary, we get that E
cu
x is contained in C
cu
a (y)
for all y ∈ Ux. Then the intersection of Esx with Ccua (y) is the zero vector. So if x ∈ S
then TyS is the graph of a linear map Ax(y) : E
cu
x → Esx for y ∈ Ux ∩ S. Given C > 0 and
ζ ∈ (0, 1), we say that the tangent bundle of S is (C, ζ)-Ho¨lder if
‖Ax(y)‖ ≤ C distS(x, y)ζ, for all y ∈ Ux ∩ S and all x ∈ U , (35)
where distS(x, y) is the distance measured along S. Up to choosing smaller a > 0 we may
assume that there are λ < λ1 < 1 and 0 < ζ < 1 such that for all norm one vectors
vs ∈ Csa(x), vcu ∈ Ccua (x), x ∈ U it holds
‖Dfω(x)vs‖ · ‖Df−1ω (fω(x))vcu‖1+ζ ≤ λ1.
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For these values of λ1 and ζ , given a C
1 submanifold S ⊂ U tangent to the centre-unstable
cone field we define
κ(S) = inf{C > 0 : TS is (C, ζ)-Ho¨lder}. (36)
The proofs of the conclusions in the next proposition may be obtained by mimicking the
proofs of the corresponding ones in [3, Proposition 2.2 & Corollary 2.4]. Actually, the
proof of Proposition 2.2 in [3] holds in a more general setting of submanifolds tangent
to the centre-unstable cone fields, than just local unstable manifolds, but here we do not
need it in its full generality. The main ingredients are the cone invariance and dominated
decomposition properties that we have already extended for nearby perturbations fω of
the diffeomorphism f ; see also [2, Section 4] in the random setting.
Proposition 3.1. There is C1 > 0 such that for every local unstable manifold Σ ⊂ U and
every ω ∈ Ω
(1) there exists n1 such that κ(f
n
ω (Σ)) ≤ C1 for all n ≥ n1 with fkω(Σ) ⊂ U for all
1 ≤ k ≤ n;
(2) if κ(S) ≤ C1 then κ(fnω (Σ)) ≤ C1 for all n ≥ 1 such that fkω(Σ) ⊂ U for all
1 ≤ k ≤ n;
(3) in particular, if Σ is as in the previous item, then for every n ≥ 1 we have
Jn : f
n
ω (Σ) ∋ x 7−→ log | det(Dfσnω|Txfnω (Σ))|
is (L1, ζ)-Ho¨lder continuous with L1 > 0 depending only on C1 and f .
From the condition of non-uniform expansion along the centre-unstable direction we will
be able to deduce some uniform expansion at certain times which are precisely defined
through the following notion. Given 0 < α < 1, we say that n ≥ 1 is a α-hyperbolic time
for (ω, x) ∈ Ω× U if
n∏
j=n−k+1
‖Df−1σjω|Ecufjω(x)‖ ≤ α
k, for all k = 1, . . . , n.
The condition of non-uniform expansion for random orbits along the centre-unstable
direction is enough to ensure that almost all points have infinitely many α-hyperbolic
times easily adapting the proof of [3, Corollary 3.2], based on an idea of Pliss [41].
Proposition 3.2. There exist ρ, α > 0 depending only on f such that for P × Leb almost
all (ω, x) ∈ Ω×U and a sufficiently large integer n ≥ 1, there exist 1 ≤ n1 < · · · < nk ≤ n,
with k ≥ ρn, which are α-hyperbolic times for (ω, x).
Let n be a α-hyperbolic time for (ω, x) ∈ Ω × U . This implies that Df−k
σn−kω
|Ecufnω (x) is a
contraction for all k = 1, . . . , n. In addition, if a > 0 and ǫ > 0 are taken small enough
in the definition of the cone fields and the random perturbations, then taking δ1 > 0 also
small, we have by continuity
‖Df−1ω |Ecufω(y)‖ ≤ α−1/4‖Df−1ω |Ecufω(x)‖, (37)
for all ω ∈ Ω, x ∈ f(U) and y ∈ U with dist(x, y) ≤ δ1.
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In the sequel, we will refer to a local unstable manifold of size δ1 simply as cu-disk of a
certain radius r > 0. Using (37), the next result can be obtained by adapting the proof of
[3, Lemma 2.7].
Proposition 3.3. Given a local unstable manifold Σ ⊂ U , a point x ∈ Σ and n ≥ 1 a
α-hyperbolic time for (ω, x), there exists a set Vω,n(x) ⊂ Σ such that fnω maps diffeomor-
phically onto a cu-disk of radius δ1 around f
n
ω (x). Moreover,
distfn−kω (Σ)(f
n−k
ω (y), f
n−k
ω (z)) ≤ αk/2 distfnω (Σ)(fnωy, fnωz),
for every k = 1, . . . , n and every y, z ∈ Vω,n(x).
These sets Vω,n(x) will be referred to as hyperbolic predisks. Notice that their images
Bcuδ1 (f
n
ω (x)) are cu-disks of radius δ1.
Remark 3.4. The proof of [3, Lemma 2.7] works under the less restrictive assumption of
having α−1/2 instead of α−1/4 in (37). Also, that proof gives that n is a α1/2-hyperbolic
time for each y ∈ Vω,n(x). Under (37), it is straightforward to check that n is still an α1/4-
hyperbolic time for any point z ∈ U such that dist(f jω(y), f jω(z)) ≤ δ1, for some y ∈ Vω,n(x).
Using the previous lemma and the Ho¨lder continuity given by Proposition 3.1 the fol-
lowing bounded distortion result can be deduced as in [3, Proposition 2.8].
Proposition 3.5. There exists C > 1 such that given any C1 cu-disk Σ with κ(Σ) ≤ C,
any x ∈ Σ and n ≥ 1 a α-hyperbolic time for (ω, x), then
log
| detDfnω |TyΣ|
| detDfnω |TzΣ|
≤ C distfnω (Σ)(fnω (y), fnω (z))η.
for every y, z ∈ Vω,n(x).
3.2. Partition on a reference leaf. Here we find a cu-disk Σω ⊂ Dω whose hyperbolic
pre-disks contained in it return to a neighborhood of Σω under forward iterations and their
images project along stable leaves covering Σω completely. Then we define a partition
on Σω whose construction is inspired essentially by [4, 5, 7, 10]. In particular, we improve
the product structure construction of [4], which was performed for deterministic diffeo-
morphisms, to incorporate random perturbations in a partially hyperbolic setting. We
then estimate the decay of return times adapting the ideas of [30] to the random partially
hyperbolic setting.
Let Dω be a local unstable manifold as in Theorem 1.5. Given δ1 > 0 as in Proposi-
tion 3.3, we take 0 < δs < δ1/2 such that points in x ∈ Kω have local stable manifolds
W sω,δs(x) of size δs. Notice that as we are assuming uniform contraction in the stable di-
rection Es, the these stable manifolds with uniform size exist; see e.g. [11, Chapter 7].
Moreover, they depend continuously on ω in the C1 topology. Given any cu-disk Σω ⊂ Dω,
we define the cylinder over Σω
C(Σω) =
⋃
x∈Σω
W sω,δs(x)
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and consider πω the projection from C(Σω) onto Σω along the local stable leaves. We say
that a cu-disk γ u-crosses C(Σω) if πω(γ ∩ C(Σω)) = Σω.
The next result is purely deterministic, it is a consequence of the transitivity of f on the
partially hyperbolic set K and it follows from [10, Lemma 3.1 & 3.2].
Lemma 3.6. There are p ∈ D and L ≥ 1 such that for any δ0 > 0 sufficiently small and
each cu-disk Σ of radius δ1/9 there is 0 ≤ ℓ ≤ L such that f ℓ(Σ) intersects W sδs/4(p) and
u-crosses C(Bcu2δ0(p)), where Bcu2δ0(p) is the cu-disk in D of radius 2δ0 centred at p.
Now we fix p ∈ D, L ≥ 1 and δ0 > 0 small enough such that the conclusions of Lemma 3.6
hold, and define
Σ00 = B
cu
δ0
(p) and Σ10 = B
cu
2δ0
(p). (38)
For i = 0, 1 we consider the corresponding cylinders
Ci0 = C(Σi0). (39)
We also choose δ0 > 0 small so that any cu-disk intersecting W
s
δs/4
(p) is at a distance at
least δs/2 from the top and bottom of C00 .
Since we assume that each fω has a partially hyperbolic set Kω with a local unstable
manifold Dω ⊂ Kω close to D in the C1 topology, choosing fω sufficiently close to f , for
each i = 0, 1 there is a local unstable disk Σiω ⊂ Dω close to Σi0 such that
Ciω = C(Σiω)
is close to Ci0 in the Hausdorff distance. Here we use the fact that the local stable manifolds
also depend continuously on the dynamics. Denoting πω the projection along the stable
leaves of the cylinder C1ω, we have
πω(Ciω) = Σiω, for i = 0, 1.
For each n ≥ 1 and ω ∈ Ω, define
Hω,n = {x ∈ Σ0ω : n is a α-hyperbolic time for (ω, x)}.
Since Σ0ω ⊂ Dω, From Proposition 3.2 and Proposition 3.3 we have for each x ∈ Hω,n a
hyperbolic preball Vω,n(x) ⊂ Σ0ω which is mapped by fnω diffeomorphically onto the disk
Bcuδ1 (f
n
ω (x)) with uniformly bounded distortion, by Proposition 3.5. For each 0 < a ≤ 1,
consider the set sets V aω,n(x) ⊂ Vω,n(x) such that
fnω maps V
a
ω,n(x) diffeomorphically onto Baδ1(f
n
ω (x)). (40)
Notice that V 1ω,n(x) = Vω,n(x). It follows that for each x ∈ Hω,k and y ∈ Hω,n with n ≥ k,
we have {
V
1/9
ω,n (y) ∩ V 1/9ω,k (x) 6= ∅ =⇒ V 1/9ω,n (y) ⊂ V 1/3ω,k (x);
V
1/3
ω,n (y) ∩ V 1/3ω,k (x) 6= ∅ =⇒ V 1/3ω,n (y) ⊂ V 1ω,k(x).
(41)
To see this, observe first that by Proposition 3.3 we have
diam
(
fkω
(
V 1/9ω,n (y)
)) ≤ 2δ1
9
α
n−k
2 ≤ 2δ1
9
. (42)
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Then, assuming that V
1/9
ω,n (y) intersects V
1/9
ω,n (x), we necessarily have fkω(V
1/9
ω,n (y)) inter-
secting fkω(V
1/9
ω,n (x)), which by definition is the ball of radius δ1/9 around f
k
ω(x). Together
with (42), this implies that fkω(V
1/9
ω,n (y)) is contained in the ball of radius δ1/3 around f
k
ω(x),
and so the first case of (41) follows. The second case of (41) can be obtained similarly.
Remark 3.7. Since in Lemma 3.6 we have at most a finite number of iteratesN0, shrinking δ0
if necessary, a similar conclusion can be drawn for the random perturbations: for any ω
and any cu-disk Σ of radius δ1/9 there is 0 ≤ ℓ ≤ L such that f ℓω(Σ) intersects W sσℓω,δs/2(y)
for some y ∈ Σ0σℓω and u-crosses C1σℓω. Indeed, since the images fnω (V 1/9ω,n (x)) of hyperbolic
predisks V
1/9
ω,n (x) with x ∈ Σω are cu-disks of radius δ1/9, we easily get that for each
hyperbolic predisk V
1/9
ω,n (x) with x ∈ Σω, there is 0 ≤ ℓξω ≤ L for which fn+ℓξωω (V 1/9ω,n (x))
intersects W s
σ
n+ℓξω ω,δs/2
(y), for some y ∈ Σ0
σ
n+ℓξω ω
, and u-crosses C1
σ
n+ℓξω ω
.
Hence, for each i = 0, 1 there are cu-disks ξ
n,ℓξω
ω,x ⊂ ξ˜n,ℓξωω,x ⊂ V 1/9ω,n (x) such that
π
σ
n+ℓξω ω
(
f
n+ℓξω
ω (ξ
n,ℓξω
ω,x )
)
= Σ0
σ
n+ℓξω ω
and π
σ
n+ℓξω ω
(
f
n+ℓξω
ω (ξ˜
n,ℓξω
ω,x )
)
= Σ1
σ
n+ℓξω ω
, (43)
with the property that f
n+ℓξω
ω (ξ
n,ℓξω
ω,x ) intersects W s
σ
n+ℓξω ω,δs/2
(y), for some y ∈ Σ0
σ
n+ℓξω ω
.
As condition (43) may in principle hold for several values of 0 ≤ ℓξω ≤ L, for definiteness
we will assume that ℓξω takes the smallest possible value. Observe that the cu-disk ξ˜
n,ℓξω
ω,x
is associated to x, by construction, but does not necessarily contain x. In the sequel we
will often simplify the notation and refer to elements of the type ξ
n,ℓξω
ω,x or ξ˜
n,ℓξω
ω,x as ξω or
ξ˜ω, respectively. In such cases we will also consider
ℓξω = ℓξω and V
a
ω,n(ξ) = V
a
ω,n(x)
with V aω,n(x) defined as in (40). Given x ∈ Hω,k, define for ξ = ξk,ℓξωω,x and n > k
Aω,n (ξ) =
{
y ∈ ξ˜ : dist
f
n+ℓξω
ω (Dω)
(
f
k+ℓξω
ω (y), f
k+ℓξω
ω (ξ)
)
≤ δ0αn−k2
}
. (44)
Remark 3.8. Without loss of generality, here we assume that the cu-disks f
k+ℓξω
ω (ξ˜) and
f
k+ℓξω
ω (ξ) are still disks of radius 2δ0 and δ0, respectively. It follows from the definition of
Aω,n(ξ) that f
k+ℓξω
ω (ξ˜) contains a neighbourhood of the outer component of the boundary
of f
k+ℓξω
ω (Aω,n(ξ)) of size at least
2δ0 − δ0
(
1 + α(n−k)/2
)
= δ0
(
1− α(n−k)/2) .
Using the fact that 0 ≤ ℓξω ≤ L and taking
K0 = max
0≤ℓ≤L
{‖Df ℓω‖ : ω ∈ Ω}, (45)
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we easily get that fkω(ξ˜) contains a neighbourhood of the outer component of the boundary
of f
k+ℓξω
ω (Aω,n(ξ)) of size at least
δ0
(
1− α(n−k)/2)
K0
.
This last remark partly motivates the choice of the constants that we introduce next.
We take
δ2 = δ0 +
δ1
2
K0 (46)
and choose N1 ∈ N such that
δ2α
N1
2 ≤ δ0 and 2δ1
9
α
N1
2 ≤ δ0(1− α
N1/2)
K0
. (47)
Below we describe the inductive process that leads to a partition Pω of each local unstable
disk Σ0ω. The sets ξ
n,ℓξω
ω,n ⊂ Σ0ω as in (43) are the natural candidates to be in Pω.
First step of induction. Fixing some large N0 ∈ N, we ignore the dynamics until time N0.
Since Hω,N0 is a compact set, there is a finite set Eω,N0 ⊂ Hω,N0 ∩ Σ0ω such that
Hω,N0 ∩ Σ0ω ⊂
⋃
x∈Eω,N0
V
1/9
ω,N0
(x).
Consider x1, . . . , xjN0 ∈ Eω,N0 such that
Pω,N0 =
{
ξx1,ℓ1ω,N0 , . . . , ξ
xjN0
,ℓjN0
ω,N0
}
is a maximal family of pairwise disjoint sets as in (43) contained in Σ0ω. The sets in Pω,N0 are
precisely the elements of the partition P constructed in our first step of the construction.
Consider also
Σcω,N0 = Σ
0
ω \
⋃
ξ∈Pω,N0
ξ.
For each ξ ∈ Pω,N0 , we define
Sω,N0(ξ) = V
1/3
ω,N0
(ξ),
with V
1/3
ω,N0
(ξ) as in (40). We also define
Sω,N0(Σ
0
ω) =
⋃
ξ∈Pω,N0
Sω,N0(ξ).
and for Σcω = Σ
1
ω \ Σ0ω
Sω,N0 (Σ
c
ω) =
{
x ∈ Σ0ω : distDω(x, ∂Σ0ω) < 2δ1αN0/2
}
. (48)
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General step of induction. The next steps of the construction follow the ideas of the first
one with minor modifications. Given n > N0, assume that Pω,k, Σω,k and Sω,k have been
defined for all N0 ≤ k ≤ n− 1. As before, let Eω,n ⊂ Hω,n ∩Σcω,n−1 be a finite set of points
such that
Hω,n ∩ Σcω,n−1 ⊂
⋃
x∈Eω,n
V 1/9ω,n (x). (49)
Consider x1, . . . , xjn ∈ En such that
Pω,n =
{
ξx1,ℓ1ω,n , . . . , ξ
xjn ,ℓjn
ω,n
}
is a maximal family of pairwise disjoint sets as in (43), all contained in Σcω,n−1 and satisfying
for each 1 ≤ i ≤ jn
ξxi,ℓiω,n ∩
 n−1⋃
k=N0
⋃
ξ∈Pω,k
Aω,n(ξ)
 = ∅. (50)
The sets in Pω,n are the elements of the partition Pω constructed in the step n of the
algorithm. Consider also for each n ≥ N0
Σcω,n = Σ
0
ω \
n⋃
j=N0
⋃
ξ∈Pω,j
ξ. (51)
Given ξ ∈ Pω,k for some N0 ≤ k ≤ n, we define for n− k < N1
Sω,n (ξ) = V
1/3
ω,k (ξ).
and for n− k ≥ N1
Sω,n (ξ) =
{
y ∈ ξ˜ : 0 < dist
f
n+ℓξω
ω (Dω)
(
f
k+ℓξω
ω (y), f
k+ℓξω
ω (ξ)
)
≤ δ2αn−k2
}
; (52)
recall (46) and (47). Then, we define
Sω,n(Σ
0
ω) =
n⋃
j=N0
⋃
ξ∈Pω,j
Sω,n(ξ) (53)
and
Sω,n (Σ
c
ω) =
{
x ∈ ∆0 : distDω(x, ∂Σ0ω) < δ1αn/2
}
.
Finally, set
Pω =
⋃
n≥N0
Pω,n.
By construction, the elements in Pω are pairwise disjoint and contained in Σ0ω. However,
there is still no evidence that the union of these elements covers a full LebDω measure
subset of Σ0ω. This will be obtained in Proposition 3.13.
Now we prove some properties about the sets Sω,n(ξ) introduced above. First of all
observe that, by definition, for each ξ ∈ Pω,k with k ≥ N0 we have
V
1/3
ω,k (ξ) ⊃ Sω,k(ξ) ⊃ Sω,k+1(ξ) ⊃ · · · (54)
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Moreover, if n− k ≥ N1, we even have
V
1/9
ω,k (ξ) ⊃ Sω,n(ξ). (55)
From the construction of these sets and (41), it follows that for all k2 ≥ k1 ≥ N0, given
ξ1 ∈ Pω,k1 and ξ2 ∈ Pω,k2 , we have
Sω,k2(ξ2) ∩ V 1/3ω,k (ξ) 6= ∅ =⇒ Sω,k2(ξ2) ∪ ξ2 ⊂ Vω,k1(ξ1). (56)
and for any n ≥ N1
Sω,k2+n(ξ2) ∩ V 1/9ω,k (ξ) 6= ∅ =⇒ Sω,k2+n(ξ2) ∪ ξ2 ⊂ V 1/3ω,k (ξ). (57)
In the proof of the next result we use in an important way property (50), which estab-
lishes that an element in Pω obtained at a certain stage of the construction not only does
not intersect an element constructed at a previous stage, but also it does not intersect a
larger annulus of the type (44) around it. This fact will be useful to deduce the estimates
on the tail of recurrence times in Subsection 3.3. We fix once and for all an integer Q0 ≥ N1
such that
δ2(1 +K
2
0 )α
Q0/2 < δ0 and δ2K0α
Q0/2 <
δ0
(
1− α1/2)
K0
. (58)
Lemma 3.9. If k2 > k1 ≥ N0, then for all ξ1 ∈ Pω,k1 and all ξ2 ∈ Pω,k2 we have
Sω,k2+Q0(ξ1) ∩ Sω,k2+Q0(ξ2) = ∅.
Proof. Assume by contradiction that
∃x ∈ Sω,k2+Q0(ξ1) ∩ Sω,k2+Q0(ξ2). (59)
By (43), we have
dist
f
k2+ℓ2
ω (Dω)
(
fk2+ℓ2ω (x), f
k2+ℓ2
ω (ξ2)
)
< δ2α
Q0/2, (60)
for some 0 ≤ ℓ2 ≤ L such that
πσk2+ℓ2ω
(
fk2+ℓ2ω (ξ˜2)
)
= Σ1σk2+ℓ2ω.
Using (45) and (60), we find y ∈ ξ2 such that
dist
f
k2
ω (Dω)
(
fk2ω (x), f
k2
ω (y)
)
< δ2K0α
Q0/2. (61)
Also, from (55) and (59) it follows in particular that Sω,k2+Q0(ξ2) intersects V
1/9
ω,k1
(ξ1), and
so by (57) we have Sω,k2+Q0(ξ2) ∪ ξ2 ⊂ V 1/3ω,k (ξ1). Then, using (61) and Proposition 3.3 we
obtain
dist
f
k1
ω (Dω)
(
fk1ω (x), f
k1
ω (y)
) ≤ α(k2−k1)/2 dist
f
k2
ω (Dω)
(
fk2ω (x), f
k2
ω (y)
)
< δ2K0α
(Q0+k2−k1)/2. (62)
On the other hand, since x ∈ Sω,k2+Q0(ξ1) we also have by definition
dist
f
k1+ℓ1
ω (Dω)
(
fk1+ℓ1ω (x), f
k1+ℓ1
ω (ξ1)
)
< δ2α
(Q0+k2−k1)/2, (63)
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for some 0 ≤ ℓ1 ≤ L such that
πσk1+ℓ1ω
(
fk1+ℓ1ω (ξ˜1)
)
= Σ1σk1+ℓ1ω.
Recalling the first part of (58), we easily conclude that x ∈ Aω,k2(ξ1). Then, Remark 3.8
gives that fk1ω (ξ˜1) contains a neighbourhood of the outer component of the boundary of
fk1ω (Aω,k2(ξ1)) of size at least
δ0
(
1− α(k2−k1)/2)
K0
≥ δ0
(
1− α1/2)
K0
.
Recalling now the second part of (58) and using (62) we deduce that fk1ω (y) ∈ fk1ω (ξ˜1). So,
using (45) together with (62) we obtain
dist
f
k1+ℓ1
ω (Dω)
(
fk1+ℓ1ω (x), f
k1+ℓ1
ω (y)
)
< δ2K
2
0α
(Q0+k2−k1)/2, (64)
which jointly with (63) and the first part of (58) yields
dist
f
k1+ℓ1
ω (Dω)
(
fk1+ℓ1ω (y), f
k1+ℓ1
ω (ξ1)
)
< δ2(1 +K
2
0 )α
(Q0+k2−k1)/2 < δ0α
(k2−k1)/2.
This implies that y ∈ Aω,k2(ξ1) with ξ1 ∈ Pω,k1 . Since y ∈ ξ2 and ξ2 ∈ Pω,k2 we have a
contradiction with (50). 
In the next result we prove the key fact that every point having a α-hyperbolic time at
a given time n will necessarily belong to either to an element of the partition or to the
set Sω,n(Σ
0
ω) ∪ Sω,n(Σcω). In Lemma 3.12 we will show that the sum of the measure of all
these sets is finite. This will be an important step towards proving that Pω is indeed a Leb
mod 0 partition of Σ0ω.
Lemma 3.10. For each n ≥ N0, we have Hω,n ∩ Σcω,n ⊂ Sω,n(Σ0ω) ∪ Sω,n(Σcω).
Proof. Consider the finite set Eω,n ⊂ Hω,n ∩ Σcω,n−1 as in (49). Given any z ∈ Hω,n ∩
Σcω,n ⊂ Hω,n ∩ Σcω,n−1, there is y ∈ Eω,n such that z ∈ V 1/9ω,n (y). It is enough to show that
V
1/9
ω,n (y) ⊂ Sω,n(Σ0ω) ∪ Sω,n(Σcω). Since z ∈ Σcω,n, at least one of the following cases holds:
(1) ξ
n,ℓω,y
ω,y ∩ ξ 6= ∅, for some ξ ∈ Pω,n.
In this case, we have Sω,n(ξ) = V
1/3
ω,n (ξ) and V
1/9
ω,n (y) necessarily intersecting V
1/9
ω,n (ξ).
Hence, using (41) we get
V 1/9ω,n (y) ⊂ V 1/3ω,n (ξ) = Sω,n(ξ) ⊂ Sω,n(Σ0ω).
(2) ξ
n,ℓω,y
ω,y ∩Aω,n(ξ) 6= ∅, for some N0 ≤ k < n and ξ ∈ Pω,k.
Observe that by definition we have Aω,n (ξ) ⊂ V 1/9ω,n (ξ). Assume first that n−k < N1.
Then, as in the previous situation, using (41) we get
V 1/9ω,n (y) ⊂ V 1/3ω,k (ξ) = Sω,n(ξ) ⊂ Sω,n(Σ0ω).
Assume now that n− k ≥ N1. We claim that
fkω
(
V 1/9ω,n (y)
) ⊂ fkω(ξ˜). (65)
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Recall that by Remark 3.8 the set fkω(ξ˜) contains a neighbourhood of the outer
component of the boundary of fkω(Aω,n(ξ)) of size at least
δ0(1− αN1/2)
K0
.
On the other hand, using Proposition 3.3 we obtain
diam
(
fkω
(
V 1/9ω,n (y)
)) ≤ 2δ1
9
α
n−k
2 ≤ 2δ1
9
α
N1
2 . (66)
Recalling the choice of N1 in (47) and observing that in the situation we are con-
sidering the set fkω
(
V
1/9
ω,n (y)
)
intersects fkω (Aω,n(ξ)), we conclude that (65) holds.
Then, using (45) and (66) we also obtain
diam
(
f
k+ℓξ
ω
(
V 1/9ω,n (y)
)) ≤ 2δ1
9
K0α
n−k
2 . (67)
Now, since the set f
k+ℓξ
ω
(
V
1/9
ω,n (y)
)
intersects f
k+ℓξ
ω (Aω,n(ξ)), we have for each u ∈
f
k+ℓξ
ω
(
V
1/9
ω,n (y)
)
distDω(u,Σ
0
ω) ≤ δ0α
n−k
2 +
2δ1
9
K0α
n−k
2 = δ2α
n−k
2 .
This shows that V
1/9
ω,n (y) ⊂ Sω,n(ξ) ⊂ Sω,n(Σ0ω).
(3) ξ
n,ℓω,y
ω,y ∩ Σcω 6= ∅.
This in particular implies that V
1/9
ω,n (y) intersects ∂Σ0ω . From Proposition 3.3 we get
diam
(
V 1/9ω,n (y)
) ≤ 2δ1
9
α
n
2 ,
and so V
1/9
ω,n (y) ⊂ Sn(Σcω).

Now we give some estimates on the measure of the sets involved in the construction
of Pω. We claim that there exists C0 > 0 such that for any n ≥ N0 and ξ ∈ Pω,n we have
LebDω (Vω,n(ξ)) ≤ C0 LebDω(ξ). (68)
In fact, using Proposition 3.5 we get some constant C1 > 0 such that
LebDω (Vω,n(ξ))
LebDω (ξ)
≤ C1Lebf
n
ω (Dω)(f
n
ω (Vω,n(ξ)))
Lebfnω (Dω)(f
n
ω (ξ))
≤ C1 C2δ
2
1
Lebfnω (Dω)(f
n
ω (ξ))
, (69)
where C2 > 0 is some uniform constant; recall that f
n
ω (Vω,n(ξ)) is a cu-disk of radius δ1.
On the other hand, using that f
n+ℓξ
ω (ξ) is a cu-disk of radius δ0 and (45) we have
Lebfnω (Dω)(f
n
ω (ξ)) ≥
1
K0
Leb
f
n+ℓξ
ω (Dω)
(f
n+ℓξ
ω (ξ)) ≥ c0δ
2
0
K0
, (70)
where c0 > 0 is again some uniform constant. From (69) and (70) we deduce (68).
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Lemma 3.11. There exists C > 0 such that for all n ≥ k ≥ N0 and ξ ∈ Pω,k we have
LebDω (Sω,n(ξ)) ≤ Cα(n−k)/2 LebDω(ξ).
Proof. Assuming first that n− k < N1, as Sn(ξ) ⊂ Vk(ξ), it follows from (68) that
LebDω (Sω,n(ξ)) ≤ C0 LebDω(ξ). (71)
Assume now that n− k ≥ N1. Recalling that
Sω,n (ξ) =
{
y ∈ ξ˜ : 0 < dist
f
k+ℓξ
ω (Dω)
(
f
k+ℓξω
ω (y), f
k+ℓξω
ω (ξ)
)
≤ δ2αn−k2
}
,
then by the choice of N1 in (47) we have f
k+ℓξ
ω (Sω,n(ξ)) contained in a cu-disk of radius 2δ0;
recall Remark 3.8. We also have some uniform constant C2 > 0 such that
Leb
f
k+ℓξ
ω (Dω)
(
f
k+ℓξ
ω (Sω,n(ξ))
)
≤ C2αn−k2 .
Hence, using (45), (70) and Proposition 3.5 we get some constant C1 > 0 such that
LebDω(Sω,n(ξ))
LebDω(ξ)
≤ C1K0
Leb
f
k+ℓξ
ω (Dω)
(f
k+ℓξ
ω (Sω,n(ξ)))
Leb
f
k+ℓξ
ω (Dω)
(f
k+ℓξ
ω (ξ))
≤ C1C2K0
c0δ20
α
n−k
2 . (72)
Finally, choose
C ≥ C1C2K0
c0δ20
sufficiently large so that C0 ≤ CαN1/2. Using (72) and (71) we easily derive the desired
conclusion. 
Lemma 3.12.
∞∑
n=N0
LebDω
(
Sω,n(Σ
0
ω) ∪ Sω,n(Σcω)
)
<∞.
Proof. First we consider the terms in Sω,n(Σ
0
ω). Recalling (53) and using Lemma 3.11, for
each n ≥ N0 we may write
LebDω
(
Sω,n(Σ
0
ω)
)
=
n∑
k=N0
∑
ξ∈Pω,k
LebDω(Sω,n(ξ))
≤
n∑
k=N0
∑
ξ∈Pω,k
Cα(n−k)/2 LebDω(ξ)
= C
n∑
k=N0
α(n−k)/2 LebDω
 ⋃
ξ∈Pω,k
ξ

Hence∑
n≥N0
LebDω
(
Sω,n(Σ
0
ω)
)
=
∑
n≥N0
∑
k≥0
αk/2 LebDω
 ⋃
ξ∈Pω,n
ξ
 = 1
1− α1/2 LebDω(Σ
0
ω).
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On the other hand, recalling that
Sω,n (Σ
c
ω) =
{
x ∈ Σ0ω : distDω(x, ∂Σ0ω) < δ1αn/2
}
, (73)
we can find C > 0 such that LebDω (Sω,n (Σ
c
ω)) ≤ Cαn/2. This obviously gives that the sum
of these terms for n ≥ N0 is finite. 
Proposition 3.13. Pω is a LebDω mod 0 partition of Σ0ω.
Proof. Recalling the definition of the sets Σcω,n in (51), it is enough to show that the
intersection of all these sets has zero LebDω measure. Assume by contradiction that
LebDω
( ⋂
n≥N0
Σcω,n
)
> 0. (74)
Then, since LebDω almost every point in Σ
0
ω has infinitely many α-hyperbolic times, there
must be some Borel set B ⊂ Σ0ω with LebDω (B) > 0 such that for every x ∈ B we
can find infinitely many times n1 < n2 < · · · (in principle depending on ω, x) so that
x ∈ Hω,nk ∩ Σcω,nk for all k ∈ N. It follows from Lemma 3.10 that
x ∈ Sω,nk(Σ0ω) ∪ Sω,nk (Σcω) , for all k ∈ N. (75)
On the other hand, using Lemma 3.12 and Borel-Cantelli Lemma we easily deduce that
for LebΣ1ω almost every x ∈ Σ0ω we cannot have x ∈ Sn(Σ0ω) ∪ Sn (Σcω) for infinitely many
values of n. Clearly, this gives a contradiction with the fact that LebDω(B) > 0 and (75)
holds for every x ∈ B. 
3.3. Return times. In the previous section we have constructed for each ω a LebΣ1ω mod 0
partition
Pω =
⋃
n≥N0
Pω,n
of the cu-disk Σ0ω ⊂ Dω. This partition is formed by elements ξn,ℓξωω,x ∈ Pω,n of the type
described in (43). In particular, each ξ
n,ℓξω
ω,x satisfies
ξ
n,ℓξω
ω,x ⊂ V 1/9ω,n (x) and πσn+ℓξω ω
(
f
n+ℓξω
ω (ξ
n,ℓξω
ω,x )
)
= Σ0
σ
n+ℓξω ω
,
for some 0 ≤ ℓξω ≤ L. Naturally, for each y ∈ ℓξω ∈ Pω,n we set the recurrence time
Rω(y) = n+ ℓξω . (76)
Remark 3.14. Consider f ∈ Diff1+(M) as in Theorem 1.5. For the deterministic case, it
has been proved in [5, Section 5] that the construction on the reference leaf Σ00 performed in
Subsection 3.2 gives rise to a set with a hyperbolic product structure contained in K with
integrable return times {Ri} and partition P = {ξi}. If we assume that f has a unique
physical measure µ supported on K, then we necessarily have µ = π∗µ˜, where π is the
natural projection from the tower to M and µ˜ is the physical measure for the tower map.
Additionally, assuming µ mixing, we have µ˜ mixing as well. This implies gcd{Ri} = 1,
which then means that there are ξ1, . . . , ξn ∈ P for which the corresponding return times
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R1, . . . , Rn satisfy gcd{R1 . . . , Rn} = 1. Now, shrinking the disk Σ00, if necessary, and using
the fact that we can choose Σ0ω arbitrarily close to Σ
0
0 for random perturbations sufficiently
close to f , it is not difficult to see that for each 1 ≤ i ≤ n we can take a domain ξω,i ∈ Pω
with return time Ri. Observe that since we take only a finite number of domains under
these conditions, the estimates on the tail of return times that we prove next remain valid.
Our goal now is to prove that given C, c > 0 and 0 < τ ≤ 1 there exist C ′, c′ > 0 such
that
LebDω{Eω > n} = Ce−cn
τ
=⇒ LebDω{Rω > n} = C ′e−c
′nτ . (77)
First of all observe that by construction we have {Rω > n} ⊂ Σcω,n−N0. Hence, it is enough
to have the conclusion of (77) with LebDω(Σ
c
ω,n−N0
) instead of LebDω{Rω > n}. We start
with a simple result, which is essentially a consequence of Proposition 3.2 and Lemma 3.10.
From here on we fix θ > 0 as in Proposition 3.2.
Lemma 3.15. Assume that distDω(x, ∂Σ
0
ω) > δ1α
ρn/4 and Eω(x) ≤ n for some x ∈ Σcω,n
with n ≥ 2N0/ρ. Then there are θn/2 ≤ t1 < · · · < tk ≤ n with k ≥ [ρn/2] such that
x ∈
k⋂
i=1
Sω,ti(Σ
0
ω).
Proof. Consider n ≥ 2N0/ρ and x ∈ Σcω,n with E(x) ≤ n. If follows from Proposition 3.2
that x has at least [ρn] α-hyperbolic times between 1 and n, and so x has at least [ρn/2] α-
hyperbolic times between ρn/2 and n. This implies that there are times t1 < · · · < tk ≤ n
with k ≥ [ρn/2] and t1 ≥ ρn/2 ≥ N0 such that
x ∈ Hω,ti ∩ Σcω,n, for all 1 ≤ i ≤ k. (78)
Using Lemma 3.10 and recalling that Σcω,n ⊂ Σcω,ti we may write for all 1 ≤ i ≤ k
Hω,ti ∩ Σcω,n ⊂ Hω,ti ∩ Σcω,ti ⊂ Sω,ti(Σ0ω) ∪ Sω,ti(Σcω). (79)
Assuming also that distDω(x, ∂Σ
0
ω) > δ1α
ρn/4, we have distDω(x, ∂Σ
0
ω) > δ1α
ti/2 for each
1 ≤ i ≤ k. This implies that
x /∈ Sω,ti(Σcω), for all 1 ≤ i ≤ k. (80)
Together with (78) and (79), this gives x ∈ Sω,ti(Σ0ω) for all 1 ≤ i ≤ k. 
Define for any k, n ∈ N the set
Xω,n(k) =
{
x ∈ Σcω,n | ∃t1 < · · · < tk ≤ n : x ∈
k⋂
i=1
Sω,ti(Σ
0
ω)
}
.
By Lemma 3.15, we may write
Σcω,n ⊂ {Eω > n} ∪
{
x ∈ Σ0ω | distDω(x, ∂Σ0ω) ≤ δ1αρn/4
} ∪Xω,n ([ρn
2
])
,
Observing that there exists C > 0 such that for all n ∈ N
LebDω
{
x ∈ Σ0ω | distDω(x, ∂Σ0ω) ≤ δ1αρn/4
} ≤ Cαρn/4, (81)
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the proof of (77) will be complete once we have proved that LebDω(Xω,n(k)) decays expo-
nentially fast in k. For this we need several auxiliary lemmas that we prove in the sequel.
Consider Q0 ≥ N1 as in (58) and take some large integer Q1 ≥ Q0, to be specified later
in (92). Given x ∈ Xω,n(k), consider:
• the moments u1 < · · · < up ≤ n for which x belongs to some Sω,ui+ni(ξi) with
ξi ∈ Pω,ui and ni ≥ Q1;
• the moments v1 < · · · < vq ≤ n for which x belongs to some Sω,vi+mi(ξi) with
ξi ∈ Pω,vi and mi < Q1.
Observe that
p∑
i=1
(ni + 1) +
q∑
i=1
(mi + 1) ≥ k. (82)
We distinguish two possible cases:
(1)
p∑
i=1
ni ≥ k
2
.
Defining for each p ∈ N and n1, . . . , np ≥ Q1 the set
Yω(n1, . . . , np) =
{
x ∈ Σ0ω | ∃
u1 < · · · < up ≤ n
ξ1 ∈ Pω,u1, . . . , ξp ∈ Pω,up
: x ∈
p⋂
i=1
Sω,ui+ni(ξi)
}
and
Yω,k =
⋃
n1,...,np≥Q1∑
ni≥
k
2
Yω(n1, . . . , np).
we have in this case x ∈ Yω,k.
(2)
p∑
i=1
ni <
k
2
.
Since we assume n1, . . . , np ≥ Q1, we must have in this case p < k/(2Q1). Using (82)
and the fact that m1, . . . , mq < Q1, we may write
qQ1 + q ≥
q∑
i=1
(mi + 1) ≥ k −
p∑
i=1
ni − p ≥ k
2
− k
2Q1
=
(Q1 − 1)k
2Q1
≥ k
2Q1
,
which then implies
q ≥
[
k
4Q21
]
.
Hence, defining for any positive integers n, q the set
Zω,n(q) =
{
x ∈ Σcω,n | ∃
v1 < · · · < vq ≤ n
ξ1 ∈ Pω,v1 , . . . , ξp ∈ Pω,vp
: x ∈
q⋂
i=1
Sω,vi(ξi)
}
, (83)
we have in this case x ∈ Zω,n ([k/ (4Q21)]).
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The overall conclusion is that
Xω,n(k) ⊂ Yk ∪ Zω,n
([
k
4Q21
])
. (84)
Our goal now is to show that the measure of the sets Yω,k and Zω,n(k) decays exponentially
fast in k. We start with a preliminary estimate on the measure of the sets used in the
definition of Yω,k.
Lemma 3.16. There is C0 > 0 such that for all n1, . . . , np > Q0 we have
LebDω (Yω(n1, . . . , np)) ≤ Cp0α(n1+···+np)/2.
Proof. Defining for each u1 ≥ N0 and ξ1 ∈ Pω,u1 the set
Y ξ1ω,u1(n1, . . . , np) =
{
x | ∃ u2 < · · · < up
ξ2 ∈ Pω,u2 , . . . , ξp ∈ Pω,up
: u2 > u1, x ∈
p⋂
i=1
Sω,ui+ni(ξi)
}
,
we may write
Yω(n1, . . . , np) =
⋃
u1≥N0
⋃
ξ1∈Pω,u1
Y ξ1ω,u1(n1, . . . , np).
Noticing that the elements ξ1 ∈ Pω,u1 with u1 ≥ N0 are pairwise disjoint, it is enough to
show that there is some constant C0 > 0 such that for all u1 ≥ N0 and ξ1 ∈ Pω,u1 we have
LebDω
(
Y ξ1ω,u1(n1, . . . , np)
) ≤ Cp0α(n1+···+np)/2 LebDω(ξ1). (85)
We shall prove (85) by induction on p. Considering C0 > C, where C > 0 is the constant
in Lemma 3.11, we immediately get the result for p = 1. Now suppose that p > 1. We
may write
Y ξ1ω,u1(n1, . . . , np) =
⋃
u2>u1
⋃
ξ2∈Pω,u2
Y ξ2ω,u2(n2, . . . , np) (86)
By Lemma 3.9, for all ξ2 ∈ Pω,u2 with u2 > u1 we have
Sω,u2+Q0(ξ1) ∩ Sω,u2+Q0(ξ2) = ∅. (87)
Assuming with no loss of generality that Y ξ1ω,u1(n1, . . . , np) is nonempty, we have in particular
Sω,u1+n1(ξ1) ∩ Sω,u2+n2(ξ2) 6= ∅. (88)
From (87) and (88) we easily deduce that u1+n1 < u2+Q0, or equivalently u2−u1 > n1−Q0.
Observe that
diam
(
fu2+ℓ2ω (Sω,u2+n2(ξ2))
) ≤ 2δ0,
and so, by (45)
diam (fu2ω (Sω,u2+n2(ξ2))) ≤ 2δ0K0.
Then, using (54) and Proposition 3.3, we get
diam (fu1ω (Sω,u2+n2(ξ2))) ≤ α
u2−u1
2 diam (fu2ω (Sω,u2+n2(ξ2))) ≤ 2δ0K0α
n1−Q0
2 . (89)
Consider now βω the outer component of the boundary of f
u1
ω (Sω,u1+n1(ξ1)) and Nω a
neighbourhood of βω of size 2δ0K0α
(n1−Q0)/2 inside fu1ω (Dω). Since n1 ≥ Q0 ≥ N1, by
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definition of Sω,u1+n1(ξ1) there is 0 ≤ ℓ ≤ L such that f ℓ(βω) coincides with the boundary
of a ball of radius not exceeding 2δ0 centred at p. Then, using (45) we deduce that the
volume of the submanifold βω is uniformly bounded. Hence, there must be some constant
C > 0 (not depending on u1 ≥ N0 or on ξ1 ∈ Pω,u1) such that
Lebfu1ω (Dω) (Nω) ≤ Cαn1/2. (90)
Now, since fu1ω (Sω,u2+n2(ξ2)) intersects βω, it follows from (89) that f
u1
ω (Sω,u2+n2(ξ2)) is
contained in Nω. This in particular implies that
fu1ω (ξ2) ⊂ Nω. (91)
On the other hand, by the induction hypothesis we have
LebDω
(
Y ξ2ω,u2(n2, . . . , np)
) ≤ Cp−10 α(n2+···+np)/2 LebDω(ξ2),
Using (54) and the definition of Y ξ1ω,u1(n1, . . . , np), we easily deduce that
Y ξ1ω,u1(n1, . . . , np) ⊂ Sω,u1+n1(ξ1) ⊂ Vu1(ξ1).
Considering the constant C1 > 0 given by Proposition 3.5, we get
Lebfu1ω (Dω)
(
fu1ω
(
Y ξ2ω,u2 (n2, . . . , np)
)) ≤ C1Cp−10 α(n2+···+np)/2 Lebfu1ω (Dω) (fu1ω (ξ2)) .
Observe that the sets ξ2 ∈ Pω,u2 with u1 < u2 are pairwise disjoint. Moreover, by (57) these
sets are all contained in Vω,u1(ξ1). Since f
u1
ω is injective on Vω,u1(ξ1), we easily get that the
sets fu1ω (ξ2) with ξ2 ∈ Pω,u2 and u1 < u2 are also pairwise disjoint. Then, using (86), (90)
and (91) we may write
Lebfu1ω (Dω)
(
fu1
(
Y ξ1ω,u1(n1, . . . , np)
)) ≤ n∑
u2=u1+1
∑
ξ2∈Pω,u2
Lebfu1ω (Dω)
(
fu1ω
(
Y ξ2ω,u2(n2, . . . , np)
))
≤ C1Cp−10 α(n2+···+np)/2
n∑
u2=u1+1
∑
ξ2∈Pω,u2
Lebfu1ω (Dω) (f
u1
ω (ξ2))
≤ C1Cp−10 α(n2+···+np)/2 Lebfu1ω (Dω) (Nω)
≤ CC1Cp−10 α(n1+···+np)/2.
Taking C0 ≥ CC1, we finish the proof. 
Observe that the constant C0 given by Lemma 3.16 in principle depends on the integer
Q0 introduced in (58), but not on Q1 ≥ Q0. Since this holds, we may choose Q1 and integer
sufficiently large such that
α1/2 + C0α
Q1/2 < 1. (92)
The next result gives the expected estimate on the measure of the set Yk.
Proposition 3.17. There are C1 > 0 and λ1 < 1 such that for all k ≥ 1 we have
LebDω (Yω,k) ≤ C1λk1.
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Proof. By the definition of Yω,k and Lemma 3.16 we just need to show that∑
n1,...,np≥Q1∑
ni≥
k
2
Cp0α
(n1+···+np)/2
decays exponentially fast with k. We use the generating series∑
n≥1
∑
n1,...,np≥Q1∑
ni=n
Cp0α
(n1+···+np)/2zn =
∞∑
p=1
(
C0
∞∑
n=Q1
αn/2zn
)p
=
C0α
Q1/2zQ1
1− α1/2z − C0αQ1/2zQ1 .
Under condition (92), the function above has no pole in a neighborhood of the unit disk
in C. Thus, the coefficients of its power series decay exponentially fast: there are constants
C1 > 0 and λ1 < 1 such that ∑
n1,...,np≥Q1,∑
ni=n
Cp0α
(n1+···+np)/2 ≤ C1λn1 ,
and so we are done. 
At this point we introduce some simplification in the notation. Consider
Tω = {Sω,n(ξ) ∪ ξ | for some ξ ∈ Pω,n and n ≥ N0} .
Given T = Sω,n(ξ) ∪ ξ ∈ Tω with ξ ∈ Pω,n, define
ξT = ξ and t(T ) = n.
We will refer to ξT as the core of T ∈ Tω. Notice that for any T1, T2 ∈ Tω we have
T1 6= T2 =⇒ ξT1 ∩ ξT2 = ∅, (93)
and from (57) it follows that
T1 ∩ T2 6= ∅ =⇒ T2 ⊂ Vω,t(T1)(ξT1) (94)
Finally, from Lemma 3.11 we easily deduce the existence of C > 0 such that for every
T ∈ Tω we have
LebDω (T ) ≤ C Leb (ξT ) . (95)
Our goal now is to prove that the measure of Zω,n(q) decays exponentially fast with q.
For that we need a couple of auxiliary lemmas that we prove in the sequel. We start by
fixing some large integer Q2 to be specified in (106). Given x ∈ Zω,n(q), consider the times
v1 < · · · < vq ≤ n as in the definition of Zω,n(q) in (83). Take the smallest positive integer
u such that Q2u ≥ n and, for each 1 ≤ i ≤ u, consider from the interval ((i − 1)Q2, iQ2]
the first element in {v1, . . . , vq}, if there is at least one. Denote the subsequence of those
elements by w1 < · · · < wp. We necessarily have p ≥ [q/Q2] , and so (p + 1)Q2 ≥ q.
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Keeping only the elements with odd indexes, we get a sequence t1 < . . . < tℓ with 2ℓ ≥ p.
This implies that
ℓ ≥ q −Q2
2Q2
. (96)
Moreover, by construction we have
ti+1 − ti ≥ Q2, for each 1 ≤ i ≤ ℓ. (97)
According to the definition of Zω,n(q), for each 1 ≤ i ≤ ℓ there is some Ti ∈ Tω such that
t(Ti) = ti. Set
I = {1 ≤ i ≤ ℓ | Ti ⊂ T1 ∩ · · · ∩ Ti−1}.
Now we consider the two possible cases:
(1) #I ≥ ℓ/2.
Define for any positive integers n, k ≥ 1 the set
Z0ω,n(k) =
{
x ∈ Σcω,n | ∃T1 ⊃ · · · ⊃ Tk with t(T1) < · · · < t(Tk) ≤ n and x ∈ Tω,k
}
.
Keeping only elements with indexes in I and recalling (96), we easily see that in
this case we have x ∈ Z0ω,n ([(q −Q2)/(4Q2)]) .
(2) #I < ℓ/2.
Considering J = {1, . . . , ℓ} \ I, we necessarily have #J ≥ ℓ/2. We define
j0 = sup J and i0 = inf {i < j0 | Tj0 6⊂ Ti} .
Next we define
j1 = sup{j ≤ i0 | j ∈ J} and i1 = inf {i < j1 | Tj1 6⊂ Ti} .
Proceeding inductively, the process must necessarily stop at some im0 . By con-
struction, we have
J ⊂
m0⋃
s=0
{is + 1, . . . , js},
which then gives
m0∑
s=0
(js − is) ≥ #J ≥ ℓ
2
.
On the other hand, it follows from (97) that |tjs−tis| ≥ Q2(js−is) for all 0 ≤ s ≤ m0.
Altogether, this yields
m0∑
s=0
t(Tjs)− t(Tis)
Q2
=
m0∑
s=0
tjs − tis
Q2
≥ ℓ
2
≥ q −Q2
4Q2
.
Motivated by this second case, we consider for each T ∈ Tω the set F(T ) of finite
sequences (T0, . . . , T2m) ∈ T 2m+1ω with m ≥ 0 and T0 = T such that t(T2i−2) ≤ t(T2i−1) ≤
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t(T2i)−Q2 and T2i 6⊂ T2i−1 for all 1 ≤ i ≤ m. Then we define for each k ≥ 0 and T ∈ Tω
the sets
Zω(k, T ) =
{
x ∈ Σ0ω,n | ∃(T0, . . . , T2m) ∈ F(T ) :
m∑
i=1
t(T2i)− t(T2i−1)
Q2
≥ k and x ∈
2m⋂
i=0
Ti
}
.
and
Z1ω(k) =
⋃
T∈Tω
Zω(k, T ).
The considerations in the case #I < ℓ/2 above show that x ∈ Zω ([(q −Q2)/(4Q2)] , T ) ,
with T = Tim0 and sequence (Tim0 , Tim0 , Tjm0 , . . . , Ti0, Tj0) ∈ F(T ). Hence, we have
Zω,n(q) ⊂ Z0ω,n
([
q −Q2
4Q2
])
∪ Z1ω
([
q −Q2
4Q2
])
. (98)
Our final goal is to show that the measure of the sets Z0ω,n(k) and Z
1
ω(k) decays exponen-
tially fast with k.
Lemma 3.18. There exists λ2 < 1 such that for all k ≥ 1 we have
LebDω
(
Z0ω,n(k)
) ≤ λk2 LebDω (Σ0ω,n) .
Proof. We define Tω,1 as the class of elements T ∈ Tω with t(T ) ≤ n not contained in any
other element of Tω. Then, we define Tω ,2 as the class of elements T /∈ Tω,1 with t(T ) ≤ n
contained in elements of Tω,1 and not contained in any other elements of Tω. Proceeding
inductively, this process must stop in a finite number of steps. We say that the elements
in Tω,i have rank i. Then we define
Cω,k =
k⋃
i=1
⋃
T∈Tω,i
ξT ,
and
Z˜ω,k =
( ⋃
T∈Tk
T
)
\ Cω,k.
We claim that Z0ω,n(k) ⊂ Z˜ω,k. Actually, given any x ∈ Z0ω,n(k), we have T1, . . . , Tk ∈ Tω
with T1 ⊃ · · · ⊃ Tk and t(T1) < · · · < t(Bk) ≤ n such that x ∈ Tk ∩ Σcω,n. Clearly, Tk has
rank r ≥ k. Take T ′1 ⊃ · · · ⊃ T ′r with T ′i ∈ Tω,i and T ′r = Tk. In particular, x ∈ T ′i for
i = 1, . . . , k, and so x ∈ ⋃T∈Tω,k T . On the other hand, as x ∈ Σcω,n and Cω,k ∩ Σcω,n = ∅,
we get x /∈ Cω,k. This gives x ∈ Z˜ω,k.
Now we show that for each k we have
LebDω
(
Z˜ω,k+1
)
≤ C
C + 1
LebDω
(
Z˜ω,k
)
, (99)
where C > 0 is the constant given in (95). To see this, we start by showing that for all
T ∈ Tk+1 we have
ξT ⊂ Z˜ω,k \ Z˜ω,k+1. (100)
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Take any T ∈ Tω,k+1 and let T ′ ∈ Tω be an element of rank k containing T . As the cores
are pairwise disjoint, we have ξT ∩Cω,k = ∅, and so ξT ⊂ T ′\Cω,k ⊂ Z˜ω,k. As, by definition,
we have ξT ⊂ Cω,k+1, it follows that ξT ∩ Z˜ω,k+1 = ∅. This gives (100).
Let us now prove (99). Using (95) and the fact that the cores of the elements in T are
pairwise disjoint, we may write
LebDω
(
Z˜ω,k+1
)
≤
∑
T∈Tω,k+1
LebDω (T )
≤ C
∑
T∈Tω,k+1
LebDω (ξT )
≤ C LebDω
(
Z˜ω,k \ Z˜ω,k+1
)
.
Therefore,
(C + 1) LebDω
(
Z˜ω,k+1
)
≤ C LebDω
(
Z˜ω,k+1
)
+ C LebDω
(
Z˜ω,k \ Z˜ω,k+1
)
= C LebDω
(
Z˜ω,k
)
.
Inductively, this yields
LebDω
(
Z˜ω,k
)
≤
(
C
C + 1
)k
LebDω(Σ
0
ω,n).
Since Zω,k ⊂ Z˜ω,k, the result follows with λ2 = C/(C + 1). 
Lemma 3.19. There is C2 > 0 such that for all k ≥ 0 and T ∈ Tω we have
LebDω (Zω(k, T )) ≤ C2
(
C2α
Q2/2
)k
LebDω (ξT ) .
Proof. We prove the result by induction on k ≥ 0. For k = 0, we have by (95)
LebDω(Zω(0, T )) ≤ LebDω(T ) ≤ C LebDω(ξT ).
So, in this case it is enough to take C2 ≥ C. Given any k ≥ 1, we may write
Zω(k, T ) ⊂
k⋃
m=1
⋃
T1∩T 6=∅
⋃
T1∩T2 6=∅,T2 6⊂T1
t(T2)−t(T1)
Q2
≥m
Zω(k −m, T2).
Our goal now is to estimate the measure of the triple union above.
Take T1 ∈ Tω intersecting T and T2 ∈ Tω intersecting T1 with T2 6⊂ T1 and t(T2)− t(T1) ≥
mQ2. Consider t1 = t(T1) and t2 = t(T2). Notice that for each i = 1, 2, the set f
ti
ω (Ti) =
f tiω (V
1/3
ti (ξTi)) is, by definition, a ball of radius δ1/3. Hence, recalling (54) and using
Proposition 3.3, we may write
diam
(
f t1ω (T2)
) ≤ α t2−t12 diam (f t2ω (T2)) ≤ 23δ1α t2−t12 ≤ 23δ1αmQ22 . (101)
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Now, let βω be the boundary of the ball f
t1
ω (T1) and consider Nω a neighbourhood of βω of
size 2δ1α
mQ2/2/3 inside f t1ω (Dω). Notice that Nω is necessarily contained in f t1ω (Vt1(ξT1)).
Let Uω be the subset of Vω,t1(ξT1) which is sent diffeomorphically onto Nω under f tiω . One
can easily see that there exists some constant C˜ > 0 (not depending on t1 ≥ N0 nor on T1)
such that
Leb
f
t1
ω (Dω)
(
f t1ω (Uω)
) ≤ C˜αmQ22 Leb
f
t1
ω (Dω)
(
f t1ω (T1)
)
. (102)
Recalling that T1 ⊂ Vω,t1(ξT1), considering C1 > 0 the constant given by Proposition 3.5
and using (95), we obtain
LebDω (U1) ≤ C1C˜α
mQ2
2 LebDω (T1) ≤ C1C˜Cα
mQ2
2 LebDω (ξT1) . (103)
Now, as T2 ∩ T1 6= ∅ with T2 6⊂ T1, it follows that f t1ω (T2) intersects βω. Then, using (101),
we easily deduce that f t1ω (T2) is contained in Nω = f t1ω (Uω). This gives in particular
ξT2 ⊂ Uω. Since the cores of these possible T2 are pairwise disjoint, from (103) we get∑
T1∩T2 6=∅,T2 6⊂T1
t(T2)−t(T1)
Q2
≥m
LebDω (ξT2) ≤ C1C˜Cα
mQ2
2 LebDω (ξT1) . (104)
On the other hand, since T1 ∩ T 6= ∅, it follows from (94) that T1 ⊂ Vω,t(T )(ξT ). Moreover,
as the cores of these possible T1 are pairwise disjoint, using (68) we may write∑
T1∩T 6=∅
LebDω (ξT1) ≤ LebDω
(
Vω,t(T )(ξT )
) ≤ C0 LebDω (ξT ) . (105)
Finally, using (104), (105) and the inductive hypothesis, we may write
LebDω (Zω(k, T )) ≤
k∑
m=1
∑
T1∩T 6=∅
∑
T1∩T2 6=∅,T2 6⊂T1[
t(T2)−t(T1)
Q2
]
≥m
LebDω (Zω(k −m, T2))
≤
k∑
m=1
∑
T1∩T 6=∅
∑
T1∩T2 6=∅,T2 6⊂T1[
t(T2)−t(T1)
Q2
]
≥m
C2
(
C2α
Q2/2
)k−m
LebDω (ξT2)
≤
k∑
m=1
∑
T1∩T 6=∅
C2(C2α
Q2/2)k−mC1C˜Cα
mQ2/2 LebDω (ξT1)
≤ C2(C2αQ2/2)kC0C1C˜C
k∑
m=1
C−m2 LebDω (ξT ) .
Hence, taking C2 > 0 sufficiently large enough for
C0C1C˜CC
−1
2
1− C−12
≤ 1,
we finish the proof. 
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At this point we are able to specify the choice of Q2. We take Q2 an integer sufficiently
large such that
C2α
Q2/2 < 1, (106)
with C2 > 0 as in Lemma 3.19. Under this choice, we easily deduce that LebDω(Z
1
ω(k))
decays exponentially fast in k.
3.4. Hyperbolic product structure. Here we obtain a set Λω with a hyperbolic product
structure verifying properties (P0)-(P5) as in Subsection 1.2. Consider the center-unstable
disk Σ0ω ⊂ Dω as in (38) and the LebDω mod 0 partition Pω of Σ0ω defined in Section 3.2.
We define
Γsω =
{
W sω,δs(x) : x ∈ Σ0ω
}
.
Moreover, we define Γuω as the set of all local unstable manifolds contained in C0ω which
u-cross C0ω. Clearly, Γuω is nonempty because Σ0ω ∈ Γu. We need to see that the union of
the leaves in Γuω is compact. By the domination property and Ascoli-Arzela Theorem, any
limit leaf γ∞ of leaves in Γ
u
ω is still a cu-disk u-crossing C0. So, by definition of Γuω, we have
γ∞ ∈ Γuω. We define our set Λω with hyperbolic product structure as the intersection of
these families of stable and unstable leaves. The cylinders {C(ξ)}ξ∈Pω then clearly form a
countable collection of s-subsets of Λω that can be used as the sets Λ1,ω,Λ2,ω, . . . in (P1)
with the corresponding return times Rω(ξ), for each ξ ∈ Pω. Since (P0) is obvious, we are
left to verify conditions (P1)-(P5).
3.4.1. Markov and contraction on stable leaves. Condition (P1) is essentially an immediate
consequence of the construction. We just need to check that f
Rω(ξ)
ω (C(ξ)) is a u-subset, for
any ξ ∈ Pω. In fact, choosing the integer N0 in the first step of the construction of Pω
sufficiently large, and using the fact that the local stable manifolds are uniformly contracted
by forward iterations under fω, we can easily see that the “height” of f
Rω(ξ)
ω (C(ξ)) is at
most δs/4, for each ξ ∈ Pω. On the other hand, by the choice of δ0 we have that fRω(ξ)ω (ξ)
intersects W s
σRω (ξ)ω,δs/2
(y), for some y ∈ Σ0
σRω (ξ)ω
, and u-crosses C1
σRω (ξ)ω
; recall Remark 3.7.
Hence, the local unstable leaves that form C(ξ) necessarily u-cross C0, and so (P1) holds.
Property (P2) is clearly verified in our case.
3.4.2. Expansion and bounded distortion. The expansion and bounded distortion on un-
stable leaves, property (P3), follows from Proposition 3.3 and Proposition 3.5. Indeed, by
construction, for each ξ ∈ Pω there is a hyperbolic pre-ball Vω,n(ξ)(x) containing ξ associ-
ated to some point x ∈ Σ0ω with α-hyperbolic time n(ξ). Therefore, recalling Remark 3.4
and taking δs < δ1, for any γ ∈ Γuω we have that n is a α1/4-hyperbolic time for every point
in C(ξ)∩ γ. Since Rω(ξ)−L ≤ n(ξ) ≤ Rω(ξ), choosing N0 such that K0αN0/2 < 1, by (45)
we obtain (P3).
3.4.3. Regularity of the foliations. Property (P4) is standard for uniformly hyperbolic at-
tractors. In the rest of this section we shall adapt classical ideas to our setting. We begin
with the statement of a useful lemma on vector bundles whose proof can be found in [34,
Theorem 6.1]. We should say that a metric d on a vector bundle E is admissible if there is
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a complementary bundle E ′ over X , and an isomorphism h : E⊕E ′ → X×B to a product
bundle, where B is a Banach space, such that d is induced from the product metric on
X × B.
Lemma 3.20. Let p : E → X be a vector bundle over a metric space X endowed with an
admissible metric. Let D ⊂ E be the unit ball bundle, and F : D → D a map covering a
Lipschitz homeomorphism f : X → X. Assume that there is 0 ≤ κ < 1 such that for each
x ∈ X the restriction Fx : Dx → Dx satisfies Lip(Fx) ≤ κ. Then
(1) there is a unique section s : X → D whose image is invariant under F ;
(2) if κLip(f)η < 1 for some 0 < η ≤ 1, then s is Ho¨lder condition with exponent η.
Proposition 3.21. Assume the random perturbations fω sufficiently close to f in the C
1
topology. If TKωM = E
cs
ω ⊕ Ecuω is a dominated splitting, then the fibre bundles Ecsω and
Ecuω are Ho¨lder continuous on Kω.
Proof. We consider only the centre-unstable bundle as the other one is similar. For each
x ∈ Kω, let Lω,x be the space of bounded linear maps from Ecuω,x to Ecsω,x and let L1ω,x denote
the unit ball around 0 ∈ Lω,x. Define Gω,x : L1ω,x → L1σω,fω(x) the graph transform induced
by Dfω(x)
Gω,x(φ) = (Dfω|Ecsω,x)φ (Df−1ω |Ecuσω,fω(x)).
Consider Lω the vector bundle over Kω whose fibre over each x ∈ Kω is Lω,x, and let L1ω
be its unit bundle. Then Gω : L
1
ω → L1σω is a bundle map covering fω|Kω with
Lip(Gω,x) ≤ ‖Dfω|Ecsω,x‖ · ‖Df−1ω |Ecuσω,fω(x)‖ ≤ λ < 1.
Let C be a Lipschitz constant for fω|Kω , and choose 0 < η ≤ 1 small so that λcη < 1. By
Lemma 3.20 there exists a unique section s0 : M → L1ω whose image is invariant under Gω
and it satisfies a Ho¨lder condition with exponent η. This unique section is necessarily the
null section. 
We now show that the holonomy map Θω is absolutely continuous and derive a formula
for the density ρω. This will be done in few steps following the ideas of [38].
Corollary 3.22. There are C > 0 and 0 < β < 1 such that for all y ∈ γsω(x) and n ≥ 0
log
∞∏
i=n
detDufσiω(f
i
ω(x))
detDufσiω(f iω(y))
≤ Cβn.
Proof. Since Dfσiω is Ho¨lder continuous, Proposition 3.21 implies that log | detDufσiω| is
Ho¨lder continuous. The corollary then follows from Proposition 3.3 which implies uniform
backward contraction on unstable leaves. 
We now introduce some notion. We say that φ : M1 → M2, where M1 and M2 are
submanifolds of M , is absolutely continuous if it is an injective map for which there exists
J :M1 → R such that
LebM2(φ(A)) =
∫
A
JdLebM1 .
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J is called the Jacobian of φ. Property (P4) (1) can be restated as follows, replacing Θ
−1
ω
by φω:
Proposition 3.23. Given γ, γ′ ∈ Γuω, define φω : γ′ → γ by φω(x) = γs(x)∩ γ. Then φω is
absolutely continuous and the Jacobian of φω is given by
Jω(x) =
∞∏
i=0
detDufσiω(f
i
ω(x))
detDufσiω(f iω(φω(x)))
.
Obviously, by Corollary 3.22, the infinite product in Proposition 3.23 converges uni-
formly. We prove Proposition 3.23 in the following three lemmas.
Lemma 3.24. Let M1 and M2 be manifolds, M1 with finite volume, and for each n ≥ 1,
let φn :M1 →M2 be an absolutely continuous map with Jacobian Jn. Assume that
(1) φn converges uniformly to an injective continuous map φ :M1 → M2;
(2) Jn converges uniformly to an integrable function J :M1 → R.
Then φ is absolutely continuous with Jacobian J .
The proof of Lemma 3.24 is given in [38, Theorem 3.3]. For the sake of completeness, we
observe that there is a slight difference in our definition of absolute continuity. Unlike [38],
we do not assume continuity of the maps φn. However, the proof of [38, Theorem 3.3] uses
only the continuity of the limit function φ, and so it still works in our case.
Consider now γ, γ′ ∈ Γu and φ : γ′ → γ as in Proposition 3.23. The proof of the next
lemma is given in [38, Lemma 3.4] for uniformly hyperbolic diffeomorphisms. Nevertheless,
one can easily see that it is obtained as a consequence of [38, Lemma 3.8] whose proof uses
only the existence of a dominated splitting.
Lemma 3.25. For each n ≥ 1, there is an absolutely continuous πσnω : fnω (γ) → fnω (γ′)
with Jacobian Gσnω satisfying
(1) lim
n→∞
sup
x∈γ
{
distfnω (γ′)(πσnω(f
n
ω (x)), f
n
ω (φω(x))
}
= 0;
(2) lim
n→∞
sup
x∈fnω (γ)
{|1−Gσnω(x)|} = 0.
We consider the following sequence of random return times for points in Λω,
r1 = Rω and rn+1 = rn +Rσrnω ◦ f rnω , for n ≥ 1.
Notice that the rn’s are defined Lebγ almost everywhere on each γ ∈ Γuω and they are
piecewise constant.
Remark 3.26. Using the above sequence of random return times, one can construct a
sequence of Lebγ mod 0 partitions (Qω,n)n by s-subsets of Λω with rn being constant on
each element of Qω,n, for which (P1)-(P5)-(1) hold with rn replacing Rω and the elements
of Qω,n replacing the s-subsets of Λω. Moreover, the constants C > 0 and 0 < β < 1 in
the backward contraction, implied by Proposition 3.3 can be chosen not depending on n.
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We define, for each n ≥ 1, and γ, γ′ ∈ Γuω, φω,n : γ → γ′ as
φω,n = f
−rn
ω πσrnωf
rn
ω . (107)
Thent φω,n is absolutely continuous with Jacobian
Jn(x) =
| detDuf rnω (x)|
| detDuf rnω (φω,n(x))|
·Gσrnω,n(f rnω (x)). (108)
Observe that φω,n is defined Lebγ almost everywhere. We can find a Borel set A ⊂ γ with
full Lebγ measure on which φω,n is defined everywhere. We extend φω,n to γ by letting
φω,n(x) = φω(x) and Jn(x) = J(x) for all n ≥ 1 and x ∈ γ \ A. Since γ \ A has zero Lebγ
measure, Jn is the Jacobian of φω,n.
Lemma 3.27. (φn,ω)n converges uniformly to φω and (Jn)n converges uniformly to J .
Proof. It is sufficient to prove the convergence of the sequence restricted to A as described
above. In particular, φω,n and Jω,n are given by (107) and (108) respectively. We first
prove the convergence of (φω,n)n. By Remark 3.26, we may write for each x ∈ γ
distγ′(φω,n(x), φω(x)) = distγ′(f
−rn
ω πσrnωf
rn
ω ), f
−rn
ω f
rn
ω φω(x))
≤ Cβrn distfrnω (γ′)(πσrnωf rnω (x), f rnω φω(x)).
Since rn →∞ as n→∞ and distfrnω (γ′)(πσrn ,ωf rnω (x), f rnω φω(x)) is bounded, by Lemma 3.25,
φω,n converges uniformly to φω.
We now prove that (Jn)n converges to J uniformly. By (108), we have
Jn(x) =
| detDuf rnω (x)|
| detDuf rnω (φω(x))|
· | detD
uf rnω (φω(x))|
| detDuf rnω (φω,n(x))|
·Gσrnω(f rnω (x)).
By the chain rule and Corollary 3.22, the first term in the product converges uniformly
to J(x). Moreover, by Lemma 3.25, the third term converges uniformly to 1. Finally,
recalling Remark 3.26, by bounded distortion we have
| detDuf rnω (φω(x))|
| detDuf rnω (φω,n(x))|
≤ exp (C distfrnω (γ′)(f rnω (φω(x)), f rnω (φω,n(x)))η)
= exp
(
C distfrnω (γ′)(f
rn
ω (φ(x)), πσrnω(f
rn
ω (x)))
η
)
.
Similarly we obtain
| detDuf rnω (φω(x))|
| detDuf rnω (φω,n(x))|
≥ exp (− C distfrnω (γ′)(f rnω (φω(x)), πσrnω(f rnω (x)))η).
Therefore, by Lemma 3.25, Gσrnω ◦ f rnω converges uniformly to 1. 
This completes the proof of Proposition 3.23 and of (P4)(1); i.e., the holonomy map Θω
is absolutely continuous and
ρω(x) =
d([Θω]∗ Lebγω)
dLebγ′ω
(x) =
∞∏
i=0
detDufσiω(f
i
ω(x))
detDufσiω(f iω(Θ
−1
ω (x)))
.
We finally prove (P4)(2) in the next result.
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Lemma 3.28. For any γω ∈ Γuω and any x, y ∈ γω we have log
ρω(x)
ρω(y)
≤ Cβs(x,y).
Proof. Let k = [s(x, y)]/2. Then by bounded distortion and Corollary 3.22 we get∣∣∣∣log ρω(x)ρω(y)
∣∣∣∣ =
∣∣∣∣∣log
∞∏
i=0
detDufσiω(f
i
ω(x))
detDufσiω(f iω(Θ
−1
ω (x)))
− log
∞∏
i=0
detDufσiω(f
i
ω(y))
detDufσiω(f iω(Θ
−1
ω (y)))
∣∣∣∣∣
≤
∣∣∣∣∣log
k−1∏
i=0
detDufσiω(f
i
ω(x))
detDufσiω(f iω(Θ
−1
ω (x)))
− log
k−1∏
i=0
detDufσiω(f
i
ω(y))
detDufσiω(f iω(Θ
−1
ω (y)))
∣∣∣∣∣
+
∣∣∣∣∣log
∞∏
i=k
detDufσiω(f
i
ω(x))
detDufσiω(f iω(Θ
−1
ω (x)))
− log
∞∏
i=k
detDufσiω(f
i
ω(y))
detDufσiω(f iω(Θ
−1
ω (y)))
∣∣∣∣∣
≤
k−1∑
i=0
∣∣∣∣log detDufσiω(f iω(x))detDufσiω(f iω(y))
∣∣∣∣+ k−1∑
i=0
∣∣∣∣log detDufσiω(f iω(Θ−1ω (y)))detDufσiω(f iω(Θ−1ω (x)))
∣∣∣∣
+
∣∣∣∣∣log
∞∏
i=k
detDufσiω(f
i
ω(x))
detDufσiω(f iω(Θ
−1
ω (x)))
∣∣∣∣∣+
∣∣∣∣∣log
∞∏
i=k
detDufσiω(f
i
ω(y))
detDufσiω(f iω(Θ
−1
ω (y)))
∣∣∣∣∣
≤ 2Cβs(x,y)−k + 2Cβk ≤ 4Cβ 12s(x,y).

3.5. Axiom A attractors. Here we prove Theorem 1.6. Let f ∈ Diff1+(M) have a topo-
logically mixing uniformly hyperbolic attractor K ⊂ M . Classical results give that under
this conditions f has a unique physical measure which is actually mixing; see [20]. Recall
that in this case the attractor necessarily contains the local unstable manifolds. Moreover,
such manifolds persist under small C1 random perturbations and depend continuously on
the perturbations; see e.g. [44, Sections 1 & 2]. Consequently, we can choose the reference
leaf Σω and the cylinder C(Σω) of Subsection 3.2 depending continuously on ω ∈ Ω. Also,
the unstable leaves u-crossing these cylinders depend continuously on ω ∈ Ω, and so the
measurability of Ω ∋ ω 7→ Λω follows. In this uniformly hyperbolic case, we trivially have
that LebDω{Eω > n} decays exponentially fast in n, uniformly in ω. For the aperiodicity
see Remark 3.14. So, recalling Remark 1.1 and applying Theorem 1.3 and Theorem 1.5 we
obtain Theorem 1.6.
4. Solenoid with intermittency
In this section we prove Theorem 1.8. We will show that the random dynamical system
{gω}ω∈Ω introduced in Subsection 1.5.3 admits a hyperbolic product structure. First notice
that for almost every ω ∈ Ω the random map gω has an attractor in M which is given by
Kω =
⋂
n≥1
gn−1σ−nω(M).
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Note that Kω is measurable in ω by [23, Theorem 3.11]. First we show that for every ω the
attractor Kω is partially hyperbolic. By a straightforward computation for p = (x, y, z) ∈
M we obtain
Dgω(x, y, z) =
 T ′α(x) 0 0−(sin x)/2 1/10 0
(cosx)/2 0 1/10
 .
It is easily checked that Esω{0}×R2 is invariant and uniformly contracted. We will construct
Ecuω (p) as a countable intersection of centre-unstable cones. For p ∈M define
Ccu(p) = {(v1, v2, v3) ∈ TpM | v1 ∈ TS1, (v2, v3) ∈ R2 and |v1| ≥ 1
2
(v22 + v
2
3)
1/2}.
The first step is to show thatDgωCcu(p) ⊂ Ccu(gω(p)). For (v1, v2, v3) ∈ Ccu let (v¯1, v¯2, v¯3) =
Dgω(p)(v1, v2, v3). Using the fact A sin x + B cosx ≤
√
A2 +B2 and the definition of Ccu
we have
v¯22 + v¯
2
3 = (−
1
2
v1 sin x+
1
10
v2)
2 + (
1
2
v1 cosx+
1
10
v3)
2 ≤
1
4
v21 +
1
100
(v22 + v
2
3) +
1
10
|v1|(v22 + v23)1/2 ≤ v21(
1
2
+
1
5
)2 < v¯21,
since T ′α ≥ 1 on M .
Define Ecuω (p) =
⋂∞
k=0Dg
k
σ−kω(g
−k
σ−kω
(p))Ccu(g−k
σ−kω
(p)). The second step is to show that
Ecuω (p) is a line. By the previous argument, the finite intersections
C(n) =
n⋂
k=0
Dgkσ−kω(g
−k
σ−kω
(p))Ccu(g−k
σ−kω
(p)) = Dgnσ−nω(g
−n
σ−nω(p))Ccu(g−nσ−nω(p))
form a nested sequence. It is sufficient to prove that the angle between any two vectors
C(n) converges to zero as n goes to infinity. For any (v(1)1 , v(1)2 , v(1)3 ), (w(1)1 , w(1)2 , w(1)3 ) ∈ C(1)
we have∣∣∣∣∣v(1)2v(1)1 − w
(1)
2
w
(1)
1
∣∣∣∣∣ =
∣∣∣∣(−12v(0)1 sin x+ 110v(0)2 )/(v(0)1 T ′ω(x))− (−12w(0)1 sin x+ 110w(0)2 )/(w(0)1 T ′ω(x))
∣∣∣∣
≤ 1
10
∣∣∣∣∣v(0)2v(0)1 − w
(0)
2
w
(0)
1
∣∣∣∣∣ .
Similarly ∣∣∣∣∣v(1)3v(1)1 − w
(1)
3
w
(1)
1
∣∣∣∣∣ ≤ 110
∣∣∣∣∣v(0)3v(0)1 − w
(0)
3
w
(0)
1
∣∣∣∣∣ .
By induction, we obtain∣∣∣∣∣v(n)iv(n)1 − w
(n)
i
w
(n)
1
∣∣∣∣∣ ≤ C10−n, i = 2, 3 for any (v(n)1 , v(n)2 , v(n)3 ), (w(n)1 , w(n)2 , w(n)3 ) ∈ C(n).
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This shows that the angle between (v
(n)
1 , v
(n)
2 , v
(n)
3 ) and (w
(n)
1 , w
(n)
2 , w
(n)
3 ) converges to zero.
This implies the existence of a continuous splitting. Moreover, this splitting is continuous
in ω since gω is smooth in ω. Now define
W uω,ε(p) = {q ∈M | d(g−nσ−nωq, g−nσ−nωp) ≤ ε, ∀n ≥ 0},
W sω,ε(p) = {q ∈M | d(gnωq, gnωp) ≤ ε, ∀n ≥ 0}.
The third step is to show that W sω,ε(p) and W
u
ω,ε(p) are stable and unstable manifolds,
respectively. Obviously, W sω,ε(p) is a ball of radius ε in {p} × R2 centred at p. Let v :
Ω ×M → TM be a continuous vector field such that v(ω, p) ∈ Ecuω (p). Then the initial
value problem
dqω/dt = v(ω, qω(t)), with qω(0) = p (109)
has a solution which is continuous in ω. The part of the curve qω(t)∩B(p, ε) is contained in
W uω,ε(p), where B(p, ε) is a ball centred at p of radius ε. Since ‖Dg−1ω |Ecu‖ ≤ 1 the distance
along qω(t) does not grow under backward iterates of gω. Now suppose there are two
solution through p for (109) qω(t) and q˜ω(t). Fix t0 > 0 small enough so that q0 = qω(t0) ∈
W uω,ε(p) and q1 = W
s(q0) ∩ q˜ω(·) ∩ B(p, ε) ∈ W uω,ε(p). Notice that d(g−nω (p), g−nω (qi)) ≤ ε,
i = 0, 1 and any n ∈ N; however, there exists an n ∈ N such that d(g−nω (q0), g−nω (q1)) > 2ε.
This leads to a contradiction. Now the global centre-unstable manifold at p is defined as
W uω (p) =
∞⋃
k=0
gkσ−kωW
u
σ−kω,ε(g
−k
σ−kω
(p)).
Let Λω = Kω ∩ ((0, 1)×D2). For every (x, y, z) ∈ Λω set γs(x, y, z) = {(x, y, z) | (y, z) ∈
D2} and let γu(x, y, z) be the connected component of Λω that contains (x, y, z). Thus, Λω
admits a hyperbolic product structure and it is measurable in ω by definition.
We now show the random systems satisfies (P0)-(P4) for a suitable partition of Λω. For
each ω we define a random sequence of pre-images of 1
2
as follows. Let x±1 (ω) =
1
2
, and
x±n (ω) =
(
T±ω
)−1
xn−1(σω) for n ≥ 2, (110)
where T+ω = Tω|[12 , 1) and T−ω = Tω|(0, 12). Set In(ω)− = (x−n (ω), x−n−1(ω)) and In(ω)+ =
(x+n−1(ω), x
+
n (ω)). We define s-subsets as Λ
±
n,ω = {{x} × γs(ω) | x ∈ I±n (ω)}. Obviously,
Λ±n,ω is a mod 0 partition of Λω and g
n+1
ω (Λ
±
n,ω) is a u-subset, since T
n
ω (In(ω)
−) = (1
2
, 1),
T nω (In(ω)
+) = (0, 1
2
) and consequently T n+1ω (In(ω)
±) = (0, 1). Properties (P0)-(P2) are
then automatically satisfied. Uniform expansion in (P3) is obvious from the construction.
Bounded distortion in (P3) is the same as in [14, 15], since D
ugRωω = (T
Rω
ω )
′. In this
situation (P4) is obvious, since the projection along stable leaves is just the orthogonal
projection to the x-axis. Aperiodicity is easy and can be verified in the same way as in
[15]. Further the tail assumptions, including the uniform tail assumption, of Theorem 1.4
are verified in the same way as in [15] and we obtain{
Lebγω{Rω > n} ≤ Cn−1/α0 log n, whenever n ≥ n1(ω),
P{n1 > n} ≤ Ce−τnc ;
(111)
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moreover,
∫
Lebγω{Rω = n}dP (ω) ≤ C(logn)
1
α0
+1
n
− 1
α0
−1
. Therefore, by Theorem 1.4 we
have
|Cn(ϕ, ψ, µω)| ≤ Cϕ,ψmax
{
Cωn
1+ε−1/α0 , δη
σ[n/4]ω,[n/4]
}
and P{Cω > n} ≤ Ceb′nv
′
for some b′ > 0 and c′, θ′ ∈ (0, 1]. We now obtain an estimate
on δσ[n/4]ω,[n/4]. Notice that
δσkω,k = sup
A∈Qω2k
diam(πσkω(F
k
ω (A))) ≤ max
{
10−k, sup
A¯∈Q¯ω2k
diam(π¯σkω(F¯
k
ω (A¯)))
}
,
and B¯ = F¯ kω (A¯) ∈ Q¯σkωk . We consider two cases. First, if Rˆσkω|B¯ > k, then πσkωB¯ ⊂
{Rσkω > k}. Thus, diam(π¯σkωB¯) ≤ Ck−1/α0 log k for k > n1(σkω). Second if Rˆσkω|B¯ ≤ k,
then there exists N such that SN−1|B¯ < k ≤ SN |B¯ and m ≤ N such that Sm−Sm−1 ≥ kN .
Let U = fSm−1ω (B¯). Observe that U ⊂ Q¯ ∈ Q¯ω′ , where ω′ = σk+Sm−1, and Rˆω′ |Q¯ > kN .
By (P3) we have |B¯| ≤ DθN−1|Q¯|. Thus, if there exists c > 0 such that N ∼ kc then
|B¯| ≤ Dθkc . On the other hand, if there exists 0 < c < 1 such that N < kc, then using
(111) we obtain |B¯| ≤ DθN−1N1/α0k−1/α0 log k ≤ Ck−1/α0 log k, for any k1−c > n1(ω′).
Finally, define
n2(ω) = min
{
n | ∀k > n, n1(σjω) < k1−c, k ≤ j < 2k
}
,
and notice that
P (n2 > n) ≤
∑
k≥n
2k−1∑
j=k+1
P (n1(σ
jω) ≥ k1−c) ≤ Ce−τ ′nc′ ,
for some τ ′ > 0. Now define C¯ω = max{Cω, n2(ω)1/α0}. Then the theorem holds with C¯ω.
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