Online Social Networks (OSNs) are used by millions of users worldwide. Academically speaking, there is little doubt about the usefulness of demographic studies conducted on OSNs and, hence, methods to label unknown users from small labeled samples are very useful. However, from the general public point of view, this can be a serious privacy concern. Thus, both topics are tackled in this paper: First, a new algorithm to perform user profiling in social networks is described, and its performance is reported and discussed. Secondly, the experiments -conducted on information usually considered sensitive-reveal that by just publicizing one's contacts privacy is at risk and, thus, measures to minimize privacy leaks due to social graph data mining are outlined.
INTRODUCTION AND MOTIVATION
Graph Labeling is the task of assigning labels to the vertices or edges of a graph. Because social networks are usually represented as graphs, vertex and edge labeling algorithms can be applied to them straightforwardly. In the former case the individuals in the network are labeled, while in the later the labels are assigned to the relationships between them.
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In that context, labeling algorithms can exploit a property of social networks: the tendency of people to relate more likely with those sharing similar traits, or homophily. This phenomenon is pervasive to very different social networks, and it has been revealed that a number of personal characteristics -such as race and ethnicity, age, religion, education, occupation, or sex-induce homophilous relationships [13] .
Thereby, homophily can be used both to cluster similar individuals within a network, or to infer attribute values for every individual from his neighbors' characteristics. In the first case -community detection-it is not necessary to know anything about the members of the social network except for their relations. In the second, the attributes of interest are needed and, hence, part of the individuals in the network must have known values for them -i.e. they must be labeled. Thus, from a machine learning perspective, the first is an unsupervised problem while the second is semi-supervised.
It is well-known that online social networks (OSNs) ask their users for personal information and that many of those users happily provide it. Hence, part of the users in OSNs are labeled and semi-supervised approaches can be employed to label the rest of the members of the network. This paper describes a new semi-supervised algorithm to perform user profiling in social networks. A number of experiments conducted on Twitter data are reported, and the privacy implications discussed. Certainly, there exist a number of semi-supervised methods to label partially labeled social graphs. Hence, a later section reviews those most highly related to the method here proposed, and points out the main differences between this and them. Moreover, previous works regarding the privacy implications of social graph mining are also discussed. In that sense, this paper focuses on active measures the users can adopt and, thus, it outlines a protocol to minimize leakages due to graph data mining.
THE McC-SPLAT ALGORITHM
McC-Splat 1 is an iterative algorithm to perform vertex labeling on a partially labeled social network. It is a multiclass classifier, that is, each attribute can have more than two classes and, in fact, in addition to the predefined attribute values -e.g. female and male for sex -an extra class, unknown, is also required for each attribute.
Needless to say, individuals have a number of different attributes -e.g. sex, age, or marital status-and, hence, each person would have got a profile comprising such attributes with their corresponding values. The McC-Splat algorithm can simultaneously propagate the values for each attribute in the users' profiles but, for the sake of clarity, the following description just covers the single attribute case.
McC-Splat works on a directed graph G = {V, E, C, A} where V is the set of vertices -i.e. individuals, E denotes the edges -i.e. relationships between those individuals, C = {c1, . . . , cm} are the different classes each individual's attribute can take, and finally A is the set of attribute weight vectors for the individuals in V .
By using attribute weight vectors it would be possible to model overlapping classes; nevertheless, all of the experiments reported here were conducted with disjoint classes. Moreover, the weights can be seen as a proxy for the user's likelihood to belong to a given class -including the unknown one-although weights are not probabilities in a strict sense. The following formalization describes the A set:
Given that G is partially labeled, V is divided in two disjoint sets: the set V K of known vertices -i.e. those individuals with a known class value for the attribute-and the set of unknown vertices V U -i.e those belonging to the unknown class. Because the attribute values can be taken from m different classes this can be formalized as:
Finally, a definition for the neighborhood of each vertex is needed. In this regard it must be noted that (1) this algorithm assumes directed graphs, and (2) it only considers as neighbors of a person those people related to the first one via a relationship started by that person.
For instance, in a phone network those numbers a user makes calls to would be neighbors, but not the numbers from which he receives calls; in the blogosphere the neighborhood would comprise the blogs a given blog links to, but not those linking to that blog; in Twitter the neighbors would be those users a given user is following, but not his followers.
Thereby, the neighborhood for vertex vi ∈ V would be:
All of this defines the input graph but not the way in which the algorithm works on it. As it has been said, it is an iterative algorithm and, hence, at its core there is an operation to compute new weights for each vertex attribute vector from its neighbors weights in the previous iteration. It must be noted that only the weights for vertices belonging to V U are updated, those from the originally labeled set V K are not assigned new weights:
In the previous formalization Z is a normalizer.
McC-Splat, like other graph iterative algorithms, converges after relatively few iterations. Hence, once weight vectors have stabilized -or after a predefined number of iterationsa large part of vertices in V U have got weight vectors for the attribute of interest. Other algorithms would then assign to each vertex the label with the highest weight within the vector, or would require an ad hoc threshold to be defined for each class value. McC-Splat, instead, introduces two extra steps which can be used to achieve automatic thresholding in a number of ways.
First of all, a fictitious sink vertex can be introduced. Such a vertex would represent an individual related to every single person within the social network. The weights for that vertex are computed after the last iteration and they provide a measure of which weights could be expected for a user without homophilous relationships. The usefulness of such an approach is clear when a large majority of people belongs to a single class; if that prevalence is not taken into account most of the unknown individuals would be incorrectly assigned to the majority class. This equation defines the weight vector for such a sink vertex:
Once the sink vertex weights are computed they can be used in two ways: (1) vertices from V U can be assigned the label with the highest weight which is also above the corresponding weight in the sink vector; or (2) vertices from V U can be assigned the label with the weight which most largely departs -in percentage value-from the corresponding weight in the sink vector.
The second approach to automatic thresholding requires to compute an alternative weight vector for the members of V K . As it has been said, those vertices' vectors have got one single component with a unity value -i.e. the component corresponding to the class each individual belongs toand their vectors are not modified as the algorithm iterates. However, it is possible to compute from their corresponding neighborhoods the weights they would have whether they had belonged to V U :
By doing that it is possible to produce a reverse-ordered ranking of individuals for each of the class values the attribute can take. That way, instead of defining an ad hoc threshold to decide if a weight is high enough to accept the induced label, it is possible to find different weights at different percentile values.
Thereby, when using McC-Splat it is not needed to take ad hoc weight thresholds; instead, the confidence required from the labeled output can be chosen. For instance, by choosing the 90th percentile only those members of V U whose weights were above 90% of the weights of V K members would appear in the output labeled set.
So, in short, McC-Splat comes in the following flavors: (1) Plain-vanilla, the class with the highest weight is assigned 2 . (2) Sink-absolute, the class with the highest weight and above the corresponding weight within the sink node is assigned. (3) Sink-relative, the class with the highest positive difference against the corresponding weight within the sink node is assigned. (4) Percentile, the class with the highest percentile -according to the labeled individuals-is assigned. Optionally, a minimum value -e.g. 90%-can be forced or, otherwise, the unknown class is assigned. Now, the algorithm's name should be self-explained: it is a multiclass classifier which iteratively propagates weight vectors to every node from its neighborhood; because each node's vector roughly represent its likelihood of belonging to each class, the labeling is performed in a "soft" rather than in a "hard" way; moreover, the algorithm provides alternatives to automatically determine the most reliable class for each node, making ad hoc thresholds unnecessary.
EXPERIMENTAL EVALUATION

Dataset Description
Social network data was needed to test the performance of McC-Splat. The graph depicting relationships between individuals was essential but, in addition to that, a part of those users had to be labeled.
Hence, the Twitter 3 dataset collected in [2] was used. It comprises 27.9 million English-written tweets published from January 26 to August 31, 2009 by 4.98 million users.
Followers and followees for each of the users in that dataset were also collected. Links to users not appearing in the dataset were disregarded, and isolated users were removed. Furthermore, a substantial amount of user accounts were suspended at the moment of the graph crawl and, hence, no information on them was available. Lastly, because of the unavoidable network problems, coupled with the fact that the API was pushed a little too far, the information for a noticeable amount of users was not eventually crawled.
Thus, the user graph consisted of 1.8 million users with their corresponding links and profiles -i.e. full name, short biography, location, etc. Given that at the moment of collecting the dataset, the number of Twitter users in the U.S. was estimated between 14 and 18 millions 4 , and that most of the crawled users were supposed to be from the U.S. it can be considered a rather substantial sample.
Labeling Twitter users
Unlike other OSNs such as Facebook, Twitter profiles do not provide highly structured information; there is no way, for instance, to indicate the user's sex or age. Instead, Twitter profiles consist of the user's full name, location, website, and a short biography. All of these fields are free text and there is a high disparity in their use. For example, 62.31% of the users in the dataset provide a location string, but only 36.46% provide their full personal name [2] .
This does not mean that no personal information can be extracted from Twitter profiles. Quite to the contrary, using the location, full name, and biography strings, half of the users in the dataset were geolocated, the sex of one third of them was found, in addition to the age for about 11,000 [2] . Needless to say, the data was noisy, and the labeling methods a bit rough; though, anecdotal evidence revealed a quite accurate big-picture of Twitter demographics.
Therefore, a similar approach was employed to label users according to a number of personal traits. In addition to sex and age, the following attributes 5 were also chosen: political orientation, religious affiliation, race and ethnicity, and sexual orientation. All of them are usually considered sensitive information, and most countries have enacted laws against discrimination based on any of such attributes. In spite of this, many people still feel the need to hide those personal details. Thus, it is important to find out the degree in which such individuals can be inadvertently exposed because of their acquaintances.
All of the classes, except those corresponding to sex, were determined by means of pattern matching (see table 1 for the patterns applied). Firstly, each class name was used to obtain a initial list of users. For instance, the patterns democrat* and republican* were used to find users self-defined as Democrats or Republicans. Once there was a preliminary list of users for each class, their biographies were mined to find the most frequent keywords which could be considered indicative of class belonging. That way, for example, patterns such as lib-dem* or dems* were found for Democrats, and conservat* or tea party for Republicans.
Certainly, such a labeling method is error prone but the goal was to obtain the largest 6 possible labeled set for each class and attribute. Because of the nature of McC-Splat, it was assumed that large although noisy data was preferable to cleaner but small samples. After all, should the results be encouraging, better labeling approaches could be used.
Finally, the labeled sets were split into training and tests partitions: the former consisted of a random selection of 80% of the users in each class and was used as input for the algorithm; the later comprised the remaining 20% of the users and was left out for evaluation.
Results
McC-Splat was applied to the Twitter graph in each of its four different "flavors" just considering the users in the training partitions. That way, labels were obtained for the rest of the users in the graph including those in the test partitions. Then, by comparing the algorithm's class assignments for those users with the actual class belonging according to their biographies, precision and recall figures were computed (see table 4 ). For comparison purposes, the performance of a random classifier based on the proportion of each of the different classes is shown in table 2.
In addition to that first experiment, a second one was conducted on another independently labeled set. To that end, data was collected from WeFollow 7 which is a Twitter 5 All of the chosen attributes, except for race/ethnicity, appear in Facebook profiles and, thus, it would not be surprising to find information on them in Twitter biographies. 6 Table 1 reveals that the number of labeled examples obtained was rather low for all of the attributes and, unsurprisingly, the more sensitive the attribute, the fewer users disclose information about it in their biographies. 7 http://wefollow.com Table 1 : Classes for each of the six personal attributes along the rules applied to label Twitter users according to them. All of the labels, except for sex were obtained by pattern-matching the users' biographies. The age intervals were those used by [5] . user directory where users classify themselves according to the topics they are interested in. Each topic is represented by a tag, and a list of users following each tag can be obtained 8 .
Hence, most of the patterns from table 1 were employed to obtain lists of users from WeFollow 9 . Needless to say, not every user in those lists appeared in the Twitter user graph and, therefore, those users not appearing in the graph, in addition to those already labeled -i.e. appearing in the training and test partitions-were removed.
Performance results on this second dataset for both the random classifier and the McC-Splat algorithm can be seen in tables 3 and 5, respectively.
Discussion of Results
As it can be seen from tables 4 and 5 the performance of McC-Splat was notably high. Average precision and accuracy figures were quite similar, implying that performance across classes within the same attribute is comparable and, thus, there was no much bias towards the prevalent classes.
Attributes such as religious affiliation, political orientation, sexual orientation, and race and ethnicity achieved above 95% precision when evaluating on the test partitions. Results in the WeFollow dataset were very similar, except for race/ethnicity where precision dropped to 50% and accuracy to 71%.
The poorest results were achieved when assigning sex and age: 62% and 43% macro-averaged precision, respectively. With regards to age, maybe it was problematic because it is actually a continuous variable. After reviewing the actual classifications it was found that most of the errors were due to assigning users to nearby classes -e.g. classifying teenagers as youngsters, youngsters as youngs, etc.
All in all, McC-Splat clearly outperformed the random classifier by an exceedingly large margin although, certainly, when an attribute has got a clearly prevalent class it is much more difficult to outperform it. In the presence of such prevalent classes the random classifier achieved good accuracy but also poor macro-averaged precision; McC-Splat, instead, was not very affected by such prevalent classes and it exhibited comparable precision across classes.
Regarding the different "flavors", the Plain-vanilla version did not outperform the random classifier for prevalent classes (e.g. male vs female, young vs the rest of age intervals, and christians vs the rest of religious affiliations), and it even underperformed when classifying homosexual individuals. The rest of the "flavors" clearly outperformed the random classifier -even for prevalent classes-and they consistently achieved high performance figures. Therefore, Plainvanilla could be disregarded and additional experiments are required to find which of the other three alternatives can be the best choice. In this regard, better labeled data -in particular for large majority classes-is also needed. 8 For instance, http://wefollow.com/twitter/democrat gives access to a list of users self-defined as Democrat, while http://wefollow.com/twitter/republican provides a list of Republican users. 9 Sex and age were not able to be tested with data from WeFollow.
RELATED WORK
As it has been said, McC-Splat is a semi-supervised graph labeling algorithm based on label propagation. There are other algorithms which are somewhat similar and, hence, those most highly related are to be briefly reviewed.
Maybe the best known iterative graph algorithm is PageRank [15] , it computes for each vertex -generally a web pagea score which corresponds to its relevance within the network. Its popularity has spurred the use of similar methods in many other scenarios -e.g. to fight spam in the Web [4] .
With regards to the use of the graph structure to perform classification, one of the earliest works was a hypertext classifier [1] . In this case, however, the links were used to improve the classifier but other clues -such as the documents content-were also required.
Much more related to McC-Splat are the works described in [11, 14] . In [14] it is described an iterative application of Bayesian classifiers where the objects attributes were modified from the inferences made on their neighbors in each iteration. In [11] the so-called wvRN 10 method is described. That algorithm works on undirected weighted graphs and just relies on the objects labels and relationships. It estimates the probability of an object belonging to a given class as the weighted proportion of its neighbors that belong to that class and, then, the majority label is assigned after each iteration.
Although related, there are several differences between wvRN and McC-Splat: the later works on unweighted directed graphs, labels are not assigned by majority vote but, instead, weight vectors are propagated. Besides, in the absence of labeled neighbors wvRN assigns label on the basis of the class priors -i.e. a random classifier-while McC-Splat assigns the unknown class. Finally, the use of a sink node and the estimation of weight vectors for the labeled examples to perform auto-thresholding are novel additions which could be compared to cautious classification [12] .
As it has been said, data mining users' relationships in OSNs raises some concerns and, in fact, this study have exposed the privacy risks due to the public nature of those relationships. Hence, this work has got some points of similarity with a number of recent studies on privacy in OSNs.
It has been shown, for instance, that different kind of attacks can be conducted on the basis of known relationships and group memberships [18, 19] , and a number of studies have provided additional support for those findings in Facebook -e.g. [6, 8] .
It has been stated that privacy attacks can be successful when "as much as half of the profiles are private" [18] . However, this study has revealed that the number of required known users is, in fact, much lower -well below 1% for a sample of 1.8 million users-and the achieved precision is much higher than the one reported in [18] . Thereby, privacy issues because of publicizing acquaintances in OSNs should be a major concern for their users.
Finally, a few pertinent works on measures to improve privacy in OSNs are referenced to provide context for the protocol described in the last section.
At least two different Facebook applications relying on public key cryptography to store obfuscated information in the OSN servers have been proposed [9, 10] . By doing that users can still make use of the OSN services but their personal information is decrypted on the client side and, thus, it is inaccessible for the OSN operator. Needless to say, encrypted text is relative easy to detect and, thus, a "hostile" OSN operator could disable accounts using such a measure. Because of that, it has been proposed to use instead a dictionary known to the members of a group [3] . Such a dictionary would provide a way to replace "atoms" of personal information with atoms from other users. For instance, the name, age, or sex of a user would be stored in such a way that they still resemble personal information but cannot be linked to the actual individual. By using the dictionary, the group members could translate that fake information into the actual attributes of their acquaintance. Purportedly, this measure is much more difficult to detect than cryptography and, thereby, it could be applied even when using the services provided by "hostile" OSN operators [3] .
IMPLICATIONS AND CONCLUSIONS
Implications for Users Privacy
Users sensitive information, such as political or religious beliefs, race and ethnicity, or sexual orientation can be determined with notable precision from their neighbors with rather simple algorithms. Thereby, it does not matter if users do not self-disclose personal traits, they can be inadvertently exposed because of acquaintances who do not conceal such information.
Most works on privacy in OSNs have mainly focused on ways to guarantee that released datasets do not put at risk the users' privacy -e.g. [17] . Certainly, such anonymization measures may dispel some concerns the operators of OSNs can have about releasing data for research purposes. However, it is not at all necessary to obtain the data from the operator of the OSN, but it is relatively easy to collect using the available APIs. Therefore, in spite of anonymization methods, users of OSNs are fully exposed to any third party aiming to data mine social graphs.
A trivial solution for that problem would be, of course, to disable the APIs. This, however, is unlikely to happen because it would be contrary to the interests of the operators of the OSNs. In addition to that, it would just make difficult 11 for third parties to mine the users data but would not prevent the operator of the OSN and licensed third parties from doing it.
A number of works, some of them referenced in the previous section, propose users to encrypt the information they submit to the system. Needless to say, making the users information opaque for the OSN would put at risk their current business models which, to a great or lesser extent, revolve around marketing and personalization. Thereby, it does not seem unreasonable to assume that if encryption went mainstream among OSN users, the operators of the services would force users to use plain text. 11 Several ways in which an attacker can obtain information on network relationships by compromising a number of user accounts are described in [7] .
Minimizing Data Mining Risks
So, to sum up, graph anonymization is an unreliable passive measure, and heavy use of cryptography, an active user's measure, could be easily disallowed by the operators of the OSNs. Hence, procedures to minimize privacy leakages should be active and keep the use of cryptography to a minimum; some hints on such a prophylactic protocol are provided here.
First of all, the following protocol has been devised for asymmetrical social networks in general, and Twitter in particular. Secondly, users are responsible for the information they disclose on themselves; that is, the purpose of this protocol is not to protect their privacy regardless of their actions, but to minimize the likelihood of being exposed because of their relationships. In third place, users cannot control who is following them but who they follow. It has been shown that these relationships are risky and, thus, identifiable accounts cannot be used to follow anybody.
Needless to say, the network is useless if users are isolated and, thereby, they need a mechanism to follow other users. To that end, a second account is to be used. The nickname should be a totally random string, and no information should be provided other than a public key. This anonymous account -in contrast to the previous identified account-would not be used to post messages other than mentions to followees, and it would not accept followers.
Obviously, using two different accounts would be pointless if they can be linked to each other by means of the IP address. Therefore, the anonymous account should connect to the service through an anonymizing service such as Tor 12 or I2P 13 while this is not necessary for the identified account.
With regards to message publishing, those not mentioning any account or mentioning an identified account could be published unencrypted. After all, users are responsible for what they publish on themselves, and cannot control the messages other users address to them. However, if the message is a reply from an identified account to an anonymous account it should be fully encrypted using the public key corresponding to the anonymous account. The reason for this is to avoid eavesdroppers to find out implicit links starting on identified accounts.
The most cumbersome part would be the one regarding the exchange of credentials between anonymous and identified accounts. Such an exchange would be needed to allow users to follow their followers. As it has been said, anonymous accounts are not for publishing messages and, thus, they would be of no interest. However, after receiving a new follower, that anonymous account is the only piece of information the user has got to reach the follower's identified account. Hence, the user receiving a new follower should publish his or her public key encrypted with the public key of the new follower. The follower would publish, in return, the nickname for his or her identified account encrypted with the public key of the followee. At that point, the followee could use his anonymous account to start following the identified account of his new follower.
Clearly, that chain of actions would allow an eavesdropper to link anonymous and identified accounts. Thus, to avoid it, the exchange of credentials could be made at pre-scheduled hours. In addition to this, it must be clear that this pro-tocol does not aim to maintain users anonymous from each other but to conceal their relationships from third parties observing the social network -including its operators.
Finally, all of these measures should be implemented by client software in such a way that the user could use the OSN transparently.
Final Remarks and Future Work
A new algorithm to perform user profiling in social networks, McC-Splat, has been described. The new method is related to other known algorithms but, unlike them, it does not require ad hoc thresholds but, instead, it provides a number of alternatives to perform auto thresholding from the input labeled data.
A number of experiments were conducted to test its performance. Results from those experiments have been reported, revealing that McC-Splat largely outperforms a random classifier and, in fact, achieves a notably high precision for very different classes and attributes. Nevertheless, further experiments are needed to determine which of the different "flavors" of the algorithm is the best choice, in addition to test the algorithm on data from OSNs other than Twitter, and labeled by different means.
The attributes employed for the experiments are usually considered sensitive personal information and, thus, the experiments had an additional outcome: exposing the risk that acquaintances suppose for users which can be exposed even without revealing any personal information on themselves.
Thereby, a prophylactic protocol to minimize leakages due to graph data mining was outlined. Further work is needed in this regard: a prototype implementation is highly needed; in addition to field studies regarding its use by real users, and analyzing its sensitiveness to different kind of attacks -mainly those based on infiltration. Details for each individual class are provided in addition to aggregated figures: both micro-and macro-averaged. Micro-averaged precision is equivalent to the accuracy of the classifier for each attribute. Figures in bold correspond to "material" performance improvements against the random classifier -i.e. larger than 10%, according to the criterion proposed by [16] . 
