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Abstract
A new Volterra type integral equation method for the numerical solution of the radial Schr%odinger equation
is investigated. The method, carried out in con4guration space, is based on the conversion of di5erential
equations into a system of Volterra type integral equations together with the application of a spectral type
Clenshaw–Curtis quadrature. Through numerical examples, the Volterra type integral equation method is shown
to be more e7cient and more accurate than the integral equation method based on the Fredholm formulation
(J. Comput. Phys. 134 (1997) 134) and better than 4nite di5erence methods. Accompanying C++ code for
the Volterra type method is available upon request.
c© 2004 Elsevier B.V. All rights reserved.
MSC: 45A05; 45D05; 65D30
Keywords: Radial Schr%odinger equation; Gauss type quadrature; Volterra type integral equation
1. Introduction
The radial Schr%odinger equation is one of the most common equations in mathematical physics. Its
solution gives the probability amplitude of 4nding a particle moving in a force 4eld. In the case of
the radial Schr%odinger equation which models the quantum mechanical interaction between particles
represented by spherical symmetric potentials, the corresponding three-dimensional partial di5erential
equation can be reduced to a family of boundary value problems for the ordinary di5erential equation,[
− d
2
dr2
+
l(l+ 1)
r2
+ @V (r)
]
Rl(r) = k2Rl(r); 0¡r¡∞; (1.1)
Rl(0) = 0; (1.2)
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here l is the angular momentum number, k is the wave number, @V (r) is the given potential, and
Rl(r) is the partial radial wave function to be determined, corresponding to l. It is assumed that
@V is continuous on (0;∞) and has the following behavior at the end points: it tends to zero as
fast or faster than 1=r2, as r → ∞, and as r → 0 it does not grow faster than 1=r. Most of the
physically meaningful potentials except the Coulomb potential satisfy these conditions. However, the
Coulomb potential also can be handled by the method described here. Under these conditions on
@V (r), the initial value problem (1.1) has a unique bounded solution on (0;∞) (see [4]), satisfying
the asymptotic condition
lim
r→∞
(
Rl(r)− sin
(
kr − l	
2
)
− !ei(kr−l	=2)
)
= 0; (1.3)
where l is an integer and ! is an unknown constant uniquely determined by the problem, together
with the solution Rl(r). A more detailed description of the Schr%odinger equation and its reduction
to a family of ordinary di5erential equations can be found in [11], [13]. The Volterra type integral
equation transformed from (1.1) is as follows:
T (r) +
1
k
cos(kr)
∫ r
0
sin(kr′)V (r′)T (r′) dr′ − 1k sin(kr)
∫ r
0
cos(kr′)V (r′)T (r′) dr′
=
[
1− 1
k
∫ T
0
cos(kr′)V (r′)T (r′) dr′
]
sin(kr)
=  sin(kr); (1.4)
where =1−1=k ∫ T0 cos(kr′)V (r′)T (r′) dr′, and V (r)=l(l+1)=r2+ @V (r). As is explained in detail in
Section 2, the solution T (r) of (1.4) di5ers from the solution Rl(r) of the boundary value problem
(1.1) by a constant multiple which can be calculated numerically without any di7culty from the
asymptotic condition (1.3) for a su7ciently large T . The kernel of the integral equation is obtained
from a Green’s function multiplied by the potential V (r). The former are written in terms of simple
sine and cosine functions of the wave number k times radial distance r. The method presented here
is based on the reformulation of the second order ordinary di5erential equation (1.1) along with two
boundary conditions (1.2) and (1.3) as a Volterra type integral equation which is then discretized
via the Clenshaw–Curtis quadrature [3]. The integral equation method originated in [8,9]. Gonzales
et al. [6] then improved and adapted the method to the speci4c features of the Schr%odinger equation.
The method described in their paper is a spectral type and therefore it displays, typical for spectral
methods [7], super-algebraic convergence when @V (r) is analytic. Kang et al. [10] then introduced
a new spectral type numerical technique for Fredholm integral equations of the second kind whose
kernel is either “discontinuous” or “not smooth” along the main diagonal. This technique is shown to
be applicable to the Schr%odinger equation with “non smooth potential” V (r; r′) such as Yukawa and
Perey–Buck potentials. It is also shown to be applicable to the case which models the non-localities
corresponding to a nucleon–nucleon interaction.
The method to solve the integral equation (1.4) can be described brieQy as follows. Since the
length of the interval of integration, T , may require many support points, and in order to avoid
working with high degree polynomials, the author uses the composite Clenshaw–Curtis quadrature
suggested in [9], by partitioning [0; T ] into su7ciently small subintervals. The restricted integral
equation on each sub-intervals i (i = 1; 2; : : : ; m) then is solved to get two local solutions yi(r) and
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zi(r). It is shown that the global solution T (r) of (1.4) is a linear combination of the local solutions
for the r restricted to any sub-interval i, namely
T (r) = A(i)yi(r) + B(i)zi(r); (1.5)
where A(i) and B(i) are constants yet to be determined. These unknown coe7cients A(i) and B(i) can
be found by simple recursion. The local solutions yi(r) and zi(r) are calculated at Chebyshev support
points in the ith sub-interval using Clenshaw–Curtis quadrature. The value of T (r) at r=T or any
other r in [0; T ] can be found using Chebyshev–Fourier coe7cients in any sub-interval [bi−1; bi] and
recursion formula of Chebyshev polynomials as described in Section 4. The kernel of the Volterra
type equation transformed from the di5erential equation (1.1) is more singular at the origin than the
kernel of the non-Volterra type method used in [6]. As is shown in Section 5, numerical calculations
for various examples with the Volterra type method show that this singularity does not a5ect the
numerical accuracy. In fact, the coe7cients matrix of the Fredholm type method presented in [6] to
obtain the coe7cients A(i) and B(i) of Eq. (1.5) is a block tridiagonal system of order (2m)× (2m),
where m is the number of partitions of the interval [0; T ]. The coe7cients matrix presented here
is entirely lower triangular, and hence the solution for the coe7cients A(i) and B(i) required to get
the solution of (1.5) can be set up as simple recursion, which is more e7cient and requires less
memory space. The Volterra method is thus preferred, especially in the case of large scale systems
of coupled equations.
In this paper the Numerov algorithm is chosen as a generic 4nite di5erence method because it
is easy to implement, often produces satisfactory solutions and is a widely used method, although
there are more advanced 4nite di5erence methods such as the recently developed exponentially 4tted
methods, see [14,15] and references therein. The Numerov method has a drawback common to all
explicit 4nite di5erence methods, namely that round o5 error accumulations puts a lower bound
on acceptable step-size. Therefore, if high accuracy is required, then this method and other 4nite
di5erence methods may not be suitable. The Volterra type integral equation method described here
provides an alternative method for the solution of the radial Schr%odinger equation which gives high
accuracy at a cost comparable to that of the Numerov method.
In Section 2 the integral equation and normalization constant formulations are presented. In Section
3 it is shown that the global solution can be found as a linear combination of local solutions of
integral equations restricted to small sub-intervals of the partition of the radial interval [0; T ]. The
discretization technique for local solutions and the interpolating technique for the numerical values at
any points other than Chebyshev points are presented in Section 4. In Section 5 the author describes
results of numerical experiments and compare them with the results obtained via the standard 4nite
di5erence Numerov method and an adaptive step-size 6th order 4nite di5erence method of [12].
2. Integral equation formulation
The radial Schr%odinger equation with E¿ 0 to be solved is as follows:[
− ˝
2
2m
d2
dr2
+
˝2l(l+ 1)
2mr2
+ (r)
]
Rl(r) = ERl(r); (2.1)
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subject to conditions (1.2) and (1.3). Here r is the radial distance of the particle of mass m to the
scattering center, E is the energy, l is the angular momentum number,  is the potential, and ˝ is
Planck’s constant divided by 2	. With k =
√
2mE=˝, Eq. (2.1) can be rewritten as[
d2
dr2
+ k2
]
Rl(r) = V (r)Rl(r); (2.2)
where V (r)= l(l+1)=r2 + @V (r) with @V (r)= (2m=˝2)(r). The following proposition shows that the
solution of integral equation is a constant multiple of the solution of the di5erential equation.
Proposition 1. Let Rl(r) be the unique solution of (1.1)–(1.3), and let
(r) = Rl(r) sin(kr) +
1
k
cos(kr)− 1
k
∫ r
0
cos(kr′)V (r′)Rl(r′) dr′:
For a 7xed T with 0¡T ¡∞,
(i) if (T ) = 0, then the integral equation
T (r) +
1
k
cos(kr)
∫ r
0
sin(kr′)V (r′)T (r′) dr′
−1
k
sin(kr)
∫ r
0
cos(kr′)T (r′) dr′ = sin(kr) (2.3)
has a unique solution,
T (r) =
1
(T )
Rl(r):
(ii) If (T ) = 0, then (2.3) has no solution, while the homogeneous equation
T (r) +
1
k
cos(kr)
∫ r
0
sin(kr′)V (r′)T (r′) dr′
−1
k
sin(kr)
∫ r
0
cos(kr′)T (r′) dr′ = 0 (2.4)
has a nontrivial solution. Each such solution is a constant multiple of Rl(r).
Proof. Let
(r) =Rl(r) +
1
k
cos(kr)
∫ r
0
sin(kr′)V (r′)Rl(r′) dr′
−1
k
sin(kr)
∫ r
0
cos(kr′)v(r′)Rl(r′) dr′; 0¡r¡T:
Di5erentiating , it follows that
′(r) = R′l(r)− sin(kr)
∫ r
0
sin(kr′)V (r′)Rl(r′) dr′ − cos(kr)
∫ r
0
cos(kr′)V (r′)Rl(r′) dr′:
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Di5erentiating one more time and applying (2.1), it follows that
(2)(r) =R(2)l (r)− V (r)Rl(r)
−k2
(
1
k
cos(kr)
∫ r
0
sin(kr′)V (r′)Rl(r′) dr′ − 1k sin(kr)
∫ r
0
cos(kr′)V (r′)Rl(r′) dr′
)
=−k2Rl(r)− k2((r)− Rl(r))
=−k2(r):
Thus, (r) =  sin(kr) +  cos(kr). Since (0) = Rl(0) = 0 it follows that (r) =  sin(kr). To get ,
multiply (T ) by k sin(kT ), multiply ′(T ) by cos(kT ), and add them to get
k = k(T ) sin(kT ) + ′(T ) cos(kT ):
Since
k(T ) sin(kt) = kRl(T ) + sin(kT ) cos(kT )
∫ T
0
sin(kr′)V (r′)Rl(r′) dr′
−sin2(kT )
∫ T
0
cos(kr′)V (r′)Rl(r′) dr′
and
′(T ) cos(kT ) = cos(kT )Rl(T )− sin(kT ) cos(kT )
∫ T
0
sin(kr′)V (r′)Rl(r′) dr′
−cos2(kT )
∫ T
0
cos(kr′)V (r′)Rl(r′) dr′;
it is obtained that k = kRl(T ) sin(kT ) + cos(kT )Rl(T ) −
∫ T
0 cos(kr
′)V (r′)Rl(r′) dr′ or  = (T ).
Hence, if (T ) = 0 then T (r) = (1=(T ))Rl(r) is a solution of (2.3). To prove the uniqueness of
the solution to (2.3), assume that there is another solution  (r). Di5erentiating twice, one can see
that  (r) satis4es (1.1) and from (2.3) it follows that  (0)= 0. Therefore,  (r) is a scalar multiple
of Rl(r) and hence of T (r). Thus,  (r) =T (r). If (T ) = 0 then the above argument shows that
(r) = 0 and, hence, Rl(r) satis4es (2.4). On the other hand, if  (r) satis4es (2.3) or (2.4) then
 (0) = 0 and  (r) satis4es (1.1). Hence,  (r) is a scalar multiple of Rl(r). Therefore, (2.3) cannot
have a solution, while the only solutions of (2.4) are scalar multiples of Rl(r). The proposition is
proved.
How small can T be taken so that the asymptotic constant ! in (1.3) can be determined to a
desired accuracy depends on the range of the potential (r). Since (r) decays faster than 1=r2,
there is no need to go to distances where 1=r2 is negligible. Indeed, if (r) is negligible, then Rl(r)
satis4es the di5erential equation[
d2
dr2
− l(l+ 1)
r2
+ k2
]
Rl(r) = 0 (2.5)
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and therefore, Rl(r) can be represented as a linear combination of the Riccati–Bessel functions [1]
which are two linearly independent solutions of (2.5),
Fl(r) = zjl(z) =
√
	z
2
Jl+1(z) (2.6)
and
Gl(r) =−zyl(z) =
√
	z
2
Yl+1(z); (2.7)
where z=kr. Since T (r) is a constant multiple of Rl(r), it can be expressed as a linear combination
of Fl and Gl, for T su7ciently large and r ≈ T . Thus let
T (r) = Fl(r) + Gl(r): (2.8)
The constants  and  can be determined numerically as follows. Set T1 =T and T2 near T and get
(T1) = Fl(T1) + Gl(T1);
(T2) = Fl(T2) + Gl(T2): (2.9)
Therefore,  and  can be calculated solving[


]
=
[
Fl(T1) Gl(T1)
Fl(T2) Gl(T2)
]−1 [T (T1)
T (T2)
]
: (2.10)
The values of Fl and Gl are readily available from the recursive relations of the type satis4ed by
Bessel functions. The value T (r) for r = T1 or T2 can also be found using the recursion satis4ed
by Chebyshev polynomials,
Tk+1(x) = 2xTk(x)− Tk−1(x);
because T (r) is obtained numerically as a linear combination of them in this paper. In fact, a
backward recursion (numerically more reliable) has been used as suggested in [3]. Given  and ,
one can 4nd the normalization constant & for which &T (r) satis4es condition (1.3). Asymptotically,
the Riccati–Bessel functions Fl(r) and GL(r) behave like sin(kr − (l	=2)) and cos(kr − (l	=2)),
respectively. Hence, from
& sin
(
kr − l	
2
)
+ & cos
(
kr − l	
2
)
;
∼ (1 + i!) sin
(
kr − l	
2
)
+ ! cos
(
kr − l	
2
)
;
equations for & and  are obtained:
&= 1 + i!
and
& = !:
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Thus,
&=
+ i
2 + 2
and
!=
(+ i)
2 + 2
:
3. Local solutions
Because of the structure of the kernel of the integral equation (1.4), the Clenshaw–Curtis quadra-
ture, which gives at no extra cost the whole anti-derivative function, is for this paper’s purposes
the most appropriate method for discretizing (1.4). This quadrature is based on the interpolation of
the integrand with a polynomial at Chebyshev support points. Since the length of the interval of
integration may require many support points, and in order to avoid working with high degree poly-
nomials, the author uses the composite Clenshaw–Curtis quadrature suggested in [9], by partitioning
the interval [0; r] into su7ciently small sub-intervals. The procedure will now be described. Each
partition will be denoted by the subscript, i; i = 1; 2; : : : ; m.
Consider the family of the restricted integral equation in each partition, i,
yi(r) +
1
k
cos(kr)
∫ r
bi−1
sin(kr′)V (r′)yi(r′) dr′ − 1k sin(kr)
∫ r
bi−1
cos(kr′)V (r′)yi(r′) dr′
=sin(kr); bi−1 ¡r¡bi; (3.1)
and
zi(r) +
1
k
cos(kr)
∫ r
bi−1
sin(kr′)V (r′)zi(r′) dr′ − 1k sin(kr)
∫ r
bi−1
cos(kr′)V (r′)zi(r′) dr′
=cos(kr); bi−1 ¡r¡bi; (3.2)
where 0=b0 ¡b1 ¡ · · ·¡bm−1 ¡bm=T is some partitioning of the interval [0; T ]. For a su7ciently
small interval, these equations have unique solutions yi and zi. It is now observed that the solution
T (r) of (2.3) on [bi−1; bi] is a linear combination of yi and zi. Indeed, it follows from (2.3) that
for bi−16 r6 bi,
T (r) +
1
k
cos(kr)
∫ r
bi−1
sin(kr′)V (r′)T (r′) dr′ − 1k sin(kr)
∫ r
bi−1
cos(kr′)V (r′)T (r′) dr′
=
[
1 +
1
k
∫ bi−1
0
cos(kr′)V (r′)T (r′) dr′
]
sin(kr)
+
[
−1
k
∫ bi−1
0
sin(kr′)V (r′)T (r′) dr′
]
cos(kr)
=A(i) sin(kr) + B(i) cos(kr);
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where
A(i) = 1 +
1
k
∫ bi−1
0
cos(kr′)V (r′)T (r′) dr′; (3.3)
B(i) =−1
k
∫ bi−1
0
sin(kr′)V (r′)T (r′) dr′: (3.4)
It follows from (3.1) and (3.2) that the global solution, for r in the ith sub-interval, is a linear
combination of the local solutions,
T (r) = A(i)yi(r) + B(i)zi(r):
Assuming that yi and zi are known, the coe7cients A(i); B(i) are found from a simple recursion,
rather than solving a block-tridiagonal system of equations as in [6]. The procedure to 4nd A(i) and
B(i) is as follows. A(i) of (3.3) can be rewritten as
A(i) = 1 +
1
k
i−1∑
j=1
∫ bj
bj−1
cos(kr′)V (r′)T (r′)dr′:
Since on [bj−1; bj]; T (r) = A(j)yj(r) + B(j)zj(r), one can also write
A(i) = 1 +
i−1∑
j=1
[A(j)(cy)j + B(j)(cz)j];
where
(cy)j =
1
k
∫ bj
bj−1
cos(kr′)V (r′)yj(r′) dr′ (3.5)
and
(cz)j =
1
k
∫ bj
bj−1
cos(kr′)V (r′)zj(r′) dr′: (3.6)
Similarly,
B(i) =−
i−1∑
j=1
[A(j)(sy)j + B(j)(sz)j];
with
(sy)j =
1
k
∫ bj
bj−1
sin(kr′)V (r′)yj(r′) dr′ (3.7)
and
(sz)j =
1
k
∫ bj
bj−1
sin(kr′)V (r′)zj(r′) dr′: (3.8)
Note that A(1) = 1 and B(1) = 0, and for k = 2; : : : ; m,
A(k) = 1 + [(A(1)(cy)1 + B(1)(cz)1) + (A(2)(cy)2 + B(2)(cz)2) + · · ·
+(A(k−1)(cy)k−1 + B(k−1)(cz)k−1)] (3.9)
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and
B(k) = [(A(1)(sy)1 + B(1)(sz)1) + (A(2)(sy)2 + B(2)(sz)2) + · · ·
+(A(k−1)(sy)k−1 + B(k−1)(sz)k−1)]: (3.10)
The integral equation method for the Schr%odinger equation proposed in [6] contains a huge block-
triangular linear system of equations requiring both computing time and memory space to get the
coe7cients A(i) and B(i). These di7culties are overcome by replacing the Fredholm integral equation
by Volterra integral equation which requires a simple recursion. Apart from making whole algorithm
more e7cient and accurate, it also simpli4es substantially the corresponding C++ code.
4. Discretization of local solutions
In this section the numerical technique to discretize the local equations (3.1) and (3.2) is presented.
It is based on the Clenshaw–Curtis quadrature which is well suited for computing anti-derivatives
and hence for discretizing integrals presented in (3.1) and (3.2). Before getting into discretizing the
local equations, consider the more general equation
x(r) +
∫ r
a
f(r; r′)x(r′) dr′ +
∫ r
a
g(r; r′)x(r′) dr′ = y(r′); (4.1)
where x(r)∈Cp[a;b] and y(r)∈Cq[a;b], p; q¿ 1. Without loss of generality, assume that a=−1; b= 1
and let
F(r) =
∫ r
−1
f(r; r′)x(r′) dr′; F˜(r; &) =
∫ &
−1
f(r; r′)x(r′) dr′;
such that F(r) = F˜(r; r), and let
G(r) =
∫ r
−1
g(r; r′)x(r′) dr′; G˜(r; &) =
∫ &
−1
g(r; r′)x(r′) dr′:
Further assume that f(rk ; r′)x(r′) can be expanded as a 4nite set of polynomials, i.e.,
f(rk ; r′)x(r′) =
n∑
i=0
kiTi(r′); (4.2)
where
Tj(r) = cos(j arccos(r)); j = 0; 1; : : : ; n;
are the Chebyshev polynomials. Clenshaw and Curtis [3] showed that if
F˜(rk ; &) =
n+1∑
j=0
kjTj(&); (4.3)
then
[k0; k1; : : : ; kn]T = SL[k0; k1; : : : ; kn]T; (4.4)
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where
SL =


1 1 −1 1 · · · (−1)n
1 0
1
1
. . .
0 1




0 0
1 0 −1
2
1
4
0 −1
4
1
6
. . . . . .
. . . 0 − 1
2(n− 1)
0
1
2n
0


(4.5)
is the so-called left spectral integration matrix. Here []T denotes the transpose of the column vector
. The author wants to remark that in writing the equality sign in (4.4), n+1=0 is assumed. This is
an acceptable assumption because in practical approximations the kernel f(r; r′) and the right hand
side y(r′) are not polynomials and equality (4.2) is only approximate. In fact, following [3], we use
the size of n’s and n’s, as a readily available tool, to control the accuracy of approximation, and
chose n large enough such that n’s and n’s are less than a prescribed tolerance. Therefore setting
n+1 to zero does not a5ect the overall accuracy. One can 4nd the Chebyshev–Fourier coe7cients,
kj, of f(rk ; r′)x(r′) as follows. Let 1k , k = 0; : : : ; n, denote the zeros of Tn+1, viz.,
1k = cos
(2k + 1)	
2(n+ 1)
;
so that
Tj(1k) = cos
(2k + 1)j	
2(n+ 1)
; k; j = 0; : : : ; n:
Substituting r′ = 1k , k = 0; : : : ; n, into (4.3), we obtain that

f(rk ; 10)x(10)
...
f(rk ; 1n)x(1n)

= C


k0
...
kn

 ;
where C is a discrete cosine transform matrix whose elements are speci4ed by
Ckj = Tj(1k); k; j = 0; : : : ; n:
The matrix C has orthogonal columns, that is,
CTC= diag
(
n;
n
2
; : : : ;
n
2
)
:
Therefore,
C−1 = diag
(
1
n
;
2
n
; : : : ;
2
n
)
CT:
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Moreover, the matrix C (as well as CT and C−1) can be applied to a vector at the cost of O(n log n)
arithmetic operations. These and other properties of discrete cosine transforms can be found in [5].
Thus the vector
[k0; k1; : : : ; kn]T = C−1 diag(f(rk ; 10); f(rk ; 11); : : : ; f(rk ; 1n))[x(11); : : : ; x(1n)]T
can be written in terms of f(rk ; 1i) and x(1i); i = 0; 1; : : : ; n. Substituting & = 1k ; k = 0; 1; : : : ; n, into
(4.3), we obtain that

F˜(rk ; 10)
F˜(rk ; 11)
...
F˜(rk ; 1n)


= CSLC−1diag(f(rk ; 10); : : : ; f(rk ; 1n))


x(10)
...
x(1n)

 :
Since F(1k) = F˜(1k ; 1k) we get
F(1k) = [0; : : : ; 0; 1; 0; : : : ; 0]CSLC−1diag(f(1k ; 10); : : : ; f(1k ; 1n))


x(10)
...
x(1n)


= [wk0; wk1; : : : ; wkn] diag(f(1k ; 10); : : : ; f(1k ; 1n))


x(10)
...
x(1n)


= [wk0; wk1; : : : ; wkn] diag(x(10); : : : ; x(1n))


f(1k ; 10)
...
f(1k ; 1n)

 ;
where [wk0; : : : ; wkn] is the (k + 1)st row of the matrix W
def=CSLC−1. We need now the following
identity which can be veri4ed by direct calculation.
Lemma 4.1. Let A and B be n × n matrices and c = [c1; : : : ; cn]T. Then (A ◦ B)c = diag(A diag
(c1; : : : ; cn)BT), where A ◦B denotes the Schur product of A and B, (A ◦B)ij = aijbij, i; j=1; : : : ; n.
Using this lemma one can 4nd that,

F(10)
F(11)
...
F(1n)

= diag(W diag(x(10); : : : ; x(1n))F
T) = (W ◦ F)


x(10)
...
x(1n)

 ; (4.6)
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where F= (f(1i; 1j))ni; j=0. Similarly,

G(10)
G(11)
...
G(1n)

= (W ◦G)


x(10)
...
x(1n)

 ; (4.7)
where G = (g(1i; 1j))ni; j=0. Formulas (4.6) and (4.7) can be generalized for an interval [a; b] other
than [ − 1; 1] by the linear change of variables, h(1) = 12(b − a)1 + 12(a + b). Thus if 4j = h(1j),
j = 0; 1; : : : ; n, and with the notation
Fa(r) =
∫ r
a
f(r; r′)x(r′) dr′; Ga(r) =
∫ r
a
g(r; r′)x(r′) dr′;
we have

Fa(40)
Fa(41)
...
Fa(4n)

=
b− a
2
(W ◦ F)


x(40)
x(41)
...
x(4n)

 (4.8)
and 

Ga(40)
Ga(41)
...
Ga(4n)

=
b− a
2
(W ◦G)


x(40)
x(41)
...
x(4n)

 : (4.9)
Using (4.8) and (4.9) one can now discretize Eq. (4.1) as follows:[
I +
b− a
2
W ◦ (F+G)
]
@x = @y; (4.10)
where I is the identity matrix of an appropriate size, @x=[x(40); : : : ; x(4n)]T, and @y=[y(40); : : : ; y(4n)]T.
Using (4.10) one can now discretize the local equation (3.1) as[
I +
bi − bi−1
2k
W ◦ (F−G)
]
@yi = @si ; (4.11)
where
W = CSLC−1
F= (cos(k1(i)j ) sin(k1
(i)
k )V (1
(i)
k ))
n
j; k=0
G = (sin(k1(i)j ) cos(k1
(i)
k )V (1
(i)
k ))
n
j; k=0
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@si = [sin(k1
(i)
0 ); : : : ; sin(k1
(i)
n )]
T
@yi = [y(1
(i)
0 ); : : : ; y(1
(i)
n )]
T
In the same way, the local equation (3.2) can be discretized as[
I +
bi − bi−1
2k
W ◦ (F−G)
]
@zi = @ci ; (4.12)
where @ci=[cos(k1
(i)
0 ); : : : ; cos(k1
(i)
n )]T, and @zi=[z(1
(i)
0 ); : : : ; z(1
(i)
n )]T. The solution of (4.11) and (4.12)
can be obtained using standard software, e.g., Gaussian elimination with partial pivoting at the cost
of O(n3) arithmetic operations. The solutions @yi and @zi give the approximate values to the local
solutions yi(r) and zi(r) at the Chebyshev nodes in each of the sub-intervals [bi−1; bi]; i = 1; : : : ; m.
We now estimate the accuracy of approximation of the integral equation (4.1) with the linear system
of Eq. (4.10). The following property of Chebyshev expansions can be derived along the lines of
an argument in [7, p. 29].
Proposition 2. Let f∈Cr[− 1; 1], r ¿ 1, and let
f(t) =
∞∑
j=0
jTj(t); −16 t6 1:
Then
|j|6 2	
∫ 	
0
∣∣∣∣ drd6 r f(cos 6)
∣∣∣∣ d6 1jr = cjr
and ∣∣∣∣∣∣f(t)−
n∑
j=0
jTj(t)
∣∣∣∣∣∣6
c
r − 1
1
nr−1
:
It implies that if f(r) is analytic then the convergence of Chebyshev expansions is super-algebraic.
Let now Fl(x) =
∫ x
−1 f(t) dt. The following result can be found in [9].
Proposition 3. Suppose that f∈Cr[−1;1], r ¿ 1, and that @f = (f(10); : : : ; f(1n))T, is the vector of
the function values at the roots of Tn+1(x). Suppose further that @Fl is de7ned by
@Fl = (Fl(10); : : : ; Fl(1n))T:
Then
‖ @Fl − CSLC−1 @f‖∞ =O
(
1
nr−1
)
:
Furthermore, all elements of the matrix CSLC−1 are strictly positive.
Let
@Fa = (Fa(40); : : : ; Fa(4n))T:
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It follows from Proposition 3 that∣∣∣∣
∣∣∣∣ @Fa − b− a2 (W ◦ F)xˆ
∣∣∣∣
∣∣∣∣
∞
=O
(
1
nr−1
)
:
Theorem 4.2. Let @x be a solution vector of Eq. (4.10), and xˆ the vector of values of the solution
x(t) at t = 4i, i= 0; 1; : : : ; n. Suppose y(t)∈Cq[a;b] and that Eq. (4.1) de7nes an invertible operator
on Cr[a;b], where r =min{p; q}¿ 1. Then,∣∣∣∣
∣∣∣∣
(
I +
b− a
2
)
W ◦ (F+G)(xˆ− @x)
∣∣∣∣
∣∣∣∣
∞
=O
(
1
nr−1
)
:
It follows from the collectively compact operator theory, see [2], that for su7ciently large n the
matrices I+(b−a)=2W◦(F−G), which depend on n, are invertible and their inverses are uniformly
bounded. Therefore, Theorem 3.1 implies that for increasing n, the convergence of @x to xˆ is of order
O(n1−r). The inner products (3.5), (3.6), (3.7), and (3.8) can now be obtained as follows.
(cy)j =
bj − bj−1
2k
[1; : : : ; 1]SLC−1D(cv)jyj;
(cz)j =
bj − bj−1
2k
[1; : : : ; 1]SLC−1D(cv)j zj;
(sy)j =
bj − bj−1
2k
[1; : : : ; 1]SLC−1D(sv)jyj;
(sz)j =
bj − bj−1
2k
[1; : : : ; 1]SLC−1D(sv)j zj;
where
D(cv)j = diag(cos(k1
(i)
0 V (1
(i)
0 ); : : : ; cos(k1
(i)
n V (1
(i)
n ));
D(sv)j = diag(sin(k1
(i)
0 V (1
(i)
0 ); : : : ; sin(k1
(i)
n V (1
(i)
n )):
The computation of each of the above inner product takes O(n) arithmetic operations after
[1; : : : ; 1]SLC−1 is precomputed at the cost of O(n3) Qops and is negligible relative to the cost
of solving (4.11) and (4.12). These inner products are substituted into (3.9) and (3.10) and the
coe7cients A(i) and B(i) are obtained at the cost of O(m) arithmetic operations. Thus the overall
cost of the computation is dominated by the O(n3m) cost of solving local equations (4.11) and
(4.12). The cost of solving local equations can be reduced by the use of parallel processors since
the calculation of @yi and @zi on each sub-interval is independent. Using the sparseness of SL and the
fast implementation of the discrete cosine transformation, one may also try to reduce the cost of
solving (4.11) and (4.12) by the use of iterative algorithms.
After coe7cients A(i) and B(i) of linear combination of the local solutions are determined by the
recursion (3.9) and (3.10), the value of (t) for t = 1k can be found as follows. Applying C−1 one
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can 4nd “Chebyshev–Fourier” coe7cients of (t),

0
1
...
n

= C
−1


(10)
(11)
...
(1n)

 :
Thus,
(t) ∼=
n∑
j=0
jTj(h(t)); bk6 t6 bk+1;
where h(t) = 2=(bk+1 − bk)t − (bk − bk+1)=(bk+1 − bk). The value of Tj(t) for t = 1k is found now
using the recursion satis4ed by Chebyshev polynomials,
Tj+1(t) = 2tTj(t)− Tj−1(t): (4.13)
5. Numerical examples
In this section the author reports on the numerical properties such as accuracy of the numerical
solution and the stability of the Volterra type integral equation method. In the examples presented
in this section the Volterra type method is compared with a 4nite di5erence method, so as to obtain
a comparison of the accuracy of both methods. The 4nite di5erence method used is the Numerov
algorithm [16], along with the more sophisticated variable step size method of [12], based on the
fourth-order Numerov method and their sixth-order method for numerical comparisons. The author
chose here the Numerov method as a generic 4nite di5erence method because it is easy to implement,
reliable, and a widely used method, although he is now aware of more advanced 4nite di5erence
methods such as recently developed exponentially 4tted methods, see [14,15] and references therein.
Example 1. The author takes the potential V in the integral equation (1.4), the expression
V (r) =
l(l+ 1)
r2
(5.1)
for which the solution is given by the Riccati–Bessel function as de4ned in [1]
Fl(r) = zjl(z) =
√
	z
2
Jl+1(z) (5.2)
and
Gl(r) =−zyl(z) =
√
	z
2
Yl+1(z); (5.3)
where z = kr. Here l is the angular momentum number, k is the wave number. The corresponding
di5erential equation for the potential V (r) = l(l+ 1)=r2 is[
d2
dr2
− l(l+ 1)
r2
+ 72
]
Rl(r) = 0: (5.4)
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Fig. 1. Error comparison of the numerical calculation of a Ricatti–Bessel function for l= 6; 7 = 1, and T = 50.
As described in detail in Section 2, the solution T (r) of (1.4) is a constant multiple of Rl(r), it
can be expressed as a linear combination of Fl and Gl, for su7ciently large T and r ≈ T , namely
T (r) = Fl(r) + Gl(r). In order to obtain a measure of the accuracy of the solution T (r) of
the Volterra integral equation (1.4), the author obtains the values of the function Fl and Gl from
the IMSL, by calling the subroutines DBSJS and DBSYS. The author has calculated the solution of
(5.4) by the Numerov 4nite di5erence method to compare with the Volterra type method’s accuracy.
He also compared it with the more sophisticated variable step-size method of [12], based on the
fourth-order Numerov method and their sixth-order method. The comparison of the accuracy of the
numerical solution of the 4rst case, l=6; 7=1 fm−1, and T=50 fm is given in Fig. 1. The maximum
of the absolute value of the di5erence between the two values T (r) of (2.8) and numerical solution
(1.5), say @T (r), of the integral equation (1.4) at Chebyshev support points is denoted as “Error”,
i.e., Error = ‖T (r)− @T (r)‖∞. All computations have been done in double precision C++ code on
IBM SP mainframe. The accuracy of Numerov’s method is of O(h4) ([16, p. 540]).
It is clearly seen from Fig. 1 that the accuracy in Numerov’s method increase much less quickly
with the number of points than the Volterra type method. The best accuracy in Numerov’s method
of 2:3 × 10−9 is reached for 12; 800 points, which is 32 times more than the number required by
the Volterra type method to reach its best accuracy of 1:5× 10−15. As expected, being a high order
variable step-size method, the variable step-size method of Raptis and Cash achieves better accuracy
at fewer mesh points than the Numerov method, but still is not able to achieve the accuracy of
the Volterra method. For comparison, the accuracy of the Fredholm type method as reported in [6]
for the case of l = 6 is of the order of 10−14. In Table 1 the author shows results of some of his
numerical experiments. In the experiments he again uses V (r) = l(l + 1)=r2, where the solution is
an analytically known Riccati–Bessel function.
He chose T = 50 fm and 7= 1, and computed the solution for several angular momentum values
of l. The computed solution was compared with the analytic solution at each grid point and the
largest relative error is presented in the table. Table 2 presents the exact and computed values of the
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Table 1
l 6 8 40
global error 3:89e− 15 4:21e− 15 3:55e− 15
Table 2
Abscissa Exact value Computed value
2 8.2808194685464812e−04 8.2808194585460236e−04
6 5.6277642621594204e−02 5.6277642621594248e−01
10 4.4501322334094268e−01 4.4501322334094623e−01
12 −1.0222176370970122e+00 −1.0222176370970120e+00
16 1.0441406907495392e+00 1.0441406907495394e+00
20 −8.2599999549290182e−01 −8.2599999549290415e−01
22 8.4338614771247655e−01 8.4338614771247433e−01
26 −1.0102289310656369e+00 −1.0102289310656363e+00
30 6.6239674174364438e−01 6.6239674174364671e−01
32 −9.5646042106379348e−01 −9.5646042106379259e−01
36 9.0507090112473709e−01 9.0507099011247357e−01
40 −3.1161058226567739e−01 −3.1161058226567456e−01
42 1.0020238100337053e+00 1.0020238100337060e+00
46 −6.2151609019680576e−01 −6.2151609019680287e−01
50 −1.5505742620000304e−01 −1.5505742620000595e−01
Table 3
T 48 49 50 51 52
Error 4.11e−15 3.88e−15 4.66e−15 5.32e−15 6.31e−15
partial radial wave function at arbitrary points t, 0¡t6 50 which are not Chebyshev support points
1i. Here the number of sub-intervals m = 25, the number of points n = 16, l = 6, 7 = 1 fm−1 and
T=50 fm. The values of the third column can obtained from the recursion of Chebyshev polynomials
given in (4.13). In fact, the author has used a backward recursion as suggested in [3].
The second case, l=8; 7=40 fm−1, and T=50 fm is illustrated in Fig. 2. This case is more probing
because the wave number is now 40 times larger. For comparison, the accuracy of the Fredholm
type method as reported in [6] for the case of l = 8 is of the order of 10−13. The best accuracy
achieved by the Volterra type method is of the order of 10−15. Table 3 also shows the remarkable
stability of the Volterra type method by comparing the computed solution with the analytic solution
by changing the upper truncation limit, T . Here the number of partitions is m= 25, the number of
points at each sub-interval n= 16, angular momentum l= 8, and the wave number is 7= 40 fm−1.
The error of the Volterra type method decreases rapidly once the number of points is larger than
or equal to 1024 points (16 points ×64 subintervals) and reaches a minimum value of 3:6× 10−15
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Fig. 2. Error comparison of the numerical calculation of a Ricatti–Bessel function for l= 8; 7 = 40 and T = 50.
for 12,800 points. By comparison, Numerov’s method requires 409,600 points to reach a maximum
accuracy of 7:0×10−9. This number of points is 400 times larger than the number of points required
for the Volterra method to reach its maximum accuracy.
In his numerical experiments, the author observed numerical behavior typical for spectral meth-
ods, where after reaching a su7cient number of discretization points the error drops rapidly to the
machine precision. Due to well-conditioning of integral equations further increase in the number of
discretization points produces only very slow accumulation of rounding errors.
Example 2. The Volterra type method was also tested for the case
V (r) =
l(l+ 1)
r2
+
1
r + r4
:
Here the potential @V (r)=1=(r+r4) is a slowly decaying potential and the r−4 decay of this potential
occurs in collision between atoms. Since the analytic solution is not available, and the authors in
[6] mentioned that the asymptotic constant ! is the most important quantity in the solution, for
comparison purposes, the author computed the asymptotic constant ! as presented in [6],
!=
−1=k ∫ T0 Fl @V (r)Rl(r) dr
1− 1=k ∫∞T Gl @V (r)Rl(r) dr (5.5)
and compared it with the one in [6]. Gonzales et al. [6] computed the asymptotic constant ! with
the upper truncation limit T = 900 fm for l = 5; k = 5 fm−1, and then they compared ! obtained
from T = 900 with the one computed with various values of T which are less than T = 900. The
numerical values and errors given in the third and fourth columns of Table 4 are from [6], and the
numerical values denoted by !˜ given in the 4fth and its errors in the sixth column are obtained by
the author’s Volterra type method.
It is observed in the case of V (r) = l(l+ 1)=r2 + 1=(r + r4), that the numerical integration has to
proceed out to a distance large enough so that the r−4 term becomes negligible. This requirement
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Table 4
m T ! Numerical error in ! !˜ Numerical error in !˜
166 100 3.948555996568e−02 3.33e−08 3.9485589214671e−02 4.01e−09
333 200 3.948558910348e−02 4.13e−09 3.9485592855656e−02 3.68e−10
1166 700 3.948559317246e−02 5.25e−11 3.948559321987e−02 5.09e−12
1500 900 3.948559322496e−02 — 3.948559322474e−02 2.20e−13
severely costs the Numerov method, but o5ers no di7culty for the Volterra type method. The best
approximation for ! of the Numerov method is !=3:948580e−02 which was obtained for T =100
and with 262; 145 points. The author attempted to get a better approximation of ! for the Numerov
method by increasing T and increasing the number of points, but it turned out that the accuracy of
the Numerov method deteriorated. Because of the long-range nature of the potential, it is required
to go to a greater length to achieve higher accuracy, and therefore, the Volterra type method is a
better choice than either the Numerov method or the Raptis–Cash method. The author’s numerical
experiments indicated that the accuracy of the Volterra type method is as good or better than that
of the integral equation method based on the Fredholm formulation described in [6]. The Volterra
method is also preferred, especially in the case of large systems of coupled Schr%odinger equations
with positive and negative channel energies, since the size of the coe7cients matrix to obtain the
coe7cients A(i) and B(i) of local solutions is twice as large as that obtained from the single channel
case presented in [6]. The author will leave this work for the further investigation.
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