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In medical imaging studies, it is now commonly performed to scan the same subject 
with different imaging devices in order to obtain the complementary information by fusing 
these images into one.  This technique, multimodality image fusion, is one of the current 
subjects in many fields of 3D medical image processing.  The key issue of the image 
fusion is assessment of registration accuracy.  In this report we will summarize the results 
of the investigation on performance of registration algorithm.  The first step of the 
registration process yields a rough estimates of rigid transformation parameters with images 
of much decreased resolution, for which Nelder-Mead Simplex method was used to find a 
global maximum of mutual information (MI).  With increased resolution, the third and the 
following steps include optimization for 12 affine transformation parameters, where 
Davidon-Fletcher-Powell method is used for maximizing the cost function.  The one 
dimensional maximization is solved using a line search procedure such as golden section 
method that does not require any derivatives.  Throughout the entire process, only used 
matching criterion is MI.  Thus, the method does not directly depend on image intensity 
itself and is generally applicable to inter-modality image registration with global 
transformation.  The validation study was performed with simulated PET-MR head images.  
The present method has some operation parameters which include initial image resolution 
to begin multiresolution process, interpolation method for image transformation, 
histograming method to evaluate mutual information and convergence condition to stop 
iteration of optimization process.  The latter two would not greatly affect the performance. 
We applied the present method with different initial image resolutions (low, medium and 
high) and two types of interpolation (nearest neighbor and linear) to a series of randomly 
mismatched simulation images and measured computation time and matching error after the 
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registration.  In order to examine the performance of the present method, PET-MR head 
images were simulated to mimic finite resolution images.  The simulated images can be 
transformed without need of interpolation which might cause serious side effects on the 
results of the validation study.  Considering that MI does not strongly depend on shape of 
a overlapping image but on the intensity distribution of images, simulation images were 
carefully adjusted to reproduce the real intensity distribution by optimization of 
parameterized distribution functions of asymmetric ellipsoid shape each of which 
approximates both spatial and intensity distribution of PET and MR image parts.  PET 
image was randomly transformed to be a series of test images, while MR image was held 
fixed as a reference image.  The three kinds of the test image series were used to examine 
the performance and accuracy as a function of initial mismatch.  The rigid body 
transformation were used to generate the test images.  The algorithm was implemented as 
a computer program and was written mainly in fortran and partly in assembler source code 
to manually optimize execution speed, especially for FPU operation.  The calculation for 
the validation study was performed using a PC (600 MHz-CPU, 250MB-RAM).  Table 1 
shows the measured CPU time and mean matching error of the registration with different 
operation parameters.  
An average CPU time needed to register each images was 52 sec when the process 
has been given the highest scheduling priority.  This value increases to 780 sec if the 
hierarchical optimization scheme was dismissed.  Variance of the computation time was 
due mainly to the differences of number of pixels in an image.  Table 1 shows that the 
computation time increases as initial resolution increases and that mean matching error 
decreases as initial resolution increases.  As the validation study reveals, the performance 
and accuracy of the present method strongly depends on operation parameter and initial 
condition of mismatching images.  Assuming that the resolution of PET images is larger 
than 3 mm, and that of MRI and CT is negligible to PET, the accuracy of registration less 
than 3 mm would be of no real significance.  Thus, if the accuracy is sucient, that is, less 
than 3 mm, then the best operational parameter would be the one that gives the smallest 
computation time.  Table 1 indicates that by using the optimum operational parameters, the 
present method can match PET-MR head images with an overall error of less than 3 mm in 
60 seconds.  Considering that in most cases PET images have the worst resolution among 
other 3D medical image modalities, and that the resolution is the most dominant source that 
afects both performance and accuracy, the results of the validation study of the present 
method might essentially be unchanged even if it were applied to other cases than PET-MR 
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head images.  The more detailed description about the results of the validation study will 
not be reported before PET-CT image set, which consists of 12 pairs of whole or partial 
PET and CT image scanned with GE discovery ST, is processed by the present method.  It 
will give some measure of accuracy of the present method in the case of real images, since 
the registration must give no global transformation for these images.  In several cases 
affine matrix given by the present method was nearly diagonal and CPU time was around 
690 sec for whole body images.  The deviation from diagonal was at most 4 mm in the 
z-direction. 
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