A common procedure for selecting a particular density from a given class of densities is to choose one with maximum entropy. The problem addressed here is this. Let S be a …nite set and let B be a belief function on 2 S . Then B induces a density on 2 S , which in turn induces a host of densities on S. Provide an algorithm for choosing from this host of densities one with maximum entropy.
Introduction.
A common procedure for selecting a particular density from a given class of densities is to choose one with maximum entropy. This situation arises, for example, when the information available is given in the form of a belief function, or equivalently, as probability mass assignments [5] , [6] . This gives rise to a set of "compatible"densities, and the density in that class with maximum entropy may serve as a prior in Bayesian analysis, or as a measure of con ‡ict of evidence, for example. In any case, determining that density has seemed to be a nontrivial task [5] , [7] . Here, we present two algorithms to do just that. The …rst gives a procedure that converges to the optimum density and presents an allocation yielding the density. The second calculates the density function directly in a …nite number of steps, and an allocation, if desired, can then be calculated by a linear program.
Densities, beliefs and allocations.
A density f on a …nite set S is a nonnegative function on S. The total mass of f is P x2S f (x). We say that f is degenerate if its total mass is zero, normalized if its total mass is one. A nondegenerate density may be normalized by dividing by its total mass. A density f on S induces a function on the set of subsets of S by setting f (K) = P x2K f (x) for each subset K of S. For economy of notation, we use the same letter to denote both functions.
A starting point for the theory of belief functions is a …nite set and a density m on the set of subsets of such that m(;) = 0: The function B(K) = P H K m(H) is called a belief function on and, for reasons that will be made clear below, the function m is called an excess belief function. If m is normalized, it is sometimes referred to as a "basic probability assignment over the frame ." The function B (often denoted Bel(K)), satis…es the inclusion-exclusion inequality
B(H) X #H=k 2
B(H)
+ X #H=k 3
where #K = k and the sums are restricted to subsets H of K. The excess belief m(K) is the di¤erence between the left and the right sides of this inequality-this follows from the Möbius inversion formula [1, Example 3, p. 85] on the partially ordered set of subsets of . A nondegenerate belief function is characterized by the three properties B (;) = 0, B ( ) > 0, and for H K, B (H) B (K), together with the property that it is monotone of order in…nity [3] in the sense that for any family of subsets K i of , indexed by a …nite set I,
Throughout this paper we will work with a …xed …nite set of size n, and a nondegenerate excess-belief function m, with the corresponding belief function B, on the set of subsets of .
The simplex of densities of total mass B( ) on is denoted by D. We can construct elements of D by allocating the excess belief of each subset among its elements. An allocation function assigns to each subset K of , and point x in , a nonnegative number (K; x) such that
The set A of allocation functions is a polyhedron, a product of simplices. We put the`1 metric on A by setting k k = P K;x j (K; x) (K; x)j. We get an a¢ ne map A ! D by de…ning f (x) = P K (K; x). Note that this map is a contraction. The image of A under this map is a polyhedron Q in R n (of dimension at most n 1). We can retrieve B, and hence m, from Q by the formula
We want to construct an allocation that maximizes P x2 f (x) log f (x), the entropy of f . To that end we de…ne the maximum shrinkable distance ( ) of an allocation to be the maximum of f (x) f (y) such that (K; x) > 0 for some K containing y. The function is semicontinuous: for each allocation there exists " > 0 such that if k k < ", then ( ) ( ) k k. Indeed, choose " less than each positive (K; x). The maximum entropy allocations are characterized by the condition ( ) = 0 (Corollary 8). In fact, if ( ) = 0, then any suitable convex function on D, such as P x2 f (x) 2 , achieves its minimum at f . We provide two algorithms, based on this fact, for computing a maximum entropy allocation. The …rst algorithm starts with any allocation and proceeds by working on the maximum shrinkable distance at each step. We show that this algorithm converges, and that the resulting allocation has maximum shrinkable distance zero. The second algorithm calculates the optimal density function directly, in a …-nite number of steps, and uses a linear program to construct a corresponding allocation.
3 The geometry of Q.
It will be convenient to consider partial allocations where we only require the inequalities P x2K (K; x) m(K) rather than equality. If is a partial allocation, we de…ne the partial belief function B (K) = P H K P x2H (H; x), which is simply B(K) if is an allocation. A partial allocation is an allocation exactly when B ( ) = B( ).
Let G( ) be the directed graph on with x ! y if x 6 = y and there is K containing x and y such that (K; x) > 0. Denote by x the density on that is 1 at x and zero elsewhere.
Lemma 1 Let be a partial allocation. Suppose there is a path from x to y in G( ) of length greater than zero. Then there exists a partial allocation 0 , and " > 0, such that f 0 = f + "( y x ). If is an allocation, then so is 0 , and f 0 is not an extreme point of Q.
Then there exist subsets K 0 ; : : : ; K q 1 such that x j ; x j+1 2 K j and (K j ; x j ) > 0 for j = 0; : : : ; q 1. We may assume that the K j are distinct, for if
is an allocation, then so is 0 . Moreover 0 (K 0 ; x 0 ) > 0 and 0 (K 0 ; x 1 ) > 0, so we can write f 0 as a proper convex combination of points in Q by jiggling the allocation from K 0 between x 0 and x 1 .
The extreme points, or vertices, of Q come from linear orders on .
Theorem 2 Let be an allocation. Then the following are equivalent.
1. f is an extreme point of Q.
2. G( ) has no cycles.
3. There is a linear order on so that (K; y) = m(K) for y the smallest element of K.
Proof. If G( ) has a cycle, then f is not an extreme point of Q, by Lemma 1 for the case x = y. Hence (1) implies (2) .
Suppose (2) . Set x < y if there is a path of length greater than zero from x to y in G( ). Because of (2), this de…nes a partial order on , which may be extended to a linear order. Suppose y 2 K and (K; y) < m(K). Then there is x in K such that (K; x) > 0, so x < y. Hence (3).
Suppose (3), and let f be a proper convex combination of f 1 and f 2 . We will show that = 1 = 2 . By (3), if x is not the smallest element of K, then
De…ne a preorder O( ) on by setting x y if there is a path in G( ) from x to y. The preceding theorem says, for an allocation, that O( ) is a partial order if and only if f is an extreme point of Q. Recall that an upper set of a preordered set is one which contains y whenever it contains x such that x y.
Lemma 3 Let K be a subset of , and a partial allocation. Then f (K) B (K), and the following conditions are equivalent.
Moreover, for each K there is an allocation satisfying these conditions.
It follows immediately that f (K) B (K). Clearly (1) is equivalent to the vanishing of the sum on the right side, as is (4).
Suppose (1) and the hypotheses of (2) hold. Then there is H such that x; y 2 H and (H; x) > 0. So H K by (1), whence y 2 K. Conversely, if (2) and the hypothesis of (1) hold, then x ! y is in G( ) for all y in H, so y 2 K for all y in H. (2) trivially, and the converse is an easy induction on the length of the path.
Condition (3) implies
Finally, given K, we can construct an allocation satisfying (1) by linearly ordering in such a way that the elements of K are bigger than those not in K, and setting (H; x) = m(H) for x the …rst element of H.
Proof. The "only if"follows from Lemma 3. For the "if", consider the following linear programming problem. Maximize X
subject to (K; x) 0 and
If the maximum is equal to B( ), then the maximizing is an allocation with the property that the displayed inequalities are equalities, so f = g. Suppose the maximum is less than B( ). We will construct a subset U of such that g(U ) < B(U ). Let be a maximizing partial allocation and consider
) and
Note that H 0 is nonempty because the maximum is less than B( ) = g( ).
The set H 0 consists of those elements of that need more allocation. Let L be the lower set generated by H 0 , and U the complement of L. The upper set U consists of those elements of that cannot be joined to an element of H 0 by a path in G( ). So, by Lemma 1, it contains all those elements of that could receive more allocation consistent with m; that is, it contains H 1 , whence it is also nonempty. As U is disjoint from H 0 , for x 2 U we have
. Also, by Lemma 3, if (K; x) > 0, and
this sum is less than B(U ).
A face is given by a proper nonempty subset K of . The densities f in the face are those that minimize f (K). There are 2 n 2 faces and k!(n k)! vertices on a face given by a subset of size k.
There can be degenerate faces. Suppose a; b 2 and m(K) = 0 whenever a; b 2 K. Then, if a; b are consecutive in a vertex, we can swap them without changing the density. Conversely, suppose two vertices give the same density. Either they start with the same point, or those two points cannot both occur in K with m(K) > 0. Continuing, either the vertices are identical or we …nd a degenerate pair a; b.
Suitable convex functions.
A simple displacement in D is a vector = "( y x ) where x; y 2 and " > 0. We formulate a property of Q that distinguishes it from an arbitrary convex subset of D. If m is supported on a set of disjoint subsets of , then g(x j ) < f (x j ) and g(y j ) > f (y j ) for each j, so the x's and y's form disjoint sets,
Proof. Let f = f and g = f . We can get from to by successively changing on each subset K of . As these changes are independent of each other, we may, for the purpose of proving the …rst part of the lemma, assume that and di¤er on just one subset K. Choose y maximizing (K; y) (K; y) and x maximizing (K; x) (K; x). Let " = min( (K; y) (K; y); (K; x) (K; x)). If " = 0, then = . Otherwise de…ne 0 by
and, in addition, 0 (K; z) = (K; z) either when z = x or when z = y. This gives = "( y x ). Clearly we will arrive at after at most #K 1 of these steps. As each element of is either always on the receiving end, or always on the giving end, we can perform these displacements in any order without having a negative allocation. This last observation also proves the last part of the lemma because there is no interplay between the various subsets that support m.
We say that a (convex) function ' on D is suitable if it satis…es one of the following two equivalent conditions.
If f (z) = g(z) for z 6 = x; y, and f (y) < g(y) g(x) < f (x), then '(g) < '(f ).
A symmetric, strictly convex function is suitable. Examples are the square of the Euclidean distance P x f (x) 2 and the negative entropy
because ' is suitable. So if ' achieves its minimum value at f , then ( ) = 0. We want to show that, conversely, if ( ) = 0, then ' achieves its minimum value at f (Corollary 8).
Lemma 6 Let ' be a suitable, convex function on D, and f 2 D. Let K 1 ; : : : ; K q be the partition of induced by f . Then f minimizes ' among those g 2 D such that
Proof. Let m be the excess belief function de…ned by m(K i ) = P x2Ki f (x). Then the g's in question constitute Q-if we de…ne by setting (K i ; x) = g(x) for x 2 K i , then g = f . For such g, write g = f + P j , as in Lemma 5. Clearly x j and y j are in the same element of the partition, so f (x j ) = f (y j ). As the x's and y's form disjoint sets, and ' satis…es the second de…nition of "suitable," adding each j increases '. Theorem 7 Let ' be a suitable, convex function on D. Suppose f; g 2 Q, and let j = " j ( yj xj ) be as in Lemma 5. If '(g) < '(f ), then there exists 2 (0; 1] and i such that '(f + i ) < '(f ).
Proof. Choose 2 (0; 1] so that 2 P r j=1 " j < min f (y)>f (x) (f (y) f (x)) and set g 0 = (1 )f + g = f + P r j=1 j . As ' is convex, '(g 0 ) < '(f ). For any subset I of f1; : : : ; rg, de…ne g
Corollary 8 Let ' be a suitable, convex function on D. If and are allocations, and '(f ) < '(f ), then ( ) > 0.
Algorithm 1.
We want to …nd an allocation that maximizes the entropy of f . As the negative entropy is a suitable, convex function, it su¢ ces, by Corollary 8, to …nd an allocation for which the maximum shrinkable distance is zero.
Algorithm 1: Start with any allocation 0 ; for example, one given by a linear order on (Theorem 2). Given an allocation i , let
be the maximum shrinkable distance ( i ) of i . Transfer as much as possible from x i to y i , up to half of f i (x i ) f i (y i ), by reallocating on subsets K that contain both x i and y i , and for which i (K; x i ) > 0. (The subsets K are gone through in a …xed order.) Continue.
Lemma 9 Let 1 ; 2 ; : : : be the sequence of allocations generated from 0 by Algorithm 1. Then
Proof. Consider the expression
To get an upper bound on d(f 0 ), partition into two classes 0 and 1 whose sizes di¤er by at most 1, such that f 0 (x) f 0 (y) if x 2 0 and y 2 1 . Fix those x where f 0 achieves its maximum and minimum. For the rest, move those in 0 toward the minimum and those in 1 toward the maximum. These moves do not decrease d(f ), and the result is c max x;y (f 0 (y) f 0 (x)), where c = (n=2) 2 if n is even, and (n 1)(n + 1)=4 if n is odd.
Lemma 10 Let 1 ; 2 ; : : : be the sequence of allocations generated from 0 by Algorithm 1. Let i be the maximum shrinkable distance of i . Then inf i = 0.
Proof. Given " > 0, we will …nd i such that i 2". Let k = 2 n2 n , a number that exceeds the number of possible zero-sets of (K; x). As the sum P i k i+1 i k is bounded, by Lemma 9, there is q such that P q+k i=q k i+1 i k < ". Suppose, by way of contradiction, that i > 2" for i = q; : : : ; q + k. We claim that, for i = q; : : : ; q + k,
, and k i+1 i k < ", the algorithm ensures (2) and (3). These conditions say that at each step we set some (K; x) equal to zero without disturbing anything except possibly making (K; y) positive for some y such that f q (y) < f q (x). This can't go on for k steps, so i 2" for some i q + k.
Lemma 11 Let 1 ; 2 ; : : : be the sequence of allocations generated from 0 by Algorithm 1. Then
Proof. Let 0 = ( 0 ). Partition into subsets 1 ; : : : ; s so that, for x 2 i and y 2 j ,
We will show that, for any k,
if i < j, and x 2 K, then k (K; y) = 0.
Clearly these conditions hold for k = 0, the third following from the …rst. We will show that if they hold for k, then they hold for k + 1. From the third condition it follows that x k and y k lie in the same element of the partition. So the …rst two conditions clearly hold for k + 1. If k+1 (K; y) > 0, then y = y k and k (K; x k ) > 0. But, as x 2 K, and x k 2 `f or some` j, this would preclude i < j.
Thus at each step, the action takes place within one of the elements of the partition. The conclusion follows from Lemma 9.
Theorem 12 For any allocation 0 , the sequence 1 ; 2 ; : : : generated by Algorithm 1 converges to an allocation 1 such that ( 1 ) = 0.
Proof. From Lemma 11 it follows that P 1 i=q k i+1 i k is bounded by ( q )n 3 =4. From Lemma 10 we can make this bound as small as we please. Hence the sequence 1 ; 2 ; : : : is a Cauchy sequence. As ( ) is semicontinuous, and ( q ) can be made arbitrarily small, ( 1 ) = 0.
Algorithm 2.
Given a proper nonempty subset K of , there are two natural belief structures induced on K by B. The restriction of B to K simply assigns to each subset of K its belief as a subset of . The projection of B onto K is given by assigning to each subset H of K the belief
Lemma 13 Let B be a belief function, and K a nonempty subset of . Then
The excess belief function for B 0 is given by m
, with equality when H = .
Proof. To verify the …rst two claims, compute
The last claim follows from the monotonicity inequality
, which is clearly an equality when H = .
Lemma 14 Let b = max K B(K)=#K. Then the set fK : B(K) = b#Kg is closed under intersections and unions. In particular, there is a unique largest subset K such that B(K) = b#K. Proof. Suppose K and H are two such subsets. Then
The set is not closed under relative complements:
We can calculate the density associated with an optimal allocation as follows.
Theorem 15 De…ne a density g on as follows. Inductively de…ne a decreasing sequence of subsets i of , and numbers b i , as follows, quitting when i is empty.
Let be an allocation. Then ( ) = 0 if and only if f = g.
Proof.
Proceed by induction on # . Let B 0 be the projection of
by the de…nition of b 0 , induction, and Lemma 13. Similarly, we get equality when K = .
To prove the last statement, suppose ( ) = 0. Let c be the maximum value of f , and let H = fx 2 : f (x) = cg. If (K; x) > 0, and
If 1 is empty we are done. Otherwise, as (K; x) = 0 whenever x 2 K 0 and K \ 1 is nonempty, may be thought of as two allocations: one of the restriction of B to K 0 , and one of the projection of B on 1 . Clearly is also zero for the projection of B on 1 , and the theorem follows by induction.
Conversely, suppose f = g. We must show that if x 2 K i and y 2 i+1 , and x; y 2 H, then (H; x) = 0. We may assume i = 0. As B(K 0 ) = b 0 #K 0 = g(K 0 ), so by Lemma 3 if (H; x) > 0 and x 2 K 0 , then H K 0 .
We didn't have to choose K i to be the largest such subset, but in this manner the b i are strictly decreasing. We compute an optimal allocation by invoking Theorem 4.
7 The sorted lexicographic order. On the other hand, Theorem 15 shows that the vanishing of ( ) depends only on f and the belief function B. In fact, there is a natural preorder on R , independent of B, so that ( ) = 0 if and only if f is the least element of Q in that preorder. To de…ne the sorted lexicographic order on R , let f be the element of R n obtained by arranging the elements f (x) in nonincreasing order, and declare f g if f g in the lexicographic order on R n . Note that f is equivalent to g in this preorder if and only if there is a permutation of such that f = g.
Theorem 16
If is an allocation, then ( ) = 0 if and only if f is the least element of Q in the sorted lexicographic order.
Proof. If ( ) > 0, then there exist x; y 2 such that f (x) > f (y), and (K; x) > 0 for some K containing y. Choose " > 0 so that 2" < f (x) f (y) and " < (K; x). Modify by setting 0 (K; x) = (K; x) " and 0 (K; y) = (K; y) + ". Clearly f 0 is strictly less than f in the sorted lexicographic order.
Conversely, if ( ) = 0, then f is equal to the function g de…ned in Theorem 15. It remains to show that g is the least element of Q in the sorted lexicographic order. Refer to Theorem 15 for notation. For any allocation , the maximum value of f is at least b 0 , and if it is equal to b 0 , then f is equal to g on K 0 . So either f is greater than g in the sorted lexicographic order, or f is equal to g on K 0 . By induction we see that either f is greater than g in the sorted lexicographic order, or f = g.
Notes.
The maximum shrinkable distance need not decrease in Algorithm 1. Let = fx; y; zg, m(z) = m(x; y) = m(y; z) = 1=3. Let 0 be the allocation fx; yg fy; zg x y 1=3 z 1=3
Then 0 = 1=3 while 1 = 1=2.
What is the point of the development to Corollary 8? From Theorem 15 there is a unique point in Q where the maximum shrinkable distance is zero. Clearly the maximum shrinkable distance is zero at an allocation that minimizes '. The problem is establishing that there is a point in Q that minimizes '.
If ' is continuous, as in the motivating case of negative entropy, then such a point exists on general principles if the underlying …eld is the reals. But we might also be interested in cases where all the data is rational, and we would like our solutions to involve only rational numbers. Also, we are not assuming that ' is continuous, and while we may be able to establish the existence of a point in Q that minimizes ' on fairly general grounds, strict convexity is not su¢ cient even in the real case.
In any event, it is a bit unsatisfying to have to construct a point in Q that minimizes ' in order to prove that a point we have already constructed minimizes '. Better is to show that if we have a point that can be improved upon, then its maximum shrinkable distance is positive. If ' is di¤erentiable, then Corollary 8 is relatively easy to establish. The in…nitesimal version of Lemma 5 just says that we can write any in…nitesimal displacement in Q as a sum of in…nitesimal displacements given by simple in…ni-tesimal displacements in A. So if ' decreases in some direction, it must decrease in an allowable simple direction.
Theorem 4 is proved in [4] using the …nite-dimensional Hahn-Banach theorem: he shows that any half-space containing Q contains any density g such that g(K) B(K) for all K. Our proof embodies an algorithm, which is used as part of Algorithm 2, that takes an arbitrary density g and either returns such that g = f , or a subset K such that g(K) < B(K). The subset K is determined by a minimal cut in the network consisting of 0, 1, the subsets H of , and the elements x 2 , with edges 0 ! H of capacity m(H), x ! 1 of capacity g(x), and H ! x if x 2 H. Thus we may think of this as a case of the max- ‡ow min-cut theorem-see, for example, [2] .
