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Abstract 
Finite element models that predict residual stress states in relatively large quenched 
aluminium alloy products tend to give reliable results. However, even though there is 
confidence that the predicted stress state is correct, there is no validation indicating that 
the stress / displacement development during the quench is comparable to the 
experimental case.  Combined with this, finite element predictions for small samples tend to 
underestimate surface stress. This paper uses a “Navy C-ring” benchmark design to monitor 
displacement during quenching.  The heat transfer coefficient is found to be the most 
dominant boundary condition and is critical to ensuring displacement and residual stress 
predictions that match the experimental case.  
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Precipitation hardened aluminium alloys are solution heat treated (circa 475°C) and 
quenched to achieve a supersaturated solid solution. This quenching step results in severe 
thermal gradients, which lead to inhomogeneous plastic flow and therefore, the 
development of significant residual stress magnitudes.  These residual stress magnitudes 
have a negative effect in downstream production, where metal removal processes can lead 
to part distortion due to stress redistribution. With the development of commercial finite 
elements packages, a number of researchers have developed models to predict this 
inherent stress distribution1-4. This information can then be used to develop methods of 
reducing residual stress during the quenching step by varying the quenchant type / 
temperature; improving methods of reducing residual stress during post-quench cold work 
(stretching / compression); and predicting the most reliable machining strategies to reduce 
distortion. 
While published results show that finite element models can accurately predict the final 
stress state for relatively large components, there is no evidence that the predicted time 
transient displacements / strains match those of the experimental case. There appears to be 
only one investigation which has addressed this issue and found that the model struggled to 
predict the experimentally determined distortion observed during the quench5.  
In this paper, an attempt is made to compare displacements predicted during quenching 
into water at room temperature with the experimental case using the “Navy C-Ring” sample.  
Cold water was chosen as the quench media as it results in the most severe thermal 
gradients of any of the different quenchant types used industrially.  The sample shape was 
originally designed to analyse steel quenching, where parts were quenched and the gap on 
the C-ring was subsequently measured to determine the severity of the quench6, 7. The Navy 
C-Ring sample is chosen for analysis due to the relatively large distortion observed on the 
arms of the sample during quenching and the ability to place a measurement device (clip 
gauge) outside of the quench tank (see Figure 1). During quenches from the solution heat 
treatment temperature into room temperature water, displacement curves for the arms of 
the C-Ring and cooling curves are recorded. The data from these experiments is compared 
to finite element models as discussed below.  
Furthermore, surface residual stress measurements using x-ray diffraction directly after 
quenching on relatively small specimens (60x60x15mm) cut from a large rectilinear forging 
indicates that the compressive stress at the centre of one of the 60x60mm faces is around 
200MPa. One sample of this geometry has been used as an internal calibration standard and 
has been measured on at least four diffractometers and given consistent results. However, 
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finite element models predict this stress magnitude to be around 110MPa.  This case is 
further analysed in this paper which helps to explain this discrepancy.   
2. Experimental Methods 
2.1. C-Ring sample 
The heat treatable, high strength aluminium alloy 7010 was used to manufacture a C-Ring 
sample to the dimensions indicated in Figure 1. The top portion of the C-ring contained knife 
edges so that a clip-on gauge could rapidly be attached directly after removal from the 
furnace where it was solution heat treated for 2hours at 475±5°C.  An Epsilon model 3541-
005M-070M-LHT gauge was attached to the sample and remained on the sample during 
quenching into water at room temperature (20°C). The output from this gauge was acquired 
at 600Hz using a Data Translations DT9828 data acquisition system.  The readings from the 
clip gauge were calibrated using slip gauges. Temperature was monitored during the quench 
independently from the displacement measurements using deeply buried 1mm diameter 
stainless steel shrouded type-k thermocouples, as discussed in the relevant sections. When 
two thermocouples were used, the collection rate was 300Hz. The location of these 
thermocouples is indicated in “Detail A” and “Section B-B” in Figure 1. 
The samples were immersed in a water bath at 20°C with laboratory tongs. Care was taken 
to ensure that the quenching procedure was as repeatable as possible, with the sides of the 
part remaining vertical.  However, this was completed manually, so some variation is likely 
to occur. The displacements plotted (Figure 4) are typical examples from at least five 
repeated heat treatments and quenches.  Further experiments were independently 
recorded on C-Rings of different sizes and the same trends in the displacement data were 
always observed, but are not explicitly reported in this article.  It is important to note that 
neither the samples nor the water were agitated during the quench beyond that occurring 
by natural convection, boiling and turbulence as a result of immersing the samples.  
The 7010 aluminium alloy was also used to manufacture three small specimens measuring 
60x60x15mm.  The samples were machined from a larger forging and the forging directions 
were monitored to observe if the working direction had any influence on the experimentally 
determined residual stress magnitudes. After machining, the samples were solution heat 
treated at 475°C and quenched into cold water. The samples were then allowed to naturally 
age at room temperature.  One further sample was used for this experiment where the 
working directions were unknown.  The microstructure of the forgings was typical of a 
forged product with a characteristic 'pancake' partially recrystallised grain morphology. 
2.2. Finite Element Model 
A finite element model was developed using ABAQUS8 Standard commercial software, to 
predict temperature and displacement variations during quenching.  ABAQUS Explicit was 
also attempted for this analysis to ensure the implicit code was reliable enough at capturing 
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the rapid change in stress distribution at the start of the quench. However, there was no 
significant difference in the predictions achieved, so all of the resulting analyses presented 
in this paper used ABAQUS Standard. All analyses were run on a Dell Dimension T5500 Quad 
Core (2.27GHz) with 24GB RAM running Windows 7, 64-bit operating system. In some cases, 
analysis times took a few days, especially when re-meshing procedures or the effect of 
“quenching speed” were analysed.  Standard parallelization techniques in ABAQUS were 
used to minimise run times and were not found to affect final predictions.  
One-quarter of the C-ring and one-eighth of the small block were modelled by taking 
advantage of symmetry.  To prevent rigid body motion in the C-ring model, “soft springs” 
were introduced with a force of 10N.  Monitoring of the stress and strain during the analysis 
indicated that this approach did not introduce any additional deformation. Coupled 
temperature-displacement analyses were used in ABAQUS as these were found to run more 
efficiently on a quad core computer than an uncoupled analysis.  A “full-Newtonian” analysis 
was also used as this was found to result in a more efficient solution without affecting the 
final results.  Given the dynamic nature of the process, the maximum time increase factor 
for diffusion dominated processes (DM) was adjusted from DM = 2.0 to that of a dynamic 
process, DM = 1.25.  This resulted in slightly longer run times as the time increment 
increased more slowly, but generally resulted in a reduced number of repeated attempts to 
solve increments with significant levels of plasticity. 
2.3. Materials Data 
Most thermal and mechanical property data was taken from the JMatPro software for 
aluminium alloy 7075 at the range of temperatures observed during solution heat treating 
7010 samples9.  All material property data was assumed to be isotropic.  This data set 
included: specific heat capacity (Cp), thermal conductivity (k), density (ρ), thermal expansion 
coefficient (αth), elastic modulus (E) and Poisson’s ratio (ν).  This data was found to be in 
very good agreement with other experimentally determined data presented on similar 
alloys. Also, varying this data set by 5-10% had little or no effect on the final predicted stress 
or displacement.  
During the quenching of aluminium alloys, the material plastically deforms at low strain 
rates, the degree of which determines the final magnitude of residual stress.  Unlike the 
elastic behaviour, the flow stress of 7010 is strain rate dependent.  Knowledge of the 
deformation behaviour of 7010 at varying strain rates and temperatures up to 475°C is not 
widespread, and thus a compromise was reached in this model by using flow stress values 
obtained from torsion tests on 715010.  Using other available plasticity data for similar alloys 
had very little effect on the displacement predicted during quenching or on the final 
predicted stress distribution.  
The heat transfer coefficient (h) acts as the main boundary condition on the finite element 
model as it determines the rate at which heat leaves the external surfaces. As this 
parameter varies for different quenchant temperatures and conditions, it was calculated 
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using an inverse technique with ABAQUS11. Comparison of experimental and predicted 
cooling curves for different rectilinear blocks of aluminium alloys has indicated that the heat 
transfer model accurately predicts cooling during the quench.  Therefore, at the start of this 
analysis work, heat transfer coefficients predicted and verified for rectilinear samples, were 
used as the main boundary condition for the C-Ring parts.  These were subsequently varied 
as they were found to be inadequate, and are discussed in the results section.  
2.4. Finite Elements Used in Analysis 
Initial models for this study using the heat transfer coefficients already defined11 were 
developed with fully integrated quadratic brick elements (C3D20T).  Mesh density studies 
indicated that an approximate element global size of 1.7m (16,000 elements for the C-ring 
model) using the Advancing Front algorithm were sufficient to solve this problem.  However, 
at small time-increments (<0.2 seconds) at the start of the quenching step, an hour-glassing 
type phenomenon was observed on some surface elements. Adaptive remeshing rules using 
thermally coupled second-order tetrahedron elements (C3D10MT) with default settings 
were created in order to eliminate this error.  Increasing the elements up to ¼ million with 
smaller elements on the external surfaces did not give any significant change in the 
displacement or cooling curves observed.  Therefore, for initial models using the originally 
defined heat transfer coefficient, the global element size of 1.7m was found to be 
sufficient for the C-ring models.  
As discussed later in this paper, new heat transfer coefficients were developed to match 
experimentally defined cooling curves. When these new boundary conditions were applied 
to the models with quadratic brick elements, the hour-glassing problem prevented ABAQUS 
from converging to a solution. In some cases, the temperature at surface nodes began to 
increase, while decreasing at adjacent nodes. Increasing the number of elements in the 
model to approximately 50,000 did not result in a converging solution and no further 
refinement was possible due to limited computing resources. Also, it was not possible to 
bias the mesh to ensure surface elements were small enough to prevent hour-glassing.  
Changing the element type to the tetrahedral elements described above using a global size 
of 1.7m resulted in a solution without any hour-glassing problems. Therefore, the ABAQUS 
remeshing technique described above was used to find the optional mesh density for both 
the C-ring model and the small block model.  For both models, an initial global size of 2.2 m 
was used with the remeshing rule with “Mises Equivalent Stress”, “Equivalent Plastic Strain” 
and “Heat Flux” chosen as the main indicator values. Default methods and parameters were 
chosen for sizing. 
For the C-ring model, an initial mesh of 27,916 elements was refined over four subsequent 
steps to 105,728 elements using this remeshing rule.  The largest improvement in the error 
estimates was found in the heat flux, which satisfied the error rules from the first to the 
second increments. However, further refinement did not result in any major decrease in the 
error estimates for heat flux or the other estimates used. Also, the cooling curves predicted 
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at the locations indicated in Figure 1 for the thermocouples were identical for each of the 
models created by the remeshing rule.  The displacement predicted at the open end of the 
“C” also did not vary significantly.  Therefore, for subsequent C-ring models, the remeshing 
rule was used to create a refined mesh containing 43,700 elements from a starting mesh of 
27,916 elements to account for the heat flux error.  The distribution of elements from this 
mesh refinement is shown in Figure 2a and b, along with the predicted minimum and 
maximum principal stresses. It is noted that the compressive stress at the surface has 
increased to quite high levels (~500MPa) when the number of surface elements is increased.  
This level of stress is not measured in practice and is unlikely to occur, which indicates an 
overestimate of the stress.  Further work is required to figure out the source of this high 
stress prediction for this sample.   
For the small block model, an initial mesh of 4,139 elements was refined over nine 
subsequent remeshing steps to a total of 99,796 elements. Figure 2c and d show this mesh 
refinement with the predicted maximum and minimum principal stresses.  While the error 
estimates in heat flux, stress and strain parameters did improve from the primary mesh, the 
improvement was small. The difference in predicted directional stress value at the centre of 
the 60x60mm face was found to vary by only 3% from the starting to the final mesh.  
However, the mesh produced by the last iteration was used for all of the analysis results 
presented in this paper. 
2.5. X-ray residual stress measurement 
Surface residual stress characterisation using Sin2ψ technique was performed on a 
PANalytical X'Pert MPD PRO X-ray diffractometer using Cu Kα radiation operating in the ω 
configuration. The measurement procedures followed were those documented in a best 
practice guide12. The position of the peak arising from diffraction from the Al {422} planes 
was measured (136° < 2θ < 139°). A total of sixteen scans were performed for each stress 
measurement using different ψ values within the range 0 ≤ ψ ≤ 60° (positive tilting only, ψ-
angle between the surface normal and the bisector of source and diffracted X-ray beam). 
Peak locations were determined using a Pearson VII fitting technique. In all cases these 
sixteen peak positions were used to calculate the straight line d ({422} lattice spacing) versus 
Sin2ψ plots. The calculation of residual stress from the measured peak position was made 
using standard theory13. The elastic constants were taken from literature for the {422} 
planes14 irradiated area was in the form of a line approximately 2mm thick and 12mm long. 
The penetration depth of the X-rays was assumed to be of the order of 100μm calculated 
using reference data15.  
The surface residual stress magnitudes were also determined using the recently developed 
Cos α technique using a Pulstec μ-X360n diffractometer. This technique which uses a single 
tilt angle, measures distortion in the complete Debye ring formed from diffraction by the 
{311} planes16, 17. The irradiated area was approximately a 2mm diameter disc.  Multiple 
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(repeatability) measurements on the samples allowed an estimation of one standard 
deviation random uncertainties for both techniques as ± 30MPa.  
Four blocks, each measuring 60x60x15mm, were analysed using both residual stress 
measurement techniques. One of the samples had unknown working directions, while for 
the remaining samples have been manufactured so that the 60x60mm faces corresponded 
to the L-LT, L-ST and LT-ST faces respectively, as shown in Figure 3.  The forging working 
directions are: L – Longitudinal, LT – Longitudinal Transverse and ST – Short Transverse. The 
block shown in Figure 3 was taken from a larger block measuring approximately 
124(ST)x156(LT)x3000(L)mm. With the Sin2ψ technique only one measurement was taken at 
the centre of one 60x60mm face on each of the samples. The measurement was repeated in 
each case and always found to be within experimental error. Also, translating the sample by 
5 to 10mm had no effect on the determined residual stress magnitudes.  
Given the rapidity with which measurements can be recorded with the Cos α technique (a 
maximum of ~90secs per measurement), an array of measurements were made on one of 
the 60x60mm faces on each of the samples. A total of 36 measurements were recorded on 
each sample, with a distance of 5mm between each measurement.  So, for example, on the 
L-ST sample, a measurement was recorded in the centre of the face and then a second 
measurement at 5mm from the centre in the L-direction. This was continued to a distance 
of 25mm from the centre point, and then a further set of readings were recorded at a 





3.1. C-Ring Experimental Displacement and Initial Predictions 
Figure 4 shows both the experimentally observed and finite element predicted displacement 
of one of the arms of the C-ring during a quench into cold water.  While the finite element 
model appears to predict the correct displacement of around 0.7mm, the experimental 
curve shows a double peak, the first occurring after ~0.3secs, followed by a dip at ~0.75secs 
and another peak at ~1.12secs.  These peaks were found to be repeatable with a number of 
quenches on this sample and were found to be reproducible when other C-ring shaped 
samples with different overall dimensions were used.  
A series of finite element models were undertaken in an attempt to find the source of the 
difference between the experimental and predicted curves, but no material or finite 
element related variable in the model could be found that would predict the double peak 
observed in the experimental case.  
In an attempt to explain the observed double peak, high speed video footage 
(600frames/sec) and an underwater camera were used to monitor the quench. The 
underwater footage indicated that the film-boiling regime broke down on the outer ring of 
the sample prior to the inner ring.  This is most likely due to forced convection on the outer 
ring and the fact that the liquid would have been displaced from the ring as it was 
quenched, therefore taking longer to reach the inner arc. To experimentally determine the 
effect of this on the temperature of the part, two 1mm diameter type-k thermocouples 
were inserted into the arms of the C-ring as indicated in Figure 1. The thermocouple holes 
were drilled to a depth of 15mm and placed approximately 1mm from external surfaces.  
3.2. C-Ring Cooling Curves  
Figure 5 shows typical experimentally determined cooling curves for the inside and outside 
rings of the C-ring at the locations shown in Figure 1.  It is clear that the outside arc of the 
sample cools faster over the time period shown due to forced convection as the sample 
enters the water. The inside arc shows a slower rate of cooling at this point due to the 
longer time that it takes for this area of the sample to be immersed. When the difference in 
temperature between these two thermocouples is plotted against time, the peaks and 
troughs in the data occur at identical time periods to those observed from the clip gauge. 
This therefore infers that the heat transfer coefficient, which is the governing boundary 
condition dictating the surface temperature, is substantially different on the inner and outer 
arcs at equivalent time increments after immersion and is the main influence on the 
displacement shown in Figure 4.   
Using this cooling curve data, new heat transfer coefficient curves were developed (Figure 
6) for the finite element model using techniques previously outlined11 so that the cooling 
curves predicted were almost an exact match to the experimental curves at these locations.  
The heat transfer coefficients were substantially different to those described earlier in the 
9 
 
experimental section, which are also included in Figure 6. One of the reasons for the 
discrepancy is due to the difference in acquisition rate used to record the cooling curves – 
for the original data a frequency of 10Hz was used, while for the data presented here, a 
frequency of 300Hz was used. However, this does not fully explain the difference in 
magnitude observed. The heat transfer coefficients for the inner and outer ring were found 
to be substantially different to each other.  This was due to the way that the C-ring was 
quenched and the interaction of the water with the hot surface. The way that the liquid 
interacts with the hot solid as it enters the water at high speed is very complex and results 
in the two very different heat transfer coefficient curves shown in Figure 6. 
3.3. C-Ring Final Predicted Displacement 
These new heat transfer coefficients were applied to the inner and outer arcs in the 
thermal-stress analysis model, but for the remaining flat surface, the standard heat transfer 
coefficient curve described in the experimental section was used. The experimentally 
determined cooling curves indicated that the temperature did not start to decrease on the 
inner ring until about 0.1seconds after the outer ring. Therefore, for this model, the 
application of the heat transfer coefficient to the inner ring was applied at 0.1seconds into 
the analysis and instantaneously for both the outer ring and flat surface.  
Figure 7 shows the predicted displacement for this model (labelled New HTC) in comparison 
to the experimentally determined values previously shown in Figure 4.  The increase in the 
rate of cooling at the surface results in almost double the displacement observed 
experimentally and a more rapid rate of displacement compared to the original model.  
There is no secondary peak, as assumed from the new heat transfer data. 
Further analysis of the high speed video footage recorded of a typical quench showed that 
the C-ring entered the water at a rate of ~0.1m/s. To achieve this, the model was vertically 
divided into 26 sections each of a height of 5mm. The heat transfer coefficient was then 
applied to the first 5mm section to enter the water and then subsequent sections until the 
entire part was immersed. As for the previous model, the application of the heat transfer 
coefficient was delayed by 0.1 seconds on the inner ring with respect to the horizontally 
equivalent section on both the outer ring and the flat surface.  The total time for immersion 
of the entire part was 1.35secs. 
Figure 7 again shows the predicted displacement for this model (labelled New HTC with 
Speed).  This model does predict a double peak, but the trough is not nearly as large as in 
the experimental case. The location of the first peak is at a similar height to the 
experimentally determined displacement.  
It therefore appears that the use of the new heat transfer coefficients and the time delay 
observed from the video footage has contributed to improving the prediction. However, it 
still remains clear that the heat transfer coefficients determined for just two locations on 
the C-ring are not sufficient to correctly predict the displacement during the quench. 
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An analysis of the final observed displacement indicates a final displacement of -0.037mm 
for the experimental case, while it was predicted to be 0.082mm, 0.242mm and 0.197mm 
for the original, New and New with speed models respectively. These final displacements 
are indicated in Figure 7 using the circular and square boxes. From this data, just analysing 
the final displacement indicates that the original simple model gives the most accurate 
displacement prediction.  
3.4. Predicted and X-ray determined residual stress in 60x60x15mm 
blocks 
Table 1 shows the results of the experimental and predicted surface residual stress 
magnitudes for the 60x60x15mm blocks. From the average calculated value of the 
experimental measurements, it appears that the surface stress on these samples is 
approximately -195MPa. The scatter shown in Table 1 for the Cos technique is quite high, 
but this is due mostly to the change in stress across the surface of the part analysed. The 
finite element results for comparable points also shows quite high scatter as the stress 
varies substantially across the surface analysed.  
The typical fit error produced for the Cos technique from each measurement is 
approximately ±22MPa, or ±12% of the determined stress magnitudes. The worst error 
calculated for this technique was ±58MPa or 46% of the estimated stress.  In three 
measurement cases on the L-ST sample, the Cos technique failed to find a fit to the data 
as the diffracted peak intensity was too low due to there being too few diffracting domains 
within the area analysed.  It is important to note that the surface area analysed for this 
technique was approximately 3mm2, while the area analysed with the Sin2 technique was 
approximately 48mm2.  Therefore, there are much less diffracting domains available to the 
Cos technique which is the main reason for the higher scatter observed with each 
individual measurement.  Pulstec can supply larger collimator diameters which would result 
in an irradiated disc area of approximately 9.6mm2. It would be useful to repeat these 
measurements with a larger irradiated area to effect a reduction in the observed scatter.  
It is clear from the results that some of the blocks consistently produced higher stress 
magnitudes than others. For example, the sample with the unknown orientation resulted in 
an average stress magnitude of ~215MPa, while the LT-L sample produced average stress 
magnitudes of approximately 165MPa.  This difference in stress magnitude may be due to 
the possible microstructural influence of texture or the way that the samples were 
quenched, leading to a difference in the heat transfer coefficient and hence surface stress 
magnitudes. The fit errors calculated for each individual measurement using both the Cos 
and Sin2 techniques show no particular trends related to the forging working directions.  
Table 1 also shows the finite element predicted results for the surface stress at comparable 
locations and directions to the x-ray measurements. Figure 8 shows a predicted contour plot 
for this block which indicates the variation in minimum principal stress magnitudes across 
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the 60x60mm surface.  It should be noted that calculating the predicted areal average stress 
based on the areas analysed by the respective x-ray measurements did not result in any 
appreciable difference in the data when compared with singular nodal data at the centre of 
the area of each measurement. Therefore, nodal data is used for all of the predicted results 
shown in Table 1. Using the heat transfer coefficient curve defined in the experimental 
section and shown as ‘original data’ in Figure 6, predicts the ‘FEA – “Original” HTC data 
shown in Table 1. The predicted values are substantially lower than those measured, 
especially when compared with the Sin2 data where the measurements were only taken at 
the centre of one 60x60mm face. However, the value is closer to the Cos  data, albeit with 
quite a high standard deviation from all of the 36 points compared. The Cos  data 
measured at the centre of the 60x60mm faces were always found to be within experimental 
error of the Sin2 data.  
Given the observations from the C-ring section above, a new heat transfer coefficient was 
determined for this block. The cooling curves from one thermocouple placed approximately 
0.5mm beneath the surface of a 60x60mm face was used to determine a new heat transfer 
coefficient curve, which can be seen in Figure 6. Using this new heat transfer coefficient on 
all external surfaces, results in a higher predicted stress than both the Sin2 and Cos  
experimentally determined results. The predicted value is within the experimental error of 
the Sin2 results, but it is outside of the Cos  results.  It seems that this small sample size is 
quite sensitive to the heat transfer coefficient curve used.  It is likely that there is also some 
variability in the spatially varying heat transfer curves, especially in relation to the sample 




In previous residual stress prediction models of rectilinear product forms published by many 
different research groups1-5, it has been assumed that a single time transient heat transfer 
coefficient curve could be used to predict cooling at all of a part’s external surfaces.  From 
residual stress measurements recorded and compared with predicted values, this approach 
has been clearly validated in the literature. However, as indicated in this paper, for more 
complicated geometries the assumption of a single heat transfer coefficient curve for all 
surfaces is inadequate for predicting distortion during the quench.  
While the geometry of the C-ring is relatively simple in comparison to complex closed die 
forgings, this geometry resulted in significantly different time transient heat transfer 
coefficients.  During quenching, water is displaced from the external surfaces and therefore 
takes longer to initially come into contact with the metal on the inner ring than the 
equivalent horizontal location on the outer ring.  The experimentally observed images in 
Figure 9 show that the water is displaced from the external surfaces of the C-ring at 0.21secs 
and then comes into contact with the inner ring afterwards.  The time delay between the 
water coming into contact with the inner ring with respect to the outer ring was estimated 
as being approximately 0.1secs in this work as determined from thermocouple 
measurements. However, this was only at one location on the C-ring as described earlier 
and this time delay may be different at other locations.  For example, as the entire C-ring 
becomes immersed, liquid first comes into contact with the inner ring, as it is lower than the 
outer ring.  It is both this delay for the inner ring to come into contact with the water and 
then the delay for the water to reach the top of the outer surface that result in the unusual 
double displacement peak experimentally observed and shown in Figure 4. The 
experimental images in Figure 9 show the interaction of the water with the sample as it is 
immersed. The corresponding thermal prediction for ABAQUS is also shown in this figure 
and illustrates that the rate of immersion calculated for the sample may not be correct as 
more of the sample is immersed at 0.21secs and 0.34secs than predicted. 
Combined with this complex interaction between the C-ring and the liquid, the flexural 
rigidity at the top of the C-ring becomes progressively smaller near the top of the sample, 
ensuring that it is more sensitive to the rate of cooling than the lower portions.  It appears 
that the displacement of the arms of the C-ring is more sensitive to quenching conditions 
than the final predicted residual stress. This is likely due to the varying flexural rigidity in this 
geometry. Another discrepancy that becomes apparent from analysis of the experimental 
and predicted displacement is the assumption of the starting point for the quench.  For the 
experimental case, zero time was assumed to occur when some displacement was detected 
on the clip gauge, but some of the sample may already have been immersed at this stage.  
While for the prediction model, it is clear when the quench starts. Analysis of the rate of 
displacement for the linear portion of the experimental displacement curve is approximately 
2.8mm.sec-1 while the slope for the final predicted displacement is only 1.2mm.sec-1.   
13 
 
It is clear that while an understanding has been developed as to the reasons for the 
displacement peaks observed, it is not possible to measure enough cooling curves to predict 
a spatially varying heat transfer coefficient for the entire surface of these complicated parts.  
For a model such as this, to determine a spatially varying heat transfer coefficient through 
the use of experimentally determined cooling curves would be extremely time consuming 
and would have to be repeated for other geometries. Recent work has shown that the use 
of a multi-physics approach has the ability to predict the heat transfer coefficients for more 
complicated geometries18. The analysis published is for a two dimensional geometry, but 
this may be sufficient initially to develop an understanding of how the time transient heat 
transfer coefficient varies. It should also allow the development of models to predict 
distortion when using industrial quenchants, such as polyalkylene glycol (PAG) and high 
temperature water.  
While the development of a new heat transfer coefficient resulted in an increase in the 
predicted residual stress magnitude for the smaller block analysed, the results still did not 
match all of the experimental values. This is likely due to the presence of a spatially varying 
heat transfer coefficient during the quenching of this block which has not been modelled. 
While this increase was in-line with the x-ray diffraction measurements achieved using the 
Sin2 data, it was much higher than the value achieved with the Cos  technique. 
5. Conclusions 
Using a novel experimental technique, it has been confirmed that the material properties 
available in literature are sufficient to build finite element models to predict residual stress 
development during the quenching step of an aluminium alloy’s heat treatment. While this 
data is difficult to obtain, especially the high temperature plasticity data due to complex 
precipitation of alloying elements, varying this data has been found to have only a small 
effect on the final residual stress prediction. Combined with this, while ensuring the use of 
the most appropriate finite element model parameters, such as element size, is very 
important, it has been found that the variation in predicted distortion during quenching 
remains consistent even when specific element error indicators are above standard values.  
Correct element choice is also essential, as brick type elements can suffer from hourglassing 
problems which result in a converging solution. Tetrahedral elements do not suffer these 
problems, but more elements are required to obtain an accurate solution.  
The novel design used in this paper allows displacement to be monitored during a 
quenching heat treatment.  While the interaction between the liquid and the hot surface of 
the material in this geometry is very complex, it offers a benchmark experiment for verifying 
finite element models of quenching.  
The largest influence on the predicted residual stress magnitude and time transient 
distortion originates from the heat transfer coefficient data used. To obtain accurate heat 
transfer coefficient curves for quenching complex geometry parts it may be necessary to 
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build multiphysics models to predict the liquid-solid heat transfer interaction. This approach 
could also be used to predict the heat transfer coefficients for industrially used quenchants 
such as polyalkylene glycol and oil quenchants used in the steel industry. 
The Cos  technique was found to be capable of very rapidly determining stress magnitudes 
at the surface of aluminium parts and was found to be reliable when numerous results were 
recorded to reduce statistical errors. Both x-ray techniques used in this paper were found to 
produce comparable results. The variation in observed stress within the different blocks 
analysed is likely related to the orientation of the samples during quenching.  
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Sample ID Cos  (MPa)* Sin
2ψ  (MPa)† 
  Direction 1 Direction 2 
L–ST -185 ± 29 (L) -206 ± 6 (L) -197 ± 4 (ST) 
LT–ST -199 ± 29 (LT) -205 ± 7 (LT) -197 ± 5 (ST) 
LT–L -166 ± 39 (L) -173 ± 4 (L) -156 ± 4 (LT) 
Unknown -210 ± 24 -225 ± 8 -215 ± 7 
Experimental 
Average‡ 
-190 -202 -191 
FEA – “Original” HTC§ -168±39 -111 -111 
FEA – “New” HTC -236±23 -216 -216 
Table 1 Measured and predicted residual stress magnitudes for the 60x60x15mm 
solution heat treated and quenched 7010 aluminium blocks.  All measurements 




                                                     
*
 Results presented are an average of an array of thirty-six measurements, with 5mm horizontal and vertical 
spacing. The origin was at the centre of one 60x60mm face. Standard deviations shown are calculated from the 
variation of these 36 measurements; 
†
 Standard deviations shown are calculated from the errors associated with the best-fit line through the 
measured points on the d-spacing versus Sin
2
ψ plots;  
‡
 Average of four experimentally measurement values presented in table; 
§
 For the FEA results presented, the Cos  results are the average of 36 measurements with the standard 
deviation of these values shown, while the Sin
2







Figure 1 Engineering drawing for an aluminium alloy Navy C-ring used for 







Figure 2 Residual stress prediction for the C-ring sample (a and b) and the x-ray sample 
(c and d) using mesh refinement and a heat transfer coefficient curve that varies with 
surface temperature. For the C-ring, the model shows 1/4 of the geometry with heat 
transfer coefficient applied to both curved surfaces and the hidden flat face. For the x-
ray sample, the model shows 1/8
th
 of the block, with the heat transfer coefficient applied 








Figure 3 Cutting plan for 60x60x15mm blocks used for X-ray diffraction experiments. 





Figure 4 Typical measured and predicted displacement data for one arm of the C-Ring 












Figure 5 Experimental cooling curves for inside and outside arcs of the C-ring sample 
plotted on left vertical axis. Difference between these two cooling curves are plotted on 



























































Figure 6 Predicted heat transfer coefficients plotted as a function of surface 
temperature for the “Inside” and “Outside” arcs of the C-ring sample compared to the 
“Original” data used in earlier finite element models. Figure 1 shows the locations of the 
thermocouples for the “outside” and “inside” ring predictions. The curve marked 








Figure 7 Measured and predicted displacement data for one arm of the C-Ring during 
quench using new surface specific heat transfer coefficient data. The curves marked 
“Original Prediction” and “Experimental” were already shown on Figure 2, and are 
included here for comparison. “New HTC” refers to the ABAQUS model with different 
heat transfer coefficients on the inside and outside arcs and “New HTC with Speed” is a 
derivative of the NEW HTC curve with the speed of immersion taken into account. The 
circular and square markers indicate the final measured displacement of the 
experimental sample (filled circle), original prediction (open circle), new prediction with 


































Figure 8 Predicted minimum principal stresses for X-ray block using new heat transfer 







Figure 9 Images on the left show video stills from the high speed video recorded during 
one of the quenches without the clip gauge attached.  The images on the right show the 
temperature distribution as predicted by ABAQUS where the immersion speed was 
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