The usual methed of specimen preparation for electron-probe microanalysis can introduce errors of up to about + 3% in the estimates of the amount of an element present. It is believed that these errors are caused by the formation of 'flowed' layers on the surfaces of polished samples. Two methods of reducing the errors are described. J. I. BRAMMAN AND G. YATES 19
Introduction
For many years errors in quantitative analysis techniques have been assessed by analysing known compounds. With the development of electron-probe microanalysis the same procedure has been used repeatedly to test formulae derived to correct the atomic number, absorption and fluorescence errors to which the data obtained by this technique are susceptible, and it has usually been concluded that discrepancies between the experimentally derived and the known composition were attributable to a combination of statistical errors in intensity measurements and the inadequacy of the correction formulae. The success of a correction procedure has generally been judged by its ability to minimize the errors (see inter alia, Ziebold & Ogilvie, 1963; Thomas, 1964; Poole & Thomas, 1964; II'in & Loseva, 1966) . In these papers, intensity ratios from various sources have been used for testing correction formulae and an implicit acceptance of the validity of intensity data so obtained is characteristic of them.
It is observed, however, that 'round-robin' samples circulated amongst the members of various regional groups of microanalyser users have been noted (e.g., Belk, 1968) to produce a spread in measured intensity ratios, before application of correction formulae, of about + 4%. This spread is of the order of the average error shown after application of some of the better correction formulae to data from specimens of known composition (e.g., 60% of the examples considered by Thomas fell within + 3% limits, though certain combinations of elements show errors much in excess of this), and the possibility of an inherent, unsuspected source of error arises.
It is widely accepted that specimens should be prepared with no visible surface roughness and that, for anything but the most casual examination, the surface should be unetched. However, a literature search revealed no account of a systematic investigation of specimen preparation techniques. Our experience led us to suspect that changes in X-ray intensity could be brought about by repreparation of a specimen surface, even of a pure element sample where, by optical examination, the fresh surface appeared identical with the original.
The experimental results presented below show discrepancies which, we believe, can only be rationalized by accepting that surface conditions can cause significant errors in quantitative work.
Evaluation of errors in intensity data
The emission of X-ray quanta is a random process governed by laws of statistics; hence the measurement of X-ray intensities by pulse counting methods should be treated as a sampling process. By recording a large number, n, of intensities 14 (measured as pulses per unit time) from a given radiation source, it can be shown that they form a normal distribution, characterized by a mean, i, and a standard deviation, a. The mean is
The expected standard deviation of the mean ae, is given by 2 i
(2) O'e~ , and the observed standard deviation, ao, by
Evaluation of the standard deviation by both formulae may be used to indicate whether sources of error other than statistical ones have influenced the data. A criterion indicative of non-statistical errors is that
The variance a 2 is a convenient quantity by means of which the various sources of error may be isolated and for a set of observed intensities we may write the total variance as the sum of the contributory variances:
where: ao=observed standard deviation for all the data, as defined in (3); ae=statistical standard deviation, defined by (2); a~. --standard deviation attributable to instrumental drift; ap=standard deviation attributable to sample variables.
From this relationship, the effects of sample variables can be evaluated if the statistical and instrumental contributions to the total variance can be determined.
The statistical error depends only on the total number of pulses accumulated in making the intensity measurement and can be readily estimated. The instrumental contribution can be minimized by careful operation of the microanalyser but has a limiting value associated with the long-and short-term drift of the probe power supplies, variations in the filament emission, drift of the X-ray detectors and associated electronic circuitry, and with mechanical stability of the instrument. An estimate of this instrumental contribution can be obtained by examination of repeated sets of data from a given 'standard' specimen.
The sample contribution to the observed variance, a~, might be attributable to both chemical inhomogeneity of the material and surface finish variables. One factor associated with the former might be finish variation across the surface, especially important if repeated measurements are made on different areas. The effects of these contributions can be minimized by the use of either pure element or homogenized solid solution samples, taking all data from a localized region, and thus a comprehensive study of preparation effects can be made.
Experimental technique
The experimental investigations were carried out with the use of a G.E.C.-A.E.I. SEM 2 electron-probe microanalyser which has a six-sample specimen chamber permitting comparisons of intensities from several specimens to be made under constant probe operating conditions. The probe was operated at 25 kV with a final aperture beam current of 0.2 pA in a stabilized operating mode. For the detailed investigations described in section 4(b), a lithium fluoride analyser crystal was used in the spectrometer; preliminary experiments had shown that this was not susceptible to defocusing effects caused by small variations in specimen position. An essentially static probe, using specimen shift controls instead of electron-deflection to examine new regions of a specimen, had also been shown to be efficacious in eliminating X-ray optical effects. The X-ray detector was an argon-methane gas-flow proportional counter. Intensity measurements were only taken after operation of the instrument for some hours had given equilibrium conditions.
To avoid surface contamination effects, measurements on any one point were made for a maximum of 30 sec. Each set of data was made at a network of closely separated points within an area about 300 pm square taking the contamination spots as seen on a high-magnification electron image as a guide for adjustment of the specimen shift controls. The statistical variances for a set of data given by equations (2) and (3) permit a critical evaluation of the effects of specimen inhomogeneity and short-term drift of the instrument during the counting period.
In each batch of specimens, one was designated the 'standard'; repeated sets of data from within a 300/tin square area of the standard surface, obtained at intervals during examination of the batch, permit an assessment of the variance resulting from long-term drift.
By relating all sets of measurements to the same 'standard' detailed comparisons of either a batch of specimens similarly prepared or the same specimen prepared in several ways were made.
Experimental results

(a) Effects of repreparation of a specimen
That surface condition might influence the intensity of X-rays excited under given probe operating conditions was first suspected when intensity data from two materials, pure uranium and a tertiary alloy of refractory metals, were collated during investigations of fission-product behaviour in irradiated oxide fuels (Bramman, Sharpe, Thorn & Yates, 1968) . Some of the uranium data are presented in Table 1 . The two samples from the same piece of high-purity uranium sheet were prepared by the same technique: abrasion on 120, 320 and 600 grade silicon carbide papers, followed by polishing on wheels impregnated, in sequence, with 6/~m, 1/~m and 0.25 pm diamond pastes. A comparison of the intensities of UMfl radiation excited in the two samples showed a difference of 2.8%, inexplicable by the standard deviations of the two sets of data. Repreparation of the sample giving the lower intensity reduced the difference so that it lay within statistically explicable limits. A check on the effect of etching the sample (taking intensities from points well away from visible surface features) showed that it gave rise to a 3.8% difference between the intensities from the etched surface and the polished standard surface. From the results of measurements at various points distributed over the specimen surfaces it appeared that the intensity differences recorded were characteristic of the prepared surfaces and not indicative of compositional inhomogeneity. The error in each relative intensity is a 2o" value (95% confidence limits).
Support for this idea came from results obtained whilst examining a simulated fission-product ingot containing molybdenum, ruthenium, technetium and rhodium which had to be repolished several times during the investigations, giving the data in Table 2 . The second and third analyses represent measurements made on successive days without any intervening sur-SPECIMEN SURFACE PREPARATION ERRORS face repreparation, and are included to give an indication of the repeatability of the procedure used in making the intensity measurements; it is apparent that the shutting-down of the instrument and removal of the sample to permit repreparation is not responsible for the intensity changes. Each figure in the Table is a weight percentage derived by application of the atomic number, absorption and fluorescence correction developed by Shaw (1968) from the work of Thomas (1964) , Philibert (1963) and Reed (1965) to data averaged from six sets of L~ X-ray intensity measurements from different parts of the sample surface. There are significant differences between the results of the three analyses which seem to be associated with repreparation of the surface by the commonly used sequence of abrasion on silicon carbide papers followed by diamond-paste polishing.
The variations in the nature of the surface suggested here by examination of the electron-probe microanalytical data were undetectable by observations in the optical microscope. There was an indication, however, of a change of about 2% in the X-ray intensity generated under given operating conditions.
(b) Investigations of the effects of diamond polishing
An extensive programme of measurements was then undertaken, in which batches of six samples of either solution heat-treated A.I.S.I. type 316L stainless steel or pure nickel were prepared by the usual silicon carbide abrasion/diamond polishing sequence and were compared in detail by electron-probe methods, using excited Fe Kc~ radiation for the steel and Ni K~ for the nickel. The data obtained permitted the standard deviations attributable to specimen surface differences to be derived as described in § 2, with the results shown for five different batches of specimens in Table  3 . Taking, for the error due to preparation variables, a 2o" value, giving 95% confidence limits, the data for the first four batches lead to errors of between + 1-1 and + 1.85%. The fifth batch of samples, however, of 316L steel, gave data indicating an error attributable to preparation variables with a 20-value of + 5%, and further investigation of this result showed that the Fe K~ intensity emitted from one 'rogue" sample differed by about 7% from that emitted from the 'standard' whereas all other samples in the batch gave data within a + 1.5% 20-value.
It is concluded, therefore, that in the absence of 'rogue' samples, an error of the order of + 1.5% attributable to variations in the surface condition can exist in intensity data taken from a diamond-polished sample; and with a potential error of this magnitude in the intensities from both the sample and the standard (pure element), intensity ratios with a scatter of the order of + 3% might be obtained.
In deriving the results on which this conclusion is based each 30-second count was treated independently in the statistical analysis. In general, however, six or eight counts were taken on each sample, and it is permissible to add these together to give an integrated count with a lower percentage statistical error. Repetition of the analysis with use of these integrated counts gave identical results for the 2a value of the preparation error to those presented in Table 3 .
Further investigation of the behaviour of the "rogue' sample, in which it was compared directly with a 'standard' by measurement of iron, nickel and chromium Kc~ X-ray intensities showed (Table 4 ) that all three radiations gave the same results, the ratio (Cr K~ intensity)/(Fe K7 intensity) being 0.32 + 0.005 A statistical 2a value for the count ratios corresponds to an error of + 0"4% in each weight percentage. and the ratio (NiK~ intensity)/(FeKct intensity) 0.16+0.005 for both sample and 'standard.' It has occasionally been our experience, when examining batches of identical samples, that one specimen gives intensities differing by about 5% from the mean for the batch. We have on several occasions found that repreparation of the surface of the specimen giving deviant data can bring the intensities back within the + 1-5°,4 2o" value which we believe to be the more typical consequence of surface effects in diamond polished samples.
(c) Tests of other methods of surface preparation
A brief investigation of alternative methods of surface preparation, in particular of the replacement of the usual diamond-paste polishing stages by either electropolishing or attack-polishing, showed that significant differences in excited X-ray intensity can be found when comparing specimens from the same source but prepared by different techniques.
The most interesting observation during these investigations was that attack-polished specimens, which had no visible surface structure when examined by optical microscopy, showed grain contrast on the specimen-current electron image of the microanalyser.
(d) Grain contrast in attack-polished specimens
During an investigation of grain-contrast effects it was shown that in uranium dioxide (polished with a y-alumina/hydrogen peroxide slurry), nickel and 316L stainless steel (both polished with y-alumina/nitric acid slurries), the grain-contrast on the electron image could be associated with differences of about 1.5% in generated X-ray intensity between the lightest grains and the darkest grains. Further, it was demonstrated that the contrast effects (and the associated X-ray intensity variations) were a consequence of differing orientations of grains with respect to the incident electron beam. Some evidence of this may be seen in Fig. 1, which shows the electronimage of a typical field in attack-polished stainless steel; contrast observed between twinned and untwinned portions of a grain effectively eliminates any possibility that composition variations might be responsible for the observed effects. A convincing proof was obtained from an experiment in which the contrast effects in a given field were changed by tilting the specimen. The effect of this tilting on the Fe K~ X-ray intensity excited in five marked grains in a steel sample is demonstrated in Table 5 . The average change in intensity on tilting was about 1.5%, but in one case (designated grain A in the Table) the change was 4%; it will be noted that in this experiment the intensities from dark grains were not necessarily lower than those from light grains.
This dependence'of excited intensity upon contrast conditions can give rise to difficulties in establishing a procedure for taking data from a specimen showing grain contrast in the microanalyser. By making a set of measurements randomly without reference to contrast, we have found a scatter with 20-value of the order of 1.5% attributable to these contrast effects. Measurements made on one grain only rarely show a scatter with 2o greater than 0.5%, and about half this figure is more typical, but, of course, a set of measurements made on a grain with a different contrast condition would have a mean differing by of the order of 1.5% from that of the first set. If the sample shows electron-image grain contrast, it is better, therefore, to take data randomly on many grains and to accept the scatter, which, it will be recognized, is of the same order as the error inherent in data from mechanically polished samples.
Experience has shown, however, that the average intensity determined in this way from an attack-polished specimen is always more reproducible and is generally a fraction of a per cent greater than that obtained from the best mechanically polished sample, all other conditions being the same.
(e) The effects of the mounting medium
It is general practice to embed small samples for electron-probe microanalysis in a block of mounting medium. Our practice is to surround the specimen by a steel ring of 0.625 in. outer diameter before mounting in a 1.25 in. block for grinding and polishing. The steel ring and its contents are then cut from the block and fitted into the mount of the SEM 2 specimen wheel. (The mounts have been redesigned to accept 0.625 in. diameter specimens.)
Plastic mounting media are now widely used for metallographic purposes, but it has been shown (Samuels, 1967) that the nature of the plastic has a marked effect on the rates of abrasion and polishing.
It is thus apparent that if surface phenomena are as important in microanalysis as is suggested above, the condition of the polished surface might show dependence on the properties of the mounting medium. In the course of the experimental work described here, tests of four different mounting media have been made. The media tested were:
(a) an epoxy casting resin ('Epophen' made by Borden Chemical Co. (U.K.) Ltd., Southampton) which (Samuels, 1967) has a fairly high abrasion rate but a moderately low polishing rate;
(b) a phenolic moulding powder ('Bakelite' made by Bakelite Ltd., London) which has fairly high abrasion and polishing rates;
(c) polyvinyl chloride CDarvic', made by I.C.I. Plastics Ltd., Welwyn Garden City) in which the specimens were embedded under pressure at 150°C and which has a relatively low abrasion rate and a low polishing rate; and (d) a conductive epoxy resin containing silver (Johnson-Matthey Ltd., London) which would be expected to have abrasion and polishing characte ristics similar to those of an unfilled epoxy resin with some risk of smearing silver across the surface of the sample.
To give conductivity, the unfilled media were painted with a quick-drying silver paint leaving only the sample surface exposed.
It is difficult to generalize when evaluating the intensity data from samples mounted in different media, but there does appear to be a tendency for polished specimens mounted in epoxy resin to show the largest scatter and for those mounted in polyvinyl chloride to show the least. A detailed investigation could be carried out by remounting pure element standards in different media for repreparation and re-examination. Our preliminary investigations, however, indicated that the contribution attributable to differences in mounting media is a relatively minor one.
Summary of results
Statistical analysis of intensity measurements made under stabilized electron-probe operating conditions from samples prepared by the commonly used silicon carbide abrasion/diamond polishing method has revealed differences in intensities of the order of + 1-5% which can only be attributed to surface effects. On rare occasions, however, a 'rogue' spciemen will give a difference of 5 or more per cent. Intensity changes have been observed with pure element samples, and changes of the same magnitude have been noted for all the major constituents in a solid solution alloy, thus eliminating the possibilities of sample inhomogeneity or depletion of one element. Instrumental effects, such as spectrometer defocusing, have been eliminated as a source of the differences, and the repeatability of data indicates that instrumental drift is not responsible.
The mean intensity from attack-polished specimens,
where grain contrast on the electron image indicates the absence of a substantial flowed layer, is always a fraction of a per cent greater than that obtained from the best mechanically polished sample, all other conditions being the same. Different grains on an attackpolished specimen give intensities differing by about 1.5% on average, though grains giving 5 or more percent difference are found. Each grain in an attackpolished specimen gives intensity data showing a scatter with 2o-usually less than 0.5%, but grain-tograin differences are important and averaged data are of more practical value.
The scatter shown by data from a batch of specimens is influenced by the medium in which the samples were mounted for abrasion and polishing. A lower scatter of intensity measurements is observed from samples prepared when mounted in polyvinyl chloride than is typical of samples mounted in either epoxy or phenolic resins.
Discussion
The conclusion that surface finish conditions lead to a hitherto unsuspected source of error in quantitative electron-probe microanalysis is inescapable.
The importance of sample surface finish in quantitative X-ray fluorescence analysis has been recognized for years; a recent paper, that of Manners, Craig & Scott (1967) , gives references to earlier work. It has, however, been generally accepted that the abrasion of the surface during preparation would not give rise to analytical errors unless the composition of the disturbed surface layer were changed, as it might be when more than one phase was present (Samuels & Craig, 1965) . Indeed, the fluorescence analysis experiments of Manners and his co-workers, in which it was demonstrated that repeatable (but erroneous) results can be achieved by well-favoured preparation methods, were carried out on leaded copper alloys in which a surface depletion of the softer lead-rich phase is the primary cause of the errors noted.
The phenomena described in the present paper are of a different character from those experienced by the fluorescence analysts. The evidence presented indicates that the results of quantitative electron-probe microanalysis of single-phase, homogeneous materials are dependent on surface finish.
The data have shown that the X-ray intensities generated under standard conditions from samples with apparently identical surface finishes frequently show a scatter of up to + 1.5%. The observation that intensity ratios often show a scatter of about + 3% and sometimes are in error by much more than this is, therefore, hardly surprising. Even with ideal correction procedures this seems to set a limit to the accuracy with which quantitative analysis can be carried out to + 3% (by weight) of the amount present if the usual procedure of comparing one prepared sample with one set of polished pure element standards is adopted. This supports the view of Belk (1967) , who, reviewing practical applications of electron-probe microanalysis, concluded that reproducible analyses with an absolute accuracy of better than +_ 2% were rarely achieved.
The most reliable data are obtained by comparing several sets of sample intensities with several sets of standard intensities, and we now use several standards and samples (if these are available) or at least reprepare the surfaces several times during the course of the analysis if the highest degree of accuracy is required. Alternatively, we often use attack-polished specimens showing grain-contrast on the electron-image, and take randomly distributed counts covering many grains. Data from obvious 'rogue' samples are rejected. Statistical analysis to assess contributions by instrumental drift to the observed variance, can then reduce errors in measured intensity ratios to + 1.5% or better, with a corresponding improvement in analytical accuracy.
The observation that the mean intensity from an attack-polished specimen is generally more reproducible and is always a fraction of a per cent greater than that from the best mechanically polished sample, coupled with the fact that intensities from mechanically polished 'rogue' samples, differing by the order of 5% from those normally obtained, are always lower than normal, suggests that the effects reported here are due to phenomena taking place in the 'flowed' surface layer which is formed by mechanical abrasion. The lower scatter of intensity data obtained from metallic samples abraded and polished in polyvinyl chloride and occasional observation of electron-image grain contrast on these samples thus might be associated with the relatively lower abrasion rates for this material and the effect of this in limiting the thickness of the deformed layer produced. Since Samuels has shown that polyvinyl chloride has edge retention characteristics superior to either epoxy or phenolic mounting media, its wider use as a mounting medium for microanalysis is recommended.
The reduction in excited intensity attributed to the presence of a 'flowed' surface layer might be associated with several physical phenomena: an increase in electron backscatter, an increase in the electron penetration depth, or an increase in the effective X-ray absorption coefficient. That any of these phenomena could be affected by surface layer effects has not been suggested by previous workers, and on the present evidence it is not possible to suggest which is the principal mechanism producing the intensity changes.
The difficulties in characterizing the condition of a surface give little hope that for the ordinary mechanically-polished sample it will be possible to incorporate into the usual correction formulae a factor to alleviate the consequence of surface layer effects.
In the case of specimens showing grain contrast effects, however, some correction might be applied; the origin of contrast has been discussed elsewhere (Hirsch, Howie & Whelan, 1962; . A detailed investigation of variations of excited X-ray intensities with angle of incidence of the electron beam was made by Miyake, Hayakawa & Miida (1968) using single-crystal specimens. They showed that intensities were 10-20% lower than average for electrons incident near angles satisfying the Bragg diffraction condition. Provided, therefore, that the orientation of a grain with respect to the incident electron-beam is known -knowledge not achievable with present commercial instruments -a theoretical compensation of the anomalous transmission effects should be possible.
For the general run of work, however, there seems to be little doubt that surface finish effects are a source of error in measured intensity ratios. In view of the SPECIMEN SURFACE PREPARATION ERRORS widespread use of silicon carbide abrasion followed by diamond paste polishing in the preparation of samples, much of the error noted when testing correction formulae must be attributable to surface effects. So, too, must a large part of the scatter in intensity ratios noted by circulators of 'round robin' samples. In either case, in view of the impossibility of characterizing a surface and compensating effects by calculation, and noting that in most cases no attempt would be made to eliminate any surface effects by the examination of several specimens, agreement to within + 3% would appear to be quite acceptable. Consideration of the effects of surface finish variables suggests that further general refinement of correction procedures is hardly necessary, though the larger discrepancies noted for certain combinations of elements in papers discussing these procedures would still seem to require detailed investigation.
Practical recommendation
The best methods of alleviating the surface effects described above are:
(a) to repeat sets of intensity measurements by the use of several standards and specimens, or, if these are not available, the same samples with intervening repreparation of the surfaces, or (b) to make randomly distributed intensity measurements on surfaces attack-polished and showing grain contrast on the microam:lyser electron image, and to reject all deviant data indicative of 'rogue' samples.
Introduction
Modification of normal long range order in crystalline materials can occur when different stacking arrangements of atomic layers, rows or polyhedra are possible, or if variable site occupancies are allowed in a structure. Under appropriate conditions, the degree of * Present address: Minnesota 3M Research Ltd., Pinnacles, Harlow, Essex, England.
? Present address: Department of Engineering, University of California, Los Angeles, California. ordering can range from complete disorder to perfect order. The corresponding X-ray or electron diffraction patterns, in such cases, may show additional sharp or diffuse reflections or streaks which cannot always be indexed in terms of simple unit cells. A general review of diffuse disorder scattering has been given by Jagodzinski (1964) , and long range ordering in alloys is discussed by Guinier (1963) .
In many examples of ordering, the additional reflections are located at simple fractions of the reciprocal cell: normal crystallographic methods may then be
