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Abstract
An adaptive ﬁnite element method is developed for solving Maxwell’s equations in a nonlinear periodic structure.
The medium or computational domain is truncated by a perfect matched layer (PML) technique. Error estimates
are established. Numerical examples are provided, which illustrate the efﬁciency of the method.
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1. Introduction
Consider a plane wave with frequency  which is incident on a nonlinear periodic structure (grating).
The nonlinearity of the structure gives rise to the diffracted waves at both frequency  and 2. This
important phenomenon is known as second harmonic generation (SHG) in nonlinear optics. A signiﬁcant
application of SHG is to obtain coherent beams of light in parts of the spectrum at which lasers cannot be
made and to construct optoelectronic devices based on nonlinear effects in waveguides and optical ﬁbers.
We refer to Ref. [14] for a detailed description of nonlinear optics.
In practice, however, the SHG optical effects are often too weak to be observed. Therefore, modeling
and enhancement of SHG are of great interest to potential real applications. Recently, a PDE model was
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introduced in Refs. [10–12] to describe nonlinear SHG in diffractive gratings. It is also pointed out in
Refs. [11,12] that the SHG can be greatly enhanced in periodic structures. Questions on the existence and
uniqueness have been studied in Ref. [2]. We also refer to Ref. [5] for more recent results on the optimal
design of nonlinear gratings.
Our goal in this paper is to develop an adaptive ﬁnite element method for solving the model scattering
problem. We apply the perfectly matched layer (PML) technique to truncate the unbounded domain,
and use appropriate a posterior error analysis to implement adaptive ﬁnite element method on periodic
structures.
We refer the readers to Refs. [3,4,9] for a general review of the modeling and computation of the grating
problem. An introduction of PML and adaptive ﬁnite element method applied to linear grating problems
may be found in Ref. [6].
2. Modeling of the nonlinear grating problem
Assume that the medium is nonmagnetic ( ≡ 0) and no external current or charge is present in the
ﬁeld. For convenience, the magnetic permeability is assumed to be unity everywhere. The following time
harmonic Maxwell’s equations (time dependence e−it ) hold:
∇ × E = i
c
H, ∇ · H = 0, (2.1)
∇ × H = − i
c
D, ∇ · D = 0, (2.2)
where E is the electric ﬁeld, H the magnetic ﬁeld, D the electric induction, and c the speed of light. The
constitutive equation is
D = E + 4(2)(x,) : EE,
where  is the dielectric permittivity,  is angular frequency, and (2) is the second-order nonlinear
susceptibility tensor of third rank, i.e., (2) : EE is a vector whose j th component is ∑3k,l=1 (2)jklEkEl ,
j = 1, 2, 3.
In this paper, we only consider the one-dimensional grating problem by assuming that all ﬁelds are
constant in the x3 direction. The medium is determined by the dielectric coefﬁcient (x,)= (x1, x2,)
(see Fig. 1). Assume that the dielectric coefﬁcient is periodic in the x1 direction with period L:
(x1 + nL, x2,) = (x1, x2,) ∀x1, x2 ∈ R, n integer.
Assume that the nonlinear medium is contained in the region
 = {(x1, x2) : 0<x1 <L and b2 <x2 <b1}
for some positive constants b1 and b2.
Assume that  is constant away from a region , i.e., there exist constants 1 and 2, such that
(x1, x2,) = 1() in 1 = {(x1, x2) : x2b1},
(x1, x2,) = 2() in 2 = {(x1, x2) : x2b2},
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Fig. 1. Geometry of the grating problem.
and  is piecewise constant in  with jumps at certain interfaces. Assume further that 1, 2 are linear
media.
The assumption on the piecewise linear medium is technical, which is needed to assure proper regularity
of the solution. The main theoretical results (Theorems 4.4 and 5.2) remain valid in the case of an
inhomogeneous medium with sufﬁcient smooth  and interfaces by the regularity result in Ref. [2].
The electric ﬁeld of the incident and diffracted waves at the fundamental frequency 1 inside the
nonlinear medium acts as a source for the ﬁeld generation at the second harmonic frequency 21, and it is
assumed that the SHG is so weak that its inﬂuence on the ﬁeld at the fundamental frequency is negligible.
This is the well-known undepleted pump approximation in the literature. See Refs. [11,12]. Under this
assumption, the electric induction D may be written as
D(x,1) = (x,1)E(x,1),
D(x,2) = (x,2)E(x,2) + 4(2)(x,2) : E(x,1)E(x,1),
where 2 = 21.
In the linear case, TE polarization means the electric ﬁeld is transversal to the (x1, x2) plane. TM
polarization means the magnetic ﬁeld is transversal to the (x1, x2) plane. In the nonlinear case, however, the
polarization is determined by group symmetry properties of (2). Here, we assume that the electromagnetic
ﬁelds are TM polarized at the frequency 1 and TE polarized at the frequency 2. This polarization
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assumption is known to support a large class of nonlinear optical materials, for example, crystals with
cubic symmetry structures. See Ref. [5] for detailed information. Therefore,
H(x,1) = H(x,1) x3,
E(x,2) = E(x,2) x3.
Deﬁne for convenience
kj (x) = j
c
√
(x,j ) in ,
kjl = j
c
√
l(j ), j, l = 1, 2.
Then, the system (2.1) and (2.2) can be simpliﬁed to
∇ ·
(
1
k21
∇H
)
+ H = 0,
( + k22)E = −
422
c2
∑
j,l=1,2,3
(2)3j l(x,2)(E(x,1))j (E(x,1))l
=
∑
j,l=1,2
j,lxjHxlH ,
where
j l = (−1)j+l
(
16
((x,1))
2
)
(2)3j l .
Throughout, we assume that k1j > 0, Re k2j > 0, Im k2j 0, Re k1(x)> 0, Im k1(x)0.
3. Variational formulation
Let uI = ei1x1−i	1x2 be the incoming incident plane wave upon the grating surface from the top, where
1=k11 sin 
, 	1=k11 cos 
, and −/2< 
< /2 is the angle of the incident wave. We are interested in the
“quasiperiodic” solutions, i.e., solutions (H,E), such that u=He−i1x1 and v=Ee−i2x1 (2 = k21 sin 
)
are periodic in x1 with period L.
For each integer n, let (n) = 2n/L. Since u and v are periodic in x1, they have the following Fourier
expansions:
u(x1, x2) =
∑
n∈Z
u(n)(x2)e
i(n)x1
,
v(x1, x2) =
∑
n∈Z
v(n)(x2)e
i(n)x1
,
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where u(n)(x2) = (1/L)
∫ L
0 ue
−i(n)x1 dx1 and v(n)(x2) = (1/L)
∫ L
0 ve
−i(n)x1 dx1. Hence, we have the
expansion for H and E:
H = uei1x1 =
∑
n∈Z
u(n)ei
(n)x1+i1x1
,
E = vei2x1 =
∑
n∈Z
v(n)ei
(n)x1+i2x1
.
For any integer n, and j, l = 1, 2, deﬁne 	njl that satisﬁes (	njl)2 = k2j l − ((n) + j )2 and Im(	njl)0. For
any quasiperiodic function f =∑n∈Zf (n)ei((n)+1)x1 or at frequency 2, f =∑n∈Z f (n)ei((n)+2)x1 ,
deﬁne, respectively, the Dirichlet to Neumann operator, which is introduced in Ref. [4],
Tjlf =
∑
n∈Z
i	(n)j l f
(n)ei(
(n)+j )x1, 0<x1 <L, j, l = 1, 2.
The one-dimensional grating problem can be formulated as follows:
∇ ·
(
1
k21
∇H
)
+ H = 0 in ,
( + k22)E =
∑
j,l=1,2
j,lxjHxlH in ,
(H − uI )

− T11(H − uI ) = 0 on 1,
H

− T12H = 0 on 2,
E

− T21E = 0 on 1,
E

− T22E = 0 on 2,
where  is the unit outer normal to . See Ref. [2] for the details.
To ﬁnd the variational form of this problem, we need to use the above transparent boundary conditions
and introduce the following subspace of H 1():
Xj() = {w ∈ H 1() : w = we−ij x1 is periodic in x1with period L}.
Deﬁne Bj : Xj() × Xj() 	→ C:
B1(,) =
∫

(
1
k21
∇∇¯ − ¯
)
dx −
2∑
j=1
∫
j
1
k21j
(T1j)¯ dx,
B2(,) =
∫

∇∇¯ −
∫

k22¯ −
2∑
j=1
∫
j
T2j¯.
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The weak formulation of the nonlinear one-dimensional grating problem then reads as follows: given
incoming plane wave uI = ei1x1−i	1x2 , ﬁnd H ∈ X1() and E ∈ X2() such that
B1(H,) = −
∫
1
2i	1
k211
uI ¯ dx ∀ ∈ X1(),
B2(E,) = −
∑
j,l=1,2
j l
∫

H
xj
H
xl
¯ dx ∀ ∈ X2().
Assume in the following that the variational problem has a unique solution. Then, the general theory in
Ref. [1] implies that there exist constants 1 > 0, 2 > 0, such that
sup
0 =∈H 1()
|Bj (,)|
‖‖H 1()
j‖‖H 1() ∀ ∈ Xj().
4. PML formulation
Now we introduce the PML layers. We surround our computational domain  with two PML layers of
thickness 1 and 2 in 1 and 2, respectively. The specially designed model medium in the PML layers
should be chosen such that either the wave never reaches the outside boundary or the reﬂected wave is
so small that it essentially does not affect the solution in . Let s(x2) = s1(x2) + is2(x2) be the model
medium property which satisﬁes s1, s2 ∈ C(R), s10, s20, and s(x2) = 1 for b2x2b1. Introduce
the PML regions
PML1 = {(x1, x2) : 0<x1 <L and b1 <x2 <b1 + 1},
PML2 = {(x1, x2) : 0<x1 <L and b2 − 2 <x2 <b2},
PML1 = {(x1, x2) : 0<x1 <L and x2 = b1 + 1},
PML2 = {(x1, x2) : 0<x1 <L and x2 = b2 − 2}
and the PML differential operators
L1 = 
x1
(
1
k21(x)
s(x2)

x1
)
+ 
x2
(
1
k21(x)
1
s(x2)

x2
)
+ s(x2),
L2 = 
x1
(
s(x2)

x1
)
+ 
x2
(
1
s(x2)

x2
)
+ k22(x)s(x2).
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Fig. 2. Geometry of the PML problem.
Let D = {(x1, x2) : 0<x1 <L, b2 − 2 <x2 <b1 + 1} (see Fig. 2). The PML model can be formulated
as follows:{
L1Hˆ = −g1
L2Eˆ = −g2 in D,
where
g1 =
{
L1uI in PML1 ,
0 elsewhere,
g2 =
{0 in PML1 ∪ PML2 ,
−∑ j lxj Hˆxl Hˆ elsewhere
with boundary conditions:
Hˆ (0, x2) = e−i1LHˆ (L, x2) for b2 − 2 <x2 <b1 + 1,
Eˆ(0, x2) = e−i2LEˆ(L, x2) for b2 − 2 <x2 <b1 + 1,
Hˆ = uI on PML1 ,
Hˆ = 0 on PML2 ,
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Eˆ = 0 on PML1 ,
Eˆ = 0 on PML2 .
Let G be any open set in D; introduce the subspace of H 1(G),
Xj(G) = {w ∈ H 1(G) : w = we−j x1 is periodic in x1 with period L},
and the sesquilinear formAjG: Xj(G) × Xj(G) 	→ C as follows:
A1G(,) =
∫
G
(
1
k21(x)
s(x2)

x1
¯
x1
+ 1
k21(x)
1
s(x2)

x2
¯
x2
− s(x2)¯
)
dx,
A2G(,) =
∫
G
(
s(x2)

x1
¯
x1
+ 1
s(x2)

x2
¯
x2
− k22(x)s(x2)¯
)
dx.
Deﬁne X◦j (D)= {w ∈ Xj(D),w = 0 on PML1 ∪ PML2 }. Then, the weak formulation of the PML model
reads as follows: ﬁnd Hˆ ∈ X1(D) and Eˆ ∈ X◦2(D) such that Hˆ = uI on PML1 , Hˆ = 0 on PML2 , and
A1D(Hˆ ,) =
∫
D
g1¯ dx ∀ ∈ X◦1(D), (4.1)
A2D(Eˆ,) =
∫
D
g2¯ dx ∀ ∈ X◦2(D). (4.2)
Let n1j = |k21j − ((n) + 1)2|1/2 and U1j = {n : k21j > ((n) + 1)2}, j = 1, 2. And let
−1j = min{n1j : n ∈ U1j }, +1j = min{n1j : n /∈U1j }.
Introduce the following notations:
1 =
∫ b1+1
b1
s() d, 2 =
∫ b2
b2−2
s() d.
M11 = max
(
2−11
e2
I
1−11 − 1
,
2+11
e2
R
1 +11 − 1
)
,
M12 =
⎧⎪⎪⎨
⎪⎪⎩
max
(
2−12
e2
I
2−12 − 1
,
2+12
e2
R
2 +12 − 1
)
if Im 2(1) = 0,
2|k12|
e2
R
2 |Im k12| − 1
if Im 2(1)> 0,
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where Rj and 
I
j are the real and imaginary parts of j , respectively. Deﬁne
Cˆ =
√
1 + (b1 − b2)−1.
It is proved in Ref. [6] that the problem (4.1) has a unique solution Hˆ , if (M11 + M12)Cˆ21, and the
following estimate holds:
|||H − Hˆ |||1 := sup
0 =∈H 1()
|B1(H − Hˆ ,)|
‖‖H 1()

(
M11Cˆ
k211
)
‖Hˆ − uI‖L2(1) +
(
M12Cˆ
k212
)
‖Hˆ‖L2(2).
Next we prove the existence and uniqueness of (4.2) and derive an error estimate between Eˆ and E. We
ﬁrst ﬁnd an equivalent form of (4.2) in domain . Similar to the previous argument, we deduce that if
Eˆ(x1, b1) =∑ vˆ(n)(b1)ei((n)+2)x1 , then
Eˆ =
∑
n∈Z
n21(x2)
n21(b1)
vˆ(n)(b1)e
i((n)+2)x1 in PML1 ,
Eˆ =
∑
n∈Z
n22(x2)
n22(b1)
vˆ(n)(b2)e
i((n)+2)x1 in PML2 ,
where
n21(x2) = e−i	
n
21
∫ b1+1
x2
s() d − ei	n21
∫ b1+1
x2
s() d
,
n22(x2) = e−i	
n
22
∫ x2
b2−2 s() d − ei	n22
∫ x2
b2−2 s() d
.
For any quasiperiodic function f =∑ f (n)ei((n)+2)x1 , deﬁne
(T PML2j f )(x1) =
∑
n∈Z
i	n2j coth(−i	n2jj )f (n)ei(
(n)+2)x1, j = 1, 2.
Then
Eˆ

− T PML21 Eˆ = 0 on 1,
Eˆ

− T PML22 Eˆ = 0 on 2.
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Introduce the sesquilinear form BPML2 : X2() × X2() 	→ C as follows:
BPML2 (,) =
∫

(∇∇¯ − k22(x)¯) dx −
2∑
j=1
∫
j
(T PML2j )¯ dx1.
We get the following variational problem: ﬁnd ϑ ∈ X2() such that
BPML2 (ϑ,) = −
∑
j,l=1,2
j l
∫

Hˆ
xj
Hˆ
xl
¯ dx. (4.3)
The following lemma establishes the relation of this variational problem to the PML model problem (4.2).
The proof is straightforward from the above constructions.
Lemma 4.1. Any solution Eˆ of (4.2) is a solution of (4.3). Conversely, any solution ϑ of (4.3) can be
uniquely extended to the whole domain D to be a solution of (4.2).
Let n2j = |k22j − ((n) + 2)2|1/2 and U2j = {n : k22j > ((n) + 2)2}, j = 1, 2; then 	n2j = n2j for
n ∈ U2j and 	n2j = in2j for n /∈U2j . Let
−2j = min{n2j , n ∈ U2j }, +2j = min{n2j , n /∈U2j }.
From Lemma 2.2 and Section 5 of Ref. [6], we have the following lemma which plays an important role
in the subsequent analysis.
Lemma 4.2. For any ,  ∈ X2(), the following estimate holds:
∣∣∣∣∣
∫
j
(T2j − T PML2j )¯ dx1
∣∣∣∣∣ M2j‖‖L2(j )‖‖L2(j ), (4.4)
where
M21 = max
(
2−21
e2
I
1−21 − 1
,
2+21
e2
R
1 +21 − 1
)
,
M22 =
⎧⎪⎪⎨
⎪⎪⎩
max
(
2−22
e2
I
2−22 − 1
,
2+22
e2
R
2 +22 − 1
)
if Im 2(2) = 0,
2|k22|
e2
R
2 |Im k22| − 1
if Im 2(2)> 0.
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Lemma 4.3. For any  ∈ X2(),
‖‖L2(j )‖‖H 1/2(j )Cˆ‖‖H 1() (4.5)
with Cˆ =
√
1 + (b1 − b2)−1, if
(x1, bj ) =
∑
(n)2 (bj )e
i((n)+2)x1 on j ,
‖‖H 1/2(j ) =
(
L
∑
n∈Z
(1 + |(n) + 2|2)1/2|(n)2 |2
)1/2
.
Theorem 4.4. Let 2 > 0 be the constant in the inf–sup condition, and (M21 + M22)Cˆ2 < 2. Then the
problem (4.3) attains a unique solution Eˆ. Moreover, the following estimate holds:
|||E − Eˆ|||2 := sup
0 =∈H 1()
|B2(E − Eˆ,)|
‖‖H 1()
CˆM21‖Eˆ‖L2(1) + CˆM22‖Eˆ‖L2(2)
+ C˜‖Hˆ − H‖H 1()[‖Hˆ‖H 1+() + ‖H‖H 1+()‖] (4.6)
for some constant C˜ which depends on the data of the original grating problem and some constant
 ∈ (0, 12 ).
Proof. It follows from Lemmas 4.2 and 4.3 that
|BPML2 (,)| |B2(,)| −
2∑
j=1
∫
j
(T2j − T PML2j )¯ dx1
 |B2(,)| − (M21 + M22)Cˆ2‖‖H 1()‖‖H 1().
From the assumption (M21 +M22)Cˆ22, it is obvious that the bilinear form BPML2 satisﬁes the inf–sup
condition, and hence the problem (4.3) has a unique solution. It remains to prove the estimate (4.6).
Clearly,
B2(E − Eˆ,) =BPML2 (Eˆ,) −B2(Eˆ,) +B2(E,) −BPML2 (Eˆ,)
=
∫
1
(T21 − T PML21 )Eˆ¯ dx1 +
∫
2
(T22 − T PML22 )Eˆ¯ dx1
+
∑
j,l=1,2
j l
∫

(
Hˆ
xj
Hˆ
xl
− H
xj
H
xl
)
¯ dx.
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By Hölder’s inequality,∣∣∣∣∣∣
∑
j,l=1,2
j l
∫

(
Hˆ
xj
Hˆ
xl
− H
xj
H
xl
)
¯ dx
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
j,l=1,2
j l
∫

(
Hˆ
xj
(Hˆ − H)
xl
+ (Hˆ − H)
xj
H
xl
)
¯ dx
∣∣∣∣∣∣

∑
j,l=1,2
|j l|
[∣∣∣∣∣
∫

Hˆ
xj
(Hˆ − H)
xl
¯ dx
∣∣∣∣∣+
∣∣∣∣∣
∫

(Hˆ − H)
xj
H
xl
¯ dx
∣∣∣∣∣
]

∑
j,l=1,2
|j l|
⎡
⎢⎣‖Hˆ − H‖H 1()
⎛
⎝∫

(
Hˆ
xj
)2
¯
2dx
⎞
⎠
1/2
+‖Hˆ − H‖H 1()
(∫

(
H
xl
)2
¯
2 dx
)1/2⎤⎦

∑
j,l=1,2
|j l|‖Hˆ − H‖H 1()
⎧⎪⎨
⎪⎩
⎡
⎣∫

(
Hˆ
xj
)2p
dx
⎤
⎦
1/2p(∫

¯
2q dx
)1/2q
+
[∫

(
H
xl
)2p
dx
]1/2p(∫

¯
2q dx
)1/2q⎫⎬
⎭ for some 1<p, q<∞ such that 1p+1q=1,
C˜2
∑
j,l=1,2
|j l|‖Hˆ − H‖H 1()[‖H‖W 1,2p() + ‖Hˆ‖W 1,2p()]‖‖L2q(),
for some constant C˜2. By Refs. [5,7], H, Hˆ ∈ H 1+() for some  ∈ (0, 12 ). Take p=1/(1−), q=1/,
and using the Sobolev imbedding theorem, we have∣∣∣∣∣∣
∑
j,l=1,2
j l
∫

(
Hˆ
xj
Hˆ
xl
− H
xj
H
xl
)
¯ dx
∣∣∣∣∣∣
C˜‖Hˆ − H‖H 1()[‖Hˆ‖H 1+() + ‖H‖H 1+()‖]‖‖H 1(),
where C˜ depends on the data of the original grating problem. 
5. Discrete problem
In this section, we introduce the ﬁnite element approximation of the PML problems. LetMh be a regular
triangulation of the domain D. Recall that any triangle T ∈ Mh is considered closed. We assume that any
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element T must be completely included in PML1 , PML2 or ¯. We also require that if (0, z) is a node on the
left boundary, then (L, z) is also a node on the right boundary, and vice versa. Let Vjh(D) ∈ Xj(D) be the
conﬁrming linear ﬁnite element spaces and V ◦jh(D)=Vjh(D)∩X◦j (D). Denote by Ih: C(D¯) 	→ V1h(D)
the standard ﬁnite element interpolation operator.
The ﬁnite element approximation to the PML problem reads as follows: ﬁnd Hˆh ∈ V1h(D) and Eˆh ∈
V2h(D), such that Hˆh = IhuI on PML1 , Hˆh = 0 on PML2 , Eˆh = 0 on PML1 , Eˆh = 0 on PML2 , and
A1D(Hˆh,h) =
∫
D
g1¯h dx ∀h ∈ V ◦1h(D), (5.1)
A2D(Eˆh,h) =
∫
D
g2h¯h dx ∀h ∈ V ◦2h(D), (5.2)
where
g2h =
{0 in PML1 ∪ PML2 ,
−∑j,l=1,2 j lxj Hˆhxl Hˆh elsewhere.
Assume the problem (5.1) and (5.2) has a unique solution (Hˆh, Eˆh) ∈ V1h(D) × V2h(D). Let
A1(x) =
(
A111 0
0 A122
)
=
( s(x2)
k21(x)
0
0 1
k21(x)s(x2)
)
,
A2(x) =
(
A211 0
0 A222
)
=
(
s(x2) 0
0 1
s(x2)
)
,
B1(x) = s(x2),
B2(x) = k22(x)s(x2).
Then
L1 = div(A1(x)∇) + B1(x),
L2 = div(A2(x)∇) + B2(x),
A1D(,) =
∫
D
(A1(x)∇∇¯ − B1(x)¯) dx,
A2D(,) =
∫
D
(A2(x)∇∇¯ − B2(x)¯) dx.
For any T ∈ Mh, denote by hT its diameter. Let Bh denote the set of all sides that do not lie on j ,
j = 1, 2. For any e ∈ Bh, he stands for its length. For any T ∈ Mh, introduce the residuals
R1T := L1Hˆh|T + g1|T , (5.3)
R2T := L2Eˆh|T + g2h|T . (5.4)
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For any interior side e ∈ Bh which is the common side of T1 and T2 ∈ Mh, deﬁne the jump residuals
across e as
J1e = (A1∇Hˆh|T1 − A1∇Hˆh|T2) · e, (5.5)
J2e = (A2∇Eˆh|T1 − A2∇Eˆh|T2) · e, (5.6)
where e is the unit normal vector to e pointing from T2 to T1. If e is the side on the left boundary and e′
is the corresponding side on the right boundary which is also a side of some element of T ′, we deﬁne the
jump residuals as
J1e = A111
[

x1
(Hˆh|T ) − e−i1L 
x1
(Hˆh|T ′)
]
, (5.7)
J1e′ = A111
[
ei1L

x1
(Hˆh|T ) − 
x1
(Hˆh|T ′)
]
, (5.8)
J2e = A211
[

x1
(Eˆh|T ) − e−i2L 
x1
(Eˆh|T ′)
]
, (5.9)
J2e′ = A211
[
ei2L

x1
(Eˆh|T ) − 
x1
(Eˆh|T ′)
]
. (5.10)
For any T ∈ Mh, denote by jT the local error estimator, which is deﬁned as follows:
jT = max
x∈T˜
j (x2)
⎡
⎣hT ‖RjT ‖L2(T ) +
(
1
2
∑
e∈T
he‖Jje‖2L2(e)
)1/2⎤⎦ , j = 1, 2,
where T˜ is the union of all elements having nonempty intersection with T and
j (x2) =
{ |s(x2)|e−Rjk(x2) x ∈ PMLk , k = 1, 2,
1 x ∈ , j = 1, 2
with Rjk(x2) deﬁned as
Rj1(x2) = min
(
−j1
∫ x2
b1
s2() d,+j1
∫ x2
b1
s1() d
)
,
Rj2(x2) =
{
min
(
−j2
∫ b2
x2
s2() d,+j2
∫ b2
x2
s1() d
)
if Im 2(j ) = 0,
|Im kj2|
∫ b2
x2
s1() d if Im 2(j )> 0.
Deﬁne also
M13 = max
(
2−11e−
−
11
I
1
1 − e−2−11I1
,
2+11e−
+
11
R
1
1 − e−2+11R1
)
,
Cj1 = Cˆ max
(
2kj11/21
1 − e−2−j1I1
,
2(1 + 21(+j1 + kj1))1/2
1 − e−2+j1R1
)
,
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Cj2 =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Cˆ max
(
2kj21/22
1 − e−2−j2I2
,
2(1 + 22(+j2 + kj2))1/2
1 − e−2+j2R2
)
if Im 2(j ) = 0,
Cˆ
2[max(1, |kj2|)(1 + 22(|Im kj2| + |kj2|))]1/2
1 − e−2R2 |Im kj2|
if Im 2(j )> 0
for j =1, 2. The following is the a posterior estimate of the magnetic ﬁeld at frequency  which is proved
in Ref. [6]:
Theorem 5.1. There exists a constant C > 0, depending only on the minimum angle of the mesh Mh,
such that the following a posterior error estimate is valid:
|||H − Hˆh|||1
(
CˆM11
k211
)
‖Hˆh − uI‖L2(1) +
(
CˆM12
k212
)
‖Hˆh‖L2(2) +
(
CˆM13
k211
)
× ‖IhuI − uI‖L2(PML1 ) + C(1 + C11 + C12)
⎛
⎝ ∑
T ∈Mh
21T
⎞
⎠
1/2
. (5.11)
We next establish the corresponding estimate for the electric ﬁeld at frequency 21, which is the main
error estimate of this paper.
Theorem 5.2. The following estimate holds:
|||E − Eˆh|||2(CˆM21)‖Eˆh‖L2(1) + (CˆM22)‖Eˆh‖L2(2) + C(1 + C11 + C12)
⎛
⎝ ∑
T ∈Mh
22T
⎞
⎠
1/2
+
(
C˜CˆM11
k211
)
(‖H‖H 1+() + ‖Hˆh‖H 1+())‖Hˆh − uI‖L2(1)
+
(
C˜CˆM12
k212
)
(‖H‖H 1+() + ‖Hˆh‖H 1+())‖Hˆh‖L2(2)
+
(
C˜CˆM13
k211
)
(‖H‖H 1+() + ‖Hˆh‖H 1+())‖IhuI − uI‖L2(PML1 )
+ C˜C(1 + C21 + C22)(‖H‖H 1+() + ‖Hˆh‖H 1+())
⎛
⎝ ∑
T ∈Mh
21T
⎞
⎠
1/2
. (5.12)
In order to prove this result, we ﬁrst establish some lemmas. For any  ∈ X2(), we extend it to be in
X2(D) denoted by ˜ as follows:
˜(x1, x2) =
∑
n∈Z
¯
(n)
2j (x2)
¯2j (bi)
(n)2 (bj )e
i((n)+2)x1 in PMLj , j = 1, 2.
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Lemma 5.3 (Chen and Wu [6]). Let j be the unit outer normal to PMLj . Then for any ,  ∈ X2(),
the following identity holds:
∫
j
T PML2j ¯ dx1 = −
∫
j

 ¯˜
j
dx1. (5.13)
In what follows, for the sake of simplicity, whenever no confusion of the notation is incurred, we shall
not distinguish ˜ from  in PMLj .
Lemma 5.4 (Error representation formula). For any  ∈ X2(), let  be extended to the whole domain
D as above, and h ∈ V ◦2h(D),
B2(E − Eˆh,) =
∫
D
g2h( − h) dx −A2D(Eˆh, − h) +
∫
1
(T21 − T PML21 )Eˆh¯ dx1
+
∫
2
(T22 − T PML22 )Eˆh¯ dx1 +
∑
j,l=1,2
j l
∫

(
Hˆh
xj
Hˆh
xl
− H
xj
H
xl
)
¯ dx.
(5.14)
Proof. From the deﬁnition,
B2(E − Eˆh,) =B2(E − Eˆ,) +B2(Eˆ − Eˆh,)
=
∫
1
(T21 − T PML21 )Eˆ¯ dx1 +
∫
2
(T22 − T PML22 )Eˆ¯ dx1
+
∑
j,l=1,2
j l
∫

(
Hˆ
xj
Hˆ
xl
− H
xj
H
xl
)
¯ dx
+BPML2 (Eˆ − Eˆh,) −
2∑
j=1
∫
j
(T2j − T PML2j )(Eˆ − Eˆh)¯ dx1
=
∫
1
(T21 − T PML21 )Eˆh¯ dx1 +
∫
2
(T22 − T PML22 )Eˆh¯ dx1
+
∑
j,l=1,2
j l
∫

(
Hˆ
xj
Hˆ
xl
− H
xj
H
xl
)
¯ dx +BPML2 (Eˆ − Eˆh,).
Also,
BPML2 (Eˆ − Eˆh,) =A2(Eˆ − Eˆh,) −
2∑
j=1
∫
j
T PML2j (Eˆ − Eˆh)¯ dx1
=A2(Eˆ − Eˆh,) +
2∑
j=1
∫
j
(Eˆ − Eˆh) ¯
j
dx1
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and fromL2¯ = 0 and the Green formula
A2PMLj
(Eˆ − Eˆh,) =
∫
j
(Eˆ − Eˆh) ¯
j
dx1.
Hence,
BPML2 (Eˆ − Eˆh,) =A2D(Eˆ − Eˆh,)
=
∫
D
g2h( − h) dx −A2D(Eˆh, − h) +
∫
D
(g2 − g2h)¯ dx,
which completes the proof. 
Lemma 5.5 (Chen and Wu [6]). For any  ∈ X2(), let  be extended to D as before. Then the following
estimate holds:
‖s−1eR2j∇‖L2(PMLj )C2j‖‖H 1(), j = 1, 2. (5.15)
We are now ready to prove Theorem 5.2.
Proof of Theorem 5.2. From the deﬁnition,
B2(E − Eˆh,) =
∫
D
g2h( − h) dx −A2D(Eˆh, − h) +
∫
1
(T21 − T PML21 )Eˆh¯ dx1
+
∫
2
(T22 − T PML22 )Eˆh¯ dx1 +
∑
j,l=1,2
j l
∫

(
Hˆh
xj
Hˆh
xl
− H
xj
H
xl
)
¯ dx
= III + IV + V + VI + VII.
By integration by parts and using (5.3)–(5.10),
III + IV =
∑
T ∈Mh
⎛
⎝∫
T
R2T ( − h) dx +
∑
e⊂T
1
2
∫
e
J2e( − h) dx
⎞
⎠
.
Using the interpolation estimate in Ref. [13] and Lemma 5.5, we get
|III + IV|C
∑
T ∈Mh
2T ‖−12 ∇‖L2(T˜ )
C(1 + C21 + C22)
⎛
⎝ ∑
T ∈Mh
22T
⎞
⎠
1/2
‖‖H 1().
It follows from Lemmas 4.2 and 4.3 that
|V + VI|(CˆM21‖Eˆh‖L2(1) + CˆM22‖Eˆh‖L2(2))‖‖H 1().
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By an argument similar to that used in the proof of Theorem 4.4, we conclude that
|VII| =
∣∣∣∣∣∣
∑
j,l=1,2
j l
∫

(
Hˆh
xj
Hˆh
xl
− H
xj
H
xl
)
¯ dx
∣∣∣∣∣∣
C˜(‖H‖H 1+() + ‖Hˆh‖H 1+())|||Hˆh − H |||1‖‖H 1(),
where C˜ depends on the data of the original grating problem by Theorem 4.4. The proof is now
complete. 
6. Numerical examples
Our ﬁrst example is from Ref. [5]. See also Ref. [6] for the implementation of the algorithm. This
example is concerned with the grating enhancement of the SHG effects for ZnS overcoated binary silver
gratings, see Fig. 3. The enhancement of the ﬁeld at 2 is computed and shown in Fig. 4 with respect to
the associated ﬂat structure. Here, the period of the grating is L = 0.4 m, the incident angle is 28.92◦,
and the wavelength  = 1.06 m. The results were obtained for a thickness t = 0.33 m of the coating
layer, the ﬁll factor 0.43 with respect to the groove depth d.
Another example comes from Ref. [8]. The structure is a subwavelength square grating of the period
L = 0.65, the ﬁll factor F = 0.09, and the depth varying from d = 0.01 to d = 1.01. The refractive
Ag
Air
ZnS
Fig. 3. ZnS overcoated binary silver gratings.
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Fig. 4. Groove depth and enhancement.
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Fig. 5. Second harmonic enhancement.
index of the material is taken to be n1 =3.346 at the fundamental frequency and n2 =3.539 at the second
harmonic frequency, corresponding to the material properties of GaAs at 1=1.907 m and 2=0.954 m,
respectively. The nonlinear coefﬁcient is taken to be 240 m/V. The incident angle is 30 ◦. Fig. 5 shows
the enhancement of the grating structure with respect to the bulk material.
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