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CHAPITRE 1
Introduction
1. Plan du manuscrit
Si on fait exception de quelques travaux relatifs à la chromodynamique quan-
tique sur réseau (articles1 [5,22]), accomplis lors ou à la suite de mon séjour post-
doctoral à Cologne, ma recherche depuis ma thèse s’est concentrée sur l’étude de
systèmes dynamiques chaotiques, et de leur version quantique. Elle appartient donc
essentiellement au domaine du «chaos quantique» (une terminologie surtout utili-
sée en physique). Le seul article ne traitant pas des aspects quantiques est [9], qui
étudie exclusivement le comportement de systèmes dynamiques classiques bruitées.
Le domaine du chaos quantique regroupe l’étude de systèmes quantiques à
un petit nombre de degrés de liberté, dont le système dynamique classique associé
(flot hamiltonien engendré par un hamiltonien p(x, ξ) ou transformation canonique)
présente une dynamique chaotique. En utilisant notre connaissance des propriétés
dynamiques du système classique (par exemple, des propriétés ergodiques, de com-
portement aux temps longs), on cherche à obtenir des informations qualitatives et
quantitatives sur le système quantique. Cette recherche se place naturellement dans
le cadre de l’analyse semiclassique. Le système quantique est typiquement un opé-
rateur pseudodifférentiel P (~) qui dépend explicitement d’un petit paramètre ~ > 0
(la «constante de Planck»), et qu’on interprète comme le quantifié du hamiltonien
p. Les informations obtenues sont valables asymptotiquement, dans la limite où ~
est «petit». Il faut garder à l’esprit que la limite ~ → 0 est singulière : même à
~ petit, le système quantique ne peut pas être considéré comme une perturbation
du système dynamique classique. L’objectif (et l’intérêt) de l’analyse semiclassique
consiste donc à «contourner» cette limite singulière, en utilisant des outils adéquats
pour comparer deux types de systèmes de natures très différentes.
Pourquoi se focaliser sur des systèmes chaotiques ? D’une part, une dynamique
chaotique possède un nombre minimal de quantités conservées (à l’opposé d’un
système Liouville-intégrable). En ce sens, il est «générique». En conséquence, le
hamiltonien quantique P (~) est réllement un opérateur (pseudo)différentiel de di-
mension d > 1, dont le spectre est difficile à déterminer. D’un autre côté, parmi
les systèmes «loin d’être intégrables», les systèmes chaotiques peuvent parfois ap-
paraître comme les plus simples, ou en tout cas les mieux compris. La théorie
des systèmes dynamiques, fortement développée depuis les années 1960, nous four-
nit une bonne description des propriétés ergodiques de ces systèmes (ergodicité,
mélange exponentiel, théorème central limite). Cette théorie a aussi forgé des indi-
cateurs dynamiques (entropies, pressions) permettant de quantifier ces propriétés
1Les références en chiffres gras correspondent à ma liste de publications, insérée en appendice.
5
2. QUELQUES RAPPELS DE CHAOS QUANTIQUE 6
ergodiques. Comme on le verra plus bas, les progrès obtenus dans la compréhen-
sion des systèmes quantiques correspondants résultent souvent d’une adaptation et
utilisation judicieuses de certains de ces indicateurs.
Mes travaux peuvent être divisés en trois parties.
• Dans les cas où la couche d’énergie p−1(E) est compacte (par exemple, dans
le cas du flot géodésique sur une variété compacte), le spectre du hamilto-
nien quantique P (~) dans un voisinage de E est composé d’énergies propres
discrètes (En(~)) relatives à des modes propres
(
ψn(~) ∈ L2(X)
)
. Une partie
de mon travail a porté sur la structure (dans l’espace des phases) des modes
propres ψn(~), dans les cas où le flot classique est très chaotique (Anosov).
Les modes propres sont principalement décrits par le biais de mesures se-
miclassiques, qui sont des mesures de probabilité sur l’espace des phases,
invariantes par le flot classique, et qui rendent compte de la distribution mi-
crolocale des modes propres, dans la limite semiclassique. Ces travaux sont
décrits plus en détail dans le chapitre 2.
• Par contre, si le système est «ouvert», de sorte que les particules peuvent
s’échapper à l’infini (système de diffusion quantique), alors le spectre de P (~)
est absolument continu sur R+. On peut tout de même mettre en évidence
des résonances discrètes, sortes de valeurs propres généralisées à valeurs com-
plexes, qui influencent la dynamique aux temps longs. L’étude des résonances
quantiques est plus récente que celle des spectres réels. Cette étude procède
généralement par la déformation du hamiltonien autoadjoint P (~) en un opé-
rateur non autoadjoint Pθ(~), dont les résonances sont devenues les valeurs
propres L2. L’analyse spectrale d’un tel opérateur est plus ardue que dans
le cadre autoadjoint, et les résultats sont moins précis. Mes travaux sur ce
sujet ont porté sur la distribution semiclassique des résonances et la structure
microlocale des «modes propres» associés, dans les cas où le flot classique est
chaotique sur l’ensemble capté. Ils sont décrits dans le chapitre 3.
• Je me suis aussi intéressé aux propriétés des systèmes dynamiques à temps
discret (classiques ou quantiques) en présence de «bruit». Ici, le bruit est
représenté par un opérateur de lissage agissant à chaque pas de temps, entre
deux itérations de la dynamique. J’ai étudié le lien entre les propriétés dyna-
miques du système non bruité (dynamique régulière/chaotique), et les pro-
priétés spectrales ou de décroissance aux temps longs, du système bruité. On
notera que la limite de faible bruit présente des similitudes avec la limite
semiclassique. Au niveau quantique, le bruit peut décrire, de façon effective,
l’interaction du système avec un «environnement», comme le font certains
modèles effectifs de type Lindblad. Les résultats sont décrits dans le cha-
pitre 4.
Avant de présenter mes travaux, je fournis dans la section suivante quelques rap-
pels d’analyse semiclassique, de chaos quantique, de manière à fixer les notations.
J’introduis également les systèmes dynamiques qui m’ont intéressé en particulier.
2. Quelques rappels de «chaos quantique»
2.1. Mécanique classique et quantique. Limite semiclassique. Appe-
lons X l’espace physique du système (l’espace de configuration), qui peut être l’es-
pace euclidien Rd, ou une variété riemannienne plus générale de dimension d > 1.
Les équations de mouvement d’une particule classique évoluant sur X sont décrites
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par une fonction de Hamilton p(x, ξ) sur l’espace des phases T ∗X ∋ (x, ξ) (espace
des positions et des impulsions). La dynamique est alors donnée par les équations
de Hamilton
(x˙, ξ˙) = Hp(x, ξ) =
(
∂p
∂ξ
,− ∂p
∂x
)
,
dont la solution donne le flot hamiltonien ρ = (x, ξ) 7→ Φt(ρ) sur l’espace des
phases (on suppose que le flot et bien défini, ∀t ∈ R). Chaque couche d’énergie
p−1(E) ⊂ T ∗X est invariante par le flot.
Le système quantique correspondant est décrit par une fonction d’onde ψ(t) ∈
L2(X), dont la dépendance temporelle est régie par l’équation de Schrödinger
(1) i~
d
dt
ψ(t) = P (~)ψ(t).
Nous nous plaçons dans le formalisme semiclassique : cette équation dépend d’un
petit paramètre ~ > 0. L’opérateur P (~) apparaissant dans le membre de droite est
le hamiltonien quantique ; c’est un opérateur (pseudo)différentiel sur X , obtenu à
partir du hamiltonien classique p(x, ξ) par un processus de quantification dépendant
explicitement de ~ [DS99]. On considèrera des quantifications réelles, telles que
P (~) = Op~(p) est un opérateur symétrique sur L
2(X) lorsque p est une fonction
réelle. La solution de l’équation (1) donne le flot de Schrödinger ψ(t) = U t
~
ψ(0), où
le propagateur
U t~ = e
−itP~/~
forme un groupe unitaire sur L2(X). Pour X = Rd, la quantification la plus «stan-
dard» est la quantification de Weyl P~ = Op
W
~
(p), donnée par
(2)
[
OpW
~
(p)ψ
]
(x) =
∫
ei(x−y)·ξ/~ p
(x+ y
2
, ξ
)
ψ(y)
dy dξ
(2π~)d
.
On considèrera aussi les quantifications d’anti-Wick2 associés à des familles d’états
cohérents gaussiens. Ces quantifications sont non seulement réelles, mais aussi po-
sitives (P (~) est un opérateur positif si p ≥ 0). Les différentes ~-quantifications que
nous considèrerons sont équivalentes3 dans la limite semiclassique, au sens suivant :
(3) ∀a ∈ C∞c (T ∗X),
∥∥Op1~(a)−Op2~(a)∥∥L(L2) ~→0−−−→ 0
L’analyse semiclassique se donne pour tâche d’étudier les propriétés de ces
opérateurs, dans la limite ~→ 0, dite limite semiclassique. On ne considèrera donc
pas un unique opérateur P (~), mais la famille d’opérateurs (P (~))~→0.
2.2. Principe de correspondance. Le principe de correspondance entre les
dynamiques classique et quantique peut être énoncé à travers l’évolution des obser-
vables. Une observable classique est une fonction a ∈ C∞(T ∗X) (qu’on supposera
souvent à support compact). On peut interpréter ses valeurs (a ◦ Φt(ρ))t∈R prises le
long d’une trajectoire, de deux manières : soit c’est le point ρ qui évolue par le flot
2plutôt appelées «de Wick» en mathématique
3Ce n’est pas le cas de la quantification de Walsh sur le 2-tore, que nous utilisons dans [12,
14] : même dans la limite semiclassique celle-ci reste très différente des quantifications de Weyl
ou d’anti-Wick.
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Φt(ρ), soit le point reste fixe, mais c’est l’observable a qui évolue de façon duale,
par
a(t) = Φt∗a = a ◦Φt.
Au niveau quantique, l’observable correspondante est l’opérateur A(~) = Op
~
(a) ;
sa valeur moyenne sur l’état évolué ψ(t) est donnée par l’élément de matrice 〈ψ(t), A(~)ψ(t)〉.
Ici aussi, on peut interpréter cette valeur moyenne de façon duale, en ne faisant pas
évoluer la fonction d’onde, mais l’observable, selon l’évolution d’Heisenberg
(4) A(~, t) = U−t
~
A(~)U t~.
Le principe de correspondance établit une équivalence approximative entre les évo-
lutions des observables classiques et quantiques : l’évolution des observables com-
mute approximativement avec la quantification. Mathématiquement, ce principe
prend la forme du théorème d’Egorov : en supposant que l’observable a appar-
tient à une classe de fonctions «sympatique» (par exemple, a ∈ C∞c (T ∗X)), on a
alors
∀t ∈ R, ‖A(~, t)−Op~(a(t))‖L(L2)
~→0−−−→ 0.
Cette propriété reste valable si le temps d’évolution t = t(~) varie dans la limite
~→ 0, tout en restant inférieur (en valeur absolue) au temps d’Ehrenfest
(5) TE = TE(~) =
| log ~|
λmax
.
Ici λmax est le plus grand coefficient d’expansion du flot classique, considéré par
rapport au support de l’observable a :
(6) λmax = sup
ρ∈supp(a)
lim sup
t→±∞
log ‖dΦt(ρ)‖
|t| .
On voit que la régularité du flot classique influence la correspondance : plus le flot
est instable, moins longue longue dure la correspondance.
Ce temps d’Ehrenfest est au cœur des résultats fins concernant l’analyse spec-
trale des opérateurs P (~).
2.3. Analyse spectrale du flot quantique. On s’intéresse aux invariants
du flot de Schrödinger, autrement dit au spectre de l’opérateur hamiltonien P (~).
Dans les cas où la surface d’énergie p−1(E) ⊂ T ∗X est compacte, pour ~ assez petit
le spectre de P (~) est purement discret dans un voisinage de E, et composé de modes
propres orthonormés (ψn(~)) associés aux énergies propres (En(~)). Un des objectifs
principaux du «chaos quantique» est de décrire ce spectre, aussi précisément que
possible, dans les situations où on ne dispose pas de formule explicite, ni même
approximative, pour (ψn, En). C’est en particulier le cas lorsque d = dim(X) ≥ 2,
et que le flot sur p−1(E) est chaotique.
Le spectre (ψn, En) correspond aux propriétés «au temps t → ∞» du flot
de Schrödinger. Il est donc naturel, pour chercher à comprendre ce spectre, de se
servir de notre connaissance des propriétés aux temps longs du flot classique, et
du principe de correspondance. Cependant, une difficulté incontournable vient du
fait que la correspondance n’est valable que pour des temps relativement courts
|t| ≤ TE : les limites ~→ 0 et t→∞ ne commutent pas.
En utilisant la correspondance pour des temps finis, on peut déduire des pro-
priétés «en moyenne» du spectre. Par exemple, la densité de valeurs propres En(~)
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autour d’une énergie E est donnée asymptotiquement par la loi de Weyl
(7) ∀ǫ > 0, # {n, |En(~)− E| ≤ ǫ} = (2π~)−d
(∫
|p(x,ξ)−E|≤ǫ
dx dξ + o(1)
)
.
La loi de Weyl concerne la distribution macroscopique des énergies propres (à
l’échelle 1, ou échelle classique). Elle ne dépend pas des caractéristiques du flot
Φt. À l’autre extrémité, lorsque le flot classique est chaotique, la conjecture de
Bohigas-Gianonni-Schmit [BGS84] décrit la distribution microscopique des éner-
gies propres (c’est-à-dire leur distribution à l’échelle de l’écart moyen entre les
niveaux ∆E ∼ C~d). Cette conjecture prédit que les écarts (En+1(~)− En(~)) (re-
normalisés correctement) sont statistiquement distribués comme les écarts entre les
valeurs propres de certaines familles de matrices hermitiennes aléatoires. De même,
il a été conjecturé par Berry [Ber77] que les propriétés statistiques microscopiques
(à l’échelle ~) des états propres correspondants sont similaires à celles de superpo-
sitions aléatoires d’ondes planes de longueur d’onde ∼ ~.
3. Différents types de dynamiques hamiltoniennes
3.1. Flots intégrables. Certains flots sont complètement intégrables aux ni-
veaux classique et quantique [VuN03]. Classiquement, cela signifie qu’il existe d
observables p1, . . . , pd indépendantes et en involution (c’est-à-dire commutant au
sens des crochets de Poisson), dont l’hamiltonien p1 = p . Cela implique que l’es-
pace des phases (de dimension 2d) est partitionné4 en tores de dimension d (tores
d’Arnold-Liouville) invariants par le flot, chaque tore étant défini par d équations
pi(x, ξ) = Ii. Le mouvement sur chaque tore est périodique ou quasipériodique,
donc très régulier. L’intégrabilité est préservée au niveau quantique si ces d obser-
vables (des constantes du mouvement) se quantifient en d opérateurs (auto-adjoints)
P1(~), . . . , Pd(~) commutant mutuellement. Il est alors naturel de considérer le
spectre joint de ces d opérateurs, ce qui nous ramène effectivement à des problèmes
quantiques en dimension 1. Les méthodes WKB permettent alors de construire ce
spectre avec une grande précision : des quasimodes5 de précision O(~∞) peuvent
être construits explicitement, chacun étant un état Lagrangien associé à un tore
invariant satisfaisant des règles de Bohr-Sommerfeld. Si on oublie le problème de
l’effet tunnel entre les tores, les modes propres sont O(~∞)-proches des quasimodes.
3.2. Des tores KAM au chaos. Si on perturbe un tel système intégrable,
on détruit le feuilletage de l’espace des phases en tores invariants. Le paysage est
alors plus complexe, et hiérarchisé : il subsiste encore des tores invariants (dits tores
KAM), qui sont séparés par des «régions chaotiques». On a déjà du mal à analyser la
dynamique classique en-dehors de ces tores. Si on renforce la perturbation, les tores
KAM disparaissent tous (mais à l’opposé, des «îlots de stabilité» peuvent apparaître
au milieu d’une zone chaotique de l’espace des phases). Au niveau quantique, on
sait encore construire des quasimodes associés aux tores KAM [Laz93], mais on ne
sait pas si les vrais modes propres leur ressemblent. On ne connaît presque rien du
spectre microlocalisé en-dehors de ces tores.
4en dehors de singularités
5Un quasimode ψ d’énergie E et de précision ǫ est un état satisfaisant ‖(P~ − E)ψ‖ ≤ ǫ ‖ψ‖.
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3.3. Flots chaotiques. Face à la complexité de la dynamique KAM, il se
révèle plus simple de considérer des flots hamiltoniens «totalement chaotiques». Ici
«chaotique» peut avoir plusieurs significations plus ou moins précises. La propriété
minimale est l’ergodicité du flot sur la couche d’énergie p−1(E), par rapport à la
mesure de Liouville dL (c’est la mesure obtenue en conditionnant la mesure dxdξ
sur la couche d’énergie). Des propriétés plus précises sont souvent invoquées : la
propriété de mélange (plus ou moins rapide), autrement dit la décroissance des
corrélations dynamiques
∫
a(t)b dL− ∫ a dL ∫ b dL entre deux observables a, b. Les
flots «les plus chaotiques» qu’on peut construire sont uniformément hyperboliques
(Anosov). En tout point ρ ∈ p−1(E), l’espace tangent Tρp−1(E) se scinde en des
sous-espaces stable, instable, et neutre :
(8) Tρp−1(E) = Euρ ⊕ Esρ ⊕Hp(ρ).
Les espaces stable/instable sont définis par la contraction (expansion) de la linéa-
risée du flot :
(9)
∥∥dΦt ↾Es∥∥ ≤ Ce−λt, ∥∥dΦ−t ↾Eu∥∥ ≤ Ce−λt, ∀t > 0.
De tels flots ont des propriétés ergodiques assez bien comprises. Le mélange est
exponentiellement rapide. De plus, on connaît assez bien les mesures de probabilité
invariantes. On se servira de cette connaissance pour analyser le spectre quantique.
3.4. Un exemple : le flot géodésique en courbure négative. Un exemple
de flot Anosov est le flot géodésique sur une variété riemannienne compacte de
courbure (strictement) négative. Ce flot est associé à l’hamiltonien décrivant une
particule libre sur X , p(x, ξ) = 12 |ξ|
2
x. La couche d’énergie p
−1(1/2) = {|ξ|x = 1} =
S∗X , correspond à une particule libre de vitesse 1. Ici, |ξ|x est la norme sur la fibre
du cotangent T ∗xX induite par la métrique riemannienne. Une courbure négative
implique que ce flot est uniformément hyperbolique (Anosov).
Une quantification «naturelle» du flot géodésique est donnée par l’opérateur de
Laplace-Beltrami, qu’on normalise par
P (~) = −~
2∆
2
.
Un état propre ψn du laplacien ∆, de valeur propre −λn ≤ 0, satisfait donc l’équa-
tion
(10) P (~)ψ =
1
2
ψ, pour un paramètre semiclassique ~ = ~n = λ−1/2n .
On notera souvent cet état ψ = ψn = ψ~. Les articles [16,25] sont consacrés à
l’étude des états propres de ce système.
Un cas particulier est constitué par les variétés de courbure constante −1, ob-
tenues en quotientant l’espace hyperbolique Hd par un sous-groupe discret Γ de
SL(d,R) : X = Γ\Hd. Cette structure algébrique fournit des outils spécifiques à
l’étude du laplacien sur ces variétés. Certains sous-groupes Γ possèdent de surcroît
des propriétés arithmétiques remarquables. C’est le cas par exemple du groupe mo-
dulaire Γ = SL(2,Z) ⊂ SL(2,R). Dans le cas le plus favorable (Γ un groupe de
congruence), la structure arithmétique fournit une algèbre commutative d’opéra-
teurs (dits «de Hecke») (Tk)k≥1 sur L2(X), qui commutent avec le laplacien. Il est
alors possible de considérer les états propres joints de tous ces opérateurs, appelés
modes propres de Hecke. Les propriétés arithmétiques de ces modes fournissent un
puissant outil d’analyse (v.chap. 2, §2).
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Une autre classe de flots géodésiques intéresse plus les physiciens : il s’agit des
billards euclidiens, autrement dit de domaines bornés connexes X ⊂ Rd. La parti-
cule suit des lignes droites à l’intérieur de X , et rebondit de façon spéculaire sur
les bords. Le système quantique associé est le laplacien sur X , avec des conditions
de bord de Dirichlet ou Neumann. Les caractéristiques de la dynamique dépendent
uniquement de la forme de X (ou de son bord). On connait des formes menant à
un flot ergodique et mélangeant : c’est le cas du billard de Sinai, et du «stade»
de Bunimovich, tous deux dans le plan. Ces deux exemples ne sont pas des flots
Anosov : ils contiennent une famille (à un paramètre) d’orbites périodiques margi-
nalement stables (dites orbites «bouncing ball»). Les modes propres de ces billards
peuvent être calculés numériquement de façon efficace, en utilisant un opérateur
intégral induit sur le bord. L’étude numérique des modes propres du «stade» ont,
les premières, mais en évidence la concentration (partielle) de certains modes le
long d’orbites périodiques instables [Hel84]. Ce phénomène, baptisé «cicatrice»6
par Heller, reste encore mal défini sur le plan mathématique.
4. Systèmes dynamiques à temps discret : applications chaotiques
4.1. Transformations canoniques chaotiques. Un flot chaotique possède
une direction neutre, celle du vecteur Hp engendrant le flot. Cette direction neutre
complique l’analyse, aussi bien aux niveaux classique que quantique. L’hyperbolicité
de la dynamique est manifeste transversalement à ce vecteur. C’est pour cette raison
que, plutôt que le flot entier sur la couche d’énergie p−1(E), on n’étudie souvent
que le passage du flot à travers certaines sections Σ transverses à Hp, appelées
sections de Poincaré. L’application de premier retour sur la section est appelée
application de Poincaré. La section Σ peut être munie d’une structure symplectique,
préservée par l’application de premier retour : cette dernière est donc localement un
difféomorphisme symplectique, qui est uniformément hyperbolique (l’espace tangent
TρΣ = E˜
u
ρ ⊕ E˜sρ, où les espaces (in)stables satisfont des propriétés similaires à (9)).
Par extension, on peut directement partir d’une variété symplectique compacte
(par exemple le tore bidimensionnel, ou 2-tore), et construire un difféomorphisme
symplectique sur cet espace des phases, engendrant une dynamique chaotique. Les
propriétés ergodiques des difféomorphismes sont en général plus simples à analyser
que celles des flots. De plus, on connait des exemples simples de difféomorphismes
très chaotiques (Anosov), le plus connu étant la transformation du «chat d’Arnold»
sur le 2-tore. On nommera ainsi une transformation linéraire
(11) (x, ξ) 7→ S(x, ξ), où S =
(
a b
c d
)
∈ SL(2,Z)
est une matrice hyperbolique, c’est-à-dire satisfaisant |trS| > 2. Cette transforma-
tion, initialement définie sur l’espace R2, se projette bien sur le 2-tore R2/Z2 ∋
(x, ξ). Du fait de sa linéarité, les propriétés chaotiques de la dynamique peuvent
être montrées par de simples manipulations algébriques. Par exemple, les directions
stable et instable sont les mêmes en tout point (x, ξ) ∈ T2, données par les vecteurs
propres de la matrice S.
6en anglais, «scar».
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Une autre transformation chaotique bien connue sur le 2-tore est la «transfor-
mation du boulanger»
(x, ξ) 7→ B2(x, ξ) =
{
(2x, ξ/2), 0 ≤ x < 1/2
(2x− 1, (ξ + 1)/2), 1/2 ≤ x < 1 .(12)
Cette bijection est linéaire par morceaux mais discontinue. La partition du tore en
les deux rectangles ci-dessus permet de représenter B2 par une dynamique symbo-
lique très simple : le décalage sur les suites binaires bi-infinies, correspondant à la
représentation en base 2 de la position et de l’impulsion.
4.2. Applications quantiques sur le 2-tore. On cherche à quantifier une
telle transformation symplectique, c’est-à-dire lui associer une famille de propaga-
teurs unitaires (U~)~ dépendant d’un petit paramètre ~. La compacité de l’espace
des phases implique que l’espace de Hilbert (des états quantiques) est de dimension
finie, et dépend explicitement de ~. Par exemple, les espaces de Hilbert quantiques
H~ associés au 2-tore sont de dimension finie N ∈ N, correspondant à des valeurs
discrètes de la constance de Planck :
~ = (2πN)−1.
Intuitivement, cette formule vient du fait qu’un état quantique occupe un volume
∼ 2π~ du tore. Les observables a ∈ C∞(T2) peuvent être naturellement quantifiées
en des opérateurs OpN (a) (qui sont en fait des matrices hermitiennes N ×N).
Il n’existe pas de formalisme standard pour quantifier sur H~ un difféomor-
phisme symplectique κ. On dispose seulement de recettes adaptées à certaines
transformations. La transformation du chat d’Arnold (11) a été quantifiées par
[HanBer80] en restreignant sur H~ la représentation métaplectique U~(S) de la
matrice symplectique S : on obtient alors une matrice N ×N unitaire U~(S). On
verra plus loin que cette famille de propagateurs quantiques possède des propriétés
remarquables, mais non-génériques. Pour obtenir une transformation générique, on
perturbe la dynamique de S en la composant avec le flot au temps 1 engendré par
un hamiltonien p ∈ C∞(T2) : si p est suffisamment petit, alors l’application com-
posée eHp ◦ S (un «chat d’Arnold perturbé») conserve la propriété d’Anosov. Une
quantification de cette transformation consiste à composer U~(S) avec le flot de
Schrödinger (au temps 1) de l’hamiltonien quantique Op~(p) : on obtient le «chat
d’Arnold perturbé quantique» e−iOp~(p)/~ U~(S) [BDB96]
L’application du boulanger (12) a été quantifiée «à la main» par Balasz-Voros
[BV89], en utilisant la transformée de Fourier discrète (FN )mn = N−1/2e−2iπmn/N :
pour une dimension quantique N paire, ils prennent comme propagateur unitaire
sur HN la matrice
(13) U~(B2) = F
−1
N
(
FN/2 0
0 FN/2
)
.
Dans tous les cas, le propagateur U~(κ) a de bonnes propriétés semiclassiques.
Dans le cas d’un difféomorphisme κ, U~(κ) est un opérateur intégral de Fourier
(OIF) associé au graphe de κ. Dans [12] nous développons le formalisme des OIF
sur les espaces quantiques associés au tore, et traitons spécifiquement le cas de la
transformation du boulanger, en tenant compte de ses discontinuités.
Les applications quantiques ont été utilisées comme des modèles simplifiés de
systèmes quantiques classiquement chaotiques [DEG03]. D’une part, on connaît
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mieux les propriétés de la dynamique classique que pour les flots. D’autre part,
il est plus simple d’étudier numériquement le spectre (ψn(~), eiθn(~))n=1,...,N des
matrices finies U~(κ), que celui d’opérateurs de dimension inifinie P (~). Enfin,
pour certains de ces modèles (chat d’Arnold, boulanger quantifié «à la Walsh»),
on dispose d’informations très précises sur le spectre, grâce aux riches propriétés
algébriques et arithmétiques des propagateurs [DEG03].
CHAPITRE 2
Travaux sur l’ergodicité quantique
Ce chapitre est consacré à mes travaux sur les systèmes quantiques dont le
correspondant classique est fortement chaotique (Anosov) sur un espace des phases
(ou une couche d’énergie) compact. Je me suis essentiellement intéressé aux pro-
priétés de localisation des modes propres quantiques. Pour établier la connection
avec la dynamique classique, il est naturel d’étudier la localisation dans l’espace des
phases (positions et impulsions). On représente pour cela les modes propres par des
distributions vivant sur l’espace des phases (appelées distributions microlocales).
Les valeurs d’adhérence faibles de ces distributions, dans la limite ~ → 0, sont
l’objet principal de mes investigations. On les appelle «mesures semiclassiques» du
système.
1. Ergodicité quantique
1.1. Un outil pour décrire les modes propres : les mesures semiclas-
siques. Comme on l’a vu plus haut, les seuls systèmes pour lesquels on a une
bonne compréhension des modes propres sont les systèmes totalement intégrables :
on dispose alors de formules asymptotiques WKB pour les modes propres (ou au
moins pour les quasimodes O(~∞)) et leurs énergies. À l’opposé, pour un système
classiquement chaotique, notre connaissance des modes propres est beaucoup moins
précise. Elle se résume souvent à la description des mesures semiclassiques du sys-
tème : ce sont des mesures de probabilité sur T ∗X , représentant les propriétés
asymptotiques de localisation des modes propres dans l’espace des phases, dans la
limite semiclassique.
Une telle mesure est définie à partir d’une suite semiclassique (ψ~)~→0 de modes
propres des opérateurs P (~), d’énergies propres E~ = E + o(1). On construit tout
d’abord une mesure (ou distribution) µψ~,~ sur T
∗X associée aux fonctions d’onde
ψ~ et dépendant aussi explicitement de ~ (nous noterons ces distributions µψ,~).
Cette construction peut se faire par dualité, en utilisant une ~-quantification des
observables (v. chap. 1, §2.1) :
∀a ∈ C∞0 (T ∗X), µψ,~(a) def= 〈ψ~,Op~(a)ψ~〉.
Lorsque X = Rd et que Op~ est la quantification de Weyl (2), on appelle µψ,~ la
distribution de Wigner associée à l’état ψ~ ; en général ce n’est pas une mesure
positive, mais elle a le bon goût de se projeter (le long des fibres de T ∗X) sur la
mesure de probabilité de présence de la particule sur X , |ψ~(x)|2 dx . Si on choisit
une quantification positive, comme la quantification anti-Wick, alors µψ,~ est une
mesure de probabilité appelée lamesure de Husimi de ψ~. Dans tous les cas, µψ,~ est
appelée une mesure (ou distribution) microlocale, car elle ne décrit pas seulement
les propriétés de localisation de ψ~ dans l’espace de position, mais également dans
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l’espace des impulsions (l’impulsion de la particule dépend des variations locale de
la phase de ψ~(x)).
Une mesure semiclassique µ associée à la suite (ψ~)~→0 est une valeur d’adhé-
rence de la suite (µψ,~)~→0 par rapport à la topologie faible-∗. Autrement dit, il
existe une sous-suite (ψ~j )~j→0 extraite de (ψ~)~→0, telle que pour toute observable
a ∈ C∞c (T ∗X), on a µψ,~j(a)
~j→0−→ µ(a). On montre aisément que µ est une mesure
de probabilité portée par la couche d’énergie p−1(E), et qu’elle est invariante par le
champ de vecteurs Hp. Grâce à l’équivalence semiclassique (3) entre les différentes
quantifications, la mesure µ ne dépend pas du choix de la quantification utilisée pour
définir les µψ,~. Une mesure semiclassique est donc un objet «classique» (une me-
sure invariante), qui décrit les propriétés asymptotiques de localisation des modes
propres quantiques. Par nature, elle ne décrit que les propriétés macroscopiques (à
l’échelle 1) de ces modes propres, en ignorant totalement leurs fluctuations à l’échelle
~. Elle est donc beaucoup moins précise qu’une formule explicite du type WKB.
Cependant, dans le cas de systèmes classiquement chaotiques, la compréhension
de ces mesures constitue déjà une question non-triviale. On sait qu’il existe, pour
un système fortement chaotique, de nombreuses mesures invariantes. La question
centrale qu’on se pose est donc :
Quelles mesures invariantes apparaissent comme des mesures se-
miclassiques ? Autrement dit, vers quelles mesures invariantes
«convergent» les modes propres dans la limite semiclassique ?
1.2. Ergodicité quantique. Les premiers résultats sur cette question concernent
le flot géodésique sur une variété riemannienne X . Si ce flot est ergodique (par
exemple, si la courbure est strictement négative), alors dans la limite semiclassique
«presque tous» les états propres (ψn)n≥0 du laplacien sont asymptotiquement équi-
distribués sur X . Plus précisément,
Théorème. [Schn74, Zel87, CdV85]
Supposons que le flot géodésique sur X est ergodique par rapport à la mesure
de Lebesgue. Alors il existe une sous-suite (nj)j≥0 ⊂ N de densité 1, telle que
(14) ∀f ∈ L∞(X),
∫
X
f(x) |ψnj (x)|2 dx
j→∞−→
∫
X
f(x) dx.
L’énoncé ci-dessus est celui de Shnirelman, qui ne considère que les propriétés
de localisation sur X . Si on construit les mesures microlocales µψn,~n associées
aux modes propres (ψn) en utilisant le paramètre semiclassique «naturel» ~n (v.
Eq.(10)), alors la sous-suite de densité 1 (ψnj ) est associée à une unique mesure
semiclassique, qui est la mesure de Liouville dL sur la couche d’énergie S∗X :
(15) ∀a ∈ C∞0 (T ∗X), µψnj ,~nj (a)
j→∞−→
∫
S∗X
a dL.
Ce résultat est plus précis que (14), puisqu’il montre que les états ψnj sont asympto-
tiquement équidistribués non seulement en position, mais également en impulsion.
Cette propriété microlocale a été appelée ergodicité quantique par Zelditch.
Elle a été généralisée à des flots hamiltoniens non géodésiques, ergodiques sur une
couche d’énergie p−1(E) [HMR87] : on considère alors les suites de modes propres
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(ψ(~n))~n→0 d’énergies E(~n) = E + o(1). Elle a aussi été étendue aux flots géo-
désiques sur les variétés à bord (billards) [GerLei93, ZelZwo96] et aux appli-
cations quantiques (v. §4). La preuve de cette propriété est en effet suffisamment
robuste pour pouvoir être transposée à différents contextes. Dans tous les cas, le
coeur de la preuve consiste à montrer que la variance des éléments de matrice
〈ψ(~n),Op~n(a)ψ(~n)〉,
V arN (a)
def
=
1
N
∑
1≤n≤N
∣∣∣∣〈ψ(~n),Op~n(a)ψ(~n)〉 −
∫
a dL
∣∣∣∣
2
,
converge vera zéro dans la limite semiclassique N →∞.
1.3. Ergodicité quantique pour le boulanger. Dans l’article [11] nous
prouvons le théorème de Shnirelman pour l’application du boulanger sur le 2-tore
quantifiée à la Balasz-Voros (13). En effet, cette transformation très simple avait
été beaucoup étudiée par les physiciens, mais la propriété d’ergodicité quantique
n’était toujours pas établie, la complication principale étant due aux discontinuités
de la transformation. Ces complications sont similaires à celles rencontrées avec les
billards ergodiques tels le «stade»). Nous obtenons en fait un résultat plus précis que
l’ergodicité quantique, qui était connu dans le cas du laplacien sur les surfaces de
courbure négative constante [Zel94], et a ensuite été généralisé à d’autres systèmes
[Schu06, Schu08] :
Théorème. Pour tout N = (2π~)−1 ≥ 1, on note (ψn(~))n=1,...,N une base
propre de la matrice U~(B2). Alors la variance quantique
V arN (a)
def
=
1
N
N∑
n=1
∣∣∣∣〈ψn(~),Op~(a)ψn(~)〉 −
∫
a dL
∣∣∣∣
2
décroît semiclassiquement comme O(| log ~|−1).
2. Ergodicité quantique unique ou «suite exceptionnelles» ?
Le théorème d’ergodicité quantique montre donc que, si le flot (ou la trans-
formation) classique est ergodique, alors presque tous les états propres quantiques
deviennent équidistribués sur S∗X , dans la limite semiclassique. La question na-
turelle est celle de la présence ou non de suites exceptionnelles d’états propres
(ψnj )nj→∞, associées à des mesures semiclassiques différentes de Liouville. Dans
le cas des flots géodésiques sur les variétés de courbure négative1, Rudnick-Sarnak
[RS94] ont conjecturé que pour toute base orthonormée (ψn)n∈N, la seule mesure
semiclassique est la mesure de Liouville. Cette propriété conjecturelle a été appelée
ergodicité quantique unique.
Dans le même article, ils considèrent le cas des surfaces arithmétiques Γ\H2, où
Γ est un sous-groupe de congruence : ils montrent que les mesures semiclassiques
associées à une base orthonormée (ψn)n∈N formée de modes propres de Hecke (v.
chap. 1, §3.4) ne contiennent pas de composante singulière sur les orbites pério-
diques. Lindenstrauss [Lin06] a finalement montré que la seule mesure semiclas-
sique associée à une base de Hecke est la mesure de Liouville.
1Un tel flot possède de nombreuses mesures invariantes différentes de Liouville, par exemple
les mesures singulières portées par une unique géodésique périodique, mais aussi des mesures
purement fractales.
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L’ergodicité quantique unique a aussi été montrée pour les états propres «de
Hecke» d’une transformation d’un «chat d’Arnold» S ∈ SL(2,Z) du 2-tore. Ces
bases propres sont formées d’états propres communs d’une famille commutative
d’opérateurs unitaires sur H~, contenant le propagateur U~(S) [KR00].
2.1. Des contre-exemples à l’ergodicité quantique unique. Dans [6]
nous considérons aussi un «chat d’Arnold», mais nous construisons des contre-
exemples explicites à la conjecture d’ergodicité quantique unique.
Théorème. Il existe une famille (ψ(~n))~n→0 de modes propres des propaga-
teurs U~n(S), pour laquelle la mesure semiclassique associée vaut
(16) µ =
1
2
(δP + dL).
Ici, dL = dxdξ est la mesure de Liouville sur le tore, et δP est la mesure de Dirac
sur une orbite périodique (instable) de la transformation.
Autrement dit, les états ψ(~n) sont à moitié localisés sur l’orbite P , et à moi-
tié équidistribués. Ils sont construits explicitement, comme une superposition des
évolués d’un état cohérent gaussien localisé dans un voisinage de rayon ∼
√
~ d’un
point de P . On fait évoluer cet état (dans le futur et le passé) jusqu’au temps
d’Ehrenfest (5) (λmax est l’exposant de Lyapunov positif de S). L’état évolué reste
localisé pour les temps −TE/2 < t < TE/2. Pour les temps TE/2 < |t| < TE, il se
délocalise le long des variétés stable et instable et remplit rapidement tout le tore.
Par conséquent, l’état obtenu en sommant sur l’intervalle de temps [−TE, TE ] est à
moitié localisé, à moitié équidistribué. On utilise ensuite une propriété très parti-
culière du propagateur U~(S). Il est périodique2, et pour certaines valeurs (~n → 0)
la période T~n vaut 2TE +O(1), de sorte que la superposition construite ci-dessus
devient un état propre de U~n(S). Signalons que pour ces valeurs ~n, les valeurs
propres du propagateur U~n(S) ont une grande multiplicité (d’ordre (~| log ~|)−1).
On a donc beaucoup de liberté pour construire des modes propres. Par un argument
de densité, on peut exhiber des mesures semiclassiques de la forme µ = 12 (ν + dL),
où ν est une mesure invariante quelconque.
La construction ci-dessus ne fonctionne que pour des applications quantiques
très particulières, et n’est absolument pas transposable aux flots. Il s’agit du premier
système Anosov pour lequel la conjecture d’ergodicité quantique unique est mise
en défaut.
Dans [14] nous construisons une quantification «non standard» de la transfor-
mation du boulanger (12), appelée quantification de Walsh 3. Cette quantification,
valable uniquement en dimension N = 2k, k ∈ N, est spécifiquement adaptée à
la transformation du boulanger : elle est «calquée» sur la dynamique symbolique
conjuguée à B2 (décalage sur les suites binaires bi-infinies). Elle revient en fait
à remplacer, dans (13), les transformées de Fourier discrètes FN , FN/2, par les
transformées de Fourier-Walsh WN , WN/2 (c’est-à-dire, remplacer la sinusoïde par
une fonction créneau). Cela correspond donc à une nouvelle convention (certaine-
ment moins «physique») de la relation entre positions et impulsions quantiques.
Pour définir les mesures semiclassiques associés aux états propres de UWalsh
~
(B2),
2Il existe un entier T~ > 0 et une phase θ~ tels que U~(S)
T~ = eiθ~Id.
3Cette quantification du boulanger a aussi été introduite dans des études relatives à l’infor-
mation quantique [SchaCav00].
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il est cohérent d’utiliser une version «Walsh» des mesures de Husimi. Le mérite
principal de cette quantification est de rendre le modèle soluble : le spectre de
UWalsh
~
(B2) peut être calculé explicitement. Les propagateurs UWalsh~ (B) ont des
propriétés similaires aux «chats d’Arnold quantiques» U~n(S) décrits ci-dessus :
ils sont périodiques, de périodes 2TE), et on peut construire des états propres si-
milaires, associés à une mesure semiclassique µ = 12 (δP + dL). Pour ce boulanger
Walsh-quantifié, nous avons également exhibé des mesures semiclassiques purement
fractales (ne contenant pas de composante de Liouville), et dont le support est un
sous-ensemble fractal du 2-tore. Nous ignorons si de telles mesures semiclassiques
existent dans le cas du «chat d’Arnold».
3. Contraintes sur les mesures semiclassiques
Après avoir exhibé des mesures semiclassiques différentes de Liouville pour ces
applications quantiques particulières, nous pouvons reconsidérer la question posée
au bas de la §1.1. Notre objectif va consister à montrer que les mesures semiclas-
siques possèdent nécessairement certains propriétés qui ne sont pas satisfaites par
n’importe quelle mesure invariante.
3.1. Mesures semiclassiques du «chat d’Arnold». Dans [8], nous mon-
trons que les mesures semiclassiques semi-localisées (16) du «chat d’Arnold» sont
«maximalement localisées». Plus précisément, toute mesure invariante d’un difféo-
morphisme Anosov sur T2 peut se décomposer en
µ = µpp + µsc + µLiouv,
où µpp =
∑
k αkδPk est la partie purement ponctuelle localisée sur des orbites
périodiques, µLiouv est un multiple de dL, et µsc est une composante singulière
continue.
Théorème. Supposons que µ est une mesure semiclassique pour une transfor-
mation du «chat d’Arnold» S. Alors, la décomposition ci-dessus satisfait l’inégalité
µLiouv(T
2) ≥ µpp(T2),
qui implique en particulier µpp(T
2) ≤ 1/2.
Ce résultat a été récemment raffiné par S.Brooks [Broo08], en utilisant la
notion d’entropie. Nous retrouverons d’ailleurs le facteur 1/2 dans les estimées
entropiques décrites plus bas.
Ce résultat utilise une propriété spécifique du «chat d’Arnold» : une transi-
tion localisation-délocalisation au temps d’Ehrenfest (5). Précisément, si (ψ(~) ∈
H~)~→0 est une suite d’états microlocalisés en un point ρ0 ∈ T2, alors les états
(Un
~
ψ(~)) sont asymptotiquement équidistribués sur T2 si on prend des temps
n = n(~) = TE +O(1). Cette propriété n’est pas transposable aux transformations
ou flots non-linéaires, ni même aux symplectomorphismes de tores de dimension su-
périeure. Par contre, le théorème ci-dessus est valable pour la Walsh-quantification
du boulanger [14].
3.2. Entropies des mesures semiclassiques. Dans [14], nous appliquons
au système du boulanger Walsh-quantifié la méthode entropique introduite par
N.Anantharaman pour le cas des flots géodésiques Anosov [Ana08]. Cette méthode
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consiste à obtenir une borne inférieure non-triviale sur l’entropie de Kolmogorov-
Sinai des mesures semiclassiques. Rappelons brièvement les propriétés de l’entropie
hKS(µ) d’une mesure invariante µ (pour un flot ou une transformation Anosov) :
– pour toute mesure invariante µ, hKS(µ) ∈ [0, htop], où htop est l’entropie
topologique de la transformation. L’application µ 7→ hKS(µ) est affine.
– pour une mesure δP portée par une orbite périodique, on a hKS(δP) = 0.
– l’inégalité de Ruelle-Pesin affirme que
(17) hKS(µ) ≤
∫
log Ju(ρ)dµ(ρ),
où Ju(ρ) est le jacobien instable : Ju(ρ) = det dΦ1(ρ) ↾Eu(ρ). L’égalité est
atteinte uniquement si µ = dL.
Ainsi, une borne inférieure strictement positive sur hKS(µ) fournit une contrainte
non-triviale sur la localisation de µ : celle-ci ne peut être uniquement supportée par
un ensemble dénombrable d’orbites périodiques.
La méthode utilisée dans [Ana08] (que nous adaptons au cas du boulanger
Walsh-quantifié) permet de montrer que l’entropie d’une mesure semiclassique est
strictement positive. Elle montre aussi que le support de µ ne peut être trop «fin», au
sens où l’entropie topologique de la transformation restreinte à ce support satisfait
htop(suppµ) ≥ minρ log J
u(ρ)
2 . Dans le cas du «chat d’Arnolde» ou du boulanger,
cette inégalité s’écrit
(18) htop(suppµ) ≥ λ
2
,
où λ > 0 est le coefficient d’expansion (uniforme). Notons que l’entropie topologique
du tore entier vaut htop(T2) = λ. Cette inégalité est saturée par certaines mesures
semiclassiques fractales du boulanger Walsh-quantifié.
Dans [14] nous introduisons un nouvel outil, le principe d’incertitude entro-
pique, qui nous permet d’obtenir une borne inférieure explicite pour l’entropie des
mesures semiclassiques. Pour le boulanger, cette borne s’écrit
hKS(µ) ≥ λ
2
.
Elle implique en particulier la borne (18). Cette borne est saturée par les mesures
semiclassiques semi-localisées (16).
Dans les articles [16,25] nous appliquons ce principe d’incertitude entropique
au cas des flots géodésiques Anosov.
Théorème. Soit X une variété riemannienne compacte de dimension d, dont
le flot géodésique est Anosov. Alors, toute mesure semiclassique associée aux modes
propres du laplacien satisfait la borne inférieure :
(19) hKS(µ) ≥
∫
log Ju(ρ)dµ(ρ) − (d− 1)λmax
2
.
Ici, λmax est le coefficient d’expansion maximal (6), et J
u(ρ) le jacobien instable.
Dans le cas d’une variété de courbure constante −1, la borne s’écrit
hKS(µ) ≥ d− 1
2
=
htop
2
.
Bien que la stratégie de preuve soit identique à celle utilisée pour le boulan-
ger Walsh-quantifié, sa mise en œuvre est beaucoup plus technique, et utilise des
propriétés fines de l’analyse semiclassique. Notons que si la courbure (et donc le
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jacobien instable) varie beaucoup sur X , le membre de droite de (19) peut devenir
négatif, et la contrainte triviale (l’entropie étant forcément positive). Nous pensons
que la borne optimale pour un système Anosov quelconque est
(20) hKS(µ) ≥ 1
2
∫
log Ju(ρ)dµ(ρ).
Cette borne a été montrée récemment par G.Rivière [Riv08] pour les surfaces
de dimension 2 de courbure négative ou nulle, et par B.Gutkin pour un modèle
de boulanger Walsh-quantifié non-symétrique [Gut08], où il exhibe des mesures
semiclassiques saturant l’inégalité.
Compte tenu de l’inégalité de Ruelle-Pesin (17), pour prouver l’ergodicité quan-
tique unique (qui est conjecturée dans le cas des flots géodésiques) il faudrait retirer
le facteur 1/2 dans le membre de droite de (20). Ce retrait réclame des hypothèses
supplémentaires à celle d’Anosov (v. la discussion dans le chap. 5).
3.3. Éléments de preuve. Donnons quelques étapes de la preuve de (19).
L’entropie hKS(µ) est construite en considérant une partition P = {Pk}de la couche
d’énergie S∗X =
⊔K
k=1 Pk, où on suppose les Pk de diamètres «petits». Cette par-
tition est ensuite raffinée par le flot Φt en une suite de partitions
P (n) =
{
Pa0a1···an−1
def
= Pa0 ∩ Φ−1(Pa1) ∩ · · ·Φ−n+1(Pan−1) , ai = 1, . . . ,K}, n ≥ 1,
chaque élément Pa0a1···an−1 contenant les particules qui partagent la même «his-
toire» entre les temps 0 et n − 1. On définit alors une entropie associée à chaque
raffinement et à la mesure invariante µ :
hn(µ, P ) = h(µ, P
(n)) = −
∑
a0,...,an−1
µ(Pa0a1···an−1) log µ(Pa0a1···an−1).
En utilisant la sous-additivité des entropies hn(µ, P ), on obtient l’entropie de Kolmogorov-
Sinai de la mesure µ :
hKS(µ)
def
= lim
n→∞
1
n
hn(µ, P ) = inf
n
1
n
hn(µ, P ).
Cette entropie correspond au taux moyen de décroissance exponentielle (par rapport
à n) des poids µ(Pa0a1···an−1). Elle est indépendante de la partition P , dès lors
que les Pk sont assez petits. L’entropie est donc strictement positive si ces poids
décroissent tous exponentiellement vite.
Au niveau quantique, on adapte cette construction en considérant une parti-
tion quantique correspondant à la partition P : il s’agit d’une famille d’opérateurs{
Pˆk
}
sur L2(X), satisfaisant la résolution de l’identité
(21)
K∑
k=1
Pˆ ∗k Pˆk = Id.
Grâce à cette relation, les poids quantiques {‖Pˆkψ~‖2, k = 1, . . . ,K} somment à
l’unité (ici ψ~ est le mode propre (10) du laplacien, normalisé à l’unité). On peut
donc définir une entropie quantique
h(ψ~, Pˆ ) = −
K∑
k=1
∥∥∥Pˆkψ~∥∥∥2 log ∥∥∥Pˆkψ~∥∥∥2
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Ces poids sont raffinés par le flot de Schrödinger : au temps n, au poids clas-
sique µ(Pa0a1···an−1) correspond le poids quantique
∥∥∥Pˆan−1 · · ·UPˆa1UPˆa0ψ~∥∥∥2, où
U = ei~∆/2 est le propagateur de Schrödinger au temps 1. Les entropies quantiques
correspondantes sont notées hn(ψ~, Pˆ ). C’est sur elles qu’on va obtenir une borne
non triviale, par le biais d’un principe d’incertitude entropique, un avatar du
théorème d’interpolation de Riesz-Thorin apparu dans la litérature sur les fonde-
ments de la mécanique quantique.
Proposition. [Principe d’incertitude entropique] Soient τˆ = (τˆk)k=1,...,K et
πˆ = (πˆk)k=1,...,K deux partitions quantiques d’un espace de Hilbert H (c’est-à-dire
que ces familles d’opérateurs satisfont (21)). Alors, pour tout état normalisé ψ ∈ H,
les entropies quantiques de ψ relativement à ces partitions satisfont :
(22) h(ψ, τˆ ) + h(ψ, πˆ) ≥ −2 log sup
j,k
‖τˆj πˆ∗k‖L(H) .
Dans notre cas, les partitions adéquates τˆ , πˆ sont construites à partir des raf-
finements Pˆ (n) d’ordre n = TE +O(1). Les normes ‖τˆj πˆ∗k‖L(H) sont bornées grâce
à l’estimée dispersive hyperbolique ci-dessous.
Proposition. [Estimée dispersive hyperbolique, cas de courbure −1]
Fixons K > 0 arbitrairement grand et δ > 0 arbitrairement petit. Pour ~ assez
petit, on prend χ~ ∈ C∞c (T ∗X) supportée sur un voisinage de S∗X de largeur ~1−δ.
Alors, pour tout temps m ≤ K| log ~|, les poids quantiques au temps m satisfont tous
(23)
∥∥∥Pˆam−1 · · ·UPˆa1UPˆa0 Op~(χ~)∥∥∥ ≤ C ~−(d−1+δ)/2 e−m(d−1)/2.
Comme K est arbitraire, cette borne est valable, et non triviale, pour des temps
supérieurs au temps d’Ehrenfest TE = | log ~|. On verra dans la section suivante
qu’une estimée similaire joue un rôle déterminant pour les systèmes diffusifs. Cette
borne est prouvée en calculant, étape par étape, le développement WKB du noyau
de l’opérateur Pˆan−1 · · ·UPˆa1UPˆa0 Op~(χ~), à un ordre fini (suffisamment grand) en
~. Il est crucial de «projeter» (appliquer les opérateurs Pˆk) à chaque étape de temps.
Cette estimée montre qu’un état initialement localisé se disperse (voit sa norme L2
locale diminuer) sous l’action répétée du flot U et des Pˆk ; cette dispersion résulte
de l’hyperbolicité du flot géodésique et du principe d’incertitude.
On peut finalement injecter l’estimée (23) dans le membre de droite de (22) :
on obtient une borne inférieure non-triviale pour les entropies quantiques hn(ψ~, Pˆ )
(avec n ≤ TE), qu’on parvient à rapatrier sur les entropies classiques 1nhn(µ, P ) en
utilisant le théorème d’Egorov, puis sur leur limite hKS(µ).
CHAPITRE 3
Systèmes de diffusion chaotique
Sous l’impulsion de (et en collaboration avec) M.Zworski, je me suis intéressé
aux systèmes de diffusion du type suivant : l’espace de configuration X est une
variété riemannienne qui est équivalente à Rd en-dehors d’une «zone d’interaction»
compacte, mais peut avoir une géométrie plus compliquée à l’intérieur de cette zone.
Le hamiltonien engendrant le flot classique Φt est de la forme p(x, ξ) = ξ
2
2 + V (x),
avec un potentiel V (x) ∈ C∞c (Rd) supporté dans la zone d’interaction.
L’opérateur quantique correspondant est P (~) = −~2∆2 + V (x), agissant sur
L2(X). Son spectre sur R+ est alors purement absolument continu. Cependant,
la résolvante (P (~) − z)−1 : L2comp → L2loc, définie dans le demi-plan physique
{ℑz > 0}, admet un prolongement méromorphe à travers R+ vers le demi-plan
non-physique {ℑz < 0} ; les pôles {zj(~)} de ce prolongement sont appelés des ré-
sonances. Ces résonances déterminent en partie le comportement du système pour
les temps longs. À chaque résonance zj(~) est associé un état résonnant (ou «état
métastable») ψj(~) qui n’est pas dans L2, mais qui formellement satisfait l’équation
P (~)ψj(~) = zj(~)ψj(~), de sorte que ψj décroit exponentiellement sous l’action du
flot de Schrödinger, à un taux |ℑzj|
~
. En physique, le temps τj = ~|ℑzj| est appelé le
temps de demi-vie de l’état métastable ψj .
1. Distribution des résonances : loi de Weyl fractale
Une activité intense en physique mathématique s’est attachée à comprendre
la distribution des résonances {zj(~)} dans la limite semiclassique. On s’intéresse
particulièrement (mais pas uniquement) aux résonances à distance O(~) de l’axe
réel, correspondant à des temps de demi-vie «longs» (bornés inférieurement par
une constante positive). Dans la limite semiclassique, leur distribution est gouver-
née par le flot hamiltonien engendré par le hamiltonien p(x, ξ). Lorsque ce flot
présente des trajectoires «captées», on s’attend au niveau quantique à trouver des
états résonnants de temps de demi-vie longs. Dans cette optique, Sjöstrand [Sjo90]
et Sjöstrand-Zworski [SZ07] ont montré une borne supérieure pour la densité de
résonances proches du réel, dans les cas où le flot sur l’ensemble KE des trajectoires
captées (à une certaine énergie E > 0) est uniformément hyperbolique. L’ensemble
capté KE a alors généralement une structure multifractale.
Théorème. [SZ07]Supposons que pour une certaine énergie E > 0, l’ensemble
capté KE du flot engendré par p(x, ξ) soit un ensemble hyperbolique de dimension
de Minkowski dimKE = 2γ + 1. Alors, on a la borne supérieure suivante sur le
nombre de résonances proches de E (comptées avec leur multiplicité) :
(24) ∀C, ∀ǫ > 0, ∃C′, ♯ {zj(~), |zj(~)− E| ≤ C~} ≤ C′~−γ−ǫ, ~ ≤ ~0.
En dimension d = 2, on peut prendre ǫ = 0.
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Intuitivement, cette borne supérieure correspond au nombre d’états quantiques
pouvant «habiter» un
√
~-voisinage de KE. Elle montre que si KE est «fin», il ne
peut y avoir beaucoup de résonances proches de l’axe réel. Il est conjecturé que la
borne supérieure ~−γ est en fait une estimée, une loi de Weyl fractale [LZ02].
Cependant, les bornes inférieures rigoureuses qu’on a pu montrer sont nettement
plus petites (sauf dans le cas trivial d’une seule trajectoire captée, correspondant à
γ = 0 : on dispose alors de formules de Bohr-Sommerfeld pour décrire les résonances
[GeSj87]).
1.1. Applications quantiques ouvertes : un modèle discret de diffu-
sion quantique. Mon premier travail sur ce sujet [12,13], a consisté à construire
et analyser des modèles d’«applications quantiques ouvertes» sur le 2-tore, dont
les caractéristiques dynamiques et spectrales devraient se rapprocher des systèmes
de diffusion décrits ci-dessus. Une «application ouverte» est obtenue à partir d’une
bijection canonique du tore, en «perçant un trou» à travers lequel la particule
«s’échappe à l’infini» sans espoir de retour. La transformation inverse possède alors
elle aussi un «trou» (particules arrivant de l’infini). On peut alors définir l’ensemble
capté, formé des points ne tombant jamais dans le trou (ni dans le passé, ni dans le
futur). Lorsque la transformation a des propriétés hyperboliques, cet ensemble est
généralement fractal, comme dans le cas de la diffusion chaotique. Notons qu’une
telle «application ouverte» s’obtient naturellement à partir d’une section de Poin-
caré du flot Φt décrit ci-dessus.
On peut quantifier ces applications ouvertes en utilisant les mêmes méthodes
que dans le cas des applications «fermées» (bijectives) (v. chap. 1, §4.2). On obtient
une suite de propagateurs (U~)~→0 de dimensions finies N ∼ ~−1, mais qui sont
maintenant sous-unitaires (la sous-unitarité est due à la perte de probabilité à
chaque pas de temps, du fait des particules «tombant dans le trou»). Nous pensons
que le spectre de ces propagateurs a les mêmes propriétés semiclassiques que les
spectres de résonances ci-dessus : les valeurs propres {λj(~)} de U~ doivent être
comparées à
{
e−izj(~)/~, zj(~) ∈ SpecP (~), |ℜzj − E| ≤ C~
}
. Au lieu de compter
les résonances dans les disques {|zj(~)− E| ≤ C~} comme dans (24), on compte les
valeurs prores de U~ dans les anneaux {0 < c ≤ |λj(~)| ≤ 1}.
1.1.1. Boulanger ouvert quantique. Nous nous sommes focalisés sur un modèle
de «boulanger ouvert»
(25) (x, ξ) 7→ B3(x, ξ) =
{
(3x, ξ/3), 0 ≤ x < 1/3
(3x− 2, (ξ + 2)/3), 2/3 ≤ x < 1 ,
qui résulte d’un «boulanger fermé» dans lequel on a percé un trou sur le rectangle
central T = {1/3 ≤ x < 2/3}. L’ensemble capté K est l’intersection de l’ensemble
captés dans le futur Γ− =
⋂
n≥1B
−n
3 (T
2), et de l’ensemble capté dans le passé
Γ+ =
⋂
n≥1 B
n
3 (T
2). En utilisant la représentation des réels en base 3 (qui conjugue
B3 à un décalage sur les suites ternaires), on voit facilement que Γ± est le produit
d’un ensemble de Cantor par l’intervalle, et K est le produit de deux Cantor. Sa
dimension de Hausdorff (ou de Minkowski) vaut 2 log 2log 3 . Le propagateur quantique
U~(B3) est très similaire à celui du boulanger fermé : au lieu de (13), on prend
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(pour N un multiple de 3) la matrice sous-unitaire
(26) U~(B3) = F
−1
N

 FN/3 0 00 0 0
0 0 FN/3

 .
Après avoir vérifié que ces propagateurs sont effectivement des opérateurs intégraux
de Fourier sur le tore associés à la transformation (25), nous avons procédé à une
étude numérique de leurs spectres. Nous obtenons que, pour tout 0 < c < 1, la loi
de Weyl fractale
♯ {0 < c ≤ |λj(~)| ≤ 1} = (C(c) + o(1)) ~−γ ,
est vérifiée sur plusieurs décades de ~−1 si on prend γ = log 2log 3 , ce qui correspond
à la dimension de Hausdorff 2 log 2log 3 de l’ensemble capté. Nous ne comprenons pas
vraiment la structure du facteur C(c). Notons qu’une loi fractale a aussi été ob-
servée pour une autre application quantique ouverte sur le tore, la transformation
du «rotateur pulsé» [SchT04]. Dans [15] nous avons analysé des variantes asymé-
triques du boulanger ouvert, et vérifié que la dimension fractale intervenant dans
la loi de Weyl est bien la dimension de Hausdorff, et non une autre dimension mul-
tifractale (toutes ces dimensions sont identiques pour le boulanger symétrique (25)
mais diffèrent dans les cas asymétriques).
1.1.2. Boulanger ouvert quantifié à la Walsh. Dans [12,13] nous construisons
la quantification de Walsh pour le boulanger (25), valable lorsque la dimension de
l’espace quantique est de la forme N = (2π~)−1 = 3k, k ∈ N (v. chap. 2, §2.1). Dans
ces cas-là, le modèle obtenu UWalsh
~
(B3) est complètement soluble : son spectre est
explicite, et vérifie la loi de Weyl fractale attendue.
Théorème. Pour les dimensions quantiques N = 3k, le spectre de UWalsh
~
(B3)
se scinde en un noyau généralisé de dimension 3k − 2k, et un spectre non-trivial
contenu dans un anneau {0 < rmin ≤ |λj | ≤ rmax ≤ 1}, de dimension 2k.
Dans la limite semiclassique k → ∞, le spectre non-trivial se concentre sur le
cercle {|λ| = r0}, pour un certain rayon rmin < r0 < rmax.
On remarque que 2k = C~− log 2/ log 3. Il s’agit du premier système (certes, très
peu générique) pour lequel la loi de Weyl fractale est vérifiée rigoureusement.
Cependant, considérons le «boulanger ouvert»
(27) (x, ξ) 7→ B4(x, ξ) =
{
(4x, ξ/4), 0 ≤ x < 1/4
(4x− 2, (ξ + 2)/4), 1/2 ≤ x < 3/4 ,
qui a un ensemble capté de dimension 2γ = 1. On peut le Walsh-quantifier pour des
dimensionsN = 4k. On trouve alors que l’opérateur UWalsh
~
(B4) a une valeur propre
simple en 1, le reste étant un noyau généralisé. Autrement dit, pour cet exemple la
loi de Weyl n’est pas vérifiée (ou elle l’est, avec un préfacteur C(c) ≡ 0) !
Pour ce modèle UWalsh
~
(B4), nous avons aussi calculé explicitement le «bruit de
grenaille quantique» [12]. Cette quantité est importante en physique mésoscopique,
elle décrit les fluctuations de courant à travers une cavité ou un fil mésoscopique.
Pour une cavité chaotique, il existe des prédictions pour ce bruit de grenaille, pro-
venant de la théorie des matrices aléatoires, ainsi que des calculs semiclassique (non
rigoureux) utilisant la formule des traces de Gutzwiller. Pour notre modèle simple
(mais déterministe), le calcul du bruit de grenaille se révèle assez fastidieux, mais
2. MESURES SEMICLASSIQUES ASSOCIÉES AUX ÉTATS RÉSONNANTS 25
débouche sur un résultat intéressant : à 10% près, nous obtenons le résultat prédit
par les matrices aléatoires.
2. Mesures semiclassiques associées aux états résonnants
2.1. Mesures quasi-invariantes. Dans [15] nous nous sommes intéressés à
la répartition sur le tore des états propres (à droite) ψj(~) du «boulanger ouvert
quantique» (26). Nous étudions pour cela les mesures de Husimi de ces états, et
cherchons à comprendre la nature de leurs limites semiclassiques, c’est-à-dire les me-
sures semiclassiques associées aux suites (ψj(~)(~))~→0. Voici une version simplifiée
de notre résultat.
Théorème 2.1. Supposons qu’une mesure semiclassique µ associée à la suite
(ψj(~)(~))~→0 ne charge ni l’ensemble des points de discontinuité de B
−1, ni l’image
de cet ensemble par B−1. Alors
(i) µ est supportée par l’ensemble capté dans le futur, Γ+
(ii) il existe Λ ∈ [0, 1] tel que
(28) B∗µ = Λµ.
(iii) les valeurs propres correspondantes (λj(~)(~))~→0 satisfont
(29) lim
~→0
|λj(~)(~)| =
√
Λ.
La propriété (ii) montre que µ est une mesure quasi-invariante (invariante à un
taux de décroissance Λ près). Nous appellerons Λ-mesure toute mesure de probabi-
lité satisfaisant l’équation (28). La propriété (iii) montre que les états résonnants
décroissent (en tant que densités |ψj |2) asymptotiquement au même taux que µ.
Une analyse similaire a été faite dans [18] sur les suites de résonnances (proches
d’une énergie E) d’un hamiltonien de diffusion P (~), tel que l’ensemble capté KE
soit hyperbolique. On peut aisément définir une mesure semiclassique µ associée à
la suite d’états résonnants correspondants. Cette mesure n’a de sens physique (et
n’est normalisable) que dans un voisinage de la zone d’interaction.
Théorème. Considérons une suite (ψj(~)(~))~→0 d’états résonnants de P (~),
telle que les résonances associées satisfont zj(~)(~) = E + O(~), et une mesure
semiclassique associée µ. Alors,
(i) µ satisfait la version infinitésimale de (28),
LHpµ = λµ,
où LHp est la dérivée de Lie du champ hamiltonien Hp. λ est le taux de décroissance
de µ.
(ii) les résonances satisfont une relation similaire à (29) :
lim
~→0
ℑzj(~)
~
= −λ/2.
2.2. Classification des mesures semiclassiques des systèmes ouverts.
À partir de ces résultats, nous nous sommes interrogés sur la classification de ces
mesures semiclassiques. Existe-t-il un analogue (même faible) avec le théorème de
Shnirelman ? Si oui, quelle mesure tient le rôle de la mesure de Liouville ?
Pour Λ < 1, la classification des Λ-mesures est très différente (et en un sens,
plus simple) que celle des mesures invariantes (Λ = 1) [DY07]. Par exemple, on
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peut facilement construire des Λ-mesures purement ponctuelles. Il existe une Λ-
mesure particulière, qu’on appelle «mesure SRB1», car elle peut être obtenue en
propageant une mesure lisse sur le tore, comme la mesure SRB d’une transformation
Anosov. Cette mesure SRB est associée à un taux de décroissance ΛSRB < 1, qu’on
appelle souvent le taux de décroissance du système (car il correspond au taux de
décroissance d’une mesure initiale lisse). Un étude numérique du boulanger ouvert
[KNPS07] semble montrer que, si on somme les mesures de Husimi d’un certain
nombre d’états résonnants «les plus stables», on obtient une mesure qui ressemble
à µSRB.
Au niveau des états individuels, µSRB ne peut au mieux correspondre qu’aux
suites d’états (ψj(~)(~))~→0, dont les taux de décroissance convergent vers ΛSRB.
Dans notre étude numérique, la densité de résonances varie de manière lisse en
fonction du module |λj | (en particulier, elle ne présente pas de pic singulier proche
de ΛSRB), donc heuristiquement les suites ci-dessus ne sont composées que d’une
petite fraction de modes résonnants.
Pour chaque Λ ∈ [0, 1], on considère des suites de résonances (λj(~)(~)) satis-
faisant (29), et leurs mesures semiclassiques associées. On peut alors se poser les
questions suivantes :
(1) quelles Λ-mesures sont réalisées comme mesures semiclassiques ?
(2) parmi ces Λ-mesures, en existe-t-il une qui soit «favorisée» par le système
quantique (comme pour les transformations unitaires) ? Ou au contraire
a-t-on plutôt une «démocratie» parmi les Λ-mesures autorisées ?
(3) en particulier, la mesure SRB joue-t-elle un rôle dominant lorsque Λ =
ΛSRB ?
Ces questions peuvent naturellement s’appliquer aux spectres de résonances. Pour le
boulanger ouvert (26), nous ne disposons que d’une étude numérique (sommaire) des
mesures de Husimi des états propres. Nous n’avons pas décelé de forme dominante
parmi les mesures des états ayant des taux |λj | comparables. Il semble néanmoins
que des mesures semiclassiques purement ponctuelles soient exclues.
Pour tenter de répondre aux questions ci-dessus, nous avons étudié rigoureuse-
ment le modèle soluble du boulanger ouvert quantifié à la Walsh. Pour ce modèle,
les états propres ont une expression explicite. Notons que la plupart des valeurs
propres sont très dégénérées, donc on s’attend à trouver plus de mesures semiclas-
siques que dans un système générique ayant un spectre simple. L’étude des mesures
semiclassiques a été entamée dans [15], et a été approfondie dans [17]. Nous avons
obtenu les résultats suivants :
(1) rappelons que les valeurs propres non-triviales de UWalsh
~
(B3) sont conte-
nues dans un anneau {0 < rmin ≤ |λj | ≤ rmax ≤ 1}. Nous montrons qu’il
existe une unique mesure semiclassique associée à la valeur extrême Λ =
r2max (resp. Λ = rmin
2). Autrement dit, toutes les suites semiclassiques
(ψj(~)(~)) dont les valeurs propres satisfont |λj(~)(~)| → rmax (resp. |λj(~)(~)| →
rmin) ont les mêmes propriétés de localisation.
(2) Par contre, pour tout Λ ∈ (rmin2, rmax2), il existe de nombreuses mesures
semiclassiques de taux Λ. Ceci pourrait être dû à la grande multiplicité
des valeurs propres λj(~) correspondantes.
1Pour Sinai-Ruelle-Bowen.
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(3) nous exhibons une classe de mesures semiclassiques ayant des propriétés
multifractales simples (contenant les mesures semiclassiques «extrêmes»
mentionnées ci-dessus).
(4) On vérifie que ΛSRB ∈ (rmin2, rmax2), et qu’il existe des suites |λj(~)(~)|2 →
ΛSRB. Malgré tout, nous ignorons si µSRB apparaît comme mesure semi-
classique du système. Elle ne fait pas partie de la classe de mesures simples
exhibées ci-dessus.
Il me semble très difficile (sinon impossible) de tirer, à partir de ce modèle non-
générique, des conclusions ou même des conjectures relatives aux mesures semiclas-
siques associées aux résonances d’un hamiltonien P (~).
3. Bande sans résonances pour un ensemble capté «fin»
Ikawa [Ika88] et Gaspard-Rice [GR89] ont étudié la diffusion par n obstacles
strictement convexes dans Rd (avec n ≥ 3), avec comme système quantique corres-
pondant le laplacien de Dirichlet sur le complémentaire X des obstacles. Du fait
de la convexité des obstacles, l’ensemble capté K ⊂ S∗X du flot géodésique est un
ensemble hyperbolique fractal.
Ikawa et Gaspard-Rice ont montré que, si K est suffisamment «fin», alors le
laplacien admet une bande sans résonances de largeur finie sous l’axe réel. Le critère
d’apparition de cette bande est donné par une certaine pression topologique du
flot sur K. La pression topologique P(f) est un nombre réel associé au flot sur K et
à une fonction f Hölder-continue sur K. On peut la définir de façon variationnelle,
à partir des entropies de KS :
P(f) = sup
µ
(
hKS(µ) +
∫
K
f dµ
)
,
où le supremum est pris sur toutes les mesures de probabilité sur K invariantes par
le flot.
Le critère d’Ikawa-Gaspard-Rice est le suivant : si la pression P(− 12 log Ju) est
négative (rappelons que Ju(ρ) = det
(
dΦ1 ↾Eu(ρ)
)
est le jacobien instable du flot
Φ1), alors pour tout ǫ > 0 les résonances zj = k2j de −∆ satisfont :
ℑkj ≤ P(−1
2
log Ju) + ǫ pour ℜkj assez grand.
Pour des obstacles dans le plan (d = 2), la négativité de la pression est équivalente
au fait que l’ensemble capté sur est de dimension de Hausdorff strictement inférieure
à 2 (d’où un critère de «finesse» de l’ensemble capté).
Dans [18], nous montrons l’analogue de ce résultat dans le cas de la diffusion
par un potentiel lisse, pour lequel, à une certaine énergie E > 0, l’ensemble capté
KE ⊂ p−1(E) est hyperbolique.
Théorème. Supposons que la pression topologique P(− 12 log Ju) associée au
flot hamiltonien sur KE est strictement négative. Alors,
(i) pour tout C, ǫ > 0, les résonances de la forme |zj(~)− E| ≤ C~ satisfont :
(30) ℑzj(~) ≤ ~
(
P(−1
2
log Ju) + ǫ
)
, ~ < ~ǫ.
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(ii) [26] nous obtenons également une estimée de la résolvante (tronquée par
une fonction χ ∈ C∞c (X)) dans la bande sans résonance sous l’axe réel :
‖χ(P (~)−z)−1χ‖ ≤ C ~−1+cE ℑz/~| log ~| , |ℜz−E| ≤ C′~, 0 ≥ ℑz
~
≥ P (−1
2
log Ju)+ǫ.
La constante cE > 0 est explicite.
Ces deux résultats généralisent le cas où l’ensemble piégé consiste en une seule
orbite instable. Dans ce cas-là, on peut se ramener à une forme normale au voisinage
de l’orbite. Cette forme normale fournit une formule asymptotique de type Bohr-
Sommerfeld pour les résonances proches de E [GeSj87].
3.1. Éléments de preuve. Par une déformation dans le complexe en dehors
de la zone d’interaction, nous nous ramenons d’abord à un opérateur Pθ(~) pour
lequel les résonances proches de R sont devenues des valeurs propres L2 [HS86]
Il est ensuite nécessaire de conjuguer Pθ(~) par un opérateur pseudodifférentiel
eOp~(G)/~, où G est une fonction de fuite ad hoc : cela permet de réduire la partie
anti-autoadjointe positive de Pθ(~) près de la couche d’énergie E. On tronque enfin
cet opérateur sur une bande d’énergie [E − ǫ, E + ǫ] par un cutoff χ(~). Ces deux
dernières modifications permettent au propagateur
U = U~ = exp(−iχ(~)Pθ,G(~)χ(~)/~),
de satisfaire la borne ‖U~‖L(L2) ≤ C uniforme en ~. De plus, pour un état propre
(ψj(~), zj(~)) de Pθ,G(~) de valeur propre zj(~) ∈ D(E,C~), l’action de ce propaga-
teur est quasiment identique à celle de e−iPθ,G(~)/~ : pour des temps n ≤ K log ~−1,
on a
(31) Un
~
ψj(~) = e
−inzj(~)/~ψj(~) +O(~∞).
Notre objectif est d’obtenir une borne supérieure pour le membre de gauche. Pour
cela, nous utilisons des outils de [Ana08] : nous construisons une partition quan-
tique
{
Pˆk
}
satisfaisant
∑
k Pˆk = Id, qui «quantifie» une partition classique {Pk}
de p−1(E) adaptée à la dynamique. Le propagateur au temps n peut se décomposer
en un ensemble de «chemins»
Un =
∑
a0,...,an−1
UPˆan−1 · · ·UPˆa1UPˆa0 ,
chaque chemin correspondant à un faisceau de trajectoires classiques. On montre
que la somme est dominée par les «chemins captés», correspondant à des orbites
qui restent proches de KE pendant toute l’évolution. Pour estimer la contribution
de ces chemins individuels, nous montrons une estimée dispersive hyperbolique si-
milaire à (23) : cela est possible grâce à l’hyperbolicité du flot sur KE . En utilisant
l’inégalité triangulaire, on borne ainsi la norme de (31) par la somme des estimées
dispersives sur les «chemins captés». Cette somme s’exprime finalement en termes
de la pression : pour des temps n ∼ K log ~−1 avec K ≫ 1 indépendant de ~,
la somme des normes est majorée par exp
{
n
(P(− 12 log Ju) + ǫ)}. En prenant les
normes dans (31), on a donc obtenu
exp {nℑzj(~)/~}+O(~∞) ≤ exp
{
n
(
P(−1
2
log Ju) + ǫ
)}
,
ce qui prouve (30).
CHAPITRE 4
Applications (quantiques) bruitées
Lors de mon séjour postdoctoral à Cologne, je me suis intéressé à une méthode
visant à prouver la conjecture de Bohigas-Gianonni-Schmit dans le cas des applica-
tion quantiques chaotiques. Cette conjecture affirme que, si une transformation clas-
sique κ est chaotique, alors dans la limite semiclassique les valeurs propres
(
eiθj(~)
)
du propagateur quantique U~(κ) sont statistiquement distribuées (à l’échelle de
l’écart moyen entre niveaux) de façon similaires aux valeurs propres de matrices
aléatoires. Une «preuve» de cette conjecture a été proposée dans [ASAA96], uti-
lisant des méthodes de théorie de champs développées dans le cadre d’études por-
tant sur les systèmes mésoscopiques désordonnés. Notre objectif (ambitieux) était
de chercher à rendre rigoureuse cette preuve, moyennant certains aménagements
de la conjecture. En particulier, nous cherchions à montrer que cette statistique
spectrale est valable génériquement, par rapport à une famille d’applications quan-
tiques dépendant d’un nombre fini de paramètres (tandis que les matrices aléatoires
dépendent d’un nombre de paramètres ∼ ~−2). Cet objectif n’a pas été atteint, la
«preuve» de [ASAA96] contenant des approximations impossibles à justifier [4].
Néanmoins, l’argument final de cette «preuve» était un problème bien posé de trou
spectral («gap») concernant une version «bruitée» de la transformation U~(κ). Je
reviendrai sur cette question dans la section 2. Avant de traiter la question quan-
tique, on peut déjà se poser le problème au niveau classique. Par la suite, j’ai entamé
une collaboration avec A.Fannjiang et L.Wolowski sur des questions proches. Il ne
s’agissait plus d’étudier le spectre des applications bruitées, mais leur temps de
relaxation.
1. Transformation bruitée sur le tore
Considérons un difféomorphisme symplectique κ sur le tore T2. On va considérer
les perturbations de κ de la forme
κv = tv ◦ κ,
où tv est la translation sur le tore par le vecteur v ∈ T2. Cette transformation agit
sur les observables a ∈ L2(T2) par κ∗va = a ◦ κv. On suppose que les translations tv
sont choisies de façon aléatoire et indépendamment à chaque pas de temps, selon
une distribution donnée par une densité de probabilité gε(v). On suppose que gε
est centrée en l’origine, symétrique, et supportée dans la boule de rayon ε1. On
s’intéressera surtout à la limite de faible bruit ε≪ 1.
La transformation κ bruitée agit de la façon suivante sur les observables :
a 7→ Tε(a) def=
∫
(a ◦ κv ) gε(v)dv,
1Dans [9] nous considérons des densités de probabilité gε plus générales, admettant un mo-
ment d’ordre positif.
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et peut se décomposer en
(32) Tε(a) = Gε ◦ κ∗(a),
où Gε est «l’opérateur de bruit»
(33) a 7→ Gε(a) def=
∫
(a ◦ tv) gε(v)dv =
∫
a(·+ v) gε(v)dv.
Cet opérateur autoadjoint est diagonalisé par les modes de Fourier ek(ρ) = e2iπk·ρ :
pour tout k ∈ Z2, le mode ek est associé à la valeur propre gˆε(k) ; par conséquent,
les modes |k| ≫ ε−1 sont fortement réduits, et Gε est un opérateur compact. L’unité
est une valeur propre simple, associée à la fonction constante. Dans le régime ε≪ 1,
les valeurs propres correspondant aux «petits» modes de Fourier 0 6= k = O(1) sont
de la forme 1−Ok(ε2) : ces modes sont donc presque invariants.
Lorsqu’on compose de bruit à la dynamique déterministe κ∗, on obtient donc
l’opérateur de «transport bruité» Tε. C’est un opérateur non-normal sur L2(T2),
compact, de norme 1, qui admet une valeur propre simple en 1, associée à la
fonction constante, toutes les autres valeurs propres étant a priori dans un disque{|λ| ≤ 1− Cε2}. On s’intéresse à la distance («gap») entre la seconde valeur propre
et le cercle unité. De façon équivalente, on cherche à évaluer,dans la limite de faible
bruit, le rayon spectral de Tε↾L2
0
, où L20 = L
2
0(T
2) est l’espace des fonctions L2 de
moyenne nulle sur le tore. On sait déjà que cette distance est ≥ C ε2, indépendam-
ment de la transformation κ.
1.1. Relation spectre-dynamique. Le spectre de Tε dépend fortement du
type de dynamique engendrée par κ (dynamique chaotique contre dynamique régu-
lière). Ces propriétés spectrales sont étudiées dans [7], en particulier en se servant
d’exemples simples pour lesquels le spectre peut être calculé explicitement. Ces
exemples sont très chaotiques (symplectomorphismes hyperboliques S ∈ SL(2,Z)),
peu chaotiques (translations irrationnelles) ou réguliers (symplectomorphismes pa-
raboliques ou elliptiques, éventuellement perturbés).
Nous rappelons aussi un résultat de Blank-Keller-Liverani [BKL03] concer-
nant les transformations κ Anosov : ils montrent que le spectre de Tε dans une
couronne {0 < r ≤ |λ| ≤ 1} converge, dans la limite de faible bruit, vers le spectre
des résonances de Ruelle-Pollicott, qui décrit le mélange exponentiel de κ. Par
conséquent, le «gap» converge, dans la limite ε → 0, vers le gap entre 1 et la
résonances de RP la plus proche.
Le cas des transformations «régulières» est (paradoxalement) moins bien com-
pris. Il semble toutefois que le gap décroisse vers zéro dans la limite ε→ 0. C’est ce
que nous suggèrent les exemples de transformations que nous traitons dans [7], et
pour lesquelles nous pouvons calculer le gap : celui-ci décroît généralement comme
∼ ε2. Le gap décroît aussi dans le cas d’une translation irrationnelle, qui est ergo-
dique mais non mélangeante. Une preuve rigoureuse de cette «fermeture du gap»,
sous des hypothèses raisonnables de régularité de la dynamique, fait cependant
défaut.
1.2. Temps de relaxation. En collaboration avec A.Fannjiang et L.Wolowski,
je me suis aussi intéressé aux propriétés de l’évolution bruitée T nε aux «temps in-
termédiaires», pour lesquels le spectre ne fournit pas beaucoup d’information. Plus
précisément, dans [9] nous avons analysé le comportement du temps de relaxation
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τε : c’est le temps à partir duquel la norme
∥∥∥(Tε↾L2
0
)n
∥∥∥ décroît de façon significative
(devient ≤ 1/2). C’est donc le temps à partir duquel une densité initiale a(x, ξ)
a déjà significativement relaxé vers sa valeur limite, qui est la fonction constante
a¯ ≡ ∫
T2
a.
Comme Tε est un opérateur non-normal, ce temps n’est pas directement relié au
spectre de Tε, mais plutôt à son «pseudospectre» [ET05]. Nous obtenons plusieurs
critères dynamiques sur κ fournissant des informations sur le temps τε. J’en cite ici
quelques-uns.
(1) Pour tout κ, le temps de dissipation diverge dans la limite ε→ 0 :
Cε−2 ≥ τε ≥ c log ε−1, ε→ 0.
(ε−2 correspond au temps de relaxation pour κ = Id).
(2) Si κ admet un mode propre non-constant de valeur propre |λ| = 1 (κ
non faiblement mélangeant), et que ce mode est Sobolev-régulier, alors la
relaxation est «lente» : τε ≥ ǫ−α pour un certain exposant α > 0.
(3) Au contraire, si κ est exponentiellement mélangeant (par exemple, κ Ano-
sov), alors τε ≤ C log ε−1 : la relaxation est «rapide». Pour un symplec-
tomorphisme hyperbolique, on a une estimation τε ∼ C log ε−1, avec une
constante C explicite.
2. Applications quantiques bruitées
Comme expliqué au chap. 1, §4, la ~-quantification de κ et des translations tv
sur le tore produit une suite de propagateurs unitaires U~(κ) et U~(tv) agissant
sur des espaces quantiques H~ de dimension N ∼ ~−1. On peut alors quantifier la
perturbation κv par
U~(κv) = U~(tv)U~(κ).
Comme en (4), la transformation des observables quantiques A~ = Op~(a) ∈ H~ ⊗
H∗
~
est donnée par l’action adjointe U~(κv)2
A~ 7→ U~(κv)A~ def= U∗~ (κv)A~ U~(κv).
Dans ce contexte, il est naturel de munir l’espace des observables (matrices N ×N)
de la norme Hilbert-Schmidt. U~(κv) est alors unitaire, de spectre
{
ei(θj−θj′ ), j, j′ = 1, . . . , N
}
,
où
{
eiθj , j = 1, . . . , N
}
est le spectre de U~(κv). En particulier, la valeur propre 1
a une multiplicité au moins égale à N .
Par analogie avec le cas classique, on s’intéresse à la moyenne des superopéra-
teurs U~(κv) par rapport à la distribution gε(v), c’est-à-dire à l’opérateur
(34) T~,ε def=
∫
U~(κv) gε(v)dv = G~,ε ◦ U~(κ)
agissant sur H~ ⊗ H∗~. La décomposition du membre de droite fait apparaître
l’«opérateur de bruit quantique» :
G~,ε = F~,ε
∫
U~(tv) gε(v)dv ,
2En mécanique quantique on appelle parfois U~(κv) un «superopérateur» pour le différencier
des simples «opérateurs» agissant sur H~ .
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où le facteur de renormalisation F~,ε > 0 est nécessaire si on veut s’assurer de la
conservation de la trace, c’est-à-dire G~,ε(I) = I. Ce facteur converge vers 1 dans
la limite ~/ε→ 0.
Des opérateurs du type de T~,ε apparaissent dans certains modèles de décohé-
rence quantique [BPS02], rendant compte de l’interaction d’un «petit système»
(en général de dimension N assez petite, ayant une dynamique interne U~) avec un
«environnement» (en général de dimension grande ou infinie). Au lieu de traiter
le système total, on cherche à rendre compte de cette interaction par le biais d’un
opérateur effectif agissant sur le petit système, ayant la forme de G~,ε.
2.1. Spectre et temps de relaxation quantiques. Nous nous sommes posé
les mêmes questions que pour les transformations bruitées classiques Tε : à quoi
ressemble le spectre de T~,ε, en particulier lorsqu’on considère simultanément les
limites de faible bruit (ε → 0) et semiclassique (~ → 0) ? Clairement, ces deux
limites ne commutent pas.
Comme dans le cas classique, le spectre de l’opérateur de bruit G~,ε est explicite :
ses modes propres correspondent aux modes de Fourier quantiques Op
~
(ek), où le
vecteur d’onde k varie dans (Z/NZ)2 . Les valeurs propres γk(ε, ~) sont obtenues
en périodisant la fonction gˆε(k). À vecteur k fixé, on trouve que γk(ε, ~) → gˆε(k)
dans la limite ~→ 0, ~/ε→ 0.
En fixant ε > 0, on a montré dans [7] que l’opérateur Tε,~ converge (dans un
sens précis) vers son analogue classique Tε dans la limite ~→ 0.
Théorème. Fixons le niveau de bruit ε > 0, et un cutoff 0 < r < 1. Alors,
dans la limite ~→ 0, le spectre de Tε,~ dans la couronne {0 < r ≤ |λ| ≤ 1} converge
uniformément vers celui de Tε.
Par conséquent, si κ est une transformation Anosov, en utilisant le résultat de
gap de [BKL03] on déduit que l’opérateur quantique T~,ε admet aussi, pour ε > 0
fixé et ~ → 0, un gap fini entre sa valeur propre 1 (simple) et le reste du spectre.
Il est probable que ce gap persiste si on prend ε = ε(~) → 0 assez lentement.
Ce résultat a constitué la motivation première de mon travail sur ces questions :
le gap spectral de T~,ε était au coeur de la «preuve» de [ASAA96]. Un tel gap,
de même que la convergence spectrale mentionnée ci-dessus, avaient été observé
numériquement dans [MWH01].
Dans [10] nous étudions le temps de relaxation de T~,ε, pour κ une transfor-
mation Anosov sur le tore. Par analogie au cas classique, ce temps est celui pour
lequel la norme ‖(T~,ε↾HS0)n‖3 devient plus petite que 1/2. Nous identifions plu-
sieurs régimes pour lesquels ε et ~ tendent vers zéro simultanément.
(1) Le régime «très quantique» correspond à un taux de bruit ε < ~. Le bruit
est alors «invisible» au niveau quantique, et la relaxation est très lente,
voire absente (si la densité gε est à support compact).
(2) Au contraire, si ε > ~α (pour un certain 0 < α ≤ 1), on se trouve dans
un régime semiclassique : le temps de relaxation se comporte comme au
niveau classique, c’est-à-dire comme C log ε−1.
3HS0 est l’espace des observables quantiques de trace nulle, muni de la norme Hilbert-
Schmidt.
CHAPITRE 5
Conclusions et perspectives
Chacun des trois thèmes de recherche décrits plus haut laisse de nombreux
points d’interrogation, qui pourraient donner lieu à de futurs développements.
• la classification des mesures semiclassiques de systèmes Anosov reste par-
tielle. Dans le cas des flots géodésiques non-arithmétiques, la conjecture d’er-
godicité quantique unique reste ouverte, et semble crédible au vu des résultats
numériques. Cependant, comme indiqué à la fin du chap. 2, §3.2, la méthode
développée dans [16,25] ne peut permettre de montrer la conjecture. Il faut
pour cela ajouter des hypothèses supplémentaires concernant le flot (peut-
être une hypothèse de généricité). La preuve de Lindenstrauss concernant
les états propres de Hecke de surfaces arithmétiques utilise une infinité de
symétries (opérateurs de Hecke).
Dans un premier temps, on peut chercher à généraliser l’estimée (20) au
cas des variétés Anosov (ou éventuellement des variétés de courbure négative
ou nulle) en dimension d ≥ 3. La difficulté provient du fait qu’il existe en
tout point (d − 1) directions instables, l’instabilité variant en fonction de la
direction.
Une autre généralisation intéressante serait de considérer des variétés à
bord non lisses, afin d’inclure des billards chaotiques (non Anosov) comme
le stade de Bunimovich. Bien sûr, on s’attend à avoir des problèmes lorsque
les géodésiques rencontrent une singularité du bord. Hassell a récemment
montré que la plupart des stades ne vérifient pas l’ergodicité quantique unique
[Hass08] ; on pense que les états propres exceptionnels correspondent à des
modes «bouncing ball» localisés le long des orbites verticales marginalement
stables. L’estimée (20) resterait valable dans le cas d’une mesure invariante
portée par ces orbites (les deux membres de l’inégalité sont nuls).
• Le système de diffusion chaotique étudié dans le chapitre 3, ainsi que le
modèle-jouet de «boulanger ouvert», fournit une sorte d’interpolation entre
des systèmes ayant un ensemble captéK simple (une seule orbite périodique),
et les systèmes Anosov pour lesquels toute la couche d’énergie est captée. La
complexité de la dynamique sur K est équivalente au cas Anosov, de sorte
qu’il n’existe pas de «forme normale», contrairement au cas d’une seule or-
bite. Cependant, lorsque l’ensemble capté forme est de dimension topologique
1, la réduction du flot classique en une application de premier retour sur une
section de Poincaré (méthode utilisée couramment en théorie ergodique) peut
se transporter au niveau quantique. On relie alors l’hamiltonien quantique
à une famille d’applications quantiques, qui quantifient l’application de pre-
mier retour1. J’ai l’espoir que cette réduction facilite l’obtention de résultats
1travail en préparation avec J.Sjöstrand et M.Zworski.
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originaux sur le spectre de résonances, par exemple une borne inférieure pour
la loi de Weyl fractale dans le cas d’un système «générique». Cette méthode
pourrait aussi permettre d’améliorer légèrement le «gap», comme dans le cas
des obstacles convexes [PetSto08]
Je m’intéresse depuis peu à d’autres types de systèmes chaotiques non-
conservatifs, comme l’équation des ondes amorties sur une variété compacte
(ou une cavité). On peut ramener l’étude spectrale du semi-groupe à celle
d’un opérateur de Schrödinger non auto-adjoint. Dans les cas où le flot géo-
désique est chaotique, la distribution des valeurs propres donne lieu à des
questions intéressantes [Sjo00]. Mon étudiant Emmanuel Schenck a montré
la présence d’un «gap» dans le spectre, dépendant également d’une certaine
pression topologique, en adaptant la preuve de [18]. Sur le plan dynamique,
ce type de système est en effet assez proche des systèmes diffusifs du cha-
pitre 3 : au lieu de «partir à l’infini» ou de «disparaître dans un trou», les
rayons sont continûment amortis. Dans [20] nous avons adapté le modèle
d’application quantique à cette situation amortie (l’application quantique
est alors «partiellement ouverte»), et étudié le spectre.
Dans les deux cas (diffusif ou amorti), on s’intéresse au spectre d’un opé-
rateur intégral de Fourier non unitaire, associé à une transformation chao-
tique. De manière générale, on peut espérer obtenir un résultat sur la den-
sité semiclassique des valeurs propres, en fonction de la structure de l’en-
semble capté ou de l’amortissement, au moins pour un système «générique»
(souvenons-nous du contre-exemple fourni par la Walsh-quantification du
boulanger (27)).
Enfin, comme il a été récemment montré [FR06, FRS08], ces questions
spectrales rejoignent celles posées dans la théorie des systèmes chaotiques
classiques : les opérateurs de Perron-Frobenius associés à une transformation
Anosov, peuvent aussi s’interpréter comme des OIF, de sorte que les réso-
nances de Ruelle-Pollicott sont un cas particulier de résonances quantiques.
Toute information générale sur les secondes fournit donc des renseignements
sur les premières.
• Les questions spectrales et de relaxation pour des transformations bruitées
se transposent sans difficulté aux flots bruités, autrement dit aux équations
de convection-diffusion du type
(35) ∂tφ(x, t) + u(x) · ∇φ(x, t) − ε∆φ(x, t) = 0,
avec u(x) un champ de vitesses fixé, de divergence nulle, sur un espace des
phases compact X . Le dernier terme (viscosité/chaleur/diffusion) est l’ana-
logue de l’opérateur (33). En absence de flot, la relaxation est donnée par
l’équation de la chaleur sur X , en particulier le temps de relaxation sera
d’ordre ε−1. Ce type de système a été analysé par [CKRZ08], dans l’hy-
pothèse où le flot engendré par le champ de vecteurs u(x) est faiblement
mélangeant : on obtient alors une accélération de la relaxation. Cependant,
ces résultats (certes, assez généraux), ne donnent pas d’estimées sur le com-
portement du temps de relaxation lorsque ε → 0. Je pense que, si le flot
est Anosov, ou au moins rapidement mélangeant, alors ce temps devrait être
d’ordre log ε, comme nous l’avons montré pour les transformation bruitées
à temps discret. La compréhension de la relaxation pour des équations li-
néaires du type (35) est intéressante dans l’analyse des extensions du type
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réaction-diffusion (consistant à rajouter un terme non-linéaire f(φ) dans le
membre de droite).
On peut également se poser des questions sur le spectre de l’opéra-
teur u(x) · ∇ − ε∆, qui contient une partie hermitienne (diffusion) et anti-
hermitienne (convection). Y a-t-il un gap entre la valeur propre nulle et le
reste du spectre ? Il est raisonnable de penser que, dans le cas d’un flot Ano-
sov, le spectre de cet opérateur converge (dans une fenêtre de fréquences)
vers les résonances de Ruelle-Pollicott du système non-bruité, dans la limite
ε → 0. Un tel résultat de «stabilité spectrale stochastique» est peut-être
accessible en utilisant les méthodes semiclassiques de [Tsu08, FRS08].
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