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Abstract
Hydrogen plasmas utilized to generate energy producing fusion reactions can create
prohibitive large heat and particle fluxes onto the walls around the plasma. Experi-
ments with magnetically confined fusion plasmas in the tokamak ASDEX Upgrade
(AUG) have demonstrated that the systematic admission of small amounts of nitro-
gen to the hydrogen plasma effectively reduces the wall loads by radiative cooling.
However, nitrogen from the plasma becomes stored in the tungsten wall surfaces
and is released back into the plasma under particle or thermal loads. Hence, a self-
consistent model of nitrogen wall retention and fluxes in the plasma is needed to
predict the nitrogen puff required to obtain the desired amount of radiation. The first
part of this work presents results of laboratory experiments and computer simulati-
ons of the nitrogen-tungsten interaction. These results were then used to establish
a model for the nitrogen-tungsten interaction and to include it in the WallDYN
code. By applying WallDYN to dedicated AUG experiments, it is shown that the
WallDYN model correctly describes nitrogen wall retention and fluxes in the plasma.
The laboratory experiments were performed in an X-ray induced photoemission
spectroscopy (XPS) setup with in situ sample preparation capabilities provided by
ion sources and tunable sample temperature. The measured evolution of the surface
nitrogen content under ion bombardment is interpreted by simulations in the binary
collision approximation with the SDTrimSP code. To this end, a model to calcula-
te XPS intensity ratios from the elemental depth profiles predicted by SDTrimSP
was developed. The comparison of simulated and measured intensity ratios demons-
trates that the nitrogen implantation at ambient temperature is well described by
SDTrimSP when an effusive loss of nitrogen above a critical concentration is taken
into account. The deuterium erosion of tungsten nitride is somewhat overestima-
ted by SDTrimSP. Concerning the temperature dependence of nitrogen retention, a
diffusive loss of previously implanted nitrogen is observed only above 800 K. Howe-
ver, the measurements show an unexpected reduction of the nitrogen accumulation
already at lower implantation temperatures, indicating the occurrence of radiation
enhanced diffusion.
Following the verification of the SDTrimSP predictions for nitrogen implantation,
such simulations were used to extrapolate the laboratory results to a fusion rele-
vant parameter range. To obtain a model for nitrogen wall retention and fluxes in a
fusion plasma, the physical understanding gained from laboratory experiments and
SDTrimSP simulation was included into WallDYN-DIVIMP, a code package descri-
bing the surface composition evolution and impurity fluxes in fusion experiments.
Finally, nitrogen transport and retention in AUG plasma discharges were studied
experimentally. The nitrogen retention in samples exposed to AUG plasmas and
spectroscopic measurements are well reproduced by the WallDYN-DIVIMP simula-
tions. In contrast to earlier conclusions also the observed long term nitrogen retention
in AUG is correctly extrapolated from the laboratory results. This successful bench-
mark of WallDYN facilitates the physical interpretation of the AUG experiments via
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such simulations. To this end further WallDYN-DIVIMP simulations employing tai-
lored plasma backgrounds and customized input parameters were performed. These
indicate that nitrogen fluxes and deposition in the outer divertor were determined
by the nitrogen ionization pattern. Furthermore, the simulations show that the core
nitrogen concentration is sensitive to all considered parameters: ionization location,
temperature gradient force and plasma flows in the X-point region.
Kurzfassung
Wasserstoffplasmen, die zur Erzeugung von Energie aus Kernfusionsprozessen ge-
nutzt werden sollen, ko¨nnen inakzeptabel hohe Teilchen- und Wa¨rmeflu¨sse auf die
das Plasma umgebenden Wa¨nde hervorrufen. Untersuchungen an magnetisch ein-
geschlossenen Fusionsplasmen im Tokamak ASDEX Upgrade (AUG) haben gezeigt,
dass das kontrollierte Einbringen kleiner Mengen Stickstoff in das Wasserstoffplas-
ma die Wandbelastung durch Strahlungsku¨hlung deutlich reduziert. Allerdings wird
Stickstoff aus dem Plasma in die Oberfla¨chen der umgebenden Wolframwa¨nde ein-
gelagert und unter Teilchen- oder Wa¨rmebelastung wieder freigesetzt. Um die Men-
ge an Stickstoff die zum Erreichen der angestrebten Strahlungsmenge notwendig
ist zu bestimmen, beno¨tigt man deshalb ein selbstkonsistentes Modell der Stick-
stoffru¨ckhaltung in den Wa¨nden und der Flu¨sse im Plasma. Im ersten Teil dieser
Arbeit werden die Ergebnisse von Laborexperimenten und Computersimulationen
zur Wechselwirkung von Stickstoff und Wolfram vorgestellt. Diese Ergebnisse wur-
den dann zur Entwicklung eines Modells der Stickstoff-Wolfram Wechselwirkung
und dessen Integration in den WallDYN Code verwendet. Die Simulation dedizier-
ter AUG Experimente mit WallDYN zeigt, dass das WallDYN Modell die Stick-
stoffru¨ckhaltung in den Wa¨nden und die Flu¨sse im Plasma korrekt beschreibt.
Die Laborexperimente wurden in einer Anlage mit in situ Ro¨ntgenphotoelektronen-
spektroskopie (XPS), Probenpra¨paration mittels Ionenquellen und einstellbarer Pro-
bentemperatur durchgefu¨hrt. Die beobachtete Entwicklung des Stickstoffinhalts der
Oberfla¨che unter Ionenbeschuss wird mit Hilfe von SDTrimSP Simulationen erkla¨rt,
die auf dem bina¨ren Stoßmodell (BCA) basieren. Zu diesem Zweck wurde ein Modell
zur Berechnung von XPS-Intensita¨tsverha¨ltnissen aus von SDTrimSP berechneten
Tiefenverteilungen entwickelt. Der Vergleich der simulierten mit den gemessenen
Intensita¨tsverha¨ltnissen zeigt, dass SDTrimSP die Stickstoffimplantation bei Raum-
temperatur gut beschreibt wenn beru¨cksichtigt wird, dass Stickstoff nur bis zu einer
maximalen Konzentration eingelagert werden kann. Die Erosion von Wolframnitrid
durch Deuterium wird von SDTrimSP etwas u¨berscha¨tzt. Im Hinblick auf die Tem-
peraturabha¨ngigkeit der Stickstoffru¨ckhaltung wurde beobachtet, dass die Diffusion
erst u¨ber 800 K zu einem Verlust von vorher implantiertem Stickstoff fu¨hrt. Be-
trachtet man hingegen die Abha¨ngigkeit von der Implantationstemperatur, zeigen
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die Messungen bereits bei geringeren Temperaturen eine unerwartete Abnahme der
Stickstoffaufnahme. Dies deutet darauf hin, dass der Ionenbeschuss eine Erho¨ung
der Diffusionsrate induziert.
Nach dieser Verifikation der SDTrimSP Vorhersagen wurde dieser Code benutzt,
um die Laborergebnisse in den fusionsrelevanten Parameterbereich zu extrapolieren.
Um ein Modell fu¨r die Ru¨ckhaltung von Stickstoff in den Wa¨nden und die Flu¨sse
in einem Fusionsplasma zu erhalten, wurde das mit Hilfe der Laborexperimente
und SDTrimSP Simulationen gewonnene physikalische Versta¨ndnis in WallDYN-
DIVIMP eingearbeitet, einem Simulationspaket zur Beschreibung der Entwicklung
der Oberfla¨chenzusammensetzung und Verunreinigungsflu¨sse in Fusionsexperimen-
ten.
Schließlich wurden Aufnahme und Transport von Stickstoff in AUG Experimenten
untersucht. Sowohl die Aufnahme von Stickstoff in Proben die AUG Plasmen aus-
gesetzt wurden, als auch spektroskopische Messungen werden von den WallDYN-
DIVIMP Simulationen gut reproduziert. Im Gegensatz zu fru¨heren Schlussfolge-
rungen wird auch die Langzeitru¨ckhaltung von Stickstoff in AUG korrekt aus den
Labormessungen extrapoliert. Dieser erfolgreiche Test erlaubt die Verwendung von
WallDYN zur physikalischen Interpretation der AUG Experimente. Zu diesem Zweck
wurden weitere WallDYN-DIVIMP Simulationen mit angepassten Plasmahinter-
gru¨nden und spezifischen Simulationsparametern durchgefu¨hrt. Diese deuten darauf
hin, dass Stickstoffflu¨sse und die Stickstoffeinlagerung im a¨ußeren Divertor durch
das Ionisationsprofil von Stickstoff bestimmt werden. Des Weiteren zeigen die Simu-
lationen, dass die Stickstoffkonzentration im Zentralplasma von allen betrachteten
Parametern abha¨ngt, dem Ionisationsprofil, der Thermokraft und den Plasmaflu¨ssen
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The exploitation of artificial sources of energy is a key skill of humanity. For the
modern civilization a life without energy, especially electric energy, is unthinkable.
Unfortunately, the availability of energy is accompanied by a scarceness of the re-
quired resources on one side and inherent risks on the other side.
These menaces connected to our energy supply, today especially the shortness of
natural resources and global warming, will remain one of the largest challenges in
the future. Considering that about 2 billion people do not yet have access to modern
energy sources [1], a reduction of the energy consumption is unlikely [2]. Currently,
there are two sources which seem capable of solving the world energy problem:
renewable energies and fusion of hydrogen nuclei, a copy of the sun’s energy source.
Both technologies are challenging, where in the case of fusion energy it even remains
to be shown that a fusion reactor is technologically feasible.
The attractiveness of nuclear energy arises from the strength of the nuclear force
initiating nuclear reactions. The energy scale of such reactions is in the range of
mega-electron-volts. This is one million times higher than in the common chemical
combustion reactions. The fusion of four protons to one 4He nucleus, as it takes
place in stars, involves the conversion of protons to neutrons via the weak force and
has therefore a very small cross section. In fact, only the cross section for the fusion
of deuterium (D) with tritium (T) is sufficiently high to be technologically feasible
within the next thirty or forty years [3, 4]. Still, to initiate fusion reactions the D-T
mixture must be heated to temperatures of about 100 million Kelvin.
At temperatures above ten thousand Kelvin the electrons of hydrogen atoms are
no longer bound to the nuclei and hydrogen gas turns into a plasma. The central
objective in magnetic confinement fusion is to confine the D-T plasma by a magnetic
field at sufficient temperature and density to reach a self-sustaining fusion plasma.
In fusion experiments employing the tokamak configuration sufficient temperatures
and densities have already been reached [5]. However, a large variety of plasma
instabilities, which increase the transport of plasma across the magnetic field, have
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so far prohibited a net energy gain. Only the next generation experiments like ITER
will be large enough to generate a surplus of energy.
Another key problem in fusion research is the power and particle load reaching the
walls. The power load can mechanically damage the wall material and energetic ions
from the plasma erode the surface by sputtering processes. To increase the distance
between the hot central plasma and the zone of intense plasma-wall interaction,
the so called divertor configuration is employed [6]. This configuration directs the
plasma to specially designed target plates. Currently the favored material for such
divertor target plates is tungsten, which features low erosion rates and good power
handling capabilities. Still, the power load onto the walls has to be kept below
5–10 MW/m2 [7]. The divertor configuration has the disadvantage of focusing the
plasma flux to a comparably small wall area, so that the material power load limit
could easily be exceeded. A possibility to spread the power over a larger area is to
radiatively cool the plasma before it reaches the material surface [8].
The radiation emitted from the plasma can be controlled by puffing gases like ni-
trogen into the plasma [9]. However, a plasma is not a self-contained system, but
strongly interacts with the walls. The implantation of nitrogen ions into the walls
removes nitrogen from the plasma and induces the formation of tungsten nitride
layers [10]. The subsequent re-erosion of nitrogen from such layers causes a history
dependent nitrogen flux into the plasma. Therefore, a model for the retention and
release of nitrogen from tungsten is required to optimize the radiation control. How-
ever, the previous results on formation and stability of tungsten nitride layers under
ion bombardment are contradictory [9, 10, 11].
Generally, the wall around a fusion plasma is strongly modified by sputter erosion
of the surface and re-deposition of eroded material at a different part of the wall.
The chain of material erosion, transport through the plasma, re-deposition and
possible re-erosion is called migration [12, 13, 14]. Migration is a key process in the
plasma-wall interaction and controls net erosion of the walls, formation of mixed
materials and alloys (which may have poor thermo-mechanical properties) and the
contamination of the core plasma with impurities (i.e. non-hydrogen isotopes). It
also contributes to the retention of radioactive tritium via its incorporation in re-
deposited material layers.
In this work results on the migration of nitrogen in the fusion experiment ASDEX
Upgrade are presented. The approach taken to study this multifaceted topic is
illustrated in Fig. 1.1. As a first step the elementary processes controlling the
deposition and erosion of nitrogen in tungsten, the wall material employed in ASDEX
Upgrade, are studied. This is done in laboratory experiments with a mass-filtered
ion source, controlled sample temperature, in situ X-ray induced photoemission
spectroscopy (XPS) analysis and nuclear reaction analysis. The measurements are
interpreted by computer simulations with the code SDTrimSP based on the binary
collision approximation. The simulation results are converted via a newly developed
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Figure 1.1: WallDYN simulates the evolution of plasma facing surfaces due to ero-
sion and deposition. WallDYN is based on models for the elementary plasma wall
interactions and the transport of impurities through the plasma. It allows a direct
self-consistent comparison to different diagnostics of nuclear fusion experiments.
in situ measurements.
In the next step, the established theoretical model is used to include the N-W inter-
action in the impurity migration simulation code WallDYN (section 3.3.3 and Ref.
[15]). The applicability of the results from laboratory experiments to the plasma
wall interaction in ASDEX Upgrade was then tested in dedicated ASDEX Upgrade
plasma discharges with and without nitrogen seeding. Using the divertor manipu-
lator system, tungsten samples were exposed to divertor plasmas and the nitrogen
areal density after the exposure was measured by nuclear reaction analysis. The
nitrogen distribution and fluxes in the plasma were monitored spectroscopically and
the production of nitrogen containing molecules and pumping of nitrogen by the
vacuum system were studied by residual gas analysis. The measurements are com-
pared to WallDYN simulations. The comparison of the spectroscopic measurements
is based on a newly implemented synthetic spectroscopy diagnostic based on atomic
data. The comparison allows to benchmark the WallDYN model with the exten-
sions added for the present work, to interpret all measurements within a unified
self-consistent model and to identify the processes controlling nitrogen migration.
This thesis is structured as follows: Chapter 2 gives an introduction to nuclear
fusion, magnetic confinement of fusion plasmas and plasma-wall interaction. The
experimental setups and methods used for the present work, like X-ray photoemis-
sion spectroscopy, ASDEX Upgrade and computer codes, are introduced in chapter
3. The results from the laboratory experiments and SDTrimSP simulations on the
implantation and loss of nitrogen in tungsten are presented in chapter 4 and the
results from the ASDEX Upgrade experiments and WallDYN simulations are given
in chapter 5. Finally, chapter 6 closes the work with a summary.




Plasma wall interaction in
magnetic confinement fusion
experiments
Most of the conventional sources of energy are based on chemical processes induced
by electromagnetic forces. In contrast, the fusion of atomic nuclei is caused by the
strong nuclear force, so that the energy release per reaction is one million times
higher than for chemical reactions. This chapter is intended to give a general intro-
duction to nuclear fusion, magnetic confinement of fusion plasmas and plasma-wall
interaction. More detailed discussions can be found in Refs. [3, 5, 7, 8, 18].
2.1 Nuclear fusion and magnetic confinement
n + 14.1 MeV
H2 H3




There are several possible fusion reactions. The most im-
portant one for a potential power plant is the fusion of
the hydrogen isotopes 2H (deuterium, D) and 3H (tritium,
T) to 4He and 1n that delivers 17.6 MeV of energy (Fig.
2.1). Thanks to a resonance, this reaction has a compara-
tively high probability at comparatively low temperatures.
However, the required temperature is still about 10 keVa,
which corresponds to about 100 million Kelvin. This high
energy is required because the attractive nuclear force has
a much shorter range than the electromagnetic force, re-
pelling the positively charged nuclei. The energy in the
high keV range required to tunnel trough this barrier can
be given to the
aIn plasma physics the temperature is measured in units of energy, i.e. as kBT. A temperature




Figure 2.2: Ions and elec-
trons in a strong magnetic
field follow the magnetic













low / high (magnetic) field side
Figure 2.3: Scheme of a tokamak, based on [20].
nuclei by heating hydrogen gas to very high temperatures [3, Ch. 10].
At such high temperatures, light atoms are fully ionized and in a state called plasma.
The confinement of high temperature plasmas is possible by exploiting the Lorentz
force ~F = q ~v × ~B, acting on particles with charge q and velocity ~v in a magnetic
field ~B. The resulting motion of the charged particles is a helix along the magnetic
field lines as shown in Fig. 2.2 [3]. The motion parallel to a (homogeneous) magnetic
field is not altered by the magnetic field, but the guiding center of the particle is
forced to follow the magnetic field line. Experiments with a linear magnetic field
configuration like mirror machines still have large losses along the magnetic field
lines. A better confinement can be reached by bending the magnetic field lines to a
torus [21].
Such a toroidal magnetic field is applied in tokamaks [5]. A tokamak and the coor-
dinate system employed in such a device are shown in Fig. 2.3:
• The toroidal direction φ along the torus axis. This is also the direction of
the main, ’toroidal’, magnetic field.
• The radial direction r which points away from the torus axis. The plasma is
confined in this direction, i.e. the plasma temperature decreases in the radial
direction.
• The poloidal direction θ is perpendicular to the toroidal and the radial di-
rection.
• Because the toroidal magnetic field decays from the central solenoid with 1/Rb,
the side close to the solenoid is called high field side and the remote side is
bR is not the radial direction r, but the distance from the center of the solenoid as measured
in a cylindrical coordinate system.
6
called low field side . Usually poloidal cross sections (like the ones in Figs.
2.4 and 3.9) are given with the high field side to the left and the low field side
to the right.
The distinctive feature of a tokamak is that an electric current in the toroidal direc-
tion is induced by the central solenoid. This plasma current creates a magnetic field
component in the poloidal direction, so that the magnetic field lines twist around the
axis of the torus. The poloidal magnetic field is required because charged particles
in an inhomogeneous (e.g. bent) magnetic field experience a drift, which separates
electrons and positively charged ions [3]. Through the poloidal component of the
magnetic field, currents along the magnetic field lines can compensate the charge
separation and stabilize the plasma. The plasma current required in a tokamak to
create the poloidal magnetic field is a potential source of instabilities and makes a
continuous operation challenging. An alternative concept is the stellarator configu-
ration, where also the poloidal magnetic field is created by external magnetic field
coils [3]. Although there remain some challenges like instabilities and collisional or
turbulent transport across the magnetic field, these concepts of toroidal magnetic
confinement are promising.
The present work has been carried out on the tokamak ASDEX Upgrade (see section
3.2.1) at the Max-Planck-Institut fu¨r Plasmaphysik. ASDEX Upgrade is a medium
size tokamak whose torus has a major radius of 1.65 m and a minor radius of 0.5 m.
2.2 Plasma wall interaction in tokamaks
2.2.1 Impurity migration
Though the plasma can largely be magnetically confined there remains a, mostly
turbulent, transport of the plasma perpendicular to the magnetic fields. This trans-
port not only necessitates the construction of large devices to reach the required
energy confinement, but also causes an interaction of the plasma with the surround-
ing walls. This interaction leads to a surface erosion by energetic ions knocking
atoms out of the wall. The net-erosion of the walls can be much smaller than the
original gross erosion, because eroded atoms can be re-deposited close to their ori-
gin. Therefore, the net material erosion depends on the erosion of atoms from the
wall (see section 2.3), the transport through the plasma (see section 2.5), the re-
deposition of the atoms at some surface and their potential re-erosion [12, 13, 14].
This chain of processes is called migration and is also important for other aspects
of the plasma wall interaction:
• When different materials are used for different parts of the walls, migration
causes material mixing. This may lead to the formation of alloys with unfa-
vorable properties.
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• Radioactive tritium can be incorporated in layers of re-deposited material [22].
• Non-hydrogen isotopes (impurities) traveling through the core plasma dilute
the hydrogen fuel and lead to increased radiation losses.
Migration is therefore one of the central processes in plasma-wall interaction re-
search. The WallDYN code has been developed to provide an analysis method
including the complete migration chain . It self-consistently calculates the impurity
fluxes and the composition evolution of the complete first wall surface in a tokamak.
WallDYN is described in detail in section 3.3.3.
2.2.2 Divertor configuration
The plasma-wall interaction can be better controlled in tokamaks with a so called
divertor configuration [23, 24]. To understand this configuration it is convenient to
use the concept of magnetic flux surfaces: The magnetic field in a tokamak has a
toroidal and a poloidal component and therefore winds helically around the torus
axis, as indicated in Fig. 2.3. In the common magnetohydrodynamic description of
the plasma, the pressure rise towards the plasma center (~∇p) has to be balanced by
the cross product of current density ~j and magnetic field ~B [3, Ch. 3]:
~∇p = ~j × ~B (2.1)
This implies that the magnetic field lines (and the currents) lie on the surfaces of
constant pressure. Such a surface can be identified by the enclosed magnetic flux
and is called magnetic flux surface.
For a divertor configuration one (or more) null-points or “X-points” in the poloidal
magnetic field are created (Fig. 2.4a) by external magnetic field coils. With the
divertor configuration, the plasma is separated into two different regions: In the
center the plasma is confined by closed magnetic flux surfaces. On the outside the
magnetic surfaces are diverted to a “divertor”, where they intersect the wall (Fig.
2.4a). The magnetic flux surface passing through the X-point, called separatrix,
separates these two plasma regions [8, Ch. 1]. The intersection of the separatrix
with the divertor target plates is called strike line.
The plasma-wall interaction takes place at specially designed divertor target plates,
remote from the main plasma [8, p. 212]. The ions outside the separatrix are lost
(“scraped off”) by the contact with the plasma facing components, mainly the di-
vertor target plates. So the region outside the separatrix is called scrape-off layer
(SOL). Having a divertor remote from the main plasma has several advantages.
For example the plasma can cool down before reaching the wall, and impurities
produced in the divertor cannot easily reach the main plasma [12]. Only a small
fraction of the plasma reaches the main wall. This implicates that the heat flux













Figure 2.4: The scrape-off layer (SOL) of tokamaks in the divertor configuration.
In the left illustration the SOL is shown in orange. The inner divertor is on the high,
the outer divertor on the low field side (cf. Fig. 2.3). The right figure illustrates the
electron density distribution in a ITER edge plasma. The red marked areas on the
divertor target plates denote the small zones of intense plasma wall interaction.
illustrated in Fig. 2.4b. This figure shows the small zones (red marked wall areas) of
interaction between the plasma and the walls predicted for ITER, a large tokamak
fusion experiment which is currently under construction. As discussed in sections
2.4 and 2.6, impurity seeding can help to distribute the 500 MW of fusion power
envisaged for ITER more homogeneously.
2.3 Interaction of energetic particles with matter
2.3.1 Plasma sheath
The impact parameters of plasma ions impinging on the walls are dominated by
the presence of an electrostatic sheath. It develops because of the large discrepancy
between the electron and ion masses. The thermal velocity of particles with tempera-
ture T and mass m is vth =
√
2T/m. The resulting particle flux density for a particle




vth [3], so that the flux is proportional to m
−1/2. For an electron-ion
plasma in its initial state, where plasma and wall have the same electric potential,
the electron wall flux is much larger than the ion wall flux. As a consequence the
surface will become negatively charged. The arising electric field repels electrons and
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attracts ions until the incoming flux is ambipolar, that means the ion flux equals
the electron flux. Under this condition the potential of the wall will drop relative
to the plasma potential to the floating potential Φfl ≈ −(6.7 + ln 2)Te2e ≈ −3.7 Te/e,
with the electron temperature Te and the elementary charge e [3].
Because of the large number of mobile charge carriers in a plasma, electric fields are




. In this expression ε0 is the
permittivity of free space and ne the electron density. The plasma sheath, generated
by the potential difference between plasma and wall, has a thickness of a few Debye
length. The Debye length in the edge plasma of a tokamak is of the order of 10
micrometer [3].
The walls of fusion experiments are exposed to an influx of energetic ions. The angle
of incidence [25] and the energy of the ions are determined by the electric field from
the sheath. For the energy of the ions reaching the wall Ref. [8, Ch. 2] suggests the
commonly used formula:
Ei = 2 Ti + 3 Z · Te (2.2)
Ti and Te are the temperatures of ions and electrons in the plasma next to the wall
and Z is the charge number of the considered ion. The contribution 2 Ti is due to the
original kinetic energy of the ions [3, Ch. 7.1]. Furthermore, the ions are accelerated
towards the wall by the sheath voltage of about 3 ·Te/e [8, p. 79]. For temperatures
in the range from a few eV to about 30 eV and charge numbers varying from one to
about five (for nitrogen in its He-like configuration, see Fig. 2.8 for the temperature
dependence of the nitrogen charge state), the impact energies vary from a few eV
to hundreds of eV.
2.3.2 Transport of energetic particles in matter
To understand the erosion and modification of surfaces by energetic particles the
transport of energetic particles in matter has to be considered [26, Ch. 6]. The
interaction of energetic particles with matter is usually divided into two parts: The
interaction of the particles with atomic nuclei and energy loss to the electronic
system. The interaction is usually independent of the original charge state of the
projectile, as the electron configuration of the projectile in the solid is determined by
its interaction with the surrounding matter [26, Ch. 6.2]. This section introduces the
common binary collision approximation (BCA) model for the interaction of energetic
particles with solids [27]. It is used in codes like SDTrimSP [28, 29], which was also
employed for the present work and is described further in section 3.3.1.
The BCA model is applicable to particles with a sufficiently high energy, start-
ing at about 50 eV. Firstly, at these kinetic energies the binding energies are
negligible. Secondly, the relevant impact parameters are small in comparison to
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the distance between the atoms, such that the projectile only interacts with one




Figure 2.5: In the binary collision
approximation the particles move, sim-
ilar to balls in a billiard game, on
straight lines until they collide with an-
other atom. To leave the surface, the ki-
netic energy of the particles must suffice
to overcome the surface binding energy
(SBE).
Between collisions the particles move on
straight lines and loose energy by electronic
stopping. In the collisions the projectiles are
deflected and transfer energy to the respec-
tive target atom. The asymptotic trajecto-
ries of the projectile and the generated recoil
atom are calculated from the classical equa-
tion of motion with a screened Coulomb po-
tential. This model does not include an at-
tractive interaction between atoms, but the
particles are bound to the matter by the sur-
face binding energy (SBE)c. Only particles
reaching the surface with a normal energy ex-
ceeding the surface binding energy can leave
the sample.
In these calculations not only the motion of
the initial projectiles is considered, but also
the motion of recoil atoms generated by the collisions in the target. These recoil
atoms may also reach the surface with a normal energy exceeding the SBE and
can leave the target. This process causes the sputter erosion of samples exposed to
energetic particles.
2.3.3 Sputtering and reflection
Mostly one is not interested in the detailed interaction of one single particle with a
surface, but in mean values for a large number of particles. Two common quantities
to parametrize the interaction of ions and solids are the particle reflection yield and
the sputter yield [30].
The particle reflection yield (RY ) states which fraction of the incoming projectiles
is reflected from the target by collisions [8, 30, 31]. The reflection yield for light pro-
jectiles impinging on heavier substrates ranges from 0.1 to almost 1 at low projectile
energies of about 10 eV and normal incidence and drops with increasing projectile
energy. With increasing angle of incidence (measured from the surface normal) the
reflection yield increases. Most of the reflected particles leave the surface as neutral
atoms.
The fraction 1 − RY of the incoming particles comes to rest within the target and
is implanted. This, however, does not mean that the particle really remains in the
cFor metals the heat of sublimation is a good estimate for the SBE. However, especially for








Figure 2.6: Physical sputter yields of tungsten by deuterium (red) and nitrogen
(black) and of nitrogen by deuterium (cyan) based on static SDTrimSP calculations.
target, as diffusive processes still can transport the particles back to the surface.
The sputter yield (SY) states the number of recoil atoms leaving the surface per
incident projectile. The sputter yield mainly depends on the projectile species,
energy, angle of incidence and the target composition [32].
Physical sputtering is caused by a transfer of momentum from the incoming pro-
jectile to the target atoms. The momentum transfer in an elastic collision strongly
depends on the mass ratio of the colliding atoms. This dependence on the mass ra-
tio is reflected in the mass dependence of the sputter yields. Especially the sputter
yield for a target comprised of heavy atoms by light particles is very low.
The dependence of physical sputtering on the kinetic energy of the projectile (E) is
well described by the Bohdansky formula [33, 34, 35]:











At low energies there is a threshold energy Eth, below which there is no physical
sputtering and above which the sputter yield rises with increasing energy. This is
included in the formula by the Heaviside step function H(E − Eth), which is zero
below the threshold and one above. Q0 is a parameter which is fitted to measured
or simulated data. sKrCn is the nuclear stopping cross section based on the Kr-C
interaction potential, which has been found to give a good agreement to experimental






with the energy E, the masses of the projectile m1 and target atoms m2, the Lind-
hard screening length aL and the nuclear charge numbers Z1 and Z2.
Fits of the Bohdansky formula to static SDTrimSP simulations with an impact angle
of 60 degree are shown in Fig. 2.6. In this figure one can see the strong rise of the
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sputter yield directly above the threshold, which depends mainly on the masses
of the projectile and the sputtered atom. The threshold energy for sputtering of
tungsten by deuterium is about 200 eV. Sputtering of tungsten by nitrogen sets in
at a lower energy and remains much more effective at higher energies.

































Figure 2.7: Nitrogen and boron (in a tungsten
matrix) are eroded almost exclusively from the up-
permost nanometer by 100 eV deuterium imping-
ing under 60 degree.
Figure 2.7 shows the amount of
sputter eroded particles versus the
depth from which the particles were
released. The figure is based on
a static SDTrimSP calculation with
100 eV D impinging under an an-
gle of 60◦ to the surface normal on
a target consisting of 34 % tung-
sten, 33 % nitrogen and 33 % boron.
One can see that most of the eroded
atoms come from the uppermost
atomic layer. This demonstrates the
sensitivity of the sputter yield to the
composition of this layer.
For targets composed of several species one has to consider their individual partial
sputter yields. The partial sputter yield of a species is the number of eroded atoms
from this species per projectile. The partial sputter yield of an element are usually
proportional to the abundance of this element in the very surface. However, the
proportionality factor can be very different. This is the case when species with very
different masses (e.g. N and W ) are mixed and bombarded with a light species
like hydrogen isotopes. As already discussed, the momentum transfer from the light
projectile to the heavy W atom is rather ineffective, so the sputter yield of W by
D is much smaller than the sputter yield of N by D. If the material is initially a
homogeneous mix of N and W, the initial erosion of N is higher than of W. The
preferential erosion of species N continues until an equilibrium surface composition
is approached, where the enrichment of species W in the surface compensates for
the smaller proportionality factor.
As mentioned above, the sputter yield depends on the incidence angle of the projec-
tile. From a minimum for normal incidence the sputter yield rises with increasing
angle of impact until there is a sharp drop for angles larger than about 80◦ [35].
In a tokamak, the angle of incidence depends on the magnetic field, the surface
morphology and the mass and charge state of the ion. Based on Ref. [25], a typical
angle of incidence under tokamak divertor conditions is around 60 degree.
A special situation, called chemical erosion, can occur when the projectile species
form volatile molecules with the target material [30]. In this case, in addition to
physical sputtering, the particle flux induces the formation of volatile molecules
which desorb from the surface and thereby remove material. As nitrogen and hy-
drogen form ammonia, the erosion of nitrogen by deuterium could be increased by
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this chemical reaction over the base value given by physical sputtering. Indications
for the chemical erosion of nitrogen implanted into beryllium by deuterium have
been found at PISCES-B experiments [37].
2.4 Scrape-off layer: Power exhaust, particle trans-
port and plasma flows
In a magnetized plasma the radial transport is many orders of magnitudes smaller
than the parallel transport [38]. On the one hand, this provides the desired, good
energy confinement in the core plasma. On the other hand, ”the confinement is
rather too good for the SOL plasma” [8, p. 10], yielding a very thin SOL and a very
small zone with an intense interaction of the plasma with the wall. All the heating
power that is transported from the plasma core to the wall via heat conduction is
deposited on a very small fraction of the first wall [7, 39] as indicated in Fig. 2.4b.
The resulting heat flux density could therefore easily exceed material limits of about
5 MW/m2 [7].
The heat flux from the plasma is transmitted to the wall via the energies of ions
and electrons. The mean kinetic energy of an ion impinging on the wall has already
been given in equation (2.2). The mean energy of an electron is 2 Te, because
the electrons crossing the plasma sheath (section 2.3.1) maintain their Maxwellian
distribution with temperature Te [8, Ch. 2.8], [3, Ch. 7.1]. The particle flux Γn is
the same for electrons and ions because of the ambipolarity condition enforced by
the sheath. Assuming a common temperature T of electrons and ions the resulting
heat flux density q to the wall is:
q = (γ T + pot) Γn (2.4)
In this equation γ ≈ 2+2+3 = 7 summarizes the kinetic energies from the electrons
and the (singly ionized) ions and pot is the potential energy per incident ion [23,
section 5.2]. Please note that the value for the sheath heat transmission coefficient
γ depends on the underlying model and may vary significantly [40].
Under experimental conditions the heat flux is fixed by the heating power and
the plasma temperature adjusts to the given heat flux. Because the sputter yield
depends strongly on the energy of the impinging ions which again depends on the
plasma temperature via equation (2.2), the sputter erosion of the divertor targets is
closely related to the local heat flux density.
A better distribution of the power flux to the available wall area and a reduction
of the divertor plasma temperature can be achieved by emitting power from the
plasma via radiation. Radiated power is not bound to the magnetic field and hence
homogeneously distributed over the surrounding walls. The control of the radiated
14
power by impurity seeding is described in section 2.6. Because the sputter yield is
closely related to the heat flux, impurity seeding also can reduce material erosion.
However, the plasma temperature must drop sufficiently to overcome the increased
sputter yield caused by the heavy impurity ions (see section 5.5).
To study the plasma-wall interaction and the transport of impurities through the
plasma it is necessary to reconstruct or even predict the SOL plasma parameters.
Because the plasma parameters can at best be measured at a few poloidal posi-
tionsd, plasma models are required to interpolate the measured data. Such models
have to include the collisional transport parallel to the magnetic field, the (origi-
nal turbulent) transport perpendicular to the magnetic field, the complex geometry
and atomic or even molecular physics. The models used to reconstruct the plasma
parameters range from the rather simple two-point model [23] to sophisticated sim-
ulation packages like SOLPS [41]. The reconstruction of the plasma parameters is
further discussed in section 3.3.5.
As will be discussed in section 2.5, the parallel ion flow profile in the SOL is an
important factor in determining impurity transport. Typically the flows in the
divertor region are directed towards the particle sink at the divertor target plates
[13]. However, under certain conditions also a reversal of the flows can occur [41].
Measurements of the ion flow in divertor tokamaks show that the parallel velocity of
the ions in most of the upper SOL points towards the inner divertor target and is of
the order of the speed of sound [12]. It has been found that the flows calculated with
plasma edge physics codes like SOLPS do not correctly reproduce this observation.
Improvements in the simulated flow pattern could be reached by including classical
drifts and ballooning transport in the simulations. Still, the simulated flows are
smaller than the measured ones [42, 43, 44, 45].
2.5 Transport of impurities in a divertor tokamak
plasma
An important step in the migration of impurities (see section 2.2) is their transport
through the plasma. The SOL transport determines where the impurities are re-
deposited and which, typically small, percentage of the impurity ions enters the core
plasma. For the impurity contamination of the core plasma also the transport in this
region with closed magnetic field lines can be important [46, 47, 48, 49]. However,
this work focuses on the transport of impurities in the SOL.
Depending on whether an impurity atom is neutral or ionized, its transport in a
magnetized plasma is controlled by very different mechanisms. Particles start from
dTypically radial profiles of electron density and temperature at the divertor target plates and
one upstream position are measured.
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the walls (or valves for puffed species) as neutral atoms or molecules. Neutrals es-
sentially travel along straight lines until they are ionized by collisions with electrons
or hit a wall. For ions a larger number of processes has to be considered: further
ionization and recombination processes, the guidance of the ion by the magnetic
field, collisions with other charged particles and turbulent transport. The ionization
and recombination is described by rate coefficients, which are mostly taken from
ADAS [50], and depend on the electron density and temperature. The motion of
the ions parallel to the magnetic field is, apart from small effects like the mirror
force, largely free and controlled by collisions with other ions and electrons. As-
suming that collisions with a large impact parameter dominate, this motion can be
described by the Fokker-Planck-Landau equation [51]. As this kinetic description
is computationally very costly, the edge plasma is mostly described in the fluid ap-
proximation [3, 52]. The plasma temperatures and thereby the ion mean free paths
in the SOL are mostly short enough to permit this description, though kinetic effects
may still play a role [45, 53].
As explained in section 2.1, the dominating motion perpendicular to the magnetic
field is gyro-orbiting, while the guiding centers of the ions are bound to a magnetic
field line. Only due to collisions with other ions or guiding center drifts, caused for
instance by electric fields, particles depart from their original magnetic field line.
The current understanding of the mainly turbulent perpendicular transport is still,
especially in the SOL region, at best qualitative. For this reason the perpendicu-
lar transport is mostly modeled by a diffusive description, with a typical diffusion
coefficient of D = 1 m2s−1 [26, Ch. 5.5].
For impurity transport studies, a common approach is to specify the parameters of a
hydrogen plasma H and then to calculate the motion of impurities on this “plasma
background”. The dominating forces FI acting on an impurity ion I parallel to the
magnetic fields are [8, p. 298], [54]:
• The impurity pressure gradient force, acting towards a constant impurity pres-
sure pI along a field line: FI ∝ −dpI
ds
• The electrostatic force caused by a parallel electric field: FI = ZIeE||
• The friction force caused by momentum transfer collisions and depending on
the difference in velocity: FI ∝ (VH − VI)
• The electron and ion temperature gradient forces : FI ∝ Z2dTe/H
ds
The last force is a peculiarity of particles interacting via the Coulomb force. The
Rutherford cross section for the interaction of charged particles is proportional to
1/u2, where u is the relative velocity. This causes a u−3 ∝ T−3/2 dependence of the
momentum transfer cross section [3, ch. 8]. In a plasma with a temperature gradient
parallel to the magnetic field, the particles coming from the hot side transfer less
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momentum to the considered ion than the ones coming from the cold side. This
leads to a net force pushing impurities in the direction of the gradients of background
temperature gradients towards higher temperatures [52]. Because the temperatures
of the background ions (TH) and the electrons (Te) may be different one has to
consider their contributions to the temperature gradient force separately.
For a better fusion performance one wants to keep the impurity content in the core
plasma as low as possible. For this reason the friction force is of large importance
[55, 43]. The mean velocity of the background ions is directed towards the divertor
target plates in the divertor region and mostly towards the inner divertor in the
main SOL (see section 2.4). Therefore the friction force counteracts the temperature
gradient force in the divertor region and improves impurity retention in the divertor.
Comparisons of impurity injection experiments with computer simulations found
that also the flows in upper SOL are important for the migration of impurities. For
impurities originating from the upper wall region, these flows lead to a dominant
transport and deposition in the inner divertor [12, 13, 14, 56, 57].
A common challenge in the computation of plasma parameters and impurity trans-
port is the description of the (turbulent) transport perpendicular to the magnetic
field. In the plasma center, gyrokinetic simulations can describe the turbulent fluxes
within the uncertainties [58]. However, in the edge and SOL region this approach
is not valid due to additional complications like X-point geometry, magnetic field
lines intersecting the walls, steep gradients and the occurrence of atomic processes.
Nevertheless, some progress has been made by recognizing that the drift motion of
the ions [3] can contribute to the cross field transport of deuterium [8] and impurities
[59].
2.6 Plasma facing materials and application of ni-
trogen in fusion experiments
Radiation emitted from the plasma reduces the heat flux to the divertor targets (see
section 2.4). However, the radiation should not be emitted from the core plasma to
retain a good energy confinement in this region. The location from where radiation
is emitted can actually be controlled by adding impurities to the plasma. Figure
2.8 shows the fractional abundance of nitrogen charge states in a plasma. Up to
about 200 eV nitrogen is only partly ionized and emits line radiation. In the core
plasma light elements like nitrogen are fully ionized and cannot emit line radiation,
so that the acceptable concentration is limited by the dilution of the hydrogen fuel
and lies in the low percent range [60]. Figure 2.8 gives fractional abundances based
on two different approaches: The solid lines depict the charge state distribution
in thermal equilibrium calculated by ADAS [50]. In contrast, the dashed lines are
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taken from a DIVIMP simulatione, which includes the modification of the charge
state distribution by transport effects. The differences between these curves show
that simple calculations of the charge state distribution and emitted radiation with
equilibrium models only yield a first approximation and sophisticated models like
























Figure 2.8: Fractional abundance of the nitrogen charge states versus the electron
temperature, calculated with ADAS [50] (solid lines) and from a DIVIMP (dashed
lines, see section 3.3.4) simulation. ADAS assumes that the charge state distribution
is in coronal equilibrium while DIVIMP includes transport effects. This broadens
especially the abundance of the high charge states.
For a long time carbon was used as wall material for fusion experiments and acted
as edge radiator [9]. However, carbon cannot be used in a fusion reactor, because
it causes a high tritium retention, is strongly eroded by deuterium and degrades
under neutron irradiation [7]. The current materials of choice are metals, especially
tungsten with an atomic number of 74. Tungsten is expected to have a low tri-
tium retention, is hardly sputtered by deuterium (see section 2.3.3) and has a high
melting point [7]. However, the maximum tungsten concentration tolerable in the
core of a fusion reactor is about 10−5. This constrains the acceptable sputter yields
and thereby the plasma temperature at the wall. The use of tungsten as plasma
facing material also necessitates a manual control of the radiated power by puffing
impurities into the plasma [61].
In ASDEX Upgrade, the first tokamak using a full tungsten wall (see section 3.2),
nitrogen has been established as optimal choice to control the radiated power [9, 62]
and is now also used at the Joint European Torus (JET) [63]. For a given particle
energy the sputtering of tungsten by nitrogen is much higher than by deuterium
(Fig. 2.6). Nevertheless, Ref. [64] and Fig. 5.24 show that nitrogen seeding reduces
the sputter erosion by lowering the plasma temperature and thereby the energy of
the ions impinging on the walls. In comparison to noble gases, which also can be
used to control the radiated power, the nitrogen content in the plasma shows a
history effect [62]. That means the nitrogen content in the plasma depends not only
eDIVIMP is introduced in section 3.3.4. No regions with very low or very high temperatures
were present in the applied plasma background, which is shown in Fig. D.2.
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on the currently applied nitrogen puff but also on the nitrogen puff applied in the
previous discharges. This history effect is caused by the storage of nitrogen in and
release from the surfaces.
Apart from its application to control the radiated amount of power, nitrogen also
has been employed to study the transport of impurities in tokamaks [14]. Nitrogen
is well suited for such studies as it is easy to handle and tolerated by the plasma. In
Ref. [65], 15N was injected into AUG from the low field side directly before a vessel
opening. During the vessel opening some of the wall tiles were removed and the 15N
deposition pattern was measured. These measurements showed that the deposition,
for the chosen injection location on the low field side wall, is toroidally asymmetric
and governed by the intersections of the magnetic field lines with the walls [57].
2.7 Retention of nitrogen in ASDEX Upgrade and
formation of tungsten nitride
The previous examples indicate that nitrogen adds some complexity to the plasma-
wall interaction. Ref. [10] suggested, in agreement with the experimental results
presented in Refs. [9, 11, 62, 57, 65, 66] and with results on tungsten nitride from
other areas of research, e.g. Refs. [67, 68, 69, 70, 71], the following picture: Nitrogen
as a gas cannot, different from carbon or metals, form layers on top of the original
wall material. Still nitrogen which is implanted into the tungsten surface can be
chemically bound there up to a maximum concentration of 50 %. As nitrogen only
starts to diffuse in tungsten at rather high temperatures (see section 4.1.3), the
formation of tungsten nitride by ion implantation is restricted to the implantation
range of a few nanometers.
Still, some questions on the nitrogen retention and release remained unresolved.
Firstly, the nitrogen saturation areal density deduced (indirectly) from AUG mea-
surement, is by a factor of ten larger than the saturation areal density measured
in laboratory experiments [9, 62]. Suggested explanations for this increased nitro-
gen retention were the roughness of the wall tiles or co-deposition of nitrogen with
re-deposited wall material.
The already mentioned 15N experiments (Refs. [65, 57]) raised some questions,
too. On one hand the 15N deposition is more homogeneous than the 13C deposition
measured in the same experiment [14], indicating a saturation of the 15N deposition.
On the other hand the 15N areal densities are partly above the values expected from
the laboratory experiments [10]. However, these high areal densities are measured
at positions where also significant amounts of 13C, which was injected together with
the 15N, have been found. Therefore, it is likely that N+C co-deposits have formed
and the measured 15N areal densities cannot be compared to laboratory experiments
on pure W.
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Furthermore, the results concerning the temperature dependence of formation and
stability of tungsten nitride layers under nitrogen bombardment are contradictory
[10, 11]. The temperature stability of tungsten nitride is an important question
for the application of nitrogen in fusion experiments, as a sudden release of large
amounts of nitrogen from the walls could terminate the plasma operation. Another
open question is the erosion of tungsten nitride layers by deuterium, the most abun-
dant species in fusion plasmas, which has not been measured yet. Finally, Ref. [72]
observed the formation of ammonia in ASDEX Upgrade, so that sticking of am-
monia to the walls could also contribute to nitrogen retention in ASDEX Upgrade.
An improved understanding of these processes is desirable to deduce the nitrogen
fluxes in the plasma, to predict the erosion of the walls and the hydrogen retention





3.1.1 X-ray photoemission spectroscopy
Under irradiation with electromagnetic waves, materials emit electrons if the fre-
quency of the light, i.e. the energy of the photons, surpasses a certain threshold.
This so called photoelectric effect was discovered by H. Hertz [75] and explained by
A. Einstein [76] around 1900. In this interaction the complete energy of a photon
is transferred to one electron. Photoemission spectroscopy utilizes this effect to de-
termine the binding energy of electrons. The binding energy can be calculated from
the kinetic energy of the emitted electrons as illustrated in Fig. 3.1:
~ω = ESKin+ΦS + EFB = EDKin + ΦD + EFB
⇒ EFB =~ω − EDKin − ΦD
(3.1)
where EFB is the binding energy of the electron relative to the common Fermi level
of detector and sample, ~ω the energy of the photon, ΦD the work function of
the detector, ΦS the work function of the sample (which is not required for the
calculation of EFB), E
D
Kin the kinetic energy at the detector and E
S
Kin the kinetic
energy at the sample surface [77]. The kinetic energy at the detector EDKin is different
from the kinetic energy at the sample surface ESKin because the contact potential
ΦS − ΦD between the sample surface and the analyzer acts on the electrons [78].
It should be mentioned that the measured binding energy is the difference between
the total energy of the final state with N − 1 electrons (EN−1f ) and the total energy
of the N electron system in the initial state (ENi ) [80]. When the photoemitted
electron leaves the atom, the remaining N − 1 electron orbitals usually rearrange to
reduce their energy. Therefore the binding energy EB = E
N−1


























Figure 3.1: The binding energy of a photoelectron can be calculated by subtracting
the kinetic energy at the detector and the work function of the detector from the energy
of the original photon (based on [79]).
relaxation energy, is not identical to the orbital energy from which the electron was
emitted. The binding energy of an electron depends on the chemical environment
of the emitting atom, so measurements of the binding energy with high resolution
can help to identify the chemical phase of the observed element [81].
A very popular kind of photoemission spectroscopy uses photons in the X-ray range
with an energy of the order of 1 keV [81, 82], so that core levels of all elements may
be observed. This technique is called X-ray induced photoemission spectroscopy,
XPS.
A common approach for the interpretation of photoemission spectra from solids is the
three-step model [80, 83]. In this model it is assumed that the photoemission process
can be split into three independent parts: Absorption of the incoming photon by an
electron which becomes excited from its initial state to a final state, the transport of
the electron to the sample surface and the emission of the electron into the vacuum.
The number of created photoelectrons can be calculated from the density of the
considered element, its photoionization cross section and the incoming photon flux.
X-ray photons at 1.5 keV penetrate into depths of more than 100 nm, so that the
photon flux can be assumed to be constant over the depth probed by XPS. The XPS
information depth is limited by inelastic collisions of the photoelectrons, mostly with
weakly bound electrons in the valence or conduction band [84, p. 144]. The electron
transport is described by the electron inelastic mean free path λ, which is a function
of the electron energy and the sample composition. The inelastic mean free path is
very short, in tungsten it is between 1–2 nm for electrons with 1–1.5 keV. This short
inelastic mean free path is responsible for the high surface sensitivity of photoemis-
sion spectroscopy. The transmission of the electrons into the vacuum changes the
perpendicular momentum of the electron and is therefore an important process for
22
the measurement of band structures by angle resolved photoemission spectroscopy.
For the quantitative analysis of X-Ray induced Photoemission Spectroscopy this
step is usually neglected.
A further effect that has to be considered in actual measurements is the transmission
function of the detector. The percentage of electrons which reach the detector and
are then counted depends on the kinetic energy of the electrons. The actual intensity
measured in an XPS system can be calculated by the following equation [82]:




























the depth dependent number density of the element that generates
peak A, α the angle between detector and sample normal, γ the angle between the




the electron inelastic mean
free path (IMFP) (which depends on the local composition of the sample and the




is the incident photon flux which cancels in
the observation of intensity ratios and TA,ω the detector transmission function. A
computer model to actually calculate the intensities is presented in section 3.3.2.
Evaluation of XPS measurements
In the previous section the generation of the peaks in the XPS spectrum was dis-
cussed. In this section the two steps required to extract the peak intensities (i.e.
peak areas) from measured spectra are discussed: First the background caused by
inelastically scattered electrons must be removed. Second the remaining signal must
be attributed to the different peaks.
An XPS spectrum from a N-implanted W sample is shown in Fig. 3.2a. Originally
the kinetic energy of the electrons is measured, but typically the intensity is not given
as a function of the kinetic energy, but of the binding energy (EB = ~ω−EKin−ΦD).
The spectrum consists of four strong W peaks, W 4f, W 4d, W 4p and W 4s, one
strong nitrogen peak and some smaller peaks like the valence band at a few eV
binding energy.
Peaks from orbitals with nonzero orbital angular momentum l, like W 4f, W 4d
and W 4p, are doublet peaks [82]. When one electron is removed from an orbital,
the remaining electron can have either spin up or down. The spin and the orbital
angular momentum couple to the total angular momentum j, which can be either
l+1/2 or l−1/2 and determines the final state energy of the electron system. The


































Figure 3.2: The XPS spectrum of N-ion implanted W in (a) is dominated by tungsten
peaks. The N 1s peak is still nicely visible, the N 2s peak at 18 eV is very small.
The Tougaard background gives a good fit to the spectrum and removes most of the
background (b).
the intensity ratio of the doublet. For example the W 4f (l=3) peak splits into W




2 · 7/2 + 1





In the following, the generation and subtraction methods for the background in
XPS will be discussed. Then the background subtraction chosen for this work and
the method for the separation of the N 1s peak from a nearby tungsten peak will
be presented. A sketch of all the steps taken in the evaluation of the measured
intensities is given in Fig. 3.3.
As already explained, electrons in a solid travel only very short distances before
they loose energy in inelastic collisions. The energy loss per inelastic collision is of
the order of 30 eV [84, 86]. That means the electrons only loose a small fraction
of their initial energy of about 1 keV. For this reason each peak contributes to the
background on its lower kinetic energy (higher binding energy) side, as described by




K(E ′ − E)I(E ′) dE ′ (3.3)
where Bg(E) is the background at kinetic energy E, which receives contributions
from the spectrum at higher kinetic energies I(E ′). E ′ − E is the energy transfer
in the collision, K(E ′ −E) is the normalized differential inverse inelastic mean free

























Figure 3.3: During the ion bombardments and temperature ramps only the energy
intervals containing the N 1s and the W 4f peak are measured. To correctly deduce the
intensities from these measurements a calibration factor is determined from a series
of of Survey spectra.
Figure 3.4: Comparison of back-
ground subtraction methods for the
Au 4d doublet, from Ref. [85].
Two widely used types of backgrounds for XPS
spectra of metals are the Shirley background [88]
and the Tougaard background [87]. The Shirley
background was originally proposed on an empir-
ical basis, but may also be derived from equation
(3.3) [89]. An advantage of the Shirley back-
ground is, that it can be applied even when only
small intervals around the peaks have been mea-
sured. However, mainly because start and end
points of the background calculation are chosen
individually for each peak, the derived intensities
may be flawed as illustrated in Fig. 3.4, which
is taken from Ref. [85].
The Tougaard Background is directly based on
equation (3.3) with a universal cross section for
the inelastic electron scattering [86]:
K(E ′ − E) = B (E
′ − E)(
C + (E ′ − E)2)2 (3.4)
This universal cross section does not include spe-
cial features like plasmon excitation and depends
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on two parameters, for which the values B = 2866 and C = 1643 were suggested
in Ref. [86]. The analysis of Ref. [90] shows that intensity ratios derived with
the Tougaard background are essentially independent of the chosen set of parame-
ters, when they are chosen to fit the background in energy intervals without peaks.
Strictly this background subtraction is only valid for homogeneous materials, as it
assumes that every peak gives the same contribution to the background. However,
the background of N implanted and pure W samples agrees within the scatter ob-
served for pure W surfaces, so this simple background subtraction should still be
applicable. To include the composition dependence of background, a full calculation
of the spectrum, including the background, would be necessary.
As can be seen in Fig. 3.2 the inelastic background could be well fitted with a
Tougaard background with the standard parameters B = 2866 and C = 1643 [86].
The intensity of the W 4f peak was determined by integrating the background
subtracted spectrum from 21.5 to 130 eVa.
Separation of N 1s and W 4p
The determination of the N 1s intensity is more involved. The plasmon loss signal
of the N 1s core level is superimposed by the signal of the W 4p core level (4p1/2 at
490 eV and 4p3/2 at 425 eV; see Fig. 3.2). However, the plasmon loss signal of the
W 4f peak is included in the determined intensity. So for a consistent evaluation
also the plasma loss signal of the N 1s peak has to be included in this peak intensity.
According to a forward calculations for XPS intensities, see section 3.3.2, the inten-
sity ratio of the different W peaks (W 4f, W 4d, W 4p & W 4s) changes only by
about one percent during N implantation. Also experimentally it was checked that
the ratio of the W 4s intensity to the W 4f intensity does not change due to the N
implantation. Therefore, the W 4p intensity can be calculated from the intensity of
other tungsten peaks. Then the N 1s intensity can be deduced by subtracting the
W 4p intensity from the combined intensity of the N 1s and the W 4p peaks.
The ratios η of the W 4p intensity to the intensities of the W 4f, W 4d and W 4s
peaks were determined from a measurement of pure tungsten and agree within less
than 10 % with the values calculated by the forward calculation. Subsequently, a
set of spectra including samples that had been implanted with different energies and
fluences of nitrogen was examined. For this set again the intensities of the W 4f,
W 4d and W 4s peaks were determined after a Tougaard background subtraction.
Furthermore, the energy interval from 388 to 525 eV was integrated, corresponding
to the combined intensities of W 4p and N 1s. An estimate for the W 4p intensity
was calculated with the previously determined W peak intensities and η ratios W
4p/W 4f, W 4p/W 4d and W 4p/W 4s. Finally, the N 1s intensity was obtained by
subtracting the estimate for W 4p from the combined intensities of W 4p and N 1s.
aThis range includes also the small W 5s and W 5p peaks. Consequently these peaks are
included in the forward calculation with a contribution of about 10 % to the intensity.
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Calibration factor for Shirley background
The measurement of the large energy interval required for the application of the
Tougaard background increases the required experimental integration time with
detrimental effects on the cleanliness of the surface and number of available mea-
surements. To reduce the effort required for further measurements, another step
was taken: For the above mentioned set of spectra the N 1s and W 4f peak intensi-
ties were additionally determined subtracting a Shirley background with integration























Figure 3.5: The intensities from Shirley
and Tougaard background subtraction have a
constant ratio of 1.9 for W 4f and 2.7 for
N 1s.
The ratios of the intensities determined
from the procedure using Tougaard
backgrounds to the ones determined
with a Shirley background are shown in
Fig. 3.5. The regression curves confirm
that the ratios are constant within the
scatter of the data. Using these ratios
as calibration factors, it is finally pos-
sible to determine intensity ratios with
the Shirley background, where the de-
pendence on user chosen parameters has
been eliminated and the contributions
to the N 1s peak located in the region
of the W 4p peak are included. Exploit-
ing the advantage of the Shirley back-
ground, that the measurement of small energy intervals is sufficient, allowed to reach
good counting statistics in a short time. The derived calibration factors change the
intensity ratio N 1s/W 4f by the factor 2.7/1.9 = 1.4. That means a direct use of the
intensities based on a Shirley background subtraction underestimates the intensity
ratio by 40 %.
Interpretation of XPS measurements
The method explained in the last section allows to deduce the N 1s / W 4f intensity
ratio from measured spectra. For homogeneous materials the composition can be
deduced from this intensity ratio by using relative sensitivity factors [91]. However,
materials, especially if they are studied by XPS, are rarely homogeneous. The inver-
sion of the exponentially weighted averages for depth resolved XPS measurements
is difficultb [92]. In contrast, the conversion of a given depth profile (assuming lat-
bThis of course requires to measure data with varying contributions from different depths. Such
data can be obtained by varying the angle between sample normal and the detector, comparing
intensities of peaks from one element with different binding energies or varying the energy of the
incoming photons. The possible variation of the angle and the peak energy are limited. The
variation of the photon energy is possible in a synchrotron source but the contribution is always
27
eral homogeneity) to XPS intensity ratios is possible by applying the formula (3.2).
That means it is very difficult to derive a depth profile from XPS measurements,
but checking the consistency of a given depth profile with XPS measurements is
possible.
Earlier studies [10] indicate that the bombardment of W by N is correctly described
by SDTrimSP (see section 3.3.1). The approach taken in this work was to compare
the fluence dependent XPS intensity ratios from measurements with intensity ra-
tios calculated via a forward model from SDTrimSP simulations (see section 3.3.2).
These XPS measurements were complemented with a small number of ex situ mea-
surements of the total N amount by nuclear reaction analysis 3.1.2. Sputter depth
profiling of the created layers by argon erosion 4.1.2 was performed to compare the
N depth profiles to the SDTrimSP simulations.
Technical details
*105
Figure 3.6: N 1s peak after a N flu-
ence of 7.8 · 1019 N/m2. The Shirley back-
ground (red dashed line) is a straight line
because the background decreases towards
higher binding energies.
The XPS measurements presented in this
work were performed in a commercial
PHI ESCA 5600 device with OmniFocus
III lens. The base pressure was in the
10−8 Pa range. All measurements except
for one were done using monochromated
Al Kα radiation with ~ω = 1486.6 eV
and an angle of 90◦ between the incoming
monochromatic X-ray radiation and the
hemispherical electron energy analyzer.
The monochromated source was chosen
because it provided a better count rate
and suppresses the X-ray satellite peaks
from two electron excitations in the Al
target [77]. For the measurement shown
in Fig. 4.7 a non-monochromatic Mg Kα
source was used with an angle between
X-ray source and detector of 54.7◦. The pass energy, which controls the range of
electron energies accepted by the detector, was 93.9 eV for the presented measure-
ments. This setting results in a rather low energy resolution of somewhat below
1 eV, but with the advantage of a good count rate and a detector transmission
function which varies by less than 10 % over the considered energy range.
The integration time for the measurements has been chosen sufficiently large to
make the statistical counting error negligible. This is reflected in the small scatter
of the measurements and is demonstrated in detail for one XPS measurement: The
cross section for photo electrons from the N 1s peak is about a factor of 5 smaller
dominated by the uppermost nanometers.
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than for the W 4f peak. As a worst case one can consider the N 1s peak shown in
Fig. 3.6, i.e. the first measurement of the 2.5 keV N implantation with a fluence
of 7.8 · 1019 N/m2 resulting in a N 1s/W 4f intensity ratio of 0.014, Fig. 4.1.
The measurement is based on a survey spectrum where the energy range from 0 to
630 eV binding energy was measured for 190 seconds. The resulting peak consists of
about 2000 counts. The peak-to-peak signal-to-noise ratio is about 4c. The intensity
variation caused by varying the start and end points of the Shirley background is
about 25 %. In most of the measurements both the integration time and N content
were larger, further reducing the statistical counting error.
Uncertainties
There are different sources for systematic errors in the experimental determination of
the intensity ratios. The uncertainties introduced by sources like sample roughness,
a dependence of the transmission function on the sample position, an uncertainty
in the angle between X-ray source and electron detector of ±1◦ and the presence
of small amounts of oxygend even for ultra-high vacuum conditions cannot fully be
avoided or excluded. They are estimated by comparing different measurements with
the same parameters on nominally identical samples: The variations observed in the
W 4s/W 4f ratios for 4 clean W samples and in the N 1s/W 4f ratios after the
2.5 keV N implantations to steady state reported in this work, were about 15 %.
The surface structural state was checked by scanning electron microscopy for one
sample after polishing and after 2.5 keV N implantation [93]. The bombardment
by N induces a roughening on the originally smooth surfaces. For large fluences
this roughening is visible by eye as surface discoloration. The scanning electron
microscopy images show generation of structures with a lateral scale of the order
of 10 nm. The amplitude of the structures could not be determined from these
measurements.
The overlap of the N 1s peak with the W 4p peak presents another possible source
of error for the intensity determination. The evaluation described in section 3.1.1
reduces this uncertainty to comparably low values. From the scatter visible in
Fig. 3.5 the remaining uncertainty is estimated to 15 %. Considering uncertainties
in the energy dependence of the detector transmission function and the observed
variation in the W 4s/W 4f intensity ratio, a total uncertainty of ±30 % for the
experimental intensity ratios is used. The relative accuracy of the measurements
cAs described in Ref. [94, p. 80], the signal is calculated as the difference between the highest
intensity of the peak to the background intensity at about 380 eV, the noise as the difference
between the highest intensity to the lowest intensity in a pure noise interval around 380 eV binding
energy.
dSmall amounts of oxygen, corresponding to≤ 1% when evaluated via relative sensitivity factors,
could be detected during and after long XPS phases like complete surveys. The oxygen was quickly
removed when the samples were bombarded with N.
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should be much better, especially when considering a single (fluence dependent)
implantation experiment, where for example the sample position is fixed.
3.1.2 Nuclear Reaction Analysis
To quantitatively determine the surface nitrogen content, nuclear reaction analysis
(NRA) was performed on selected samples. The protons emerging from the nuclear
reactione 14N (4He, 1H) 17O were counted in a detector with a solid angle of 29.95 msr
at a scattering angle of 135◦.
For the analysis of the pure tungsten samples employed in the laboratory experi-
ments, 4He with an energy of 4.80 MeV was used. In this region the cross section is
rather flat [96], so that small changes in the energy (the energy of 4He ions is only
known with an uncertainty of a few keV) of the 4He do not change the cross section.
On the samples exposed in the divertor manipulator of AUG (see section 3.2), nuclear
reactions with the carbon substrate caused an increased background in the region
of the nitrogen peak. Therefore a resonance in the 14N (4He, 1H) 17O reaction at a
4He energy of 4.94 MeV was used to increase the signal to noise ratio. A spectrum
recorded in one of these measurements is shown as black line in Fig. 3.7, the nitrogen













Sample exposed to #29696
Figure 3.7: NRA spectra from a sample exposed to AUG (#29696) in black, the
nitrogen calibration sample (red) and the boron calibration sample (blue).
The 14N (4He, 1H) 17O cross section has been determined for the experimental setup
used in this work by measurements of a CxN layer, with a N areal density measured




for 4.80 MeV 4He1+ corresponds to an areal density of 1.6 ·1019 14N
m2
. This
cross section is 25 % lower for an energy of 4.80 MeV than the one published in
Ref. [96]. A direct measurement of the N content in W with RBS is not possible,
eActually this was the first identified nuclear reaction. It was detected by E. Rutherford in
1919 [95].
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because small amounts of light elements in a heavy matrix like tungsten cannot be
detected.
For a 4He energy of 4.94 MeV the cross section is peaked and varies significantly
within the uncertainty of the primary energy of 0.01 MeV [96, 97]. A quantification
based on reported cross sections is therefore error-prone. To omit the uncertainty of
the primary energy in the quantification, a sample with a CxN layer with a known
N areal density was measured at the same time. This allows to directly calculate
the calibration factor relating the number of counts to the nitrogen areal density.
Because the calibration sample and the analyzed samples are probed with the same
energy, the uncertainty in the primary energy does not enter the evaluation. Figure
3.7 also shows a measurement from the CxN sample (red line).
Finally, a comparison of the spectrum from a boron coated sample (blue line in Fig.
3.7) with the spectrum from the sample exposed to AUG, shows that also boron was
deposited on this sample during the exposition to the AUG plasma. The resulting
boron areal density was calculated from a calibration based on the known areal
density of the boron coated sample.f
The evaluation of the NRA measurements is based on the surface approximation:
For the considered energies, the nitrogen implantation depth is below 10 nm. There-
fore, the energy loss of the primary beam in the material is negligible so that the
energy dependence of the cross section can neglected. The N areal density is then
directly proportional to the number of proton counts for a given number of 4He
projectiles. For the NRA measurements of N, all results are based on at least 100
counts, corresponding to a statistical error of ≤10 %. It should be kept in mind,
that nitrogen is adsorbed on every surface which has been carried through air. The
nitrogen areal density on a clean sample is about 1015 N/m2.
3.1.3 Sample preparation
For the XPS ion implantation experiments this work employed hot rolled tungsten
samples with a purity of 99.97 wt. % produced by PLANSEE, polished to a mirror-
like surface finish and annealed in vacuum with a background pressure of about
2 · 10−5 Pa at 1200 K for 2 hours.
The XPS device is equipped with sample heating and two SPECS IQE 12/38 ion
sources for in situ ion implantation. A schematic drawing of the ion source is shown
in Fig. 3.8. The sample temperature is controlled via a measurement located at
fIt can be seen that also the boron calibration sample generates a peak around channel 120,
the position of the nitrogen peak. However, this peak could be due to residual nitrogen in the
boron sample. Anyways, it cannot corrupt the measurement of the nitrogen content because it has
a lower cross section than the boron peak at channel 300, whose intensity is already much smaller









Figure 3.8: This schematic drawing of an ion source, as installed in the XPS ex-
periment, shows the ionization of the working gas by electron impact on the left, the
acceleration via an applied voltage and the ion optics used to focus and steer the beam
on the right. Between the acceleration stage and the beam optics a Wien mass filter
can be installed.
the sample holder. Though there is no direct contact to the sample, previous ex-
periments indicate that the temperature control is reliable. One of the ion sources
is equipped with a Wien mass filter and was used for mass separated implantation
with 5 kV acceleration voltage. As the beam consisted of N+2 , the resulting energy
per atom was 2.5 keV. Due to technical problems implantation at 500 eV per atom
was performed with the unfiltered ion source. Analysis of the mass-filtered beam
showed that already the unfiltered beam consists of at least 99 % N+2 , little N
+,
and traces of impurities like argon or hydrogen. The deuterium bombardment was
performed with D+2 from the mass-filtered ion source at an energy of 2.5 keV per
deuterium atom. The N implantation to prepare the erosion by D was performed
with the unfiltered source, so that the D bombardment could be done without delay
after the N implantation. The angles of the mass-filtered and unfiltered ion sources
to the sample surface normal are 45◦ and 40◦, respectively.
To study the nitrogen accumulation and erosion due to ion bombardment also the
fluence, i.e. the number of incident particles per area, must be measured. The
number of ions reaching the samples was deduced from measurements of the sample
current during the implantation. The sample current was measured with a bias of
50 V to suppress secondary electron loss. Measurements of the sample current with
varying bias voltage and comparison to Faraday cup measurements confirm that
50 V are sufficient to get a valid ion current measurement. As this voltage is much
smaller than the acceleration voltage for the ion implantation, it does not change
the implantation conditions.
The mass-filtered ion beam has a Gaussian profile with a full-width-at-half-maximum
of about 0.5 mm. The ion source without mass filter had a larger beam, with a full-
width-at-half-maximum of about 1.5 mm. For the N implantation both beams were
scanned over an area of 6 mm by 6 mm to ensure a homogeneous implantation. The
XPS analysis area is circular with a diameter of 0.8 mm. The area used for the
fluence calculation was 6.5 · 6.5 mm2. The fluence was determined by dividing the
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total current onto the sample by the beam spot size, as measured with a Faraday
cup. The uncertainty in the fluence is estimated from the uncertainty in the area
determination to ±20 %.
To reach the fluences for the D erosion measurements within reasonable time, the
bombarded area was reduced to about 9 mm2. With this smaller area the fluence is
not entirely homogeneous over the bombarded area. Therefore, the D fluence was
deduced from current measurements with a Faraday cup. Within the beam spot
the fluence was locally up to 20 % lower than in the center. A comparison of the
integral of the Faraday cup measurements over the beam spot with the measured
total current onto the sample suggested that the fluence measured with the Faraday
cup may be up to 30 % too low. Thus the estimated fluence uncertainty is −20 %
to +30 %.
3.2 ASDEX Upgrade Experiment
3.2.1 ASDEX Upgrade Tokamak
ASDEX Upgrade (AUG) is a medium sized tokamak with a major radius of 1.65 m
and a minor radius of 0.5 m [5, 46]. Typical operational parameters for AUG are
a toroidal magnetic field of 2–3 Tesla, plasma currents of about 1 MA and a line
averaged electron density of up to 1020 m−3. There are two main operational scenar-
ios, the L-mode and the H-mode with improved energy confinement. The H-mode
is induced by a sufficiently high power input into the plasma. It was discovered
in the Axial Symmetric Divertor EXperiment (ASDEX, the predecessor of AUG)
more than 30 years ago [98]. The confinement in H-mode operation is, because of
a transport barrier close to the separatrix, by a factor of about two better than in
L-mode. Therefore, H-mode operation is is the desired operating scenario for a fu-
sion reactor. However, in H-mode operation an instability called edge localized mode
(ELM) arises (see Ref. [99]). ELMs complicate the interpretation of plasma-wall
interaction experiments in H-mode.
AUG has, as already indicated by its name, a poloidal divertor configuration as
described in section 2.2. A distinctive feature of AUG is its tungsten (W) first wall.
Most of the other fusion experiments still use carbon as wall material, which is not
suited for a fusion reactor [7]. An important consequence of the W wall is a strongly
reduced carbon concentration in the plasma, which necessitates impurity puffing for
radiative cooling as discussed in section 2.6. Nitrogen has been established by AUG
as optimal choice for this purpose [9].
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3.2.2 Plasma parameters
The plasma scenario chosen for the experiments presented in this work is a well di-
agnosed L-mode discharge, guided by the philosophy of a ’simple as possible plasma’
[100]. The chosen discharge scenario is similar to the configurations studied in Refs.
[101, 102]. The direct prototypes for the chosen discharge scenario are #27691 and
#28818 with a plasma current of 1 MA, moderate electron cyclotron resonance heat-
ing of about 450 kW in the plasma center, a line averaged density of about 4·1019 m−3
and a magnetic configuration identical to #27100 described in Ref. [101]. An ad-
vantage of the chosen plasma scenario is the availability of good SOLPS plasma















Figure 3.9: The left picture shows a CAD drawing of AUG overlaid with a camera
image from discharge #29736. The visible radiation is emitted from neutral deuterium,
which is mainly present in the divertor. The right picture illustrates the setup of the
presented discharges: The valve used for N2 puffing is located below the magnetic
X-point and the divertor manipulator (DIM, dashed region) is located above the low
field side strike line. The contours indicate the electron temperatures from the SOLPS
plasma background for the nitrogen seeded phase.
The experiments presented in this work were performed on two different days in
the discharges #29695 to #29698 and #29730 to #29732. The magnetic geometry
and the electron temperature (from a SOLPS simulation, see section 3.3.5) in the
divertor region is shown in Fig. 3.9b. This figure also shows the position of the AUG
divertor manipulator (DIM) system (see section 3.2.3), which was used to measure
the N accumulation on samples exposed to the divertor plasma. The samples were
exposed to different combinations of N-seeded and non-seeded discharges:
• A sample was exposed to discharge #29695, which was a reference discharge
without N2 puff.
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• Samples were exposed to a single N-seeded discharge in #29696 and on the
second day for comparison in #29730.
• A sample was loaded with nitrogen in the N-seeded discharge #29697 and
then exposed to #29698, which was without N2 puff, to study the re-erosion
of nitrogen.
• A sample was exposed to two subsequent N-seeded discharge #29731 and
#29732 to study the fluence dependence of the nitrogen accumulation on the
sample.
Figure 3.10: N puff (lower curve) and
electron temperature close to the outer
strike line during discharge #29696.
The applied N2 puff should be well above
the N background level but should be
as low as possible to not disturb the
plasma. An average N seeding rate of
2.9 · 1020 N/s was chosen. This is a rather
small puff in comparison to the value of
3 · 1021 s−1 suggested in Ref. [14] and
the rates used for radiation control, which
are above 1021 N/s [62, 61]. Valves with
8 toroidally distributed outlets in the roof
baffle were chosen for the puff to maintain
the toroidal symmetry of the tokamak ge-
ometry (Fig. 3.9b). This choice is also
of practical relevance, as these valves are
regularly used for N2 puffing at AUG. As a minimum flux is required to open the
valve, the modulation of the puff visible in Fig. 3.10 (10 ms on, 30 ms off) was
required. The valve is connected to the outlets in the roof baffle via a tube of 3 m
length. The time required for the N2 to move from the valve location through the
tube to the outlet is above 0.1 s, so that the original modulation in the puff is
smoothed out. The time dependence of the resulting N2 puff is further discussed in
section 5.2.1.
Because of the N history effect (see section 2.6) N-seeded discharges increase the N
background in subsequent discharges. There were nine non-seeded discharges prior
to #29695 and there were no N-seeded discharges between #29697 and #29730.
According to N spectroscopy and residual gas analysis, the initial background N
content (N concentration in the core plasma about 0.2 %) was a factor of 2–7 lower
than the N content during the N seeded phase. The initial N background for #29695
and #29696 was a little bit higher than the initial N background in #29730.
The phase of the discharge in which the flattop plasma current and heating power
were available started at 1.2 s and lasted for 3 s. The N2 puff was switched on
at 1.4 s. At 2.4 s the puff was switched off for 0.5 s. This break was introduced
to observe the re-erosion of the previously implanted nitrogen. Unfortunately, as
discussed in section 5.2.1, the turn-off time of the N2 puff was too slow to draw
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conclusions on the N re-erosion. The (modulated) N2 puff and a measurement of
the electron temperature at the lower side of the DIM are shown in Fig. 3.10. This
temperature measurement is close to the strike line, the intersection of the separatrix
with the divertor target plate, where the most intense interaction of the plasma with
the walls takes place.
The electron temperature at this position was not constant over the flattop phase
but drops to lower values when the N2 puff is switched on. At the same time, the
radiation emitted from the divertor plasma starts to fluctuate with a frequency of
4–5 kHz. These observations indicate that, despite the low N seeding rate, the puff
induced a transition into the fluctuating detachment state described in Ref. [102].
During the non-seeded phase in the middle of the discharge the plasma nitrogen
content drops and the divertor plasma changes back to its original (higher Te) state.
Due to the latency of nitrogen in AUG the background nitrogen level rose during our
discharges and the low Te phases became longer. The transition between the high
and low Te divertor plasma state is not instantaneous. Rather the the plasma starts
to oscillate between these two states (at about 40 Hz, consistent with the oscillations
observed in Ref. [102]) indicated by the spikes in the electron temperature in Fig.
3.10. Thereby, the mean value of the temperature and the amplitude decrease
with increasing N content in the plasma. Also short activations of the neutral
beam injection system, required for charge exchange spectroscopy measurements as
explained in section 3.2.4, can bring the divertor plasma back into the high Te state
(e.g. at t=2.3 s).
3.2.3 Divertor manipulator system
Laboratory experiments help to understand the basic processes in the plasma-wall
interaction. Nevertheless, the special environment in a fusion reactor, like impact
angles, energy spectra and composition of the incoming flux, cannot be fully repro-
duced under laboratory conditions. Therefore the knowledge gained from laboratory
experiments must be verified in fusion experiments. As a good base pressure of about
10−5 Pa is required for plasma operationg, most parts of the wall are only accessible
between experimental campaigns.
To facilitate experiments where material samples shall be exposed to a limited num-
ber of discharges, AUG is equipped with a divertor manipulator (DIM) system. This
system employs a load lock to allow exposition of samples to single discharges. Af-
ter exposition the samples are retrieved for ex situ analysis. As shown in Fig. 3.9b
(in section 3.2.2) the divertor manipulator system is located in the outer divertor
and could host samples of 1 cm width (in toroidal direction) and 4.5 cm length (in
poloidal direction). In the experiments presented in this work, samples with a 2 µm
thick W layer on a fine grain graphite substrate were exposed to the plasma. The
W layers were produced by combined magnetron sputtering and ion implantation
gAfter venting with air the AUG vacuum vessel is baked for several days at 150 ◦C [46, Ch. 2]
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Figure 3.11: Picture of the tungsten coated samples prior to their exposition in the
AUG divertor manipulator (a). The microscope image after exposition (b) shows the
roughness of the samples, caused by the graphite substrate.
[105]. This is the same production process as used for coating the AUG tiles. The
fine grain graphite substrates have a rough surface which carries over to the tung-
sten coated surfaces. A picture of the samples prior to exposition is shown in Fig.
3.11a and a microscope image of the rough surface in 3.11b. The increase of the
effective surface area by the roughness was one of the proposed explanations for
the discrepancy in the nitrogen saturation areal densities deduced from laboratory
experiments and AUG measurements as discussed in section 2.6. This is discussed
further in section 5.1.1.
After the exposure the samples were stored in a vacuum exsiccator with a dry
vacuum environment at a pressure below 700 Pa. The main analysis was done by
NRA as described in section 3.1.2. The results are presented in section 5.1. The
samples were also analyzed by XPS measurements and optical microscopy, however,
without conclusive results.
3.2.4 Spectroscopy and Fast Cameras
The light emitted from ions in the plasma is an indication for their distribution
in the plasma. Unfortunately, similar to the case of XPS (see section 3.1.1), the
interpretation of these measurements is not always straight-forward. This section
gives a short introduction into spectroscopic measurements. More details on such
measurements, their application and possible problems or pitfalls can be found for
example in Refs. [5, 101, 106, 107].
Atoms and (not fully ionized) ions in a plasma can be excited by an electron impact.
For the case of a fusion plasma, deexcitation mostly takes place by spontaneous emis-
sion of characteristic line radiation. Fusion plasmas are optically thin for impurity
radiation so that the emitted radiation leaves the plasma without further interfer-
ence [108]. While hydrogen is fully ionized already at an electron temperature of a
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few eV [108], nitrogen becomes fully ionized only above 100 eV as can be seen from
the ADAS data in Fig. 2.8. At lower temperatures it can emit line radiation. This
radiation increases the power loss from the plasma and can be used for diagnostic
purposes. The number of photons emitted per second is proportional to the density
of the emitting ion state but depends on the local electron density and temperature,
too.
The measurement of radiation via spectroscopy or cameras is routinely used for
diagnostic purposes, but underlies some restrictions. A first problem is that such
measurements always give line integrated information, which is difficult to interpret
for inhomogeneous plasmas. Special techniques like charge-exchange spectroscopy,
which is explained below, allow for a good localization of the measurement but are
restricted to certain positions. A deconvolution of line integrated measurements is
only possible assuming certain symmetries and requires a large number of lines of
sight at suitable positions. The same problem, the interpretation of depth integrated
measurements, already appeared in the XPS experiments 3.1.1 and was tackled
by a forward calculation. With WallDYN-DIVIMP calculations of the impurity
distribution in the plasma, the same approach can be used for plasma spectrometry
(see section 3.3.3).
However, the challenges in the forward calculation are different between XPS and
plasma spectroscopy. Emitted photons can cross the plasma essentially without fur-
ther interaction as the plasma is optically thin. Therefore, the mean free path of
photons is infinitely long. On the other hand, the generation process of the radiation
from the plasma is rather complex. First one has to decide between the different
ionization stages of one element. Furthermore the number of emitted photons de-
pends on the local electron temperature and density, which may be subject to larger
uncertainties. A simulation result showing the number of emitted photons per ion is
shown in section 3.3.3. It shows that this number can vary over orders of magnitude
within a few centimeters.
Also technical problems, like reflections from the metallic first wall and the harsh
environment in a fusion reactor, complicate the quantitative evaluation of spectro-
scopic measurements. Because optical equipment in the visible range is much easier
available than equipment for shorter wavelength, mostly the visible wavelength re-
gion is used for spectroscopic analysis. Unfortunately, not all ionization states of
nitrogen are observable in this wavelength region.
The geometric lines of sight used for the passive divertor spectroscopy are shown in
Fig. 3.12. Additionally, cameras with suitable filters were used. Cameras have the
advantage of giving good spatial resolution. However, the filters may not remove the
complete background radiation and cameras are less sensitive than spectrometers.
Emission at the following wavelength was analyzed for the present work:
• The emission of neutral nitrogen atoms at 746.8 nmh. The calibration of the
hThe ADAS data does not resolve the total angular momentum. The considered transition is
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Figure 3.12: The lines of sight used for the divertor spectroscopy in this work cover
most of the divertor volume. From the thick drawn lines timetraces are shown in
section 5. All lines of sight are compared in Fig. 5.12, where their angle with the
horizontal, as indicated in the lower left, is used as x-axis.
spectrometer for the low field side lines of sight (RON, ROV) was extrapolated
to this wavelength and is therefore associated with some uncertainty. For the
high field side lines of sight (RIN) no special calibration was available, so only
an average calibration factor could be used.
• The emission of N1+ at 399 nm, around 500 nm and at 568 nm.
• The emission of N2+ around 410 nm.
• The N7+ charge exchange line at 567 nm [109].
• The emission of neutral tungsten at 401 nm.
Emission from neutral atoms has the advantage of being very localized (because of
the quick ionization) and is closely related to the influx into the plasma at the ob-
served wall position. However, nitrogen ions may be directly created by dissociative
ionization of Nz+2 . The region around 500 nm is dominated by strong nitrogen emis-
sion and therefore the most certain region to observe nitrogen. In return, more in-
formation is available with spectrometers observing the wavelengths around 400 nm
(with 3 relevant peaks) or 746 nm (with neutral nitrogen). As also the nitrogen
peaks in this region could easily be observed, future measurements should focus on
a triplet, where three final states with different total angular momentum exist. For a comparison
to ADAS all three intensities must be added. Unfortunately, one of the transitions overlaps with
another peak. For this reason only the most intense peak at 746.8 nm is used for the evaluation.
The relative intensities of the peaks are 1:2:3, corresponding to the degeneracies of the final states.
This allows to calculate the total intensity from the measurement of one peak.
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these regions. Fast cameras with filters were used to observe the emission around
502 and 747 nm.
A more sophisticated spectroscopic technique is the charge exchange recombination
spectroscopy (CXRS) [109]. For this technique the photons emitted after charge ex-
change collisions are measured. At AUG, CXRS observes the core plasma at the low
field side midplane. At this position, charge exchange collisions almost exclusively
take place with particles from the neutral beam injection. The neutral beam injec-
tion is originally one of the heating methods used in fusion plasmas [5]. It locally
injects energetic neutral hydrogen and so the origin of the charge exchange emission
can be precisely determined. A detailed analysis of CXRS measurements actually
allows to deduce the concentration of (fully ionized) nitrogen in the core plasma
[109]. The charge exchange spectroscopy employs different lines of sight to measure
radial profiles of the concentration. However, the core nitrogen concentration in
the studied discharges was homogeneous, so only radially averaged concentrations
are given. As already indicated, the neutral beam injection must be activated for
CXRS measurements. Because the applied heating power had to be kept below the
H-mode threshold, such measurements are only available at particular times.
3.2.5 Residual Gas Analysis
Measurements with mass spectrometry allow to measure the local gas composi-
tion. Unfortunately, mass spectrometers can only be installed outside of the main
magnetic field [110]. Still residual gas analysis allows to estimate the amount of ni-
trogen retained in the vacuum vessel and to study the conversion of puffed nitrogen
molecules to ammonia.
Two mass spectrometers were installed at AUG at the time of the experiments
presented in this work. As Fig. 3.13 shows, the mass spectrometer HPQI was
installed below the inner divertor and HPQO was installed in the pumping duct
on the low field side. Particles from the plasma must travel through the small slits
between the divertor target plates and the roof baffle to reach the mass spectrometers
and the pumping system.
The intensities measured with a mass spectrometer can be converted to partial
pressures via a calibration. Unfortunately, no special calibration experiments as
performed in Ref. [111] are available from the relevant experimental campaign. The
calibration was therefore performed via capacitance manometers, installed next to
the mass spectrometers, and detection efficiencies: Via the capacitance manometers
a calibration factor could be determined for the dominating deuterium molecules,
relating the intensity at m/Z = 4 (corresponding to D+2 ) to the deuterium par-
tial pressure. The calibration factor for N2 was then determined via the detection
efficiencies given in Ref. [111].















Figure 3.13: The AUG vacuum pumping system comprises continuously operated
turbo molecular pumps and a liquid helium cryopump, which is switched on for the
experiments. The residual gas analysis is based on two mass spectrometers, HPQI and
HPQO. The figure is based on Fig. 1 from Ref. [72].
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, from Ref. [112]) based on the formula [111]:
Σ = c ·
∫ ∞
0
pA(t) S(t) dt (3.5)
with c = 1
kB T
≈ 2.5 · 1020 molecules
Pa m3
.
The main turbo molecular pumps are installed far away from the plasma (lower right
in Fig. 3.13). Further auxiliary turbo molecular pumps are installed for the mass
spectrometers and some further diagnostic or heating systems. When the in vessel
liquid helium cryopump is in operation, its pumping speed is more than a factor of
five larger than the pumping speed of the turbo pumps [112].
More details on the calibration, evaluation and uncertainties can be found in ap-
pendix B and Ref. [111].
3.3 Computer Models
3.3.1 SDTrimSP
SDTrimSP [28, 29] is a code to simulate the interaction of energetic particles with
solids in the binary collision approximation (BCA), as described in section 2.3.2.
BCA codes like SDTrimSP are routinely applied and in general give a good agree-
ment to experimental measurements for sufficiently high energies [35].
SDTrimSP uses the Monte Carlo approach to simulate the transport of atoms in
amorphous solids. Quantities like the path traveled between subsequent collisions
and the impact parameter for the collisions are determined with a random number
generator independently for each collision. It has been found that this approach also
gives good results for polycrystalline samples [32, section 4.2].
For the calculation of the path lengths between subsequent collisions the local density
ρ(d) has to be known. For mixed materials this density is calculated by SDTrimSP
assuming that the atomic volumes are independent of the composition. For the
simulations presented in this work the atomic volume of nitrogen was adapted to
match the density of tungsten nitride given in Ref. [69]. A more physical depth
(d) scale than the length (e.g. in nm) is a depth specification in terms of the areal
density:
d [areal density] =
∫ dnm
0
ρ (dnm) ddnm (3.6)
This depth scale is used in Figs. 4.10, 4.11 and 5.7.
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SDTrimSP can be operated in a static or dynamic mode. In the static mode the tar-
get composition is fixed and values like sputter yield or implantation depth are cal-
culated. This mode was used to calculate sputter and reflection yields for WallDYN
(see section 3.3.3). In the dynamic mode each particle represents a certain fluence
and modifies the depth dependent target composition by sputtering, implantation
and recoil generation. This mode was used for the SDTrimSP simulations shown in
sections 4.1, 4.2 and 5.1.
In general SDTrimSP is well tested. Still the applicability of SDTrimSP for indi-
vidual systems has to be verified, especially when chemical effects become impor-
tant. Therefore, SDTrimSP simulations can be optimized by adjusting available
parameters from a comparison of simulations to experimental measurements. Two
important parameters are the surface binding energy (SBE) and the maximum con-
centration of a given species. As already described in section 2.3, the SBE determines
whether particles actually leave the sample when they reach the surface.
The chemical interaction between particles is not included in SDTrimSP. Therefore
it would be possible in the simulation to form a target of pure nitrogen, while
in reality nitrogen would start to effuse from the surface. This behavior can be
imitated by setting a maximum concentration for nitrogen, limiting the nitrogen
concentration in each depth layer to the given value (see Fig. 4.2). Still this is only
a crude model because excess nitrogen is simply removed, while in reality it diffuses
through the target. As more advanced simulations (e.g. molecular dynamics) are
not available, the validity of this model can only be checked by comparison to
experimental measurements.
A depth profile calculated by SDTrimSP for the implantation of N into W is shown
in Fig. 3.14. The calculation was done with a N energy of 2.5 keV at 45◦ impact
angle, no restriction on the maximum N concentration and a surface binding energy
(SBE) for N which varied with the surface composition from 4.4 eV (pure W) to
3.5 eV (with N). An input file containing the parameters used for the simulations
given in this work can be found in appendix A.
3.3.2 Forward calculation of XPS intensity ratios
XPS measurements (see section 3.1.1) are weighted averages over a depth of roughly
three electron inelastic mean free paths. The weight function is an exponential,
strongly emphasizing the contribution from the surface. Quantification of XPS
results based on the simple application of relative sensitivity factors is naturally
not possible for inhomogeneous materials. However, the conversion of a given depth
profile (assuming lateral homogeneity) to XPS intensity ratios is possible by applying
the formula (3.2). So it is actually possible to test whether a given depth profile is
consistent with measured XPS intensities.


















Figure 3.14: The black line is the N depth profile calculated for 2.5 keV N implan-
tation. The green dashed line represents the contributions from different depths to the
measured XPS intensity, i.e. the contributions to the sum in equation (3.8).
illustrated in Fig. 3.15. In a first step the intensity emitted from every SDTrimSP
depth layer is calculated. Since the composition is homogeneous within one SDTrimSP
layer, the outgoing intensity in peak A can be calculated for a layer k analytically:







In this expression ξA contains all the prefactors from equation (3.2), ρA,k is the
number density of species A in layer k, λk the product of the electron inelastic
mean free path in layer k with cosα, the cosine of the angle between surface nor-
mal and detector, and ∆xk the thickness of layer k. The fraction of the intensity






. The contribution from different layers to the intensity at the
surface, IA,k · exp
(
−∑k−1j=0 ∆xjλj ), is shown as green dashed line in Fig. 3.14 for a
nitrogen implanted tungsten surface with the XPS parameters described in section












The applied cross section data is taken from Scofield [113] and the electron inelastic
mean free path is calculated with the G1 equation for inorganic compounds [114].
The angular dependence includes the elastic collision correction calculated with the
formulas in Ref. [115] and employs the asymmetry parameters from Yeh [116].
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Figure 3.15: For the calculation of the XPS intensities from the concentration depth
profile (black line) the emission from each depth interval is calculated and then summed
up.
Due to the uncertainties in the input parameters, like the electron inelastic mean free
path [114] and photoelectron cross section, also the result of the forward calculation
is associated with an uncertainty. Unfortunately, the uncertainties in the input
parameters are not quantified. For this reason a calculation of the uncertainty
via error propagation, which is in principle possible with the forward calculation,
was not performed. From published comparisons of theoretical calculations with
measurements [117, 118] and a comparison of our own calculations with peak ratios
of a pure W sample the error is estimated to ±30 %.
The forward calculation offers the possibility to interpret XPS measurements of ion
implantation by a comparison to SDTrimSP simulations. Deviations between mea-
surement and simulation in the initial phase of the implantation would indicate that
the reflection process is not correctly described by the binary collision approxima-
tion. For large implantation fluences the steady state is set either by the re-erosion
of the implanted species or by the chemical processes limiting the maximum concen-
tration of the implanted species (see section 4.1.1). If SDTrimSP simulations agree
with the experiment at all energies and fluences, it can be assumed that SDTrimSP
describes the implantation and erosion processes correctly.
The application of the developed forward calculation is in no way limited to the
problems presented in this work. For instance it has been applied for the interpre-
tation of XPS sputter-depth profile measurements [119]. Sputter-depth profiling is
widely used for XPS measurements with a depth resolution in the nanometer scale.
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However, the common, direct interpretation of the measurement is difficult and
questionable due to effects like preferential sputtering and ion beam mixing. These
effects are naturally included in SDTrimSP simulations, so that the combination of
SDTrimSP and the forward calculation can improve the reliability of sputter-depth
profile interpretation. Finally, the forward calculation is a valuable tool in the plan-
ning of experiments, by indicating the experimental parameters which should give
the most meaningful results.
3.3.3 WallDYN
Basic WallDYN model
The migration of impurities, as described in section 2.5, controls net erosion of the
walls, impurity content of the plasma, formation of mixed materials and contributes
to the retention of radioactive tritium in the walls. A generic model for impurity
migration, including erosion, transport through the plasma and re-deposition, can
only be handled in computer simulations. Migration is a multiscale problem and
therefore most of the available models either simulate only the impurity transport
in the plasma (assuming a fixed wall composition) or the evolution of the material
surfaces on the microscopic scale (assuming constant impurity fluxes).
To this end the WallDYN code has been developed [15, 22]. It calculates the surface
composition and impurity fluxes self consistently. The self-consistent coupling is
attained by combining models for implantation, erosion and reflection of impurities
with a model for the impurity transport through the plasma. WallDYN can either be
used to predict erosion and migration in future fusion experiments like ITER and to
support the interpretation of available experimental measurements. WallDYN is a
novel tool in the simulation of impurity migration, so comparisons with experimental
measurements are desirable for benchmarking.
The WallDYN model is illustrated in Fig. 3.16. For the numerical simulation the
continuous wall configuration is discretized into wall tilesi. The size of the wall tiles
in poloidal direction is chosen according to the expected gradients: Small tiles (with
a poloidal extent in the cm range) are used in the divertor region and rather large
tiles (up to 0.35 m for the simulations presented in this work) are employed on the
main wall. Each wall tile consists of a thin reaction zone surface and an infinite
bulk with a fixed composition. The composition of the reaction zone is modified
by the incoming impurities and is used to calculate the erosion flux from this tile.
The total areal density of the reaction zone, chosen to match a typical implantation
depth of 4 nm, is kept constant by a flux of matter from or to the bulk.
i Currently this is done only in poloidal direction, assuming a toroidally symmetric wall. How-


















Figure 3.16: For the WallDYN model the wall is discretized into wall tiles. Each wall
tile consists of a bulk and a reaction zone. The composition of the bulk is fixed, the
composition of the reaction zone evolves according to the incoming particle fluxes. The
transport of the impurities through the plasma is parameterized by the re-distribution
matrix calculated with DIVIMP. The re-distribution matrix states which percentage of
the material eroded from a given tile impinges on another tile. Typically the matrix
has strong diagonal terms. A re-distribution matrix for nitrogen in full resolution and
the N fluxes calculated from this matrix are shown in Fig. E.1.
The transport of the impurities from one wall tile to another is described by the so
called re-distribution matrix. This matrix is a parametrization of DIVIMP simu-
lations. DIVIMP is a code that simulates the transport of impurities through the
edge plasma of tokamaks and is described in more detail in section 3.3.4. For a given
source location the charge state resolved re-distribution matrix contains the fraction
of particles which are transported to each of the wall tiles in a given charge state.
An example for a simple, charge state integrated re-distribution matrix is contained
in Fig. 3.16. A realistic charge state integrated re-distribution matrix is shown in
Fig. E.1.
An important input for the DIVIMP-WallDYN simulations is the so called plasma
background. This term denotes spatially resolved information about the (hydrogen)
plasma parameters, like electron density ne, ion densities, electron temperature Te,
ion temperature Ti and the ion flow velocity. Firstly, the plasma background is
required by DIVIMP to calculate the material transport. Secondly, the fluxes of the
main species, usually deuterium, onto the wall are taken from the plasma background
and the kinetic energy of the ions is calculated from the background via formula
(2.2). Available models for the plasma background generation and more details on
the backgrounds used in this work are discussed in section 3.3.5.
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The impurity fluxes in the plasma are determined by the amount of material eroded
from the surfaces. On the other hand, the impurity fluxes impinging on the walls
modify the surface composition and contribute to the sputter erosion of the sur-
faces. Therefore the foundation of WallDYN is the generation and solution of a
self-consistent system of equations for the impurity fluxes and the surface composi-
tion.
WallDYN equations
The system of algebraic differential equations [120] which self-consistently describes































The set of ordinary differential equations (3.9) describes the time evolution of the
areal densities in the reaction zone. The set of equations (3.10) is purely algebraic
and describes the impurity fluxes.
In these equations σel,wk is the areal density of element el in the reaction zone of
wall tile wk and Cel,wk its concentration. qj and ql are the indices for the sums
over the charge states and Zmaxel the maximum charge state of element el. Ions
with very high charge states only occur in the core plasma and partly recombine
before reaching a surface. Therefore, the contribution of very high charge states
to deposition and erosion can be neglected and the set of equations is reduced
by limiting the maximum charge state of heavy elements like tungsten. For the
48
presented calculations the tungsten charge state was limited to Z = 17. RY and
SY are the reflection and sputter yield, respectively (see below).
∑
ej is a sum over
all incoming species (including the hydrogen flux taken from the plasma background)
which contribute to the erosion of the wall. ΓBulk is used to keep the total areal
density in the reaction zone constant and described below.
Γinel,ql,wk is the impurity flux of species el impinging on wall element wk with charge
state ql. These fluxes and the areal densities σel,wk are the unknowns in this system
of algebraic differential equations. RedMatel,q,wj,wk is the charge state resolved re-
distribution matrix and contains the fraction of element el emitted from wall tile
wj ending up on wall tile wk with charge state q. A charge state integrated re-
distribution matrix is shown in Fig. E.1. Γsrcel,qj,wj represents additional fluxes into
the plasma, like impurity puffing.
The plasma wall interaction enters the model through the sputter and reflection
yields (see also section 2.3.3). Both quantities are calculated in WallDYN from fits
to static SDTrimSP simulations [15]. The sputter yield of species el by species ej
with charge state q on wall tile wk is calculated from the Bohdansky formula (2.3),
which describes the energy (E) dependence of the sputtering, and a term which
accounts for a composition (σwk) dependence of the sputter yield:










The reflection yield of species el with charge state q on wall tile wk is calculated
with the formula:










The parameters aek, ρ, α, bek, Eth and Q0 (the last two come from the Bohdansky
formula (2.3)), are obtained from fits to a large number of static SDTrimSP simu-
lations with varying sample composition and varying incident energy. Sputter and
reflection yields for N from the underlying SDTrimSP simulation versus the yields
calculated with equations (3.11) and (3.12) are shown in Fig. 3.17a and 3.17b, re-
spectively. The sputter yield from the model is in good agreement with the sputter
yield calculated by SDTrimSP (the points are close to the diagonal line). The model
for the reflection yield results in somewhat larger deviations, still the model matches
the SDTrimSP results mostly within a factor of two. Further comparisons of the
WallDYN surface model with SDTrimSP simulations will be given in sections 4.2.3
and 5.1.5.
In WallDYN the kinetic energies of the ions are calculated according to equation
(2.2) by Eq,wk = 3 q T
e
wk + 2 T
i
wk. The required electron and ion temperatures are
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Reflection yield from fitted scale law
(b)
Figure 3.17: Comparison of the sputter (a) and reflection (b) yield from SDTrimSP
(y-axes) to the fit (x-axes) of the SDTrimSP results by equations (3.11) and (3.12),
respectively. The individual points correspond to different incident energies (which
causes most of the variation) and sample compositions. For a perfect fit all data
points would lie on the (red) diagonal line. The energy dependence of some sputter
yields is shown in Fig. 2.6.
taken from the plasma background. The reflection yield of nitrogen is modified to
reproduce the saturation of the nitrogen content. This model is described in section
3.3.3.
A special term in the equation for the areal densities (3.9) is ΓBulk. This term has
been introduced to keep the thickness of the reaction zone constant:
ΓBulkel,wk = − H(∆wk) Cel,wk ∆wk

















SY (el, ek, qj, wk)Γinek,qj,wk
]
(3.14)
The sign of ∆ depends on whether there is net erosion or deposition, i.e. whether
the total areal density increases or decreases. For net deposition the Heaviside step
function H(x) is 1 (∆ > 0) and a composition (Cel,wk) dependent flux from the
reaction zone compensates for the net influx from the plasma. For ∆ < 0 (net
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erosion) the step function is zero and the reaction zone is filled up from the bulk
(which has the fixed composition Cbulkel,wk).
The equations (3.9) – (3.14) constitute a complete system of algebraic differential
equations and are solved by the IDA solver [121, 122] for algebraic differential equa-
tions in Mathematica [123]. For a typical WallDYN setup with 3 impurity species
(e.g. elements W, N, B) and 50 wall tiles, the system contains 150 differential and
about 1500 algebraic equations. To improve the numerical stability the internal
units of WallDYN are chosen to give numbers of the order of one. For example the
unit of the fluxes is atoms/A˚
2
/s.
To calculate the re-distribution matrix, a DIVIMP (section 3.3.4) calculation has
to be performed for each wall tile and particle species. DIVIMP calculates the
transport of impurities through the plasma with a Monte Carlo approach. That
means in a DIVIMP calculation a number of numerical particles (N elwk) of species
el is launched from the wall tile wk and the number of particles impinging on wall
tile wj with charge state qj is recorded (N el,qjwj ). As WallDYN actually calculates
the impurity flux densities (number of particles per time and area) the size of the
original and final wall tile has to be taken into account and the redistribution of the







For the calculation of the matrices in this work, N elwk = 50000 particles were launched
per species and wall tile.
Model extensions for nitrogen
A comprehensive description of the implantation and loss processes at the wall
is essential to simulate the evolution of the surface composition and the resulting
impurity fluxes. The original model implemented in WallDYN is suited for elements
whose accumulation on the surface is not limited by effusion. In the course of
this work WallDYN was extended to provide a model for saturating species. Also
the pumping of nitrogen by the vacuum system and the time dependent boundary
conditions resulting from the time dependent N-seeding (see section 3.2.2) had to
be included in WallDYN.
Because WallDYN does not include the actual depth profile, only a simplified model
for the saturation can be used. Based on the discussion given in sections 4.2.1 and
4.2.3, the model should limit the nitrogen areal density to σN ≤ 1 · 1020 N/m2. For
a model to be suited for WallDYN, its physical adequateness is not sufficient. The
compatibility to the original WallDYN model and numerical efficiency and stability
must be considered, too.
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These demands could be achieved by introducing an effective reflection yield with a
proper concentration dependence. In this model the reflection yield is interpolated
between the kinetic reflection yield (RY kinetic) at low concentrations, and an effective
reflection yield of one at the chosen maximum concentration:
RY effective = I(C) + (1− I(C)) ·RY kinetic(σwk, el, ql, wk) (3.16)
In this expression C is the concentration of the saturating species and RY kinetic
the reflection yield according to equation (3.12). I(C) is a function with I(C) = 0
at small concentrations of the saturating species (C < c0). Between C = c0 and
C = cmax the value of I(C) must increase from zero to one. This specifies the
interpolation conditions (I(C = c0) = 0 and I(C = cmax) = 1). The additional
demand of a continuous first derivative at C = c0 (I
′(C = c0) = 0) improves the
numerical properties of the function and suggests to use a second order polynomial:
I(C) =







For C > cmax, I(C) becomes larger than one. Under these conditions excess material
is outgassed and the concentration still approaches cmax. This property is desirable
because numerical effects or a time dependent cmax could lead to situations with
C > cmax. c0 is set to cmax/2. This makes the transition from the kinetic reflection
yield to a value of one rather smooth. Physically the smoothness reflects the fact
that the considered reaction zone averages over a finite wall element and over depth.
So part of the considered reaction zone volume will already be in saturation (and
loose N via effusion) when the average concentration is still below cmax.
According to the laboratory experiments presented in section 4.1, the maximum
concentration of N in tungsten is 50 %. However, this value should not be directly
used as cmax in WallDYN. The concentration of 50 % is only reached in a certain
depth interval, while the average N concentration in the uppermost nanometers is
smaller. With the default value for the reaction zone thickness of 4 nmj and a
maximum concentration of 30 % the nitrogen saturation sets in somewhat below 1 ·
1020 N/m2. This is the value suggested for the saturation areal density by laboratory
experiments and SDTrimSP simulations in sections 4.1.1 and 4.2. One should note
that the N areal density in WallDYN is usually increased above the reaction zone
inventory by the bulk flux according to equation (3.13).
An effect which still may increase the N areal density over the value corresponding
to a saturated reaction zone, is the so called co-deposition. This mechanism is
important when significant amounts of eroded wall material are re-deposited at
jCorresponding to an initial tungsten areal density of 2.4 · 1020 W/m2
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the considered position. Implantation depth and concentration of nitrogen still are
limited, but as the surface continuously is covered with ’fresh’ material, the area
can collect more and more of the saturating speciesk. Co-deposition is known to
be important for tritium retention with carbon walls [7] and should have the same
effect on nitrogen retention. It is included in the WallDYN model through the bulk
flux: When there is a boron or tungsten influx into a previously saturated reaction
zone, part of the N is transferred from the reaction zone to the bulk and additional
N may be deposited in the reaction zone. As discussed in section 3.3.3, the model
becomes flawed when a wall tile switches from net deposition conditions to net
erosion conditions.
Due to regular boronizations [124, 125], parts of the AUG first wall are covered with
boron. The initial wall composition in the WallDYN simulations was pure tungsten
around the outer strike line (black region in Fig. 3.18) and a mix of 80 % tungsten
and 20 % boron for the rest of the wall (gray regions in Fig. 3.18). Boron, similar to
tungsten, forms the stable compound BN with nitrogen. Furthermore, the formation
of BN can be described in the binary collision approximation, neglecting chemical
effects such as thermal diffusion [126]. The WallDYN model for the saturation of N
is therefore applied for boron containing regions of the wall, too.
An essential loss mechanism for gaseous species like N2 is the pumping by the vac-
uum system. An introduction to the AUG vacuum system is given in section 3.2.5.
Including the neutral particle transport from the divertor slits (shown in Fig. 3.13)
to the pumps would require computer simulations on a kinetic level. As a first ap-
proximation the wall areas corresponding to the divertor slits are regarded as pumps.
This can be achieved in the WallDYN model by setting the sputter- and reflection
yields of the corresponding tiles to zero. This model should rather overestimate the
pumping because the backflow of gas from the pumping ducts to the main chamber
and sticking of gas to the pumping duct surface is neglected. Also the slit geome-
try is not reproduced by the simulation in full detail and the inner divertor slit is
somewhat larger than in reality. The pumping tiles are shown in Fig. 3.18 as green
areas.
Usually WallDYN has been used to simulate the long term evolution of the surface
composition for one set of boundary conditions. In the experiments carried out in
the course of this work the nitrogen puff was suspended in the mid of each discharge
for 0.5 s (see section 3.2.2). Two approaches were used to include the resulting
time dependent boundary conditions in the simulations: In the first approach one
re-distribution matrix, either more appropriate for the high or the low Te phase
(see section 3.2.2), was chosen and the N puff source and the particle energy at the
outer strike line were varied in agreement with the experimental conditions by time
dependent boundary conditions. In the second, more refined approach, each phase
was simulated by a single WallDYN setup and the SOLPS plasma background cor-
responding better to the plasma state in this phase was chosen. The main difference
kThis is analogous to sublimation pumps, where materials like titanium are evaporated from
















Figure 3.18: Wall setup in WallDYN. The gray lines indicate walls with 20% boron,
the black line a pure W wall. The green line shows the pumping tiles, the cyan line the
source of the N puff and the red line indicates the position of the divertor manipulator.
The circles indicate the wall discretization. The numbers on the inside give the index
of the wall tile at this position, the numbers on the outside indicate the distance along
the wall from the first tile. A zoom of the divertor area is shown in Fig. 3.9b.
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to the first approach was that also the re-distribution matrix was chosen according
to the current divertor plasma regime (low/high Te). The plasma backgrounds and
this approach are further discussed in section 3.3.5.
Limitations of the WallDYN code
WallDYN attempts to summarize all processes which are relevant for the evolution
of the plasma facing surfaces. Nevertheless, such simulations can only be performed
with some approximations. First, the simplifications and potential uncertainties
arising from the WallDYN model for the plasma-wall interaction shall be discussed:
• WallDYN assumes a toroidally symmetric wall. This approximation is not
fully fulfilled, especially for the low field side main wall (to the right in Fig.
3.9), where diagnostic and heating systems are installed. Also details like gaps
between tiles or shadowed areas are not present in the simulations. Further-
more, WallDYN assumes an infinite ratio of major to minor radius (aspect
ratio), i.e. a straight tokamak instead of an actual torus. This means that in
WallDYN the surface area on the high magnetic field side is as large as on the
low magnetic field side, although in reality this is not the case because of the
different radii.
• WallDYN does not calculate the elemental depth distribution but only cal-
culates an average reaction zone composition. To keep the thickness of the
reaction zone constant, a bulk flux was introduced in the set of equations 3.9.
This becomes problematic, when a wall tile undergoes a transition from net
deposition to net erosion conditions. In this case WallDYN cannot reverse the
bulk fluxl but replenishes the reaction zone according to the fixed bulk com-
position. That means material transported during the net deposition phase to
the bulk zone cannot be re-eroded (see also section 5.1.4). As discussed in sec-
tions 4.2.3 and 5.1.5 the calculation of the erosion flux from a surface averaged
concentration is also a possible source for errors. An improved surface model is
under development [127]. The new model simulates the full depth profile based
on a convection-diffusion equation. However, effects like ion beam mixing and
recoil implantation are not yet included in this model.
• The reflection and and sputter yields are originally determined for smooth
surfaces and may be higher or lower for rough, technical surfaces. Also the
angle of the incoming ions and their energy distribution are only known ap-
proximately.
• The re-distribution matrix is calculated for fixed initial energy distribution of
the atoms and for a cosine angular distribution of the initial velocity direction
lHowever, it is possible to calculate the areal density deposited in the bulk during post process-
ing.
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(see section 3.3.4). In reality, the angular and energy distribution depend on
the surface morphology and the generation mechanism of the atoms (gas puff,
evaporation, reflection, sputtering). An additional complication for nitrogen
is its occurrence in molecular form. This topic is further discussed in section
3.3.4.
• There is a strong dependence on the plasma background. This is mainly caused
by the dependence of the re-distribution matrix (i.e. the transport of material
through the plasma) on the plasma background.
• The time evolution of the plasma can only be included approximately, espe-
cially effects during ramp-up or ramp-down of the plasma are neglected.
• Additional physical effects which are currently not implemented (like arcing,
chemical reactions or deposition of dust particles) can play a role.
Another uncertainty in the WallDYN simulations is the initial surface composition.
It is only known for freshly installed surfaces. For AUG the original W surface is
partly covered with boron and carbon layers [128, 129]. Measurements of the surface
composition are associated with a large effort and only performed every few years.
It is also not possible to simulate the initial wall configuration with WallDYN, as
the variety of performed plasma discharges is too large and the wall conditioning by
boronizations cannot be included.
Also the transport of the impurities is treated with some approximations in Wall-
DYN (additionally to the approximations made in DIVIMP, see section 3.3.4).
Firstly, the charge state of heavy elements like tungsten is limited to reduce the
number of equations. However, with the chosen maximum charge state (Z ≤ 17)
less than one percent of the tungsten flux are affected by the cutoff. Secondly,
the impurity fluxes are calculated from algebraic equations, assuming that the wall
composition only changes little during the time between erosion and re-deposition.
That means the transport time of the ions is neglected. Most of the ions are only
transported through the SOL plasma and re-deposited within a few milliseconds.
Including the transport time by using delay differential equations is not possible
with the currently used Mathematica implementation. A possible approximation
would be to describe the delay by an exponential function. Under this condition
the delay differential equation can be rewritten as ordinary differential equation as
described in Ref. [130].
Summing up one has to conclude that a large number of approximations enters the
WallDYN simulations. Their impact depends on the considered problem and has
to be assessed for the concrete situation. To obtain confidence in the simulations,
but also to learn about possible pitfalls, the code must compared to experimental
measurements to assess its validity.
When one of the WallDYN approximations is found to be invalid it may still be
possible to combine WallDYN results with more specialized codes (like SDTrimSP
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or ERO [131]). For example when depth profile effects are expected to become
important the fluxes from WallDYN can be used for SDTrimSP simulations as shown
in section 5.1.5.
Synthetic spectroscopy
As described in section 3.2.4, the interpretation of spectroscopic measurements from
fusion plasmas is difficult. However, with a given plasma background, charge re-
solved impurity distribution and known atomic data the resulting spectroscopic
measurements can be calculated with a virtual diagnostic. For this work I im-











In this formula zi→j is the number of photons emitted from an ion with charge state
z in the transition i → j. This number is calculated by multiplying the Photon
Emissivity Coefficients (PEC) with the electron density and the density of the
feeding charge state. Mostly the emission is from ions excited from the ground state
of charge state z (PECexci→j) by electron impact. However, excited ions with charge
state z can also be produced by recombination of an ion with charge state z + 1
to charge state z (PECreci→j). The PECs depend on the local electron density and
electron temperature and are provided for a broad range of ions by the Atomic Data
and Analysis Structure (ADAS) project [50].























399.5  nm emission
for unit N1+ density




per cm3 and second (i.e. product
of ADAS PEC and electron density) for
the divertor region.
The number of 399.5 nm photons emitted
per volume and time and per N+ is shown
in Fig. 3.19. This calculation is based on
the SOLPS plasma background (see section
3.3.5) corresponding to the nitrogen seeded
low Te plasma and ADAS data [50].
The ion densities, required for the evalu-
ation of equation (3.18), can be directly
computed from the DIVIMP output gen-
erated during the calculation of the re-
distribution matrix: From the DIVIMP
calculations the impurity density in the
plasma for unit outflux from a given tile is
known. In WallDYN the outflux from each
wall tile is calculated. In the employed
trace approximation the impurity density
can then be calculated as the sum of the
contributions from the individual wall tiles.
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The number of photons emitted per volume
can be calculated from the photon emission
per ion and the ion density. This quantity is shown in Fig. 5.13a for the emission
from neutral nitrogen. The photons can cross the, optically thin, plasma without
further interaction. The number of photons detected by the spectrometers can
therefore be calculated by a line integral over the number of photons emitted per
volume along the lines of sight. A comparison of simulated spectroscopic intensities
to measurements is presented in section 5.2.
3.3.4 DIVIMP
DIVIMP (short for DIVertor IMPurity) [132] is a plasma physics modelling code
which simulates the transport of impurities in a fusion experiment with divertor
configuration. It is based on the LIM code (Limiter IMpurity) [133] for limited
plasmas (a magnetic configuration without divertor). The code is based on a Monte
Carlo approach and includes ionization and recombination processes and the motion
due to the forces described in section 2.5.
There are several codes available which can calculate the impurity transport. A
major advantage of DIVIMP (e.g. over SOLPS with a more complete physics model)
is the short time it takes for a calculation. This is important for WallDYN, where
a large number of simulations is required for the re-distribution matrix (like the
one presented in Fig. E.1). Usually several WallDYN simulations with different
re-distribution matrices are performed for one problem, to test the influence of
parameters like the diffusion coefficient and plasma background. The number of
Monte Carlo particles launched (50000 per calculation) was chosen sufficiently large
to make the resulting error in the WallDYN simulations negligible.
The DIVIMP simulations employ a number of approximations for the calculation of
the impurity transport. The most important of them are listed in the following:
• DIVIMP employs the trace approximation to calculate the impurity trans-
port. That means electron density, temperature and ion flows are taken from
a plasma background (see section 3.3.5) and do not depend on the impurity
distribution. Because the plasma background determines ionization, recombi-
nation and the forces acting on the ions parallel to the magnetic field, DIVIMP
simulations are very sensitive to it. When the plasma conditions change dur-
ing the experiment, e.g. because of an increasing impurity content, DIVIMP
simulations with various plasma backgrounds have to be performed.
• The impurities are launched as atoms with a cosine angular distribution [26,
Ch. 9.3] and an energy of about 3 eV. This energy is in the range of half the
surface binding energy, where the energy distribution of sputtered particles has
its maximum [30]. However, nitrogen may enter the plasma in the form of ther-
mal N2 or even NH3 molecules and the dissociation chains of these molecules
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cannot be calculated with DIVIMP. The most likely effect of molecules would
be to change the spatial ionization pattern. To test the sensitivity of the ion-
ization pattern to the initial conditions of the particles, a WallDYN-DIVIMP
simulation with an initial energy of the nitrogen atoms of around 0.03 eV was
performed. The resulting deposition in the outer divertor was the same as
for 3 eV. The impact on the core nitrogen concentration is discussed in sec-
tion 5.2. These results indicate that there are differences between launching
N atoms and nitrogen containing molecules, but that launching N atoms is an
acceptable approximation. Also in SOLPS simulations only a small difference
was found between starting N2 molecules and N atoms [136].
• The transport of particles perpendicular to the magnetic field lines is modeled
in DIVIMP via an anomalous perpendicular diffusion coefficient of D⊥, which
is constant over the whole computational domain. A diffusion coefficient of
D⊥ = 0.5 m2s−1 was applied in the calculations presented in this work. This
value was adopted from the SOLPS plasma background simulation and is in the
typical range [134, 135]. Increasing the diffusion coefficient to D⊥ = 1 m2s−1
leaves the outer divertor deposition unaffected and decreases the nitrogen con-
centration in the core plasma. The motion of ions due to classical cross field
drifts (see section 2.5) is not included in DIVIMP.
• The standard expression for the temperature gradient force is taken from the
fluid approximation and neglects kinetic effects. The importance of the effects
described in Ref. [53] was checked by calculating one re-distribution matrix
with the DIVIMP implementation of the Reiser collision operatorm. A signif-
icant effect was only found for the tungsten transport in parts of the outer
divertor, which has no impact on the presented results.
• DIVIMP assumes (as WallDYN) an infinite aspect ratio, that means the
toroidal curvature of a tokamak is neglected in DIVIMP. This curvature causes
the so called mirror force which can modify the movement of the ions parallel
to the magnetic field. The curvature could also play a role for the neutral
transport, because it opens a line of sight transport channel to wall elements
which cannot be reached directly in a straight device.
3.3.5 Plasma backgrounds
An essential input into WallDYN and DIVIMP is the plasma background, i.e. spa-
tially resolved information about plasma parameters like electron and ion densities,
temperatures and the mean ion velocity. Plasma backgrounds can be generated with
sophisticated models like SOLPS or with simpler models like the onion-skin model
(OSM) [8, 132, 137, 138].
mThis implementation of the collision operator has not been tested and results based on it should
currently not be published [139].
59
SOLPS
The simulations presented in this work are largely based on plasma backgrounds gen-
erated with the SOLPS5.0 code package by L.A. Mantila [103, 104]. SOLPS (Scrape-
Off Layer Plasma Simulation) consists mainly of two coupled codes, EIRENE and
B2.5 [41]. EIRENE is a Monte-Carlo code which calculates the neutral transport
on a kinetic level [140]. B2.5 is a two dimensional Braginskii multi-fluid model [52]
where electrons and each ion charge state are treated as individual fluid species.
SOLPS calculates a self-consistent solution of the plasma background. Version 5.0
of SOLPS includes also the perpendicular transport of ions caused by classical cross
field drifts (E ×B and diamagnetic) [141].
Two SOLPS plasma backgrounds are employed to reproduce the observed plasma
states (see section 3.2.2). The first one corresponds to the plasma state without
N-seeding and higher Te at the outer strike line. The second solution includes the
effect of N-seeding on the plasma, reproducing the low Te divertor conditions.
SOLPS is a sophisticated model, but still the measured plasma parameters are
only partly reproduced. Generally the plasma parameters in the outer divertor
are reasonably matched by SOLPS plasmas. Deviations exist mostly in the inner
divertor region and in the simulated ion flows [42]. The ion flow is calculated self-
consistently in SOLPS, but the simulated flows are smaller than the measured ones
(see section 2.4). Another shortcoming of SOLPS is the computational grid, which
covers only the part of the SOL directly connected to both divertors via magnetic
field lines (see Fig. D.1). For the simulations employed in this work the gap between
the SOLPS plasma and the wall was bridged with an OSM solution as described in
Ref. [44] (see Fig. D.2).
Onion-skin model
In the onion-skin model, the plasma is considered to consist of independent, radially
separated one dimensional flux tubes. For each of these flux tubes a solution is
generated which interpolates a set of prescribed plasma parameters. Usually the
prescribed parameters are taken from measurements and specified at three poloidal
positions, an upstream position and the two intersections with the wall. The 2D
plasma background is simply assembled by combining 1D solutions. The 1D models
are usually based on less sophisticated equations than the fluid equations used in
SOLPS. This simplicity of OSM provides a certain flexibility, which is not available
in SOLPS.
The equations employed in the DIVIMP OSM SOL28 model, the DIVIMP OSM
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solver applied for this workn are [142, 138, 143]:
d
ds








= Smomentum + Amomentum
(3.19)
The equations represent particle and momentum conservation for steady state con-
ditions (∂ n
∂t
= 0 and ∂ nmv
∂t
= 0). In these equations s is the coordinate along the flux
tube, ni the ion density, vi the ion velocity, Sparticle and Smomentum the particle and
momentum source from ionized neutrals. Aparticle and Amomentum are ’anomalous’
source terms which are used to fit the model to the boundary conditions. The tem-
perature profile (along a flux tube) is calculated by interpolating the temperature
boundary conditions with a model that assumes heat transport via heat conduction.
The source terms S presents an extension to the basic OSM. They are calculated
by iterations with EIRENE [140] simulations of the neutral hydrogen transport.
Another specific feature of the DIVIMP OSM solver is the possibility to manually
specify the ion flow velocity [44]. As discussed in section 2.4, the SOL flow velocities
are important for the impurity transport and not correctly reproduced in SOLPS
simulations.
Employed plasma backgrounds
The most sophisticated approach to reproduce the experimental conditions should
be a combination of the SOLPS plasma backgrounds, extended by an OSM solution
to the main wall: The background corresponding to the non-seeded high Te plasma
is applied from the beginning of the simulated phase at 1.3 s (discharge time) to
1.7 s and from 2.5 to 3.2 s. The background corresponding to the N-seeded low Te
plasma is employed from 1.7 to 2.5 s and from 3.2 to 4.55 s. This is about 0.2 s longer
than the experimental flattop phase. The experimental measurements are mostly
compared to this simulation. In simulations which employ only one background
the high Te solution is used for non-seeded discharges (e.g. for the simulation of
discharge #29698), for N-seeded discharges (e.g. in section 5.4) the low Te solution
has been applied. In fact, simulations employing only the low Te SOLPS plasma
background give very similar results to the simulation switching between the two
SOLPS backgrounds.
On top of this, some of the results are compared to WallDYN simulations based on
OSM plasmas. Firstly, this allows to create customized plasma backgrounds which
help to better understand the transport of nitrogen through the plasma. Secondly,
OSM plasma solutions are routinely used in the interpretation of material migration
n For the OSM plasma in the far SOL, which is used to extend the SOLPS simulations up to
the main wall, simpler equations (instead of (3.19)) are used as described in [44].
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experiments, for example in Refs. [134, 22]. The comparison of simulations based
on SOLPS and OSM solutions allows to test the applicability of OSM results.
The OSM plasma backgrounds are based on the low Te SOLPS plasma solution,
which has been found to be more appropriate for the simulation of nitrogen depo-
sition. The boundary conditions given by this SOLPS solution are specified at the
divertor targets and the low field side midplane. Based on these three radial profiles
a ’simple’ OSM background has been generated. Two further OSM solutions with
customized parameters have been employed for this work:
• A background where the flows are modified with respect to the ’simple’ back-
ground by imposing additional boundary conditions on the flows (see Fig.
D.5).
• A background where the flows and the outer divertor plasma are modified.
This OSM solution has a lower plasma temperature in the outer divertor and
is closer to the SOLPS background in this region (see Fig. D.6).
The second and the third OSM background are explained more detailed at their
application in section 5.1.3. Plots of the electron temperature, electron density and
flow velocity of these plasma backgrounds are given in appendix D.
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Chapter 4
Implantation and erosion of
nitrogen in tungsten
This chapter summarizes the results on nitrogen accumulation and loss gained by
small scale laboratory experiments and computer simulations. Section 4.1 focuses on
the study of the basic interaction of nitrogen and tungsten and the erosion of tung-
sten nitride by deuterium. The results are derived from well defined ion beam exper-
iments with XPS and NRA analysis. Section 4.2 presents results from SDTrimSP
modeling on the simultaneous bombardment of tungsten with deuterium and nitro-
gen. In the next chapter the migration of nitrogen in ASDEX Upgrade is discussed
based on dedicated experiments performed in this fusion experiment and WallDYN
simulations.
4.1 Results from laboratory experiments
4.1.1 Nitrogen implantation at ambient temperature
Nitrogen (N) ions with 2.5 keV and 500 eV per atom were implanted into tungsten
(W), which was previously polished and annealed as described in section 3.1.3 and
cleaned by in-situ argon sputtering. The N content was monitored by measuring
the XPS peak ratio N 1s/W 4f (see section 3.1.1). The results are presented in Fig.
4.1 together with intensity ratios calculated via the forward calculation (see section
3.3.2) from SDTrimSP depth profiles (see section 3.3.1 and 2.3). For the implanta-
tion at 2500 eV one simulation with the standard surface binding energy (SBE) for
N of around 4 eV and another simulation with SBEN = 0 eV are shown. Also for
the implantation at 500 eV two SDTrimSP simulations are shown. They differ in
the maximum permitted N concentration (see section 3.3.1). The N concentration
is not limited for the dotted curve and limited to 50 % for the red dashed curve. In
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Implantation of N into W at ambient temperature
SDTrimSP 500 eV, cN 50%
SDTrimSP 500 eV, N unlimited







0.08 SDTrimSP 2500 eV
SDTrimSP 2500 eV, SBE=0 eV
XPS measurement 2500 eV
Figure 4.1: XPS measurement of N accumulation in W under N bombardment with
2.5 keV (lower figure) and 500 eV (upper figure): The squares and circles repre-
sent the measured data points, the continuous curves were calculated from SDTrimSP
depth profiles via the XPS forward calculation (section 3.3.2). For the implantation at
2.5 keV there is a good agreement between experiment and simulations. The surface
binding energy (SBE) has only a small influence on the simulation. For the implan-
tation at 500 eV the N accumulation is limited by the onset of N effusion from W, so
that the N concentration in the simulation (red dashed curve) must be limited to 50
%.
For implantation at 2.5 keV both simulations agree within the uncertainties with the
measurement. The depth profile calculated by SDTrimSP for 2.5 keV implantation
was shown in Fig. 3.14. Reducing the SBE of N to 0 eV only reduces the N content
in the uppermost two layers (4 A˚), with a very small impact on the predicted XPS
intensities. For 2.5 keV N implantation, there is strong sputtering of N and W by
the N ions. The resulting re-erosion of N limits the N concentration to less than
50 %. The agreement of measurement and simulation for 2.5 keV verifies that this
process is correctly described by SDTrimSP.
This is different for the implantation with 500 eV, where the unlimited and the
limited SDTrimSP simulations only agree at low fluences. At such low fluences the
N accumulation is governed by reflection yield and implantation depth of N. The
saturation of the N content at large fluences is determined by the loss of N from
the material due to re-erosion and effusion. The erosion of W and N at the surface
by sputtering is visible in the N depth profiles shown in Fig. 4.2. However, the N
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re-erosion is significantly lower for 500 eV than for 2500 eV N implantation. Under
these conditions the N concentration in the maximum at about 2 nm depth would
exceed 50 %. Thus, only the simulation with a manual limit for the N concentration
gives a good match to the measurement, while the unlimited simulation is far off
(Fig. 4.1). This demonstrates that under these implantation conditions the N accu-
mulation is not sufficiently limited by the physical processes included in SDTrimSP,






Figure 4.2: N depth profile evolution
with fluence under 500 eV N bombard-
ment simulated with SDTrimSP. The
depth is measured from the original
surface, so that the erosion is visible in
the shift of the depth profile to the right.
The maximum concentration of 50 % is
reached around a depth of 2 nm.
One could further improve the fit by adjust-
ing the maximum concentration of N. How-
ever, due to the rather large uncertainty in the
data, such a further refinement is not justified.
Nevertheless, a comparison to the simulation
without limit on the N concentration shows a
discrepancy which is significantly larger than
the uncertainty. Based on these results (good
agreement for a maximum concentration of
50 %) and known phases of tungsten nitrides
[70], the maximum concentration of N in W
at room temperature should be between 33 %
and 66 %.
As discussed in sections 3.1.1 and 3.3.2, most
of the uncertainty in the measurement and
simulation of XPS intensities is caused by sys-
tematic effects. Therefore, even though abso-
lute values may not be that precise, the scat-
ter within a measurement series is small and
the relative behavior can be compared with
significantly better accuracy.
The absolute N areal density retained in the
W surface after implantation was measured
with nuclear reaction analysis (NRA, see sec-
tion 3.1.2). At 2.5 keV the measurement yields a N areal density of 2.3 · 1020 N/m2,
which is somewhat above the areal density of 1.8·1020 N/m2 predicted by SDTrimSP.
At 500 eV NRA yields an areal density of 1.1 ·1020 N/m2 which is in agreement with
the N areal density from the SDTrimSP simulation of 1.15 · 1020 N/m2.
4.1.2 Erosion of tungsten nitride layers
In order to study the depth distribution and erosion of N implanted into tungsten,
such layers have been bombarded with argon and deuterium.




Figure 4.3: A WxN layer created by 2.5 keV N implantation is eroded by argon at
300 and 500 K. Simulation and measurement show a reasonable agreement.
profiling [82], is presented in Fig. 4.3. Two samples were prepared by implantation
of 2.5 keV N in W at ambient temperature and then eroded by 5 keV Ar bom-
bardment at 300 and 500 K. Apart from a small difference in the initial values (see
discussion of uncertainties in section 3.1.1) there is no significant difference between
the measurements. In comparison to the simulation, the measured N 1s signal drops
faster. This could indicate a shorter penetration depth of N. However, within the
uncertainty, the measurements still agree with the SDTrimSP simulations.
In a fusion device, the species with the largest fluence impinging on the plasma-facing
materials are hydrogen isotopes. To study the interaction of a WxN layer with in-
coming deuterium, such a layer created by 2.5 keV N implantation into W was
eroded by 2.5 keV deuterium (D). This measurement is also presented in Ref. [93].
Because the mass-filtered ion source was used for the D bombardment, N implan-
tation was performed with the unfiltered ion source. Measurement and SDTrimSP
simulation of the D erosion experiment are shown in Fig. 4.4. Due to the steeper
N implantation angle (see section 3.1.3), and in agreement with SDTrimSP, the N
1s/W 4f ratio after this implantation is somewhat higher than the corresponding
result in Fig. 4.1.
The sputter yield of D on W is very low (see Fig. 2.6). To reach the large fluence
required to get a notable erosion, the D beam was only scanned over an area of
3 mm by 3 mm (see section 3.1.3). A lateral scan by XPS subsequent to the D
bombardment confirmed that the resulting erosion was still homogeneous within
the XPS analysis area.
Figure 4.4 shows a slower decay of the N content under D bombardment than pre-
dicted by SDTrimSP. The fluence required to reach a given intensity ratio in the
simulation is almost a factor of 2 smaller than in the measurement. In the SDTrimSP
simulation a thickness of about 6 nm (the nitride layer is about 10 nm thick, see Fig.
3.14), has been eroded at the final fluence of 1.5 · 1022 D/m2 (with a total sputter






Figure 4.4: A WxN layer created by 2.5 keV N implantation is eroded by D with
2.5 keV. The measured erosion is approximately a factor of two slower than the sim-
ulation.
limited by the fluence needed to remove the W matrix. Therefore a possible expla-
nation for the discrepancy between simulation and experiment is an overestimation
of W sputtering by D in SDTrimSP. This explanation is supported by a comparison
of sputter yields from experimental measurements and simulations given in Ref. [35,
p. 116]. They show that the simulated sputter yield is about a factor of two too
large for normal incidence of 2 keV D on W.
As the N erosion is smaller than predicted by SDTrimSP, a significant chemical
erosion of N by the formation of volatile molecules with D at ambient temperature
can be excluded. This is supported by measurements of the WxN erosion by D at
500 K. The resulting N erosion is the same as for D erosion at 300 K, while for a
chemical erosion process one would expect a temperature dependence.
4.1.3 Temperature dependence
To study the temperature dependence of N accumulation and loss, dedicated high
temperature experiments were performed. In the first experiment a WxN layer was
created by implantation of 2.5 keV N at ambient temperature. Then the sample
was heated and the N content in the surface of the sample was monitored with
XPS. Figure 4.5 shows that above 900 K the normalized N 1s intensity decreasesa.
This decline is notably faster at 970 K. In a sputter depth profile subsequent to the
heating phase, N could only be detected in the uppermost nanometers.
The loss of N from the surface region accessible to XPS suggests that N atoms
must diffuse from this region, either to the surface to recombine or further into the
sample. Diffusion coefficients for N in W, based on ion implantation and subsequent
heating of the sample, have been published in Refs. [68] and [144]. However, tungsten
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Figure 4.5: The N 1s/W 4f intensity ratio (blue marks referring to left axis) of a N
implanted sample drops when the sample temperature (red curve referring to the right
axis) rises above 800–850 K.
nitride is actually a reaction-diffusion system, where the interplay of phase formation
and diffusion has to be considered. According to the thermodynamic calculations
discussed in Ref. [10] tungsten nitride should decompose at around 600 K. However,
this has not yet been confirmed by experiments and the presented results show
no sign for a loss of N at 600 K. This indicates that a phase transition at this
temperature does not exist or is delayed by a low diffusivity of N.
To check whether the result shown in Fig. 4.5 is in agreement with published
diffusion coefficients of N in W, the timescale for diffusion induced changes in the N
content shall be estimated. Typically this timescale is estimated by τ ≈ (∆x)2
D
with
the diffusion coefficient D and the length scale ∆x. This estimate is only applicable
under the assumption that the complete N content can contribute to diffusion. In
contrast to that, the approach described in Ref. [145] and used in Ref. [68] to derive
the diffusion coefficient, assumes that only solute N contributes to the diffusion. To
estimate the timescale of the diffusion for a solubility controlled system, a modified
expression has to be used:
The expression suggested in Refs. [68, 145] for the loss (L) of N with a solute N
concentration C0 and a diffusion coefficient D is:
L(t) = 2 C0
√
D t/pi (4.1)








cN · ρW ·∆x
ρW
= cN ·∆x (4.2)
δN is the N areal density in the implantation zone, ρW the W volume density, ρN the
N volume density, ∆x the implantation zone thickness and cN the N concentration
in the implantation zone. Neglecting the factor 2√
pi










The loss time becomes longer in comparison to the simple estimate τ ≈ (∆x)2
D
as
only the solute N contributes to the gradient driving the diffusion.
With the diffusion coefficient









from Ref. [68], a solubility of N in W of C0 = 2.5 % given in the same reference for
970 K, and assuming that a layer of 10−8 m with cN ≈ 37 % needs to be depleted










5 · 10−16 s ≈ 225 · 0.2 s ≈ 45 s
Within the error bars given for the diffusion coefficient in equation (4.4), the diffusion





. With this value for the diffusion
coefficient the estimated timescale goes up by almost two orders of magnitude to
τ ≈ 2000 s. This is comparable to the observed timescale of about 1000 s.
Another value for the diffusion coefficient of N in W was published in Ref. [144]. This
study is based on a single crystal so that diffusion along grain boundaries cannot
contribute. Unfortunately, the authors do not give error bars and a significant
scatter in the raw data is visible. Ref. [144] reports two diffusion coefficients, one
for diffusion driven by defects (created by the 100 keV ion implantation) with a





and a second diffusion





. Ref. [144] does
not distinguish between N in the solute phase and in the nitride, so for consistency
the timescales were calculated assuming cN
C0
= 1. The time constants based on these
diffusion coefficients are 90 s and 8000 s, respectively. The timescale observed in the
present experiments lies between these results.
As a conclusion it can be stated that the observed N loss for heating a WxN layer is in
agreement with published diffusion coefficients. However, the published coefficients
have a large scatter and do not consider the possible dependence of the diffusion
coefficient on the composition, as observed for carbon diffusion in tungsten [146].
The finding that diffusion only occurs above 800 K differs from the observations
reported in Ref. [10], where a reduction in the N content was already observed for N
implantation at a sample temperature of 600 K. For this reason, further experiments
with 2.5 keV N implantation were performed, where the sample temperature during
the implantations was varied. The corresponding XPS measurements are shown in
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T￪, N￬
Figure 4.6: N accumulation as a function of the 2.5 keV N fluence for different
sample temperatures during implantation. The N 1s/W 4f intensity ratio drops with
increasing temperature.
Fig. 4.6. As discussed in section 3.1.1 the uncertainty is mostly due to systematic
errors, so the relative accuracy of the presented measurements is notably smaller
than the given error bars. One can see that there is almost no difference between
300 and 800 K implantation at low fluences. However, at 800 K the N content
saturates at a much lower level than at 300 K. The implantation at 150 K seems to
have a constant offset from the one at 300 K. The adsorption of N at the surface
would be a possible explanation. However, the N 1s signal does not drop when the
sample is heated to 350 K after the implantation. As discussed in section 4.1.1 the
N implantation at 300 K is reproduced by SDTrimSP (without the need to set a
maximum concentration). As can be seen from Fig. 4.6, the implantation at 150 K
agrees with the 2.5 keV SDTrimSP simulation within the error bars, too. Diffusion
and chemical effects, which are not included in the BCA calculations (see section
2.3), become more important with increasing temperature, so the best agreement of
SDTrimSP with the experiment can be expected for low temperatures.
From the XPS measurements it cannot be concluded whether the N content after
implantation at elevated temperature is actually lower, or whether N has diffused
out of the XPS range into greater depths. Therefore, the integral N content was
determined with NRA. The N areal density for the 800 K implantation decreased
to 1.5 · 1020 N/m2 (from 2.3 · 1020 N/m2 for ambient temperature implantation), so
that the amount of retained N is actually reduced. These results show, together
with the ones presented in Ref. [10], that the N content in saturation drops not only
for an implantation above 800 K, but decreases rather continuously with increasing
implantation temperature.
To confirm the difference between (1), subsequent implantation and heating, with
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Figure 4.7: The black squares reflect the N content in region 1 of the sample, im-
planted at ambient temperature with N and heated subsequently to 800 K. There is no
indication for a loss of N from this region. Region 2 of the sample was implanted after
the sample was heated to 800 K. The N content (cyan triangles) in region 2 saturates
at a much lower level. This confirms that there is a difference between subsequent N
implantation & heating and implantation into a heated sample.
(2), the implantation into a heated sample, a special experiment was performed:
One part of a sample was implanted at ambient temperature with a N fluence of
6 · 1020 N/m2. Then the sample was heated to 800 K. XPS measurements shown
in Fig. 4.7 confirm that the N signal in the corresponding region 1 (squares) did
not change over several hours. Between the XPS measurements in region 1, N was
implanted into another part (region 2) of the heated sample. As shown in Fig.
4.7 the N content in region 2 of the sample (stars) saturates at significantly lower
normalized N 1s intensities.
Due to technical limitations this measurement was performed with the non-mono-
chromatic X-ray source. The shown intensities were derived simply with a Shirley
background subtraction. Therefore, the absolute values cannot be compared to oth-
ers given in this work. Nevertheless, this does not affect the qualitative conclusions.
From the temperature dependence described here and in Ref. [10], it seems clear
that there is a gradual reduction of the N content with increasing implantation
temperature. There is even an indication for a continuation of this trend below
ambient temperatures. Possible mechanisms causing this temperature dependent
N retention are radiation enhanced diffusion [147, 26] or a competition between
diffusion of the solute nitrogen and phase formation. Indications for an impact of
damages created by ion bombardment on the diffusion coefficient have already been
found in Ref. [144], however, for a significant higher ion energy and for subsequent
implantation and heating.
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4.1.4 Summary of results from laboratory experiments
This section presented experimental results on the implantation and retention of
nitrogen in tungsten surfaces. In laboratory experiments the surface of tungsten
samples was observed by in situ XPS diagnostics, which allowed to follow the sur-
face composition evolution during N implantation, subsequent argon and deuterium
bombardment and temperature variations. A special evaluation procedure has been
developed for WxN XPS spectra as described in section 3.1.1. It employs calibration
factors to correct Shirley background based peak intensities for the dependence on
user chosen parameters and the N 1s peak extending into the W 4p peak. The
measurements of N implantation and erosion could be interpreted by SDTrimSP
simulations based on the binary collision approximation. To this end a forward
calculation has been developed which converts depth profiles from SDTrimSP sim-
ulations to XPS intensity ratios (section 3.3.2). The forward calculation is not
restricted to the studies presented in this work but for instance can be used for the
interpretation of sputter depth profiles.
The main conclusions from this section are:
• 2.5 keV N implantation in tungsten at ambient temperature is well described
by SDTrimSP. For this implantation energy, the achievable N concentration is
limited by physical re-erosion to below 50 %.
• For N implantation at 500 eV the N content is limited by effusion of N. Effusion
limits the concentration of N in tungsten to cN ≤ 50 %, in agreement with the
known phase of WN.
• The erosion of tungsten nitride layers by argon is correctly described by
SDTrimSP. The erosion of tungsten nitride by 2.5 keV D is overestimated
by SDTrimSP. There is no evidence for chemical erosion of N by D, as the
sputtering is even lower than predicted by SDTrimSP.
• The diffusive loss of implanted N is negligible up to 800 K, sets in at about
900 K and is significantly faster at 970 K. The observed time scale for the N
loss is in agreement with published diffusion coefficients for N in tungsten.
• For implantation into a heated tungsten sample, the N loss is already enhanced
below 800 K. This difference between N implantation before heating the sample
and implantation into a heated sample resolves the apparent contradiction
between Refs. [10] and [11]. A possible explanation for this behavior is the
occurrence of radiation enhanced diffusion.
• With these new results the sudden release of large amounts of N from tungsten
walls at a possible phase transition at 600 K [10] appears unlikely. Further
studies of the temperature dependence, for example high resolution XPS mea-
surements to look for indications of a phase change, are required to better
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Figure 4.8: Impinging N atoms are either implanted or reflected. The implanta-
tion depth of N is about 5 nm. Energetic D and N can (re-)erode N and tungsten
atoms. An additional diffusive loss channel limits the N concentration to about 50 %,
corresponding to an areal density of about 1020 N/m2.
The resulting picture on the interaction of D, N and tungsten is summarized in Fig.
4.8: N implantation induces the formation of tungsten nitride. N does not diffuse
in tungsten below 800 K and is bound to the implantation zone. At some point
the losses of N caused by re-erosion or effusionb balance the implantation. This
saturation takes place for N areal densities of the order of 1020 N/m2. The precise
value of the saturation areal density depends through the implantation depth and
physical re-erosion on impact angle, energy and composition of the incoming beam.
For a more accurate determination of the maximum concentration to be used in
SDTrimSP and to study the implantation at lower energies, the presented work was
continued by a diploma student under my supervision [93]. In the course of this work
the forward calculation proved to be a valuable tool for planning experiments. It
indicates the experimental parameters which should give the most meaningful results
and and helped to improve the depth resolution of argon sputter depth profiling by
optimizing the energy of the Ar projectile. The new measurements, including N
implantation at tokamak relevant energies of 300 eV/N, confirmed that SDTrimSP
simulations with a maximum N concentration of 50 % give a precise prediction of
the experimental observations.
4.2 Simulation of D and N co-bombardment
4.2.1 SDTrimSP simulations
The first wall of a nuclear fusion experiment is exposed to simultaneous bombard-
ment of D and N with varying energies and composition. In sections 4.1.1 and 4.1.2
bA physical picture of the N loss mechanism which could be responsible for the observed behavior
is given in section 4.2.4.
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it was shown that the implantation of N in W and its erosion by Ar are well de-
scribed by SDTrimSP simulations. Considering the uncertainties on particle fluxes
and energies in a fusion reactor, the discrepancy between measurement and simu-
lation for the erosion of W and WxN layers by D is acceptable. Furthermore, in
the presence of heavier ions, like N, sputtering is done dominantly by the heavier
species (see section 2.3.3). Motivated by the success of SDTrimSP in simulating the
laboratory experiments, this code was used to simulate the N accumulation in W
under D-N co-bombardment as it occurs on the first wall of a fusion experiment.
The predicted fluence dependent N areal density in W is shown in Fig. 4.9. The
simulations were done with varying energies of the ions and a varying beam compo-
sition. The fraction of N in the beam is shown in Fig. 4.9 by the gray numbers next
to the curves. Results are given for N fractions in the beam of 100, 15 and 2 %. In
N-seeded fusion plasmas, core N concentrations in the low percent range are reached
[148, 136] and the concentration in the divertor plasma is typically somewhat higher
[62]. The energy of the ions is indicated by the color of the line and the legend gives
the values for D (15 eV, 80 eV, 160 eV and 500 eV). As N becomes multiply ionized
above an electron temperature of 4 eV and the energy of impinging ions is mainly
determined by the sheath acceleration (see section 2.3), the impact energy of N was
set to twice the energy of D. The maximum N concentration in the simulations was
set to 50 %, based on the experimental results from section 4.1.1. The impact angle
for the presented result was, as in the XPS experiments, 40◦ with respect to the
surface normal. A somewhat larger number of simulations was given in Ref. [16].
100 % N
    0 % D
15 % N
    85 % D
2 % N
    98 % D
Figure 4.9: SDTrimSP simulations of the N accumulation in a W surface under D-N
co-bombardment for different energies and beam compositions. The N energy was twice
the D energy, EN = 2 ED, the angle of incidence 40
◦. The gray numbers indicate the
beam composition for the nearby curves. The saturation N areal density varies between
0.5 · 1020 N/m2 and approximately 1.5 · 1020 N/m2.
The most notable effect of the beam composition is the required fluence to reach
steady state. While it is obvious that the total fluence (D + N) required to reach
steady state increases with decreasing N fraction in the beam, a closer look shows
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that also the partial N fluence (total fluence times N fraction) needed to reach
saturation increases. This is partly due to the erosion of N by D, working against
the N implantation. Finally, the slow increase of the N content at high fluences can
be attributed to the recoil implantation of N by D. This will be discussed later in
more detail. For N concentrations in the percent range and a flux of 1023 m−2s−1,
as it is typical for the strike line region of N seeded fusion plasmas, it takes 0.1 s to
1 s until the N content saturates.
The steady state N content at large fluences is given by the balance of N implantation
and loss. The N areal density in steady state varies from about 0.5 · 1020 N/m2 (for
low energies with pure N bombardment and high energies with low N fraction)
to approximately 1.5 · 1020 N/m2 (for high energies with pure N bombardment
and medium energies with low N fraction). The large N accumulation for medium
energies and low N fractions in the beam is again caused by the recoil implantation
of N by D, as will be discussed in the next paragraph. Further simulations, published
in Ref. [16], show that the N areal density has a maximum at a N fraction in the
beam of 5–10 % and decreases for even lower N fractions.
The same set of simulations as just discussed for an impact angle of 40◦, was also
performed with an impact angle of 60◦ with respect to the surface normal, as sug-
gested in Ref. [25]. These simulations are shown in appendix C. On average, the N
areal densities are reduced due to a smaller penetration depth of the impinging ions
and increased sputtering for this more oblique angle.
4.2.2 Depth profiles and recoil implantation
The N depth distribution could be expected to be mainly governed by the implan-
tation depth, i.e. energy, of the N ions. However, from the SDTrimSP results it
becomes apparent that recoil implantation of N by D significantly increases the im-
plantation depth of N and thereby increases the N content. In both cases, D-N
co-bombardment (Fig. 4.10) and subsequent implantation of N and bombardment
with D (Fig. 4.11), the N content directly at the surface is reduced, but N is also
pushed into greater depths by D.
The dependence of the steady state N content on the beam composition in Fig. 4.9 is
different between D energies of ED = 500 eV and lower values. At ED = 500 eV the
N content decreases with increasing D fraction in the beam, because the erosion by
D has a larger impact than the recoil implantation. At lower energies the erosion by
D becomes less effective, so for 160, 80 and 15 eV the N content first increases with
decreasing N fraction, as more N can be recoil implanted before it becomes eroded.
Around a N fraction in the beam of 5–10 % the N areal density reaches a maximum
and then drops for even smaller fractions of N in the beam [16]. This maximum in
the N areal density for a given energy is accompanied by a change in the shape of
the depth profile as can be seen in Fig. 4.10 for simulations with ED = 160 eV. A
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ED= 160 eV, EN= 320 eV
100% N
15% N, 85% D
10% N, 90% D
 5% N, 95% D
 2% N, 98% D
1020 m-2
Figure 4.10: Simulated N depth profiles for ED=160 eV and EN = 320 eV at large
fluences. A depth of 1020 m−2 corresponds to about 1 nm. The depth profile for 5 %
N has the largest N areal density of all presented simulations.
Figure 4.11: Evolution of N depth profile under D bombardment from a SDTrimSP
simulation: A WxN layer created by 320 eV N implantation into W is eroded with
D at 160 eV. With increasing D fluence N is eroded, but also implanted into greater
depth. D with 160 eV cannot erode tungsten directly. Still D-N collisions in the surface
create N recoil atoms with an energy sufficient to sputter some W atoms. A depth of
1020 m−2 corresponds to about 1 nm.
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plateau with about 15 % N concentration reaching from a depthc of 1 · 1020 m−2
to 3 · 1020 m−2 develops. At a depth of 5 · 1020 m−2, where no N is present in the
pure N simulation, a peak in the N concentration with up to 50 % N appears. This
shape is formed by the combination of preferential erosion at the surface and recoil
implantation into the depth. A peculiar feature of the simulations with 160 eV D
energy and low N fraction are the sharp edges in the fluence dependence. These
edges are caused by the limitation of the maximum N concentration. They are
especially sharp for the given parameters because this maximum concentration is
reached over a large depth interval at the same time. This is different from the other
simulations where the maximum concentration is first reached at a smaller depth
interval, while recoil implantation still increases the N content in larger depth.
Due to the low momentum transfer in collisions between D and W, W is mainly
sputtered by N (see Fig. 2.6). Even for ED = 500 eV and an N fraction of 2 % in
the incident beam, more than 50 % of the W erosion is due to N. No W sputtering at
all takes place in the simulations with ED = 15 eV. As already observed in Ref.[10],
for pure N bombardment the accumulation of N reduces the W surface concentration
and as a consequence the W partial sputter yield drops by up to 30 %. This shielding
effect is reduced under D-N co-bombardment, as the N concentration close to the
surface decreases (Fig. 4.10), and totally vanishes for 2 % N in the beam.
4.2.3 Comparison to WallDYN surface model
The BCA model used in SDTrimSP successfully reproduced the experimental obser-
vations in section 4.1 and could be used to simulate D-N co-bombardment. However,
this model is too expensive to be directly used in large scale migration simulations
like WallDYN. Anyways, it is questionable whether such a detailed model would
be reasonable, as the composition (including further impurities) and impact pa-
rameters of the incoming flux are only known approximately and the surface has a
considerable roughness.
It thus seems appropriate to include a model which just limits the N areal density to
about 1020 N/m2. This value reproduces the SDTrimSP simulations within a factor
of two, a reasonable accuracy regarding the uncertainties in the input parameters.
A model based on this idea has been presented in section 3.3.3.
Figure 4.12 gives a comparison of the SDTrimSP D-N co-bombardment simulations
with ED = 80 eV from Fig. 4.9 to calculations employing the WallDYN surface
module. There are three WallDYN simulations (dashed curves) using the saturation
model described in section 3.3.3. For pure N bombardment there is a good agree-
ment between SDTrimSP and WallDYN simulations. The N concentration has to be
limited in both simulations to get this result: In SDTrimSP the maximum concen-
tration for each interval is limited to 50 %. In WallDYN, the N concentration in the
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Figure 4.12: Comparison of the WallDYN surface model (dashed lines) to the
SDTrimSP simulations (solid lines) for ED=80 eV EN=160 eV presented in Fig.
4.9. The N content in the WallDYN model without limitation of the N concentration
(dotted curve) rises continuously.
reaction zone, with a nominal thickness of 4 nm, is limited to 30 %. With decreasing
N fraction the discrepancy between the SDTrimSP simulation and the result from
the WallDYN surface model increases. One simulation without limitation of the N
concentration in the reaction zone is shown for a N fraction of 15 % in the incoming
flux (dotted curve). One can see that the N areal density in this simulation rises
steadily, in contradiction to the experimental observations given in sections 2.7 and
4.1.
As explained in section 3.3.3 erosion and reflection fluxes in WallDYN are based on
fits to static SDTrimSP simulations. For small fluences the N inventory is determined
by the reflection yield and therefore very similar in both models. At larger fluences
N re-erosion and effusion limit the N accumulation. The N content saturates when
effusion and re-erosion balance the implantation. In detail, these processes depend
on the depth distribution of N which is not taken into account by WallDYN. With
decreasing N fraction the re-erosion increases in the WallDYN simulation and the
predicted N areal density consequently decreases. In reality, N re-erosion is lower
than predicted by the WallDYN model due to depth profile effects. Hence, the
WallDYN model has a tendency to underestimate the N areal density. Further
comparisons between WallDYN and SDTrimSP simulations are given in section 5.1.
4.2.4 Summary of co-bombardment simulations
This section presented simulations of the N accumulation under D-N co-bombardment.
The main results are:
• SDTrimSP predicts a strong modification of the N depth distribution due to N
recoil implantation by D. This mechanism increases the N penetration depth
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by more than a factor of two. It can be expected that this mechanism of
recoil implantation is not restricted to the implantation of N in tungsten, but
generally appears when a heavy substrate is bombarded with hydrogen and a
further intermediate element (like the fusion relevant elements Be, B, C and
maybe even Fe).
• The N content in the uppermost 1–2 nm is depleted due to preferential erosion
by D. This preferential erosion seems to undo the W shielding effect, which in
Ref. [10] lead to a reduced tungsten erosion under pure N bombardment.
• The N saturation areal density depends on impact angle, energy and compo-
sition of the incoming flux. A maximum appears in the saturation N areal
density at a N fraction in the incoming beam of a few percent. Nevertheless, a
value of 1 · 1020 N/m2 for the saturation areal density matches all simulations
within a factor of 2.
• Based on the above results a saturation model for N in tungsten has been im-
plemented into WallDYN as described in section 3.3.3. A comparison of this
model to SDTrimSP simulations shows a good agreement for pure N bombard-
ment but a tendency to overestimate N re-erosion under D-N co-bombardment.
It should be noted that the results are based on simulations and their experimental
confirmation is still pending. Unfortunately it is difficult to reach the required pa-
rameters, i.e. low N fraction in the incoming flux, rather high fluences and preferably
low particle energies, in ion beam experiments.
An open question remains the mechanism for the N loss when the N concentration
in a depth of a few nanometer exceeds 50 %. The experiments showed a good
agreement to SDTrimSP, where excess N is simply removed (see section 4.1.1). In a
more physical picture N cannot simply disappear. Instead, above a N concentration
of 50 % it is thermodynamically unfavorable to include more N in the tungsten
matrix. The excess N diffuses towards the surface and potentially through the
tungsten nitride towards the bulk. At the surface it may recombine to either N2 or
NH3. However, the N atoms may also get bound in the unsaturated region before





Nitrogen transport and retention
in ASDEX Upgrade
This chapter summarizes the results from the AUG experiments described in sec-
tion 3.2 and compares them to WallDYN-DIVIMP simulations (as described in the
sections on WallDYN (3.3.3), DIVIMP (3.3.4) and the plasma backgrounds (3.3.5)).
This comparison on the one hand supports the interpretation of the experimental
results, on the other hand serves for benchmarking WallDYN.
The first section reports the experimental results on N deposition and re-erosion on
the samples exposed on the divertor manipulator (DIM) to AUG divertor plasmas.
Hereafter, the experimental observations are compared to WallDYN and SDTrimSP
simulations. In section 5.2 the impact of N retention and release from the walls on the
N distribution in the plasma is studied by means of spectroscopic measurements. An
overview of sample exposures and spectroscopic measurements can be found in Fig.
5.8. The measurements from the AUG residual gas analysis and their implications
are discussed in section 5.3. In section 5.4 a WallDYN simulation of the long term
evolution of the N retention in AUG is compared to results from Ref. [9]. Finally
measurements and simulations of the tungsten erosion in the outer divertor are
presented in section 5.5.
5.1 Nitrogen retention in tungsten exposed to the
AUG divertor plasma
5.1.1 Experimental results
This section presents the measurements of the N accumulation on the samples ex-
posed on the DIM to the AUG discharges. An overview over the performed dis-
charges is given in table 5.1 (see also section 3.2.2).
81


















Table 5.1: For this work 5 samples were exposed in 7 AUG discharges. The experi-
ments are described in more detail in section 3.2.
The N areal densities measured on the samples are shown in Fig. 5.1. As expected,
the N content of the samples exposed to N-seeded discharges is larger than for the
sample exposed only to the non-seeded discharge #29695. However, the sample
exposed to #29696 has a notably larger N content than the sample exposed to the
nominally identical discharge #29730. The N content from the sample exposed to
two N-seeded discharges, #29731 & #29732, is located between the samples exposed
to #29730 or #29696. The N profile in the poloidal direction is rather flat for all
samples. The N content of the samples exposed to N-seeded discharges increases
slightly towards the strike line.
The N inventory of the sample exposed to the N-seeded discharge #29697 and the
non-seeded discharge #29698 is smaller than after exposure to N-seeded discharges
only. It is slightly above the inventory of the sample exposed to the non-seeded
discharge #29695. The purpose of this discharge combination was to analyze the
re-erosion of the previously implanted N.
There are several possible reasons for the differences in the N content of the samples
exposed to the nominally identical discharges #29696 and #29730: The most likely
cause is a difference in the background impurity content of #29696 and #29730.
Spectroscopic measurements (Fig. 5.8) show that the N fluxes in #29696 were larger
than in #29730. A complicating feature is that a different impurity content in the
plasma can lead to different plasma conditions. Especially the electron temperature
at the outer strike line was observed to decrease with increasing N plasma content.
A change in the electron temperature can modify the N deposition by changing
the N ionization pattern, the temperature gradient force, re-erosion, implantation
energy or implantation angle.
Another observation that may be linked to the variation in the N content is the
larger boron deposition found on the sample exposed to #29696 compared to the
sample exposed to #29730 (see Fig. 5.5b). This indicates that co-deposition of N
with boron could have increased the N retention. The boron deposition is discussed






    #29697 + 
#29698 (non-seeded)
Figure 5.1: N areal density measured on the samples exposed in the Divertor Ma-
nipulator to AUG plasmas. There is a small variation of the N content as function of
the poloidal position. The discharges are described in section 3.2.2.
also the contribution from N adsorbed on the sample surface could play a role. The
temperature dependence of the N retention described in section 4.1.3 is unlikely
to play a role. According to an estimate based on the heat equation the surface
temperature during the exposure remained below 420 K. Although the lack of a
definite explanation is not fully satisfactory, one has to conclude that the variation
observed between #29696 and #29730 indicates the limit of accuracy which could
be reached in the present experiments.
Fluence dependence
A fundamental question in the study of the N retention is whether the N content
saturates as found in the laboratory experiments or depends on the accumulated
fluence. The particle flux (and therefore the accumulated fluence) decreases with
increasing distance from the strike line. In the present exposures the accumulated
fluence decreases roughly by a factor of five over the sample length. Nevertheless,
the N content of the samples exposed to the N-seeded plasmas only shows a decline
of about 20 %. This decline is much smaller than the variation in the fluence.
Furthermore, the accompanying variation in plasma temperature and density may
have caused this variation. That means the poloidal variation of the N content gives
no indication for a fluence dependence.
A dedicated experiment to test the fluence dependence was the exposure of a sample
to two N-seeded discharges, #29731 and #29732. This sample accumulated twice
the fluence of the samples exposed to one N-seeded discharge with nominally iden-
tical plasma parameters. The resulting N content of this sample is somewhat larger
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than the content of the sample exposed to the preceding discharge #29730. Still,
the N content of the sample exposed to #29696 is even larger. This indicates that
the variation is rather caused by changes in the background plasma, as discussed
above. It should also be mentioned that according to SDTrimSP simulations (sec-
tion 4.2 and Ref. [16]) the saturation N areal density can drop with an increasing
N fraction in the incoming fluxa. According to these results, the fluence is most
likely an insignificant parameter under the given conditions. The N content appar-
ently reaches a steady state, where it is limited by effusion and/or re-erosion, within
one discharge. The areal density in the saturated state depends on parameters like
the composition of the incoming flux, which cannot be determined with a sufficient
accuracy in a tokamak experiment.
Impact of surface roughness on the nitrogen retention
The N saturation areal density in the W surfaces of AUG has been estimated in
Ref. [9] to 1021 N/m2. This number is one order of magnitude larger than the
areal densities found in laboratory experiments on smooth samples and SDTrimSP
simulations (see Ref. [10] and sections 4.1 and 4.2). One possible explanation for
this discrepancy is that the N areal density of 1021 N/m2 refers to the macroscopic
surface area, simply calculated from the sample size, and not to actual microscopic
surface area. Both areas are identical for the polished surfaces used in the laboratory
experiments. However, the first wall surfaces of AUG have a considerable roughness.
Therefore the (microscopic) surface area is larger than the macroscopic surface area.
Assuming that the (microscopic) saturation areal density is limited by chemical
processes, a higher (macroscopic) saturation N areal density should emergeb [9].
The surface roughness of the samples exposed in the DIM (Fig. 5.2) is identical to
that of the other AUG first wall surfaces and much larger than in the laboratory
experiments. As just discussed, the N content of these samples seems to be satu-
rated. Nevertheless, the N areal densityc on the exposed, rough sample is in the
range of 1020 N/m2, the value expected for smooth surfaces and implemented in the
WallDYN model. This indicates that the N ions can only reach parts of the surface
not shadowed by a protruding surface structure [25] and the N retention in rough
surfaces is not increased over smooth surfaces.
In the following these results will be compared to WallDYN simulations. This helps
to gain a better understanding of the N retention process and the transport of N in
the plasma.
aAccording to the simulations there is a maximum for about 5–10 % N in the incoming flux.
According to the WallDYN simulations the N fraction in the DIM region should be about 5 %.
bThe implantation depth is much shorter than the length scale of the roughness (in the µm
range).
cAll areal densities shown in this work refer to the macroscopic surface area.
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5.1.2 WallDYN simulation of nitrogen deposition in the outer
divertor
Figure 5.2 compares the measured N deposition to several WallDYN simulations.
The dashed curves in dark red and dark green are simulations of one N-seeded dis-
charge. The dark red curve is based on the SOLPS plasma backgrounds. Thereby,
as described in section 3.3.5, the simulation switches between the high Te back-
ground and the low Te background, which includes the effects of N seeding. Un-
fortunately, the measurements and reconstruction of the plasma parameters is not
accurate enough to include the subtle changes in the plasma parameters, which
seem to cause the discrepancy between #29696 and #29730. The dark green curve
is based on the ’simple’ OSM plasma background created by imposing the boundary
conditions from the low Te SOLPS solution. The yellow curve is again based on the
SOLPS solutions but represents the predicted N deposition on the sample exposed










Figure 5.2: N content of samples exposed to AUG divertor plasmas (solid lines)
together with WallDYN simulations based on the SOLPS (dashed lines) and OSM
plasma backgrounds (dash-dotted).
The dark red curve is somewhat below, but in the range of N areal densities measured
on the samples exposed to #29696 and #29730. Also the spatial dependence shows
a decline of the N content away from the strike line, consistent with the experimental
observations. In contrast, the N content predicted by the WallDYN simulation based
on the OSM background (dark green curve) is significantly too low.
In the DIM region the WallDYN simulation corresponding to two discharges (yellow
curve in Fig. 5.2) shows only a little increase in the N content in comparison to
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the red curve. This is in agreement with the experimental finding that the steady
state N content is established within one discharge. The decline of the simulated
N content away from the strike line persists with the increased fluence. This shows
that also in the simulation a steady state is reached within one discharge. Thereby
the equilibrium N content depends on the fraction of N in the incoming flux. This
fraction decreases with increasing distance from the strike line. Therefore, close to
the strike line the N content is limited by saturation, while a few centimeters away
the re-erosion of N by D limits the N areal density in the simulation.
5.1.3 Impact of flows and divertor conditions on N migra-
tion
The preceding section demonstrated that the SOLPS based WallDYN simulations
give a good agreement to the N deposition in N-seeded discharges. It remains to be
discussed what causes the discrepancy of the OSM based WallDYN simulation and
to identify the processes governing the N deposition in the outer divertor.
It is well known that the flow of the main ion species has a strong impact on
the impurity transport (see section 2.5). The ’simple’ OSM solution (green curve
Fig. 5.2) features a strong flow to the inner divertor on the high field side (Fig.
D.4). However, the flow on the low field side is mainly directed to the outer target,
in contradiction to the experimental measurements. Furthermore, the OSM flow
pattern in the region of the magnetic X-point is strongly different from the flows
predicted by SOLPS.
The difference in the flow pattern between the SOLPS plasma backgrounds and the
’simple’ OSM background is a possible reason for the difference in the simulated N
deposition. To study the role of the flows in the N migration, WallDYN simulation
based on another OSM plasma background were performed. This plasma back-
ground is also based on boundary conditions from the low Te SOLPS simulation,
but the ion flow pattern was manually modified to have flows to the inner divertor
in the SOL and stagnant flows around the X-point. (Fig. D.5).
The N deposition in the divertor region predicted by a WallDYN simulation em-
ploying a re-distribution matrix based on this plasma background (light blue curve)
is shown in Fig. 5.3. One can see that the modified flow pattern does not notably
change the N deposition in the outer divertor and the simulated deposition is still
too small.
Another possible reason for the deficiency of the simulations based on the OSM
backgrounds is the plasma temperature in the outer divertor (see appendix D). In the
OSM backgrounds the temperature is almost constant along most of the separatrix
and only drops directly in front of the divertor target. In the SOLPS solutions the












Figure 5.3: N content of samples exposed to one N-seeded AUG plasma (solid lines)
together with WallDYN simulations based on SOLPS (dashed line) and OSM plasmas
(dash-dotted). The cyan curve is based on the plasma background with the manually
imposed flow pattern. For the plasma background of the orange curve also the plasma
temperature in the outer divertor was modified.
The plasma temperature controls the temperature gradient force acting on the ions
and is especially important for the ionization pattern. Actually, the spatial ioniza-
tion patterns in the outer divertor calculated with the SOLPS background and with
the OSM background are different. To test the influence of the plasma tempera-
ture in the outer divertor, the OSM plasma background was modified to achieve an
earlier temperature drop in the outer divertor.
The N deposition pattern calculated with this background plasma is shown in Fig.
5.3. The modification obviously has the desired effect, the N deposition extends
further away from the strike line. The remaining discrepancy does not affect this
conclusion, as the OSM plasma is closer but not yet identical to the SOLPS solution.
This result is consistent with WallDYN simulations applying either the high or the
low Te SOLPS background: Simulations based on the low Te background give the
same result as the simulation based on both SOLPS background. In simulations
based solely on the high Te plasma, the N content drops faster with increasing
distance from the strike line, similar to the OSM based simulation. This confirms
the finding that high temperatures in the divertor volume lead to a more localized
N deposition.
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5.1.4 Re-erosion of retained nitrogen
So far WallDYN simulations of the N deposition have been discussed. Figure 5.4
shows the N areal density profile of the sample exposed to the N-seeded discharge
#29697 and the non-seeded discharge #29698, and a WallDYN simulation of N










Figure 5.4: The red line is the N content of the sample exposed to the N-seeded
discharge #29697 and the non-seeded discharge #29698. The N inventory of some
further samples is shown (gray lines) for reference. The dashed lines are results from
a WallDYN simulation and discussed in the text.
The initial wall composition state for the re-erosion simulation was generated by
simulating two subsequent N-seeded discharges (#29696 and #29697) and setting
the N content of the divertor manipulator region to zero in between. Then this initial
wall condition (the gray dashed curve in Fig. 5.4) was used for a WallDYN simulation
without N puff and based on the high Te (non-seeded) plasma background. In the
initial wall configuration not the complete N content is stored in the reaction zone,
but N has also been transported into the bulk-zone. As discussed in section 3.3.3 this
may cause problems because N from this zone cannot be re-eroded. For this reason
two results from the simulation are given: The blue curve, where N in the bulk zone
is included, and the green curve, where only the N content of the reaction zone is
shown. The green curve indicates a very low N content in the divertor manipulator
region, that means essentially all N has been eroded from the reaction zone. The
blue curve is somewhat higher and shows residual N, which cannot be eroded.
In comparison to the measurements the simulated areal density is too low. One
possible explanation for this discrepancy is an overestimation of the N erosion by
the WallDYN surface model. According to SDTrimSP, the implanted N largely
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resides (due to recoil implantation, see section 4.2) in a few nanometer depth and the
tungsten matrix must be eroded to remove the N from this depth (see sections 4.1.2
and 4.2). In contrast, the WallDYN model assumes a homogeneous distribution of
N within the uppermost 4 nanometers and therefore overestimates the erosion rate.
This topic is further discussed in section 5.1.5 on the basis of the N implantation in
discharge #29695. Also the surface morphology of the rough samples could reduce
the erosion rate below the value predicted by WallDYN. Spectroscopic measurements
performed during #29698 are in line with this conclusion and can be found in Fig.
5.14. Nevertheless, the discrepancy could also be caused by a N source which is not
included in the simulation. Such a source would increase the N flux to the wall and
reduce the net erosion of N.
5.1.5 SDTrimSP analysis of N retention in #29695 and boron
deposition
Figure 5.5a gives a comparison of the measured N deposition and a WallDYN simu-
lation of the non-seeded discharge #29695. The simulation is based on the SOLPS
background corresponding to the non-seeded plasma with a N puff rate which was
a factor of 10 smaller than in the N-seeded simulations. This puff rate is a lower
limit on the N fluxes in #29695, estimated from spectroscopic measurements in the
outer divertor (Fig. 5.8) and residual gas analysis (Fig. 5.19).
In the experimental measurement the N content of the sample exposed to the non-
seeded discharge (black curve in Fig. 5.5a) is at most a factor of two below the
N content of the samples exposed to the N-seeded discharges. In contrast, the N
content in the corresponding simulation (gray dashed in Fig. 5.5a) is about a factor
of ten lower than for the N-seeded simulation and does not match the experimental
result.
Additionally to N, also boron has been deposited on the exposed samples. Boron is
introduced into AUG by boronizations to improve the plasma performance and was
included in the WallDYN simulations via the initial wall configuration (see section
3.3.3). The boron deposition is of interest here as it can offer additional information
on the impurity migration and because co-deposition of N with boron could increase
the N retention.
The areal densities from the evaluation of the boron peak observed in the NRA
spectrad are shown in Fig. 5.5b and range from 0.2 · 1020 to 1.2 · 1020 B/m2. This
is in the range of the measured N areal densities and could be sufficient to modify
the N deposition. The similar areal densities of N and boron reflect their similar
abundances in the plasma, with a typical boron content of 1 % [149]. The boron
content of the samples exposed on the second day is somewhat lower than on the
dSome of the boron peaks (Fig. 3.7) only consist of a few counts, so that a notable statistical



















Figure 5.5: The outer divertor deposition of N in the non-seeded discharge #29695
(black line in (a) ) and the boron deposition of all samples (b) are underestimated by
WallDYN (dashed lines). The boron deposition pattern indicates a fluence dependence.
samples exposed on the first day, probably because the boron was eroded by the
discharges performed in between. The boron deposition in the non-seeded discharge
#29695 is lower than in the further discharges, so probably N increases the erosion
of boron and thus the boron flux to the DIM sample.
Figure 5.5b also shows the boron areal densities from a WallDYN simulation rep-
resenting a N-seeded discharge. The simulated boron deposition is below 0.1 ·
1020 B/m2 and therefore too low. The presented results show that the boron de-
position in all discharges and the N deposition in the non-seeded discharge #29695
are underestimated by WallDYN. A closer analysis indicates that in both cases the
boron or N content in the simulations has already reached a dynamic equilibrium,
where the implantation is balanced by the erosion and the areal densities do not
increase anymore with fluence. This is in contrast to the experimental results for
boron: The boron content increases towards the strike line and the boron content
from the samples exposed to two subsequent discharges is about a factor of two
larger than in the samples exposed to one discharge. This strongly indicates that
the boron content in the experiment is approximately proportional to the fluence.
One obvious reason which could cause this discrepancy are underestimations of the
N and boron sources. The N source is a manually applied puff, whose strength had to
be estimated for the non-seeded discharge. Figure 5.8 shows that the spectroscopic
signals in #29695 and the end of #29696 vary by a factor of 3–10. The N puff used to
model the background N content, being a factor of 10 smaller than for the N-seeded
discharges, is on the lower limit of this range. Nevertheless, the observed discrepancy
appears rather too large to be explained by the uncertainty in the background flux.
The source flux might also be underestimated for boron, which is introduced into
the simulations via the initial wall configuration. An analysis of the boron transport
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in the simulations indicates that an increase of the initial boron content in the outer
divertor target, especially at the poloidal position of the DIM, would increase the
boron influx. This, however, is in contrast to the findings that the outer divertor
usually is a zone of net erosion [129, 7], where one would not expect large amounts







Figure 5.6: N and boron accumulation in tungsten under D-B-N-W bombardment
from SDTrimSP simulations. The particle fluxes are based on a non-seeded WallDYN
simulation. For the simulation with 10 nm tick layers (a) re-erosion leads to low
steady state areal densities. In the simulation with a good depth resolution (b), N and
boron deposition rise to higher values.
Another possible reason for the discrepancy is an overestimation of the re-erosion by
WallDYN. This could be due to the surface roughness of the employed samples or
the negligence of depth profile effects in WallDYN. As already discussed in section
3.3.3 and indicated by the results from section 4.2 the depth distribution of light
elements in a tungsten matrix may play an important role. As the wall model of
WallDYN does not take into account the depth distribution of the elements, such
effects are not included and could cause errors in the simulation. This hypothesis
has been tested by performing SDTrimSP simulations. The impact angle for all
species was 60◦ and the ion fluxes are based on the WallDYN/SOLPS simulations:
• 0.1 · 1020 W/m2/s (100 eV)
• 0.5 · 1020 N/m2/s (100 eV)
• 1 · 1020 B/m2/s (100 eV)
• 100 · 1020 D/m2/s (50 eV)
Here one has to keep in mind that the ion fluxes are subject to a significant un-




Figure 5.7: Depth profile of N and boron after D-B-N-W bombardment with a total
(mainly D) fluence of 800 · 1020 m−2. The concentration of boron and N directly at
the surface are much smaller than in a depth of 3–4 · 1020 m−2 (4–5 nm).
source and the manually specified boron wall coverage. Also the influence of surface
morphology or sputtering by other residual impurities like carbon are not included.
The results of the simulations are shown in Fig. 5.6. First a SDTrimSP simulation
with a very coarse depth resolution of 10 nm was performed. According to Fig. 5.6a
this simulation behaves similar to the WallDYN simulations, that means the areal
densities saturate on a rather low level. Figure 5.6b shows a SDTrimSP simulation
with a layer thickness of 0.4 nm, giving a good depth resolution. With this depth
resolution the result is very different: The areal densities rise linearly with the fluence
and reach much higher levels, comparable to the ones found in the measurements.
As can be seen in Fig. 5.7, in the simulation with a good depth resolution the N
and boron profiles peak in a depth of 4–5 nm. This peak stores a notable amount of
material while it does not increase the sputter erosion because only material from
the uppermost nanometer is sputtered (Fig. 2.7). In models with a coarse depth
resolution the material is more homogeneously distributed, the concentration in
the uppermost nanometer is higher and the resulting erosion is overestimated. This
finding is consistent with the previous discussion of N re-erosion. So a possible reason
for the discrepancy between measurements and simulations in Fig. 5.5 are depth
profile effects. Nevertheless, it cannot be exclude that also the surface roughness or
an underestimation of the source terms contribute to the discrepancy.
To investigate the impact of N co-deposition with boron, a simulation without boron
influx was carried out. According to this simulation the N retention is initially the
same. However, for larger fluences (about 1.5 · 1023 N/m2), the N content saturates
without boron co-bombardment but increases unlimited under co-bombardment
with boron due to the formation of N/B co-deposited layers.
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5.2 Nitrogen fluxes and distribution in the plasma
from spectroscopic measurements
Ex situ analysis of the samples exposed to AUG plasmas allows to measure the
retention of N in tungsten. However, this method is restricted to one position and
integrates over complete discharges, so that the the interpretation of the measure-
ments is challenging. Spectroscopic measurements offer complementary information
with good temporal and some spatial resolution. For the interpretation of the spec-
troscopic measurements one should note that large parts of the divertor plasma have
an electron temperature above 5 eV (Fig. D.1). In these regions the low ionization
states of N observed by divertor spectroscopy only exist transiently before they are
further ionized (see Fig. 2.8). Thus these measurements are rather sensitive to the
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Figure 5.8: Overview of spectroscopic N measurements recorded in the discharges
performed for this work. Core CX measures the absolute N concentration in the core
plasma. The measurements from passive spectroscopy were scaled to match the core
N concentration in the beginning of #29696. The lines of sight in the divertor are
shown in Fig. 3.12. The N content rises during the N2 puff (indicated by the blue
background) and latency increases the long-term N content after the puffs.
Figure 5.8 shows an overview of some spectroscopic measurements from the vari-
ous discharges discussed in this work. The black stars are measurements of the N
concentration in the core plasma from charge exchange spectroscopy. This measure-
ment is discussed in more detail in section 5.2.2. The other curves shown in this
figure represent photon emission from singly ionized N. Their intensities were scaled
to match the measured core N concentration in the beginning of #29696, to be able
to compare their time evolution in the same graph. From the charge exchange spec-
troscopy only a limited number of measurements is available and for the plot also
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the measurements from the passive spectroscopy were restricted to these times. As
discussed in section 3.3.3, the photon emissivity depends on the plasma parameters
which partly change during the discharges. Figure 5.8 shows only measurements
from lines of sight which seem to be unaffected by the changing plasma conditions.
The positions of the divertor spectroscopic lines of sight used for this work are shown
in Fig. 3.12.
The initial discharge #29695 without N-seeding exhibits a N background resulting
in a core concentration of about 0.2 %. During the N-seeded phases the core N
concentration rises to 0.4–0.6 %. The core N concentration at the beginning of
each discharge is 0.15 to 0.2 %. In the measurements later in the discharges one
can observe the history effect as the N concentration rises in consecutive N-seeded
discharges.
Nitrogen density (1/m3)
Figure 5.9: N density in a N-seeded discharge at
3.7 s calculated with DIVIMP-WallDYN. The cor-
responding electron density is given in Fig. D.2.
The poloidal variation in the core plasma may be an
artifact caused by the combination of a background
including classical drifts with DIVIMP simulations,
which do not include such effects.
The measurements from passive
spectroscopy behave similar to
the core N concentration. Never-
theless, the variation in the ampli-
tude is different for different spec-
troscopic lines of sight. The gray
curve from a line of sight look-
ing at limiter structures of the low
field side wall behaves rather sim-
ilar to the core N concentration.
In contrast, the variation of the
green curve, which measures emis-
sion from the outer divertor, and
the yellow curve, which measures
horizontally across the whole di-
vertor region, vary stronger than
the core concentration. Assum-
ing that the observed variation is
due to a change in the N den-
sity and not caused by changes of
the emission per ion or the charge
state distribution, this means that
the N density along these lines of
sight may rise stronger than in
the core plasma. Different from
the core concentration measure-
ments, the passive spectroscopy
indicates that the N content is al-
ready increased in the beginning
of #29697, #29698, #29731 and
#29732. This shows that a N in-
ventory is built up during the N-seeded discharges and part of this N is released in
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subsequent discharges. N re-erosion in discharge #29698 is discussed on the basis
of Fig. 5.14.
5.2.1 Passive spectroscopy measurements
In this section the emission from low ionized charge states, measured by passive spec-
troscopy, will be discussed in more detail and compared to WallDYN simulations.
For this comparison the charge state resolved N density is calculated on the basis
of the WallDYN and DIVMP simulations. From these densities the spectroscopic
intensities are derived via the synthetic spectroscopy described in section 3.3.3. The
charge state integrated N density calculated with WallDYN during the N-seeded
phase at 3.7 s is shown for reference in Fig. 5.9.
Time evolution
The spectroscopic measurements have a good temporal resolution. This should
allow to compare the simulated time evolution of the N fluxes to the spectroscopic
measurements. As discussed in the following, this comparison is hampered by two
problems: The shape of the experimental N puff is unknown and the transition from
the high Te divertor plasma regime to the fluctuating state with reduced plasma
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Figure 5.10: Time evolution of N1+ emission in N-seeded discharges. The left figure
indicates that the observed time evolution is related to the shape of the N2 puff. The
simulated N emission for a line of sight crossing the divertor rises much faster than
observed in the experiment (right figure).
The valve used for the N2-puff is located remote from the plasma and connected to
outlets in the divertor roof baffle via a 3 m long tube (see section 3.2.2). Figure
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5.10a shows a pressure measurement (red curve) next to the valve at the beginning
of the tube and the time evolution of N1+ emission in the outer upper divertor region
(blue curve). The modulation of the puff, visible in the pressure measurement, was
required to reach low seeding rates. One can see that the pressure during the phases
where the valve is closed rises over about 0.5 s. This means that the N content in
the tube, and thereby the effective puff rate, needs at least 0.5 s to reach the steady
state value. A comparison of the pressure measurement with the spectroscopic signal
shows that, due to the transport time in the tube, the rise of the N density in the
plasma is delayed. Furthermore, the emission rises on a similar timescale as the N2
puff rate and also both quantities decay on a similar timescale. The observed rise
and decay times of the N content are therefore strongly influenced by the puff shape.
Figure 5.10b shows a spectroscopic measurement from a line of sight which goes
horizontally through the divertor region (the lines of sight are shown in Fig. 3.12)
together with the corresponding curve from the synthetic spectroscopy in WallDYN
(see section 3.3.3). One can see that the simulated curve rises steeply with the onset
of the N puff at 1.4 and 2.9 s. As just discussed, the measured intensity only rises
with a delay. It would of course be possible to adapt the puff in the simulation to
match the measured time evolution. However, it is not the primary aim of this work
to perfectly fit the experimental measurements, but to benchmark the simulation
for a given input. The pressure measurement presented in Fig. 5.10a cannot be
directly used as input, because the 3 m tube between the pressure gauge and the
plasma will further modify the puff shape.
The oscillations visible in Fig. 5.10b indicate the second challenge in the interpre-
tation of the spectroscopic measurements: The N seeding induces the transition
to another divertor plasma regime with lower plasma temperatures and oscillations
between the high and low Te state. The most obvious effect of these transitions
are jumps in the spectroscopic intensities, especially for lines of sights close to the
X-point but also at the outer strike line (see Fig. 5.14).
The spectroscopic measurements are difficult to interpret in this case, because the
effect of the changes in the plasma parameters on the spectroscopic measurements
is twofold. First, the changing plasma parameters can modify the spatial ionization
pattern and thereby the N distribution. Second, the photon emission per ion depends
on the plasma parameters. The rather large amplitude of the oscillations in Fig.
5.10b indicates that the spectroscopic measurements are strongly modified by the
transition from the high to the low Te mode. Because two plasma backgrounds,
one for the high and one for the low Te phase, are employed (see section 3.3.5),
this modification should be included in the simulations. The transition between
the two plasma backgrounds is indicated by the steps in the simulated intensities.
However, only a part of the jumps in the spectroscopic signals are reproduced in the
simulations, while others are not.
It is therefore not clear whether the discrepancies between simulated and measured
intensities are due to shortcomings in the plasma background or in the WallDYN-
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Figure 5.11: Comparison of measured and simulated N1+ emission in the outer
divertor line of sight ROV 9.
The situation is somewhat better for the lines of sight (e.g. ROV 9 in Fig. 5.11)
viewing the region of the divertor manipulator. In this region the SOLPS plasma
background should reproduce the plasma reasonably well and the plasma parameters
seem to change rather little between high and low Te state. In this region also the
time evolution matches nicely as shown in Fig. 5.11. This may seem to be in
contradiction to the foregoing statement that the time evolution of the N content is
dominated by the unknown time evolution of the N2 puff. However, the line of sight
used for Fig. 5.11 is close to the outer strike line, where the N fluxes mostly vary
due to N accumulation in the surface. The good match between the spectroscopic
measurements and the WallDYN simulations shows that the simulation correctly
reproduces the evolution of the N surface content.
Spatial variation of nitrogen line emission
In general the absolute agreement between measured and simulated spectroscopic
intensities from N1+ and N2+ ions is reasonable. This can be seen in Fig. 5.12b–d
which shows a comparison between simulated and measured intensities for a large
number of lines of sight and various wavelengths. The x-axis is the angle in degree
between the line of sight and the horizontal direction as indicated in Fig. 3.12. The
best agreement between measurements and simulation is found in the outer divertor.
The camera equipped with a filter for emission from singly ionized N exhibits, in
agreement with the simulations, a pretty homogeneous emission from the divertor
region (not shown in this work). This result is encouraging because the SOLPS
plasma background, which is a large source of uncertainty in other regions, should
give a good reproduction of the plasma parameters in the outer divertor.
The agreement between measurements and simulation is not as good for emission




















Figure 5.12: Comparison of measurements from passive divertor spectroscopy to
synthetic data from a WallDYN simulation during the second N seeded phase at 3.75 s.
The x-axis is the angle between the line of sight and the horizontal direction (see Fig.
3.12). The symbols indicate different lines of sight: n are ROV and RIV lines of sight,
l RON and RIN lines of sight, s DOT lines of sight and t ZIV and ZON lines of
sight. The color distinguishes between experimental and simulated values. Figure part
(a) for neutral N emission employs different y-axis for experiment and simulation
and the calibration for these lines of sight is associated with a large uncertainty (see
section 3.2.4). The circle in the lower right in the 399 nm graph is the line of sight
RON 14 (DVL) which lies below strike line, see section 5.5. In general there is a good
agreement between simulated and measured intensities.
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factor of ten below the simulated values. To allow a relative comparison the y-axis
for the experimental measurements was scaled by a factor of ten with respect to
the simulation. One possible reason is the uncertain calibration for the wavelength
region around 747 nm. For the low field side lines of sight (0–40◦) the calibration is
based on an extrapolation from lower wavelengths. For the low field side lines of sight
(around 120◦) no calibration for the individual lines of sight is available, so only an
average calibration factor was applied. Another possible reason for the discrepancy
between simulated and measured intensity is that N1+ ions may be generated directly
from Nz+2 or NH
x+
y molecules, without the appearance of neutral N atoms. The
relative comparison of different lines of sight shows that the simulated intensities
have a more pronounced spatial dependence than the the measured intensities. A
reasonable agreement in the spatial distribution of the radiation from neutral N
is visible from Fig. 5.13, which shows a picture from the camera equipped with
the filter for 747 nm wavelength and the simulated photon emission. One can see
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Figure 5.13: Emission from neutral N atoms (747 nm) at 3.7 s calculated with the
synthetic spectroscopy of WallDYN (a) and measured with a filtered camera (b). The
inner divertor region in the camera image is corrupted by deuterium radiation. An
image from this camera without filter can be found in Fig. 3.9a.
Re-erosion of retained nitrogen
Figure 5.14 shows the time evolution of a spectroscopic line of sight viewing the
outer strike line. For the N seeded discharges #29696 (gray curve) and #29697
(blue curve) one can see that there is a large variation between the low and high
Te divertor plasma states. For this line of sight the WallDYN simulation (light
green curve) qualitatively reproduces the change caused by the plasma variation, for
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example the measured and simulated intensity in the intermediate phase without N
puff is larger than in the phases with puff.
Figure 5.14 also includes a measurement from the non-seeded discharge #29698 (red
curve), which shows a slow decrease of the N+ emission. Here it has to be mentioned
that also during the non-seeded discharge #29698 the plasma conditions change


























Figure 5.14: N1+ emission close to the outer
strike line. Discharge #29698 shows how N
is re-eroded from the walls. The emission in
the N-seeded discharges is strongly affected by
switch between high Te and low Te phases and
the divertor plasma oscillations.
evolution not necessarily reflects the
evolution of the N content. Discharge
#29698 was performed to study the
re-erosion of N retained from the pre-
vious two discharges, as described in
section 5.1.4. The dark green curve
is from the corresponding WallDYN
simulation. In the beginning of the
simulation (dashed region) the cal-
culated intensity is very high: N is
eroded from the surface but returns
to its origin. However, the tile is sat-
urated with N so that the N is not di-
rectly re-deposited but fully reflected.
This causes large gross N fluxes. A
comparison of the simulation (dark
green curve) to the measurement (red
curve) indicates, consistent with sec-
tion 5.1.4, that the N erosion is over-
estimated by WallDYN. In the begin-
ning the intensity from the simula-
tion is too high. As N is depleted
too fast from the walls the N intensity
quickly decreases and the simulation
drops below the measurement.
5.2.2 Core nitrogen content
Radiation control by impurity seeding is currently the favored operation scenario to
meet the material limits in a fusion reactor (see section 2.6). The applicability of
this scenario depends on a low contamination of the core plasma with the seeded
impurities, which would deteriorate the fusion performance. The concentration of N
in the core plasma, measured by charge exchange recombination spectroscopy (see
section 3.2.4), is shown in Fig. 5.15. The time resolution of the measurements is lim-
ited by the need to activate the neutral beam heating system for the measurement.
Figure 5.15 also includes measurements from two lines of sight viewing the emission
from singly ionized N, where the intensities were normalized to the charge exchange
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spectroscopy concentration in the beginning of discharge #29696. The gray curve
is from a line of sight going horizontally through the main plasma and viewing the
limiter on the low field side main wall, where the N fluxes could be expected to be
related to the core plasma concentration. The agreement to the time evolution of
core N concentration is even better for the ZIV 1 line of sight, with a rather vertical
view from the inner divertor to the high field side main wall (magenta curve, line
of sight is shown in Fig. 3.12). This good agreement indicates that the core N
concentration is related to the N fluxes in this high field side region. The long term
evolution of the N concentration has already been discussed on the basis of Fig. 5.8.
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Figure 5.15: The time evolution of the core N concentrations is reproduced by the
N1+ emission from the low field side main wall limiters (gray curve) and a line of
sight looking from the inner divertor to the high field side main wall (violet curve).
With WallDYN-DIVIMP the core impurity concentration can be calculated as fol-
lows: For each wall tile the ”core averaged”e impurity density for a unit influx is
taken from the DIVIMP simulations performed to generate the re-distribution ma-
trix. These contributions for a given flux span a wide range because the probability
for a particle to reach the core plasma varies strongly. It is low, less than 1 %
according to the DIVIMP simulations, for particles originating from the strike line
regions. For particles launched from the main wall the probability to reach the core
is much higher, more than 50 %. With the actual impurity fluxes from the wall tiles
calculated in WallDYN, the total impurity density can be calculated as superposi-
tion of the contributions from each wall tile. The distribution of the impurity source
fluxes is just opposite to the core entry probabilities: They are large close to the
strike lines and small on the main wall (see Fig. E.1). The impurity concentration
eIn the DIVIMP simulations, which cover only the outer part of the core plasma, the N density
depends on the poloidal and radial position as shown in Fig. 5.9. This is caused by the use
of a SOLPS background including drifts. However, the DIVIMP model is not suited to resolve
such effects and therefore averaging over the core region is expected to be appropriate. The
charge-exchange spectroscopy measurements show that the N density is independent of the radial
position. Available measurements also indicate a poloidally symmetric impurity distribution in the
core region of L-mode plasmas [150].
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is finally calculated in the trace approximation by dividing the impurity density by
the electron density in the core plasma.









































Figure 5.16: Sources of N in the core plasma at 2.3 s (end of first N-seeding phase)
from WallDYN simulations. The distance along the wall, used as x-axis, is shown in
Fig. 3.18. The largest source is the N puff. For the low Te background (blue curve)
also the high field side main wall gives a significant contribution to the core N density.
Figure 5.16 shows the contribution of the different wall tiles to the core N content
at 2.3 s (calculated with WallDYN assuming initially N free walls). The red and the
blue curve were calculated with the high and the low Te SOLPS plasma background,
respectively. The yellow curve is based on the ’simple’ OSM plasma. The largest
source for all simulations is the original N puff. This contribution is similar for both
SOLPS based simulations and about a factor of four higher for the OSM plasma
based simulation. The N fluxes from the outer divertor target plate are larger than
the flux from the puff (see Fig. E.1). However, the probability to reach the core
plasma from the outer divertor is very low so the outer divertor gives no significant
contribution to the core N density.
A notable difference between the SOLPS based simulations arises in the contribution
from the high field side wall. It is negligible for the SOLPS solution corresponding
to the high Te state and much larger with the low Te SOLPS background. This
difference is mostly caused by a larger transport of N to the high field, resulting
in a larger N source flux at this location. These finding are in agreement with the
interpretation of Fig. 5.15, because the ZIV 1 line of sight measures contributions
from both main core N sources, the original puff and the high field side main wall.
Figure 5.17 shows the time dependence of the core N concentrations from the Wall-
DYN simulations and the measurement from discharge #29730. The green curve is
the standard SOLPS based WallDYN simulation. It switches between both SOLPS
backgrounds according to the measured time dependence in the plasma parameters
(see sections 3.2.2 and 3.3.5). The core concentration in the N-seeded phases calcu-
lated with this simulation is about a factor of two above the measured values. The
yellow curve is from the WallDYN simulation based on the ’simple’ OSM plasma.
It exhibits an even higher N concentration, which is a factor 4 above the measured
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values.
For the comparison one has to consider that the simulations treat the core transport
in a simple manner: For example it employs a constant diffusion coefficient on the
whole computational domain, only covers the outer part of the core plasma and
neglects poloidal asymmetries. An absolute agreement within a factor of two seems
therefore acceptable. The OSM based prediction is, as for the divertor deposition
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Figure 5.17: N concentration in the core plasma measured in discharge #29730 (s)
and simulated with WallDYN-DIVIMP. The WallDYN simulations, especially the one
based on the OSM plasma, overestimate the N concentration in the N-seeded phases.
A notable difference is again visible in the time evolution of the N content. The
simulation predicts an immediate rise of the core content when the N puff is switched
on, while the measured concentration rises only slowly. The measured time evolution
of the core N concentration is very similar to the time evolution of the passive
spectroscopy (see Fig. 5.15). Therefore a determining factor for the time evolution
of the core N concentration should be the N2 puff shape, as discussed in section
5.2.1. Another possible contribution to the difference in the time evolution between
measurement and simulation is the transport time. It is neglected in the simulation
but could be of relevance for the dynamic evolution of the core concentration (see
section 3.3.3). Both, transport time and puff shape, should lead to a slower rise and
decay of the N content than predicted by the simulation.
Impact of neutral energy, ion flows and temperature gradient force
Similar to the discussion of the outer divertor N content in section 5.1 two questions
remain: What controls the core N content and what causes the discrepancy between
the SOLPS plasma backgrounds and the OSM plasma background.
From Fig. 5.16 it is obvious that the transport of N from the puff region to the
main plasma dominates the core N concentration in the OSM based simulation.
The DIVIMP simulations show, that only 5 % of the N reaching the core from the
puff location are ionized in the core plasma. That means that N enters the core
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region mainly in the form of ions. Two important contributions to the movement
of the ions are the background ion flow and the temperature gradient force (see
section 2.5). Also the ionization location could still play a role in the transport
of the impurities to the core plasma. To test the effect of these contribution some
further WallDYN calculations have been performed.
The rate coefficient for the ionization Kiz is essentially independent of the neutral
velocity. Therefore, the ionization mean free path λiz ∝ vneutralKiz increases with the
initial velocity of the neutral vneutral. The impact of the ionization pattern on the
WallDYN simulations was therefore tested by varying the initial energy of the par-
ticles in DIVIMP. The cyan curve in Fig. 5.18 is based on DIVIMP calculations
where the N atoms were launched with thermal velocitiesf. This simulation repro-
duces the absolute core concentrations better than the standard simulation (green
curve, initial energy of atoms is a few eV as discussed in section 3.3.4). Because
the N2 puff is the main source for the core N content, this result indicates that the
dissociation of the puffed N2 molecules is better represented by thermal atoms than
by energetic atoms (which could be generated in the dissociation process). This is
in agreement with the finding of Ref. [57], that the dominant ionization path for N2








Figure 5.18: Core N concentration calculated with different models. An adjustment
of the X-point region flows in the OSM plasma reduces the predicted N concentration to
the level of the SOLPS based simulation. Starting the atoms in the DIVIMP simulation
(on the SOLPS backgrounds) with thermal velocity gives the best agreement with the
experimental measurement. Without temperature gradient forces the predicted core
concentration drops almost by a factor of 50.
The violet curve in Fig. 5.18 shows a WallDYN simulation based on DIVIMP
calculations with the temperature gradient force switched off. One can see that
this strongly reduces the predicted core N concentration below the measured values.
fThe DIVIMP parameter ebd controlling the initial energy was set to 0.03 eV
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This confirms the importance of this term for the impurity transport out of the
divertor region, into the main chamber SOLg.
Finally, the orange curve in Fig. 5.18 is based on the OSM solution with the adapted
background flow profile (Fig. D.5 and section 5.1.3). The resulting core N concen-
tration is very similar to the one obtained with the SOLPS backgrounds and gives
an acceptable match to the experimental result. Similar to the presented result with
the SOLPS backgrounds, the core N content should drop further when the atoms in
DIVIMP were launched with thermal velocity.
The reduction of the core concentration caused by the modified flow pattern around
the X-point indicates that this flow pattern was the main reason for the deviation
from the SOLPS based simulations. Altogether, this discussion shows that all three
processes (ionization, temperature gradient force and background flows) play an
important role for the impurity contamination of the core plasma.
5.3 Residual gas analysis and ammonia produc-
tion
During each of the N-seeded discharges presented in this work about 7 ·1020 N atoms
have been puffed into the plasma. By residual gas analysis it is possible to estimate
the number of N atoms that have been pumped by the vacuum system (see section
3.2.5). Figure 5.19 shows for the experiments performed for this work:
• The number of puffed N atoms (blue).
• The number of pumped N atoms based on mass spectrometer HPQO (red).
• The number of pumped N atoms based on mass spectrometer HPQI (green).
The number of pumped N atoms is calculated from the N2 partial pressure, contri-
butions to N pumping from other molecules are not included. Discharge #29673 had
the same plasma parameters as #29695, but followed directly after a N-seeded dis-
charge. The mass spectrometer HPQO failed during #29698. The numbers derived
from HPQI and HPQO are pretty similar, apart from #29673 which was, however,
not analyzed in more detail.
The most notable result from Fig. 5.19 is that the N2 molecules recorded by the
residual gas analysis only account for 2–3 % of the puffed N atoms. This percentage
is essentially the same for all N-seeded discharges. The background level is indi-
cated by the number of atoms pumped in #29695. In discharges following N-seeded
gThough the importance of this force is not surprising it is not yet included in all codes employed























Figure 5.19: Number of N atoms pumped in form of N2 molecules according to the
residual gas analysis of AUG. The numbers were calculated based on data from two
mass spectrometers, HPQI and HPQO. Only a small fraction of the puffed atoms was
recorded as pumped. Furthermore this fraction is essentially constant for all N-seeded
discharges.
discharges, like #29673 and #29698, the latency of the N release can be observed.
Different from the spectroscopic measurements, the residual gas analysis indicates
that the N content in #29730 was rather higher than in #29696.
The large difference between the number of puffed and pumped atoms can have
three reasons: The retention of N in the vacuum vessel, the pumping of N in form
of NH3 or deficits in the calibration of the residual gas analysis (see appendix B).
The error introduced by the calibration can be estimated from discharge #29386.
This discharge is the last one of a series with high density, high heating power and
strong N-seeding. According to the evaluation of the residual gas analysis, 1/3 of the
puffed atoms are pumped in the form of N2 molecules. This would indicate that the
calibration is wrong by a factor of three, assuming that the N storage capabilities of
AUG are fully saturated and all puffed N atoms are pumped by the vacuum system.
An even larger error in the calibration factors could be caused by a dependence
on discharge specific parameters like partial pressures. Though the uncertainty in
the calibration is quite large, it still seems to be too small to account for the large
discrepancy between the number of puffed and pumped N atoms.
Another possible explanation for the discrepancy was the pumping of N in a form
different from N2. Here especially ammonia, NH3 , is a possible candidate. However,
during the discharge the partial pressure of ammonia is much lower than the partial
pressure of N2. So, at least on a short timescale, the pumping of ammonia does
not contribute to the pumping of N atoms. This points to a very strong retention
of N in the vacuum vessel, notably larger than the 30 % found in Ref. [72]. From
a physical point of view this could indicate a larger amount of retained N for the
present conditions with lower N-seeding level, lower density and lower heating power
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Figure 5.20: Number of N atoms puffed (solid lines), retained in the walls (dash-
dotted lines) and pumped by the vacuum system (dashed lines) from WallDYN sim-
ulations based on the SOLPS plasma backgrounds. Because only the flattop plasma
phase is simulated in WallDYN, one discharge corresponds to 3.2 s.
compared to Ref. [72].
Also the WallDYN simulations include a model for the pumping of N by the vacuum
system (see section 3.3.3). Figure 5.20 shows the number of puffed, pumped and
retained N atoms from WallDYN simulations. These simulations, one based on the
high and one on the low Te plasma background (section 3.3.5), cover two subsequent
discharges. According to these simulations 1/4 to 1/3 of the puffed N atoms should
be pumped within the initial discharge. This number is much higher than the value
of 2–3 % determined by the residual gas analysis. In the simulation corresponding
to the non-seeded discharge #29698 (not shown here), 3 · 1019 N atoms have been
removed from the walls and were recorded as ’pumped’. This amount is again much
larger than the N accounted for by the residual gas analysis in this discharges.
Besides the discrepancy in the absolute amount of pumped particles also the fluence
dependence of the N retention differs between simulation and experiment. In the
simulations the number of pumped atoms increases notably from the first to the
second discharge, where more than 50 % of the puffed N atoms are pumped. In
contrast, the number of pumped molecules is essentially constant in the experiment.
This result makes the explanation of the observed discrepancies by an error in the
calibration factor less likely, as the relative amounts should be independent of the
calibration.
A possible explanation for both, the absolute discrepancy and the different fluence
dependence is an additional, large reservoir for the N storage. Assuming that the
retention of N caused by implantation and nitride formation in the walls is correctly
described in WallDYN (as indicated by the results presented in sections 5.1 and 5.4),
another storage mechanism must create an additional reservoir for N. The formation
and retention of ammonia molecules is a candidate for such a mechanism (see section
2.7).
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Figure 5.21: The intensities at m/q values associated to (deuterated) ammonia mea-
sured with HPQI about 100 s after the discharge rise after N-seeded discharges.
The amount of ammonia adsorbed on a surface is expected to be at most one atomic
layer [72]. The resulting N areal density would therefore be lower than the areal
density from N implantation and nitride formation. However, implantation only
takes place on plasma wetted surfaces, so that the contributing area is limited. In
contrast, ammonia can adsorb on all surfaces of the vacuum vessel, so that the
available surface area may be larger than the plasma wetted area by more than
a factor of ten. Ammonia desorbs only slowly at ambient temperatures, so the
ammonia could only be pumped by the vacuum system on a timescale of hours or
days [111].
Unfortunately, the direct measurement of ammonia molecules is difficult in AUG.
AUG is operated almost exclusively with D as main species. This causes an overlap
of the main (fully deuterated) ammonia peak, ND3 at m/Z = 20, with the main
peaks from fully deuterated water D2O and fully deuterated methane CD4. This
makes the measurement of ammonia very challenging [111]. Nonetheless, the signals
from m/Z = 17 (NH3) to m/Z = 20 (ND3) can give an indication of the ammonia
production and are shown together with m/q=16 (baseline corresponding to CH4
and O) in Fig. 5.21. Assuming that the production of water and methane is similar
in the N-seeded discharges and the non-seeded discharge #29695, the ammonia
partial pressure rises with the number of N-seeded discharges, thus supporting the
assumption of NH3 as a large N storage reservoir.
5.4 Long term nitrogen retention
In section 5.1 it has been shown that the N content in samples with a surface compa-
rable to that of AUG tiles is not higher than expected from laboratory experiments
on smooth samples. This raises the question on what causes the discrepancy in
the N saturation areal densities observed in laboratory experiments and those de-
duced previously from the feedback model for N seeding in AUG [62]. To study this
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question, a simulation of the long term N retention in AUG was performed. This
simulation used the N-seeded plasma background and a constant puff of 8.6·1020 N/s,
comparable to the one used in Fig. 7 of Ref. [62].
The N saturation areal density in AUG has been deduced in Ref. [62] from a model
developed to feedback control N-seeding in AUG. The storage and release of N from
the walls modifies the N content in the plasma and had to be included in the model.
For this model the plasma wetted area in AUG was estimated to 3.5 m2, less than
10 % of the actual geometric surfaces, because most of them receive only a small
particle flux from the plasma. A value of 1 · 1021 N/m2 for the saturation areal
density was determined by fitting the measured temporal behavior of the nitrogen
flux. However, the model measures rather the storage capacity of AUG, 3.5 · 1021 N













Figure 5.22: WallDYN simulation on the long term N retention in AUG: Number of
puffed N atoms (solid line), pumped atoms (dashed) and wall content (dash-dotted).
The orange line represents the long term retention derived for AUG in Ref. [62].
The amount of N retained in the simulation is given in Fig. 5.22 (blue curve) and
saturates at about 5 · 1021 N atoms. This is comparable to the 3.5 · 1021 N atoms
derived from experimental measurements in Ref. [62], although the numbers are
based on very different models: The value of 3.5 · 1021 N atoms is the product of an
areal density of 1 · 1021 N/m2 with the estimated plasma wetted area of 3.5 m2. In
contrast, the N content in WallDYN saturates at an areal density of about 1 · 1020
N/m2 and the ’plasma wetted surface’ is not manually specified but is a result from
the DIVIMP calculations.
Still, it is not only necessary to match the retained number of atoms but the satu-
ration actually has to be reached within a reasonable time. A look at the simulated
time evolution confirms that also this is the case. A wall inventory of 3.5 · 1021
N atoms is reached in about 25 s, corresponding roughly to 4–5 discharges. Also
another comparison to Fig. 7 of Ref. [62] shows that for 2 · 1021 puffed N atoms
the wall content is similar in WallDYN (1 · 1021 N atoms) and the feedback model















Distance along wall (m)
|---- Main wall -----|
Figure 5.23: N wall inventory at
t=15 s for puff of 8.6 · 1020 N/s. The
asymmetric wall area reaches roughly
from 3.4 to 4.9 m.
Figure 5.23 shows the simulated N concen-
tration in the wall at 15 s. To store 1.4 · 1021
N atoms with a maximum areal density of
1020 N/m2, parts of the main wall must con-
tain N. The transport of N to the main wall
is connected to some uncertainty because it
involves transport of ions perpendicular to
the magnetic field. In the presented sim-
ulation a perpendicular diffusion coefficient
of D⊥ = 0.5 m2s−1 has been used. This
should be a rather conservative estimate.
For instance, the diffusion coefficient in the
underlying SOLPS solutions varies between
0.5 m2s−1 close to the separatrix and 1 m2s−1 in the far scrape-off layer. In a Wall-
DYN simulation based on a diffusion coefficient D⊥ = 1 m2s−1, the wall inventory
builds up somewhat faster. Another source of uncertainty is the toroidal asymme-
try of the low field side main wall in AUG (Fig. 3.9a), which is not included in the
WallDYN model . On the one hand the asymmetry should lead to an increased flux
to the protruding structures. On the other hand the fluxes to the recessed surface
areas are strongly suppressed, so that the available area is reduced. A lower limit
of the retained N can still be calculated by assuming that the asymmetric low field
side part of the wall does not contribute to the N retention at all. According to
Fig. 5.23 this would reduce the inventory by about 30 %, resulting in a prediction
of 3.3 · 1021 N atoms. This value agrees, even better than the previous one, to Ref.
[62].
The agreement found for the long term N retention in this section might appear
to conflict with the disagreement found in the previous section for the number of
pumped N atoms. This indicates that one has to decide between two types of N
retention:
• N retention in the vacuum vessel: Here N adsorbed (in form of ammonia)
to the walls may play an important role and explain the low amounts of N
pumped by the vacuum system. However, the adsorbed ammonia only desorbs
slowly and has a low probability to return through the pumping slits to the
main volume with the plasma.
• N retention in and on the plasma facing materials: This is probably dominated
by N implanted into the walls, because this storage can host larger amounts
than adsorption. N re-eroded from the plasma facing components directly
enters the plasma and increases the N content in the plasma.
Of course the existing uncertainties, e.g. the strong toroidal asymmetry of the low
field side main chamber, transport of N perpendicular to the magnetic field and the
possible contribution of ammonia to the N retention, do not allow to give a precise
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number but only a rough estimate. Still the agreement of our simulations with the
measurements presented in this work and in Ref. [62] indicate that the saturation
of the N retention in AUG can be reasonably described by the WallDYN model.
The apparent contradiction between AUG and laboratory measurements reported
in Ref. [62] seems to be caused by the underestimation of the area contributing to
N retention.
The N implanted into the tungsten surfaces of AUG seems to be stable over a long
time. The N content in the sample exposed to #29696 was measured a second
time after storing it for half a year under rough vacuum conditions. The N content
had not changed during this time, confirming the long term stability of the formed
tungsten nitride known from the laboratory experiments. In the future, this may
allow to better discriminate between long term N retention by implantation and
formation of tungsten nitride and transient retention by ammonia formation.
It is noteworthy, that the number of N atoms in the plasma is in the lower 1019
range. This number is negligible in the present considerations and demonstrates the
importance of the wall inventory. Hence, the saturation of the N wall inventory has a
strong effect on the N fluxes into the plasma. According to the WallDYN simulation,
the increased reflection of N from the saturated walls increases the number of N
atoms entering the plasma for a given puff source by almost a factor of ten.
5.5 Tungsten erosion
In this section I want to consider the erosion of tungsten (W) from the outer divertor.
This topic has already been studied in some detail (see Refs. [151, 152, 153, 154]).
Still, it is intimately connected to the N migration, as N ions dominate tungsten
sputtering in N-seeded discharges and W sputtering is required to erode tungsten
nitride (see section 5.1.4).
Two spectroscopic measurements of emission from W0+ are shown in Fig. 5.24.
Figure 5.24a presents measurement and simulation for the DOT 1 line of sight,
looking into the outer divertor from the top of the main chamber. One can see
that there is a notable difference in the absolute value. Here it has to be noted
that there exist some uncertainties, like the quality of the PEC employed for W and
the width of the experimental line of sight. Nevertheless the qualitative behavior is
well reproduced by the simulation: First there is a small increase in the W erosion
with the onset of the N puff. When the N radiation induces the transition to the
low Te state the W erosion drops (see section 2.6). When the puff is switched off,
the plasma switches back into the high Te state and the W erosion rises back to its
original value.
Figure 5.24b presents W0+ emission measurements from a horizontal line of sight














































Figure 5.24: Emission from W0+ in the outer divertor measured with a vertical
(DOT 1) and a horizontal (RON 14) line of sight. These measurements reflect the
flux of eroded W atoms. Qualitatively the simulations match the observed behavior.
The RON 14 line of sight probably picks up light emitted from atoms adjacent regions
with stronger emission.
sition slightly below the outer strike line as shown in Fig. 5.25b. The corresponding
simulation (green curve in Fig. 5.24b) reproduces the measurement qualitatively,
but the absolute magnitude is wrong by orders of magnitude. A discrepancy has al-
ready been observed for the N emission recorded with this line of sight in Fig. 5.12c.
A possible reason is illustrated in Fig. 5.25a: The emission varies within a few cen-
timeters by many orders of magnitude. So a finite width of the experimental line
of sight or a small misalignment of the magnetic configuration, which has a typical
uncertainty of 1 cm [155, Ch. 4.1.1], can cause such large variations. Actually simu-
lations of nearby lines of sight (blue and orange curve in Fig. 5.24b, the lines of sight
are shown in Fig. 5.25b) give a better or even good absolute agreement with the
measured erosion during the high Te phases with strong W erosion. Unfortunately,
experimental measurements from these lines of sight are not available.
During the low Te phases when the tungsten sputtering is small, e.g. around 2 s, the
simulated intensity remains below the experimental measurements for all considered
lines of sight. Probably this is due to an erroneous measurement, where the W
emission is overestimated due to background noise. However, W sputtering for
the low Te state may also be underestimated in the simulations. For example the
divertor plasma oscillations (see section 3.2.2), responsible for the scatter in the
measurements, could increase the erosion.
The observed W erosion rate is rather small (≤ 1020 W/m2) even in the high Te
phases. The net erosion is again about a factor of ten smaller because most of the




Figure 5.25: The neutral tungsten emission (a) close to the separatrix (cyan curve in
(b)) varies by orders of magnitude within one centimeter. Therefore small inaccuracies
in the line of sight (b) can lead to very different results.
5.6 Summary of AUG experiments and WallDYN
simulations
In this section the nitrogen transport and retention under tokamak divertor plasma
conditions was studied experimentally and with WallDYN-DIVIMP simulations. To
this end tungsten samples were exposed to the divertor plasma of well-characterized
L-mode discharges at ASDEX Upgrade and analyzed with nuclear reaction analy-
sis. Nitrogen distribution and fluxes in the plasma were observed via spectroscopic
measurements. The constituents of the residual gas and the number of pumped N2
molecules were determined with mass spectrometry. WallDYN-DIVIMP simulations
allow a self-consistent interpretation of these measurements and help to identify the
physical processes governing the migration of nitrogen. The main findings are:
• The surface nitrogen content of the outer divertor target saturates within
one discharge with (little) N-seeding. The N saturation areal density in the
tungsten surfaces of AUG is about 1 · 1020 N/m2. This value is comparable
to the saturation areal density observed in laboratory experiments on smooth
samples. This indicates that the nitrogen retention does not depend on the
surface roughness.
• The surface nitrogen content after nominally identical discharges varies no-
tably. Considering the results from section 4.2, this indicates an intricate
dependence of the nitrogen accumulation on parameters like implantation en-
ergy and plasma composition. These parameters cannot be fully controlled in
a fusion plasma and complicate the interpretation of such experiments.
• WallDYN-DIVIMP simulations, applying the newly implemented saturation
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model, can reasonably reproduce the observed nitrogen deposition and spec-
troscopic measurements.
• The simulations show a strong impact of the nitrogen ionization pattern on
the deposition in the outer divertor and contamination of the core plasma.
The ionization pattern is very sensitive to the plasma parameters, so a good
reproduction of the plasma parameters by the plasma background is essential.
The importance of the temperature gradient force and the ion background
flows found in previous studies [12] is confirmed, though the present analyses
show that especially the flow pattern at the source location (the X-point region
in the present study) is of relevance. The transport of ions perpendicular to
the magnetic field, either by anomalous diffusion or classical drifts, seems to
be of minor importance in the current studies. Probably the closeness of the
impurity source location to the considered deposition position emphasizes the
neutral transport and leaves no time for the perpendicular transport to become
active.
• Residual gas analysis indicates that part of the seeded N2 is converted to
ammonia and retained in the AUG vacuum vessel.
• WallDYN simulations of the long term nitrogen retention predict a satura-
tion of the nitrogen content in the plasma facing components at 3–5 · 1021 N
atoms. This is in agreement with the results form Ref. [62]. The discrepancy
to laboratory experiments reported in Ref. [62] probably originates from an
underestimation of the available wall area in AUG.
The presented results have improved the understanding of the nitrogen inventory
buildup and migration pathways in AUG. The results also give suggestions for future
experimental and theoretical efforts:
• The good agreement between WallDYN-DIVIMP simulations and experimen-
tal measurements constitutes a successful benchmark for this novel tool. This
promotes the further use of WallDYN and DIVIMP for interpretative and
predictive analysis.
• The major source for discrepancies between WallDYN simulations and mea-
surements seems to be the negligence of the depth distributions in the Wall-
DYN surface model. This leads to an overestimation of N sputtering from
tungsten nitride in WallDYN. Using a more sophisticated surface model, e.g.
including the depth distribution as proposed in Ref. [127] or adapting the sput-
ter model, is therefore a possible option to improve WallDYN. However, one
has to keep in mind that WallDYN is mostly used to simulate the long term
wall evolution. In such calculations zones of net-erosion and net-deposition
develop and the accurate description of mixing effects may be of less impor-
tance.
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• The presented measurements indicate that the nitrogen retention on rough
surfaces is not increased. The newly installed version of the AUG divertor
manipulator allows to expose several samples at the same poloidal position.
This would allow a direct comparison of the nitrogen deposition on rough and
smooth surfaces.
• According to WallDYN, the main wall significantly contributes to the nitrogen
retention in AUG. The transport of impurities perpendicular to the magnetic
field is subject to large uncertainties, so an experimental measurement of ni-
trogen deposition in the main chamber region would be desirable.
• The residual gas analysis indicates that part of the seeded nitrogen is con-
verted to ammonia and retained in the AUG vacuum vessel. Therefore, further






The impurity migration in a fusion reactor determines the lifetime of the plasma
facing components, the impurity contamination of the core plasma, the tritium reten-
tion by co-deposition and induces the formation of mixed materials. An important
impurity species is nitrogen, which has been established as an optimal choice to
control the divertor heat load in the fusion experiment ASDEX Upgrade [9]. The
migration of nitrogen, i.e. implantation in and subsequent release from the tungsten
walls, introduces a history effect into the nitrogen particle balance [62]. Therefore,
a model of the nitrogen migration is required to optimize the heat load control.
There are two common approaches in the study of plasma-wall interactions. The
first one is to study the interaction directly in the devices of interest, in fusion exper-
iments. Such experiments naturally include all relevant physics but may be difficult
to interpret. Another widespread approach is to study the underlying processes in
computer simulations or dedicated laboratory experiments under well defined con-
ditions. This allows to understand the underlying physics and to extrapolate the
results to a fusion plasma environment.
The present work combines both methods to improve the understanding of nitro-
gen migration in the fusion experiment ASDEX Upgrade: First, the interaction of
nitrogen with tungsten surfaces was investigated in laboratory experiments under
well-defined exposure conditions. The evolution of the surface was measured with
XPS and NRA analysis. Via SDTrimSP simulations the results were interpreted and
extrapolated to tokamak divertor conditions. This allowed to establish a thorough
theoretical model for accumulation and loss of nitrogen in tungsten. Next, nitrogen
retention and transport were studied in dedicated ASDEX Upgrade experiments. To
interpret these experiments the WallDYN code was applied, which allows to extrap-
olate from laboratory studies to experiments in fusion devices. WallDYN simulates
the time evolution of the surface composition and impurity fluxes and permits a
self-consistent interpretation of various diagnostics.
The laboratory and computational studies presented in section 4.1 confirm that
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SDTrimSP simulations can correctly describe the implantation of nitrogen into tung-
sten. In agreement with the known phase of WN, the nitrogen concentration has to
be limited in the simulations to cN ≤ 50 % to match the experimental measurements.
The erosion of tungsten nitride by argon and deuterium is reasonably reproduced
by SDTrimSP simulations, although the erosion by deuterium is somewhat overes-
timated in the simulation. At elevated temperatures the accumulation of nitrogen
in tungsten exhibits a complex dependency on material temperature, which is not
recovered by the SDTrimSP model: With increasing sample temperature, the nitro-
gen retention decreases steadily. In contrast, when heating a N-implanted tungsten
sample, a diffusive loss of nitrogen is only observed above 800 K. According to these
results, the sudden release of nitrogen from tungsten surfaces reaching a critical
temperature (suspected in Ref. [10]) is unlikely.
The co-bombardment of tungsten by deuterium and nitrogen was studied in a set
of SDTrimSP simulations in section 4.2. These simulations indicate that deuterium
strongly modifies the nitrogen depth profile by recoil implantation into the depth
and preferential erosion from the surface. The interplay between these two kinetic
processes and the limitation of the nitrogen concentration to cN ≤ 50 % results in
a nitrogen saturation areal density of about 1020 N/m2.
Chapter 5 presents ASDEX Upgrade experiments on the nitrogen transport in the
plasma and its deposition on tungsten surfaces. To study the nitrogen deposition,
tungsten coated samples were exposed to ASDEX Upgrade divertor plasmas and
analyzed with nuclear reaction analysis. The measured nitrogen content of samples
exposed to one and two N seeded discharges is comparable, so that a steady state
of the local nitrogen content must have been reached within one discharge. The
nitrogen distribution and fluxes in the plasma were measured by passive and active
spectroscopy. The retention of nitrogen in the vacuum vessel and production of
ammonia were examined via residual gas analysis.
This set of measurements was then compared to WallDYN simulations employing
an extended model for the plasma-wall interaction. This model includes the satu-
ration of the nitrogen content in tungsten surfaces and pumping of nitrogen by the
vacuum system. The WallDYN simulation employing the SOLPS generated plasma
backgrounds reproduces most of the experimental results. A large discrepancy arises
only with regard to residual gas analysis. This points to the formation and storage
of ammonia in the vacuum vessel of ASDEX Upgrade, a process not included in the
WallDYN model. A simulation of the long term nitrogen retention predicts that
about 3 · 1021 nitrogen atoms can be stored in the form of tungsten nitride. This
number agrees with the result from Ref. [62]. However, according to the WallDYN
simulations the estimate for the plasma wetted area in Ref. [62] was too small.
Consequently, the nitrogen saturation areal density given in Ref. [62] is too large.
The good agreement with the experimental measurements is a successful bench-
mark of WallDYN. For the physical interpretation of the experimental results fur-
ther WallDYN simulations were set up and analyzed. These simulations employ
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adapted transport parameters and customized OSM plasma backgrounds to provide
information which is not accessible from experimental measurements. The variations
in the outer divertor deposition between the SOLPS based simulation, the ’simple’
OSM based simulation and the simulation based on the OSM solution with modified
outer divertor plasma temperature, indicate that the nitrogen ionization pattern de-
termines nitrogen fluxes and deposition in the outer divertor. On the other hand,
SOL flows do not modify the predicted deposition pattern for the present discharge
scenario.
The contamination of the core plasma by puffed impurities is critical for the appli-
cability of impurity seeding to control the peak power load. Hence, the sensitivity of
the core nitrogen concentration to input and plasma parameters was studied in ded-
icated simulations. According to these simulations the dominant source for nitrogen
in the core plasma was the applied nitrogen puff. The predicted core contamina-
tion essentially varies with all considered parameters: Initial kinetic energy of the
atoms (i.e. ionization location), background ion flows (especially the X-point region
flow pattern) and temperature gradient force. The discrepancy between simulations
based on the SOLPS and ’simple’ OSM backgrounds is due to the X-point flow
dependence. For a good agreement with the measurements the temperature gradi-
ent force must be included, the flows in the X-point region must point towards the
divertor and the atoms have to be launched with thermal energies.
The presented results largely resolve the questions on the applicability of nitrogen
in fusion devices and reported contradictions between earlier experimental findings.
The results on the nitrogen migration are already applied in SOLPS simulations
of the power exhaust with nitrogen seeding [136] and WallDYN simulations on the
nitrogen migration in ITER are in progress. From a more fundamental point of
view, the observed complex temperature dependence and the predicted strong re-
coil implantation appear as attractive phenomena for further studies. Finally, the
good agreement of the WallDYN-DIVIMP simulations to the AUG measurements
is encouraging. It gives confidence in the ability to predict processes in a fusion re-
actor by combining laboratory experiments and computer simulations. This ability
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Calibration of AUG residual gas
analysis
An introduction to the residual gas analysis and vacuum pumping system of AUG
is given in section 3.2.5. This section reports some further details, concerning for
example the calibration and uncertainties.
The residual gas analysis employs mass spectrometers to analyze the composition
of the residual gas. During the actual discharges the spectrometers are operated in
the peak jump mode, where only the intensities at a few given masses is recorded.
The resulting temporal resolution is somewhat below one second. This temporal
resolution is not sufficient to resolve the dynamics of the discharges performed in
this work and may cause errors in the determination of the number of pumped
atoms. Between two discharges the mass spectrometer is operated in the analog
mode, where complete spectra are recorded at the expense of temporal resolution.
The calibration factor relating the measured intensity at m/q=28 to the N2 partial
pressure is based on the relative detection efficiencies reported in Ref. [111]. To get
the absolute calibration factor for N2, the calibration factor for D2 was determined.
The partial pressure of D2 is much larger than the partial pressure from impurity
species, so that it is equal to the total pressure. The calibration factor of D2 was
determined from a comparison of the intensity measured with the mass spectrometer
to capacity gauges installed close to the mass spectrometers. The D2 calibration of
HPQI is associated with some error because the capacity gauge installed next to
HPQI was only reliable when the intensity at m/q=4 just reached saturation. The
calibration factors applied for HPQO were 360 for D2 and 144 for N2 and for HPQI
100 for D2 and 40 for N2. One should note that the mass spectrometers were
operated with different settings.
The AUG vacuum vessel is pumped permanently by turbo molecular pumps. During
plasma operation a liquid helium cryo pump is switched on and then dominates
the pumping speed. The pumping speed of the turbo molecular and cryo pumps
137
has been measured [112], however only for deuterium. As deuterium is the most
abundant species it is usually assumed that all other components of the residual gas
are pumped with the same speed. As the discharges presented in this work had rather
low pressures, 0.01 Pa in the pumping duct, the pumping speed for nitrogen has a
notable uncertainty. An indication for this is that the N concentration is different
at HPQI and HPQO. HPQO can only be reached by gas which has passed the
cryo pump, so preferential pumping of N2 would cause a reduced N2 concentration
for HPQO. cryo pump, so preferential pumping of N2 would cause a reduced N2
concentration for HPQO. Furthermore the pumping speed was only measured in
dependence of the pressure at the position of HPQO. The pumping speed at HPQI
was then calculated from the conductivity between HPQI and HPQO.
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Appendix C
SDTrimSP D-N simulation with
60 degree impact
100 % N
    0 % D
15 % N
    85 % D
2 % N
    98 % D
Figure C.1: SDTrimSP simulations of the N accumulation in a W surface under D-N
co-bombardment for an impact angle of 60◦, different energies and beam compositions.
The N energy was twice the D energy, EN = 2 ED. The gray numbers indicate the
beam composition for the nearby curves. The saturation N areal density varies between
0.5 · 1020 N/m2 and approximately 1.5 · 1020 N/m2. On average the N areal density is





In the plots of the Mach number a positive Mach number (red color) indicates a
flow to the outer target and a negative Mach number (blue regions) a flow to the
inner target.
Figure D.1: Electron temperature, density and ion mach number according to the
SOLPS simulation corresponding to the N-seeded, low Te state.
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Figure D.2: Electron temperature, density and ion mach number according to the
SOLPS simulation corresponding to the N-seeded (low Te divertor) plasma with an
OSM based extension to the main wall.
Figure D.3: Electron temperature, density and ion mach number according to the
SOLPS simulation corresponding to the non-seeded (high Te divertor ) plasma with an
OSM based extension to the main wall.
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Figure D.4: Electron temperature, density and ion mach number from the simple
OSM plasma. To both sides of the X-point there is a upwards directed ion flow. The
boundary conditions for this plasma are taken from the simulation shown in Fig. D.1
Figure D.5: Electron temperature, density and ion mach number from the OSM
plasma with adapted flows.
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Figure D.6: Electron temperature, density and ion mach number from the OSM




Fig. E.1 shows the charge state integrated nitrogen redeposition matrix calculated
with the low Te plasma background with extended grid (Fig. D.2). The wall tile in-
dexing is shown in Fig. 3.18. The transport of the impurities through the plasma is
parameterized for WallDYN by such re-distribution matrices calculated with DI-
VIMP. a re-distribution matrix states which percentage of the material eroded
from a given tile impinges on another tile. Diagonal contributions indicate local
re-deposition. Material from the main wall is deposited in the inner divertor but
not in the outer divertor (source tile index 0-25 have no contribution to deposition
tiles 30-40). The sum of each line is one, reflecting the particle conservation.
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Figure E.1: Charge state integrated nitrogen re-distribution matrix calculated with
the low Te SOLPS plasma background (Fig. D.2). The figures to the left and at the
bottom show the N fluxes from the WallDYN simulation at t = 2.3 s (corresponding
to the end of the first N-seeded phase). The N fluxes are calculated by solving the
self-consistent equation for the impurity fluxes, which includes the information from
the re-distribution matrix. The figure at the bottom also contains the D flux taken
from SOLPS (and the OSM solution in the extended grid region) for reference.
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