Abstract: A number of research groups worldwide have reported discrepancies between loss measurements and classical theoretical predictions for simple millimetre wave and sub-millimetrewave structures. For the first time, a comprehensive survey of published experimental data for the room temperature surface resistance of normal metals, from DC up to the edge of the mid-infrared frequency range, has been undertaken. It has been found that, with the optical measurements performed within the far-IR region, there does not appear to be an anomalous intrinsic conduction loss phenomenon at room temperature; this is in direct contradiction to the findings of other research groups. This is because the non-optical measurement approaches adopted by Tischer, Schwab et al. and Batt et al. are fundamentally flawed, since anomalous findings could be attributed to one or more of the factors discussed in this paper.
Introduction
Worldwide, there are many research and development groups involved in the modelling, design and manufacture of systems operating at upper-millimetre-wave frequencies (e.g. from circa 100 to 300 GHz) and beyond. To date, these frequencies find only specialist applications. However, the frequency figures-of-merit for diodes/transistors and their associated interconnects continue to increase. As a result, it is inevitable that new and ubiquitous applications will emerge above 100 GHz; from environmental air quality/ pollution monitoring to sophisticated security tagging/ identification systems to ultrahigh-speed optoelectronics.
Commercial CAD software packages, used for performing 3D electromagnetic simulations can be very accurate when designing structures for operation at RF and microwave frequencies (i.e. below circa 30 GHz). However, such software relies on the very accurate characterisation of its materials; otherwise, even the smallest of errors in material models could adversely propagate through any subsequent device/component modelling and into the circuit, subsystems and systems simulations. With conductors, very accurate frequency dispersion models for intrinsic bulk conductivity are required to underpin all of the many extrinsic conduction loss models (e.g. to account for periodic structures, thin films, poor manufacturing tolerances, minute physical discontinuities, microscopic surface roughness, corrosion due to chemical reactions or electromigration, formation of voids in fine lines (due to tensile stress migration), surface contamination and oxidation, operating temperature, etc.). With dielectrics and semiconductors, the associated dielectric constant and loss tangent (or their equivalent optical constants) are used in the solution of Maxwell's equations. For more than two decades, many dielectrics and semiconductors have been accurately characterised from DC to sub-millimetrewave frequencies. This has not been the case for metal conductors. The optical constants for metals (from empirical data and modelling) are only available at farinfrared and shorter wavelengths, because it is generally accepted that no anomalous intrinsic frequency dispersion exists at longer wavelengths. As a result, electromagnetic CAD packages generally employ the classical skin-effect model, by default at room temperature, even when used well into the terahertz frequency range. However, a number of research groups worldwide have reported discrepancies between loss measurements and classical theoretical predictions for simple millimetre-wave and sub-millimetre-wave structures [1] [2] [3] [4] [5] [6] [7] [8] ; this phenomenon has been attributed to some form of anomalous intrinsic frequency dispersion that can exist within normal metal conductors at room temperature [1] [2] [3] [4] [5] 8] and subsequently widely disseminated in the literature [9, 10] .
For the first time, a comprehensive survey of published experimental data for the room temperature surface resistance of normal metals, from DC up to the edge of the mid-infrared frequency range, has been undertaken. A graphical summary of the results is shown in Fig. 1 . The main techniques that have been employed in terms of material preparation, choice of device-under-test, metrology and subsequent modelling are reviewed and their suitability discussed. This includes the use of non-optical (metal-pipe rectangular waveguide (MPRWG) cavities and transmission lines), quasi-optical (quasi-hemispherical Fabry-Perot resonators), photothermal (pyroelectric detection) and optical (reflectance) measurements. It will be shown that the non-optical measurement setups are flawed and that the commonly used classical skin-effect model gives erroneous results in the terahertz frequency range.
Data selection and representation
There is a great deal of published data, reported by researchers worldwide, for the room temperature measurements of many metals at terahertz frequencies. However, since only very high electrical conductivity metals are of interest for carrying signals, using low loss RF interconnects and transmission line structures, only the following will be considered; silver: coined silver (90% Ag, 10% Cu) is used to line the inside walls of ultralowloss millimetrewave MPRWGs; copper: used to line the inside walls of microwave MPRWGs and is also the main metal used in hybrid microwave ICs and IBM's CMOS 7S ASIC technology; gold: used to line the inside walls of low-loss millimetre-wave MPRWGs, the main metal used in hybrid and monolithic (GaAs and InP) microwave/millimeter-wave ICs, bond-wire/strap interconnects, electrical contact coatings for low-loss mm-wave connectors and reflective coatings for optical mirrors and switches at infrared frequencies; and aluminium: the main metal used in monolithic (silicon and SiGe) microwave/millimetre-wave ICs and has the highest conductivity of any metal at the boiling point of liquid nitrogen (77 K).
Because of problems associated with material preparation (i.e. undesirable physical bulk properties and extrinsic loss effects), choice of device-under-test, metrology and spectral absorption lines, only a few examples were appropriate for selection. Table 1 shows the lowest spectral absorption line frequencies, f SAL , for neutral atoms, as a result of interband transitions of bound electrons [11] . Below this frequency (or even higher, if the intensity of this absorption line is low), the contribution of bound electrons is overshadowed by the strength of intraband transitions of free electrons. These intraband transitions do not give rise to spectral features in the optical constants of metals. As a result, there is a structureless plateau in the power reflection coefficient (i.e. reflectance). However, in order to minimise any contribution from bound electrons, the maximum frequency of interest should not exceed approximately 10% of the lowest spectral line frequency. For this reason, 12 THz was chosen as the maximum frequency of interest; this is well within 10% of f SAL ¼ 142 THz (for aluminium).
Excess conduction loss factor
In order to provide a quantitative measure to describe the deviation from the classical frequency dispersion models, some form of figure-of-merit is needed. At millimetre-wave frequencies and above, since it is much easier to obtain power measurements in preference to determining complex parameters directly, the excess conduction loss factor Da can be used:
where Rs ¼ measured surface resistance R N ¼ normalising classical skin-effect, R o , or relaxationeffect, R R , surface resistances All other variables have their usual meaning. In general, RF and microwave engineers adopt the classical skin-effect model because of its simplicity and accuracy when used for low frequency RF and microwave applications; whereas physicists may well adopt the more complicated and more accurate classical relaxation-effect model. With both of these classical models, their surface resistances are identical at DC and increasingly diverge as frequency increases. With the classical relaxation-effect model, the real part of conductivity decreases as frequency increases. However, because of its complex mathematical form, the corresponding surface resistance does not increase with frequency by the same amount as that with the classical skin-effect model. As a result, values of excess conduction loss obtained using the relaxation-effect model become increasingly inflated as frequency increases, when compared to those values determined using the overlysimplified classical skin-effect model. Note that, in practice, the inclusion of relative magnetic permeability m r and displacement current can be ignored, as their contributions are negligible for the metals and frequency range considered here.
Classical surface resistance renormalization
The classical surface impedances Z N are calculated using bulk DC values of conductivity s o . Ideally, these values should be measured directly from the target samples, in situ, (e.g. using the four-point probe test) since s o is strongly dependent on temperature and also on many intrinsic bulk physical properties (e.g. purity of target samples, any contamination during material deposition, effects of annealing, any work hardening due to machining, grain boundaries, porosity, long-term contamination and oxygen absorption, crystalline nature (i.e. single crystal, polycrystalline, amorphous or alloys), lattice defects and dislocations, etc.). However, for convenience, many researchers take values from one of many available reference sources. For example, Table 2 gives values of bulk DC conductivity and relative magnetic permeability, from different sources [12] [13] [14] [15] Fall of which relate to 'room temperature' (whatever value that may be). Unfortunately, unless specified, the exact temperature used and all the various physical (i.e. intrinsic bulk and extrinsic) properties are unknown. For this reason, it can be difficult to choose a 'standard' value that can be adopted for use in calculating the (re-)normalisation surface resistance. One source of reference that is commonly used is the CRC Handbook of Chemistry and Physics; however, even this reference source has changed its bulk DC values of resistivity, r o ¼ 1/s o , over the past quarter of a century, as can be seen in Table 3 .
When dealing with old and new values for bulk DC resistivity, quoted at a specific temperature, a general process of Da renormalisation is required, as given by the following:
where, originally reported excess conduction loss factor Da N (old) ¼ R s /R N (old) and N represents normalisation using a classical surface resistance. Fortunately, Table 3 gives values for polycrystalline metals at a specific temperature of 201C; and this data has remained constant over the past 14 years [11] . As a result, this crystalline form and temperature will be adopted as reference. The rational for this is that both evaporation and sputtering (followed by annealing) are the two main methods for metal deposition in microfabrication processing; also 201C is the most commonly cited value of room temperature. It will be apparent that a second process of renormalisation will be necessary if measurements are performed at one temperature T m , and the normalizing surface resistance is quoted for a another temperature T N . It can be shown that the approximate temperature dependence of bulk DC conductivity is given by [10] :
Because the temperature dependence of both Rs and R N are the same, the excess conduction loss factor should be temperature independent, i.e.
. Therefore, to make the excess conduction loss factor consistent with old-to-new and T m -to-T N data, the combined renormalisation process can be undertaken using the following expression: where, originally reported excess conduction loss factor
When (re-)normalisation is performed using the classical relaxation-effect model, the scattering relaxation time for the free electrons (i.e. mean time between collisions) t is needed. These times have been calculated using the recommended values of resistance found in Table 3 and parameters quoted in [16] . The resulting solid-state parameters are given in Table 4 . [2, 3] : A 34.95
Tischer [2-5]

Measurements at 35 GHz
GHz metal-pipe rectangular waveguide cavity was constructed using single-crystal copper sidewalls for operation in its fundamental TE 101 mode, such that current only flows in one direction. Therefore, losses at the joints between the cavity body and sample sidewalls could be minimised to negligible values, i.e. only minute physical gap discontinuities existed at locations where no current flows.
Sidewalls were cut with an acid saw from single-crystal copper rods, giving surfaces of the (100) type and having a purity of 99.999%. The sidewall surfaces were electropolished very carefully, washed and dried. These samples were then annealed at 4501C in hydrogen and stored in a hydrogen-filled glass container. Using an argon-filled glove box, the samples were mounted into the cavity and measured. The unloaded Q-factor Qu of a metal-pipe rectangular waveguide cavity was given as:
where s, t, b, e represent the unloaded Q-factor contributions from the sidewalls, top, bottom and end-walls, respectively. Also, G is a geometric factor (dictated by the structure and dimensions of the cavity) and Rs represents the surface resistance of the sidewalls (determined using repeated measurements). The dimensions of the cavity were optimised so that the major contribution to the unloaded Qfactor (B 90%) was attributed to the sidewalls. The internal width, height and length dimensions were 4.4 mm, 20.8 mm and 25.4 mm, respectively, corresponding to a dominant mode cut-off frequency of 34.09 GHz.
The exact temperature at which the measurements were performed was not stated in Tischer's papers [2, 3] ; however, Bhartia and Bahl quote a value of 221C for these experiments [10] . An extracted value of Rs ¼ 0.0554 O& was given by Tischer. Using a 'handbook value of the conductivity of pure copper at room temperature' of 5.80 Â Table 2 , the reference conductivity appears to correspond to the value for 201C [12, 13] . As a result, it is first necessary to renormalise these results with temperature. Here, s o (old, 221C) is calculated with x ¼ 0.0039 [5, 10] . Also, since the value of conductivity originally used by Tischer does not actually correspond to the value for singlecrystal copper (but most likely drawn copper), the value for polycrystalline copper (which has a higher value of s o than 5.80 Â 10 7 S/m) is used [11] . The results for both renormalisation processes are given in Table 5 : and shown in Fig. 1 , for both classical surface resistance models. [4, 5] : Two lengths of 70 GHz MPRWG transmission lines (813 mm and 914 mm long) were constructed from oxygen-free high conductivity (OFHC) copper and designed for operation in the fundamental TE 10 mode of propagation. By carefully measuring the insertion loss, a value of surface impedance was extracted from the associated attenuation constant a: The measurements were undertaken at a temperature of 241C. An excess conduction loss factor, already renormalised to 241C, of Da o (241C) ¼ 1.211 was reported [4, 5] . Again, the renormalised results are given in Table 5 and shown in Fig. 1 , for both classical surface resistance models. 
Measurements at 70 GHz
a ffi R S Z o Á G where
Schwab and Heidinger measurements
at 145 GHz [6, 7] Open resonators are used for dielectric and (super-) conducting material characterisation at millimetre-wave frequencies. A 145 GHz measurement setup was created, using a quasi-hemispherical Fabry-Perot resonator. An electropolished spherical mirror was made out of electrolytic copper and the plane mirror was made out of the target sample metal (polished with diamond tools, to create plane surfaces of optical quality). The diameter of the Gaussian beam at the spherical (D SP ) and plane (D PL ) mirrors, are given as follows:
where, Rc ¼ spherical mirror's radius of curvature ( ¼ 120.1 mm). L ¼ distance between the two mirrors ( ¼ 118.5 mm), k o ¼ modified wavenumber in free space ( ¼ 3,039 rad/m).
It can be seen that as L is increased towards Rc, the temporal resolution on the linear mirror increases, but so too will the undesirable diffraction losses at the spherical mirror. Therefore, a trade-off has to be found in practice. The unloaded Q-factor for this open resonator is given by:
where, G ¼ geometrical factor for linear polarized Gaussian TEM 00q mode ( ¼ 33,917 O). R S.SP ¼ surface resistance of the spherical mirror. R S.PL ¼ surface resistance of the plane mirror. Measurements were undertaken on silver, copper and aluminium, between 20 K and 340 K, but only the results at 201C are considered here. The researchers suggest that the unexpected increase in measured effective surface resistance (approximately 70 mO/& for all metals and across the whole temperature range) can be attributed, in part, to the additional losses associated with the disturbance caused by the two (i.e. input and output) electromagnetic coupling holes at the centre of the spherical mirror. After reducing this offset, the researchers believe that the surface resistance values are in agreement with theoretical values in both absolute terms and temperature dependence. In a parallel resonator setup, with different coupling holes, it was possible to obtain an offset resistance of only 30 mO/& [6] . Nevertheless, it will be assumed for the moment that the effects of coupling holes did not create significant additional losses. Values of R S.effective for silver and copper and also the Q-factor for aluminium were extracted from measurement graphs [7] . The results of excess conduction loss calculations are given in Table 6 and shown in Fig. 1. 
Batt, Jones and Harris measurements at 890 GHz [8]
For a plane wave reflecting off a highly conducting semiinfinite metal plane, at normal incidence, it can be shown that the reflectance G is given by the Hagen-Rubens relation [8] :
As a result, surface impedance can be found if both the incident and absorbed power levels can be determined. With the latter, a 2 Â 4 mm 2 pyroelectric detector was employed. This was coated on one surface with a 1 mm thick layer of evaporated gold. The surface was then exposed to laser radiation, at normal incidence, where the chopped incidence power was approximately 1 mW. The gold film heats up and then the detector's output voltage is recorded. The HCN laser radiation, with its spectral line at 337 mm and frequency of 890 GHz, was then removed. The detector's output voltage of equivalent magnitude was then obtained by passing a low frequency (at half the laser's chopping frequency) current through the gold film, in order to heat it by the same amount as the laser. The absorbed power level was then calculated from low frequency current and voltage measurements.
With repeated measurements, the average value of surface resistance was found to be Rs ¼ 0.645 O/&720% [8] . The researchers quote a relatively high value of resistivity r o (old ) ¼ 2.4 Â 10 -8 O.m. However, from Table 2 , it can be seen that the value of s o (201C) ¼ 4.10 Â 10 7 S/m, given by Rizzi [12] and quoted in Reference Data for Radio Engineers [13] , corresponds to r o (201C) ¼ 2.4 Â 10 -8 O m. Therefore, it is not unreasonable to assume that 201C was the temperature at which the measurements were performed and the reference for calculating Da(old ). The results of 
excess conduction loss calculations are given in Table 7 and shown in Fig. 1 . It can be clearly seen that these results give the greatest deviation from the classical theory line. The researchers, from the UK's National Physical Laboratory, concede that this experimental approach has many limitations; some of these being identified as follows [8] : (i) gold film was not specularly reflecting (i.e. like an ideal mirror) because of the crystalline nature at the surface of the nonhygroscopic PZT pyroelectric detector element (i.e. surface roughness was not considered in the modelling); (ii) incident radiation power is difficult to measure because of geometric and diffraction effects associated with the 1.5 mm diameter aperture, through which the radiation passes; (iii) uncertainty about the measurement and modelling temperatures, since the sample heats up but the reference temperature remains constant at 201C; (iv) heat from the radiation gives a Gaussian profile on the gold film, whereas that from the low frequency current gives a more uniform distribution; and (v) uncertainty associated with the differences between the chopping and sinusoidal waveforms. [22, 23] The optical properties of metals are usually characterised by the complex refractive index, n ¼ n 0 -jn 00 , where n 0 ¼ index of refraction and n 00 ¼ extinction coefficient [11, [17] [18] [19] [20] [21] [22] [23] [24] . When a plane wave propagating in free space is incident on the metal, at normal incidence, the resulting reflectance G is given by:
Far-IR measurements
Within the far infra-red (IR) region, normal-incidence reflectivity-amplitude measurements can be made. Drude's relaxation-effect model, represented by (1b), can be used to fit the measured reflectance data. Bennett et al. reported far-IR reflectance measurements for silver (99.999% purity), gold (99.999% purity) and aluminium (unspecified purity) [22] . These samples were evaporated on supersmooth fused quartz optical flats and measured in an ultra-high vacuum (UHV), 5 Â 10 À9 torr, environment. This environment was deliberately chosen to avoid a layer of silver sulphide and aluminium oxide from building up on the silver and aluminium samples, respectively. Being chemically inert, the UHV is not necessary for gold, as it does not tarnish. To avoid the need for an UHV, with both silver and aluminium, a thin protective layer of transparent material (e.g. calcium fluoride or quartz) could be used [22] . The accuracy of the measurements was reported to be within 0.1% [22] . In addition to the work of Bennett et al., Brandli et al. reported measurements for gold that extended below 1 THz, using the parallel-plate waveguide transmission line technique [23] . They too used Drude's relaxation-effect model to fit measured data. The results of excess conduction loss calculations from both groups of researchers are given in Table 8 and shown in Fig. 1 . Using the classical relaxation-effect model as reference, it can be clearly seen that the excess conduction loss factor is within 10% of the predicted values between 2.4 THz and 12.5 THz, for all samples reported from both groups of researchers. Moreover, with the results using data from Brandli et al. the excess conduction loss factor gradually climbs to 18%, as frequency decreases to 0.9 THz. Therefore, with the measurements performed above circa 1 THz, there does not appear to be a room temperature anomalous conduction loss phenomenon; this is in direct contradiction to the results obtained by Batt et al. at 0.89 THz. [24] There is a pair of extremely useful equations in dispersion theory, called the Kramers-Kronig relations. They relate the frequency variation of the real and imaginary parts of analytic functions, such as complex permittivity or refractive index [25] :
Full-spectrum characterization
where o 0 ¼ specific real frequency at which the optical constant is evaluated.
P ¼ denotes that the principle value of the integral should be taken.
It can be seen that the real and imaginary parts of an analytic function are not independent, but are connected by these integral relations. In other words, if n 00 (o 0 ) is know over a sufficiently large range of frequencies around o 0 , then n 0 (o 0 ) can be obtained by integration, and vice versa. In principle, Kramers-Kronig dispersion-relation analysis requires a knowledge of one of the optical functions at all frequencies. In practice, no single measurement setup can be 
used to cover the entire spectral range (i.e. from DC to infinity). Shiles et al. proposed an iterative self-consistent procedure [24] . Here, a wide spectrum range composite was created, using room temperature experimental measurement data for aluminium, obtained from various sources.
In general, reflectance is measured below the angular plasma frequency, o p ¼ 2pf p ; while extinction coefficient is measured above o p . For normal metals, reasonably accurate starting values for n 0 (o4o p ) can be obtained using the Kramers-Kronig transform, with a first approximation to n 00 (o) being composed from the following: (i) below, 9.4 THz, no optical measurements were available for n 00 (ooo p ); (ii) in the IR, visible and UV regions, normalincidence reflectivity-amplitude measurement data was used (e.g. from 9.4 THz to 2841 THz). Here, n 00 (ooo p ) was estimated from a Drude-model fit (based on s o and o p ) to the measured G(ooo p ) values; (iii) although, in the near-IR and visible spectrum, n 00 (ooo p ) can be measured directly using ellipsometry (e.g. from 194 THz to 655 THz); and (iv) above o p , in the extreme UV and X-ray region, n 00 (o4o p ) is extracted from thin-film transmission measurements of the absorption coefficient. Having obtained the initial values of n 0 (o4o p ) and combining these with measured n 00 (o4o p ) values, trial values for G(o4o p ) can be calculated using (10) and combined with measured G(ooo p ) values. The phase of the reflectivity can then be calculated from the resulting composite reflectance G(o) using the Jahoda-Velicky dispersion relation. The complex refractive index, n(o), can then be calculated using the inverse Fresnel formula. The iteration then proceeds by using the improved values of n 0 (o4o p ) and measured n 00 (o4o p ) values, to calculate new values of reflectance, etc. This iterative process results in self-consistency with measured G(ooo p ) and n 00 (o4o p ) values [24] .
Shiles et al. found that by starting with carefully chosen initial values of reflectance, a satisfactory fit to most experimental data for aluminium was obtained in one or two full iterations. The full cycle of iterations reproduces the initial measured data to better than 0.5%. Moreover, it was found that the Drude relaxation-effect model can fit the reflectance data from Bennett et al. [22] for aluminium, with reasonable accuracy between 12.5 THz to 36 THz. Here, interband effects should be small, relative to intraband effects at these frequencies. However, between 9.4 THz and 12.5 THz, the reflectance rises more steeply with wavelength than predicted by this simple free-electron model.
Since reflection methods are used to determine optical constants, they are strongly dependent on the characteristics of the sample's surface. For example, surface roughness produces sample-dependent surface plasmon absorption at approximately o p /O2 and oxidation on thin-film samples produces systematic errors in absorption coefficient measurements above o p [24] . However, there has always been a certain degree of controversy on this subject. Since the oldest measurements were made, there have been considerable developments in the preparation of metallic surfaces by evaporation in a UHV. The properties of such surfaces are frequently quite different from those of bulk metal prepared by polishing [22] . By no means have all the optical constants, listed within the many various reference sources [11, [17] [18] [19] [20] [21] [22] [23] [24] , been determined on such freshly prepared surfaces [17] .
Discussion and conclusions
For the first time, excess conduction loss factor, determined using completely different techniques and by different research groups worldwide, have been compiled, renormalised and presented for comparison. It can be clearly seen in Fig. 1 that there are very large deviations from classical theory with the lower frequency measurement setups. Indeed, with measurement setups below 1 THz, there seems to be strong evidence to support the case that an anomalous intrinsic conduction loss in normal metals exists at room temperature. It can be seen that there in a steep rise with frequency in the excess conduction loss factor. With the relaxation-effect model taken as reference, the worst-case measured increases were 15%, 24%, 75% and 149% at frequencies of 35 GHz, 70 GHz, 145 GHz and 890 GHz, respectively, above the predicted values. Where possible, every effort has been made to keep the reference temperature fixed at 201C, in order not to introduce additional errors. However, the exact temperature with the measurements setups above 1 THz could not be found in the open literature; only that 'room temperature' was used. Even so, surprisingly, with the measurement setups above 1 THz, the excess conduction loss factor is within 10% of the predicted values between 2.4 THz and 12.5 THz, for all samples, when the classical relaxation-effect model is applied.
With the non-optical measurement approaches adopted by Tischer, Schwab et al. and Batt et al., there are a number of inherent practical obstacles; some of which have previously been mentioned. To varying degrees, the anomalous findings could be attributed to one or more of the following reasons. (i) Large uncertainties associated with material preparation, choice of device-under-test and both random and systematic errors in metrology. For example, it is unlikely that the measurement systems were calibrated, to remove some of the systematic errors, to known and traceable international standards. Also, additional samples may not have been used, to average out some of the random errors. (ii) Reference values of r o did not correspond to those of the samples in-situ but instead were taken from 'standard' reference sources. (iii) Approximations in oversimplified expressions for Q-factor, attenuation constant and reflectance. In other words, the effects of impedance mismatches and leakage (e.g. radiation, diffraction and multimoding) may not have been fully taken into account. (iv) Use of the oversimplified classical skin-effect model for the (re-)normalising surface resistance. (v) The infrared region has the combined contributions from freeelectron and bound-electron absorption (i.e. a superposition of intraband and interband transitions, respectively, and even the background polarization of the ion cores) [24] . Therefore, the contribution from the low frequency tail of high intensity interband spectral absorption lines (e.g. found with Cu and Au) can become significant, especially with thermal broadening of absorption peaks at room-temperature [24] . The simple Drude model does not take into account interband transitions, but Kramers-Kronig dispersion-relation analysis can. (vi) Numerical errors when extracting data points from measurement graphs and rounding errors in calculations.
The results from this comparative study strongly suggest that Drude's simple relaxation-effect model works well from DC to the edge of the mid-infrared frequency range, for normal metals at room temperature. This finding dispels any myth that an anomalous intrinsic conduction loss in normal metals exists at room temperature. This is good news for those working between 30 GHz and 12 THz. For example, within future measurement systems, the mathematically simple Drude model can be used to characterise the surface impedance for calibration standards (with accurate values for s o and t being entered by the metrologist). This approach would lead to much more accurately calibrated sub-millimetre-wave measurement systems.
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