Patterson-Sullivan measures for point processes and the reconstruction
  of harmonic functions by Bufetov, Alexander I. & Qiu, Yanqi
ar
X
iv
:1
80
6.
02
30
6v
1 
 [m
ath
.PR
]  
6 J
un
 20
18
PATTERSON-SULLIVAN MEASURES FOR POINT PROCESSES AND
THE RECONSTRUCTION OF HARMONIC FUNCTIONS
ALEXANDER I. BUFETOV AND YANQI QIU
To the memory of Alexander Ivanovich Balabanov (1952 – 2018)
Abstract. The Patterson-Sullivan construction is proved almost surely to recover every
Hardy function from its values on the zero set of a Gaussian analytic function on the
disk. The argument relies on the conformal invariance of the point process and the
slow growth of variance for linear statistics. Patterson-Sullivan reconstruction of Hardy
functions is obtained in real and complex hyperbolic spaces of arbitrary dimension, while
reconstruction of continuous functions is established in general CAT(−1) spaces.
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1. Introduction
1.1. The key example. Let (gn)n≥0 be a sequence of independent complex Gaussian ran-
dom variables with expectation 0 and variance 1. The random series fD(z) =
∑∞
n=0 gnz
n
almost surely defines a holomorphic function on the unit disk D. Peres and Vira´g [14]
proved that the law of the zero set of fD is the determinantal point process induced by
the Bergman kernel KD on the disk. Let ΠKD be the corresponding measure on the space
Conf(D) of configurations on D. For ΠKD-almost any X ∈ Conf(D), it is proved in [6] that
a holomorphic function on the unit disk, square-integrable with respect to the Lebesgue
measure, and equal to 0 in restriction to X , must be the zero function; in other words, X
is a uniqueness set for the Bergman space A2(D) ⊂ L2(D, dV ) of holomorphic functions
on D square-integrable with respect to the Lebesgue measure dV .
Question 1.1. How to recover a function f ∈ A2(D) from its restriction to X?
Erasing a finite number of points from an A2(D)-uniqueness set still yields an A2(D)-
uniquess set, therefore, the reconstruction algorithm that we are looking for in Question
1.1 should not depend on any finite part of our set but should reflect its asymptotic
behaviour at the boundary. The following preliminary proposition shows that for fixed
f ∈ A2(D) and fixed z ∈ D, one can reconstruct f(z) from the restriction f |X onto ΠKD-
almost every X ∈ Conf(D). The argument proceeds by adapting the Patterson-Sullivan
construction, see Patterson [13] and Sullivan [20]. Set
(1.1) dD(x, z) := log
1 +
∣∣∣ z − x
1− x¯z
∣∣∣
1−
∣∣∣ z − x
1− x¯z
∣∣∣ for x, z ∈ D,
and recall that the disk D endowed with the distance dD(·, ·) is the Poincare´ model for
the Lobachevsky plane.
Proposition 1.2. Fix f ∈ A2(D), z ∈ D and a sequence (sn)n≥1 such that sn > 1 and∑∞
n=1(sn − 1)2 <∞. For ΠKD-almost any X we have
f(z) = lim
n→∞
∞∑
k=0
∑
x∈X
k≤dD(z,x)<k+1
e−sndD(z,x)f(x)
∑
x∈X
e−sndD(z,x)
.(1.2)
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Remark 1.3. We shall check that for ΠKD-almost any X and any sn > 1 we have
∞∑
k=0
∣∣∣ ∑
x∈X
k≤dD(x,z)<k+1
e−sndD(z,x)f(x)
∣∣∣ <∞.
The double summation in the numerator of the right hand side of the equality (1.2) seems
to be necessary since, for a general Bergman function f ∈ A2(D), the absolute convergence
of the series
∑
x∈X e
−sdD(x,z)f(x) is not clear, cf. Remark 1.9 below.
Proposition 1.2 will be derived from the more general Proposition 3.1 below. For ΠKD-
almost anyX ∈ Conf(D), simultaneous reconstruction of a family of functions f from their
restrictions f |X will require more effort. The almost sure statement in Proposition 1.2 is
of course immediately extended to a countable dense family F ⊂ A2(D) of functions f
and a countable dense subset A ⊂ D of points z. Therefore, by continuity of holomorphic
functions, for ΠKD-almost every X , each function f in this countable family F ⊂ A2(D)
can be reconstructed from its restriction onto X . The implied subset of full measure in our
statement might however depend on the chosen countable family F and the limit equality
(1.2) does not allow us to pass fromF to its closure F
A2(D)
= A2(D). Nevertheless, we will
show that extrapolation is possible for the harmonic Hardy space h2(D) whose definition
we now recall:
h2(D) : =
{
f : D→ C
∣∣∣f is harmonic and ‖f‖2h2(D) = sup
0<r<1
∫ 2π
0
|f(reiθ)|2 dθ
2π
<∞
}
.
Theorem 1.4. For ΠKD-almost every X, we have for all f ∈ h2(D), all z ∈ D and all
s > 1, the series
∑
x∈X e
−sdD(z,x)f(x) converges absolutely and
f(z) = lim
s→1+
∑
x∈X
e−sdD(z,x)f(x)∑
x∈X
e−sdD(z,x)
.(1.3)
Theorem 1.4 will be derived from the more general Theorem 1.8 below. As we shall see,
even for a fixed f ∈ h2(D), the passage from the limit equality (1.2) using a fixed sequence
sn approaching 1
+ to the limit equality (1.3) using the limit s→ 1+ requires some effort.
Theorem 1.4 implies that ΠKD-almost every X is a uniqueness set for h
2(D), but does
not imply the result of [6] that ΠKD-almost every X is a uniqueness set for A
2(D). The
impossibility of reconstruction of all Bergman functions simultaneously using averaging
with radial weights is proved in §5.2. It would be interesting to extend our results to
determinantal point processes corresponding to weighted Bergman spaces, cf. [5].
1.1.1. The assumption on the variance of linear statistics. Let E be a complete separable
metric space, and let Π be a point process on E; precise definitions and background on
point processes are recalled in §7.1 of the Appendix. Our main assumption on Π is the
following upper bound (1.4) on the variance of linear statistics.
Assumption 1.5 (A bound on the variance). There exists a constant C depending only
on Π such that for any function f : E → C satisfying EΠ[
∑
x∈X |f(x)| + |f(x)|2] < ∞,
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we have
VarΠ
(∑
x∈X
f(x)
)
≤ C · EΠ
(∑
x∈X
|f(x)|2
)
.(1.4)
More generally, given a Hilbert space H , Assumption 1.5 immediately implies
Proposition 1.6. The inequality (1.4) holds, with the same constant, for any Bochner
measurable function f : E → H such that EΠ[
∑
x∈X ‖f(x)‖H + ‖f(x)‖2H ] <∞.
Fix a reference Radon measure µ on E, assume that the correlation measures of Π are
absolutely continuous with respect to corresponding tensor powers of µ, let ρ
(Π)
1 and ρ
(Π)
2
be the first and the second order correlation functions of Π with respect to µ. We say
that Π is negatively correlated, if ρ
(Π)
2 (x, y) ≤ ρ(Π)1 (x)ρ(Π)1 (y) for (x, y) ∈ E × E.
Lemma 1.7. A negatively correlated point process satisfies Assumption 1.5.
The routine proof of Lemma 1.7 is recalled in the Appendix. Lemma 1.7 implies that
Poisson point processes as well as determinantal point processes induced by Hermitian
correlation kernels satisfy Assumption 1.5.
1.1.2. The main result for the disk. Recall that the line element for the distance (1.1) is
ds2 =
4|dz|2
(1− |z|2)2 ,
and the corresponding volume measure µD on D is
dµD(z) =
dV (z)
(1− |z|2)2 .
Let T = ∂D. Recall that the Poisson kernel P : D× T→ R+ is given by the formula
P (z, ζ) =
1− |z|2
|1− z¯ζ |2 =
1− |z|2
|z − ζ |2 .
Write L2(T) = L2(T, dθ
2π
). For z ∈ D, introduce a function Pz : T→ R, Pz(ζ) = P (z, ζ).
Let B be a Banach space, let xn ∈ B. Recall that a convergent series
∑∞
n=1 xn is said
to converge absolutely if
∑∞
n=1 ‖xn‖B < ∞ and to converge unconditionally if its sum
does not change under any reordering of the terms. For example, under some additional
assumptions, see Proposition 7.3 below, a convergent functional series of positive functions
converges unconditionally.
Theorem 1.8. If Π is a point process on D satisfying Assumption 1.5 and having first
intensity measure λµD with λ > 0 a constant, then for Π-almost any X ∈ Conf(D) we
have:
(1) For any s > 1 and any z ∈ D, the series ∑x∈X e−sdD(x,z)Px converges uncondition-
ally in L2(T).
(2) For any z ∈ D, we have
lim
s→1+
∥∥∥∥∥∥∥∥
∑
x∈X
e−sdD(x,z)Px∑
x∈X
e−sdD(x,z)
− Pz
∥∥∥∥∥∥∥∥
L2(T)
= 0.
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(3) For any f ∈ h2(D), any z ∈ D and any s > 1, the series ∑x∈X e−sdD(x,z)f(x)
converges absolutely and
f(z) = lim
s→1+
∑
x∈X
e−sdD(x,z)f(x)∑
x∈X
e−sdD(x,z)
.
Remark 1.9. If Π is a Poisson point process with intensity measure µD and 1 < s ≤ 3/2,
then the Kolmogorov Three Series Theorem implies that the series
∑
x∈X e
−sdD(x,z)‖Px‖L2(T)
diverges for Π-almost every X and all z ∈ D.
1.2. Point processes on the complex hyperbolic space. Let d ∈ N. For z, w ∈ Cd,
write z · w = ∑dk=1 zkwk; z¯ = (z¯1, · · · , z¯d); |z| = √z · z¯. Let Dd = {z ∈ Cd : |z| < 1} be
the unit ball in Cd endowed with the Lebesgue measure dV . Recall that any bounded
complex domain carries a natural Riemannian metric, called the Bergman metric, cf. e.g.
Krantz [10, Chapter 1], defined in terms of the reproducing kernel of the space of square-
integrable holomorphic functions on our domain and thus, by definition, invariant under
biholomorphisms. In the particular case of Dd, the Bergman metric takes the form
ds2B := 4
|dz1|2 + · · ·+ |dzd|2
1− |z|2 + 4
|z1dz1 + · · ·+ zddzd|2
(1− |z|2)2 .
Let dB(·, ·) denote the distance under the Bergman metric. The ball Dd endowed with
the metric dB is a model for the complex hyperbolic space. For w ∈ Dd \ {0}, set
ϕw(z) :=
w − z·w¯
|w|2
w −√1− |w|2(z − z·w¯
|w|2
w
)
1− z · w¯ .(1.5)
For w = 0, set ϕw(z) = −z. By [16, Theorem 2.2.2], the map ϕw defines a biholomorphic
involution of Dd interchanging w and 0: we have ϕw(0) = w, ϕw(w) = 0, ϕw(ϕw(z)) = z
for all z ∈ Dd. For any z, w ∈ Dd, we have
dB(z, w) = log
(
1 + |ϕw(z)|
1− |ϕw(z)|
)
.(1.6)
The volume measure µDd associated to the Bergman metric is
dµDd(z) =
dV (z)
(1− |z|2)d+1 ,(1.7)
and the Bergman Laplacian ∆˜ is given by the formula
∆˜ = (1− |z|2)
∑
i,j
(δij − ziz¯j) ∂
2
∂zi∂z¯j
.
Recall that a function f ∈ C2(Dd) is called M-harmonic if ∆˜f ≡ 0 on Dd, and denote by
MH(Dd) the set of all complex-valued M-harmonic functions on Dd.
Set Sd = {z ∈ Cd : |z| = 1}, let σSd be the normalized surface measure on Sd, write
L2(Sd) = L
2(Sd, σSd). Let MH2(Dd) be the M-harmonic Hardy space, cf. e.g. [1], [3]:
(1.8) MH2(Dd) :=
{
f ∈MH(Dd)
∣∣∣‖f‖2MH2(Dd) = sup
0<r<1
∫
∂Dd
|f(rζ)|2dσSd(ζ) <∞
}
.
6 ALEXANDER I. BUFETOV AND YANQI QIU
The Poisson-Szego¨ kernel P b : Dd × Sd → R+ is defined by the formula
P b(w, ζ) =
(1− |w|2)d
|1− ζ · w¯|2d , w ∈ Dd, ζ ∈ Sd.(1.9)
For any fixed ζ ∈ Sd, the function w 7→ P b(w, ζ) is M-harmonic on Dd. In what follows,
for any w ∈ Dd, we denote
(1.10) P bw(ζ) = P
b(w, ζ) ζ ∈ Sd.
For any function f ∈ MH2(Dd), there exists, see e.g. [1, Proposition 2.4], a unique
g ∈ L2(Sd) = L2(Sd, σSd) such that
f(w) = P b[g](w) :=
∫
Sd
P b(w, ζ)g(ζ)dσSd(ζ).
Theorem 1.10. If a point process Π on Dd satisfies Assumption 1.5 and has first intensity
measure λµDd with λ > 0 a constant, then, for Π-almost every X ∈ Conf(Dd), we have:
(1) For any s > d and any z ∈ Dd, the series
∑
x∈X e
−sdB(x,z)P bx converges uncondi-
tionally in L2(Sd).
(2) For any z ∈ Dd, the functions (1.10) satisfy
lim
s→d+
∥∥∥∥∥∥∥∥
∑
x∈X
e−sdB(x,z)P bx∑
x∈X
e−sdB(x,z)
− P bz
∥∥∥∥∥∥∥∥
L2(Sd)
= 0.
(3) For any f ∈MH2(Dd), any z ∈ Dd and any s > d, the series
∑
x∈X e
−sdB(x,z)f(x)
converges absolutely and satisfies
f(z) = lim
s→d+
∑
x∈X
e−sdB(x,z)f(x)∑
x∈X
e−sdB(x,z)
.
1.3. Point processes on the real hyperbolic space. Let m ≥ 2 be a positive integer
and let Bm ⊂ Rm be the open unit ball endowed with the Lebesgue measure dV . The
Poincare´ metric on Bm, see e.g. Stoll [19], is defined by the formula
(1.11) ds2h = 4
dx21 + · · ·+ dx2m
(1− |x|2)2 .
Let dh(·, ·) denote the distance under the Poincare´ metric. The ball Bm endowed with the
metric dh is a model for the m-dimensional Lobachevsky space. For any a ∈ Bm, set
ψa(x) :=
a|x− a|2 + (1− |a|2)(a− x)
|x− a|2 + (1− |a|2)(1− |x|2) .(1.12)
By [19, Theorem 2.1.2, Theorem 2.2.1], the map ψa is an involutive isometry of Bm
interchanging 0 and a: we have
ψa(0) = a, ψa(a) = 0, ψa(ψa(x)) = x
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for all x ∈ Bm. For a, b ∈ Bm we have
dh(a, b) = log
(
1 + |ψa(b)|
1− |ψa(b)|
)
.(1.13)
The volume measure µBm associated to the metric (1.11) is
dµBm(x) :=
dV (x)
(1− |x|2)m ,(1.14)
and the hyperbolic Laplacian ∆h on Bm is:
∆h = (1− |x|2)2
m∑
i=1
∂2
∂x2i
+ 2(m− 2)(1− |x|2)
m∑
i=1
xi
∂
∂xi
.
A function f ∈ C2(Bm) satisfying ∆hf ≡ 0 is called H-harmonic. Let H(Bm) be the set
of all complex-valued H-harmonic functions on Bm. Let Sm−1 = ∂Bm be the unit sphere
in Rm, let σSm−1 be the normalized surface measure on S
m−1, write
L2(Sm−1) = L2(Sm−1, σSm−1).
Consider, cf. e.g. [19], the Hardy space
H2(Bm) :=
{
f ∈ H(Bm)
∣∣∣‖f‖2H2(Bm) = sup
0<r<1
∫
Sm−1
|f(rt)|2dσSm−1(t) <∞
}
.(1.15)
Recall that the hyperbolic Poisson kernel P h : Bm × Sm−1 → R+ of the unit ball Bm is
P h(x, t) =
(
1− |x|2
|x− t|2
)m−1
.(1.16)
For any fixed t ∈ Sm−1, the function x 7→ P h(x, t) is H-harmonic on Bm. For x ∈ Bm, set
(1.17) P hx (t) = P
h(x, t) t ∈ Sm−1.
For any f ∈ H2(Bm), by [19, Theorem 7.1.1], there is a unique g ∈ L2(Sm−1) such that
f(x) = P h[g](x) :=
∫
Sm−1
P h(x, t)g(t)dσSm−1(t).(1.18)
Theorem 1.11. If a point process Π on Bm satisfies Assumption 1.5 and has first intensity
measure λµBm with λ > 0 a constant, then, for Π-almost every X ∈ Conf(Bm) we have:
(1) For any s > m − 1 and any a ∈ Bm, the series
∑
x∈X e
−sdh(x,a)P hx converges
unconditionally in L2(Sm−1).
(2) For any a ∈ Bm, the functions (1.17) satisfy
lim
s→(m−1)+
∥∥∥∥∥∥∥∥
∑
x∈X
e−sdh(x,a)P hx∑
x∈X
e−sdh(x,a)
− P ha
∥∥∥∥∥∥∥∥
L2(Sm−1)
= 0.
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(3) For any f ∈ H2(Bm), any a ∈ Bm and any s > m−1, the series
∑
x∈X e
−sdh(x,a)f(x)
converges absolutely and satisfies
f(a) = lim
s→(m−1)+
∑
x∈X
e−sdh(x,a)f(x)∑
x∈X
e−sdh(x,a)
.
1.4. Patterson-Sullivan measures for point processes on CAT(−1) spaces.
1.4.1. The Busemann boundary. Let (M, d) be a proper complete metric space. The group
of isometries Isom(M) = Isom(M, d) of M is locally compact and separable with respect
to the compact-open topology. We fix a base point o ∈M ; the definitions and the results
below of course do not depend on the specific choice of the base point. Let C(M) be the
space of continuous functions onM equipped with the topology of uniform convergence on
compact subsets. Let C∗(M) = C(M)/{constant functions}, equipped with the quotient
topology, namely, [fi]→ [f ] in C∗(M) if and only if there exist ai ∈ C such that fi+ai → f
in C(M). Recall, cf. e.g. [2, §3.1], that the horofunction compactification M of M is
the closure of the image of the injective map M −→ C∗(M), x 7→ [dx], where dx is the
distance function dx(·) = d(x, ·). Introduce the Busemann boundary ∂M := M \M . For
ξ ∈ ∂M, x, y ∈M , the additive Busemann cocycle Bξ(x, y) is the continuous extension to
∂M×M×M of the functionM×M×M ∋ (z, x, y) 7→ Bz(x, y) = d(z, x)−d(z, y). Recall
that for a complete CAT(0) space, the Gromov boundary and the Busemann boundary
coincide, see e.g. Bridson and Haefliger [4, Theorem 8.13].
1.4.2. Conformal density. The action of Isom(M) onM extends to a continuous action on
M by homeomorphisms. Let G < Isom(M) be a closed subgroup. Denote by M+(∂M)
the set of positive Radon measures on ∂M and by M1(∂M) the subset of probability
measures on ∂M . A G-conformal density of dimension δ > 0 is a continuous map
ν :M −→M+(∂M), x 7→ νx,
G-equivariant in the sense that g∗νx = νgx for all g ∈ G, x ∈ M , and such that all
measures νx are mutually absolutely continuous with Radon-Nikodym derivatives given
by the identity
dνx
dνy
(ξ) = e−δBξ(x,y) for all x, y ∈M and νx-almost all ξ ∈ ∂M .
Set
(1.19) ν¯x =
νx
νx(∂M)
.
Our family (νx)x∈M is called normalized with respect to the base point o ∈M if νo = ν¯o.
For x ∈M, r > 0, consider the open ball B(x, r) = {y ∈M |d(y, x) < r}. We start with
an auxiliary
Proposition 1.12. If M is a proper geodesic CAT(−1) Riemannian manifold endowed
with the volume measure µM and admitting a discrete non-elementary subgroup G <
Isom(M) acting cocompactly on M , then
(1) there exist a constant hM > 0 and a positive constant C ≥ 1 such that
C−1er·hM ≤ µM(B(o, r)) ≤ Cer·hM for all r > 0;(1.20)
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(2) there exists a probability measure µo on ∂M , such that the following weak conver-
gence of probability measures on M holds:
lim
s→h+M
e−sd(x,o)µM(dx)∫
M
e−sd(x,o)dµM(x)
= µo;(1.21)
(3) the unique Isom(M)-conformal density of dimension hM is given by the map
(1.22) µ :M −→M+(∂M), x 7→ µx = e−hMBξ(x,o)µo(dξ).
Proposition follows from the more general Proposition 6.9 below. The constant hM in
(1.20) is of course the volume entropy of M if (M, d) is a Riemannian manifold and µM
is the associated volume measure.
1.4.3. Weak convergence to the conformal density. Given a configuration X on M , we
define its critical exponent by the formula
δPS(X) := inf
{
s > 0
∣∣∣∑
x∈X
e−s·d(x,y) <∞
}
∈ [0,∞].
The definition of δPS(X) does not depend on the specific choice of x, y ∈M . We say that
a configuration X on M is of divergent type if
δPS(X) <∞ and
∑
x∈X
e−δPS(X)·d(o,x) =∞.
Theorem 1.13. If M is a proper geodesic CAT(−1) Riemannian manifold endowed with
the volume measure µM , admitting a discrete non-elementary subgroup G < Isom(M) act-
ing cocompactly on M , and Π a point process on M satisfying Assumption 1.5 and having
first intensity measure λµM with λ > 0 a constant, then Π-almost every configuration X
on M is of divergent type with critical exponent δPS(X) equal to the volume entropy hM
of M , and, furthermore, for any fixed sequence s = (sn)n∈N such that
∞∑
n=1
(sn − hM)2 <∞,
there exists a subset Ωs ⊂ Conf(M) satisfying Π(Ωs) = 1 such that for any X ∈ Ωs and
any y ∈M , we have the following weak convergence of probability measures:
lim
n→∞
∑
x∈X
e−snd(y,x)δx∑
x∈X
e−snd(y,x)
= µy.
Recall that µy(dξ) is defined by (1.19), (1.22). Theorem 1.13 follows from the more
general Theorem 6.1 below.
1.5. Reconstruction of harmonic functions. Let (M, d) be a proper complete metric
space. We fix a base point o ∈ M . As in §1.4.1, we denote by M = M ∪ ∂M the
horofunction compactification of M . Let µM be a positive Radon measure on M . We
need the following assumption on the growth of the volume of the balls in M . Recall
that a positive function f on R+ (or on N) is sub-exponential if for any α > 0, we have
limr→+∞ f(r) exp(−αr) = 0. A pair (L, U), L ≤ U , of continuous positive functions on
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R+ is called controllable if lim infr→∞L(r) > 0 and the functions L, U, supk∈N
U(kr)
L((k+1)r)
are
all sub-exponential . For example, if 0 < c < C < ∞ and α ≥ 0, β ≥ 0 and 0 < γ < 1,
then the pair (L, U) defined by L(r) = crα exp(βrγ), U(r) = Crα exp(βrγ), is controllable.
For any x ∈M, r > 0, set B(x, r) = {y ∈M |d(y, x) < r}.
Assumption 1.14. There exist hM > 0 and a controllable pair (L, U) such that
L(r)er·hM ≤ µM(B(o, r)) ≤ U(r)er·hM for all r > 0.(1.23)
In what follows, a key roˆle is played by
Assumption 1.15. There exists a probability measure µo on ∂M , such that the following
weak convergence of probability measures on M holds:
lim
s→h+M
e−sd(x,o)µM(dx)∫
M
e−sd(x,o)dµM(x)
= µo(dξ).(1.24)
A simple particular case is given by
Proposition 1.16. Let µM be a positive Radon measure satisfying Assumption 1.14. Let
Go < Isom(M) be the subgroup preserving the measure µM and the point o ∈ M . If Go
acts transitively on ∂M , then (1.24) holds, and the measure µo on ∂M is obtained by
choosing an arbitrary ξ ∈ ∂M and taking the image of the normalized Haar measure on
Go under the map g 7→ g(ξ).
Define a positive kernel P :M × ∂M → R+ by
P(x, ξ) := e
−hMBξ(x,o)∫
∂M
e−hMBξ(x,o)dµo(ξ)
.(1.25)
For x ∈M , introduce a function Px on ∂M by the formula
(1.26) Px(ξ) = P(x, ξ).
Set L2(∂M) = L2(∂M, µo). For g ∈ L2(∂M), x ∈M , set
P[g](x) :=
∫
∂M
P(x, ξ)g(ξ)dµo(ξ) x ∈M ;
H2P(M) :=
{
f = P[g]
∣∣∣g ∈ L2(∂M)}.(1.27)
Assumption 1.17 (Mean value property). For any ξ ∈ ∂M and any z ∈M , we have
P(z, ξ) = 1
µM(B(z, r))
∫
B(z,r)
P(x, ξ)dµM(x) for all r > 0.
Assumption 1.18 (L2-growth rate of the kernel). There exists a non-decreasing sub-
exponential function Θ : R+ → R+ such that
‖Px‖2L2(∂M) =
∫
∂M
P(x, ξ)2dµo(ξ) ≤ Θ(d(o, x)) · ehMd(o,x).(1.28)
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Theorem 1.19. Consider a triple (M, d, µM) satisfying Assumptions 1.14, 1.15, 1.17
and 1.18. If a point process Π on M with first intensity measure µM satisfies Assumption
1.5, and a sequence (sn)n≥1 in (hM ,∞) satisfies
∑∞
n=1(sn− hM ) <∞, then for Π-almost
every X we have:
(1) For any s > hM and any z ∈ M , the series
∑
x∈X e
−sd(x,z)Px converges uncondi-
tionally in L2(∂M).
(2) For any z ∈M , the function (1.26) satisfies
lim
n→∞
∥∥∥∥∥∥∥∥
∑
x∈X
e−snd(x,z)Px∑
x∈X
e−snd(x,z)
− Pz
∥∥∥∥∥∥∥∥
L2(∂M)
= 0.(1.29)
Since, for a scalar series, unconditional convergence implies absolute convergence, it
follows from Theorem 1.19 that for Π-almost every X , any f ∈ H2P(M), any z ∈ M and
any n ∈ N, the series ∑x∈X e−snd(x,z)f(x) converges absolutely, and
f(z) = lim
n→∞
∑
x∈X
e−snd(x,z)f(x)∑
x∈X
e−snd(x,z)
.
Assuming an asymptotic for the volume of a ball, we obtain a stronger result.
Assumption 1.20. There exist constants hM > 0, β ≥ 0 and, for any z ∈ M , cz > 0,
such that
lim
r→∞
µM(B(z, r))
czrβerhM
= 1.
Theorem 1.21. Consider a triple (M, d, µM) satisfying Assumptions 1.15, 1.17, 1.18
and 1.20. If a point process Π on M with first intensity measure µM satisfies Assumption
1.5, then for Π-almost every X we have:
(1) For any s > hM and any z ∈ M , the series
∑
x∈X e
−sd(x,z)Px converges uncondi-
tionally in L2(∂M).
(2) For any z ∈M , the function (1.26) satisfies
lim
s→h+M
∥∥∥∥∥∥∥∥
∑
x∈X
e−sd(x,z)Px∑
x∈X
e−sd(x,z)
−Pz
∥∥∥∥∥∥∥∥
L2(∂M)
= 0.(1.30)
As above, it follows that for Π-almost all X we have for any f ∈ H2P(M), any z ∈ M
and any s > hM , the series
∑
x∈X e
−sd(x,z)f(x) converges absolutely and
f(z) = lim
s→h+M
∑
x∈X
e−sd(x,z)f(x)∑
x∈X
e−sd(x,z)
.
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Remark 1.22. In this paper we limit ourselves to the real and the complex hyperbolic
spaces, but we expect the above formalism to apply more generally, in particular, to more
general symmetric spaces.
1.6. An outline of the argument. For concreteness, here we consider the disk; the
case of higher dimension is similar. Consider a Banach space F of harmonic functions on
D and a point process Π on D having first intensity measure λµD with λ > 0 a constant
and such that Π-almost every configuration X is a set of uniqueness for F. We aim to find
an explicit algorithm, for Π-almost every configuration X , of computing f(z) from the
restriction f |X , for all f ∈ F and all z ∈ D. In other words, we aim to find an algorithm
ALG(z, f,X) such that for Π-almost every configuration X , we have
f(z) = ALG(z, f,X), for all f ∈ F and all z ∈ D.
Our argument proceeds in three steps: we progressively show that for Π-almost every
configuration, our algorithm works
(i) for a fixed f ∈ F and a fixed z ∈ D;
(ii) for all f ∈ F and a fixed z ∈ D;
(iii) for all f ∈ F and all z ∈ D.
Proposition 3.1 below gives (i) for the Bergman space A2(D). The key point is the passage
from the step (i) to the step (ii). Then one can pass from (ii) to (iii) by a limit transition
as follows (although the limit transition presented does not allow us to obtain an explicit
reconstruction formula as in Theorem 1.4): if for any fixed z ∈ D, there exists an algorithm
ALG(z, ·, ·) such that for Π-almost every X we have
f(z) = ALG(z, f,X), for all f ∈ F,
then, for any countable dense subset A ⊂ D, for Π-almost every X we have
f(z) = ALG(z, f,X), for all f ∈ F and all z ∈ A.
Now take zn ∈ A, zn → z, and, for Π-almost every X obtain
f(z) = lim
n→∞
ALG(zn, f, X), for all f ∈ F and all z ∈ D.
The reconstruction proceeds by taking weighted averages. For us, a weight on D is a locally
integrable non-negative function W : D→ R+, such that ∫
D
W (x)dV (x) ∈ (0,+∞]. The
weight W is called radial if W (x) = W (|x|) for any x ∈ D. Take an index set Λ ⊂ (λ0,∞)
accumulating at λ0. Recall, cf. (1.5), that ϕz, in the particular case of the disk, is the
Mo¨bius involution interchanging 0 and z. We aim to find a family of radial weights
(Wλ : D→ R+)λ∈Λ such that for fixed f ∈ F and fixed z ∈ D, we have
lim
Λ∋λ→λ0
∑
x∈X
Wλ(ϕz(x))f(x)
EΠ
(∑
x∈X
Wλ(ϕz(x))
)
︸ ︷︷ ︸
denoted by R(Wλ, z, f ;X)
= f(z) for Π-almost every X .(1.31)
For a harmonic function f and a radial weight W on D satisfying, for any z ∈ D, the
relations W (ϕz(x)) ∈ L1(D, dµD(x)), W (ϕz(x))f(x) ∈ L1(D, dµD(x)), the mean-value
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property, cf. Lemma 7.2 in the Appendix, gives
f(z) = EΠ(R(W, z, f ;X )) =
∫
D
W (ϕz(x))f(x)dµD(x)∫
D
W (ϕz(x))dµD(x)
.(1.32)
For step (ii), let F be a Banach space with the following reproducing type property:
there exists a Hilbert space F̂ and a harmonic map D ∋ x 7→ P xF ∈ F̂ such that any function
f ∈ F is of the form f(x) = 〈g, P xF〉F̂ for all x ∈ D, where g ∈ F̂ and ‖g‖F̂ ≤ ‖f‖F. The
mean value property of harmonic functions gives EΠ
(
R(Wλ, z, P
(·)
F ;X)
)
= P zF, whence
EΠ
(
sup
f∈F:‖f‖F≤1
∣∣∣R(Wλ, z, f ;Y )− EΠ(R(Wλ, z, f ;X ))∣∣∣2
)
≤ EΠ
(∥∥∥R(Wλ, z, P (·)F ;X )− P zF∥∥∥2
F̂
)
= VarΠ(R(Wλ, z, P
(·)
F ;X )),
and we make step (ii) by proving
lim
Λ∋λ→λ0
VarΠ(R(Wλ, z, P
(·)
F ;X )) = 0.
If F is the space of uniformly continuous harmonic functions on D, then one can of course
pass from (i) to (ii) by a limit transition from a countable dense subset using the inequality∣∣∣R(Wλ, z, f ;X)−R(Wλ, z, f˜ ;X)∣∣∣ ≤ ‖f − f˜‖∞ ·R(Wλ, z, 1;X);
indeed, in this case, the norm of the evaluation functional at every point of the disk is 1.
If, on the other hand, F is the Hardy space h2(D), then P xF ∈ L2(T) is defined through
the Poisson-Szego¨ kernel, and we have
(1.33) lim
|x|→1−
||P xF||L2(T) =∞.
The growth rate in (1.33) plays a key roˆle in our argument, see Proposition 2.7 below.
For step (iii), furthrmore, the exponential form of the weight is substantially used.
1.7. Organization of the paper. The paper is organized as follows. In §2 we prove our
general reconstruction results, Theorems 1.19 and 1.21. In §3 from Theorems 1.19, 1.21 we
derive Theorem 1.10 on the reconstruction of Hardy functions on the complex hyperbolic
space; in §4, a similar Theorem 1.11 for the real hyperbolic space. In §3.2 we extrapolate a
fixedM-harmonic Bergman function, and, in §4.2, a fixed H-harmonic Bergman function.
In §5, we return to the determinantal point process ΠKD induced by the Bergman kernel
KD on the disk. Proposition 5.1 is devoted to the reconstruction of Hardy functions
using uniform ball averages. In Proposition 5.7 we show that averaging with compactly
supported radial weights cannot reconstruct all A2(D)-functions simultaneously; the proof
relies on new formulas given in Proposition 5.2, Proposition 5.12 for the variance of vector-
valued linear statistics under ΠKD. Theorem 1.13 giving the convergence of Patterson-
Sullivan measures for point processes on CAT(-1) spaces and a more general Theorem 6.1
are proved in §6. The appendix §7 contains proofs of auxiliary statements.
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2. Proof of Theorems 1.19, 1.21.
2.1. Proof of Theorem 1.19. Statement (1) of Theorem 1.19 is proved in Proposition
2.6, statement (2) of Theorem 1.19 in Proposition 2.11.
2.1.1. Step 1. Fix s > hM and z ∈M . In Proposition 2.1 and Corollary 2.2 below we show
that for Π-almost every X , the series
∑∞
k=0
∑
x∈X
k≤d(x,z)<k+1
e−sd(x,z)Px converges absolutely
in L2(∂M). Write∑v.p.
x∈X
e−sd(x,z)Px :=
∞∑
k=0
∑
x∈X
k≤d(x,z)<k+1
e−sd(x,z)Px = lim
k→∞
∑
x∈X,d(x,z)<k
e−sd(x,z)Px,(2.34)
the convergence taking place in L2(∂M). For any configuration X ∈ Conf(M), any s > 0
and z ∈M , let Tk(s, z;X) denote the truncated L2(∂M)-valued linear statistics:
Tk(s, z;X) :=
∑
x∈X
k≤d(x,z)<k+1
e−sd(x,z)Px.(2.35)
For a Banach space B, let L2(Conf(M),Π;B) = L2(Π;B) be the Banach space of B-
valued functions defined on Conf(M) and square-integrable with respect to Π. We make
a distinction between a fixed configuration and the configurations used as the integration
variable by writing X as a fixed configuration and X as integration variable. For instance,
we will frequently use the notation∑
x∈X
f(x)
EΠ
(∑
x∈X
f(x)
) :=
∑
x∈X
f(x)∫
Conf(E)
∑
x∈X
f(x)dΠ(X )
.
Proposition 2.1. For s > hM and z ∈M , we have
∞∑
k=0
∥∥∥Tk(s, z;X )∥∥∥
L2(Π;L2(∂M))
<∞.(2.36)
For z ∈M , set
ΩM(z) :=
⋂
n≥1
{
X ∈ Conf(M) :
∞∑
k=0
∥∥∥Tk(hM + n−1, z;X)∥∥∥
L2(∂M)
<∞
}
.(2.37)
Since the first moment of a random variable is dominated by the second moment, Propo-
sition 2.1 implies
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Corollary 2.2. For s > hM and z ∈M , we have
∞∑
k=0
EΠ
(∥∥∥Tk(s, z;X )∥∥∥
L2(∂M)
)
<∞(2.38)
and therefore Π(ΩM (z)) = 1.
Lemma 2.3. For any s > 0, R > 0 and z ∈ M , we have
EΠ
 ∑
x∈X ∩B(z,R)
e−sd(z,x)Px
 = Pz · EΠ
 ∑
x∈X ∩B(z,R)
e−sd(z,x)
 .
Proof. Using the identity
e−st1(t < R) =
∫ R
0
se−sr1(t < r)dr +
∫ ∞
R
se−sr1(t < R)dr
and Assumption 1.17, we obtain
EΠ
 ∑
x∈X ∩B(z,R)
e−sd(z,x)Px
 = ∫
M
e−sd(z,x)1(d(z, x) < R)PxdµM(x)
=
∫
M
PxdµM(x)
∫ R
0
se−sr1(d(z, x) < r)dr +
∫
M
PxdµM(x)
∫ ∞
R
se−sr1(d(z, x) < R)dr
=
∫ R
0
se−srdr
∫
B(z,r)
PxdµM(x) +
∫ ∞
R
se−srdr
∫
B(z,R)
PxdµM(x)
= Pz ·
(∫ R
0
se−srµM(B(z, r))dr +
∫ ∞
R
se−srµM(B(z, R))dr
)
.
Similarly, we have
EΠ
 ∑
x∈X ∩B(z,R)
e−sd(z,x)
 = ∫ R
0
se−srµM(B(z, r))dr +
∫ ∞
R
se−srµM(B(z, R))dr.
Combining the above two equalities, we complete the proof of the lemma. 
Lemma 2.3 immediately implies
Corollary 2.4. For any s > 0 and k ∈ N, we have
EΠ (Tk(s, z;X )) = Pz · EΠ
 ∑
x∈X
k≤d(z,x)<k+1
e−sd(z,x)
 .
For r > 0, z ∈ M , we have B(z, r) ⊂ B(o, r + d(o, z)), and Assumption 1.14 implies
that for any z ∈M there exists a sub-exponential function Uz : R+ → R+ such that
(2.39) µM(B(z, r)) ≤ Uz(r)erhM for all r > 0.
Lemma 2.5. For any s > hM and any z ∈M , we have EΠ[
∑
x∈X e
−sd(z,x)] <∞.
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Proof. We have
EΠ
[∑
x∈X
e−sd(z,x)
]
≤ esd(o,z)EΠ
[∑
x∈X
e−sd(o,x)
]
≤ esd(o,z)
∫
M
e−sd(o,x)dµM(x)
≤ esd(o,z)
∞∑
k=0
e−skµM(B(o, k + 1)) ≤ esd(o,z)
∞∑
k=0
e−skehM (k+1)U(k + 1),
and, since U is sub-exponential, we have
∑∞
k=0 e
−(s−hM )kU(k + 1) <∞. 
Proof of Proposition 2.1. Fix s > hM , z ∈ M , set Ak(z) := {x ∈M |k ≤ d(x, z) < k + 1}.
The truncated sum Tk(s, z;X) defined in (2.35) satisfies∥∥∥Tk(s, z;X )∥∥∥2
L2(Π;L2(∂M))
= VarΠ (Tk(s, z;X )) + ‖EΠ (Tk(s, z;X ))‖2L2(∂M) .
Proposition 1.6, (1.28) and (2.39) imply that, under Assumption 1.5, we have
VarΠ (Tk(s, z;X )) ≤ C
∫
Ak(z)
e−2sd(x,z)‖Px‖2L2(∂M)dµM(x)
≤ C
∫
Ak(z)
e−2sd(x,z)Θ(d(x, o))ehMd(x,z)dµM(x)
≤ CehMd(o,z)
∫
Ak(z)
e−(2s−hM )d(x,z)Θ(d(x, z) + d(z, o))dµM(x)
≤ CehMd(o,z)e−(2s−hM )kΘ(k + 1 + d(z, o))µM(Ak(z))
≤ CehMd(o,z)e−(2s−hM )kΘ(k + 1 + d(z, o))µM(B(z, k + 1)).
Consequently, there exists Cz > 0, such that
VarΠ (Tk(s, z;X )) ≤ Cze−(2s−2hM )kΘ(k + 1 + d(z, o))Uz(k + 1).
Applying Corollary 2.4, we obtain∥∥∥Tk(s, z;X )∥∥∥
L2(Π;L2(∂M))
≤
√
Cze
−(s−hM )k
√
Θ(k + 1 + d(z, o)) · Uz(k + 1)
+ ‖Pz‖L2(∂M)EΠ (Tk(s, z;X )) .
Since Θ, Uz are sub-exponential, we have the convergence
∞∑
k=0
e−(s−hM )k
√
Θ(k + 1 + d(z, o)) · Uz(k + 1) <∞,
which, combined with Lemma 2.5, implies the desired convergence (2.1). 
2.1.2. Step 2. Fix z ∈M and consider the set ΩM (z) of (2.37).
Proposition 2.6. For any z ∈ M , any X ∈ ΩM (z), any s > hM and any w ∈ M , the
series
∑
x∈X e
−sd(x,w)Px converges unconditionally in L2(∂M).
Our argument proceeds by establishing that
(1) For any s > hM , the series (2.34) converges absolutely in L
2(∂M).
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(2) For any s > hM , the series
∑
x∈X e
−sd(x,z)Px converges unconditionally in L2(∂M)
and in particular we have the identity in L2(∂M):∑
x∈X
e−sd(x,z)Px =
∑v.p.
x∈X
e−sd(x,z)Px.(2.40)
It is not clear to us whether for any X ∈ ΩM(z) and any z′ ∈ M, s > hM , the series∑∞
k=0
∑
x∈X,k≤d(x,z′)<k+1 e
−sd(x,z′)Px converges absolutely in L2(∂M) and whether there
exists a Π-full measure subset Ω˜ ⊂ Conf(M) such that for all X ∈ Ω˜, all s > hM and all
z ∈M , the series ∑v.p.
x∈X
e−sd(x,z)Px
is well-defined. Nonetheless, the equality (2.40) for fixed z ∈ M and all X in a subset
ΩM (z) depending on z and having full measure under Π is sufficient for our purposes.
Proof of Proposition 2.6. Fix z ∈M and X ∈ ΩM (z). From the positivity and the mono-
tonicity in s of the summands e−sd(x,z)Px(ξ) it follows that if the series (2.34) converges
absolutely in L2(∂M) for an exponent s > hM , then so it does for all s
′ ≥ s > hM .
By definition (2.37) of ΩM(z), the series (2.34) converges absolutely in L
2(∂M) for all
s > hM . For any ξ ∈ ∂M , we have e−sd(x,z)Px(ξ) ≥ 0, whence∑
x∈X
e−sd(x,z)Px(ξ) =
∞∑
k=0
∑
x∈X
k≤d(x,z)<k+1
e−sd(x,z)Px(ξ) ∈ [0,∞].(2.41)
The right hand side of (2.41) defines a function in L2(∂M), consequently, so does the
left hand side. The Dominated Convergence Theorem now implies the unconditional
convergence of the functional series
∑
x∈X e
−sd(x,z)Px in L2(∂M), see Proposition 7.3 in the
Appendix. For any w ∈M we have 0 ≤ e−sd(x,w)Px ≤ esd(w,z)e−sd(x,z)Px, and Proposition
2.6 follows. 
2.1.3. Step 3. We obtain the estimate (2.43) for the variance of the linear statistics (2.34).
Proposition 2.7. For any z ∈ M , there exists a constant Cz > 0 such that for any
s > hM we have
(2.42)
∥∥∥∥∥∑v.p.
x∈X
e−sd(x,z)Px
∥∥∥∥∥
2
L2(Π;L2(∂M))
≤
≤ Cz
1− e−(s−hM ) + ‖Pz‖
2
L2(∂M)
(∫
M
e−sd(x,z)dµM(x)
)2
;
(2.43) VarΠ
(∑v.p.
x∈X
e−sd(x,z)Px
)
≤ Cz
1− e−(s−hM ) .
Proof. Corollary 2.2 and Corollary 2.4 imply, for any s > hM and any z ∈M , the equality
(2.44) EΠ
(∑v.p.
x∈X
e−sd(x,z)Px
)
= Pz · EΠ
(∑
x∈X
e−sd(x,z)
)
= Pz ·
∫
M
e−sd(x,z)dµM(x).
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For any positive integer N , by Proposition 1.6 and (2.44), we have∥∥∥∥∥∥∥
N−1∑
k=0
∑
x∈X
k≤d(x,z)<k+1
e−sd(x,z)Px
∥∥∥∥∥∥∥
2
L2(Π;L2(∂M))
=
∥∥∥∥∥∥
∑
x∈X ∩B(z,N)
e−sd(x,z)Px
∥∥∥∥∥∥
2
L2(Π;L2(∂M))
=
= VarΠ
 ∑
x∈X ∩B(z,N)
e−sd(x,z)Px
 +
∥∥∥∥∥∥EΠ
 ∑
x∈X ∩B(z,N)
e−sd(x,z)Px
∥∥∥∥∥∥
2
L2(∂M)
≤
≤ C
∫
B(z,N)
e−2sd(x,z)‖Px‖2L2(∂M)dµM(x) + ‖Pz‖2L2(∂M)
(∫
B(z,N)
e−sd(x,z)dµM(x)
)2
≤
≤ C
∫
M
e−2sd(x,z)‖Px‖2L2(∂M)dµM(x)︸ ︷︷ ︸
denoted by Iz(s)
+‖Pz‖2L2(∂M)
(∫
M
e−sd(x,z)dµM(x)
)2
.
Assumption 1.18 implies
Iz(s) ≤
∫
M
e−2sd(x,z)Θ(d(x, o))ehMd(x,o)dµM(x)
≤ ehMd(z,o)
∫
M
e−(2s−hM )d(x,z)Θ(d(x, o))dµM(x)
= ehMd(z,o)
∞∑
k=0
∫
Ak(z)
e−(2s−hM )d(x,z)Θ(d(x, o))dµM(x)
≤ ehMd(z,o)
∞∑
k=0
e−(2s−hM )kΘ(k + 1 + d(z, o))
∫
Ak(z)
dµM
≤ ehMd(z,o)
∞∑
k=0
e−(2s−hM )kΘ(k + 1 + d(z, o))µM(B(z, k + 1)).
Using Assumption 1.14, we obtain
Iz(s) ≤ ehMd(z,o)
∞∑
k=0
e−(2s−hM )kΘ(k + 1 + d(z, o))Uz(k + 1)e
hM (k+1)
= ehM (1+d(z,o))
∞∑
k=0
e−2(s−hM )kΘ(k + 1 + d(z, o))Uz(k + 1).
Since Θ and Uz are both sub-exponential, there exists cz > 0 such that
Θ(k + 1 + d(z, o))Uz(k + 1) ≤ cze(s−hM )k for all k ≥ 0
and Cz > 0 such that Is(z) ≤ Cz
∑∞
k=0 e
−(s−hM )k = Cz(1− e−(s−hM ))−1. 
2.1.4. Step 4. Proposition 2.6 implies that for any z ∈ M , any s > hM and any configu-
ration X lying in the set ΩM (z) defined in (2.37), the series (2.34) converges absolutely
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in L2(∂M). For any s > hM , z ∈M and X ∈ ΩM (z), set
Σ(z, s;X) :=
∑v.p.
x∈X
e−sd(x,z)Px =
∑
x∈X
e−sd(x,z)Px,
σ(z, s;X) :=
∑
x∈X
e−sd(x,z), σ(z, s) := EΠ
(∑
x∈X
e−sd(x,z)
)
,
R(z, s;X) :=
Σ(z, s;X)
σ(z, s;X)
, R(z, s;X) :=
Σ(z, s;X)
σ(z, s)
.
(2.45)
Take a countable dense subset A ⊂ M , a sequence s = (sn)n≥1 in (hM ,∞) such that∑∞
n=1(sn − hM ) < ∞, and introduce a measurable subset Ω̂M(s,A) ⊂ Conf(M) by the
formula
Ω̂M(s,A) :=
⋂
z∈A
{
X ∈ ΩM(z) :
∞∑
n=1
∥∥∥R(z, sn;X)−Pz∥∥∥2
L2(∂M)
<∞
}
.(2.46)
By definition, we have Π(Ω̂M(s,A)) = 1.
Proposition 2.8. For any X ∈ Ω̂M (s,A) and any z ∈M , we have
lim
n→∞
‖R(z, sn;X)−Pz‖L2(∂M) = 0;(2.47)
lim
n→∞
‖R(z, sn;X)−Pz‖L2(∂M) = 0.(2.48)
The main point here is that (2.47), (2.48) hold for all z ∈ M . Theorem 1.19 follows
from (2.48). We prepare a simple
Lemma 2.9. For any z ∈M , we have
lim inf
s→h+M
((s− hM)σ(z, s)) > 0.(2.49)
Proof. By Assumption 1.15, there exist R > 0, δ > 0 such that µM(B(o, r)) ≥ δer·hM for
any r ≥ R. Write
e−st =
∫
R+
se−sr · 1(t < r)dr,(2.50)
whence
σ(z, s) = EΠ
[∑
x∈X
e−sd(z,x)
]
≥ e−sd(o,z)EΠ
[∑
x∈X
e−sd(o,x)
]
≥ e−sd(o,z)
∫
B(o,R)c
e−sd(o,x)dµM(x) ≥
≥ e−sd(o,z)
∫
B(o,R)c
(∫
R+
se−sr1(d(o, x) < r)dr
)
dµM(x) ≥
≥ e−sd(o,z)
∫ ∞
R
se−sr[µM(B(o, r))− µM(B(o, R))]dr ≥
≥ δe−sd(o,z)
∫ ∞
R
se−(s−hM )rdr − µM(B(o, R))e−sd(o,z)−sR =
=
δse−sd(o,z)e−(s−hM )R
s− hM − µM(B(o, R))e
−sd(o,z)−sR.

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Proof of Proposition 2.8. Since lim
s→h+M
(s− hM)/(1− e−(s−hM )) = 1, using Proposition 2.7,
Lemma 2.44 and Lemma 2.9, from the definition (2.45) we obtain
EΠ
(
∞∑
n=1
∥∥∥R(z, sn;X )−Pz∥∥∥2
L2(∂M)
)
<∞.
Now let X0 ∈ Ω̂M(s,A) and z0 ∈M be fixed. Write R(z, s) := R(z, s;X0). Since the sub-
set A ⊂M is dense, there exists a sequence (z(k))k≥1 in A, such that limk→∞ d(z(k), z0) =
0. By the definition (2.46) of Ω̂M (s,A), since z(k) are points in A, for any k, we have
lim
n→∞
∥∥R(z(k), sn)− Pz(k)∥∥L2(∂M) = 0.(2.51)
Since Px ≥ 0, for any ξ ∈ ∂M , k, n ∈ N we have
e−snd(z0,z
(k))
∑
x∈X0
e−snd(x,z
(k))Px(ξ) ≤
∑
x∈X0
e−snd(x,z0)Px(ξ) ≤ esnd(z0,z(k))
∑
x∈X0
e−snd(x,z
(k))Px(ξ),
whence the following inequalities of L2(∂M)-functions:
e−snd(z0,z
(k))
∑v.p.
x∈X0
e−snd(x,z
(k))Px ≤
∑v.p.
x∈X0
e−snd(x,z0)Px ≤ e−snd(z0,z(k)
∑v.p.
x∈X0
e−snd(x,z
(k))Px.
Similar inequalities hold for σ(z0, sn) and σ(z
(k), sn):
e−snd(z0,z
(k))σ(z(k), sn) ≤ σ(z0, sn) ≤ esd(z0,z(k))σ(z(k), sn).
It follows that
e−2snd(z0,z
(k))R(z(k), sn) ≤ R(z0, sn) ≤ e2snd(z0,z(k))R(z(k), sn),
whence, for any n, k ∈ N, we obtain
‖R(z0, sn)− Pz0‖L2(∂M) ≤ max±
∥∥∥e±2snd(z0,z(k))R(z(k), sn)− Pz0∥∥∥
L2(∂M)
≤ max
±
∥∥∥e±2snd(z0,z(k))R(z(k), sn)−Pz(k)∥∥∥
L2(∂M)
+ ‖Pz(k) −Pz0‖L2(∂M)
≤ max
±
∥∥∥e±2snd(z0,z(k))R(z(k), sn)− e±2snd(z0,z(k))Pz(k)∥∥∥
L2(∂M)
+max
±
∥∥∥e±2snd(z0,z(k))Pz(k) − Pz(k)∥∥∥
L2(∂M)
+ ‖Pz(k) − Pz0‖L2(∂M)
≤ e2snd(z0,z(k)) ∥∥R(z(k), sn)− Pz(k)∥∥L2(∂M)
+max
±
|e±2snd(z0,z(k)) − 1| · ‖Pz(k)‖L2(∂M) + ‖Pz(k) − Pz0‖L2(∂M) .
Applying (2.51) gives
lim sup
n→∞
‖R(z0, sn)−Pz0‖L2(∂M)
≤ max
±
|e±2hMd(z0,z(k)) − 1| · ‖Pz(k)‖L2(∂M) + ‖Pz(k) − Pz0‖L2(∂M) .
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The continuity of the Busemann cocycle implies that the map M ∋ z 7→ Pz ∈ L2(∂M)
is continuous. Since z(k) → z0 as k → ∞, we obtain (2.47). It follows that for any
g ∈ L2(∂M), we have
lim
n→∞
〈g, R(z, sn)− Pz〉L2(∂M) = 0,
Taking g ≡ 1 gives
lim
n→∞
σ(z, sn;X0)
σ(z, sn)
= 1.
Since
R(z, sn) = R(z, sn)
σ(z, sn)
σ(z, sn;X0)
,
the relation (2.47) implies (2.48). 
2.2. Proof of Theorem 1.21. Let (M, d, µM) be a triple satisfying Assumptions 1.15,
1.17, 1.18, 1.20 and let Π be a point process on M having first intensity measure µM and
satisfying Assumption 1.5. Introduce a sequence s0 = (sn)n≥1 by the formula
(2.52) sn = hM + n
−2.
Using Assumption 1.20, we check that the expectations σ(z, sn) defined in (2.45) satisfy
lim
n→∞
σ(z, sn)
σ(z, sn+1)
= 1.(2.53)
Using (2.53), we bound R(z, s;X) by R(z, sn;X) and pass from (1.29) to (1.30).
Lemma 2.10. For any z ∈M , the sequence sn given by (2.52) satisfies (2.53).
Proof. Set
κz(r) :=
µM(B(z, r))
czrβerhM
.
By Assumption 1.20, limr→∞ κz(r) = 1. From (2.50) we obtain∫
M
e−snd(x,z)dµM(x) =
∫
M
dµM(x)
∫
R+
sne
−snr · 1(d(x, z) < r)dr
= sn
∫
R+
e−snrµM(B(z, r))dr = czsn
∫
R+
e−r/n
2
rβκz(r)dr = czn
2+2βsn
∫
R+
e−ttβκz(n
2t)dt,
and the Dominated Convergence Theorem gives
lim
n→∞
σ(z, 1/n2 + hM)
σ(z, 1/(n+ 1)2 + hM)
= lim
n→∞
∫
M
e−snd(x,z)dµM(x)∫
M
e−sn+1d(x,z)dµM(x)
=
= lim
n→∞
n2+2βsn
(n+ 1)2+2βsn+1
·
∫
R+
e−ttβκz(n
2t)dt∫
R+
e−ttβκz((n+ 1)
2t)dt
= 1.

Recall that to a countable dense subset A ⊂ M we have assigned in (2.46) a Borel
subset Ω̂M(s0,A) ⊂ Conf(M). Theorem 1.21 follows from
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Proposition 2.11. For any countable dense subset A ⊂ M , any X ∈ Ω̂(s0,A) and any
z ∈M , we have
lim
s→∞
‖R(z, s;X)− Pz‖L2(∂M) = 0.(2.54)
Proof. Fix X ∈ Ω̂(s0,A) and z ∈M . We start with the limit equality (2.47) obtained in
§2.1:
lim
n→∞
‖R(z, n−2 + hM ;X)− Pz‖L2(∂M) = 0.(2.55)
Let us first show that
lim
s→h+M
‖R(z, s;X)−Pz‖L2(∂M) = 0.(2.56)
From now on, we only consider s ∈ (hM , hM+1). For such s, there exists a unique ns ∈ N
such that (ns + 1)
−2 + hM ≤ s < n−2s + hM . The positivity of the function Px and the
monotonicity of the function s 7→ e−sd(x,z) for any fixed x, z ∈M imply
Σ(z, 1/n2s + hM ;X)
σ(z, 1/(ns + 1)2 + hM)
≤ Σ(z, s;X)
σ(z, s)
≤ Σ(z, 1/(ns + 1)
2 + hM ;X)
σ(z, 1/n2s + hM)
.(2.57)
For brevity write
R−(z, s;X) := R(z, n−2s + hM ;X), R
+(z, s;X) := R(z, (ns + 1)
−2 + hM ;X),
βs :=
σ((ns + 1)
−2 + hM)
σ(n−2s + hM)
.
Then (2.57) can be rewritten as
R−(z, s;X) · β−1s ≤ R(z, s;X) ≤ R+(z, s;X) · βs.
It follows that
‖R(z, s;X)− Pz‖L2(∂M) ≤ max
±
‖R±(z, s;X)β±1s − Pz‖L2(∂M)
≤ max
±
‖R±(z, s;X)β±1s − β±1s Pz‖L2(∂M) +max
±
|β±1s − 1| · ‖Pz‖L2(∂M).
Lemma 2.10 implies that lims→h+M
βs = 1, while (2.55) implies
lim
s→h+M
‖R±(z, s;X)− Pz‖L2(∂M) = 0,
and (2.56) is proved. Taking the expectation in (2.56) gives
lim
s→h+M
σ(z, s;X)
σ(z, s)
= 1,
whence, using the relation
R(z, s;X) = R(z, s;X)
σ(z, s)
σ(z, s;X)
,
we finally obtain (2.54). 
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3. The reconstruction of M-harmonic functions
We apply the results of the preceding section to the triple (Dd, dB, µDd) consisting of
the ball Dd equipped with the Bergman metric dB(·, ·) given by (1.6) and the associated
Bergman volume measure µDd given by (1.7). We choose the origin 0 ∈ Dd as the base
point. Recall, cf. e.g. [16, Theorem 2.2.5], that any biholomorphism ψ ∈ Aut(Dd) has
the form ψ = Uϕw, with U a unitary transformation of C
d and ϕw the involution (1.5) .
3.1. Proof of Theorem 1.10. We check Assumptions 1.15, 1.17, 1.18 and 1.20 for the
triple (Dd, dB, µDd). For any z ∈ Dd and any r > 0, we have
µDd(B(z, r)) = µDd(B(0, r)) =
∫
B(0,r)
dV (z)
(1− |z|2)d+1 = c
′
d
∫ er−1
er+1
0
t2d−1dt
(1− t2)d+1 ,
where c′d > 0 is a constant depending only on d. By change of variables t =
ex−1
ex+1
, we
obtain
µDd(B(z, r)) = c
′′
d
∫ r
0
e−dx(ex − 1)2d−1(ex + 1)dx,
where c′′d > 0 is another constant depending only on d. By l’Hoˆpital principle, we have
lim
r→∞
µDd(B(z, r))
erd
= lim
r→∞
c′′de
−dr(er − 1)2d−1(er + 1)
derd
=
c′′d
d
> 0.(3.58)
Therefore, Assumption 1.20 is checked. In particular, we have shown that the volume
entropy hDd = d.
There exist c, C > 0, such that for any s > d and any z ∈ Dd, we have
c
s− d ≤
∫
Dd
e−sdB(x,z)dµDd(x) ≤
C
s− d.(3.59)
Indeed, sending z to 0 gives∫
Dd
e−sdB(x,z)dµDd(x) =
∫
Dd
e−sdB(x,0)dµDd(x) =
∫
Dd
(
1− |x|
1 + |x|
)s
dV (x)
(1− |x|2)d+1 ,(3.60)
and integrating (3.60) in polar coordinates gives (3.59). Consider the closed unit ball
Dd = {z ∈ Cd : |z| ≤ 1} and, as before, endow the unit sphere with the normalized
Lebesgue measure σSd . Set
dνs(z) =
e−sdB(z,0)dµDd(z)∫
M
e−sdB(z,0)dµDd(z)
.
The bound (3.59) implies that any accumulation point of νs as s → d+ is supported on
the boundary ∂Dd. Since νs is rotationally invariant for any s > d, we have
lim
s→d+
νs = σSd.(3.61)
Hence the Assumption 1.15 is checked.
The Busemann cocyle of the complex hyperbolic space Dd, cf. e.g. [16, Theorem 2.2.2],
is given , for w, z ∈ Dd, ζ ∈ Sd, by the formula
Bζ(w, z) = log
(
(1− |z|2) · |1− w¯ · ζ |2
(1− |w|2) · |1− z¯ · ζ |2
)
.
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The Poisson-Szego¨ kernel P b(w, ζ) satisfies
e−hDdBζ(w,0) =
(1− |w|2)d
|1− w¯ · ζ |2d = P
b(w, ζ),
and coincides, for the complex hyperbolic space, with the kernel defined by the formula
(1.25). By definition (1.27), we have
H2P b(Dd) =MH2(Dd).(3.62)
By [16, Theorem 3.3.7], for any fixed ζ ∈ Sd, the continuous function w 7→ P b(w, ζ)
satisfies the invariant mean value property
P b(w, ζ) =
∫
Sd
P b(ϕw(rξ), ζ)dσSd(ξ) for all w ∈ Dd and 0 < r < 1.(3.63)
Let mUd denote the normalized Haar measure on the unitary group Ud. Since σSd coin-
cides with the orbital measure of the transitive action of Ud on Sd, the equality (3.63) is
equivalent to
P b(w, ζ) =
∫
Ud
P b(ϕw(Ux), ζ)dmUd(U) for any w, x ∈ Dd,(3.64)
whence, for any z ∈ Dd, ζ ∈ Sd and r > 0, we have
P b(z, ζ) =
1
µDd(B(z, r))
∫
B(z,r)
P b(x, ζ)dµDd(x).
Hence Assumption 1.17 is checked.
Proposition 1.4.10 in [16] implies there exists c > 0 such that∫
Sd
P b(x, ζ)2dσSd(ζ) ≤
c
(1− |x|2)d .
Since ehDdd(x,0) = (1 + |x|)d(1 − |x|)−d ≥ (1 − |x|2)−d, there exists a constant c > 0 such
that
(3.65)
∫
Sd
P b(x, ζ)2dσSd(ζ) ≤ cehDdd(x,0) for all x ∈ Dd.
Hence Assumption 1.18 is checked.
We have checked that the triple (Dd, dB, µDd) satisfies Assumptions 1.15, 1.17, 1.18 and
1.20. Therefore, Theorem 1.10 follows from Theorem 1.21. 
3.2. The reconstruction of a fixed Bergman function. Set
b2(Dd) :=
{
f ∈MH(Dd)
∣∣∣ ∫
Dd
|f(z)|2dV (z) <∞
}
.
By [16, Theorem 4.2.4, Corollary 2], anyMH-harmonic function f ∈M(Dd) satisfies the
invariant mean value property:
f(w) =
∫
Ud
f(ϕw(Ux))dmUd(U) for all w, x ∈ Dd.(3.66)
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Proposition 3.1. Let Π be a point process on Dd satisfying Assumption 1.5 and with
first intensity measure λµDd for some constant λ > 0. Fix f ∈ b2(Dd) and z ∈ Dd. Then
∞∑
k=0
∣∣∣ ∑
x∈X
k≤dB(x,z)<k+1
e−sdB(z,x)f(x)
∣∣∣ <∞, for Π-almost every X.(3.67)
Moreover, let s = (sn)n≥1 be a fixed sequence such that d < sn <∞ and
∑∞
n=1(sn− d)2 <
∞. Then there exists a subset Ω̂s,z,f ⊂ Conf(Dd) with Π(Ω̂s,z,f) = 1 such that for any
X ∈ Ω̂s,z,f , we have
f(z) = lim
n→∞
∞∑
k=0
∑
x∈X
k≤dB(z,x)<k+1
e−sndB(z,x)f(x)
∑
x∈X
e−sndB(z,x)
.(3.68)
Proof. Fix f ∈ b2(Dd) and z ∈ Dd. To prove (3.67), it suffices to prove that
∞∑
k=0
∥∥∥ ∑
x∈X
k≤dB(x,z)<k+1
e−sdB(z,x)f(x)
︸ ︷︷ ︸
denoted by Tk(s,X )
∥∥∥
L2(Π)
<∞.(3.69)
For any k ∈ N, we have∥∥∥Tk(s,X )∥∥∥2
L2(Π)
= VarΠ
(
Tk(s,X )
)
+ |EΠ (Tk(s,X ))|2 .(3.70)
Set Ak(z) = {x ∈ Dd : dB(z, x) ∈ [k, k + 1)}. By the formula (1.6) for dB(·, ·) and the
identity (see e.g. [16, Theorem 2.2.2])
1
1− |ϕz(x)|2 =
|1− x¯ · z|2
(1− |z|2)(1− |x|2) x, z ∈ Dd,
there exists Cz > 0, such that for any x ∈ Ak(z), we have (1 − |x|2)−1 ≤ Czek. Then by
Assumption 1.5, we obtain
VarΠ (Tk(s,X )) ≤ CEΠ
( ∑
x∈X
k≤dB(z,x)<k+1
e−2sdB(z,x)|f(x)|2
)
= Cλ
∫
Ak(z)
e−2sdB(z,x)|f(x)|2 dV (x)
(1− |x|2)d+1
≤ Cλ max
x∈Ak(z)
e−2sdB(z,x)
(1− |x|2)d+1
∫
Dd
|f(x)|2dV (x) ≤ C ′e−(2s−d−1)k,
where C ′ > 0 is a constant depending on f, s, z,Π. Using the invariance of the measure
µDd by biholomorphic automorphisms of Dd, the rotational invariance of the measure
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e−sdB(0,x)dµDd(x) and the equality (3.66), we obtain
EΠ (Tk(s,X )) = λ
∫
Ak(z)
e−sdB(z,x)f(x)dµDd(x) = λ
∫
Ak(0)
e−sdB(0,x)f(ϕz(x))dµDd(x)
= λ
∫
Ud
dmUd(U)
∫
Ak(0)
e−sdB(0,x)f(ϕz(Ux))dµDd(x) = λf(z)
∫
Ak(0)
e−sdB(0,x)dµDd(x).
(3.71)
Substituting into (3.70), we obtain
‖Tk(s,X )‖L2(Π) ≤ C ′′
(
e−(2s−d−1)k/2 +
∫
Ak(0)
e−sdB(0,x)dµDd(x)
)
,
where C ′′ > 0 is a constant depending on f, s, z,Π. If s > d, then 2s− d− 1 > 0, hence
by (3.59), we have
∞∑
k=0
‖Tk(s,X )‖L2(Π) ≤ C ′′
( ∞∑
k=0
e−(2s−d−1)k/2 +
∫
Dd
e−sdB(0,x)dµDd(x)
)
<∞.(3.72)
Our next step is to show that
sup
s∈(d,∞)
VarΠ
( ∞∑
k=0
Tk(s,X )
)
<∞.(3.73)
Note that
C ′′′z = sup
s∈(d,∞)
sup
x∈Dd
e−2sdB(z,x)
(1− |x|2)d+1 <∞.
For N ∈ N and s > d we have
VarΠ
(N−1∑
k=0
Tk(s,X )
)
= VarΠ
( ∑
x∈X , dB(z,x)<N
e−sdB(z,x)f(x)
)
≤ CEΠ
(∑
x∈X
e−2sdB(z,x)|f(x)|2
)
= Cλ
∫
Dd
e−2sdB(z,x)|f(x)|2dµDd(x)
≤ CC ′′′z λ
∫
Dd
|f(x)|2dV (x).
Letting N →∞, we obtain the desired inequality (3.73).
For s > d, by (3.69) and (3.71), we have
EΠ
( ∞∑
k=0
Tk(s,X )
)
=
∞∑
k=0
EΠ
(
Tk(s,X )
)
=
∞∑
k=0
λf(z)
∫
Ak(0)
e−sdB(0,x)dµDd(x)
= λf(z)
∫
Dd
e−sdB(0,x)dµDd(x) = λf(z)
∫
Dd
e−sdB(z,x)dµDd(x) = f(z)·EΠ
(∑
x∈X
e−sdB(z,x)
)
,
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which combined with the inequalities (3.73), (3.59) and the assumption
∑∞
n=1(sn− d)2 <
∞, implies
∞∑
n=1
EΠ

∣∣∣∣∣∣∣∣∣∣∣
∞∑
k=0
Tk(sn,X )
EΠ
(∑
x∈Y
e−sndB(z,x)
) − f(z)
∣∣∣∣∣∣∣∣∣∣∣
2 <∞.
Therefore, for Π-almost every X , we have
f(z) = lim
n→∞
∞∑
k=0
∑
x∈X
k≤dB(z,x)<k+1
e−sndB(z,x)f(x)
EΠ
(∑
x∈X
e−sndB(z,x)
) .
In particular, taking f ≡ 1, we obtain that for Π-almost every X ,
lim
n→∞
∞∑
k=0
∑
x∈X
k≤dB(z,x)<k+1
e−sndB(z,x)
EΠ
(∑
x∈X
e−snd(z,x)
) = lim
n→∞
∑
x∈X
e−sndB(z,x)
EΠ
(∑
x∈X
e−sndB(z,x)
) = 1.
Thus, for Π-almost every X , the desired limit equality (3.68) holds. 
4. The reconstruction of H-harmonic functions
Letm ≥ 2 be an integer. We apply the results of §2 to the triple (Bm, dh, µBm) consisting
of the real hyperbolic space Bm equipped with the hyperbolic metric dh(·, ·) given by
(1.13) and the associated hyperbolic volume measure µBm given by (1.14). We choose
the origin 0 ∈ Bm as the base point. The hyperbolic volume measure µBm is invariant
under the action of the group Aut(Bm) of all Mo¨bius transformations preserving Bm. Any
φ ∈ Aut(Bm) has the form φ = Aψa, where A is an orthogonal transformation of Rm and
ψa is the involution defined in (1.12).
4.1. Proof of Theorem 1.11. We check Assumptions 1.15, 1.17, 1.18 and 1.20 for the
triple (Bm, dh, µBm).
By the same argument for proving the limit equality (3.58), we show that there exists
cm > 0, such that for any a ∈ Bm, we have
lim
r→∞
µBm(B(a, r))
cmer(m−1)
= 1.
Therefore, Assumption 1.20 is checked. In particular, we have shown that the volume
entropy hBm = m− 1.
By the same argument for obtaining the weak convergence (3.61), we show that
lim
s→(m−1)+
e−sdh(x,0)dµBm(x)∫
M
e−sdh(x,0)dµBm(x)
= σSm−1(dζ).
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Hence the Assumption 1.15 is checked.
The Busemann cocyle of the real hyperbolic space Bm, cf.[19, Formula (2.1.7)], is given,
for x, y ∈ Bm, t ∈ Sm−1, by the formula
Bt(x, y) = log
( |x− t|2
1− |x|2 ·
|y − t|2
1− |y|2
)
.
The hyperbolic Poisson kernel P h(x, t) satisfies
e−hBmBt(x,0) =
(
(1− |x|2)
|x− t|2
)m−1
= P h(x, t),
and coincides, for the real hyperbolic space, with the kernel defined by the formula (1.25).
By definition (1.27), we have
H2Ph(Bm) = H2(Bm).(4.74)
By [19, Lemma 5.3.1], for any fixed t ∈ Sm−1, the continuous function x 7→ P h(x, t) is
H-harmonic, thus satisfies
P h(a, t) =
∫
Om
P h(ψa(Ax), t)mOm(dA) for any a, x ∈ Bm,(4.75)
where Om is the group of m ×m orthogonal matrices and mOm is the normalized Haar
measure on Om. Therefore, for any a ∈ Bm, t ∈ Sm−1 and r > 0, we have
P h(a, t) =
1
µBm(B(a, r))
∫
B(a,r)
P h(x, t)dµBm(x).
Hence Assumption 1.17 is checked.
By Theorem 5.5.7 in [19] implies there exists c > 0 such that∫
Sm−1
P h(x, t)2dσSm−1(t) ≤ c
(1− |x|2)m−1 for all x ∈ Bm and any t ∈ S
m−1.(4.76)
This implies that there exists a constant c′ > 0 such that∫
Sm−1
P b(x, t)2dσSm−1(t) ≤ c′ehBmd(x,0) for all x ∈ Bm.
Hence Assumption 1.18 is checked.
We have checked that the triple (Bm, dh, µBm) satisfies Assumptions 1.15, 1.17, 1.18 and
1.20. Therefore, Theorem 1.11 follows from Theorem 1.21. 
4.2. The reconstruction of a fixed Bergman function. Set
b2(Bm) :=
{
f ∈ H(Bm)
∣∣∣ ∫
Bm
|f(x)|2dV (x) <∞
}
.
By [19, Corollary 4.1.3], any H-harmonic function f ∈ H(Bm) satisfies the following mean
value property:
f(a) =
∫
Om
f(ψa(Ax))mOm(dA) for any a, x ∈ Bm.(4.77)
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Proposition 4.1. Let Π be a point process on Bm satisfying Assumption 1.5 and with
first intensity measure λµBm for some constant λ > 0. Fix f ∈ b2(Bm) and a ∈ Bm. Then
∞∑
k=0
∣∣∣ ∑
x∈X
k≤dh(x,a)<k+1
e−sdh(a,x)f(x)
∣∣∣ <∞, for Π-almost every X.
Moreover, let s = (sn)n≥1 be a fixed sequence such that m− 1 < sn <∞ and
∑∞
n=1(sn −
m+ 1)2 <∞. Then there exists a subset Ω̂s,z,f ⊂ Conf(Bm) with Π(Ω˜s,a,f ) = 1 such that
for any X ∈ Ω˜s,a,f , we have
f(a) = lim
n→∞
∞∑
k=0
∑
x∈X
k≤dB(z,x)<k+1
e−sndh(a,x)f(x)
∑
x∈X
e−sndh(a,x)
.
Proof. The proof is similar to that of Proposition 3.1. The roˆle played by the identity
(3.66) is now played by the identity (4.77). 
5. Radial weights on the disk
We return to the determinantal point process ΠKD governed by the Bergman kernel KD
on the disk D. We show in Proposition 5.1 below that, for any fixed point z ∈ D, the
simultaneous reconstruction for all H2-Hardy functions can be achieved using the uniform
weights on hyperbolic disks of growing radius centred at z. The reconstruction result in
Proposition 5.1 is weaker than that in Theorem 1.4: we only obtain a limit along a fixed
subsequence sn → 1+. In Proposition 5.7 we show the impossibility of simultaneous
reconstruction for all functions f ∈ A2(D) using averaging with compactly supported
radial weights. The argument is based on a new formula for the variance of vector-valued
additive statistics, see Proposition 5.12.
5.1. Reconstruction with compactly supported weights. Proposition 5.1 below is
a reconstruction result with general compactly supported radial weights on D. Recall that
the holomorphic Hardy space H2(D) is defined by the formula
H2(D) : =
{
f : D→ C
∣∣∣f is holomorphic and ‖f‖2H2(D) = sup
0<r<1
∫ 2π
0
|f(reiθ)|2 dθ
2π
<∞
}
.
The sequence of monomials (zn), n ≥ 0 is an orthonormal basis for the Hardy space
H2(D), whose reproducing kernel thus has the form
S(w, x) = (1− x¯w)−1.
In what follows, for any x ∈ D, we denote Sx ∈ H2(D) the function given by
Sx(w) = S(w, x) = (1− x¯w)−1.
For 1 < s < 2 and z, x ∈ D, set
Ws(x) =
(
1− |x|2)s 1 (|x|2 ≤ 2− s) and ϕz(x) = (z − x)(1 − z¯x)−1.
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Proposition 5.1. Let z ∈ D be a fixed point and let (sn)n≥1 be a fixed sequence such that
1 < sn < 2 and
∞∑
n=1
1
| log(sn − 1)| <∞.(5.78)
Then for ΠKD-almost every X ∈ Conf(D), we have
lim
n→∞
∥∥∥∥∥∥∥∥
∑
x∈X
Wsn(ϕz(x))Sx∑
x∈X
Wsn(ϕz(x))
− Sz
∥∥∥∥∥∥∥∥
H2(D)
= 0(5.79)
and for any f ∈ H2(D), we have
f(z) = lim
n→∞
∑
x∈X
Wsn(ϕz(x))f(x)∑
x∈X
Wsn(ϕz(x))
.(5.80)
Unlike Theorem 1.4, Proposition 5.1 claims neither that the formula (5.80) holds almost
surely for all f ∈ H2(D) simultaneously, nor that (5.80) holds for all z ∈ D. We do not
see how to replace the limit procedure using a fixed sequence (sn) satisfying (5.78) by the
limit procedure s→ 1+. The specific exponential form of the weight e−sd(x,z) plays a key
roˆle in obtaining the stronger statements of Theorem 1.4.
5.1.1. The variance of linear statistics. Set
Ws(x) =
(
1− |x|2)s 1 (|x|2 ≤ 2− s) and ϕz(x) = z − x
1− z¯x.
The proof of Proposition 5.1 is based on a formula, cf. Proposition 5.2, and a bound, cf.
Corollary 5.3, for the variance
VarΠKD
(∑
x∈X
Ws(ϕz(x)) · Sx
)
.(5.81)
Proposition 5.2. For any compactly supported radial weight W : D → R+ and any
z ∈ D, we have
VarΠKD
[∑
x∈X
W (ϕz(x))Sx
]
=
1
2π2(1− |z|2)
∫
D
∫
D
|W (η)−W (ξ)|21 + |zηξ|
2(2− |ηξ|2)
(1− |ηξ|2)4 dV (η)dV (ξ).
Proposition 5.2 implies
Corollary 5.3. Let (Ws)s∈(1, 5
4
) be the radial weight functions on D defined by
Ws(x) = (1− |x|2)s1(|x|2 ≤ 2− s) x ∈ D.
Then for any z ∈ D, there exists a constant Cz > 0, such that
VarΠKD
[∑
x∈X
Ws(ϕz(x))Sx
]
[
EΠKD
(∑
x∈X
Ws(ϕz(x))
)]2 ≤ Cz
log
(
1
s−1
) .(5.82)
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5.1.2. Derivation of Proposition 5.1 from Corollary 5.3. We first show that for any z ∈ D
and any n ≥ 1, we have
EΠKD
(∑
x∈X
Wsn(ϕz(x)) · Sx
)
= Sz · EΠKD
(∑
x∈X
Wsn(ϕz(x))
)
= Sz · EΠKD
(∑
x∈X
Wsn(x)
)
.
(5.83)
Indeed, for any y ∈ D, we have
EΠKD
(∑
x∈X
Wsn (ϕz(x))Sx(y)
)
= EΠKD
(∑
x∈X
Wsn(x)Sϕz(x)(y)
)
=
∫
D
Wsn(x)Sϕz(x)(y)
dV (x)
π(1− |x|2)2 .
Recalling that W is radial and the function x 7→ Sx(y) is harmonic on D for any fixed
y ∈ D gives∫
D
Wsn(x)Sϕz(x)(y)
dV (x)
π(1− |x|2)2 =
∫ 2π
0
dθ
2π
∫
D
Wsn(x)Sϕz(xeiθ)(y)
dV (x)
π(1− |x|2)2
= Sϕz(0)(y)
∫
D
Wsn(x)
dV (x)
π(1− |x|2)2 = Sz(y)
∫
D
Wsn(x)
dV (x)
π(1− |x|2)2 ;
EΠKD
(∑
x∈X
Wsn (ϕz(x))Sx(y)
)
= Sz(y)
∫
D
Wsn(x)dV (x)
π(1− |x|2)2 = Sz(y)
∫
D
Wsn(ϕz(x))dV (x)
π(1− |x|2)2 .
Since y ∈ D is arbitrary, (5.83) follows. From the equality (5.83) and the estimate (5.82),
under the assumption (5.78), for any fixed z ∈ D, we have
∞∑
n=1
EΠK
D

∥∥∥∥∥∥∥∥∥
∑
x∈X
Wsn(ϕz(x)) · Sx
EΠKD
(∑
x∈Y
Wsn(ϕz(x))
) − Sz
∥∥∥∥∥∥∥∥∥
2
H2(D)
 <∞
and (5.79). Since for f ∈ H2(D), z ∈ D, we have f(z) = 〈f, Sz〉H2(D), (5.80) follows. 
5.1.3. Computation of the variance: proof of Proposition 5.2. We start with
Proposition 5.4. If g ∈ L2(D, dV ) takes real values and has compact support, then
VarΠK
D
[∑
x∈X
g(x)Sx
]
=
1
2
∫
D
∫
D
|g(z)− g(w)|2 · S(z, w)|KD(z, w)|2dV (z)dV (w).(5.84)
Recall the standard Sobolev norm expression for the variance of linear statistics under
determinantal point processes induced by an orthogonal projection.
Lemma 5.5. If H is a Hilbert space and f ∈ L2(D, dV ;H ) has compact support, then
VarΠKD
[∑
x∈X
f(x)
]
=
1
2
∫
D
∫
D
‖f(z)− f(w)‖2H · |KD(z, w)|2dV (z)dV (w).(5.85)
The key step for obtaining the formula (5.84) is
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Lemma 5.6. For any z ∈ D we have∫
D
S(z, w)|KD(z, w)|2dV (w) = S(z, z)KD(z, z).
Since S(z, w) = S(w, z), Lemma 5.6 implies∫
D
S(w, z)|KD(z, w)|2dV (w) = S(z, z)KD(z, z).(5.86)
Proof of Lemma 5.6. Set
I1(z) :=
∫
D
S(z, w)|KD(z, w)|2dV (w).
The rotational invariance of the Lebesgue measure gives
I1(z) =
∫
D
[
1
2π
∫ 2π
0
S(z, we−iθ)|KD(z, we−iθ)|2dθ
]
︸ ︷︷ ︸
denoted by I2(z,w)
dV (w).(5.87)
Now we compute I2(z, w) by using the residue method:
I2(z, w) =
1
2π
∫ 2π
0
dθ
π2(1− zw¯eiθ)3(1− z¯we−iθ)2
=
1
2πi
∫ 2π
0
eiθ · ieiθdθ
π2(1− zw¯eiθ)3(eiθ − z¯w)2
=
1
2πi
∮
C
H(ζ)dθ
(ζ − z¯w)2 ,
where C is the unit circle oriented counterclockwise and H is a holomorphic function
defined on a neighbourhood of D by the formula
H(ζ) =
ζ
π2(1− zw¯ζ)3 .
It follows that
I2(z, w) = H
′(z¯w) =
1
π2
[
1
(1− |zw|2)3 +
3|zw|2
(1− |zw|2)4
]
.
Therefore, we have
I1(z) =
∫
D
1
π2
[
1
(1− |zw|2)3 +
3|zw|2
(1− |zw|2)4
]
dV (w)
=
2π
π2
∫ 1
0
[
1
(1− |z|2r2)3 +
3|z|2r2
(1− |z|2r2)4
]
rdr
=
1
π
∫ 1
0
[
1
(1− |z|2t)3 +
3|z|2t
(1− |z|2t)4
]
dt
=
1
π
∫ 1
0
d
dt
[
t
(1− |z|2t)3
]
dt
=
1
π
1
(1− |z|2)3 = S(z, z)KD(z, z).
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
Proof of Proposition 5.4. Set LS(z, w) := S(z, w)|KD(z, w)|2. The reproducing property
gives 〈Sx, Sy〉H2(D) = Sx(y) = S(y, x). From (5.85) and the identity
KD(z, z) =
∫
D
|KD(z, w)|2dV (w),
we obtain
VarΠK
D
[∑
x∈X
g(x)Sx
]
=
∫
D
‖g(z)Sz‖2H2(D)KD(z, z)dV (z)
− 1
2
∫
D
∫
D
〈g(z)Sz, g(w)Sw〉H2(D)|KD(z, w)|2dV (z)dV (w)
− 1
2
∫
D
∫
D
〈g(w)Sw, g(z)Sz〉H2(D)|KD(z, w)|2dV (z)dV (w)
=
∫
D
g(z)2S(z, z)KD(z, z)dV (z)− 1
2
∫
D
∫
D
g(z)g(w)S(w, z)|KD(z, w)|2dV (z)dV (w)
− 1
2
∫
D
∫
D
g(w)g(z)S(z, w)|KD(z, w)|2dV (z)dV (w)
=
∫
D
g(z)2S(z, z)KD(z, z)dV (z)−
∫
D
∫
D
g(z)g(w)LS(z, w)dV (z)dV (w).
Now using Lemma 5.6 and the equality (5.86), we have∫
D
g(z)2S(z, z)KD(z, z)dV (z) =
∫
D
∫
D
g(z)2LS(z, w)dV (z)dV (w)
=
∫
D
∫
D
g(w)2LS(z, w)dV (z)dV (w).
Consequently,
VarΠKD
[∑
x∈X
g(x)Sx
]
=
∫
D
∫
D
g(z)2L(z, w)dV (z)dV (w)−
∫
D
∫
D
g(z)g(w)LS(z, w)dV (z)dV (w)
=
1
2
∫
D
∫
D
g(z)2LS(z, w)dV (z)dV (w) +
1
2
∫
D
∫
D
g(w)2LS(z, w)dV (z)dV (w)
−
∫
D
∫
D
g(z)g(w)LS(z, w)dV (z)dV (w)
=
1
2
∫
D
∫
D
|g(z)− g(w)|2LS(z, w)dV (z)dV (w). 
Nonnegativity of the right hand side of (5.84) is not directly clear. If the function g is
complex-valued, then we have
VarΠKD
[∑
x∈X
g(x)Sx
]
=
∫
D
|g(z)|2KD(z, z)2dV (z)−
∫
D
∫
D
g(z)g(w)L(z, w)dV (z)dV (w).
Since in general, we have∫
D
∫
D
g(z)g(w)L(z, w)dV (z)dV (w) 6=
∫
D
∫
D
g(z)g(w)L(z, w)dV (z)dV (w),
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the equality (5.84) does not hold for complex-valued functions g.
We proceed to the proof of Proposition 5.2. Given a compactly supported radial weight
function W : D→ R+, introduce the family (W zo)zo∈D of weight functions by the formula
W zo(z) := W (ϕzo(z)) = W
(
zo − z
1− z¯oz
)
, z ∈ D.(5.88)
Note that W 0 = W and
W ϕ(zo)(ϕ(z)) =W zo(z), ϕ ∈ Aut(D).(5.89)
Proof of Proposition 5.2. The Bergman kernel on the disk is conformally invariant:
1
(1− zw¯)2 =
ϕ′(z)ϕ′(w)
(1− ϕ(z)ϕ(w))2 , ϕ ∈ Aut(D).(5.90)
Taking the square root of both sides yields
S(z, w) = ϕ′(z)
1
2S(ϕ(z), ϕ(w))ϕ′(w)
1
2 , ϕ ∈ Aut(D).(5.91)
The involution ϕzo(z) = (zo− z)(1− z¯oz)−1 satisfies ϕ′zo(z) = (−1+ |zo|2)(1− z¯oz)−2. Set
z = ϕzo(η), w = ϕzo(ξ). Proposition 5.4, the conformal equivariance (5.89) for W
zo(z)
and the conformal invariance (5.90) together imply
VarΠKD
[∑
x∈X
W zo(x)Sx
]
=
1
2
∫
D
∫
D
|W (η)−W (ξ)|2 (1− z¯oη)(1− zoξ¯)
1− |zo|2 S(η, ξ)|KD(η, ξ)|
2︸ ︷︷ ︸
denoted by LS(η, ξ)
dV (η)dV (ξ).
(5.92)
By our assumption, W is radial, therefore
VarΠKD
[∑
x∈X
W zo(x)Sx
]
=
1
2(1− |zo|2)
∫
D
∫
D
|W (η)−W (ξ)|2I3(η, ξ)dV (η)dV (ξ),
where
I3(η, ξ) :=
∫ 2π
0
∫ 2π
0
(1− z¯oηeiθ1)(1− zoξ¯eiθ2)LS(ηeiθ1 , ξe−iθ2)dθ1
2π
dθ2
2π
.
We start by computing
I4(η, ξ) :=
∫ 2π
0
(1− z¯oηeiθ)LS(ηeiθ, ξ)dθ
2π
.
We have
I4(η, ξ) =
1
2π
∫ 2π
0
1− z¯oηeiθ
π2(1− ηξ¯eiθ)3(1− η¯ξe−iθ)2dθ
=
1
2πi
∫ 2π
0
(1− z¯oηeiθ)eiθ · ieiθdθ
π2(1− ηξ¯eiθ)3(eiθ − η¯ξ)2 =
1
2πi
∮
C
H1(ζ)dζ
(ζ − η¯ξ)2 ,
where C is the unit circle oriented counterclockwise and H1 is a holomorphic function on
a neighbourhood of the closed unit disk D defined by the formula
H1(ζ) :=
(1− z¯oηζ)ζ
π2(1− ηξ¯ζ)3 .
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It follows that
I4(η, ξ) = H
′
1(η¯ξ) =
1
π2
[
1− 2z¯oηζ
(1− ηξ¯ζ)3 +
3(1− z¯oηζ)ζηξ¯
(1− ηξ¯ζ)4
] ∣∣∣
ζ=η¯ξ
=
1
π2
[
1− 2z¯o|η|2ξ
(1− |ηξ|2)3 +
3(1− z¯o|η|2ξ)|ηξ|2
(1− |ηξ|2)4
]
.
Substituting I4(η, ξ) into the formula for I3(η, ξ), we obtain
I3(η, ξ) =
1
2π
∫ 2π
0
(1− zoξ¯eiθ)I3(η, ξe−iθ)dθ.
Using the elementary identity
1
2π
∫ 2π
0
(1− zoξ¯eiθ) · (1− z¯o|η|2ξe−iθ)dθ = 1 + |zoηξ|2,
for any η, ξ ∈ D, we obtain
I3(η, ξ) =
1
π2
[
1 + 2|zoηξ|2
(1− |ηξ|2)3 +
3|ηξ|2(1 + |zoηξ|2)
(1− |ηξ|2)4
]
=
1 + |zoηξ|2(2− |ηξ|2)
π2(1− |ηξ|2)4 . 
Proof of Corollary 5.3. By Proposition 5.2, we have
VarΠKD
[∑
x∈X
W zos (x)Sx
]
≤ 3
2π2(1− |zo|2)
∫
D
∫
D
|Ws(η)−Ws(ξ)|2
(1− |ηξ|2)4 dV (η)dV (ξ)
We have ∫
D
∫
D
|Ws(η)−Ws(ξ)|2
(1− |ηξ|2)4 dV (η)dV (ξ)
=4π2
∫ 1
0
∫ 1
0
∣∣∣(1− x2)s1(x2 ≤ 2− s)− (1− y2)s1(y2 ≤ 2− s)∣∣∣2
(1− x2y2)4 xydxdy
=π2
∫ 1
0
∫ 1
0
∣∣∣(1− x)s1(x ≤ 2− s)− (1− y)s1(y ≤ 2− s)∣∣∣2
(1− xy)4 dxdy
=π2
∫ 1
0
∫ 1
0
∣∣∣xs1(x ≥ s− 1)− ys1(y ≥ s− 1)∣∣∣2
(x+ y − xy)4 dxdy︸ ︷︷ ︸
denoted by I5
,
where we have changed variables twice, first (x, y)→ (x2, y2), then (x, y)→ (1−x, 1−y).
The integrand in I5 is symmetric in the variables x and y, and we have
I5 = 2
∫∫
0≤y≤x≤1
∣∣∣xs1(x ≥ s− 1)− ys1(y ≥ s− 1)∣∣∣2
(x+ y − xy)4 dxdy.
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Using the elementary inequality x+ y − xy ≥ x, we obtain
I5 ≤2
∫∫
0≤y≤x≤1
∣∣∣xs1(x ≥ s− 1)− ys1(y ≥ s− 1)∣∣∣2
x4
dxdy
=2
∫∫
s−1≤y≤x≤1
∣∣∣xs1(x ≥ s− 1)− ys1(y ≥ s− 1)∣∣∣2
x4
dxdy︸ ︷︷ ︸
I6
+ 2
∫∫
0≤y≤s−1≤x≤1
∣∣∣xs1(x ≥ s− 1)− ys1(y ≥ s− 1)∣∣∣2
x4
dxdy︸ ︷︷ ︸
I7
+ 2
∫∫
0≤y≤x≤s−1
∣∣∣xs1(x ≥ s− 1)− ys1(y ≥ s− 1)∣∣∣2
x4
dxdy︸ ︷︷ ︸
=0
.
Applying the change of variables x = x′, y = λx′ to the integral I6, and noting that
det ∂(x,y)
∂(x′,λ)
= x′ , we obtain that
I6 =
∫ 1
s−1
dx
∫ 1
0
dλ[x2s−3(1− λs)2] ≤ 1− (s− 1)
2s−2
2s− 2 ≤
1− (s− 1)s−1
s− 1 .
We estimate I7 under the assumption 1 < s <
5
4
. We have
I7 =
∫∫
0≤y≤s−1≤x≤1
∣∣∣xs1(x ≥ s− 1)− ys1(y ≥ s− 1)∣∣∣2
x4
dxdy
=
∫∫
0≤y≤s−1≤x≤1
x2s−4dxdy = (s− 1) x
2s−3
2s− 3
∣∣∣1
x=s−1
≤ (s− 1)
2s−2
3− 2s ≤
1
3− 2s.
By the conformal invariance of the distribution of ΠKD, we have
EΠKD
[∑
x∈X
W zos (x)
]
= E
[∑
x∈X
Ws(x)
]
=
∫
D
(1− |z|2)s1(|z|2 ≤ 2− s)KD(z, z)dV (z)
=
∫ 1
s−1
xs−2dx =
1− (s− 1)s−1
s− 1 .
Therefore, we have
VarΠK
D
[∑
x∈X
W zos (x)Sx
]
[
EΠK
D
(∑
x∈X
W zo(x)
)]2 ≤ 32π2(1− |zo|2) 2π
2I6 + 2π
2I7[
1−(s−1)s−1
s−1
]2 ≤ 3π2(1− |zo|2)
1−(s−1)s−1
s−1
+ 1
3−2s[
1−(s−1)s−1
s−1
]2 .
If s ∈ (1, 5
4
), then 1
3−2s
≤ 2. The equality lims→1+ 1−(s−1)
s−1
−(s−1) log(s−1)
= 1 yields (5.82). 
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5.2. Impossibility of simultaneous reconstruction of Bergman functions. Propo-
sition 5.7 shows the impossibility of simultaneous reconstruction of all A2(D)-functions
by averaging with compactly supported radial weights. Recall the notation (5.88).
Proposition 5.7. For any zo ∈ D, we have
inf
W
VarΠKD
[∑
x∈X
W zo(x)Kx
D
]
[
EΠKD
(∑
x∈X
W zo(x)
)]2 > 0,
where the infimum is over the all compactly supported bounded radial weightsW : D→ R+.
5.2.1. Variance of A2(D)-vector-valued linear statistics.
Lemma 5.8. For any z ∈ D, the Bergman kernel KD satisfies∫
D
KD(z, w)|KD(z, w)|2dm2(w) = KD(z, z)2.
Proof. Since the Lebesgue measure is rotationally invariant, we have
I8(z) : =
∫
D
KD(z, w)|KD(z, w)|2dV (w)
=
1
2π
∫ 2π
0
∫
D
KD(z, we
−iθ)|K(z, we−iθ)|2dV (w)dθ =
∫
D
I9(z, w)dV (w),
(5.93)
where
I9(z, w) :=
1
2π
∫ 2π
0
KD(z, we
−iθ)|K(z, we−iθ)|2dθ.
Write
I9(z, w) =
1
2π
∫ 2π
0
1
π3
dθ
(1− zw¯eiθ)4(1− z¯we−iθ)2 =
=
1
2πi
∫ 2π
0
1
π3
eiθ · ieiθdθ
(1− zw¯eiθ)4(eiθ − z¯w)2 =
1
2πi
∮
C
1
π3
ζdζ
(1− zw¯ζ)4(ζ − z¯w)2 ,
where C is the unit circle oriented counterclockwise. Setting Fzw¯(ζ) := π
−3ζ(1− zw¯ζ)−4
and computing the residue, we obtain
(5.94) I9(z, w) =
1
2πi
∮
C
Fzw¯(ζ)dζ
(ζ − z¯w)2 =
1
2πi
∮
C
Fzw¯(ζ)− Fzw¯(z¯w)− F ′zw¯(z¯w)(ζ − z¯w)
(ζ − z¯w)2 dζ+
+
1
2πi
∮
C
Fzw¯(z¯w) + F
′
zw¯(z¯w)(ζ − z¯w)
(ζ − z¯w)2 dζ = F
′
zw¯(z¯w) =
1
π3
[
1
(1− |zw|2)4 +
4|zw|2
(1− |zw|2)5
]
.
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Substituting (5.94) into (5.93), we rewrite I8(z) in the form∫
D
1
π3
[
1
(1− |zw|2)4 +
4|zw|2
(1− |zw|2)5
]
dV (w) =
2π
π3
∫ 1
0
(
1
(1− |z|2r2)4 +
4|z|2r2
(1− |z|2r2)5
)
rdr =
=
1
π2
∫ 1
0
(
1
(1− |z|2t)4 +
4|z|2t
(1− |z|2t)5
)
dt =
1
π2
∫ 1
0
d
dt
(
t
(1− |z|2t)4
)
dt =
=
1
π2
1
(1− |z|2)4 = KD(z, z)
2. 
Let Kx
D
∈ A2(D) be defined by Kx
D
(z) = KD(z, x). The reproducing property gives
〈Kx
D
, Ky
D
〉A2(D) = KxD(y) = KD(y, x).(5.95)
To a compactly supported bounded Borel function g : D → C assign the A2(D)-vector-
valued linear statistics
(5.96)
∑
x∈X
g(x)Kx
D
.
If g takes real values, then by the same argument used in the proof of Proposition 5.4, we
obtain the variance of the linear statistic (5.96) in the following
Proposition 5.9. If g : D→ R is a compactly supported bounded Borel function, then
VarΠK
D
[∑
x∈X
g(x)Kx
D
]
=
1
2
∫
D
∫
D
|g(z)− g(w)|2 ·KD(z, w)|KD(z, w)|2dV (z)dV (w).
(5.97)
5.2.2. Estimates of variance. We would like to estimate
VarΠK
D
[∑
x∈X
W zo(x)Kx
D
]
.
Recall that the Mo¨bius involution ϕzo ∈ Aut(D), ϕzo(z) = (zo − z)(1 − z¯oz)−1 satisfies
ϕ′zo(z) = (−1+|zo|2)(1−z¯oz)−2. By Proposition 5.9 and (5.90), (5.89), writing z = ϕzo(η),
w = ϕzo(ξ) gives, for the variance VarΠK
D
[∑
x∈X W
zo(x)Kx
D
]
, the expression
(5.98)
1
2
∫
D
∫
D
|W zo(z)−W zo(w)|2KD(z, w)|KD(z, w)|2dV (z)dV (w) =
=
1
2
∫
D
∫
D
|W 0(η)−W 0(ξ)|2 (1− z¯oη)
2(1− zoξ¯)2
(1− |zo|2)2 KD(η, ξ)|KD(η, ξ)|
2dV (η)dV (ξ).
As in (5.97), positivity of (5.98) is not quite immediate; see Lemma 5.11 below. Rota-
tional invariance of the function W 0 gives for VarΠKD
[∑
x∈X W
zo(x)Kx
D
]
the expression
1
2(1− |zo|2)2
∫
D
∫
D
|W 0(η)−W 0(ξ)|2 · I10(η, ξ)dV (η)dV (ξ),(5.99)
where I10(η, ξ) is given by
I10(η, ξ) =
∫ 2π
0
∫ 2π
0
(1− z¯oηeiθ1)2(1− zoξ¯e−iθ2)2KD(ηeiθ1 , ξeiθ2)|KD(ηeiθ1, ξeiθ2)|2dθ1
2π
dθ2
2π
.
PATTERSON-SULLIVAN MEASURES OF POINT PROCESSES 39
Lemma 5.10. For any η, ξ ∈ D, set
I11(η, ξ) :=
1
2π
∫ 2π
0
(1− z¯oηeiθ)2KD(ηeiθ, ξ)|KD(ηeiθ, ξ)|2dθ.
Then we have
I11(η, ξ) =
1
π3
[
(1− z¯o|η|2ξ)(1− 3z¯o|η|2ξ)
(1− |ηξ|2)4 +
4|ηξ|2(1− z¯o|η|2ξ)2
(1− |ηξ|2)5
]
.(5.100)
Proof. Write
I11(η, ξ) =
1
2π
∫ 2π
0
1
π3
(1− z¯oηeiθ)2
(1− ξ¯ηeiθ)4(1− ξη¯e−iθ)2dθ =
=
1
2πi
∫ 2π
0
1
π3
(1− z¯oηeiθ)2eiθ · ieiθdθ
(1− ξ¯ηeiθ)4(eiθ − ξη¯)2 =
1
2πi
∮
C
1
π3
(1− z¯oηζ)2ζdζ
(1− ξ¯ηζ)4(ζ − ξη¯)2 ,
where C the unit circle oriented counterclockwise. Setting
G(η) :=
1
π3
(1− z¯oηζ)2ζ
(1− ξ¯ηζ)4 ,
we obtain for I11(η, ξ) the expression
1
2πi
∮
C
G(ζ)
(ζ − ξη¯)2dζ = G
′(ξη¯) =
1
π3
[
(1− z¯o|η|2ξ)(1− 3z¯o|η|2ξ)
(1− |ηξ|2)4 +
4|ηξ|2(1− z¯o|η|2ξ)2
(1− |ηξ|2)5
]
. 
Lemma 5.11. For any η, ξ ∈ D, we have
I10(η, ξ) =
1
π3
[
1 + 8|zoηξ|2 + 3|zoηξ|4
(1− |ηξ|2)4 +
4|ηξ|2(1 + 4|zoηξ|2 + |zoηξ|4)
(1− |ηξ|2)5
]
.(5.101)
Proof. By definition of I4(η, ξ), we have
(5.102) I10(η, ξ) =
1
2π
∫ 2π
0
(1− zoξ¯e−iθ)2I4(η, ξeiθ)dθ.
Substitute (5.100) into (5.102). The orthonormality of (einθ)n∈Z in L
2([0, 2π], dθ
2π
) gives
I10(η, ξ) =
1
π3
[
1 + 8|zoηξ|2 + 3|zoηξ|4
(1− |ηξ|2)4 +
4|ηξ|2(1 + 4|zoηξ|2 + |zoηξ|4)
(1− |ηξ|2)5
]
.

From (5.99) we directly obtain
Proposition 5.12. For any zo ∈ D, we have
VarΠK
D
[∑
x∈X
W zo(x)Kx
D
]
=
1
2(1− |zo|2)2
∫
D
∫
D
|W (η)−W (ξ)|2 · I10(η, ξ)dV (η)dV (ξ),
where I10(η, ξ) is given by the formula (5.101).
Corollary 5.13. Therefore, we have the following estimates:
VarΠKD
[∑
x∈X
W zo(x)Kx
D
]
≈ 1
(1− |zo|2)2
∫
D
∫
D
|W (η)−W (ξ)|2
(1− |ηξ|2)5 dV (η)dV (ξ),(5.103)
where ≈ means that there exist 0 < c < C < ∞ such that the ratio of the left and right
hand sides of (5.103) is in the interval [c, C].
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Proof of Corollary 5.13. We have
I10(η, ξ) ≤ 1
π3
36
(1− |ηξ|2)5
Setting t = |zoηξ|2 ∈ [0, 1) gives
I10(η, ξ) ≥ 1
π3(1− |ηξ|2)5
[
(1− |ηξ|2)(1 + 8t+ 3t2) + 4|ηξ|2(1 + 4t+ t2)] ≥
≥ 1
π3(1− |ηξ|2)5
[
1 + 8t+ 3t2 + |ηξ|2(3 + 8t+ t2)] ≥ 1
π3(1− |ηξ|2)5 . 
5.2.3. Proof of Proposition 5.7. Set V (y) := W (
√
1− y) and g(y) = V (y)
y2
for y ∈ (0, 1).
Since W is compactly supported, there exists ε > 0 such that supp(g) ⊂ [ε, 1]. We have
EΠK
D
(∑
x∈X
W zo(x)
)
= EΠK
D
(∑
x∈X
W (x)
)
=
∫
D
W (z)
π(1− |z|2)2dV (z) = 2
∫ 1
0
W (r)
(1− r2)2 rdr
=
∫ 1
0
W (
√
x)
(1− x)2dx =
∫ 1
0
W (
√
1− y)
y2
dy =
∫ 1
0
V (y)
y2
dy =
∫ 1
0
g(y)dy.
and
HW : =
∫
D
∫
D
|W (η)−W (ξ)|2
(1− |ηξ|2)5 dV (η)dV (ξ) = 4π
2
∫ 1
0
∫ 1
0
|W (r1)−W (r2)|2
(1− r21r22)5
r1r2dr1dr2
= π2
∫ 1
0
∫ 1
0
|W (√x)−W (√y)|2
(1− xy)5 dxdy.
Using change of variables x = 1− x′, y = 1− y′, we obtain
HW = π
2
∫ 1
0
∫ 1
0
|V (x)− V (y)|2
(x+ y − xy)5 dxdy = 2π
2
∫
0≤x≤y≤1
|V (x)− V (y)|2
(x+ y − xy)5 dxdy
≥ 2π2
∫
0≤x≤y≤1
|V (x)− V (y)|2
(x+ y)5
dxdy.
Now using change of variables x = λy, y = y for the last integral, we obtain
HW ≥ 2π2
∫ 1
0
∫ 1
0
|V (λy)− V (y)|2
(λ+ 1)5 · y4 dλdy ≥
π2
16
∫ 1
0
∫ 1
0
|V (λy)− V (y)|2
y4
dλdy
=
π2
16
∫ 1
0
∫ 1
0
∣∣λ2g(λy)− g(y)∣∣2 dλdy.
Note that ∫ 1
0
∫ 1
0
∣∣λ2g(λy)∣∣2 dλdy = ∫ 1
0
λ3dλ
∫ λ
0
g(x)2dx ≤ 1
4
∫ 1
0
g(x)2dx.
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Therefore, by the triangle inequality, we have(∫ 1
0
∫ 1
0
∣∣λ2g(λy)− g(y)∣∣2 dλdy)1/2
≥
(∫ 1
0
∫ 1
0
|g(y)|2 dλdy
)1/2
−
(∫ 1
0
∫ 1
0
∣∣λ2g(λy)∣∣2 dλdy)1/2
≥1
2
(∫ 1
0
g(y)2dy
)1/2
≥ 1
2
∫ 1
0
g(y)dy.
Consequently, we have
VarΠKD
[ ∑
x∈X
W zo(x)Kx
D
]
[
EΠKD
(∑
x∈X
W zo(x)
)]2 ≥ π216 · 14 = π264 . 
6. Patterson-Sullivan measures
6.1. Weak convergence. Let (M, d) be a proper complete metric space and let o ∈ M
be a fixed point. We say that a point process Π onM is asymptotically controlled by µM if
the first correlation function ρ
(Π)
1 (x) with respect to the reference measure µM converges
uniformly to a positive constant as d(x, o) → ∞. For any Radon measure m on M , let
Stab(m) denote the subgroup of Isom(M) consisting of all isometries of M preserving the
Radon measure m. The main result of this section is
Theorem 6.1. Let (M, d) be a proper complete metric space. Let µM be a positive Radon
measure on M satisfying Assumption 1.14 and Assumption 1.15. Let Π be a point process
on M asymptotically controlled by µM and satisfying Assumption 1.5. Then Π-almost
every configuration X on M is of divergent type with critical exponent δPS(X) = hM .
Moreover, for any fixed sequence s = (sn)n∈N such that
∞∑
n=1
(sn − hM)2 <∞,
there exists a subset Ωs ⊂ Conf(M) satisfying Π(Ωs) = 1 such that for any X ∈ Ωs, any
y ∈M , we have
lim
n→∞
∑
x∈X
e−snd(y,x)δx∑
x∈X
e−snd(o,x)
= e−hMBξ(y,o)µo(dξ).
In particular, we have the following weak convergence of probability measures:
lim
n→∞
∑
x∈X
e−snd(y,x)δx∑
x∈X
e−snd(y,x)
=
e−hMBξ(y,o)µo(dξ)∫
∂M
e−hMBξ(y,o)µo(dξ)
.
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Remark 6.2. Let µM be a positive Radon measure on M satisfying Assumption 1.14 and
Assumption 1.15. Then the map defined by (1.22) is an Stab(µM)-conformal density of
dimension hM .
6.2. Identification of the limit measures.
Lemma 6.3. Let µM be a Radon measure on M satisfying Assumption 1.14. Let σ be
any accumulation point, as s→ h+M , of the family of probability measures e−sd(x,o)µM(dx)∫
M
e−sd(x,o)µM(dx)

s∈(hM ,∞)
.(6.104)
Then the family (µ̂y)y∈M defined by
µ̂y(dξ) = e
−hMBξ(y,o)σ(dξ)(6.105)
is a normalized Stab(µM)-conformal density of dimension hM .
6.2.1. Critical exponent. For a positive Radon measure m on M , we define its critical
exponent by
δPS(m) := inf
{
s > 0
∣∣∣ ∫
M
e−sd(x,y)m(dy) <∞
}
∈ [0,∞],
with the convention inf ∅ = +∞. The critical exponent δPS(m) does not depend on the
choice of x ∈M . We say that m is of divergent type if
δPS(m) <∞ and
∫
M
e−δPS(m)·d(x,y)m(dy) =∞,
for some and hence all x ∈M .
Remark 6.4. The assumption (1.23) immediately implies that
δPS(µM) = hM and µM is of divergent type.(6.106)
For a closed subgroup G < Isom(M), we define its critical exponent by
δPS(G) := inf
{
s > 0
∣∣∣ ∫
G
e−sd(x,gy)dg <∞
}
∈ [0,∞],
where dg denotes the Haar measure of G, unique up to a multiplicative constant. The
definition of δPS(G) does not depend on the choices of x, y ∈ M . We say that G is of
divergent type if
δPS(G) <∞ and
∫
G
e−δPS(G)·d(x,gy)dg =∞
for some and hence all (x, y) ∈ M2. The critical exponent of a Radon measure and that
of a closed subgroup of Isom(M) are related as follows. Assume that G < Stab(m) is a
closed unimodular subgroup of Stab(m). Consider the Haar measure dg on G and let [y]
be the image of y under the quotient map M → M/G. By [7, Lemma 6.1] there exists a
unique Radon measure m̂ on the quotient space M/G such that∫
M
ϕ(y)m(dy) =
∫
M/G
m̂(d[y])
∫
G
ϕ(gy)dg, for all ϕ ∈ L1(M,m).(6.107)
In particular, if G acts cocompactly on M , then m̂ is a finite measure.
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Proposition 6.5. Let m be a positive Radon measure on M . Assume that there exists a
closed unimodular subgroup G < Stab(m) which acts cocompactly on M . Then δPS(m) =
δPS(G) and m is of divergent type if and only if G is of divergent type.
Proof. The decomposition (6.107) implies
(6.108)
∫
M
e−sd(x,y)m(dy) =
∫
M/G
m̂(d[y])
∫
G
e−sd(x,gy)dg.
Fix a point x ∈ M . If, for some s > 0, the left hand side of (6.108) converges, then
there exists y0 ∈ M such that
∫
G
e−sd(x,gy0)dg < ∞, whence ∫
G
e−sd(x,gy)dg < ∞ for all
y ∈ M . Now assume that there exists y0 ∈ M such that
∫
G
e−sd(x,gy0)dg < ∞. Then∫
G
e−sd(x,gy)dg < ∞ for all y ∈ M and moreover the function y 7→ ∫
G
e−sd(x,gy)dg is
continuous. Compactness of M/G implies that the right hand side of (6.108) converges,
and, consequently, so does the left hand side. 
6.2.2. Analysis of Assumption 1.14. We say that the measure µM has purely exponential
growth with respect to the base point o ∈ M , if (1.23) is satisfied for the pair of constant
functions (L, U) = (c, C) with 0 < c < C < ∞. The following Propostion is a direct
consequence of Roblin [15, The´ore`me 4.1.1].
Proposition 6.6. Let M be a proper geodesic CAT(−1) space and let µM be a positive
Radon measure on M . If a discrete subgroup Γ < Stab(µM) acts cocompactly on M then
µM has purely exponential growth with respect to the base point o ∈M .
Proof. Since Γ < Stab(µM) acts cocompactly on M , it has a finite Bowen-Margulis mea-
sure mΓ and by Proposition 6.5 and (6.106), we have δPS(Γ) = hM . Therefore, by [15,
Corollaire 2 of The´ore`me 4.1.1], we have
hM‖mΓ‖e−hM t#
{
γ ∈ Γ
∣∣∣d(o, γy) ≤ t} t→∞−−−→ ‖µy‖.(6.109)
Since Γ acts cocompactly on M , there exists a relatively compact Borel fundamental
domain F ⊂ M . By integrating (6.109) with respect to µM |F , using the equalities
γ∗(µM |F ) = µM |γ(F ) for all γ ∈ Γ and the dominated convergence theorem, we obtain
hM‖mΓ‖e−hM t
∫
F
#
{
γ ∈ Γ
∣∣∣d(o, γy) ≤ t}µM(dy)
= hM‖mΓ‖e−hM tµM(B(o, t)) t→∞−−−→
∫
F
‖µy‖µM(dy).
(6.110)
It follows that µM(B(o, t)) has purely exponential growth rate. 
The following theorem of Knieper gives further examples satisfying Assumption 1.14.
Recall that an Hadamard manifold is by definition a simply connected manifold of non-
positive curvature.
Theorem 6.7 (Knieper [11, Theorem A]). Let M be a nonflat Hadamard manifold ad-
mitting a discrete subgroup Γ < Isom(M) such that M/Γ is a compact smooth manifold.
Then for any x ∈M , there exists a > 1 and r0 > 0 such that
a−1r
rank(M)−1
2 ehr ≤ s(r; x) ≤ ar rank(M)−12 ehr, for r ≥ r0,(6.111)
where s(r; x) denotes the volume of the geodesic sphere centred at x with radius r, h > 0
denotes the volume entropy of M and rank(M) denotes the rank of the manifold M .
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The growth rate (6.111) of the volume of the geodesic spheres clearly implies the growth
rate of volume of the geodesic balls: for any x ∈ M , there exists C > 1 and r0 > 0, such
that
C−1r
rank(M)−1
2 ehr ≤ b(r; x) ≤ Cr rank(M)−12 ehr, for r ≥ r0,
where b(r; x) denotes the volume of the geodesic ball centred at x with radius r.
6.2.3. Analysis of Assumption 1.15. Since M is compact, the family (6.104) is tight in
M1(M). The assumption (1.23) now also implies that, under the weak topology on the
space of probability measures on M , any accumulation point for the family (6.104) as s
approaches to hM from above, is supported on ∂M . Nevertheless, this accumulation point
might in general not be unique. Under Assumption 1.15, if
lim
r→∞
1B(o,r)µM(dx)
µM(B(o, r))
= σo,
then, cf. Proposition 7.1 in the Appendix, we have the weak convergence (1.24) to the
limit µo = σo.
For a proper geodesic CAT(−1) space M , Roblin [15, Corollaire 1.8] proved that any
discrete subgroup Γ < Isom(M) of divergent type has a unique normalized Γ-conformal
density of dimension δPS(Γ), while Burger and Mozes proved
Theorem 6.8 (Burger and Mozes [7, Theorem 6.2 and Theorem 6.4]). IfM is a proper ge-
odesic CAT(−1) space, then any closed unimodular nonelementary subgroup G < Isom(M)
of divergent type has a unique normalized G-conformal density of dimension δPS(G).
Theorem 6.6, Theorem 6.8, Remark 6.2 and (6.106) together imply
Proposition 6.9. If M is a proper geodesic CAT(−1) space and µM be a positive Radon
measure admitting closed discrete non-elementary subgroup G < Stab(µM) acting cocom-
pactly on M , then µM has purely exponential growth rate, the weak convergence (1.24)
holds, and the map (1.22) defines the unique normalized Stab(µM)-conformal density of
dimension hM .
6.3. Proof of Lemma 6.3. Let µM be a positive Radon measure on M satisfying As-
sumption 1.14 and Assumption 1.15. Let σ be any accumulation point of the family
(6.104) as s approaches to hM from above. Fix a sequence (sn)n≥1 in (hM ,∞) such that
limn→∞ sn = hM and the following weak convergence of probability measures holds:
lim
n→∞
e−snd(x,o)µM(dx)∫
M
e−snd(x,o)µM(dx)
= σ(dξ).(6.112)
We return to the family (µ̂y)y∈M of regular Borel measures given by the formula
µ̂x(dξ) = e
−hMBξ(x,o)σ(dξ),
where Bξ(x, y) is the Busemann cocycle. For any x, y ∈M , we have
dµ̂y
dµ̂x
(ξ) = e−hMBξ(y,x).
The family (µ̂y)y∈M is normalized with respect to the base point o ∈ M since µ̂o = σ is
by definition a probability measure. Now to finish the proof of Lemma 6.3, we need to
show that the family (µ̂y)y∈M is Stab(µM)-equivariant.
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Claim I: We have
µ̂y(dξ) = lim
n→∞
e−snd(x,y)µM(dx)∫
M
e−snd(x,o)µM(dx)
.(6.113)
Let Ψ :M → R the function defined by
Ψ(x) = d(x, y)− d(x, o) if x ∈M and Ψ(ξ) = Bξ(y, o) if ξ ∈ ∂M.(6.114)
Note that Ψ ∈ C(M). Take any f ∈ C(M), we have
lim sup
n→∞
∣∣∣∣∣∣∣∣
∫
M
e−snd(x,y)f(x)µM(dx)∫
M
e−snd(x,o)µM(dx)
−
∫
M
e−hMΨ(x)f(x)e−snd(x,o)µM(dx)∫
M
e−sd(x,o)µM(dx)
∣∣∣∣∣∣∣∣
≤ ‖f‖C(M) lim sup
n→∞
‖e−snΨ − e−hMΨ‖C(M).
(6.115)
Using the inequality |et − 1| ≤ e|t| − 1 for all t ∈ R, we have
‖e−sΨ − e−hMΨ‖C(M) ≤ ‖e−hMΨ‖C(M)
(
e(s−hM )‖Ψ‖C(M) − 1
)
,
and thus
lim sup
n→∞
‖e−snΨ − e−hMΨ‖C(M) = 0.(6.116)
Now since e−hMΨ · f ∈ C(M), by (6.112), (6.115) and (6.116), we have
lim
n→∞
∫
M
e−snd(x,y)f(x)µM(dx)∫
M
e−snd(x,o)µM(dx)
= lim
n→∞
∫
M
e−hMΨ(x)f(x)e−snd(x,o)µM(dx)∫
M
e−snd(x,o)µM(dx)
=
∫
∂M
f(ξ)e−hMβξ(y)σ(dξ) =
∫
∂M
f(ξ)µ̂y(dξ).
Claim II: For any γ ∈ Stab(µM) and any y ∈M , we have γ∗µ̂y = µ̂γ(y).
Indeed, by using twice (6.113), the continuity of the action of γ on M , the Stab(µM)-
invariance of µM and the equality d(x, y) = d(γ(x), γ(y)) for all x, y ∈M , we have
γ∗µ̂y(dξ) = lim
n→∞
γ∗
 e−snd(x,y)µM(dx)∫
M
e−snd(x,o)µM(dx)
 = limn→∞ e−snd(x,γ(y))µM(dx)∫
M
e−snd(x,o)µM(dx)
= µ̂γ(y)(dξ). 
6.4. Proof of Theorem 6.1.
6.4.1. Variance of linear statistics.
Proposition 6.10. Let µM be a positive Radon measure onM satisfying Assumption 1.14
and Π be a point process on M asymptotically controlled by µM and satisfying Assumption
1.5. Then for any f ∈ C(M) and any y ∈M , we have
sup
s∈(hM ,∞)
VarΠ
(∑
x∈X
e−sd(y,x)f(x)
)
<∞.(6.117)
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Lemma 6.11. Let µM be a positive Radon measure on M satisfying Assumption 1.14
and Π be a point process on M asymptotically controlled by µM . Then for any y ∈ M ,
the inequality EΠ
[∑
x∈X e
−sd(y,x)
]
<∞ holds if and only if s > hM . Moreover,
lim inf
s→h+M
(
(s− hM)EΠ
[∑
x∈X
e−sd(y,x)
])
> 0.(6.118)
Proof. Recall that there exist hM > 0 and a controllable pair (L, U) of continuous pos-
itive functions, such that L(r)er·hM ≤ µM(B(o, r)) ≤ U(r)er·hM for all r > 0. Since
lim infr→∞L(r) > 0, there exist R0 > 0, δ > 0 such that L(r) ≥ δ for any r ≥ R0. Since
Π is asymptotically controlled by µM , there exist ρ > 0, R ≥ R0 such that
ρ ≤ ρ(Π)1 (x) ≤ 2ρ, for all x ∈ B(o, R)c.(6.119)
Since e−sd(o,y) · e−sd(o,x) ≤ e−sd(y,x) ≤ esd(o,y) · e−sd(o,x), we have
e−sd(o,y)EΠ
[∑
x∈X
e−sd(o,x)
]
≤ EΠ
[∑
x∈X
e−sd(y,x)
]
≤ esd(o,y)EΠ
[∑
x∈X
e−sd(o,x)
]
.
The bound (6.119) and the identity (2.50) imply, for any s > hM , the inequalities
EΠ
[∑
x∈X
e−sd(y,x)
]
≤ esd(o,y)EΠ
[∑
x∈X
e−sd(o,x)
]
≤
≤ esd(o,y)
[∫
B(o,R)
ρ
(Π)
1 (x)µM(dx) +
∫
B(o,R)c
e−sd(o,x)ρ
(Π)
1 (x)µM(dx)
]
≤
≤ esd(o,y)
∫
B(o,R)
ρ
(Π)
1 (x)µM(dx) + 2ρe
sd(o,y)
∫
B(o,R)c
(∫
R+
se−sr1(d(o, x) ≤ r)dr
)
µM(dx) =
= esd(o,y)
∫
B(o,R)
ρ
(Π)
1 (x)µM(dx) + 2ρe
sd(o,y)
∫ ∞
R
se−sr[µM(B(o, r))− µM(B(o, R))]dr =
= esd(o,y)
∫
B(o,R)
ρ
(Π)
1 (x)µM(dx) + 2ρe
sd(o,y)
∫ ∞
R
se−(s−hM )rU(r)dr <∞;
EΠ
[∑
x∈X
e−sd(y,x)
]
≥ e−sd(o,y)EΠ
[∑
x∈X
e−sd(o,x)
]
≥ e−sd(o,y)
∫
B(o,R)c
e−sd(o,x)ρ
(Π)
1 (x)µM(dx)
≥ ρe−sd(o,y)
∫
B(o,R)c
(∫
R+
se−sr1(d(o, x) ≤ r)dr
)
µM(dx)
≥ ρe−sd(o,y)
∫ ∞
R
se−sr[µM(B(o, r))− µM(B(o, R))]dr
≥ ρδe−sd(o,y)
∫ ∞
R
se−(s−hM )rdr − ρµM(B(o, R))e−sd(o,y)−sR
=
ρδse−sd(o,y)−sR+hMR
s− hM − ρµM(B(o, R))e
−sd(o,y)−sR,
and (6.118) follows. 
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Proof of Proposition 6.10. Since Π satisfies Assumption 1.5, there exists C > 0, such that
for any f ∈ C(M), we have
VarΠ
(∑
x∈X
e−sd(y,x)f(x)
)
≤ C‖f‖2
C(M)
∫
M
e−2sd(y,x)ρ
(Π)
1 (x)µM(dx).
It follows that
sup
s∈(hM ,∞)
VarΠ
(∑
x∈X
e−sd(y,x)f(x)
)
≤ C‖f‖2C(M)
∫
M
e−2hMd(y,x)ρ
(Π)
1 (x)µM(dx).
Since Π is asymptotically controlled by µM , by definition, we have∫
M
e−2hMd(y,x)ρ
(Π)
1 (x)µM(dx) ≤ e2hMd(o,y)
∫
M
e−2hMd(o,x)ρ
(Π)
1 (x)µM(dx) <∞,
where in the last inequality for the finiteness of the integral, we used Lemma 6.11. The
proof of the proposition is complete. 
6.4.2. Configurations of divergent type.
Proposition 6.12. Let µM be a positive Radon measure on M satisfying Assumption
1.14. Assume that Π is a point process asymptotically controlled by µM and satisfying
Assumption 1.5. Then Π-almost every configuration is of divergent type with critical
exponent hM .
Let Π be a point process on M . We say that counting function of Π satisfies the law
of large numbers if for any sequence (Ik)k≥1 of relatively compact measurable subsets of
M such that
lim
k→∞
EΠ(#(Ik ∩X )) =∞,(6.120)
we have
lim
k→∞
∥∥∥∥ #(Ik ∩X )EΠ(#(Ik ∩X )) − 1
∥∥∥∥2
2
= lim
k→∞
VarΠ(#(Ik ∩X ))
[EΠ(#(Ik ∩X ))]2 = 0.
In what follows we will only use the convergence of the counting function in probability:
for any ε > 0,
lim
k→∞
Π
(∣∣∣ #(Ik ∩X )
EΠ(#(Ik ∩X )) − 1
∣∣∣ ≥ ε) = 0.
Note that if Π is a point process on M satisfying Assumption 1.5, then the counting
function of Π satisfies the law of large numbers. Indeed, for any relatively compact
measurable subset I ⊂M , by taking f = χI in the inequality (1.4), we have
VarΠ
(
#(I ∩X )
)
≤ CEΠ
(
#(I ∩X )
)
.(6.121)
The law of large numbers for the counting function of Π then follows immediately.
Proof of Proposition 6.12. Let µM be a positive Radon measure onM satisfying Assump-
tion 1.14 and Π be a point process on M asymptotically controlled by µM . By Lemma
6.11, for Π-almost every X ,∑
x∈X
e−sd(o,x) <∞, for all s > hM .
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Therefore, δPS(X) ≤ hM for Π-almost every X . It remains to show that∑
x∈X
e−hMd(o,x) =∞, for Π-almost every X .
Now by Assumption 1.14, we may choose a large enough r0 > R0 such that there exists
δ > 0 and we have L(kr0) ≥ δ > 0 and er0hML((k + 1)r0) ≥ 2U(kr0) for any k ∈ N and
such that (6.119) holds for any x ∈ B(o, r0)c. Set Ak := B(o, (k+ 1)r0) \B(o, kr0). Then
for any positive integer k, we have
EΠ(#(X ∩Ak)) =
∫
Ak
ρ
(Π)
1 (x)dµM(x) ≥
ρ
2
µM(Ak) = µM(B(o, (k+1)r0))−µM(B(o, kr0))
≥ (er0hML((k + 1)r0)− U(kr0))ekr0hM ≥ U(kr0)ekr0hM ≥ L(kr0)ekr0hM ≥ δekr0hM .
Hence EΠ(#Ak)→∞ as k →∞. By (6.121), the counting function of Π satisfies the law
of large numbers and thus there exists Ω ⊂ Conf(M) with Π(Ω) = 1 and a subsequence
(Akℓ)ℓ≥1, such that
#(Akℓ ∩X)
EΠ(#(Akℓ ∩X ))
≥ 1
2
for all X ∈ Ω.
Therefore, for any X ∈ Ω, we have∑
x∈X
e−hMd(o,x) ≥
∞∑
ℓ=1
∑
x∈X∩Akℓ
e−hMd(o,x) ≥
∞∑
ℓ=1
e−hM (kℓ+1)r0#(X ∩ Akℓ)
≥ 1
2
∞∑
ℓ=1
e−hM (kℓ+1)r0EΠ(#(X ∩ Akℓ)) ≥
δ
2
e−hMr0
∞∑
ℓ=1
1 =∞.
The proof is complete. 
6.4.3. Convergence of measures. Our main purpose here is to obtain, for Π-almost every
configuration X , the weak convergence of the probability measures((∑
x∈X
e−sd(y,x)
)−1∑
x∈X
e−sd(y,x)δx
)
s>hM
.
Proposition 6.13 (Convergence of deterministic measures). Let µM be a positive Radon
measure on M satisfying Assumption 1.14 and Assumption 1.15. Let Φ : M → R+ be a
measurable function which is locally integrable with respect to the measure µM . Assume
that there exists C > 0 such that limd(x,o)→∞Φ(x) = C. Then for any y ∈ M , we have
the following weak convergence of probability measures:
lim
s→h+M
e−sd(x,y)Φ(x)µM (dx)∫
M
e−sd(x,y)Φ(x)µM(dx)
= µ¯y(dξ).
Proof. Using the same argument in the proof of the weak convergence (6.113), under
Assumption 1.14 and Assumption 1.15, we have
lim
s→h+M
e−sd(x,y)µM(dx)∫
M
e−sd(x,o)µM(dx)
= µy(dξ) = e
−hMBξ(y,o)µo(dξ).(6.122)
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In particular, we have
lim
s→h+M
∫
M
e−sd(x,y)µM(dx)∫
M
e−sd(x,o)µM(dx)
= µy(∂M).(6.123)
Let f ∈ C(M) be any continuous positive function on M . Then for any R > 0, we have∣∣∣∣∣∣∣∣
∫
M
e−sd(y,x)f(x)Φ(x)µM(dx)
C ·
∫
M
e−sd(y,x)f(x)µM(dx)
− 1
∣∣∣∣∣∣∣∣
≤
‖f‖C(M)
∫
B(o,R)
|Φ(x)− C|µM(dx)
C ·
∫
M
e−sd(y,x)f(x)µM(dx)
+
∫
B(o,R)c
e−sd(y,x)f(x)|Φ(x)− C|µM(dx)
C ·
∫
M
e−sd(y,x)f(x)µM(dx)
≤
‖f‖C(M)
∫
B(o,R)
|Φ(x)− C|µM(dx)
C ·
∫
M
e−sd(y,x)f(x)µM(dx)
+
sup
x∈B(o,R)c
|Φ(x)− C|
C
.
By first letting s→ h+M and then letting R→∞, we obtain that
lim
s→h+M
∫
M
e−sd(y,x)f(x)Φ(x)µM (dx)
C ·
∫
M
e−sd(y,x)f(x)µM(dx)
= 1.(6.124)
In particular, taking f ≡ 1, we have
lim
s→h+M
∫
M
e−sd(y,x)Φ(x)µM (dx)
C ·
∫
M
e−sd(y,x)µM(dx)
= 1.(6.125)
Combining the equalities (6.124) and (6.125), then applying (6.122) and (6.123), we obtain
lim
s→h+M
∫
M
e−sd(y,x)f(x)Φ(x)µM (dx)∫
M
e−sd(y,x)Φ(x)µM (dx)
= lim
s→h+M
∫
M
e−sd(y,x)f(x)µM(dx)∫
M
e−sd(y,x)µM(dx)
=
∫
∂M
f(ξ)µy(dξ)
µy(∂M)
=
∫
∂M
f(ξ)µ¯y(dξ).
(6.126)
The extension of the equality (6.126) from continuous positive functions to all continuous
functions is direct. 
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Corollary 6.14. Let Π be a point process on M asymptotically controlled by µM . Then
for any y ∈M , we have the following weak convergence:
lim
s→h+M
EΠ
(∑
x∈X
e−sd(x,y)δx
)
EΠ
(∑
x∈X
e−sd(x,y)
) = µ¯y.(6.127)
Proof. Denote by ρ
(Π)
1 the first intensity function of Π with respect to the reference mea-
sure dµM . Now fix y ∈M . For any s > hM , we have
EΠ
(∑
x∈X
e−sd(y,x)δx
)
EΠ
(∑
x∈X
e−sd(y,x)
) = e−sd(y,z)ρ(Π)1 (z)dµM(z)∫
M
e−sd(y,z)ρ
(Π)
1 (z)dµM(z)
.
By Proposition 6.13, we get the desired relation (6.127). 
Proof of Theorem 6.1. Write µ¯y(f) =
∫
∂M
fdµ¯y. For any s > hM , y ∈ M, f ∈
C(M), X ∈ Conf(M), set
R(s, y, f ;X) :=
∑
x∈X
e−sd(y,x)f(x)∑
x∈X
e−sd(y,x)
and R(s, y, f ;X) :=
∑
x∈X
e−sd(y,x)f(x)
EΠ
(∑
x∈X
e−sd(y,x)
)
Lemma 6.11, Proposition 6.10 and the assumption
∑
k(sk − hM)2 < ∞ together imply
that for any y ∈M and any f ∈ C(M), we have
∞∑
k=1
VarΠ
(
R(sk, y, f ;X )
)
<∞.
Consequently, for Π-almost every X , we have for any y ∈M and f ∈ C(M),
∞∑
k=1
∣∣∣R(sk, y, f ;X)− EΠ(R(sk, y, f ;X ))∣∣∣2 <∞.(6.128)
In particular, the convergence (6.128) combined with Corollary 6.14 implies that for Π-
almost every X and for any y ∈M and f ∈ C(M),
lim
k→∞
R(sk, y, f ;X) = µ¯y(f).(6.129)
Taking f ≡ 1 in (6.129) and combining with (6.129) for general f ∈ C(M), we obtain
that for Π-almost every X , for any y ∈M and any f ∈ C(M), the limit relation
lim
k→∞
R(sk, y, f ;X) = µ¯y(f)(6.130)
Let A ⊂M and D ⊂ C(M) be any fixed countable dense subsets. Then, by setting
Ω :=
⋂
f∈D
y∈A
{
X ∈ Conf(M) : lim
k→∞
R(sk, y, f ;X) = µ¯y(f)
}
,(6.131)
we have Π(Ω) = 1.
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We proceed to show that Ω satisfies the required property. First note that for any
y ∈ A , the limit relation (6.130) holds for all X ∈ Ω and all f ∈ C(M). Indeed, fix
y ∈ A and X ∈ Ω, then for any f ∈ C(M), there exists a sequence (fℓ)∞ℓ=1 in D such
that limℓ→∞ ‖f − fℓ‖C(M) = 0. Then
|R(sk, y, f ;X)− µ¯y(f)| ≤ |R(sk, y, f ;X)−R(sk, y, fℓ;X)|
+ |R(sk, y, fℓ;X)− µ¯y(fℓ)|+ |µ¯y(fℓ)− µ¯y(f)|
≤ 2‖f − fℓ‖C(M) + |R(sk, y, fℓ;X)− µ¯y(fℓ)| .
Hence we have
lim sup
k→∞
|R(sk, y, f ;X)− µ¯y(f)| ≤ 2‖f − fℓ‖C(M).
Since ℓ is arbitrary, we obtain the desired limit relation (6.130) for y ∈ A , X ∈ Ω and
any f ∈ C(M).
Now we show that for any X ∈ Ω and any y ∈ M , the limit relation (6.130) holds for
any f ∈ C(M). Writing f = g1−g2+
√−1(g3−g4) if necessary, we may assume that f is
non-negative. Choose a sequence (y(m))∞m=1 in A such that limk→∞ d(y
(m), y) = 0. Then
on the one hand, we have
R(sk, y, f ;X) ≤ e2skd(y,y(m))R(sk, y(m), f ;X).
Hence for any m ∈ N, we have
lim sup
k→∞
R(sk, y, f ;X) ≤ e2hMd(y,y(m))µ¯y(m)(f).
Since m ∈ N is arbitrary and limm→∞ µ¯y(m)(f) = µ¯y(f), we obtain
lim sup
k→∞
R(sk, y, f ;X) ≤ µ¯y(f).
Similarly, the inequality
R(sk, y, f ;X) ≥ e−2skd(y,y(m))R(sk, y(m), f ;X)
gives
lim inf
k→∞
R(sk, y, f ;X) ≥ µ¯y(f),
and we finally obtain the desired limit relation
lim
k→∞
R(sk, y, f ;X) = µ¯y(f). 
7. Appendix
7.1. Point processes.
7.1.1. Spaces of configurations and point processes. Let E be a locally compact metric
complete separable space. A configuration X on E is a collection of points of E, possi-
bly with multiplicities and considered without regard to order, such that any relatively
compact subset B ⊂ E contains only finitely many points; the number of point of X
in B is denoted #B(X). A configuration is called simple if all points inside have mul-
tiplicity one. Let Conf(E) denote the space of all configurations on E. A configuration
X ∈ Conf(E) may be identified with a purely atomic Radon measure ∑x∈X δx, where δx
is the Dirac mass at the point x, and the space Conf(E) is a complete separable metric
space with respect to the vague topology on the space of Radon measures on E. The
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Borel sigma-algebra on Conf(E) is the smallest sigma-algebra on Conf(E) that makes all
the mappings X 7→ #B(X) measurable, with B ranging over all relatively compact Borel
subsets of E. A Borel probability measure Π on Conf(E) is called a point process on E.
A point process Π is called simple, if Π-almost every configuration is simple. For further
background on point processes, see, e.g., Daley and Vere-Jones [8], Kallenberg [9].
Let Π be a simple point process on E. For any integer n ≥ 1, we say that a σ-finite
measure ξ
(n)
Π on E
n is the n-th correlation measure of Π if for any bounded compactly
supported function φ : En → C, we have
EΠ
(
∗∑
x1,...,xn∈X
φ(x1, . . . , xn)
)
=
∫
En
φ(y1, . . . , yn)dξ
(n)
Π (y1, · · · , yn).
Endow E with a reference σ-finite Radon measure µ. If ξ
(n)
Π is absolutely continuous to
the measure µ⊗n, then the Radon-Nikodym derivative
ρ(Π)n (x1, · · · , xn) :=
dξ
(n)
Π
dµ⊗n
(x1, · · · , xn) where (x1, · · · , xn) ∈ En,
is called the n-th correlation function of Π with respect to the reference measure µ. The
first correlation measure of a point process is also called its first intensity.
7.1.2. Determinantal point processes. Let K be a locally trace class positive contractive
operator on the complex Hilbert space L2(E, µ). The local trace class assumption implies
that K is an integral operator and by slightly abusing the notation, we denote the kernel
of the operator K again by K(x, y). By a theorem obtained by Macchi [12] and Soshnikov
[18], as well as by Shirai and Takahashi [17], the kernel K induces a unique simple point
process ΠK on E such that for any positive integer n ∈ N, the n-th correlation function,
with respect to the reference measure µ, of the point process ΠK exists and is given by
ρ(ΠK)n (x1, · · · , xn) = det(K(xi, xj))1≤i,j≤n.
The point process ΠK is called the determinantal point process on E induced by the
kernel K.
7.1.3. Negatively correlated point processes.
Proof of Lemma 1.7. Let ρ
(Π)
1 and ρ
(Π)
2 be the first and second order correlation functions
with respect to the reference measure µ. By the negative correlation assumption, we have
ρ
(Π)
2 (x, y) ≤ ρ(Π)1 (x)ρ(Π)1 (y), for (x, y) ∈ E ×E.
Now let f : E → C be such that EΠ[
∑
x∈X |f(x)|+ |f(x)|2] <∞. Assume first that f is
non-negative. We have
VarΠ
(∑
x∈X
f(x)
)
=
∫
E
|f(x)|2ρ(Π)1 (x)dµ(x)
+
∫
E×E
f(x)f(y)
[
ρ
(Π)
2 (x, y)− ρ(Π)1 (x)ρ(Π)1 (y)
]
µ(dx)µ(dy)
≤
∫
E
|f(x)|2ρ(Π)1 (x)µ(dx) = EΠ
(∑
x∈X
|f(x)|2
)
.
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For general complex-valued function, by writing f = g1−g2+
√−1(g3−g4) with g1, · · · , g4
non-negative such that |f |2 = |g1|2 + |g2|2 + |g3|2 + |g4|2, we obtain
VarΠ
(∑
x∈X
f(x)
)
≤ 16EΠ
(∑
x∈X
|f(x)|2
)
.

7.2. Limits of measures under weighted averaging.
Proposition 7.1. Let µM be a positive Radon measure on M satisfying Assumption
(1.14). Assume that
lim
r→∞
1B(o,r)µM(dx)
µM(B(o, r))
= σo.
Then the weak convergence (1.24) holds with the same limit µo = σo.
Proof. Using the identity (2.50), we obtain
e−sd(x,o)dµM(x) =
∫
R+
se−srµM(B(o, r)) · 1B(o,r)(x)dµM(x)
µM(B(o, r))
dr
and ∫
M
e−sd(x,o)dµM(x) =
∫
R+
se−srµM(B(o, r))dr.
Therefore, for any fixed f ∈ C(M) and any R > 0, we have
∣∣∣∣∣∣∣∣
∫
M
f(x)e−sd(x,o)dµM(x)∫
M
e−sd(x,o)dµM(x)
−
∫
∂M
fdσo
∣∣∣∣∣∣∣∣
≤
∫
R+
se−srµM(B(o, r)) ·
∣∣∣ ∫
M
f(x)
1B(o,r)(x)dµM(x)
µM(B(o, r))
−
∫
∂M
fdσo
∣∣∣dr∫
R+
se−srµM(B(o, r))dr
≤
2‖f‖∞
∫
0≤r≤R
se−srµM(B(o, r))dr∫
R+
se−srµM(B(o, r))dr
+ sup
r≥R
∣∣∣ ∫
M
f(x)
1B(o,r)(x)dµM(x)
µM(B(o, r))
−
∫
∂M
fdσo
∣∣∣.
(7.132)
By Assumption 1.14, we have
∫
R+
se−srµM(B(o, r))dr < ∞ if and only if s > hM . By
letting s tend to h+M and then letting R tend to infinity in the inequality (7.132), we
obtain the desired limit relation:
lim
s→h+M
∫
M
f(x)e−sd(x,o)dµM(x)∫
M
e−sd(x,o)dµM(x)
=
∫
∂M
fdσo.

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7.3. The mean value property for harmonic functions.
Lemma 7.2. Let u : D→ C be a harmonic function and ν a radial finite Radon measure
on D. If u ∈ L1(D, dν), then for any z ∈ D we have
u(z) =
∫
D
u(ϕz(x))dν(x)∫
D
dν(x)
.(7.133)
In particular, if W : D → R+ is a nonzero radial function, then for any z ∈ D and any
harmonic function u : D→ C, we have
u(z) =
∫
D
W (ϕz(x))u(x)dµD(x)∫
D
W (ϕz(x))dµD(x)
,(7.134)
provided both W (ϕz) and W (ϕz) · u are in L1(D, dµD).
Proof of Lemma 7.2. By the radial assumption on ν and the harmonicity of the function
w 7→ u(ϕzo(zw)) on a neighbourhood of D for any fixed zo, z ∈ D, we have∫
D
u(ϕzo(z))dν(z) =
∫ 2π
0
dθ
2π
∫
D
u(ϕzo(ze
iθ))dν(z) =
∫
D
(∫ 2π
0
u(ϕzo(ze
iθ))
dθ
2π
)
dν(z)
= u(ϕzo(0))
∫
D
dν(z) = u(zo)
∫
D
dν(z).
The equality (7.133) is proved. Since µD is Mo¨bius invariant and ϕzo is an involution
Mo¨bius transformation on D, we have∫
D
W (ϕzo(z))u(z)dµD(z) =
∫
D
W (ζ)u(ϕzo(ζ))dµD(ζ).
The equality (7.134) now follows from the equality (7.133) since W is radial and conse-
quently so is the measure W (z) · dµD(z). 
7.4. Unconditional convergence in Banach spaces. Let B be a Banach space con-
sisting of Borel functions on a standard Borel space E such that for any f, g ∈ B satisfying
the pointwise inequality |f | ≤ |g|, we have ‖f‖B ≤ ‖g‖B.
Proposition 7.3. Let fn ∈ B, fn ≥ 0, n ∈ N. If the series
∑
n∈N fn converges in B,
then it converges unconditionally.
Proof. Positivity of the terms of our series implies, for any bijection τ of N and any
N,M ∈ N, N ≤M , the bound
(7.135)
∥∥∥∥∥
M∑
n=N
fτ(n)
∥∥∥∥∥
B
≤
∥∥∥∥∥∥
max{τ(n):N≤n≤M}∑
k=min{τ(n):N≤n≤M}
fk
∥∥∥∥∥∥
B
.
As N grows, the minimum min{τ(n) : N ≤ n ≤ M} also grows, and (7.135) implies the
convergence of the series
∑∞
n=1 fτ(n) in B. For N ∈ N set
LN := min
(
τ({1, · · · , N})∆{1, · · · , N}
)
, UN := max
(
τ({1, · · · , N})∆{1, · · · , N}
)
.
PATTERSON-SULLIVAN MEASURES OF POINT PROCESSES 55
Using positivity again, write∥∥∥∥∥
N∑
n=1
fτ(n) −
N∑
n=1
fn
∥∥∥∥∥
B
=
∥∥∥∥∥∥
∑
k∈τ({1,··· ,N})\{1,··· ,N}
fk −
∑
ℓ∈{1,··· ,N}\τ({1,··· ,N})
fℓ
∥∥∥∥∥∥
B
≤
≤
∥∥∥∥∥∥
∑
k∈τ({1,··· ,N})\{1,··· ,N}
fk
∥∥∥∥∥∥
B
+
∥∥∥∥∥∥
∑
ℓ∈{1,··· ,N}\τ({1,··· ,N})
fℓ
∥∥∥∥∥∥
B
≤ 2
∥∥∥∥∥
UN∑
n=LN
fn
∥∥∥∥∥
B
.
Since LN →∞ as N →∞, we obtain
∑∞
n=1 fτ(n) =
∑∞
n=1 fn. 
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