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Ovaj rad opisuje nacˇine realizacije distribuiranog racˇunanja pomoc´u programskog jezika
Python (verzija 3.5).
U prvom poglavlju ukratko c´e se ponoviti pojmovi paralelnog i distribuiranog sustava
te razlike medu njima. Proc´i c´e se kroz Amdahlov zakon, objasniti cˇinjenica zasˇto je on
bitan te sˇto znacˇi asinkrono programiranje. U drugom dijelu prvog poglavlja opisat c´e se
visˇedretvenost, visˇestruki procesi i visˇestruki redovi te koja je njihova uloga u distribuira-
nom sustavu.
U drugom poglavlju, opisat c´e se Pythonov alat Celery te njegove alternative. Pokazat
c´e se kako se uspostavlja okruzˇenje za rad na nekoliko jednostavnih primjera te sˇto je sve
potrebno da bi aplikacija korektno funkcionirala.
Zadnje poglavlje donosi dva studijska primjera distribuiranih aplikacija u kojima se
primjenjuje Celery. Osim sˇto c´e se pokazati kako aplikacije funkcioniraju, na drugom
studijskom primjeru proucˇit c´e se i vrijeme izvodenja takve aplikacije.
1
Poglavlje 1
Opc´enito o paralelnim i distribuiranim
sustavima
1.1 Osnovni pojmovi. Razlike izmedu sustava
Na pocˇetku ovog poglavlja navedeni su neki osnovni pojmovi vezani uz distribirane sus-
tave.
Najprije su definirani pojmovi paralelnog i distribuiranog racˇunalnog sustava. Paralelni
sustav sastoji se od visˇe procesora koji komuniciraju preko zajednicˇke memorije. Dis-
tribuirani sustav sastoji se od visˇe procesora koji komuniciraju razmjenom poruka preko
komunikacijske mrezˇe, a svaki procesor ima vlastitu memoriju. Procesori u distribuira-
nom sustavu ne mogu pristupiti memorijama ostalih procesora. Grada paralelnog sustava
prikazana je slikom 1.1, a grada distribuiranog sustava slikom 1.2.
Slika 1.1: Paralelni sustav
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Slika 1.2: Distribuirani sustav
Osnovna razlika izmedu ove dvije vrste sustava svodi se na postojanje ili nepostoja-
nje zajednicˇke memorije. No, ta razlika je samo na logicˇkoj razini. U fizicˇkom sustavu
u kojem procesori imaju zajednicˇku memoriju, moguc´e je simulirati poruke pisanjem u
zajednicˇku memoriju i cˇitanjem iz nje. U fizicˇkom sustavu u kojem su procesori pove-
zani u mrezˇu, moguc´e je simulirati zajednicˇku memoriju tako da jedan procesor postane
posluzˇitelj zajednicˇkih podataka.
Racˇunala koja se danas koriste su ”hibridi” paralelnih i distribuiranih sustava. Komu-
nikacija se vrsˇi preko mrezˇe, kao u distribuiranom sustavu. Medutim, svako racˇunalo ima
visˇe procesora i/ili jezgri procesora koji pristupaju zajednicˇkoj memoriji. Sljedec´a slika
ilustrira takvu hibridnu arhitekturu koja se dijeli izmedu pojedinih racˇunala:
Slika 1.3: Hibridni sustav
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Svaki od ovih sustava ima svoje prednosti i mane. U paralelnom sustavu, dijeljenje
podataka kroz razlicˇite dretve jedne izvrsˇne datoteke je poprilicˇno brzo, cˇak i brzˇe od
korisˇtenja mrezˇe. No, pri izgradnji programa potrebno je obratiti pozornost da dretve ne
”pregaze” jedna drugu ako se promijene neke od varijabli korisˇtenih u programu.
Distribuirani sustav tezˇi tome da bude vrlo skalabilan i jeftin za sastavljanje. Na pri-
mjer, ukoliko je potrebno josˇ snage, moguc´e je dodati josˇ jedan procesor. Josˇ jedna pred-
nost distribuiranog sustava je sˇto svaki procesor vrlo jednostavno mozˇe pristupiti svojoj
memoriji. Nedostaci ovog sustava ukljucˇuju cˇinjenicu da programeri trebaju implemen-
tirati vlastitu strategiju za premjesˇtanje podataka. Takoder, nije moguc´e sve algoritme
jednostavno implementirati u distribuirani sustav.
1.2 Amdahlov zakon
Amdahlov zakon kazˇe da je moguc´e paralelizirati/distribuirati izracˇunavanje koliko god
je potrebno, pritom poboljsˇavajuc´i izvedbu dodavajuc´i nove racˇunalne resurse. Medutim,
kod ne mozˇe biti brzˇi od kombinacije sekvencijalnih (neparalelnih) dijelova na jednom
procesoru.
Formulacija je sljedec´a. Dani algoritam je djelomicˇno paralelni te djelomicˇno serijski.
Sa P oznacˇimo paralelni dio, a sa S serijski, takvi da je S + P = 100%. Nadalje, neka je
T (n) vrijeme izvodenja algoritma kada koristi n procesora. Imamo sljedec´u relaciju:
T (n) ≥ S ∗ T (1) + P ∗ T (1)
n
Dakle, vrijeme izvrsˇavanja algoritma na n procesa je jednako ili vec´e vremenu izvrsˇavanja
serijskog dijela na jednom procesu zajedno s vremenom izvrsˇavanja paralelnog dijela na
jednom procesu podijeljenog s ukupnim brojem procesora.
Kako se povec´ava broj procesora, n, drugi dio u gore navedenoj jednadzˇbi postaje sve
manji i manji, skoro zanemariv. Stoga slijedi
T (∞) ≈ S ∗ T (1)
Vrijeme izvrsˇavanja algoritma s velikim brojem procesora je priblizˇno jednako vremenu
izvrsˇavanja serijskog dijela pomoc´u jednog procesora.
No, zasˇto je Amdahlov zakon tako bitan? Primjetno je da se vrlo cˇesto algoritam ne
mozˇe paralelizirati. Razlozi su brojni: mozˇda c´e se morati kopirati podatke i/ili kod na neku
lokaciju gdje c´e im razni procesori moc´i pristupati. Mozˇda c´e se morati podijeliti podatke
u manje komade i poslati ih dalje putem mrezˇe. Mozˇda c´e se morati skupljati rezultate svih
istodobnih zadataka i izvrsˇiti daljnju obradu na njima, i tako dalje. Bez obzira na razlog,
ako nije moguc´e u potpunosti paralelizirati algoritam, na kraju c´e vrijeme izvrsˇavanja koda
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ovisiti o izvodenju serijskog dijela. Osim toga, vec´ i prije nego se to dogodi, uvidjet c´e se
da je to losˇije od ocˇekivane brzine. Algoritmi koji su potpuno paralelni obicˇno se nazivaju
neugodno (sramotno) paralelni algoritmi.
Primjer 1.2.1. Pretpostavlja se da se algoritam vrti 100 sekundi na jednom procesoru.
Takoder, pretpostavlja se da je moguc´e paralelizirati 99% algoritma. Kod se mozˇe izvrsˇavati
brzˇe, kako se povec´ava broj procesora, sˇto je i ocˇekivano. Pogledajmo sljedec´e izracˇune:
T (1) = 100s
T (10) ≈ 0, 01 ∗ 100s + 0, 99 ∗ 100s
10
= 10, 9s⇒ 9, 2x krac´e vri jeme
T (100) ≈ 1s + 0, 99s = 1, 99s⇒ 50, 2x krac´e vri jeme
T (1000) ≈ 1s + 0, 099s = 1, 099s⇒ 91x krac´e vri jeme
Vidljivo je da se ubrzanje povec´ava s povec´anjem procesora. Ubrzanje je najvec´e na
pocˇetku, kada je postignuto 9,2 puta krac´e vrijeme koristec´i 10 procesora. Ali, ubrza-
nje je manje kada se koristi 100 procesora i postizˇe 50 puta krac´e vrijeme te kada se koristi
1000 procesora i postizˇe 91 puta krac´e vrijeme.
Sljedec´a slika pokazuje ocˇekivano najbolje ubrzanje za isti algoritam (izracˇunato ko-
ristec´i skoro 10 000 procesora). Nije bitno koliko procesora se koristi jer je nemoguc´e
dobiti ubrzanje vec´e od 100 puta. To znacˇi da c´e se najbrzˇi kod izvrsˇiti za jednu sekundu,
koliko iznosi vrijeme izvrsˇavanja serijskog dijela na pojedinom procesoru, basˇ kako je
Amdahlov zakon predvidio:
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Slika 1.4: Predikcija Amdahlovog zakona [1]
Amdahlov zakon ukazuje na dvije stvari: koliko ubrzanje je razumno ocˇekivati u naj-
boljem slucˇaju te kada je potrebno prestati unaprjedivati hardver zbog sve manjih koristi.
Zanimljivo je zapazˇanje da se Amdahlov zakon jednako primjenjuje na distribuiranim
i paralelno-distribuiranim sustavima. U tim slucˇajevima, n se odnosi na ukupan broj pro-
cesora medu racˇunalima. Josˇ jedan aspekt Amdahlovog zakona je cˇinjenica da sustavi koje
koristimo mogu postati jacˇi i da c´e distribuirani algoritmi trajati (vremenski) sve krac´e,
ukoliko je moguc´e iskoristiti dodatne cikluse.
Kada vrijeme izvrsˇavanja aplikacija postane razumno kratko, slijedi rjesˇavanje vec´ih
problema. Ovaj aspekt algoritamske evolucije (sˇirenje velicˇine problema do trena kada je
prihvatljiva izvodljivost dosegnuta) zove se Gustafsonov zakon.
1.3 Asinkrono programiranje
Poznato je kako se algoritmi i programi mogu strukturirati tako da rade na lokalnom
racˇunalu ili na jednom ili visˇe racˇunala na mrezˇi. Cˇak i kada se kod pokrec´e na lokal-
nom racˇunalu, moguc´e je koristiti visˇe dretvi i/ili visˇe procesa tako da varijabilni (pojedini,
razlicˇiti) dijelovi mogu raditi istovremeno na visˇe razlicˇitih CPU-a (procesora).
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Takav stil programiranja naziva se asinkrono programiranje, koji u specificˇnim slucˇajevima
mozˇe dovesti do impresivnih performansi. Posebno c´e se promotriti izvrsˇavanje pojedinog
procesa/dretve.
Pogledajmo kako ovi zadatci koriste CPU u tipicˇnom, opc´enitom primjeru gdje je dio
softvera sastavljen od cˇetiri zadatka: A, B, C i D (trenutno nije bitno sˇto ovi zadatci
izvrsˇavaju). Pretpostavka je da svaki od ova 4 zadatka izvrsˇava neke izracˇune te svaki
ima ulazne i izlazne podatke. Najintuitivnije je da se zadatci pozivaju sekvencijalno. Iduc´a
slika pokazuje iskorisˇtavanje CPU-a jednostavne aplikacije s cˇetiri zadatka:
Slika 1.5: Korisˇtenje CPU-a [1]
Dok svaki zadatak izvrsˇava vlastite operacije ulaznih i izlaznih podataka, CPU je u
stanju mirovanja i cˇeka da zadatak ponovno pokrene izracˇunavanje. Time se CPU ostavlja
neiskorisˇtenim relativno veliku kolicˇinu vremena. Kljucˇ razmatranja ovdje je velika razlika
u brzini pri kojoj se razmjenjuju podatci iz razlicˇitih komponenti, kao sˇto su diskovi, RAM
i mrezˇa u CPU-u. Posljedica ove ogromne razlike je sljedec´a: bilo koji kod koji radi sa
znacˇajnim ulaznim i izlaznim podacima ima rizik zadrzˇavanja CPU-a neiskorisˇtenim velik
dio vremena izvrsˇavanja (kao sˇto je prikazano na prethodnoj slici). Idealno je organizirati
zadatke na nacˇin da jedan dio cˇeka ulazne ili izlazne podatke, (sˇto se naziva blokiranje)
i tada je suspendiran, a drugi dio zadatka preuzme CPU. O tome se i radi u asinkronom
programiranju.
Iduc´a slika prikazuje reorganizaciju koncepta cˇetiri zadatka koristec´i asinkrono pro-
gramiranje:
POGLAVLJE 1. OPC´ENITO O PARALELNIM I DISTRIBUIRANIM SUSTAVIMA 8
Slika 1.6: Korisˇtenje CPU-a u asinkronom programiranju [1]
I ovdje su zadaci pozivani sekvencijalno, ali umjesto blokiranja svakog rezerviranog
zadatka, oni odustaju od CPU-a kada ga ne trebaju. Iako se CPU i dalje nade u stanju mi-
rovanja, ukupno vrijeme izvrsˇavanja programa je sada znatno brzˇe. Iako je ocˇito, vrijedi na-
pomenuti da visˇedretveno programiranje dozvoljava istu ucˇinkovitost izvrsˇavanja zadataka
paralelno u razlicˇitim dretvama. Medutim, postoji razlika: kada se koristi visˇedretvenost,
operacijski sustav odlucˇuje koje dretve su aktivne i kada su smijenjene. U asinkronom
programiranju, svaki zadatak mozˇe odlucˇiti kada odustati od CPU-a i tako obustaviti nje-
govo izvrsˇavanje. Osim toga, asinkrono programiranje ne dostizˇe pravu istovremenost
izvrsˇavanja zadataka, tj. i dalje postoji zadatak koji radi u bilo kojem trenutku, sˇto ukla-
nja vec´inu uvjeta izvodenja koda. Kao rjesˇenje, moguc´e je mijesˇati paradigme i koristiti
dretve i/ili procese s asinkronim tehnikama u sklopu pojedine dretve/procesa. Bitno je na-
pomenuti da asinkrono programiranje dolazi do izrazˇaja kada se bavi ulaznim i izlaznim
podacima, a ne s procesorski intenzivnim zadacima.
U Pythonu se koriste korutine koje su u moguc´nosti zaustaviti izvrsˇavanje funkcije u
odredenom trenutku, kao sˇto c´e se vidjeti u nastavku ovog potpoglavlja. Za razumijevanje
korutina, potrebno je razumjeti generatore, a za to treba shvatiti iteratore.
Vec´ina programera je upoznata s konceptom iteriranja kroz neku vrstu kolekcija (npr.
stringovi, liste, itd.)
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Slika 1.7: Primjer iteriranja [1]
Razlog zasˇto je moguc´e iterirati kroz sve vrste objekata, a ne samo kroz liste ili strin-
gove je iteracijski protokol (protokol za iteraciju). Iteracijski protokol definira stan-
dardno sucˇelje za iteraciju: objekt koji implementira iter i next je iterator i,












for i in MyIterator([0, 1, 2]):
print(i)




Za prikazivanje funkcionalnosti protokola, potrebno je odmotati petlju, sˇto prikazuje sljedec´i
dio koda:
itrtr = MyIterator([3, 4, 5, 6])
print(next(itrtr))
print(next(itrtr))









Traceback (most recent call last):
File "iteration.py", line 1, in <module>
import MyIterator
File "/home/martina/Desktop/diplomski/MyIterator.py", line 23,
in <module>
print(next(itrtr))




Instancira se MyIterator te se redom, kako dobiva vrijednosti, poziva metoda next()
visˇe puta. Kada sekvenca dode do kraja, poziv next() izbaci iznimku StopIteration.
Slicˇno je i s petljama u Pythonu: poziva se next() na iteratoru i hvata se iznimka
StopIteration.
Generator se poziva da generira niz rezultata, umjesto da se vrac´aju rezultati. To se postizˇe





if __name__ == ’__main__’:
for i in mygenerator(3):
print(i)




Primjetno je da yield cˇini mygenerator generatorom, a ne jednostavnom funk-
cijom. Zanimljivo ponasˇanje prethodnog koda je da pozivanje funkcije generator ne
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pokrec´e generaciju niza, vec´ samo stvara objekt:
>>> from generators import mygenerator
>>> mygenerator(5)
<generator object mygenerator at 0x7f5478f40f68>







Traceback (most recent call last):
File "<stdin>", line 1, in <module>
StopIteration
Svaki poziv metode next() stvara vrijednost iz generirane sekvence sve dok sekvenca
ne bude prazna, a to je kada se dobije iznimka StopIteration. Takvo ponasˇanje je pri-
mjetno i kada se koriste iteratori. U osnovi, generatori su jednostavan nacˇin za zapisivanje
iteratora, bez potrebe za definiranjem klasa s njihovim metodama iter i next .
Potrebno je napomenuti da su generatori jednokratne operacije, tj. nije moguc´e iterirati
kroz generiranu sekvencu visˇe od jednom. Ukoliko je potrebno visˇe iteracija, ponovno se
pozove funkciju generator.
Izraz yield, korisˇten u funkciji generator za stvaranje niza vrijednosti, mozˇe se
koristiti na desnoj strani zadatka za proizvodnju vrijednosti.
To dopusˇta stvaranje korutina. Korutina je jednostavna vrsta funkcije koja mozˇe obus-
taviti i nastaviti izvrsˇavanje programa na dobro definiranim mjestima u kodu (preko yield
izraza). Treba imati na umu da, iako su korutine implementirane kao poboljsˇani generatori,
one konceptualno nisu generatori. Razlog tome je sˇto korutine nisu povezane s iteracijama.
Josˇ jedna razlika je u tome sˇto generatori proizvode vrijednosti, a korutine ih trosˇe.
Kreirajmo neke korutine i pogledajmo kako ih mozˇemo koristiti. Imamo tri glavna
konstruktora u korutinama:
• yield(): koristi se za zaustavljanje izvrsˇenja korutina
• send(): koristi se za prosljedivanje podataka korutini
• close(): koristi se za prekidanje rada korutine
POGLAVLJE 1. OPC´ENITO O PARALELNIM I DISTRIBUIRANIM SUSTAVIMA 12
Iduc´i kod pokazuje kako se konstruktori mogu koristiti u jednostavnoj korutini:
Listing 1.1: coroutines.py [1]
def complain_about(substring):




if substring in text:
print(’Oh no: I found a %s again!’
% (substring))
except GeneratorExit:
print(’Ok, ok: I am quitting.’)
Vidljivo je da korutina ima samo jednu funkciju koja ima jedan argument, i to string.
Nakon ispisivanja poruke ulazi u beskonacˇnu petlju ogradenu try except blokom.
Dakle, iz petlje je moguc´e izac´i samo preko iznimke. Primjetno je da se koristi iznimka
GeneratorExit. Kada se ta iznimka uhvati, ocˇisti se memorija i program zavrsˇi. Ko-
rutina radi na sljedec´i nacˇin [1]:
>>> from coroutines import complain about
>>> c = complain about(’Ruby’)
>>> next(c)
Please talk to me!
>>> c.send(’Test data’)
>>> c.send(’Some more random text’)
>>> c.send(’Test data with Ruby somewhere in it’)
Oh no: I found a Ruby again!
>>> c.send(’Stop complaining about Ruby or else!’)
Oh no: I found a Ruby again!
>>> c.close()
Ok, ok: I am quitting.
Izvrsˇavanje complain about(’Ruby’) stvara korutinu. Za korisˇtenje novokre-
irane korutine, na nju je potrebno pozvati metodu next() kao i kod generatora. Pri-
mjetno je da se tek nakon pozivanja metode next() na ekran ispisuje poruka Please
talk to me!
U ovom trenutku, korutina je dosˇla do linije koda text = (yield), gdje se obus-
tavlja izvrsˇavanje. Kontrola ide nazad do interpretera, stoga je moguc´e poslati podatke
samoj korutini. Ovo se izvrsˇava pomoc´u metode send():
>>> c.send(’Test data’)
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>>> c.send(’Some more random text’)
>>> c.send(’Test data with Ruby somewhere in it’)
Oh no: I found a Ruby again!
Svaki poziv metode send() pomicˇe kod do sljedec´eg yield-a. U ovom slucˇaju, na
sljedec´u iteraciju while petlje i nazad do text = (yield). U ovom trenutku kontrola
ide nazad do interpretera.
Korutinu je moguc´e zaustaviti pozivom metode close(), sˇto rezultira bacanjem iz-
nimke GeneratorExit. Korutini jedino preostaje uhvatiti tu iznimku, ocˇistiti i izac´i:
>>> c.close()
Ok, ok: I am quitting.
Zakomentiranjem try...except bloka, nije moguc´e dobiti iznimku GeneratorExit,
no korutina c´e opet stati [1]:
Listing 1.2: coroutines2.py [1]
@coroutine
def complain_about2(substring):
print(’Please talk to me!’)
while True:
text = (yield)
if substring in text:
print(’Oh no: I found a %s again!’
% (substring))
>>> from coroutines2 import complain about2
>>> c = complain about2(’Ruby’)
>>> next(c)
Please talk to me!
>>> c.close()
>>> c.send(’This will crash’)
Traceback (most recent call last):
File "<stdin>", line 1, in <module>
StopIteration
>>> next(c)
Traceback (most recent call last):
File "<stdin>", line 1, in <module>
StopIteration
Primjetno je da zatvaranjem korutine objekt ostaje, ali nije koristan. Nije mu moguc´e
slati podatke ili ga koristiti pozivanjem metode next().
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Dosta programera ne koristi metodu next(), vec´ radije koristi dekorator, da se iz-
bjegnu dodatni pozivi:
Listing 1.3: coroutines3.py [1]
def coroutine(fn):
def wrapper(*args, **kwargs):






print(’Please talk to me!’)
while True:
text = (yield)
if substring in text:
print(’Oh no: I found a %s again!’
% (substring))
>>> from coroutines3 import complain about2
>>> c = complain about2(’JavaScript’)
Please talk to me!
>>> c.send(’Test data with JavaScript somewhere in it’)
Oh no: I found a JavaScript again!
>>> c.close()
Korutine mogu biti organizirane u kompleksnim hijerarhijama, gdje jedna korutina
sˇalje i prima podatke od visˇe drugih korutina. Korisne su u mrezˇnom i sistemskom progra-
miranju, gdje se mogu vrlo ucˇinkovito iskoristiti za reimplementaciju vec´ine Unix alata u
Pythonu.
Primjer 1.3.1 (Asinkroni primjer). Pogledajmo jednostavan primjer asinkronog progra-
miranja. Radi se u Linux okruzˇenju, jer se koristi grep naredba za postizanje rezultata.
Uzmimo neku online knjigu u .txt formatu. Recimo, The Project Gutenberg EBook of
Pride and Prejudice, by Jane Austen:
http://www.gutenberg.org/files/1342/1342-0.txt. Nju lako mozˇemo
skinuti:
$ curl -sO http://www.gutenberg.org/files/1342/1342-0.txt
$ wc 1342-0.txt
Sada se koristi naredba grep za dobivanje tocˇnog broja rijecˇi Elizabeth u skinutom
tekstu:
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Napravimo istu stvar u Pythonu, koristec´i korutine:
Listing 1.4: grep.py [1]
def coroutine(fn):
def wrapper(*args, **kwargs):




def cat(f, case_insensitive , child):
if case_insensitive:
line_processor = lambda l: l.lower()
else:
line_processor = lambda l: l
for line in f:
child.send(line_processor(line))
@coroutine














if __name__ == ’__main__’:











Pogledajmo koje rezultate c´emo dobiti:





Vidljivo je da je kod u Pythonu koji koristi korutinu kompetitivan sa Unix-ovom grep
naredbom. Naravno, grep naredba je znacˇajno bolja od koda u Pythonu, no rezultat koji
smo dobili je poprilicˇno impresivan.
U kodu se krec´e od reimplementacije korutine dekoratora kojeg smo vidjeli ranije.
Nakon toga, problem se rastavlja na tri zasebna koraka:
• cˇitanje teksta red po red (cat funkcija)
• brojanje ucˇestalosti substring-a u svakom retku (grep korutina)
• zbrajanje svih brojeva u ukupnu sumu (count korutina)
U main-u se rascˇlanjuju opcije komandne linije, izlaz funkcije cat se prosljeduje ko-
rutini grep, a izlaz korutine grep se prosljeduje korutini count, kao sˇto rade i Unix alati.
Ovo ulancˇavanje je vrlo jednostavno. Korutina koja primi podatke prosljeduje se kao argu-
ment prema funkciji ili korutini koja stvara podatke. Zatim se unutar te strukture podataka
pozove korutina send. Naredba grep je prva korutina. U njoj se ulazi u beskonacˇnu pet-
lju gdje se nastavlja primanje podataka (text = (yield)), brojanje koliko puta smo
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naisˇli na zadani substring u tekstu i slanje tog broja iduc´oj korutini (u nasˇem slucˇaju
count): child.send(text.count(substring)). Korutina count sadrzˇi tre-
nutni broj, n, od brojeva koje prima od grep (n += (yield)). Zatim hvata iznimku
GeneratorExit poslanu svakoj korutini, koje su zatvorene, da znaju kada treba ispisati
trazˇeni substring i n.
Zanimljivo je korutine organizirati u kompleksnije grafove. Recimo, ako se zˇeli nac´i
tocˇan broj visˇe rijecˇi u zadanom tekstu. Ovaj kod pokazuje jedan od nacˇina kako je jedna
korutina zaduzˇena za emitiranje svog unosa na proizvoljan broj drugih korutina (svoju
djecu):
Listing 1.5: mgrep.py [1]
def coroutine(fn):
def wrapper(*args, **kwargs):




def cat(f, case_insensitive , child):
if case_insensitive:
line_processor = lambda l: l.lower()
else:
line_processor = lambda l: l
for line in f:
child.send(line_processor(line))
@coroutine
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while True:
data = (yield)
for child in children:
child.send(data)










count(p)) for p in args.
patterns]))
Kod je jako slicˇan prethodnom, no postoje razlike. Primjetno je da je definiran prije-
nosnik: fanout. On uzima listu korutina kao ulaz te ulazi u beskonacˇnu petlju i cˇeka
podatke. Nakon sˇto primi te podatke (data = (yield)), posˇalje ih ostalim koruti-
nama (for child in children: child.send(data)). Ostalo je isto kao u
prosˇlom kodu. Vidljivo je da su performanse dobre, cˇak i kada se sˇalje neki niz rijecˇi:







Python ima podrsˇku za asinkrono programiranje josˇ od verzije 1.5.2, kada su uvedeni
moduli asynchat i asyncore. Verzija 2.5 uvodi moguc´nost slanja podataka koruti-
nama preko izraza yield, sˇto omoguc´ava jednostavnije pisanje asinkronog koda. U ver-
ziji 3.4 uvedena je biblioteka asyncio, a u verziji 3.5 su predstavljene prave korutine preko
async def i await.
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1.4 Visˇedretvenost
Python vec´ dugo nudi podrsˇku za dretve (josˇ od verzije 1.4). Takoder, nudi robusno sucˇelje
na visokoj razini kao POSIX na Linux-u, za dretve. Na jednoprocesorskim sustavima
korisˇtenje visˇe dretvi ne bi dalo pravo konkurentno izvodenje, buduc´i da se samo jedna
dretva mozˇe izvrsˇiti u bilo kojem trenutku. Samo na visˇeprocesorskom sustavu dretve se
mogu izvrsˇavati paralelno.
S obzirom da su ovakve dretve pokreni i zaboravi, mogu se napraviti da su pozadninski
procesi (eng. daemons), sˇto znacˇi da ih glavni Python program nec´e cˇekati da prestanu s
radom prije izlaska. Glavna potesˇkoc´a u korisˇtenju dretvi za izvrsˇavanje paralelnih akcija
je da se ne mozˇe utvrditi kada c´e odredena dretva cˇitati ili napisati bilo koji podatak koji je
dostupan i drugim dretvama. To mozˇe dovesti do onoga sˇto se naziva uvjeti izvodenja. To
je situacija gdje, s jedne strane tocˇna izvedba sustava ovisi o akcijama koje su izvrsˇene u
zadanom redoslijedu, a s druge strane, nije garantirano da c´e se izvesti u tom redoslijedu,
vec´ u redoslijedu kako je zamislio programer. Korutine imaju veliku prednost izbjegavanja
uvjeta izvodenja. Jedan primjer uvjeta izvodenja mozˇe se vidjeti u algoritmima za brojanje
referenci. Interpreter koji sakuplja ostatke (eng. garbage-collected), kao CPython radi
ovako: svaki objekt ima brojacˇ i biljezˇi koliko referenci za taj objekt trenutno postoji.
Svaki put kada je neki objekt kreiran, odgovarajuc´a referenca brojacˇa je povec´ana za 1.
Svaki put kada je referenca izbrisana, brojacˇ se smanji za 1. Kada brojacˇ dode do 0, objekt
je dealociran. Pokusˇaj da se iskoristi dealocirani objekt rezultira gresˇkom (segmentation
fault). To znacˇi da je potrebno nekako provesti strogi redoslijed povec´anja i smanjenja
referentnog brojacˇa. Zamislimo dvije dretve kako dobivaju referencu objekta i nekoliko
trenutaka kasnije ju brisˇu. Ako obje dretve pristupe referentnom brojacˇu u isto vrijeme,
mogu pregaziti njezinu vrijednost:
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Slika 1.8: Visˇedretvenost
Jedan nacˇin rjesˇavanja ovakvih problema je korisˇtenje lokota. Thread-safe redovi (Queue
instanca iz Pythonovog modula Queue) su pogodni kao lokoti koje mozˇemo iskoristiti za
pristup podacima.
Buduc´i da svaka dretva pisˇe isti izlaz u red, moguc´e je pratiti taj red kako bi se znalo
kada su rezultati spremni i kada je vrijeme za prekid rada. No, svakako treba imati na
umu da korisˇtenje lokota za pristupanje podacima i izbjegavanje uvjeta izvodenja mozˇe
biti skupo, ovisno o aplikaciji.
Pogledajmo sljedec´i kod:
Listing 1.6: fib.py [1]
from threading import Thread
def fib(n):
if n <= 2:
return 1
elif n == 0:
return 0
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elif n < 0:
raise Exception(’fib(n) is undefined for n < 0’)
return fib(n - 1) + fib(n - 2)







assert args.n >= 1, ’The number of threads has to be > 1’
for i in range(args.n):
t = Thread(target=fib, args=(args.number ,))
t.start()
Nakon sˇto se pokrene ovaj kod, trazˇi se korisnika da odredi broj dretvi, te nakon toga
da svaka dretva izracˇuna sumu prvih 30 Fibonaccijevih brojeva (args.number). Ovdje
nije bitna velicˇina broja, vec´ performanse:












$ time python3.5 fib.py -n 4 30
real 0m7.608s
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user 0m4.552s
sys 0m0.064s
Primjetno je sljedec´e: sˇto se visˇe dretvi koristi, potrebno je visˇe vremena za izracˇunavanje
sume prvih 30 Fibonaccijevih brojeva. Povec´anje broja dretvi (paralelnih izracˇuna) povec´ava
linearno vrijeme izvrsˇavanja. To se ne cˇini u redu jer se ocˇekuje da dretve rade paralelno.
Takav problem naziva se Global Interpreter Lock (GIL). GIL je globalni lokot koji se
koristi uglavnom da referenca ostane ocˇuvana.
Slicˇna situacija se dogada i kod korutina. Jedan dio koda mozˇe raditi u bilo kojem
trenutku. Moguc´e je dobiti paralelizam koji se ocˇekuje, a to je kada korutina ili dretva cˇeka
ulazne ili izlazne podatke, a druga korutina ili dretva preuzme CPU. Ali, ovo ne radi dobro
ukoliko neki zadatak treba CPU na duzˇe vrijeme, kao sˇto je slucˇaj u primjeru dobivanja
sume prvih 30 Fibonaccijevih brojeva.
Paralelni rad na ulaznim i izlaznim podacima doprinosi znacˇajnom poboljsˇanju aplika-
cije, bilo da koristimo dretve ili korutine. GUI aplikacije imaju velike prednosti korisˇtenjem
dretvi. Jedna mozˇe rukovati azˇuriranjima, a druga radi u pozadini bez da se ”zaledi” ko-
risnicˇko sucˇelje. Treba biti svjestan ucˇinaka GIL-a u standardnom Python interpreteru i
planirati u skladu s tim. Postoji i Python interpreter bez GIL-a, npr. Jython [9].
1.5 Visˇestruki procesi
Nacˇin na koji su programeri zaobilazili GIL i njegove utjecaje na procesorski ogradene
dretve dovelo je do toga da se koristi visˇe procesa umjesto visˇe dretvi. Ovaj pristup ima
svoje mane koje su svedene na to da postoji visˇe instanci Python interpretera sa svim vre-
menima pokretanja i velikim potrosˇnjama memorije koje zahtijeva. Ali visˇestruki procesi
imaju svoje prednosti. Imaju vlastiti memorijski prostor i implementiraju nedjeljivu arhi-
tekturu (arhitektura u kojoj nema zajednicˇke memorije), sˇto poticˇe na razmisˇljanje o raznim
oblicima za pristupanje podacima. To olaksˇava tranziciju s arhitekture jednog racˇunala na
distribuiranu aplikaciju, gdje se ionako koristi visˇe procesa (na razlicˇitim strojevima).
Postoje dva modula u standardnoj Pythonovoj biblioteci za implementiranje parale-
lizma zasnovanog na procesima. Jedan je multiprocessing, a drugi je concurrent.futures.
Modul concurrent.futures je izgraden na temelju visˇestrukih procesa i modula za
dretve (threading) te pruzˇa snazˇno sucˇelje. Pogledajmo ponovno primjer za Fibonac-
cijeve brojeve, no sada se, umjesto visˇedretvenosti, koriste visˇestruki procesi:
Listing 1.7: mpfib.py [1]
import concurrent.futures as cf
def fib(n):
if n <= 2:
POGLAVLJE 1. OPC´ENITO O PARALELNIM I DISTRIBUIRANIM SUSTAVIMA 23
return 1
elif n == 0:
return 0
elif n < 0:
raise Exception(’fib(n) is undefined for n < 0’)
return fib(n - 1) + fib(n - 2)







assert args.n >= 1, ’The number of threads has to be > 1’
with cf.ProcessPoolExecutor(max_workers=args.n) as pool:
results = pool.map(fib, [args.number] * args.n)
U odnosu na visˇedretvenost, nakon sˇto se prime parametri komandne linije, kreira se
instanca ProcessPoolExecutor i pozove se metoda map() da izvrsˇi izracˇunavanja
paralelno. Intuitivno, stvorena je skupina radnih procesa args.n i ta se skupina koristi za
izvodenje funkcije fib na svakom elementu ulazne liste.












$ time python3.5 mfib.py -n 4 30




Vidljivo je da je moguc´e izvrsˇiti visˇe od jednog izracˇunavanja paralelno do trenutka
gdje vremena izvrsˇavanja za args.n izmedu 1 i 4 ostaju ista. Pokretanje vec´eg broja pro-
cesa od onih koje nude hardverske jezgre predstavlja znacˇajnu degradaciju performansi:








Pogledajmo zadnje dvije linije koda. Koristi se klasa ProcessPoolExecutor iz mo-
dula concurrent.futures. To je jedna od dviju glavnih klasa u tom modulu. Druga
je ThreadPoolExecutor koja stvara skup dretvi, umjesto skupa procesa. Obje klase
imaju isti API, od kojih izdvajamo tri glavne metode:
• submit(f, *args, **kwargs): koristi se za dodjeljivanje asinkronog po-
ziva f(*args, **kwargs) i vrac´a Future instancu
• map(f, *arglist, timeout=None, chunksize=1): ova metoda ekvi-
valentna je ugradenoj map(f, *arglist). Ona vrac´a listu objekata tipa Future
• shutdown(wait=True): sluzˇi za oslobadanje resursa pomoc´u Executor objekta
cˇim su sve predvidene funkcije gotove. Korisˇtenje Executor objekta nakon poziva
na ovu metodu javlja iznimku RuntimeError
Instanca Future cˇuva mjesto za rezultat asinkronog poziva. Moguc´e je provjeriti radi li
poziv josˇ uvijek, je li uhvac´ena iznimka, itd. Poziva se metoda result() za pristupanje
vrijednosti kada je spremna.
Pogledajmo kako radi klasa Future [1]:
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>>> from mpfib import fib
>>> from concurrent.futures import ProcessPoolExecutor
>>> pool = ProcessPoolExecutor(max workers=1)
>>> fut = pool.submit(fib, 38)
>>> fut






Traceback (most recent call last):
File "<stdin>", line 1, in <module>
File "/Library/Frameworks/Python.framework/Versions/3.5/lib/















Primjetno je kako se koristi modul concurrent.futures za stvaranje skupine rad-
nih procesa i za predaju rada na njima (pool.submit(fib, 38)). Metoda submit
vrac´a Future objekt (fut), koji cˇuva mjesto za rezultat koji josˇ nije dostupan. Pomoc´u
metoda running(), done() i cancelled() moguc´e je provjeriti u kojemu sta-
nju je fut. Ukoliko se zatrazˇi rezultat prije nego je spreman (fut.result(timeout=0)),
dobiva se iznimka TimeoutError. To znacˇi da se, ili treba cˇekati da Future objekt
bude spreman, ili pitati za rezultat bez vremenskog ogranicˇenja (fut.result(timeout=None)),
koji blokira dok Future objekt nije spreman. Buduc´i da kod radi bez gresˇke, fut.exception()
vrac´a None.
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1.6 Visˇeprocesorski redovi
Kada se koristi visˇe procesa, javlja se problem kako razmjenjivati podatke izmedu radnih
procesa. Modul multiprocessing nudi mehanizam da se to rijesˇi koristec´i redove.
Dakle, radi se o visˇeprocesnim redovima.
Klasa multiprocessing.Queue je nastala po uzoru na klasu queue.Queue. U
iduc´em kodu vidljivo je kako se koriste redovi:
Listing 1.8: queues.py [1]
import multiprocessing as mp
def fib(n):
if n <= 2:
return 1
elif n == 0:
return 0
elif n < 0:
raise Exception(’fib(n) is undefined for n < 0’)




if data is None:
return
fn, arg = data
outq.put(fn(arg))




parser.add_argument(’number’, type=int, nargs=’?’, default=34)
args = parser.parse_args()
assert args.n >= 1, ’The number of threads has to be > 1’
tasks = mp.Queue()
results = mp.Queue()
for i in range(args.n):
tasks.put((fib, args.number))
for i in range(args.n):
mp.Process(target=worker, args=(tasks, results)).start()
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for i in range(args.n):
print(results.get())
for i in range(args.n):
tasks.put(None)
I dalje se koristi primjer koji racˇuna sumu Fibonaccijevih brojeva. U ovom slucˇaju,
koristi se arhitektura dvostrukog reda. Jedan red sluzˇi za izvrsˇavanje zadatka, a drugi za
odrzˇavanje rezultata. Kao i prije, koristi se indicirana vrijednost (None) u redu da signali-
zira kada radni proces treba stati. Radni proces je tipa multiprocessing. Pogledajmo
performanse ovog programa:













Primjetno je da dodavanje redova ne stvara veliku degradaciju performansi.
Poglavlje 2
Paketi za izgradnju distribuiranih
aplikacija
2.1 Celery
U ovom poglavlju detaljnije se razmatra asinkrono programiranje i distribuirano izracˇunavanje
kroz Celery[1]. Celery je Pythonov aplikacijski okvir koji se koristi za izgradnju distri-
buiranih aplikacija. Postoje i alternativni paketi: Pyro[6] i Python-RQ[5]. Temelje se na
arhitekturi ”gazda-radnik” sa srednjim slojem koji koristi skup redova za radne zadatke te
red ili prostor za pohranu koji sadrzˇi rezultat, a kojeg vrate radni procesi (radnici). Glavni
proces (klijent, proizvodacˇ ili gazda) postavlja radne zahtjeve u jedan red i hvata rezultate
iz pozadine koje posˇalju radni procesi. Radi se o vrlo jednostavnoj i fleksibilnoj arhitekturi.
Glavni proces ne treba znati koliko radnih procesa ima, koliko ih je slobodno ili koliko ih
obavlja neku zadac´u. On samo treba znati gdje se nalaze redovi i kako poslati zahtjev.
Slicˇno se mozˇe rec´i i za radne procese. Oni ne znaju od kuda i od koga dolaze radni
zahtjevi te sˇto c´e se dalje dogoditi s rezultatom kojeg oni generiraju. Trebaju samo znati
gdje preuzeti radni zahtjev i gdje spremiti rezultate.
Velika prednost je ta sˇto se broj, tip i morfologija radnih procesa mozˇe promijeniti u
svakom trenutku bez utjecaja na funkcionalnost sustava. Josˇ jedan aspekt ovako ”odvoje-
nog” sustava je taj sˇto, na primjer, ”radnici” i ”proizvodacˇi” mogu biti napisani u razlicˇitim
jezicima. Na primjer, Python kod koji generira zadatke koje c´e izvrsˇavati ”radnici” napisani
u C-u.
Celery koristi snazˇne i testirane sustave za redove i pozadinske rezultate. Preporucˇeni
posrednik izmedu glavnog procesa i radnih procesa je RabbitMQ [3], a Redis [4] koris-
timo za spremanje rezultata koji se isporucˇuju nazad glavnom procesu. Iduc´a slika prika-
zuje arhitekturu tipicˇne Celery aplikacije koja koristi RabbitMQ i Redis:
28
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Slika 2.1: Celery arhitektura
Svaki proces koji se nalazi na slici u pravokutniku mozˇe se nalaziti na razlicˇitim racˇunalima.
Jednostavnije instalacije uglavnom drzˇe RabbitMQ i Redis na istom posluzˇiteljskom racˇunalu
te imaju jedan ili dva cˇvora za radnike. Vec´e instalacije ipak zahtijevaju visˇe racˇunala, a
ponekad i visˇe posluzˇiteljskih racˇunala.
2.2 Uspostavljanje okruzˇenja
Za rad je prvo potrebno uspostaviti okolinu. Buduc´i da se radi o razvoju distribuiranih apli-
kacija, potrebno je visˇestrojno okruzˇenje. Ako postoji visˇe racˇunala, ona trebaju imati na-
mjesˇtenu mrezˇu (DNS imena). Ako postoji jedno racˇunalo, tada su rjesˇenje virtualni stro-
jevi na koja se instalira Linux okruzˇenja. Druge opcije su kupnja malih, jeftinih racˇunala
kao Raspberry Pi, na koja se instalira Linux i koja se spoje na lokalnu mrezˇu. Trec´e
rjesˇenje mozˇe biti spajanje na oblak, npr. na Amazon EC2 i iskorisˇtavanje nekog od nje-
govih virtualnih strojeva. U ovom slucˇaju, treba omoguc´iti da vatrozid propusˇta sve mrezˇne
uticˇnice koje c´e se stvoriti.
U nastavku se sluzˇimo virtualnim strojevima na racˇunalu. Da bi se racˇunalo moglo spa-
jati na virtualne strojeve, u /etc/hosts se dodaju IP adrese virtualnih strojeva te njihovi





POGLAVLJE 2. PAKETI ZA IZGRADNJU DISTRIBUIRANIH APLIKACIJA 30
10.10.100.101 ubuntu2






Treba se pobrinuti da IP adrese i nazivi u datotekama hosts odgovoraju na strojevima
koje odlucˇimo koristiti.
Kao sˇto je recˇeno, koristit c´e se Celery. Slijede upute kako se instalira. Prvo se podizˇe
virtualno okruzˇenje na svakom racˇunalu (stroju). To se radi pomoc´u iduc´e naredbe u ter-
minalu:
$ pip install virtualenvwrapper
ili
$ sudo pip install virtualenvwrapper, ako prva ne radi.
Sada je potrebno konfigurirati virtualenvwrapper tako da se definiraju tri varijable
za okruzˇenje:
$ export WORKON HOME=$HOME/venvs
$ export PROJECT HOME=$HOME/workspace
$ source /usr/local/bin/virtualenvwrapper.sh
Ovim naredbama definirano je gdje c´e se nalaziti virtualno okruzˇenje ($WORKON HOME)
te ishodisˇni direktorij (eng. root) ($PROJECT HOME).
Iduc´om naredbom stvorit c´e se novo virtualno okruzˇenje (book) te c´e se aktivirati u
($WORKON HOME) direktoriju koristec´i Python 3.5.
$ mkvirtualenv book --python=‘which python3.5‘
Za svako iduc´e aktiviranje koristi se komanda workon: $ workon book .
Naredbom $ pip install celery skinemo, otpakiramo i instaliramo Celery na tre-
nutno aktivno virtualno okruzˇenje (u ovom slucˇaju book).
Potrebno je josˇ instalirati i konfigurirati posrednika koji c´e Celery koristiti za cˇuvanje
radnih redova i dostavljanje poruka radnim procesima. Njega se instalira na jednom virtu-
alnom stroju. Celery podrzˇava brojne ovakve posrednike, ali koristit c´e se RabbitMQ.
Da bi se instalirao RabbitMQ prvo je potrebno instalirati erlang [7]. Instaliraju se u
terminalu, ali kao root korisnik (naredbom $ sudo -i u terminalu mozˇemo raditi kao
root korisnik): $ apt-get install erlang
te
$ apt-get install rabbitmq-server
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Slika 2.2: Instalacija RabbitMQ
Nakon sˇto je RabbitMQ instaliran, potrebno je pokrenuti server naredbom
$ systemctl start rabbitmq-server
i provjeriti njegov status:
$ systemctl status rabbitmq-server
Slika 2.3: Pokretanje i provjera RabbitMQ-a
Pokazat c´e se josˇ kako se instalira Redis, iako nec´e biti potreban. On se koristi u poza-
dini za spremanje rezultata koje posˇalju radni procesi. Redis bi radio na zasebnom stroju
(racˇunalu) kao i RabbitMQ. Instalacija se vrsˇi naredbom
$ sudo apt-get install redis-server , a pokrec´e se sa
$ sudo redis-server
Pogledajmo iduc´u jednostavnu Celery aplikaciju da vidimo kako Celery zapravo radi. U
prvom prozoru pokrene se RabbitMQ server, u drugom Redis, ako je instaliran. U trec´em











Ovaj kod je jednostavan. Ukljucˇi se paket celery i definira se Celery aplikacija (app
u kodu) nazvana test, dakle istog naziva kao i skripta (ovo je standardna praksa u Ce-
leryu). Aplikacija je konfigurirana da se koristi zadani racˇun i red za poruke na RabbitMQ
kao posredniku. RabbitMQ c´e se koristiti i za cˇuvanje rezultata umjesto Redisa. No,
ukoliko se zˇeli koristiti Redis, tada se samo zamijeni backend=amqp://RabbitMQ
s backend=redis://Redis (umjesto imena RabbitMQ i Redis mogu se staviti i IP
adrese strojeva na kojima se nalaze). U trec´em prozoru potrebno je pokrenuti (udaljene)
radne procese u terminalu naredbom:
$ celery -A test worker --loglevel=info
Bitno je pri tom pokretanju nalaziti se u istom direktoriju gdje je skripta test.py, tako da
Celery mozˇe ukljucˇiti kod. Naredba celery c´e se pokrenuti i pokrenut c´e radne procese.
Oni c´e uzeti aplikaciju app.
U josˇ jednom terminalu (virtualnom stroju), kopira se skripta test.py, aktivira book
s workon book i pokrene Python interpreter u istom direktoriju gdje je i test.py:
$ python3.5
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Slika 2.4: Pokretanje radnih procesa
Ako se zˇeli pozvati funkcija echo() na radnom procesu, to nije moguc´e napraviti
direktno. Potrebno je pozvati metodu delay:
Slika 2.5: Korisˇtenje metode delay
Slika 2.6: Zapisi radnih procesa
Primjetno je da poziv echo.delay(’Python rocks!’) ne vrac´a string. Umjesto
toga, postavlja zahtjev za izvrsˇavanje funkcije echo u radni red koji radi na RabbitMQ ser-
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veru te vrac´a instancu AsyncResult. Kao sˇto je prikazano u concurrent.futures
modulu, ovaj objekt je rezervirano mjesto za podatak koji c´e biti proizveden asinkronim
pozivom. U ovom slucˇaju, asinkroni poziv je echo funkcija koja je stavljena u red i radni
proces ju je pokupio.
Potrebno je provjeriti AsyncResult objekte da znamo jesu li spremni. Ako jesu,
mozˇe se pristupiti rezultatu, sˇto je u ovom slucˇaju string ’Python rocks!’.
Na drugoj slici vidljivo je sˇto se dogada s radnim procesima. Oni su dobili zahtjeve za
rad s echo.
Radni procesi se prekidaju s CRTL+C.
2.3 Python-RQ
U zadnja dva potpoglavlja bit c´e recˇeno nesˇto o alternativama za Celery. Prva alternativa
je Python-RQ. Temelji se na Redisu, na kojem su radni redovi, i sadrzˇi rezultat kojeg
vrate radni procesi. Namijenjen je onim aplikacijama gdje slozˇena ovisnost zadataka ili
usmjeravanje zadataka nije potrebno. Pogledajmo iduc´i kod:
Listing 2.2: RedisQueue.py [5]
import redis
class RedisQueue(object):
def __init__(self, name, namespace=’queue’, **redis_kwargs):
"""host=’localhost’, port=6379, db=0"""
self.__db= redis.Redis(**redis_kwargs)




return self.qsize() == 0
def put(self, item):
self.__db.rpush(self.key, item)
def get(self, block=True, timeout=None):
if block:






POGLAVLJE 2. PAKETI ZA IZGRADNJU DISTRIBUIRANIH APLIKACIJA 35
def get_nowait(self):
return self.get(False)
A neki od poziva izgledaju ovako:
Kada se pogleda u Redis bazu s klijentom redis-cli, dobiju se iduc´i rezultati:
Zanimljivo je da c´e iduc´i poziv q.get() blokirati ostale dok se ne stavi nova stavka
u red. Primjetno je da, buduc´i da se sve vrti na istom racˇunalu, nije potrebno namjesˇtati
IP adrese na posluzˇiteljskom racˇunalu i uticˇnicu. No, kada bi se radilo s visˇe racˇunala
(virtualnih strojeva), onda bi bilo potrebno postaviti da se spajaju na pravo posluzˇiteljsko
racˇunalo (u def init umjesto **redis kwargs unese se posluzˇiteljsko racˇunalo
na kojem radi Redis).
Celery i Python-RQ su jako slicˇni. Celery je rasˇireniji u primjeni, no Python-RQ ga
sustizˇe. Glavna prednost Python-RQ-a je sˇto je jednostavniji za korisˇtenje i implementaciju
te nema potrebe za posrednikom (RabbitMQ).
2.4 Pyro
Pyro (Python Remote Objects) je biblioteka (paket) koja omoguc´ava razvoj distribuiranih
aplikacija cˇiji objekti mogu komunicirati preko mrezˇe uz minimalni programerski napor.
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Pruzˇa niz moc´nih znacˇajki koje omoguc´uju brzu distribuciju distribuiranih aplikacija. Pyro
je napisan u cˇistom Pythonu i zato se koristi na mnogim platformama i Python verzijama,
ukljucˇujuc´i Python 3.x.
Glavni nedostaci ovog paketa su sˇto su neki objekti u kodu lokalni, dok su drugi objekti
udaljeni. Razlog tome je postojanje velikog broja neispravnih nacˇina pokretanja udaljenog
koda koji su zanemareni jer je izvodenje tog dalekog koda skriveno iza proxy objekta.
Pyro se ponekad mozˇe ispravno, ali i tesˇko pokrenuti na ad hoc mrezˇi, gdje se svi nazivi
posluzˇiteljskih racˇunala ne mogu saznati ili na mrezˇama na kojima je prijenos preko UDP-a
onemoguc´en. No, svejedno c´emo na jednom jednostavnom primjeru pogledati kako radi.
Instalacija je vrlo jednostavna: u terminalu se pokrene naredba
$ sudo pip install pyro4
Radi se o jednostavnom servisu koji vrac´a poruku onima koji ga pozovu (klijentima) od-
nosno, postoji komunikacija klijent-server.





return "Hello, {0}. Here is your fortune message:\n" \
"Behold the warranty --" \




print("Ready. Object uri =", uri)
daemon.requestLoop()
Otvori se konzola (terminal) i pokrene se server (posluzˇitelj).
Slika 2.7: Pokretanje servisa
Server je pokrenut. Pogledajmo kod s kojim se klijent spaja i poziva server:
Listing 2.4: greeting-client.py [6]
import Pyro4
uri = input("What is the Pyro uri of the greeting object? ").strip()
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name = input("What is your name? ").strip()
greeting_maker = Pyro4.Proxy(uri)
print(greeting_maker.get_fortune(name))
Nakon toga pokrec´e se klijent u novom terminalu/konzoli:
Slika 2.8: Pokretanje klijenta i spajanje na server
Dakle, nakon pokretanja klijenta, na upit What is the Pyro uri of the greeting
object? potrebno je kopirati URI iz konzole gdje je pokrenut server. Ali, Pyro nudi
moguc´nost i da se to odvije automatski. Potrebno je imenovati objekte koristec´i logicˇka
imena i ime servera da bi se pronasˇao odgovarajuc´i URI. Nakon napravljenih manjih iz-
mjena u skriptama greeting-server.py i greeting-client.py :
Listing 2.5: greeting-server.py [6]





return "Hello, {0}. Here is your fortune message:\n" \







Listing 2.6: greeting-client.py [6]
import Pyro4
name = input("What is your name? ").strip()
greeting_maker = Pyro4.Proxy("PYRONAME:example.greeting")
print(greeting_maker.get_fortune(name))
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Kod za klijenta je nesˇto jednostavniji jer se koristi server za pronalazak objekta. Pro-
gram treba saznati ime Pyro servera koji je pokrenut. Potrebno je pokrenuti jedan server
tako da se u novi terminal upisˇe pyro4-ns:
Slika 2.9: Pokretanje Pyro servera
Klijent i server se pokrec´u jednako kao i prije. Visˇe nema potrebe kopiranja i lijepljenja
URI klijentu, vec´ c´e on sam biti automatski otkriven.
Slika 2.10: Pokretanje servera
Slika 2.11: Pokretanje klijenta
Ako se zˇeli provjeriti ime servera, upisˇe se naredba pyro4-nsc list:
Slika 2.12: Lista pokrenutih servera
Poglavlje 3
Studijski primjeri
U ovom poglavlju pokazat c´e se dvije Celery aplikacije i kako one rade. Prva c´e raditi
(racˇunati) pretvorbe izmedu raznih valuta (kao jedna vrsta tecˇajne liste), a druga distribu-
irano sortiranje algoritmom Merge Sort. U oba primjera koristit c´e se Celery.
3.1 Razmjena valuta
Buduc´i da se radi o jednoj vrsti tecˇajne liste, koristi se Pythonov modul CurrencyConverter[8]
za pretvorbe iz jedne valute u drugu. Za ovu aplikaciju potrebna su tri racˇunala ili virtu-
alna stroja. Buduc´i da je sve pokrenuto lokalno, potrebno je samo otvoriti tri terminala.
U prvom terminalu (racˇunalu) pokrene se server RabbitMQ, kako je pokazano u drugom
poglavlju. U drugom terminalu pokrenu se radni procesi, a u trec´em glavni kod. Program
je podijeljen u dvije skripte: currency.py i main currency.py:
Listing 3.1: currency.py
from threading import Thread
from queue import Queue
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Listing 3.2: main currency.py





results = [get_rate.delay(pair) for pair in args.pairs]
for result in results:
try:
pair, rate = result.get(timeout=1)
except:
print(’Ops! Got an exception.’)
else:
print(pair, rate)
Prakticˇno je istrazˇiti nekoliko moguc´ih ponasˇanja, poput uspjesˇnog poziva, poziva koji
ne radi zbog nedostatka radnih procesa pa poziv ne uspijeva i podizˇe se iznimka. Prvi
slucˇaj je gdje sve funkcionira.
Kao sˇto je recˇeno, potrebno je pokrenuti RabbitMQ server te Redis, ukoliko ga imamo.
No, i u ovom primjeru je i dalje dovoljan samo RabbitMQ. Na drugom racˇunalu u termi-
nalu se pokrene skripta currency.py u radnom direktoriju book:
$ celery -A currency worker --loglevel=info
I na kraju, na trec´em racˇunalu u terminalu u istom direktoriju pokrene se main currency.py:
$ python3.5 main currency.py EURUSD CHFUSD GBPUSD GBPCHF USDEUR
EURHRK
Ako se pogleda terminal gdje su pokrenuti radni procesi, vidljivi su zapisi slicˇni ovima:
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Slika 3.1: Radni procesi
Slika 3.2: Pokretanje glavnog programa
U terminalu gdje su pokrenuti radni procesi, svaki zadatak (proces) dobije jedinstveni
ID. Dakle, svaki proces c´e obaviti svoju pretvorbu te ju poslati RabbitMQ-u, koji c´e cˇuvati
te rezultate dok ih glavni program ne zatrazˇi.
No sˇto bi se dogodilo da nema radnih procesa? Tocˇnije, da ih ne pokrenemo? Tada bi
se na racˇunalu (u terminalu) gdje se pokrec´e
$ python3.5 main currency.py EURUSD CHFUSD GBPUSD GBPCHF USDEUR
EURHRK
javila iznimka i to onoliko puta koliko postoji racˇunanja (6):
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Slika 3.3: Iznimke
Potrebno je biti pazˇljiv i uhvatiti sve iznimke koje bi mogli podignuti zadatci. Treba
imati na umu da kod koji radi na daljinu mozˇda nec´e uspjeti iz niza razloga i da iznimka
nije nuzˇno povezana sa samim kodom. Stoga je bitno biti u moguc´nosti reagirati u takvim
situacijama.
3.2 Distribuirano sortiranje
Ponekad postoje slozˇeniji zadatci nego sˇto su do sada bili prikazani. U takvim slucˇajevima,
rezultat jednog ili visˇe zadataka treba biti proslijeden drugom zadatku. Da bismo to poka-
zali, pogledajmo sljedec´u aplikaciju. Radi se o distribuiranom sortiranju pomoc´u algoritma
Merge Sort. Merge Sort je algoritam tipa ”podijeli pa vladaj”. Dijeli ulazni niz u dvije
polovice, poziva se na dvije polovice rekurzivno, a zatim spaja dvije sortirane polovice.
Ujedno c´e se pokazati i performanse kada se sortira niz od 1000, 10000 i 100000 brojeva.

































from celery import group








l = len(sequence) // n
subseqs = [sequence[i * l:(i + 1) * l] for i in range(n - 1)]
subseqs.append(sequence[(n - 1) * l:])
for i in range(n+1):
for j in range(i):
with open("chunck%s.txt" %j,"w") as wfile:
json.dump(subseqs[j],wfile)
partials = group(sort.s(seq) for seq in subseqs)().get()
with open("sorted.txt","w") as wfile:
json.dump(partials ,wfile)
result = partials[0]
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for partial in partials[1:]:
result = merge(result, partial)
with open("result.txt","w") as wfile:
json.dump(result,wfile)
dt = time.time() - t0
print(’Distribuiranom merge sortu treba %.02fs’ % (dt))
t0 = time.time()
truth = sort(sequence)
dt = time.time() - t0
print(’Lokalnom merge sortu treba %.02fs’ % (dt))
assert result == truth
assert result == sorted(sequence)
Prvo se generira lista od 1000 brojeva slucˇajnog redoslijeda metodom random.shuffle.
Tada se ta lista podijeli na 4 manje podliste otprilike jednakih duljina.
Celery nudi brojne moguc´nosti za izvrsˇavanje zadataka, a group je jedna od njih. Ona
dozvoljava moguc´nost izvrsˇavanja trenutnog zadatka tako da ga se izgradi u virtualni za-
datak. Obrac´anjem pozornosti na metodu get(), vidljivo je da je ona nuzˇna u slucˇaju
kada rezultat iz pozadine nije dostupan sve dok svi zadatci (sortiranja) ne budu gotovi i
dok se ne vrati rezultat u listu. group poziva metodu koja uzima listu popisanih zadataka
(dobije se u primjeru pozivom metode s() s argumentima zadatka). Popisi zadataka su
mehanizmi koje Celery koristi za prosljedivanje zadataka kao argumente drugim zadacima
bez izvrsˇavanja na mjestu.
Ostatak koda samo spaja sortirane podnizove lokalno, dva odjednom. Nakon sˇto distribu-
irano sortiranje zavrsˇi, tada se ponovno sortira pocˇetni zadani niz, ali lokalno, koristec´i isti
algoritam te se usporede rezultati distribuiranog Merge Sorta s ugradenim algoritmom za
sort. Potrebno je napomenuti da se aplikaciju pokrec´e na tri racˇunala (terminala) kao u
prethodnom primjeru: na jednom se pokrene RabbitMQ, na drugom racˇunalu se u radnom
direktoriju pokrenu radni procesi
celery -A mergesort worker --loglevel=info
te se na trec´em pokrene glavni kod, takoder u istom radnom direktoriju: python3.5
main.py
Pogledajmo rezultate za niz od 1000, 10000,100000 brojeva:
Slika 3.4: Rezultati sortiranja niza od 1000 brojeva
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Slika 3.5: Rezultati sortiranja niza od 10000 brojeva
Slika 3.6: Rezultati sortiranja niza od 100000 brojeva
Ako pogledamo terminal u kojem su pokrenuti radni procesi, primjetno je da su zadatci
primljeni, odradeni te da su rezultati poslani natrag.
Slika 3.7: Radni procesi- Merge Sort
Kao sˇto se mozˇe primijetiti, distribuirano sortiranje radi brzˇe na vec´em nizu brojeva,
dok na nizu od 1000 i 10000 radi sporije od lokalnog sortiranja.
Jednostavna implementacija koja koristi visˇestruke procese (cˇak i multiprocessing ili
concurrent.futures) pokazuje da se mozˇe ocˇekivati nekoliko puta povec´anje per-
formansi s ovim jednostavnim algoritmom.
Glavni problem je sˇto je u Celeryu sinkronizacija jednostavnih funkcija skupa i treba
se koristiti samo onda kada je nuzˇna. Razlog tome je sˇto Celery provjerava status dijela
rezultata iz grupe da budu spremni, tako da kasniji zadaci mogu biti zakazani, sˇto mozˇe
dovesti do vec´ih trosˇkova.
Zakljucˇak
Distribuirani sustavi danas su sˇiroko primjenjivi. Koriste se u raznim podrucˇjima: od te-
lekomunikacija, mrezˇnih aplikacija kao sˇto su distribuirane baze podataka ili World Wide
Web, do aplikacija preko kojih se mozˇe kontrolirati sustav u realnom vremenu, npr. sustav
za kontrolu leta. Zbog tako sˇiroke primjene, distribuirane aplikacije su implementirane u
raznim programskim jezicima, pa tako i u Pythonu.
Tijekom pisanja ovog rada uocˇeno je da se dosta aplikacija razvija pomoc´u Django -
Pythonov Web aplikacijski okvir te Flower - aplikacijski okvir za prac´enje radnih procesa
u Celeryu, uz pakete navedene u radu. Paketi Celery i Python-RQ trenutno su najrasˇireniji
Pythonovi paketi za razvoj distribuiranih aplikacija, stoga se navode neke slicˇnosti i razlike
medu njima:
• Dokumentacija. Python-RQ ima jednostavnu i lako razumljivu dokumentaciju. Do-
kumentacija za Celery je kompliciranija zbog puno opcija koje nudi na pocˇetku dok
se uspostavlja okruzˇenje pa ju treba visˇe proucˇavati.
• Prac´enje rada. Oba paketa nude odlicˇne aplikacijske okvire u kojima se mozˇe pratiti
sˇto se dogada: Flower za Celery i RQ-Dashboard za Python-RQ.
• Posrednik. Ovdje veliku prednost ima Celery. U Celeryu se mogu koristiti i Rab-
bitMQ i Redis (ili samo RabbitMQ kao sˇto je prikazano u radu), dok Python-RQ
koristi samo Redis. Ovo je bitno jer visˇe razlicˇitih posrednika garantira bolju si-
gurnost. Redis ne garantira stopostotni prijenos poruke ili zadatka prema radnim
procesima.
• Operacijski sustavi. Python-RQ radi samo na sustavima koji imaju podrsˇku za
operaciju fork (Unix).
• Podrsˇka u programskim jezicima. Python-RQ radi samo u Pythonu, a Celery ima
moguc´nost da se zadaci sˇalju radnim procesima koji mogu biti i u drugim program-
skim jezicima.
Iz ovih cˇinjenica mozˇe se zakljucˇiti da se Celery visˇe koristi za razvoj distribuiranih
aplikacija, no Python-RQ ga polako sustizˇe. Oba paketa bi se trebala nastaviti razvijati
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te koristiti za razvoj i u buduc´nosti, buduc´i da se vec´ sad koriste za razvoj na super-
racˇunalima poput High Performance Computing (HPC) klastera.
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U ovom radu proucˇavane su distribuirane aplikacije u programskom jeziku Python. Dis-
tribuirani, pa i paralelni sustavi, danas su sˇiroko primjenjivi. Prikazan je Amdahlov za-
kon koji govori da ulozˇen napor u paralelizaciju postojec´eg algoritma nadmasˇuje dobitke
u performansama. Takoder su proucˇavani pojmovi visˇedretvenosti, visˇestrukih procesa i
visˇeprocesorskih redova te neke njihove znacˇajke i primjene. Pokazano je i kako se uspos-
tavlja Celery pomoc´u kojeg je moguc´e razvijati distribuirane aplikacije i navedene su dvije
njegove alternative. Na kraju rada, proucˇavane su dvije distribuirane aplikacije. Pokazalo
se kako se vrsˇi komunikacija izmedu pojedinih dijelova aplikacija u odredenim situacijama
te sˇto je potrebno promijeniti da rade na visˇe racˇunala. Prac´eno je izvrsˇavanje druge aplika-
cije (distribuirano sortiranje) te je zakljucˇeno da, na velikom skupu podataka, bolje vrijeme
izvrsˇavanja ima distribuirana aplikacija sortiranja u odnosu na algoritam sortiranja koji se
izvrsˇavao na lokalnom racˇunalu.
Summary
In this work, distributed applications are studied in the Python programming language.
Distributed and parallel systems are today widely applied. Amdahl’s law is introduced,
which states that the effort to parallelize the existing algorithm outweighs performance
gains. Also, multiple threads, multiple processes and multiprocess queues are studied and
some of their features and applications. It was also demonstrated how Celery is configured,
by which it is possible to develop distributed applications and two of its alternatives are
listed. At the end of the work, two distributed applications were studied. Communication
between specific parts of the application in certain situations has been shown and what
needs to be changed to work on multiple computers. The other application was executed
(distributed sorting) and it was concluded that, on a large data set, better execution time is
achieved by the distributed sorting application compared to the sorting algorithm executed
on a local computer.
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