It is well-known that MultiLevel Coding (MLC) and Multistage Decoding (MSD) suffice to approach capacity if the rates at different levels are chosen appropriately. In most of the practical cases, however, the rate design rule for MSD doesn't leave any room for coding at higher levels of the MLC scheme, which is very important in fading environments. In this.paper, the rate design rule for multilevel coding using iterative multistage decoding is investigated, and it is shown that using iterative MSD with updated a priori probabilities of the constellation points, a broader subregion of the capacity region of the MLC scheme can be achieved.
I. INTRODUCTION NITIALLY introduced by
I multilevel coding is a powerful coded modulation scheme that along with Maximum Likelihood Decoding (MLD) can approach the Shannon capacity [2] . The idea is a direct consequence of the chain rule for mutual information which decomposes the Mary signaling channel into a number of sub-channels, each being involved in transmission of a subgroup of the total bits representing the constellation point. These groups of bits are usually chosen according to some constellation partitioning tree, which for example in Additive White Gaussian Noise (AWGN) environments aims in maximizing the intra-subset Minimum Squared Euclidean Distance (MSED). Different encoders are used to encode the data bits at different levels of the partitioning tree. The rate of the overall code is the sum of the rates of the individual component codes at different levels. If convolutional encoders are used to encode the data in these levels, the total memory of the overall code will be the sum of the memories of the individual component codes, and thus, the number of the states of the overall code will be equal to the product of the number of the states of the codes from different levels. Therefore, because of the extra complexity, maximum likelihood decoding of such multilevel coding schemes is prohibited.
In their original work, Imai and Hirakawa [l] suggested the use of a multistage decoding method, which significantly reduces the complexity of the maximum likelihood decoding. In this decoding method, the codes are decoded separately, in the ascending order of the levels, and in decoding each level, the decoded data from the lower levels are also taken into account to achieve more reliable initial decisions or branch metrics in the case of trellis decoding. In [3] and [2] and references therein, using the chain rule for the mutual information, it is shown that even this suboptimal decoding scheme suffices to approach the capacity, if the rates at different levels are chosen appropriately. Using the analogy of the multiaccess system, the capacity region for the multilevel coded modulation is also considered in [2] , and different rate design rules are discussed.
According to the capacity rate design rule given in [3] and [2], MSD can approach capacity at only one point of the capacity region. This is the point where the code used a t each level achieves the capacity of the channel at that level, defined as the mutual information between the received signal and transmitted data at that level conditional on the data from the lower levels. Since in decoding the higher levels, transmitted data from the lower levels is assumed to be known, higher level channels are usually better channels in the sense that even for moderate values of Signal to Noise Ratio (SNR), their capacities, defined as above, is very close to the maximum entropy of their input alphabet. As a result, if o p eration at optimum points of SNR-capacity plane is intended] there won't be any room to introduce redundancy and perform channel coding at these levels. For AWGN channels] where the code design criterion is to maximize the MSED between code words, because of the increased intra-subset MSED at higher levels, even the uncoded transmission at these levels has a good error rate performance and the above constraint on the code rates doesn't cause any problem.
The design criteria for different coded modulation schemes for different fading channels are discussed in [4] , [5] , [6] , and references therein. According to these discussions, the error performance of a coded 0-7803-6596-8/00/$10.00 0 2000 IEEEmodulation scheme over Rayleigh or Rician fading channels with independent fades for different symbols, depends strongly on the length of the shortest error event path, and the product of the branch distances along that path. The former parameter is, in fact, the minimum (symbol) Hamming distance between code sequences, and appears as the exponent of the SNR in the pairwise code sequence error probability expression. For a multilevel coded modulation scheme, this minimum Hamming distance is equal to the minimum of the Hamming distances of the component codes [6] . Therefore, if uncoded transmission is performed at some levels (e.g. trellis coded modulation schemes introduced by Ungerboeck [7] and [SI), the minimum Hamming distance between code sequences will be equal to one, and the error probability will be inversely proportional to the SNR. As a result, in most of the practical cases, reliable transmission over fading channels cannot be achieved using these coded modulation schemes. In fact, the error rate performance of the low-complexity multilevel codes designed based on the capacity rate design rule for multistage decoding over fading channels, on the contrary to the codes for AWGN channels, is dominated by the performance of the codes at the higher levels.
To further improve the performance of the subop timum multistage decoding, iterative multistage decoding of multilevel codes is considered in [5] . As mentioned above, however, if the error rate performance of the codes in higher levels is worse than the ones in the lower levels, then due to error propagation between iterations, iterative decoding may degrade the performance instead of improving it.
In Section I1 of this paper, the rate design rule for iterative multistage decoding of multilevel codes is discussed. It is shown that if updated a priori probabilities are used in decoding the codes at higher levels of an MLC scheme with iterative MSD, a broader subregion of the capacity region can be achieved. This enables us to design codes with larger overall minimum Hamming distance by avoiding uncoded transmission at higher levels of the MLC scheme. In Section 111, some examples of multilevel codes for MPSK modulation are considered, and Section IV includes the conclusions.
RATE DESIGN RULE
We consider an M-ary modulation scheme with M = 2',1 > 1, and signal constellation A = {ao, al, ..., a~-l } taken from a D-dimensional signal space. Using a bijective mapping a = g(z), each constellation point a is labeled by an 1-bit binary number t . For simplicity, we will consider twodimensional signal spaces and two-level coded modulation schemes, where the lo Least Significant Bits (LSB) of 2, denoted by ro, are the outputs of the first level encoder, and the remaining 11 = 1 -10 bits (11 Most Significant Bits, MSB) of 2 , denoted by tl, are the outputs of the second level encoder. Let's denote by Ao(eo), the subset of A that contains all points that the 10 LSB of their labels are equal to to, and by A1(tl), the subset of A that contains all points that the 11 MSB of their labels are equal to t1. Each subset Ao(to), thus, contains 2 ' l points, and each subset A l ( t ' ) contains 2' 0 points.
If A, X, X o , X1, and Y , denote the random variables for the signal point, its label, 10 LSB and 11 MSB of the label, and the received signal, respectively, then using the chain rule for mutual information we can write
I ( Y ; A ) = I ( Y ; X o , X 1 ) = I ( Y ; X o ) + I ( Y ; X I I X o ) .
According to this equation, the transmission channel for M-ary signal, can be decomposed into two separate channels, one for transmitting the LSB of the label of the signal point, and the other for transmitting the MSB of the label assuming that the LSB is known. Let's denote by C , CO, and C', the capacities of these channels given the a priori probabilities of the signal points as ~A ( u ) = Pr{A = a } , i.e.
(1)
Using the multistage decoding method explained in [l] and [9] , the receiver will first decode the first level code by a maximum likelihood decoder, and then will use the re-encoded version of this information in decoding the second level code. More explicitly, if convolutional encoders are used at both levels, assuming that the channel is characterized by the transition probability function fyl~(ylu), then the first decoder uses the following expression as the branch metric (for Viterbi decoding) for a transition that results in output to: ~o ( 2~) =
P A (~) .~Y I A ( Y I~) . (2)
The second decoder assumes that outputs of the first decoder are-error free, i.e. if the output of the first decoder is t o , it uses the following expression as the branch metric for a transition that results in an out- where the overbar denotes the concatenation of the two binary sequences in the given order. Using the channel coding theorem, if the first code is chosen to be the one that approaches r a t e s 0 with error-free transmission, then we will have z0 = zo for all time instants. Now, if the second code is also chosen to be the one that approaches C' with errorfree transmission, then the overall code will be able to approach C, even with the suboptimal multistage decoding. Obviously, for error-free transmission using MLC and MSD, the rates Ro and R' of the individual codes must satisfy the inequalities Ro < C O and R' 5 C'. This is the capacity rate design rule for multistage decoding of multilevel codes.
As an example, the capacity vs SNR curves for an 8-ASK scheme over AWGN channel, assuming 10 = 2 are given in Fig. 1 . In this example the natural labeling of the signal points, where the labels are in the same order of the values of a, is used. As it can be observed from these curves, for an overall rate of 2 bits/symbol, the code at the second level should have a rate equal to one. Since the input alphabet for this level consists of only two symbols, this means that the data in this level should be transmitted in an uncoded manner.
Using the multiaccess channel analogy, as in [2], the actual upper bounds for the rates of the codes in different levels are given as the following inequalities:
R0 5 I ( Y ; X O I X ' ) , R' 5 I ( Y ; X ' I X o ) = C',
R = Ro + R' 5 I ( Y ; X o , X ' ) = I ( Y ; A ) = C.
Any point in this region can be achieved by multi-(4)
38 level coding along with maximum likelihood decoding, which allows a more flexible choice of the rates at different levels compared to multistage decoding. For comparison, and also as an ultimate upper bound on the capacity of the first channel, the values of I ( Y ; X o I X 1 ) are also plotted in Fig. 1 for various values of SNR.
The first inequality in (4) suggests that if the decisions of the second level code were available at the first stage of the MSD, and could be exploited in decoding the first level code, then all of the points in the capacity region could be approached. Obviously this cannot be a realistic assumption, because we will use the decisions of the first stage in decoding the second code. However, it suggests using an iterative method in which the decisions of the second stage of the first iteration are used in decoding the first stage in the second iteration. The problem is that in decoding of the second stage we have assumed that the decisions of the first stage were error free, and if we are concerned about those points of the capacity region for which Ro > CO, this assumption will no longer be valid.
According to the above discussion, let's assume that the first code in the MLC scheme sLtisfies the first inequality in (4) and that p x o ,~( z o~z o ) denotes the a posteriori probability of zo being transmitted given that 2 is decoded by the first decoder. Then the a posteriori probability of the signal point a will be given as:
Then (5) can be used as a priori probability of the signal point a for decoding the second code:
For example, we may assume that the signal points are equiprobable a priori and that the symbol error probability at the output of the first decoder is equal to P,. If we further assume that all error symbols are equiprobable, t h e n h e a posteriori probability of signal point a = g(zlzo) at the output of the first stage will be given by the following simple expression:
The probability mass functions given in (5) can be used to recalculate the capacity of the second channel given this partial information about the LSB of the label from the first stage. The resulting capacity curve for P, = 0.1 is also included in Fig. 1 . Any rate less than or equal to this rate can be achieved with error-free transmission, provided that the symbol error probability at the output of the first stage decoder is less than or equal to P,, and that the sum rate also satisfies the last inequality in (4) . As can be observed from these curves, using the iterative MSD with updated a priori probabilities after first stage of the first iteration, points from a broader subregion of the capacity region can be achieved, compared to the regular MSD. As mentioned earlier, this result is specially important for fast fading (or slowly fading with complete interleaving/deinterleaving) channels, for which, because of the importance of the Hamming distance instead of the minimum Euclidean distance, using suitable coding at higher levels is crucial. Capacity curves for the same 8-ASK scheme over a fast Rayleigh fading channel are given in Fig. 2 and show a similar expansion in the achievable rates region.
EXAMPLES
In this section some practical considerations in designing multilevel codes for iterative decoding over fading channels are discussed. As mentioned earlier, the code design criterion for fading channels with independent fades for symbols, is to maximize the length of the shortest error event path (minimum Hamming distance) and the product of the branch distances along this path (product distance). In order to illustrate the effect of this difference in performance criteria, an ordinary Trellis Coded Modulation (TCM) scheme for transmission of 2 bits/symbol using an 8-PSK constellation is simulated for both AWGN and fast Rayleigh fading channels. The first input bit is encoded using a 4-state rate 1/2 convolutional code and the second input is left uncoded. The two-bit output of the encoder plus the uncoded bit are used to select a point in the 8-PSK constellation according to an Ungerboeck type partitioning of the constellation. The error rate performance of this scheme for AWGN and fast Rayleigh fading channels are given in Figs. 3 and 4 , respectively. As it can be observed in these plots, for the AWGN channel, because of the increased intra-subset minimum squared Euclidean distance, the uncoded transmission of the MSB is reliable and the performance of the overall code is actually dominated by the performance of the encoded part. For the Rayleigh fading case, however, because of the minimum Hamming distance of one at the second (uncoded) part, despite the big MSED at this level, the performance of the system is not acceptable, and the performance of the overall code is actually dominated by the performance of this uncoded part. Obviously iterative decoding of this code does not improve the performance. In fact, because of the error propagation from the second stage to the first one, it may degrade the overall performance of the code. As the second example, transmission of 1.875 bits/symbol using an 8-PSK constellation is considered. The first component code is a 4-state rate 1/2 convolutional code, and the second component code is the ( 8 , 7 , 2 curves for this code are plotted in Fig. 5 . As it is seen in this figure, the overall performance is still determined by the performance of the second component code, and the simple block code used in this level is not strong enough to compete with the performance of the first level. Obviously there won't be any advantage in using iterative multistage decoding for this code.
In the third example, we compare three different two-level coding schemes. The first scheme is a rate 1.375 bits/symbol code, consisting of a 4-state rate 1/4 convolutional code and the (8, 7 , 2) zero-sum code as its components. The second scheme is a rate 1.5 bits/symbol code, consisting of a 4-state rate 1/2 and a 2-state rate 1/2 convolutional code as its com- ponents. The third scheme is the same as the second one, with two iterations in the multistage decoding algorithm. The error rate performance curves of these codes are plotted in Fig. 6 . From the previous example, we could expect that the performance of the first scheme would be dominated by the performance of its second component code, and despite the lower rate of the overall code, its performance should be worse than the other two schemes. Besides, iterative multistage decoding cannot improve the performance of this code. In the second scheme, however, the performance of the overall code is controlled by the first component code, and as can be observed from the plots, iterative multistage decoding can further improve its performance.
IV. CONCLUSIONS
We showed that using iterative multistage decoding with updated a priori probabilities in the first iteration, compared to regular multistage decoding, a broader subregion of the capacity region of the multilevel coding scheme can be achieved. We discussed some practical considerations on the component codes of a multilevel code that result in better overall performance and make the iterative multistage decoding advantageous.
