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INTRODUCTION 
Liquid chromatography electrospray ionization mass spectrometry (LC/ESI/ 
MS) is a widely applied high-performance analytical chemistry technique and it 
is a golden standard for trace analysis of organic compounds.  
The targeted LC/ESI/MS analysis does not see the forest behind the trees: it 
focuses on the analysis of a preselected list of compounds with the aid of 
standard substances and neglects any further information retrievable from the 
analysis. The awareness of possible pollutants in the environment is widening, 
as is the number of small molecules known to direct the life in living organisms. 
This, on the other hand, increases the number of standard substances required, 
which is economically unfeasible. Recent developments in hardware and 
software have made non-targeted analysis feasible and over a couple of last 
years, it is becoming more and more popular. Non-targeted analysis can detect 
thousands of molecular features in a single run and identify compounds based 
on these features. Unfortunately, standard substances are still needed to obtain 
quantitative information about the detected compounds as the ionization 
efficiency of electrospray is compound dependent and varies strongly. Standard 
substances may not be always available. 
The ultimate aim of my doctoral thesis is to provide a solution to overcome 
the need of standard substances and to quantify compounds detected and iden-
tified with LC/ESI/MS. I propose an approach of estimating the concentration 
of detected and identified compounds in LC/ESI/MS analysis using predicted 
electrospray ionization efficiencies and using the ionization efficiency to 
convert LC/ESI/MS signals to the concentrations of compounds. 
To develop an electrospray ionization efficiency prediction model, it is 
necessary to understand the mechanism and study the causes. In the chair of 
analytical chemistry, there is an established approach to measure ionization 
efficiencies of small singly charged compounds using relative measurements, 
which gives quantitative insight to processes occurring during the electrospray 
ionization. I measured the effect of compound structure, eluent and instrument 
to ionization efficiency to collect meaningful data for model development. 
Up to now, the studies in the literature have investigated the ESI process 
using relatively small sets of compounds and often the studied compounds are 
from a narrow chemical space. Moreover, the majority of studies are conducted 
in single eluent composition and on one instrumental setup. There is no guide-
line to apply this knowledge to different eluent compositions and different 
instrumental setups. Also, though predicted, the ionization efficiencies have not 
been used for the quantification purposes in the non-targeted LC/ESI/MS 
analysis.  
The aim of my thesis is to enable standard substance free quantification in 
LC/ESI/MS analysis. To achieve this, I studied the influence of compound 
structure to ionization efficiency on a large set of compounds. Furthermore, I 
studied the effect of chromatographic eluent to ionization efficiency covering 
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most widely used organic modifiers, additives and pH. Thirdly, the effect of 
instrumentation on ionization efficiency was studied and finally the model was 
developed. Moreover, I developed an approach named shortly Quantem to 
provide standard substance free quantification in LC/ESI/MS analysis that 
accounts for specific sample (analytes and matrix) and specific method (eluents 
used, gradient program and instrumentation). The developed Quantem approach 
is made available as a software to LC/ESI/MS community.  
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REVIEW OF LITERATURE 
Electrospray ionization (ESI) source is used to introduce samples to mass 
spectrometry (MS) or to connect high-performance liquid chromatography 
(HPLC) with mass spectrometry. LC/ESI/MS nowadays is the most popular 
analytical method for metabolomics,1 drug development and metabolism 
studies,2 environmental screening,3 and food safety analyses4 to name some. 
The scientific audience has described the processes occurring during electro-
spray ionization with three models: ion evaporation model5,6 for small 
molecules (< 1500 Da), charge residue model7 for large molecules, and chain 
ejection model8 for linear intermediate size molecules. This work focuses on the 
small molecules thus on the ion evaporation model.  
Electrospray ionization can be used in positive as well as in negative mode to 
generate positive or negative gas-phase ions respectively and to introduce these to 
the mass spectrometer. This work focuses mainly on ESI positive mode. In the 
positive ionization mode, the ions are intrinsically charged,9 formed by 
protonation10,11 or adduct formation with cations such as sodium,12,13 potassium,14 
ammonium15 or formed by electrochemical oxidation in the electrospray needle.16 
Furthermore, the ions may be multiply charged. This work focuses on singly 
charged ions either intrinsically or formed by protonation. 
Although LC/ESI/MS is widely applied, the method is not considered as 
inherently quantitative as ionization efficiencies, the efficiency of generating 
gas-phase ions from analyte molecules or ions in the ESI source, of different 
compounds, may vastly differ. In our group, several orders of magnitude 
differences in ionization efficiencies have been observed in positive ionization 
mode.10 Additionally, ion transport efficiency depends on instrument and source 
design,17,18 and strong matrix effects may affect the analyses.19,20 Therefore, 
calibration with standard substances is needed to get quantitative results of the 
concentration of the compound of interest in the sample of interest. As standard 
substances are not always available nor possible to synthesize there is a need for 
approaches to estimate the concentration of studied analytes with reasonable 
reliability. First steps to develop new approaches for quantification is to 
understand which parameters and how these affect the ionization efficiency. 
 
 
Properties of compounds that affect ionization efficiency 
Several groups have studied the physicochemical properties of compounds that 
affect the ionization efficiency (Table S 1).11,21–28 The reported parameters 
affecting electrospray ionization were gas-phase basicity, basicity in solution 
(pKb), hydrophobicity (logP), adjusted mass (hydrogen and carbon ratio in the 
molecule), and molecular volume. 
Amad et al.22 studied the gas phase basicities of used solvents and analytes 
and found that solvents with higher proton affinities in the gas phase suppress 
the ionization of analytes. On the other hand, results of Ehrmann et al.23 show 
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that gas-phase basicity does not show significant correlation with ionization 
efficiency, but the pKb of analytes in solution does affect ionization efficiency. 
Additionally, they showed that it is not possible to describe ESI as solely a 
transfer of protonated analyte into the gas phase. For some analytes with very 
high pKb values the predicted concentration of the protonated species in solution 
is significantly below the detection limit; however, these compounds were still 
detectable in mass spectra. 
Oss et al.10 studied small organic bases in ESI positive mode. The ionization 
efficiencies were correlated with different molecular properties and significant 
correlation was observed with molecular volume and with basicity of the 
molecules. 
Henriksen et al.25 studied negative ionization and their results showed that 
ionization efficiency dependence on pKa is more complex. Highly acidic com-
pounds would be assumedly most responsive for the analysis due to their 
tendency to form negative ions. However, for the compounds studied the effect 
of acidity was not consistent. Many highly acidic compounds were polar and 
poorly responsive. Furthermore, compounds with very high pKa values, which 
would not form anions in bulk solution were still detectable. Additionally, they 
observed a positive correlation between hydrophobicity (logP) and the negative 
ion response in ESI/MS. This is expected as more hydrophobic compounds 
have a higher affinity towards the droplet surface.  
Huffman et al.26 extended the study of Henriksen et al.25 They observed that 
compounds with electron-withdrawing groups and extended conjugation ionized 
best due to resonance and inductive effects. Additionally, they observed that in 
general, the ionization efficiency increases when in the homological compound 
set the alkyl chain length increases. Furthermore, in the family of phenols, 
introducing electron acceptor substituent increases the ionization efficiency. 
Nguyen et al.27 studied organic acids in ESI positive mode. They observed a 
positive correlation between adjusted mass and response of ion in ESI/MS. The 
adjusted mass was defined as a product of the molecular mass and the H/C ratio 
in the molecule.  
Chalcraft et al.11 studied zwitterionic and cationic metabolites in ESI positive 
mode. They observed a positive correlation between molecular volume, logP, 
absolute mobility and effective charge and cation response in ESI/MS. 
Also, Cech and Enke29 observed the tendency of increasing response in 
ESI/MS with increasing hydrophobic character of oligopeptide. They studied 
oligopeptides of 3 amino acids with a different amino acid as C-terminus. The 
trend is explained with the increasing affinity towards the droplet surface. 
These findings demonstrate that several physicochemical parameters have 
shown correlation with ionization efficiency. The studied parameters can be 
divided into two groups: firstly, parameters describing the hydrophobicity of the 
compound and, secondly, parameters explaining the charging of the compound. 
However, contradictory observations e.g. importance of hydrophobicity (logP) 
or basicity (GB, pKb) are present in the literature. Thus, a broader set of 
compounds may give more insight into the effect of compound properties. 
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Next to properties of compounds also the eluent is affecting the response in 
ESI/MS. Kostiainen and Kauppila30 and Gao et al.31 have reviewed the effect of 
eluent on ionization efficiency in ESI. 
 
 
The conductivity of the solvent must be sufficient for efficient charge separation 
if high sensitivity and good stability are desired. Solvents suitable for ESI vary 
from polar to medium polar, the most widely used being water, methanol and 
acetonitrile. Non-polar solvents with low conductivity are not favourable and 
are used in LC/ESI/MS mainly with a post-column addition of a polar solvent 
compatible with ESI.32 Neat water is considered a poorer solvent for con-
ventional ESI than are organic solvents such as methanol and acetonitrile.33 This 
is partly because the viscosity of water is higher and, therefore, the electro-
phoretic mobility of ions is lower, leading to inefficient charge separation and 
difficulties in producing a stable spray. Moreover, higher surface tension needs 
higher voltage applied to capillary to achieve stable spray.34 Additionally, the 
water vapour pressure is lower thus formed droplets do not dry as quickly and 
fewer ions are ejected into the gas phase.35 Hence, the ESI response is lower 
when water alone or highly aqueous eluent is used.36 Therefore, to increase the 
response of analyte stronger retention in reversed-phase would be beneficial as 
compounds will elute with higher organic modifier content hence have higher 
ionization efficiency.37 However, pneumatically assisted and thermal focusing is 
often used in commercial sources on the market in which spray stability in case 
of pure water does not differ from other eluent compositions.38 Cech and Enke28 
suggest in their review to use at least 50% of organic (moderately polar) 
modifier to achieve a stable spray in ESI. In commercially available ESI sources 
the stability of the spray is often ensured throughout the HPLC gradient when 
using pneumatically assisted and especially additionally thermally focused 
ionization sources as shown for example by Kruve38 in negative mode and by 
Periat et al.39 in positive mode. The most popular organic modifiers in 
LC/ESI/MS are methanol and acetonitrile. There is no clear conclusion that one 
of them outperforms the other.  
Huffman et al.26 studied neat methanol, acetonitrile, acetone and water as 
eluents in negative ESI/MS. They found that for 2/3 of studied compounds (48) 
exhibited greater response in methanol than in other eluent compositions. As a 
class of compounds, the steroids gained the most when methanol was used as 
eluent. Generally, responses followed the order methanol > water > acetonitrile 
≥ acetone for most test compounds. They explained it that polar protic eluents 
stabilize the charge separation thus the spray and solvate better the formed ions. 
Silvester40 also studied the effect of organic modifier on the response of 
analytes in both ESI positive and negative mode in chromatographic analysis. 
Solvent effects on ionization efficiency 
Solvent type 
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According to his results in both ESI positive and negative mode over a broad 
range of eluent pH values (3 < pH < 10) the methanol outperforms acetonitrile 
(signal increase up to 500%). However, the effect can be quite small (20%) in 
the example of rosuvastatin. One additional explanation of why methanol 
outperforms acetonitrile was the fact that due to the lower eluotropic strength of 
methanol retention times of analytes were longer. Therefore, the organic 
modifier percentage was higher at retention time enhancing the signal observed 
in case of methanol. 
Thacker and Schug41 studied solvent effects on glucose response in ESI/MS 
and also found that methanol-water mixture (80/20) outperforms acetonitrile-
water mixture (80/20) in both ESI positive and negative mode. They observed 
for a methanol-water mixture that in both modes the higher the methanol 
percentage the higher the response. Surprisingly, for acetonitrile-water mixture 
in ESI positive mode, the response decreased remarkably with increasing 
acetonitrile percentage. In ESI negative mode the signal increased with in-
creasing acetonitrile percentage up to 60% of acetonitrile, plateaued up to 80% 
of acetonitrile and decreased sharply if acetonitrile percentage was further 
increased. 
Periat et al.42 compared HILIC and RPLC with MS detection. HILIC turned 
out to be a more sensitive approach. The main explanation for that was that 
higher acetonitrile percentage was required in case of HILIC separation to elute 
all 56 test compounds. Again, showing that higher organic modifier percentage 
results in higher ionization efficiency hence more sensitive method. 
Gao et al.43 reviewed the alternatives of acetonitrile in bioanalysis in light of 
acetonitrile shortage between 2008 and 2009. In addition to previous findings, 
they pointed out that one disadvantage of methanol over acetonitrile is its 
reactivity. It is observed that some metabolites react with methanol during 
analysis hence changing the structure and thus ionization efficiency of the 
analyte. 
Steiner and Hassel44 studied different solvents in non-aqueous capillary 
electrophoresis-mass spectrometry for basic analytes and in terms of limit of 
detection they observed hardly any difference between methanol and 
acetonitrile. 
Monnin et al.45 studied effects of eluent additives to lipidomic analysis. In 
the example of studied compounds, there are no significant differences in 
relative intensities of compounds between methanol and acetonitrile containing 
eluents. 
Maragou et al.46 studied the effect of eluent on response factors in ESI 
positive mode. They concluded that the differences between methanol and 
acetonitrile are not remarkable except for 3,4-dichloroaniline. In case of 
3,4-dichloroaniline, 60-fold higher response factor was observed in case of 
acetonitrile containing eluent. Such findings address that there can be 
compound specific effects of eluent on ionization efficiency. 
Campbell et al.47 studied the protomers of 4-aminobenzoic acid and the 
distribution of two forms in different eluent compositions. They compared 
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acetonitrile/water mixtures with methanol/water mixture. It was evident that O-
protomer is dominant in differential mobility spectrometry (DMS) ionogram in 
case of methanol containing eluent whereas N-protomer is dominant in case of 
acetonitrile rich eluent. They concluded that protic solvent stabilizes preferably 
O-site and acetonitrile amine group. The amine group is in the liquid phase 
more basic than the carboxylic group. This means in case of protic eluent the 
charge can travel from N-site to O-site during the ESI process. 
 
 
Additives and buffers are used in LC eluents to improve resolution and 
reproducibility. Chemical properties and concentration of the additive, as well 
as pH, have a significant effect on analyte response in ESI. Unfortunately, many 
of the additives and buffers, especially non-volatile ones, commonly used in LC 
are not compatible with ESI/MS. In general, non-volatile buffers such as 
phosphate and borate tend to cause increased background, signal suppression, 
and rapid contamination of the ion source resulting in decreased sensitivity and 
stability.30 Although various volatile additives have been employed in 
LC/ESI/MS, the most widely used are acetic acid, formic acid, ammonium 
hydroxide, ammonium acetate and ammonium formate.48,49 In addition 
trifluoroacetic acid (TFA) is used. The performance of TFA is somewhat 
controversial. In one hand it is volatile and more acidic (pKa = 0.3) than formic 
acid (pKa = 3.75) which is very favourable for ESI, on the other hand, several 
groups have observed suppressive effects on the signal of analytes caused by 
TFA.  
Often the best sensitivity in ESI positive mode is achieved when the analyte 
is ionized already in the liquid phase. Therefore, acidic eluents in ESI positive 
are preferred for basic analytes, such as amines. In ESI negative mode basic 
conditions are preferable for acidic analytes, such as carboxylic acids and 
phenols.31 On the other hand, often the best chromatographic performance in 
reversed-phase LC, with good retention factors and resolution, is achieved by 
adjusting the pH so that the acidic or basic analytes are neutral in the eluent.30  
However, there are some studies showing that increasing the ionization degree 
(α) in solution could result in a decrease in sensitivity because of the properties 
of corresponding eluent composition. Kamel et al.48 studied the effect of TFA, 
acetic acid, ammonia, and sodium acetate on the sensitivity of antiviral agents 
using ESI positive mode. They observed that TFA suppresses and acetic acid 
enhances the signal in ESI. Additionally, they observed that the addition of 
ammonia to the aqueous phase significantly enhances analyte response. A 
significant conclusion drawn from that work48 was that the major processes for 
the formation of ions from pyrimidines occurred via gas phase ion/molecule 
reactions and not through solution phase reactions. The effects of TFA and 
acetic acid on the sensitivity of basic drugs in ESI positive mode were also 
studied by Mallet et al.50. Dams et al.51 observed, similarly to Kamel et al.48, that 
Additives 
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TFA has a suppressive effect and added that other acids with higher con-
centrations, as well, have a suppressive effect. They reported the suppressive 
effect of volatile acids (formic and acetic acid) on morphine analysis, with the 
most suppression observed at acid concentrations 0.03–0.04% (v/v); higher 
concentration did not yield further suppression.51 
The signal reduction and spray instability caused by TFA has been explained 
by either the high conductivity or surface tension of the aqueous eluent 
containing TFA52,53 or strong ion-pairing between the TFA-anion and the 
protonated molecule. The ion-pairing process is described as masking the 
protonated molecules and thereby decreasing the efficiency of the ESI droplet to 
emit protonated molecules to the gas phase.54 Ion-pairing may also lead to 
reduced charge separation at the tip of the ESI sprayer and thereby to decreased 
ionization efficiency.51,55 
Silvester40 observed the highest responses in positive mode ESI for various 
analytes (propanolol, rosuvastatin, and drug AZ-X) in basic solutions 
(ammonium acetate buffer, pH = 9.9), for which the analytes were expected to 
be in a neutral form. Additionally, Rainville et al.56 studied the effect of acidic 
and basic eluent on the sensitivity of 24 pharmaceuticals. They observed that for 
87% of compounds the basic eluent resulted in an increase in the peak area. 
Additionally signal-to-noise ratio increased for 70% of compounds. They 
showed that the phenomenon is not explained by later elution as for 70% of 
compounds the retention time did not increase. Mansoori et al.57 first observed, 
and Zhou and Cook58 later studied in detail, “the wrong-way-round ionization” 
this means that analytes give a high response in conditions where the analyte is 
not expected to ionize according to solution phase chemistry (pKa and pH). 
They explained the phenomenon by gas-phase reactions occurring with 
precursors either present in solution or induced by corona discharge. Hua and 
Jenke59 showed that some compounds form ammonium adducts in the droplet 
that may lead to increased protonated analyte signals. Peng and Farkas60 also 
showed that a high eluent pH is suitable for analysis of basic analytes. 
The pH effect on ESI efficiency becomes even more complex if changes in 
solution pH during the ESI process are considered.61–63 Van Berkel et al.61 
showed that electrochemistry occurring on the needle tip changes the pH of the 
solution remarkably. In unbuffered solutions, the pH decreases in positive ion 
mode by as much as 1.8 pH units in case of low flow rates (0.008 mL/min) and 
0.6 pH units using typical chromatographic flow rates (0.2 mL/min). Addi-
tionally, Zhou et al.63, Girod et al.62 and Liigand et al.64 have shown that the pH 
of droplets decreases along the ESI plume by approximately 0.6 pH units. 
Next, to pH effects, the compound-specific effects may arise. Park and 
Jung65 observed that adding small amount (0.05 mM) ammonium formate to the 
water-phase containing formic acid as eluent additive resulted in an increase of 
signal of protonated species compared to sodiated ion in case of gingerols. 
Surprisingly just increasing the formic acid concentration (from 0.1% to 2.0%) 
did not show any significant increase in signal of protonated species. Addi-
tionally, Yuan et al.66 have shown that oxalic acid as an additive is most 
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efficient to suppress sodium adduct formation thus enhancing the protonated 
signal in case of oligopeptides. Kruve and Kaupmees12 have recently also 
shown the same effect on small molecules. 
 
 
The concentrations of additives required in LC are often at the level of 100 mM 
that is too high for ESI. In practice, usually, the additive concentrations should 
not exceed 10 mM in order to avoid ionization suppression.30 Constantopoulos 
et al.9 presented an equilibrium partitioning model, which predicts that analyte 
response is proportional to concentration at electrolyte concentrations below 
1 mM. At higher concentrations, the analyte response decreases. The decrease 
may be explained by the repulsive forces caused by the increased charge density 
at high buffer concentrations and these repulsive forces cause spreading of the 
spray. The density of ions at the centre of the spray is then reduced, and fewer 
ions are collected by the ESI source for mass analysis. Spreading of the spray at 
higher salt concentrations has been visually observed.9 The decreased sensitivity 
at high buffer concentrations may also be due to the competition of ions for a 
site at the surface of the ESI droplet or due to the formation of a solid residue.67 
The suppression effect may also depend on the surface activity of an 
additive28,67–69 so that electrolytes with higher surface activity can be expected 
to suppress ionization of an analyte more than those with lower surface activity. 
 
 
Proposed models describing the ionization process during ESI have been 
accepted in the mass spectrometric audience and several groups have observed a 
correlation between physicochemical parameters of compounds and their 
ionization efficiencies. Models have been proposed attempting to predict 
ionization efficiency from physicochemical parameters of com-
pounds.10,11,21,24,71–75 To make different studies comparable the input data and 
results are compared quantitatively. If needed and possible the performance of 
the model is re-evaluated to compare the results using root-mean-square error 
(RMSE).  
 
 
𝑅𝑀𝑆𝐸 = 10ோெௌா೗೚೒, 
 𝑅𝑀𝑆𝐸௟௢௚ = ඨ
∑ ൫log 𝐼𝐸௣௥௘ௗ − log 𝐼𝐸൯௡௜ୀଵ
ଶ
𝑛  
Eq. 1 
 
Where logIEpred is predicted ionization efficiency, logIE denotes measured 
ionization efficiency and n is a number of ionization efficiencies in a particular 
study. 
Concentration of additives 
Previous ionization efficiency models 
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Caetano et al.72 studied 170 molecules with different chemometric tools with 
the main aim to identify whether one ionization technique outperforms the other 
in comparison of APCI and ESI. To hold some parameters constant, they used 
source parameters optimized for cocaine and studied the corrected response in 
one eluent composition. They studied different algorithms and partial least 
squares regression (PLS) outperformed stepwise multiple linear regression 
(MLR) for predicting the corrected response in ESI. The developed model 
covered ionization efficiency values of 2.4 orders of magnitude. The RMSE of 
the training set was 1.8 times and RMSE of the test set was 2.2 times.  
Chalcraft et al.11 developed relative response factor prediction model for ESI 
positive mode. They used an MLR algorithm and the significant parameters in 
their model were molecular volume, logP and absolute mobility. The 48 
metabolites used in training set covered ionization efficiency values of 2.8 
orders of magnitude. Validation set consisted of 10 compounds. The model was 
developed for one eluent composition. The average error was 1.4 times. And 
RMSE was 1.6 times. 
Oss et al.10 studied 62 of nitrogen and oxygen bases covering ionization 
efficiencies 6 orders of magnitude in ESI positive mode in one eluent com-
position. They also developed an MLR model to predict ionization efficiencies. 
The most significant parameters were molecular volume and aqueous pKa. 
Standard residual error for the training set was 6.5 times and for test set 7.2 
times. The obtained RMSE of the model was 6.3 times. 
Wu et al.24 studied ESI negative mode. They developed a model using MLR 
algorithm based on 20 organic acids covering ionization efficiencies of 1.3 
orders of magnitude and validated it with 17 compounds on another mass 
spectrometric setup. Five significant parameters in their model were: hydrogen 
bond acidity, HOMO energy, the number of hydrogen bond donating group, the 
ratio of organic modifier, and the polar solvent accessible surface area. RMSE 
for the training set was 1.2 times. 
Gioumouxouzis et al.74 studied ESI negative mode in case of 110 druglike 
compounds in one eluent composition. As all the compounds were studied at the 
same concentration the problem arises that some studied compounds may not be 
in the dynamic range rather in saturation. They developed a model using the 
PLS algorithm. RMSE of the developed model was 1.5 times. 
Alymatiri et al.71 studied the response of steroids in ESI/MS. They used 30 
steroids to develop a model to predict response in ESI/MS. The studied 
compounds covered 1.8 orders of magnitude of ionization efficiency in ESI 
positive mode and 3.2 orders of magnitude in ESI negative mode. Again, the 
PLS algorithm was used for model development. The most significant 
parameter according to VIP plot was gas phase basicity. It was not possible to 
obtain information about the performance of the developed model based on the 
data available in the publication. 
Golubovic et al.21 studied ESI positive mode in the example of seven sartans. 
For model development, artificial neural network (ANN) algorithm was used. 
The significant parameters for model were methanol percentage, flow rate, pKa, 
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logP, molecular volume and number of hydrogen bond acceptor sites. The 
RMSE of the model was 1.5 times. 
Cramer et al.73 studied 77 pharmaceuticals and developed a model based on 
66 compounds using MLR algorithm. The significant parameters were aqueous 
proton affinity and total surface area of the molecule in its conjugate base form. 
The model was developed in ESI positive mode for one eluent composition. The 
studied compounds covered 3.7 orders of magnitude in ionization efficiency. 
RMSE of the model was 4.0 times. 
Hermans et al.75 studied free and derivatized amino acids. Altogether 84 
different compounds were under investigation in ESI positive mode. For model 
development, MLR algorithm was used. The studied compounds covered 3.5 
orders of magnitude of ionization efficiencies. The significant parameters for 
the model were SPAN and BIC0. BIC0 is the bonding information content 
index proposed by Basak et al.76 and generally describes the diversity of atomic 
composition and structural groups. The SPAN geometrical index is a simple 
size descriptor. It is the radius of a sphere centred in the molecule centre of a 
mass enclosing the entire molecule.77 
The comparison of abovementioned reveals promising prediction accuracy 
but also low universality arising from the limited scope. Namely, the similarity 
of studied analytes in one set is high. Mainly only one eluent composition has 
been studied, or the number of analyte eluent compositions is small. However, 
some groups use LC separation with gradient elution, which increases the 
number of eluent conditions used but does not increase the number of analyte 
and eluent combinations. The last is important to effectively model the 
influence of both analyte properties and eluent properties. Next, the accuracy of 
the models is also influenced by the measurement technique: often ionization 
efficiency is determined on a single concentration level without verifying 
linearity. 
Shortcomings of the modelling approaches also limit the domain of applica-
tion. Often the studies and proposed models are instrumentation specific and 
there is no guidance on how to transfer these approaches and especially models 
to other instrumentations in other labs. Additionally, the studies are prevalently 
in positive mode and there are few examples of application in real samples.24,78 
Even more so, the predicted ionization efficiencies have been rarely used to 
estimate the real concentrations of the compounds detected in LC/MS analysis. 
All in all, the ionization efficiencies have potential in making analysis quanti-
tative even without the availability of standard substances, but this potential is 
until now strongly underdeveloped. 
 
 
LC/MS has become the most versatile analytical tool to discover and detect 
metabolites,1 pharmaceuticals and their transformation products,2 environmental 
contaminants,3 and food contaminants4 with non-targeted79 analysis. To better 
The benefit of ionization efficiency model 
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understand the chemical and mechanistic dynamics of a system, a quantitative 
approach is preferred, which requires two main elements: identification and 
quantification of each compound of interest (determining the concentration of 
compounds within the dataset). Currently, accurate mass measurements from 
high-resolution mass spectrometry (HRMS), together with relevant data 
analysis,80,81 is increasingly able to assign structures to the features detected.82 
Quantification, however, remains a primary challenge. For example, out of 
114 100 compounds in the Human Metabolome Database, only ca. 21 000 have 
been detected and identified.83 Currently, the ability to get quantitative 
information from LC/MS is almost exclusively limited by the availability of 
standard substances as different compounds ionize in a different extent in ESI 
source. The response of the compounds in LC/MS is influenced by the pro-
perties of the compound, eluent composition, and instrument. Thus, quantifying 
all detected compounds with a targeted analysis is exceedingly difficult, as 
standard substances (to match retention time, mass fragmentation pattern, and 
provide a calibration curve) are not available for most of the compounds.  
Additionally, the results of most LC/MS analyses conducted in different 
laboratories can currently only be compared based on qualitative data, as the 
measurement conditions and instruments used vary strongly and quantitative 
data are not available.79 The lack of facile quantification also represents an 
obstacle to longitudinal studies, as samples collected over a long period of time 
must be stored and analysed all together in the same laboratory with the same 
methods. This raises concerns about sample preservation, stability, and delays 
in information dissemination, especially in cases where fast interventions may 
be crucial.  
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EXPERIMENTAL 
Chemicals 
The compounds for which ionization efficiency values were measured and/or 
collected from previous studies for model development are listed in Table S 2. 
Acetonitrile (Chromasolv® Plus for HPLC, ≥ 99.9% Sigma-Aldrich, USA), 
methanol (Chromasolv® Plus for HPLC, ≥ 99.9% Sigma-Aldrich, USA), 
acetone (puriss. p.a. ≥ 99.5% Sigma Aldrich, USA), 2-propanol (for HPLC, 
99.9%, Sigma Alrich, USA), ultra-pure water (purified with Millipore 
Advantage A10 MILLIPORE GmbH, Molsheim, France), formic acid (98%, 
Fluka USA), oxalic acid (≥ 99.0%, Fluka, USA), propionic acid (≥ 99.5%, 
Fluka, USA), trifluoroacetic acid (99+%, Aldrich, USA), ammonia solution 
(25%, Lach:Ner, Czech Republic), ammonium fluoride (≥ 98.0%, Fluka USA), 
ammonium formate (≥ 99.0%, Fluka, USA), ammonium bicarbonate (≥ 99.0%, 
Fluka, USA), and ammonium acetate (≥ 99.0%, Fluka, USA) were used as 
eluent components. Studied eluent compositions are listed in Table S 3. 
 
 
Equipment 
The ionization efficiency measurements were carried out in the positive ion 
mode on 7 different mass spectrometers. 
I. An Agilent XCT ion trap mass spectrometer (Agilent Technologies, 
Santa Clara, CA, USA) with an Agilent 1100 series HPLC (Agilent 
Technologies, Santa Clara, CA, USA) was used. The measurements 
were carried out in flow injection mode. For instrument control, an 
Agilent ChemStation for LC (Rev. A. 10.02) and MSD Trap Control 
(Version 5.2) were used. The following MS and ESI parameters were 
used for commercial ESI source: nebulizer gas pressure, 15 psi; drying 
gas flow rate, 7 L/min; drying gas temperature, 300 ˚C. For in-house 
developed 3R sprayer nebulizer84 following parameters were used: gas 
pressure 2 psi, drying gas flow rate 10 L/min, drying gas temperature 
350 °C, and inner capillary gas pressure 12 bar. For both setups the 
needle voltage was 3500 V. Additionally, only the target mass (TM) 
was optimized.13 
II. A Varian J-320 (Varian Inc., Walnut Creek, CA, USA) triple 
quadrupole mass spectrometer. For the instrument control, MS 
Workstation was used. Used ESI source has an angular geometry and 
used parameters were: needle voltage 3500 V, drying gas 10 psi, drying 
gas temperature 300 ˚C, and shield voltage 300 V. The signal was 
recorded with capillary voltages 30 V, 40 V, 50 V, 60 V, 70 V. The 
highest obtained signal was used. 
III. An Agilent Single Quad 6100 (Agilent Technologies, Santa Clara, CA, 
USA) equipped with the modified85 Agilent Jet Stream (AJS) ESI 
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Source (Agilent Technologies, Santa Clara, CA, USA). Used ESI 
parameters were: capillary voltage 3500 V, nozzle voltage 600 V, 
nebulizer gas pressure 15 psi, drying gas flow rate 7 L/min, drying gas 
temperature 300 ºC, sheath gas flow rate 1 L/min and sheath gas 
temperature 80 ºC. 
IV. An Agilent 6495 Triple Quadrupole (Agilent Technologies, Santa Clara, 
CA, USA) with conventional ESI source or Agilent Jet Stream ESI 
Source and iFunnel ion funnel (Agilent Technologies, Santa Clara, CA, 
USA). In case of conventional ESI source parameters used were: 
capillary voltage 4000 V, nebulizer gas pressure 14 psi, drying gas flow 
rate 15 L/min, drying gas temperature 200 °C. For Jet Stream parameters 
used were: capillary voltage 3000 V, nebulizer gas pressure 20 psi, 
drying gas flow 12 L/min, drying gas temperature 200 °C, sheath gas 
flow 11 L/min and sheath gas temperature 250 °C. For instrument 
control, Agilent MassHunter Workstation Data Acquisition was used. 
V. An LTQ Ion trap (Thermo Fisher Scientific, San Jose, USA) with a 
standard ESI source or heated HESI-II source was used. For standard 
ESI source following settings were used: sheath gas flow rate 35 psi, 
auxiliary gas flow 10 a.u., sweep gas flow rate 5 a.u., spray voltage 3.5 
kV and a capillary temperature of 275 °C. A heated electrospray 
HESI-II source was used under the same settings except for the 
capillary temperature that was set at 350 °C. An ACCELA liquid 
chromatograph (Thermo Fisher Scientific) was used for flow injection 
analysis. Xcalibur software was used for data processing. 
VI. A Synapt G2 (Waters, Wilmslow, UK) quadrupole time-of-flight hybrid 
mass spectrometer with a Z-Spray ESI source. The source parameters 
were: source temperature 120 °C, desolvation gas temperature 450 °C, 
desolvation gas flow rate 800 L/h, capillary voltage 1 kV, sample cone 
35 V, extraction cone 7.0 V, cone gas 50 L/h. An Acquity UPLC 
(Waters, Milford, MA, US) with ctc-PAL autosampler was used for flow 
injection analysis. MassLynx software was used for data processing. 
VII. An API 4000 (Sciex, Concord, Canada) triple quadrupole with 
TurboSpray ESI source was used with following parameters: Ionspray 
Voltage 5.5 kV, curtain gas 10 psi, nebulizer gas (Ionspray gas1) 40 psi, 
heater gas (Ionspray gas2) 40 psi, and heater gas temperature 425 °C. 
An Acquity UPLC (Waters) was used for flow injection analysis. 
Analyst software was used for data processing. 
 
For all measurements in flow injection mode, the flow rate was set at 
0.2 mL/min. Measurements in the publication I and II also used direct infusion 
experiments and the flow rate used was 0.008 mL/min. The measurement 
results for flow injection analysis and direct infusion analysis were consistent86 
and, therefore, the majority of the measurements were conducted in flow 
injection mode.  
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For the ionization degree measurements, UV-Vis spectra were recorded with a 
PerkinElmer Lambda 2S UV/Vis spectrometer (PerkinElmer, Massachusetts, 
USA). Spectra were recorded from 190–750 nm using 1 cm cuvettes. 
For chromatographic experiments, an Agilent XCT ion trap mass spectro-
meter (Agilent Technologies, Santa Clara, CA, USA) with an Agilent 1100 
series HPLC (Agilent Technologies, Santa Clara, CA, USA) was used. As the 
column, a Zorbax Eclipse XDB-C18 column (5 µm, 250 × 4.6 mm) was used. 
Isocratic elution with 80% acetonitrile was used for chromatographic ionization 
degree determination in the corresponding eluent. 
The aqueous phase pH was measured with pH-meter (Evikon pH Meter 
E6115) using a glass electrode (Evikon pH631). 
 
 
Ionization efficiency measurement 
For the evaluation of logIE values, the responses of [M+H]+ were recorded in an 
MS1 scan mode in ESI positive mode. In case in source fragmentation of the 
compounds occurred, the intensities of the fragment ion peaks were added to the 
intensity of the molecular ion peak. Six dilutions of the analyte stock solutions 
were made (1-, 1.25-, 1.67-, 2-, 2.5-, and 5-fold) with the corresponding eluent 
by the autosampler and delivered to MS in flow injection mode. All mea-
surements were conducted in the linear range.  
The absolute ionization efficiency values tend to vary significantly 
depending on the ionization source geometry, ion optics, day, cleanliness of the 
ionization source, etc. Therefore, we measured the relative ionization efficiency 
(RIE) of a compound M1 relative to anchor compound (M2)87 according to the 
following equation: 
 
 𝑅𝐼𝐸(𝑀ଵ/𝑀ଶ) = 𝑠𝑙𝑜𝑝𝑒
(𝑀ଵ)
𝑠𝑙𝑜𝑝𝑒(𝑀ଶ) 
Eq. 2 
 
 
where the slope of the analyte signal versus concentration is estimated via linear 
regression in the linear range of the signal-concentration plot. As isotopologues 
abundance in mass spectrum depends on the compound, isotope correction was 
used to correct the signal. In our measurements anchor compound in positive 
mode is tetraethylammonium. To make the data easier to present and analyse, 
the logarithmic scale (logIE) was used. The scale in positive mode was 
anchored to logIE of tetraethylammonium, taken as 3.95 in the acetonitrile/ 
0.1% formic acid(aq) 80/20 as previously stated.10  
 
 log 𝐼𝐸ெభ = log 𝑅𝐼𝐸(𝑀ଵ/ 𝑀ଶ) + log 𝐼𝐸௔௡௖௛௢௥ Eq. 3 
 
To minimize the influence of possible differences in conditions when measuring 
M1 and anchor compound, two steps were taken: (1) each compound was 
measured on at least three different runs (on three different days) and the results 
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were averaged, and (2) anchor compound was measured in the beginning and 
end of each run on each day. To anchor the scales of other eluent compositions, 
the MS signal intensities of anchor compound in all eluents were measured in 
the same day and the logIE value of anchor compound in an eluent n was 
calculated using Eq. 4: 
 
 log 𝐼𝐸ௌ௡ = log ൬𝐼𝐸ௌଵ ∙ 𝑆𝑖𝑔𝑛𝑎𝑙ௌ௡𝑐ௌ௡ ∙
𝑐ௌଵ
𝑆𝑖𝑔𝑛𝑎𝑙ௌଵ൰ 
Eq. 4 
 
 
where the SignalSn and SignalS1 are the signal intensities in eluent n and 1 and 
CS1 and CSn are the corresponding concentrations of benzoic acid in the 
respective eluents. In the main text of this thesis, the ionization efficiency 
values may differ from the ones presented in the publications. As for 
publication I anchoring over tetrapropylammonium was conducted. In pro-
ceeding publications, the anchoring over tetraethylammonium was performed. 
To make the results from different publications numerically consistent 
reanchoring of the results was performed so that logIE value of tetraethylam-
monium always corresponds to 3.95 in acetonitrile/0.1% formic acid(aq) 80/20. 
The reproducibility of measurements was calculated as a pooled standard 
deviation (Eq. 5): 
 𝑠௣௢௢௟௘ௗ = ඨ
∑ (𝑛௜ − 1) ∙ 𝑠௜ଶ௞௜
∑ 𝑛௜ − 𝑘௞௜
 Eq. 5 
 
Where si is the standard deviation of an analyte in one eluent, n is the number of 
measurements performed on an analyte in one eluent and k is the number of 
different analytes in the corresponding eluent. 
 
Descriptor calculation 
For analysing the correlation between logIE values and physicochemical 
properties of compounds two approaches COSMO-RS and PaDEL were used to 
calculate physicochemical properties. 
COSMO-RS 88,89 method was used for calculating various parameters: 
aqueous pKa, logP, charge delocalization parameters (WANS and Klamt 
parameters). Ionization degree (α) of the compounds was calculated from the 
pKa values calculated with COSMOtherm.90 WANS parameter describes charge 
delocalization. Klamt parameters include molecular area and volume of the 
molecule (for neutral form and cationic form), sig2 and sig3 describe polarity 
and polarizability of the molecule, Hacc3 describes the hydrogen bond 
accepting capacity and Hdon3 hydrogen bond donating capacity. 
For general ionization efficiency prediction model development, 1D and 2D 
PaDEL descriptors91(1444 descriptors) were calculated for every compound 
using ChemDes calculator.92 Additionally, five empirical eluent descriptors 
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(viscosity93, surface tension94, polarity index95, pH, NH4 presence) were added 
to the dataset. 
The viscosity of organic modifier water binary mixture93,96,97 was calculated 
using the general model: 
 
 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦 = 𝐴 ∙ (𝑜𝑟𝑔% ∙ 100)ଶ + 𝐵 ∙ 𝑜𝑟𝑔% ∙ 100 + 𝐶 Eq. 6 
 
The surface tension of organic modifier water binary mixture94,98 was calculated 
using the general model: 
 
 
𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑡𝑒𝑛𝑠𝑖𝑜𝑛
= 𝜎ଵ + 𝐷 ∙ 𝜎ଵ ∙ 𝑜𝑟𝑔%
+ (𝐸 ∙ 𝜎ଶ − 𝐷 ∙ 𝜎ଵ − 𝜎ଵ) ∙ 𝑜𝑟𝑔%ଶ
+ (𝜎ଶ − 𝐷 ∙ 𝜎ଶ) ∙ 𝑜𝑟𝑔%ଷ
Eq. 7 
 
Polarity index of organic modifier water binary mixture95 was calculated using 
the general model: 
 
 𝑝𝑜𝑙𝑎𝑟𝑖𝑡𝑦 𝑖𝑛𝑑𝑒𝑥 = 𝐹 ∙ 𝑜𝑟𝑔% + 𝐺 ∙ (1 − 𝑜𝑟𝑔%) Eq. 8 
 
NH4 presence parameter was 1 if the additive included either ammonia or 
ammonium salt (ammonium acetate, ammonium formate, ammonium bicarbo-
nate, ammonium fluoride), otherwise, it was kept 0. 
 
 
Table 1 Parameters used to calculate eluent descriptors. 
 acetonitrile methanol isopropanol acetone water 
A -1.04∙10-4 -3.59∙10-4 -4.74∙10-4 -3.13∙10-4 − 
B 4.36∙10-3 3.20∙10-2 5.89∙10-2 2.47∙10-2 − 
C 8.84∙10-1 9.03∙10-1 7.88∙10-1 9.02∙10-1 − 
D -2.91 -2.24 -3.89 -2.54 − 
E 7.14 5.62 15.56 6.84 − 
F 5.80 5.10 3.92 5.10 − 
G − − − − 10.20 
σ1 − − − − 71.76 
σ2 27.86 22.12 16.98 22.16 − 
 
 
Data pre-processing 
As PADEL descriptor calculation of some descriptors fails for some com-
pounds, the descriptors with NA (not available values) were removed from the 
dataset. Next, all the descriptors with had the same value for > 95% of 
compounds were eliminated from the dataset. As the third cleaning step, the 
pairwise correlation of descriptors was considered. If the R2 was higher than 0.8 
26 
the former descriptor was removed from the dataset. After data pre-processing 
for ESI positive mode 1086 descriptors were left in the dataset and for ESI 
negative mode 822 descriptors were left in the dataset. 
 
 
Ionization efficiency prediction model development 
Different machine learning algorithms (MLR, support vector machine (SVM) 
regression, ANN and random forest regression) were tested for model 
development. Regularized random forest regression algorithm99 from library 
RRF in R turned out to yield best performing models. For ESI negative and 
positive mode, individual models were developed. For model development, 
dataset was randomly split into two sets. 80% of observations were used for 
developing the model and 20% of observations were used as a validation set. 
The number of trees used in the random forest was optimized and the optimal 
number was 100 decision trees. The regularization isotherm selected 450 
significant descriptors for ESI positive mode and 145 significant descriptors in 
ESI negative mode. 
 
 
Concentration from predicted ionization efficiency 
As the model output is in universal logIE values and not instrumentation 
specific a set of compounds is used to transform the universal predicted logIE 
values to instrumentation specific values. The workflow is presented in Figure 
1. 
 
Figure 1 Flow chart of the Quantem approach to apply ionization efficiency prediction 
to estimate concentration. Purple is used for compounds of interest and green is used for 
compounds with known concentration; the latter is used to account for instrument-
specific effects in the prediction model. 
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For transforming the predicted logIE values the set either spiked to the matrix or 
as a standard solution was measured in dynamic range with the same method as 
analytes. From the analysis results logarithmic response factors(logRF) were 
calculated: 
 
 log 𝑅𝐹 = 𝑆𝑖𝑔𝑛𝑎𝑙𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 Eq. 9 
 log 𝑅𝐹୮୰ୣୢ = 𝑆𝑙𝑜𝑝𝑒 ∙ log 𝐼𝐸୮୰ୣୢ + 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 Eq. 10 
 
where the signal is recorded as a peak area in scan mode and corrected with 
isotope correction factor. Molar concentrations are used for calculation of 
response factor. logRF values were correlated with predicted logIE values to 
obtain parameters necessary for transforming the predicted logIE values. For 
studied pesticides in cereals and metabolites in green tea, these obtained 
parameters were used to transform predicted logIE values to logRF values. 
Knowing the scan mode peak areas of compounds of interest and predicted 
response factors it is possible to predict concentration (Eq. 11). Slope and 
intercept values in Eq. 10 were calculated based on the coefficients of the linear 
regression curve between logRF and logIEpred values in the calibration set. 
  
 𝑐 = 𝑆𝑖𝑔𝑛𝑎𝑙10୪୭୥ ோி೛ೝ೐೏ Eq. 11 
 
In order to validate the obtained results, the prediction errors between real 
concentration and predicted concentration in both cereal matrices and green tea 
samples were calculated as follows. 
 
 prediction error = max
⎩
⎨
⎧𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛
 Eq. 12 
 
Green tea data treatment 
For validation of the developed model, the approach was applied for previously 
collected data on different instrumentation in the different research group. Data 
from the study of Kellogg et al.100 was used to compare the performance of the 
model. Ionization efficiencies were predicted for 14 metabolites (Table S 4) that 
were quantified with a targeted method. To transfer the predicted logIE values 
to response factor specific to this instrumentation and experiment a transfor-
mation with six compounds has been performed. These six compounds were 
chosen as 20% percentiles and response factors were calculated for the NIST 
green tea reference material (sample T26). The concentrations of these 14 
compounds were predicted in 38 samples. 
28 
Sample preparation for cereal samples 
All of the cereal samples were prepared by Tingting Wang according to the 
QuEchERS extraction method, described elsewhere.101 In short, the blank 
samples (pesticides free) were obtained from proficiency test material for the 
six EUPTs: EU-PT-CF8 (wheat), -C3 (oat), -CF10 (rye), -C6 (barley), -CF9 
(maize), and -SRM6 (rice). Two grams of homogenized cereal samples were 
soaked with 10 mL acidified Milli-Q water containing 0.2% formic acid. Next, 
the sample was extracted with 10 mL of acetonitrile. Thereafter, 4 g of magne-
sium sulfate and 1 g of sodium chloride were added, and the tube was shaken 
for 1 min followed by centrifugation. The organic upper layer (2 mL) was 
removed and shaken with 0.1 g of Bondesil-C18 and 0.3 g of magnesium sulfate 
for 2 min followed by centrifugation. Then 1.5 mL of purified extract was 
removed into a vial with insert and spiked with different concentration of tested 
compounds (Table S 4) prior to injection on the LC/MS system. 
 
 
Statistical tests 
T-test and F-test were carried out as statistical tests for data analysis and 
treatment. All statistical tests were carried out at 95% confidence level and 
using R software. 
 
 
Ionization degree measurement 
Ionization degree (α) of an analyte is calculated as follows: 
 
 𝛼 =
ሾ𝐴𝐻ାሿ
ሾ𝐴𝐻ାሿ + ሾ𝐴ሿ =
1
1 + 𝐾ሾ𝐻ାሿ
 Eq. 13 
 
where [AH+] denotes the concentration of a protonated analyte, [A] denotes the 
concentration of analyte and K the constant of protonation of the analyte. 
For measurements of α, solutions of the analyte with different aqueous phase 
pH were made. The pH ranged from pH = 1.0 (0.1 M hydrochloric acid) to pH = 
13.0 (0.1 M sodium hydroxide). The intermediate pH values were obtained by 
titrating 5 mM ammonium acetate with formic acid or ammonia. 
The absorbances at the corresponding wavelengths were recorded, and the α 
was calculated as follows: 
 
 𝛼 =
𝐴௣ு(௜) − 𝐴௖௔௧௜௢௡
𝐴௡௘௨௧௥௔௟ − 𝐴௖௔௧௜௢௡ Eq. 14 
 
where ApH(i) is absorbance at particular pH and Aneutral and Acation are the 
absorbances corresponding to the purely neutral and purely cationic form, 
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respectively. The absorbance maxima with the largest difference in absorbance 
between neutral and cationic forms of an analyte were used for calculations.  
Compounds without chromophores (trizma base) could not be studied with 
UV-Vis spectroscopy; for these compounds, HPLC measurements were per-
formed.102 For three analytes, the HPLC measurements were used to confirm the 
results obtained with UV-VIS spectroscopy. For chromatographic ionization 
degree measurements, the analytes were analyzed after isocratic elution with 
two different aqueous phase pH values: 0.1% TFA (pH = 2.1) and 0.1% 
ammonia (pH = 10.7). The eluent consisted of 80% acetonitrile and 20% buffer 
(v/v). The change in retention times at different pH values was an indicator of 
change in α.  
 
 
Discriminant analysis for pH effect 
Ions are known to escape droplets as solvent clusters or as associates of eluent 
modifiers or combined.103 However, there is no certainty in which extent the 
escaping ions are clustered under specific conditions used in experiments. 
Therefore, we use molecular parameters calculated for ions without a solvent 
shell. The eligibility of this approach has also been demonstrated before by 
successfully modelling the ionization efficiencies of various compounds by 
parameters calculated for analyte ion.10,11,87 
Various physicochemical properties of the analytes in the solvent phase were 
calculated with COSMO-RS method to determine the appropriate analyte form 
(neutral or ionic) for linear discriminant analysis (LDA) and quadratic discrimi-
nant analysis (QDA). The calculated parameters were: aqueous pKa, logP, 
WANS parameter, and the Klamt parameters (molecular area, molecular volume, 
sig2 and sig3 that describe polarity and polarizability, respectively, and Hbdon3 
and Hbacc3, which are quantitative measures of hydrogen bonding donor and 
acceptor capacities, respectively). These parameters were calculated for both 
neutral and cationic forms of an analyte. Additionally, parameters such as a 
change in α, and a number of potential charge centres were used. 
To conduct linear discriminant analysis, the analytes were randomly divided 
into training and validation sets. In the validation set, there were 9 compounds: 
N,N-diphenylbispidine, 2,4-dinitroaniline, 2,6-dimethylpyridine, N,N-di-
methylaniline, acridine, 2,4,6-trinitroaniline, 3-hydroxypyridine, quinoline, and 
3-aminobenzoic acid. The other 19 compounds were used for developing a 
linear discriminant function. The modelling was first performed using a one-
parameter-at-a-time approach and the subsequent steps were performed using 
up to five parameters. All possible combinations were considered in discrimi-
nant function development. First, the models were generated with either one, 
two, three, four or five parameters for the training set (including leave-one-out 
cross-validation step). For validation, the best models (for each number of 
parameters) were also tested on a validation set (Figure S 1). In case of a small 
number of compounds (size of the training set and validation set), it is possible 
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that overfitting of the LDA model occurs. Using training set results, a model 
with the smallest number of parameters having sufficient prediction precision 
was chosen (Figure S 1). It was observed that more than two parameters in the 
LDA model do not significantly improve the prediction precision neither for 
training nor for the validation set. Therefore, it is possible that models with a 
higher number of parameters give small improvement by chance. The two-
parameter model was considered the best added that both parameters alone also 
gave good prediction precisions. For quadratic discriminant analysis, all 28 
compounds were used to study the relationship. The quadratic discrimination 
analysis was not used to make any prediction but to describe the observed 
phenomena.  
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RESULTS AND DISCUSSION 
To enable rapid developments in biology, food safety and environmental 
analyses there is a great need for increasing the amount of quantitative data 
obtained from LC/MS measurements. In my doctoral project, I hypothesized 
that it is possible to predict ionization efficiencies and use predicted ionization 
efficiencies to estimate the concentration of compounds of interest in LC/ESI/ 
MS analysis. Such an approach would enable standard substance free quanti-
fication in LC/ESI/MS analysis. To develop the model, I determined the 
parameters of analysis that affect the ionization of particular analyte in a 
specific analysis method. At the beginning of the studies first, the effect of 
eluent on ionization efficiency was studied using a set of 10 compounds 
covering a wide range of physicochemical properties (-4.2 < logP < 6.1 and 
3.9 < pKa(aq) < 11.3). In the study, 7 eluents covering acetonitrile percentage 
from 20% to 80% and pH from 2.7 to 9.8 were investigated. Furthermore, the 
change of composition of droplets in ESI plume was studied using online 
fluorescence spectroscopy. 
 
 
Solvent effects publication 
The results of the logIE measurements and comparison with the previous 
study10 are presented in Table S 5 and Figure 2. Altogether 120 relative 
measurements with the 10 compounds were carried out during 7 months in 7 
eluents. In each eluent, an ionization efficiency scale was constructed. The 
widest of the resulting scales have a span around 5 orders of magnitude. To 
assign logIE values to the analytes in the scale of the main eluent composition 
(acetonitrile/ 0.1% formic acid(aq) 80/20) the results were anchored to the logIE 
value of tetraethylammonium in the scale obtained by Oss et al.10 The other 
scales were anchored to the scale of the main eluent composition, taking into 
account the differences in logIE values of tetraethylammonium between the 
different eluents. This way of anchoring the scales have the advantage that the 
logIE values in different eluents become numerically comparable. The results 
are presented together with pooled standard deviation in Figure 2. 
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Figure 2 The positive mode ESI ionization efficiency (logIE) values in different solvent 
compositions. Error bars correspond to spooled (Eq. 5). On the left hand side graph water 
phase is 0.1% formic acid(aq) and organic modifier percentage is 80% on the right-hand 
side graph. 
Figure 3 XY image of solvent fractionation in the plume (% of acetonitrile) from the 
fluorescence signal of 20 µM of Nile Red in A) eluent composition acetonitrile/1 mM 
ammonia(aq) 80/20, B) eluent composition acetonitrile/1 mM ammonia(aq) 50/50. 
Eluent flow rate 1 mL/h. 
 
 
The evolution of the acetonitrile percentage in the electrospray plume decreases 
along the plume due to the solvent fractionation (Figure 3). It is seen that in case 
of acetonitrile/1 mM ammonia(aq) 80/20 the acetonitrile percentage decreases 
from 80% (needle tip, X; Y = 0; 5) to 61% (MS transfer capillary, X; Y = 8.8; 
10). For acetonitrile/1 mM ammonia(aq) 50/50, it is not possible to determine 
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the acetonitrile percentage at the MS transfer capillary because not enough 
fluorescence signal was observed at this point. Indeed, the fluorescence of Nile 
Red in more than 65% water (in which it is only slightly soluble) is strongly 
quenched.104 If the intersection of two eluent compositions acetonitrile 
percentage evolution pictures are compared it is seen that by acetonitrile/1 mM 
ammonia(aq) 80/20 the initial concentration of acetonitrile (80%) (X; Y = 0; 
5.5) decreases to 63% (X; Y = 10; 8.5) and by acetonitrile/1 mM ammonia(aq) 
50/50 the acetonitrile percentage decreases from 50% to 36%. 
 
 
Comparison with earlier results 
Comparing the logIE values between this study and study by Oss et al.10 with 
the t-test the differences are statistically insignificant. Therefore, the previous 
study10 remains valid even in the context of improved ion optics parameters 
implemented in this study. This shows on one hand that the previously 
established scale is sufficiently universal and on the other hand gives evidence 
that the scales established in this study are valid. 
 
 
The impact of organic modifier 
In a later study (IV publication) different organic modifiers were compared. 
Independent from the acidic modifier used, isopropanol as organic modifier 
gave the lowest ionization efficiencies with on average 6.6 times lower 
ionization efficiencies compared to methanol/10 mM formic acid(aq) 90/10 
(Table S 6). This result is not unexpected since, among the studied organic 
modifiers, isopropanol is the least volatile, the most viscous and has the highest 
surface tension which results in larger droplets and, therefore, fewer ions are 
ejected into the gas phase and directed into the mass spectrometer. 
The observed logIE values increased according to the used organic modifier 
as follows: isopropanol < acetone < acetonitrile < methanol. When formic acid 
was applied as a modifier, methanol gave statistically significantly higher (on 
average 1.5 times) logIE values than acetonitrile. In case of oxalic acid and 
propionic acid, there was no statistically significant difference in logIE values 
between methanol and acetonitrile. Acetonitrile provided higher logIE values 
than acetone. 
 
 
The impact of organic modifier percentage 
Comparison of the ionization efficiencies in different eluent compositions 
reveals that the logIE values depend on the organic modifier percentage. In 
general, the higher organic modifier content increases the ionization efficiency 
(Figure 2, Table S 5). 
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The ionization efficiency is a joint property of the analyte and the eluent. 
The organic modifier percentage affects the droplet “drying” rate. We know 
from the fluorescence measurements, that acetonitrile percentage decreases by 
at least 20% if the initial acetonitrile percentage is 80% and by at least 15% or 
slightly more in case of 50% initial acetonitrile percentage. Girod et al.85 have 
shown that faster evaporation results in a quicker decrease of droplet radius. 
Iribarne et al.5 suggested that there is a crossing point in droplet radius when 
Coulomb fission is taken over by ion evaporation. Therefore, when the droplet 
radius decreases faster, the crossing point is achieved earlier, and the ions have 
more time to evaporate resulting in higher ionization efficiency. The solvent’s 
ability to support ionization largely compensates for the low extent of 
protonation of the weakly basic compounds. The decrease of organic percentage 
from 80% to 50% decreases the logIE values statistically significantly for 
pyrrolidine, pyridine and diphenyl phthalate in case of 0.1% formic acid(aq) as 
water phase. The same is observed for diphenyl phthalate, 1-naphthylamine, 
dimethyl phthalate, diphenyl phthalate, piperidine and pyridine in case of 5 mM 
ammonium acetate buffer pH = 5.0 as water phase and for diphenyl phthalate, 
dimethyl phthalate, N,N-dimethylaniline, pyrrolidine and pyridine in case of 
1 mM ammonia(aq) as water phase. The organic modifier percentage change 
influences the eluent pH and the pKa values of the bases and, therefore, affect 
the ionization degree of bases.105 This could be the reason why the logIE values 
of weak bases decrease with decreasing acetonitrile percentage. Additionally, in 
case of 50% organic modifier the organic modifier content decreases to 36% 
and, therefore, the analyte ions with lower hydrophobicity are better solvated 
and their evaporation decreases. The precise reasons for the change of logIE 
values for phthalates are not clear but one possibility could be that the solubility 
of phthalates decreases with decreasing organic modifier content. 
 
 
The impact of eluent pH 
The ionization efficiency of a compound depends on the eluent composition and 
varies from compound to compound. Comparing scales of different eluent 
compositions and the pKa values of the analytes it is seen that there are three 
kinds of analytes: analytes which pKa >> pH(aq), pKa << pH(aq) and 
pKa~pH(aq).  
The calculated α in solution (Table S 5) were compared with ionization 
efficiency values. In case of analytes for which α in solution does not change 
significantly from eluent to eluent, either being 1 or approximately zero, logIE 
values do not depend significantly on the pH(aq). In case of analytes with α in 
solution varying significantly between eluents, the logIE values depend on the 
pH(aq). It is seen that there are three compounds for which the α changes in the 
aqueous phases of the 7 eluents: pyridine, N,N-dimethylaniline and 1-naphthyl-
amine. Comparing the logIE values of pyridine in these eluents 2.92, 1.53 and -
0.82 (80% acetonitrile and the corresponding aqueous phase composition: 0.1% 
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formic acid, pH = 5.0 buffer, 1 mM ammonia(aq)) and the corresponding α in 
solutions: 1.00, 0.67 and 0.00, we can see that the lower the α in solution the 
lower the logIE value. Similar relationships are seen by N,N-dimethylaniline 
and 1-naphthylamine. The change of logIE values in eluents with 80% organic 
modifier and different aqueous phase compositions is statistically significant in 
case of N,N-dimethylaniline, pyridine and occasionally 1-naphthylamine (Table 
S 7). On the other hand, the analytes with α in solution nearly zero can still give 
relatively high logIE value, as is seen on the example of diphenyl phthalate and 
dimethyl phthalate. Their α-s are nearly zero in all eluents but the logIE values 
in the used eluents are in the range of 4.56 to 3.33 for diphenyl phthalate and 
3.90 to 2.74 for dimethyl phthalate. The possible reason is that although the 
concentration of protonated phthalate esters in the droplets is very small they 
are ejected from the droplet very efficiently because they are (1) hydrophobic 
and (2) the chelated proton is poorly accessible for solvent molecules hindering 
efficient solvation of the ion. Another possibility is the existence of highly 
acidic (possibly super acidic) conditions in some of the droplets, possibly 
caused by several H+ ions in the droplet and an insufficient number of solvent 
molecules to properly solvate them, leading to the high activity of protons.106 
 
 
The interplay between the effect of compound properties and 
eluent pH on ionization efficiency 
In order to study the co-effect of pH and compounds physicochemical 
properties on the ionization 28 analytes in 22 different eluents (all containing 
acetonitrile and buffer) with aqueous phase pH ranging from 2.1 to 7.0 and 
acetonitrile percentages of 20% and 80% were used. The studied analytes 
covered a wide range of pKa(aq) values from -15.2 to 9.5, and a wide 
hydrophobicity range: logP values from -2.0 to 5.0. The ESI results were 
compared with the α in solution, estimated by UV-Vis spectrophotometric 
measurements or from chromatographic data. 
The results of the logIE measurements for different eluents are presented in 
Table S 8. The pooled standard deviation of the results (Eq. 5) in case of 
acetonitrile/buffer 80/20 was 0.14 logIE units and in case of acetonitrile/buffer 
20/80, 0.23 logIE units. All 28 analytes were measured in both eluent 
compositions with pH = 2.1 and pH = 7.0 and if the difference between logIE 
values was larger than 0.5 logIE unit (the threshold for statistical significance, 
calculated based on the reproducibility of the results), the compound was placed 
in a pH-dependent group. Analytes with statistically insignificant logIE change 
were grouped into the pH-independent group. The logIE values determined for 
the analytes in both eluent compositions and both pH values studied are listed in 
Table 2. All measured logIE values are listed in Table S 8. 
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Table 2 The logIE values of analytes in both eluents (80% and 20% (v/v) acetonitrile) 
with two different aqueous phases: pH = 2.1 and pH = 7.0. Grey shading indicates that 
analyte ionization efficiency is dependent on aqueous phase pH. 
Analyte 
Acetonitrile/buffer 
80/20 20/80 
pH = 2.1 pH = 7.0 pH = 2.1 pH = 7.0 
2,6-(NO2)2-C6H3-P(pyrr) 5.27 5.22 4.62 4.84 
N,N-diphenylbispidine 4.63 4.84 4.13 4.28 
acridine 4.20 4.17 3.90 2.88 
3-methoxy-N,N-dimethylaniline 3.93 2.70 3.62 2.06 
4-dimethylamino-N,N-dimethylaniline 3.82 3.68 3.56 3.19 
8-aminoquinaldine 3.74 3.46 3.55 1.52 
N,N-dimethylaniline 3.74 1.81 3.31 2.46 
quinoline 3.65 2.61 3.29 1.98 
2,6-dimethylpyridine 3.60 2.34 3.19 1.84 
2-aminobenzimidazole 3.60 3.42 3.14 3.30 
1-naphthylamine 3.49 2.85 3.01 1.95 
4-amino-N,N-dimethylaniline 3.44 3.17 2.73 2.75 
2,6-diaminopyridine 3.32 3.06 3.10 2.63 
2-aminopyridine 3.20 2.85 2.32 2.36 
aniline 3.12 0.92 2.92 0.78 
3-hydroxypyridine 2.92 2.64 2.27 1.67 
2-aminophenol 2.92 2.32 2.82 2.18 
3-nitroaniline 2.85 0.57 2.23 -0.31 
pyridine 2.76 1.03 2.48 1.00 
3-aminobenzoic acid 2.70 1.74 2.08 1.23 
4-aminobenzoic acid 2.68 1.73 1.94 1.29 
3-aminophenol 2.66 2.34 2.94 2.56 
3-dimethyaminobenzoic acid 2.64 2.67 3.16 2.41 
4-nitroaniline 2.59 2.56 2.15 2.08 
trizma base 2.53 2.16 2.66 1.64 
2-nitroaniline 2.48 1.92 1.89 0.86 
2,4-dinitroaniline 1.39 -0.53 0.41 NAa 
2,4,6-trinitroaniline 1.27 0.96 NAa NAa 
a not possible to measure 
 
 
The largest decrease in logIE with a pH change from 2.1 to 7.0 was observed 
for 3-nitroaniline (2.3 logIE units) and smallest statistically significant logIE 
decrease was observed for 2-nitroaniline (0.6 logIE units) in case of 
acetonitrile/buffer 80/20. The average decrease of logIE in the pH-dependent 
group was 1.2 logIE units. Similarly, in case of acetonitrile/buffer 20/80, the 
largest decrease was observed for 3-nitroaniline (2.5 logIE units) and the 
smallest for 2-nitroaniline (0.6 logIE units) with a pH change from 2.1 to 7.0. 
37 
Out of the 28 studied analytes, 13 were pH-dependent and 15 were 
pH-independent. 
The change in logIE values was studied in detail for compounds in the pH-
dependent group (pH from 2.1 to 7.0). The flow rate effect on pH dependency 
was determined for three compounds: N,N-dimethylaniline, pyridine, 
1-naphthylamine. The pH dependence of the logIE values of these compounds 
was evident and numerically consistent at flow rates of 0.008 mL/min and 
0.2 mL/min. The logIE change has the same profile and change occurs at the 
same aqueous phase pH (Figure S 2). The obtained logIE values with both flow 
rates at corresponding eluent compositions were in a good correlation 
(0.84 < R2 < 0.99). Therefore, it can be assumed that ionization efficiency 
change with pH is a flow rate independent effect. Typical behaviour  
of a pH-dependent analyte is presented in Figure 4 for the case of 
N,N-dimethylaniline. 
 
 
Figure 4 The logIE values and degree of ionization (α) values of N,N-dimethylaniline in 
acetonitrile/buffer 80/20 and pH 2.1–7.0. The blue and red lines are fitted curves. 
 
In addition to the change in the ionization efficiency, the degree of ionization 
(α) in the solution phase was determined for all analytes. The results of 
corresponding changes in α in solution are indicated in Table 3. Based on the 
results of α measurements in solution and the corresponding logIE values, 
analytes were divided into four groups: (I) compounds for which both the logIE 
and α changes (10 compounds); (II) compounds for which α changes but the 
logIE does not change (13 compounds); (III) compounds for which α does not 
change but logIE changes (3 compounds); and (IV) compounds for which 
neither α nor logIE changes (2 compounds) (Table 3). However, it is possible 
that for some analytes, the logIE change occurs but is too small to be statis-
tically significant. 
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Table 3 The distribution of analytes according to the behaviour of logIE values in ESI 
and α in the solution for acetonitrile/buffer 80/20. 
           logIE 
     α 
Dependent 
 
Independent 
Dependent 
pyridine 
2-aminophenol 
3-aminobenzoic acid 
aniline 
2,6-dimethylpyridine 
quinoline 
3-methoxy-N,N-dimethylaniline
N,N-dimethylaniline 
1-naphthylamine 
4-amino benzoic acid 
acridine 
N,N-diphenylbispidine 
3-aminophenol 
4-amino-N,N-dimethylaniline 
8-aminoquinaldine 
2,6-diaminopyridine 
2-aminopyridine 
2-aminobenzimidazole 
3-dimethylaminobenzoic acid 
3-hydroxypyridine 
2,6-(NO2)2-C6H3-P(pyrr) 
trizma base 
4-dimethylamino-N,N-dimethylaniline 
independent
3-nitroaniline 
2-nitroaniline 
2,4-dinitroaniline 
4-nitroaniline 
2,4,6-trinitroaniline 
 
 
Three analytes – acridine, 8-aminoquinaldine and trizma base – had ionization 
efficiencies independent of pH in an eluent containing 80% acetonitrile but, in 
an eluent, containing 20% acetonitrile, their ionization efficiency depended 
significantly on pH. For other compounds, the ionization efficiencies were 
independent of the eluent acetonitrile composition.  
To explain the pH-dependence in ESI source, an LDA was conducted based 
on physicochemical parameters calculated via the COSMO-RS method and on 
measured solution phase α. For acetonitrile/buffer 80/20 eluent, the best 
accuracy was achieved with equation 15. 
 
 −1.501 ∙ 𝑁௖௛௔௥௚௘ ௖௘௡௧௘௥௦ − 0.210 ∙ 𝐻𝐵𝑎𝑐𝑐3௡ + 2.211 Eq. 15 
 
where Ncharge centres is the number of potential charge centres, HBacc3n is the 
hydrogen bonding acceptor capacity of the neutral form of the analyte. If F > 0, 
then the analyte was considered to be in a pH-dependent group; if F < 0, then 
the analyte was considered to be in the pH-independent group. The prediction 
precision of this model was 84.2% in the training set and 66.7% in the 
validation set. This means that 16 compounds out of 19 were grouped correctly 
into corresponding groups in the training set and 6 of 9 correspondingly in the 
validation set. If three parameters were used the prediction precision increased 
in the validation set (Figure S 1) but the functions had the same precision using 
any of the parameters as the third parameter. It shows additionally that two 
parameter function describes the behaviour sufficient. 
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The best discrimination in case of acetonitrile/buffer 20/80 was achieved 
using equation 16: 
 
 𝐹 = −0.186 ∙ 𝑝𝐾௔ − 0.030 ∙ 𝑠𝑖𝑔2௡ + 3.500 Eq. 16 
 
Where sig2n is the polarity of the neutral form of the analyte. The prediction 
precision was 78.9% for the training set and 77.8% for the validation set. If F > 
0, then the analyte was considered to be in a pH-dependent group; if F < 0, then 
the analyte was considered to be in the pH-independent group. 
 
 
Processes occurring in the ESI 
In a previous part of this study, we observed that ionization efficiencies of 
analytes with pKa values in the range of studied aqueous phase pH were 
pH-dependent. In this part, we focus on analytes with different logP (-1.5 to 5.1 
calculated with COSMO-RS method) and pKa(aq) values, mostly in the range of 
studied aqueous phase pH. The analytes with these particular pKa values divide 
into two groups based on ESI response behaviour (Table 3). However, the 
reasoning for such grouping is not self-explanatory: it cannot be determined 
solely based on pKa values of compounds or α determined in a particular eluent. 
LDA (Eq. 15 and Eq. 16) was used to explain the grouping of analytes based on 
their pH-(in)dependence in ESI source and the best fit was achieved by using 
two parameters: number of potential charge centres and hydrogen bonding 
acceptor capacity (in case of 80% acetonitrile) or polarity and pKa (in case of 
20% acetonitrile). These parameters can be related to three stages occurring 
during electrospray ionization: (1) protonation of analyte in the droplet interior, 
Ka_i, and on the droplet surface, Ka_s, (Figure 5), (2) ejection of charged analyte 
from the droplet and (3) protonation of analyte in the gas phase, Ka_g. The 
possible processes occurring in the droplet are shown in Figure 5.  
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Figure 5 The possible processes affecting the formation of a charged analyte. Ka 
denotes equilibrium constant of protonation, P denotes the partition between two phases 
and subscripts i, s and g stand correspondingly for the interior of the droplet, the surface 
of the droplet and the gas phase. 
 
The number of potential charge centres and pKa can be related to the process of 
ionization in solution. Analyte polarity and possibility to accept hydrogen bonds 
influence the ability to move to the droplet surface and eject from the droplet. 
The number of potential charge centres describes the analyte probability of 
becoming charged in the solution phase. Analytes with more than one potential 
charge centre tend to be in the pH-independent group; however, this group also 
contains compounds that have only one charge centre. The analytes with more 
than one potential charge centre are more likely to be ionized, as these 
compounds have more possibilities to become protonated. Similar observations 
have been made by Wang et al.107 who observed that the fragmentation spectra 
of drugs with two basic functional groups may be significantly different at 
various pH. They explained this phenomenon by the change in the location of 
the charge on the molecule. This effect suggests that attaching the proton maybe 
the limiting stage in ESI ionization for pH-independent compounds. 
 
 
Effect of water phase additives to ionization efficiency 
In publication IV I extended the number of water phase additives with oxalic 
acid and propionic acid. Among the studied conditions formic acid showed the 
highest logIE values. Surprisingly stronger acid oxalic acid did not outperform 
formic acid. However, the compounds with lower logIE values profit most (on 
average 7 times) in logIE values if oxalic acid is used as an additive. Previously, 
Yuan et al.66 have shown that oxalic acid as an additive is most efficient to 
suppress sodium adduct formation thus enhancing the protonated signal in case 
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of oligopeptides. Kruve and Kaupmees12 have recently also shown the same 
effect on small molecules. In the mass spectra generated in this particular study, 
there were no signs of sodium adducts under any conditions. Propionic acid as 
weaker acid gave unsurprisingly lower logIE values for studied compounds. 
Additionally, a higher concentration in formic acid does not statistically 
significantly increase the logIE values. 
Comparing 10 mM formic acid with 0.1% formic acid (26 mM) in case of 
methanol/aqueous phase 90/10, it can be noted that ionization efficiencies did in 
general not increase statistically significantly with higher acid concentration. 
Low responders benefitted from higher concentrations of acid giving an average 
4.4 times increase in logIE values, whereas high responders lost on average 
1.4 times in logIE values.  
Comparing acetonitrile/10 mM formic acid(aq) 90/10 with acetonitrile 0.1% 
formic acid(aq) 80/20 it was seen that increasing the acid concentration (overall 
formic acid concentration in the former eluent is 1 mM and, in the latter, it is 
5.2 mM) the ionization efficiencies enhanced on average 1.5 times but are lower 
than in methanol/10 mM formic acid 90/10. The difference between the two 
acetonitrile containing compositions can be explained by the difference in 
acidity. The higher acid concentration, as well as lower acetonitrile concentra-
tion at the same time, result in higher acidity.105 Additionally, as acetonitrile is 
an aprotic solvent the higher content of water results in a more stable spray.38 
 
 
Properties of compound affecting the pH dependency 
The effect of multiple charge centres on pH-dependence can be followed in the 
example of pyridine (one charge centre), 2-aminopyridine (two charge centres) 
and 2,6-diaminopyridine (three charge centres); of these, only pyridine is in the 
pH-dependent group.  
However, other physicochemical parameters also change for these com-
pounds with an increasing number of potential charge centres. For example, the 
logP value changes from 0.61 (pyridine) to -0.69 (2,6-diaminopyridine). The 
effect of logP can also be followed through the example of related compounds 
like pyridine, quinoline and acridine. The logP value increases from pyridine 
(0.61) to quinoline (1.74) and acridine (2.76). However only acridine (the most 
hydrophobic of these compounds) is in the pH-independent group in case of 
acetonitrile/buffer 80/20. For these two series of compounds, the logP effect on 
ionization efficiency is controversial. Therefore, it could be hypothesized that 
the analytes in the pH-independent group are either highly hydrophobic (tend to 
prefer droplet surface) or highly hydrophilic (tend to prefer droplets interior).  
This hypothesis was tested by using QDA with the octanol-water partition 
coefficients of the neutral forms of analytes (logP) calculated with COSMO-RS 
method as an input parameter to explain the pH-dependent behaviour of 
compounds in acetonitrile/buffer 80/20.  
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 𝐹 = logଶ 𝑃 − 2.4 ∙ log 𝑃 + 0.4 Eq. 17 
 
If F > 0, then the analyte was considered to be in a pH-dependent group; if F < 
0, then the analyte was considered to be in the pH-independent group. 
The QDA is able to predict the classification into pH dependent and 
independent compounds with the precision of 82.1%. This phenomenon is 
visualized in Figure 6 and could be related to the two possible mechanisms for the 
analyte to form gas phase ions (Figure 5). First, the analyte can partition to the 
droplet surface in a protonated form (Pis(AH+)), this process is driven both by the 
charge-charge repulsion in the droplet but also by the hydrophobicity of the 
protonated analyte. Secondly, the analyte may partition to the droplet surface as a 
neutral (Pis(A)) and become protonated on the acidic surface of the droplet.108 
This process is driven solely by the hydrophobicity of the analyte (neutral form). 
However, the proportion of these effects is very complicated to estimate as the 
hydrophobicities of the protonated forms are not available. A similar effect has 
also been observed by Golubovic et al.,21 who observed a Gaussian shaped 
relation between the ESI/MS response and logP of the analytes. In case of 
acetonitrile/buffer 20/80, this phenomenon was not as evident. 
 
 
Figure 6 The relationship between pH-dependency and logP (calculated with 
COSMO-RS) of the neutral form of an analyte in case of acetonitrile/buffer 80/20. The 
dashed lines indicate the discriminating levels predicted with QDA. 
 
 
Although the best discriminant function was obtained with two parameters the 
size of analyte plays a role in ESI source. The LDA functions of three para-
meters with the highest precision contained a parameter that describes size (area 
or molecular volume). Larger (by volume) analytes tend to be in the 
pH-independent group. 2,6-(NO2)2-C6H3-P(pyrr), N,N-diphenylbispidine, 
4-dimethylamino-N,N-dimethylaniline, acridine, 2,4,6-trinitroaniline and 
3-dimethylaminobenzoic acid are the six largest analytes among the studied 
compounds and all are in the pH-independent group. An explanation could be 
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that larger molecules tend to be more stable in the gas phase when protonated as 
they screen and stabilize the charge through the polar effect more efficiently if 
the nature of the protonation centre does not change dramatically (e.g. for 
alkylamine vs pyridine the change in the nature of the protonation centre is 
significant).109 However, these compounds are among the most hydrophobic of 
those studied and, therefore, the molecular volume effect cannot be fully 
separated from the logP effect.  
Comparing the results of measurements of α with results of ionization 
efficiency measurements (an example is given in Figure 4, similar graphs were 
observed for other analytes) for acetonitrile/buffer 80/20, we see that the 
ionization efficiency change occurs at 0.5 units higher pH (aqueous phase) than 
the α changes in the solution. This offset can be explained by the change of pH 
that occurs during the electrospray process. It has been shown in positive mode 
ESI that due to the electrochemical reaction occurring on the ESI needle tip, the 
pH of the eluent is lower in the plume compared to the original solution.61 
During electrochemical reactions, additional hydrogen ions are generated in ESI 
positive mode.61 Additionally, the evaporation of solvent from the ESI droplets 
increases the concentration of protons; therefore pH decreases along the 
plume.62–64 
One of the eluents used (pH = 2.1) contained TFA as a pH modifier. 
Previously, it has been observed in the literature50,110 that TFA may cause 
ionization suppression. In our case, several compounds showed lower logIE 
values in the eluent containing 0.1% TFA than in the eluent containing 0.1% 
formic acid, though the eluent with TFA had lower pH. The highest suppression 
was observed for 3-aminobenzoic acid (0.8 logIE units). However, the 
suppressive effect of TFA was rarely statistically significant. Interestingly, in 
both eluents logIE values have been anchored to tetraethylammonium, for 
which the logIE did not change remarkably with pH. This means that the 
suppressive effect of TFA is compound dependent.  
 
 
Transferability between instruments 
Until my studies, the majority of the ionization efficiency measurements in UT 
were conducted on one mass spectrometric setup. Although, that designs of 
ionization sources from different vendors vary it was hypothesized that the 
approach of ionization efficiency scales is a universal approach and the trends 
are applicable to different mass spectrometric setups. So next this hypothesis 
was tested. 
The results of the logIE measurements conducted on different mass 
spectrometric setups are presented in Table 4, Table 5 and Table S 9 and 
graphically in Figure S 3 and Figure S 4. For each studied combination of MS 
setup and eluent, an ionization efficiency scale was compiled. The instrument 
comparison compounds set covers 4.1 orders of magnitude of logIE values. 
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Table 4 The positive mode ESI logIE values in acetonitrile/0.1% formic acid(aq) 80/20 
on four different mass spectrometers with four different ESI setups. 
  
Acetonitrile /0.1% formic acid(aq) 80/20 (v/v) 
XCTa Qb 3Q-Varianc XCT-3Rd 3Q-6495e 
Phe-Phe-Phe-Phe 5.05 NAg 3.64 5.04 2.87 
2,6-(NO2)2-C6H3-P(pyrr) 4.87 NAg 4.01 5.15 4.10 
tetrapropylammonium 4.65 4.76 4.21 4.74 4.15 
tetraethylammonium 3.95 3.95 3.95 3.95 3.95 
triethylamine 3.80 3.32 3.36 3.35 3.25 
1-naphthylamine 3.66 3.26 3.50 3.48 3.25 
N,N-dimethylaniline 3.50 3.00 3.58 3.39 3.29 
Ac-Gly-Lys-OMe 3.49 NAg 3.13 3.38 3.10 
diphenyl phthalate 3.42 3.46 3.19 3.02 2.95 
piperidine 3.20 3.19 3.28 2.80 NAf 
dimethyl phthalate 2.98 3.19 3.14 2.97 2.34 
pyrrolidine 2.90 3.30 3.11 2.60 NAf 
pyridine 2.79 2.77 3.05 2.54 NAf 
cysteine 1.70 NAg 1.68 1.05 0.98 
glycine 1.18 NAg 2.12 1.13 NAf 
pooled standard deviation 0.28 0.17 0.31 0.39 0.30 
Span 3.87 1.98 2.53 4.10 3.18 
a Agilent XCT ion-trap with orthogonal ESI; b Agilent Single Quad 6100 with Agilent 
JetStream; c Varian J-320; d Agilent XCT ion-trap with in house developed 3R sprayer; e 
Agilent 3Q-6495; f It is not possible to measure because the lowest m/z value 
measurable with this MS system is 100. g not measured 
 
Table 5 The positive mode ESI logIE values in acetonitrile/0.1% formic acid(aq) 20/80 
on three different mass spectrometers with three different ESI setups. 
Acetonitrile /0.1% formic 
acid(aq) 20/80 (v/v) 
XCTa Qb 3Q-Varianc 
tetrapropylammonium 4.38 4.22 3.80 
tetraethylammonium 3.74 3.46 3.62 
triethylamine 3.39 3.14 3.56 
1-naphthylamine 3.40 3.22 3.04 
N,N-dimethylaniline 3.37 2.97 2.92 
piperidine 2.91 3.00 3.15 
pyrrolidine 2.33 3.01 2.97 
dimethyl phthalate 3.30 3.50 NAd 
pyridine 2.41 2.71 2.87 
pooled standard deviation 0.02 0.03 0.03 
span 2.05 1.51 0.93 
a Agilent XCT ion-trap with orthogonal ESI; b Agilent Single Quad 6100 with Agilent 
JetStream; c Varian J-320; d not measured
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From the results in Table 4, Table 5, Table S 9, it can be concluded that logIE 
scales obtained in the same eluent on different instruments have in broad terms 
similar order of logIE values. On all instruments, high responders are 
2,6-(NO2)2-C6H3-P(pyrr), tetrapropylammonium and tetraethylammonium and 
low responders glycine and cysteine. The Phe-Phe-Phe-Phe is quite a high 
responder for all mass spectrometric setups but especially in case of ion trap 
mass analyzer. One reason could be that the ion optics parameters applied are 
more suitable for compounds with higher m/z value and, therefore, generate an 
extra gain of response. For some analytes, the ionization efficiency values are 
statistically significantly different between different instruments. On the other 
hand, correlation coefficients obtained while comparing data from different 
instruments range from acceptable to very good (R2 0.64–0.99) (Table S 10). 
Comparing the obtained R2 with the pooled standard deviations (up to 
0.39 logIE units) and spans (up to 4.1 logIE units) of the individual scales 
(Table S 10) the correlations are acceptable. Differences in the logIE scales for 
the different setups could be explained by the solution properties, the sprayer 
properties (i.e. source design) and the mass spectrometer properties (i.e. ion 
transport and detection). 
 
 
Electrospray source design and solution properties 
The scales could differ because of differences in electrospray sources. Indeed, 
the geometrical ESI source parameters that vary are the dimensions of the 
needle, the shape of the needle tip, the geometry of electrospray setup (e.g. 
angle between the needle and MS inlet capillary, on-axis or off-axis design) and 
the distance between needle tip and mass spectrometer inlet. Moreover, support 
gas parameters and voltages, such as the nebulizer gas pressure, drying gas 
temperature and flow rate, additional gas occurrence, the applied voltage 
between needle and mass spectrometer inlet and additional voltage occurrence, 
are different. These source properties are likely to cause differences in 
electrospray plume – e.g. in solvent evaporation rate or droplet size variations. 
This can lead to differences in droplet compositions from where on average the 
ion ejection occurs. 
The results show that the ESI sprayer geometry is important. Comparing the 
spans with t-test there are statistically significant differences only between the 
scales obtained with the 3Q mass spectrometer and other instruments (Table S 
10). 
The scales obtained with the 3Q mass spectrometer are more than 21 times 
compressed compared to ones obtained with the other MS systems. One reason 
could be that, in this ESI source, the needle is at approximately 120 degrees 
with respect to the mass spectrometer inlet capillary as opposed to the 
orthogonal geometry of the remaining ion sources. Compared to the orthogonal 
geometry of the remaining ion sources the analytes have less time to evaporate 
from droplets and most of the droplets are blown to the counter electrode.27 
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Voyksner and Lee111 and Holčapek et al.112 have shown that the orthogonal ESI 
source configuration gives better sensitivity than other source designs thanks to 
the prevention of clogging the MS orifice by non-volatile materials. Addi-
tionally, Tang and Smith113 and Gomez and Tang114 have shown that progeny 
droplets – sources for ions – are ejected in the sidewise direction toward the 
periphery region of the electrospray. Therefore, orthogonal source designs 
typically show better sensitivities. 
Interestingly, we observed that standard deviation obtained with aceto-
nitrile/0.1% formic acid(aq) 20/80 are significantly smaller than with 
acetonitrile/0.1% formic acid(aq) 80/20 in case of orthogonal pneumatically 
assisted ESI source and sheath gas assisted Jet Stream. In case of high 
acetonitrile percentage, the solvent fractionation and drying rate are more 
affected by the drying and nebulizing gas flow rate and temperature and the 
addition of a sheath gas due to the high volatility of acetonitrile. Electrospray 
plume obtained with a lower acetonitrile percentage (20%) is less affected by 
the gas parameters due to the high proportion of less volatile water. The solvent 
fractionation is less efficient whatever the gas parameters used which results in 
similar logIE values for the different systems. 
Previous studies show that using different electrospray parameters (mainly 
sheath gas temperature and flow rate as well as capillary voltage) results in 
different droplet size, droplet composition and pH.62,85 
Comparing the ionization efficiencies obtained with the Jet Stream and with 
the orthogonal pneumatically assisted ESI source, the order of compounds in 
the scale changes. Additionally, regression analysis shows that the data points 
do not display a linear relationship. This could be explained by the fact that in 
the Jet Stream the optimum conditions are very analyte-dependent as shown by 
Stahnke et al.115 and Periat et al.39 
The study in publication IV extended the study with additional 5 mass 
spectrometric setups and the results confirm similar trends in ionization 
efficiencies measured and excellent correlation (0.84 < R2 < 0.96) between the 
scales on different mass spectrometric setups. 
 
 
Mass spectrometer properties 
In addition to source design, the mass spectrometer may have an effect on 
ionization efficiency. In the previous part, the ionic optics parameters target 
mass of the XCT instrument was optimized and scales with optimized and 
default ionic optics parameters were compared.10,116 The optimized ion optics 
parameters improve the consistency in the scale and between the scales. In this 
study, we are unable to use the same ion source on different instruments and, 
therefore, it is not possible to statistically separate the effects of the ion source 
and mass spectrometer. As also mentioned in the previous paragraph, the source 
geometry and the addition of drying gas affect the desolvation process in ESI. 
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The early stages of ion train devices (i.e. transfer capillary, tube lens) may 
present different efficiencies with respect to partly desolvated ions. 
 
 
The usefulness of ionization efficiency scales 
The trends demonstrated by the IE scales obtained on different instruments are 
the same. Although the logIE values, as a rule, cannot be transferred from one 
MS setup to another, they correlate with each other. The order of compounds in 
the scale does not change remarkably and the ionization efficiencies are 
consistent, for the different setups, in the range of half logarithmic unit 
(equivalent to 3 times sensitivity difference). The good correlation between the 
different scales also assures that models built for predicting ionization 
efficiency are transferable between instruments and only the coefficients in the 
model may need some adjustment depending on the instrument.  
It can be assumed that this type of adjustment can be easily carried out with 
measurements of three or more compounds from the scale on the new instru-
ment. According to the obtained intensities, the adjustment of the predictive 
model can be made. Likely, three anchoring points will be sufficient to scale the 
ionization efficiencies and use them in the semi-quantitative analysis as seen 
below. 
 
 
Independent validation 
In order to demonstrate the inter-instrument transferability, the obtained logIE 
values from ref.10 (orthogonal ESI source geometry and ion trap mass analyzer) 
were applied to predict the concentrations of twelve analytes (7 of them were 
only used in the validation set) on a completely different mass spectrometric 
setup (approximately 120 degree ESI source geometry and hybrid mass analyzer 
that consist of triple quadrupole and FT-ICR). The used validation compounds 
set covers 3.5 logIE units. The data in Table 6 demonstrates that the con-
centrations of two compounds (pyridine and tetrapropylammonium) differ 
2.0-2.5 times and for the remaining ten compounds the difference is less than 
2 times. The average difference is 1.7 times. This validation gives additional 
support to the transferability of the logIE scale between different ESI-MS 
setups. 
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Table 6 The used concentrations (csample) and the predicted concentrations (ccalc) of 
independent validation. 
  logIEa csample (mol/L) ccalc (mol/L) ccalc/csample 
tetramethylammonium 2.15 5.25E-06 NAb   
2-nitroaniline 2.44 2.36E-06 3.25E-06 1.38 
benzamide 2.74 9.57E-07 1.42E-06 1.48 
pyridine 2.94 4.89E-06 1.96E-06 0.40 
piperidine 3.16 9.42E-07 4.92E-07 0.52 
2,6-dimethylpyridine 3.41 3.50E-06 4.87E-06 1.39 
triethylamine 3.53 6.66E-07 4.59E-07 0.69 
N,N-dimethylaniline 3.72 1.02E-06 5.84E-07 0.57 
tetraethylammonium 3.95 9.40E-07 NAb   
diazabicycloundecene 3.96 8.53E-07 1.57E-06 1.84 
acridine 4.42 9.05E-07 7.95E-07 0.88 
diphenylguanidine 4.61 4.08E-07 2.78E-07 0.68 
tetrapropylammonium 4.97 3.82E-07 1.79E-07 0.47 
tetrabutylammonium 5.13 2.83E-07 1.73E-07 0.61 
tetrahexylammonium 5.65 7.96E-08 NAb   
a values from ref.10 
b values used for calibration 
 
 
The previous steps showed that we can measure accurately ionization efficien-
cies of compounds with various physicochemical properties and study the 
ionization efficiency for ion evaporation model quantitatively. In literature, 
there are some preliminary models that have tried to predict ionization 
efficiency for a specific set of compounds in specific eluents. My aim is to 
develop a universal model that is applicable to different mass spectrometric 
setups and eluents. The developments in machine learning algorithms make it 
possible to develop a universal model. Pooling the data from previous steps and 
incorporating the results from previous studies gave a reasonably large dataset. 
As more sophisticated supervised machine learning algorithms benefit from 
larger datasets, I measured another 200 compounds and a set of 40 compounds 
in an additional 21 eluent compositions to develop a universal model. 
 
 
Standard substance free quantification 
Predicting ionization efficiencies 
The developed model and approach presented graphically in Figure 1 is called 
Quantem. In order to develop the Quantem approach we (1) measured logIE 
values for a wide set of compounds, (2) used the measured logIE values as well 
as compound and eluent descriptors for developing the model that would allow 
predicting ionization efficiencies, and (3) validated the approach by using the 
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predicted logIE values to quantify a set of compounds in cereal and green tea 
samples. For ESI positive mode, a total of 3139 ionization efficiency values 
were measured and collected from our previous works.10,12,86,86,106,116 These data 
belong to 353 unique compounds (Table S 2) and 106 different eluent 
compositions (Table S 3). For ESI negative mode, an additional 1286 ionization 
efficiency values have been collected from our previous works,87,117¤ including 
33 eluent compositions (Table S 11), and 101 unique compounds (Table S 2).  
Based on these logIE values predictive models for positive and negative 
mode were developed. For positive mode, regularized random forest regression 
was used with 450 significant descriptors and 100 regression trees. The 
regression model explained 94 % of the variation in logIE values. The overall 
RMSE was 2.2 times (training set 1.9- and test set 3.0 times) (Figure 7a). This 
means that if the logIE of compound A is predicted to be 100 times higher than 
the logIE of the methyl benzoate the actual ionization efficiency would be 45 to 
220 higher than that of methyl benzoate (logIE = 2.00±0.34). The lowest 
possible prediction error is 1.0 and values close to 1.0 are desirable. In negative 
mode, the best performing model was obtained also with random forest 
regression with 145 significant descriptors and 100 regression trees. The 
regression model explained 93 % of the variation in ionization efficiency 
values. The overall RMSE was 2.0 times (training set 2.0- and test set 2.3 times, 
Figure 7b).  
Upon closer examination of the ionization efficiency prediction model in 
ESI positive mode, it is observed that the model performs universally well for 
different organic modifier percentages (Figure S 5 and Figure S 6). The lowest 
prediction error, 1.4 times, was observed for eluents containing 20 % of organic 
modifier and the highest prediction error, 1.9 times, for eluent containing 90 % 
organic modifier. This is expected, as eluents containing 20 % of organic 
modifier have the highest number of data points, which improves prediction 
accuracy. Additionally, the model is well performing for both methanol as well 
as for acetonitrile containing eluent compositions (Figure S 5 and Figure S 6). 
Based on the pH of the eluent, basic conditions had the highest prediction error; 
2.5 times and 3.7 times for the training and test set respectively. 
Similar trends were observed for ESI negative mode; the prediction accuracy 
for the pure organic modifier is the lowest (prediction error of 4.1 times, Figure 
S 7 and Figure S 8). Regarding the pH, no significant differences in the 
prediction accuracy were observed (Figure S 7). 
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Figure 7 Performance of ionization efficiency prediction models. Black line denotes 
ideal fit. 
 
Quantifying pesticides in cereals 
The ionization efficiency predictions can be used to predict the concentrations 
of the compounds detected assuming that the structure is known. Firstly, we 
tested the Quantem approach on the analysis of pesticides from spiked cereal 
samples. We used the ionization efficiencies to predict the concentrations of 35 
pesticides (Table S 4) in oat, barley, rye, wheat, rice, and maize. Each matrix 
was spiked with each pesticide at 10 concentration levels. The concentrations of 
the pesticides ranged over 5 orders of magnitude from 3.6 nM to 0.35 mM. 
Altogether 2233 data points (pesticide, matrix, and concentration combinations) 
were measured and corresponding concentrations were predicted.  
For each pesticide, the ionization efficiency was predicted in ESI positive 
mode. However, it is known from previous studies that different instruments 
have somewhat different ionization sources and, therefore, compress and 
enhance the ionization efficiency scales differently.118,119 In order to transform 
the predicted logIE values to instrument-specific response factors a set of 31 
compounds (Table S 12) was used. Thereafter, the instrument-specific response 
factors were used to convert LC/MS signals into concentration (Eq. 11). 
Additionally, modelling of data using sets of 15, 10 and 6 compounds were 
performed and even with only 6 compounds the same accuracy of concentration 
prediction was achieved (Table S 13). 
On average, the concentrations were predicted with the prediction error of 
5.7 times. This means that if the pesticide concentration is estimated to be 
1 ppm it would actually be between 0.2 and 6 ppm. Compared to the 
a
a: ESI positive mode with 3139 data points.         b: ESI negative mode with 1286 data
 
 points. 
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conventional approach of assuming the equal response to all compounds 
detected (average prediction error of 526 times, Table S 14), the Quantem 
approach improves prediction accuracy around 10 times and significantly 
reduces the width of the confidence interval. This, on the other hand, allows 
decision making based on the predicted concentrations. 
The lowest error observed was 1.03 times for acetochlor in rice matrix, while 
the largest error, 65 times was observed for pyraclostrobin in oat matrix. For 
86 % of the compounds the prediction error was lower than 10 times, for 65 % 
of the compounds it was lower than 5 times, and for 22 % of the compounds, it 
was lower than 2 times. The three compounds with the highest prediction error 
were pirimicarb-desmethyl (23 times), propamocarb (18 times), and pyraclos-
trobin (16 times). The three best-performing compounds are tetraconazole 
(1.2 times), acetochlor (1.4 times), and clonfezine (1.5 times). 
 
 
Different matrices 
Any model that aims at providing quantitative information needs to be 
applicable in a variety of matrices in order to be truly useful to researchers. The 
importance of matrices with LC/MS is even more relevant than for other 
analytical techniques, due to the possibility of significant matrix effects in the 
ESI source. A matrix effect is the suppression of ionization of a compound due 
to co-eluting compounds. Previously, it has been qualitatively observed that the 
matrix effect and ionization efficiencies are influenced by the physicochemical 
properties of the compound.19 Therefore, while applying the ionization effi-
ciency predictions for concentration estimations it was assumed that a model 
that considers ionization efficiencies also helps to account for matrix effect. 
This assumption was based on the fact that a small set of compounds with 
known concentrations were spiked into every sample; this helped to account for 
the differences arising from the instrument and also for matrix effects (Eq. 10). 
Regarding different matrices, the prediction accuracy for all cereals was very 
similar. The lowest prediction error was observed for wheat and rice, 5.4 times, 
and highest for oat, 6.7 times. This is expected, as oat samples possess a high 
content of polar lipids and free fatty acids120 which possess high surface affinity 
and are, therefore, expected to cause ionization suppression.121 Also, the mean 
prediction error for solvent (average 5.4 times) and all studied cereals (5.7 
times) was close. 
Moreover, the matrix effect is expected to vary strongly from sample to 
sample even for the same food commodity. In case matrix effect would play a 
major role in the accuracy of the concentration predictions the accuracy for one 
pesticide would also strongly vary from sample to sample. Here we observed a 
contradicting example; the compounds that performed worst in one matrix 
performed also poorly in other matrices and best performers were in the top for 
all matrices (Figure 8c and Figure S 9). This strongly indicates that the 
Quantem approach using ionization efficiency predictions together with the 
transformation, help sufficiently to account for matrix effects. 
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a: concentration prediction of pesticides in cereal samples. b: concentration prediction 
of metabolites in green tea samples. c: prediction error of pesticide concentration in 
cereal samples, y-axis in logarithmic scale. d: prediction error of metabolites in green 
tea samples. 
Figure 8 Performance of ionization efficiency prediction in the example of pesticides in 
cereal and metabolites in green tea. 
c 
d 
a b
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Quantifying metabolites in green tea 
We studied the applicability of predicting ionization efficiency values on data 
collected completely independently in the past. In the metabolite analysis in 
green tea by Kellogg et al.100 19 metabolites (Table S 4) had been identified, of 
these, 14 were quantified with the aid of standard substances. The concentration 
of studied metabolites varied more than 3 orders of magnitude. The quantitative 
data available allowed the validation of Quantem approach. 5 metabolites were 
detected and identified in these samples but could not be previously quantified 
due to the lack of standard substances; these metabolites were quantified with 
the aid of Quantem approach. 
First, the logIE values were predicted for all 19 identified metabolites. To 
transform the universal logIE values to instrumentation specific response factors 
6 compounds quantified with the aid of standard substances were used (Eq. 10). 
For that, the relative response factors of chlorogenic acid, rutin, coumaric acid, 
epigallocatechin, gallocatechin, and epigallocatechin gallate in one tea sample 
(NIST standard reference material green tea) were calculated and correlated 
with predicted ionization efficiencies. The instrument-specific ionization 
efficiency values were used to estimate the concentrations of remaining meta-
bolites in 38 tea samples.  
For the quantification of metabolites in green tea samples, high overall 
accuracy was observed; the average prediction error was 1.7 times and for all of 
the compounds the prediction error was less than 3.3 times. Comparing the 
different metabolites, the lowest error was achieved for catechin (1.0 times) and 
highest for rutin (3.3 times). It is important to note that the studied metabolites 
were structurally similar to one another, comprising flavonoids and catechin 
skeletons. Comparing the metabolite profiles obtained (i) with ionization 
efficiency prediction and (ii) with quantification with standard substances 
revealed high similarities (Figure S 10) suggests that ionization efficiency 
predictions allow retrieving reliable quantitative information of detected and 
identified compounds.  
We also estimated the concentration for 5 metabolites that could not be 
quantified previously (Figure 9). The concentrations of the flavonoids quinic 
acid, apigenin glycoside, and caffeoylquinic acid were generally constant across 
the products, which was in line with the results of the previous study.122  
However, a significant decrease in the concentration of the catechins 
3-O-(3-O-methylgalloyl)epigallocatechin and epicatechin-3,5-digallate was 
observed in one of the samples, T23, which had been previously determined to 
be a non-green tea negative control (a turmeric-ginger tea). Thus, the con-
centrations derived from the ionization efficiency prediction are believed to be 
accurate representations of the concentrations of these metabolites in the tea 
samples.  
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Figure 9 Estimated concentration of identified metabolites in green tea samples. T23 is 
a non-green tea negative control. 
 
The concentration prediction accuracy for the green tea samples was signi-
ficantly better than for the cereal samples; one of the reasons could be that the 
cereal samples were analysed in positive mode while green tea samples had 
been analysed in the negative mode. It is expected that the accuracy for negative 
mode is slightly higher, as understanding the ionization in the negative mode is 
significantly more straight forward than for the positive mode. In negative 
mode, only compounds with a significantly acidic moiety can be ionized, while 
in positive mode also very weak bases can be protonated and detected. The 
latter makes positive mode much more complicated to model. 
Also, previous studies have shown that the ESI negative mode suffers much 
less from the matrix effect.123 This is related to the fact that in ESI negative 
mode only a fraction of matrix compounds can be ionized and are, therefore, 
able to compete for the surface charge in ESI droplets. As a result, applying 
ionization efficiency predictions for predicting concentrations is expectedly 
showing higher accuracy in the negative mode. 
 
 
Different instruments and labs 
One of the biggest challenges for non-targeted analysis is to be universal over 
different instruments and different labs. This is essential for comparing the 
results from lab-to-lab and from day-to-day.  
The ionization efficiency model was primely developed on an ion trap 
instrument, but also data from seven other instruments from three other 
laboratories were incorporated, covering all major vendors. Additionally, 
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Quantem approach implements a transformation system that would allow 
transferring the ionization efficiency predictions to any instrument in any lab 
(Eq. 10).  
Moreover, the validation of Quantem approach on cereal samples and green 
tea samples was also carried out on different instrument and/or labs. The cereal 
samples were analysed on a triple quadrupole instrument in Tartu (Estonia), 
while the tea samples were analysed on an Orbitrap instrument in University of 
North Carolina at Greensboro (USA). Both sample types showed low 
concentration prediction errors (5.9 times and 3.3 times). It is reasonable to 
conclude that instrument type and lab do not influence the prediction accuracy 
as long as all measurements are carried out in the linear response range. 
 
 
Retrospective analysis 
Applying Quantem approach retrospectively to already measured and/or 
published results would increase the scope of quantitative non-targeted analysis 
considerably. The retrospective analysis of the data originally published by 
Kellogg et al. in 2017100 was made possible by the fact that some of the com-
pounds in the tea samples were quantified with the authentic standards already 
during the time of the analysis. Interestingly, the prediction accuracy for the 
analysis done in retrospective was as good as for the cereal samples where 
compounds for transformation were intentionally chosen and analysed at the 
time of the sample analysis. It is apparent that any reasonably large set of com-
pounds (at least 5) quantified from the sample can be used for transformation if 
the compounds are distributed around the chromatogram and have a reasonably 
different ionization efficiency (compared to the compounds discovered with 
non-targeted methods).  
All in all, we have shown that ionization efficiencies can be predicted with 
sufficient accuracy to facilitate concentration predictions for compounds that 
lack standard substances. In general, the prerequisite is that at least some 
compounds have been analysed together with the sample and quantified. Such 
compounds could be any of the compounds confirmed with the aid of standard 
substances or compounds from the quality control samples used. This makes 
full scan LC/HRMS extremely appealing, as a combined targeted and non-
targeted analysis method can be used.  
The same strategy also allows analysing non-targeted data retrospectively. 
As a matter of fact, for all of the green tea samples described in this manuscript, 
the quantification was carried out a long time after the measurements were 
made and no additional measurements of any kind were conducted. This means 
that a very large portion of samples analysed with generic non-targeted or 
suspect screening methods can be now quantified retrospectively. We see a very 
high area of application in environmental as well as health-related LC/HRMS 
analysis where time-trends are of crucial importance.  
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Equally importantly, the quantification will also allow comparing data from 
different labs. Again, the only prerequisite being that some of the compounds 
have already been quantified within the lab. Of course, quantifying the data via 
ionization efficiencies inside one lab and exchanging the quantitative data 
directly would be convenient for regional monitoring programs. However, the 
ability to recalibrate the data from another lab and from previous timespans 
increases the transparency and validity of the results further. Additionally, for 
risk assessment of contaminants in food and environmental samples, even an 
estimated concentration of a compound is better than none to evaluate the 
exposure hence the risk. And in most cases, the error on the other parts of risk 
assessment (like intake and toxicology) is as large or even larger.124 
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SUMMARY 
Liquid chromatography electrospray ionization mass spectrometry (LC/ESI/ 
MS) is a widely applied analytical technique. Furthermore, it is more and more 
applied in non-target analysis enabling to obtain a more complete picture of 
biological and chemical processes occurring in living organisms and environ-
ment. Standard substances are needed to obtain quantitative information from 
LC/ESI/MS analysis. This thesis proposed and developed an approach to predict 
ionization efficiencies to enable standard substance free quantification in 
LC/ESI/MS analysis. 
During this study, the effect of compound structure to electrospray ionization 
efficiency was quantitatively investigated. For that ionization efficiencies for 
more than 350 compounds were collected and measured. In general, more basic 
and more hydrophobic compounds possess higher ionization efficiency in ESI 
positive mode. 
Next, the effect of eluent on electrospray ionization efficiency was studied. 
As organic modifiers methanol, acetonitrile, isopropanol, and acetone were 
studied. The studied organic modifier percentages ranged from 0% to 100%. 
Furthermore, all mostly used water phase additives: formic acid, acetic acid, 
ammonium acetate, ammonia, ammonium formate, ammonium bicarbonate, 
TFA, and ammonium fluoride were studied. The studied water phase pH ranged 
from 2.1 to 10.7. Typically, in ESI positive mode higher ionization efficiencies 
are observed in high organic modifier eluents. The effect of eluent pH on 
electrospray ionization efficiency is more complex. For compounds with the 
pKa close to the eluent pH, the ionization efficiency is strongly affected by the 
pH of eluent if the compounds have logP value close to 0. Highly hydrophobic 
as well as highly hydrophilic compounds are generally less affected by the pH 
of eluent. 
Additionally, it was shown that the trends observed on one mass-spectro-
metric setup are universal among different instrumental setups from different 
vendors and can be applied to different mass-spectrometric setup. However, it 
was observed that electrospray ionization source design may strongly affect the 
ionization efficiency values and to use the values on different instrumental 
setups transformation with a small set of compounds is needed. 
As a final step, a universal approach enabling standard substance free 
quantification in LC/ESI/MS analysis was developed. For ionization efficiency 
prediction random forest regression algorithm was used. This approach takes 
into account both the structure of the compound as well as the eluent 
composition at the retention time of the compound. The average prediction error 
for ionization efficiency prediction was 2.2-times which increases the reliability 
of results of standard substance free quantification up to 10 000 000 times. The 
developed approach uses a small set of compounds to transform the predicted 
ionization efficiencies to method and instrument-specific response factors to 
enable standard substance free quantification in any LC/ESI/MS analysis with 
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the average prediction error better than 5 times. Moreover, this approach is not 
only applicable in the future but can be used to retrospectively quantify 
compounds detected with LC/ESI/MS in the full scan mode. This approach was 
made available to the mass spectrometric community as an online tool.  
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SUMMARY IN ESTONIAN 
Standardainete vaba kvantiseerimine LC/ESI/MS analüüsil 
kasutades ionisatsiooni efekiivsuste ennustamist 
Kõrgefektiivne vedelik kromatograafia elektropihustus massispektromeetria 
(LC/ESI/MS) on laialt kasutatud väga võimekas analüüsimeetod. Antud meetod 
on levinud orgaaniliste ühendite, eriti jälgede, määramise meetod. Kahjuks on 
sellel meetodil üks puudus. Kõrgefektiivse vedelikkromatograafi ja massi-
spektromeetri ühendamiseks kasutatava elektropihustuse ionisatsiooniefektiiv-
sus on ühendist sõltuv ja võib erineda üle 10 miljoni korra. Ionisatsiooniefek-
tiivsus on defineeritud lahuses olevate analüüdi molekulidest või ioonidest 
genereeritud gaasifaasiliste ioonide määrana. Seepärast tuleb LC/ES/MS kvan-
titatiivseks kasutamiseks kasutada standardaineid. Kahjuks ei pruugi standard-
ained kättesaadavad olla, kui tegemist on uudse avastusega, antud ühendeid on 
raske eraldada või nad on ebastabiilsed. Lisaks avardub meie teadmine võima-
likest arvukatest saasteainetest keskkonnas ning tuhandetest elusorganismide 
talitlust juhtivatest metaboliitidest. Kõigi nende ainete sisalduste määramisel 
standardainete kasutamine ei ole majanduslikult võimalik. 
Suunatud analüüs (ingl targeted analysis) vaatab uuritavale objektile peale 
kui silmaklappidega hobune: meetodiga on võimalik määrata ainult varasemalt 
valitud ühendeid. Suunatud analüüsi meetodid võimaldavad analüüsida kuni 
200 ühendit ühe analüüsiga. Õnneks on massispektromeetria riistvaraline ja 
tarkvaraline kiire areng loonud võimaluse kasutada suunamata analüüsi (ingl 
non-targeted analysis), et detekteerida kõik võimalikud ühendid, mis jäävad 
selle meetodi rakendusalasse. Selliste meetoditega oleme võimelised määrama 
tuhandeid ühendeid ühe analüüsiga. Suunamata analüüsi tulemuste kvantita-
tiivseks muutmiseks vajame praeguseni ikka standardaineid. Minu doktoritöö 
eesmärgiks on arendada arvutuslik meetod elektropihustuse ionisatsiooni-
efektiivsuste ennustamiseks, et võimaldada standardainete vaba kvantitatiivset 
suunamata LC/ESI/MS analüüsi. 
Elektropihustuse ionisatsiooni mehhanismi mudeldamiseks on vajalik teada, 
millised parameetrid seda mõjutavad. Varasematest uuringutest on teada, et 
ühendi struktuur mõjutab tema ionisatsiooniefektiivsust. Oma uuringu raames 
mõõtsin ja kogusin ühtekokku 353 erineva ühendi ionisatsiooniefektiivsused 
ESI positiivses režiimis ühes solvendis. Üldiselt saab järeldada, et mida hüdro-
foobsem ja tugevam alus ühend on, seda kõrgem on tema ionisatsiooni-
efektiivsus ESI positiivses režiimis. 
Järgmiseks on teada, et analüüsiks kasutatav eluent mõjutab ionisatsiooni-
efektiivsust. Selle mõju kvanitatiivseks uurimiseks mõõtsin ja kogusin varase-
matest uuringutest ionisatsiooniefektiivsused ühtekokku 106 erineva eluendi 
koostises. Minu uuring katab kõik enim kasutatavad orgaanilise faasina kasuta-
tavad solvendid ning veefaasis kasutatavad lisandid. Uuritavate eluentide 
veefaasi pH katab vahemiku 2.1 kuni 10.7. Suures pildis saab järeldada, et mida 
kõrgem on orgaanilise faasi sisaldus eluendis, seda kõrgemad on ionisatsiooni 
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efektiivsused. Samas on veefaasi pH mõju mõistmine keerulisem. Väga hüdro-
fiilsete ja väga hüdrofoobsete ühendite ionisatsiooniefektiivsus ei ole mõjutatud 
veefaasi pHst. Samas keskmise hüdrofiilsuse/hüdrofoobsusega ühendite, mille 
pKa on ligilähedane veefaasi pHga, ionisatsiooniefektiivsus on tugevalt mõju-
tatud veefaasi pH poolt. 
Järgmise etapina uurisin, kas minu uuritud efektid on kasutatud instrumendi 
spetsiifilised või on need järeldused rakenduvad universaalselt. Minu uuringu 
tulemused näitavad, et ühel instrumendil mõõdetud ionisatsiooniefektiivsuseid 
ei saa numbriliselt üle viia teisele instrumendile, aga korrelatsioon erinevatel 
instrumentidel mõõdetud ionisatsiooniefektiivsuste vahel on kõrge. See näitab, 
et varasemalt uuritud efektid on erinevate instrumentide üleselt universaalsed 
ning ionisatsiooniefektiivsuste väärtuseid on võimalik ühelt instrumendilt 
teisele üle kanda, kasutades väikest kalibreerimisühendite valimit. 
Eelnevate tulemuste põhjal töötasin välja meetodi, mis on võimeline ennus-
tama ionisatsiooniefektiivsuseid, arvestades nii ühendi struktuuri kui ka eluendi 
koostisega analüüsil. Arendatud mudeli keskmine viga on 2,2 korda, mis 
suurendab ionisatsiooni efektiivsuse hindamise usaldusväärsust kuni 10 miljonit 
korda. Arendatud meetod kasutab väikest valimit ühendeid (6), et arvestada ka 
kasutatava instrumendi, meetodi ja proovimaatriksi efektidega ning võimaldab 
standardaine vaba kvantiseerimist keskmise veaga 5 korda. Näiteks kui laialt 
levinud pestitsiidi glüfosaat sisalduseks hindab minu meetod 1 ppm, siis tõeline 
väärtus jääb 0.2 ja 5 ppm vahemikku. Antud usaldusväärsus on piisav, eriti 
arvestades toksikoloogiliste mõõtmiste dispersiooni, mis on sama suur või isegi 
suurem. Minu doktoritöös arendatud meetod standardainevabaks kvantiseeri-
seks on saadaval LC/ES/MS auditooriumile online-tööriistana ning seda meeto-
dit on võimalik rakendada ka varasemalt kogutud LC/ESI/MS andmetele.  
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3
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0
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7
 
0
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0
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0
.0
0
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4
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0
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0
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6
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0
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0
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9
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0
 
2
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1
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0
 
2
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3
 
0
.9
6
 
3
.1
1
 
0
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6
 
p
y
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o
li
d
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e 
2
.7
0
 
2
.9
9
 
1
.0
0
 
2
.3
2
 
1
.0
0
 
2
.1
2
 
1
.0
0
 
2
.3
0
 
1
.0
0
 
2
.1
7
 
1
.0
0
 
1
.7
1
 
0
.9
7
 
2
.7
2
 
0
.9
7
 
d
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et
h
y
l 
p
h
th
al
at
e 
3
.5
4
 
2
.9
5
 
0
.0
0
 
3
.2
0
 
0
.0
0
 
3
.0
9
 
0
.0
0
 
3
.3
9
 
0
.0
0
 
2
.9
2
 
0
.0
0
 
2
.7
4
 
0
.0
0
 
3
.9
0
 
0
.0
0
 
p
y
ri
d
in
e 
2
.9
4
 
2
.9
2
 
1
.0
0
 
2
.2
3
 
1
.0
0
 
2
.2
0
 
1
.0
0
 
1
.5
3
 
0
.6
7
 
1
.2
2
 
0
.6
7
 
-0
.8
2
 
0
.0
0
 
0
.9
4
 
0
.0
0
 
p
o
o
le
d
 s
ta
n
d
a
rd
 
d
ev
ia
ti
o
n
 
0
.3
0
 
0
.3
2
 
  
0
.3
9
 
  
0
.0
6
 
  
0
.2
8
 
  
0
.3
4
 
  
0
.4
5
 
  
0
.3
9
 
  
p
H
d
 
  
2
.7
 
5
.0
 
9
.8
 
 a 
lo
g
IE
 v
al
u
es
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s 
te
tr
ae
th
y
la
m
m
o
n
iu
m
; 
b
 T
h
e 
α
 i
s 
ca
lc
u
la
te
d
 u
si
n
g
 t
h
e 
aq
u
eo
u
s 
p
h
as
e 
p
H
 o
b
ta
in
ed
 b
y
 g
la
ss
 e
le
ct
ro
d
e 
an
d
 a
q
u
eo
u
s 
p
K
a 
v
al
u
es
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c 
lo
g
IE
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al
u
es
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n
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ef
1
0
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d
 a
q
u
eo
u
s 
p
h
as
e 
p
H
 o
b
ta
in
ed
 w
it
h
 g
la
ss
 e
le
ct
ro
d
e;
 e
 D
ip
h
en
y
l 
p
h
th
al
at
e 
co
u
ld
 n
o
t 
b
e 
m
ea
su
re
d
 i
n
 t
h
is
 e
lu
en
t 
d
u
e 
to
 p
o
o
r 
so
lu
b
il
it
y
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ue
nts
. 
10
%
 
0.1
%
 fo
rm
ic 
ac
id(
aq
) 
10
 m
M
 fo
rm
ic 
ac
id(
aq
) 
10
 m
M
 ox
ali
c a
cid
(aq
) 
10
 m
M
 pr
op
ion
ic 
ac
id(
aq
) 
90
%
 
M
eC
Na
M
eO
H 
M
eO
H
M
eC
N
ac
eto
ne
iP
rO
H 
M
eO
H
M
eC
N
ac
eto
ne
iP
rO
H
M
eO
H
M
eC
N
ac
eto
ne
iP
rO
H 
ter
fen
ad
ine
 
4.5
1 
4.2
7 
4.4
5 
4.2
8 
3.8
7 
3.6
0 
4.0
6 
4.0
1 
4.0
6 
3.0
1 
4.1
0 
4.1
2 
3.7
9 
3.4
1 
lop
era
mi
de
 
4.5
9 
4.4
0 
4.4
3 
4.4
8 
4.2
6 
4.3
4 
4.3
4 
4.2
9 
4.2
9 
4.1
4 
4.2
6 
4.3
7 
4.0
7 
4.1
3 
am
itr
ipt
yli
ne
 
3.8
8 
4.1
5 
4.3
0 
4.0
7 
3.8
7 
3.5
2 
3.8
9 
3.9
9 
3.9
1 
3.6
0 
3.8
8 
4.1
1 
3.8
8 
3.3
3 
bu
spi
ron
e 
3.7
8 
3.9
1 
4.2
3 
3.9
5 
3.5
8 
3.2
8 
3.5
8 
3.7
1 
3.1
7 
2.7
2 
3.8
6 
4.0
6 
3.7
3 
3.1
2 
pro
pa
no
lol
 
3.7
9 
3.8
5 
4.2
1 
3.8
5 
3.5
3 
3.0
4 
3.4
8 
3.5
5 
3.3
9 
3.1
2 
3.6
3 
3.6
2 
3.3
4 
2.6
8 
ari
pip
raz
ole
 
3.8
3 
3.7
5 
4.1
2 
3.8
1 
3.6
7 
2.6
5 
3.3
4 
3.4
8 
2.8
0 
3.2
1 
3.7
8 
3.6
1 
2.9
6 
1.8
7 
am
iod
aro
ne
 
4.1
0 
4.1
5 
4.1
1 
4.1
0 
3.7
6 
3.1
3 
3.7
6 
3.9
3 
3.7
4 
3.2
7 
3.8
5 
4.0
0 
3.4
5 
2.5
5 
ha
lop
eri
do
l 
3.7
2 
4.0
1 
4.0
2 
3.9
3 
3.5
2 
3.2
2 
3.8
8 
4.0
1 
3.5
4 
3.3
8 
3.7
7 
3.8
3 
3.5
0 
2.7
1 
ke
toc
on
az
ole
 
3.4
7 
3.8
8 
4.0
2 
3.5
0 
3.6
3 
3.1
1 
3.4
0 
3.7
0 
2.8
3 
2.1
4 
3.8
0 
3.5
6 
3.5
9 
NA
 
tra
zo
do
ne
 
3.9
7 
4.0
0 
3.9
5 
3.6
3 
3.4
5 
3.2
3 
3.5
9 
3.6
8 
3.3
9 
2.9
1 
3.6
7 
3.7
9 
3.4
5 
2.7
1 
tet
rae
thy
lam
mo
niu
m 
3.9
5 
3.9
9 
3.8
8 
3.9
6 
3.8
7 
3.8
5 
3.8
4 
3.8
3 
3.5
8 
3.6
7 
3.8
8 
3.9
1 
3.8
2 
3.7
1 
flu
ox
eti
ne
 
3.4
2 
3.5
6 
3.7
2 
3.6
2 
3.3
3 
2.6
2 
3.1
2 
3.2
8 
3.3
0 
2.7
4 
3.3
7 
3.4
8 
3.2
4 
2.2
4 
qu
ini
din
e 
3.5
0 
3.6
2 
3.5
2 
3.2
2 
3.1
4 
2.8
8 
2.7
8 
2.4
4 
2.1
2 
2.9
6 
3.4
7 
3.2
6 
3.0
7 
2.7
3 
ate
no
lol
 
3.3
0 
3.4
1 
3.2
9 
3.1
7 
2.9
7 
2.2
2 
2.5
4 
2.7
8 
2.5
9 
2.1
0 
3.1
0 
2.9
9 
2.7
8 
1.9
6 
lin
co
my
cin
 
3.4
3 
3.4
5 
3.2
2 
2.8
0 
3.1
5 
1.9
4 
2.8
3 
2.6
8 
2.3
8 
1.7
2 
2.8
9 
3.0
0 
2.4
9 
NA
 
py
rid
ine
 
2.5
6 
2.3
3 
2.5
0 
2.4
3 
2.3
2 
1.1
4 
2.3
0 
2.8
0 
2.6
3 
1.7
6 
2.2
5 
2.3
3 
2.1
0 
NA
 
pro
ge
ste
ron
e 
2.5
5 
2.6
7 
2.1
7 
1.5
8 
1.9
1 
0.7
9 
2.7
5 
2.7
0 
2.5
6 
2.0
7 
1.8
1 
1.8
2 
1.5
6 
NA
 
tes
tos
ter
on
e 
2.4
0 
2.6
6 
2.1
1 
1.8
6 
1.8
7 
0.8
4 
2.9
4 
2.8
1 
2.6
6 
1.9
9 
1.9
3 
1.9
9 
1.6
3 
NA
 
no
rfl
ox
aci
n 
3.2
4 
3.0
0 
1.8
7 
2.8
0 
2.6
6 
1.4
5 
2.4
9 
2.3
5 
NA
 
1.6
5 
2.6
0 
2.5
5 
1.9
6 
0.9
0 
caf
fei
ne
 
2.3
8 
2.2
2 
1.8
5 
1.5
1 
1.7
8 
0.4
3 
2.3
3 
2.3
7 
2.2
7 
1.7
0 
1.6
0 
1.7
6 
1.3
2 
NA
 
po
ol
ed
 st
an
da
rd
 
de
vi
at
io
n 
0.1
2 
0.1
0 
0.1
5 
0.1
0 
0.1
1 
0.2
9 
0.0
9 
0.1
1 
0.1
9 
0.1
8 
0.0
9 
0.1
1 
0.2
3 
0.1
5 
 a  a
cet
on
itri
le/
 0.
1%
 fo
rm
ic 
aci
d(a
q) 
80
/20
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Co
mp
ar
ed
 el
ue
nts
 
A 
sta
tis
tic
all
y s
ign
ific
an
t d
iff
ere
nc
e i
n l
og
IE
 
va
lue
s 
pH
 ch
an
ge
 
ace
ton
itri
le/
0.1
% 
for
mi
c a
cid
(aq
) 
80
/20
 
ace
ton
itri
le/
5 m
M 
am
mo
niu
m 
ace
tat
e (
aq
) 8
0/2
0 
1-n
ap
hth
yla
mi
ne
, N
,N
-di
me
thy
lan
ilin
e, 
py
rro
lid
ine
, 
py
rid
ine
, d
iph
en
yl 
ph
tha
lat
e, 
dim
eth
yl 
ph
tha
lat
e 
ace
ton
itri
le/
0.1
% 
for
mi
c a
cid
(aq
) 
80
/20
 
ace
ton
itri
le/
1 m
M 
am
mo
nia
(aq
) 
80
/20
 
tet
rae
thy
lam
mo
niu
m,
1-n
ap
hth
yla
mi
ne
, 
N
,N
-di
me
thy
lan
ilin
e, 
py
rro
lid
ine
, p
yri
din
e 
ace
ton
itri
le/
0.1
% 
for
mi
c a
cid
(aq
) 
50
/50
 
ace
ton
itri
le/
5 m
M 
am
mo
niu
m 
ace
tat
e (
aq
) 5
0/5
0 
1-n
ap
hth
yla
mi
ne
, N
,N
-di
me
thy
lan
ilin
e, 
pip
eri
din
e, 
py
rid
ine
 
ace
ton
itri
le/
0.1
% 
for
mi
c a
cid
(aq
) 
50
/50
 
ace
ton
itri
le/
1 m
M 
am
mo
nia
(aq
) 
50
/50
 
N
,N
-di
me
thy
lan
ilin
e, 
py
rid
ine
, p
yrr
oli
din
e, 
dim
eth
yl 
ph
tha
lat
e, 
dip
he
ny
l p
hth
ala
te 
ace
ton
itri
le/
5 m
M 
am
mo
niu
m 
ace
tat
e (
aq
) 8
0/2
0 
ace
ton
itri
le/
1 m
M 
am
mo
nia
(aq
) 
80
/20
 
Di
ph
en
yl 
ph
tha
lat
e, 
N
,N
-di
me
thy
lan
ilin
e, 
py
rid
ine
 
ace
ton
itri
le/
5 m
M 
am
mo
niu
m 
ace
tat
e (
aq
) 5
0/5
0 
ace
ton
itri
le/
1 m
M 
am
mo
nia
(aq
) 
50
/50
 
N
,N
-di
me
thy
lan
ilin
e, 
dip
he
ny
l p
hth
ala
te,
 
1-n
ap
hth
yla
mi
ne
, d
im
eth
yl 
ph
tha
lat
e, 
pip
eri
din
e, 
py
rro
lid
ine
 
Ch
an
ge
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or
ga
nic
 
mo
dif
ier
 
pe
rce
nta
ge
 
ace
ton
itri
le/
0.1
% 
for
mi
c a
cid
(aq
) 
80
/20
 
ace
ton
itri
le/
0.1
% 
for
mi
c a
cid
(aq
) 
50
/50
 
Di
ph
en
yl 
ph
tha
lat
e, 
py
rro
lid
ine
, p
yri
din
e 
ace
ton
itri
le/
0.1
% 
for
mi
c a
cid
(aq
) 
80
/20
 
ace
ton
itri
le/
0.1
% 
for
mi
c a
cid
(aq
) 
20
/80
 
tet
rap
rop
yla
mm
on
ium
, te
tra
eth
yla
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ium
, 
trie
thy
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ine
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-na
ph
thy
lam
ine
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N
,N
-di
me
thy
lan
ilin
e, 
py
rid
ine
, p
yrr
oli
din
e, 
pip
eri
din
e 
ace
ton
itri
le/
0.1
% 
for
mi
c a
cid
(aq
) 
50
/50
 
ace
ton
itri
le/
0.1
% 
for
mi
c a
cid
(aq
) 
20
/80
 
tet
rap
rop
yla
mm
on
ium
, te
tra
eth
yla
mm
on
ium
, 
trie
thy
lam
ine
, 1
-na
ph
thy
lam
ine
, p
ipe
rid
ine
 
ace
ton
itri
le/
5 m
M 
am
mo
niu
m 
ace
tat
e (
aq
) 8
0/2
0 
ace
ton
itri
le/
5 m
M 
am
mo
niu
m 
ace
tat
e (
aq
) 5
0/5
0 
Di
ph
en
yl 
ph
tha
lat
e, 
1-n
ap
hth
yla
mi
ne
, 
dim
eth
yl 
ph
tha
lat
e, 
pip
eri
din
e, 
py
rid
ine
 
ace
ton
itri
le/
1 m
M 
am
mo
nia
(aq
) 
80
/20
 
ace
ton
itri
le/
1 m
M 
am
mo
nia
(aq
) 
50
/50
 
Di
ph
en
yl 
ph
tha
lat
e, 
dim
eth
yl 
ph
tha
lat
e, 
py
rro
lid
ine
, 
py
rid
ine
, N
,N
-di
me
thy
lan
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e 
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iza
tio
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cie
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y v
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en
t c
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ith
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iff
ere
nt 
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s: 
pH
 =
 2.
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 pH
 =
 7.
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Gr
ey
 
ba
ck
gro
un
d i
nd
ica
tes
 an
aly
te’
s w
ate
r p
ha
se 
pH
 de
pe
nd
en
ce.
 
  
Ac
eto
nit
ril
e/b
uf
fer
 80
/20
 
Ac
eto
nit
ril
e/b
uf
fer
 20
/80
 
  
log
IE
 
log
IE
 
pH
 
2.1
 
2.7
 
3.0
 
3.5
 
4.0
 
4.5
 
5.0
 
5.5
 
6.0
 
6.5
 
7 
2.1
 
2.7
 
3.0
 
3.5
 
4.0
 
4.5
 
5.0
 
5.5
 
6.0
 
6.5
 
7.0
 
2,6
-(N
O 2
) 2-
C 6
H 3
-P
(py
rr)
 
5.0
7 
4.9
0
4.8
1
5.0
0
4.9
1
4.7
9
4.6
6
4.8
3 
4.7
0 
5.3
8
5.0
1 
4.2
9 
NA
a
NA
a
4.3
9
4.2
9
4.4
4
4.4
2
NA
a
4.6
4
NA
a  
4.4
5 
N
,N
-di
ph
en
ylb
isp
idi
ne
 
4.4
2 
4.5
9
4.4
1
4.5
9
4.5
0
4.4
9
4.3
9
4.4
7 
4.3
6 
4.9
5
4.6
3 
3.8
0 
NA
a
NA
a
4.0
1
3.9
7
NA
a
4.1
1
NA
a
4.1
1
NA
a  
3.8
9 
acr
idi
ne
 
3.9
9 
3.9
1
3.7
6
3.8
4
3.9
6
3.5
6
3.6
6
3.7
7 
3.7
1 
4.1
6
3.9
6 
3.5
7 
3.9
2
3.0
7
3.2
6
2.9
8
2.7
5
2.7
7
2.9
3
2.8
6
3.1
1 
2.4
9 
3-m
eth
ox
y-N
,N
-di
me
thy
lan
ilin
e 
3.7
2 
3.8
3
2.9
7
2.9
0
2.9
9
2.6
7
2.4
2
2.4
3 
2.4
7 
2.4
7
2.4
9 
3.2
9 
3.6
6
1.9
6
1.9
0
1.9
5
1.9
7
1.8
8
2.1
1
1.9
4
2.0
3 
1.6
7 
4-d
im
eth
yla
mi
no
-N
,N
-di
me
thy
lan
ilin
e
3.6
1 
NA
a
NA
a
NA
a
NA
a
NA
a
NA
a
NA
a  
NA
a  
NA
a
3.4
7 
3.2
4 
NA
a
NA
a
NA
a
NA
a
NA
a
NA
a
NA
a
NA
a
2.9
9 
2.9
7 
N
,N
-di
me
thy
lan
ilin
e 
3.5
3 
3.4
3
1.9
4
1.6
4
1.6
1
1.5
4
1.5
1
1.6
1 
1.6
1 
1.4
3
1.6
0 
3.2
2 
3.1
5
1.2
3
1.2
0
1.4
6
1.5
0
1.2
8
1.5
4
1.5
8
1.6
9 
1.1
3 
8-a
mi
no
qu
ina
ldi
ne
 
3.5
3 
3.4
2
2.9
6
3.2
4
3.2
0
3.1
2
3.0
9
3.2
5 
3.1
0 
2.6
2
3.2
5 
2.9
8 
3.4
7
2.0
9
2.3
1
2.2
3
2.3
3
2.1
4
2.3
6
2.2
2
2.3
3 
2.0
7 
qu
ino
lin
e 
3.4
4 
3.5
9
2.7
5
2.7
5
2.8
1
2.6
6
2.4
0
2.4
1 
2.4
4 
2.3
9
2.4
0 
2.9
6 
3.4
7
1.7
3
1.7
6
1.7
4
1.7
8
1.7
5
2.0
2
1.8
5
1.8
9 
1.5
9 
2,6
-di
me
thy
lpy
rid
ine
 
3.3
9 
3.3
1
2.6
2
2.6
2
2.6
7
2.4
2
2.3
2
2.2
5 
2.2
6 
2.0
3
2.1
3 
2.8
6 
3.1
7
1.7
2
1.7
1
1.6
8
1.6
2
1.4
8
1.7
8
1.6
1
1.7
8 
1.4
5 
2-a
mi
no
be
nz
im
ida
zo
le 
3.3
9 
3.5
5
3.2
4
3.4
0
3.4
7
3.1
6
3.3
7
3.3
3 
3.2
3 
3.0
5
3.2
1 
2.8
1 
NA
a
NA
a
3.0
1
2.8
2
3.0
2
2.9
5
3.1
8
3.0
8
NA
a  
2.9
1 
1-n
ap
hth
yla
mi
ne
 
3.2
8 
3.6
0
2.7
4
2.6
5
2.6
7
2.5
5
2.4
3
2.5
4 
2.5
6 
2.4
5
2.6
4 
2.6
8 
3.4
4
1.3
5
1.4
6
1.3
4
1.6
1
1.5
8
1.8
1
1.6
2
1.8
8 
1.5
6 
4-a
mi
no
-N
,N
-di
me
thy
lan
ilin
e 
3.2
4 
NA
a
NA
a
NA
a
NA
a
NA
a
NA
a
NA
a  
NA
a  
NA
a
2.9
6 
2.4
1 
NA
a
NA
a
NA
a
NA
a
NA
a
NA
a
NA
a
NA
a
2.7
7 
2.5
3 
2,6
-di
am
ino
py
rid
ine
 
3.0
5 
NA
a
NA
a
NA
a
NA
a
NA
a
NA
a
NA
a  
NA
a  
NA
a
2.8
5 
2.7
7 
2.7
1
NA
a
NA
a
NA
a
NA
a
NA
a
NA
a
NA
a
2.5
3 
2.4
1 
2-a
mi
no
py
rid
ine
 
2.9
9 
NA
a
NA
a
NA
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Table S 12 Compounds to transfer the predicted ionization efficiencies to instrument-
specific response factors in the cereals application example. 
# Name 
36 4-methoxypyridine 
58 indazole 
68 4-hydroxybenzaldehyde 
85 tetraethylammonium 
98 p-anisaldehyde 
114 3-methoxycatechol 
118 tripropylamine 
120 glutamine 
125 cinnamic acid 
135 3-methoxy-N,N-dimethylaniline 
154 4-dimethylamino-N,N-dimethylaniline 
158 phthalic acid 
183 1,10-phenanthroline 
196 tetrapropylammonium 
197 2-acetamido-5-nitrothiazole 
218 metamitrone 
222 isoproturon 
243 aldicarb-sulfone 
290 alachlor 
321 cyanophenphos 
322 scopolamine 
335 phenthoate 
352 thiophanate-methyl 
364 tetraconazole 
377 4-CF3-C6H4-P(pyrr) 
401 4-[2-(4-nitrophenyl)diazenyl]-N- (phenyldi-1-pyrrolidinylphosphoranylidene)benzenamine 
402 4-[2-[4-[(diphenyl-1-pyrrolidinylphosphoranylidene)amino]phenyl]diazenyl]-N,N-dimethyl-benzenamine 
405 N,N-dimethyl-4-[2-[4-[(triphenylphosphoranylidene)amino]phenyl]diazenyl]-benzenamine 
411 2-Cl-C6H4-P2(pyrr) 
413 Phe-Phe-Phe-Phe 
414 reserpine 
109 
Table S 13 Average concentration prediction error in case of different sizes of 
transformation sets. The difference in performance is not statistically significant. 
# of 
transforming 
compounds 
mean 
error 
6 5.01 
10 5.01 
15 5.02 
31 5.68 
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Table S 14 Comparison of errors in concentration prediction by the compound in case 
of pesticides in cereal matrices using three different approaches. 
compound 
retention 
time 
mean 
error1 
mean 
error2 
mean 
error3 
methamidophos 0.85 2.30 12.60 8.33 
propamocarb 1.23 17.81 2.80 4.34 
pirimicarb-desmethyl 1.71 22.63 1142.42 5.37 
deoxynivalenol-15-acetate 2.48 12.53 29.69 71.88 
acetamiprid 2.79 6.57 2.15 1.51 
TEPP 3.10 3.37 1.56 1.71 
1-naphthylacetamide 3.14 3.72 1.51 2.86 
fenamiphos-sulfoxide 3.15 5.38 2.23 1.28 
aflatoxin G1 3.37 3.07 1.48 2.43 
diacetoxyscirpenol 3.37 2.92 5.01 11.72 
oxadixyl 3.39 2.13 1.35 2.54 
paraoxon-methyl 3.43 1.72 1.50 3.33 
aflatoxin B1 3.58 4.08 232.94 1.73 
fenthion-sulfoxide 3.84 5.19 168.63 1.38 
metazachlor 4.34 2.84 320.97 2.10 
clomazone 4.45 5.36 169.02 1.53 
nuarimol 4.51 2.64 309.76 2.04 
alternariol-mono 4.74 8.28 7916.96 51.36 
myclobutanil 4.88 6.25 160.12 1.23 
halosulfuron-methy 4.93 2.95 283.66 1.85 
tetraconazole 5.02 1.17 177.02 1.27 
pyridaphenthion 5.03 4.93 135.82 1.26 
hexaconazole 5.21 5.67 246.25 1.74 
acetochlor 5.28 1.41 897.34 5.86 
fenoxycarb 5.28 3.29 437.50 3.00 
flurochloridone 5.30 3.36 3718.81 24.48 
chlorfenrinphos 5.45 5.81 30.49 2.06 
pyraclostrobin 5.84 15.77 5.32 3.66 
clofenfezine 5.95 1.52 74.42 4.74 
tolclofos-methyl 5.96 3.67 323.54 20.53 
phosalone 5.98 2.50 212.02 13.45 
indoxacarb 6.05 5.67 14.29 1.24 
tebufenpyrad 6.22 4.59 18.62 1.26 
oxyfluorfen 6.42 15.30 1285.53 82.52 
pyridate 7.49 3.13 49.44 3.33 
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Figure S 1 The prediction precision dependence on a number of used parameters in 
LDA in case of acetonitrile/buffer 80/20. 
 
 
Figure S 2 The logIE dependencies on aqueous pH with different flow rates. 
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Figure S 3 Comparison of ionization efficiencies measured on different instruments 
studied in publication II acetonitrile/0.1% formic acid(aq) 80/20. 
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Figure S 4 Comparison of ionization efficiencies measured on different instruments 
studied in publication IV acetonitrile/0.1% formic acid(aq) 80/20. 
114 
 
Acidic: pH < 5. Neutral: 5 ≤ pH < 8. Basic: pH ≥ 8. Pure water: organic modifier 
percentage = 0%. Water rich: 0% < organic modifier percentage < 40%. 1/1 mixture: 
40% ≤ organic modifier percentage < 60%. Organic rich: 60% ≤ organic modifier 
percentage < 100%. 
Figure S 5 Comparison of prediction errors ionization efficiencies between acetonitrile 
and methanol containing eluents in ESI positive mode. Results are divided into groups 
by water phase pH and organic modifier content. Comparison based on the intersection 
of compounds measured in methanol as well as in acetonitrile. The compared results are 
measured on one instrument. 
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Acidic additive: formic acid, trifluoroacetic acid, oxalic acid, Neutral additive: 
ammonium acetate, ammonium formate, Basic additive: ammonia. 
Figure S 6 Comparison of the prediction error of ionization efficiencies between neat 
acetonitrile and methanol in ESI positive mode. Divided into groups by pH adjusting 
additive type. Comparison is based on the intersection of compounds measured in 
methanol as well as in acetonitrile. The compared results are measured on one instru-
ment. 
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Acidic: pH < 5. Neutral: 5 ≤ pH < 8. Basic: pH ≥ 8. Pure water: organic modifier 
percentage = 0%. Water rich: 0% < organic modifier percentage < 40%. 1/1 mixture: 
40% ≤ organic modifier percentage < 60%. Organic rich: 60% ≤ organic modifier 
percentage < 100%. 
Figure S 7 Comparison of the prediction error of ionization efficiencies in acetonitrile 
containing solvents in ESI negative mode. Results are divided into groups by water 
phase pH and organic modifier content. Comparison based on the intersection of 
compounds measured in all pH groups. The compared results are measured on one 
instrument. 
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1 - acetonitrile 52 mM ammonia.  
2 - acetonitrile/ water phase 20/80 4 mM ammonium acetate pH(aq) = 5.0 
3 - acetonitrile/ water phase 80/20 0.2 mM ammonium acetate pH(aq) = 5.0 
4 - acetonitrile/ water phase 80/20 1 mM ammonium acetate pH(aq) = 3.45 
5 - acetonitrile/ water phase 80/20 1 mM ammonium acetate pH(aq) = 5.0 
6 - acetonitrile/ water phase 80/20 1 mM ammonium acetate pH(aq) = 7.0 
7 - acetonitrile/ water phase 80/20 1 mM ammonium acetate pH(aq) = 7.8 
8 - acetonitrile/ water phase 20/80 21 mM formic acid pH(aq) = 2.78 
9 - acetonitrile/ water phase 80/20 5 mM formic acid pH(aq) = 2.78 
10 - acetonitrile/ water phase 20/80 41 mM ammonia pH(aq) = 10.5 
11 - acetonitrile/ water phase 40/60 31 mM ammonia pH(aq) = 10.5 
12 - acetonitrile/ water phase 50/50 26 mM ammonia pH(aq) = 10.5 
13 - acetonitrile/ water phase 60/40 21 mM ammonia pH(aq) = 10.5 
14 - acetonitrile/ water phase 80/20 10 mM ammonia pH(aq) = 10.5 
15–52 mM ammonia pH(aq) = 10.5 
Figure S 8 Comparison of the prediction error of ionization efficiency between different 
eluents in ESI negative mode. Compared with the intersection of compounds in studied 
eluent compositions. 
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a: concentrations estimated using predicted ionization efficiencies, b: concentrations 
determined with the targeted method. 
Figure S 9 Comparison of predicted and measured concentration in the example of 
metabolites in green tea. T23 is non-green tea negative control. 
a 
b 
a: ESI positive mode, b: ESI negativ
119 
e mode. 
Figure S 10 Comparison of compounds studied previously in the literature (Table S 1) 
and used for ionization efficiency prediction model development based on calculated 
logP152 values. 
 
a b
  
 
 
 
 
 
PUBLICATIONS  
CURRICULUM VITAE 
Name: Jaanus Liigand 
Date of birth: February 5, 1990 
Citizenship: Estonian 
Address: Aardla 140–50, Tartu, 50415, Estonia 
Phone, e-mail: +372 53812419, jaanus.liigand@ut.ee 
 
Education: 
2018 University of Liege, Prof. Dr Edwin De Pauw research group, 
‘Developing a method to differentiate permethylated glycans 
with α2,3 linked sialic acid from glycans with α2,6 linked 
sialic acid’ 
2015–present University of Tartu, PhD, ‘Standard substance free quanti-
fication for LC/ESI/MS analysis based on the predicted 
ionization efficiencies’ 
2013–2014 University of Konstanz, chemistry, exchange student 
2013 1st University of Lyon, Rodolphe Antoine group, ‘Optical 
profiling of electrospray plume with laser-induced-fluore-
scence’ 
2012–2015 University of Tartu, M.Sc ‘Electrospray ionisation efficiency 
scales: mobile phase effects and transferability- cum laude 
2009–2012 University of Tartu, B.Sc ‘Fabrication of nickel oxide 
gadolinium doped ceria oxide anode for solid oxide fuel cell 
via tape-casting’ cum laude 
 
List of Publications 
1. Liigand, J., de Vries, R., Cuyckens, F. Optimization of flow splitting and 
make‐up flow conditions in liquid chromatography‐electrospray 
ionization‐mass spectrometry Rapid. Commun. Mass Spectrum 33(3), 314–
322 (2018) 
2. Liigand, P., Liigand, J., Cuyckens, F., Vreeken, R.J., Kruve A. Ionisation 
efficiencies can be predicted in complicated biological matrices: a proof of 
concept. Anal. Chim. Acta 1032, 68–74 (2018) 
3. Gornischeff, A., Liigand, J., Rebane, R. A systematic approach toward 
comparing electrospray ionization efficiencies of derivatized and 
non‐derivatized amino acids and biogenic amines. J. Mass Spectrom. 53(10), 
997–1004 (2018) 
4. Ojakivi, M., Liigand, J., Kruve, A. Modifying the Acidity of Charged 
Droplets. ChemistrySelect 3(1),12394–12397 (2018) 
5. Liigand, P., Kaupmees, K., Haav, K., Liigand, J., Leito, I., Girod, M., 
Antoine, R., Kruve, A. Think negative: Finding the Best Ionization/MS 
Mode for Your Analyte. Anal. Chem. 89, 5665–5668 (2017) 
241 
6. Liigand, J., Laaniste, A., Kruve, A. pH effects on Electrospray Ionization 
Efficiency. J. Am. Soc. Mass Spectrom. 28, 461–469 (2017) 
7. Rebane, R., Kruve, A., Liigand, P., Liigand J., Herodes, K., Leito I. 
Establishing APCI ionization efficiency scale. Anal. Chem. 88(7) 3435–
3439 (2016) 
8. Liigand, J., Kruve, A., Liigand, P., Laaniste, Asko, Girod, M., Antoine, R., 
Leito, I. Transferability of the Electrospray Ionization Efficiency Scale 
between Different Instruments. J. Am. Soc. Mass Spectrom. 26(11), 1923–
1930 (2015) 
9. Suu, A., Jalukse, L., Liigand, J., Kruve, A., Himmel, D., Krossing, I., Roses, 
M., Leito, I. Unified pH Values of Liquid Chromatography Mobile Phases. 
Anal. Chem. 87(5), 2623–2630 (2015) 
10. Liigand, J., Kruve, A., Leito, I., Girod, M., Antoine, R. Effect of Mobile 
Phase on Electrospray Ionization Efficiency. J. Am. Soc. Mass Spectrom. 
25(11), 1853–1861 (2014) 
11. Kruve, A., Kaupmees, K., Liigand, J., Leito, I. Negative Electrospray 
Ionization via Deprotonation: Predicting the Ionization Efficiency. Anal. 
Chem. 86(10), 4822–4830 (2014) 
12. Kruve, A., Kaupmees, K., Liigand, J., Oss, M., Leito, I. Sodium adduct 
formation efficiency in ESI source. J. Mass Spectrom. 48(6), 695–702 
(2013) 
  
242 
ELULOOKIRJELDUS 
Nimi: Jaanus Liigand 
Sünniaeg: 5. veebruar 1990 
Kodakondsus: Eesti 
Aadress: Aardla 140–50, Tartu, 50415, Estonia 
Telefon, e-mail: +372 53812419, jaanus.liigand@ut.ee 
 
Haridus: 
2018 Liege Ülikool, Prof. Dr. Edwin De Pauw research group, 
“Developing a method to differentiate permethylated glycans 
with α2,3 linked sialic acid from glycans with α2,6 linked 
sialic acid” 
2015–praegu Tartu Ülikool, PhD, “Standard substance free quantification 
for LC/ESI/MS analysis based on the predicted ionization 
efficiencies” 
2013–2014 Konstanzi Ülikool, keemia, vahetusüliõpilane 
2013 Lyon 1 Ülikool, Rodolphe Antoine uurimisrühm, “Optical 
profiling of electrospray plume with laser-induced-fluore-
scence” 
2012–2015 Tartu Ülikool, M.Sc “Electrospray ionisation efficiency 
scales: mobile phase effects and transferability” – cum laude 
2009–2012 Tartu Ülikool, B.Sc “Tahkeoksiidse kütuseelemendi Ni-GdC 
anoodi valmistamine tape casting meetodil” cum laude 
 
Publikatsioonide loetelu 
1. Liigand, J., de Vries, R., Cuyckens, F. Optimization of flow splitting and 
make‐up flow conditions in liquid chromatography‐electrospray 
ionization‐mass spectrometry Rapid. Commun. Mass Spectrum 33(3), 314–
322 (2018) 
2. Liigand, P., Liigand, J., Cuyckens, F., Vreeken, R.J., Kruve A. Ionisation 
efficiencies can be predicted in complicated biological matrices: a proof of 
concept. Anal. Chim. Acta 1032, 68–74 (2018) 
3. Gornischeff, A., Liigand, J., Rebane, R. A systematic approach toward 
comparing electrospray ionization efficiencies of derivatized and 
non‐derivatized amino acids and biogenic amines. J. Mass Spectrom. 53(10), 
997–1004 (2018) 
4. Ojakivi, M., Liigand, J., Kruve, A. Modifying the Acidity of Charged 
Droplets. ChemistrySelect 3(1),12394–12397 (2018) 
5. Liigand, P., Kaupmees, K., Haav, K., Liigand, J., Leito, I., Girod, M., 
Antoine, R., Kruve, A. Think negative: Finding the Best Ionization/MS 
Mode for Your Analyte. Anal. Chem. 89, 5665–5668 (2017) 
6. Liigand, J., Laaniste, A., Kruve, A. pH effects on Electrospray Ionization 
Efficiency. J. Am. Soc. Mass Spectrom. 28, 461–469 (2017) 
243 
7. Rebane, R., Kruve, A., Liigand, P., Liigand J., Herodes, K., Leito I. 
Establishing APCI ionization efficiency scale. Anal. Chem. 88(7) 3435–
3439 (2016) 
8. Liigand, J., Kruve, A., Liigand, P., Laaniste, Asko, Girod, M., Antoine, R., 
Leito, I. Transferability of the Electrospray Ionization Efficiency Scale 
between Different Instruments. J. Am. Soc. Mass Spectrom. 26(11), 1923–
1930 (2015) 
9. Suu, A., Jalukse, L., Liigand, J., Kruve, A., Himmel, D., Krossing, I., Roses, 
M., Leito, I. Unified pH Values of Liquid Chromatography Mobile Phases. 
Anal. Chem. 87(5), 2623–2630 (2015) 
10. Liigand, J., Kruve, A., Leito, I., Girod, M., Antoine, R. Effect of Mobile 
Phase on Electrospray Ionization Efficiency. J. Am. Soc. Mass Spectrom. 
25(11), 1853–1861 (2014) 
11. Kruve, A., Kaupmees, K., Liigand, J., Leito, I. Negative Electrospray 
Ionization via Deprotonation: Predicting the Ionization Efficiency. Anal. 
Chem. 86(10), 4822–4830 (2014) 
12. Kruve, A., Kaupmees, K., Liigand, J., Oss, M., Leito, I. Sodium adduct 
formation efficiency in ESI source. J. Mass Spectrom. 48(6), 695–702 
(2013) 
 
244 
DISSERTATIONES CHIMICAE  
UNIVERSITATIS TARTUENSIS 
1. Toomas Tamm. Quantum-chemical simulation of solvent effects. Tartu, 
1993, 110 p. 
2. Peeter Burk. Theoretical study of gas-phase acid-base equilibria. Tartu, 
1994, 96 p. 
3. Victor Lobanov. Quantitative structure-property relationships in large 
descriptor spaces. Tartu, 1995, 135 p. 
4. Vahur Mäemets. The 17O and 1H nuclear magnetic resonance study of 
H2O in individual solvents and its charged clusters in aqueous solutions of 
electrolytes. Tartu, 1997, 140 p. 
5.  Andrus Metsala. Microcanonical rate constant in nonequilibrium distribu-
tion of vibrational energy and in restricted intramolecular vibrational 
energy redistribution on the basis of slater’s theory of unimolecular re-
actions. Tartu, 1997, 150 p. 
6. Uko Maran. Quantum-mechanical study of potential energy surfaces in 
different environments. Tartu, 1997, 137 p. 
7. Alar Jänes. Adsorption of organic compounds on antimony, bismuth and 
cadmium electrodes. Tartu, 1998, 219 p. 
8. Kaido Tammeveski. Oxygen electroreduction on thin platinum films and 
the electrochemical detection of superoxide anion. Tartu, 1998, 139 p. 
9. Ivo Leito. Studies of Brønsted acid-base equilibria in water and non-
aqueous media. Tartu, 1998, 101 p. 
10.  Jaan Leis. Conformational dynamics and equilibria in amides. Tartu, 1998, 
131 p. 
11.  Toonika Rinken. The modelling of amperometric biosensors based on oxi-
doreductases. Tartu, 2000, 108 p. 
12. Dmitri Panov. Partially solvated Grignard reagents. Tartu, 2000, 64 p.  
13. Kaja Orupõld. Treatment and analysis of phenolic wastewater with micro-
organisms. Tartu, 2000, 123 p. 
14. Jüri Ivask. Ion Chromatographic determination of major anions and 
cations in polar ice core. Tartu, 2000, 85 p. 
15. Lauri Vares. Stereoselective Synthesis of Tetrahydrofuran and Tetra-
hydropyran Derivatives by Use of Asymmetric Horner-Wadsworth- 
Emmons and Ring Closure Reactions. Tartu, 2000, 184 p.  
16. Martin Lepiku. Kinetic aspects of dopamine D2 receptor interactions with 
specific ligands. Tartu, 2000, 81 p. 
17. Katrin Sak. Some aspects of ligand specificity of P2Y receptors. Tartu, 
2000, 106 p. 
18. Vello Pällin. The role of solvation in the formation of iotsitch complexes. 
Tartu, 2001, 95 p. 
19.  Katrin Kollist. Interactions between polycyclic aromatic compounds and 
humic substances. Tartu, 2001, 93 p. 
245 
20. Ivar Koppel. Quantum chemical study of acidity of strong and superstrong 
Brønsted acids. Tartu, 2001, 104 p. 
21. Viljar Pihl. The study of the substituent and solvent effects on the acidity 
of OH and CH acids. Tartu, 2001, 132 p. 
22. Natalia Palm. Specification of the minimum, sufficient and significant set 
of descriptors for general description of solvent effects. Tartu, 2001, 134 p. 
23. Sulev Sild. QSPR/QSAR approaches for complex molecular systems. 
Tartu, 2001, 134 p. 
24. Ruslan Petrukhin. Industrial applications of the quantitative structure-
property relationships. Tartu, 2001, 162 p. 
25. Boris V. Rogovoy. Synthesis of (benzotriazolyl)carboximidamides and their 
application in relations with N- and S-nucleophyles. Tartu, 2002, 84 p. 
26. Koit Herodes. Solvent effects on UV-vis absorption spectra of some 
solvatochromic substances in binary solvent mixtures: the preferential 
solvation model. Tartu, 2002, 102 p. 
27. Anti Perkson. Synthesis and characterisation of nanostructured carbon. 
Tartu, 2002, 152 p. 
28. Ivari Kaljurand. Self-consistent acidity scales of neutral and cationic 
Brønsted acids in acetonitrile and tetrahydrofuran. Tartu, 2003, 108 p. 
29. Karmen Lust. Adsorption of anions on bismuth single crystal electrodes. 
Tartu, 2003, 128 p. 
30. Mare Piirsalu. Substituent, temperature and solvent effects on the alkaline 
hydrolysis of substituted phenyl and alkyl esters of benzoic acid. Tartu, 
2003, 156 p. 
31. Meeri Sassian. Reactions of partially solvated Grignard reagents. Tartu, 
2003, 78 p. 
32. Tarmo Tamm. Quantum chemical modelling of polypyrrole. Tartu, 2003. 
100 p. 
33. Erik Teinemaa. The environmental fate of the particulate matter and 
organic pollutants from an oil shale power plant. Tartu, 2003. 102 p. 
34. Jaana Tammiku-Taul. Quantum chemical study of the properties of 
Grignard reagents. Tartu, 2003. 120 p. 
35. Andre Lomaka. Biomedical applications of predictive computational  
chemistry. Tartu, 2003. 132 p. 
36. Kostyantyn Kirichenko. Benzotriazole – Mediated Carbon–Carbon Bond 
Formation. Tartu, 2003. 132 p. 
37. Gunnar Nurk. Adsorption kinetics of some organic compounds on bis-
muth single crystal electrodes. Tartu, 2003, 170 p. 
38. Mati Arulepp. Electrochemical characteristics of porous carbon materials 
and electrical double layer capacitors. Tartu, 2003, 196 p. 
39. Dan Cornel Fara. QSPR modeling of complexation and distribution of 
organic compounds. Tartu, 2004, 126 p. 
40. Riina Mahlapuu. Signalling of galanin and amyloid precursor protein 
through adenylate cyclase. Tartu, 2004, 124 p. 
246 
41. Mihkel Kerikmäe. Some luminescent materials for dosimetric applications 
and physical research. Tartu, 2004, 143 p. 
42. Jaanus Kruusma. Determination of some important trace metal ions in 
human blood. Tartu, 2004, 115 p. 
43. Urmas Johanson. Investigations of the electrochemical properties of poly-
pyrrole modified electrodes. Tartu, 2004, 91 p. 
44. Kaido Sillar. Computational study of the acid sites in zeolite ZSM-5. 
Tartu, 2004, 80 p. 
45. Aldo Oras. Kinetic aspects of dATPS interaction with P2Y1 receptor. 
Tartu, 2004, 75 p. 
46. Erik Mölder. Measurement of the oxygen mass transfer through the air-
water interface. Tartu, 2005, 73 p.  
47. Thomas Thomberg. The kinetics of electroreduction of peroxodisulfate 
anion on cadmium (0001) single crystal electrode. Tartu, 2005, 95 p. 
48. Olavi Loog. Aspects of condensations of carbonyl compounds and their 
imine analogues. Tartu, 2005, 83 p.  
49. Siim Salmar. Effect of ultrasound on ester hydrolysis in aqueous ethanol. 
Tartu, 2006, 73 p.  
50. Ain Uustare. Modulation of signal transduction of heptahelical receptors 
by other receptors and G proteins. Tartu, 2006, 121 p. 
51. Sergei Yurchenko. Determination of some carcinogenic contaminants in 
food. Tartu, 2006, 143 p.  
52. Kaido Tämm. QSPR modeling of some properties of organic compounds. 
Tartu, 2006, 67 p.  
53. Olga Tšubrik. New methods in the synthesis of multisubstituted hydra-
zines. Tartu. 2006, 183 p.  
54. Lilli Sooväli. Spectrophotometric measurements and their uncertainty in 
chemical analysis and dissociation constant measurements. Tartu, 2006,  
125 p. 
55. Eve Koort. Uncertainty estimation of potentiometrically measured ph and 
pKa values. Tartu, 2006, 139 p.  
56. Sergei Kopanchuk. Regulation of ligand binding to melanocortin receptor 
subtypes. Tartu, 2006, 119 p.  
57. Silvar Kallip. Surface structure of some bismuth and antimony single 
crystal electrodes. Tartu, 2006, 107 p. 
58. Kristjan Saal. Surface silanization and its application in biomolecule 
coupling. Tartu, 2006, 77 p. 
59. Tanel Tätte. High viscosity Sn(OBu)4 oligomeric concentrates and their 
applications in technology. Tartu, 2006, 91 p. 
60. Dimitar Atanasov Dobchev. Robust QSAR methods for the prediction of 
properties from molecular structure. Tartu, 2006, 118 p.  
61.  Hannes Hagu. Impact of ultrasound on hydrophobic interactions in 
solutions. Tartu, 2007, 81 p. 
62. Rutha Jäger. Electroreduction of peroxodisulfate anion on bismuth 
electrodes. Tartu, 2007, 142 p. 
247 
63. Kaido Viht. Immobilizable bisubstrate-analogue inhibitors of basophilic 
protein kinases: development and application in biosensors. Tartu, 2007,  
88 p. 
64. Eva-Ingrid Rõõm. Acid-base equilibria in nonpolar media. Tartu, 2007, 
156 p. 
65. Sven Tamp. DFT study of the cesium cation containing complexes relevant 
to the cesium cation binding by the humic acids. Tartu, 2007, 102 p. 
66. Jaak Nerut. Electroreduction of hexacyanoferrate(III) anion on Cadmium 
(0001) single crystal electrode. Tartu, 2007, 180 p.  
67. Lauri Jalukse. Measurement uncertainty estimation in amperometric 
dissolved oxygen concentration measurement. Tartu, 2007, 112 p. 
68. Aime Lust. Charge state of dopants and ordered clusters formation in 
CaF2:Mn and CaF2:Eu luminophors. Tartu, 2007, 100 p. 
69. Iiris Kahn. Quantitative Structure-Activity Relationships of environ-
mentally relevant properties. Tartu, 2007, 98 p. 
70. Mari Reinik. Nitrates, nitrites, N-nitrosamines and polycyclic aromatic 
hydrocarbons in food: analytical methods, occurrence and dietary intake. 
Tartu, 2007, 172 p. 
71. Heili Kasuk. Thermodynamic parameters and adsorption kinetics of orga-
nic compounds forming the compact adsorption layer at Bi single crystal 
electrodes. Tartu, 2007, 212 p. 
72. Erki Enkvist. Synthesis of adenosine-peptide conjugates for biological 
applications. Tartu, 2007, 114 p.  
73. Svetoslav Hristov Slavov. Biomedical applications of the QSAR approach. 
Tartu, 2007, 146 p. 
74. Eneli Härk. Electroreduction of complex cations on electrochemically 
polished Bi(hkl) single crystal electrodes. Tartu, 2008, 158 p.  
75. Priit Möller. Electrochemical characteristics of some cathodes for medium 
temperature solid oxide fuel cells, synthesized by solid state reaction 
technique. Tartu, 2008, 90 p.  
76. Signe Viggor. Impact of biochemical parameters of genetically different 
pseudomonads at the degradation of phenolic compounds. Tartu, 2008, 122 p. 
77. Ave Sarapuu. Electrochemical reduction of oxygen on quinone-modified 
carbon electrodes and on thin films of platinum and gold. Tartu, 2008,  
134 p.  
78. Agnes Kütt. Studies of acid-base equilibria in non-aqueous media. Tartu, 
2008, 198 p.  
79. Rouvim Kadis. Evaluation of measurement uncertainty in analytical che-
mistry: related concepts and some points of misinterpretation. Tartu, 2008, 
118 p. 
80.  Valter Reedo. Elaboration of IVB group metal oxide structures and their 
possible applications. Tartu, 2008, 98 p. 
81.  Aleksei Kuznetsov. Allosteric effects in reactions catalyzed by the cAMP-
dependent protein kinase catalytic subunit. Tartu, 2009, 133 p. 
248 
82. Aleksei Bredihhin. Use of mono- and polyanions in the synthesis of 
multisubstituted hydrazine derivatives. Tartu, 2009, 105 p. 
83.  Anu Ploom. Quantitative structure-reactivity analysis in organosilicon 
chemistry. Tartu, 2009, 99 p.  
84. Argo Vonk. Determination of adenosine A2A- and dopamine D1 receptor-
specific modulation of adenylate cyclase activity in rat striatum. Tartu, 
2009, 129 p. 
85.  Indrek Kivi. Synthesis and electrochemical characterization of porous 
cathode materials for intermediate temperature solid oxide fuel cells. 
Tartu, 2009, 177 p.  
86. Jaanus Eskusson. Synthesis and characterisation of diamond-like carbon 
thin films prepared by pulsed laser deposition method. Tartu, 2009, 117 p. 
87. Marko Lätt. Carbide derived microporous carbon and electrical double 
layer capacitors. Tartu, 2009, 107 p. 
88. Vladimir Stepanov. Slow conformational changes in dopamine transpor-
ter interaction with its ligands. Tartu, 2009, 103 p.  
89. Aleksander Trummal. Computational Study of Structural and Solvent 
Effects on Acidities of Some Brønsted Acids. Tartu, 2009, 103 p. 
90.  Eerold Vellemäe. Applications of mischmetal in organic synthesis. Tartu, 
2009, 93 p. 
91.  Sven Parkel. Ligand binding to 5-HT1A receptors and its regulation by 
Mg2+ and Mn2+. Tartu, 2010, 99 p. 
92.  Signe Vahur. Expanding the possibilities of ATR-FT-IR spectroscopy in 
determination of inorganic pigments. Tartu, 2010, 184 p. 
93. Tavo Romann. Preparation and surface modification of bismuth thin 
film, porous, and microelectrodes. Tartu, 2010, 155 p. 
94.  Nadežda Aleksejeva. Electrocatalytic reduction of oxygen on carbon 
nanotube-based nanocomposite materials. Tartu, 2010, 147 p.  
95.  Marko Kullapere. Electrochemical properties of glassy carbon, nickel 
and gold electrodes modified with aryl groups. Tartu, 2010, 233 p. 
96. Liis Siinor. Adsorption kinetics of ions at Bi single crystal planes from 
aqueous electrolyte solutions and room-temperature ionic liquids. Tartu, 
2010, 101 p. 
97.   Angela Vaasa. Development of fluorescence-based kinetic and binding 
assays for characterization of protein kinases and their inhibitors. Tartu 
2010, 101 p. 
98. Indrek Tulp. Multivariate analysis of chemical and biological properties. 
Tartu 2010, 105 p. 
99.  Aare Selberg. Evaluation of environmental quality in Northern Estonia 
by the analysis of leachate. Tartu 2010, 117 p. 
100. Darja Lavõgina. Development of protein kinase inhibitors based on 
adenosine analogue-oligoarginine conjugates. Tartu 2010, 248 p. 
101. Laura Herm. Biochemistry of dopamine D2 receptors and its association 
with motivated behaviour. Tartu 2010, 156 p. 
249 
102. Terje Raudsepp. Influence of dopant anions on the electrochemical pro-
perties of polypyrrole films. Tartu 2010, 112 p.  
103.  Margus Marandi. Electroformation of Polypyrrole Films: In-situ AFM 
and STM Study. Tartu 2011, 116 p. 
104. Kairi Kivirand. Diamine oxidase-based biosensors: construction and 
working principles. Tartu, 2011, 140 p. 
105. Anneli Kruve. Matrix effects in liquid-chromatography electrospray 
mass-spectrometry. Tartu, 2011, 156 p. 
106. Gary Urb. Assessment of environmental impact of oil shale fly ash from 
PF and CFB combustion.  Tartu, 2011, 108 p. 
107. Nikita Oskolkov. A novel strategy for peptide-mediated cellular delivery 
and induction of endosomal escape. Tartu, 2011, 106 p. 
108. Dana Martin. The QSPR/QSAR approach for the prediction of properties of 
fullerene derivatives. Tartu, 2011, 98 p. 
109.  Säde Viirlaid. Novel glutathione analogues and their antioxidant activity. 
Tartu, 2011, 106 p. 
110.  Ülis Sõukand. Simultaneous adsorption of Cd2+, Ni2+, and Pb2+ on peat. 
Tartu, 2011, 124 p. 
111. Lauri Lipping. The acidity of strong and superstrong Brønsted acids, an 
outreach for the “limits of growth”: a quantum chemical study. Tartu, 
2011, 124 p. 
112. Heisi Kurig. Electrical double-layer capacitors based on ionic liquids as 
electrolytes. Tartu, 2011, 146 p. 
113. Marje Kasari. Bisubstrate luminescent probes, optical sensors and 
affinity adsorbents for measurement of active protein kinases in biological 
samples. Tartu, 2012, 126 p. 
114. Kalev Takkis. Virtual screening of chemical databases for bioactive 
molecules. Tartu, 2012, 122 p. 
115. Ksenija Kisseljova. Synthesis of aza-β3-amino acid containing peptides 
and kinetic study of their phosphorylation by protein kinase A. Tartu, 
2012, 104 p. 
116. Riin Rebane. Advanced method development strategy for derivatization 
LC/ESI/MS. Tartu, 2012, 184 p. 
117. Vladislav Ivaništšev. Double layer structure and adsorption kinetics of 
ions at metal electrodes in room temperature ionic liquids. Tartu, 2012, 
128 p. 
118.  Irja Helm. High accuracy gravimetric Winkler method for determination 
of dissolved oxygen. Tartu, 2012, 139 p. 
119. Karin Kipper. Fluoroalcohols as Components of LC-ESI-MS Eluents: 
Usage and Applications. Tartu, 2012, 164 p. 
120. Arno Ratas. Energy storage and transfer in dosimetric luminescent 
materials. Tartu, 2012, 163 p. 
121.  Reet Reinart-Okugbeni. Assay systems for characterisation of subtype-
selective binding and functional activity of ligands on dopamine receptors. 
Tartu, 2012, 159 p. 
250 
122.  Lauri Sikk. Computational study of the Sonogashira cross-coupling 
reaction. Tartu, 2012, 81 p. 
123. Karita Raudkivi. Neurochemical studies on inter-individual differences 
in affect-related behaviour of the laboratory rat. Tartu, 2012, 161 p. 
124.  Indrek Saar. Design of GalR2 subtype specific ligands: their role in 
depression-like behavior and feeding regulation. Tartu, 2013, 126 p. 
125. Ann Laheäär. Electrochemical characterization of alkali metal salt based 
non-aqueous electrolytes for supercapacitors. Tartu, 2013, 127 p.  
126.  Kerli Tõnurist. Influence of electrospun separator materials properties on 
electrochemical performance of electrical double-layer capacitors. Tartu, 
2013, 147 p. 
127.  Kaija Põhako-Esko. Novel organic and inorganic ionogels: preparation 
and characterization. Tartu, 2013, 124 p.  
128.  Ivar Kruusenberg. Electroreduction of oxygen on carbon nanomaterial-
based catalysts. Tartu, 2013, 191 p. 
129. Sander Piiskop. Kinetic effects of ultrasound in aqueous acetonitrile 
solutions. Tartu, 2013, 95 p. 
130.  Ilona Faustova. Regulatory role of L-type pyruvate kinase N-terminal 
domain. Tartu, 2013, 109 p. 
131. Kadi Tamm. Synthesis and characterization of the micro-mesoporous 
anode materials and testing of the medium temperature solid oxide fuel 
cell single cells. Tartu, 2013, 138 p.  
132.  Iva Bozhidarova Stoyanova-Slavova. Validation of QSAR/QSPR for 
regulatory purposes. Tartu, 2013, 109 p. 
133. Vitali Grozovski. Adsorption of organic molecules at single crystal 
electrodes studied by in situ STM method. Tartu, 2014, 146 p. 
134. Santa Veikšina. Development of assay systems for characterisation of 
ligand binding properties to melanocortin 4 receptors. Tartu, 2014, 151 p. 
135. Jüri Liiv. PVDF (polyvinylidene difluoride) as material for active 
element  of twisting-ball displays. Tartu, 2014, 111 p. 
136. Kersti Vaarmets. Electrochemical and physical characterization of 
pristine and activated molybdenum carbide-derived carbon electrodes for 
the oxygen electroreduction reaction. Tartu, 2014, 131 p. 
137. Lauri Tõntson. Regulation of G-protein subtypes by receptors, guanine 
nucleotides and Mn2+. Tartu, 2014, 105 p. 
138. Aiko Adamson. Properties of amine-boranes and phosphorus analogues 
in the gas phase. Tartu, 2014, 78 p. 
139. Elo Kibena. Electrochemical grafting of glassy carbon, gold, highly 
oriented pyrolytic graphite and chemical vapour deposition-grown graphene 
electrodes by diazonium reduction method. Tartu, 2014, 184 p.  
140.  Teemu Näykki. Novel Tools for Water Quality Monitoring – From Field 
to Laboratory. Tartu, 2014, 202 p. 
141.  Karl Kaupmees. Acidity and basicity in non-aqueous media: importance 
of solvent properties and purity. Tartu, 2014, 128 p. 
251 
142. Oleg Lebedev. Hydrazine polyanions: different strategies in the synthesis 
of heterocycles. Tartu, 2015, 118 p. 
143.  Geven Piir. Environmental risk assessment of chemicals using QSAR 
methods. Tartu, 2015, 123 p. 
144.   Olga Mazina. Development and application of the biosensor assay for 
measurements of cyclic adenosine monophosphate in studies of G protein-
coupled receptor signalinga. Tartu, 2015, 116 p. 
145.  Sandip Ashokrao Kadam. Anion receptors: synthesis and accurate 
binding measurements. Tartu, 2015, 116 p. 
146.  Indrek Tallo. Synthesis and characterization of new micro-mesoporous 
carbide derived carbon materials for high energy and power density 
electrical double layer capacitors. Tartu, 2015, 148 p. 
147.  Heiki Erikson. Electrochemical reduction of oxygen on nanostructured 
palladium and gold catalysts. Tartu, 2015, 204 p. 
148.  Erik Anderson. In situ Scanning Tunnelling Microscopy studies of the 
interfacial structure between Bi(111) electrode and a room temperature 
ionic liquid. Tartu, 2015, 118 p. 
149.  Girinath G. Pillai. Computational Modelling of Diverse Chemical, Bio-
chemical and Biomedical Properties. Tartu, 2015, 140 p. 
150. Piret Pikma. Interfacial structure and adsorption of organic compounds at 
Cd(0001) and Sb(111) electrodes from ionic liquid and aqueous 
electrolytes: an in situ STM study. Tartu, 2015, 126 p. 
151. Ganesh babu Manoharan. Combining chemical and genetic approaches 
for photoluminescence assays of protein kinases. Tartu, 2016, 126 p. 
152. Carolin Siimenson. Electrochemical characterization of halide ion 
adsorption from liquid mixtures at Bi(111) and pyrolytic graphite 
electrode surface. Tartu, 2016, 110 p. 
153.  Asko Laaniste. Comparison and optimisation of novel mass spectrometry 
ionisation sources. Tartu, 2016, 156 p. 
154.  Hanno Evard. Estimating limit of detection for mass spectrometric 
analysis methods. Tartu, 2016, 224 p. 
155. Kadri Ligi. Characterization and application of protein kinase-responsive  
organic probes with triplet-singlet energy transfer. Tartu, 2016, 122 p. 
156.  Margarita Kagan. Biosensing penicillins’ residues in milk flows. Tartu, 
2016, 130 p. 
157. Marie Kriisa. Development of protein kinase-responsive photolumine-
scent probes and cellular regulators of protein phosphorylation. Tartu, 
2016, 106 p. 
158. Mihkel Vestli. Ultrasonic spray pyrolysis deposited electrolyte layers for 
intermediate temperature solid oxide fuel cells. Tartu, 2016, 156 p. 
159. Silver Sepp. Influence of porosity of the carbide-derived carbon on the  
properties of the composite electrocatalysts and characteristics of polymer 
electrolyte fuel cells. Tartu, 2016, 137 p. 
160. Kristjan Haav. Quantitative relative equilibrium constant measurements 
in supramolecular chemistry. Tartu, 2017, 158 p. 
252 
161. Anu Teearu. Development of MALDI-FT-ICR-MS methodology for the 
analysis of resinous materials. Tartu, 2017, 205 p. 
162. Taavi Ivan. Bifunctional inhibitors and photoluminescent probes for 
studies on protein complexes. Tartu, 2017, 140 p. 
163. Maarja-Liisa Oldekop. Characterization of amino acid derivatization 
reagents for LC-MS analysis. Tartu, 2017, 147 p. 
164. Kristel Jukk. Electrochemical reduction of oxygen on platinum- and 
palladium-based nanocatalysts. Tartu, 2017, 250 p. 
165.  Siim Kukk. Kinetic aspects of interaction between dopamine transporter 
and N-substituted nortropane derivatives. Tartu, 2017, 107 p. 
166. Birgit Viira. Design and modelling in early drug development in 
targeting HIV-1 reverse transcriptase and Malaria. Tartu, 2017, 172 p. 
167. Rait Kivi. Allostery in cAMP dependent protein kinase catalytic subunit. 
Tartu, 2017, 115 p. 
168.  Agnes Heering. Experimental realization and applications of the unified 
acidity scale. Tartu, 2017, 123 p. 
169.  Delia Juronen. Biosensing system for the rapid multiplex detection of 
mastitis-causing pathogens in milk. Tartu, 2018,  85 p. 
170.  Hedi Rahnel. ARC-inhibitors: from reliable biochemical assays to regu-
lators of physiology of cells. Tartu, 2018, 176 p. 
171.  Anton Ruzanov. Computational investigation of the electrical double 
layer at metal–aqueous solution and metal–ionic liquid interfaces. Tartu, 
2018, 129 p. 
172.  Katrin Kestav. Crystal Structure-Guided Development of Bisubstrate-
Analogue Inhibitors of Mitotic Protein Kinase Haspin. Tartu, 2018, 166 p. 
173.  Mihkel Ilisson. Synthesis of novel heterocyclic hydrazine derivatives and 
their conjugates. Tartu, 2018, 101 p. 
174. Anni Allikalt. Development of assay systems for studying ligand binding 
to dopamine receptors. Tartu, 2018, 160 p. 
175. Ove Oll. Electrical double layer structure and energy storage characteris-
tics of ionic liquid based capacitors. Tartu, 2018, 187 p. 
176.  Rasmus Palm. Carbon materials for energy storage applications. Tartu, 
2018, 114 p. 
177. Jörgen Metsik. Preparation and stability of poly(3,4-ethylenedioxythio-
phene) thin films for transparent electrode applications. Tartu, 2018,  
111 p. 
178.  Sofja Tšepelevitš. Experimental studies and modeling of solute-solvent 
interactions. Tartu, 2018, 109 p. 
179. Märt Lõkov. Basicity of some nitrogen, phosphorus and carbon bases in 
acetonitrile. Tartu, 2018, 104 p. 
180. Anton Mastitski. Preparation of α-aza-amino acid precursors and related 
compounds by novel methods of reductive one-pot alkylation and direct 
alkylation. Tartu, 2018, 155 p. 
181.  Jürgen Vahter. Development of bisubstrate inhibitors for protein kinase 
CK2. Tartu, 2019, 186 p. 
252 
182. Piia Liigand. Expanding and improving methodology and applications of 
ionization efficiency measurements. Tartu, 2019, 189 p.  
183. Sigrid Selberg. Synthesis and properties of lipophilic phosphazene-based 
indicator molecules. Tartu, 2019, 74 p.  
