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0. Einleitung
0.1. Historische Vorbemerkungen
Im Zentrum der vorliegenden Arbeit steht die Diskussion eines speziellen matriziel-
len Momentenproblems. Bevor wir hierauf näher eingehen, wollen wir einige Bemer-
kungen zur Geschichte von Momentenproblemen voranstellen, wobei wir erwähnen
wollen, dass dazu umfangreiche Ausführungen in der Einleitung der Dissertation von
A.E. Choque Rivero [CR01] sowie in [DFKMT09] zu ﬁnden sind, die den Entwick-
lungsstand bis zum jeweiligen Zeitpunkt (2001 bzw. 2009) betreﬀen.
Die Untersuchung von Momentenproblemen und verwandten Fragestellungen ist eine
Thematik, die seit rund 150 Jahren eine große Attraktivität auf eine große Zahl von
Mathematikern ausgeübt hat und immer noch ausübt. Ein wesentlicher Grund dafür
ist, dass Momentenprobleme einen mathematischen Forschungsgegenstand bilden, der
an der Nahtstelle verschiedener mathematischer Disziplinen (wie z. B. Wahrschein-
lichkeitstheorie, komplexe Funktionentheorie, Approximationstheorie, Theorie ortho-
gonaler Polynome, Spektraltheorie linearer Operatoren im Hilbertraum) angesiedelt
ist und deshalb einerseits eine große Vielschichtigkeit besitzt, wodurch andererseits
ständig eine Vielzahl neuer Impulse beigesteuert wurden und werden.
Die auslösenden Faktoren für die Behandlung von Momentenproblemen bildeten die
in der zweiten Hälfte des 19. Jahrhunderts aufgeworfenen Fragen zu den Grenzwert-
sätzen der Wahrscheinlichkeitsrechnung. Hier ist vor allem der russische Mathemati-
ker P. L. eby²ev zu nennen, der mit seinen Schülern, zu denen auch A.A. Markov
zählte, die ersten bedeutenden Arbeiten hierzu lieferte. Insbesondere wurde von die-
sen die Methode der Kettenbrüche verwendet, die die Richtung der Entwicklung in
der ersten Phase der Behandlung der Momentenprobleme bestimmte. Die Arbeit von
T.H. Kjeldsen [Kj93] über die frühe Geschichte des Momentenproblems enthält ei-
ne gründliche Aufarbeitung der außerhalb Russlands vollzogenen Entwicklungen und
geht insbesondere sehr detailliert auf das Wirken von T. J. Stieltjes ein. Dieser er-
kannte insbesondere einen wesentlichen Gesichtspunkt der Behandlung von Momen-
tenproblemen. Beginnend mit den Ausarbeitungen von Stieltjes [St1894], in denen
erstmals die Terminologie Momentenproblem Verwendung fand, wurde nämlich die
enge Beziehung zwischen Momentenproblemen und hermiteschen Formen deutlich.
Diese besagt, dass die Lösbarkeit großer Klassen von Momentenproblemen dadurch
charakterisiert wird, dass gewisse aus den vorgegebenen Daten gebildete Matrizen
nichtnegativ hermitesch sind. Die von Stieltjes in [St1884] und [St1894] eingebrachten
Ideen stellen einen Höhepunkt in der Geschichte der Mathematik des späten 19. Jahr-
hunderts dar. Sein Interesse galt vorrangig Fragen der Konvergenz von analytischen
Kettenbrüchen. Hierbei stieß er auf das Potenzmomentenproblem auf dem Intervall
[0,+∞), zu dessen Untersuchung er eine Reihe bemerkenswerter Resultate beisteu-
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erte. Dieses Potenzmomentenproblem trägt inzwischen den Namen von Stieltjes und
wird in der vorliegenden Arbeit in Form einer verallgemeinerten und insbesondere
matriziellen Version bearbeitet. Statt des Intervalls [0,+∞) betrachten wir den Fall
eines Intervalls [α,+∞) mit einer beliebigen linken Intervallgrenze α, wobei α eine
reelle Zahl ist.
Die Ursprünge der Betrachtungen von Matrixversionen klassischer Momentenproble-
me liegen in Arbeiten von M.G. Krein [Kr44], [KK47], [Kr49a], [Kr49b] und sind in
Übersichtsartikeln von A.A. Nudelman [Nu94], [Nu97] zusammengestellt. Der Zugang
M.G. Kreins ist operatortheoretisch, eine Methode die später von V.M. Adamyan,
I.M. Tkachenko und M. Urrea [AT01], [ATU03], [AT05] und [AT06] weiterentwickelt
wurde. Die auf V. P. Potapov zurückgehende und in der vorliegenden Arbeit verwende-
te Methode der Fundamentalen Matrixungleichungen basiert darauf, das betrachtete
matrizielle Momentenproblem in ein äquivalentes System matrizieller Ungleichungen
(im Sinne der Löwner-Halbordnung) zu überführen (siehe [Ko75], [Ko83], [Dyu82a],
[DK81], [Ka83], [Ka97], [Bo88], [Bo95], [Bo96], [Bo97], [CDFK06], [CDFK07]). Ins-
besondere L.A. Sakhnovich [IS94], [BS99], [Sa97] bereicherte die V.P. Potapovs Me-
thode der Fundamentalen Matrixungleichungen durch die systematische Verwendung
des von ihm entwickelten Kalküls der Operatoridentitäten. Der Beginn des Studiums
von Matrixversionen des (ﬁniten) Stieltjesschen Potenzmomentenproblems ist mit den
Arbeiten von Yu.M. Dyukarev und V.E. Katsnelson ([Dyu81], [DK81], [Dyu82a],
[Dyu82b]) verbunden. Spätere Arbeiten, die sowohl die nichtdegenerierte wie auch
die degenerierte Situation betreﬀen, wurden von G.-N. Chen und Y.-J. Hu ([CH01],
[HC04]), V.M. Adamyan und I.M. Tkachenko ([AT05], [AT06]) sowie S.M Zago-
rodnyuk [Za12] vorgestellt. Es sei darauf hingewiesen, dass sich Yu.M. Dyukarev in
weiteren Arbeiten mit verschiedenen Aspekten des matriziellen Stieltjesschen Momen-
tenproblems befasst hat, wobei wir hier insbesondere auf [Dyu01], [Dyu04], [Dyu05]
und [Dyu06] verweisen.
Die Grundidee des Studiums des ﬁniten matriziellen Stieltjesschen Potenzmomenten-
problems, die in der vorliegenden Arbeit verwendet wird, besteht, wie bereits erwähnt,
in der Anwendung der Potapovschen Methode der Fundamentalen Matrixungleichung.
Die konkreten Schritte der Untersuchung dieses Systems Fundamentaler Matrixun-
gleichungen sind am Zugang der Arbeit [Bo95] von V.A. Bolotnikov ausgerichtet, der
den klassischen Fall der rechten Halbachse [0,+∞) betrachtet. Dies betriﬀt insbeson-
dere die Verwendung spezieller Vektorräume, die im Weiteren Dubovoj-Unterräume
genannt werden, wobei die Theorie verallgemeinerter Inversen komplexer Matrizen
zusätzlich eingesetzt wird.
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0.2. Betrachtete Problemstellungen
Bei der in diesem Abschnitt behandelten Vorstellung der betrachteten Problemstel-
lungen orientieren wir uns an den entsprechenden Darstellungen in [DFKMT09],
[DFKM10] und [FKM11b].
Zunächst seien einige Bezeichnungen vorangestellt. Es bezeichne C, R, Z, N0 und
N die Menge der komplexen Zahlen, die Menge der reellen Zahlen, die Menge der
ganzen Zahlen, die Menge der nichtnegativen ganzen Zahlen bzw. die Menge der
positiven ganzen Zahlen. Für jedes α ∈ R ∪ {−∞} und jedes β ∈ R ∪ {+∞} sei
Zα,β := {m ∈ Z : α 6 m 6 β}. Es seien die obere oﬀene Halbebene von C mit Π+
und die untere oﬀene mit Π− bezeichnet:
Π+ := {w ∈ C : Imw ∈ (0,+∞)} und Π− := {w ∈ C : Imw ∈ (−∞, 0)} (0.1)
sowie weiterhin C0 := C ∪ {+∞}. Sind X, Y und Z nichtleere Mengen mit Z ⊆ X
und f : X → Y eine Abbildung, so bezeichne Rstr Zf die Einschränkung von f
auf Z, d. h., Rstr Zf ist die für jedes z ∈ Z gemäß
(
Rstr Zf
)
(z) := f(z) deﬁnierte
Abbildung von Z in Y . Wenn nicht ausdrücklich anders angegeben, seien p, q und
r aus N. Falls X eine nichtleere Menge ist, bezeichne X p×q die Menge aller p× q-
Matrizen mit Einträgen aus X , wobei X q die Kurzform für X q×1 ist. Sind X eine
nichtleere Menge sowie x1, x2, ..., xq ∈ X , so verwenden wir die Bezeichnungen
col (xj)
q
j=1 :=

x1
x2
...
xq
 und row (xk)qk=1 := (x1, x2, ..., xq).
Weiterhin seien 0p×q die Nullmatrix aus Cp×q und Iq die Einheitsmatrix aus Cq×q.
Für jedes k ∈ Z1,q bezeichne e(q)k den k-ten kanonischen Einheitsvektor aus Cq, d. h.
e
(q)
k := col (δjk)
q
j=1, wobei δjk das Kronecker-Delta bezeichne:
δj,k :=
{
1 , falls j = k,
0 , falls j 6= k. (0.2)
Falls n ∈ N0, (pj)nj=0 und (qj)nj=0 Folgen positiver ganzer Zahlen sowie für jeder
Wahl von j und k aus Z0,n weiterhin Aj ∈ Cpj×qj sind, bezeichne diag (Aj)nj=0 =
diag (A0, A1, ..., An) := (δjkAj)
n
j,k=0. Für jedes n ∈ N und jedes A ∈ Cp×q schreiben
wir für die np × nq-Matrix diag (A,A, ..., A) dann In ⊗ A. Für jedes A ∈ Cp×q wird
mit AT die zu A transponierte und mit A∗ die zu A adjungierte Matrix bezeichnet.
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Das Symbol Cq×qH wird für die Menge aller hermiteschen q × q-Matrizen verwendet.
Die Menge aller nichtnegativ hermiteschen (bzw. positiv hermiteschen) komplexen
q × q-Matrizen wird mit Cq×q> (bzw. Cq×q> ) symbolisiert. Im Weiteren benutzen wir
die Löwner-Halbordnung in der Menge Cq×qH . Sind A und B hermitesche komplexe
q × q-Matrizen, so schreiben wir A 6 B (oder B > A), wenn B−A eine nichtnegative
hermitesche Matrix ist. Für jedes A ∈ Cp×q bezeichne A+ die Moore-Penrose-Inverse
von A sowie ‖A‖E (bzw. ‖A‖S) die Euklidische Norm von A (bzw. die Operatornorm
von A). Für jede Matrix A ∈ Cq×q seien weiterhin trA die Spur von A und detA die
Determinante von A. Für jedes A ∈ Cq×q schreiben wir ReA (bzw. ImA), um den
Realteil von A (bzw. den Imaginärteil von A) zu symbolisieren: ReA := 1
2
(A+ A∗)
und ImA = 1
2i
(A− A∗). Des Weiteren seien für alle A ∈ Cp×q mit R(A) der Spal-
tenraum von A und mit N (A) der Nullraum von A bezeichnet. Außerdem sei für alle
A ∈ Cp×q durch rankA der Rang der Matrix A symbolisiert. Es bezeichne Oqdie auf
C \ [α,+∞) konstante Funktion mit Wert 0q×q und Iq die auf C \ [α,+∞) konstante
Funktion mit Wert Iq. An vielen Stellen werden wir, wie vielfach üblich, für eine auf
einer gewissen nichtleeren Teilmenge D von C deﬁnierten konstanten Matrixfunktion
B : C → Cp×q mit Wert B der Einfachheit halber B schreiben, d. h., wir werden
an diesen Stellen für Funktionen und Funktionswert gleiche Bezeichnungen benutzen.
Sind eine nichtleere Teilmenge G von C sowie eine Matrixfunktion f : G → Cp×q
gegeben, so sei f ∗(z) := [f(z)]∗ für jedes z ∈ G.
Sei (Ω,A) ein messbarer Raum. Für jede Teilmenge A von Ω bezeichne 1A : Ω → C
die Indikatorfunktion der Menge A. Eine auf der σ-Algebra A deﬁnierte Abbildung
µ von der σ-Algebra A in die Menge Cq×q> aller nichtnegativ hermiteschen q × q-
Matrizen, welche σ-additiv ist, d. h., µ(
⋃∞
n=1An) =
∑∞
n=1 µ(An) für jede Folge (An)
∞
n=1
paarweise disjunkter Mengen aus A erfüllt, wird nichtnegativ hermitesches q × q-Maß
auf (Ω,A) genannt. Es bezeichne im WeiterenMq>(Ω,A) die Menge aller nichtnegativ
hermiteschen q × q-Maße auf (Ω,A). Im Fall q = 1 ist M1>(Ω,A) gerade die Menge
Mb+(Ω,A) aller endlichen Maße auf (Ω,A). Es bezeichne BR (bzw. BC) die Borelsche
σ-Algebra auf R (bzw. C). Mit Bp×q symbolisieren wir die Borelsche σ-Algebra auf
Cp×q. Falls Ω eine nichtleere Borelsche Teilmenge von C ist, schreiben wir BΩ für die
σ-Algebra aller Borelschen Teilmengen von Ω und für jedes Ω ∈ BR \ {∅} seiMq>(Ω)
eine Kurzschreibweise fürMq>(Ω,BΩ).
Sei wiederum ein messbarer Raum (Ω,A) vorgegeben. Für jedes Maß ν auf (Ω,A)
bezeichne L1(Ω,A, ν;C) die Menge aller auf Ω deﬁnierten ν-integrierbaren komplex-
wertigen Funktionen, d. h. die Menge aller A−BC-messbaren Funktionen f : Ω→ C
mit
∫
Ω
|f | dν < +∞. Betrachten wir nun ein beliebiges µ = (µjk)qj,k=1 ∈ Mq>(Ω,A).
Für jede Wahl von j und k aus Z1,q ist dann µjk ein komplexes Maß auf (Ω,A)
und die Variation |µjk|v von µjk ist ein endliches Maß auf (Ω,A). Insbesondere sind
µ11, µ22, ..., µqq und τ :=
∑q
j=1 µjj endliche Maße auf (Ω,A). Man nennt τ das Spur-
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maß von µ und
L1(Ω,A, µ;C) :=
q⋂
j,k=1
L1(Ω,A, |µjk|v;C)
den Raum der bezüglich (des nichtnegativ hermiteschen q × q-Maßes) µ (auf (Ω,A))
integrierbaren komplexwertigen Funktionen. Für jedes f ∈ L1(Ω,A, µ;C) ist das In-
tegral ∫
Ω
fdµ :=
(∫
Ω
fdµjk
)q
j,k=1
wohldeﬁniert. Für jedes f ∈ L1(Ω,A, µ;C) und jedes A ∈ A gehört 1Af zu
L1(Ω,A, µ;C), es wird die Setzung ∫
A
fdµ :=
∫
Ω
1Afdµ vorgenommen und für die-
ses Integral auch
∫
A
f(ω)σ(dω) geschrieben. In Anhang B werden einige Resultate
zur Integrationstheorie nichtnegativ hermitescher Maße angegeben, die auf I. S. Kats
[Ka50] und M. Rosenberg [Ro64] zurückgehen und insbesondere ein weiteres Integral
behandeln, das ein Paar von Matrixfunktionen als Integranden beinhaltet. Die Inte-
grationstheorie nichtnegativ hermitescher Maße wurde ausführlich in [GL95], [Pe08]
und [MP11] dargestellt.
Für jedes j ∈ N0 ist pj : R→ R gemäß pj(t) := tj oﬀensichtlich eine stetige und damit
BR−BR-messbare Abbildung. Falls Ω ∈ BR\{∅} ist, so wird für jedes κ ∈ N0∪{+∞}
mitMq>,κ(Ω)die Menge aller derjenigen σ ∈Mq>(Ω) bezeichnet, die für jedes j ∈ Z0,κ
der Bedingung Rstr Ωpj ∈ L1(Ω,A, σ;C) genügen. Falls Ω ∈ BR \ {∅} ist, so wird für
jedes κ ∈ N0 ∪ {+∞}, jedes σ ∈Mq>,κ(Ω) und jedes j ∈ Z0,κ weiterhin
s
[σ]
j :=
∫
Ω
tjσ(dt) (0.3)
gesetzt.
In der vorliegenden Arbeit werden Potenzmomentenprobleme der folgenden beiden
Typen betrachtet, wobei das Hauptaugenmerk auf einem speziellen Momentenpro-
blem des zweiten Typs liegt:
• P [Ω; (sj)κj=0,=]: Seien Ω ∈ BR \ {∅} und κ ∈ N0 ∪ {+∞} sowie (sj)κj=0 eine
Folge komplexer q × q-Matrizen. Beschreibe die MengeMq>[Ω; (sj)κj=0,=] aller
σ ∈Mq>,κ(Ω), welche für jedes j ∈ Z0,κ der Bedingung s[σ]j = sj genügen.
• P [Ω; (sj)mj=0,6]: Seien Ω ∈ BR \ {∅},m ∈ N0 und (sj)mj=0 eine Folge komplexer
q × q-Matrizen. Beschreibe die Menge Mq>[Ω; (sj)mj=0,6] aller σ ∈ Mq>,m(Ω),
welche der Bedingung sm − s[σ]m ∈ Cq×q> genügen und im Fall m > 0 darüber
hinaus für jedes j ∈ Z0,m−1 die Gleichung s[σ]j = sj erfüllen.
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Für jedes Ω ∈ BR \ {∅} ist (Mq>,m(Ω))∞m=1 oﬀensichtlich eine antitone Mengenfolge,
die für jedes κ ∈ N0 ∪ {+∞} der Bedingung
Mq>,κ(Ω) =
κ⋂
m=0
Mq>,m(Ω)
genügt. Hieraus lässt sich leicht erkennen, dass für jedes Ω ∈ BR \ {∅} und jedes
m ∈ N sowie jede Folge (sj)mj=1 komplexer Matrizen die Beziehung
Mq>[Ω; (sj)mj=0,6] =
{
σ ∈Mq>[Ω; (sj)m−1j=0 ,=] ∩Mq>,m(Ω) : sm − s[σ]m ∈ Cq×q>
}
erfüllt ist. Falls Ω ∈ BR \ {∅} eine beschränkte Menge ist, gilt Mq>,∞(Ω) = Mq>(Ω)
(siehe z. B. [Pe08, Lemma 5.3, Seiten 67/68]).
An dieser Stelle erscheint es angebracht eine Ausführung zum Ursprung der Potenzmo-
mentenprobleme des Typs P [Ω; (sj)mj=0,6] einzufügen. Diese Probleme wurden erst-
mals von M.G. Krein in [Kr51, Kapitel 1,Paragraph 10] betrachtet. Eine etwas er-
weiterte Darlegung dieses Gegenstands wurde dann auch in der Monographie [KN73,
Kapitel V] von M.G. Krein und A.A. Nudelman vorgenommen. Der Zugang von
M.G. Krein zur Behandlung von skalaren Momentenproblemen auf abgeschlossener
Halbachse basierte auf der Zurückführung derartiger Momentenprobleme auf endlich
abgeschlossene Intervalle. Hiermit ist eine Transformation eines Intervalls vom Typ
[α,+∞) mit α ∈ R auf ein Intervall des Typs [a, b) mit a ∈ R und b ∈ (a,+∞) ver-
bunden. Es erscheint damit natürlich, den Punkt +∞ auf den Punkt b abzubilden.
Ist nun µ ein endliches Maß auf [a, b], so entsteht bei einer solchen Transformation
dann ein Maß ν auf [α,+∞], das der Bedingung ν({+∞}) = µ({b}) genügt.
Spezielle Wahlen der Menge Ω bei den vorangehend formulierten Momentenproble-
men sind mit Namen berühmter Mathematiker verbunden, die (im Fall q = 1) die
entsprechenden Momentenprobleme (insbesondere in Hinblick auf ihre Lösbarkeit)
untersuchten. So spricht man im Fall Ω = R vom (nach H. Hamburger [Ham20] be-
nannten) Hamburgerschen Potenzmomentenproblem, im Fall Ω = [0,+∞) vom (nach
T. J. Stieltjes [St1894] benannten) Stieltjesschen Potenzmomentenproblem und im
Fall, dass Ω ein abgeschlossenes endliches Teilintervall von R ist, d. h. Ω = [a, b] mit
gewissen a und b aus R derart, dass a < b gilt, erfüllt ist, vom (nach F. Hausdorﬀ
[Hau23] benannten) Hausdorﬀschen Potenzmomentenproblem.
In der Theorie der Potenzmomentenprobleme spielen die Hamburgerschen Momen-
tenprobleme eine besondere Rolle. Seien Ω ∈ BR \ {∅} und κ ∈ N0 ∪ {+∞} sowie
σ ∈Mq>,κ(Ω). Dann deﬁniert σ durch Nullfortsetzung auf R\Ω ein Maß σ˜ ∈Mq>(R),
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welches, wie unmittelbar aus der Deﬁnition des Integrals ersichtlich ist, der Bedingung
(s
[σ˜]
j )
κ
j=0 = (s
[σ]
j )
κ
j=0
genügt. Hinsichtlich der Beschreibung der Mengen Mq>[Ω; (sj)κj=0,=] bzw.
Mq>[Ω; (sj)mj=0,6] lässt sich pauschal sagen, dass diese im sogenannten nichtdege-
nerierten Fall wesentlich einfacher realisiert werden kann. Unter dem nichtdegene-
rierten Fall verstehen wir hierbei jene Situation, in der die Folgen aus Cq×q, wel-
che die Lösbarkeit des jeweiligen Problems charakterisieren, Hankel-positiv deﬁnit
bzw. Hankel-positiv deﬁnit fortsetzbar sind. In diesem Fall lassen sich die Mengen
Mq>[Ω; (sj)κj=0,=] bzw.Mq>[Ω; (sj)mj=0,6] durch gebrochen lineare Transformationen
beschreiben, deren erzeugende 2q×2q-Matrizen aus den Ausgangsdaten gebildet sind
und deren Parametermenge durch das jeweilige Problem festgelegte Paare von me-
romorphen q × q-Matrixfunktionen mit gewissen Eigenschaften sind. Im Fall einer
endlichen Folge (sj)mj=0 lassen sich die natürlichen q × q-Blöcke dieser erzeugenden
2q × 2q-Matrixfunktionen der gebrochen linearen Transformationen auch in Termen
von orthogonalen q × q-Matrixpolynomen ausdrücken. Hierbei werden Orthogonal-
systeme erster und zweiter Art bezüglich der die Lösbarkeit des Problems charakteri-
sierenden Hankel-positiv deﬁniten Folgen aus Cq×q herangezogen (siehe z. B. [CR13]).
Vorausschauend sei vermerkt, dass der in der Arbeit gewählte Zugang nicht auf die
Verwendung orthogonaler Matrixpolynome Bezug nimmt.
Wir werden im Weiteren den matriziellen Fall q ∈ N studieren, möchten jedoch zu-
nächst darauf hinweisen, dass eine hervorragende Übersicht von Resultaten zum ska-
laren Fall q = 1 in den Monographien [Akh61] und [KN73] zu ﬁnden ist. Des Weiteren
weisen wir darauf hin, dass in [An70] gewisse notwendige und hinreichende Bedingun-
gen für die Lösbarkeit des ﬁniten Hamburgerschen, des ﬁniten Stieltjesschen und des
ﬁniten Hausdorﬀschen Momentenproblems vom ersten Typ sogar im allgemeineren
Kontext des Operatorfalls zu ﬁnden sind. Diese Charakterisierungen der Lösbarkeit
werden wir jedoch im Weiteren nicht verwenden.
In der vorliegenden Arbeit wird hauptsächlich der Fall Ω = [α,+∞) betrachtet,
wobei α eine beliebig vorgegebene reelle Zahl ist. Insbesondere wird mit
P [[α,+∞); (sj)mj=0,6] eine Verallgemeinerung des matriziellen Stieltjesschen Potenz-
momentenproblems studiert. Bevor wir aber hierauf detaillierter eingehen, wollen wir
kurz auf das matrizielle Hamburgersche und das matrizielle Hausdorﬀsche Potenzmo-
mentenproblem eingehen.
Die Lösbarkeit der matriziellen Potenzmomentenprobleme vom Hamburger-, Stieltjes-
und Hausdorﬀ-Typ ist unmittelbar damit verbunden, dass gewisse, aus den vorgege-
benen Ausgangsdaten gebildete Block-Hankel-Matrizen nichtnegativ hermitesch sind.
Um diese notwendigen und hinreichenden Bedingungen für den Fall des matriziel-
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len ﬁniten Hamburgerschen Potenzmomentenproblems darzustellen, führen wir die
folgenden Bezeichnungen ein:
Für jedes n ∈ N0 bezeichne H>q,2n die Menge aller Folgen (sj)2nj=0 komplexer q × q-
Matrizen, für die die Block-Hankel-Matrix
Hn := (sj+k)
n
j,k=0 (0.4)
nichtnegativ hermitesch ist. Es gilt nun folgendes bekannte notwendige und hinrei-
chende Kriterium für die Lösbarkeit des ﬁniten Hamburgerschen Potenzmomenten-
problems P [R; (sj)2nj=0,6]:
Theorem 0.1. Seien n ∈ N0 und (sj)2nj=0 eine Folge komplexer q × q-Matrizen. Dann
gilt genau dannMq>[R; (sj)2nj=0,6] 6= ∅, wenn (sj)2nj=0 ∈ H>q,2n gilt.
Verschiedene Beweise von Theorem 0.1 sind in [CH98, Theorem 3.2], [Rö03, Satz
9.20, Seite 119] und [DFKMT09, Theorem 4.16, Seite 795] (siehe auch [Mä09, Theo-
rem 4.1.17, Seite 111]) zu ﬁnden. In [CH98] basiert der Beweis auf der Grundlage
eines Algorithmus vom Schur-Typ und einer Matrixversion des Hamburger-Nevan-
linna-Theorems (siehe auch [Ko83, Seite 457]). Der in [Rö03] dargestellte Beweis
basiert auf der Potapovschen Methode der Fundamentalen Matrixungleichung und
einer matriziellen Version der Helly-Prohorov-Theorems (siehe z. B. auch [FK88] oder
[DFK92, Lemma 2.2.1]). Die in [DFKMT09] aufgezeigte Beweisführung ist konstruk-
tiv, indem eine spezielle Lösung des Problems P [R; (sj)mj=0,6] angegeben wird, die ein
molekulares Maß ist, d. h., auf einer endlichen Menge von Punkten der reellen Achse
konzentriert ist. Es sei darauf hingewiesen, dass in [Schr13] eine Zusammenstellung
verschiedener, auch weiterer Beweise von Theorem 0.1 angegeben ist. Eine Parametri-
sierung der LösungsmengeMq>[R; (sj)2nj=0,6] wurde in nichtdegenerierten Fall, d. h.,
wenn die durch (0.4) gegebene Block-Hankel-Matrix Hn positiv hermitesch ist, zuerst
in [Ko83, Theorem H] bewiesen. Im allgemeinen Fall einer nichtnegativ hermiteschen
Matrix Hn wurden Parametrisierungen vonMq>[R; (sj)2nj=0,6] in [Bo96, Theorem 4.6],
[CH98, Theorem 4.5] und [Th06a, Kapitel 1] vorgenommen.
Um eine notwendige und hinreichende Bedingung für die Lösbarkeit des Momenten-
problems P [R; (sj)mj=0,=] anzugeben, betrachten wir für jedes n ∈ N0 eine Teilklasse
der Menge H>q,2n. Für jedes n ∈ N0 bezeichne H>,eq,2n die Menge aller Folgen (sj)2nj=0
komplexer q × q-Matrizen, für die es komplexe q × q-Matrizen s2n+1 und s2n+2 derart
gibt, dass (sj)
2(n+1)
j=0 ∈ H>q,2(n+1) gilt. Wie man leicht sieht, ist H>,eq,2n eine Teilmenge von
H>q,2n, wobei genau im Fall n = 0 die Mengen H>,eq,2n und H>q,2n zusammenfallen (siehe
z. B. [La08, Bemerkung 3.17, Seite 20]). Des Weiteren sei erwähnt, dass die Menge
H>q,2n aller Folgen (sj)2nj=0 komplexer q × q-Matrizen, für die die durch (0.4) gegebene
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Block-Hankel-Matrix Hn positiv hermitesch ist, eine echte Teilmenge von H>,eq,2n ist
(siehe z. B. [DFKMT09, Remark 2.8, Seite 768]). Für jedes n ∈ N0 bezeichne wei-
terhin H>,eq,2n+1 die Menge aller Folgen (sj)2n+1j=0 komplexer q × q-Matrizen derart, dass
eine gewisse komplexe q × q-Matrix s2n+2 derart existiert, dass (sj)2(n+1)j=0 zu H>q,2(n+1)
gehört. Für jedes n ∈ N0 und jede Folge (sj)2nj=0 ∈ H>q,2n gilt oﬀensichtlich für jedes
m ∈ Z0,n die Beziehung (sj)2mj=0 ∈ H>q,2m und im Fall n > 1 weiterhin (sj)mj=0 ∈ H>,eq,m
für jedes m ∈ Z0,2n−1. Berücksichtigen wir dies, so erscheint es natürlich, mit H>q,∞
die Menge aller Folgen (sj)∞j=0 komplexer q × q-Matrizen zu bezeichnen, die für je-
des m ∈ N0 die Bedingung (sj)2mj=0 ∈ H>q,2m erfüllen. Aus technischen Gründen wird
weiterhin H>,eq,∞ := H>q,∞ gesetzt.
Es gilt nun folgende notwendige und hinreichende Bedingung für die Lösbarkeit des
matriziellen Potenzmomentenproblems P [R; (sj)mj=0,=]:
Theorem 0.2. Seien κ ∈ N0 ∪{+∞} und (sj)κj=0 eine Folge komplexer q × q-Matri-
zen. Dann ist die MengeMq>[R; (sj)κj=0,=] genau dann nichtleer, wenn (sj)κj=0 ∈ H>,eq,κ
gilt.
Ein Beweis von Theorem 0.2 ist in [DFKMT09, Theorem 4.17, Seite 796] zu ﬁnden
(siehe auch [Mä09, Theorem 4.1.18, Seite 112]), wo eine in [Bo96, Lemma 2.10] für den
Fall einer geraden nichtnegativen ganzen Zahl κ verwendete Beweisidee modiﬁziert
wird. In diesem Fall einer geraden nichtnegativen ganzen Zahl κ ist ein alternativer
Beweis auch in [CH98, Theorem 3.1] zu ﬁnden. Für den Fall κ = +∞ sei z. B. auf
[FKM11b, Theorem 6.6] verwiesen. Für den Fall κ < +∞ sei auch hier wieder auf die
Zusammenstellung von Beweisen von Theorem 0.2 in [Schr13] verwiesen.
Untersuchung zur Parametrisierung der LösungsmengeMq>[R; (sj)κj=0,=] betrafen zu-
nächst den Fall, dass κ = 2nmit einer gewissen nichtnegativen ganzen Zahl n gilt. Hier
begannen die Betrachtungen mit der Arbeit [Dym89], wo mit Hilfe der Theorie der
Hilberträume mit reproduzierendem Kern im nichtdegenerierten Fall (sj)2nj=0 ∈ H>q,2n
eine Beschreibung von Mq>[R; (sj)2nj=0,=] hergeleitet werden konnte. Aufgrund eines
Algorithmus' vom Schur-Typ wurde eine Parametrisierung vonMq>[R; (sj)2nj=0,=] im
allgemeinen Fall, dass (sj)2nj=0 zu H>,eq,2n gehört, in [CH98, Theorem 4] angegeben. Über
einen operatortheoretischen Zugang wurde später in [AT00, Theorem 4] diese Menge
alternativ parametrisiert. Selbst im skalaren Fall q = 1 erwies sich eine Parametri-
sierung der Menge Mq>[R; (sj)κj=0,=] im Fall, dass κ = 2n + 1 mit einem gewissen
n ∈ N0 gilt, als schwieriger, sodass erst kürzlich in [DHdS12, Section 5] eine Parame-
trisierung vonM1>[R; (sj)2n+1j=0 ,=] gelang. Im matriziellen Fall q ∈ N wurde die Menge
Mq>[R; (sj)2n+1j=0 ,=] erstmals in [FKM12c] parametrisiert. Die dabei entwickelte Me-
thode besteht in einem Zwei-Stufen-Algorithmus vom Schur-Typ. Im Fall κ = +∞
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scheint eine Parametrisierung der MengeMq>[R; (sj)κj=0,=] bisher nur unter Zusatz-
voraussetzungen gelungen, worauf wir hier nicht genauer eingehen wollen.
Die Theoreme 0.1 und 0.2 zeigen, dass den Mengen H>q,2n bzw. H>,eq,κ der Hankel-
nichtnegativ deﬁniten bzw. Hankel-nichtnegativ deﬁnit fortsetzbaren Folgen aus Cq×q
eine besondere Bedeutung zukommt. Ist nun Ω ∈ BR\{∅}, so werden wir vor dem Hin-
tergrund dessen, dass für jedes nichtnegativ hermitesche Maß ausMq>[Ω; (sj)κj=0,=]
(bzw.Mq>[Ω; (sj)mj=0,6]) sich auf natürliche Weise ein nichtnegativ hermitesches Maß
ausMq>[R; (sj)κj=0,=] (bzw.Mq>[R; (sj)mj=0,6]) ergibt, in unseren weiteren Betrach-
tungen herausarbeiten, dass die notwendigen und hinreichenden Kriterien zur Lösbar-
keit der Probleme P [Ω; (sj)κj=0,=] bzw. P [Ω; (sj)
2n
j=0,6] auf Folgen ausH>,eq,κ bzw.H>q,2n
führen, welche gewisse Zusatzbedingungen genügen, die durch die konkrete Gestalt der
Menge Ω bestimmt sind. Falls Ω ein endliches abgeschlossenes Intervall oder eine ab-
geschlossene Halbachse, so werden aus der Ausgangsfolge (sj)κj=0 und den Intervallen-
den dann neue Folgen aus Cq×q gebildet, deren Hankel-Nichtnegativ-Deﬁnitheit bzw.
Hankel-Nichtnegativ-Deﬁnit-Fortsetzbarkeit die Lösbarkeit der betrachteten Proble-
me garantiert. Hieraus wird ein weiteres Merkmal der Probleme P [Ω; (sj)κj=0,=] bzw.
P [Ω; (sj)
m
j=0,6] deutlich. Diese führen nämlich auf Systeme gekoppelter Hamburger-
scher Momentenprobleme. Hierauf wird im Fall der verallgemeinerten Momentenpro-
bleme vom Stieltjes-Typ für das Intervall [α,+∞) später konkret eingegangen.
Bevor wir das in der vorliegenden Arbeit diskutierte (verallgemeinerte) ﬁnite ma-
trizielle Stieltjessche Potenzmomentenproblem betrachten, soll noch kurz auf das
ﬁnite matrizielle Hausdorﬀsche Potenzmomentenproblem eingegangen werden, wo-
bei angemerkt sei, dass diese Resultate in der vorliegenden Arbeit beweistechnisch
nicht verwendet werden. Wir beginnen mit dem Fall einer geraden Anzahl vorgege-
bener Potenzmomente. Zunächst führen wir gewisse Block-Hankel-Matrizen ein. Sind
κ ∈ N0∪{+∞} und eine Folge (sj)κj=0 komplexer q × q-Matrizen gegeben, so bezeich-
ne für jedes n ∈ Z mit 0 6 2n 6 κ dann Hn die durch (0.4) deﬁnierte Matrix, für
jedes n ∈ N0 mit 1 6 2n+ 1 6 κ weiterhin
Kn := (sj+k+1)
n
j,k=0 (0.5)
und für jedes n ∈ N mit 2 6 2n+ 2 6 κ darüber hinaus
Gn := (sj+k+2)
n
j,k=0. (0.6)
Satz 0.3. Seien α ∈ R und β ∈ (a,+∞) sowie n ∈ N0. Des Weiteren sei (sj)2n+1j=0
eine Folge hermitescher komplexer q × q-Matrizen. Dann gilt genau dann
Mq>[[α, β]; (sj)2n+1j=0 ,=] 6= ∅, wenn die Matrizen −αHn + Kn und βHn − Kn beide
nichtnegativ hermitesch sind.
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Ein Beweis von Satz 0.3 ist in [CR01, Satz 3.5.4, Seite 150] sowie in [CDFK06, Theo-
rem 1.3] angegeben. Im sogenannten nichtdegenerierten Fall, d. h., wenn die Matrizen
−αHn +Kn und βHn−Kn beide positiv hermitesch sind, gelingt in [CDFK06, Theo-
rem 6.12] eine Parametrisierung der LösungsmengeMq>[[α, β]; (sj)2n+1j=0 ,=].
Das entsprechende, in [CDFK07, Theorem 1.3] bewiesene Lösbarkeitskriterium des
matriziellen ﬁniten Hausdorﬀschen Potenzmomentenproblems im Fall einer ungeraden
Anzahl vorgegebener Potenzmomente ist das folgende:
Satz 0.4. Seien α ∈ R und β ∈ (α,+∞) sowie n ∈ N0. Des Weiteren sei (sj)2nj=0
eine Folge hermitescher komplexer q × q-Matrizen. Dann gilt genau dann
Mq>[[α, β]; (sj)2nj=0,=] 6= ∅, wenn die Matrizen Hn und −αβHn−1+(α+β)Kn−1−Gn−1
beide nichtnegativ hermitesch sind.
Im sogenannten nichtdegenerierten Fall, d. h., wenn die Matrizen Hn und −αβHn−1 +
(α+β)Kn−1−Gn−1 beide positiv hermitesch sind, gelingt in [CDFK07, Theorem 6.14]
eine Parametrisierung der LösungsmengeMq>[[α, β]; (sj)2nj=0,=].
Wie bereits erwähnt, wird in der vorliegenden Arbeit hauptsächlich eine Verallgemei-
nerung des ﬁniten matriziellen Stieltjesschen Potenzmomentenproblems diskutiert.
Um zunächst die in [DFKM10, Theorem 1.4] bewiesene notwendige und hinreichende
Lösbarkeitsbedingung des Momentenproblems P [[α,+∞); (sj)mj=0,6] anzugeben, ist
es günstig, noch weitere Bezeichnungen voranzustellen. Für jedes α ∈ R bezeichne
K>q,0,α := H>q,0. Für jede Wahl von α ∈ R und n ∈ N0 sei K>q,2n+1,α die Menge aller
Folgen (sj)2n+1j=0 komplexer q × q-Matrizen derart, dass die Block-Hankel-Matrizen Hn
und −αHn +Kn beide nichtnegativ hermitesch sind, d. h., es bezeichne
K>q,2n+1,α :=
{
(sj)
2n+1
j=0 : (sj)
2n
j=0 ∈ H>q,2n und (−αsj + sj+1)2nj=0 ∈ H>q,2n
}
. (0.7)
Weiterhin sei für jedes α ∈ R und jedes n ∈ N mit K>q,2n,α die Menge aller Folgen
(sj)
2n
j=0 komplexer q × q-Matrizen bezeichnet, für die die Block-Hankel-Matrizen Hn
und −αHn−1 +Kn−1 beide nichtnegativ hermitesch sind, d. h., es sei
K>q,2n,α :=
{
(sj)
2n
j=0 ∈ H>q,2n : (−αsj + sj+1)2(n−1)j=0 ∈ H>q,2(n−1)
}
. (0.8)
Die Bedeutung der eingeführten Klassen komplexer q × q-Matrizen wird nun unter
anderem durch folgendes, in [DFKM10, Sections 1, 4] bewiesene Lösbarkeitskriterium
des Stieltjesschen Potenzmomentenproblems P [[α,+∞); (sj)mj=0,6] deutlich:
Theorem 0.5. Seien α ∈ R, m ∈ N0 und (sj)mj=0 eine Folge komplexer q × q-
Matrizen. Dann ist Mq>[[α,+∞); (sj)mj=0,6] genau dann nichtleer, wenn (sj)mj=0 zu
K>q,m,α gehört.
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An dieser Stelle soll darauf aufmerksam gemacht werden, dass Theorem 0.5 für die in
der vorliegenden Arbeit vorgenommenen Beweise nicht benötigt wird. Im Fall, dass
m eine ungerade ganze Zahl ist, erhalten wir mit Folgerung 11.25 einen eigenständi-
gen Beweis von Theorem 0.5. Ein Nachweis der Notwendigkeit der in Theorem 0.5
angegebenen Lösbarkeitsbedingungen für beliebiges m ∈ N0, der sich allerdings im
Vergleich zur Hinlänglichkeit relativ leicht erbringen lässt, wird sich auch durch unsere
Betrachtungen ergeben (siehe Bemerkung 5.17).
Falls α ∈ R, m ∈ N0 und (sj)mj=0 ∈ K>q,m,α gelten, so erkennt man leicht, dass für jedes
n ∈ Z0,m die Beziehung (sk)nk=0 ∈ K>q,n,α erfüllt ist, infolgedessen wird dann für jedes
α ∈ R mit K>q,∞,α die Menge aller Folgen (sj)∞j=0 komplexer q × q-Matrizen derart
bezeichnen, die für jedes m ∈ N0 die Beziehung (sk)mk=0 ∈ K>q,m,α erfüllen. Für jedes
α ∈ R und jedes m ∈ N0 bezeichne darüber hinaus K>,eq,m,α die Menge aller Folgen
(sj)
m
j=0 komplexer q × q-Matrizen, für die eine komplexe q × q-Matrix sm+1 derart
existiert, dass (sj)m+1j=0 ∈ K>q,m+1,α gilt. Für jedes α ∈ R gelten demnach K>,eq,0,α = H>q,0
sowie für beliebiges n ∈ N weiterhin
K>,eq,2n−1,α =
{
(sj)
2n−1
j=0 ∈ H>,eq,2n−1 : (−αsj + sj+1)2(n−1)j=0 ∈ H>q,2(n−1)
}
(0.9)
und
K>,eq,2n,α =
{
(sj)
2n
j=0 ∈ H>q,2n : (−αsj + sj+1)2n−1j=0 ∈ H>,eq,2n−1
}
. (0.10)
Wir erkennen leicht, dass K>,eq,m,α ⊆ K>q,m,α für jede Wahl von α ∈ R und m ∈ N0
richtig ist. Für jedes α ∈ R, jedes m ∈ N0 und jede Folge (sj)mj=0 ∈ K>,eq,m,α gilt
oﬀensichtlich für jedes n ∈ Z0,m die Beziehung (sk)nk=0 ∈ K>,eq,n,α. Aus technischen
Gründen bezeichnen wir dann für jedes α ∈ R weiterhin K>,eq,∞,α := K>q,∞,α.
Mit den eingeführten Bezeichnungen lässt sich nun eine notwendige und hinreichende
Bedingung für die Lösbarkeit des Momentenproblems P [[α,+∞); (sj)κj=0,=] formu-
lieren:
Theorem 0.6. Seien α ∈ R, κ ∈ N0∪{+∞} und (sj)κj=0 eine Folge komplexer q × q-
Matrizen. Dann ist die Menge Mq>[[α,+∞); (sj)κj=0,=] genau dann nichtleer, wenn
(sj)
κ
j=0 ∈ K>,eq,κ,α gilt.
Im Fall κ ∈ N0 kann man einen Beweis von Theorem 0.6 in [DFKM10, Theorem 1.3,
Sections 1, 4] ﬁnden. Im Fall κ = +∞ erhält man, wie bereits in [FKM12a, Theorem
1.6] bemerkt, die dargestellte Äquivalenz wegen
M[[α,+∞); (sj)∞j=0,=] =
∞⋂
m=0
M[[α,+∞); (sj)mj=0,=]
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durch Anwendung der matriziellen Version des Helly-Prohorov-Theorems (siehe
[FK88, Satz 9]). Die wesentliche Idee eines solchen Beweises hat ihren Ursprung in
[Akh61].
Es sei erwähnt, dass in den letzten Jahren durch Yu.M. Dyukarev, B. Fritzsche,
B. Kirstein und C. Mädler ([DFKM10], [FKM12a], [FKM13]) eine detaillierte Ana-
lyse der Folgen komplexer p× q-Matrizen vorgenommen wurde, für die die vorange-
stellten Typen matrizieller Momentenprobleme lösbar sind (siehe Theorem 0.5 und
Theorem 0.6).
Um (bekannte) Kriterien für den Fall der eindeutigen Lösbarkeit des Stieltjesschen
Momentenproblems vorzustellen, werden noch einige Bezeichnungen benötigt.
Seien α ∈ R, κ ∈ N∪{+∞} und (sj)κj=0 eine Folge komplexer p× q-Matrizen gegeben.
Für jede Wahl ganzer Zahlen m und n mit 0 6 m 6 n 6 κ bezeichne weiterhin
ym,n := col (sm+j)
n−m
j=0 , ym,n := col (sn−j)
n−m
j=0 (0.11)
und
zm,n := row (sm+k)
n−m
k=0 , zm,n := row (sn−k)
n−m
k=0 . (0.12)
Es soll gezeigt werden, dass die durch
L0 := s0 (0.13)
und für jedes n ∈ N mit 2n 6 κ gemäß
Ln := s2n − zn,2n−1H+n−1yn,2n−1 (0.14)
gebildeten Schurkomplemente eine wichtige Rolle bei unseren weiteren Betrachtungen
spielen. Des Weiteren wird (motiviert unter anderem durch die in den Theorem 0.5
und Theorem 0.6 dargestellten Resultate) die Folge (sα.j)κ−1j=0 betrachtet, die für jedes
j ∈ Z0,κ−1 gemäß
sα.j := −αsj + sj+1 (0.15)
deﬁniert ist. Es bezeichne dann
Hα.n := (sα.j+k)
n
j,k=0 (0.16)
für jedes n ∈ N0 mit 2n + 1 6 κ sowie für jede Wahl ganzer Zahlen m und n mit
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0 6 m 6 n 6 κ− 1 auch
yα.m,n := col (sα.m+j)
n−m
j=0 und zα.m,n := row (sα.m+k)
n−m
k=0 . (0.17)
Es seien
Lα.0 := sα.0 (0.18)
und für jedes n ∈ N0 mit 2n+ 1 6 κ des Weiteren
Lα.n := sα.2n − zα.n,2n−1H+α.n−1yα.n,2n−1. (0.19)
Bevor bekannte Kriterien zur eindeutigen Lösbarkeit des Stieltjesschen Momentenpro-
blems darstellt werden, wird ein für unser weiteres Vorgehen wichtiger Sachverhalt
vorstellt.
Satz 0.7. ([DFKM10, Theorem 5.2]) Seien α ∈ R, m ∈ N0 sowie (sj)mj=0 ∈ K>q,m,α.
Dann existiert genau eine zu K>,eq,m,α gehörige Folge (s˜j)mj=0 derart, dass
Mq>[[α,+∞); (s˜j)mj=0,6] =Mq>[[α,+∞); (sj)mj=0,6] (0.20)
gilt.
Im Spezialfall α = 0 wurde die Existenz einer solchen in Satz 0.7 beschriebenen
Folge (s˜j)mj=0 bereits in [Bo95, Lemma 2.7, Lemma 6.3] genannt, jedoch genügt die
dort vorgenommene Konstruktion der Folge (s˜j)mj=0 nicht den gestellten Forderungen,
wie in [DFKM10, Example 5.1] nachgewiesen wurde. Aufbauend auf der Aussage
von Satz 0.7 wurde im Spezialfall α = 0 von V.A. Bolotnikov [Bo95, Theorem 1.5,
Lemma 1.6] eine Parametrisierung der Lösungsmenge des matriziellen Stieltjesschen
Momentenproblems P [[α,+∞); (sj)mj=0,6] vorgenommen. Im Spezialfall α = 0 wur-
de die Existenzaussage von Satz 0.7 zuerst in einem handschriftlichen Manuskript
von H.C. Thiele [Th06b] bewiesen. Es sei weiterhin darauf hingewiesen, dass der
in [DFKM10, Theorem 5.2] dargestellte Beweis von Satz 0.7 konstruktiver Natur ist,
d. h., neben der für jedes j ∈ Z0,m−1 oﬀensichtlichen Gleichung s˜j = sj wird die Matrix
s˜m explizit konstruiert. Es sei darauf aufmerksam gemacht, dass s˜m vom Parameter
α abhängt.
Es sei weiterhin erwähnt, dass mit Hilfe von Satz 0.7 sich die Menge{∫
[α,+∞)
tmσ(dt) : σ ∈Mq>[[α,+∞); (sj)mj=0,6]
}
(0.21)
als matrizielles Intervall (im Sinne der Löwner-Halbordnung in Cq×qH ) beschreiben
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lässt. Um dieses Resultat und weitere Aussagen darzustellen, werden bei beliebiger
Vorgabe eines α ∈ R, eines κ ∈ N0 ∪ {+∞} und einer Folge (sj)κj=0 komplexer
q × q-Matrizen in Hinblick auf (0.4), (0.5), (0.11) und (0.12) weitere Bezeichnungen
eingeführt: Es seien s0 := 0q×q und Θα.0 := 0q×q sowie für jedes n ∈ N mit 2n−1 6 κ
weiterhin
s2n := zn,2n−1H
+
n−1yn,2n−1,
für jedes n ∈ N mit 2n 6 κ des Weiteren
Θα.n := zα.n,2n−1H+α.n−1yα.n,2n−1 und s

2n+1 := Θα.n + αs2n.
Wir erinnern daran, dass für jedes n ∈ N0 mit 2n + 1 6 κ die Matrix Lα.n durch
(0.19) gegeben ist Für diese Matrix gilt dann
Lα.n = −αs2n + s2n+1 −Θα.n.
(Es sei bemerkt, dass für jedes n ∈ N0 die Matrix s2n+1 vom Parameter α abhängt.
Diese Abhängigkeit wird bei den weiteren Betrachtungen aber keine Rolle spielen,
sodass wir bei der Bezeichnung das Fehlen der Abhängigkeit von α verschmerzen
können.) Es gilt nun folgende Darstellung der möglichenm-ten Potenzmomente der zu
Mq>[[α,+∞); (sj)mj=0,6] gehörigen nichtnegativ hermiteschen Maße:
Satz 0.8. ([DFKM10, Theorem 5.4]) Seien α ∈ R, m ∈ N0 und (sj)mj=0 ∈ K>q,m,α.
Bezeichne (s˜j)mj=0 die eindeutige Folge aus K>,eq,m,α, für welche (0.20) gilt. Dann ist die
in (0.21) gegebene Menge gerade das matrizielle Intervall {s ∈ Cq×qH : sm 6 s 6 s˜m}.
Wir weisen darauf hin, dass Satz 0.8 ebenso wie die nachfolgend in den Theorem 0.9,
Theorem 0.10 und Bemerkung 0.11 dargestellten Kriterien zur eindeutigen Lösbarkeit
des Stieltjesschen Momentenproblems P [[α,+∞); (sj)2n+1j=0 ,6] für unser weiteres Vor-
gehen nicht benötigt werden. Sie verdeutlichen jedoch unter anderem die Bedeutung
der in (0.13), (0.14), (0.18) und (0.19) eingeführten Schurkomplemente.
Der Fall, dass das Momentenproblem P [[α,+∞); (sj)mj=0,6] eindeutig lösbar ist, wur-
de in [DFKM10, Section 6] ausführlich diskutiert. Unter anderem wurde folgendes
Kriterium bewiesen:
Theorem 0.9. ([DFKM10, Theorem 6.4]) Seien α ∈ R, m ∈ N0 sowie (sj)mj=0 ei-
ne Folge komplexer q × q-Matrizen. Bezeichne (s˜j)mj=0 die eindeutig bestimmte Folge
aus K>,eq,m,α, für die (0.20) gilt. Dann bestehtMq>[[α,+∞); (sj)mj=0,6] genau dann aus
einem Element, wenn s˜m = sm gilt.
Im Abhängigkeit davon, obm eine gerade oder eine ungerade ganze Zahl ist, kann man
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weitere Charakterisierungen des Falls, dassMq>[[α,+∞); (sj)mj=0,6] aus genau einem
Element σ∗ besteht, geben, sowie dieses nichtnegativ hermitesche Maß σ∗ angeben.
Dazu sei zunächst bemerkt, dass in der trivialen Situation m = 0 die Menge
Mq>[[α,+∞); (sj)0j=0,6] dann und nur dann aus genau einem Element σ∗ besteht,
wenn s0 = 0q×q ist, und in diesem Fall σ∗ das auf B[α,+∞) deﬁnierte q × q-Nullmaß
ist. In Fall m > 1 verhält es sich wie folgt:
Theorem 0.10. ([DFKM10, Theorem 6.5]) Seien α ∈ R, n ∈ N0 sowie (sj)2n+1j=0 eine
Folge komplexer q × q-Matrizen. Dann sind folgende Aussagen äquivalent:
(i) Die MengeMq>[[α,+∞); (sj)2n+1j=0 ,6] besteht aus genau einem Element σ∗.
(ii) (sj)2n+1j=0 ∈ K>q,2n+1,α und rankLα.n = rank [(Iq − LnL+n )Lα.n].
(iii) (sj)2n+1j=0 ∈ K>q,2n+1,α und R(Ln) ∩R(Lα.n) = {0q×1}.
Bemerkung 0.11. In der Situation, dass die Voraussetzungen von Theorem 0.10
und Bedingung (i) in Theorem 0.10 gelten, ist σ∗ gerade die Einschränkung des zu
(s˜j)
2n+1
j=0 gehörigen vollständig degenerierten Maßes (siehe [DFKMT09, Deﬁnition
4.10]) auf B[α,+∞), wobei (s˜j)2n+1j=0 die eindeutig bestimmte Folge aus K>,eq,2n+1,α ist,
für die (0.20) mit m := 2n+ 1 (siehe [DFKM10, Theorem 6.4]) erfüllt ist.
Theorem 0.12. Seien α ∈ R, n ∈ N sowie (sj)2nj=0 eine Folge komplexer q × q-
Matrizen. Dann sind folgende Aussagen äquivalent:
(i) Die MengeMq>[[α,+∞); (sj)2nj=0,6] besteht aus genau einem Element σ∗.
(ii) (sj)2nj=0 ∈ K>q,2n,α und rankLn = rank [(Iq − Lα.nL+α.n)Ln].
(iii) (sj)2nj=0 ∈ K>q,2n,α und R(Lα.n−1) ∩R(Ln) = {0q×1}.
Theorem 0.12 wurde in [DFKM10, Theorem 6.6] dargestellt und kann in Analogie zu
Theorem 0.10 bewiesen werden.
Bemerkung 0.13. In der Situation, dass die Voraussetzungen von Theorem 0.12
und Bedingung (i) in Theorem 0.12 gelten, ist σ∗ gerade die Einschränkung des zu
(sj)
2n−1
j=0 gehörigen vollständig degenerierten Maßes auf B[α,+∞) (siehe [DFKMT09,
Deﬁnition 4.10, Theorem 6.4]).
Wir bemerken, dass notwendige und hinreichende Bedingungen für die eindeutige
Lösbarkeit des ﬁniten matriziellen Stieltjesschen Potenzmomentenproblems
22
0 Einleitung
P [[α,+∞); (sj)mj=0,=] in [DFKM10, Theorem 6.1, Theorem 6.3] angegeben sind. Be-
ziehungen zwischen der eindeutigen Lösbarkeit ﬁniter matrizieller Potenzmomenten-
probleme vom Hamburger-Typ sind in [DFKM10, Propositions 6.8, 6.9, 6.10] darge-
stellt.
Um das ﬁnite matrizielle Stieltjessche Potenzmomentenproblem
P [[α,+∞); (sj)mj=0,6] in allgemeiner Form erfolgreich diskutieren zu können, sind
umfangreiche Vorbetrachtungen notwendig. Wir stellen dazu im ersten Kapitel zu-
nächst einige Klasse holomorpher Matrixfunktionen vor. Nachdem spezielle Resultate
für matrizielle Schur-Funktionen vorgestellt wurden, werden auf der Grundlage der
Matrixversion eines berühmten, auf R. Nevanlinna [Ne22] zurückgehenden Theorems
verschiedene Integraltransformationen von nichtnegativ hermiteschen q × q-Maßen
angegeben, die es ermöglichen, das betrachtete Momentenproblem in der Sprache
einer speziellen Klasse holomorpher Matrixfunktionen zu diskutieren, d. h., das Mo-
mentenproblem P [[α,+∞); (sj)mj=0,6] wird äquivalent in ein Interpolationsproblem
S[[α,+∞); (sj)mj=0,6] für eine spezielle Klasse holomorpher Matrixfunktionen über-
führt.
Im zweiten Kapitel stellen wir grundlegende Gleichungen für Block-Hankel-Matrizen
bereit. Im dritten Kapitel betrachten wir Folgen komplexer q × q-Matrizen, für die
(entsprechend Theorem 0.5 und Satz 0.7) das von uns in der vorliegenden Arbeit stu-
dierte matrizielle Stieltjessche Momentenproblem P [[α,+∞); (sj)mj=0,6] lösbar ist.
Im vierten Kapitel führen wir einen nach V.K. Dubovoj benannten speziellen end-
lichdimensionalen Vektorraum ein, mit dessen Hilfe wir spezielle verallgemeinerte In-
versen komplexer Matrizen konstruieren. Diese verallgemeinerten Inversen komplexer
Matrizen spielen bei den weiteren Betrachtungen eine Schlüsselrolle bei der Konstruk-
tion der Matrixfunktionen, mit denen über eine gebrochen lineare Transformations-
darstellung später eine Parametrisierung der Lösungsmenge des studierten Momen-
tenproblems möglich wird.
In den Kapiteln 5 bis 7 wird nachgewiesen, dass die Lösungsmenge des Problems
S[[α,+∞); (sj)mj=0,6] mit der Lösungsmenge eines Systems Potapovscher Fundamen-
taler Ungleichungen übereinstimmt (siehe Theorem 7.15), sodass im Weiteren dann
das System dieser Ungleichungen betrachtet werden kann, um das Momentenproblem
zu diskutieren. Diese auf V. P. Potapov zurückgehende Idee lässt sich im Wesentlichen
wie im bekannten Spezialfall α = 0 umsetzen, die Betrachtungen erweisen sich jedoch
als beträchtlich umfänglicher. Wir können hierbei aber zum großen Teil auf bereits in
[MP11] und [Sch11] dargestellte Beweise zurückgreifen, sodass eine Darstellung die-
ser langwierigen Rechnungen in der vorliegenden Arbeit weitgehend unnötig ist. Es
sei bemerkt, dass als wesentliches Argument hierbei die im Anhang D dargestellten
matriziellen Versionen der Stieltjesschen Umkehrformeln verwendet werden.
Im achten Kapitel werden als ein wesentlicher Schritt unserer Betrachtungen aus
den gegebenen Daten spezielle Matrixpolynome konstruiert und deren zugehörige
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J˜q-Formen berechnet, wobei J˜q die für das betrachtete Momentenproblem relevante
Signaturmatrix ist. Im neunten Kapitel werden dann weitere Identitäten für diese
Matrixfunktionen bereitgestellt.
Das zehnte Kapitel beschäftigt sich mit speziellen Paaren meromorpher Matrixfunk-
tionen, sogenannten Stieltjes-Paaren, die im Weiteren die Rolle der freien Parameter
bei der Darstellung der Lösungsmenge des betrachteten ﬁniten matriziellen Stielt-
jesschen Potenzmomentenproblems spielen. Im elften Kapitel wird als Hauptresultat
der vorliegenden Arbeit dann eine Parametrisierung der Menge S[[α,+∞); (sj)mj=0,6]
sowohl im nichtdegenerierten wie auch im degenerierten Fall hergeleitet.
Im Anhang sind zur besseren Lesbarkeit der vorliegenden Arbeit spezielle Resultate
der Matrizentheorie sowie grundlegende Aussagen zur Integrationstheorie nichtnega-
tiv hermitescher Maße und zu meromorphen Matrixfunktionen dargestellt.
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1.1. Matrizielle Schur-Funktionen
In diesem Teilabschnitt stellen wir einige spezielle bekannte Resultate über eine wich-
tige Teilklasse von in einem Gebiet G holomorpher Matrixfunktionen vor, die bei
Interpolationsproblemen des öfteren als Parameterklasse verwendet wird und auch
für sich einen detailliert studierten mathematischen Gegenstand darstellt. Eine p× q-
Matrixfunktion S, die auf einem Gebiet G von C deﬁniert ist, wird p× q-Schur-
Funktion in G genannt, wenn S in G holomorph ist und für jedes z ∈ G die Matrix
S(z) kontraktiv ist. Die Menge aller p× q-Schur-Funktionen G wird mit Sp×q(G) be-
zeichnet. Nach einem bekannten Resultat über die Charakterisierung kontraktiver
Matrizen (siehe Bemerkung A.26) ist Sp×q(G) gerade die Menge aller in G holomor-
phen Matrixfunktionen S : G → Cp×q mit Iq − S∗(z)S(z) ∈ Cq×q> für jedes z ∈ G.
Wir stellen nun einige bekannte, für unsere weiteren Betrachtungen nützliche Resul-
tate für matrizielle Schur-Funktionen dar.
Bemerkung 1.1. Seien G ein Gebiet von C und S1 ∈ Sp×q(G) sowie S2 ∈ Sq×r(G).
Dann überzeugt man sich leicht davon, dass S1S2 zu Sp×r(G) gehört.
Lemma 1.2. Seien G ein Gebiet von C und S ∈ Sq×q(G).
(a) Sei U ∈ Cp×q mit U∗U = Iq. Für jede Wahl von w und z aus G gilt dann
N (U + S(w)) = N (U + S(z)).
(b) Sei V ∈ Cp×q mit V V ∗ = Ip. Für jede Wahl von w und z aus G gilt dann
R(V + S(w)) = R(V + S(z)).
Einen Beweis von Lemma 1.2 ﬁndet man z. B. in [Schr13, Satz 4.17, Seiten 74/75].
Unmittelbar aus Lemma 1.2 erkennt man die Gültigkeit des nachstehenden Lemmas
(siehe z. B. auch [Schr13, Folgerung 4.18, Seiten 75/76]).
Lemma 1.3. Seien G ein Gebiet von C und S ∈ Sq×q(G). Weiterhin seien U eine
unitäre komplexe q × q-Matrix und η ∈ C derart, dass |η| = 1 erfüllt ist. Dann gelten
für jede Wahl von w und z aus G die Gleichungen N (U + ηS(w)) = N (U + ηS(z))
und R(U +ηS(w)) = R(U +ηS(z)). Insbesondere sind folgende Aussagen äquivalent:
(i) Es gibt ein z0 aus G mit det (U + ηS(z0)) 6= 0.
(ii) Für jedes z ∈ G gilt det (U + ηS(z)) 6= 0.
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Ist G eine nichtleere oﬀene Teilmenge von C0, so wollen wir, wie üblich, eine Teilmenge
D von G als diskrete Teilmenge von G bezeichnen, wenn D keinen Häufungspunkt in
G besitzt.
Lemma 1.4. Seien G ein Gebiet von C und D eine diskrete Teilmenge von G. Des
Weiteren sei f : G \D → Cp×q eine in G \D holomorphe Matrixfunktion derart, dass
‖f(z)‖S 6 1 für jedes z ∈ G \ D erfüllt ist. Im Fall D = ∅ gehört f zu Sp×q(G).
Im Fall D 6= ∅ ist jedes w ∈ D eine hebbare Singularität von f und die auf ganz G
deﬁnierte Fortsetzung von f gehört zur Schur-Klasse Sp×q(G).
Einen ausführlichen Beweis, der auf dem Satz von Riemann über hebbare Singularitä-
ten beruht (siehe z. B. [GBGW74, Teil 4, 15.3 Satz 3, Seite 210]), ist z. B. in [Schr13,
Lemma 4.21, Seiten 79/80] angegeben.
1.2. Die Herglotz-Nevanlinna Funktionen
Wir betrachten in diesem Abschnitt eine weitere wichtige Teilklasse holomorpher
Matrixfunktionen, die sich dadurch auszeichnet, dass der Imaginärteil ihrer Funk-
tionswerte nichtnegativ hermitesch ist. Die Resultate dieses Abschnitts sind weitge-
hend bekannt.
Deﬁnition 1.5. Sei G eine nichtleere oﬀene Teilmenge von C. Die Klasse Rq(G)
aller in G holomorpher Matrixfunktionen F : G → Cq×q, die ImF (G) ⊆ Cq×q> erfüllen,
nennt man die Menge aller q × q-Herglotz-Nevanlinna-Funktionen in G.
Hauptsächlich wird im Weiteren der Fall der durch (0.1) gegebenen (nichtleeren oﬀe-
nen) Menge G = Π+ im Zentrum der Betrachtungen liegen. Die Elemente von Rq(Π+)
werden wir kurz als q × q-Herglotz-Nevanlinna-Funktionen bezeichnen. Bezüglich ei-
nes detaillierten Studiums matrizieller Herglotz-Nevanlinna-Funktionen sei insbeson-
dere auf die Arbeit von F. Gesztesy und E.R. Tsekanovski [GT00] sowie [FKM12b]
hingewiesen. Bei den Beweishinweisen orientieren wir uns vorrangig an den Angaben
in [Th02], da dort der Gegenstand dieses Abschnitts sehr ausführlich dargestellt ist.
Bemerkung 1.6. Seien G eine nichtleere oﬀene Teilmenge von C und F : G → Cq×q
eine in G holomorphe Matrixfunktion. Es gilt F ∈ Rq(G) genau dann, wenn u∗Fu ∈
R1(G) für jedes u ∈ Cq erfüllt ist.
Wir geben nun eine grundlegende Integraldarstellung für Funktionen der Klasse
Rq(Π+) an, die (im Fall q = 1) auf R. Nevanlinna [Ne22] zurückgeht und Nevanlinna-
Klasse genannt wird. Dazu bemerken wir zunächst folgenden Sachverhalt:
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Bemerkung 1.7. Seien ν ∈ Mq>(R) sowie z ∈ C \ R. Dann gehört die Funktion
fz : R→ C gemäß
fz(t) :=
1 + tz
t− z (1.1)
zu L1(R,BR, ν;C) (siehe auch Bemerkung 6.11).
In Hinblick auf die vorangehende Bemerkung gilt nun folgende matrizielle Version
eines berühmten, auf R. Nevanlinna ([Ne22]) zurückgehenden Theorems:
Theorem 1.8 (R. Nevanlinna). Eine Matrixfunktion F : Π+ → Cq×q gehört ge-
nau dann zu der Klasse Rq(Π+), wenn es Matrizen A ∈ Cq×qH , B ∈ Cq×q> und ein
nichtnegativ hermitesches Maß ν ∈Mq>(R) derart gibt, dass
F (w) = A+ wB +
∫
R
1 + tw
t− w ν(dt)
für alle w ∈ Π+ gilt. In diesem Fall sind die hermitesche q × q-Matrix A, die nichtne-
gativ hermitesche q × q-Matrix B und das auf BR deﬁnierte nichtnegativ hermitesche
q × q-Maß ν eindeutig bestimmt.
Einen ausführlichen Beweis von Theorem 1.8 ﬁndet man z. B. in [Th02, Satz 7.11,
Seiten 44-47, Satz 7.13, Seite 48].
Unter den Bedingungen von Theorem 1.8 nennt man das Tripel (A,B, ν) die Nevan-
linna-Parametrisierung von Fund das nichtnegativ hermitesche q × q-Maß ν das
Nevanlinna-Maß von F .
Bemerkung 1.9. Sei F ∈ Rq(Π+) und bezeichne (A,B, ν) die Nevanlinna-Parame-
trisierung von F . Weiterhin sei D ∈ Cq×p. Dann lässt sich leicht nachweisen, dass
D∗FD zu Rp(Π+) gehört und dass (D∗AD,D∗BD,D∗νD) die zu D∗FD gehörige
Nevanlinna-Parametrisierung ist (siehe z. B. auch [Th02, Bemerkung 7.14, Seite 49]).
Wir geben nun noch einige, im Weiteren nützliche Resultate für Matrixfunktionen an.
Lemma 1.10. Seien F eine Funktion aus Rq(Π+) und J ein abgeschlossenes oder
oﬀenes Intervall von R derart, dass eine auf Π+ ∪ J deﬁnierte stetige Fortsetzung Fˆ
von F existiert, die Fˆ (J) ⊆ Cp×pH erfüllt. Für das zu F gehörige Nevanlinna-Maß ν
gilt dann ν(J) = 0q×q.
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Einen Beweis von Lemma 1.10 ﬁndet man z. B. in [Th02, Lemma 10.1, Seiten 76/77].
Wir verweisen nun auf ein weiteres, mit einer Nevanlinna-Funktion verbundenes Maß.
Allerdings betrachten wir hier zunächst nur den skalaren Fall q = 1.
Bemerkung 1.11. Seien F ∈ R1(Π+) und ν das zu F gehörige Nevanlinna-Maß.
Dann ist g : R→ R gemäß
g(t) := 1 + t2 (1.2)
eine stetige und insbesondere BR−BR-messbare Funktion mit g(R) ⊆ [0,+∞). Nach
einem bekannten Resultat der Maß- und Integrationstheorie ist σ : BR → [0,+∞]
gemäß
σ(B) :=
∫
B
(1 + t2) ν(dt)
ein wohldeﬁniertes Maß, welches das zu F gehörige Spektralmaß genannt wird.
(Für σ wird dann auch g  ν geschrieben.)
Bemerkung 1.12. Seien F ∈ R1(Π+) und ν das zu F zugehörige Nevanlinna-Maß
sowie σ das zu F gehörige Spektralmaß. Weiterhin bezeichne g : R → R die gemäß
(1.2) deﬁnierte Funktion. Sei K eine kompakte Teilmenge von R. Dann ist die stetige
Funktion g auf K beschränkt und ν gehört zu Mb+(R,BR) sowie gilt die Beziehung
σ(K) =
∫
K
g dν < +∞. Insbesondere ist für alle n ∈ N dann σ([−n, n]) < +∞
erfüllt. Somit ist das Spektralmaß σ von F ein σ-endliches Maß. Da ν zuMb+(R,BR)
gehört, gilt weiterhin∫
R
1
1 + x2
σ(dx) =
∫
R
1
1 + x2
g(x) ν(dx) =
∫
R
1R ν(dx) = ν(R) < +∞.
Es kann sein, dass das zu einer Funktion aus R1(Π+) gehörige Spektralmaß σ die
Bedingung σ(R) = +∞ erfüllt (siehe z. B. [MP11, Beispiel 1.11, Seiten 17-23]). Da
nichtnegativ hermitesche Maße in die Menge aller nichtnegativ hermiteschen Matrizen
abbilden, ist folglich eine formale Übertragung des Begriﬀs des Spektralmaßes von der
Klasse R1(Π+) auf die Klasse Rq(Π+) im Fall q > 2 nicht ohne Weiteres möglich.
Aus diesem Grund ist es günstig, eine Teilklasse von Rq(Π+) zu betrachten. Bevor
wir diese benennen, sei folgende Bemerkung vorangestellt:
Bemerkung 1.13. Die Funktion g : R → R gemäß (1.2) ist eine stetige und insbe-
sondere BR−BR-messbare Funktion mit g(R) ⊆ [0,+∞). Für jedes ν ∈Mq>(R) mit
g ∈ L1(R,BR, ν;R) wird dann gemäß Satz B.33 ein nichtnegativ hermitesches Maß
g  ν ausMq>(R) deﬁniert.
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Deﬁnition 1.14. Es bezeichne R′q(Π+) die Menge aller F ∈ Rq(Π+), deren Nevan-
linna-Maß ν der Bedingung genügt, dass die gemäß (1.2) deﬁnierte Funktion g : R→
R zu L1(R,BR, ν;R) gehört. Für jedes F ∈ R′q(Π+) heißt dann g  ν das zu F
gehörige matrizielle Spektralmaß.
Bemerkung 1.15. In Hinblick auf Bemerkung 1.11 und Deﬁnition 1.14 fallen für
jedes F ∈ R′1(Π+) die Begriﬀe zugehöriges Spektralmaß und zugehöriges matrizielles
Spektralmaß zusammen.
Im Fall q > 1 stellt sich die Situation diﬀerenzierter dar. Aus diesem Grund wurde an
dieser Stelle von der unter anderen in [Th02, Deﬁnition 7.19, Seite 52] verwendeten
Terminologie abgewichen. Die folgende Bemerkung zeigt, dass der in Deﬁnition 1.14
eingeführte Begriﬀ des matriziellen Spektralmaßes mit dem in [Th02, Deﬁnition 7.20,
Seite 53] eingeführten Begriﬀ Spektralmaßes übereinstimmt. Wegen der oben er-
läuterten Zusammenhänge wurden die Begriﬀe im Sinne von Bemerkung 1.11 und
Deﬁnition 1.14 modiﬁziert.
Bemerkung 1.16. Sei F ∈ Rq(Π+) und bezeichne ν das zu F gehörige Nevanlinna-
Maß. Unter Berücksichtigung von Bemerkung 1.13, Deﬁnition B.15, Lemma B.26 und
Deﬁnition 1.14 gehört die Matrixfunktion F genau dann zur Klasse R′q(Π+), wenn
die gemäß h(t) :=
√
1 + t2 deﬁnierte Funktion h : R→ R die Bedingung erfüllt, dass
das Paar [hIq, hIq] bezüglich ν linksintegrierbar ist.
Lemma 1.17. Seien n ∈ N und (φj)nj=0 eine Folge aus R′q(Π+) sowie (aj)nj=1 eine
Folge aus [0,+∞). Für jedes j ∈ Z1,n bezeichne σj das zu φj gehörige matrizielle
Spektralmaß. Dann ist
∑n
j=1 ajφj eine Matrixfunktion aus R′q(Π+) mit zugehörigem
matriziellem Spektralmaß
∑n
j=1 ajσj.
Einen Beweis von Lemma 1.17 ﬁndet man z. B. in [Th02, Bemerkung 7.26, Sei-
ten 56/57].
Lemma 1.18. Sei D eine diskrete Teilmenge von Π+ und F : Π+ \ D → Cq×q eine
in Π+ \D holomorphe Matrixfunktion derart, dass für alle z ∈ Π+ \D die Beziehung
ImF (z) ∈ Cq×q> besteht. Dann existiert ein F˜ ∈ Rq(Π+) derart, dass die Bedingung
Rstr Π+\DF˜ = F erfüllt ist.
Beweise von Lemma 1.18 ﬁndet man z. B. in [Rö03, Satz 3.25, Seite 24] oder in
[Schr13, Lemma 4.24, Seiten 82/83]. Diese Beweise basieren auf einer Anwendung
von Lemma 1.4.
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Wir wenden uns nun einer Teilklasse von Rq(Π+) zu, die bei matriziellen Momenten-
problemen, insbesondere dem matriziellen Hamburgerschen Potenzmomentenproblem
eine Schlüsselrolle spielt:
Bezeichnung 1.19. Es bezeichne R0,q(Π+) die Menge aller F ∈ Rq(Π+), die der
Bedingung supy∈[1,+∞) y ‖F (iy)‖ < +∞ genügen.
Bemerkung 1.20. Sei F : Π+ → Cq×q eine Matrixfunktion. Dann kann man leicht
zeigen, dass F genau dann zur Klasse R0,q(Π+) gehört, wenn u∗Fu ∈ R0,1(Π+) für
jedes u ∈ Cq gilt.
Lemma 1.21. Es gilt R0,q(Π+) ⊆ R′q(Π+).
Einen Beweis von Lemma 1.21, der unter anderem die Resultate aus Bemerkung 1.20
und Bemerkung 1.9 benutzt, ﬁndet man z. B. in [Th02, Lemma 8.4, Seite 58].
Bemerkung 1.22. Seien µ ∈ Mq>(R) und z ∈ C \ R. Dann kann man sich leicht
davon überzeugen, dass die gemäß
hz(t) :=
1
t− z (1.3)
deﬁnierte Funktion hz : R → C stetig und beschränkt ist. Insbesondere gehört hz zu
L1(R,BR, µ;C) (siehe z. B. auch [Th02, Bemerkung 3.3, Seite 24]).
Es gilt nun folgendes grundlegendes Resultat, welches man unter Zurückführung auf
das wohlbekannte Resultat im skalaren Fall q = 1 sowie unter Verwendung von Be-
merkung 1.20 erhalten kann (siehe z. B. auch [Th02, Satz 8.6, Seite 59, Satz 8.7, Seiten
59-61] oder auch [CDFK06, Theorem 8.7, Seite 47]).
Satz 1.23. (a) Für jedes F ∈ R0,q(Π+) gibt es genau ein σ ∈Mq>(R) derart, dass
für jedes w ∈ Π+ die Darstellung
F (w) =
∫
R
1
t− w σ(dt) (1.4)
besteht, nämlich das zu F gehörige matrizielle Spektralmaß.
(b) Für jedes σ ∈Mq>(R) ist F : Π+ → Cq×q gemäß
F (w) :=
∫
R
1
t− w σ(dt) (1.5)
eine wohldeﬁnierte, zur Klasse R0,q(Π+) gehörige Matrixfunktion.
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Satz 1.23 führt zu folgender (bekannter) Begriﬀsbildung:
Deﬁnition 1.24. Ist σ ∈ Mq>(R), so nennt man die durch (1.5) deﬁnierte Matrix-
funktion F : Π+ → Cq×q die Stieltjes-Transformierte von σ. Ist F ∈ R0,q(Π+),
so heißt das gemäß Satz 1.23 eindeutig bestimmte nichtnegativ hermitesche q × q-Maß
σ ausMq>(R), welches für jedes w ∈ Π+ die Integraldarstellung (1.4) liefert, das zu
F gehörige Stieltjes-Maß.
Wir nehmen nun auf die gemäß (1.3) deﬁnierte Funktion Bezug, wobei der Para-
meter z der Funktion wie auch das Deﬁnitionsgebiet der Funktion sich von der in
Bemerkung 1.22 betrachteten Situation unterscheiden können.
Bemerkung 1.25. Seien Ω ∈ BR \ {∅} und µ ∈ Mq>(Ω). Für jedes z ∈ C \ Ω sei
hz : Ω → C gemäß (1.3) deﬁniert. Weiterhin bezeichne Dµ := {z ∈ C \ Ω : hz ∈
L1(Ω,BΩ, µ;C)}. Dann ist S[µ] : Dµ → Cq×q gemäß S[µ] :=
∫
Ω
hzdµ eine wohldeﬁ-
nierte Matrixfunktion.
Lemma 1.26. Seien Ω ∈ BR \ {∅} sowie µ ∈ Mq>(Ω). Mit den Bezeichnungen aus
Bemerkung 1.25 gelten dann Π+ ⊆ Dµ sowie Rstr Π+S[µ] ∈ R0,q(Π+) und insbesonde-
re Rstr Π+S
[µ] ∈ R′q(Π+). Bezeichnet σ das matrizielle Spektralmaß von Rstr Π+S[µ],
dann gilt µ = RstrBΩσ.
Einen Beweis von Lemma 1.26 ﬁndet man in [Mä05, Lemma 2.1.10, Seiten 35-37].
Das folgende Resultat zeigt, dass eine in Π+ holomorphe q × q-Matrixfunktion, welche
einer gewissen Matrixungleichung genügt, notwendig zu R0,q(Π+) gehört.
Lemma 1.27. Seien M ∈ Cq×q und F : Π+ → Cq×q eine in Π+ holomorphe q × q-
Matrixfunktion, welche für alle w ∈ Π+ die Ungleichung(
M F (w)
F ∗(w) F (w)−F
∗(w)
w−w
)
∈ C2q×2q>
erfüllt. Dann gehört F zur Klasse R0,q(Π+) und es gilt supy∈(0,+∞) y ‖F (iy)‖S 6
‖M‖S . Des Weiteren erfüllt das matrizielle Spektralmaß σ von F die Ungleichung
σ(R) 6M .
Ein ausführlicher Beweis von Lemma 1.27 ist in [Rö03, Lemma 3.45, Seiten 32-34]
angegeben.
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1.3. Die Klasse Sq,[α,+∞)
1.3.1. Deﬁnition und erste Eigenschaften
Wir führen nun eine weitere, für die nachfolgenden Betrachtungen, besonders in Hin-
blick auf das matrizielle Stieltjessche Momentenproblem, wichtige Klasse holomorpher
Matrixfunktionen ein.
Bezeichnung 1.28. Sei α ∈ R. Dann bezeichne Sq,[α,+∞) die Menge aller in
C \ [α,+∞) holomorphen Matrixfunktionen F : C \ [α,+∞) → Cq×q, die den Be-
dingungen ImF (Π+) ⊆ Cq×q> und
F ((−∞, α)) ⊆ Cq×q> (1.6)
genügen. Im Fall α = 0 setzen wir Sq := Sq,[0,+∞).
Bemerkung 1.29. Sei α ∈ R. Für jedes γ ∈ Cq×q> gehört dann die auf C \ [α,+∞)
deﬁnierte konstante q × q-Matrixfunktion mit Funktionswert γ zur Klasse Sq,[α,+∞).
Insbesondere gilt Sq,[α,+∞) 6= ∅.
Die Klasse S1 wurde von M.G. Krein und A.A. Nudelman [KN73] untersucht und
für die Lösung des Stieltjesschen Potenzmomentenproblems verwendet. Die Klasse Sq
gewann mit der Betrachtung der Matrixversion des Stieltjesschen Momentenproblems
Bedeutung (siehe Yu.M. Dyukarev und V.E. Katsnelson [DK81]). Die im Folgenden
für die Klasse Sq,[α,+∞) vorgenommenen Betrachtungen basieren auf ausführlichen
Darstellungen von Aussagen über die Klasse Sq in [Mä05] sowie handschriftlichen
Manuskripten von C. Mädler [Mä08], auf deren Grundlage die entsprechenden Resul-
tate in [Kl09] und [MP11] mit ausführlichen Beweisen dargestellt wurden.
Bemerkung 1.30. Sei α ∈ R. Dann überzeugt man sich in Hinblick auf Deﬁniti-
on 1.5 leicht davon, dass Sq,[α,+∞) gerade die Menge aller in C\ [α,+∞) holomorphen
Funktionen F : C\ [α,+∞)→ Cq×q ist, die Rstr Π+F ∈ Rq(Π+) sowie (1.6) erfüllen.
Bemerkung 1.31. Sei α ∈ R und F : C \ [α,+∞) → Cq×q eine Matrixfunktion.
Dann kann man sich leicht davon überzeugen, dass F genau dann zur Klasse Sq,[α,+∞)
gehört, wenn u∗Fu ∈ S1,[α,+∞) für jedes u ∈ Cq gilt.
Mit Hilfe der Nevanlinna-Parametrisierung für Funktionen der Klasse Rq(Π+) lässt
sich eine Integraldarstellung für Funktionen aus Sq,[α,+∞) herleiten. Dazu bemerken
wir zunächst folgenden Sachverhalt:
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Bemerkung 1.32. Seien α ∈ R und µ ∈ Mq>([α,+∞)) sowie z ∈ C \ [α,+∞).
Dann ist die Funktion fα,z : [α,+∞)→ C gemäß
fα,z(t) :=
1 + tz
t− z (1.7)
als stetige Funktion insbesondere B[α,+∞)−BC-messbar. Für alle z ∈ C \ [α,+∞) ist
fα,z beschränkt und gehört somit nach Bemerkung B.10 zu L1([α,+∞),B[α,+∞), µ;C),
d. h., für jedes z ∈ C\ [α,+∞) existiert das Integral ∫
[α,+∞)
1+tz
t−z µ(dt). Ist ν ∈Mq>(R)
derart, dass µ = RstrB[α,+∞)ν gilt, so existieren für jedes z ∈ C \ [α,+∞) demnach
die Integrale
∫
[α,+∞)
1+tz
t−z µ(dt) und
∫
[α,+∞)
1+tz
t−z ν(dt) und beide Integrale sind unter
Berücksichtigung von Lemma B.13 gleich.
Ist F eine beliebige Funktion der Klasse Sq,[α,+∞), so erhält man insbesondere, dass
das zu Rstr Π+F gehörige Nevanlinna-Maß ν ein endliches erstes Moment besitzt:
Satz 1.33. Seien α ∈ R und F ∈ Sq,[α,+∞). Es bezeichne (A,B, ν) die Nevanlinna-
Parametrisierung von Rstr Π+F. Dann gelten ν((−∞, α)) = 0q×q und B = 0q×q sowie
ν ∈Mq>,1(R). Für jedes z ∈ C \ [α,+∞) gilt darüber hinaus
F (z) = A+
∫
[α,+∞)
1 + tz
t− z ν(dt).
Einen ausführlichen Beweis von Satz 1.33 kann man z. B. in [Kl09, Satz 1.22, Seiten
21-28] ﬁnden.
Wir stellen nun einen nützlichen Zusammenhang zwischen den Klassen Sq,[α,+∞) und
Sq her. Dazu bemerken wir vorangehend folgenden einfachen Sachverhalt:
Bemerkung 1.34. Seien a ∈ R und die Abbildung Ta : C → C für alle z ∈ C
gemäß Ta(z) := z+ a deﬁniert. Dann ist Ta oﬀensichtlich in C holomorph, stetig und
BC −BC-messbar.
Im Weiteren wird die in Bemerkung 1.34 eingeführte Funktion verwendet, ohne an
jeder Stelle auf die in Bemerkung 1.34 erklärte Bezeichnung explizit einzugehen.
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Lemma 1.35. Sei α ∈ R. Dann gelten folgende Aussagen:
(a) Sei G : C\ [α,+∞)→ Cq×q eine Matrixfunktion. Dann gilt G ∈ Sq,[α,+∞) genau
dann, wenn G ◦ Rstr C\[0,+∞)Tα zur Klasse Sq gehört.
(b) Sei F : C\ [0,+∞)→ Cq×q eine Matrixfunktion. Dann gilt F ∈ Sq genau dann,
wenn F ◦ Rstr C\[α,+∞)T−α zur Klasse Sq,[α,+∞) gehört.
Einen ausführlichen Beweis von Lemma 1.35 kann man z. B. in [MP11, Lemma 1.32,
Seite 33] ﬁnden.
Manchmal ist es auch günstig, den Zusammenhang zwischen den Klassen Sq,[α,+∞)
und Sq in folgender Weise zu formulieren (siehe z. B. auch [MP11, Lemma 1.33, Seiten
33-35]):
Lemma 1.36. Sei α ∈ R. Dann ist T : Sq → Sq,[α,+∞) gemäß T (F ) := F ◦
Rstr C\[α,+∞)T−α eine wohldeﬁnierte bijektive Abbildung und die Umkehrabbildung
T −1 : Sq,[α,+∞) → Sq erfüllt für jedes G ∈ Sq,[α,+∞) die Gleichung T −1(G) = G ◦
Rstr C\[0,+∞)Tα.
1.3.2. α-Stieltjes-Nevanlinna-Parametrisierung
In diesem Abschnitt wollen wir eine Integraldarstellung für Funktionen der Klasse
Sq,[α,+∞) angeben.
Bemerkung 1.37. Seien β ∈ R, v ∈ C, z ∈ C \ [β,+∞) und µ ∈ Mq>([β,+∞)).
Dann lässt sich unter Beachtung von Bemerkung B.10 leicht nachweisen, dass
φβ,v,z : [β,+∞) → C gemäß φβ,v,z(t) := t+vt−z eine beschränkte und stetige sowie zuL1([β,+∞),B[β,+∞), µ;C) gehörige Funktion ist (siehe z. B. auch [MP11, Lemma
1.34, Seiten 35-37]).
Wir kommen nun zur angekündigten Integraldarstellung, die im skalaren Fall q = 1
für α = 0 schon in [KN73, Appendix] zu ﬁnden ist. Der hier betrachtete allgemeine
Fall ist in [FKM11a] bewiesen. Eine ausführliche Version dieses Beweises ﬁndet man
auch in [MP11, Theorem 1.38, Seiten 45-64].
Theorem 1.38. Sei α ∈ R. Dann gelten folgende Aussagen:
(a) Für jedes F ∈ Sq,[α,+∞) gibt es eine eindeutig bestimmte nichtnegativ hermi-
tesche q × q-Matrix γ und ein eindeutig bestimmtes nichtnegativ hermitesches
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Maß µ ∈Mq>([α,+∞)) derart, dass
F (z) = γ +
∫
[α,+∞)
1 + t− α
t− z µ(dt) (1.8)
für jedes z ∈ C \ [α,+∞) erfüllt ist.
(b) Für jedes γ ∈ Cq×q> und jedes µ ∈ Mq>([α,+∞)) ist F : C \ [α,+∞) → Cq×q
gemäß
F (z) := γ +
∫
[α,+∞)
1 + t− α
t− z µ(dt)
eine wohldeﬁnierte, zur Klasse Sq,[α,+∞) gehörige Matrixfunktion.
Deﬁnition 1.39. Seien α ∈ R und F ∈ Sq,[α,+∞). Das (gemäß Teil (a) von Theo-
rem 1.38) eindeutig bestimmte Paar (γ, µ) ∈ Cq×q> ×Mq>([α,+∞)), mit dem F für
jedes z ∈ C\[α,+∞) die Darstellung (1.8) gestattet, heißt α-Stieltjes-Nevanlinna-
Parametrisierung von F . Für γ wird γF und für µ dann µF geschrieben.
Bemerkung 1.40. Seien α ∈ R und F ∈ Sq,[α,+∞). Dann kann man zeigen, dass
γF = limy→+∞ F (iy) gilt (siehe z. B. [FKM11a] oder auch [MP11, Lemma 1.41, Seiten
65-67]).
Für jede Wahl von x und y aus Cq bezeichne 〈x, y〉E das (linke) euklidische Skalar-
produkt von x und y, d. h., es sei 〈x, y〉E := y∗x. Ist M eine nichtleere Menge von
Cq, so schreiben wirM⊥ für den Orthogonalraum vonM in Cq, d. h., es istM⊥ die
Menge aller x ∈ Cq, die 〈x, y〉E = 0 für jedes y ∈M erfüllen.
Für die Diskussion des matriziellen Stieltjesschen Momentenproblems im sogenannten
degenerierten Fall, ist folgendes Resultat wichtig, welches zunächst im handschriftli-
chen Manuskript [Mä08] und danach in [FKM11a] bewiesen wurde. Eine ausführliche
Version dieses Beweises kann man auch in [MP11, Lemma 1.44, Seiten 73-82] ﬁnden.
Ein alternativer Beweis ist in [Kl09, Satz 2.5, Seiten 52-60] dargelegt.
Lemma 1.41. Seien α ∈ R und F ∈ Sq,[α,+∞). Bezeichne (γF , µF ) die α-Stieltjes-
Nevanlinna-Parametrisierung von F . Dann gelten folgende Aussagen:
(a) Für jedes z ∈ C \ [α,+∞) gelten z¯ ∈ C \ [α,+∞) und F ∗(z) = F (z¯).
(b) Für jedes z ∈ C \ [α,+∞) gelten N [F (z)] = N (γF ) ∩ N [µF ([α,+∞))] und
R[F (z)] = R(γF ) +R[µF ([α,+∞))] sowie insbesondere N [F (z)] = N [F ∗(z)],
N [F (z)] = (R[F (z)])⊥, R[F (z)] = R[F ∗(z)] und R[F (z)] = (N [F (z)])⊥.
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(c) Sei p ∈ N0. Dann sind folgende Aussagen äquivalent:
(i) Für jedes z ∈ C \ [α,+∞) gilt rankF (z) = p.
(ii) Es gibt ein z ∈ C \ [α,+∞) mit rankF (z) = p.
(iii) dim
(R(γF ) +R[µF ([α,+∞))]) = p.
Zur Diskussion des sogenannten degenerierten Falls im matriziellen Stieltjesschen Po-
tenzmomentenproblem ist auch folgender in [FKM11a] angegebener Zusammenhang
wichtig:
Lemma 1.42. Seien α ∈ R und A ∈ Cp×q sowie F ∈ Sq,[α,+∞). Bezeichne (γF , µF )
die α-Stieltjes-Nevanlinna-Parametrisierung von F . Dann sind folgende Aussagen
äquivalent:
(i) Für jedes z ∈ C \ [α,+∞) gilt N (A) ⊆ N [F (z)].
(ii) Es gibt ein z0 ∈ C \ [α,+∞) mit N (A) ⊆ N [F (z0)].
(iii) N (A) ⊆ N (γF ) ∩N [µF ([α,+∞))].
(iv) FA+A = F .
(v) Für jedes z ∈ C \ [α,+∞) gilt R[F (z)] ⊆ [N (A)]⊥.
(vi) Es gibt ein z0 ∈ C \ [α,+∞) mit R[F (z0)] ⊆ [N (A)]⊥.
(vii) R(γF ) +R[µF ([α,+∞))] ⊆ [N (A)]⊥.
(viii) A+AF = F .
Einen ausführlichen Beweis von Lemma 1.42 ist in [MP11, Lemma 1.45, Seiten 82-84]
angegeben.
Wir geben nun eine weitere Charakterisierung der Klasse Sq,[α,+∞) an, die den be-
kannten Spezialfall α = 0 verallgemeinert und sich leicht mittels Bemerkung 1.31,
Lemma 1.35 und [KN73, Theorem A.5] beweisen lässt. Ausführliche Beweise ﬁndet
man in [MP11, Satz 1.48, Seiten 85-93] und in [Kl09, Satz 2.7, Seiten 60-66].
Satz 1.43. Seien α ∈ R und F : C \ [α,+∞) → Cq×q eine Matrixfunktion. Dann
gehört F genau dann zur Klasse Sq,[α,+∞), wenn folgende beide Bedingungen gelten:
(i) Es ist F in C \ [α,+∞) holomorph.
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(ii) Für jedes w ∈ Π+ sind die Matrizen ImF (w) und Im [(w − α)F (w)] beide
nichtnegativ hermitesch.
Satz 1.43 lässt sich in folgender Weise umformulieren (siehe z. B. [MP11, Satz 1.49,
Seiten 93/94]):
Satz 1.44. Seien α ∈ R und F : C \ [α,+∞) → Cq×q eine Matrixfunktion sowie
G : C \ [α,+∞)→ Cq×q für jedes z ∈ C \ [α,+∞) gemäß
G(z) := (z − α)F (z) (1.9)
deﬁniert. Bezeichne F˜ := Rstr Π+F und G˜ := Rstr Π+G. Dann gehört F genau dann
zur Klasse Sq,[α,+∞), wenn folgende beide Bedingungen erfüllt sind:
(i) Es ist F in C \ [α,+∞) holomorph.
(ii) Die Matrixfunktionen F˜ und G˜ gehören beide zur Klasse Rq(Π+).
Für jedes α ∈ R bezeichne
Cα,− := {z ∈ C : Re z ∈ (−∞, α)} . (1.10)
Wir geben noch eine weitere Beschreibung der Klasse Sq,[α,+∞) an, die im Spezialfall
α = 0 wohlbekannt ist. Besonders in Hinblick auf die im nachfolgenden Theorem
genannten Bedingungen (iii), (iv) und dem Sachverhalt, dass (−∞, α) eine relativ
kleine Teilmenge von Cα,− ist, zeigt sie die Kraft der inneren Bindung der in Be-
zeichnung 1.28 geforderten Eigenschaften von Funktionen dieser Klasse.
Theorem 1.45. Seien α ∈ R und F : C \ [α,+∞) → Cq×q eine Matrixfunktion.
Dann gilt genau dann F ∈ Sq,[α,+∞), wenn folgende vier Bedingungen erfüllt sind:
(i) Es ist F in C \ [α,+∞) holomorph.
(ii) Für alle z ∈ Π+ gilt ImF (z) ∈ Cq×q> .
(iii) Für alle z ∈ Π− gilt − ImF (z) ∈ Cq×q> .
(iv) Für alle z ∈ Cα,− gilt ReF (z) ∈ Cq×q> .
Unter Berücksichtigung von Bemerkung 1.37, Teil (a) von Lemma 1.41 sowie Bemer-
kung B.28 und Satz B.33 kann man Theorem 1.45 ähnlich wie im bekannten Spezialfall
α = 0 beweisen. Einen ausführlichen Beweis von Theorem 1.45 ﬁndet man in [MP11,
Theorem 1.50, Seiten 94-100].
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Lemma 1.46. Seien α ∈ R und F : C \ [α,+∞) → Cq×q eine Matrixfunktion aus
Sq,[α,+∞) sowie G : C \ [α,+∞) → Cq×q gemäß (1.9) deﬁniert. Dann gelten folgende
Aussagen:
(a) G ist in C \ [α,+∞) holomorph.
(b) Für alle z ∈ Π+ ist Im [(z − α)F (z)] ∈ Cq×q> .
(c) Für alle z ∈ Π− ist − Im [(z − α)F (z)] ∈ Cq×q> .
Beweis. (a) In Hinblick auf Bezeichnung 1.28 ist der Beweis von (a) trivial.
(b), (c) Sei (γ, µ) α-Stieltjes-Nevanlinna-Parametrisierung von F . Unter Berücksich-
tigung von Deﬁnition 1.39 gelten dann
γ ∈ Cq×q> (1.11)
und
µ ∈Mq>([α,+∞)). (1.12)
Weiterhin sei für alle z ∈ C \ [α,+∞) die Funktion φα,1−α,z : [α,+∞) → C gemäß
φα,1−α,z(t) := 1+t−αt−z deﬁniert. Nach Bemerkung 1.37 gilt für jedes z ∈ C \ [α,+∞)
dann
φα,1−α,z ∈ L1([α,+∞),B[α,+∞), µ;C) (1.13)
und F gestattet entsprechend Deﬁnition 1.39 die Darstellung (1.8). Nach Bemer-
kung B.27 folgen wegen (1.12) für jedes z ∈ C \ [α,+∞) die Beziehungen
φα,1−α,z ∈ L1([α,+∞),B[α,+∞), µ;C) (1.14)
und unter weiterer Berücksichtigung von (1.11) auch
F ∗(z) = γ∗ +
∫
[α,+∞)
(
1 + t− α
t− z
)
µ(dt) = γ +
∫
[α,+∞)
1 + t− α
t− z¯ µ(dt). (1.15)
Für jedes z ∈ C \ [α,+∞) ergeben sich wegen (1.13) und (1.14) dann
(z − α)φα,1−α,z − (z¯ − α)φα,1−α,z ∈ L1([α,+∞),B[α,+∞), µ;C)
sowie unter Beachtung von (1.9), (1.8), (1.15) und Lemma B.6 weiterhin
2i ImG(z) = G(z)−G∗(z) = (z − α)F (z)− (z¯ − α)F ∗(z)
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= (z − α)
[
γ +
∫
[α,+∞)
1 + t− α
t− z µ(dt)
]
− (z¯ − α)
[
γ +
∫
[α,+∞)
1 + t− α
t− z¯ µ(dt)
]
= 2i
[
( Im z)γ +
∫
[α,+∞)
1
2i
(1 + t− α)
(
z − α
t− z −
z¯ − α
t− z¯
)
µ(dt)
]
. (1.16)
Für jedes z ∈ C \ [α,+∞) und jedes t ∈ [α,+∞) gilt
z − α
t− z −
z¯ − α
t− z¯ = 2i
( Im z)(t− α)
|t− z|2
und folglich
1
2i
(1 + t− α)
(
z − α
t− z −
z¯ − α
t− z¯
)
= ( Im z)
1 + t− α
|t− z|2 (t− α). (1.17)
Für jedes z ∈ C \ [α,+∞) erhalten wir wegen (1.16) und (1.17) dann
ImG(z) = ( Im z)
[
γ +
∫
[α,+∞)
1 + t− α
|t− z|2 (t− α)µ(dt)
]
. (1.18)
Für jedes z ∈ C \ [α,+∞) und jedes t ∈ [α,+∞) gilt
1 + t− α
|t− z|2 (t− α) ∈ [0,+∞). (1.19)
In Hinblick auf (1.11), (1.12), (1.19) und [Pe08, Lemma 2.29(b), Seiten 29-32] erken-
nen wir, dass die rechte Seite von (1.18) für alle z ∈ Π+ eine nichtnegativ hermitesche
Matrix ist. Hieraus folgen für alle z ∈ Π+ unter Berücksichtigung von (1.18) zunächst
ImG(z) ∈ Cq×q> , wegen (1.9) dann Im [(z−α)F (z)] ∈ Cq×q> und somit (b). Aus (1.11),
(1.12), (1.19), (1.18) und [Pe08, Lemma 2.29(b), Seiten 29-32] ergibt sich weiterhin,
dass − ImG(z) ∈ Cq×q> für alle z ∈ Π− erfüllt ist. Unter Berücksichtigung von (1.9)
erhalten wir dann − Im [(z − α)F (z)] ∈ Cq×q> für alle z ∈ Π− und somit (c). 
Wir ergänzen noch ein Resultat, das in [Mä08], [Kl09, Lemma 2.9, Seiten 74-76] und
[FKM11a] bewiesen wurde und in der vorhergehenden Diskussion des Spezialfalls
α = 0 wohl nicht bekannt war und demzufolge dort keine Anwendung fand.
Lemma 1.47. Seien α ∈ R und F ∈ Sq,[α,+∞). Dann gehört auch die für jedes
z ∈ C \ [α,+∞) gemäß G(z) := −(z − α)−1 F+(z) deﬁnierte Matrixfunktion G :
C \ [α,+∞)→ Cq×q zur Klasse Sq,[α,+∞).
Die erwähnten Beweise von Lemma 1.47 basieren unter anderem auf folgendem Re-
sultat über Moore-Penrose-Inverse holomorpher Matrixfunktionen:
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Lemma 1.48. Seien G eine nichtleere oﬀene und zusammenhängende Teilmenge von
C sowie F : G → Cq×q eine in G holomorphe Matrixfunktion und z0 ∈ G. Dann sind
folgende Aussagen äquivalent:
(i) F+ ist in G holomorph.
(ii) Für jedes z ∈ G gelten F (z)F+(z) = F (z0)F+(z0) und F+(z)F (z) =
F+(z0)F (z0).
(iii) Für jedes z ∈ G gelten R[F (z)] = R[F (z0)] und N [F (z)] = N [F (z0)].
Einen Beweis von Lemma 1.48 kann man in [CM91, Theorem 10.5.4] (siehe auch
[FKMS12a, Proposition 8.4]) ﬁnden. Ausführliche Beweise von Lemma 1.47 und Lem-
ma 1.48 sind in [MP11, Lemma 1.54, Seiten 102-111 Lemma 1.55, Seiten 111/112]
dargestellt.
1.4. Die α-Stieltjes-Transformation
In diesem Abschnitt studieren wir eine wichtige Teilklasse der in Bezeichnung 1.28
eingeführten Klasse Sq,[α,+∞). Die Elemente der Teilklasse S0,q,[α,+∞) werden sich als
die Matrixfunktionen erweisen, die eine Parametrisierung des in Abschnitt 0.2 darge-
stellten Potenzmomentenproblems P [[α,+∞); (sj)mj=0,=] ermöglichen.
Bezeichnung 1.49. Sei α ∈ R. Dann bezeichne S0,q,[α,+∞) die Menge aller S ∈
Sq,[α,+∞), die der Bedingung
sup
y∈[1,+∞)
y ‖S(iy)‖ < +∞
genügen.
Bemerkung 1.50. Sei α ∈ R und S : C \ [α,+∞) → Cq×q eine Matrixfunktion.
Dann lässt sich mit Hilfe von Bemerkung 1.31 nachweisen, dass S genau dann zur
Klasse S0,q,[α,+∞) gehört, wenn u∗Su ∈ S0,1,[α,+∞) für jedes u ∈ Cq gilt.
Bemerkung 1.51. Sei α ∈ R. Für jedes S ∈ S0,q,[α,+∞) gilt in Hinblick auf Bemer-
kung 1.30, Bezeichnung 1.19 und Bezeichnung 1.49 dann Rstr Π+S ∈ R0,q(Π+).
Bemerkung 1.52. Seien α ∈ R und S ∈ S0,q,[α,+∞). Dann gelten
lim
y→+∞
S(iy) = 0q×q und lim
y→+∞
1
y
S(iy) = 0q×q.
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Lemma 1.53. Seien α ∈ R und µ ∈Mq>([α,+∞)) sowie z ∈ C \ [α,+∞). Dann ist
die gemäß
bα,z(t) :=
1
t− z (1.20)
deﬁnierte Funktion bα,z : [α,+∞)→ C stetig und beschränkt und gehört insbesondere
zu L1([α,+∞),B[α,+∞), µ;C).
Einen Beweis von Lemma 1.53 ﬁndet man z. B. in [MP11, Lemma 1.36, Seiten 37/38].
Wir stellen nun die grundlegende spezielle Integraltransformation vor, die die Ba-
sis dafür ist, Parametrisierungen der Lösungsmengen Mq>[[α,+∞); (sj)mj=0,=] und
Mq>[[α,+∞); (sj)mj=0,6] der matriziellen Stieltjesschen Momentenprobleme
P [[α,+∞); (sj)mj=0,=] und P [[α,+∞); (sj)mj=0,6] anzugeben.
Theorem 1.54. Sei α ∈ R. Dann gelten folgende Aussagen:
(a) Sei S ∈ S0,q,[α,+∞). Dann gibt es genau ein σ ∈Mq>([α,+∞)) derart, dass
S(z) =
∫
[α,+∞)
1
t− z σ(dt) (1.21)
für jedes z ∈ C \ [α,+∞) gilt.
(b) Sei σ ∈Mq>([α,+∞)). Dann ist S : C \ [α,+∞)→ Cq×q gemäß
S(z) :=
∫
[α,+∞)
1
t− z σ(dt) (1.22)
eine wohldeﬁnierte, zur Klasse S0,q,[α,+∞) gehörige Matrixfunktion.
Der ursprüngliche Beweis von Theorem 1.54 stammt aus [Mä08] und wurde in
[FKM11a, Theorem 1.2] dargestellt. Eine ausführliche Version dieses Beweises kann
man auch in [MP11, Theorem 1.73, Seiten 128-141] nachlesen.
Theorem 1.54 führt nun zur folgender, in [FKM11a] eingeführten Begriﬀsbildung.
Deﬁnition 1.55. Sei α ∈ R.
(a) Sei σ ∈ Mq>([α,+∞)). Dann nennt man die entsprechend Lemma 1.53 und
Theorem 1.54 gemäß (1.22) wohldeﬁnierte und zur Klasse S0,q,[α,+∞) gehöri-
ge Matrixfunktion S : C \ [α,+∞) → Cq×q die α-Stieltjes-Transformierte
von σ.
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(b) Sei S ∈ S0,q,[α,+∞). Dann heißt das entsprechend Theorem 1.54 eindeutig be-
stimmte nichtnegativ hermitesche q × q-Maß σ ausMq>([α,+∞)), mit welchem
für jedes z ∈ C\ [α,+∞) die Darstellung (1.22) von S besteht, das α-Stieltjes-
Maß von S.
Mit Hilfe von Theorem 1.54 erhält das in Abschnitt 0.2 vorgestellte Problem
P [[α,+∞); (sj)mj=0,=] die folgende Umformulierung:
• S[[α,+∞); (sj)κj=0,=]: Seien α ∈ R und m ∈ N0 ∪ {+∞} sowie (sj)κj=0 eine
Folge komplexer q × q-Matrizen. Beschreibe die Menge S0,q,[α,+∞)[(sj)κj=0,=]
aller S aus S0,q,[α,+∞), deren zugehöriges α-Stieltjes-Maß zur Menge
Mq>[[α,+∞); (sj)κj=0,=] gehört.
Es sei bemerkt, dass wegen Theorem 1.54 auch das in Abschnitt 0.2 vorgestellte Mo-
mentenproblem P [[α,+∞); (sj)mj=0,6] eine entsprechende Umformulierung gestattet:
• S[[α,+∞); (sj)mj=0,6]: Seien α ∈ R und m ∈ N0 sowie (sj)mj=0 eine Folge
komplexer q × q-Matrizen. Beschreibe die Menge S0,q,[α,+∞)[(sj)mj=0,6] aller S
aus S0,q,[α,+∞), deren zugehöriges α-Stieltjes-Maß zur Menge
Mq>[[α,+∞); (sj)mj=0,6] gehört.
Bemerkung 1.56. Seien α ∈ R und S ∈ S0,q,[α,+∞) sowie σ das α-Stieltjes-Maß von
S. Dann gilt in Hinblick auf Bemerkung 1.51 oﬀensichtlich Rstr Π+S ∈ R0,q(Π+).
Somit existiert nach Deﬁnition 1.14 und Lemma 1.21 das matrizielle Spektralmaß
σ von Rstr Π+S, das nach Deﬁnition 1.24 und Satz 1.23 gleichzeitig das Stieltjes-
Maß von Rstr Π+S ist. Mit Hilfe von Lemma 1.26 ergibt sich die Beziehung σ =
RstrB[α,+∞)σ
.
Lemma 1.57. Seien α ∈ R und S ∈ S0,q,[α,+∞). In Hinblick auf Bemerkung 1.56 be-
zeichne σ das eindeutig existierende Spektralmaß von Rstr Π+S. Dann gilt
σ((−∞, α)) = 0q×q.
Beweis. Bezeichne ν das Nevanlinna-Maß von Rstr Π+S. Nach Bemerkung 1.51 und
Lemma 1.21 ist die Beziehung
Rstr Π+S ∈ R0,q(Π+) ⊆ R′q(Π+) (1.23)
erfüllt und wegen Satz 1.33 folgt weiterhin ν((−∞, α)) = 0q×q. Damit ergibt sich
unter Beachtung von (1.23), Deﬁnition 1.14 und Satz B.33 nun
σ((−∞, α)) =
∫
(−∞,α)
(1 + t2)ν(dt) = 0q×q. 
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Für Matrixfunktionen der Klasse S0,q,[α,+∞) gilt nun das folgende bemerkenswerte
Resultat, welches bei der Diskussion der Momentenprobleme P [[α,+∞); (sj)mj=0,=]
und P [[α,+∞); (sj)mj=0,6] im sogenannten degenerierten Fall von Bedeutung ist:
Lemma 1.58. Seien α ∈ R und S ∈ S0,q,[α,+∞). Es bezeichne σS das α-Stieltjes-
Maß von S. Für jedes z ∈ C \ [α,+∞) gelten dann N [S(z)] = N [σS([α,+∞))] und
R[S(z)] = R[σS([α,+∞))]. Des Weiteren gilt
−i lim
y→+∞
y S(iy) = σS([α,+∞)).
Eine ausführliche Variante des in [FKM11a] angegebenen Beweises von Lemma 1.58
ﬁndet man [MP11, Lemma 1.77, Seiten 145/146]. In Konsequenz von Lemma 1.58
ergibt sich folgendes Resultat, das eine Speziﬁzierung von Lemma 1.47 darstellt.
Lemma 1.59. Seien α ∈ R und S ∈ S0,q,[α,+∞). Bezeichne σS das α-Stieltjes-Maß
von S. Dann gehört G : C \ [α,+∞) → Cq×q gemäß G(z) := −(z − α)−1 S+(z) zur
Klasse Sq,[α,+∞) und es gilt γG = [σS([α,+∞))]+.
Wir weisen darauf hin, dass eine ausführliche Variante des in [FKM11a] angegebenen
Beweises von Lemma 1.59 in [MP11, Lemma 1.78, Seiten 147/148] zu ﬁnden ist.
Wie stellen nun am Ende dieses Abschnitts zwei technische Resultate vor.
Lemma 1.60. Seien α ∈ R und D eine diskrete Teilmenge von C \ [α,+∞). Wei-
terhin sei F : C \ ([α,+∞) ∪ D)→ Cq×q eine stetige Matrixfunktion derart, dass für
jedes z ∈ C \ (R ∪ D) die Bedingung 1
Im z
F (z) ∈ Cq×q> erfüllt ist. Dann besteht für
jedes x ∈ (−∞, α) \ D die Beziehung F (x) = 0q×q.
Einen ausführlichen Beweis von Lemma 1.60 ﬁndet man in [MP11, Lemma 1.66,
Seiten 121-123]. Für den Spezialfall α = 0 ist das Resultat auch in [Mä05, Lemma
2.2.3, Seite 46] bewiesen.
Bemerkung 1.61. Seien α ∈ R und D eine diskrete Teilmenge von C \ [α,+∞)
sowie S : C \ ([α,+∞) ∪ D) → Cq×q eine holomorphe Matrixfunktion derart, dass
folgende beide Bedingungen erfüllt sind:
(I) Für jedes z ∈ C \ (R ∪ D) gilt 1
Im z
ImS(z) ∈ Cq×q> .
(II) Für jedes x ∈ (−∞, α) \ D gilt ReS(x) ∈ Cq×q> .
Dann kann man sich leicht davon überzeugen, dass S((−∞, α)\D) ⊆ Cq×q> gilt (siehe
auch [MP11, Lemma 1.67, Seite 123] oder für den Spezialfall α = 0 ebenfalls [Mä05,
Lemma 2.2.4, Seite 47]).
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Hankel-Matrizen
Ziel der Überlegungen in diesem Abschnitt ist es, imWeiteren nützliche Identitäten für
Block-Hankel-Matrizen anzugeben. Analog zu den bekannten Untersuchungen bei den
Matrixversionen des Hamburgerschen Momentenproblems (siehe z. B. [Ko83], [Bo96],
[Bo96R], [CH98], [Rö03], [Th06a]), des Stieltjesschen Momentenproblems (siehe z. B.
[DK81], [Dyu82b], [Bo95], [CH01], [HC04]) und des Hausdorﬀschen Momentenpro-
blems ([CR01], [CDFK06], [CDFK07]) sowie ganzer Klassen von Fragestellungen, die
auf Operatoridentitäten basieren (siehe z. B. [Sa86], [Sa97]), spielen solche Gleichun-
gen auch beim verallgemeinerten matriziellen Stieltjesschen Momentenproblem eine
wichtige Rolle. Auf die Darstellung der entsprechenden, zum großen Teil elementaren
Beweise werden wir hierbei weitgehend verzichten.
Seien κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge komplexer p× q-Matrizen. Dann seien
für jedes n ∈ N0 mit 2n 6 κ die Block-Hankel-Matrix Hn durch (0.4), für jedes n ∈ N0
mit 2n + 1 6 κ die Block-Hankel-Matrix Kn durch (0.5) und für jedes n ∈ N0 mit
2n + 2 6 κ die Block-Hankel-Matrix Gn durch (0.6) gegeben. Für jedes n ∈ N mit
2n 6 κ bestehen dann die Block-Darstellungen
Hn =
(
Hn−1 yn,2n−1
zn,2n−1 s2n
)
, Hn =
(
s0 z1,n
y1,n Gn−1
)
(2.1)
und
Hn =
(
y0,n−1 Kn−1
sn zn+1,2n
)
, Hn =
(
z0,n−1 sn
Kn−1 yn+1,2n
)
. (2.2)
Für jedes n ∈ N mit 2n+ 1 6 κ erhalten wir die Blockdarstellungen
Kn =
(
Kn−1 yn+1,2n
zn+1,2n s2n+1
)
, Kn =
(
y1,n Gn−1
sn+1 zn+2,2n+1
)
und Kn =
(
z1,n sn+1
Gn−1 yn+2,2n+1
)
.
Aus technischen Gründen bezeichne s−1 := 0p×q und für jedes n ∈ N0 mit n 6 κ dann
un := col (−sj−1)nj=0 und wn := row (−sk−1)nk=0. (2.3)
Oﬀensichtlich gelten
u0 = 0p×q und w0 = 0p×q (2.4)
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und für jedes n ∈ N mit n 6 κ weiterhin
un =
(
0p×q
−y0,n−1
)
und wn =
(
0p×q, −z0,n−1
)
. (2.5)
Es bezeichne u0 := 0p×q und w0 := 0p×q sowie für jedes n ∈ N mit 2n 6 κ auch
un :=
(−yn+1,2n
0p×q
)
und wn :=
(−zn+1,2n, 0p×q) .
Zur Darstellung von grundlegenden Identitäten für Block-Hankel-Matrizen und wei-
teren Betrachtungen seien nun für jedes n ∈ N0 die Bezeichnungen
Tq,n := (δj,k+1Iq)
n
j,k=0, vq,n := col (δj,0Iq)
n
j=0, vq,n := col (δn−j,0Iq)
n
j=0 (2.6)
sowie für jedes n ∈ N auch
Vq,n := (δj,kIq)j=0,...,n
k=0,...,n−1
und Vq,n := (δj,k+1Iq)j=0,...,n
k=0,...,n−1
(2.7)
eingeführt, wobei δj,k das durch (0.2) deﬁnierte Kronecker-Delta bezeichne. Oﬀen-
sichtlich gelten
Tq,0 = 0q×q, vq,0 = Iq und vq,0 = Iq (2.8)
sowie für jedes n ∈ N weiterhin
Tq,n =
(
0q×nq 0q×q
Inq 0nq×q
)
, vq,n =
(
Iq
0nq×q
)
, vq,n =
(
0nq×q
Iq
)
(2.9)
und
Vq,n =
(
Inq
0q×nq
)
, Vq,n =
(
0q×nq
Inq
)
. (2.10)
Des Weiteren überzeugen wir uns leicht, dass T ∗q,n = (δj+1,kIq)
n
j,k=0 gilt.
Im weiteren Vorgehen dieses Abschnitts wollen wir nun einige Identitäten vorstellen,
die mit Block-Hankel-Matrizen zusammenhängen und sich bei unseren Betrachtungen
als nützlich erweisen werden.
Lemma 2.1. Seien κ ∈ N∪{+∞} und (sj)κj=0 eine Folge komplexer p× q-Matrizen.
Für jedes n ∈ N0 mit 2n 6 κ gelten
Hnvq,n = y0,n und − Tp,nHnvq,n = un. (2.11)
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Der Beweis von Lemma 2.1 ist in Hinblick auf die Blockdarstellung (2.1) und (2.2)
elementar, sodass wir an dieser Stelle auf eine Darstellung verzichten (siehe z. B. auch
[MP11, Lemma 2.12, Seiten 171-172]).
Wir stellen nun erste wichtige wohlbekannte Identitäten für Block-Hankel-Matrizen
vom Ljapunov-Typ vor.
Satz 2.2. Seien κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge komplexer p× q-Matrizen.
Für jedes n ∈ N0 mit 2n 6 κ gelten dann
HnT
∗
q,n − Tp,nHn = unv∗q,n − vp,nwn und HnTq,n − T ∗p,nHn = unv∗q,n − vp,nwn.
Satz 2.2 kann man leicht durch einfaches Nachrechnen beweisen. Einen ausführlichen
Beweis ﬁndet man auch z. B. in [Schm04, Lemma 3.5, Seiten 24/25].
Folgerung 2.3. Seien κ ∈ N0∪{+∞} und (sj)κj=0 eine Folge hermitescher komplexer
q × q-Matrizen. Für jedes n ∈ N0 mit 2n 6 κ gelten dann HnT ∗q,n−Tq,nHn = unv∗q,n−
vq,nu
∗
n und HnTq,n − T ∗q,nHn = unv∗q,n − vq,nu∗n.
Beweis. Folgerung 2.3 erhält man unmittelbar aus Satz 2.2. 
In Fall, dass α ∈ R und κ ∈ N ∪ {+∞} sowie eine Folge (sj)κj=0 komplexer q × q-
Matrizen gegeben sind, verweisen wir an dieser Stelle auf oben bereits eingeführte
Bezeichnungen. Insbesondere sei dann die Folge (sα.j)κ−1j=0 gemäß (0.15) deﬁniert und
wir verwenden für jedes n ∈ N0 mit 2n+ 1 6 κ die in (0.16) deﬁnierte Block-Hankel
Matrix Hα.n, welche sich oﬀensichtlich gemäß
Hα.n = −αHn +Kn (2.12)
darstellen lässt.
Wir folgern nun aus Satz 2.2 weitere Identitäten für Block-Hankel-Matrizen.
Folgerung 2.4. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 eine Folge komplexer
p× q-Matrizen. Für jedes n ∈ N0 mit 2n+ 1 6 κ gelten dann
Hα.nT
∗
q,n − Tp,nHα.n = (−αun − y0,n)v∗q,n − vp,n(−αwn − z0,n)
und
Hα.nTq,n − T ∗p,nHα.n = (−αun − yn+2,2n+2)v∗q,n − vp,n(−αwn − zn+2,2n+2).
Einen Beweis von Folgerung 2.4 erhält man mit Hilfe von Satz 2.2 durch einfaches
Ausrechnen (siehe z. B. auch [MP11, Folgerung 2.6, Seiten 156-158]).
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Folgerung 2.5. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 eine Folge hermitescher
komplexer q × q-Matrizen. Für jedes n ∈ N0 mit 2n+ 1 6 κ gelten dann
Hα.nT
∗
q,n − Tq,nHα.n = (−αun − y0,n)v∗q,n − vq,n(−αun − y0,n)∗
und
Hα.nTq,n − T ∗q,nHα.n = (−αun − yn+2,2n+2)v∗q,n − vq,n(−αun − yn+2,2n+2)∗.
Mit Hilfe von Folgerung 2.4 ergibt sich ein Beweis von Folgerung 2.5 auf elementare
Weise. Wir verzichten an dieser Stelle auf Details (siehe z. B. auch [MP11, Folge-
rung 2.7, Seiten 158/159]).
Lemma 2.6. Seien κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge aus Cq×q. Dann gelten
folgende Aussagen:
(a) Sei n ∈ N0 mit 2n 6 κ. Dann gilt genau dann Hn ∈ C(n+1)q×(n+1)qH , wenn
{sj : j ∈ Z0,2n} ⊆ Cq×qH erfüllt ist.
(b) Seien α ∈ R, κ > 1 und n ∈ N0 mit 2n + 1 6 κ. Dann gilt genau dann
{Hn, Hα.n} ⊆ C(n+1)q×(n+1)qH , wenn {sj : j ∈ Z0,2n+1} ⊆ Cq×qH erfüllt ist.
Der Beweis von Lemma 2.6 ist elementar (siehe z. B. auch [Sch11, Lemma 2.5, Seiten
38/39]).
Wir formulieren nun eine bekannte Charakterisierung von Block-Hankel-Matrizen:
Lemma 2.7. Seien n ∈ N0 sowie H und K aus C(n+1)p×(n+1)q. Dann sind folgende
Aussagen äquivalent:
(i) Es gibt eine Folge (sj)2n+1j=0 komplexer p× q-Matrizen derart, dass die Matrizen
H und K Block-Hankel-Matrizen mit p× q-Blöcken sind, die die Blockdarstel-
lungen H = (sj+k)nj,k=0 und K = (sj+k+1)
n
j,k=0 gestatten.
(ii) Es gelten Tp,n(T ∗p,nH−K) = 0(n+1)p×(n+1)q und (HTq,n−K)T ∗q,n = 0(n+1)p×(n+1)q.
Einen ausführlichen Beweis von Lemma 2.7 ﬁndet man z. B. in [MP11, Lemma 2.10,
Seiten 163-170].
Das nachfolgende Lemma verallgemeinert [Bo95, Lemma 2.2, Seite 445].
Lemma 2.8. Seien α ∈ R und n ∈ N0 sowie H und K˜ aus C(n+1)p×(n+1)q. Dann sind
folgende Aussagen äquivalent:
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(i) Es gibt eine Folge (sj)2n+1j=0 komplexer p× q-Matrizen derart, dass H = Hn und
K˜ = Hα.n gelten.
(ii) Es gelten Tp,n
(
(T ∗p,n − αI(n+1)p)H − K˜
)
= 0(n+1)p×(n+1)q sowie(
H(Tq,n − αI(n+1)q)− K˜
)
T ∗q,n = 0(n+1)p×(n+1)q.
Einen Beweis von Lemma 2.8 ﬁndet man z. B. in [Schr13, Lemma 2.45, Seiten 45-49].
Lemma 2.9. Seien α ∈ R und n ∈ N0 sowie H und K˜ aus C(n+1)q×(n+1)qH . Dann sind
folgende Aussagen äquivalent:
(i) Es gibt eine Folge (sj)2n+1j=0 komplexer q × q-Matrizen derart, dass H = Hn und
K˜ = Hα.n gelten.
(ii) Es gilt Tq,n
(
(T ∗q,n − αI(n+1)q)H − K˜
)
= 0(n+1)q×(n+1)q.
(iii) Es gilt
(
H(Tq,n − αI(n+1)q)− K˜
)
T ∗q,n = 0(n+1)q×(n+1)q.
Falls (i) erfüllt ist, gilt s∗j = sj für jedes j ∈ Z0,2n+1.
Lemma 2.9 kann man leicht mit Hilfe von Lemma 2.8 beweisen (siehe auch [Schr13,
Lemma 2.46, Seiten 49-50]).
Bemerkung 2.10. Sei T ∈ Cp×p derart, dass det (Ip − zT ) 6= 0 für jedes z ∈ C
erfüllt ist. Dann ist RT : C → Cp×p gemäß RT (z) := (Ip − zT )−1 eine wohldeﬁnier-
te Matrixfunktion. Für jedes z ∈ C ist RT (z) eine invertierbare Matrix und es gilt
[RT (z)]
−1 = Ip − zT . Unter Beachtung der für jedes z ∈ C gültigen Beziehung
det (Ip − zT ∗) 6= 0 ist auch RT ∗ : C → Cp×p gemäß RT ∗(z) := (Ip − zT ∗)−1 eine
auf C wohldeﬁnierte Matrixfunktion und für jedes z ∈ C gilt RT ∗(z) = [RT (z¯)]∗.
Wir speziﬁzieren nun die in Bemerkung 2.10 betrachteten Matrixfunktionen und wen-
den Bemerkung 2.10 auf T = Tq,n und T = T ∗q,n an. Für alle n ∈ N0 und alle z ∈ C
gelten oﬀensichtlich
det (I(n+1)q − zTq,n) = 1 6= 0 und det (I(n+1)q − zT ∗q,n) = 1 6= 0, (2.13)
woraus insbesondere ersichtlich ist, dass für alle n ∈ N0 die Matrixfunktionen
RTq,n : C→ C(n+1)q×(n+1)q gemäß
RTq,n(z) := (I(n+1)q − zTq,n)−1 (2.14)
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und RT ∗q,n : C→ C(n+1)q×(n+1)q gemäß
RT ∗q,n(z) := (I(n+1)q − zT ∗q,n)−1 (2.15)
korrekt deﬁniert sind. Insbesondere erkennen wir aus (2.8) die Gültigkeit von
RTq,0(z) = Iq und RT ∗q,0(z) = Iq (2.16)
für jedes z ∈ C. Im Weiteren seien für jedes n ∈ N0 die Matrixfunktionen Eq,n : C→
C(n+1)q×q und Fq,n : C→ C(n+1)q×q gemäß
Eq,n(z) := col (z
jIq)
n
j=0 bzw. Fq,n(z) := zEq,n(z) (2.17)
deﬁniert. Dann gilt für jedes n ∈ N0 und jedes z ∈ C insbesondere die Identität
RTq,n(z)vq,n = Eq,n(z). (2.18)
Bemerkung 2.11. Für jedes n ∈ N0 ist RTq,n : C → C(n+1)q×(n+1)q gemäß (2.14)
eine wohldeﬁnierte Matrixfunktion, die für jedes z ∈ C die Darstellungen
RTq,n(z) =
n∑
j=0
zjT jq,n und RTq,n(z) =

z0Iq 0 0 . . . 0
z1Iq z
0Iq 0 . . . 0
z2Iq z
1Iq z
0Iq . . . 0
...
...
... . . .
...
znIq z
n−1Iq zn−2Iq . . . z0Iq

gestattet. Für jedes n ∈ N0 ist RTq,n ein Matrixpolynom vom Grad n.
Bemerkung 2.12. Nach (2.13) und Bemerkung 2.10 ist für jedes n ∈ N0 die Matrix-
funktion RT ∗q,n : C→ C(n+1)q×(n+1)q wohldeﬁniert und erfüllt RT ∗q,n(z) = (I − zT ∗q,n)−1
sowie RT ∗q,n(z) = [RTq,n(z¯)]
∗ für jedes z ∈ C. Für jedes n ∈ N0 und jedes z ∈ C ist
RT ∗q,n(z) eine Block-Toeplitz-Matrix, die die Darstellungen
RT ∗q,n(z) =
n∑
j=0
zj
(
T jq,n
)∗ und RT ∗q,n(z) =

z0Iq z
1Iq z
2Iq . . . z
nIq
0 z0Iq z
1Iq . . . z
n−1Iq
0 0 z0Iq . . . z
n−2Iq
...
...
... . . .
...
0 0 0 . . . z0Iq

erfüllt. Für jedes n ∈ N0 ist RT ∗q,n ein Matrixpolynom vom Grad n.
Wir geben nun einige bekannte und im Weiteren nützliche Identitäten für die in
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Bemerkung 2.11 und Bemerkung 2.12 betrachtete Matrixfunktionen an.
Lemma 2.13. Für alle n ∈ N0 sowie alle w und z aus C gelten die Identitäten
RTq,n(z)(I(n+1)q − wTq,n) = (I(n+1)q − wTq,n)RTq,n(z),
RTq,n(z)−RTq,n(w) = (z − w)RTq,n(w)Tq,nRTq,n(z)
und [RTq,n(w)]
−1 − [RTq,n(z)]−1 = (z − w)Tq,n sowie für jedes l ∈ N0 darüber hinaus
T lq,nRTq,n(z) = RTq,n(z)T
l
q,n und RTq,n(z)T
l
q,nRTq,n(w) = RTq,n(w)T
l
q,nRTq,n(z).
Der Beweis von Lemma 2.13 ist elementar (siehe z. B. [Rö03, Lemma 4.6, Seite 43]
und [Schr13, Lemma 5.12, Seiten 92/93]). Analog zu Lemma 2.13 gilt auch folgendes
Resultat, welches sich leicht aus Bemerkung 2.12 und Lemma 2.13 herleiten lässt
(siehe z. B. [Schr13, Lemma 5.13, Seiten 93/94]):
Lemma 2.14. Für alle n ∈ N0 sowie jede Wahl von w und z aus C gelten
RT ∗q,n(z)(I(n+1)q − wT ∗q,n) = (I(n+1)q − wT ∗q,n)RT ∗q,n(z),
RT ∗q,n(z)−RT ∗q,n(w) = (z − w)RT ∗q,n(z)T ∗q,nRT ∗q,n(w)
und [RTq,n(w)]
−∗ − [RTq,n(z¯)]−∗ = (z¯ − w)T ∗q,n sowie für jedes l ∈ N0 darüber hinaus
(T ∗q,n)
lRT ∗q,n(z) = RT ∗q,n(z)(T
∗
q,n)
l und
RT ∗q,n(z)(T
∗
q,n)
lRT ∗q,n(w) = RT ∗q,n(w)(T
∗
q,n)
lRT ∗q,n(z).
Wir erwähnen nun weitere wohlbekannte Identitäten, welche die in (2.14) und (2.15)
eingeführten Matrixfunktionen betreﬀen und sich leicht überprüfen lassen.
Lemma 2.15. Für jedes n ∈ N0, jedes z ∈ C und jedes w ∈ C gelten
RTq,n(z) + (w − z)RTq,n(z)Tq,nRTq,n(w) = RTq,n(w),
zRTq,n(z) + (w − z)RTq,n(z)RTq,n(w) = wRTq,n(w)
und
(z − w)[RT ∗q,n(w)]∗Tq,nRTq,n(z) = RTq,n(z)− [RT ∗q,n(w)]∗.
Der Beweis von Lemma 2.15 ist unter Beachtung von Lemma 2.13 elementar (siehe
z. B. auch [Schr13, Lemma 5.14, Seiten 94/95]).
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Lemma 2.16. Für jede Wahl von n ∈ N0 sowie jedes z ∈ C und jedes w ∈ C gelten
(z − w)Tq,nRTq,n(z) = RTq,n(z)[RTq,n(w)]−1 − I(n+1)q, (2.19)
(z − w)T ∗q,nRT ∗q,n(z) = [RT ∗q,n(w)]−1RT ∗q,n(z)− I(n+1)q, (2.20)
und
(z − w)RTq,n(z)Tq,n = RTq,n(z)[RTq,n(w)]−1 − I(n+1)q. (2.21)
Auch der Beweis von Lemma 2.16 ist unter Berücksichtigung von Bemerkung 2.10
und Lemma 2.13 elementar (siehe auch [Schr13, Lemma 5.15, Seite 95]).
Bemerkung 2.17. Seien κ ∈ N0∪{+∞} und (sj)κj=0 eine Folge aus Cq×qH . Mit Hilfe
von Folgerung 2.3 und Folgerung 2.5 kann man leicht zeigen, dass folgende Aussagen
gelten (siehe auch [MP11, Lemma 2.18, Seiten 181-183]):
(a) Für jedes n ∈ N0 mit 2n 6 κ sowie alle w, z ∈ C gilt
HnT
∗
q,nRT ∗q,n(z)− [RT ∗q,n(w)]∗Tq,nHn + [RT ∗q,n(w)]∗(vq,nu∗n − unv∗q,n)RT ∗q,n(z)
= (z − w)[RT ∗q,n(w)]∗Tq,nHnT ∗q,nRT ∗q,n(z).
(b) Für jedes α ∈ R und jedes n ∈ N0 mit 2n+ 1 6 κ sowie alle w, z ∈ C gilt
Hα.nT
∗
q,nRT ∗q,n(z)− [RT ∗q,n(w)]∗Tq,nHα.n
+ [RT ∗q,n(w)]
∗[vq,n(−αun − y0,n)∗ − (−αun − y0,n)v∗q,n]RT ∗q,n(z)
= (z − w)[RT ∗q,n(w)]∗Tq,nHα.nT ∗q,nRT ∗q,n(z).
Lemma 2.18. Seien κ ∈ N ∪ {+∞} und (sj)κj=0 eine Folge aus Cp×q. Für jedes
n ∈ N0 mit 2n+ 1 6 κ gilt dann vp,nv∗p,nHn = Hn − Tp,nKn.
Lemma 2.18 lässt sich elementar beweisen (siehe z. B. auch [Schr13, Lemma 5.16,
Seiten 95/96]). Wie verzichten auf eine Darstellung von Details.
Lemma 2.19. Seien α ∈ R sowie κ ∈ N ∪ {+∞} und (sj)κj=0 eine Folge aus Cp×q.
Für jedes n ∈ N0 mit 2n+ 1 6 κ gilt dann vp,nv∗p,nHn = [RTp,n(α)]−1Hn − Tp,nHα.n.
Auch der Beweis von Lemma 2.19 ist elementar (siehe z. B. [Schr13, Lemma 5.17,
Seite 96]). Wie verzichten auf eine Darstellung von Details.
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Bemerkung 2.20. Seien κ ∈ N ∪ {+∞} und (sj)κj=0 eine Folge hermitescher kom-
plexer q × q-Matrizen. Für jedes n ∈ N0 mit 2n 6 κ ist dann
vq,nv
∗
q,nHnT
∗
q,n − Tq,nHnvq,nv∗q,n = HnT ∗q,n − Tq,nHn
erfüllt, denn wegen Lemma 2.1 gelten un = −Tq,nHnvq,n und wegen H∗n = Hn somit
auch u∗n = −v∗q,nHnT ∗q,n, sodass wir unter weiterer Berücksichtigung von Folgerung 2.3
dann HnT ∗q,n − T ∗q,nHn = unv∗q,n − vq,nu∗n = vq,nv∗q,nHnT ∗q,n − Tq,nHnvq,nv∗q,n erhalten.
Um einen Eindruck der entsprechende Beweistechnik zu vermitteln, wollen wir bei
den folgenden Lemmas dieses Abschnitts Beweise angeben.
Lemma 2.21. Seien κ ∈ N ∪ {+∞} und (sj)κj=0 eine Folge hermitescher komplexer
q × q-Matrizen. Für jedes n ∈ N0 mit 2n 6 κ sowie für jede Wahl von z und w aus
C gelten
[RT ∗q,n(w)]
−∗HnT ∗q,n − Tq,nHn[RT ∗q,n(z)]−1 + (w − z)Tq,nHnT ∗q,n
= vq,nv
∗
q,nHnT
∗
q,n − Tq,nHnvq,nv∗q,n (2.22)
und
[RTq,n(z)]
−1HnT ∗q,n − Tq,nHn[RTq,n(z¯)]−∗ = vq,nv∗q,nHnT ∗q,n − Tq,nHnvq,nv∗q,n. (2.23)
Beweis. Sei n ∈ N0 derart, dass 2n 6 κ gilt. Für jede Wahl von z und w aus C ist
unter Berücksichtigung von (2.8), (2.9), Bemerkung 2.12 und Bemerkung 2.20 dann
[RT ∗q,n(w)]
−∗HnT ∗q,n − Tq,nHn[RT ∗q,n(z)]−1 + (w − z)Tq,nHnT ∗q,n
= (I(n+1)q − wT ∗q,n)∗HnT ∗q,n − Tq,nHn(I(n+1)q − zT ∗q,n) + (w − z)Tq,nHnT ∗q,n
= HnT
∗
q,n − wTq,nHnT ∗q,n − Tq,nHn + zTq,nHnT ∗q,n + (w − z)Tq,nHnT ∗q,n
= HnT
∗
q,n − Tq,nHn = vq,nv∗q,nHnT ∗q,n − Tq,nHnvq,nv∗q,n
erfüllt. Für jedes z ∈ C gelten nach Bemerkung 2.12 die Gleichungen [RT ∗q,n(z¯)]−∗ =
[RTq,n(z)]
−1 und [RT ∗q,n(z)]
−1 = [RTq,n(z¯)]
−∗, woraus wegen (2.22) mit z = w dann
(2.23) folgt. 
Lemma 2.22. Seien α ∈ R und κ0 ∈ N∪{+∞} sowie (sj)κj=0 eine Folge hermitescher
komplexer q × q-Matrizen. Für jedes n ∈ N0 mit 2n 6 κ gelten dann
[RTq,n(α)]
−1Hnvq,n = [RTq,n(α)]
−1y0,n und [RTq,n(α)]
−1Hnvq,n = αun + y0,n
(2.24)
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sowie
v∗q,nHn[RTq,n(α)]
−∗ = z0,n[RTq,n(α)]
−∗ und v∗q,nHn[RTq,n(α)]
−∗ = αwn + z0,n.
(2.25)
Beweis. Sei zunächst n ∈ N mit 2n 6 κ vorausgesetzt. In Hinblick auf Lemma 2.1
gelten dann
[RTq,n(α)]
−1Hnvq,n = [RTq,n(α)]
−1y0,n (2.26)
und weiterhin
[RTq,n(α)]
−1y0,n = (I(n+1)q − αTq,n)y0,n = y0,n + αTq,nHnvq,n = αun + y0,n. (2.27)
Wegen der Voraussetzung, dass s∗j = sj für jedes j ∈ Z0,κ gilt, ergeben sich H∗n = Hn
und y∗0,n = z0,n sowie u
∗
n = wn, sodass wir mit (2.26) dann
v∗q,nHn[RTq,n(α)]
−∗ = ([RTq,n(α)]
−1Hnvq,n)∗ = ([RTq,n(α)]
−1y0,n)∗ = z0,n[RTq,n(α)]
−∗
erhalten und unter weiterer Berücksichtigung von (2.27) und (2.3) auch
([RTq,n(α)]
−1y0,n)∗ = (αun + y0,n)∗ = αwn + z0,n folgt. Damit sind die Gleichungen in
(2.24) und (2.25) im Fall n > 1 bewiesen. In Fall n = 0 sind diese Gleichungen in
Hinblick auf (2.8), (0.4), (2.16), (0.11) und (0.12) trivialerweise erfüllt. 
Lemma 2.23. Seien α ∈ R sowie κ ∈ N∪{+∞} und (sj)κj=0 eine Folge hermitescher
komplexer q × q-Matrizen. Für jedes n ∈ N0 mit 2n+ 1 6 κ gelten dann
vq,nv
∗
q,nHn[RTq,n(α)]
−∗ − [RTq,n(α)]−1Hnvq,nv∗q,n
= [RTq,n(α)]
−1Hα.nT ∗q,n − Tq,nHα.n[RTq,n(α)]−∗ (2.28)
und
vq,nv
∗
q,nHn[RTq,n(α)]
−∗ − [RTq,n(α)]−1Hnvq,nv∗q,n = Hα.nT ∗q,n − Tq,nHα.n (2.29)
sowie für jedes z ∈ C weiterhin
vq,nv
∗
q,nHn[RTq,n(α)]
−∗ − [RTq,n(α)]−1Hnvq,nv∗q,n
= [RTq,n(z)]
−1Hα.nT ∗q,n − Tq,nHα.n[RTq,n(z¯)]−∗. (2.30)
Beweis. Wegen der Gültigkeit von s∗j = sj für jedes j ∈ Z0,κ sind für jedes n ∈ N0 mit
2n+ 1 6 κ auch H∗n = Hn und H∗α.n = Hα.n erfüllt. Mit Aus Lemma 2.19 folgt
vq,nv
∗
q,nHn[RTq,n(α)]
−∗ − [RTq,n(α)]−1Hnvq,nv∗q,n
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= ([RTq,n(α)]
−1Hn − Tq,nHα.n)[RTq,n(α)]−∗
− [RTq,n(α)]−1(Hn[RTq,n(α)]−∗ −Hα.nT ∗q,n)
= [RTq,n(α)]
−1Hn[RTq,n(α)]
−∗ − Tq,nHα.n[RTq,n(α)]−∗
− [RTq,n(α)]−1Hn[RTq,n(α)]−∗ + [RTq,n(α)]−1Hα.nT ∗q,n
= [RTq,n(α)]
−1Hα.nT ∗q,n − Tq,nHα.n[RTq,n(α)]−∗
und wegen
[RTq,n(α)]
−1Hα.nT ∗q,n − Tq,nHα.n[RTq,n(α)]−∗
= (I(n+1)q − αTq,n)Hα.nT ∗q,n − Tq,nHα.n(I(n+1)q − αT ∗q,n) = Hα.nT ∗q,n − Tq,nHα.n
erhalten wir (2.29). Für jedes z ∈ C ergibt sich unter Beachtung von (2.29) und
[RT ∗q,n(z)]
−1 = [RTq,n(z¯)]
−∗ dann
vq,nv
∗
q,nHn[RTq,n(α)]
−∗ − [RTq,n(α)]−1Hnvq,nv∗q,n = Hα.nT ∗q,n − Tq,nHα.n
= (I(n+1)q − zTq,n)Hα.nT ∗q,n − Tq,nHα.n(I(n+1)q − zT ∗q,n)
= [RTq,n(z)]
−1Hα.nT ∗q,n − Tq,nHα.n[RT ∗q,n(z)]−1
= [RTq,n(z)]
−1Hα.nT ∗q,n − Tq,nHα.n[RTq,n(z¯)]−∗
und somit (2.30). 
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3. Stieltjessche Momentenfolgen
In diesem Abschnitt wollen wir einige Resultate über die Folgen von Matrizen zu-
sammenstellen, welche als Momentenfolgen der in der Einleitung vorgestellten, ma-
triziellen Stieltjesschen Potenzmomentenprobleme P [[α,+∞); (sj)κj=0,=] und
P [[α,+∞); (sj)mj=0,6] auftreten. In Theorem 0.5 wurde festgestellt, dass bei belie-
biger Vorgabe einer reellen Zahl α, einer nichtnegativen ganzen Zahl m und einer
Folge (sj)mj=0 komplexer q × q-Matrizen die Lösungsmenge Mq>[[α,+∞); (sj)mj=0,6]
des Potenzmomentenproblems P [[α,+∞); (sj)mj=0,6] genau dann nichtleer ist, wenn
(sj)
m
j=0 zu der durch (0.7) und (0.8) deﬁnierten Menge K>q,m,α gehört. Theorem 0.6
zeigt in analoger Weise, dass bei beliebiger Vorgabe von α ∈ R und κ ∈ N0 ∪ {+∞}
sowie einer Folge (sj)κj=0 aus Cq×q die Lösungsmenge Mq>[[α,+∞); (sj)κj=0,=] des
Problems P [[α,+∞); (sj)κj=0,=] genau dann nichtleer ist, wenn die Folge (sj)κj=0 zur
in Abschnitt 0.2 deﬁnierten Teilklasse K>,eq,κ,α von K>q,κ,α gehört. Demzufolge erscheint
es natürlich, eine Folge aus K>,eq,κ,α als Stieltjessche Momentenfolge zu bezeichnen. Da
diese Folgen eine wichtige Rolle bei unseren weiteren Betrachtungen spielen, stellen
wir nachfolgend einige für uns nützliche Aussagen über diese Matrixfolgen dar. Wir
erinnern daran, dass bei beliebiger Vorgabe von α ∈ R und κ ∈ N∪{+∞} sowie einer
Folge (sj)κj=0 komplexer p× q-Matrizen die Folge (sα.j)κ−1j=0 durch (0.15) deﬁniert ist
und für jedes n ∈ N0 mit 2n + 1 6 κ die Matrix Hα.n durch (2.12) gegeben ist. Für
jedes α ∈ R, jedes κ ∈ N ∪ {+∞} und jede Folge (sj)κj=0 komplexer p× q-Matrizen
seien des Weiteren für jede Wahl ganzer Zahlen m und n mit 0 6 m 6 n 6 κ − 1
die Matrizen yα.m,n und zα.m,n gemäß (0.17) sowie Lα.0 gemäß (0.18) und für jedes
2n+ 1 6 κ dann Lα.n gemäß (0.19) gegeben.
Bemerkung 3.1. Seien n ∈ N und (sj)2nj=0 eine Folge aus Cq×q. In Hinblick auf (2.1)
und Lemma A.25 erkennt man leicht, dass die Folge (sj)2nj=0 genau dann zur Klasse
H>q,2n gehört wenn folgende vier Bedingungen gelten:
(i) (sj)
2(n−1)
j=0 ∈ H>q,2(n−1).
(ii) R(yn,2n−1) ⊆ R(Hn−1).
(iii) s∗2n−1 = s2n−1.
(iv) Ln ∈ Cq×q> .
Bemerkung 3.2. Seien κ ∈ N0 ∪ {+∞} und (sj)2κj=0 ∈ H>q,2κ. In Hinblick auf Be-
merkung 3.1 gilt dann s∗j = sj für jedes j ∈ Z0,2κ. Für jedes n ∈ Z0,κ sind weiterhin
Hn ∈ C(n+1)×(n+1)> und insbesondere H∗n = Hn erfüllt. Für jedes n ∈ Z0,κ gelten nach
Bemerkung 3.1 des Weiteren Ln ∈ Cq×q> und (siehe z. B. [DFKMT09, Remark 2.1] )
auch rankHn =
∑n
j=0 rankLj.
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Bemerkung 3.3. Seien α ∈ R und κ ∈ N ∪ {+∞} sowie (sj)κj=0 ∈ K>q,κ,α. Dann
ergibt sich aus der Deﬁnition der Menge K>q,κ,α unmittelbar die Gültigkeit folgender
Aussagen:
(a) Für jedes k ∈ Z0,κ gilt s∗j = sj und für jedes k ∈ Z0,κ−1 gilt s∗α.k = sα.k.
(b) Für jedes n ∈ N0 mit 2n 6 κ gelten s2n ∈ Cq×q> sowie Hn ∈ C(n+1)×(n+1)> und
insbesondere
H∗n = Hn. (3.1)
(c) Für jedes n ∈ N0 mit 2n+ 1 6 κ gelten sα.2n ∈ Cq×q> sowie Hα.n ∈ C(n+1)×(n+1)>
und insbesondere
H∗α.n = Hα.n. (3.2)
Oﬀensichtlich gelten H>,eq,0 = H>q,0 sowie für jedes n ∈ N weiterhin H>,eq,2n ⊆ H>q,2n. Das
folgende Resultat charakterisiert für jedes n ∈ N die Teilklasse H>,eq,2n innerhalb der
Menge H>q,2n.
Satz 3.4. ([DFKMT09, Proposition 2.13]) Seien n ∈ N und (sj)2nj=0 eine Folge kom-
plexer q × q-Matrizen. Dann gehört (sj)2nj=0 genau dann zur Klasse H>,eq,2n, wenn
(sj)
2n
j=0 ∈ H>q,2n und N (Ln−1) ⊆ N (Ln) gelten.
Bemerkung 3.5. Seien κ ∈ N ∪ {+∞} und (sj)2κj=0 ∈ H>,eq,2κ. In Hinblick auf Be-
merkung 3.1, Satz 3.4 und Bemerkung A.4 gelten dann N (Lj) ⊆ N (Lj+1) und
R(Lj) ⊇ R(Lj+1) für jedes j ∈ Z0,κ−1.
Bemerkung 3.6. Seien α ∈ R sowie κ ∈ N∪{+∞} und (sj)κj=0 ∈ K>q,κ,α. In Hinblick
auf (0.7), (0.8) sowie Bemerkung 3.3 gelten dann s∗j = sj für jedes j ∈ Z0,κ und
s∗α.j = sα.j für jedes j ∈ Z0,κ−1 sowie Lj ∈ Cq×q> für jedes j ∈ N0 mit 2j 6 κ und
Lα.j ∈ Cq×q> für jedes j ∈ N0 mit 2j + 1 6 κ.
Eine weitere, technisch wichtige Eigenschaft von Folgen der Klasse K>,eq,m,α kommt im
folgenden Lemma zum Ausdruck.
Lemma 3.7. ([DFKM10, Lemma 4.7, Lemma 4.11]) Seien α ∈ R und n ∈ N0. Dann
gilt K>,eq,2n,α ⊆ H>,eq,2n. Darüber hinaus erfüllt jede zu K>,eq,2n+1,α gehörige Folge (sj)2n+1j=0
die Bedingung (sα.j)2nj=0 ∈ H>,eq,2n.
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Es ist oﬀensichtlich, dass für jedes α ∈ R und κ ∈ N0∪{+∞} die Teilmengenbeziehung
K>,eq,κ,α ⊆ K>q,κ,α besteht. Die folgenden Lemmata charakterisieren für jedes m ∈ N0 die
Menge K>,eq,m,α innerhalb von K>q,m,α.
Bemerkung 3.8. Seien α ∈ R und κ ∈ N0 ∪ {+∞}. Nach Deﬁnition der Mengen
K>,eq,κ,α und H>,eq,κ sowie (0.9) und Lemma 3.7 ist K>,eq,κ,α ⊆ H>,eq,κ erfüllt. Insbesondere
gelten für jede Folge (sj)κj=0 aus K>,eq,κ,α und jedes m ∈ Z0,κ dann (sj)mj=0 ∈ K>,eq,m,α und
(sj)
m
j=0 ∈ H>,eq,κ .
Lemma 3.9. ([DFKM10, Lemma 4.15]) Seien α ∈ R und n ∈ N0 sowie (sj)2n+1j=0 ∈
K>q,2n+1,α. Dann gehört (sj)2n+1j=0 genau dann zur Klasse K>,eq,2n+1,α, wenn N (Ln) ⊆
N (Lα.n) gilt.
Lemma 3.10. ([DFKM10, Lemma 4.16]) Seien α ∈ R und n ∈ N sowie (sj)2nj=0 ∈
K>q,2n,α. Dann gehört (sj)2nj=0 genau dann zur Klasse K>,eq,2n,α, wenn N (Lα.n−1) ⊆ N (Ln)
gilt.
Bemerkung 3.11. Seien α ∈ R und κ ∈ N ∪ {+∞} sowie (sj)κj=0 ∈ K>,eq,κ,α. Da für
jedes m ∈ Z0,κ oﬀensichtlich (sj)mj=0 ∈ K>,eq,m,α gilt, erkennt man aus den Lemmata 3.9
und 3.10 sowie aus Bemerkung 3.6, dass für jedes n ∈ N0 mit 2n + 1 6 κ die
Beziehungen
N (L0) ⊆ N (Lα.0) ⊆ N (L1) ⊆ ... ⊆ N (Ln) ⊆ N (Lα.n)
und
R(L0) ⊇ R(Lα.0) ⊇ R(L1) ⊇ ... ⊇ R(Ln) ⊇ R(Lα.n)
sowie für jedes n ∈ N mit 2n 6 κ weiterhin
N (L0) ⊆ N (Lα.0) ⊆ N (L1) ⊆ ... ⊆ N (Lα.n−1) ⊆ N (Ln)
und
R(L0) ⊇ R(Lα.0) ⊇ R(L1) ⊇ ... ⊇ R(Lα.n−1) ⊇ R(Ln)
gelten.
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V.K. Dubovoj betrachtete in Teil IV von [Dub82] spezielle invariante Unterräume,
um das degenerierte matrizielle Schur-Problem zu diskutieren. Dies berücksichtigend,
nennen wir einen Unterraum D von Cq einen Dubovoj-Unterraum für ein geordnetes
Paar [H,T ] aus Cq×q × Cq×q, wenn folgende beide Bedingungen erfüllt sind:
(i) T ∗(D) ⊆ D.
(ii) Es ist Cq die direkte Summe von N (H) und D, d. h., es gilt N (H)⊕D = Cq.
Wie diskutieren im Folgenden Dubovoj-Unterräume in Zusammenhang mit nichtne-
gativ hermiteschen Block-Hankel-Matrizen H.
Für jedes n ∈ N0 bezeichne wiederum Vq,n und Vq,n die in (2.7) deﬁnierten Matrizen.
Bezeichnung 4.1. Seien κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge komplexer p× q-
Matrizen. Für jedes n ∈ N0 mit 2n 6 κ bezeichne dann
Dn := R( diag [L0, L1, ..., Ln]) (4.1)
und, falls κ > 1 gilt, für jedes α ∈ R und jedes n ∈ N0 mit 2n+ 1 6 κ weiterhin
Dα.n := R( diag [Lα.0, Lα.1, ..., Lα.n]). (4.2)
Lemma 4.2. Seien κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ H>,eq,κ . Für jedes n ∈ N mit 2n 6 κ
gelten dann T ∗q,n(Dn) ⊆ Dn und V∗q,n(Dn) ⊆ Dn−1 sowie V ∗q,n(Dn) ⊆ Dn−1.
Einen Beweis von Lemma 4.2 ﬁndet man z. B. in [Schr13, Lemma 13.9, Seiten 156-
158].
Sind n ∈ N0 und (sj)2nj=0 ∈ H>,eq,2n gegeben, so wurde die Existenz eines Dubovoj-
Unterraumes für das Paar [Hn, Tq,n] in [Bo96, Lemma 3.2], [Dyu01] und [Th06a, Satz
1.24, Seiten 44-47] angegeben. Eine explizite Angabe eines solchen Unterraumes bein-
haltet der folgende Satz.
Satz 4.3. Seien κ ∈ N0 ∪ {+∞} und (sj)κj=0 ∈ H>,eq,κ . Für jedes n ∈ N0 mit 2n 6 κ
ist dann die durch (4.1) gegebene Menge Dn ein Dubovoj-Unterraum für das Paar
[Hn, Tq,n], wobei insbesondere dimDn = rankHn und dimDn =
∑n
j=0 rankLj gelten.
Einen Beweis von Satz 4.3 ﬁndet man z. B. in [Schr13, Satz 13.10, Seiten 158-160].
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Deﬁnition 4.4. Seien n ∈ N0 und (sj)2nj=0 ∈ H>,eq,2n. Dann wird der gemäß (4.1)
deﬁnierte und in Satz 4.3 betrachtete Dubovoj-Unterraum Dn für Hn und Tq,n im
Weiteren als der kanonische Dubovoj-Unterraum für Hn und Tq,n bezeichnet.
In [Th06a, Abschnitt 1.4] wird durch ein Beispiel belegt, dass es im Fall q = 1 und
n = 2 eine Folge (sj)2nj=0 aus H>q,2n gibt, für die kein Dubovoj-Unterraum für Hn und
Tq,n existiert.
Bemerkung 4.5. Seien κ ∈ N0 ∪ {+∞} und (sj)κj=0 ∈ H>,eq,κ . Sei n ∈ N0 mit 2n 6 κ
und bezeichne Dn den kanonischen Dubovoj-Unterraum für [Hn, Tq,n]. In Hinblick auf
Satz 4.3 gilt genau dann dimDn > 1, wenn s0 6= 0q×q ist. Des Weiteren zeigt Satz 4.3
auch, dass genau dann dimDn < (q + 1)n gilt, wenn detHn = 0 erfüllt ist.
Bemerkung 4.6. Seien α ∈ R und κ ∈ N0 ∪ {+∞} sowie (sj)κj=0 ∈ K>,eq,κ,α. Wie
bereits in Abschnitt 0.2 bemerkt (siehe auch [FKM12a, Remark 1.4] und der Deﬁnition
von K>,eq,∞,α) gilt
(sj)
m
j=0 ∈ K>,eq,m,α (4.3)
für jedes m ∈ Z0,κ, woraus wir mit (0.9), (0.10) und Lemma 3.7 dann (sj)mj=0 ∈ H>,eq,m
für jedes m ∈ N0 mit m 6 κ und (sα.j)mj=0 ∈ H>,eq,m für jedes m ∈ N0 mit m + 1 6 κ
erhalten. Wegen Satz 4.3 ist somit ersichtlich, dass folgende Aussagen gelten:
(i) Für jedes n ∈ N0 mit 2n 6 κ ist Dn := R( diag (Lj)nj=0) ein Dubovoj-Unterraum
für [Hn, Tq,n], nämlich der kanonische Dubovoj-Unterraum für [Hn, Tq,n].
(ii) Falls κ > 1 gilt, ist für jedes n ∈ N0 mit 2n + 1 6 κ dann Dα.n :=
R( diag (Lα.n)nj=0) ein Dubovoj-Unterraum für [Hα.n, Tq,n], nämlich der kano-
nische Dubovoj-Unterraum für [Hα.n, Tq,n].
Deﬁnition 4.7. Unter den in Bemerkung 4.6 gegebenen Voraussetzungen nennen
wir für jedes n ∈ N0 mit 2n + 1 6 κ das Paar [Dn,Dα.n] das zu (sj)2n+1j=0 gehörige
kanonische α-Dubovoj-Unterraum-Paar. Für jedes n ∈ N mit 2n 6 κ wird
[Dn,Dα.n−1] das zu (sj)2nj=0 gehörige kanonische α-Dubovoj-Unterraum-Paar
genannt.
Satz 4.8. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α.
(a) Für jedes n ∈ N0 mit 2n+ 1 6 κ gelten folgende Aussagen, wenn [Dn,Dα.n] das
zu (sj)2n+1j=0 gehörige kanonische α-Dubovoj-Unterraum-Paar bezeichnet:
(i) N (Hn)⊕Dn = C(n+1)q und N (Hα.n)⊕Dα.n = C(n+1)q.
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(ii) T ∗q,n(Dn) ⊆ Dα.n ⊆ Dn.
(b) Für jedes n ∈ N mit 2n 6 κ gelten folgende Aussagen, wenn [Dn,Dα.n−1] das
zu (sj)2nj=0 gehörige kanonische α-Dubovoj-Unterraum-Paar bezeichnet und die
Matrizen Vq,n und Vq,n durch (2.7) gegeben sind:
(iii) N (Hn)⊕Dn = C(n+1)q und N (Hα.n−1)⊕Dα.n−1 = C(n+1)q.
(iv) V∗q,n(Dn) ⊆ Dα.n−1 und Vq,n(Dα.n−1) ⊆ Dn.
Beweis. Nach Bemerkung 4.6 gilt (4.3) für jedes m ∈ Z0,κ, sodass wir wegen Bemer-
kung 3.11 dann erkennen, dass
R(Lj+1) ⊆ R(Lα.j) (4.4)
für jedes j ∈ N0 mit 2j + 2 6 κ und
R(Lα.j) ⊆ R(Lj) (4.5)
für jedes j ∈ N0 mit 2j + 1 6 κ richtig sind.
(a) Sei n ∈ N0 derart, dass 2n + 1 6 κ gilt. Nach Bemerkung 4.6 und der Deﬁnition
eines Dubovoj-Unterraumes gilt (i). Wegen (4.2), (4.5) und (4.1) gilt des Weiteren
Dα.n = R
(
diag (Lα.n)
n
j=0
) ⊆ R( diag (Ln)nj=0) = Dn. (4.6)
Im Fall n = 0 gilt Tq,n = 0q×q und somit T ∗q,n(Dn) ⊆ Dα.n.
Betrachten wir den Fall n > 1. Dann gilt unter Berücksichtigung von (2.9) zunächst
T ∗q,n · diag (Lj)nj=0 =
(
0nq×q Inq
0q×q 0q×nq
)
· diag (Lj)nj=0 =
(
0nq×q diag (Lj+1)n−1j=0
0q×q 0q×nq
)
und für jedes y ∈ C(n+1)q folglich, wenn y = (y˜
yˆ
)
die Blockdarstellung von y mit
q × 1-Block y˜ bezeichnet,
T ∗q,n
(
[ diag (Lj)
n
j=0] y
)
= diag
(
diag (Lj+1)
n−1
j=0 , 0q×q
) · ( yˆ
0q×1
)
,
woraus unter wiederholter Beachtung von (4.1) dann
T ∗q,n(Dn) = T ∗q,n
(R( diag (Lj)nj=0)) ⊆ R ( diag [ diag (Lj+1)n−1j=0 , 0q×q]) (4.7)
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ersichtlich ist. Wegen (4.4) gilt
R( diag (Lj+1)n−1j=0 ) ⊆ R( diag (Lα.j)n−1j=0 ) (4.8)
und unter Berücksichtigung von (4.8) uns (4.2) damit
R ( diag [ diag (Lj+1)n−1j=0 , 0q×q]) ⊆ R ( diag (Lα.j)nj=0) = Dα.n, (4.9)
sodass wegen (4.7) und (4.9) dann T ∗q,n(Dn) ⊆ Dα.n bewiesen ist. Wegen (4.6) ist
somit auch (ii) nachgewiesen.
(b) Seien κ > 2 und n ∈ N derart, dass 2n 6 κ gilt. Nach Bemerkung 4.6 und der
Deﬁnition eines Dubovoj-Unterraumes ist (iii) erfüllt. Oﬀensichtlich gilt wegen (2.10)
zunächst
V∗q,n · diag (Lj)nj=0 = (0nq×q, Inq) · diag (Lj)nj=0 = diag (Lj+1)n−1j=0
und unter Beachtung von (4.1) somit
V∗q,n(Dn) ⊆ R
(
diag (Lj+1)
n−1
j=0
)
. (4.10)
Berücksichtigen wir (4.4) und (4.2), so erkennen wir, dass
R( diag (Lj+1)n−1j=0 ) ⊆ R( diag (Lα.j)n−1j=0 ) = Dα.n−1
richtig ist, woraus sich mit (4.10) dann V∗q,n(Dn) ⊆ Dα.n−1 ergibt. Wegen (4.2) und
(2.10) folgt
Vq,n(Dα.n−1) =
(
Inq
0q×nq
)
· diag (Lα.j)n−1j=0 = diag
(
diag (Lα.j)
n−1
j=0 , 0q×q
) · ( Inq
0q×nq
)
und unter Berücksichtigung von der nach (4.5) und (4.1) gültigen Beziehung
R( diag [ diag (Lα.j)n−1j=0 , 0q×q]) ⊆ R( diag (Lj)nj=0) = Dn gilt Vq,n(Dα.n−1) ⊆ Dn. 
Wir lenken nun unsere Aufmerksamkeit auf eine bestimmte Klasse verallgemeiner-
ter Inversen komplexer Matrizen, die in Satz A.35, Bezeichnung A.36, den Bemer-
kungen A.37 und A.38 sowie Bezeichnung A.39 ausführlich erklärt ist. Nachfolgend
Bezeichnung A.39 sind grundlegende Resultate für diese Klasse verallgemeinerter In-
verser komplexer Matrizen dargestellt.
Bezeichnung 4.9. Seien κ ∈ N0∪{+∞} und (sj)κj=0 eine Folge aus H>,eq,κ . Für jedes
n ∈ N0 mit 2n 6 κ bezeichne in Hinblick auf Satz 4.3 und Bezeichnung A.39 dann
H−Dn := H
(1,2)
Dn,D⊥n , wobei wir kurz H
−
n für H
−
Dn schreiben.
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Es sei bemerkt, dass in Hinblick auf Bemerkung 3.8 die in Bezeichnung 4.9 eingeführ-
ten Matrizen insbesondere dann erklärt sind, wenn die gegebene Folge (sj)κj=0 zu der
Teilmenge K>,eq,κ,α von H>,eq,κ gehört. Wir verweisen an dieser Stelle des Weiteren auf
einen wichtigen Umstand, der bei Vorgabe von α ∈ R und κ ∈ N0 ∪ {+∞} beachtet
werden sollte: Da nach Bemerkung 3.8 die Teilmengenbeziehung K>,eq,κ,α ⊆ H>,eq,κ er-
füllt ist, gelten die im Folgenden für Folgen aus der Klasse H>,eq,κ formulierte Aussagen
insbesondere für Folgen aus der Kasse K>,eq,κ,α.
Bezeichnung 4.10. Seien α ∈ R und κ ∈ N ∪ {+∞} und (sj)κj=0 eine Folge aus
K>,eq,κ,α. Für jedes n ∈ N0 mit 2n + 1 6 κ sei [Dn,Dα.n] das zu (sj)2n+1j=1 gehörige
kanonische α-Dubovoj-Unterraum-Paar. Dann wird im Weiteren für jedes n ∈ N0
mit 2n + 1 6 κ in Hinblick auf Bemerkung 3.8 die in Bezeichnung 4.9 eingeführte
Bezeichnung H−n und die Bezeichnung H
−
Dα.n := H
(1,2)
Dα.n,D⊥α.n verwendet, wobei wir kurz
H−α.n für H
−
Dα.n schreiben.
Lemma 4.11. Seien κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge aus H>,eq,κ . Für jedes
n ∈ N0 mit 2n 6 κ gelten dann H−n ∈ C(n+1)q×(n+1)q> , insbesondere (H−n )∗ = H−n ,
HnH
−
nHn = Hn und H
−
nHnH
−
n = H
−
n . (4.11)
Beweis. Sei n ∈ N0 derart, dass 2n 6 κ erfüllt ist. Wegen H>,eq,κ ⊆ H>q,κ und Be-
merkung 3.2 ist Hn nichtnegativ hermitesch. Nach Satz 4.3, Bezeichnung 4.9 und
Lemma A.40 gelten dann (H−n )
∗ = H−n , HnH
−
nHn = Hn sowie H
−
nHnH
−
n = H
−
n
und unter weiterer Beachtung von Hn ∈ C(n+1)q×(n+1)q> somit H−n = (H−n )∗HnH−n ∈
C(n+1)q×(n+1)q> . 
Lemma 4.12. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 eine Folge aus K>,eq,κ,α. Für
jedes n ∈ N0 mit 2n+ 1 6 κ gelten dann folgende Aussagen:
(a) Die Matrizen H−n und H
−
α.n sind nichtnegativ hermitesch und es gelten
(H−n )
∗ = H−n und (H
−
α.n)
∗ = H−α.n. (4.12)
(b) Es gelten (4.11) sowie
Hα.nH
−
α.nHα.n = Hα.n und H
−
α.nHα.nH
−
α.n = H
−
α.n. (4.13)
Beweis. Sei n ∈ N0 derart, dass 2n+ 1 6 κ gilt. Mit Hinblick auf K>,eq,κ,α ⊆ K>q,κ,α und
Bemerkung 3.3 ist Hα.n nichtnegativ hermitesch. Wegen Bemerkung 3.8 und Lem-
ma 4.11 ist die Matrix H−n nichtnegativ hermitesch, insbesondere hermitesch, und es
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ist H−nHnH
−
n = H
−
n erfüllt. Berücksichtigen wir Satz 4.3, Bemerkung 4.6, Bezeich-
nung 4.10 und Lemma A.40 ergibt sich (H−α.n)
∗ = H−α.n und Hα.nH
−
α.nHα.n = Hα.n
sowie H−α.nHα.nH
−
α.n = H
−
α.n und unter weiterer Beachtung von Hα.n ∈ C(n+1)q×(n+1)q>
somit H−α.n = (H
−
α.n)
∗Hα.nHα.n ∈ C(n+1)q×(n+1)q> . 
Im weiteren Verlauf dieses Kapitel leiten wir nun verschiedene weitere Identitäten für
Block-Hankel-Matrizen.
Lemma 4.13. Seien α ∈ R sowie κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes
n ∈ N0 mit 2n+ 1 6 κ gelten unter Beachtung von Bezeichnung 4.10 dann
H−nHnH
−
α.n = H
−
α.n und H
−
α.nHnH
−
n = H
−
α.n. (4.14)
Beweis. Sei n ∈ N0 mit 2n+ 1 6 κ. Da K>,eq,κ,α ⊆ K>q,κ,α ist, zeigt Bemerkung 3.3, dass
H∗n = Hn erfüllt ist. Wegen Bezeichnung 4.10, Teil (e) von Lemma A.40, Teil (a) von
Satz 4.8 und Teil (b) von Lemma A.44 ergibt sich
R(H−α.n) = R(H−Dα.n) = Dα.n ⊆ Dn = N (I(n+1)q −H−DnHn)
= N (I(n+1)q −H−nHn). (4.15)
Wir betrachten nun ein beliebiges x ∈ C(n+1)q. Wegen (4.15) folgt dann H−α.nx ∈
R(H−α.n) ⊆ N (I(n+1)q−H−nHn) und somit 0(n+1)q×1 = (I(n+1)q−H−nHn)H−α.nx, woraus
wir H−nHnH
−
α.nx = H
−
α.nx erhalten. Da x aus C(n+1)q beliebig gewählt war, folgt die
erste Gleichung in (4.14), woraus sich unter Berücksichtigung von Lemma 4.12 dann
H−α.nHnH
−
n = (H
−
nHnH
−
α.n)
∗ = (H−α.n)
∗ = H−α.n
ergibt. 
Bemerkung 4.14. Seien α ∈ R und κ ∈ N ∪ {+∞} sowie (sj)κj=0 ∈ K>,eq,κ,α. Für
jedes n ∈ N0 mit 2n + 1 6 κ gelten unter Berücksichtigung von K>,eq,κ,α ⊆ K>q,κ,α,
und Bemerkung 3.3 dann H∗n = Hn und H
∗
α.n = Hα.n. Nach Bemerkung A.18 gelten
H+nHn = HnH
+
n sowie H
+
α.nHα.n = Hα.nH
+
α.n, woraus mit Hilfe von Lemma 4.12
auch
(I(n+1)q−H+nHn)Hn = Hn −H+nHnHn = Hn −HnH+nHn = 0(n+1)q×(n+1)q, (4.16)
(I(n+1)q−H+α.nHα.n)Hα.n = Hα.n −H+α.nHα.nHα.n = Hα.n −Hα.nH+α.nHα.n
= 0(n+1)q×(n+1)q, (4.17)
(I(n+1)q−HnH−n )(I(n+1)q −H+nHn) = (I(n+1)q −HnH−n )(I(n+1)q −HnH+n )
= I(n+1)q −HnH+n −HnH−n +HnH−nHnH+n = I(n+1)q −HnH−n (4.18)
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und
(I(n+1)q −Hα.nH−α.n)(I(n+1)q −H+α.nHα.n)
= (I(n+1)q −Hα.nH−α.n)(I(n+1)q −Hα.nH+α.n)
= I(n+1)q −Hα.nH+α.n −Hα.nH−α.n +Hα.nH−α.nHα.nH+α.n
= I(n+1)q −Hα.nH−α.n (4.19)
sowie des Weiteren
(I(n+1)q−HnH−n )(I(n+1)q −HnH+n )
= I(n+1)q −HnH+n −HnH−n +HnH−nHnH+n = I(n+1)q −HnH−n
und
(I(n+1)q −Hα.nH−α.n)(I(n+1)q −Hα.nH+α.n)
= I(n+1)q −Hα.nH+α.n −Hα.nH−α.n +Hα.nH−α.nHα.nH+α.n = I(n+1)q −Hα.nH−α.n
folgen.
Lemma 4.15. Seien α ∈ R und κ ∈ N ∪ {+∞} sowie (sj)κj=0 ∈ K>,eq,κ,α. Für jedes
n ∈ N0 mit 2n+ 1 6 κ gelten dann folgende Aussagen:
(a) Für jedes k ∈ N0 gelten
H−n T
k
q,n(I(n+1)q −HnH−n ) = 0(n+1)q×(n+1)q,
H−α.nT
k
q,n(I(n+1)q −HnH−n ) = 0(n+1)q×(n+1)q
und
H−α.nT
k
q,n(I(n+1)q −Hα.nH−α.n) = 0(n+1)q×(n+1)q.
(b) Für jedes k ∈ N gilt H−n T kq,n(I(n+1)q −Hα.nH−α.n) = 0(n+1)q×(n+1)q.
Beweis. Sei n ∈ N0 mit 2n+ 1 6 κ. Wegen Lemma 4.12 gilt oﬀensichtlich
H−α.nT
0
q,n(I(n+1)q −Hα.nH−α.n) = H−α.n −H−α.nHα.nH−α.n = 0(n+1)q×(n+1)q.
Die weiteren Gleichungen folgen unmittelbar aus Bezeichnung 4.10, Satz 4.8 und
Lemma A.46. 
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Lemma 4.16. Seien α ∈ R und κ ∈ N ∪ {+∞} sowie (sj)κj=0 ∈ K>,eq,κ,α. Für jedes
n ∈ N0 mit 2n+ 1 6 κ gelten dann folgende Aussagen:
(a) Für jedes ζ ∈ C und jedes k ∈ N0 gelten
H−n RTq,n(ζ)T
k
q,n(I(n+1)q −HnH−n ) = 0(n+1)q×(n+1)q
und
(I(n+1)q −H−nHn)(T ∗q,n)k[RTq,n(ζ)]∗H−n = 0(n+1)q×(n+1)q. (4.20)
(b) Für jedes ζ ∈ C und jedes k ∈ N gelten
H−n RTq,n(ζ)T
k
q,n(I(n+1)q −Hα.nH−α.n) = 0(n+1)q×(n+1)q
und
(I(n+1)q −H−α.nHα.n)(T ∗q,n)k[RTq,n(ζ)]∗H−n = 0(n+1)q×(n+1)q.
(c) Für jedes ζ ∈ C und jedes k ∈ N0 gelten
H−α.nRTq,n(ζ)T
k
q,n(I(n+1)q −Hα.nH−α.n) = 0(n+1)q×(n+1)q
und
(I(n+1)q −H−α.nHα.n)(T ∗q,n)k[RTq,n(ζ)]∗H−α.n = 0(n+1)q×(n+1)q. (4.21)
Beweis. Sei n ∈ N0 mit 2n+ 1 6 κ.
(a) Sei ζ ∈ C. Mit Hilfe von Bemerkung 2.11 und Teil (a) von Lemma 4.15 ergeben
sich für jedes k ∈ N0 dann
H−n RTq,n(ζ)T
k
q,n(I(n+1)q −HnH−n ) = H−n
( n∑
j=0
ζjT jq,n
)
T kq,n(I(n+1)q −HnH−n )
=
n∑
j=0
ζjH−n T
j+k
q,n (I(n+1)q −HnH−n ) =
n∑
j=0
ζj · 0(n+1)q×(n+1)q = 0(n+1)q×(n+1)q
sowie unter Beachtung von der wegen K>,eq,κ,α ⊆ K>q,κ,α, Bemerkung 3.3 und Lemma 4.12
gültigen Beziehungen
H∗n = Hn, (H
−
n )
∗ = H−n und (H
−
nHn)
∗ = H∗n(H
−
n )
∗ = HnH−n (4.22)
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auch (4.20).
(b) Sei ζ ∈ C. Für jedes k ∈ N ergeben sich wegen Bemerkung 2.11 und Teil (b) von
Lemma 4.15 unmittelbar
H−n RTq,n(ζ)T
k
q,n(I(n+1)q −Hα.nH−α.n) = H−n
( n∑
j=0
ζjT jq,n
)
T kq,n(I(n+1)q −Hα.nH−α.n)
=
n∑
j=0
ζjH−n T
j+k
q,n (I(n+1)q −Hα.nH−α.n) =
n∑
j=0
ζj · 0(n+1)q×(n+1)q = 0(n+1)q×(n+1)q
sowie unter Beachtung von der wegen K>,eq,κ,α ⊆ K>q,κ,α, Bemerkung 3.3 und Lemma 4.12
gültigen Beziehungen
(H−n )
∗ = H−n , H
∗
α.n = Hα.n, (H
−
α.n)
∗ = H−α.n (4.23)
und
(H−α.nHα.n)
∗ = H∗α.n(H
−
α.n)
∗ = Hα.nH−α.n (4.24)
dann auch
(I(n+1)q −H−α.nHα.n)(T ∗q,n)k[RTq,n(ζ)]∗H−n
=
(
H−n RTq,n(ζ)T
k
q,n(I(n+1)q −Hα.nH−α.n)
)∗
= 0(n+1)q×(n+1)q.
(c) Sei ζ ∈ C. Für jedes k ∈ N0 ergibt sich wegen Bemerkung 2.11 und Teil (a) von
Lemma 4.15 auch
H−α.nRTq,n(ζ)T
k
q,n(I(n+1)q −Hα.nH−α.n) = H−α.n
( n∑
j=0
ζjT jq,n
)
T kq,n(I(n+1)q −Hα.nH−α.n)
=
n∑
j=0
ζjH−α.nT
j+k
q,n (I(n+1)q −Hα.nH−α.n) =
n∑
j=0
ζj · 0(n+1)q×(n+1)q = 0(n+1)q×(n+1)q,
woraus für jedes k ∈ N0 unter Berücksichtigung von (4.23) und (4.24) dann (4.21)
folgt. 
Lemma 4.17. Seien α ∈ R und κ ∈ N ∪ {+∞} sowie (sj)κj=0 ∈ K>,eq,κ,α. Für jedes
n ∈ N0 mit 2n+ 1 6 κ gelten dann folgende Aussagen:
(a) Für jedes ζ ∈ C und jedes η ∈ C gelten
H−n RTq,n(ζ)[RT ∗q,n(η)]
−∗(I(n+1)q −HnH−n ) = 0(n+1)q×(n+1)q
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und
(I(n+1)q −H−nHn)[RT ∗q,n(η)]−1[RTq,n(ζ)]∗H−n = 0(n+1)q×(n+1)q.
(b) Für jedes ζ ∈ C und jedes η ∈ C gelten
H−α.nRTq,n(ζ)[RT ∗q,n(η)]
−∗(I(n+1)q −Hα.nH−α.n) = 0(n+1)q×(n+1)q
und
(I(n+1)q −H−α.nHα.n)[RT ∗q,n(η)]−1[RTq,n(ζ)]∗H−α.n = 0(n+1)q×(n+1)q.
Beweis. Seien n ∈ N0 mit 2n + 1 6 κ und ζ, η ∈ C. Wegen K>,eq,κ,α ⊆ K>q,κ,α und
Bemerkung 3.3 sowie Lemma 4.12 gelten (4.22), (4.23) und (4.24).
(a) Aus Bemerkung 2.12 und Teil (a) von Lemma 4.16 folgt
H−n RTq,n(ζ)[RT ∗q,n(η)]
−∗(I(n+1)q −HnH−n )
= H−n RTq,n(ζ)(I(n+1)q − η¯Tq,n)(I(n+1)q −HnH−n )
= H−n RTq,n(ζ)(I(n+1)q −HnH−n )− η¯H−n RTq,n(ζ)Tq,n(I(n+1)q −HnH−n )
= 0(n+1)q×(n+1)q − η¯ · 0(n+1)q×(n+1)q = 0(n+1)q×(n+1)q,
woraus wir unter zusätzlicher Berücksichtigung von (4.22) dann
(I(n+1)q−H−nHn)[RT ∗q,n(η)]−1[RTq,n(ζ)]∗H−n
=
(
H−n RTq,n(ζ)[RT ∗q,n(η)]
−∗(I(n+1)q −HnH−n )
)∗
= 0(n+1)q×(n+1)q
erhalten.
(b) Aus Bemerkung 2.12 und Teil (c) von Lemma 4.16 folgt
H−α.nRTq,n(ζ)[RT ∗q,n(η)]
−∗(I(n+1)q −Hα.nH−α.n)
= H−α.nRTq,n(ζ)(I(n+1)q − η¯Tq,n)(I(n+1)q −Hα.nH−α.n)
= H−α.nRTq,n(ζ)(I(n+1)q −Hα.nH−α.n)− η¯H−α.nRTq,n(ζ)Tq,n(I(n+1)q −Hα.nH−α.n)
= 0(n+1)q×(n+1)q − η¯ · 0(n+1)q×(n+1)q = 0(n+1)q×(n+1)q
Hieraus erhalten wir unter Berücksichtigung von (4.23) und (4.24) dann
(I(n+1)q −H−α.nHα.n)[RT ∗q,n(η)]−1[RTq,n(ζ)]∗H−α.n
=
(
H−α.nRTq,n(ζ)[RT ∗q,n(η)]
−∗(I(n+1)q −Hα.nH−α.n)
)∗
= 0(n+1)q×(n+1)q. 
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Lemma 4.18. Seien α ∈ R sowie κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes
n ∈ N0 mit 2n+ 1 6 κ gilt dann
H−n RTq,n(α)(vq,nv
∗
q,nHnH
−
α.n + Tq,n) = H
−
α.n.
Beweis. Sei n ∈ N0 mit 2n + 1 6 κ. Wegen Lemma 2.19, Lemma 4.13 und Teil (a)
von Lemma 4.16 ergibt sich
H−n RTq,n(α)(vq,nv
∗
q,nHnH
−
α.n + Tq,n)
= H−n RTq,n(α)
[(
[RTq,n(α)]
−1Hn − Tq,nHα.n
)
H−α.n + Tq,n
]
= H−nHnH
−
α.n −H−n RTq,n(α)Tq,nHα.nH−α.n +H−n RTq,n(α)Tq,n
= H−α.n +H
−
n RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n) = H−α.n. 
Lemma 4.19. Seien α ∈ R sowie κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes
n ∈ N0 mit 2n+ 1 6 κ gilt dann
H−α.n
(
I(n+1)q −Hnvq,nv∗q,nRT ∗q,n(α)H−n
)
= T ∗q,nRT ∗q,n(α)H
−
n . (4.25)
Beweis. Sei n ∈ N0 mit 2n+ 1 6 κ. Nach Lemma 4.18 gilt oﬀensichtlich(
I(n+1)q −H−n RTq,n(α)vq,nv∗q,nHn
)
H−α.n = H
−
n RTq,n(α)Tq,n. (4.26)
Wegen K>,eq,κ,α ⊆ K>q,κ,α und Bemerkung 3.3 gelten H∗n = Hn und (Hα.n)∗ = Hα.n.
Unter Beachtung von [RTq,n(α)]∗ = [RTq,n(α¯)]∗ = RT ∗q,n(α) und (4.26) ergibt sich dann
(4.25). 
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5. Vom matriziellen Potenzmomentenproblem zum
zugehörigen System der Fundamentalen
Matrixungleichungen
Die in der vorliegenden Arbeit verwendete Methode der Potapovschen Fundamentalen
Matrixungleichungen geht auf V. P. Potapov zurück und besteht in ihrer Grundidee
darin, dass man einem (matriziellen) Interpolationsproblem oder einem (matriziel-
len) Momentenproblem ein System matrizieller Ungleichungen (im Sinne der Löwner-
Halbordnung in der Menge aller hermiteschen Matrizen) zuordnet, deren Einträge
aus den gegebenen Daten konstruiert sind, und anschließend nachweist, dass die Lö-
sungsmenge des betrachteten Interpolations- bzw. Momentenproblems und die Lö-
sungsmenge des Systems der Matrixungleichungen übereinstimmen. Durch die Para-
metrisierung aller Lösungen des Systems der Matrixungleichungen erhält man dann
eine Parametrisierung der Lösungsmenge des betrachteten Interpolations- bzw. Mo-
mentenproblems. In einigen Fällen, wie z. B. dem matriziellen Schur-Problem oder
dem matriziellen ﬁniten Hamburgerschen Potenzmomentenproblem, besteht das Sys-
tem der Matrixungleichungen nur aus einer Matrixungleichung (siehe [Dub82], [Ko83]
sowie [DFK92], [CH98], [Th06a]). Die Methoden zur Lösung des jeweils betrachteten
Systems Fundamentaler Matrixungleichungen bei den verschiedenen Interpolations-
und Momentenproblemen besitzen gleichartige wie spezielle Aspekte. Hierauf soll an
dieser Stelle nicht weiter eingegangen werden und es sei in diesem Zusammenhang auf
die von L.A. Sakhnovich ausgearbeitete abstrakte Fassung der Potapovschen Faktori-
sierungsmethoden zur Bestimmung der Lösungsmenge der Fundamentalen Matrixun-
gleichung (siehe [Sa86] und [Sa97]) sowie die in [Mä09, Abschnitt 1.1] vorgenommenen
historischen Bemerkungen verwiesen.
5.1. Diskussion spezieller Matrixfunktionen
Die in diesem Teilkapitel vorgestellten Betrachtungen, die zeigen, dass jede Lösung
des ﬁniten matriziellen verallgemeinerten Stieltjesschen Potenzmomentenproblems
P [[α,+∞); (sj)mj=0,6] notwendig Lösung eines Systems Potapovscher Fundamenta-
ler Matrixungleichungen ist, wurden im Wesentlichen in [Mä08] erarbeitet und später
in [MP11] in großen Teilen ausführlich dargelegt, sodass wir eine Reihe von Beweisen
kurz darstellen bzw. ganz darauf verzichten können.
Wenden wir uns nun den Potapovschen Fundamentalen Matrixungleichungen zu, die
bei den von uns betrachteten Momentenproblemen relevant sind. Dazu werden zu-
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nächst bei Vorgabe einer q × q-Matrixfunktion f und einer Folge komplexer q × q-
Matrizen gewisse Matrixfunktionen P [f ]k deﬁniert.
Bezeichnung 5.1. Seien α ∈ R sowie κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge aus
Cq×q.Weiterhin seien G eine Teilmenge von C mit G \R 6= ∅ sowie f : G → Cq×q eine
Matrixfunktion. Für jedes n ∈ N0 mit 2n 6 κ bezeichne P [f ]2n : G \ R→ C(n+2)q×(n+2)q
die für jedes z ∈ G \ R gemäß
P
[f ]
2n (z) :=
(
Hn RTq,n(z)[vq,nf(z)− un](
RTq,n(z)[vq,nf(z)− un]
)∗ f(z)−f∗(z)
z−z¯
)
(5.1)
deﬁnierte Matrixfunktion. Falls κ > 1 ist, bezeichne für jedes n ∈ N0 mit 2n+ 1 6 κ
weiterhin P [f ]2n+1 : G \ R→ C(n+2)q×(n+2)q die für jedes z ∈ G \ R gemäß
P
[f ]
2n+1(z) :=
RTq,n(z)[vq,n(z − α)f(z)
Hα.n −(−αun − y0,n)](
RTq,n(z)[vq,n(z − α)f(z)− (−αun − y0,n)]
)∗ (z−α)f(z)−[(z−α)f(z)]∗
z−z¯
 (5.2)
deﬁnierte Matrixfunktion. Weiterhin sei die Matrixfunktion P [f ]−1 : G \ R → Cq×q für
jedes z ∈ G \ R gemäß
P
[f ]
−1(z) :=
(z − α)f(z)− [(z − α)f(z)]∗
z − z¯ (5.3)
deﬁniert.
In Zusammenhang mit dem ﬁniten Stieltjesschen Potenzmomentenproblem
P [[α,+∞); (sj)mj=0,6] nennt man die in Bezeichnung 5.1 eingeführten Matrizen, wobei
G = C \R ist, auch die zugehörigen Potapovschen Fundamentalmatrizen und spricht
in dem Fall, dass sie nichtnegativ hermitesch sind, davon, dass die Potapovschen
Fundamentalen Matrixungleichungen (zum betrachteten matriziellen Stieltjesschen
Momentenproblem) erfüllt sind.
Wir werden im Folgenden die in Bezeichnung 5.1 eingeführten Matrixfunktionen ver-
wenden, ohne in jedem Fall expliziten Bezug auf (5.1), (5.2) bzw. (5.3) zu nehmen.
Bemerkung 5.2. Seien κ ∈ N0 ∪{+∞} und (sj)κj=0 eine Folge aus Cq×q. Weiterhin
seien G eine Teilmenge von C mit G \R 6= ∅ sowie f : G → Cq×q eine Matrixfunktion.
Für jedes z ∈ G \ R gilt unter Berücksichtigung von (2.8) und (2.4) die Beziehung
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RTq,0(z) [vq,0f(z)− u0] = f(z) sowie wegen (5.1) und (0.4) dann
P
[f ]
0 (z) =
(
s0 f(z)
f ∗(z) f(z)−f
∗(z)
z−z¯
)
.
Für jede komplexe p× q-Matrix A bezeichne im Weiteren A{1} die Menge aller {1}-
Inversen von A, d. h., es sei A{1} := {X ∈ Cq×p : AXA = A}.
Bemerkung 5.3. Seien κ ∈ N0 ∪ {+∞} sowie (sj)κj=0 eine Folge komplexer q × q-
Matrizen.Weiterhin seien G eine Teilmenge von C mit G \R 6= ∅ sowie f : G → Cq×q
eine Matrixfunktion. Seien n ∈ N0 mit 2n 6 κ und P [f ]2n : G \ R → C(n+2)q×(n+2)q die
gemäß (5.1) deﬁnierte Matrixfunktion.
(a) In Hinblick auf Lemma A.25 gilt für jedes z ∈ G \ R genau dann P [f ]2n (z) ∈
C(n+2)q×(n+2)q> , wenn folgende drei Bedingungen erfüllt sind:
(i) (sj)2nj=0 ∈ H>q,2n, d. h. Hn ∈ C(n+1)q×(n+1)q> .
(ii) Für jedes z ∈ G \ R gilt R(RTq,n(z)[vq,nf(z)− un]) ⊆ R(Hn).
(iii) Für jedes z ∈ G \ R ist
Σ
[f ]
2n(z) :=
f(z)− f ∗(z)
z − z¯
− (RTq,n(z)[vq,nf(z)− un])∗H+n (RTq,n(z)[vq,nf(z)− un]) (5.4)
eine nichtnegativ hermitesche Matrix.
(b) Sei H(1)n ∈ Hn{1}. Falls P [f ]2n (z) ∈ C(n+2)q×(n+2)q> für jedes z ∈ G \ R erfüllt ist,
lässt sich mit Hilfe von (ii) und Lemma A.21 leicht nachweisen, dass für jedes
z ∈ G \ R die Darstellung
Σ
[f ]
2n(z) =
f(z)− f ∗(z)
z − z¯ −
(
RTq,n(z)[vq,nf(z)− un]
)∗
H(1)n
(
RTq,n(z)[vq,nf(z)− un]
)
gilt.
Bemerkung 5.4. Seien α ∈ R, κ ∈ N ∪ {+∞} sowie (sj)κj=0 eine Folge kom-
plexer q × q-Matrizen. Weiterhin seien G eine Teilmenge von C mit G \ R 6= ∅
sowie f : G → Cq×q eine Matrixfunktion. Seien n ∈ N0 mit 2n + 1 6 κ und
P
[f ]
2n+1 : G \ R→ C(n+2)q×(n+2)q die gemäß (5.2) deﬁnierte Matrixfunktion.
71
5 Vom matriziellen Potenzmomentenproblem zum zugehörigen
System der Fundamentalen Matrixungleichungen
(a) In Hinblick auf Lemma A.25 gilt für jedes z ∈ G \ R genau dann P [f ]2n+1(z) ∈
C(n+2)q×(n+2)q> , wenn folgende drei Bedingungen erfüllt sind:
(iv) (sα.j)
2(n+1)
j=0 ∈ H>q,n+1, d. h. Hα.n ∈ C(n+1)q×(n+1)q> .
(v) Für jedes z ∈ G \ R gilt R (RTq,n(z)[vq,n(z − α)f(z)− (−αun − y0,n)]) ⊆
R(Hα.n).
(vi) Für jedes z ∈ G \ R ist die Matrix
Σ
[f ]
2n+1(z) :=
(z − α)f(z)− [(z − α)f(z)]∗
z − z¯
− (RTq,n(z)[vq,n(z − α)f(z)− (−αun − y0,n)])∗
·H+α.n
(
RTq,n(z)[vq,n(z − α)f(z)− (−αun − y0,n)]
)
(5.5)
nichtnegativ hermitesch.
(b) Sei H(1)α.n ∈ Hα.n{1}. Falls P [f ]2n+1(z) ∈ C(n+2)q×(n+2)q> für jedes z ∈ G \ R erfüllt
ist, lässt sich mit Hilfe von (v) und Lemma A.21 leicht nachweisen, dass für
jedes z ∈ G \ R die Darstellung
Σ
[f ]
2n+1(z) :=
(z − α)f(z)− [(z − α)f(z)]∗
z − z¯
− (RTq,n(z)[vq,n(z − α)f(z)− (−αun − y0,n)])∗
·H(1)α.n
(
RTq,n(z)[vq,n(z − α)f(z)− (−αun − y0,n)]
)
gilt.
Lemma 5.5. Seien κ ∈ N0∪{+∞} und (sj)κj=0 eine Folge aus Cq×q. Weiterhin seien
G eine Teilmenge von C mit G \ R 6= ∅ sowie f : G → Cq×q eine Matrixfunktion.
(a) Für jedes n ∈ N0 mit 2n 6 κ und jedes k ∈ Z0,n sowie jedes z ∈ G \R ist P [f ]2k (z)
eine Hauptuntermatrix von P [f ]2n (z) und es gilt insbesondere: Falls die Matrix
P
[f ]
2n (z) nichtnegativ hermitesch ist, so ist auch die Matrix P
[f ]
2k (z) nichtnegativ
hermitesch.
(b) Falls κ > 1 gilt, ist für jedes n ∈ N0 mit 2n + 1 6 κ und jedes k ∈ Z0,n sowie
jedes z ∈ G \ R dann P [f ]2k+1(z) eine Hauptuntermatrix von P [f ]2n+1(z) und es gilt
insbesondere: Falls die Matrix P [f ]2n+1(z) nichtnegativ hermitesch ist, so ist auch
die Matrix P [f ]2k+1(z) nichtnegativ hermitesch.
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Der Beweis von Lemma 5.5 kann im Fall k ∈ Z0,n−1 dadurch geführt werden, dass
man mit der gemäß Θk,n := diag
(
I(k+1)q, 0(n−k)q×(n−k)q, Iq
)
deﬁnierten Matrix unter
Beachtung von (0.4), (0.5), (0.11), (2.9) und (2.10) die Gültigkeit der Gleichungen
Θk,nP
[f ]
2n (z)Θ
∗
k,n
=
 Hk 0(k+1)q×(n−k)q RTq,k(z)[vq,kf(z)− uk]0(n−k)q×(k+1)q 0(n−k)q×(n−k)q 0(n−k)q×q(
RTq,k(z)[vq,kf(z)− uk]
)∗
0q×(n−k)q
f(z)−f∗(z)
z−z¯

und
Θk,nP
[f ]
2n+1(z)Θ
∗
k,n
=

RTq,k(z)
[
vq,k(z − α)f(z)
Hα.k 0(k+1)q×(n−k)q −(−αuk − y0,k)
]
0(n−k)q×(k+1)q 0(n−k)q×(n−k)q 0(n−k)q×q(
RTq,k(z)
[
vq,k(z − α)f(z) 0q×(n−k)q (z−α)f(z)−[(z−α)f(z)]∗z−z¯
−(−αuk − y0,k)
])∗

nachweist und Bezeichnung 5.1 beachtet. Im Fall k = n ist die Aussage in Lemma 5.5
trivialerweise erfüllt. Einen ausführlichen Beweis von Lemma 5.5 ﬁndet man z. B. in
[MP11, Lemma 3.3, Seiten 185-193].
Lemma 5.6. Seien κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge aus Cq×q. Weiterhin
seien G eine Teilmenge von C und E eine Teilmenge von G mit G \ (R∪E) 6= ∅. Seien
f˜ : G \ E → Cq×q eine stetige Matrixfunktion und f eine stetige Fortsetzung von f˜
nach G. Für jedes m ∈ Z−1,κ gelten dann folgende Aussagen:
(a) Für jedes z ∈ G \ (R ∪ E) gilt P [f ]m (z) = P [f˜ ]m (z).
(b) Falls E eine diskrete Teilmenge von G ist und für jedes z ∈ G \ (R ∪ E) die
Matrix P [f˜ ]m (z) nichtnegativ hermitesch ist, so ist für jedes z ∈ G \R die Matrix
P
[f ]
m (z) nichtnegativ hermitesch.
Einen ausführlichen Beweis von Lemma 5.6 im Fall m ∈ Z0,κ ﬁndet man z. B. in
[MP11, Lemma 3.4, Seiten 193-195]. Unter Berücksichtigung von (5.3) folgt die Aus-
sage im Fall m = −1 in analoger Vorgehensweise unmittelbar.
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Lemma 5.7. Seien κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge aus Cq×q sowie G eine
Teilmenge von C mit G \ R 6= ∅ und f : G → Cq×q eine Matrixfunktion. Dann gelten
folgende Aussagen:
(a) Für jedes n ∈ N0 mit 2n 6 κ und jedes z ∈ G \ R gilt(
s0 f(z)
f ∗(z) f(z)−f
∗(z)
z−z¯
)
= (vq,n+1, vq,n+1)
∗P [f ]2n (z)(vq,n+1, vq,n+1). (5.6)
(b) Falls κ > 1 gilt, gilt für jedes n ∈ N0 mit 2n+ 1 6 κ und jedes z ∈ G \ R dann( −αs0 + s1 (z − α)f(z) + s0
[(z − α)f(z) + s0]∗ (z−α)f(z)−[(z−α)f(z)]∗z−z¯
)
= (vq,n+1, vq,n+1)
∗P [f ]2n+1(z)(vq,n+1, vq,n+1). (5.7)
Der Beweis von Lemma 5.7 erfolgt durch Ausrechnen der rechten Seiten der Gleichun-
gen (5.6) und (5.7). Wir verzichten an dieser Stelle auf einen Nachweis und verweisen
auf den ausführlichen Beweis in [MP11, Lemma 3.5, Seiten 195-199].
Für jedes m ∈ Z bezeichne im Weiteren
lm :=
{
m
2
, falls m gerade
m−1
2
, falls m ungerade.
(5.8)
Ist G eine nichtleere Teilmenge von C, so bezeichne G∨ := {z ∈ C : z¯ ∈ G} und bei
zusätzlich gegebener Matrixfunktion f : G → Cp×q dann f∨ : G∨ → Cq×p gemäß
f∨(z) := f ∗(z¯) für jedes z ∈ G∨. Wir bemerken, dass (Π+)∨ = Π− sowie (Π−)∨ = Π+
gelten, und dass für jedes α ∈ R weiterhin (C \ [α,+∞))∨ = C \ [α,+∞) erfüllt ist.
Lemma 5.8. Seien κ ∈ N0∪{+∞} und (sj)κj=0 eine Folge aus Cq×qH . Weiterhin seien
G eine Teilmenge von C mit G \ R 6= ∅ und f : G → Cq×q eine Matrixfunktion. Für
jedes m ∈ Z−1,κ und jedes z ∈ G∨ \R gibt es dann eine komplexe (lm + 2)× (lm + 2)-
Matrix Xm(z) mit P
[f∨]
m (z) = Xm(z)P
[f ]
m (z¯)X∗m(z).
Lemma 5.8 wird bei den weiteren Betrachtungen in der vorliegenden Arbeit nicht ver-
wendet, sodass wir auf eine Darstellung des in [FMä10] entwickelten und in [MP11,
Lemma 3.6, Seiten 200-208] ausführlich vorgestellten Beweises an dieser Stelle ver-
zichten.
Bevor wir die grundlegende Integraldarstellung der Potapovschen Fundamentalmatri-
zen angeben (siehe Satz 5.26), scheint es günstig, einige (bekannte) Integraldarstellun-
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gen von Block-Hankel-Matrizen voranzustellen, die aus den Momenten nichtnegativ
hermitescher Maße gebildet sind und einen Zwischenschritt zur Integraldarstellung
der Potapovschen Fundamentalmatrizen darstellen.
Im Folgenden betrachten wir nun eine beliebige zu BR \ {∅} gehörige Menge Ω und
die für jedes n ∈ N0 und jedes t ∈ Ω gemäß Eq,n,Ω(t) := col (tjIq)nj=0 bzw.Fq,n,Ω(t) :=
tEq,n,Ω(t) deﬁnierten Matrixfunktionen Eq,n,Ω : Ω → C(n+1)q×q und Fq,n,Ω : Ω →
C(n+1)q×q. Für jedes n ∈ N0 gelten mit den in (2.17) deﬁnierten Matrixfunktionen
Eq,n : C → C(n+1)q×q und Fq,n : C → C(n+1)q×q dann Eq,n,Ω = Rstr ΩEq,n und
Fq,n,Ω = Rstr ΩFq,n. Insbesondere gilt für jedes n ∈ N0 und jedes t ∈ Ω wegen (2.18)
die Identität
RTq,n(t)vq,n = Eq,n(t). (5.9)
Wir machen an dieser Stelle darauf aufmerksam, dass in Anhang B einige Resultate
zur Integrationstheorie nichtnegativ hermitescher Maße angegeben sind, die auf [Ka50]
und [Ro64] zurückgehen. Die hier gewählte Form der Präsentation orientiert sich
an den ausführlichen Darstellungen in [GL95], [Pe08] und [MP11]. Seien (Ω,A) ein
messbarer Raum und µ ∈Mq>(Ω,A). Es bezeichne τ das Spurmaß von µ und µ′τ eine
Version der Spurableitung (siehe Bemerkung B.14) von µ. Es seien Φ : Ω → Cp×q
eine A − Bp×q-messbare Abbildung und Ψ : Ω → Cr×q eine A − Br×q-messbare
Abbildung. Dann heißt das Paar [Φ,Ψ] linksintegrierbar bezüglich µ, falls Φµ′τΨ
∗ zu
[L1 (Ω,A, τ ;C)]p×r gehört. Es wird ∫
Ω
Φ dµΨ∗ :=
∫
Ω
Φµ′τΨ
∗dτ deﬁniert und für dieses
Integral wird auch
∫
Ω
Φ(ω)µ(dω)Ψ∗(ω) geschrieben. Eine A−Bp×q-messbare Funktion
Φ : Ω → Cp×q heißt quadratisch linksintegrierbar bezüglich µ, wenn das Paar [Φ,Φ]
bezüglich µ linksintegrierbar ist. Dann bezeichne p × q − L2(Ω,A, µ;C) die Menge
aller bezüglich µ quadratisch linksintegrierbaren A − Bp×q-messbaren Abbildungen
Φ : Ω→ Cp×q.
Wir erhalten nun Integraldarstellungen spezieller Block-Hankel-Matrizen, die aus Po-
tenzmomenten nichtnegativ hermitescher Maße auf (Ω,BΩ) gebildet werden. Integ-
raldarstellungen dieses Typs sind bekannt, doch aufgrund ihrer Verwendung im Fol-
genden sollen sie explizit aufgeführt werden.
Lemma 5.9. Seien Ω ∈ BR \ {∅} und κ ∈ N0 ∪ {+∞}. Weiterhin sei σ ∈Mq>,κ(Ω).
Dann gelten folgende Aussagen:
(a) Für jede Wahl von m, n ∈ N0 mit m + n 6 κ ist dann das Paar
[ Rstr ΩEq,m, Rstr ΩEq,n] bezüglich σ linksintegrierbar und es gilt∫
Ω
Eq,m(t)σ(dt)E
∗
q,n(t) = (s
[σ]
j+k)j=0,...,m
k=0,...,n
.
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(b) Falls κ > 1 gilt, sind für jede Wahl von m, n ∈ N0 mit m+n+ 1 6 κ die Paare
[ Rstr ΩFq,m, Rstr ΩEq,n] und [ Rstr ΩEq,m, Rstr ΩFq,n] bezüglich σ linksintegrier-
bar und es gelten ∫
Ω
Fq,m(t)σ(dt)E
∗
q,n(t) = (s
[σ]
j+k+1)j=0,...,m
k=0,...,n
und ∫
Ω
Eq,m(t)σ(dt)F
∗
q,n(t) = (s
[σ]
j+k+1)j=0,...,m
k=0,...,n
.
(c) Falls κ > 2 gilt, ist für jede Wahl von m, n ∈ N0 mit m + n + 2 6 κ das Paar
[ Rstr ΩFq,m, Rstr ΩFq,n] bezüglich σ linksintegrierbar und es gilt∫
Ω
Fq,m(t)σ(dt)F
∗
q,n(t) = (s
[σ]
j+k+2)j=0,...,m
k=0,...,n
.
Der Beweis von Lemma 5.9 benutzt Rechenregeln der Integrationstheorie nichtnegativ
hermitescher Maße, insbesondere Lemmata B.20 und B.21. Ein ausführlicher Beweis
von Lemma 5.9 ist z. B. in [MP11, Lemma 3.7, Seiten 209-211] angegeben.
Bemerkung 5.10. Seien Ω ∈ BR \ {∅} und κ ∈ N0 ∪ {+∞} sowie σ ∈ Mq>,κ(Ω).
Nach Lemma 5.9 gelten dann folgende Aussagen:
(a) Für jedes n ∈ Z0,κ ist das Paar [ Rstr ΩEq,n, Rstr ΩEq,0] bezüglich σ linksinte-
grierbar und die Matrix
y
[σ]
0,n := col (s
[σ]
j )
n
j=0 (5.10)
gestattet die Darstellung y[σ]0,n =
∫
Ω
Eq,n(t)σ(dt)E
∗
q,0(t).
(b) Falls κ > 1 ist, gestattet mit der Bezeichnung s[σ]−1 := 0q×q und unter Beachtung
von (2.9) für jedes n ∈ Z0,κ die Matrix
u[σ]n := col (−s[σ]j−1)nj=0 (5.11)
die Darstellung u[σ]n = −Tq,n y[σ]0,n−1 sowie unter Berücksichtigung von (a) auch
u
[σ]
n =
∫
Ω
−Tq,nEq,n−1(t)σ(dt)E∗q,0(t).
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Lemma 5.11. Seien Ω ∈ BR \ {∅} und n ∈ N0 sowie (s[σ]j )2nj=0 gemäß (0.3) deﬁniert.
Dann gelten folgende Aussagen:
(a) Es ist genau dann σ ∈ Mq>,2n(Ω) erfüllt, wenn Rstr ΩEq,n ∈ (n + 1)q × q −
L2(Ω,BΩ, σ;C) gilt. Falls σ zu Mq>,2n(Ω) gehört, gilt für jedes m ∈ N0 mit
2m 6 n dann Rstr ΩEq,m ∈ (m + 1)q × q − L2(Ω,BΩ, σ;C) und die Block-
Hankel-Matrix
H [σ]m := (s
[σ]
j+k)
m
j,k=0 (5.12)
gestattet die Integraldarstellung
H [σ]m =
∫
Ω
Eq,m(t)σ(dt)E
∗
q,m(t).
(b) Es sind folgende Aussagen äquivalent:
(i) Es gilt σ ∈Mq>,2n+1(Ω).
(ii) Das Paar [ Rstr ΩFq,n, Rstr ΩEq,n] ist bezüglich σ linksintegrierbar.
(iii) Das Paar [ Rstr ΩEq,n, Rstr ΩFq,n] ist bezüglich σ linksintegrierbar.
Falls (i) erfüllt ist, sind für jedes m ∈ N0 mit 2m + 1 6 n die Paare
[ Rstr ΩFq,m, Rstr ΩEq,m] und [ Rstr ΩEq,m, Rstr ΩFq,m] bezüglich σ linksintegrier-
bar und die Block-Hankel-Matrix
K [σ]m := g(s
[σ]
j+k+1)
m
j,k=0 (5.13)
gestattet die Integraldarstellungen
K [σ]m =
∫
Ω
Fq,m(t)σ(dt)E
∗
q,m(t) und K
[σ]
m =
∫
Ω
Eq,m(t)σ(dt)F
∗
q,m(t).
(c) Es gehört σ genau dann zu Mq>,2n+2(Ω), wenn Rstr ΩFq,n ∈ (n + 1)q × q −
L2(Ω,BΩ, σ;C) gilt. Falls σ zu Mq>,2n+2(Ω) gehört, gilt für jedes m ∈ N0 mit
2m + 2 6 n dann Rstr ΩFq,m ∈ (m + 1)q × q − L2(Ω,BΩ, σ;C) und die Block-
Hankel-Matrix
G[σ]m := (s
[σ]
j+k+2)
m
j,k=0 (5.14)
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gestattet die Integraldarstellung
G[σ]m =
∫
Ω
Fq,m(t)σ(dt)F
∗
q,m(t).
Unter Beachtung von Resultaten der Integrationstheorie nichtnegativ hermitescher
Maße (siehe Lemmata B.20 und B.21) ist es ohne größere Schwierigkeiten möglich, mit
Hilfe von Lemma 5.9 und Bemerkung B.35 voranstehendes Lemma 5.11 zu beweisen.
Einen ausführlichen Beweis ﬁndet man z. B. in [MP11, Lemma 3.9, Seiten 212-216].
Wir weisen darauf hin, dass wir die durch (5.10), (5.11), (5.12), (5.13) und (5.14)
eingeführten Bezeichnungen im Weiteren verwenden, ohne in jedem Fall darauf noch
einmal explizit Bezug zu nehmen.
Lemma 5.12. Seien Ω ∈ BR \ {∅} und κ ∈ N0 ∪ {+∞} sowie σ ∈ Mq>,κ(Ω). Dann
gelten folgende Aussagen:
(a) Für jedes m ∈ N0 mit 2m 6 κ ist die Matrix H [σ]m nichtnegativ hermitesch.
(b) Falls κ > 2 gilt, ist für jedes m ∈ N0 mit 2m+2 6 κ die Matrix G[σ]m nichtnegativ
hermitesch.
(c) Falls κ > 1 gilt, ist für jedes m ∈ N0 mit 2m + 1 6 κ ist die Matrix K [σ]m
hermitesch. Falls Ω ⊆ [0,+∞) gilt, ist für jedes m ∈ N0 mit 2m + 1 6 κ die
Matrix K [σ]m nichtnegativ hermitesch.
Ein Beweis von Lemma 5.12 ergibt sich aus Lemma 5.11 unter Berücksichtigung der
Sätze B.22 und B.24 (siehe z. B. auch [MP11, Lemma 3.10, Seiten 216-218]).
Bemerkung 5.13. Seien Ω ∈ BR \{∅} und κ ∈ N0∪{+∞} sowie (sj)κj=0 eine Folge
aus Cq×q derart, dassMq>[Ω; (sj)κj=0,=] 6= ∅ ist. Dann erkennt man aus Lemma 5.11
und Lemma 5.12, dass sj = s∗j für jedes j ∈ Z0,κ sowie s2m ∈ Cq×q> für jedes m ∈ N0
mit 2m 6 κ gelten.
5.2. Spezielle Integraldarstellungen
In diesem Abschnitt werden weitere (bekannte) Integraldarstellungen für Block-
Hankel-Matrizen vorgestellt, die aus gegebenen matriziellen Momenten gebildet sind.
Dabei wenden wir Resultate des vorangehenden Teilabschnitts an, indem wir dort
eine aus BR \ {∅} beliebig gewählte Menge Ω, über die integriert wird, spezialisieren.
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Mit dieser speziell gewählten Menge Ω werden entsprechend die bisher eingeführte Be-
zeichnungen weiterhin verwendet. Wir können uns bei den Betrachtungen in diesem
Teilabschnitt wiederum kurz fassen und auf die ausführliche Darstellung in [MP11]
verweisen.
Lemma 5.14. Seien α ∈ R und κ ∈ N∪{+∞} sowie σ ∈Mq>,κ([α,+∞)). Für jedes
n ∈ N0 mit 2n+ 1 6 κ gehört dann die für jedes t ∈ [α,+∞) durch (2.17) und
fα,n(t) :=
√
t− αEq,n(t)
deﬁnierte Matrixfunktion fα,n : [α,+∞) → C(n+1)q×q zu (n + 1)q × q − L2([α,+∞),
B[α,+∞), σ;C) sowie die durch (5.12) und (5.13) deﬁnierte Block-Hankel-Matrix
−αH [σ]n +K [σ]n gestattet die Darstellung
−αH [σ]n +K [σ]n =
∫
[α,+∞)
[
√
t− αEq,n(t)]σ(dt) [
√
t− αEq,n(t)]∗. (5.15)
Insbesondere ist für jedes n ∈ N0 mit 2n+1 6 κ die Matrix −αH [σ]n +K [σ]n nichtnegativ
hermitesch.
Man kann Lemma 5.14 ohne besondere Schwierigkeiten durch Anwendung von Lem-
ma 5.9 mit Ω = [α,+∞) sowie Lemma B.20 und Satz B.24 beweisen (siehe z. B.
[MP11, Lemma 3.12, Lemma 3.13, Seiten 219-222]). Wir wollen an dieser Stelle auf
eine Darstellung von Details verzichten.
Lemma 5.15. Seien α ∈ R und κ ∈ N0 ∪ {+∞} sowie (sj)κj=0 eine Folge komple-
xer q × q-Matrizen derart, dass Mq>[[α,+∞); (sj)κj=0,=] 6= ∅ ist. Des Weiteren sei
σ ∈Mq>[[α,+∞); (sj)κj=0,=]. Dann gelten folgende Aussagen:
(a) Für jedes n ∈ N0 mit 2n 6 κ gestattet die Block-Hankel-Matrix Hn die Darstel-
lung
Hn =
∫
[α,+∞)
Eq,n(t)σ(dt)E
∗
q,n(t) (5.16)
und insbesondere ist Hn nichtnegativ hermitesch.
(b) Falls κ > 1 gilt, gestattet für jedes n ∈ N0 mit 2n + 1 6 κ die Block-Hankel-
Matrix Hα.n die Darstellung
Hα.n =
∫
[α,+∞)
[√
t− αEq,n(t)
]
σ(dt)
[√
t− αEq,n(t)
]∗
(5.17)
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und insbesondere ist Hα.n nichtnegativ hermitesch.
Die Behauptung des Lemmas ergibt sich unmittelbar aus den Lemmata 5.11, 5.12
und 5.14 (siehe z. B. auch [MP11, Lemma 3.14, Seiten 222/223]).
Lemma 5.16. Seien α ∈ R,m ∈ N0 und (sj)mj=0 eine Folge komplexer q × q-Matrizen
derart, dassMq>[[α,+∞); (sj)mj=0,6] 6= ∅ ist. Sei σ ∈Mq>[[α,+∞); (sj)mj=0,6]. Dann
gelten folgende Aussagen:
(a) Falls m > 1 gilt, ist für jedes n ∈ N0 mit 2n+1 6 m dann Hn eine nichtnegativ
hermitesche Matrix, die die Integraldarstellung (5.16) gestattet.
(b) Falls m > 2 gilt, ist für jedes n ∈ N0 mit 2n+2 6 m dann Hα.n eine nichtnegativ
hermitesche Matrix, die die Integraldarstellung (5.17) gestattet.
(c) Falls n ∈ N0 derart ist, dass 2n = m gilt, so ist Hn eine nichtnegativ hermitesche
Matrix, die die Darstellung
Hn =
∫
[α,+∞)
Eq,n(t)σ(dt)E
∗
q,n(t) + vq,n(s2n − s[σ]2n)v∗q,n
gestattet, wobei vq,n durch (2.6) gegeben ist.
(d) Falls n ∈ N0 derart ist, dass 2n+1 = m erfüllt ist, so ist Hα.n eine nichtnegativ
hermitesche Matrix, die die Darstellung
Hα.n =
∫
[α,+∞)
[
√
t− αEq,n(t)]σ(dt)[
√
t− αEq,n(t)]∗ + vq,n(s2n+1 − s[σ]2n+1)v∗q,n
gestattet.
Einen ausführlichen Beweis von Lemma 5.16 ﬁndet man z. B. in [MP11, Lemma 3.15,
Seiten 224-226].
Wie bereits in Abschnitt 0.2 erwähnt, erhalten wir nun auf eigenem Wege die Notwen-
digkeit der in Theorem 0.5 angegebenen notwendigen und hinreichenden Bedingung
für die Lösbarkeit des Momentenproblems P [[α,+∞); (sj)mj=0,6]:
Bemerkung 5.17. Seien α ∈ R und m ∈ N0 sowie (sj)mj=0 eine Folge komplexer
q × q-Matrizen derart, dass Mq>[[α,+∞); (sj)mj=0,6] nichtleer ist. In Hinblick auf
Lemma 5.16 sowie K>q,0,α := H>q,0, (0.7) und (0.8) gilt dann notwendig (sj)mj=0 ∈ K>q,m,α.
Für jedes Ω ∈ BR \ {∅} bezeichne im WeiterenMq>[Ω; (sj)−1j=0,=] :=Mq>(Ω).
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Lemma 5.18. Seien Ω ∈ BR \ {∅} und κ ∈ N0 ∪ {+∞} sowie (sj)κ−1j=0 eine Folge
komplexer q × q-Matrizen derart, dassMq>[Ω; (sj)κ−1j=0 ,=] ∩Mq>,κ(Ω) 6= ∅ ist. Weiter-
hin sei σ ∈ Mq>[Ω; (sj)κ−1j=0 ,=] ∩Mq>,κ(Ω). Für jedes m ∈ Z0,κ und jedes z ∈ C gilt
dann
−RTq,m(z)um =
∫
Ω
RTq,m(z)Tq,mRTq,m(t)vq,m σ(dt) I
∗
q . (5.18)
Einen ausführlichen Beweis von Lemma 5.18 ist z. B. in [MP11, Lemma 3.17, Seiten
227-229] angegeben.
5.3. Integraldarstellung der Potapovschen Fundamentalmatrix
Ausgehend von einer Lösung S des (transformierten) Potenzmomentenproblems
S[[α,+∞); (sj)mj=0,6] wird in diesem Teilabschnitt nun nachgewiesen, dass die mit
G = C und f = S gemäß Bezeichnung 5.1 gebildeten Potapovschen Fundamentalma-
trizen geeignete Integraldarstellungen gestatten, aus denen ersichtlich ist, dass diese
Matrizen nichtnegativ hermitesch, d. h., die entsprechenden Potapovschen Fundamen-
talen Matrixungleichungen erfüllt sind. Zu Beginn dieses Teilabschnitts wollen wir uns
davon überzeugen, dass folgendes Resultat gilt:
Satz 5.19. Seien α ∈ R und κ ∈ N0 ∪ {+∞} sowie (sj)κj=0 eine Folge komplexer
q × q-Matrizen derart, dassMq>[[α,+∞); (sj)κj=0,=] 6= ∅ erfüllt ist. Dann gilt
Mq>[[α,+∞); (sj)κj=0,=] ∩Mq>,∞([α,+∞)) 6= ∅. (5.19)
Zum Beweis von Satz 5.19, den wir im Anschluss an Lemma 5.22 führen werden,
werden wir ein konkretes nichtnegativ hermitesches q × q-Maß angeben, das zur in
(5.19) linksstehenden Menge gehört. Hierzu und auch für andere Gesichtspunkte
soll kurz der Begriﬀ des vollständig degenerierten Maßes erläutert werden, der in
[DFKMT09] eingeführt wurde. In diesem Zusammenhang spielen bei Vorgabe eines
κ ∈ N0 ∪ {+∞} und einer Folge (sj)κj=0 komplexer q × q-Matrizen, wiederum die
durch (0.13), d. h. L0 := s0, und für jedes κ ∈ N mit 2k 6 κ durch (0.14), d. h.
Lk := s2k − zk,2k−1H+k−1yk,2k−1, gegebenen Schur-Komplemente eine Schlüsselrolle.
Ist n ∈ N0 gegeben, so wird eine Folge (sj)2nj=0 aus H>q,2n vollständig degeneriert
genannt, wenn Ln = 0q×q gilt. Falls n ∈ N0 und eine vollständig degenerierte Folge
(sj)
2n
j=0 aus H>q,2n gegeben sind, so gehört (sj)2nj=0 notwendig zu H>,eq,2n und es gibt genau
eine Folge (sj)∞j=2n+1 derart, dass (sj)
∞
j=0 zuH>q,∞ gehört (siehe [DFKMT09, Propositi-
on 2.37, Seite 777]). In diesem Fall heißt (sj)∞j=0 die Hankel-nichtnegativ deﬁnite
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Fortsetzung von (sj)
2n
j=0. Falls n ∈ N und (sj)2n−1j=0 ∈ H>,eq,2n−1 gegeben sind, dann
gibt es eine eindeutig bestimmte Folge (sj)∞j=2n komplexer q × q-Matrizen derart, dass
(sj)
∞
j=0 ∈ H>q,∞ und Ln = 0q×q gelten (siehe [DFKMT09, Proposition 2.38, Seite 777]).
In diesem Fall wird (sj)∞j=0 die vollständig degenerierte Hankel-nichtnegativ
deﬁnite Fortsetzung von (sj)
2n−1
j=0 genannt. Eine Folge (sj)
∞
j=0 aus H>q,∞ nennt man
vollständig degeneriert von der Ordnung n, wenn (sj)2nj=0 vollständig degeneriert
ist, d. h., da (sj)2nj=0 notwendig zu H>q,2n gehört, wenn Ln = 0q×q gilt.
Ist Ω ∈ BR \ {∅} vorgegeben, so wollen wir ein nichtnegativ hermitesches q × q-Maß
µ ausMq>(Ω) molekular nennen, wenn es eine endliche Teilmenge M von Ω derart
gibt, dass µ(Ω\M) = 0q×q gilt, wobei supp µ := {T ∈ Ω : µ({t}) 6= 0q×q} bezeichne.
Es gilt nun folgendes Resultat:
Satz 5.20. Seien n ∈ N und (sj)∞j=0 ∈ H>q,∞ vollständig degeneriert der Ordnung n.
Dann enthält die MengeMq>[R; (sj)∞j=0,=] genau ein Element µn. Dieses nichtnegativ
hermitesche q × q-Maß µn ist molekular und supp µn besitzt maximal nq Elemente.
Insbesondere gehört µn zuMq>,∞(R).
Satz 5.20 wurde in [DFKMT09, Proposition 4.9, Seiten 793/794] bewiesen. In Hin-
blick auf die Aussage von Satz 5.20 wurde in [DFKMT09, Deﬁnition 4.10, Seite 794]
folgender Begriﬀ eingeführt:
Deﬁnition 5.21. Seien n ∈ N und (sj)2n−1j=0 ∈ H>q,2n−1. Bezeichne (sj)∞j=0 die vollstän-
dig degenerierte Hankel-nichtnegativ deﬁnite Fortsetzung von (sj)2n−1j=0 . Dann heißt das
eindeutig bestimmte nichtnegativ hermitesche q × q-Maß µn ausMq>[R; (sj)∞j=0,=] das
zu (sj)
2n−1
j=0 gehörige vollständig degenerierte Maß.
Lemma 5.22. Seien α ∈ R und m ∈ N0 sowie (sj)mj=0 eine Folge komplexer q × q-
Matrizen derart, dassMq>[[α,+∞); (sj)κj=0,=] 6= ∅ gilt. Dann gelten folgende Aussa-
gen:
(a) Es gibt eine Folge (sk)∞k=m+1 komplexer q × q-Matrizen derart, dass (sj)∞j=0 ∈
K>q,∞,α gilt.
(b) Für jedes n ∈ N mit 2n− 1 > m gehört die Einschränkung σn := RstrB[α,+∞)µn
des zu (sj)mj=0 gehörigen vollständig degenerierten Maßes µn auf B[α,+∞) zu
Mq>[[α,+∞); (sj)mj=0,=] ∩Mq>,∞([α,+∞)).
Beweis. Nach Theorem 0.6 gilt (sj)mj=0 ∈ K>,eq,m,α. Wegen [DFKM10, Remark 4.14,
Seite 929] gibt es somit eine Folge (sk)∞k=m+1 komplexer q × q-Matrizen derart, dass
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(sj)
∞
j=0 ∈ K>,eq,∞,α richtig ist. Wir wählen ein n ∈ N mit 2n− 1 > m. Nach [DFKM10,
Theorem 4.2, Seiten 923/924] gehört dann die Einschränkung σn des zu (sj)2n−1j=0 ge-
hörigen vollständig degenerierten Maßes µn auf B[α,+∞) zuMq>[[α,+∞); (sj)mj=0,=].
Unter Beachtung von Satz 5.20 gilt darüber hinaus µn ∈ Mq>,∞(R) und folglich
σn ∈Mq>,∞([α,+∞)). 
Beweis von Satz 5.19. Mit Hilfe von Lemma 5.22 ergibt sich nun im Fall κ < +∞
unmittelbar ein Beweis von Satz 5.19. Im Fall κ = +∞ ist die Aussage von Satz 5.19
trivial. 
Die folgenden Betrachtungen in diesem Abschnitt beruhen auf typischen Schluss-
weisen, die in der Theorie der Potapovschen Fundamentalen Matrixungleichungen
angewendet werden (siehe z. B. [Dyu82a], [DK81], [Ko83], [CR01], [Mä05], [CDFK06]
und [CDFK07]). Wir wollen hierbei weitgehend auf die Darstellung von Beweisen
verzichten, da sie in ausführlicher Form in [MP11] zu ﬁnden sind. Die Formulierung
der Resultate gibt jedoch einen Eindruck davon, auf welchem Weg die Hauptresultate
dieses Teilabschnitts, d. h. die Sätze 5.26 und 5.27, erhalten werden können. Zunächst
verschärfen wir nun ein in [MP11, Lemma 3.18, Seiten 230/231] vorgestelltes Resultat.
Lemma 5.23. Seien α ∈ R und κ ∈ N ∪ {+∞} sowie (sj)κ−1j=0 eine Folge komplexer
q × q-Matrizen derart, dassMq>[[α,+∞); (sj)κ−1j=0 ,=] 6= ∅ gilt. Dann gelten (5.19) und
darüber hinaus für jedes
σ ∈Mq>[[α,+∞); (sj)κ−1j=0 ,=] ∩Mq>,κ([α,+∞)) (5.20)
folgende Aussage: Die α-Stieltjes-Transformierte S von σ erfüllt für jedes m ∈ Z0,κ
und jedes z ∈ C \ [α,+∞) die Identität
RTq,m(z) [vq,mS(z)− um] =
∫
[α,+∞)
Eq,m(t)σ(dt)
(
1
t− z Iq
)∗
.
Beweis. Nach Satz 5.19 gilt (5.19). Bei der weiteren Argumentation dieses Beweises
übernehmen wir die Schlussweisen aus dem Beweis in [MP11, Lemma 3.18, Seiten
230/231]. Sei (5.20) erfüllt. Weiterhin seien m ∈ Z0,κ und z ∈ C \ [α,+∞). Da S die
α-Stieltjes-Transformierte von σ ist, erhalten wir mit Hilfe von (1.22) und Lemma B.25
sowie Lemma B.20 die Beziehung
RTq,m(z)vq,mS(z)
= RTq,m(z)vq,m
∫
[α,+∞)
1
t− z Iq σ(dt) I
∗
q =
∫
[α,+∞)
1
t− zRTq,m(z)vq,m σ(dt) I
∗
q ,
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woraus wegen der nach Lemma 5.18 mit Ω = [α,+∞) gültigen Beziehung (5.18) dann
RTq,m(z)[vq,mS(z)− um] = RTq,m(z)vq,mS(z)−RTq,m(z)um
=
∫
[α,+∞)
1
t− zRTq,m(z)vq,m σ(dt) I
∗
q +
∫
[α,+∞)
RTq,m(z)Tq,mRTq,m(t)vq,m σ(dt) I
∗
q
=
∫
[α,+∞)
(
1
t− z
[
RTq,m(z) + (t− z)RTq,m(z)Tq,mRTq,m(t)
]
vq,m
)
σ(dt)I∗q
folgt. Mit Hilfe von Lemma 2.15, (5.9) und Bemerkung B.17 ergibt sich somit
RTq,m(z) [vq,mS(z)− um] =
∫
[α,+∞)
1
t− zRTq,m(t)vq,m σ(dt) I
∗
q
=
∫
[α,+∞)
1
t− zEq,m(t)σ(dt) I
∗
q =
∫
[α,+∞)
Eq,m(t)σ(dt)
(
1
t− z Iq.
)∗

Bei den weiteren Resultaten dieses Teilabschnitts, die auf ähnliche Weise wie Lem-
ma 5.23 bewiesen werden können, verzichten wir auf die Darstellung von Beweisen
und verweisen auf entsprechende Beweise in [MP11].
Lemma 5.24. Seien α ∈ R und κ ∈ N0 ∪ {+∞} sowie (sj)κj=0 eine Folge kom-
plexer q × q-Matrizen derart, dass Mq>[[α,+∞); (sj)κj=0,=] 6= ∅ gilt. Weiterhin sei
σ ∈ Mq>[[α,+∞); (sj)κj=0,=] und es bezeichne S die α-Stieltjes-Transformierte von
σ. Für jedes m ∈ Z0,κ und jedes z ∈ C \ [α,+∞) gilt dann die Identität
RTq,m(z)
[
vq,m(z − α)S(z)− (−αum − y0,m)
]
=
∫
[α,+∞)
[
√
t− αEq,m(t)]σ(dt)
(√
t− α
t− z Iq
)∗
.
Einen ausführlichen Beweis von Lemma 5.24, der auf der Anwendung der Lemmata
B.25 B.20, 2.15 und 5.23 sowie den Bemerkungen 5.10, B.17 und B.17 beruht, ﬁndet
man in [MP11, Lemma 3.19, Seiten 231-233].
Lemma 5.25. Seien S1 ∈ S0,q,[α,+∞) und σ das α-Stieltjes-Maß von S1 sowie die
Matrixfunktion S2 : C \ [α,+∞)→ Cq×q gemäß
S2(z) := (z − α)S1(z)
deﬁniert. Für jedes j ∈ Z1,2 ist dann Sj eine in C \ [α,+∞) holomorphe Matrixfunk-
tion mit Rstr Π+Sj ∈ Rq(Π+) und es gilt für jedes z ∈ C \ R die Beziehung
Sj(z)− S∗j (z)
z − z¯ =
∫
[α,+∞)
(
(
√
t− α)j−1
t− z Iq
)
σ(dt)
(
(
√
t− α)j−1
t− z Iq
)∗
.
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Mit Hilfe von Bemerkung B.27, Lemma B.26 und Satz B.24 kann man leicht Lem-
ma 5.25 beweisen. Wir verweisen aus diesem Grund auf eine ausführliche Version eines
Beweises in [MP11, Lemma 3.20, Seiten 234-236].
Wir betrachten nun die bereits erwähnten grundlegenden Integraldarstellungen der
Potapovschen Fundamentalmatrizen, die dem ﬁniten matriziellen Stieltjesschen Po-
tenzmomentenproblem zugeordnet sind, und bemerken, dass jede Lösung des Momen-
tenproblems S[[α,+∞); (sj)mj=0,=] bzw. S[[α,+∞); (sj)mj=0,6] notwendig die zugehö-
rigen Potapovschen Fundamentalen Matrixungleichungen erfüllt.
Satz 5.26. Seien α ∈ R und κ ∈ N0 ∪ {+∞} sowie (sj)κj=0 eine komplexe Folge
aus Cq×q derart, dass Mq>[[α,+∞); (sj)κj=0,=] 6= ∅ ist. Des Weiteren seien
σ ∈Mq>[[α,+∞); (sj)κj=0,=] und S die α-Stieltjes-Transformierte von σ. Dann gelten
folgende Aussagen:
(a) Für jedes n ∈ N0 mit 2n 6 κ und jedes z ∈ C \ R gilt
P
[S]
2n (z) =
∫
[α,+∞)
(
Eq,n(t)
1
t−zIq
)
σ(dt)
(
Eq,n(t)
1
t−zIq
)∗
. (5.21)
(b) Falls κ > 1 gilt, gilt für jedes n ∈ N0 mit 2n+ 1 6 κ und jedes z ∈ C \ R dann
P
[S]
2n+1(z) =
∫
[α,+∞)
[√
t− α
(
Eq,n(t)
1
t−zIq
)]
σ(dt)
[√
t− α
(
Eq,n(t)
1
t−zIq
)]∗
. (5.22)
(c) Für jedes k ∈ Z0,κ und jedes z ∈ C \ R ist die Matrix P [S]k (z) nichtnegativ
hermitesch.
Einen ausführlichen Beweis von Satz 5.26, der auf der Anwendung der Lemmata 5.15,
5.23, 5.24 sowie Satz B.22, Lemma B.21 und Bemerkung B.23 beruht, ﬁndet man in
[MP11, Lemma 3.21, Seiten 236-239].
Für die Diskussion des Momentenproblems P [[α,+∞); (sj)mj=0,6] mit Hilfe der Pota-
povschen Methode der Fundamentalen Matrixungleichungen benötigen wir noch eine
gewisse Modiﬁkation des in Satz 5.26 angegebenen Resultats, nämlich das folgende
Hauptresultat dieses Abschnitts, das besagt, dass jede Lösung des Momentenproblems
S[[α,+∞); (sj)mj=0,6] notwendig die zugehörigen Potapovschen Fundamentalen Ma-
trixungleichungen erfüllt.
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Satz 5.27. Seien α ∈ R und m ∈ N0 sowie (sj)mj=0 eine Folge aus Cq×q derart, dass
Mq>[[α,+∞); (sj)mj=0,6] 6= ∅ ist. Sei σ ∈ Mq>[[α,+∞); (sj)mj=0,6]. Bezeichne S die
α-Stieltjes-Transformierte von σ sowie für jedes k ∈ Z0,m weiterhin
s
[σ]
k :=
∫
[α,+∞)
tkσ(dt).
Mit der für jedes n ∈ N0 durch (2.6) gegebenen Matrix vq,n gelten dann folgende
Aussagen:
(a) Für jedes n ∈ N0 mit 2n 6 m− 1 und jedes z ∈ C \ R gilt (5.21).
(b) Für jedes n ∈ N0 mit 2n+ 1 6 m− 1 und jedes z ∈ C \ R gilt (5.22).
(c) Falls m = 2n mit einem gewissen n ∈ N0 gilt, so besteht für jedes z ∈ C \R die
Darstellung
P
[S]
2n (z) =
∫
[α,+∞)
(
Eq,n(t)
1
t−zIq
)
σ(dt)
(
Eq,n(t)
1
t−zIq
)∗
+
(
vq,n
0q×q
)
(s2n − s[σ]2n)
(
vq,n
0q×q
)∗
.
(d) Falls m = 2n+ 1 mit einem gewissen n ∈ N0 erfüllt ist, gilt für jedes z ∈ C \R
die Beziehung
P
[S]
2n+1(z) =
∫
[α,+∞)
[√
t− α
(
Eq,n(t)
1
t−zIq
)]
σ(dt)
[√
t− α
(
Eq,n(t)
1
t−zIq
)]∗
+
(
vq,n
0q×q
)
(s2n+1 − s[σ]2n+1)
(
vq,n
0q×q
)∗
.
(e) Für jedes k ∈ Z0,m und jedes z ∈ C \ R ist die Matrix P [S]k (z) nichtnegativ
hermitesch.
Einen ausführlichen Beweis von Satz 5.27, der auf der Anwendung von Lemma B.26,
Satz B.22, der Lemmata B.25 und 5.25 sowie Satz B.24 und Satz 5.26 beruht, ﬁndet
man in [MP11, Satz 3.22, Seiten 239-247].
Satz 5.27 zeigt, dass jede Lösung des Momentenproblems S[[α,+∞); (sj)mj=0,6] not-
wendig eine Lösung des zugehörigen Systems der Potapovschen Fundamentalen Ma-
trixungleichungen ist. In den beiden folgenden Kapiteln gilt es nun nachzuweisen, dass
umgekehrt jede Lösung des Systems der Potapovschen Fundamentalen Matrixunglei-
chungen eine Lösung des Momentenproblems S[[α,+∞); (sj)mj=0,6] ist.
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6. Einige Integralabschätzungen
Die in diesem Abschnitt dargestellten, zumeist technischen Resultate wurden im Spe-
zialfall des Intervalls [0,+∞) in [Mä05] ausführlich vorgestellt. Der Nachweis der
entsprechenden Aussagen für den vorliegenden allgemeinen Fall sind jedoch zum Teil
beträchtlich aufwändiger. Sie wurden zum großen Teil in [FM10] ausgearbeitet und
in [Sch11] ergänzt. (An den einzelnen Stellen werden wir konkret darauf eingehen.)
Zunächst stellen wir einige Resultate über holomorphe Matrixfunktionen dar, die
mit Ausnahme diskreter Teilmengen des Deﬁnitionsbereiches gewissen Nichtnegati-
vitätsbedingungen genügen. Ein Hauptresultat dieses Abschnitts, Satz 6.14, macht
deutlich, dass eine auf der oﬀenen oberen komplexen Halbebene mit Ausnahme einer
diskreten Teilmenge von Π+ deﬁnierte holomorphe Matrixfunktion unter bestimmten
Voraussetzungen eine eindeutige Fortsetzung aus Sq,[α,+∞) besitzt. Eine wichtige Rolle
spielt hierbei die in Satz 1.44 aufgezeigte Möglichkeit der Charakterisierung der Klas-
se Sq,[α,+∞). Theorem 6.15 stellt einen Zusammenhang zum System der Potapovschen
Fundamentalen Ungleichungen her.
6.1. Der skalare Fall q = 1
Wir wenden uns zunächst dem skalaren Fall q = 1 zu. Die Funktionen der Klasse
R1(Π+) gestatten eine weitere spezielle Integraldarstellung:
Satz 6.1. (a) Sei F ∈ R1(Π+) und bezeichne σ das zu F gehörige Spektralmaß.
Dann gibt es ein A ∈ R und ein B ∈ [0,+∞) derart, dass für jedes w ∈ Π+ die
Darstellung
F (w) = A+Bw +
∫
R
(
1
t− w −
t
1 + t2
)
σ(dt) (6.1)
besteht.
(b) Sei F : Π+ → C derart, dass ein A ∈ R, ein B ∈ [0,+∞) und ein auf BR deﬁ-
niertes Maß σ derart existiert, dass (6.1) für jedes w ∈ Π+ gilt. Dann gehört F
zur Klasse R1(Π+). Bezeichnet (A˜, B˜, ν) die Nevanlinna-Parametrisierung von
F , so gelten notwendig A˜ = A, B˜ = B und σ ist das zu F gehörige Spektralmaß.
Einen ausführlichen Beweis von Satz 6.1 ﬁndet man z. B. in [Th02, Satz 2.21, Satz 2.22,
Seiten 18-20].
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Lemma 6.2. Seien α ∈ R und F ∈ R1(Π+). Bezeichne (A,B, ν) die zu F gehörige
Nevanlinna-Parametrisierung und σ das Spektralmaß von F . Dann gelten folgende
Aussagen:
(a) Für jedes w ∈ Π+ gilt
∫
R
∣∣ 1
|t−w|2
∣∣σ(dt) < +∞ und es besteht die Beziehung
ImF (w) = ( Imw)
[
B +
∫
R
1
|t− w|2σ(dt)
]
.
(b) Für jedes w ∈ Π+ gilt
∫
R
∣∣t( 1|t−w|2 − 11+t2 )− α|t−w|2 ∣∣σ(dt) < +∞ und die gemäß
F#(w) := (w − α)F (w) (6.2)
deﬁnierte Matrixfunktion F# : Π+ → C erfüllt für jedes w ∈ Π+ die Gleichung
ImF#(w)
= ( Imw)
[
A+B(2 Rew − α) +
∫
R
[
t
(
1
|t− w|2 −
1
1 + t2
)
− α|t− w|2
]
σ(dt)
]
.
Beweis. Wir geben den in [FM10] entwickelten und in [Sch11, Lemma 3.4, Seiten 44-
49] ausführlich dargestellten Beweis wieder. Da (A,B, ν) die zu F ∈ R1(Π+) gehörige
Nevanlinna-Parametrisierung ist, gilt
(A,B, ν) ∈ R× [0,+∞)×Mb+(R). (6.3)
Nach Bemerkung 1.12 und Satz B.33 ist die Beziehung∫
R
1
1 + t2
σ(dt) =
∫
R
1
1 + t2
(1 + t2)ν(dt) =
∫
R
1R(t)ν(dt) = ν(R) < +∞
erfüllt. Hieraus erhalten wir mittels [Th02, Bemerkung 2.20, Seite 18], dass für jedes
w ∈ Π+ die Matrixfunktion ψw : R→ C gemäß
ψw(t) :=
1
t− w −
t
1 + t2
(6.4)
wohldeﬁniert ist und die Beziehung
ψw ∈ L1(R,BR, σ;C) (6.5)
erfüllt. Nach Satz 6.1 besteht für jedes w ∈ Π+ die Darstellung (6.1).
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(a) Für jedes w ∈ Π+ und jedes t ∈ R gilt
Imψw(t) = Im
(
1
t− w −
t
1 + t2
)
= ( Imw)
1
|t− w|2 . (6.6)
Aus (6.5), Bemerkung B.28 und (6.6) folgen für alle w ∈ Π+ die Beziehungen Imψw ∈
L1(R,BR, σ;C) und∫
R
∣∣∣∣ 1|t− w|2
∣∣∣∣σ(dt) = 1Imw
∫
R
Imψw(t)σ(dt) =
1
Imw
∫
R
√
| Imψw(t)|2σ(dt)
6 1
Imw
∣∣∣∣∫
R
ψw(t)σ(dt)
∣∣∣∣ 6 1Imw
∫
R
|ψw(t)|σ(dt) < +∞.
Unter Beachtung von (6.5), Bemerkung B.28 und (6.6) erhalten wir für jedes w ∈ Π+
somit
Im
[∫
R
ψw(t)σ(dt)
]
=
∫
R
Imψw(t)σ(dt) = ( Imw)
∫
R
1
|t− w|2 σ(dt). (6.7)
Wegen (6.3) gelten ImA = 0, B ∈ [0,+∞) und für jedes w ∈ Π+ auch Im (wB) =
( Imw)B. Die Kombination von (6.1), (6.4), (6.5) und (6.7) liefert für jedes w ∈ Π+
dann die Darstellung
ImF (w) = Im
[
A+Bw +
∫
R
(
1
t− w −
t
1 + t2
)
σ(dt)
]
= ImA+ Im (Bw) + Im
[∫
R
(
1
t− w −
t
1 + t2
)
σ(dt)
]
= ( Imw)
[
B +
∫
R
1
|t− w|2 σ(dt)
]
.
(b) In Hinblick auf (6.2) und (6.1) ist für jedes w ∈ Π+ die Beziehung
F#(w) = A(w − α) +Bw(w − α) +
∫
R
(
w − α
t− w −
t(w − α)
1 + t2
)
σ(dt) (6.8)
gültig. Für jedes w ∈ Π+ und jedes t ∈ R erhalten wir unter Berücksichtigung von
(6.4) die Gleichung
(w − α)ψw(t) = w − α
t− w −
t(w − α)
1 + t2
(6.9)
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und wegen (6.5) für jedes w ∈ Π+ auch
(w − α)ψw ∈ L1(R,BR, σ;C). (6.10)
Für jedes w ∈ Π+ und jedes t ∈ R ergibt sich unter Beachtung von (6.9) dann
2i Im [(w − α)ψw(t)] = 2i( Imw)
[
t
(
1
|t− w|2 −
1
1 + t2
)
− α|t− w|2
]
. (6.11)
Wegen (6.10), Bemerkung B.28 und (6.11) gelten für jedes w ∈ Π+ die Beziehungen
Im [(w − α)ψw] ∈ L1(R,BR, σ;C) und∫
R
∣∣∣∣t( 1|t− w|2 − 11 + t2
)
− α|t− w|2
∣∣∣∣σ(dt) = ∣∣∣∣ 1Imw
∣∣∣∣ ∫
R
| Im [(w − α)ψw(t)]|σ(dt)
6 1
Imw
∫
R
√
|Re [(w − α)ψw(t)]|2 + | Im [(w − α)ψw(t)]|2σ(dt)
6 1
Imw
∫
R
|(w − α)ψw(t)|σ(dt) < +∞.
Mit Hilfe von (6.10), Bemerkung B.28 und (6.11) folgt somit
Im
[∫
R
(w − α)ψw(t)σ(dt)
]
=
∫
R
Im [(w − α)ψw(t)]σ(dt)
= ( Imw)
∫
R
[
t
(
1
|t− w|2 −
1
1 + t2
)
− α|t− w|2
]
σ(dt). (6.12)
Für jedes w ∈ Π+ gilt Im (w2) = 2 Rew Imw, woraus wegen α ∈ R die Beziehung
Im [w(w − α)] = Im (w2)− Im (wα) = ( Imw)(2 Rew − α) (6.13)
folgt. Unter Beachtung von (6.3) und (6.13) gelten für jedes w ∈ Π+ die Gleichungen
Im [A(w − α)] = A Im (w − α) und Im [Bw(w − α)] = B( Imw)(2 Rew − α).
(6.14)
Die Kombination von (6.8), (6.14), (6.9) und (6.12) liefert für jedes w ∈ Π+ dann
ImF#(w) = Im
[
A(w − α) +Bw(w − α) +
∫
R
(
w − α
t− w −
t(w − α)
1 + t2
)
σ(dt)
]
= A Im (w − α) +B Im [w(w − α)] + Im
[∫
R
(
w − α
t− w −
t(w − α)
1 + t2
)
σ(dt)
]
= A Imw +B( Imw)(2 Rew − α)
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+ ( Imw)
∫
R
[
t
(
1
|t− w|2 −
1
1 + t2
)
− α|t− w|2
]
σ(dt)
= ( Imw)
[
A+B(2 Rew − α) +
∫
R
[
t
(
1
|t− w|2 −
1
1 + t2
)
− α|t− w|2
]
σ(dt)
]
.

Bemerkung 6.3. Seien β ∈ R und F ∈ R1(Π+) sowie σ das Spektralmaß von F .
Weiterhin seien B ∈ BR \ {∅} und x ∈ R sowie y ∈ (0,+∞). Dann ergibt sich aus
Lemma 6.2 unmittelbar die Gültigkeit von
∫
B
∣∣ 1
(t−x)2+y2
∣∣σ(dt) < +∞ und∫
B
∣∣t( 1
(t−x)2+y2 − 11+t2
)− β
(t−x)2+y2
∣∣σ(dt) < +∞.
Lemma 6.4. Seien α ∈ R und F ∈ R1(Π+) sowie σ das Spektralmaß von F . Wei-
terhin seien l1 und l2 reelle Zahlen mit l1 < l2 < α. Dann gelten folgende Aussagen:
(a) Für jedes a ∈ (−∞, l1) gibt es ein Ka ∈ R derart, dass für jedes x ∈ [l1, l2] die
Ungleichung
∫
(−∞,a]
1
(t−x)2σ(dt) < Ka besteht.
(b) Für jedes b ∈ (l2,+∞) gibt es ein Kb ∈ R derart, dass für jedes x ∈ [l1, l2] die
Ungleichung
∫
[b,+∞)
1
(t−x)2σ(dt) < Kb besteht.
Einen ausführlichen Beweis von Lemma 6.4 ﬁndet man in [MP11, Lemma 1.65, Sei-
ten 119-121].
Wir geben nun zwei spezielle Ungleichungen an, die wir anschließend für den Beweis
des Lemmas 6.6 benötigen.
Lemma 6.5. Seien r und s reelle Zahlen mit r < s. Dann gelten folgende Aussagen:
(a) Sei s 6= 0 erfüllt. Dann gibt es ein a ∈ (−∞, r)∩ (−∞, 0) derart, dass für jedes
x ∈ [r, s] und jedes y ∈ (0, 1) sowie jedes t ∈ (−∞, a] die Beziehung∣∣∣∣t( 1(t− x)2 + y2 − 11 + t2
)∣∣∣∣ < (1 + ∣∣∣rs ∣∣∣
) ∣∣∣∣t( 1(t− s)2 + 1 − 11 + t2
)∣∣∣∣
erfüllt ist.
(b) Sei r 6= 0 erfüllt. Dann gibt es ein b ∈ (s,+∞) ∩ (0,+∞) derart, dass für jedes
x ∈ [r, s] und jedes y ∈ (0, 1) sowie jedes t ∈ [b,+∞) die Beziehung∣∣∣∣t( 1(t− x)2 + y2 − 11 + t2
)∣∣∣∣ < (1 + ∣∣∣sr ∣∣∣
) ∣∣∣∣t( 1(t− r)2 + 1 − 11 + t2
)∣∣∣∣
erfüllt ist.
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Der Beweis von Lemma 6.5 ist elementar und in [Sch11, Lemma 3.7, Seiten 53-57]
ausgeführt.
Das folgende Resultat ist eine Verallgemeinerung einer für den Spezialfall α = 0 be-
kannten Integralabschätzung (siehe z. B. [Mä05, Bemerkung 2.2.14, Seite 68]). Der
Aufwand für den Nachweis dieses Resultates für die in der vorliegenden Arbeit disku-
tierte allgemeinere Situation ist jedoch wesentlich größer als der Beweis des entspre-
chenden Resultates im bekannten Spezialfall α = 0.
Lemma 6.6. Seien α ∈ R und F ∈ R1(Π+) sowie σ das Spektralmaß von F . Weiter
seien l1 und l2 reelle Zahlen mit l1 < l2 < α. Dann gibt es ein a ∈ (−∞, l1), ein
b ∈ (l2, α) und ein C ∈ R derart, dass für alle x ∈ [l1, l2] und alle y ∈ (0, 1) die
Beziehung∫
(−∞,a]∪[b,+∞)
∣∣∣∣t( 1(t− x)2 + y2 − 11 + t2
)
− α
(t− x)2 + y2
∣∣∣∣σ(dt) < C
besteht.
Eine ausführliche Darstellung eines Beweises von Lemma 6.6 ist bereits in [Sch11,
Lemmata 3.8-3.11, Seiten 57-85] dargestellt. Dieser Beweis beruht auf aufwändigen,
jedoch relativ elementaren Abschätzungen sowie der Anwendung von Bemerkung 6.3,
Lemma 6.4 und Lemma 6.5.
Lemma 6.7. Seien α ∈ R und F ∈ R1(Π+) derart, dass für die gemäß (6.2) deﬁ-
nierte Matrixfunktion F# : Π+ → C die Beziehung F# ∈ R1(Π+) besteht. Weiterhin
seien σ das Spektralmaß von F sowie l1 und l2 reelle Zahlen mit l1 < l2 < α. Dann
gelten folgende Aussagen:
(a) Es gibt ein a ∈ (−∞, l1), ein b ∈ (l2, α) und ein K1 ∈ R derart, dass für alle
x ∈ [l1, l2] und alle y ∈ [0,+∞) die Beziehungen∫
(a,b)
∣∣∣∣ t− α(t− x)2 + y2
∣∣∣∣σ(dt) < K1 sowie ∫
(a,b)
−(t− α)
(t− x)2 + y2σ(dt) < K1
bestehen.
(b) Es gibt ein a ∈ (−∞, l1), ein b ∈ (l2, α) und ein K2 ∈ R derart, dass für alle
x ∈ [l1, l2] die Beziehungen∫
(a,b)
∣∣∣∣ 1(t− x)2
∣∣∣∣σ(dt) < K2 sowie ∫
(a,b)
1
(t− x)2σ(dt) < K2
bestehen.
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Einen ausführlichen Beweis von Lemma 6.7 ﬁndet man in [Sch11, Lemma 3.12, Sei-
ten 86-95]. Dieser Beweis beruht auf einer Anwendung von Lemma 6.2, Bemer-
kung 6.3, Lemma 6.6 und Bemerkung 1.12, Beppo Levis Theorem über die monotone
Konvergenz sowie verschiedenen Integralabschätzungen.
Lemma 6.8. Seien α ∈ R sowie F ∈ R1(Π+) derart, dass für die gemäß (6.2)
deﬁnierte Matrixfunktion F# : Π+ → C die Beziehung F# ∈ R1(Π+) besteht. Weiter
seien σ das Spektralmaß von F sowie l1 und l2 reelle Zahlen mit l1 < l2 < α. Dann
gibt es ein K ∈ R derart, dass für alle x ∈ [l1, l2] die Beziehung
∫
R
1
(t−x)2σ(dt) < K
besteht.
Einen Beweis von Lemma 6.8 ﬁndet man in [Sch11, Lemma 3.13, Seiten 95-97].
Es sei daran erinnert, dass λ(1) das auf BR deﬁnierte Lebesgue-Maß bezeichnet.
Lemma 6.9. Seien α ∈ R und F ∈ R1(Π+) derart, dass für die gemäß (6.2) deﬁnier-
te Matrixfunktion F# : Π+ → C die Beziehung F# ∈ R1(Π+) besteht. Dann erfüllen
das Spektralmaß σ von F die Beziehung σ((−∞, α)) = 0 und das Nevanlinna-Maß
ν von F die Gleichung ν((−∞, α)) = 0.
Beweis.Wir geben an dieser Stelle den in [Sch11, Lemma 3.13, Lemma 3.14, Seiten 95-
99] dargestellten Beweis wieder, da verdeutlicht werden soll, wie die Stieltjessche
Umkehrformel (Theorem D.5) in unsere Überlegungen eingeht.
(I) Im ersten Beweisschritt betrachten wir beliebige reelle Zahlen l1 und l2 mit l1 <
l2 < α und zeigen die Gültigkeit von σ((l1, l2)) = 0.
Bezeichne (A,B, ν) die Nevanlinna-Parametrisierung von F . Für alle x ∈ [l1, l2] und
alle ε ∈ (0,+∞) ist x+ iε ∈ Π+ sowie wegen F ∈ R1(Π+) zunächst
ImF (x+ iε) > 0 (6.15)
und es besteht nach Lemma 6.2 für alle x ∈ [l1, l2] und alle ε ∈ (0,+∞) unter
Berücksichtigung von Im (x+ iε) = ε die Darstellung
ImF (x+ iε) = ε
[
B +
∫
R
1
(t− x)2 + ε2σ(dt)
]
. (6.16)
Wegen Lemma 6.8 gibt es ein K ∈ R derart, dass für alle x ∈ [l1, l2] die Ungleichung∫
R
1
(t− x)2σ(dt) < K
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besteht. In Verbindung mit (6.15) und (6.16) ergibt dies für alle x ∈ [l1, l2] und alle
ε ∈ (0,+∞) die Gültigkeit von
0 6 ImF (x+ iε) = ε
[
B +
∫
R
1
(t− x)2 + ε2 σ(dt)
]
6 ε
[
B +
∫
R
1
(t− x)2 σ(dt)
]
< ε(B +K)
sowie wegen x+ iε ∈ Π+ und F ∈ R1(Π+) somit∫
[l1,l2]
| ImF (x+ iε)|λ(1)(dx) =
∫
[l1,l2]
ImF (x+ iε)λ(1)(dx)
6
∫
[l1,l2]
ε(B +K)λ(1)(dx) = ε(B +K)(l2 − l1)
folgt. Hieraus folgt wegen limε→0+0 ε(B +K)(l2 − l1) = 0 unmittelbar
lim
ε→0+0
∫
[l1,l2]
ImF (x+ iε)λ(1)(dx) = 0. (6.17)
Wegen F ∈ R1(Π+) lässt sich die Stieltjessche Umkehrformel (vgl. Theorem D.5)
anwenden und es ergibt sich die Identität
1
2
[σ({l1}) + σ({l2})] + σ((l1, l2)) = 1
pi
lim
ε→0+0
∫
[l1,l2]
ImF (x+ iε)λ(1)(dx). (6.18)
Durch die Kombination von (6.18) und (6.17) erhalten wir schließlich
0 6 σ((l1, l2)) 6
1
2
[σ({l1}) + σ({l2})] + σ((l1, l2))
=
1
pi
lim
ε→0+0
∫
[l1,l2]
ImF (x+ iε)λ(1)(dx) 6 1
pi
lim
ε→0+0
[ε(B +K)(l2 − l1)] = 0.
Folglich ist σ((l1, l2)) = 0 gezeigt.
(II) Die für jedes n ∈ N gemäß an := α− (1 + n) und bn := α− 1n deﬁnierten reellen
Zahlen erfüllen für jedes n ∈ N oﬀensichtlich an < bn < α. Folglich liefert Beweisteil
(I) für jedes n ∈ N dann σ((an, bn)) = 0. Für jedes n ∈ N folgt weiterhin an+1 <
an < bn < bn+1 und somit (an, bn) ⊆ (an+1, bn+1). Des Weiteren gilt oﬀensichtlich⋃∞
n=1(an, bn) = (−∞, α). Mit Hilfe der Unterhalbstetigkeit von Maßen erhalten wir
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schließlich
σ((−∞, α)) = σ
( ∞⋃
n=1
(an, bn)
)
= lim
n→∞
σ((an, bn)) = lim
n→∞
0 = 0.
Für alle t ∈ (−∞, α) ist 0 < 1 6 1 + t2 und es besteht unter Beachtung von
σ((−∞, α)) = 0 die Beziehung
0 6 ν((−∞, α)) =
∫
(−∞,α)
1ν(dt) 6
∫
(−∞,α)
(1 + t2) ν(dt) = σ((−∞, α)) = 0
und somit ν((−∞, α)) = 0. 
6.2. Der Fall q ∈ N
Wir betrachten in diesem Teilabschnitt den Fall q ∈ N und beginnen mit der Formu-
lierung eines Lemmas, das z. B. in [Mä05, Satz 2.2.21, Seite 86] bewiesen wurde:
Lemma 6.10. Seien D eine diskrete Teilmenge von Π+ sowie F : Π+ \ D → Cq×q
eine in Π+ \ D holomorphe Matrixfunktion derart, dass für alle z ∈ Π+ \ D die
Beziehung ImF (z) ∈ Cq×q> besteht. Dann existiert ein F4 ∈ Rq(Π+) derart, dass
Rstr Π+\DF
4 = F erfüllt ist.
Wir stellen nun zwei Resultate aus [Th05] vor. Beginnend mit [Th05, Bemerkung 2,
Seite 4] kommen wir anschließend zu [Th05, Lemma 3, Seite 5] und dessen auf der
folgenden Seite weitergeführten Beweis. Wir beginnen mit einer gewissen Verallge-
meinerung von Bemerkung 1.7.
Bemerkung 6.11. Seien M eine oﬀene Teilmenge von R, ν ∈ Mq>(R \ M) und
z ∈ Π+ ∪M ∪ Π−. Dann gibt es, da Π+ ∪M ∪ Π− eine oﬀene Teilmenge von C ist,
ein ε ∈ (0,+∞), sodass der oﬀene Kreis um z mit dem Radius ε in Π+ ∪M ∪ Π−
enthalten ist. Demnach gilt |t− z| > ε für alle t ∈ R\M und damit für jedes t ∈ R\M
weiterhin auch∣∣∣∣1 + tzt− z
∣∣∣∣ = ∣∣∣∣1 + (t− z)z + z2t− z
∣∣∣∣ = ∣∣∣∣1 + z2t− z
∣∣∣∣+ |z| 6 ∣∣∣∣1 + z2ε
∣∣∣∣+ |z| .
Folglich ist die Funktion f (M)z : R \M → C gemäß f (M)z (t) := 1+tzt−z nicht nur stetig
sondern auch beschränkt. Insbesondere gehört f (M)z zu L1(R \M,BR\M , ν;C) und es
existiert das Integral
∫
R\M
1+tz
t−z ν(dt).
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Lemma 6.12. Seien A ∈ Cq×q, B ∈ Cq×q, M eine oﬀene Teilmenge von R und
ν ∈Mq>(R \M). Dann ist die Funktion φ : Π+ ∪M ∪ Π− → Cq×q gemäß
φ(z) := A+Bz +
∫
R\M
1 + tz
t− z ν(dt)
in Π+ ∪M ∪ Π− holomorph.
Ein ausführlicher Beweis von Lemma 6.12 ist z. B. in [Sch11, Lemma 3.17, Seiten 100-
103] angegeben. Dieser Beweis basiert auf der Anwendung eines Satzes über die holo-
morphe Abhängigkeit des Integrals von einem komplexen Parameter (siehe z. B. [El09,
Satz 5.8, Seiten 148/149]).
Lemma 6.13. Seien α ∈ R und F ∈ Rq(Π+) derart, dass die gemäß F#(w) :=
(w−α)F (w) deﬁnierte Matrixfunktion F# : Π+ → C zur Klasse Rq(Π+) gehört. Des
Weiteren bezeichne ν das Nevanlinna-Maß von F . Dann gelten folgende Aussagen:
(a) ν((−∞, α)) = 0.
(b) Es gibt eine holomorphe Fortsetzung Fα von F nach C \ [α,+∞), die der Be-
dingung Fα((−∞, α)) ⊆ Cq×qH genügt.
(c) Es existiert eine eindeutig bestimmte Matrixfunktion S ∈ Sq,[α,+∞) mit
Rstr Π+S = F .
Beweis. Wir geben den in [FM10] ausgearbeiteten und in [Sch11, Lemma 3.18, Seiten
103-109] ausführlich dargestellten Beweis wieder.
(a) Da F und F# zu Rq(Π+) gehören, erhalten wir unter Beachtung von Bemer-
kung 1.9 für alle u ∈ Cq die Beziehung
{u∗Fu, u∗F#u} ⊆ R1(Π+) (6.19)
und es ist u∗νu das Nevanlinna-Maß von u∗Fu. Wegen (6.19) und Lemma 6.9 gelten
für alle u ∈ Cq dann (u∗νu)((−∞, α)) = 0 und
u∗ν((−∞, α))u = (u∗νu)((−∞, α)) = 0 = u∗0q×qu.
Hieraus folgt ν((−∞, α)) = 0q×q.
(b) Da ν das Nevanlinna-Maß von F ist, gilt ν ∈ Mq>(R). Nach Lemma B.36 ist
somit ν˜ := RstrB[α,+∞)ν ein zu Mq>([α,+∞)) gehöriges nichtnegativ hermitesches
Maß. Des Weiteren seien für alle z ∈ C \R die Funktion fz : R→ C gemäß (1.1) und
96
6 Einige Integralabschätzungen
für alle z ∈ C \ [α,+∞) die Funktion fα,z : [α,+∞) → C gemäß (1.7) deﬁniert. Für
alle z ∈ C \ R gilt dann trivialerweise
Rstr [α,+∞)fz = fα,z. (6.20)
Wegen ν ∈Mq>(R) und Bemerkung 1.7 folgt für alle z ∈ C \ R die Beziehung
fz ∈ L1(R,BR, ν;C). (6.21)
Wegen F ∈ Rq(Π+) liefert Theorem 1.8 die Existenz der Matrizen A ∈ Cq×qH und
B ∈ Cq×q> derart, dass für alle z ∈ Π+ die Darstellung
F (z) = A+Bz +
∫
R
fzdν (6.22)
besteht. Da (−∞, α) eine oﬀene Teilmenge von R ist und die Identitäten
Π+ ∪ (−∞, α) ∪ Π− = C \ [α,+∞) und [α,+∞) = R \ (−∞, α) (6.23)
gültig sind, liefert Bemerkung 6.11 für jedes z ∈ C \ [α,+∞) dann
fα,z ∈ L1([α,+∞),B[α,+∞), ν˜;C). (6.24)
Somit ist die Abbildung Fα : C \ [α,+∞)→ Cq×q gemäß
Fα(z) := A+Bz +
∫
[α,+∞)
fα,zdν˜ (6.25)
wohldeﬁniert. Unter Berücksichtigung von (6.23) und (6.25) erhalten wir unter Be-
achtung von Lemma 6.12 die Holomorphie von Fα in C\ [α,+∞). Des Weiteren liefert
Lemma B.36 unter Beachtung von ν ∈ Mq>(R), (6.23), Teil (a) und (6.21) für alle
z ∈ Π+ die Beziehung∫
R
fzdν =
∫
[α,+∞)
Rstr [α,+∞)fzd( RstrB[α,+∞)ν). (6.26)
Die Kombination von ν˜ := RstrB[α,+∞)ν, (6.25), (6.20), (6.26) und (6.22) liefert für
alle z ∈ Π+ nun
Fα(z) = A+Bz +
∫
[α,+∞)
fα,zdν˜ = A+Bz +
∫
R
fzdν = F (z).
Für jedes x ∈ (−∞, α) und jedes t ∈ [α,+∞) gilt nach (1.7) oﬀensichtlich fα,x(t) =
fα,x(t), d. h., es besteht für jedes x ∈ (−∞, α) die Beziehung fα,x = fα,x. Unter
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Beachtung von (6.24) und Bemerkung B.27 erhalten wir für jedes x ∈ (−∞, α) dann∫
[α,+∞)
fα,xdν˜ =
∫
[α,+∞)
fα,xdν˜ =
(∫
[α,+∞)
fα,xdν˜
)∗
,
woraus wegen (6.25), A ∈ Cq×qH , B ∈ Cq×q> und Bemerkung A.7 für jedes x ∈ (−∞, α)
die Beziehung
[Fα(x)]
∗ = A∗ +B∗x¯+
(∫
[α,+∞)
fα,xdν˜
)∗
= A+Bx+
∫
[α,+∞)
fα,xdν˜ = Fα(x)
folgt. Somit gilt Fα((−∞, α)) ⊆ Cq×qH .
(c) Nach Teil (b) existiert eine holomorphe Matrixfunktion S : C \ [α,+∞) → Cq×q
derart, dass die Beziehungen
Rstr Π+S = F und S((−∞, α)) ⊆ Cq×qH (6.27)
gültig sind. Wegen der Voraussetzung {F, F#} ⊆ Rq(Π+) und (6.27) ergibt sich für
alle z ∈ Π+ dann
ImS(z) = ImF (z) ∈ Cq×q> (6.28)
sowie
Im [(z − α)S(z)] = Im [(z − α)F (z)] = ImF#(z) ∈ Cq×q> . (6.29)
Bezeichne Cα,− die durch (1.10) gegebene Menge. Dann gelten für alle z ∈ Cα,− ∩Π+
oﬀensichtlich
−Re (z − α) = −Re z + α ∈ (0,+∞) (6.30)
und
Im (z − α) = Im z − Imα = Im z ∈ (0,+∞). (6.31)
In Hinblick auf Bemerkung A.11 erhalten wir für jedes z ∈ Cα,− ∩ Π+ die Beziehung
Im [(z − α)S(z)] = [ Re (z − α)] ImS(z) + [ Im (z − α)] ReS(z)
= [ Re (z − α)] ImS(z) + [ Im z] ReS(z).
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Für jedes z ∈ Cα,− ∩Π+ folgt unter Beachtung von (6.31), (6.29), (6.30) sowie (6.28)
somit
ReS(z) =
Im [(z − α)S(z)]
Im z
+ [−Re (z − α)] ImS(z)
Im z
∈ Cq×q> . (6.32)
Sei nun (yn)∞n=1 eine beliebige monotone nichtwachsende Folge positiver reeller Zahlen
mit
lim
n→∞
yn = 0. (6.33)
Für jedes x ∈ (−∞, α) und jedes n ∈ N gilt oﬀensichtlich x+ iyn ∈ Cα,− ∩Π+. Da S
eine holomorphe Matrixfunktion auf C\[α,+∞) ist, sind die Funktionen S und damit
ReS sowie ImS insbesondere stetig in C \ [α,+∞). Wegen (6.33), Bemerkung A.10
und (6.32) ist für jedes x ∈ (−∞, α) die Beziehung
ReS(x) = lim
n→∞
ReS(x+ iyn) ∈ Cq×q> (6.34)
gültig und unter Berücksichtigung von (6.33), Bemerkung A.10 und (6.28) ist für jedes
x ∈ (−∞, α) auch
ImS(x) = lim
n→∞
ImS(x+ iyn) ∈ Cq×q> (6.35)
erfüllt. Die Kombination von (6.27), (6.34), (6.35) und Bemerkung A.7 liefert für jedes
x ∈ (−∞, α) nun
ReS(x) + i ImS(x) = S(x) = [S(x)]∗ = [ ReS(x) + i ImS(x)]∗
= [ ReS(x)]∗ − i[ ImS(x)]∗ = ReS(x)− i ImS(x)
und somit ImS(x) = 0. Wegen (6.34) gilt für jedes x ∈ (−∞, α) dann S(x) ∈
Cq×q> . Aufgrund der bereits gezeigten Holomorphie von S und (6.28) folgt somit S ∈
Sq,[α,+∞). Sei nun S ∈ Sq,[α,+∞) beliebig derart, dass die Beziehung Rstr Π+S = F
besteht. Für jedes z ∈ Π+ ist unter Berücksichtigung von (6.27) dann
S(z) =
(
Rstr Π+S
)(z) = F (z) = (Rstr Π+S)(z) = S(z),
d. h., die holomorphen und auf C \ [α,+∞) deﬁnierten q × q-Matrixfunktionen S
und S stimmen auf Π+ überein. Nach dem Identitätssatz für holomorphe Funktionen
gilt dann S = S. Somit ist S eindeutig bestimmt und (c) bewiesen. 
Lemma 6.13 ist neben Lemma 6.10 nun wesentlich für den Beweis des nachfolgenden
Satzes.
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Satz 6.14. Seien α ∈ R und D eine diskrete Teilmenge von Π+. Des Weiteren sei
F : Π+ \ D → Cq×q eine holomorphe Matrixfunktion derart, dass für F und die
gemäß F#(w) := (w−α)F (w) deﬁnierte Matrixfunktion F# : Π+ → C die Beziehung
{ ImF (w), ImF#(w)} ⊆ Cq×q> für alle w ∈ Π+ \ D besteht. Dann gibt es genau ein
S ∈ Sq,[α,+∞) derart, dass Rstr Π+\DS = F gilt.
Ein ausführlicher Beweis von Satz 6.14 ist in [Sch11, Theorem 3.19, Seiten 109-111]
angegeben, sodass wir an dieser Stelle auf eine Darstellung verzichten wollen.
Im folgenden Theorem wird die Situation aufgegriﬀen, dass die Fundamentalen Pota-
povschen Matrixungleichungen bis auf diskrete Ausnahmemengen erfüllt sind. Nach
den vorangehenden Betrachtungen ist es nicht schwer, das folgende Resultat zu be-
weisen, sodass wir auf die bereits in [Sch11, Theorem 4.10, Seiten 119-125] ausführlich
vorgestellte Beweisführung verweisen möchten. Dieser Beweis beruht wesentlich auf
einer Anwendung von Satz 6.14.
Theorem 6.15. Seien α ∈ R und κ ∈ N0∪{+∞} sowie (sj)κj=0 eine Folge aus Cq×q.
Dann gelten folgende Aussagen:
(a) Seien n ∈ N0 mit 2n 6 κ und D eine diskrete Teilmenge von Π+ sowie
S˜ : Π+ \ D → Cq×q eine in Π+ \ D holomorphe Matrixfunktion derart, dass
für jedes z ∈ Π+ \ D die Beziehungen P [S˜]2n (z) ∈ C(n+2)q×(n+2)q> und P [S˜]2n−1(z) ∈
C(n+1)q×(n+1)q> erfüllt sind. Dann gibt es eine eindeutige zur Klasse S0,q,[α,+∞)
gehörige Fortsetzung S von S˜ und für alle z ∈ C \ R gelten des Weiteren
P
[S]
2n (z) ∈ C(n+2)q×(n+2)q> sowie P [S]2n−1(z) ∈ C(n+1)q×(n+1)q> .
(b) Seien κ > 1, n ∈ N0 mit 2n + 1 6 κ und D eine diskrete Teilmenge von
Π+ sowie S˜ : Π+ \ D → Cq×q eine in Π+ \ D holomorphe Matrixfunktion
derart, dass für jedes z ∈ Π+ \ D die Beziehungen P [S˜]2n (z) ∈ C(n+2)q×(n+2)q> und
P
[S˜]
2n+1(z) ∈ C(n+2)q×(n+2)q> erfüllt sind. Dann gibt es eine eindeutige zur Klasse
S0,q,[α,+∞) gehörige Fortsetzung S von S˜ und für alle z ∈ C \ R gelten des
Weiteren P [S]2n (z) ∈ C(n+2)q×(n+2)q> sowie P [S]2n+1(z) ∈ C(n+2)q×(n+2)q> .
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chungen zum zugehörigen matriziellen
Potenzmomentenproblem
Wie bereits erwähnt, besteht die Methode der Potapovschen Fundamentalen Matri-
xungleichungen grob gesprochen darin, dass man einem (matriziellen) Interpolations-
problem oder einem (matriziellen) Momentenproblem ein System matrizieller Unglei-
chungen (im Sinne der Löwner-Halbordnung in der Menge aller hermiteschen Matri-
zen) zuordnet, deren Einträge aus den gegebenen Daten konstruiert sind, und nach-
weist, dass die Lösungsmenge des betrachteten Interpolations- oder Momentenpro-
blems mit der Lösungsmenge des Systems der Matrixungleichungen übereinstimmt.
Durch Parametrisierung der Lösungen des Systems der Matrixungleichungen ergibt
sich dann eine Parametrisierung der Lösungsmenge des (matriziellen) Interpolations-
bzw. Momentenproblems. Nachdem im Kapitel 5 gezeigt wurde, dass jede Lösung
des Momentenproblems S[[α,+∞); (sj)mj=0,6] notwendig eine Lösung des zugehöri-
gen Systems der Potapovschen Fundamentalen Matrixungleichungen ist, dienen die
folgenden Betrachtungen nun dazu, nachzuweisen, dass umgekehrt jede Lösung des
Systems der Potapovschen Fundamentalen Matrixungleichungen eine Lösung des Mo-
mentenproblems S[[α,+∞); (sj)mj=0,6] ist. Die entsprechenden Betrachtungen dieses
Abschnitts wurden zum großen Teil zunächst in [FM10] durchgeführt und in [Sch11]
ergänzt. (An den entsprechenden Stellen gehen wir darauf konkret ein.)
7.1. Erweiterte Darstellung der Potapovschen
Fundamentalmatrizen
Ziel dieses Teilabschnitts ist die Bereitstellung einer Faktorisierung der Potapovschen
Fundamentalmatrizen.
Bezeichnung 7.1. Seien α ∈ R, κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge aus Cq×q.
Weiterhin seien G eine Teilmenge von C mit G \ R 6= ∅ und f : G → Cq×q eine
Matrixfunktion. Für jedes n ∈ N0 mit 2n 6 κ bezeichne F2n : G → C(n+1)q×(n+1)q die
gemäß
F2n(z) := HnT
∗
q,nRT ∗q,n(z) +RTq,n(z)[vq,nf(z)− un]v∗q,nRT ∗q,n(z) (7.1)
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deﬁnierte Matrixfunktion sowie Q[f ]2n : G \ R→ C(2n+2)q×(2n+2)q die durch
Q
[f ]
2n(z) :=
(
Hn F2n(z)
F ∗2n(z)
F2n(z)−F ∗2n(z)
z−z¯
)
(7.2)
gegebene Matrixfunktion. Falls κ > 1 ist, bezeichne für jedes n ∈ N0 mit 2n + 1 6 κ
weiterhin F2n+1 : G → C(n+1)q×(n+1)q die gemäß
F2n+1(z) :=
Hα.nT
∗
q,nRT ∗q,n(z) +RTq,n(z)
[
vq,n(z − α)f(z)− (−αun − y0,n)
]
v∗q,nRT ∗q,n(z) (7.3)
deﬁnierte Matrixfunktion und Q[f ]2n+1 : G \ R→ C(2n+2)q×(2n+2)q die durch
Q
[f ]
2n+1(z) :=
(
Hα.n F2n+1(z)
F ∗2n+1(z)
F2n+1(z)−F ∗2n+1(z)
z−z¯
)
(7.4)
gegebene Matrixfunktion.
Bemerkung 7.2. Seien α ∈ R, κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge aus Cq×q.
Weiterhin seien G eine Teilmenge von C mit G \ R 6= ∅ und f : G → Cq×q eine
Matrixfunktion. Für jedes z ∈ G gilt wegen (7.1), (2.8) und (2.3) dann
F0(z) = H00
∗
q×qRT ∗q,0(z) + (Iq − z0q×q)−1[Iqf(z)− 0q×q]I∗q (Iq − z0∗q×q)−1 = f(z)
sowie unter weiterer Berücksichtigung von (7.2) und (0.4) für jedes z ∈ G \ R auch
Q
[f ]
0 (z) =
(
s0 f(z)
f ∗(z) f(z)−f
∗(z)
z−z¯
)
.
Satz 7.3. Seien α ∈ R, κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge hermitescher kom-
plexer q × q-Matrizen. Weiterhin sei f : C \ [α,+∞) → Cq×q eine Matrixfunktion
und für jedes m ∈ N0 seien lm die durch (5.8) deﬁnierte ganze Zahl sowie die Funk-
tion Fm : C \ [α,+∞) → C(lm+1)q×(lm+1)q gemäß Bezeichnung 7.1 deﬁniert. Für je-
des m ∈ Z0,κ gibt es dann Matrixfunktionen Γm : C \ R → C(lm+2)q×(2lm+2)q und
∆m : C \ R → C(2lm+2)q×(lm+2)q derart, dass in Hinblick auf die Bezeichnungen 5.1
und 7.1 für jedes z ∈ C \ R die Identitäten
P [f ]m (z) = Γm(z)Q
[f ]
m (z)Γ
∗
m(z) und Q
[f ]
m (z) = ∆m(z)P
[f ]
m (z)∆
∗
m(z)
gelten.
Der in [FM10] in Analogie zu [Mä05, Lemma 4.3.2, Seiten 212-219] entwickelte Beweis
wurde in [Sch11, Lemma 5.3, Seiten 127-138] ausführlich dargestellt. Da wir in der
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vorliegenden Arbeit Satz 7.3 nicht anwenden, verzichten wir auf eine Darstellung des
Beweises an dieser Stelle.
7.2. Konsequenzen der Gültigkeit der Potapovschen
Fundamentalen Matrixungleichungen für das
α-Stieltjes-Maß
In diesem Teilabschnitt werden wir erkennen, dass die Gültigkeit der Potapovschen
Fundamentalen Matrixungleichungen weitreichende Auswirkungen auf das α-Stieltjes-
Maß hat.
Lemma 7.4. Seien α ∈ R, κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge aus Cq×q. Dann
gelten folgende Aussagen:
(a) Seien n ∈ N0 mit 2n 6 κ sowie f : C\[α,+∞)→ Cq×q eine holomorphe Matrix-
funktion derart, dass für alle z ∈ C \ R die Beziehung P [f ]2n (z) ∈ C(n+2)q×(n+2)q>
besteht. Dann gehört die gemäß (7.1) deﬁnierte Matrixfunktion F2n : Π+ →
C(n+1)q×(n+1)q zur Klasse R0,(n+1)q(Π+) und das matrizielle Spektralmaß µ2n von
F2n erfüllt µ2n(R) 6 Hn.
(b) Seien κ > 1, n ∈ N0 mit 2n + 1 6 κ sowie f : C \ [α,+∞) → Cq×q
eine holomorphe Matrixfunktion derart, dass für alle z ∈ C \ R die Bezie-
hung P [f ]2n+1(z) ∈ C(n+2)q×(n+2)q> erfüllt ist. Dann gehört die gemäß (7.3) deﬁ-
nierte Matrixfunktion F2n+1 : Π+ → C(n+1)q×(n+1)q zur Klasse R0,(n+1)q(Π+)
und das matrizielle Spektralmaß µ2n+1 von F2n+1 genügt der Matrixungleichung
µn+1(R) 6 Hα.n.
Einen Beweis von Lemma 7.4 ﬁndet man in [Sch11, Lemma 5.5, Seiten 139-141].
Lemma 7.5. Seien α ∈ R, f : C \ [α,+∞) → Cq×q eine Matrixfunktion und κ ∈
N0 ∪ {+∞} sowie (sj)κj=0 eine Folge aus Cq×qH . Dann gelten folgende Aussagen:
(a) Seien n ∈ N0 mit 2n 6 κ sowie F2n : Π+ → C(n+1)q×(n+1)q gemäß (7.1) und
Ψ2n : C→ C(n+1)q×(n+1)q gemäß
Ψ2n(z) := RTq,n(z)(HnT
∗
q,n − unv∗q,n − zTq,nHnT ∗q,n)RT ∗q,n(z) (7.5)
deﬁniert. Dann ist Ψ2n eine stetige Matrixfunktion derart, dass die Beziehung
Ψ2n(R) ⊆ C(n+1)q×(n+1)qH erfüllt ist. Darüber hinaus gilt für jedes z ∈ Π+ die
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Gleichung
F2n(z) = Ψ2n(z) + Eq,n(z)f(z)E
∗
q,n(z¯).
(b) Seien κ > 1, n ∈ N0 mit 2n + 1 6 κ sowie F2n+1 : Π+ → C(n+1)q×(n+1)q gemäß
(7.3) und Ψ2n+1 : C→ C(n+1)q×(n+1)q gemäß
Ψ2n+1(z) := RTq,n(z)
(
Hα.nT
∗
q,n − (−αun − y0,n)v∗q,n − zTq,nHα.nT ∗q,n
)
RT ∗q,n(z)
(7.6)
deﬁniert. Dann ist Ψ2n+1 eine stetige Matrixfunktion derart, dass die Beziehung
Ψ2n+1(R) ⊆ C(n+1)q×(n+1)qH erfüllt ist. Darüber hinaus gilt für jedes z ∈ Π+ die
Gleichung
F2n+1(z) = Ψ2n+1(z) + Eq,n(z)[(z − α)f(z)]E∗q,n(z¯).
Beweis. Wir geben den in [FM10] ausgearbeiteten und in [Sch11, Lemma 5.6, Seiten
141-145] dargestellten Beweis wieder.
(a) Für n = 0 folgen mittels (0.4), (2.3), (2.8) und (2.16) die Beziehungen H0 = s0,
u0 = 0q×q, Tq,0 = 0q×q, RTq,0 = Iq und vq,0 = Iq, woraus mittels (7.5) für alle z ∈ C
dann Ψ0(z) = 0q×q = 0∗q×q = Ψ
∗
0(z) und mit Bemerkung 7.2 und (2.17) für alle z ∈ Π+
somit
F0(z) = f(z) = 0q×q + Iqf(z)Iq = Ψ0(z) + Eq,0(z)f(z)E∗q,0(z¯)
folgt. Demnach ist Aussage (a) im Fall n = 0 gezeigt.
Es gelte im Folgenden 0 < 2n 6 κ. Aus Bemerkung 2.11 und Bemerkung 2.12 folgt,
dass Ψ2n ein Matrixpolynom und somit insbesondere eine stetige Matrixfunktion ist.
Nach Voraussetzung gilt {sj : j ∈ Z0,2n} ⊆ {sj : j ∈ Z0,κ} ⊆ Cq×qH , womit nach Lem-
ma 2.6 nun H∗n = Hn folgt. Unter Berücksichtigung von Bemerkung 2.12 ergibt sich
für alle x ∈ R die Beziehung
RT ∗q,n(x) = [RTq,n(x¯)]
∗ = [RTq,n(x)]
∗ (7.7)
und unter weiterer Beachtung von (7.5) und H∗n = Hn folglich
[Ψ2n(x)]
∗ =
[
RTq,n(x)(HnT
∗
q,n − unv∗q,n − xTq,nHnT ∗q,n)RT ∗q,n(x)
]∗
= RTq,n(x)(Tq,nHn − vq,nu∗n − xTq,nHnT ∗q,n)RT ∗q,n(x),
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woraus wir mit Folgerung 2.3 wegen H∗n = Hn sowie (7.5) für alle x ∈ R dann
[Ψ2n(x)]
∗ = RTq,n(x)(−[HnT ∗q,n − Tq,nHn] +HnT ∗q,n − vq,nu∗n − xTq,nHnT ∗q,n)RT ∗q,n(x)
= RTq,n(x)(−[unv∗q,n − vq,nu∗n] +HnT ∗q,n − vq,nu∗n − xTq,nHnT ∗q,n)RT ∗q,n(x)
= RTq,n(x)(HnT
∗
q,n − unv∗q,n − xTq,nHnT ∗q,n)RT ∗q,n(x) = Ψ2n(x)
erhalten. Folglich gilt Ψ2n(R) ⊆ C(n+1)q×(n+1)qH .
Unter Beachtung von (7.1), Bemerkungen 2.10, 2.12 und 2.11 sowie insbesondere
(2.18) und (7.5) ergibt sich für jedes z ∈ Π+ die Beziehung
F2n(z) = RTq,n(z)[RTq,n(z)]
−1HnT ∗q,nRT ∗q,n(z) +RTq,n(z)vq,nf(z)v
∗
q,nRT ∗q,n(z)
−RTq,n(z)unv∗q,nRT ∗q,n(z)
= RTq,n(z)([I(n+1)q − zTq,n]HnT ∗q,n − unv∗q,n)RT ∗q,n(z) +RTq,n(z)vq,nf(z)v∗q,n[RTq,n(z¯)]∗
= RTq,n(z)(HnT
∗
q,n − zTq,nHnT ∗q,n − unv∗q,n)RT ∗q,n(z) +RTq,n(z)vq,nf(z)[RTq,n(z¯)vq,n]∗
= Ψ2n(z) + Eq,n(z)f(z)E
∗
q,n(z¯).
(b) Aus (7.6) sowie Bemerkung 2.11 und Bemerkung 2.12 folgt, dass Ψ2n+1 ein Matrix-
polynom und somit insbesondere eine stetige Matrixfunktion ist. Nach Voraussetzung
gilt {sj : j ∈ Z0,κ} ⊆ Cq×qH , woraus wir unter Berücksichtigung von 2n + 1 6 κ nach
Lemma 2.6 dann
Hα.n ∈ C(n+1)q×(n+1)qH (7.8)
erhalten. Unter Beachtung von (7.6), (7.7) und (7.8) ergibt sich für alle x ∈ R die
Beziehung
[Ψ2n+1(x)]
∗ =
[
RTq,n(x)
(
Hα.nT
∗
q,n − (−αun − y0,n)v∗q,n − xTq,nHα.nT ∗q,n
)
RT ∗q,n(x)
]∗
= RTq,n(x)
(
Tq,nHα.n − vq,n(−αun − y0,n)∗ − xTq,nHα.nT ∗q,n
)
RT ∗q,n(x).
Hieraus erhalten wir mit Folgerung 2.5, (7.8) und (7.6) für alle x ∈ R dann
[Ψ2n+1(x)]
∗ = RTq,n(x)
(− [Hα.nT ∗q,n − Tq,nHα.n] +Hα.nT ∗q,n − vq,n(−αun − y0,n)∗
− xTq,nHα.nT ∗q,n
)
RT ∗q,n(x)
= RTq,n(x)
(− [(−αun − y0,n)v∗q,n − vq,n(−αun − y0,n)∗]
+Hα.nT
∗
q,n − vq,n(−αun − y0,n)∗ − xTq,nHα.nT ∗q,n
)
RT ∗q,n(x)
= RTq,n(x)
(
Hα.nT
∗
q,n − (−αun − y0,n)v∗q,n − xTq,nHα.nT ∗q,n
)
RT ∗q,n(x)
= Ψ2n+1(x).
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Demnach gilt Ψ2n+1(R) ⊆ C(n+1)q×(n+1)qH . Unter Beachtung von Bemerkungen 7.3,
2.10, 2.12 und 2.11 sowie insbesondere (2.18) und (7.6) ergibt sich für jedes z ∈ Π+
schließlich
F2n+1(z) = RTq,n(z)[RTq,n(z)]
−1Hα.nT ∗q,nRT ∗q,n(z)
+RTq,n(z)vq,n[(z − α)f(z)]v∗q,nRT ∗q,n(z)
−RTq,n(z)(−αun − y0,n)v∗q,nRT ∗q,n(z)
= RTq,n(z)
(
[I(n+1)q − zTq,n]Hα.nT ∗q,n − (−αun − y0,n)v∗q,n
)
RT ∗q,n(z)
+RTq,n(z)vq,n[(z − α)f(z)]v∗q,n[RTq,n(z¯)]∗
= RTq,n(z)
(
Hα.nT
∗
q,n − zTq,nHα.nT ∗q,n − (−αun − y0,n)v∗q,n
)
RT ∗q,n(z)
+RTq,n(z)vq,n[(z − α)f(z)][RTq,n(z¯)vq,n]∗
= RTq,n(z)
(
Hα.nT
∗
q,n − (−αun − y0,n)v∗q,n − zTq,nHα.nT ∗q,n
)
RT ∗q,n(z)
+RTq,n(z)vq,n[(z − α)f(z)]v∗q,nRT ∗q,n(z)
= Ψ2n+1(z) + Eq,n(z)[(z − α)f(z)]E∗q,n(z¯). 
Lemma 7.6. Seien α ∈ R und σ ∈Mq>,1([α,+∞)). Dann gelten folgende Aussagen:
(a) Die gemäß
φ(t) :=
√
t− αIq (7.9)
deﬁnierte Matrixfunktion φ : [α,+∞)→ Cq×q erfüllt
φ ∈ q × q − L2([α,+∞),B[α,+∞), σ;C). (7.10)
(b) Es ist σ# : B[α,+∞) → Cq×q gemäß
σ#(B) :=
∫
B
(
√
t− αIq)σ(dt)(
√
t− αIq)∗
ein wohldeﬁniertes, zuMq>([α,+∞)) gehöriges nichtnegativ hermitesches q×q-
Maß.
(c) Sei n ∈ N0. Im Fall σ# ∈Mq>,2n([α,+∞)) gelten folgende Aussagen:
(c1) σ ∈Mq>,2n+1([α,+∞)).
(c2) Für jedes k ∈ Z0,2n gilt s[σ
#]
k = s
[σ]
k+1 − αs[σ]k .
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(c3) H [σ
#]
n = −αH [σ]n +K [σ]n .
Die Gültigkeit der Aussage (a) erhält man unmittelbar aus Lemma 5.14 sowie (b)
durch die Anwendung von Satz B.24. Teil (c) ergibt sich leicht unter Verwendung
von Lemma B.25 und Lemma B.26. Ein ausführlicher Beweis von Lemma 7.6 ist in
[Sch11, Lemma 5.7, Seiten 145-149] angegeben.
Das folgende wichtige Lemma unterstreicht die Bedeutung der Potapovschen Funda-
mentalen Matrixungleichungen für das α-Stieltjes-Maß.
Lemma 7.7. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 eine Folge aus Cq×q. Weiter
seien n ∈ N0 mit 2n + 1 6 κ sowie S ∈ S0,q,[α,+∞) derart, dass für alle z ∈ Π+ die
Beziehungen
P
[S]
2n (z) ∈ C(n+2)q×(n+2)q> und P [S]2n+1(z) ∈ C(n+2)q×(n+2)q> (7.11)
bestehen. Dann gehört das α-Stieltjes-Maß σ von S zuMq>,1([α,+∞)).
Beweis. Wir geben den in [FM10] entwickelten Beweis wieder. Dieser Beweis wurde
zwar schon in [Sch11, Lemma 5.8, Seiten 149-161] dargestellt, doch aufgrund der
Wichtigkeit von Lemma 7.7 stellen wir ihn in ausführlicher Form vor. Er zeigt, auf
welcher Weise das Lemma von Fatou verwendet wird.
Für alle z ∈ Π+ folgt aus Lemma 5.7 die Beziehung(
s0 S(z)
S∗(z) S(z)−S
∗(z)
z−z¯
)
= (vq,n+1, vq,n+1)
∗P [S]2n (z)(vq,n+1, vq,n+1). (7.12)
Die Kombination von (7.12) und der Voraussetzung (7.11) liefert unter Beachtung
von Bemerkung A.8 für alle z ∈ Π+ die Beziehung(
s0 S(z)
S∗(z) S(z)−S
∗(z)
z−z¯
)
∈ C2q×2q> .
Aufgrund der Holomorphie von S ergibt sich mit Hilfe von Lemma 1.27 dann, dass
F := Rstr Π+S zu R0,q(Π+) gehört, sowie für das matrizielle Spektralmaß σ˜ von F
zusätzlich σ˜(R) 6 s0. Mittels Bemerkung 1.56 folgt nun die Beziehung
σ([α,+∞)) = RstrB[α,+∞)σ˜([α,+∞)) = σ˜([α,+∞)) 6 σ˜(R) 6 s0.
Für alle u ∈ Cq gilt somit
u∗σ([α,+∞))u 6 u∗s0u. (7.13)
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Aus (7.11), (5.1) und Lemma A.25 folgt, dass Hn ∈ Cq×q> gültig ist. Hieraus und aus
(2.1) sowie Lemma A.25 folgen s0 ∈ Cq×q> und insbesondere s∗0 = s0. Somit erhalten
wir für jedes u ∈ Cq und jede Wahl von a, b ∈ [α,+∞) mit a < b unter Beachtung
dessen, dass σ ein nichtnegativ hermitesches Maß ist, dann{
u∗σ([a, b))u, u∗s0u
} ⊆ [0,+∞) ⊆ R. (7.14)
Nach Lemma B.3 gilt für jedes u ∈ Cq die Beziehung u∗σu ∈ M1>([α,+∞)), d. h.,
dass u∗σu ein endliches Maß auf ([α,+∞),B[α,+∞)) ist. Es gelten für jedes u ∈ Cq
die Beziehungen
1[α,+∞) ∈ L1
(
[α,+∞),B[α,+∞), u∗σu;C
)
(7.15)
und ∫
[α,+∞)
1[α,+∞)d(u∗σu) = (u∗σu)([α,+∞)) = u∗σ([α,+∞))u (7.16)
sowie
1[α,+∞) ∈ L1([α,+∞),B[α,+∞), σ;C) und
∫
[α,+∞)
1[α,+∞)dσ = σ([α,+∞)) (7.17)
(siehe auch Lemma B.3). Wiederum nach Lemma 5.7 gilt für alle z ∈ Π+ die Gleichung( −αs0 + s1 (z − α)S(z) + s0
[(z − α)S(z) + s0]∗ (z−α)S(z)−[(z−α)S(z)]∗z−z¯
)
= (vq,n+1, vq,n+1)
∗P [S]2n+1(z)(vq,n+1, vq,n+1). (7.18)
Die Kombination von (7.18), Bemerkung A.8 und der Voraussetzung (7.11) liefert für
jedes z ∈ Π+ nun( −αs0 + s1 (z − α)S(z) + s0
[(z − α)S(z) + s0]∗ (z−α)S(z)−[(z−α)S(z)]∗z−z¯
)
∈ C2q×2q> . (7.19)
Für jedes n ∈ N gilt in+α ∈ C\ [α,+∞) und wegen Lemma 1.53 ist für jedes u ∈ Cq
und jedes n ∈ N folglich die Abschätzung∫
[α,+∞)
∣∣∣∣ int− (in+ α)
∣∣∣∣ (u∗σu)(dt) = n ∫
[α,+∞)
∣∣∣∣ 1t− (in+ α)
∣∣∣∣ (u∗σu)(dt) < +∞ (7.20)
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erfüllt. Für jedes z ∈ C gelten oﬀensichtlich
|Re z| 6 |z| und | Im z| 6 |z| , (7.21)
woraus wir für jedes u ∈ Cq und jedes n ∈ N wegen (7.20) dann∫
[α,+∞)
∣∣∣∣Re ( int− (in+ α)
)∣∣∣∣ (u∗σu)(dt) < +∞ (7.22)
und ∫
[α,+∞)
∣∣∣∣ Im ( int− (in+ α)
)∣∣∣∣ (u∗σu)(dt) < +∞ (7.23)
erhalten. Da für jedes n ∈ N und jedes t ∈ [α,+∞) die Beziehung
in
t− (in+ α) = −
n2
|t− α− in|2 + i
(t− α)n
|t− α− in|2 (7.24)
und folglich
Re
(
in
t− (in+ α)
)
= − n
2
|t− α− in|2 und Im
(
in
t− (in+ α)
)
=
(t− α)n
|t− α− in|2
gelten, ergeben sich wegen (7.22) und (7.23) für jedes u ∈ Cq und jedes n ∈ N dann∫
[α,+∞)
∣∣∣∣− n2|t− α− in|2
∣∣∣∣ (u∗σu)(dt) < +∞ (7.25)
und ∫
[α,+∞)
∣∣∣∣ (t− α)n|t− α− in|2
∣∣∣∣ (u∗σu)(dt) < +∞. (7.26)
Wir bemerken, dass für jedes n ∈ N und jedes t ∈ [α,+∞) auch
n
(
in
t− (in+ α) + 1
)
=
(t− α)n
t− α− in =
(t− α)2n
(t− α)2 + n2 + i
(t− α)n2
(t− α)2 + n2
und somit insbesondere
Re
[
n
(
in
t− (in+ α) + 1
)]
=
(t− α)2n
(t− α)2 + n2
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sowie
Im
[
n
(
in
t− (in+ α) + 1
)]
=
(t− α)n2
(t− α)2 + n2 (7.27)
richtig sind, woraus sich für jedes n ∈ N und jedes t ∈ [α,+∞) auch∣∣∣∣Re [n( int− (in+ α) + 1
)]∣∣∣∣ = n · (t− α)2(t− α)2 + n2 6 n = n · 1[α,+∞)(t) (7.28)
und ∣∣∣∣ Im [n( int− (in+ α) + 1
)]∣∣∣∣ 6 n · 2 |t− α|n(t− α)2 + n2 6 n · |t− α|2 + n2(t− α)2 + n2
= n = n · 1[α,+∞)(t) (7.29)
folgern lässt. Für jedes u ∈ Cq gilt wegen (7.15), (7.16) und (7.28) bzw. (7.29) somit∫
[α,+∞)
∣∣∣∣Re [n( int− (in+ α) + 1
)]∣∣∣∣ (u∗σu)(dt) 6 ∫
[α,+∞)
n · 1[α,+∞)d(u∗σu)
= n
∫
[α,+∞)
1[α,+∞)d(u∗σu) = nu∗σ([α,+∞))u < +∞ (7.30)
und analog∫
[α,+∞)
∣∣∣∣ Im [n( int− (in+ α) + 1
)]∣∣∣∣ (u∗σu)(dt) 6 nu∗σ([α,+∞))u < +∞. (7.31)
Wegen (7.30) und (7.31) erkennen wir, dass für jedes n ∈ N die Funktion
gn : [α,+∞)→ C gemäß
gn(t) := n
(
in
t− (in+ α) + 1
)
(7.32)
für jedes u ∈ Cq die Beziehung
gn ∈ L1([α,+∞),B[α,+∞), u∗σu;C) (7.33)
erfüllt. Nach Lemma B.8 erhalten wir damit
gn ∈ L1([α,+∞),B[α,+∞), σ;C). (7.34)
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In Hinblick auf Lemma 1.53, Theorem 1.54 und Deﬁnition 1.55 gilt für jedes n ∈ N
zunächst in+ α ∈ C \ [α,+∞) sowie
S(in+ α) =
∫
[α,+∞)
1
t− (in+ α)σ(dt), (7.35)
sodass wir unter Berücksichtigung von Lemma B.29, (7.24), (7.25) sowie (7.26) für
jedes u ∈ Cq und für jedes n ∈ N die Gültigkeit von
u∗[in · S(in+ α)]u = u∗
[
in
∫
[α,+∞)
1
t− (in+ α)σ(dt)
]
u
= in
∫
[α,+∞)
1
t− (in+ α)(u
∗σu)(dt) =
∫
[α,+∞)
in
t− (in+ α)(u
∗σu)(dt)
=
∫
[α,+∞)
(
− n
2
|t− α− in|2 + i
(t− α)n
|t− α− in|2
)
(u∗σu)(dt)
= −n2
∫
[α,+∞)
1
|t− α− in|2 (u
∗σu)(dt) + in
∫
[α,+∞)
t− α
|t− α− in|2 (u
∗σu)(dt)
und somit insbesondere von
Re (u∗[in · S(in+ α)]u) = −n2
∫
[α,+∞)
1
|t− α− in|2 (u
∗σu)(dt) (7.36)
erkennen. Für jedes t ∈ [α,+∞) und jedes n ∈ N ist die Beziehung
(t− α)n2
(t− α)2 + n2 ∈ [0,+∞) (7.37)
richtig. Für jedes n ∈ N und jedes t ∈ [α,+∞) ergibt sich des Weiteren
− n
2
|t− α− in| + 1 = −
n2
(t− α)2 + n2 + 1 =
(t− α)2
(t− α)2 + n2 (7.38)
sowie für jedes u ∈ Cq und jedes n ∈ N folgt unter Verwendung von (7.13), (7.36),
(7.15), (7.16), Lemma B.6 und (7.38) nun
Re (u∗[in · S(in+ α)]u) + u∗s0u > Re (u∗[in · S(in+ α)]u) + u∗σ([α,+∞))u
= −n2
∫
[α,+∞)
1
|t− α− in|2 (u
∗σu)(dt) +
∫
[α,+∞)
1[α,+∞)d(u∗σu)
=
∫
[α,+∞)
(
− n
2
|t− α− in|2 + 1
)
(u∗σu)(dt) =
∫
[α,+∞)
(t− α)2
(t− α)2 + n2 (u
∗σu)(dt) > 0
111
7 Vom System der Fundamentalen Matrixungleichungen zum
zugehörigen matriziellen Potenzmomentenproblem
und somit auch{
Re (u∗[in · S(in+ α)]u) + u∗s0u
}2 > {Re (u∗[in · S(in+ α)]u) + u∗σ([α,+∞))u}2.
(7.39)
Für jede Wahl von u ∈ Cq und n ∈ N ist wegen (7.14), (7.39) und nochmals (7.14)
die Beziehung∣∣u∗n[in · S(in+ α) + s0]u∣∣2 = n2∣∣u∗[in · S(in+ α)]u+ u∗s0u∣∣2
= n2
({
Re (u∗[in · S(in+ α)]u) + u∗s0u
}2
+
{
Im (u∗[in · S(in+ α)]u)}2)
> n2
({
Re (u∗[in · S(in+ α)]u) + u∗σ([α,+∞))u}2 + { Im (u∗[in · S(in+ α)]u)}2)
= n2
∣∣u∗[in · S(in+ α)]u+ u∗σ([α,+∞))u∣∣2 = ∣∣u∗n[in · S(in+ α) + σ([α,+∞))]u∣∣2
und folglich auch∣∣u∗n[in · S(in+ α) + s0]u∣∣2 > ∣∣u∗n[in · S(in+ α) + σ([α,+∞))]u∣∣2 (7.40)
gültig. Aufgrund der Voraussetzung S ∈ S0,q,[α,+∞) folgt:
(I) Die Matrixfunktion G : Π+ → Cq×q gemäß
G(w) := wS(w + α) + s0 (7.41)
ist in Π+ holomorph.
Für jedes w ∈ Π+ ist z := w + α zu Π+ gehörig, sodass für jedes w ∈ Π+ wegen
s∗0 = s0 zunächst
wS(w + α) + s0 − [wS(w + α) + s0]∗ = wS(w + α)− [wS(w + α)]∗
= [(w + α)− α]S(w + α)− ([(w + α)− α]S(w + α))∗ (7.42)
und wegen (7.41), (7.42) sowie (7.19) dann(−αs0 + s1 G(w)
G∗(w) G(w)−G
∗(w)
w−w
)
=
( −αs0 + s1 wS(w + α) + s0
[wS(w + α) + s0]
∗ [wS(w+α)+s0]−[wS(w+α)+s0]∗
w−w
)
=
( −αs0 + s1 [(w + α)− α]S(w + α) + s0
([(w + α)− α]S(w + α) + s0)∗ [(w+α)−α]S(w+α)−([(w+α)−α]S(w+α))
∗
w−w
)
∈ C2q×2q>
(7.43)
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folgt. Berücksichtigen wir (I), (7.43) und Lemma 1.27, so ergibt sich
sup
y∈(0,+∞)
(y ‖G(iy)‖S) 6 ‖−αs0 + s1‖S . (7.44)
Mittels (7.41) und (7.44) erkennen wir die Gültigkeit von
sup
n∈N
(n ‖in · S(in+ α) + s0‖S) 6 ‖−αs0 + s1‖S . (7.45)
Für jedes u ∈ Cq und jedes n ∈ N erhalten wir wegen (7.45) und der Bunjakowski-
Cauchy-Schwarzschen Ungleichung dann∣∣u∗(n[in · S(in+ α) + s0])u∣∣ 6 ‖n[in · S(in+ α) + s0]u‖E · ‖u‖E
= n ‖in · S(in+ α) + s0‖S · ‖u‖2E 6 ‖−αs0 + s1‖S · ‖u‖2E . (7.46)
Weiterhin gilt für jedes t ∈ [α,+∞) oﬀensichtlich
|t− α| = lim
n→+∞
t− α(
t−α
n
)2
+ 1
= lim
n→+∞
(t− α)n2
(t− α)2 + n2 = lim infn→+∞
(t− α)n2
(t− α)2 + n2 . (7.47)
Berücksichtigen wir (7.37), so ergibt sich aus dem Lemma von Fatou (siehe z. B. [Co80,
Theorem 2.4.3, Seite 72]) für jedes u ∈ Cq und jedes n ∈ N dann∫
[α,+∞)
lim inf
n→+∞
(t− α)n2
(t− α)2 + n2 (u
∗σu)(dt) 6 lim inf
n→+∞
∫
[α,+∞)
(t− α)n2
(t− α)2 + n2 (u
∗σu)(dt).
(7.48)
Wir weisen nun nach, dass für jedes u ∈ Cq die Ungleichung∫
[α,+∞)
|t− α| (u∗σu)(dt) 6 ‖−αs0 + s1‖S · ‖u‖2E (7.49)
gilt. Dazu stellen wir zunächst fest, dass wegen (7.47) für jedes u ∈ Cq die Gleichung∫
[α,+∞)
|t− α| (u∗σu)(dt) =
∫
[α,+∞)
lim inf
n→+∞
(t− α)n2
(t− α)2 + n2 (u
∗σu)(dt) (7.50)
richtig ist. Wegen (7.50) und (7.48) folgt für jedes u ∈ Cq dann∫
[α,+∞)
|t− α| (u∗σu)(dt) 6 lim inf
n→+∞
∫
[α,+∞)
(t− α)n2
(t− α)2 + n2 (u
∗σu)(dt). (7.51)
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Beachten wir, dass (7.27) für jedes n ∈ N und jedes t ∈ [α,+∞) gilt, so ergibt sich
wegen (7.27) für jedes u ∈ Cq und jedes n ∈ N dann∫
[α,+∞)
(t− α)n2
(t− α)2 + n2 (u
∗σu)(dt) =
∫
[α,+∞)
Im
[
n
(
in
t− (in+ α) + 1
)]
(u∗σu)(dt).
(7.52)
Da (7.33) für jedes u ∈ Cq und jedes n ∈ N erfüllt ist, erhalten wir für jedes u ∈ Cq
und jedes n ∈ N wegen (7.32), Bemerkung B.28 sowie (7.21) dann∣∣∣∣∫
[α,+∞)
Im
[
n
(
in
t− (in+ α) + 1
)]
(u∗σu)(dt)
∣∣∣∣
=
∣∣∣∣ Im [∫
[α,+∞)
n
(
in
t− (in+ α) + 1
)
(u∗σu)(dt)
]∣∣∣∣
6
∣∣∣∣∫
[α,+∞)
n
(
in
t− (in+ α) + 1
)
(u∗σu)(dt)
∣∣∣∣. (7.53)
Berücksichtigen wir, dass (7.34) für jedes n ∈ N erfüllt ist, so erhalten wir aufgrund
von (7.32) und Lemma B.29 für jedes n ∈ N die Gleichung∫
[α,+∞)
n
(
in
t− (in+ α) + 1
)
(u∗σu)(dt) = u∗
[∫
[α,+∞)
n
(
in
t− (in+ α) + 1
)
σ(dt)
]
u.
(7.54)
Mit Hilfe von (7.53) und (7.54) folgt für jedes u ∈ Cq und jedes n ∈ N dann∫
[α,+∞)
Im
[
n
(
in
t− (in+ α) + 1
)]
(u∗σu)(dt)
=
∣∣∣∣∫
[α,+∞)
Im
[
n
(
in
t− (in+ α) + 1
)]
(u∗σu)(dt)
∣∣∣∣
6
∣∣∣∣u∗[∫
[α,+∞)
n
(
in
t− (in+ α) + 1
)
σ(dt)
]
u
∣∣∣∣. (7.55)
Für jedes n ∈ N und jedes t ∈ [α,+∞) gilt wegen (7.32) oﬀensichtlich
gn(t)− n · 1[α,+∞)(t) = in
2
t− (in+ α) = g˜n(t),
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wobei g˜n : [α,+∞)→ C gemäß
g˜n(t) :=
in2
t− (in+ α) (7.56)
deﬁniert ist. Für jedes n ∈ N gilt somit g˜n = gn−n · 1[α,+∞), sodass wegen (7.32) und
(7.17) dann g˜n ∈ L1
(
[α,+∞),B[α,+∞), σ;C
)
richtig ist, und unter weiterer Beachtung
von Lemma B.6 und (7.17) auch∫
[α,+∞)
g˜ndσ =
∫
[α,+∞)
gndσ − n
∫
[α,+∞)
1[α,+∞)dσ =
∫
[α,+∞)
gndσ − nσ([α,+∞))
gilt. Hieraus erhalten wir unter weiterer Berücksichtigung von (7.32), (7.56) und Lem-
ma B.6 für jedes n ∈ N dann∫
[α,+∞)
n
(
in
t− (in+ α) + 1
)
σ(dt) =
∫
[α,+∞)
gnσ(dt)
=
∫
[α,+∞)
g˜nσ(dt) + nσ([α,+∞)) =
∫
[α,+∞)
in2
t− (in+ α)σ(dt) + nσ([α,+∞))
= in2
∫
[α,+∞)
1
t− (in+ α)σ(dt) + nσ([α,+∞)). (7.57)
Für jedes n ∈ N gilt wegen (7.57) und (7.35) die Gleichung∫
[α,+∞)
n
(
in
t− (in+ α) + 1
)
σ(dt) = in2
∫
[α,+∞)
1
t− (in+ α)σ(dt) + nσ([α,+∞))
= in2 · S(in+ α) + nσ([α,+∞)) = n[in · S(in+ α) + σ([α,+∞))].
Hieraus und aus (7.40) folgt für jedes u ∈ Cq und jedes n ∈ N dann∣∣∣∣u∗[∫
[α,+∞)
n
(
in
t− (in+ α) + 1
)
σ(dt)
]
u
∣∣∣∣ = ∣∣u∗n[in · S(in+ α) + σ([α,+∞))]u∣∣
6
∣∣u∗n[in · S(in+ α) + s0]u∣∣. (7.58)
Für jedes u ∈ Cq ergibt sich wegen (7.51), (7.52), (7.55) sowie (7.58) und (7.46) nun∫
[α,+∞)
|t− α| (u∗σu)(dt) 6 lim inf
n→+∞
∫
[α,+∞)
(t− α)n2
(t− α)2 + n2 (u
∗σu)(dt)
= lim inf
n→+∞
∫
[α,+∞)
Im
[
n
(
in
t− (in+ α) + 1
)]
(u∗σu)(dt)
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6 lim inf
n→+∞
∣∣∣∣u∗[∫
[α,+∞)
n
(
in
t− (in+ α) + 1
)
σ(dt)
]
u
∣∣∣∣
6 lim inf
n→+∞
∣∣u∗n[in · S(in+ α) + s0]u∣∣ 6 lim inf
n→+∞
‖−αs0 + s1‖S · ‖u‖2E
6 ‖−αs0 + s1‖S · ‖u‖2E < +∞. (7.59)
Insbesondere ist (7.49) nachgewiesen. Oﬀensichtlich ist für jedes u ∈ Cq auch∫
[α,+∞)
|α| (u∗σu)(dt) = |α| (u∗σu)([α,+∞)) (7.60)
erfüllt. Wegen (7.59) und (7.60) gilt für jedes u ∈ Cq dann∫
[α,+∞)
|t| (u∗σu)(dt) =
∫
[α,+∞)
|t− α + α| (u∗σu)(dt) 6
∫
[α,+∞)
(|t− α|+ |α|)(u∗σu)(dt)
=
∫
[α,+∞)
|t− α| (u∗σu)(dt) +
∫
[α,+∞)
|α| (u∗σu)(dt)
6 ‖−αs0 + s1‖S · ‖u‖2E + |α| (u∗σu)([α,+∞)) < +∞.
Für jedes u ∈ Cq ist demnach p1 : [α,+∞) → C gemäß p1(t) := t zu
L1 ([α,+∞),B[α,+∞), u∗σu;C) gehörig, woraus mit Lemma B.8 dann
p1 ∈ L1([α,+∞),B[α,+∞), σ;C), d. h. σ ∈Mq>,1([α,+∞)), folgt. 
Wir kommen nun zu weiteren Schritten in Richtung des Hauptresultats dieses Ab-
schnitts.
Lemma 7.8. Seien α ∈ R, κ ∈ N∪{+∞} und (sj)κj=0 eine Folge aus Cq×q. Weiterhin
seien n ∈ N0 mit 2n+1 6 κ sowie S ∈ S0,q,[α,+∞) derart, dass für jedes z ∈ Π+ die Be-
ziehungen P [S]2n (z) ∈ C(n+2)q×(n+2)q> und P [S]2n+1(z) ∈ C(n+2)q×(n+2)q> bestehen. Bezeichne
σ das α-Stieltjes-Maß von S. Dann gelten folgende Aussagen:
(a) σ ∈Mq>,1([α,+∞)).
(b) Die Funktion φ : [α,+∞) → C gemäß (7.9) erfüllt (7.10) und σ# : B[α,+∞) →
Cq×q gemäß
σ#(B) :=
∫
B
(
√
t− αIq)σ(dt)(
√
t− αIq)∗ (7.61)
gehört zuMq>([α,+∞)).
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(c) Die Matrixfunktion S# : C \ [α,+∞)→ Cq×q gemäß
S#(z) := (z − α)S(z) (7.62)
und die α-Stieltjes-Transformierte S[σ
#] von σ# erfüllen für jedes z ∈ C \
[α,+∞) die Beziehung
S#(z) = S[σ
#](z)− σ([α,+∞)). (7.63)
(d) Es gehört (S#) := Rstr Π+S
# zur Klasse R′q(Π+) und es ist (σ#) : BR →
Cq×q gemäß
(σ#)(B) := σ
# (B ∩ [α,+∞)) (7.64)
das matrizielle Spektralmaß von (S#).
Beweis. Wir geben den in [FM10] entwickelten und in [Sch11, Lemma 5.9, Seiten
161-166] dargestellten Beweis wieder.
(a) Die Gültigkeit von Aussage (a) folgt unmittelbar aus Lemma 7.7.
(b) Die Aussage von Teil (b) ergeben sich unmittelbar aus Lemma 7.6.
(c) Wir betrachten nun ein beliebiges z ∈ C\[α,+∞). Wegen Teil (a) und Lemma 1.53
sowie Theorem 1.54 gilt:
(I) Die gemäß (1.20) deﬁnierte Funktion bα,z : [α,+∞) → C gehört zu
L1([α,+∞),B[α,+∞), σ;C) und es gilt (1.21).
Unter Beachtung von (I) und Lemma B.6 erkennen wir, dass die Funktion gα,z :
[α,+∞) → C gemäß gα,z(t) := (z − α)bα,z(t) zu L1([α,+∞),B[α,+∞), σ;C) gehört
und
(z − α)S(z) =
∫
[α,+∞)
z − α
t− z σ(dt)
gilt. Hieraus und aus Lemma B.25 folgt dann die Aussage:
(II) Das Paar [gα,zIq, 1[α,+∞)Iq] ist bezüglich σ linksintegrierbar und es gilt
(z − α)S(z) =
∫
[α,+∞)
(
z − α
t− z Iq
)
σ(dt)I∗q .
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Oﬀensichtlich gilt 1[α,+∞)Iq ∈ q × q − L2
(
[α,+∞),B[α,+∞), σ;C
)
(siehe z. B. auch
[GL95, Satz 4.3.28, Seiten 215/216]). Darüber hinaus erhalten wir wegen Lemma B.26
sowie Bemerkung B.7 auch
σ([α,+∞)) =
∫
[α,+∞)
1[α,+∞)dσ =
∫
[α,+∞)
(1[α,+∞)Iq)dσ(1[α,+∞)Iq)∗ =
∫
[α,+∞)
IqdσI
∗
q .
(7.65)
Hieraus und aus (II) sowie Lemma B.20 folgt:
(III) Das Paar [gα,zIq+1[α,+∞)Iq, Iq], d. h. das Paar [(gα,z+1[α,+∞))Iq, Iq], ist bezüglich
σ linksintegrierbar und es gilt∫
[α,+∞)
[(
z − α
t− z + 1
)
Iq
]
σ(dt)I∗q =
∫
[α,+∞)
(
z − α
t− z Iq
)
σ(dt)I∗q +
∫
[α,+∞)
Iq σ(dt)I
∗
q .
Unter Berücksichtigung der für jedes t ∈ [α,+∞) gültigen Gleichung
z − α
t− z + 1 =
t− α
t− z (7.66)
erhalten wir wegen (III) und (II) die Beziehung∫
[α,+∞)
(
t− α
t− z Iq
)
σ(dt)I∗q = (z − α)S(z) +
∫
[α,+∞)
IqdσI
∗
q
sowie wegen (7.62) und (7.65) dann
S#(z) = (z − α)S(z) =
∫
[α,+∞)
(
t− α
t− z Iq
)
σ(dt)I∗q − σ([α,+∞)). (7.67)
Wegen (III), (7.66), Lemma B.26 und Satz B.24 sowie (7.61) gilt∫
[α,+∞)
(
t− α
t− z Iq
)
σ(dt)I∗q =
∫
[α,+∞)
(√
t− α
t− z Iq
)
σ(dt)
(√
t− αIq
)∗
=
∫
[α,+∞)
[(
1
t− z Iq
)
(
√
t− αIq)
]
σ(dt)
[
Iq
(√
t− αIq
)]∗
=
∫
[α,+∞)
(
1
t− z Iq
)
σ#(dt)I∗q .
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Hieraus und aus (7.67) erhalten wir
S#(z) =
∫
[α,+∞)
(
1
t− z Iq
)
σ#(dt)I∗q − σ([α,+∞))
und wegen Teil (b) und Lemma 1.53 auch bα,z ∈ L1
(
[α,+∞),B[α,+∞), σ#;C
)
. In
Hinblick auf Lemma B.25 ergibt sich nun
S#(z) =
∫
[α,+∞)
1
t− zσ
#(dt)− σ([α,+∞)),
woraus mit der α-Stieltjes-Transformierten S[σ
#] von σ# dann (7.63) folgt.
(d) Wegen Theorem 1.54 gehört S[σ
#] zur Klasse S0,q,[α,+∞). Unter Beachtung von
Bemerkung 1.51 und Lemma 1.21 ist die Beziehung
Rstr Π+S
[σ#] ∈ R0,q(Π+) ⊆ R′q(Π+) (7.68)
erfüllt. In Hinblick auf Bemerkung 1.56 existiert das matrizielle Spektralmaß µ# von
Rstr Π+S
[σ#] und es gelten
σ# = RstrB[α,+∞)µ
# (7.69)
und wegen Lemma 1.57 auch
µ#(R \ [α,+∞)) = µ#((−∞, α)) = 0q×q. (7.70)
Die Kombination von (7.70), (7.69) und [Mä05, Lemma A.4.2, Seiten 399/400] liefert
dann µ# = (σ#), d. h., es gilt:
(IV) Es ist (σ#) das matrizielle Spektralmaß von Rstr Π+S
[σ#].
Die Matrixfunktion F : Π+ → Cq×q gemäß F (z) := −σ([α,+∞)) gehört zur Klasse
R′q(Π+) und für das zugehörige matrizielle Spektralmaß θ : BR → Cq×q> von F gilt
θ(B) = 0q×q (7.71)
für alle B ∈ BR (siehe auch [CR01, Beispiel 1.2.1, Seite 27]). Wegen (7.63) ergibt sich
nun die Beziehung
(S#) = Rstr Π+S
[σ#] + F. (7.72)
Unter Beachtung von Lemma 1.17 sowie (7.68), F ∈ R′q(Π+), (7.72) und (IV) erhalten
wir die Beziehung (S#) ∈ R′q(Π+) und, dass (σ#) + θ das zu (S#) gehörige
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matrizielle Spektralmaß ist. Wegen (7.71) gilt (σ#)+θ = (σ#) und somit ist (σ#)
das zu (S#) gehörige matrizielle Spektralmaß. 
Wir machen darauf aufmerksam, dass der Beweis des nachfolgenden Lemmas mit
Folgerung D.7 eine Konsequenz der matriziellen Stieltjesschen Umkehrformel (Theo-
rem D.6) sowie mit Folgerung D.9 eine Folgerung aus der verallgemeinerten matrizi-
ellen Stieltjesschen Umkehrformel (Theorem D.8) anwendet.
Lemma 7.9. Seien α ∈ R, κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge aus Cq×q. Dann
gelten folgende Aussagen:
(a) Sei n ∈ N0 mit 2n 6 κ sowie S ∈ S0,q,[α,+∞) derart, dass für alle z ∈ C \ R die
Beziehung
P
[S]
2n (z) ∈ C(n+2)q×(n+2)q> (7.73)
besteht. Dann gehört das α-Stieltjes-Maß σ von S zu Mq>,2n([α,+∞)) und es
gilt H [σ]n 6 Hn.
(b) Seien κ > 1, n ∈ N0 mit 2n + 1 6 κ sowie S ∈ S0,q,[α,+∞) derart, dass für alle
z ∈ C \ R die Beziehung{
P
[S]
2n (z), P
[S]
2n+1(z)
} ⊆ C(n+2)q×(n+2)q> (7.74)
besteht. Dann gehört das α-Stieltjes-Maß σ von S zuMq>,2n+1([α,+∞)) und es
gilt −αH [σ]n +K [σ]n 6 Hα.n.
Beweis. Wir geben den in [FM10] entwickelten und in [Sch11, Lemma 5.10, Seiten
166-181] dargestellten Beweis wieder.
(a) Wegen der für alle z ∈ C \ R gültigen Beziehung (7.73), Bezeichnung 5.1, Lem-
ma A.25 und Bemerkung A.7 ist Hn ∈ C(n+1)q×(n+1)q> ⊆ C(n+1)q×(n+1)qH erfüllt. Aus
Teil (a) von Lemma 2.6 folgt dann {sj : j ∈ Z0,2n} ∈ Cq×qH . Unter Beachtung von
S ∈ S0,q,[α,+∞), Bemerkung 1.51 und Lemma 1.21 ist
Rstr Π+S ∈ R0,q(Π+) ⊆ R′q(Π+) (7.75)
gültig und insbesondere ist S eine in C \ [α,+∞) holomorphe Matrixfunktion. Sei
F2n : Π+ → C(n+1)q×(n+1)q gemäß (7.1) deﬁniert. Wegen Teil (a) von Lemma 7.4 mit
f = S und Lemma 1.21 erhalten wir
F2n ∈ R0,(n+1)q(Π+) ⊆ R′(n+1)q(Π+) (7.76)
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sowie für das matrizielle Spektralmaß µ2n von F2n auch
µ2n(R) 6 Hn. (7.77)
Sei Ψ2n : C → C(n+1)q×(n+1)q gemäß (7.5) deﬁniert. Wegen {sj : j ∈ Z0,2n} ∈ Cq×qH
und Teil (a) von Lemma 7.5 (mit f = S) ist Ψ2n eine stetige Matrixfunktion derart,
dass
Ψ2n(R) ⊆ C(n+1)q×(n+1)qH (7.78)
gilt sowie für alle z ∈ Π+ die Beziehung
F2n(z) = Ψ2n(z) + Eq,n(z) Rstr Π+S(z)E
∗
q,n(z¯) (7.79)
erfüllt ist. Nach Bemerkung 1.56 existiert das matrizielle Spektralmaß σ von
Rstr Π+S und es gelten, da σ das α-Stieltjes-Maß von S ist, die Identität
σ = RstrB[α,+∞)σ
 (7.80)
sowie wegen Lemma 1.57 auch
σ(R \ [α,+∞)) = σ((−∞, α)) = 0q×q. (7.81)
Seien nun (ak)∞k=1 und (bk)
∞
k=1 zwei nach Lemma D.1 existierende Folgen aus R derart,
dass für alle k ∈ N die Beziehungen
σ({ak}) = 0q×q, σ({bk}) = 0q×q, (7.82)
µ2n({ak}) = 0(n+1)q×(n+1)q, µ2n({bk}) = 0(n+1)q×(n+1)q (7.83)
sowie
ak < bk und (ak, bk) ⊆ (ak+1, bk+1) (7.84)
erfüllt sind und
∞⋃
k=1
(ak, bk) = R (7.85)
gilt. Die Kombination von (7.83), (7.76), (7.84) und Folgerung D.7 liefert
µ2n((ak, bk)) =
1
2
[0(n+1)q×(n+1)q + 0(n+1)q×(n+1)q] + µ2n((ak, bk))
=
1
2
[µ2n({ak}) + µ2n({bk})] + µ2n((ak, bk))
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=
1
pi
lim
ε→0+0
∫
[ak,bk]
ImF2n(x+ iε)λ
(1)(dx), (7.86)
wobei λ(1) das auf BR deﬁnierte Lebesgue-Maß bezeichnet. Die Matrixfunktion Eq,n :
C→ C(n+1)q×q gemäß (2.17) ist als Matrixpolynom in C holomorph. Unter Beachtung
von (7.75), der Holomorphie von Eq,n in C, der Stetigkeit von Ψ2n, (7.78), (7.79), (7.84)
und Folgerung D.9 sowie (7.82) erhalten wir für alle k ∈ N dann
1
pi
lim
ε→0+0
∫
[ak,bk]
ImF2n(x+ iε)λ(dx)
=
1
2
(
Eq,n(ak)σ
({ak})[Eq,n(ak)]∗ + Eq,n(bk)σ({bk})[Eq,n(bk)]∗
)
+
∫
(ak,bk)
Eq,n(t)σ
(dt)E∗q,n(t)
=
1
2
(
Eq,n(ak)0q×q[Eq,n(ak)]∗ + Eq,n(bk)0q×q[Eq,n(bk)]∗
)
+
∫
(ak,bk)
Eq,n(t)σ
(dt)E∗q,n(t)
=
∫
(ak,bk)
Eq,n(t)σ
(dt)E∗q,n(t). (7.87)
Die Kombination von (7.86) und (7.87) ergibt für jedes k ∈ N die Beziehung
µ2n((ak, bk)) =
∫
(ak,bk)
Eq,n(t)σ
(dt)E∗q,n(t). (7.88)
Sei nun zunächst k ∈ N beliebig gewählt. Wegen (7.84), der Stetigkeit von Rstr REq,n
auf [ak, bk] und Bemerkung D.2 gelten
1(ak,bk) Rstr REq,n ∈ (n+ 1)q × q − L2(R,BR, σ;C) (7.89)
und unter Beachtung von (7.88) somit∫
R
[
1(ak,bk) Rstr REq,n
]
dσ
[
1(ak,bk) Rstr REq,n
]∗
=
∫
(ak,bk)
Eq,n(t)σ
(dt)E∗q,n(t)
= µ2n((ak, bk)) 6 µ2n(R),
woraus in Hinblick auf Bemerkung A.27 dann
tr
(∫
R
[
1(ak,bk) Rstr REq,n
]
dσ
[
1(ak,bk) Rstr REq,n
]∗) 6 tr [µ2n(R)] (7.90)
folgt. Wegen Deﬁnition 1.14, Bemerkung 1.13 und Bemerkung A.27 ist zudem
tr [µ2n(R)] < +∞. Des Weiteren ist das Spurmaß τσ von σ ein endliches und so-
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mit insbesondere σ-endliches Maß auf (R,BR). In Hinblick auf Bemerkung B.14 ist
σ absolutstetig bezüglich τσ . Man kann dann ein Element (σ)′τ der Spurableitung
von σ derart wählen, dass für alle t ∈ R die Beziehung (σ)′τ (t) ∈ Cq×q> besteht
(siehe auch [GL95, Lemma 4.2.3, Seite 167]). Folglich ist
√
(σ)′τ : R→ Cq×q> gemäß
t 7→ √(σ)′τ (t) wohldeﬁniert. Die Abbildung 1(ak,bk) Rstr REq,n ist BR − BC(n+1)q×q -
messbar, folglich ergeben sich wegen [GL95, Satz 4.3.2, Seiten 172/173] und (7.89)
die Beziehungen
∥∥1(ak,bk)( Rstr REq,n)√(σ)′τ∥∥E ∈ L2(R,BR, τσ ;C) und
tr
(∫
R
[
1(ak,bk) Rstr REq,n
]
dσ
[
1(ak,bk) Rstr REq,n
]∗)
=
∫
R
∥∥∥1(ak,bk)( Rstr REq,n)√(σ)′τ∥∥∥2
E
dτσ .
Hieraus und aus (7.90) folgt für alle k ∈ N dann∫
R
∥∥∥1(ak,bk)( Rstr REq,n)√(σ)′τ∥∥∥2
E
dτσ 6 tr [µ2n(R)]. (7.91)
Wegen Bemerkung D.3, (7.84) und (7.85) erhalten wir für alle t ∈ R nun
lim
k→∞
1(ak,bk)(t) = 1. (7.92)
Für alle k ∈ N bezeichne fk :=
∥∥1(ak,bk)( Rstr REq,n)√(σ)′τ∥∥2E. Unter Beachtung von
(7.92) folgt für alle t ∈ R dann∥∥∥( Rstr REq,n)√(σ)′τ∥∥∥2
E
(t) =
∥∥∥1 · (( Rstr REq,n)√(σ)′τ) (t)∥∥∥2
E
=
∥∥∥[ lim
k→∞
1(ak,bk)(t)
]
·
(
( Rstr REq,n)
√
(σ)′τ
)
(t)
∥∥∥2
E
=
∥∥∥ lim
k→∞
[
1(ak,bk)(t)
(
( Rstr REq,n)
√
(σ)′τ
)
(t)
]∥∥∥2
E
= lim
k→∞
[∥∥∥1(ak,bk)( Rstr REq,n)√(σ)′τ∥∥∥2
E
(t)
]
= lim
k→∞
fk(t) = lim inf
k→∞
fk(t). (7.93)
Die Abbildung fk ist für jedes k ∈ N nichtnegativ reellwertig und BR −BR-messbar.
Somit lässt sich das Lemma von Fatou (siehe z. B. [Co80, Theorem 2.4.3, Seite 72])
anwenden und man erhält unter Beachtung von (7.93), (7.91) und tr [µ2n(R)] < +∞
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dann∫
R
∥∥∥( Rstr REq,n)√(σ)′τ∥∥∥2
E
dτσ =
∫
R
lim inf
k→∞
fk(t)τσ(dt) 6 lim inf
k→∞
∫
R
fk(t)τσ(dt)
= lim inf
k→∞
∫
R
∥∥∥1(ak,bk)( Rstr REq,n)√(σ)′τ∥∥∥2
E
(t)τσ(dt)
= lim inf
k→∞
∫
R
∥∥∥1(ak,bk)( Rstr REq,n)√(σ)′τ∥∥∥2
E
dτσ 6 tr [µ2n(R)] < +∞,
woraus wegen der Nichtnegativität der Abbildung
∥∥( Rstr REq,n)√(σ)′τ∥∥E auch∫
R
∣∣∣∥∥∥( Rstr REq,n)√(σ)′τ∥∥∥
E
∣∣∣2 dτσ = ∫
R
∥∥∥( Rstr REq,n)√(σ)′τ∥∥∥2
E
dτσ < +∞
und somit
∥∥( Rstr REq,n)√(σ)′τ∥∥E ∈ L2 (R,BR, τσ ;C) folgen. Wegen [GL95,
Satz 4.3.2, Seiten 172/173] gilt dann
Rstr REq,n ∈ (n+ 1)q × q − L2(R,BR, σ;C). (7.94)
Unter Beachtung von (7.80), (7.81) sowie Rstr [α,+∞) Rstr REq,n = Rstr [α,+∞)Eq,n,
(7.94) und [Mä05, Lemma A.4.13, Seiten 422/423] sind
Rstr [α,+∞)Eq,n ∈ (n+ 1)q × q − L2([α,+∞),B[α,+∞), σ;C) (7.95)
sowie∫
R
Rstr REq,ndσ
[ Rstr REq,n]
∗
=
∫
[α,+∞)
[
Rstr [α,+∞) Rstr REq,n
]
d( RstrB[α,+∞)σ
)
[
Rstr [α,+∞) Rstr REq,n
]∗
=
∫
[α,+∞)
Rstr [α,+∞)Eq,ndσRstr [α,+∞)E∗q,n =
∫
[α,+∞)
Eq,n(t)σ(dt)E
∗
q,n(t) (7.96)
erfüllt. In Hinblick auf Teil (a) von Lemma 5.11 und (7.95) erhalten wir die Gültigkeit
von σ ∈Mq>,2n([α,+∞)) sowie
H [σ]n =
∫
[α,+∞)
Eq,n(t)σ(dt)E
∗
q,n(t). (7.97)
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Wegen (7.94) und Teil (a) von Satz B.24 ist die Abbildung Θn : BR → C(n+1)q×(n+1)q
gemäß
Θn(B) :=
∫
B
Rstr REq,ndσ
[ Rstr REq,n]
∗ (7.98)
ein wohldeﬁniertes nichtnegativ hermitesches (n+1)q×(n+1)q -Maß auf (R,BR). Un-
ter Beachtung von (7.98), (7.85), (7.84), Θn ∈M(n+1)q> (R,BR) und [GL95, Satz 4.2.3,
Seite 169] sowie (7.88) und µ2n ∈Mq>(R,BR) ergibt sich∫
R
Rstr REq,ndσ
[ Rstr REq,n]
∗ = Θn(R) = Θn
( ∞⋃
k=1
(ak, bk)
)
= lim
k→∞
Θn ((ak, bk))
= lim
k→∞
∫
(ak,bk)
Rstr REq,ndσ
[ Rstr REq,n]
∗ = lim
k→∞
∫
(ak,bk)
Eq,n(t)σ
(dt)E∗q,n(t)
= lim
k→∞
µ2n ((ak, bk)) = µ2n
( ∞⋃
k=1
(ak, bk)
)
= µ2n(R). (7.99)
Die Kombination von (7.97), (7.96), (7.99) und (7.77) liefert nun
H [σ]n =
∫
[α,+∞)
Eq,n(t)σ(dt)E
∗
q,n(t) =
∫
R
Rstr REq,ndσ
[ Rstr REq,n]
∗ = µ2n(R) 6 Hn.
(b) Wegen der für alle z ∈ C \ R gültigen Beziehung (7.74), Bezeichnung 5.1 sowie
Lemma A.25 und Bemerkung A.7 ist {Hn, Hα.n} ⊆ C(n+1)q×(n+1)q> ⊆ C(n+1)q×(n+1)qH
erfüllt. Aus Teil (b) von Lemma 2.6 folgt dann {sj : j ∈ Z0,2n+1} ⊆ Cq×qH . Sei S# :
C \ [α,+∞) → Cq×q gemäß (7.62) deﬁniert. Unter Beachtung von S ∈ S0,q,[α,+∞),
(7.74) und Teil (d) von Lemma 7.8 ist
Rstr Π+S
# ∈ R′q(Π+) (7.100)
gültig. Wegen S ∈ S0,q,[α,+∞) ist S eine in C \ [α,+∞) holomorphe Matrixfunktion.
Sei nun F2n+1 : Π+ → C(n+1)q×(n+1)q gemäß (7.3) deﬁniert. Dann lässt sich Teil (b)
von Lemma 7.4 mit f = S anwenden und es folgt unter Beachtung von Lemma 1.21
nun
F2n+1 ∈ R0,(n+1)q(Π+) ⊆ R′(n+1)q(Π+) (7.101)
sowie für das matrizielle Spektralmaß µ2n+1 von F2n+1 auch
µ2n+1(R) 6 Hα.n. (7.102)
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Sei Ψ2n+1 : C→ C(n+1)q×(n+1)q gemäß (7.6) deﬁniert. Wegen {sj : j ∈ Z0,2n+1} ⊆ Cq×qH
und Teil (b) von Lemma 7.5 mit f = S ist Ψ2n+1 eine stetige Matrixfunktion derart,
dass
Ψ2n+1(R) ⊆ C(n+1)q×(n+1)qH (7.103)
gilt sowie für alle z ∈ Π+ unter Berücksichtigung von (7.62) die Beziehung
F2n+1(z) = Ψ2n+1(z) + Eq,n(z)[(z − α)S(z)]E∗q,n(z¯)
= Ψ2n+1(z) + Eq,n(z) Rstr Π+S
#(z)E∗q,n(z¯) (7.104)
erfüllt ist. Unter Beachtung von S ∈ S0,q,[α,+∞), den Teilen (a) und (b) von Lemma 7.8
sowie (7.74) gelten
σ ∈Mq>,1([α,+∞)) (7.105)
sowie die Aussage:
(I) Die Funktion φ : [α,+∞) → Cq×q gemäß (7.9) erfüllt (7.10) und
σ# : B[α,+∞) → Cq×q gemäß (7.61) ist ein wohldeﬁniertes nichtnegativ her-
mitesches Maß ausMq>([α,+∞)).
Wegen Teil (d) von Lemma 7.8 ist (σ#) : BR → Cq×q gemäß (7.64) das matrizielle
Spektralmaß von Rstr Π+S
#. Unter Berücksichtigung von (7.64) erkennt man leicht,
dass die Beziehungen
RstrB[α,+∞)(σ
#) = σ
# (7.106)
sowie
(σ#)(R \ [α,+∞)) = (σ#)((−∞, α)) = σ#((−∞, α) ∩ [α,+∞))
= σ#(∅) = 0q×q (7.107)
gelten. Seien nun (ak)∞k=1 und (bk)
∞
k=1 zwei nach Lemma D.1 existierende Folgen aus
R derart, dass für alle k ∈ N die Gleichungen
(σ#)({ak}) = 0q×q, (σ#)({bk}) = 0q×q, (7.108)
µ2n+1({ak}) = 0(n+1)q×(n+1)q, µ2n+1({bk}) = 0(n+1)q×(n+1)q (7.109)
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sowie (7.84) und (7.85) erfüllt sind. Die Kombination von (7.109), (7.101), (7.84) und
Folgerung D.7 liefert
µ2n+1((ak, bk)) =
1
2
[µ2n+1({ak}) + µ2n+1({bk})] + µ2n+1((ak, bk))
=
1
pi
lim
ε→0+0
∫
[ak,bk]
ImF2n+1(x+ iε)λ
(1)(dx). (7.110)
Die Matrixfunktion Eq,n : C → C(n+1)q×q gemäß (2.17) ist als Matrixpolynom in
C holomorph. Unter Beachtung von (7.100), der Holomorphie von Eq,n in C, der
Stetigkeit von Ψ2n+1, (7.103), (7.104) und (7.84) sowie Folgerung D.9 und (7.108)
erhalten wir für alle k ∈ N dann
1
pi
lim
ε→0+0
∫
[ak,bk]
ImF2n+1(x+ iε)λ(dx)
=
1
2
(
Eq,n(ak)(σ
#)({ak}) [Eq,n(ak)]∗ + Eq,n(bk)(σ#)({bk}) [Eq,n(bk)]∗
)
+
∫
(ak,bk)
Eq,n(t)(σ
#)(dt)E
∗
q,n(t) =
∫
(ak,bk)
Eq,n(t)(σ
#)(dt)E
∗
q,n(t). (7.111)
Die Kombination von (7.110) und (7.111) ergibt für jedes k ∈ N die Beziehung
µ2n+1((ak, bk)) =
∫
(ak,bk)
Eq,n(t)(σ
#)(dt)E
∗
q,n(t). (7.112)
Sei nun zunächst k ∈ N beliebig gewählt. Wegen (7.84), der Stetigkeit von Rstr REq,n
auf [ak, bk] und Bemerkung D.2 gelten
1(ak,bk) Rstr REq,n ∈ (n+ 1)q × q − L2(R,BR, (σ#);C) (7.113)
und unter Beachtung von (7.112) weiterhin∫
R
[
1(ak,bk) Rstr REq,n
]
d(σ#)
[
1(ak,bk) Rstr REq,n
]∗
=
∫
(ak,bk)
Eq,n(t)(σ
#)(dt)E
∗
q,n(t) = µ2n+1((ak, bk)) 6 µ2n+1(R),
woraus in Hinblick auf Bemerkung A.27 dann
tr
(∫
R
[
1(ak,bk) Rstr REq,n
]
d(σ#)
[
1(ak,bk) Rstr REq,n
]∗) 6 tr [µ2n+1(R)] (7.114)
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folgt. Wegen Deﬁnition 1.14, Bemerkung 1.13 und Bemerkung A.27 ist zudem
tr [µ2n+1(R)] < +∞. Das Spurmaß τ(σ#) von (σ#) ist ein endliches und somit ins-
besondere σ-endliches Maß auf (R,BR). In Hinblick auf Bemerkung B.14 ist (σ#)
absolutstetig bezüglich τ(σ#) . Nach [GL95, Lemma 4.2.3, Seite 167] kann man ein
Element ((σ#))′τ der Spurableitung von (σ
#) derart wählen, dass für alle t ∈ R
die Beziehung ((σ#))′τ (t) ∈ Cq×q> besteht. Folglich ist
√
((σ#))′τ : R → Cq×q> ge-
mäß t 7→ √((σ#))′τ (t) wohldeﬁniert. Wegen (7.113) und [GL95, Satz 4.3.2, Seiten
172/173] gelten
∥∥1(ak,bk)( Rstr REq,n)√((σ#))′τ∥∥E ∈ L2(R,BR, τ(σ#) ;C) und
tr
(∫
R
[
1(ak,bk) Rstr REq,n
]
d(σ#)
[
1(ak,bk) Rstr REq,n
]∗)
=
∫
R
∥∥∥1(ak,bk)( Rstr REq,n)√((σ#))′τ∥∥∥2
E
dτ(σ#) ,
woraus in Hinblick auf (7.114) für alle k ∈ N dann∫
R
∥∥∥1(ak,bk)( Rstr REq,n)√((σ#))′τ∥∥∥2
E
dτ(σ#) 6 tr [µ2n+1(R)] (7.115)
folgt. Aufgrund von (7.84), (7.85) und Bemerkung D.3 ist für alle t ∈ R nun (7.92)
richtig. Für alle k ∈ N bezeichne fk :=
∥∥1(ak,bk)( Rstr REq,n)√((σ#))′τ∥∥2E. Unter
Beachtung von (7.92) folgt analog zu (7.93) für alle t ∈ R dann∥∥∥( Rstr REq,n)√((σ#))′τ∥∥∥2
E
(t) = lim
k→∞
fk(t) = lim inf
k→∞
fk(t). (7.116)
Oﬀensichtlich ist für jedes k ∈ N die Abbildung fk nichtnegativ reellwertig und BR−
BR-messbar. Somit lässt sich das Lemma von Fatou (siehe z. B. [Co80, Theorem
2.4.3, Seite 72]) anwenden und man erhält unter Beachtung von (7.116), (7.115) und
tr [µ2n+1(R)] < +∞ dann∫
R
∥∥∥( Rstr REq,n)√((σ#))′τ∥∥∥2
E
dτ(σ#) =
∫
R
lim inf
k→∞
fk(t)τ(σ#)(dt)
6 lim inf
k→∞
∫
R
fk(t)τ(σ#)(dt)
= lim inf
k→∞
∫
R
∥∥∥1(ak,bk)( Rstr REq,n)√((σ#))′τ∥∥∥2
E
(t)τ(σ#)(dt)
= lim inf
k→∞
∫
R
∥∥∥1(ak,bk)( Rstr REq,n)√((σ#))′τ∥∥∥2
E
dτ(σ#) 6 tr [µ2n+1(R)] < +∞,
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woraus wegen der Nichtnegativität der Abbildung
∥∥( Rstr REq,n)√((σ#))′τ∥∥E auch∫
R
∣∣∣∥∥∥( Rstr REq,n)√((σ#))′τ∥∥∥
E
∣∣∣2 dτ(σ#) < +∞
und somit
∥∥( Rstr REq,n)√((σ#))′τ∥∥E ∈ L2(R,BR, τ(σ#) ;C) folgen. Wegen [GL95,
Satz 4.3.2, Seiten 172/173] gilt dann
Rstr REq,n ∈ (n+ 1)q × q − L2(R,BR, (σ#);C). (7.117)
Mit (7.107), (7.106), (7.117) und [Mä05, Lemma A.4.13, Seiten 422/423] erhalten wir
Rstr [α,+∞)Eq,n ∈ (n+ 1)q × q − L2
(
[α,+∞),B[α,+∞), σ#;C
)
(7.118)
sowie∫
R
Rstr REq,nd(σ
#)[ Rstr REq,n]
∗ =
∫
[α,+∞)
Rstr [α,+∞)Eq,ndσ#[ Rstr [α,+∞)Eq,n]∗.
(7.119)
In Hinblick auf Teil (a) von Lemma 5.11 und (7.118) ergibt sich
σ# ∈Mq>,2n([α,+∞)). (7.120)
Unter Beachtung von (7.105), (7.61), (7.120) und Teil (c) von Lemma 7.6 gilt σ ∈
Mq>,2n+1([α,+∞)). Folglich gilt nach Lemma 5.14 die Identität (5.15). Wegen (7.117)
und Teil (a) von Satz B.24 ist die Abbildung Θ#n : BR → C(n+1)q×(n+1)q gemäß
Θ#n (B) :=
∫
B
Rstr REq,nd(σ
#)[ Rstr REq,n]
∗
ein wohldeﬁniertes nichtnegativ hermitesches (n + 1)q × (n + 1)q -Maß auf (R,BR).
Unter Beachtung von (7.85), der Unterhalbstetigkeit von nichtnegativ hermiteschen
Maßen (siehe z. B. [GL95, Satz 4.2.3, Seite 169]) in Kombination mit (7.84) sowie
(7.112) und µ2n+1 ∈Mq>(R,BR) ergibt sich hieraus∫
R
Rstr REq,nd(σ
#)[ Rstr REq,n]
∗ = Θ#n (R) = Θ#n
( ∞⋃
k=1
(ak, bk)
)
= lim
k→∞
Θ#n ((ak, bk))
= lim
k→∞
∫
(ak,bk)
Rstr REq,nd(σ
#)[ Rstr REq,n]
∗ = lim
k→∞
∫
(ak,bk)
Eq,n(t)(σ
#)(dt)E
∗
q,n(t)
= lim
k→∞
µ2n+1 ((ak, bk)) = µ2n+1
( ∞⋃
k=1
(ak, bk)
)
= µ2n+1(R). (7.121)
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Wegen (7.118), (I) und Teil (d) von Satz B.24 gilt∫
[α,+∞)
Rstr [α,+∞)Eq,ndσ#[ Rstr [α,+∞)Eq,n]∗ =
∫
[α,+∞)
Eq,n(t)σ
#(dt)E∗q,n(t)
=
∫
[α,+∞)
[√
t− αIq
]
Eq,n(t)σ(dt)
([√
t− αIq
]
Eq,n(t)
)∗
=
∫
[α,+∞)
√
t− αEq,n(t)σ(dt)[
√
t− αEq,n(t)]∗. (7.122)
Die Kombination von (5.15), (7.122), (7.119), (7.121) und (7.102) liefert nun
−αH [σ]n +K [σ]n =
∫
[α,+∞)
√
t− αEq,n(t)σ(dt)[
√
t− αEq,n(t)]∗
=
∫
[α,+∞)
Rstr [α,+∞)Eq,ndσ#[ Rstr [α,+∞)Eq,n]∗
=
∫
R
Rstr REq,nd(σ
#)[ Rstr REq,n]
∗ = µ2n+1(R) 6 Hα.n. 
Lemma 7.10. Seien α ∈ R, κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge aus Cq×q. Dann
gelten folgende Aussagen:
(a) Seien n ∈ N0 mit 2n 6 κ sowie S ∈ S0,q,[α,+∞) derart, dass für alle y ∈ (0,+∞)
die Beziehung P [S]2n (iy) ∈ C(n+2)q×(n+2)q> besteht. Dann gilt
lim
y→+∞
RTq,n(iy)[vq,nS(iy)− un] = 0(n+1)q×q.
(b) Seien κ > 1 und n ∈ N0 mit 2n + 1 6 κ sowie S ∈ S0,q,[α,+∞) derart, dass für
alle y ∈ (0,+∞) die Beziehung P [S]2n+1(iy) ∈ C(n+2)q×(n+2)q> besteht. Dann gilt
lim
y→+∞
RTq,n(iy)
[
vq,n(iy − α)S(iy)− (−αun − y0,n)
]
= 0(n+1)q×q.
Ein Beweis von Lemma 7.10 ergibt sich aus Bemerkung 1.52 unter Berücksichtigung
von Lemma A.28 (siehe z. B. [Sch11, Lemma 5.11, Seiten 181-185]).
Wir verweisen an dieser Stelle auf die in (5.10) und (5.11) eingeführten Bezeichnungen.
Das folgende Lemma unterstreicht die Bedeutung von Lemma 1.53.
Lemma 7.11. Seien α ∈ R, y ∈ (0,+∞), n ∈ N0 und S ∈ S0,q,[α,+∞) sowie σ das
α-Stieltjes-Maß von S. Dann gelten folgende Aussagen:
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(a) Sei S derart, dass die Beziehung σ ∈Mq>,2n([α,+∞)) besteht. Dann gilt
lim
y→+∞
RTq,n(iy)[vq,nS(iy)− u[σ]n ] = 0(n+1)q×q.
(b) Sei S derart, dass die Beziehung σ ∈Mq>,2n+1([α,+∞)) besteht. Dann gilt
lim
y→+∞
RTq,n(iy)
[
vq,n(iy − α)S(iy)− (−αu[σ]n − y[σ]0,n)
]
= 0(n+1)q×q.
Mit Hilfe von Lemma 1.53 und Lemma 7.10 kann man leicht Lemma 7.11 beweisen, wie
in [Sch11, Lemma 5.13, Seiten 185-187] gezeigt ist. Da wir in dieser Arbeit Lemma 7.11
nicht anwenden, verzichten wir an dieser Stelle auf eine Darstellung des Beweises.
Lemma 7.12. Seien n ∈ N0 und y ∈ R sowie u ∈ C(n+1)q×p derart, dass
lim
y→+∞
[u∗RTq,n(iy)u] = 0p×p gilt. Dann ist u = 0(n+1)q×p erfüllt.
Lemma 7.12 lässt sich leicht mit Hilfe von Bemerkung 2.11 und Lemma C.21 beweisen
(siehe z. B. [Sch11, Lemma 5.14, Seiten 187/188]).
Mit der Betrachtung des nächsten Lemmas erhalten wir ein unserem Anliegen in
diesem Kapitel sehr nahe kommendes Resultat. Für jede Funktion S aus der Klasse
S0,q,[α,+∞), für die die Potapovschen Matrixungleichungen erfüllt sind, gehört das zu
S gehörige α-Stieltjes-Maß zur KlasseMq>[[α,+∞); (sj)mj=0,6].
Lemma 7.13. Seien α ∈ R, κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge aus Cq×q. Dann
gelten folgende Aussagen:
(a) Seien n ∈ N0 mit 2n 6 κ sowie S ∈ S0,q,[α,+∞) derart, dass für alle z ∈ C \ R
die Beziehung P [S]2n (z) ∈ C(n+2)q×(n+2)q> besteht. Dann gehört das α-Stieltjes-Maß
σ von S zu σ ∈Mq>,2n([α,+∞)) und es gilt S ∈ S0,q,[α,+∞)[(sj)2nj=0,6].
(b) Seien κ > 1, n ∈ N0 mit 2n + 1 6 κ und S ∈ S0,q,[α,+∞) derart, dass für alle
z ∈ C \ R die Beziehung {P [S]2n (z), P [S]2n+1(z)} ⊆ C(n+2)q×(n+2)q> besteht. Dann
gehört das α-Stieltjes-Maß σ von S zu σ ∈ Mq>,2n+1([α,+∞)) und es gilt S ∈
S0,q,[α,+∞)[(sj)2n+1j=0 ,6].
Ein Beweis von Lemma 7.13 ist relativ aufwändig, kann mittels der Lemmata 7.9, 7.10,
7.11 und 7.12 sowie A.29 geführt werden (siehe z. B. [Sch11, Lemma 5.15, Seiten 188-
195]).
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Wir fassen nun in gewisser Weise unsere in diesem Abschnitt gewonnenen Erkenntnisse
zusammen.
Satz 7.14. Seien α ∈ R, κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge aus Cq×q. Dann
gelten folgende Aussagen:
(a) Seien n ∈ N0 mit 2n 6 κ und D eine diskrete Teilmenge von Π+ sowie
S˜ : Π+ \ D → Cq×q eine in Π+ \ D holomorphe Matrixfunktion derart, dass
für jedes z ∈ Π+ \ D die Beziehungen P [S˜]2n (z) ∈ C(n+2)q×(n+2)q> und P [S˜]2n−1(z) ∈
C(n+1)q×(n+1)q> erfüllt sind. Dann gibt es genau ein S ∈ S0,q,[α,+∞)[(sj)2nj=0,6]
derart, dass Rstr Π+\DS = S˜ gilt.
(b) Seien κ > 1, n ∈ N0 mit 2n+1 6 κ und D eine diskrete Teilmenge von Π+ sowie
S˜ : Π+ \ D → Cq×q eine in Π+ \ D holomorphe Matrixfunktion derart, dass für
jedes z ∈ Π+ \ D die Beziehung
{
P
[S˜]
2n (z), P
[S˜]
2n+1(z)
} ⊆ C(n+2)q×(n+2)q> erfüllt ist.
Dann gibt es genau ein S ∈ S0,q,[α,+∞)[(sj)2n+1j=0 ,6] derart, dass Rstr Π+\DS = S˜
gilt.
Beweis.Wir geben an dieser Stelle den kurzen, bereits in [Sch11, Satz 5.16, Seiten 196-
198] dargestellten Beweis wieder.
(a) Mit Hilfe von Teil (a) von Theorem 6.15 erhalten wir die Existenz eines S ∈
S0,q,[α,+∞) mit Rstr Π+\DS = S˜ sowie für alle z ∈ C \ R die Gültigkeit der Beziehung
P
[S]
2n (z) ∈ C(n+2)q×(n+2)q> . Hieraus ergibt sich wegen Teil (a) von Lemma 7.13 dann
S ∈ S0,q,[α,+∞)[(sj)2nj=0,6].Somit ist die Existenzaussage gezeigt.
Sei nun S ∈ S0,q,[α,+∞)[(sj)2nj=0,6] derart, dass Rstr Π+\DS = S˜ und folglich S ∈
S0,q,[α,+∞) erfüllt ist. Aufgrund der Eindeutigkeitsaussage von Teil (a) von Theo-
rem 6.15 und S ∈ S0,q,[α,+∞) gilt damit S = S und somit ist S eindeutig bestimmt.
(b) Mit Hilfe von Teil (b) von Theorem 6.15 und Teil (b) von Lemma 7.13 erhält man
analog zu (a) die Gültigkeit der in Teil (b) formulierten Aussage. 
Im folgenden Theorem ist nun das Hauptresultat dieses Abschnitts dargestellt, das
die Resultate der Kapitel 5 und 7 zusammenfasst. Es zeigt die Übereinstimmung der
Lösungsmenge des Momentenproblems S[[α,+∞); (sj)mj=0,6] und der Lösungsmenge
des zugehörigen Systems der Potapovschen Fundamentalen Matrixungleichungen.
Theorem 7.15. Seien α ∈ R, κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge aus Cq×q.
Weiterhin seien D eine diskrete Teilmenge von Π+ und S : C \ [α,+∞)→ Cq×q eine
holomorphe Matrixfunktion. Dann gelten folgende Aussagen:
(a) Sei n ∈ N0 mit 2n 6 κ. Dann sind folgende Aussagen äquivalent:
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(i) Für alle z ∈ Π+ \ D bestehen die Beziehungen P [S]2n−1(z) ∈ C(n+1)q×(n+1)q>
und P [S]2n (z) ∈ C(n+2)q×(n+2)q> .
(ii) S ∈ S0,q,[α,+∞)[(sj)2nj=0,6].
(b) Seien κ > 1 und n ∈ N0 mit 2n+ 1 6 κ. Dann sind folgende Aussagen äquiva-
lent:
(iii) Für alle z ∈ Π+ \ D gilt
{
P
[S]
2n (z), P
[S]
2n+1(z)
} ⊆ C(n+2)q×(n+2)q> .
(iv) S ∈ S0,q,[α,+∞)[(sj)2n+1j=0 ,6].
Beweis. Wir geben den kurzen, bereits in [Sch11, Theorem 5.17, Seiten 198-200] dar-
gestellten Beweis wieder.
(a) (i)⇒(ii): Aufgrund der vorausgesetzten Holomorphie von S ist S˜ := Rstr Π+\DS
eine in Π+ \ D holomorphe Matrixfunktion, für die wegen (i) die Beziehungen
P
[S˜]
2n−1(z) ∈ C(n+1)q×(n+1)q> und P [S˜]2n (z) ∈ C(n+2)q×(n+2)q> gelten. Nach Teil (a) von
Satz 7.14 gibt es dann ein
S ∈ S0,q,[α,+∞)[(sj)2nj=0,6] (7.123)
mit
Rstr Π+\DS
 = Rstr Π+\DS. (7.124)
Wegen (7.123) erhalten wir S ∈ S0,q,[α,+∞) und folglich ist S holomorph. Somit sind
S und in Hinblick auf die Voraussetzung auch S auf C\ [α,+∞) deﬁnierte holomor-
phe Matrixfunktionen, die unter Beachtung von (7.124) auf der oﬀensichtlich nicht
diskreten Menge Π+ \ D übereinstimmen. Nach dem Identitätssatz für holomorphe
Funktionen gilt dann S = S. Wegen (7.123) folgt somit (ii).
(ii)⇒(i): Sei nun S ∈ S0,q,[α,+∞)[(sj)2nj=0,6], d. h., es gilt S ∈ S0,q,[α,+∞) und das
α-Stieltjes-Maß von S gehört zur Menge Mq>[[α,+∞); (sj)2nj=0,6]. Hieraus ergibt
sich unter Beachtung von Teil (e) von Satz 5.27, dass für alle k ∈ Z0,2n und alle
z ∈ C \ R die Matrix P [S]k (z) nichtnegativ hermitesch ist und somit insbesondere
wegen Π+ \ D ⊆ C \ R nun (i) erfüllt ist.
(b) Der Beweis der Äquivalenz von (iii) und (iv) erfolgt durch Anwendung von Teil (b)
von Satz 7.14 analog zum Nachweis der Äquivalenz von (i) und (ii). Wir verzichten
an dieser Stelle auf die Darstellung der Details. 
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8. Diskussion von J˜q-Formen spezieller
Matrixpolynome
In diesem Abschnitt werden wir aus einer gegebenen Folge (sj)mj=0 komplexer q × q-
Matrizen spezielle Matrixfunktionen konstruieren, mit denen später eine Darstellung
der Lösungsmenge des matriziellen Stieltjesschen Potenzmomentenproblems
P [[α,+∞); (sj)mj=0,6] vorgenommen werden kann. Hierbei wird es insbesondere dar-
auf ankommen, geeignete Darstellungen für J˜q-Formen dieser Matrixfunktionen zu
ﬁnden, wobei
J˜q :=
(
0 −iIq
iIq 0
)
(8.1)
ist. Oﬀensichtlich ist J˜q eine 2q × 2q-Signaturmatrix ist, d. h., es gelten
J˜∗q = J˜q und J˜
2
q = I2q. (8.2)
Wir verwenden nun weitgehend das in [Bo95] für den Spezialfall α = 0 dargelegte
Vorgehen, wobei die Betrachtungen im allgemeinen Fall α ∈ R, insbesondere die De-
ﬁnition der entsprechenden Matrixfunktionen und die Berechnungen der zugehörigen
J˜q-Formen wesentlich komplizierter und aufwändiger sind. Wir benutzen wiederum
im Abschnitt 2 eingeführte Bezeichnungen und beginnen mit einer einfachen, bekann-
ten Feststellung, die unterstreicht, dass die durch (8.1) gegebene Matrix J˜q für unsere
Betrachtungen in Frage kommt.
Bemerkung 8.1. Für jedes A,B ∈ Cq×q gelten(
A
B
)∗
J˜q
(
A
B
)
= i(B∗A− A∗B) und
(
A
B
)∗
(−J˜q)
(
A
B
)
= −i(B∗A− A∗B)
sowie insbesondere
(
A
Iq
)∗
J˜q
(
A
Iq
)
= −2 ImA und (A
Iq
)∗
(−J˜q)
(
A
Iq
)
= 2 ImA.
Bemerkung 8.2. Seien κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge komplexer q × q-
Matrizen. Weiterhin seien G eine Teilmenge von C mit G \R 6= ∅ sowie f : G → Cq×q
eine Matrixfunktion. Für jedes z ∈ G \ R und jedes n ∈ N0 mit 2n 6 κ gelten
unter Beachtung von Lemma 2.1 dann vn,qf(z) − un = (vq,n, Tq,nHnvq,n)
(
f(z)
Iq
)
und
(vq,n, Tq,nHnvq,n) = (I(n+1)q, Tq,nHn)(I2⊗vq,n). Wegen Bemerkung 8.1, der in Hinblick
auf Bezeichnung 4.9 gültigen Beziehung H−n ∈ Hn{1} und Teil (b) von Bemerkung 5.3
gestattet die für jedes n ∈ N0 mit 2n 6 κ durch (5.4) deﬁnierte Matrixfunktion
134
8 Diskussion von J˜q-Formen spezieller Matrixpolynome
Σ
[f ]
2n : G \ R→ Cq×q für jedes z ∈ G \ R somit die Darstellungen
Σ
[f ]
2n(z) =
(
f(z)
Iq
)∗ [
J˜q
i(z − z¯) −
[
RTq,n(z)
(
vq,n, Tq,nHnvq,n
)]∗
H−n
·RTq,n(z)
(
vq,n, Tq,nHnvq,n
) ](f(z)
Iq
)
und
Σ
[f ]
2n(z) =
1
i(z − z¯)
(
f(z)
Iq
)∗ [
J˜q − i(z − z¯)(I2 ⊗ vq,n)∗
(
I(n+1)q, Tq,nHn
)∗
RT ∗q,n(z¯)
·H−n RTq,n(z)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)
](f(z)
Iq
)
.
Bemerkung 8.3. Seien α ∈ R, κ ∈ N ∪ {+∞} sowie (sj)κj=0 eine Folge komplexer
q × q-Matrizen. Weiterhin seien G eine Teilmenge von C mit G \ R 6= ∅ sowie f :
G → Cq×q eine Matrixfunktion. Für jedes z ∈ G \R und jedes n ∈ N0 mit 2n+ 1 6 κ
gelten unter Beachtung der in Lemma 2.22 angegebenen Beziehung (2.24) dann
vq,n(z − α)f(z)− (−αun − y0,n) =
(
vq,n, [RTq,n(α)]
−1Hnvq,n
)((z − α)f(z)
Iq
)
und (I(n+1)q, [RTq,n(α)]
−1Hn)(I2 ⊗ vq,n) = (vq,n, [RTq,n(α)]−1Hnvq,n). Wegen Bemer-
kung 8.1, der in Hinblick auf Bezeichnung 4.9 gültigen Beziehung H−α.n ∈ Hα.n{1}
und Teil (b) von Bemerkung 5.4 gestattet die für jedes n ∈ N0 mit 2n+ 1 6 κ gemäß
(5.5) deﬁnierte Matrixfunktion Σ[f ]2n+1 : G \ R → Cq×q für jedes z ∈ G \ R somit die
Darstellungen
Σ
[f ]
2n+1(z) =
(
(z − α)f(z)
Iq
)∗ [
J˜q
i(z − z¯) −
[
RTq,n(z)
(
vq,n, [RTq,n(α)]
−1Hnvq,n
)]∗
H−α.n
·RTq,n(z)
(
vq,n, [RTq,n(α)]
−1Hnvq,n
) ]((z − α)f(z)
Iq
)
und
Σ
[f ]
2n+1(z)
=
1
i(z − z¯)
(
(z − α)f(z)
Iq
)∗ [
J˜q − i(z − z¯)(I2 ⊗ vq,n)∗
(
I(n+1)q, [RTq,n(α)]
−1Hn
)∗
·RT ∗q,n(z¯)H−α.nRTq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
]((z − α)f(z)
Iq
)
.
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Wir stellen nun spezielle Matrizenresultate mit der Signaturmatrix J˜q bereit.
Bemerkung 8.4. Sei A ∈ Cq×qH . Dann kann man sich leicht davon überzeugen, dass
B :=
(
Iq 0q×q
A Iq
)
und C :=
(
Iq A
0q×q Iq
)
beides J˜q-unitäre Matrizen sind, d. h. B∗J˜qB = J˜q und C∗J˜qC = J˜q gelten. Weiterhin
sind BJ˜qB∗ = J˜q und CJ˜qC∗ = J˜q erfüllt (siehe z. B. auch [CDFK06, Remark 6.6]).
Lemma 8.5. Seien n ∈ N0 und vq,n die durch (2.6) deﬁnierte Matrix. Für jedes
A ∈ C(n+1)q×(n+1)q gelten dann(
I(n+1)q, A
)
(I2 ⊗ vq,n)J˜q = i
(
A, −I(n+1)q
)
(I2 ⊗ vq,n), (8.3)(
A, −I(n+1)q
)
(I2 ⊗ vq,n)J˜q = −i
(
I(n+1)q, A
)
(I2 ⊗ vq,n), (8.4)
J˜q(I2 ⊗ vq,n)∗
(
I(n+1)q, A
)∗
= −i(I2 ⊗ vq,n)∗
(
A, −I(n+1)q
)∗
, (8.5)
J˜q(I2 ⊗ vq,n)∗
(
A, −I(n+1)q
)∗
= i(I2 ⊗ vq,n)∗
(
I(n+1)q, A
)∗ (8.6)
und(
I(n+1)q, A
)
(I2 ⊗ vq,n)J˜q(I2 ⊗ vq,n)∗
(
I(n+1)q, A
)∗
= i(Avq,nv
∗
q,n − vq,nv∗q,nA∗), (8.7)(
A, −I(n+1)q
)
(I2 ⊗ vq,n)J˜q(I2 ⊗ vq,n)∗
(
A, −I(n+1)q
)∗
= i(Avq,nv
∗
q,n − vq,nv∗q,nA∗)
(8.8)
sowie(
I(n+1)q, A
)
(I2 ⊗ vq,n)(I2 ⊗ vq,n)∗
(
A, −I(n+1)q
)∗
= −(Avq,nv∗q,n − vq,nv∗q,nA∗). (8.9)
Der Beweis von Lemma 8.5 ist elementar, sodass wir auf eine entsprechende Darstel-
lung an dieser Stelle verzichten.
Wir schenken nun speziellen Matrixpolynomen unsere Aufmerksamkeit.
Bemerkung 8.6. Seien α ∈ R, κ ∈ N0 ∪ {+∞} und (sj)κj=0 eine Folge aus H>,eq,κ .
Unter Beachtung der Bezeichnung 4.9 gelten dann folgende Aussagen: Für jedes n ∈
N0 mit 2n 6 κ ist Un,α : C→ C2q×2q gemäß
Un,α(ζ) := I2q + (ζ − α)(I2 ⊗ vq,n)∗
(
Tq,nHn, −I(n+1)q
)∗
·RT ∗q,n(ζ)H−n RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n) (8.10)
nach Bemerkung 2.12 ein 2q × 2q-Matrixpolynom vom Grad nicht größer als n + 1,
136
8 Diskussion von J˜q-Formen spezieller Matrixpolynome
wobei wegen der gültigen Beziehung (3.1) für jedes ζ ∈ C die Blockdarstellung
Un,α(ζ) =
Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n
−(ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n
(ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)Tq,nHnvq,n
Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)Tq,nHnvq,n
 (8.11)
besteht.
Bemerkung 8.7. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 eine Folge aus K>,eq,κ,α.
Unter Beachtung der Bezeichnung 4.10 gelten dann folgende Aussagen: Für jedes
n ∈ N0 mit 2n+ 1 6 κ ist U˜n,α : C→ C2q×2q gemäß
U˜n,α(ζ) := I2q + (ζ − α)(I2 ⊗ vq,n)∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)∗
·RT ∗q,n(ζ)H−α.nRTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n) (8.12)
nach Bemerkung 2.12 ein 2q × 2q-Matrixpolynom vom Grad nicht größer als n + 1,
wobei wegen (3.1) für jedes ζ ∈ C die Blockdarstellung
U˜n,α(ζ) =
Iq + (ζ − α)v∗q,nHn[RT ∗q,n(α)]−1RT ∗q,n(ζ)H−α.nRTq,n(α)vq,n
−(ζ − α)v∗q,nRT ∗q,n(ζ)H−α.nRTq,n(α)vq,n
(ζ − α)v∗q,nHn[RT ∗q,n(α)]−1RT ∗q,n(ζ)H−α.nHnvq,n
Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−α.nHnvq,n
 (8.13)
besteht.
Lemma 8.8. Seien α ∈ R, κ ∈ N0 ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jede Wahl von
n ∈ N0 mit 2n 6 κ sowie jede Wahl von z ∈ C und w ∈ C gilt für die gemäß (8.10)
deﬁnierte Matrixfunktion Un,α : C→ C2q×2q die Gleichung
J˜q − Un,α(z)J˜qU∗n,α(w) =− i(z − w)(I2 ⊗ vq,n)∗
(
Tq,nHn, −I(n+1)q
)∗
·RT ∗q,n(z)H−n [RT ∗q,n(w)]∗
(
Tq,nHn, −I(n+1)q
)
(I2 ⊗ vq,n).
Beweis. Sei n ∈ N0 derart, dass 2n 6 κ gilt. Wegen K>,eq,κ,α ⊆ K>q,κ,α gelten nach Bemer-
kung 3.3 dann (3.1) sowie nach Lemma 4.12 auch (4.12) und (4.11). Wir betrachten
nun beliebige z und w aus C. Unter Berücksichtigung von (8.10), (8.2) und (4.12)
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ergibt sich dann
J˜q − Un,α(z)J˜qU∗n,α(w) = J˜q −
{
I2q + (z − α)(I2 ⊗ vq,n)∗
(
Tq,nHn, −I(n+1)q
)∗
RT ∗q,n(z)
·H−n RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)
}
J˜q
{
I2q + (w − α)(I2 ⊗ vq,n)∗
· (I(n+1)q, Tq,nHn)∗ [RTq,n(α)]∗H−n [RT ∗q,n(w)]∗ (Tq,nHn, −I(n+1)q) (I2 ⊗ vq,n)}
= S1(z) + S2(w) + S3(z, w) (8.14)
mit
S1(z) :=− (z − α)(I2 ⊗ vq,n)∗
(
Tq,nHn, −I(n+1)q
)∗
RT ∗q,n(z)H
−
n RTq,n(α)
· (I(n+1)q, Tq,nHn) (I2 ⊗ vq,n)J˜q, (8.15)
S2(w) :=− (w − α)J˜q(I2 ⊗ vq,n)∗
(
I(n+1)q, Tq,nHn
)∗
[RTq,n(α)]
∗H−n [RT ∗q,n(w)]
∗
· (Tq,nHn, −I(n+1)q) (I2 ⊗ vq,n) (8.16)
und
S3(z, w) :=− (z − α)(w − α)(I2 ⊗ vq,n)∗
(
Tq,nHn, −I(n+1)q
)∗
RT ∗q,n(z)H
−
n RTq,n(α)
· (I(n+1)q, Tq,nHn) (I2 ⊗ vq,n)J˜q(I2 ⊗ vq,n)∗ (I(n+1)q, Tq,nHn)∗
· [RTq,n(α)]∗H−n [RT ∗q,n(w)]∗
(
Tq,nHn, −I(n+1)q
)
(I2 ⊗ vq,n). (8.17)
Wegen (8.3), (8.5) und Bemerkung 2.12 gelten in Hinblick auf (8.15) und (8.16) dann
S1(z) = −i(z − α)(I2 ⊗ vq,n)∗
(
Tq,nHn, −I(n+1)q
)∗
RT ∗q,n(z)H
−
n RTq,n(α)
· [RT ∗q,n(w)]−∗[RT ∗q,n(w)]∗
(
Tq,nHn, −I(n+1)q
)
(I2 ⊗ vq,n), (8.18)
S2(w) = i(w − α)(I2 ⊗ vq,n)∗
(
Tq,nHn, −I(n+1)q
)∗
RT ∗q,n(z)[RT ∗q,n(z)]
−1
· [RTq,n(α)]∗H−n [RT ∗q,n(w)]∗
(
Tq,nHn, −I(n+1)q
)
(I2 ⊗ vq,n) (8.19)
und unter Berücksichtigung von (8.17), (8.7) und (3.1) auch
S3(z, w) =− i(z − α)(w − α)(I2 ⊗ vq,n)∗
(
Tq,nHn, −I(n+1)q
)∗
RT ∗q,n(z)H
−
n
·RTq,n(α)
{
Tq,nHnvq,nv
∗
q,n − vq,nv∗q,nHnT ∗q,n
}
[RTq,n(α)]
∗
·H−n [RT ∗q,n(w)]∗
(
Tq,nHn, −I(n+1)q
)
(I2 ⊗ vq,n). (8.20)
Mit Hilfe der in Lemma 2.16 angegebenen Beziehungen (2.20) und (2.21) sowie
RT ∗q,n(α) = [RTq,n(α)]
∗ erhalten wir
−(z − α)T ∗q,n[RTq,n(α)]∗ = [RT ∗q,n(z)]−1[RTq,n(α)]∗ − I(n+1)q (8.21)
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und
−(w − α)RTq,n(α)Tq,n = RTq,n(α)[RT ∗q,n(w)]−∗ − I(n+1)q. (8.22)
Wegen (3.1), der in Lemma 2.21 gezeigten Gleichung (2.23) sowie (8.22), (8.21) gilt
(z − α)(w − α)RTq,n(α)
{
Tq,nHnvq,nv
∗
q,n − vq,nv∗q,nHnT ∗q,n
}
[RTq,n(α)]
∗
= (z − α)(w − α)RTq,n(α)
{
Tq,nHn[RTq,n(α)]
−∗ − [RTq,n(α)]−1HnT ∗q,n
}
[RTq,n(α)]
∗
= (z − α)(w − α)RTq,n(α)Tq,nHn − (z − α)(w − α)HnT ∗q,n[RTq,n(α)]∗
= −(z − α){RTq,n(α)[RT ∗q,n(w)]−∗ − I(n+1)q}Hn
+ (w − α)Hn{[RT ∗q,n(z)]−1[RTq,n(α)]∗ − I(n+1)q}
= −(z − α)RTq,n(α)[RT ∗q,n(w)]−∗Hn + (z − α)Hn
+ (w − α)Hn[RT ∗q,n(z)]−1[RTq,n(α)]∗ − (w − α)Hn
= −(z − α)RTq,n(α)[RT ∗q,n(w)]−∗Hn + (w − α)Hn[RT ∗q,n(z)]−1[RTq,n(α)]∗
+ (z − w)Hn,
woraus wir mit (8.20) dann
S3(z, w) =− i(I2 ⊗ vq,n)∗
(
Tq,nHn, −I(n+1)q
)∗
RT ∗q,n(z)H
−
n
· {− (z − α)RTq,n(α)[RT ∗q,n(w)]−∗Hn + (w − α)Hn[RT ∗q,n(z)]−1[RTq,n(α)]∗
+ (z − w)Hn
}
H−n [RT ∗q,n(w)]
∗ (Tq,nHn, −I(n+1)q) (I2 ⊗ vq,n) (8.23)
folgern. Die Kombination von (8.14), (8.18), (8.19) und (8.23) liefert
J˜q − Un,α(z)J˜qU∗n,α(w) = −i(I2 ⊗ vq,n)∗
(
Tq,nHn, −I(n+1)q
)∗
RT ∗q,n(z)S(z, w)[RT ∗q,n(w)]
∗ (Tq,nHn, −I(n+1)q) (I2 ⊗ vq,n) (8.24)
mit
S(z, w) := (z − α)H−n RTq,n(α)[RT ∗q,n(w)]−∗ − (w − α)[RT ∗q,n(z)]−1[RTq,n(α)]∗H−n
− (z − α)H−n RTq,n(α)[RT ∗q,n(w)]−∗HnH−n
+ (w − α)H−nHn[RT ∗q,n(z)]−1[RTq,n(α)]∗H−n + (z − w)H−nHnH−n . (8.25)
Nach Teil (a) Lemma 4.17 gelten für alle ζ ∈ C die Beziehungen
H−n RTq,n(α)[RT ∗q,n(ζ)]
−∗HnH−n = H
−
n RTq,n(α)[RT ∗q,n(ζ)]
−∗ (8.26)
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und
H−nHn[RT ∗q,n(ζ)]
−1[RTq,n(α)]
∗H−n = [RT ∗q,n(ζ)]
−1[RTq,n(α)]
∗H−n . (8.27)
Wegen (8.25), (8.26), (8.27) und der nach Lemma 4.11 gültigen zweiten Gleichung in
(4.11) erhalten wir S(z, w) = (z −w)H−n , woraus mit (8.24) die Behauptung folgt. 
Wie wenden uns nun der J˜q-Form einer weiteren Matrixfunktion zu.
Lemma 8.9. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jede Wahl von
n ∈ N0 mit 2n + 1 6 κ sowie jede Wahl von z ∈ C und w ∈ C gilt für die gemäß
(8.12) deﬁnierte Matrixfunktion U˜n,α : C→ C2q×2q die Gleichung
J˜q − U˜n,α(z)J˜qU˜∗n,α(w) = −i(z − w)(I2 ⊗ vq,n)∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)∗
·RT ∗q,n(z)H−α.n[RT ∗q,n(w)]∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)
(I2 ⊗ vq,n).
Beweis. Sei n ∈ N0 derart, dass 2n+1 6 κ erfüllt ist. Da (sj)κj=0 ∈ K>,eq,κ,α vorausgesetzt
ist, gelten wegen K>,eq,κ,α ⊆ K>q,κ,α nach Bemerkung 3.3 die Beziehungen (3.1) und (3.2)
sowie nach Lemma 4.12 auch (4.12) und (4.13). Wir betrachten nun beliebige z und
w aus C. Unter Berücksichtigung von (8.12), (8.2) und (4.12) ergibt sich dann
J˜q − U˜n,α(z)J˜qU˜∗n,α(w) = J˜q −
{
I2q + (z − α)(I2 ⊗ vq,n)∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)∗
·RT ∗q,n(z)H−α.nRTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
}
· J˜q
{
I2q + (w − α)(I2 ⊗ vq,n)∗
(
I(n+1)q, [RTq,n(α)]
−1Hn
)∗
· [RTq,n(α)]∗H−α.n[RT ∗q,n(w)]∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)
(I2 ⊗ vq,n)
}
= S˜1(z) + S˜2(w) + S˜3(z, w) (8.28)
mit
S˜1(z) :=− (z − α)(I2 ⊗ vq,n)∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)∗
RT ∗q,n(z)H
−
α.nRTq,n(α)
· (I(n+1)q, [RTq,n(α)]−1Hn) (I2 ⊗ vq,n)J˜q, (8.29)
S˜2(w) :=− (w − α)J˜q(I2 ⊗ vq,n)∗
(
I(n+1)q, [RTq,n(α)]
−1Hn
)∗
[RTq,n(α)]
∗H−α.n
· [RT ∗q,n(w)]∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)
(I2 ⊗ vq,n) (8.30)
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und
S˜3(z, w) :=− (z − α)(w − α)(I2 ⊗ vq,n)∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)∗
RT ∗q,n(z)H
−
α.n
·RTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)J˜q(I2 ⊗ vq,n)∗
· (I(n+1)q, [RTq,n(α)]−1Hn)∗ [RTq,n(α)]∗
·H−α.n[RT ∗q,n(w)]∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)
(I2 ⊗ vq,n). (8.31)
Wegen (8.3), (8.5) und Bemerkung 2.12 gelten in Hinblick auf (8.29) und (8.30) dann
S˜1(z) =− i(z − α)(I2 ⊗ vq,n)∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)∗
RT ∗q,n(z)H
−
α.nRTq,n(α)
· [RT ∗q,n(w)]−∗[RT ∗q,n(w)]∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)
(I2 ⊗ vq,n), (8.32)
S˜2(w) = i(w − α)(I2 ⊗ vq,n)∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)∗
RT ∗q,n(z)[RT ∗q,n(z)]
−1
· [RTq,n(α)]∗H−α.n[RT ∗q,n(w)]∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)
(I2 ⊗ vq,n) (8.33)
und unter Beachtung von (8.31), (8.7) und (3.1) auch
S˜3(z, w) =− i(z − α)(w − α)(I2 ⊗ vq,n)∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)∗
RT ∗q,n(z)H
−
α.n
·RTq,n(α)
{
[RTq,n(α)]
−1Hnvq,nv∗q,n − vq,nv∗q,nHn[RTq,n(α)]−∗
}
[RTq,n(α)]
∗
·H−α.n[RT ∗q,n(w)]∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)
(I2 ⊗ vq,n). (8.34)
Aufgrund der in Lemma 2.16 gezeigten Beziehungen (2.20) und (2.21) sowie
RT ∗q,n(α) = [RTq,n(α)]
∗ erhalten wir
−(z − α)T ∗q,nRT ∗q,n(α) = [RT ∗q,n(z)]−1[RTq,n(α)]∗ − I(n+1)q (8.35)
sowie
−(w − α)RTq,n(α)Tq,n = RTq,n(α)[RT ∗q,n(w)]−∗ − I(n+1)q. (8.36)
Wegen (3.1), nach Lemma 2.23 gültiger Beziehung (2.28) sowie (8.36) und (8.35)
ergibt sich
(z − α)(w − α)RTq,n(α)
{
[RTq,n(α)]
−1Hnvq,nv∗q,n − vq,nv∗q,nHn[RTq,n(α)]−∗
}
[RTq,n(α)]
∗
= (z − α)(w − α)RTq,n(α)
{
Tq,nHα.n[RTq,n(α)]
−∗ − [RTq,n(α)]−1Hα.nT ∗q,n
}
[RTq,n(α)]
∗
= (z − α)(w − α)RTq,n(α)Tq,nHα.n − (z − α)(w − α)Hα.nT ∗q,n[RTq,n(α)]∗
= −(z − α){RTq,n(α)[RT ∗q,n(w)]−∗ − I(n+1)q}Hα.n
+ (w − α)Hα.n{[RT ∗q,n(z)]−1[RTq,n(α)]∗ − I(n+1)q}
= −(z − α)RTq,n(α)[RT ∗q,n(w)]−∗Hα.n + (z − α)Hα.n
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+ (w − α)Hα.n[RT ∗q,n(z)]−1[RTq,n(α)]∗ − (w − α)Hα.n
= −(z − α)RTq,n(α)[RT ∗q,n(w)]−∗Hα.n + (w − α)Hα.n[RT ∗q,n(z)]−1[RTq,n(α)]∗
+ (z − w)Hα.n,
woraus unter Berücksichtigung von (8.34) dann
S˜3(z, w) =− i(I2 ⊗ vq,n)∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)∗
RT ∗q,n(z)
·H−α.n
{− (z − α)RTq,n(α)[RT ∗q,n(w)]−∗Hα.n
+ (w − α)Hα.n[RT ∗q,n(z)]−1[RTq,n(α)]∗ + (z − w)Hα.n
}
H−α.n
· [RT ∗q,n(w)]∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)
(I2 ⊗ vq,n) (8.37)
folgt. Die Kombination von (8.28), (8.32), (8.33) und (8.37) liefert
J˜q − U˜n,α(z)J˜qU˜∗n,α(w) = −i(I2 ⊗ vq,n)∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)∗
RT ∗q,n(z)S˜(z, w)
· [RT ∗q,n(w)]∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)
(I2 ⊗ vq,n) (8.38)
mit
S˜(z, w) := (z − α)H−α.nRTq,n(α)[RT ∗q,n(w)]−∗ − (w − α)[RT ∗q,n(z)]−1[RTq,n(α)]∗H−α.n
− (z − α)H−α.nRTq,n(α)[RT ∗q,n(w)]−∗Hα.nH−α.n
+ (w − α)H−α.nHα.n[RT ∗q,n(z)]−1[RTq,n(α)]∗H−α.n + (z − w)H−α.nHα.nH−α.n.
(8.39)
Nach Teil (b) von Lemma 4.17 gelten für alle ζ ∈ C die Beziehungen
H−α.nRTq,n(α)[RT ∗q,n(ζ)]
−∗Hα.nH−α.n = H
−
α.nRTq,n(α)[RT ∗q,n(ζ)]
−∗ (8.40)
und
H−α.nHα.n[RT ∗q,n(ζ)]
−1[RTq,n(α)]
∗H−α.n = [RT ∗q,n(ζ)]
−1[RTq,n(α)]
∗H−α.n. (8.41)
Aufgrund von (8.39), (8.40), (8.41) und der in Hinblick auf Lemma 4.12 gültigen
zweiten Gleichung in (4.13) erhalten wir S˜(z, w) = (z−w)H−α.n, woraus sich in Kom-
bination mit (8.38) die behauptete Gleichung ergibt. 
Lemma 8.10. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes n ∈ N0
mit 2n+ 1 6 κ sind dann
Bn,α :=
(
Iq v
∗
q,nHnH
−
α.nHnvq,n
0q×q Iq
)
(8.42)
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B˜n,α :=
(
Iq 0q×q
−v∗q,nRT ∗q,n(α)H−n RTq,n(α)vq,n Iq
)
(8.43)
J˜q-unitäre Matrizen, d. h. es gelten
Bn,αJ˜qB
∗
n,α = J˜q und B
∗
n,αJ˜qBn,α = J˜q (8.44)
sowie
B˜n,αJ˜qB˜
∗
n,α = J˜q und B˜
∗
n,αJ˜qB˜n,α = J˜q. (8.45)
Beweis. Sei n ∈ N0 derart, dass 2n + 1 6 κ erfüllt ist. Wegen K>,eq,κ,α ⊆ K>q,κ,α gelten
(3.1), (3.2) sowie auch (4.12) und folglich (v∗q,nHnH
−
α.nHnvq,n)
∗ = v∗q,nHnH
−
α.nHnvq,n
richtig ist. Mit Hilfe von Bemerkung 8.4 folgt (8.44). In Hinblick auf Bemerkung 2.12
sind [RTq,n(α)]∗ = RT ∗q,n(α) und [RT ∗q,n(α)]
∗ = RTq,n(α) erfüllt. Wegen (4.12) ergeben
sich dann die Gleichungen(− v∗q,nRT ∗q,n(α)H−n RTq,n(α)vq,n)∗ = −v∗q,n[RTq,n(α)]∗(H−n )∗[RT ∗q,n(α)]∗vq,n
= −v∗q,nRT ∗q,n(α)H−n RTq,n(α)vq,n,
sodass in Verbindung mit Bemerkung 8.4 dann (8.45) folgt. 
Lemma 8.11. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes n ∈ N0
mit 2n+ 1 6 κ gelten mit (8.42) und (8.43) dann(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α =
(
I(n+1)q, {vq,nv∗q,nHnH−α.n + Tq,n}Hn
)
(I2 ⊗ vq,n)
und(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)B˜n,α
= [RTq,n(α)]
−1 ({I(n+1)q −Hnvq,nv∗q,nRT ∗q,n(α)H−n }RTq,n(α), Hn) (I2 ⊗ vq,n).
Beweis. Sei n ∈ N0 mit 2n+ 1 6 κ. Unter Berücksichtigung von (8.42) erhalten wir(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α =
(
vq,n, Tq,nHnvq,n
)( Iq v∗q,nHnH−α.nHnvq,n
0q×q Iq
)
=
(
vq,n, vq,nv
∗
q,nHnH
−
α.nHnvq,n + Tq,nHnvq,n
)
=
(
I(n+1)q, {vq,nv∗q,nHnH−α.n + Tq,n}Hn
)
(I2 ⊗ vq,n)
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und wegen (8.43) ergibt sich(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)B˜n,α
=
(
vq,n, [RTq,n(α)]
−1Hnvq,n
)( Iq 0q×q
−v∗q,nRT ∗q,n(α)H−n RTq,n(α)vq,n Iq
)
=
(
vq,n − [RTq,n(α)]−1Hnvq,nv∗q,nRT ∗q,n(α)H−n RTq,n(α)vq,n, [RTq,n(α)]−1Hnvq,n
)
= [RTq,n(α)]
−1 ({I(n+1)q −Hnvq,nv∗q,nRT ∗q,n(α)H−n }RTq,n(α), Hn) (I2 ⊗ vq,n).

Lemma 8.12. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes n ∈ N0
mit 2n+ 1 6 κ gilt mit (8.42) und (8.43) dann
H−n RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α =
(
H−n RTq,n(α), H
−
α.nHn
)
(I2 ⊗ vq,n).
Beweis. Für alle z ∈ C und jedes n ∈ N0 mit 2n+ 1 6 κ gilt wegen Lemma 8.11 und
Lemma 4.18 die Beziehung
H−n RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α
= H−n RTq,n(α)
(
I(n+1)q, {vq,nv∗q,nHnH−α.n + Tq,n}Hn
)
(I2 ⊗ vq,n)
=
(
H−n RTq,n(α), H
−
n RTq,n(α){vq,nv∗q,nHnH−α.n + Tq,n}Hn
)
(I2 ⊗ vq,n)
=
(
H−n RTq,n(α), H
−
α.nHn
)
(I2 ⊗ vq,n). 
Bemerkung 8.13. Seien α ∈ R sowie n ∈ N0. Die Matrixfunktionen Ωq,n,α : C →
C2(n+1)q×2(n+1)q und Ω˜q,n,α : C→ C2(n+1)q×2(n+1)q gemäß
Ωq,n,α(ζ) :=
(
(ζ − α)T ∗q,n [RT ∗q,n(α)]−1
−(ζ − α)I(n+1)q −(ζ − α)I(n+1)q
)
(I2 ⊗RT ∗q,n(ζ)) (8.46)
und
Ω˜q,n,α(ζ) :=
(
(ζ − α)T ∗q,n (ζ − α)[RT ∗q,n(α)]−1
−I(n+1)q −(ζ − α)I(n+1)q
)
(I2 ⊗RT ∗q,n(ζ)) (8.47)
sind nach Bemerkung 2.12 beides Matrixpolynome vom Grad n+ 1.
Lemma 8.14. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes n ∈ N0
mit 2n+ 1 6 κ sind dann die in Hinblick auf (8.46) und (8.47) gemäß
Θn,α(ζ) := I2q + (I2 ⊗ vq,n)∗ · diag
(
Hn, I(n+1)q
) · Ωq,n,α(ζ)
· diag (H−n , H−α.n) · diag (RTq,n(α), Hn) · (I2 ⊗ vq,n) (8.48)
144
8 Diskussion von J˜q-Formen spezieller Matrixpolynome
und
Θ˜n,α(ζ) := I2q + (I2 ⊗ vq,n)∗ · diag
(
Hn, I(n+1)q
)
Ω˜q,n,α(ζ)
· diag (H−n , H−α.n) · diag (RTq,n(α), Hn) · (I2 ⊗ vq,n) (8.49)
deﬁnierten Matrixfunktionen Θn,α : C → C2q×2q sowie Θ˜n,α : C → C2q×2q beides
2q × 2q-Matrixpolynome vom Grad nicht größer als n+ 1. Darüber hinaus gelten für
jedes ζ ∈ C die Darstellungen
Θn,α(ζ) = Un,α(ζ)Bn,α (8.50)
und
Θ˜n,α(ζ) = U˜n,α(ζ)B˜n,α, (8.51)
wobei die Matrixfunktionen Un,α : C → C2q×2q sowie U˜n,α : C → C2q×2q durch (8.10)
bzw. (8.12) deﬁniert und die Matrizen Bn,α und B˜n,α durch (8.42) bzw. (8.43) gegeben
sind.
Beweis. Sei n ∈ N0 derart, dass 2n + 1 6 κ gilt. Wegen K>,eq,κ,α ⊆ K>q,κ,α und Bemer-
kung 3.3 gelten (3.1) und (3.2). Bezeichne
Θn,α = (Θ
(j,k)
n,α )
2
j,k=1 bzw. Θ˜n,α = (Θ˜
(j,k)
n,α )
2
j,k=1 (8.52)
die q × q-Blockdarstellungen von Θn,α bzw. Θ˜n,α. Für jedes ζ ∈ C gelten wegen (8.48)
dann
Θ(1,1)n,α (ζ) = Iq + v
∗
q,nHn
(
(ζ − α)T ∗q,n, [RT ∗q,n(α)]−1
)(RT ∗q,n(ζ)
0q×q
)
H−n RTq,n(α)vq,n
= Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n, (8.53)
Θ(1,2)n,α (ζ) = v
∗
q,nHn
(
(ζ − α)T ∗q,n, [RT ∗q,n(α)]−1
)( 0q×q
RT ∗q,n(ζ)
)
H−α.nHnvq,n
= v∗q,nHn[RT ∗q,n(α)]
−1RT ∗q,n(ζ)H
−
α.nH
−
n vq,n, (8.54)
Θ(2,1)n,α (ζ) = v
∗
q,nI(n+1)q
(−(ζ − α)I(n+1)q, −(ζ − α)I(n+1)q)(RT ∗q,n(ζ)0q×q
)
H−n RTq,n(α)vq,n
= − (ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n (8.55)
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Θ(2,2)n,α (ζ) = Iq + v
∗
q,nI(n+1)q
(−(ζ − α)I(n+1)q, −(ζ − α)I(n+1)q)( 0q×qRT ∗q,n(ζ)
)
·H−α.nHnvq,n = Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−α.nHnvq,n. (8.56)
Bezeichne
Φn,α := Un,αBn,α und Φ˜n,α := U˜n,αB˜n,α (8.57)
sowie
Φn,α = (Φ
(j,k)
n,α )
2
j,k=1 bzw. Φ˜n,α = (Φ˜
(j,k)
n,α )
2
j,k=1 (8.58)
die q × q-Blockdarstellungen von Φn,α bzw. Φ˜n,α. Wegen (8.11) und (8.42) gilt dann
zunächst für jedes ζ ∈ C die Beziehung
Φn,α(ζ) =
Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n
−(ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n
(ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)Tq,nHnvq,n
Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)Tq,nHnvq,n

·
(
Iq v
∗
q,nHnH
−
α.nHnvq,n
0q×q Iq
)
, (8.59)
sodass wir wegen (8.58), (8.59) und (8.53) dann
Φ(1,1)n,α (ζ) =Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n = Θ(1,1)n,α (ζ), (8.60)
wegen (8.58), (8.59) und (8.55) weiterhin
Φ(2,1)n,α (ζ) =− (ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n = Θ(2,1)n,α (ζ), (8.61)
unter weiterer Berücksichtigung von (8.58), (8.59), Lemma 4.18 und Lemma 2.16
sowie (8.54) des Weiteren
Φ(1,2)n,α (ζ) =
(
Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n
)
v∗q,nHnH
−
α.nHnvq,n
+ (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)Tq,nHnvq,n
= v∗q,nHn
{
H−α.n + (ζ − α)T ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)
[
vq,nv
∗
q,nHnH
−
α.n + Tq,n
]}
·Hnvq,n
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= v∗q,nHn
(
H−α.n + (ζ − α)T ∗q,nRT ∗q,n(ζ)H−α.n
)
Hnvq,n
= v∗q,nHn
(
I(n+1)q + (ζ − α)T ∗q,nRT ∗q,n(ζ)
)
H−α.nHnvq,n
= v∗q,nHn[RT ∗q,n(α)]
−1RT ∗q,n(ζ)H
−
α.nHnvq,n = Θ
(1,2)
n,α (ζ) (8.62)
und wegen (8.58), (8.59), Lemma 4.18 sowie (8.56) auch
Φn,α(ζ)
(2,2) = − (ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,nv∗q,nHnH−α.nHnvq,n
+ Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)Tq,nHnvq,n
= Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)
[
vq,nv
∗
q,nHnH
−
α.n + Tq,n
]
Hnvq,n
= Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−α.nHnvq,n = Θ(2,2)n,α (ζ) (8.63)
erhalten. Beachten wir die für jedes ζ ∈ C gültigen Gleichungen (8.60), (8.61), (8.62)
und (8.63) sowie (8.52), (8.57) und (8.58), so folgt (8.50). Für jedes ζ ∈ C ergibt sich
mit Hilfe von (8.49), (8.47) und (8.52) weiterhin
Θ˜(1,1)n,α (ζ) = Iq + v
∗
q,nHn
(
(ζ − α)T ∗q,n, (ζ − α)[RT ∗q,n(α)]−1
)(RT ∗q,n(ζ)
0q×q
)
H−n RTq,n(α)vq,n
= Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n, (8.64)
Θ˜(1,2)n,α (ζ) = v
∗
q,nHn
(
(ζ − α)T ∗q,n, (ζ − α)[RT ∗q,n(α)]−1
)( 0q×q
RT ∗q,n(ζ)
)
H−α.nHnvq,n
= (ζ − α)v∗q,nHn[RT ∗q,n(α)]−1RT ∗q,n(ζ)H−α.nHnvq,n, (8.65)
Θ˜(2,1)n,α (ζ) = v
∗
q,nI(n+1)q
(−I(n+1)q, −(ζ − α)I(n+1)q)(RT ∗q,n(ζ)0q×q
)
H−n RTq,n(α)vq,n
= − v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n (8.66)
und
Θ˜(2,2)n,α (ζ) = Iq + v
∗
q,nI(n+1)q
(−I(n+1)q, −(ζ − α)I(n+1)q)( 0q×qRT ∗q,n(ζ)
)
H−α.nHnvq,n
= Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−α.nHnvq,n. (8.67)
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Für jedes ζ ∈ C gilt unter Beachtung der in Bemerkung 8.7 angegebenen Gleichung
(8.13) und (8.43) die Beziehung
Φ˜n,α(ζ) =
Iq + (ζ − α)v∗q,nHn[RT ∗q,n(α)]−1RT ∗q,n(ζ)H−α.nRTq,n(α)vq,n
−(ζ − α)v∗q,nRT ∗q,n(ζ)H−α.nRTq,n(α)vq,n
(ζ − α)v∗q,nHn[RT ∗q,n(α)]−1RT ∗q,n(ζ)H−α.nHnvq,n
Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−α.nHnvq,n

·
(
Iq 0q×q
−v∗q,nRT ∗q,n(α)H−n RTq,n(α)vq,n Iq
)
, (8.68)
sodass wir nach (8.58), (8.68), Lemma 4.19, Lemma 2.14 sowie (8.64) dann
Φ˜(1,1)n,α (ζ) = Iq + (ζ − α)v∗q,nHn[RT ∗q,n(α)]−1RT ∗q,n(ζ)H−α.nRTq,n(α)vq,n
− (ζ − α)v∗q,nHn[RT ∗q,n(α)]−1RT ∗q,n(ζ)H−α.nHnvq,n
· v∗q,nRT ∗q,n(α)H−n RTq,n(α)vq,n
= Iq + (ζ − α)v∗q,nHn[RT ∗q,n(α)]−1RT ∗q,n(ζ)
·H−α.n
(
I(n+1)q −Hnvq,nv∗q,nRT ∗q,n(α)H−n
)
RTq,n(α)vq,n
= Iq + (ζ − α)v∗q,nHn[RT ∗q,n(α)]−1RT ∗q,n(ζ)T ∗q,nRT ∗q,n(α)H−n RTq,n(α)vq,n
= Iq + (ζ − α)v∗q,nHn[RT ∗q,n(α)]−1RT ∗q,n(α)T ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n
= Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n = Θ˜(1,1)n,α (ζ) (8.69)
erhalten. Wegen (8.58), (8.68) und (8.65) gelten
Φ˜(1,2)n,α (ζ) = (ζ − α)v∗q,nHn[RT ∗q,n(α)]−1RT ∗q,n(ζ)H−α.nHnvq,n = Θ˜(1,2)n,α (ζ) (8.70)
und, unter weiterer Berücksichtigung von Lemma 4.19, Bemerkung 2.12 und (8.66),
weiterhin
Φ˜(2,1)n,α (ζ) =− (ζ − α)v∗q,nRT ∗q,n(ζ)H−α.nRTq,n(α)vq,n
− (Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−α.nHnvq,n) v∗q,nRT ∗q,n(α)H−n RTq,n(α)vq,n
=− v∗q,nRT ∗q,n(ζ)
{
(ζ − α)H−α.n
(
I(n+1)q −Hnvq,nv∗q,nRT ∗q,n(α)H−n
)
+ [RT ∗q,n(ζ)]
−1RT ∗q,n(α)H
−
n
}
RTq,n(α)vq,n
=− v∗q,nRT ∗q,n(ζ)
[
(ζ − α)T ∗q,nRT ∗q,n(α)H−n + [RT ∗q,n(ζ)]−1RT ∗q,n(α)H−n
]
·RTq,n(α)vq,n
=− v∗q,nRT ∗q,n(ζ)
[
(ζ − α)T ∗q,n + I(n+1)q − ζT ∗q,n
]
RT ∗q,n(α)H
−
n RTq,n(α)vq,n
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=− v∗q,nRT ∗q,n(ζ)
[
I(n+1)q − αT ∗q,n
]
RT ∗q,n(α)H
−
n RTq,n(α)vq,n
=− v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n = Θ˜(2,1)n,α (ζ) (8.71)
sowie mit (8.67) dann
Φ˜(2,2)n,α (ζ) = Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−α.nHnvq,n = Θ˜(2,2)n,α (ζ). (8.72)
Berücksichtigen wir die für jedes ζ ∈ C gültigen Gleichungen (8.69), (8.70), (8.71)
und (8.72) sowie (8.52), (8.57) und (8.58), so folgt (8.51). 
Bemerkung 8.15. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes
n ∈ N0 mit 2n + 1 6 κ seien Θn,α : C → C2q×2q sowie Θ˜n,α : C → C2q×2q gemäß
(8.48) bzw. (8.49) gegeben. Der Beweis von Lemma 8.14 zeigt, dass für jedes ζ ∈ C
dann die Darstellungen
Θn,α(ζ) =
Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n
−(ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n
v∗q,nHn[RT ∗q,n(α)]
−1RT ∗q,n(ζ)H
−
α.nHnvq,n
Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−α.nHnvq,n

und
Θ˜n,α(ζ) =
Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n
−v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n
(ζ − α)v∗q,nHn[RT ∗q,n(α)]−1RT ∗q,n(ζ)H−α.nHnvq,n
Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−α.nHnvq,n

gelten.
Lemma 8.16. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes n ∈ N0
mit 2n+ 1 6 κ und jedes ζ ∈ C \ {α} genügen dann Θn,α : C→ C2q×2q gemäß (8.48)
und Θ˜n,α : C→ C2q×2q gemäß (8.49) der Gleichung
Θ˜n,α(ζ) = diag
(
(ζ − α)Iq, Iq
) ·Θn,α(ζ) · diag ((ζ − α)−1Iq, Iq) . (8.73)
Beweis. Sei n ∈ N0 mit 2n+ 1 6 κ. Für jedes ζ ∈ C \ {α} gelten
diag
(
(ζ − α)Iq, Iq
) · I2q · diag ((ζ − α)−1Iq, Iq) = I2q (8.74)
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und
diag
(
(ζ − α)Iq, Iq
) · (I2 ⊗ vq,n)∗ · diag (Hn, I(n+1)q)
= diag
(
(ζ − α)Iqv∗q,nHn, Iqv∗q,nI(n+1)q
)
= (I2 ⊗ vq,n)∗ · diag
(
Hn, I(n+1)q
) · diag ((ζ − α)I(n+1)q, I(n+1)q) (8.75)
sowie
diag
(
H−n , H
−
α.n
) · diag (RTq,n(α), Hn) · (I2 ⊗ vq,n) · diag ((ζ − α)−1Iq, Iq)
= diag
(
H−n RTq,n(α)vq,n[(ζ − α)−1Iq], H−α.nHnvq,nIq
)
= diag
(
(ζ − α)−1I(n+1)q, I(n+1)q
) · diag (H−n , H−α.n)
· diag (RTq,n(α), Hn) · (I2 ⊗ vq,n) (8.76)
und unter Berücksichtigung von (8.46) und (8.47) auch
diag
(
(ζ − α)I(n+1)q, I(n+1)q
) · Ωq,n,α(ζ) · diag ((ζ − α)−1I(n+1)q, I(n+1)q)
= diag
(
(ζ − α)I(n+1)q, I(n+1)q
) · ( (ζ − α)T ∗q,n [RT ∗q,n(α)]−1−(ζ − α)I(n+1)q −(ζ − α)I(n+1)q
)
· (I2 ⊗RT ∗q,n(ζ)) · diag
(
(ζ − α)−1I(n+1)q, I(n+1)q
)
=
(
(ζ − α)2T ∗q,n (ζ − α)[RT ∗q,n(α)]−1
−(ζ − α)I(n+1)q −(ζ − α)I(n+1)q
)
· diag ((ζ − α)−1RT ∗q,n(ζ), RT ∗q,n(ζ))
=
(
(ζ − α)T ∗q,nRT ∗q,n(ζ) (ζ − α)[RT ∗q,n(α)]−1RT ∗q,n(ζ)
−RT ∗q,n(ζ) −(ζ − α)RT ∗q,n(ζ)
)
=
(
(ζ − α)T ∗q,n (ζ − α)[RT ∗q,n(α)]−1
−I(n+1)q −(ζ − α)I(n+1)q
)
(I2 ⊗RT ∗q,n(ζ)) = Ω˜q,n,α(ζ), (8.77)
sodass wir wegen (8.48), (8.74), (8.75), (8.76) und (8.77) sowie (8.49) dann
diag
(
(ζ − α)Iq, Iq
) ·Θn,α(ζ) · diag ((ζ − α)−1Iq, Iq)
= diag
(
(ζ − α)Iq, Iq
) · I2q · diag ((ζ − α)−1Iq, Iq)
+ diag
(
(ζ − α)Iq, Iq
) · (I2 ⊗ vq,n)∗ · diag (Hn, I(n+1)q) · Ωq,n,α(ζ)
· diag (H−n , H−α.n) · diag (RTq,n(α), Hn) · (I2 ⊗ vq,n) diag ((ζ − α)−1Iq, Iq)
= I2q + (I2 ⊗ vq,n)∗ · diag
(
Hn, I(n+1)q
) · diag ((ζ − α)I(n+1)q, I(n+1)q)
· Ωq,n,α(ζ) · diag
(
(ζ − α)−1I(n+1)q, I(n+1)q
) · diag (H−n , H−α.n)
· diag (RTq,n(α), Hn) (I2 ⊗ vq,n)
= I2q + (I2 ⊗ vq,n)∗ · diag
(
Hn, I(n+1)q
)
Ω˜q,n,α(ζ) · diag
(
H−n , H
−
α.n
)
· diag (RTq,n(α), Hn) · (I2 ⊗ vq,n) = Θ˜n,α(ζ)
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folgern können. Somit ist (8.73) bewiesen. 
Wir erhalten nun eine Verallgemeinerung eines für den Spezialfall α = 0 in [Bo95,
Lemma 4.2] angegebenen Resultats.
Lemma 8.17. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes n ∈ N0
mit 2n + 1 6 κ sowie jede Wahl von z ∈ C und w ∈ C gelten für die gemäß (8.48)
bzw. (8.49) deﬁnierten Matrixfunktionen Θn,α : C → C2q×2q und Θ˜n,α : C → C2q×2q
die Gleichungen
J˜q −Θn,α(z)J˜qΘ∗n,α(w) = −i(z − w)(I2 ⊗ vq,n)∗
(
Tq,nHn, −I(n+1)q
)∗
·RT ∗q,n(z)H−n [RT ∗q,n(w)]∗
(
Tq,nHn, −I(n+1)q
)
(I2 ⊗ vq,n) (8.78)
und
J˜q − Θ˜n,α(z)J˜qΘ˜∗n,α(w) = −i(z − w)(I2 ⊗ vq,n)∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)∗
·RT ∗q,n(z)H−α.n[RT ∗q,n(w)]∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)
(I2 ⊗ vq,n). (8.79)
Beweis. Sei n ∈ N0 derart, dass 2n + 1 6 κ gilt. Weiterhin seien z ∈ C und w ∈ C.
Unter Berücksichtigung von der in Lemma 8.14 angegebenen Gleichung (8.50), der in
Lemma 8.10 dargestellten ersten Beziehung in (8.44) und Lemma 8.8 erhalten wir
J˜q −Θn,α(z)J˜qΘ∗n,α(w) = J˜q − Un,α(z)Bn,αJ˜q[Un,α(w)Bn,α]∗
= J˜q − Un,α(z)Bn,αJ˜qB∗n,αU∗n,α(w) = J˜q − Un,α(z)J˜∗qU∗n,α(w)
=− i(z − w)(I2 ⊗ vq,n)∗
(
Tq,nHn, −I(n+1)q
)∗
·RT ∗q,n(z)H−n [RT ∗q,n(w)]∗
(
Tq,nHn, −I(n+1)q
)
(I2 ⊗ vq,n).
Somit ist (8.78) bewiesen. Wegen der in Lemma 8.14 angegebenen Gleichung (8.51),
der in Lemma 8.10 dargestellten ersten Beziehung in (8.45) und Lemma 8.9 gilt wei-
terhin
J˜q − Θ˜n,α(z)J˜qΘ˜∗n,α(w) = J˜q − U˜n,α(z)B˜n,αJ˜q[U˜n,α(w)B˜n,α]∗
= J˜q − U˜n,α(z)B˜n,αJ˜qB˜∗n,αU˜∗n,α(w) = J˜q − U˜n,α(z)J˜qU˜∗n,α(w)
=− i(z − w)(I2 ⊗ vq,n)∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)∗
·RT ∗q,n(z)H−α.n[RT ∗q,n(w)]∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)
(I2 ⊗ vq,n)
und somit (8.79). 
Lemma 8.18. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes n ∈ N0
mit 2n+ 1 6 κ und jedes z ∈ C \ R erfüllen dann die gemäß (8.48) bzw. (8.49) deﬁ-
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nierten Matrixfunktionen Θn,α : C→ C2q×2q und Θ˜n,α : C→ C2q×2q die Beziehungen
1
2 Im z
(
J˜q −Θn,α(z)J˜qΘ∗n,α(z)
)
> 0q×q und
1
2 Im z
(
J˜q − Θ˜n,α(z)J˜qΘ˜∗n,α(z)
)
> 0q×q.
Beweis. Wir betrachten ein beliebiges n ∈ N0 derart, dass 2n + 1 6 κ gilt. Für
alle z ∈ C erkennen wir die Gültigkeit von −i(z − z¯) = 2 Im z. Nach Lemma 4.12
gelten H−n ∈ C(n+1)q×(n+1)q> und H−α.n ∈ C(n+1)q×(n+1)q> . Unter Berücksichtigung von
Lemma 8.17 erhalten wir für alle z ∈ C \ R dann
1
2 Im z
(
J˜q − Θn,α(z)J˜qΘ∗n,α(z)
)
=
1
2 Im z
{− i(z − z¯)(I2 ⊗ vq,n)∗ (Tq,nHn, −I(n+1)q)∗
·RT ∗q,n(z)H−n [RT ∗q,n(z)]∗
(
Tq,nHn, −I(n+1)q
)
(I2 ⊗ vq,n)
}
=
{
[RT ∗q,n(z)]
∗ (Tq,nHn, −I(n+1)q) (I2 ⊗ vq,n)}∗H−n
· [RT ∗q,n(z)]∗
(
Tq,nHn, −I(n+1)q
)
(I2 ⊗ vq,n) > 0q×q
und
1
2 Im z
(
J˜q − Θ˜n,α(z)J˜qΘ˜∗n,α(z)
)
=
1
2 Im z
{− i(z − z¯)(I2 ⊗ vq,n)∗ ([RTq,n(α)]−1Hn, −I(n+1)q)∗
·RT ∗q,n(z)H−α.n[RT ∗q,n(z)]∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)
(I2 ⊗ vq,n)
}
=
{
[RT ∗q,n(z)]
∗ ([RTq,n(α)]−1Hn, −I(n+1)q) (I2 ⊗ vq,n)}∗H−α.n
· [RT ∗q,n(z)]∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)
(I2 ⊗ vq,n) > 0q×q. 
Das folgende Resultat zeigt gewisse Spiegelungseigenschaften.
Lemma 8.19. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes n ∈ N0
mit 2n+ 1 6 κ sowie für jede Wahl von z ∈ C und w ∈ C gelten für die gemäß (8.48)
und (8.49) deﬁnierten Matrixfunktionen Θn,α : C → C2q×2q und Θ˜n,α : C → C2q×2q
folgende Aussagen:
(a) Für alle x ∈ R gelten
J˜q −Θn,α(x)J˜qΘ∗n,α(x) = 02q×2q und J˜q − Θ˜n,α(x)J˜qΘ˜∗n,α(x) = 02q×2q.
(b) Für alle z ∈ C gelten det Θn,α(z) 6= 0 und det Θ˜n,α(z) 6= 0 sowie
Θ−1n,α(z) = J˜qΘ
∗
n,α(z¯)J˜q und Θ˜
−1
n,α(z) = J˜qΘ˜
∗
n,α(z¯)J˜q. (8.80)
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(c) Für jede Wahl von z und w in C gelten
J˜q −Θ−∗n,α(z)J˜qΘ−1n,α(w) = J˜q(J˜q −Θn,α(z¯)J˜qΘ∗n,α(w))J˜q (8.81)
und
J˜q − Θ˜−∗n,α(z)J˜qΘ˜−1n,α(w) = J˜q(J˜q − Θ˜n,α(z¯)J˜qΘ˜∗n,α(w))J˜q. (8.82)
Beweis. (a) Für alle x ∈ R gelten x− x¯ = 0 und wegen der in Lemma 8.17 gezeigten
Gleichung (8.78) zunächst
J˜q−Θn,α(x)J˜qΘ∗n,α(x) = −i(x− x¯)(I2 ⊗ vq,n)∗
(
Tq,nHn, −I(n+1)q
)∗
·RT ∗q,n(x)H−n [RT ∗q,n(x)]∗
(
Tq,nHn, −I(n+1)q
)
(I2 ⊗ vq,n) = 02q×2q
und wegen x− x¯ = 0 und der in Lemma 8.17 bewiesenen Gleichung (8.79) auch
J˜q−Θ˜n,α(x)J˜qΘ˜∗n,α(x) = −i(x− x¯)(I2 ⊗ vq,n)∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)∗
·RT ∗q,n(x)H−α.n[RT ∗q,n(x)]∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)
(I2 ⊗ vq,n) = 02q×2q.
(b) Nach Lemma 8.14 sind Θn,α und Θ˜n,α beides 2q × 2q- Matrixpolynome und ins-
besondere in C holomorphe 2q × 2q-Matrixfunktionen. Folglich kann man sich leicht
davon überzeugen, dass Θ∨n,α : C→ C2q×2q und Θ˜∨n,α : C→ C2q×2q gemäß
Θ∨n,α(ζ) := Θ
∗
n,α(ζ¯) bzw. Θ˜
∨
n,α(ζ) := Θ˜
∗
n,α(ζ¯)
ebenfalls in C holomorphe Matrixfunktionen sind (siehe z. B. auch [Rö03, Lemma 3.2,
Seite 13]). Somit sind ebenfalls F := J˜q −Θn,αJ˜qΘ∨n,α und F˜ := J˜q − Θ˜n,αJ˜qΘ˜∨n,α in C
holomorphe Matrixfunktionen. Für alle x ∈ R gelten x = x¯ und wegen Teil (a) auch
F (x) = J˜q −Θn,α(x)J˜qΘ∨n,α(x) = J˜q −Θn,α(x)J˜qΘ∗n,α(x¯) = 02q×2q
und
F˜ (x) = J˜q − Θ˜n,α(x)J˜qΘ˜∨n,α(x) = J˜q − Θ˜n,α(x)J˜qΘ˜∗n,α(x¯) = 02q×2q.
Unter Berücksichtigung des Identitätssatzes für holomorphe Funktionen erhalten wir
dann F (z) = 02q×2q und F˜ (z) = 02q×2q für jedes z ∈ C, woraus dann
Θn,α(z)J˜qΘ
∗
n,α(z¯) = Θn,α(z)J˜qΘ
∨
n,α(z) = J˜q − F (z) = J˜q (8.83)
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und
Θ˜n,α(z)J˜qΘ˜
∗
n,α(z¯) = Θ˜n,α(z)J˜qΘ˜
∨
n,α(z) = J˜q − F˜ (z) = J˜q (8.84)
für jedes z ∈ C ersichtlich sind. Wegen (8.2) ergibt sich für jedes z ∈ C durch
Rechtsmultiplikation von (8.83) mit J˜q die Gleichung
Θn,α(z)J˜qΘ
∗
n,α(z¯)J˜q = J˜
2
q = I2q (8.85)
und für jedes z ∈ C durch Rechtsmultiplikation von (8.84) mit J˜q analog
Θ˜n,α(z)J˜qΘ˜
∗
n,α(z¯)J˜q = J˜
2
q = I2q. (8.86)
Für jedes z ∈ C folgt aus (8.85) und (8.86) dann det Θn,α(z) 6= 0 sowie
det Θ˜n,α(z) 6= 0 und somit (8.80).
(c) Unter Berücksichtigung von Teil (b) und (8.2) gelten für alle z, w ∈ C oﬀensichtlich
J˜q −Θ−∗n,α(z)J˜qΘ−1n,α(w) = J˜q − (J˜qΘ∗n,α(z¯)J˜q)∗ · J˜q · J˜qΘ∗n,α(w)J˜q
= J˜q(J˜q −Θn,α(z¯)J˜qΘ∗n,α(w))J˜q
und
J˜q − Θ˜−∗n,α(z)J˜qΘ˜−1n,α(w) = J˜q − (J˜qΘ˜∗n,α(z¯)J˜q)∗ · J˜q · J˜qΘ˜∗n,α(w)J˜q
= J˜q(J˜q − Θ˜n,α(z¯)J˜qΘ˜∗n,α(w))J˜q. 
Lemma 8.20. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes n ∈ N0
mit 2n + 1 6 κ sowie jede Wahl von z ∈ C und w ∈ C gelten für die gemäß (8.48)
bzw. (8.49) deﬁnierten Matrixfunktionen Θn,α : C → C2q×2q und Θ˜n,α : C → C2q×2q
die Gleichungen
J˜q −Θ−∗n,α(z)J˜qΘ−1n,α(w) = −i(z¯ − w)(I2 ⊗ vq,n)∗
(
I(n+1)q, Tq,nHn
)∗
·RT ∗q,n(z¯)H−n RTq,n(w)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n) (8.87)
und
J˜q − Θ˜−∗n,α(z)J˜qΘ˜−1n,α(w) = −i(z¯ − w)(I2 ⊗ vq,n)∗
(
I(n+1)q, [RTq,n(α)]
−1Hn
)∗
·RT ∗q,n(z¯)H−α.nRTq,n(w)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n). (8.88)
Beweis. Sei n ∈ N0 derart, dass 2n + 1 6 κ gilt. Weiterhin seien z ∈ C und w ∈
C. Unter Berücksichtigung der in Teil (b) von Lemma 8.19 gezeigten Ungleichung
det Θn,α(z) 6= 0 und der in Teil (c) von Lemma 8.19 angegebenen Gleichung (8.81)
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und der in Lemma 8.17 dargestellten Beziehung in (8.78) sowie Lemma 8.5 erhalten
wir
J˜q−Θ−∗n,α(z)J˜qΘ−1n,α(w) = J˜q(J˜q −Θn,α(z¯)J˜qΘ∗n,α(w))J˜q
= J˜q
[− i(z¯ − w)(I2 ⊗ vq,n)∗ (Tq,nHn, −I(n+1)q)∗
·RT ∗q,n(z¯)H−n [RT ∗q,n(w)]∗
(
Tq,nHn, −I(n+1)q
)
(I2 ⊗ vq,n)
]
J˜q
= − i(z¯ − w)[i · (I2 ⊗ vq,n)∗ (I(n+1)q, Tq,nHn)∗ ]
·RT ∗q,n(z¯)H−n RTq,n(w)
[
(−i) · (I(n+1)q, Tq,nHn) (I2 ⊗ vq,n)]
= − i(z¯ − w)(I2 ⊗ vq,n)∗
(
I(n+1)q, Tq,nHn
)∗
·RT ∗q,n(z¯)H−n RTq,n(w)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)
und somit (8.87). Unter Berücksichtigung der in Teil (b) von Lemma 8.19 gezeig-
ten Ungleichung det Θ˜n,α(z) 6= 0 und der in Teil (c) von Lemma 8.19 angegebenen
Gleichung (8.82) und der in Lemma 8.17 dargestellten Beziehung in (8.79) sowie Lem-
ma 8.5 erhalten wir
J˜q− Θ˜−∗n,α(z)J˜qΘ˜−1n,α(w) = J˜q(J˜q − Θ˜n,α(z¯)J˜qΘ˜∗n,α(w))J˜q
= J˜q
[− i(z¯ − w)(I2 ⊗ vq,n)∗ ([RTq,n(α)]−1Hn, −I(n+1)q)∗
·RT ∗q,n(z¯)H−α.n[RT ∗q,n(w)]∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)
(I2 ⊗ vq,n)
]
J˜q
= − i(z¯ − w)[i · (I2 ⊗ vq,n)∗ (I(n+1)q, [RTq,n(α)]−1Hn)∗ ]
·RT ∗q,n(z¯)H−α.nRTq,n(w)
[
(−i) · (I(n+1)q, [RTq,n(α)]−1Hn) (I2 ⊗ vq,n)]
=− i(z¯ − w)(I2 ⊗ vq,n)∗
(
I(n+1)q, [RTq,n(α)]
−1Hn
)∗
·RT ∗q,n(z¯)H−α.nRTq,n(w)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
und somit (8.88). 
Lemma 8.21. Seien α ∈ R sowie κ ∈ N0 ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jede
Wahl von n ∈ N0 mit 2n 6 κ sowie z ∈ C und w ∈ C gilt für die gemäß (8.10)
deﬁnierte Matrixfunktion Un,α : C→ C2q×2q die Gleichung
J˜q − U∗n,α(w)J˜qUn,α(z) = i(w − z)(I2 ⊗ vq,n)∗
(
I(n+1)q, Tq,nHn
)∗
[RTq,n(α)]
∗
·H−n [RT ∗q,n(w)]∗[RTq,n(α)]−1Hn[RT ∗q,n(α)]−1RT ∗q,n(z)H−n
·RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n).
Beweis. Sei n ∈ N0 derart, dass 2n 6 κ gilt. Da (sj)κj=0 ∈ K>,eq,κ,α vorausgesetzt
ist, gelten wegen K>,eq,κ,α ⊆ K>q,κ,α und Bemerkung 3.3 zunächst (3.1) und wegen der
Lemma 4.12 dann auch (4.12). Wir betrachten nun beliebige z, w ∈ C. Unter Berück-
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sichtigung von (8.10), (8.2) und (3.2) ergibt sich dann
J˜q − U∗n,α(w)J˜qUn,α(z) = J˜q −
{
I2q + (w − α)(I2 ⊗ vq,n)∗
(
I(n+1)q, Tq,nHn
)∗
· [RTq,n(α)]∗H−n [RT ∗q,n(w)]∗
(
Tq,nHn, −I(n+1)q
)
(I2 ⊗ vq,n)
}
· J˜q
{
I2q + (z − α)(I2 ⊗ vq,n)∗
(
Tq,nHn, −I(n+1)q
)∗
·RT ∗q,n(z)H−n RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)
}
= S1(w) + S2(z) + S3(z, w) (8.89)
mit
S1(w) :=− (w − α)(I2 ⊗ vq,n)∗
(
I(n+1)q, Tq,nHn
)∗
[RTq,n(α)]
∗H−n [RT ∗q,n(w)]
∗
· (Tq,nHn, −I(n+1)q) (I2 ⊗ vq,n)J˜q (8.90)
S2(z) :=− (z − α)J˜q(I2 ⊗ vq,n)∗
(
Tq,nHn, −I(n+1)q
)∗
·RT ∗q,n(z)H−n RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n) (8.91)
und
S3(z, w) :=− (w − α)(z − α)(I2 ⊗ vq,n)∗
(
I(n+1)q, Tq,nHn
)∗
· [RTq,n(α)]∗H−n [RT ∗q,n(w)]∗
(
Tq,nHn, −I(n+1)q
)
(I2 ⊗ vq,n)
· J˜q(I2 ⊗ vq,n)∗
(
Tq,nHn, −I(n+1)q
)∗
RT ∗q,n(z)H
−
n RTq,n(α)
· (I(n+1)q, Tq,nHn) (I2 ⊗ vq,n). (8.92)
Wegen der in Lemma 8.5 gezeigten Gleichungen (8.4), (8.6) und Bemerkung 2.11
gelten in Hinblick auf (8.90) und (8.91) dann
S1(w) = i(w − α)(I2 ⊗ vq,n)∗
(
I(n+1)q, Tq,nHn
)∗
[RTq,n(α)]
∗H−n [RT ∗q,n(w)]
∗
· [RTq,n(α)]−1RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n), (8.93)
S2(z) =− i(z − α)(I2 ⊗ vq,n)∗
(
I(n+1)q, Tq,nHn
)∗
[RTq,n(α)]
∗[RTq,n(α)]
−∗
·RT ∗q,n(z)H−n RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n) (8.94)
und unter Berücksichtigung von (8.92), (8.8) und (3.1) auch
S3(z, w) =− i(w − α)(z − α)(I2 ⊗ vq,n)∗
(
I(n+1)q, Tq,nHn
)∗
[RTq,n(α)]
∗H−n
· [RT ∗q,n(w)]∗
{
Tq,nHnvq,nv
∗
q,n − vq,nv∗q,nHnT ∗q,n
}
RT ∗q,n(z)
·H−n RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n). (8.95)
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Mit Hilfe von Lemma 2.16 ergeben sich die Gleichungen
(z − α)T ∗q,nRT ∗q,n(z) = [RT ∗q,n(α)]−1RT ∗q,n(z)− I(n+1)q (8.96)
und
(w − α)[RT ∗q,n(w)]∗Tq,n = [RT ∗q,n(w)]∗[RTq,n(α)]−1 − I(n+1)q. (8.97)
Wegen der nach Lemma 2.21 gültiger Beziehung (2.23), der Gleichung
[RTq,n(α)]
−∗ = [RT ∗q,n(α)]
−1 (8.98)
sowie (8.96) und (8.97) gilt
(w − α)(z − α)[RT ∗q,n(w)]∗
{
Tq,nHnvq,nv
∗
q,n − vq,nv∗q,nHnT ∗q,n
}
RT ∗q,n(z)
= (w − α)(z − α)[RT ∗q,n(w)]∗
{
Tq,nHn[RT ∗q,n(α)]
−1 − [RTq,n(α)]−1HnT ∗q,n
}
RT ∗q,n(z)
= (w − α)(z − α)[RT ∗q,n(w)]∗Tq,nHn[RT ∗q,n(α)]−1RT ∗q,n(z)
− (w − α)(z − α)[RT ∗q,n(w)]∗[RTq,n(α)]−1HnT ∗q,nRT ∗q,n(z)
= (z − α){[RT ∗q,n(w)]∗[RTq,n(α)]−1 − I(n+1)q}Hn[RT ∗q,n(α)]−1RT ∗q,n(z)
− (w − α)[RT ∗q,n(w)]∗[RTq,n(α)]−1Hn{[RT ∗q,n(α)]−1RT ∗q,n(z)− I(n+1)q}
= (z − α)[RT ∗q,n(w)]∗[RTq,n(α)]−1Hn[RT ∗q,n(α)]−1RT ∗q,n(z)
− (z − α)Hn[RT ∗q,n(α)]−1RT ∗q,n(z)
− (w − α)[RT ∗q,n(w)]∗[RTq,n(α)]−1Hn[RT ∗q,n(α)]−1RT ∗q,n(z)
+ (w − α)[RT ∗q,n(w)]∗[RTq,n(α)]−1Hn
= (w − α)[RT ∗q,n(w)]∗[RTq,n(α)]−1Hn − (z − α)Hn[RT ∗q,n(α)]−1RT ∗q,n(z)
− (w − z)[RT ∗q,n(w)]∗[RTq,n(α)]−1Hn[RT ∗q,n(α)]−1RT ∗q,n(z),
woraus unter Beachtung von (8.95) dann
S3(z, w) =− i(I2 ⊗ vq,n)∗
(
I(n+1)q, Tq,nHn
)∗
[RTq,n(α)]
∗H−n
· {(w − α)[RT ∗q,n(w)]∗[RTq,n(α)]−1Hn − (z − α)Hn[RT ∗q,n(α)]−1RT ∗q,n(z)
− (w − z)[RT ∗q,n(w)]∗[RTq,n(α)]−1Hn[RT ∗q,n(α)]−1RT ∗q,n(z)
}
·H−n RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n) (8.99)
folgt. Die Kombination von (8.89), (8.93), (8.94) und (8.99) liefert
J˜q − U∗n,α(w)J˜qUn,α(z) = i(I2 ⊗ vq,n)∗
(
I(n+1)q, Tq,nHn
)∗
[RTq,n(α)]
∗S(z, w)RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n) (8.100)
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mit
S(z, w) := (w − α)H−n [RT ∗q,n(w)]∗[RTq,n(α)]−1 − (z − α)[RTq,n(α)]−∗RT ∗q,n(z)H−n
− (w − α)H−n [RT ∗q,n(w)]∗[RTq,n(α)]−1HnH−n
+ (z − α)H−nHn[RT ∗q,n(α)]−1RT ∗q,n(z)H−n
+ (w − z)H−n [RT ∗q,n(w)]∗[RTq,n(α)]−1Hn[RT ∗q,n(α)]−1RT ∗q,n(z)H−n . (8.101)
Wegen [RT ∗q,n(ζ)]
∗ = [RTq,n(ζ¯)] und [RTq,n(α)]−1 = [RT ∗q,n(α)]
−∗ sowie RT ∗q,n(ζ) =
[RTq,n(ζ¯)]
∗ gelten nach Teil (a) von Lemma 4.17 für alle ζ ∈ C die Beziehungen
H−n [RT ∗q,n(ζ)]
∗[RTq,n(α)]
−1HnH−n = H
−
n [RT ∗q,n(ζ)]
∗[RTq,n(α)]
−1 (8.102)
und unter zusätzlicher Verwendung von (8.98) auch
H−nHn[RT ∗q,n(α)]
−1RT ∗q,n(ζ)H
−
n = [RT ∗q,n(α)]
−1RT ∗q,n(ζ)H
−
n
= [RTq,n(α)]
−∗RT ∗q,n(ζ)H
−
n . (8.103)
Aufgrund von (8.101), (8.102) und (8.103) erhalten wir
S(z, w) = (w − z)H−n [RT ∗q,n(w)]∗[RTq,n(α)]−1Hn[RT ∗q,n(α)]−1RT ∗q,n(z)H−n ,
woraus unter Berücksichtigung von (8.100) die Behauptung folgt. 
Lemma 8.22. Seien α ∈ R, κ ∈ N∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jede Wahl von
n ∈ N0 mit 2n + 1 6 κ sowie jede Wahl von z ∈ C und z ∈ C gilt für die gemäß
(8.12) deﬁnierte Matrixfunktion U˜n,α : C→ C2q×2q die Gleichung
J˜q − U˜∗n,α(w)J˜qU˜n,α(z) = i(w − z)(I2 ⊗ vq,n)∗
(
I(n+1)q, [RTq,n(α)]
−1Hn
)∗
[RTq,n(α)]
∗
·H−α.n[RT ∗q,n(w)]∗[RTq,n(α)]−1Hα.n[RTq,n(α)]−∗RT ∗q,n(z)H−α.n
·RTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n).
Beweis. Wir betrachten ein beliebiges n ∈ N0 derart, dass 2n + 1 6 κ gilt. Da
(sj)
κ
j=0 ∈ K>,eq,κ,α vorausgesetzt ist, ergibt sich unter Beachtung von K>,eq,κ,α ⊆ K>q,κ,α und
Bemerkung 3.3 zunächst (3.1) und (3.2). Des Weiteren ist wegen Lemma 4.12 dann
(4.12) erfüllt. Sei w ∈ C und z ∈ C beliebig gewählt. Beachten wir (8.12) und (4.12),
so erhalten wir
J˜q − U˜∗n,α(w)J˜qU˜n,α(z) = J˜q −
{
I2q + (w − α)(I2 ⊗ vq,n)∗
(
I(n+1)q, [RTq,n(α)]
−1Hn
)∗
· [RTq,n(α)]∗H−α.n[RT ∗q,n(w)]∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)
(I2 ⊗ vq,n)
}
· J˜q
{
I2q + (z − α)(I2 ⊗ vq,n)∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)∗
158
8 Diskussion von J˜q-Formen spezieller Matrixpolynome
·RT ∗q,n(z)H−α.nRTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
}
= S˜1(w) + S˜2(z) + S˜3(z, w) (8.104)
mit
S˜1(w) :=− (w − α)(I2 ⊗ vq,n)∗
(
I(n+1)q, [RTq,n(α)]
−1Hn
)∗
[RTq,n(α)]
∗H−α.n[RT ∗q,n(w)]
∗
· ([RTq,n(α)]−1Hn, −I(n+1)q) (I2 ⊗ vq,n)J˜q, (8.105)
S˜2(z) :=− (z − α)J˜q(I2 ⊗ vq,n)∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)∗
·RT ∗q,n(z)H−α.nRTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n) (8.106)
und
S˜3(z, w) :=− (w − α)(z − α)(I2 ⊗ vq,n)∗
(
I(n+1)q, [RTq,n(α)]
−1Hn
)∗
[RTq,n(α)]
∗
·H−α.n[RT ∗q,n(w)]∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)
(I2 ⊗ vq,n)
· J˜q(I2 ⊗ vq,n)∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)∗
RT ∗q,n(z)H
−
α.n
·RTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n). (8.107)
Wegen der nach Lemma 8.5 gezeigten Gleichungen (8.4) und (8.6) erkennen wir unter
Beachtung von (8.105) und (8.106) die Gültigkeit von
S˜1(w) = i(w − α)(I2 ⊗ vq,n)∗
(
I(n+1)q, [RTq,n(α)]
−1Hn
)∗
[RTq,n(α)]
∗H−α.n[RT ∗q,n(w)]
∗
· [RTq,n(α)]−1RTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n), (8.108)
S˜2(z) =− i(z − α)(I2 ⊗ vq,n)∗
(
I(n+1)q, [RTq,n(α)]
−1Hn
)∗
[RTq,n(α)]
∗[RTq,n(α)]
−∗
·RT ∗q,n(z)H−α.nRTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n) (8.109)
und wegen (8.107), (8.8) sowie (3.1) auch
S˜3(z, w) =− i(w − α)(z − α)(I2 ⊗ vq,n)∗
(
I(n+1)q, [RTq,n(α)]
−1Hn
)∗
[RTq,n(α)]
∗H−α.n
· [RT ∗q,n(w)]∗
{
[RTq,n(α)]
−1Hnvq,nv∗q,n − vq,nv∗q,nHn[RTq,n(α)]−∗
}
RT ∗q,n(z)
·H−α.nRTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n). (8.110)
Mit Hilfe von Lemma 2.16 ergeben sich die Gleichungen
(z − α)T ∗q,nRT ∗q,n(z) = [RT ∗q,n(α)]−1RT ∗q,n(z)− I(n+1)q (8.111)
und unter zusätzlichen Beachtung von [RT ∗q,n(α)]
−∗ = [RTq,n(α)]
−∗ auch
(w − α)[RT ∗q,n(w)]∗Tq,n = [RT ∗q,n(w)]∗[RTq,n(α)]−1 − I(n+1)q. (8.112)
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Wegen der nach Lemma 2.23 gültiger Beziehung (2.28), der Gleichung [RT ∗q,n(α)]
−1 =
[RTq,n(α)]
−∗ und (8.111) und (8.112) ergibt sich
(w − α)(z − α)[RT ∗q,n(w)]∗
{
[RTq,n(α)]
−1Hnvq,nv∗q,n − vq,nv∗q,nHn[RTq,n(α)]−∗
}
RT ∗q,n(z)
= (w − α)(z − α)[RT ∗q,n(w)]∗
{
Tq,nHα.n[RTq,n(α)]
−∗ − [RTq,n(α)]−1Hα.nT ∗q,n
}
RT ∗q,n(z)
= (w − α)(z − α)[RT ∗q,n(w)]∗Tq,nHα.n[RTq,n(α)]−∗RT ∗q,n(z)
− (w − α)(z − α)[RT ∗q,n(w)]∗[RTq,n(α)]−1Hα.nT ∗q,nRT ∗q,n(z)
= (z − α){[RT ∗q,n(w)]∗[RTq,n(α)]−1 − I(n+1)q}Hα.n[RTq,n(α)]−∗RT ∗q,n(z)
− (w − α)[RT ∗q,n(w)]∗[RTq,n(α)]−1Hα.n
{
[RT ∗q,n(α)]
−1RT ∗q,n(z)− I(n+1)q
}
= (z − α)[RT ∗q,n(w)]∗[RTq,n(α)]−1Hα.n[RTq,n(α)]−∗RT ∗q,n(z)
− (z − α)Hα.n[RTq,n(α)]−∗RT ∗q,n(z)
− (w − α)[RT ∗q,n(w)]∗[RTq,n(α)]−1Hα.n[RT ∗q,n(α)]−1RT ∗q,n(z)
+ (w − α)[RT ∗q,n(w)]∗[RTq,n(α)]−1Hα.n
= (w − α)[RT ∗q,n(w)]∗[RTq,n(α)]−1Hα.n − (z − α)Hα.n[RTq,n(α)]−∗RT ∗q,n(z)
− (w − z)[RT ∗q,n(w)]∗[RTq,n(α)]−1Hα.n[RTq,n(α)]−∗RT ∗q,n(z),
woraus wir unter Beachtung von (8.110) dann
S˜3(z, w) =− i(I2 ⊗ vq,n)∗
(
I(n+1)q, [RTq,n(α)]
−1Hn
)∗
[RTq,n(α)]
∗H−α.n
· {(w − α)[RT ∗q,n(w)]∗[RTq,n(α)]−1Hα.n − (z − α)Hα.n[RTq,n(α)]−∗RT ∗q,n(z)
− (w − z)[RT ∗q,n(w)]∗[RTq,n(α)]−1Hα.n[RTq,n(α)]−∗RT ∗q,n(z)
}
·H−α.nRTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n) (8.113)
erhalten. Die Kombination von (8.104), (8.108), (8.109) und (8.113) liefert
J˜q−U˜∗n,α(w)J˜qU˜n,α(z) = i(I2 ⊗ vq,n)∗
(
I(n+1)q, [RTq,n(α)]
−1Hn
)∗
· [RTq,n(α)]∗S˜(z, w)RTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n) (8.114)
mit
S˜(z, w) := (w − α)H−α.n[RT ∗q,n(w)]∗[RTq,n(α)]−1 − (z − α)[RTq,n(α)]−∗RT ∗q,n(z)H−α.n
− (w − α)H−α.n[RT ∗q,n(w)]∗[RTq,n(α)]−1Hα.nH−α.n
+ (z − α)H−α.nHα.n[RTq,n(α)]−∗RT ∗q,n(z)H−α.n
+ (w − z)H−α.n[RT ∗q,n(w)]∗[RTq,n(α)]−1Hα.n[RTq,n(α)]−∗RT ∗q,n(z)H−α.n.
(8.115)
160
8 Diskussion von J˜q-Formen spezieller Matrixpolynome
Wegen [RT ∗q,n(ζ)]
∗ = [RTq,n(ζ¯)] und [RTq,n(α)]−1 = [RT ∗q,n(α)]
−∗ sowie RT ∗q,n(ζ) =
[RTq,n(ζ¯)]
∗ gelten nach Teil (b) von Lemma 4.17 für alle ζ ∈ C die Beziehungen
H−α.n[RT ∗q,n(ζ)]
∗[RTq,n(α)]
−1Hα.nH−α.n = H
−
α.n[RT ∗q,n(ζ)]
∗[RTq,n(α)]
−1 (8.116)
und
H−α.nHα.n[RTq,n(α)]
−∗RT ∗q,n(ζ)H
−
α.n = [RTq,n(α)]
−∗RT ∗q,n(ζ)H
−
α.n. (8.117)
Unter Beachtung von (8.116), (8.117) und (8.115) erhalten wir
S˜(z, w) = (w − z)H−α.n[RT ∗q,n(w)]∗[RTq,n(α)]−1Hα.n[RTq,n(α)]−∗RT ∗q,n(z)H−α.n,
woraus unter Berücksichtigung von (8.114) dann die Behauptung folgt. 
Lemma 8.23. Seien α ∈ R sowie κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes
n ∈ N0 mit 2n + 1 6 κ bezeichne Θn,α : C → C2q×2q sowie Θ˜n,α : C → C2q×2q die
gemäß (8.46) und (8.47) deﬁnierten Matrixfunktionen. Dann gelten für jede Wahl von
z ∈ C und jede Wahl von w ∈ C die Gleichungen
J˜q −Θ∗n,α(w)J˜qΘn,α(z) = i(w − z)B∗n,α(I2 ⊗ vq,n)∗
(
I(n+1)q, Tq,nHn
)∗
[RTq,n(α)]
∗
·H−n [RT ∗q,n(w)]∗[RTq,n(α)]−1Hn[RT ∗q,n(α)]−1RT ∗q,n(z)H−n
·RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α (8.118)
und
J˜q − Θ˜∗n,α(w)J˜qΘ˜n,α(z) = i(w − z)B˜∗n,α(I2 ⊗ vq,n)∗
(
I(n+1)q, [RTq,n(α)]
−1Hn
)∗
· [RTq,n(α)]∗H−α.n[RT ∗q,n(w)]∗[RTq,n(α)]−1Hα.n[RT ∗q,n(α)]−1RT ∗q,n(z)
·H−α.nRTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)B˜n,α. (8.119)
Beweis. Wir betrachten ein beliebiges n ∈ N0 derart, dass 2n + 1 6 κ gilt. Unter
Berücksichtigung der in Lemma 8.10 bewiesenen Gleichung (8.44) und der in Lem-
ma 8.14 gezeigten zweiten Gleichung in (8.50) erhalten wir für alle z, w ∈ C zunächst
J˜q −Θ∗n,α(w)J˜qΘn,α(z) = B∗n,αJ˜qBn,α −
(
Un,α(w)Bn,α
)∗
J˜qUn,α(z)Bn,α
= B∗n,α
(
J˜q − U∗n,α(w)J˜qUn,α(z)
)
Bn,α,
woraus dann mit Hinblick auf Lemma 8.21 auch (8.118) folgt. Für jedes z ∈ C und
jedes w ∈ C ergibt sich aus der in Lemma 8.10 gezeigten zweiten Gleichung in (8.45)
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und der in Lemma 8.14 zweiten Gleichung in (8.51) auch
J˜q − Θ˜∗n,α(w)J˜qΘ˜n,α(z) = B˜∗n,αJ˜qB˜n,α −
(
U˜n,α(w)B˜n,α
)∗
J˜qU˜n,α(z)B˜n,α
= B˜∗n,α
(
J˜q − U˜∗n,α(w)J˜qU˜n,α(z)
)
B˜n,α
und somit mit Hilfe von Lemma 8.22 auch (8.119). 
Lemma 8.24. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes n ∈ N0
mit 2n+1 6 κ bezeichne Θn,α : C→ C2q×2q und Θ˜n,α : C→ C2q×2q gemäß (8.46) und
(8.47) deﬁnierten Matrixfunktionen. Dann gelten für jedes z ∈ C \R die Gleichungen
1
2 Im z
(
J˜q −Θ∗n,α(z)J˜qΘn,α(z)
)
> 0q×q und
1
2 Im z
(
J˜q − Θ˜∗n,α(w)J˜qΘ˜n,α(z)
)
> 0q×q.
Beweis. Wir betrachten ein beliebiges n ∈ N0 derart, dass 2n + 1 6 κ gilt. Für alle
z ∈ C erkennen wir die Gültigkeit von i(z¯ − z) = −i(z − z¯) = 2 Im z. Wegen K>,eq,κ,α ⊆
K>q,κ,α und Bemerkung 3.3 gelten Hn ∈ C(n+1)q×(n+1)q> und Hα.n ∈ C(n+1)q×(n+1)q> .
Unter Beachtung von Lemma 8.23 und Lemma 4.12 erhalten wir für alle z ∈ C \ R
dann
1
2 Im z
(
J˜q −Θ∗n,α(z)J˜qΘn,α(z)
)
=
1
2 Im z
{
i(z¯ − z)B∗n,α(I2 ⊗ vq,n)∗
· (I(n+1)q, Tq,nHn)∗ [RTq,n(α)]∗H−n [RT ∗q,n(z)]∗[RTq,n(α)]−1
·Hn[RT ∗q,n(α)]−1RT ∗q,n(z)H−n RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α
}
=
{
[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
n RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α
}∗
·Hn
{
[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
n RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α
}
> 0q×q
und
1
2 Im z
(
J˜q − Θ˜∗n,α(w)J˜qΘ˜n,α(z)
)
=
1
2 Im z
{
i(z¯ − z)B˜∗n,α(I2 ⊗ vq,n)∗
· (I(n+1)q, [RTq,n(α)]−1Hn)∗ [RTq,n(α)]∗H−α.n[RT ∗q,n(z)]∗[RTq,n(α)]−1Hα.n
· [RT ∗q,n(α)]−1RT ∗q,n(z)H−α.nRTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)B˜n,α
}
=
{
[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
α.nRTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
) · (I2 ⊗ vq,n)B˜n,α}∗
·Hα.n
{
[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
α.nRTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
· B˜n,α
}
> 0q×q. 
Wir machen an dieser Stelle darauf aufmerksam, dass in Anhang C einige Resultate
über meromorphe Matrixfunktionen angegeben sind. Eine ausführliche Darstellung zu
dieser Funktionenklasse ﬁndet man z. B. in[Mi95, Kapitel 3] und [Bi13, Anhang C]. Es
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erscheint jedoch günstig, auch hier den Begriﬀ und einige zugehörige Bezeichnungen
darzustellen.
Sei G ein Gebiet von C0. Für jede in G meromorphe Funktion g bezeichne Hg die
Menge aller Holomorphiepunkte von g und Pg die Menge aller Polstellen von g. Dann
heißt eine p× q-Matrixfunktion f = (fjk)j=1,...,p
k=1,...,q
meromorph in G, falls für jede Wahl
von j ∈ Z1,p und k ∈ Z1,q die komplexwertige Funktion fjk eine in G meromorphe
Funktion ist. Ist f = (fjk)j=1,...,p
k=1,...,q
eine in G meromorphe p× q-Matrixfunktion, so
bezeichne Hf :=
⋂p
j=1
⋂q
k=1Hfjk und Pf :=
⋃p
j=1
⋃q
k=1 Pfjk .
Bezeichnung 8.25. Sei α ∈ R. Im Weiteren bezeichne W˜−J˜q ,α die Menge alle in C\
[α,+∞) meromorphen 2q×2q-Matrixfunktionen Θ, für die es eine diskrete Teilmenge
D von C \ [α,+∞) derart gibt, dass folgende drei Beziehungen gelten:
(i) Θ ist in C \ ([α,+∞) ∪ D) holomorph.
(ii) Für jedes z ∈ Π+ \ D gilt Θ(z)J˜qΘ∗(z) 6 J˜q.
(iii) Für jedes x ∈ (−∞, α) \ D gilt Θ(x)J˜qΘ∗(x) = J˜q.
Bemerkung 8.26. Seien α ∈ R und Θ eine in C \ [α,+∞) meromorphe 2q × 2q-
Matrixfunktion. Unter Berücksichtigung von Bemerkung C.13 sowie von Stetigkeit-
argumenten überzeugt man sich leicht davon, dass Θ genau dann zur Klasse W˜−J˜q ,α
gehört, wenn folgende beide Bedingungen erfüllt sind:
(i) Für jedes z ∈ Π+ ∩HΘ gilt Θ(z)J˜qΘ∗(z) 6 J˜q.
(ii) Für jedes x ∈ (−∞, α) gilt Θ(x)J˜qΘ∗(x) = J˜q.
Lemma 8.27. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes n ∈ N0
mit 2n + 1 6 κ bezeichne Θn,α : C → C2q×2q und Θ˜n,α : C → C2q×2q die gemäß
(8.48) und (8.49) deﬁnierten Matrixfunktionen sowie Θ̂n,α := Rstr C\[α,+∞)Θn,α und̂˜
Θn,α := Rstr C\[α,+∞)Θ˜n,α. Dann sind Θ̂n,α und
̂˜
Θn,α in C \ [α,+∞) holomorphe
Matrixfunktionen, die zu der in Bezeichnung 8.25 deﬁnierten Klasse W˜−J˜q ,α gehören.
Beweis. Seien n ∈ N0 mit 2n + 1 6 κ und Θ ∈ {Θ̂n,α, ̂˜Θn,α}. Es genügt zum Be-
weis von Θ ∈ W˜−J˜q ,α nach Bezeichnung 8.25 die Gültigkeit folgender drei Aussagen
nachzuweisen:
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(i) Θ ist in C \ [α,+∞) holomorph.
(ii) Für jedes z ∈ Π+ gilt Θ(z)J˜qΘ∗(z) 6 J˜q.
(iii) Für jedes x ∈ (−∞, α) gilt Θ(x)J˜qΘ∗(x) = J˜q.
Da Θ nach Lemma 8.14 ein Matrixpolynom ist, gilt (i). Insbesondere ist HΘ = C
erfüllt. Berücksichtigen wir Lemma 8.18, so erkennen wir, dass wegen der für jedes
z ∈ Π+ gültigen Ungleichung 12 Im z > 0, dass (ii) erfüllt ist. Schließlich folgt (iii) aus
Teil (a) von Lemma 8.19. 
Bemerkung 8.28. Sei α ∈ R. Dann ist Pα : C → C2q×2q gemäß Pα(z) :=
diag ((z − α)Iq, Iq) oﬀensichtlich eine in C holomorphe Matrixfunktion mit
detPα(z) = (z − α)q für jedes z ∈ C. Unter Beachtung von Bemerkung C.19 ist
dann P−1α eine in C meromorphe Matrixfunktion mit HP−1α = C \ {α}. Insbesondere
sind P̂α := Rstr C\[α,+∞)Pα und P̂−1α in C \ [α,+∞) holomorph.
Bezeichnung 8.29. Seien α ∈ R und P̂α, die in Bemerkung 8.28 deﬁnierte Matrix-
funktion. Mit W−J˜q ,α wird dann die Menge aller Θ ∈ W˜−J˜q ,α bezeichnet, für die auch
Θ˜ := P̂αΘP̂
−1
α zur Klasse W˜−J˜q ,α gehört.
Lemma 8.30. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes n ∈ N0
mit 2n+ 1 6 κ bezeichne Θn,α : C→ C2q×2q die gemäß (8.48) deﬁnierte Matrixfunk-
tion. Dann ist Rstr C\[α,+∞)Θn,α eine in C \ [α,+∞) holomorphe, zur Klasse W−J˜q ,α
gehörige Matrixfunktion.
Beweis. Sei n ∈ N0 mit 2n+ 1 6 κ und bezeichne Θ˜n,α : C→ C2q×2q die gemäß (8.49)
deﬁnierte Matrixfunktion. Des Weiteren sei Θ ∈ {Θn,α, Θ˜n,α}. Nach Lemma 8.27
ist Θ in C und folglich Θ̂ := Rstr C\[α,+∞)Θ eine in C \ [α,+∞) holomorphe, zur
Klasse W˜−J˜q ,α gehörige Matrixfunktion. Somit ist gezeigt, dass Θn,α und Θ˜n,α zur
Klasse W˜−J˜q ,α gehören. Nach Lemma 8.16 gilt für jedes ζ ∈ C \ {α} die Gleichung
(8.73), sodass unter Berücksichtigung von Bemerkung 8.28 und Bezeichnung 8.29
dann Rstr C\[α,+∞)Θ˜n,α = P̂n,α
(
Rstr C\[α,+∞)Θn,α
)
P̂−1n,α gilt. Folglich gehört nach Be-
zeichnung 8.29 dann Rstr C\[α,+∞)Θn,α zur Klasse W−J˜q ,α. 
Lemma 8.31. Seien α ∈ R und Θ ∈ W−J˜q ,α. Dann gibt es eine diskrete TeilmengeD von C \ [α,+∞) derart, dass Θ in C \ ([α,+∞) ∪ D) holomorph ist und für jedes
z ∈ C \ ([α,+∞)∪D) die Beziehung det Θ(z) 6= 0 gilt. Des Weiteren ist Θ−1 eine in
C \ [α,+∞) meromorphe Matrixfunktion mit HΘ−1 ⊇ C \ ([α,+∞) ∪ D), die
Θ−1(z) = J˜qΘ∗(z¯)J˜q (8.120)
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für jedes z ∈ C \ ([α,+∞) ∪ D) erfüllt.
Beweis. Da Θ in HΘ holomorph ist, ist mit HˇΘ := {z ∈ C\[α,+∞) : z¯ ∈ HΘ} auch Θˇ :
HˇΘ → C2q×2q gemäß Θˇ(z) := Θ∗(z¯) eine in C \ [α,+∞) meromorphe Matrixfunktion
mit HΘˇ = HˇΘ (siehe z. B. [Rö03, Lemma 3.2, Seite 13]). Unter Berücksichtigung der
Bemerkungen C.18, C.16 und C.14 ist dann Ω := J˜q − ΘJ˜qΘˇ eine in C \ [α,+∞)
meromorphe Matrixfunktion mit HΩ ⊇ HΘ ∩ HΘˇ = HΘ. Wegen Θ ∈ W−J˜q ,α gibt es
nach den Bezeichnung 8.29 und Bezeichnung 8.25 eine diskrete Teilmenge D von C \
[α,+∞) mit C\([α,+∞)∪D) ⊆ HΘ derart, dass Bedingung (iii) von Bezeichnung 8.25
gilt. Insbesondere ist Ω somit in C \ ([α,+∞) ∪ D) holomorph und es gilt für jedes
x ∈ (−∞, α) \ D die Beziehung
Ω(x) = J˜q −Θ(x)J˜qΘˇ(x) = J˜q −Θ(x)J˜qΘ∗(x¯) = J˜q −Θ(x)J˜qΘ∗(x) = 02q×2q.
Nach dem Identitätssatz für holomorphe Funktionen ergibt sich hieraus, dass Ω gerade
die auf C \ [α,+∞) deﬁnierte konstante Matrixfunktion mit Wert 02q×2q ist. Somit
gilt Θ(z)J˜qΘˇ(z) = J˜q für jedes z ∈ HΘ ∩HΘˇ und folglich
Θ(z)J˜qΘ
∗(z¯)J˜q = Θ(z)J˜qΘˇ(z)J˜q = J˜2q = I2q (8.121)
für jedes z ∈ HΘ∩HΘˇ und insbesondere für jedes z ∈ C \ ([α,+∞)∪D). Hieraus und
aus (8.121) erkennen wir, dass det Θ(z) 6= 0 für jedes z ∈ C \ ([α,+∞) ∪ D) erfüllt
ist, und unter Berücksichtigung von Bemerkung C.19 dann Θ−1 eine in C \ [α,+∞)
meromorphe Matrixfunktion mit HΘ−1 ⊇ C \ ([α,+∞) ∪ D) ist, die der Gleichung
(8.120) für jedes z ∈ C \ ([α,+∞) ∪ D) genügt. 
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Matrixfunktionen
In diesem Abschnitt werden nun wichtige Gleichungen für Matrixfunktionen hergelei-
tet, die von einer gegebenen Folge komplexer q × q-Matrizen abhängen, welche später
die Rolle der Folge der gegebenen Momente des betrachteten matriziellen Stieltjess-
chen Momentenproblems übernehmen wird.
Lemma 9.1. Seien α ∈ R, κ ∈ N∪{+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes n ∈ N0 mit
2n + 1 6 κ bezeichne Θn,α : C→ C2q×2q die gemäß (8.48) deﬁnierte Matrixfunktion.
Weiterhin seien G eine Teilmenge von C mit G \ R 6= ∅ und f : G → Cq×q eine
q × q-Matrixfunktion sowie Σ[f ]2n : G \ R → Cq×q durch (5.4) gegeben. Dann gestattet
Σ
[f ]
2n für alle z ∈ G \ R die Darstellung
Σ
[f ]
2n(z) =
(
f(z)
Iq
)∗
Θ−∗n,α(z)
( −J˜q
2 Im z
)
Θ−1n,α(z)
(
f(z)
Iq
)
.
Beweis. Nach Bemerkung 8.2 besteht für alle z ∈ G \ R die Darstellung
Σ
[f ]
2n(z) =
1
i(z − z¯)
(
f(z)
Iq
)∗ [
J˜q − i(z − z¯)(I2 ⊗ vq,n)∗
(
I(n+1)q, Tq,nHn
)∗
RT ∗q,n(z¯)
·H−n RTq,n(z)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)
](f(z)
Iq
)
. (9.1)
Aus Lemma 8.20 erkennen wir für alle z ∈ C die Gültigkeit von
J˜q− i(z − z¯)(I2 ⊗ vq,n)∗
(
I(n+1)q, Tq,nHn
)∗
·RT ∗q,n(z¯)H−n RTq,n(z)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n) = Θ−∗n,α(z)J˜qΘ−1n,α(z).
Wegen (9.1) und i(z − z¯) = −2 Im z folgt für alle z ∈ G \ R schließlich
Σ
[f ]
2n(z) =
1
i(z − z¯)
(
f(z)
Iq
)∗
Θ−∗n,α(z)J˜qΘ
−1
n,α(z)
(
f(z)
Iq
)
=
(
f(z)
Iq
)∗
Θ−∗n,α(z)
( −J˜q
2 Im z
)
Θ−1n,α(z)
(
f(z)
Iq
)
. 
Lemma 9.2. Seien α ∈ R, κ ∈ N∪{+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes n ∈ N0 mit
2n + 1 6 κ bezeichne Θ˜n,α : C→ C2q×2q die gemäß (8.49) deﬁnierte Matrixfunktion.
Weiterhin seien G eine Teilmenge von C mit G \R 6= ∅ und f : G → Cq×q eine q × q-
Matrixfunktion sowie Σ[f ]2n+1 : G \ R → Cq×q gemäß (5.5) deﬁniert. Dann gestattet
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Σ
[f ]
2n+1 für alle z ∈ G \ R die Darstellung
Σ
[f ]
2n+1(z) =
(
(z − α)f(z)
Iq
)∗
Θ˜−∗n,α(z)
( −J˜q
2 Im z
)
Θ˜−1n,α(z)
(
(z − α)f(z)
Iq
)
.
Beweis. Nach Bemerkung 8.3 besteht für alle z ∈ G \ R die Darstellung
Σ
[f ]
2n+1(z)
=
1
i(z − z¯)
(
(z − α)f(z)
Iq
)∗ [
J˜q − i(z − z¯)(I2 ⊗ vq,n)∗
(
I(n+1)q, [RTq,n(α)]
−1Hn
)∗
·RT ∗q,n(z¯)H−α.nRTq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
]((z − α)f(z)
Iq
)
. (9.2)
Aus Lemma 8.20 erkennen wir für alle z ∈ C die Gültigkeit von
J˜q− i(z − z¯)(I2 ⊗ vq,n)∗
(
I(n+1)q, [RTq,n(α)]
−1Hn
)∗
·RT ∗q,n(z¯)H−α.nRTq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n) = Θ˜−∗n,α(z)J˜qΘ˜−1n,α(z),
woraus sich für alle z ∈ G \ R wegen (9.2) und i(z − z¯) = −2 Im z schließlich
Σ
[f ]
2n+1(z) =
1
i(z − z¯)
(
(z − α)f(z)
Iq
)∗
Θ˜−∗n,α(z)J˜qΘ˜
−1
n,α(z)
(
(z − α)f(z)
Iq
)
=
(
(z − α)f(z)
Iq
)∗
Θ˜−∗n,α(z)
( −J˜q
2 Im z
)
Θ˜−1n,α(z)
(
(z − α)f(z)
Iq
)
ergibt. 
Lemma 9.3. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes n ∈ N0
mit 2n+1 6 κ und alle z ∈ C gelten mit der gemäß (8.48) deﬁnierten Matrixfunktion
Θn,α : C→ C2q×2q sowie der durch (8.42) gegebenen Matrix Bn,α dann
(I(n+1)q−H+nHn)RTq,n(z)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Θn,α(z)
=
{
I(n+1)q + (z − α)(I(n+1)q −H+nHn)Tq,nRTq,n(z)(I(n+1)q −HnH−n )
}
· (I(n+1)q −H+nHn)RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α (9.3)
und mit der gemäß (8.49) deﬁnierten Matrixfunktion Θ˜n,α : C → C2q×2q sowie der
167
9 Bereitstellung wichtiger Identitäten für Matrixfunktionen
durch (8.43) gegebenen Matrix B˜n,α darüber hinaus
(I(n+1)q −H+α.nHα.n)RTq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)Θ˜n,α(z)
=
{
I(n+1)q + (z − α)(I(n+1)q −H+α.nHα.n)Tq,nRTq,n(z)(I(n+1)q −Hα.nH−α.n)
}
· (I(n+1)q −H+α.nHα.n)RTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)B˜n,α. (9.4)
Beweis. Seien n ∈ N0 mit 2n+ 1 6 κ und z ∈ C. Unter Beachtung von K>,eq,κ,α ⊆ K>q,κ,α
und Bemerkung 3.3 erhalten wir (3.1) und (3.2). Wegen (8.50), (8.10) und RT ∗q,n(z) =
[RTq,n(z¯)]
∗ ergibt sich dann
(I(n+1)q −H+nHn)RTq,n(z)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Θn,α(z)
= (I(n+1)q −H+nHn)RTq,n(z)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Un,α(z)Bn,α
= (I(n+1)q −H+nHn)RTq,n(z)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)
· {I2q + (z − α)(I2 ⊗ vq,n)∗ (Tq,nHn, −I(n+1)q)∗
· [RTq,n(z¯)]∗H−n RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)
}
Bn,α
= (I(n+1)q −H+nHn)Φ(z)RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α (9.5)
mit
Φ(z) := RTq,n(z)[RTq,n(α)]
−1 + (z − α)RTq,n(z)
(
I(n+1)q, Tq,nHn
)
· (I2 ⊗ vq,n)(I2 ⊗ vq,n)∗
(
Tq,nHn, −I(n+1)q
)∗
[RTq,n(z¯)]
∗H−n . (9.6)
Berücksichtigen wir die wegen Lemma 8.5 gültige Gleichung (8.9), (3.1) und der wegen
Lemma 2.21 gültige Beziehung (2.23), so erhalten wir dann
RTq,n(z)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)(I2 ⊗ vq,n)∗
(
Tq,nHn, −I(n+1)q
)∗
[RTq,n(z¯)]
∗
= RTq,n(z)
(
vq,nv
∗
q,nHnT
∗
q,n − Tq,nHnvq,nv∗q,n
)
[RTq,n(z¯)]
∗
= RTq,n(z)
(
[RTq,n(z)]
−1HnT ∗q,n − Tq,nHn[RTq,n(z¯)]−∗
)
[RTq,n(z¯)]
∗
= HnT
∗
q,n[RTq,n(z¯)]
∗ −RTq,n(z)Tq,nHn,
woraus sich unter Beachtung von (9.6), (2.19) und der nach Lemma 2.13 gültigen
Identität RTq,n(z)Tq,n = Tq,nRTq,n(z) nun
Φ(z) = RTq,n(z)[RTq,n(α)]
−1 + (z − α)(HnT ∗q,n[RTq,n(z¯)]∗ −RTq,n(z)Tq,nHn)H−n
= I(n+1)q + (z − α)Tq,nRTq,n(z) + (z − α)HnT ∗q,n[RTq,n(z¯)]∗H−n
− (z − α)Tq,nRTq,n(z)HnH−n
= I(n+1)q + (z − α)Tq,nRTq,n(z)(I(n+1)q −HnH−n ) + (z − α)HnT ∗q,n[RTq,n(z¯)]∗H−n
(9.7)
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ergibt. Wegen Bemerkung 4.14 gelten (4.16) und somit
(z − α)(I(n+1)q −H+nHn)HnT ∗q,n[RTq,n(z¯)]∗H−n = 0(n+1)q×(n+1)q. (9.8)
Berücksichtigen wir (9.7), die nach Bemerkung 4.14 gültige Identität (4.18) und (9.8),
dann besteht nun die Beziehung
(I(n+1)q −H+nHn)Φ(z)RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α
= (I(n+1)q −H+nHn)
· {I(n+1)q + (z − α)Tq,nRTq,n(z)(I(n+1)q −HnH−n ) + (z − α)HnT ∗q,n[RTq,n(z¯)]∗H−n }
·RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α
= {(I(n+1)q −H+nHn)
+ (z − α)(I(n+1)q −H+nHn)Tq,nRTq,n(z)(I(n+1)q −HnH−n )(I(n+1)q −H+nHn)
+ (z − α)(I(n+1)q −H+nHn)HnT ∗q,n[RTq,n(z¯)]∗H−n }
·RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α
=
{
I(n+1)q + (z − α)(I(n+1)q −H+nHn)Tq,nRTq,n(z)(I(n+1)q −HnH−n )
}
· (I(n+1)q −H+nHn)RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α. (9.9)
Die Kombination von (9.5) und (9.9) liefert (9.3). Des Weiteren ergibt sich wegen
(8.51), (8.12) und RT ∗q,n(z) = [RTq,n(z¯)]
∗ auch
(I(n+1)q −H+α.nHα.n)RTq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)Θ˜n,α(z)
= (I(n+1)q −H+α.nHα.n)RTq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)U˜n,α(z)B˜n,α
= (I(n+1)q −H+α.nHα.n)RTq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
· {I2q + (z − α)(I2 ⊗ vq,n)∗ ([RTq,n(α)]−1Hn, −I(n+1)q)∗
· [RTq,n(z¯)]∗H−α.nRTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
}
B˜n,α
= (I(n+1)q −H+α.nHα.n)Φ˜(z)RTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)B˜n,α
(9.10)
mit
Φ˜(z) := RTq,n(z)[RTq,n(α)]
−1 + (z − α)RTq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
· (I2 ⊗ vq,n)∗
(
[RTq,n(α)]
−1Hn, −I(n+1)q
)∗
[RTq,n(z¯)]
∗H−α.n. (9.11)
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Wegen der nach Lemma 8.5 gültigen Gleichung (8.9), (3.1) und der nach Lemma 2.23
gültigen Beziehung (2.30) erhalten wir dann
RTq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)(I2 ⊗ vq,n)∗
· ([RTq,n(α)]−1Hn, −I(n+1)q)∗ [RTq,n(z¯)]∗
= RTq,n(z)
(
vq,nv
∗
q,nHn[RTq,n(α)]
−∗ − [RTq,n(α)]−1Hnvq,nv∗q,n
)
[RTq,n(z¯)]
∗
= RTq,n(z)
(
[RTq,n(z)]
−1Hα.nT ∗q,n − Tq,nHα.n[RTq,n(z¯)]−∗
)
[RTq,n(z¯)]
∗
= Hα.nT
∗
q,n[RTq,n(z¯)]
∗ −RTq,n(z)Tq,nHα.n,
woraus unter Beachtung von (9.11), (2.19) und der nach Lemma 2.13 gültigen Iden-
tität RTq,n(z)Tq,n = Tq,nRTq,n(z) nun
Φ˜(z) = RTq,n(z)[RTq,n(α)]
−1 + (z − α)(Hα.nT ∗q,n[RTq,n(z¯)]∗ −RTq,n(z)Tq,nHα.n)H−α.n
= I(n+1)q + (z − α)Tq,nRTq,n(z) + (z − α)Hα.nT ∗q,n[RTq,n(z¯)]∗H−α.n
− (z − α)Tq,nRTq,n(z)Hα.nH−α.n
= I(n+1)q + (z − α)Tq,nRTq,n(z)(I(n+1)q −Hα.nH−α.n)
+ (z − α)Hα.nT ∗q,n[RTq,n(z¯)]∗H−α.n (9.12)
folgt. Wegen Bemerkung 4.14 gelten (4.17) und somit
(z − α)(I(n+1)q −H+α.nHα.n)Hα.nT ∗q,n[RTq,n(z¯)]∗H−α.n = 0(n+1)q×(n+1)q. (9.13)
Unter Berücksichtigung von (9.12), der nach Bemerkung 4.14 gültigen Identität (4.19)
und (9.13) erhalten wir
(I(n+1)q −H+α.nHα.n)Φ˜(z)RTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)B˜n,α
= (I(n+1)q −H+α.nHα.n){I(n+1)q + (z − α)Tq,nRTq,n(z)(I(n+1)q −Hα.nH−α.n)
+ (z − α)Hα.nT ∗q,n[RTq,n(z¯)]∗H−α.n}
·RTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)B˜n,α
= {(I(n+1)q −H+α.nHα.n) + (z − α)(I(n+1)q −H+α.nHα.n)Tq,nRTq,n(z)
· (I(n+1)q −Hα.nH−α.n)(I(n+1)q −H+α.nHα.n)
+ (z − α)(I(n+1)q −H+α.nHα.n)Hα.nT ∗q,n[RTq,n(z¯)]∗H−α.n}
·RTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)B˜n,α
=
{
I(n+1)q + (z − α)(I(n+1)q −H+α.nHα.n)Tq,nRTq,n(z)(I(n+1)q −Hα.nH−α.n)
}
· (I(n+1)q −H+α.nHα.n)RTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)B˜n,α. (9.14)
Die Kombination von (9.10) und (9.14) liefert (9.4). 
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Lemma 9.4. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes n ∈ N0
mit 2n+ 1 6 κ gelten mit (8.42) und (8.43) dann
(I(n+1)q −H+nHn)RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α
= (I(n+1)q −H+nHn)RTq,n(α)
(
I(n+1)q, Tq,n(I(n+1)q −Hα.nH−α.n)Hn
)
(I2 ⊗ vq,n)
und
(I(n+1)q −H+α.nHα.n)RTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)B˜n,α
= (I(n+1)q −H+α.nHα.n)
(
(I(n+1)q −HnH−n )RTq,n(α), Hn
)
(I2 ⊗ vq,n).
Beweis. Sei n ∈ N0 derart, dass 2n + 1 6 κ erfüllt ist. Aufgrund von K>,eq,κ,α ⊆ K>q,κ,α
und Bemerkung 3.3 sind (3.1) und (3.2) erfüllt. Wegen Bemerkung 4.14 gelten (4.16)
und (4.17). Mit Hilfe von Lemma 2.19 und (4.16) erhalten wir
(I(n+1)q −H+nHn)RTq,n(α){vq,nv∗q,nHnH−α.n + Tq,n}
= (I(n+1)q −H+nHn)RTq,n(α)
{(
[RTq,n(α)]
−1Hn − Tq,nHα.n
)
H−α.n + Tq,n
}
= (I(n+1)q −H+nHn)HnH−α.n − (I(n+1)q −H+nHn)RTq,n(α)Tq,nHα.nH−α.n
+ (I(n+1)q −H+nHn)RTq,n(α)Tq,n
= (I(n+1)q −H+nHn)RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n), (9.15)
sodass unter Beachtung von Lemma 8.11 und (9.15) dann
(I(n+1)q −H+nHn)RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α
= (I(n+1)q −H+nHn)RTq,n(α)
(
I(n+1)q, {vq,nv∗q,nHnH−α.n + Tq,n}Hn
)
(I2 ⊗ vq,n)
=
(
(I(n+1)q −H+nHn)RTq,n(α),
(I(n+1)q −H+nHn)RTq,n(α){vq,nv∗q,nHnH−α.n + Tq,n}Hn
)
(I2 ⊗ vq,n)
=
(
(I(n+1)q −H+nHn)RTq,n(α),
(I(n+1)q −H+nHn)RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n)Hn
)
(I2 ⊗ vq,n)
= (I(n+1)q −H+nHn)RTq,n(α)
(
I(n+1)q, Tq,n(I(n+1)q −Hα.nH−α.n)Hn
)
(I2 ⊗ vq,n)
folgt. Wegen (3.1), (3.2) und Lemma 2.19 erhalten wir die Gleichung Hnvq,nv∗q,n =
Hn[RTq,n(α)]
−∗ −Hα.nT ∗q,n, woraus
I(n+1)q −Hnvq,nv∗q,n[RTq,n(α)]∗H−n
= I(n+1)q −
(
Hn[RTq,n(α)]
−∗ −Hα.nT ∗q,n
)
[RTq,n(α)]
∗H−n
= I(n+1)q −HnH−n +Hα.nT ∗q,n[RTq,n(α)]∗H−n
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und somit unter weiterer Beachtung von (4.17) auch
(I(n+1)q −H+α.nHα.n)
{
I(n+1)q −Hnvq,nv∗q,n[RTq,n(α)]∗H−n
}
RTq,n(α)
= (I(n+1)q −H+α.nHα.n)
{
I(n+1)q −HnH−n +Hα.nT ∗q,n[RTq,n(α)]∗H−n
}
RTq,n(α)
= (I(n+1)q −H+α.nHα.n)(I(n+1)q −HnH−n )RTq,n(α)
+ (I(n+1)q −H+α.nHα.n)Hα.nT ∗q,n[RTq,n(α)]∗H−n RTq,n(α)
= (I(n+1)q −H+α.nHα.n)(I(n+1)q −HnH−n )RTq,n(α) (9.16)
folgen. Wegen Lemma 8.11 und (9.16) erhalten wir
(I(n+1)q −H+α.nHα.n)RTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)B˜n,α
= (I(n+1)q −H+α.nHα.n)RTq,n(α)
· [RTq,n(α)]−1
({
I(n+1)q −Hnvq,nv∗q,nRT ∗q,n(α)H−n
}
RTq,n(α), Hn
)
(I2 ⊗ vq,n)
=
(
(I(n+1)q −H+α.nHα.n)
{
I(n+1)q −Hnvq,nv∗q,nRT ∗q,n(α)H−n
}
RTq,n(α),
(I(n+1)q −H+α.nHα.n)Hn
)
(I2 ⊗ vq,n)
=
(
(I(n+1)q −H+α.nHα.n)(I(n+1)q −HnH−n )RTq,n(α), (I(n+1)q −H+α.nHα.n)Hn
)
· (I2 ⊗ vq,n)
= (I(n+1)q −H+α.nHα.n)
(
(I(n+1)q −HnH−n )RTq,n(α), Hn
)
(I2 ⊗ vq,n). 
Lemma 9.5. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Für jedes n ∈ N0
mit 2n+ 1 6 κ bezeichne Pn,α, Qn,α und Sn,α die auf C gemäß
Pn,α(z) := I(n+1)q + (z − α)(I(n+1)q −H+nHn)Tq,nRTq,n(z)(I(n+1)q −HnH−n ), (9.17)
Qn,α(z) := I(n+1)q + (z − α)(I(n+1)q −H+α.nHα.n)Tq,nRTq,n(z)(I(n+1)q −Hα.nH−α.n)
(9.18)
sowie
Sn,α(z) := I(n+1)q − (z − α)(I(n+1)q −H+α.nHα.n)RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n)
(9.19)
deﬁnierten Matrixfunktionen und es seien Θn,α : C→ C2q×2q sowie Θ˜n,α : C→ C2q×2q
gemäß (8.48) und (8.49) erklärt. Dann gilt für jedes z ∈ C die Gleichung
diag
(
Pn,α(z), Qn,α(z)
)
·
(
I(n+1)q 0(n+1)q×(n+1)q
(z − α)(I(n+1)q −H+α.nHα.n)(I(n+1)q −HnH−n ) Sn,α(z)
)
·
(
I(n+1)q (I(n+1)q −H+nHn)RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n)
0(n+1)q×(n+1)q I(n+1)q
)
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· diag ((I(n+1)q −H+nHn)RTq,n(α)vq,n, (I(n+1)q −H+α.nHα.n)Hnvq,n)
=

(I(n+1)q −H+nHn)RTq,n(z)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Θn,α(z)
(I(n+1)q −H+α.nHα.n)RTq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
·Θ˜n,α(z) · diag
(
(z − α)Iq, Iq
)
 .
Beweis. Seien n ∈ N0 derart, dass 2n+ 1 6 κ gilt und z ∈ C. Es gilt
diag
(
Pn,α(z), Qn,α(z)
)
·
(
I(n+1)q 0(n+1)q×(n+1)q
(z − α)(I(n+1)q −H+α.nHα.n)(I(n+1)q −HnH−n ) Sn,α(z)
)
·
(
I(n+1)q (I(n+1)q −H+nHn)RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n)
0(n+1)q×(n+1)q I(n+1)q
)
· diag ((I(n+1)q −H+nHn)RTq,n(α)vq,n, (I(n+1)q −H+α.nHα.n)Hnvq,n)
= diag
(
Pn,α(z), Qn,α(z)
)
·
(
I(n+1)q 0(n+1)q×(n+1)q
(z − α)(I(n+1)q −H+α.nHα.n)(I(n+1)q −HnH−n ) Sn,α(z)
)
·

(I(n+1)q −H+nHn)RTq,n(α)Tq,n
(I(n+1)q −H+nHn)RTq,n(α) ·(I(n+1)q −Hα.nH−α.n)(I(n+1)q −H+α.nHα.n)Hn
0(n+1)q×(n+1)q (I(n+1)q −H+α.nHα.n)Hn

· (I2 ⊗ vq,n)
= diag
(
Pn,α(z), Qn,α(z)
)(Ψ(1,1)n,α (z) Ψ(1,2)n,α (z)
Ψ
(2,1)
n,α (z) Ψ
(2,2)
n,α (z)
)
(I2 ⊗ vq,n) (9.20)
mit
Ψ(1,1)n,α (z) := (I(n+1)q −H+nHn)RTq,n(α), (9.21)
Ψ(1,2)n,α (z) := (I(n+1)q −H+nHn)RTq,n(α)Tq,n
· (I(n+1)q −Hα.nH−α.n)(I(n+1)q −H+α.nHα.n)Hn, (9.22)
Ψ(2,1)n,α (z) := (z − α)(I(n+1)q −H+α.nHα.n)
· (I(n+1)q −HnH−n )(I(n+1)q −H+nHn)RTq,n(α) (9.23)
und
Ψ(2,2)n,α (z) := (z − α)(I(n+1)q −H+α.nHα.n)(I(n+1)q −HnH−n )(I(n+1)q −H+nHn)
·RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n)(I(n+1)q −H+α.nHα.n)Hn
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+ Sn,α(z)(I(n+1)q −H+α.nHα.n)Hn. (9.24)
Wegen (9.22) und der nach Bemerkung 4.14 gültigen Beziehung (4.19) gilt
Ψ(1,2)n,α (z) = (I(n+1)q −H+nHn)RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n)Hn. (9.25)
Aus (9.23) und die nach Bemerkung 4.14 gültige Gleichung (4.18) erkennen wir, dass
Ψ(2,1)n,α (z) = (z − α)(I(n+1)q −H+α.nHα.n)(I(n+1)q −HnH−n )RTq,n(α) (9.26)
erfüllt ist. Mit Hilfe von (4.18), Teil (b) von Lemma 4.16 und (9.19) ergibt sich
(z − α)(I(n+1)q −H+α.nHα.n)(I(n+1)q −HnH−n )(I(n+1)q −H+nHn)
·RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n)
= (z − α)(I(n+1)q −H+α.nHα.n)(I(n+1)q −HnH−n )RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n)
= (z − α)(I(n+1)q −H+α.nHα.n)RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n)
− (z − α)(I(n+1)q −H+α.nHα.n)HnH−n RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n)
= (z − α)(I(n+1)q −H+α.nHα.n)RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n)
= I(n+1)q − Sn,α(z). (9.27)
Die Kombination von (9.24) und (9.27) liefert die Gültigkeit von
Ψ(2,2)n,α (z) = (I(n+1)q − Sn,α(z))(I(n+1)q −H+α.nHα.n)Hn
+ Sn,α(z)(I(n+1)q −H+α.nHα.n)Hn = (I(n+1)q −H+α.nHα.n)Hn. (9.28)
Unter Berücksichtigung von Lemma 9.3, (9.17), Lemma 9.4 sowie (9.21) und (9.25)
erhalten wir weiterhin
(I(n+1)q−H+nHn)RTq,n(z)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Θn,α(z)
=
{
I(n+1)q + (z − α)(I(n+1)q −H+nHn)Tq,nRTq,n(z)(I(n+1)q −HnH−n )
}
· (I(n+1)q −H+nHn)RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α
= Pn,α(z)(I(n+1)q −H+nHn)RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α
= Pn,α(z)(I(n+1)q −H+nHn)RTq,n(α)
(
I(n+1)q, Tq,n(I(n+1)q −Hα.nH−α.n)Hn
)
· (I2 ⊗ vq,n)
= Pn,α(z)
(
Ψ
(1,1)
n,α (z), Ψ
(1,2)
n,α (z)
)
(I2 ⊗ vq,n). (9.29)
Wegen Lemma 9.3, (9.18), Lemma 9.4 sowie (9.26) und (9.28) ergibt sich
(I(n+1)q −H+α.nHα.n)RTq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
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· Θ˜n,α(z) · diag ((z − α)Iq, Iq)
=
{
I(n+1)q + (z − α)(I(n+1)q −H+α.nHα.n)Tq,nRTq,n(z)(I(n+1)q −Hα.nH−α.n)
}
· (I(n+1)q −H+α.nHα.n)RTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
· B˜n,α · diag ((z − α)Iq, Iq)
= Qn,α(z)(I(n+1)q −H+α.nHα.n)RTq,n(α)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
· B˜n,α · diag ((z − α)Iq, Iq)
= Qn,α(z)(I(n+1)q −H+α.nHα.n)
(
(I(n+1)q −HnH−n )RTq,n(α), Hn
)
(I2 ⊗ vq,n)
· diag ((z − α)Iq, Iq)
= Qn,α(z)(I(n+1)q −H+α.nHα.n)
(
(z − α)(I(n+1)q −HnH−n )RTq,n(α), Hn
)
· (I2 ⊗ vq,n)
= Qn,α(z)
(
Ψ
(2,1)
n,α (z), Ψ
(2,2)
n,α (z)
)
(I2 ⊗ vq,n). (9.30)
Beachten wir die Beziehung
diag
(
Pn,α(z), Qn,α(z)
) ·(Ψ(1,1)n,α (z) Ψ(1,2)n,α (z)
Ψ
(2,1)
n,α (z) Ψ
(2,2)
n,α (z)
)
(I2 ⊗ vq,n)
=
(
Pn,α(z)
(
Ψ
(1,1)
n,α (z), Ψ
(1,2)
n,α (z)
)
(I2 ⊗ vq,n)
Qn,α(z)
(
Ψ
(2,1)
n,α (z), Ψ
(2,2)
n,α (z)
)
(I2 ⊗ vq,n)
)
sowie (9.20), (9.29) und (9.30), so folgt die Behauptung. 
Lemma 9.6. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α sowie n ∈ N0
derart, dass 2n + 1 6 κ gilt. Bezeichne Pn,α, Qn,α und Sn,α die auf C gemäß (9.17),
(9.18) und (9.19) deﬁnierten Matrixfunktionen und es seien Θn,α : C→ C2q×2q sowie
Θ˜n,α : C→ C2q×2q gemäß (8.48) und (8.49) erklärt. Dann gelten folgende Aussagen:
(a) Die Menge N detPn,α ∪ N detQn,α ∪ N detSn,α ist endlich und insbesondere gilt
C \ (N detPn,α ∪N detQn,α ∪N detSn,α) 6= ∅.
(b) Seien x ∈ Cq×q und y ∈ Cq×q. Dann sind folgende Aussagen äquivalent:
(i) Für jedes z ∈ C \ (N detPn,α ∪N detQn,α ∪N detSn,α) gelten
(I(n+1)q −H+nHn)RTq,n(z)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Θn,α(z)
(
x
y
)
= 0(n+1)q×q
(9.31)
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und
(I(n+1)q−H+α.nHα.n)RTq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
· Θ˜n,α(z) · diag
(
(z − α)Iq, Iq
)(x
y
)
= 0(n+1)q×q. (9.32)
(ii) Es gibt ein z ∈ C\ (N detPn,α ∪NdetQn,α ∪NdetSn,α) derart, dass (9.31) und
(9.32) gelten.
(iii) Es gelten
(I(n+1)q −H+nHn)RTq,n(α)vq,nx = 0(n+1)q×q (9.33)
und
(I(n+1)q −H+α.nHα.n)Hnvq,ny = 0(n+1)q×q. (9.34)
Beweis. Mit Hilfe von Bemerkung 2.11 erkennen wir aus (9.17), (9.18) und (9.19),
dass Pn,α, Qn,α und Sn,α Matrixpolynome mit Pn,α(α) = I(n+1)q, Qn,α(α) = I(n+1)q
und Sn,α(α) = I(n+1)q sind. Folglich sind detPn,α, detQn,α und detSn,α nichtver-
schwindende Polynome, sodass die Aussage (a) wegen des Fundamentalsatzes der
Algebra bewiesen ist.
Bevor wie die einzelnen Äquivalenzen in (b) nachweisen, stellen wir fest, dass für jedes
z ∈ C nach Lemma 9.5 die Beziehung
(I(n+1)q −H+nHn)RTq,n(z)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Θn,α(z)
(
x
y
)
(I(n+1)q −H+α.nHα.n)RTq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
·Θ˜n,α(z) · diag
(
(z − α)Iq, Iq
) · (x
y
)

=

(I(n+1)q −H+nHn)RTq,n(z)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Θn,α(z)
(I(n+1)q −H+α.nHα.n)RTq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
·Θ˜n,α(z) diag
(
(z − α)Iq, Iq
)
(xy
)
= diag
(
Pn,α(z), Qn,α(z)
)
·
(
I(n+1)q 0(n+1)q×(n+1)q
(z − α)(I(n+1)q −H+α.nHα.n)(I(n+1)q −HnH−n ) Sn,α(z)
)
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·
(
I(n+1)q (I(n+1)q −H+nHn)RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n)
0(n+1)q×(n+1)q I(n+1)q
)
· diag ((I(n+1)q −H+nHn)RTq,n(α)vq,n, (I(n+1)q −H+α.nHα.n)Hnvq,n)(xy
)
= diag
(
Pn,α(z), Qn,α(z)
)
·
(
I(n+1)q 0(n+1)q×(n+1)q
(z − α)(I(n+1)q −H+α.nHα.n)(I(n+1)q −HnH−n ) Sn,α(z)
)
·
(
I(n+1)q (I(n+1)q −H+nHn)RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n)
0(n+1)q×(n+1)q I(n+1)q
)
·
(
(I(n+1)q −H+nHn)RTq,n(α)vq,nx
(I(n+1)q −H+α.nHα.n)Hnvq,ny
)
(9.35)
erfüllt ist.
(i)⇒(ii): Diese Implikation ist trivial.
(ii)⇒(iii): Es gelte (ii). Dann gibt es ein
z ∈ C \ (NdetPn,α ∪N detQn,α ∪N detSn,α) (9.36)
derart, dass (9.31) und (9.32) gelten. Verwenden wir (9.31) und (9.32) sowie die
Gleichungen in (9.35), so ergibt sich(
0(n+1)q×q
0(n+1)q×q
)
=

(I(n+1)q −H+nHn)RTq,n(z)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Θn,α(z)
(
x
y
)
(I(n+1)q −H+α.nHα.n)RTq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
·Θ˜n,α(z) · diag
(
(z − α)Iq, Iq
) · (x
y
)

= diag
(
Pn,α(z), Qn,α(z)
)
·
(
I(n+1)q 0(n+1)q×(n+1)q
(z − α)(I(n+1)q −H+α.nHα.n)(I(n+1)q −HnH−n ) Sn,α(z)
)
·
(
I(n+1)q (I(n+1)q −H+nHn)RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n)
0(n+1)q×(n+1)q I(n+1)q
)
·
(
(I(n+1)q −H+nHn)RTq,n(α)vq,nx
(I(n+1)q −H+α.nHα.n)Hnvq,ny
)
. (9.37)
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Beachten wir, dass wegen (9.36) die Ungleichungen detPn,α(z) 6= 0 und
detQn,α(z) 6= 0 erfüllt sind, erhalten wir die Gültigkeit von
det
[
diag
(
Pn,α(z), Qn,α(z)
) ]
= detPn,α(z) · detQn,α(z) 6= 0. (9.38)
Da nach (9.36) auch detSn,α(z) 6= 0 richtig ist, gilt
det
(
I(n+1)q 0(n+1)q×(n+1)q
(z − α)(I(n+1)q −H+α.nHα.n)(I(n+1)q −HnH−n ) Sn,α(z)
)
= det I(n+1)q · detSn,α(z) = detSn,α(z) 6= 0. (9.39)
Oﬀensichtlich ist auch
det
(
I(n+1)q (I(n+1)q −H+nHn)RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n)
0(n+1)q×(n+1)q I(n+1)q
)
= ( det I(n+1)q)
2 = det I(n+1)q 6= 0 (9.40)
richtig. Berücksichtigen wir (9.37), (9.38), (9.39) und (9.40), so folgen (9.33) und
(9.34). Somit gilt (iii).
(iii)⇒(i): Es gelte (iii), d. h., (9.33) und (9.34) seien erfüllt. Beachten wir nun (9.33),
(9.34) und (9.35), so folgt für jedes z ∈ C dann(
0(n+1)q×q
0(n+1)q×q
)
= diag
(
Pn,α(z), Qn,α(z)
)
·
(
I(n+1)q 0(n+1)q×(n+1)q
(z − α)(I(n+1)q −H+α.nHα.n)(I(n+1)q −HnH−n ) Sn,α(z)
)
·
(
I(n+1)q (I(n+1)q −H+nHn)RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n)
0(n+1)q×(n+1)q I(n+1)q
)(
0(n+1)q×q
0(n+1)q×q
)
= diag
(
Pn,α(z), Qn,α(z)
)
·
(
I(n+1)q 0(n+1)q×(n+1)q
(z − α)(I(n+1)q −H+α.nHα.n)(I(n+1)q −HnH−n ) Sn,α(z)
)
·
(
I(n+1)q (I(n+1)q −H+nHn)RTq,n(α)Tq,n(I(n+1)q −Hα.nH−α.n)
0(n+1)q×(n+1)q I(n+1)q
)
·
(
(I(n+1)q −H+nHn)RTq,n(α)vq,nx
(I(n+1)q −H+α.nHα.n)Hnvq,ny
)
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=

(I(n+1)q −H+nHn)RTq,n(z)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Θn,α(z)
(
x
y
)
(I(n+1)q −H+α.nHα.n)RTq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
·Θ˜n,α(z) · diag
(
(z − α)Iq, Iq
) · (x
y
)

und für jedes z ∈ C somit (9.31) und (9.32). Folglich gilt (i). 
Ist U ein Unterraum von Cp, so bezeichne PU die Orthoprojektionsmatrix auf U (siehe
auch die detaillierten Erklärungen vor Satz A.14).
Lemma 9.7. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Sei n ∈ N0 mit
2n+ 1 6 κ. Es bezeichne
Un,α :=
[N ((I(n+1)q −H+nHn)RTq,n(α)vq,n)]⊥ (9.41)
und
Vn,α :=
[N ((I(n+1)q −H+α.nHα.n)Hnvq,n)]⊥ . (9.42)
Dann gelten folgende Aussagen:
(a) Un,α und Vn,α sind Unterräume des C-Vektorraumes Cq, die
dimUn,α = rank [(I(n+1)q −H+nHn)RTq,n(α)vq,n] (9.43)
und
dimVn,α = rank [(I(n+1)q −H+α.nHα.n)Hnvq,n] (9.44)
sowie Un,α⊥Vn,α erfüllen.
(b) Sei A ∈ Cq×p. Dann gelten folgende Aussagen:
(b1) Folgende Aussagen sind äquivalent:
(i) (I(n+1)q −H+nHn)RTq,n(α)vq,nA = 0(n+1)q×p.
(ii) PUn,αA = 0q×p.
(b2) Folgende Aussagen sind äquivalent:
(iii) (I(n+1)q −H+α.nHα.n)Hnvq,nA = 0(n+1)q×p.
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(iv) PVn,αA = 0q×p.
Beweis. Wegen der Voraussetzung (sj)κj=0 ∈ K>,eq,κ,α und K>,eq,κ,α ⊆ K>q,κ,α gelten nach
Bemerkung 3.3 dann (3.1) und (3.2). Des Weiteren sind
(I(n+1)q −H+nHn)∗ = I(n+1)q −H+nHn (9.45)
und
(I(n+1)q −H+α.nHα.n)∗ = I(n+1)q −H+α.nHα.n (9.46)
richtig. Aus (9.41) und Bemerkung A.4 folgt dann
Un,α =
[N ((I(n+1)q −H+nHn)RTq,n(α)vq,n)]⊥
= R ([(I(n+1)q −H+nHn)RTq,n(α)vq,n]∗) , (9.47)
woraus sich unter Berücksichtigung von (9.45) dann
Un,α = R
(
v∗q,n[RTq,n(α)]
∗(I(n+1)q −H+nHn)
)
(9.48)
ergibt. Weiterhin erhalten wir aus (9.42) und Bemerkung A.4 die Beziehung
Vn,α =
[N ((I(n+1)q −H+α.nHα.n)Hnvq,n)]⊥
= R ([(I(n+1)q −H+α.nHα.n)Hnvq,n]∗) , (9.49)
woraus unter Beachtung von (3.1) und (9.46) dann
Vn,α = R
(
v∗q,nHn(I(n+1)q −H+α.nHα.n)
)
(9.50)
folgt.
(a) In Hinblick auf (9.48) und (9.50) bemerken wir, dass Un,α und Vn,α Unterräume
des C-Vektorraumes Cq sind. Wegen (9.47) folgt (9.43) und wegen (9.49) erhalten
wir (9.44). Seien f ∈ Un,α und g ∈ Vn,α beliebig gewählt. Wegen (9.47) und (9.50)
existieren dann x, y aus C(n+1)q derart, dass
[
(I(n+1)q −H+nHn)RTq,n(α)vq,n
]∗
x = f
und v∗q,nHn(I(n+1)q − H+α.nHα.n)y = g erfüllt sind. Mit Hilfe von dieser beiden Glei-
chungen, Lemma 2.19 und der wegen Bemerkung 4.14 gültigen Beziehung (4.16) sowie
Hα.n(I(n+1)q −H+α.nHα.n) = 0(n+1)q×(n+1)q ergibt sich
〈g, f〉E = f ∗g =
([
(I(n+1)q −H+nHn)RTq,n(α)vq,n
]∗
x
)∗
v∗q,nHn(I(n+1)q −H+α.nHα.n)y
= x∗(I(n+1)q −H+nHn)RTq,n(α)vq,nv∗q,nHn(I(n+1)q −H+α.nHα.n)y
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= x∗(I(n+1)q −H+nHn)RTq,n(α)
(
[RTq,n(α)]
−1Hn − Tq,nHα.n
)
(I(n+1)q −H+α.nHα.n)y
= x∗(I(n+1)q −H+nHn)Hn(I(n+1)q −H+α.nHα.n)y
− x∗(I(n+1)q −H+nHn)RTq,n(α)Tq,nHα.n(I(n+1)q −H+α.nHα.n)y = 0− 0 = 0
und somit g⊥f , woraus Un,α⊥Vn,α folgt.
(b1): (i)⇔ (ii): Unter Berücksichtigung von Bemerkung A.3, (9.41) sowie Bemer-
kung A.16 erhalten wir, wenn PUn,α die Orthoprojektionsmatrix (von Cq) auf den
Unterraum Un,α von Cq bezeichnet,
N ((I(n+1)q −H+nHn)RTq,n(α)vq,n) = U⊥n,α = N (PUn,α). (9.51)
Die Aussage (i) ist äquivalent zu
(v) R(A) ⊆ N ((I(n+1)q −H+nHn)RTq,n(α)vq,n).
Unter Berücksichtigung von (9.51) folgt die Äquivalenz von (v) und
(vi) R(A) ⊆ N (PUn,α).
Die Aussage (vi) ist folglich äquivalent zu (ii). Somit ist (b1) bewiesen.
(b2): (iii)⇔ (iv): Unter Berücksichtigung von Bemerkung A.3, (9.42) und Bemer-
kung A.16 erhalten wir, wenn PVn,α die Orthoprojektionsmatrix (von Cq) auf den
Unterraum Vn,α von Cq bezeichnet,
N ((I(n+1)q −H+α.nHα.n)Hnvq,n) = V⊥n,α = N (PVn,α). (9.52)
Die Aussage (iii) ist oﬀensichtlich äquivalent zu
(vii) R(A) ⊆ N ((I(n+1)q −H+α.nHα.n)Hnvq,n).
Unter Berücksichtigung von (9.52) folgt die Äquivalenz von (vii) und
(viii) R(A) ⊆ N (PVn,α).
Die Aussage (viii) ist äquivalent zu (iv). Somit ist (b2) bewiesen. 
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10. Stieltjes-Paare
10.1. Deﬁnition und gewisse Invarianzeigenschaften
In diesem Abschnitt stellen wir eine Klassen von Paaren meromorpher Matrixfunk-
tionen vor, die bei der Parametrisierung der Lösungsmenge matrizieller Stieltjesscher
Potenzmomentenprobleme die Rolle der freien Parameter spielt. Wir beginnen jedoch
mit einer anderen Klasse von Paaren meromorpher Matrixfunktionen, die besonders
beim matriziellen Hamburgerschen Potenzmomentenproblem von Bedeutung sind, de-
ren Betrachtung aber auch für unsere Ziele relevant ist.
Deﬁnition 10.1. Seien φ und ψ in Π+ meromorphe q × q-Matrixfunktionen. Dann
nennen wir das Paar
(
φ
ψ
)
ein q × q-Nevanlinna-Paar in Π+, wenn eine diskrete
Teilmenge D von Π+ derart existiert, dass folgende drei Bedingungen erfüllt sind:
(i) φ und ψ sind holomorph in Π+ \ D.
(ii) rank
(
φ(w)
ψ(w)
)
= q für alle w ∈ Π+ \ D.
(iii) Für alle w ∈ Π+ \ D gilt
(
φ(w)
ψ(w)
)∗
(−J˜q)
(
φ(w)
ψ(w)
)
> 0q×q.
Die Menge aller q × q-Nevanlinna-Paare in Π+ bezeichnen wir mit P˜(q,q)−J˜q ,>(Π+).
Es sei bemerkt, dass bekanntermaßen für jedes S ∈ Rq(Π+) die Matrixfunktion
(
S
Iq
)
ein in Π+ holomorphes q × q-Nevanlinna-Paar in Π+ ist (siehe z. B. [Ma09, Lem-
ma 1.10, Seite 16]).
Bemerkung 10.2. Seien
(
φ
ψ
) ∈ P˜(q,q)−J˜q ,>(Π+). Dann kann man leicht nachweisen, dass
für jede in Π+ meromorphe q × q-Matrixfunktion g mit nicht identisch verschwinden-
der Determinante det g das Paar
(
φg
ψg
)
ebenfalls zu P˜(q,q)−J˜q ,>(Π+) gehört (siehe z. B.
[Ma09, Lemma 1.11, Seiten 17/18]).
Deﬁnition 10.3. Zwei q × q-Nevanlinna-Paare (φ1
ψ1
)
und
(
φ2
ψ2
)
in Π+ nennen wir
äquivalent, falls eine in Π+ meromorphe q × q-Matrixfunktion g und eine diskrete
Teilmenge D von Π+ derart existieren, dass φ1, ψ1, φ2, ψ2 und g in Π+ \D holomorph
sind sowie det g(w) 6= 0 und (φ1(w)
ψ1(w)
)
=
(
φ2(w)
ψ2(w)
)
g(w) für alle w aus Π+ \ D gelten.
Bemerkung 10.4. Man überzeugt sich leicht, dass es sich bei der in Deﬁnition 10.3
betrachteten Relation wirklich um eine Äquivalenzrelation in P˜(q,q)−J˜q ,>(Π+) handelt. Für
jedes
(
φ
ψ
) ∈ P˜(q,q)−J˜q ,>(Π+) bezeichne 〈(φψ)〉 die durch (φψ) erzeugte Äquivalenzklasse.
182
10 Stieltjes-Paare
Wir geben nun einen bekannten Zusammenhang zwischen q × q-Nevanlinna-Paaren
und q × q-Schur-Funktionen an.
Lemma 10.5. (a) Für jedes
(
φ
ψ
) ∈ P˜(q,q)−J˜q ,>(Π+) ist det (ψ− iφ) nicht die Nullfunk-
tion und S := (ψ + iφ)(ψ − iφ)−1 gehört zur Klasse Sq×q(Π+).
(b) Für jedes S ∈ Sq×q(Π+) ist das Paar
(
φ
ψ
)
gemäß φ := i(Iq −S) und ψ := Iq +S
ein q × q-Nevanlinna-Paar in Π+ derart, dass φ und ψ in Π+ holomorph sind
und det (ψ(w)− iφ(w)) 6= 0 sowie S(w) = (ψ(w) + iφ(w))(ψ(w)− iφ(w))−1 für
jedes w aus Π+ gelten.
(c) Zwei q × q-Nevanlinna-Paare (φ1
ψ1
)
und
(
φ2
ψ2
)
in Π+ sind genau dann äquivalent,
wenn (ψ1 + iφ1)(ψ1 − iφ1)−1 = (ψ2 + iφ2)(ψ2 − iφ2)−1 gilt.
Einen ausführlichen Beweis von Lemma 10.5 ﬁndet man z. B. in [Th06a, Lemma 1.7,
Seiten 16/17].
Bemerkung 10.6. Sei
(
φ
ψ
) ∈ P˜(q,q)−J˜q ,>(Π+). In Bezug auf Lemma 10.5 sowie Deﬁ-
nition 10.1, Bemerkungen C.13, C.17, C.16, Lemma C.4 und Bemerkung C.1 gibt
es eine diskrete und höchstens abzählbare Teilmenge D von Π+ derart, dass φ, ψ und
det (ψ−iφ) in Π+\D holomorph sind und det (ψ(w)−iφ(w)) 6= 0 für jedes w ∈ Π+\D
gilt.
Wir weisen nun gewisse Invarianzeigenschaften von q × q-Nevanlinna-Paaren nach.
Satz 10.7. Sei
(
φ
ψ
) ∈ P˜(q,q)−J˜q ,>(Π+). Dann gibt es eine diskrete Teilmenge D von Π+
derart, dass φ und ψ in Π+ \ D holomorph sind und für alle w und z aus Π+ \ D die
Beziehungen
R(φ(w)) = R(φ(z)) und R(ψ(w)) = R(ψ(z)) (10.1)
sowie
ψ(w)N (φ(w)) = ψ(z)N (φ(z)) und φ(w)N (ψ(w)) = φ(z)N (ψ(z)) (10.2)
gelten.
Beweis. Wegen Lemma 10.5 ist det (ψ − iφ) nicht die Nullfunktion und die Matrix-
funktion S := (ψ+ iφ)(ψ− iφ)−1 gehört zur Klasse Sq×q(Π+). Folglich existiert unter
Berücksichtigung von Bemerkung 10.6 eine diskrete Teilmenge D von Π+ derart, dass
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φ und ψ in Π+ \ D holomorph sind und det (ψ(w)− iφ(w)) 6= 0 für jedes z ∈ Π+ \ D
gilt. Dann folgen für jedes z ∈ Π+ \ D die Gleichungen
φ(w) =
i
2
[
ψ(w)− iφ(w)− (ψ(w) + iφ(w))]
=
i
2
[
Iq − (ψ(w) + iφ(w))(ψ(w)− iφ(w))−1
]
(ψ(w)− iφ(w))
=
i
2
(Iq − S(w))(ψ(w)− iφ(w)) (10.3)
und
ψ(w) =
1
2
[
ψ(w)− iφ(w) + (ψ(w) + iφ(w))]
=
1
2
[
Iq + (ψ(w) + iφ(w))(ψ(w)− iφ(w))−1
]
(ψ(w)− iφ(w))
=
1
2
(Iq + S(w))(ψ(w)− iφ(w)). (10.4)
sowie insbesondere
R(φ(z)) = R(Iq − S(z)) und R(ψ(z)) = R(Iq + S(z)). (10.5)
Die Anwendung von Lemma 1.3 liefert wegen (10.5) dann (10.1) für jede Wahl von w
und z aus Π+ \ D. Für jedes z ∈ Π+ \ D ergeben sich wegen det (ψ(w)− iφ(w)) 6= 0,
(10.3), (10.4) und Lemma A.31 die BeziehungenN (Iq−S(z)) = [ψ(z)−iφ(z)]N (φ(z))
und N (Iq + S(z)) = [ψ(z) − iφ(z)]N (ψ(z)). Nach Lemma A.32 folgen für jedes z ∈
Π+ \D dann N (Iq−S(z)) = ψ(z)N (φ(z)) und N (Iq +S(z)) = φ(z)N (ψ(z)), woraus
unter Berücksichtigung von S ∈ Sq×q(Π+) und Lemma 1.3 dann (10.2) für jede Wahl
von w und z aus Π+ \ D folgt. 
Wir stellen nun die Klasse von Paaren meromorpher Matrixfunktionen vor, die in
unserer Parametrisierung der Lösungsmenge des ﬁniten matriziellen Stieltjesschen
Potenzmomentenproblems die Rolle der Parametermenge übernimmt.
Deﬁnition 10.8. Seien α ∈ R sowie φ und ψ in C \ [α,+∞) meromorphe q × q-
Matrixfunktionen. Dann nennen wir das Paar
(
φ
ψ
)
ein q × q-Stieltjes-Paar
in C \ [α,+∞), wenn eine diskrete Teilmenge D von C \ [α,+∞) derart existiert,
dass folgende Bedingungen erfüllt sind:
(i) φ und ψ sind holomorph in C \ ([α,+∞) ∪ D).
(ii) Für alle z ∈ C \ ([α,+∞) ∪ D) gilt rank (φ(z)
ψ(z)
)
= q.
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(iii) Für alle z ∈ C \ (R ∪ D) gelten(
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
> 0q×q (10.6)
und (
(z − α)φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)
ψ(z)
)
> 0q×q. (10.7)
Die Menge aller q × q-Stieltjes-Paare in C\ [α,+∞) bezeichnen wir im Folgenden mit
P(q,q)−J˜q ,>(C \ [α,+∞)).
Wie weisen darauf hin, dass wir unter Beachtung von Bemerkung 1.29 in unten for-
muliertem Lemma 10.16 eine Klasse von Beispielen für q × q-Stieltjes-Paare angeben
werden.
Bemerkung 10.9. Seien α ∈ R sowie (φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)). Unter Berück-
sichtigung von Deﬁnition 10.8, Bemerkung C.13 und Deﬁnition 10.1 überzeugt man
sich leicht davon, dass mit φ˜ := Rstr Π+∩Hφφ und ψ˜ := Rstr Π+∩Hψψ das Paar
(φ˜
ψ˜
)
zu
P˜(q,q)−J˜q ,>(Π+) gehört.
Lemma 10.10. Seien α ∈ R sowie (φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) und g eine in C \
[α,+∞) meromorphe q × q-Matrixfunktion mit nicht identisch verschwindender De-
terminante. Dann gilt
(
φg
ψg
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)).
Unter Berücksichtigung von Bemerkung C.13, Lemma C.4 sowie den Bemerkun-
gen C.1 und C.18 ist der Beweis von Lemma 10.10 elementar. Wir verzichten hier
auf die Darstellung der Details.
Deﬁnition 10.11. Sei α ∈ R. Zwei q × q-Stieltjes-Paare (φ1
ψ1
)
und
(
φ2
ψ2
)
in C\[α,+∞)
nennen wir äquivalent, falls eine in C \ [α,+∞) meromorphe q × q-Matrixfunktion
g und eine diskrete Teilmenge D von C\ [α,+∞) derart existieren, dass φ1, φ2, ψ1, ψ2
und g in C \ ([α,+∞) ∪ D) holomorph sind und
det g(z) 6= 0 sowie
(
φ2(z)
ψ2(z)
)
=
(
φ1(z)
ψ1(z)
)
g(z) (10.8)
für alle z ∈ C \ ([α,+∞) ∪ D) gelten.
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Bemerkung 10.12. Man überzeugt sich leicht, dass die in Deﬁnition 10.11 erklärte
Äquivalenz wirklich eine Äquivalenzrelation auf P(q,q)−J˜q ,>(C \ [α,+∞)) ist. Für jedes(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) bezeichne 〈(φψ)〉 die durch (φψ) erzeugte Äquivalenzklasse.
Bemerkung 10.13. Sei α ∈ R. Für jedes j ∈ Z1,2 sei
(
φj
ψj
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞))
und bezeichne φ˜j := Rstr Π+∩Hφjφj sowie ψ˜j := Rstr Π+∩Hψjψj. In Hinblick auf Be-
merkung 10.9, Deﬁnition 10.11 und Deﬁnition 10.3 gilt dann: Falls
〈(
φ1
ψ1
)〉
=
〈(
φ2
ψ2
)〉
erfüllt ist, gilt auch
〈(φ˜1
ψ˜1
)〉
=
〈(φ˜2
ψ˜2
)〉
.
Wir beweisen nun ein wichtiges Resultat für die Äquivalenzklassen in P(q,q)−J˜q ,>(C \
[α,+∞)), das wir jedoch im Weiteren nicht verwenden. (Eine analoge Aussage gilt
im Übrigen auch für die Äquivalenzklassen in P˜(q,q)−J˜q ,>(Π+).)
Lemma 10.14. Seien α ∈ R sowie (φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)). Dann gibt es eine
in C \ [α,+∞) holomorphe komplexwertige Funktion g derart, dass φ˜ := gφ sowie
ψ˜ := gψ in C \ [α,+∞) holomorphe q × q-Matrixfunktionen sind. Insbesondere ist(φ˜
ψ˜
)
ein zu P(q,q)−J˜q ,>(C \ [α,+∞)) gehöriges holomorphes Paar mit
〈(φ˜
ψ˜
)〉
=
〈(
φ
ψ
)〉
.
Beweis. Bezeichne φ = (φjk)
q
j,k=1 und ψ = (ψjk)
q
j,k=1. Für jede Wahl von j und k
aus Z1,q gibt es nach einem klassischen Resultat über meromorphe komplexwertige
Funktionen (siehe z. B. [Bu79, Theorem 11.46, Seite 395]) in C \ [α,+∞) holomor-
phe komplexwertige Funktionen f (1)jk und g
(1)
jk sowie f
(2)
jk und g
(2)
jk derart, dass g
(1)
jk und
g
(2)
jk nicht identisch verschwinden und des Weiteren φjk =
f
(1)
jk
g
(1)
jk
und ψjk =
f
(2)
jk
g
(2)
jk
erfüllt
sind. Für jedes j ∈ Z1,q und jedes k ∈ Z1,q besitzen nach dem Identitätssatz für
holomorphe Funktionen g(1)jk und g
(2)
jk keinen Häufungspunkt von Nullstellen (siehe
auch Lemma C.4). Dann besitzt auch g :=
∏q
j,k=1
(
g
(1)
jk g
(2)
jk
)
keinen Häufungspunkt
von Nullstellen (siehe z. B. auch Bemerkung C.1), sodass g nicht die Nullfunktion ist.
Des Weiteren sind g und gˆ := gIq in C \ [α,+∞) holomorph und det gˆ ist nicht
die Nullfunktion. Oﬀensichtlich sind dann φ˜ und ψ˜ in C \ [α,+∞) holomorphe
Matrixfunktionen und es gilt
(φ˜
ψ˜
)
=
(
φ
ψ
)
gˆ. Insbesondere zeigen Lemma 10.10, Deﬁniti-
on 10.11 sowie Bemerkung 10.12, dass
(φ˜
ψ˜
)
ein zu P(q,q)−J˜q ,>(C \ [α,+∞)) gehöriges Paar
mit
〈(φ˜
ψ˜
)〉
=
〈(
φ
ψ
)〉
ist. 
Es sei daran erinnert, dass für jedes α ∈ R durch (1.10) die Teilmenge Cα,− von C
gegeben ist.
186
10 Stieltjes-Paare
Lemma 10.15. Seien α ∈ R und (φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)). Dann gibt es eine
diskrete Teilmenge D von C \ [α,+∞) derart, dass die drei Bedingungen (i), (ii), (iii)
von Deﬁnition 10.8 und darüber hinaus folgende Bedingungen erfüllt sind:
(iv) Für jedes z ∈ C \ (R ∪ D) gilt 1
Im z
Im [ψ∗(z)φ(z)] ∈ Cq×q> .
(v) Für jedes z ∈ C \ (R ∪ D) gilt 1
Im z
Im [(z − α)ψ∗(z)φ(z)] ∈ Cq×q> .
(vi) Für jedes z ∈ Cα,− \ D gilt Re [ψ∗(z)φ(z)] ∈ Cq×q> .
Beweis. Nach Deﬁnition 10.8 gibt es eine diskrete Teilmenge D von C \ [α,+∞)
derart, dass die dort formulierten Bedingungen (i), (ii) und (iii) erfüllt sind. Für jedes
z ∈ C\(R∪D) folgt mit Hilfe von Bemerkung 8.1 und (iii), insbesondere (10.6), dann
1
Im z
Im [ψ∗(z)φ(z)] =
1
2i Im z
(
ψ∗(z)φ(z)− [ψ∗(z)φ(z)]∗)
=
−i
2 Im z
(
ψ∗(z)φ(z)− φ∗(z)ψ(z)) = (φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
∈ Cq×q> ,
sodass (iv) erfüllt ist. Zum Nachweis von (v) betrachten wir die für beliebige z aus
C \ (R ∪ D) wegen Bemerkung 8.1 und (iii), insbesondere (10.7), gültige Beziehung
1
Im z
Im [(z − α)ψ∗(z)φ(z)] = 1
2i Im z
(
(z − α)ψ∗(z)φ(z)− [(z − α)ψ∗(z)φ(z)]∗)
=
−i
2 Im z
(
(z − α)ψ∗(z)φ(z)− [(z − α)φ(z)]∗ψ(z))
=
(
(z − α)φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)
ψ(z)
)
∈ Cq×q> ,
aus der wir erkennen, dass (v) richtig ist. Zum Nachweis von (vi) betrachten wir
zunächst ein beliebiges z aus Cα,− \ (R∪D). Dann gilt α− Re z > 0. Unter Berück-
sichtigung von (iv) ergibt sich dann
α− Re z
Im z
Im [ψ∗(z)φ(z)] ∈ Cq×q> . (10.9)
Wegen Bemerkung A.11, (10.9) und (v) ergibt sich
Re [ψ∗(z)φ(z)] =
1
Im z
Im [zψ∗(z)φ(z)]− Re z
Im z
Im [ψ∗(z)φ(z)]
=
1
Im z
Im [zψ∗(z)φ(z)] +
α− Re z
Im z
Im [ψ∗(z)φ(z)]− α
Im z
Im [ψ∗(z)φ(z)]
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> 1
Im z
Im [zψ∗(z)φ(z)]− α
Im z
Im [ψ∗(z)φ(z)]
=
1
Im z
Im [(z − α)ψ∗(z)φ(z)] ∈ Cq×q> . (10.10)
Betrachten wir nun ein beliebiges z ∈ (Cα,− \ D) ∩ R. Da D eine diskrete Teilmen-
ge von C \ [α,+∞) ist, gibt es dann eine Folge (zn)∞n=1 aus (Cα,− \ D) ∩ Π+ mit
limn→∞ zn = z. Für jedes n ∈ N gelten dann Im zn ∈ (0,+∞) und nach (10.10)
auch Re [ψ∗(zn)φ(zn)] ∈ Cq×q> . Hieraus folgt unter Berücksichtigung von (i), Bemer-
kung A.13 und Bemerkung A.10 dann
Re [ψ∗(z)φ(z)] = Re
(
[ lim
n→∞
ψ(zn)]
∗ lim
n→∞
φ(zn)
)
= Re
(
[ lim
n→∞
ψ∗(zn)] lim
n→∞
φ(zn)
)
= Re
(
lim
n→∞
[ψ∗(zn)φ(zn)]
)
= lim
n→∞
Re [ψ∗(zn)φ(zn)] ∈ Cq×q> . (10.11)
Wegen Cα,− \ D = [Cα,− \ (R ∪ D)] ∪ [(Cα,− \ D) ∩ R] sowie (10.10) und (10.11) ist
auch (vi) bewiesen. 
Lemma 10.16. Seien α ∈ R und f : C \ [α,+∞) → Cq×q eine Matrixfunktion
aus Sq,[α,+∞). Dann ist
(
f
Iq
)
ein zur Menge P(q,q)−J˜q ,>(C \ [α,+∞)) gehöriges Paar in
C \ [α,+∞) holomorpher Matrixfunktionen.
Beweis. Nach Bezeichnung 1.28 ist f in C \ [α,+∞) holomorph. Folglich ist ( fIq) ein
Paar in C \ [α,+∞) holomorpher Matrixfunktionen. Für alle z ∈ C \ [α,+∞) gilt
trivialerweise rank
(
f(z)
Iq
)
= q. Wegen Bemerkung 8.1 ist für jedes k ∈ Z0,1 und alle
z ∈ C \ R die Gleichung(
(z − α)kf(z)
Iq
)∗( −J˜q
2 Im z
)(
(z − α)kf(z)
Iq
)
=
Im [(z − α)kf(z)]
Im z
(10.12)
erfüllt. Nach Theorem 1.45 bzw. Lemma 1.46 erhalten wir Im f(z) > 0q×q bzw.
Im [(z − α)f(z)] > 0q×q für alle z ∈ Π+. Hieraus und aus der für jedes z ∈ Π+
gültigen Beziehung Im z > 0 folgen
Im f(z)
Im z
> 0q×q und
Im [(z − α)f(z)]
Im z
> 0q×q (10.13)
für alle z ∈ Π+. Nach Theorem 1.45 bzw. Lemma 1.46 gelten − Im f(z) > 0q×q bzw.
− Im [(z − α)f(z)] > 0q×q für jedes z ∈ Π−. Hieraus und aus der für jedes z ∈ Π−
gültigen Beziehung − Im z > 0 erhalten wir (10.13) für alle z ∈ Π−. Für jedes k ∈ Z0,1
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und alle z aus C \ R erhalten wir aus (10.12) und (10.13) die Gültigkeit von(
(z − α)kf(z)
Iq
)∗( −J˜q
2 Im z
)(
(z − α)kf(z)
Iq
)
> 0q×q.
Somit gehört das Paar
(
f
Iq
)
zur Menge P(q,q)−J˜q ,>(C \ [α,+∞)). 
Bemerkung 10.17. Sei α ∈ R. In Hinblick auf Bemerkung 1.29 und Lemma 10.16
gilt
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) 6= ∅.
Lemma 10.18. Seien α ∈ R und (φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)). Dann gelten:
(a) Folgende Aussagen sind äquivalent:
(i) Es existiert eine in C \ [α,+∞) holomorphe q × q-Matrixfunktion h ∈
Sq,[α,+∞) derart, dass
(
h
Iq
)
zu P(q,q)−J˜q ,>(C \ [α,+∞)) gehört und
(
h
Iq
)
zu
(
φ
ψ
)
äquivalent ist.
(ii) Es ist detψ nicht die Nullfunktion in C \ [α,+∞).
(b) Sei (ii) erfüllt. Dann gehört h := ψφ−1 zur Klasse Sq,[α,+∞). Weiterhin ist
(
h
Iq
)
äquivalent zu
(
φ
ψ
)
.
Da wir im Weiteren die Aussage von Lemma 10.18 nicht verwenden, verzichten wir
hier auf die Darstellung eines Beweises, der mit Hilfe der Bemerkungen C.19, C.18,
C.2, C.1 und Lemma C.4 geführt werden kann.
Satz 10.19. Für jedes
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) sind det (ψ − iφ) nicht die Null-
funktion und F := (ψ+iφ)(ψ−iφ)−1 eine in C\ [α,+∞) meromorphe Matrixfunktion
mit
Rstr Π+F ∈ Sq×q(Π+). (10.14)
Des Weiteren existiert eine diskrete Teilmenge D von C \ [α,+∞) derart, dass die
Matrixfunktionen φ, ψ, (ψ−iφ)−1 in C\([α,+∞)∪D) und F in Π+∪[C\([α,+∞)∪D)]
holomorph sind und
det (ψ(z)− iφ(z)) 6= 0 (10.15)
sowie
F (z) = (ψ(z) + iφ(z))(ψ(z)− iφ(z))−1 (10.16)
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für jedes z ∈ C \ ([α,+∞) ∪ D) gelten. Für jedes z ∈ C \ ([α,+∞) ∪ D) gestatten
dann die Matrixfunktionen φ und ψ die Darstellungen
φ(z) =
i
2
(Iq − F (z))(ψ(z)− iφ(z)) und ψ(z) = 1
2
(Iq + F (z))(ψ(z)− iφ(z)).
(10.17)
Beweis. Sei
(
φ
ψ
)
beliebig aus P(q,q)−J˜q ,>(C\[α,+∞)) gewählt. Wir erhalten in Hinblick auf
Bemerkung 10.9 zunächst, dass durch φ1 := Rstr Π+∩Hφφ und ψ1 := Rstr Π+∩Hψψ ein
Paar
(
φ1
ψ1
)
aus P˜(q,q)−J˜q ,>(Π+) deﬁniert wird. Wegen Teil (a) von Lemma 10.5 erhalten wir
dann, dass det (ψ1−iφ1) nicht die Nullfunktion ist und dass S := (ψ1+iφ1)(ψ1−iφ1)−1
eine q × q-Schur-Funktion in Π+ ist. Insbesondere sind unter Beachtung der Bemer-
kungen C.17, C.16, C.19 und C.18 dann det (ψ − iφ) nicht die Nullfunktion und F
eine in C \ [α,+∞) meromorphe Matrixfunktion mit (10.14). Unter Berücksichtigung
von Deﬁnition 10.8, Lemma C.4 und Bemerkung C.1 gibt es eine diskrete Teilmenge
D von C \ [α,+∞) derart, dass φ und ψ in C \ ([α,+∞) ∪ D) holomorph sind und
(10.15) sowie (10.16) für jedes z ∈ C \ ([α,+∞) ∪ D) gelten. Insbesondere sind nach
Bemerkungen C.17, C.16, C.19 sowie C.18 auch (ψ−iφ)−1 und F in C\([α,+∞)∪D)
holomorph. In Hinblick auf (10.14) ist dann F in Π+∪ [C\ ([α,+∞)∪D)] holomorph.
Wir erhalten wegen (10.15) und (10.16) für jedes z ∈ C \ ([α,+∞) ∪ D) dann
φ(z) =
i
2
[
ψ(z)− iφ(z)− (ψ(z) + iφ(z))]
=
i
2
[
Iq − (ψ(z) + iφ(z))(ψ(z)− iφ(z))−1
]
(ψ(z)− iφ(z))
=
i
2
(Iq − F (z))(ψ(z)− iφ(z))
und analog auch die zweite Gleichung in (10.17). 
Wir stellen nun ein zu Satz 10.7 analoges Resultat vor, jetzt jedoch für die Klasse
P(q,q)−J˜q ,>(C \ [α,+∞)).
Satz 10.20. Sei
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)). Dann gibt es eine diskrete Teilmenge D
von C \ [α,+∞) derart, dass φ und ψ in C \ ([α,+∞) ∪ D) holomorph sind und für
jede Wahl von z und w aus C \ ([α,+∞) ∪ D) die Beziehungen in (10.1) und (10.2)
gelten.
Beweis. (I) Wegen
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) und Lemma 10.15 gibt es eine diskrete
Teilmenge D˜ von C \ [α,+∞) derart, dass folgende vier Bedingungen gelten:
190
10 Stieltjes-Paare
(i) φ und ψ sind in C \ ([α,+∞) ∪ D˜) holomorph.
(ii) rank
(
φ(z)
ψ(z)
)
= q für jedes z ∈ C \ ([α,+∞) ∪ D˜).
(iii) Für jedes z ∈ C \ (R ∪ D˜) gelten (10.6) und (10.7).
(iv) Für jedes z ∈ Cα,− \ D˜ gilt Re [ψ∗(z)φ(z)] ∈ Cq×q> .
(II) Bezeichne Π1 := Π+ ∩Hφ ∩Hψ. Dann ist D˜1 := D˜ ∩ Π+ eine diskrete Teilmenge
von Π+ mit Π1 ⊇ Π+ \ D˜1. Wegen (i) sind dann
φ1 := Rstr Π1φ und ψ1 := Rstr Π1ψ (10.18)
in Π1 und insbesondere in Π+ \ D˜1 holomorphe Matrixfunktionen, die wegen (ii) und
(iii) mit k = 1 für jedes Π+ \ D˜1 die Gleichung
rank
(
φk(z)
ψk(z)
)
= q (10.19)
und die Ungleichung (
φk(z)
ψk(z)
)∗( −J˜q
2 Im z
)(
φk(z)
ψk(z)
)
> 0q×q (10.20)
erfüllen. Insbesondere ist Π+ \ D1 ⊆ Π1 erfüllt. Nach Deﬁnition 10.1 gehört somit(
φ1
ψ1
)
zu P˜(q,q)−J˜q ,>(Π+). Satz 10.7 zeigt, dass eine diskrete Teilmenge D1 von Π+ derart
existiert, dass φ1 und ψ1 in Π+ \D1 holomorph sind und mit k = 1 für jede Wahl von
w und z aus Π+ \ D1 den Gleichungen
R(φk(w)) = R(φk(z)) und R(ψk(w)) = R(ψk(z)) (10.21)
sowie
ψk(w)N (φk(w)) = ψk(z)N (φk(z)) und φk(w)N (ψk(w)) = φk(z)N (ψk(z))
(10.22)
genügen. Folglich gelten unter Berücksichtigung von (10.18) die vier Gleichungen in
(10.1) und (10.2) für jedes w ∈ Π+ \ D1 und für jedes z ∈ Π+ \ D1.
(III) Bezeichne Π2 := {z ∈ Π+ : −z ∈ Hφ ∩ Hψ} und D˜2 := {z ∈ Π+ : −z ∈ D˜}.
Wegen (i) ist D˜2 eine diskrete Teilmenge von Π+ mit Π2 ⊇ Π+\D˜2 und φ2 : Π2 → Cq×q
gemäß φ2(z) := −φ(−z) und ψ2 : Π2 → Cq×q gemäß ψ2(z) := ψ(−z) sind in Π+ \ D˜2
holomorphe Matrixfunktionen. Für jedes z ∈ Π+ \ D˜2 gilt −z ∈ C \ ([α,+∞) ∪ D˜)
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und (
φ2(z)
ψ2(z)
)
= diag (−Iq, Iq) ·
(
φ(−z)
ψ(−z)
)
(10.23)
sowie wegen det (−Iq, Iq) = (−1)q · 1q 6= 0 und (ii) dann
rank
(
φ2(z)
ψ2(z)
)
= rank
[(−Iq 0q×q
0q×q Iq
)(
φ(−z)
ψ(−z)
)]
= rank
(
φ(−z)
ψ(−z)
)
= q
und folglich mit k = 2 die Gleichung (10.19). Oﬀensichtlich sind für jedes z ∈ Π+ \D˜2
des Weiteren Im (−z) < 0, d. h. −z ∈ Π−, und −z ∈ C \ (R ∪ D˜) erfüllt, sodass wir
wegen (10.23) sowie der aufgrund von (8.1) gültigen Gleichung
[ diag (−Iq, Iq)]∗ · (−J˜q) · diag (−Iq, Iq) = J˜q
und (iii) dann(
φ2(z)
ψ2(z)
)∗
(−J˜q)
(
φ2(z)
ψ2(z)
)
=
(
φ(−z)
ψ(−z)
)∗
· [ diag (−Iq, Iq)]∗ · (−J˜q) · diag (−Iq, Iq) ·
(
φ(−z)
ψ(−z)
)
=
(
φ(−z)
ψ(−z)
)∗
J˜q
(
φ(−z)
ψ(−z)
)
= −2 Im (−z)
(
φ(−z)
ψ(−z)
)∗( −J˜q
2 Im (−z)
)(
φ(−z)
ψ(−z)
)
∈ Cq×q>
für jede Wahl von z aus Π+\D˜2 folgern können. Nach Deﬁnition 10.1 gehört somit
(
φ2
ψ2
)
zur Klasse P˜(q,q)−J˜q ,>(Π+). Satz 10.7 zeigt dann die Existenz einer diskreten Teilmenge
D2 von Π+ derart, dass φ2 und ψ2 in Π+ \ D2 holomorph sind und mit k = 2 für
jede Wahl von w und z aus Π+ \ D2 die in (10.21) und (10.22) dargestellten vier
Gleichungen mit k = 2 erfüllen. In Hinblick auf die Deﬁnition von φ2 und ψ2 ergeben
sich dann R(−φ(−w)) = R(−φ(−z)) und R(ψ(−w)) = R(ψ(−z)) sowie
ψ(−w)N (−φ(−w)) = ψ(−z)N (−φ(−z))
und
−φ(−w)N (ψ(−w)) = −φ(−z)N (ψ(−z))
für jede Wahl von w und z aus Π+ \ D2, sodass wir mit der diskreten Teilmenge
Dˆ2 := {z ∈ Π− : −z ∈ D2} von Π− folglich erkennen, dass (10.1) und (10.2) für jedes
w ∈ Π− \ Dˆ2 und jedes z ∈ Π− \ Dˆ2 richtig sind.
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(IV) Nach Lemma C.20 gilt Cα,− = {α + iz : z ∈ Π+}. Mit beiden Mengen Π3 :=
{z ∈ Π+ : α + iz ∈ Hφ ∩Hψ} und
D˜3 := {z ∈ Π+ : α + iz ∈ D˜} (10.24)
gilt dann Π3 ⊇ Π+ \ D˜3, wobei D˜3 eine diskrete Teilmenge von Π+ ist. Wegen (i)
sind dann φ3 : Π3 → Cq×q gemäß φ3(z) := iφ(α + iz) und ψ3 : Π3 → Cq×q gemäß
ψ3(z) = ψ(α + iz) in Π+ \ D˜3 holomorphe Matrixfunktionen. Für jedes z ∈ Π+ \ D˜3
gilt α+ iz ∈ C \ [α,+∞) und wegen (10.24) sogar α+ iz ∈ C \ ([α,+∞)∪ D˜), sodass
wir für jedes z ∈ Π+ \ D˜3 dann(
φ3(z)
ψ3(z)
)
= diag (iIq, Iq) ·
(
φ(α + iz)
ψ(α + iz)
)
(10.25)
und wegen det (iIq, Iq) 6= 0 und (ii) mit k = 3 insbesondere (10.19) für jedes z ∈
Π+ \ D˜3 erhalten. Oﬀensichtlich gilt unter Berücksichtigung von (8.1) die Beziehung
[ diag (iIq, Iq)]
∗ · (−J˜q) · diag (iIq, Iq) =
(
iIq 0q×q
0q×q Iq
)∗(
0q×q iIq
−iIq 0q×q
)(
iIq 0q×q
0q×q Iq
)
=
(−iIq 0q×q
0q×q Iq
)(
0q×q iIq
Iq 0q×q
)
=
(
0q×q Iq
Iq 0q×q
)
. (10.26)
Für jedes z ∈ Π+ \ D˜3 ergibt sich wegen (10.25) und (10.26) dann(
φ3(z)
ψ3(z)
)∗( −J˜q
2 Im z
)(
φ3(z)
ψ3(z)
)
=
1
2 Im z
(
φ(α + iz)
ψ(α + iz)
)∗
[ diag (iIq, Iq)]
∗ · (−J˜q) · diag (iIq, Iq) ·
(
φ(α + iz)
ψ(α + iz)
)
=
1
2 Im z
(
φ(α + iz)
ψ(α + iz)
)∗(
0q×q Iq
Iq 0q×q
)(
φ(α + iz)
ψ(α + iz)
)
=
1
2 Im z
(
φ∗(α + iz), ψ∗(α + iz)
)(ψ(α + iz)
φ(α + iz)
)
=
1
2 Im z
(
φ∗(α + iz)ψ(α + iz) + ψ∗(α + iz)φ(α + iz)
)
=
1
Im z
Re [ψ∗(α + iz)φ(α + iz)]. (10.27)
Für jedes z ∈ Π+ \ D˜3 gilt unter Beachtung von Lemma C.20 und (10.24) zunächst
α + iz ∈ Cα,− \ D˜, sodass unter Berücksichtigung von (iv) ersichtlich ist, dass
Re
[
ψ∗(α + iz)φ(α + iz)
] ∈ Cq×q> für jedes z ∈ Π+ \ D˜3 gilt. Folglich zeigen die
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für jedes z ∈ Π+ \ D˜3 gültigen Beziehungen (10.27) und Im z ∈ (0,+∞), dass mit
k = 3 die Ungleichung (10.20) für jedes z ∈ Π+ \ D˜3 richtig ist. Somit ist in Hinblick
auf Deﬁnition 10.1 nachgewiesen, dass
(
φ3
ψ3
)
zur Klasse P˜(q,q)−J˜q ,>(Π+) gehört. Satz 10.7
zeigt dann, dass eine diskrete Teilmenge D3 von Π+ derart existiert, dass φ3 und ψ3 in
Π+ \D3 holomorph sind und für jede Wahl von z und w aus Π+ \D3 die Gleichungen
in (10.21) und (10.22) mit k = 3 erfüllen. Unter Beachtung der Deﬁnition von φ3 und
ψ3 gelten für jedes w ∈ Π+ \ D3 und jedes z ∈ Π+ \ D3 folglich
R(iφ(α + iw)) = R(iφ(α + iz)), R(ψ(α + iw)) = R(ψ(α + iz)), (10.28)
ψ(α + iw)N (iφ(α + iw)) = ψ(α + iz)N (iφ(α + iz)) (10.29)
und
iφ(α + iw)N (ψ(α + iw)) = iφ(α + iz)N (ψ(α + iz)) (10.30)
sowie wegen der ersten Gleichung in (10.28), (10.29) und (10.30) auch
R(φ(α + iw)) = R(φ(α + iz)), (10.31)
ψ(α + iw)N (φ(α + iw)) = ψ(α + iz)N (φ(α + iz)) (10.32)
und
φ(α + iw)N (ψ(α + iw)) = φ(α + iz)N (ψ(α + iz)). (10.33)
Da D3 eine diskrete Teilmenge von Π+ ist, ist nach Lemma C.20 dann Dˆ3 := {α+ iz :
z ∈ D3} als stetiges, in Cα,− gelegenes Bild von D3 eine diskrete Teilmenge von Cα,−.
Nach Lemma C.20 gilt genau dann z ∈ Cα,− \ Dˆ3, wenn α + iz zu Π+ \ D3 gehört.
Folglich erkennen wir unter Berücksichtigung von (10.31), der zweiten Gleichung in
(10.28), (10.32) und (10.33), dass für jede Wahl von w und z aus Cα,− \ Dˆ3 die in
(10.1) und (10.2) dargestellten Gleichungen gelten.
(V) Nach Bemerkung C.1 ist D := D1 ∪ Dˆ2 ∪ Dˆ3 eine diskrete Teilmenge von C und
wegen
(Π+ \ D1) ∪ (Π− \ Dˆ2) ∪ (Cα,− \ Dˆ3) = C \ ([α,+∞) ∪ D)
und (Π+ \ D1) ∩ (Cα,− \ Dˆ3) 6= ∅ sowie (Π− \ Dˆ2) ∩ (Cα,− \ Dˆ3) 6= ∅ zeigen die
vorangehenden Überlegungen, dass die in (10.1) und (10.2) dargestellten Gleichungen
für jede Wahl von w und z aus C \ ([α,+∞) ∪ D) gelten. 
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10.2. Spezielle Resultate bezüglich der Signaturmatrix J˜q
In diesem Teilabschnitt werden wir einige Ungleichungen und Gleichungen herleiten,
die auf die in (8.1) deﬁnierte Signaturmatrix J˜q Bezug nehmen. Des Weiteren wer-
den wir weitere Resultate über die im achten Kapitel diskutierten Matrixfunktionen
erhalten. Wir wenden unsere Aufmerksamkeit zunächst wieder der durch die Bezeich-
nungen 8.29 und 8.25 eingeführten Klasse W−J˜q ,α zu.
Satz 10.21. Seien α ∈ R und Θ ∈W−J˜q ,α. Bezeichne
Θ =
(
Θ11 Θ12
Θ21 Θ22
)
(10.34)
die q × q-Blockdarstellung von Θ. Dann gelten folgende Aussagen:
(a) Die Funktion det Θ verschwindet nicht identisch und Θ−1 ist eine in C \
[α,+∞) meromorphe Matrixfunktion.
(b) Sei f eine in C \ [α,+∞) meromorphe q × q-Matrixfunktion für die es eine
diskrete Teilmenge D von C \ [α,+∞) derart gibt, dass die Matrixfunktionen f
und Θ in C\([α,+∞)∪D) holomorph sind und die Ungleichungen det Θ(z) 6= 0
für jedes z ∈ C \ ([α,+∞) ∪ D) sowie(
f(z)
Iq
)∗
Θ−∗(z)
( −J˜q
2 Im z
)
Θ−1(z)
(
f(z)
Iq
)
> 0q×q (10.35)
und (
f(z)
Iq
)∗
Θ−∗(z) ( diag [(z − α)Iq, Iq])∗
( −J˜q
2 Im z
)
· diag [(z − α)Iq, Iq] ·Θ−1(z)
(
f(z)
Iq
)
> 0q×q (10.36)
für jedes z ∈ C \ (R∪D) gelten. Dann gibt es zu jeder beliebigen solchen Menge
D ein Paar (φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) von in C \ ([α,+∞) ∪ D) holomorphen
q × q-Matrixfunktionen φ und ψ derart, dass
det [Θ21(z)φ(z) + Θ22(z)ψ(z)] 6= 0 (10.37)
für jedes z ∈ C \ ([α,+∞) ∪ D) gilt und die Matrixfunktion f für jedes
z ∈ C \ ([α,+∞) ∪ D) die Darstellung
f(z) = [Θ11(z)φ(z) + Θ12(z)ψ(z)][Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1 (10.38)
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gestattet.
(c) Sei
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) derart, dass die Funktion det (Θ21φ + Θ22ψ)
nicht identisch verschwindet. Dann gibt es eine diskrete Teilmenge D von C \
[α,+∞) derart, dass die q × q-Matrixfunktionen Θ, φ und ψ in C\([α,+∞)∪D)
holomorph sind und die Ungleichung (10.37) für jedes z ∈ C \ ([α,+∞) ∪ D)
erfüllt ist. Des Weiteren ist
f := [Θ11φ+ Θ12ψ][Θ21φ+ Θ22ψ]
−1 (10.39)
eine in C \ [α,+∞) meromorphe Matrixfunktion, die in C \ ([α,+∞) ∪ D)
holomorph ist und für jedes z ∈ C \ (R ∪ D) die Ungleichungen (10.35) und
(10.36) erfüllt sowie für jedes z ∈ C \ ([α,+∞) ∪ D) die Darstellung (10.38)
gestattet.
(d) Für jedes k ∈ Z1,2 sei
(
φk
ψk
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) derart, dass
det (Θ21φk + Θ22ψk) nicht identisch verschwindet. Dann gilt genau dann
[Θ11φ1 + Θ12ψ1][Θ21φ1 + Θ22ψ1]
−1 = [Θ11φ2 + Θ12ψ2][Θ21φ2 + Θ22ψ2]−1,
(10.40)
wenn
〈(
φ1
ψ1
)〉
=
〈(
φ2
ψ2
)〉
ist.
Beweis. (a) Die Aussage in Teil (a) ergibt sich unmittelbar aus Lemma 8.31.
(b) Sei f eine in C \ [α,+∞) holomorphe Matrixfunktion, für die es eine diskrete
Teilmenge D von C\[α,+∞) derart gibt, dass f und Θ in C\([α,+∞)∪D) holomorph
sind und für jedes z ∈ C \ ([α,+∞) ∪ D) die Ungleichungen det Θ(z) 6= 0 sowie für
jedes z ∈ C \ (R ∪ D) auch (10.35) und (10.36) gelten. Wir wählen eine beliebige
solche Menge D. Dann sind unter Berücksichtigung der Bemerkungen C.19 und C.18
die Matrixfunktionen Θ−1 sowie
φ := (Iq, 0q×q)Θ−1
(
f
Iq
)
und ψ := (0q×q, Iq)Θ−1
(
f
Iq
)
in C \ [α,+∞) meromorphe Matrixfunktionen, die in C \ ([α,+∞) ∪ D) holomorph
sind, und für jedes z aus C \ ([α,+∞) ∪ D) gelten
(
φ(z)
ψ(z)
)
=
(Iq, 0q×q)Θ
−1(z)
(
f(z)
Iq
)
(0q×q, Iq)Θ−1(z)
(
f(z)
Iq
)
 = ((Iq, 0q×q)(0q×q, Iq)
)
Θ−1(z)
(
f(z)
Iq
)
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= I2qΘ
−1(z)
(
f(z)
Iq
)
= Θ−1(z)
(
f(z)
Iq
)
(10.41)
sowie wegen (10.34) und (10.41) somit
Θ11(z)φ(z) + Θ12(z)ψ(z) =
(
Θ11(z), Θ12(z)
)(φ(z)
ψ(z)
)
= (Iq, 0q×q)Θ(z)
(
φ(z)
ψ(z)
)
= (Iq, 0q×q)Θ(z)Θ−1(z)
(
f(z)
Iq
)
= (Iq, 0q×q)I2q
(
f(z)
Iq
)
= (Iq, 0q×q)
(
f(z)
Iq
)
= f(z) (10.42)
und
Θ21(z)φ(z) + Θ22(z)ψ(z) =
(
Θ21(z), Θ22(z)
)(φ(z)
ψ(z)
)
= (0q×q, Iq)Θ(z)
(
φ(z)
ψ(z)
)
= (0q×q, Iq)Θ(z)Θ−1(z)
(
f(z)
Iq
)
= (0q×q, Iq)I2q
(
f(z)
Iq
)
= (0q×q, Iq)
(
f(z)
Iq
)
= Iq. (10.43)
Wegen (10.43) ist insbesondere
det [Θ21(z)φ(z) + Θ22(z)ψ(z)] = det Iq = 1 6= 0 (10.44)
gültig, woraus wir auch
q > rank
(
φ(z)
ψ(z)
)
> rank
[(
Θ21(z), Θ22(z)
)(φ(z)
ψ(z)
)]
= rank [Θ21(z)φ(z) + Θ22(z)ψ(z)] = q
und somit
rank
(
φ(z)
ψ(z)
)
= q (10.45)
für jedes z ∈ C \ ([α,+∞)∪D) erhalten. Mit Hinblick auf (10.41) und (10.35) ergibt
sich (
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
=
[
Θ−1(z)
(
f(z)
Iq
)]∗( −J˜q
2 Im z
)
Θ−1(z)
(
f(z)
Iq
)
=
(
f(z)
Iq
)∗
Θ−∗(z)(−J˜q)Θ−1(z)
2 Im z
(
f(z)
Iq
)
> 0q×q (10.46)
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für jedes z ∈ C \ (R ∪ D). Berücksichtigen wir, dass für jedes z ∈ C \ ([α,+∞) ∪ D)
wegen (10.41) die Beziehung(
(z − α)φ(z)
ψ(z)
)
= diag [(z − α)Iq, Iq] ·
(
φ(z)
ψ(z)
)
= diag [(z − α)Iq, Iq] ·Θ−1(z)
(
f(z)
Iq
)
(10.47)
richtig ist, so folgt aus (10.47) und (10.36) dann(
(z − α)φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)
ψ(z)
)
=
[
diag [(z − α)Iq, Iq] ·Θ−1(z)
(
f(z)
Iq
)]∗( −J˜q
2 Im z
)
· diag [(z − α)Iq, Iq] ·Θ−1(z)
(
f(z)
Iq
)
=
(
f(z)
Iq
)∗
Θ−∗(z) ( diag [(z − α)Iq, Iq])∗
( −J˜q
2 Im z
)
· diag [(z − α)Iq, Iq] ·Θ−1(z)
(
f(z)
Iq
)
> 0q×q (10.48)
für jedes z ∈ C\(R∪D). Da φ und ψ in C\([α,+∞)∪D) holomorph sind und (10.45)
für jede Wahl von z ∈ C \ ([α,+∞) ∪ D) sowie (10.46) und (10.48) für jede Wahl
von z ∈ C \ (R ∪ D) erfüllt sind, ist (φ
ψ
)
nach Deﬁnition 10.8 ein q × q-Stieltjes-Paar
in C \ [α,+∞). Für jedes z ∈ C \ ([α,+∞) ∪ D) ergibt sich aus (10.42), (10.44) und
(10.43) auch
f(z) = [Θ11(z)φ(z) + Θ12(z)ψ(z)] · I−1q
= [Θ11(z)φ(z) + Θ12(z)ψ(z)][Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1
und folglich (10.38). Damit ist (b) bewiesen.
(c) Da Θ nach Voraussetzung zur KlasseW−J˜q ,α gehört, gibt es nach Lemma 8.31 eine
diskrete Teilmenge D1 von C\[α,+∞) derart, dass Θ in C\([α,+∞)∪D1) holomorph
ist und det Θ(z) 6= 0 für jedes z ∈ C \ ([α,+∞) ∪ D1) gilt. Da
(
φ
ψ
)
zu P(q,q)−J˜q ,>(C \
[α,+∞)) gehört, sind φ und ψ in C \ [α,+∞) meromorphe Matrixfunktionen und es
gibt eine diskrete Teilmenge D2 von C\[α,+∞) derart, dass φ und ψ in C\([α,+∞)∪
D2) holomorph sind und für jedes z aus C \ (R ∪ D2) die Ungleichungen (10.6) und
(10.7) erfüllt sind. Nach den Bemerkungen C.18 und C.16 ist Θ21φ + Θ22ψ eine in
C \ [α,+∞) meromorphe Matrixfunktion. Da det (Θ21φ+ Θ22ψ) nach Voraussetzung
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nicht identisch verschwindet, zeigt Lemma C.4 dann, dass eine diskrete Teilmenge
D3 von C \ [α,+∞) derart existiert, dass det (Θ21φ + Θ22ψ) in C \ ([α,+∞) ∪ D3)
holomorph ist und det (Θ21φ + Θ22ψ)(z) 6= 0 für jedes z ∈ C \ ([α,+∞) ∪ D3)
gilt. Nach Bemerkung C.1 ist dann D := D1 ∪ D2 ∪ D3 eine diskrete Teilmenge von
C \ [α,+∞) und wir erkennen, dass Θ, φ und ψ in C \ ([α,+∞) ∪ D) holomorph
sind und (10.6), (10.7) für jedes z ∈ C \ (R ∪ D) sowie det Θ(z) 6= 0 und (10.37)
für jedes z ∈ C \ ([α,+∞) ∪ D) gelten. Berücksichtigen wir die Bemerkungen C.18,
C.16 und C.19, dann ist die durch (10.39) gegebene Matrixfunktion f in C \ [α,+∞)
meromorph, insbesondere in C\([α,+∞)∪D) holomorph, und die Darstellung (10.38)
ist für jedes z ∈ C \ ([α,+∞) ∪ D) erfüllt.
Wir betrachten nun ein beliebiges z ∈ C\(R∪D). Wegen (10.37), (10.38) und (10.34)
gilt (
f(z)
Iq
)
=
(
[Θ11(z)φ(z) + Θ12(z)ψ(z)][Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1
Iq
)
=
(
Θ11(z)φ(z) + Θ12(z)ψ(z)
Θ21(z)φ(z) + Θ22(z)ψ(z)
)
[Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1
=
(
Θ11(z) Θ12(z)
Θ21(z) Θ22(z)
)(
φ(z)
ψ(z)
)
[Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1
= Θ(z)
(
φ(z)
ψ(z)
)
[Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1,
woraus wir
Θ−1(z)
(
f(z)
Iq
)
= Θ−1(z)Θ(z)
(
φ(z)
ψ(z)
)
[Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1
=
(
φ(z)
ψ(z)
)
[Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1 (10.49)
und somit(
f(z)
Iq
)∗
Θ−∗(z)(−J˜q)Θ−1(z)
2 Im z
(
f(z)
Iq
)
=
[
Θ−1(z)
(
f(z)
Iq
)]∗( −J˜q
2 Im z
)
Θ−1(z)
(
f(z)
Iq
)
=
[(
φ(z)
ψ(z)
)
[Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1
]∗( −J˜q
2 Im z
)
·
(
φ(z)
ψ(z)
)
[Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1
= [Θ21(z)φ(z) + Θ22(z)ψ(z)]
−∗
(
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)
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·
(
φ(z)
ψ(z)
)
[Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1 (10.50)
erhalten. Wegen (10.6) ist die Matrix auf der rechten Seite von (10.50) nichtnega-
tiv hermitesch. Folglich ist die Matrix auf der linken Seite von (10.50) nichtnegativ
hermitesch, sodass (10.35) gilt. Verwenden wir (10.49), so ergibt sich
diag [(z − α)Iq, Iq]Θ−1(z)
(
f(z)
Iq
)
= diag [(z − α)Iq, Iq]
(
φ(z)
ψ(z)
)
[Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1
=
(
(z − α)φ(z)
ψ(z)
)
[Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1,
woraus wir(
f(z)
Iq
)∗
Θ−∗(z)( diag [(z − α)Iq, Iq])∗
( −J˜q
2 Im z
)
diag [(z − α)Iq, Iq] Θ−1(z)
(
f(z)
Iq
)
=
[(
(z − α)φ(z)
ψ(z)
)
[Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1
]∗( −J˜q
2 Im z
)
·
(
(z − α)φ(z)
ψ(z)
)
[Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1
= [Θ21(z)φ(z) + Θ22(z)ψ(z)]
−∗
(
(z − α)φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)
·
(
(z − α)φ(z)
ψ(z)
)
[Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1 (10.51)
erhalten. Nach (10.7) ist die Matrix auf der rechten Seite von (10.51) nichtnegativ
hermitesch, sodass wegen (10.51) auch die Matrix auf der linken Seite von (10.51)
nichtnegativ hermitesche ist. Folglich gilt (10.36).
(d) Unter Berücksichtigung von (c) sowie von Deﬁnition C.12 und den Bemerkun-
gen C.13, C.18, C.16, C.19 und C.1 gibt es dann eine diskrete Teilmenge D˜ von
C \ [α,+∞) derart, dass Θ, φ1, ψ1, φ2 und ψ2 in C \ ([α,+∞) ∪ D˜) holomorph sind
und für jedes z ∈ C \ ([α,+∞) ∪ D˜) sowie für jedes k ∈ Z1,2 die Ungleichung
det [Θ21(z)φk(z) + Θ22(z)ψk(z)] 6= 0 (10.52)
sowie die Gleichungen
(Θ11φk + Θ12ψk)(z) = Θ11(z)φk(z) + Θ12(z)ψk(z) (10.53)
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und
(Θ21φk + Θ22ψk)(z) = Θ21(z)φk(z) + Θ22(z)ψk(z) (10.54)
erfüllt sind. Nach Lemma 8.31 gibt es eine diskrete Teilmenge D] von C \ [α,+∞)
derart, dass Θ in C \ ([α,+∞) ∪ D]) holomorph ist und
det Θ(z) 6= 0 (10.55)
für jedes z aus C \ ([α,+∞) ∪ D]) erfüllt ist. Nach Bemerkung C.1 ist dann D :=
D˜ ∪ D] eine diskrete Teilmenge von C \ [α,+∞) derart, dass Θ, φ1, ψ1, φ2 und ψ2 in
C \ ([α,+∞)∪D) holomorph sind und die Beziehungen (10.52), (10.53), (10.54) und
(10.55) für jedes z ∈ C\([α,+∞)∪D) und für jedes k ∈ Z1,2 gelten. Unter Beachtung
von (10.34) erhalten wir
Θ(z)
(
φk(z)
ψk(z)
)
=
(
Θ11(z) Θ12(z)
Θ21(z) Θ22(z)
)(
φk(z)
ψk(z)
)
=
(
Θ11(z)φk(z) + Θ12(z)ψk(z)
Θ21(z)φk(z) + Θ22(z)ψk(z)
)
(10.56)
für jedes z ∈ C \ ([α,+∞) ∪ D) und für jedes k ∈ Z1,2.
Setzen wir nun zunächst (10.40) voraus. Für jedes z ∈ C \ ([α,+∞) ∪ D) gilt unter
Beachtung von (10.52), (10.53) und (10.54) dann
[Θ11(z)φ1(z) + Θ12(z)ψ1(z)][Θ21(z)φ1(z) + Θ22(z)ψ1(z)]
−1
= [Θ11(z)φ2(z) + Θ12(z)ψ2(z)][Θ21(z)φ2(z) + Θ22(z)ψ2(z)]
−1, (10.57)
woraus wir wegen (10.56), (10.52) und (10.57) dann
Θ(z)
(
φ2(z)
ψ2(z)
)
=
(
Θ11(z)φ2(z) + Θ12(z)ψ2(z)
Θ21(z)φ2(z) + Θ22(z)ψ2(z)
)
=
(
[Θ11(z)φ2(z) + Θ12(z)ψ2(z)][Θ21(z)φ2(z) + Θ22(z)ψ2(z)]
−1
Iq
)
· [Θ21(z)φ2(z) + Θ22(z)ψ2(z)]
=
(
[Θ11(z)φ1(z) + Θ12(z)ψ1(z)][Θ21(z)φ1(z) + Θ22(z)ψ1(z)]
−1
Iq
)
· [Θ21(z)φ2(z) + Θ22(z)ψ2(z)]
=
(
Θ11(z)φ1(z) + Θ12(z)ψ1(z)
Θ21(z)φ1(z) + Θ22(z)ψ1(z)
)
· [Θ21(z)φ1(z) + Θ22(z)ψ1(z)]−1[Θ21(z)φ2(z) + Θ22(z)ψ2(z)] (10.58)
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erhalten. Wegen (10.52) ist g := [Θ21φ1 +Θ22ψ1]−1[Θ21φ2 +Θ22ψ2] eine in C \ [α,+∞)
meromorphe Matrixfunktion, die in C\ ([α,+∞)∪D) holomorph ist und die für jedes
z ∈ C \ ([α,+∞) ∪ D) unter Berücksichtigung von (10.52) den Beziehungen
g(z) = [Θ21(z)φ1(z) + Θ22(z)ψ1(z)]
−1[Θ21(z)φ2(z) + Θ22(z)ψ2(z)] (10.59)
und
det g(z) 6= 0 (10.60)
genügt, sodass insbesondere det g nicht identisch verschwindet. In Hinblick auf
(10.58), (10.59) und (10.34) gilt für jedes z ∈ C \ ([α,+∞) ∪ D) auch
Θ(z)
(
φ2(z)
ψ2(z)
)
=
(
Θ11(z)φ1(z) + Θ12(z)ψ1(z)
Θ21(z)φ1(z) + Θ22(z)ψ1(z)
)
g(z)
=
(
Θ11(z) Θ12(z)
Θ21(z) Θ22(z)
)(
φ1(z)
ψ1(z)
)
g(z) = Θ(z)
(
φ1(z)
ψ1(z)
)
g(z),
woraus wegen (10.55) für jedes z ∈ C \ ([α,+∞) ∪ D) dann(
φ2(z)
ψ2(z)
)
= I2q
(
φ2(z)
ψ2(z)
)
= Θ−1(z)Θ(z)
(
φ2(z)
ψ2(z)
)
= Θ−1(z)Θ(z)
(
φ1(z)
ψ1(z)
)
g(z)
= I2q
(
φ1(z)
ψ1(z)
)
g(z) =
(
φ1(z)
ψ1(z)
)
g(z) (10.61)
folgt. Somit ist nach (10.60), (10.61) und Deﬁnition 10.11 die Beziehung〈(
φ1
ψ1
)〉
=
〈(
φ2
ψ2
)〉
(10.62)
erfüllt.
Wir setzen nun umgekehrt (10.62) voraus. Nach Deﬁnition 10.11 gibt es dann eine
diskrete Teilmenge D von C\[α,+∞) derart, dass φ1, ψ1, φ2, ψ2 und g in C\([α,+∞)∪
D) holomorph sind und für jedes z ∈ C \ ([α,+∞) ∪ D) sowohl die Ungleichung als
auch die Gleichung in (10.8) gelten. Aus der Gleichung in (10.8) erhalten wir für jedes
z ∈ C \ ([α,+∞) ∪ D) dann (
φ2(z)
ψ2(z)
)
=
(
φ1(z)g(z)
ψ1(z)g(z)
)
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und somit φ2(z) = φ1(z)g(z) sowie ψ2(z) = ψ1(z)g(z). Folglich gilt für jedes z ∈
C \ ([α,+∞) ∪ D) die Beziehung
[Θ11(z)φ2(z) + Θ12(z)ψ2(z)][Θ21(z)φ2(z) + Θ22(z)ψ2(z)]
−1
= [Θ11(z)φ1(z)g(z) + Θ12(z)ψ1(z)g(z)][Θ21(z)φ1(z)g(z) + Θ22(z)ψ1(z)g(z)]
−1
=
(
[Θ11(z)φ1(z) + Θ12(z)ψ1(z)] g(z)
)(
[Θ21(z)φ1(z) + Θ22(z)ψ1(z)] g(z)
)−1
= [Θ11(z)φ1(z) + Θ12(z)ψ1(z)] g(z)g
−1(z) [Θ21(z)φ1(z) + Θ22(z)ψ1(z)]−1
= [Θ11(z)φ1(z) + Θ12(z)ψ1(z)] Iq [Θ21(z)φ1(z) + Θ22(z)ψ1(z)]
−1
= [Θ11(z)φ1(z) + Θ12(z)ψ1(z)][Θ21(z)φ1(z) + Θ22(z)ψ1(z)]
−1,
woraus (10.40) folgt. 
Lemma 10.22. Seien α ∈ R, κ ∈ N∪{+∞}, (sj)κj=0 ∈ K>,eq,κ,α und φ, ψ in C\[α,+∞)
meromorphe q × q-Matrixfunktionen. Seien n ∈ N0 mit 2n + 1 6 κ und Θn,α : C →
C2q×2q gemäß (8.48) gegeben. Bezeichne Θ̂n,α := Rstr C\[α,+∞)Θn,α und
Θ̂n,α = (Θ̂
(j,k)
n,α )
2
j,k=1 (10.63)
die q × q-Blockdarstellung von Θ̂n,α. Bezeichne
φ˜ := Θ̂(1,1)n,α φ+ Θ̂
(1,2)
n,α ψ und ψ˜ := Θ̂
(2,1)
n,α φ+ Θ̂
(2,2)
n,α ψ. (10.64)
Des Weiteren sei z ∈ (Hφ ∩Hψ) \ R derart, dass(
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
> 0q×q (10.65)
und
(I(n+1)q −H+nHn)RTq,n(α)vq,nφ(z) = 0(n+1)q×q (10.66)
gelten. Dann gelten folgende Aussagen:
(a) N (ψ˜(z)) ⊆ N (φ˜(z)).
(b) Falls
rank
(
φ(z)
ψ(z)
)
= q (10.67)
erfüllt ist, gilt det ψ˜(z) 6= 0.
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Beweis. Wegen K>,eq,κ,α ⊆ K>q,κ,α und Bemerkung 3.3 ist
Hn ∈ C(n+1)q×(n+1)q (10.68)
erfüllt. Nach Lemma 4.12 gilt (4.12).
(a) Sei
y ∈ N (ψ˜(z)) (10.69)
beliebig gewählt. Oﬀensichtlich gelten
Θn,α(z) = Θ̂n,α(z) (10.70)
und wegen (10.63) sowie (10.64) auch
Θ̂n,α(z)
(
φ(z)
ψ(z)
)
=
(
Θ̂
(1,1)
n,α (z) Θ̂
(1,2)
n,α (z)
Θ̂
(2,1)
n,α (z) Θ̂
(2,2)
n,α (z)
)(
φ(z)
ψ(z)
)
=
(
Θ̂
(1,1)
n,α (z)φ(z) + Θ̂
(1,2)
n,α (z)ψ(z)
Θ̂
(2,1)
n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
)
=
(
φ˜(z)
ψ˜(z)
)
. (10.71)
Wir bemerken, dass wegen Bemerkung 8.1 und (10.69) die Beziehung
y∗
(
φ˜(z)
ψ˜(z)
)∗
J˜q
(
φ˜(z)
ψ˜(z)
)
y = iy∗(ψ˜∗(z)φ˜(z)− φ˜∗(z)ψ˜(z))y
= i(0∗q×1 · φ˜(z)y − y∗φ˜∗(z) · 0q×1) = 0 (10.72)
richtig ist. Beachten wir (10.70), (10.71) und (10.72), so erhalten wir
y∗
(
φ(z)
ψ(z)
)∗(
J˜q −Θ∗n,α(z)J˜qΘn,α(z)
)(φ(z)
ψ(z)
)
y
= y∗
(
φ(z)
ψ(z)
)∗ (
J˜q − Θ̂∗n,α(z)J˜qΘ̂n,α(z)
)(φ(z)
ψ(z)
)
y
= y∗
(
φ(z)
ψ(z)
)∗
J˜q
(
φ(z)
ψ(z)
)
y − y∗
(
φ(z)
ψ(z)
)∗
Θ̂∗n,α(z)J˜qΘ̂n,α(z)
(
φ(z)
ψ(z)
)
y
= y∗
(
φ(z)
ψ(z)
)∗
J˜q
(
φ(z)
ψ(z)
)
y − y∗
(
φ˜(z)
ψ˜(z)
)∗
J˜q
(
φ˜(z)
ψ˜(z)
)
y
= −y∗
(
φ(z)
ψ(z)
)∗
(−J˜q)
(
φ(z)
ψ(z)
)
y. (10.73)
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Mit Hilfe von (10.68), (4.12), der wegen Bemerkung 2.12 gültigen Beziehung
[RT ∗q,n(α)]
−∗ = [RTq,n(α¯)]
−1 = [RTq,n(α)]
−1, Lemma 8.23 sowie (10.73), i(z¯−z) = 2 Im z
und (10.65) erhalten wir
0 6
∥∥∥√Hn[RT ∗q,n(α)]−1RT ∗q,n(z)H−n RTq,n(α) (I(n+1)q, Tq,nHn)
· (I2 ⊗ vq,n)Bn,α
(
φ(z)
ψ(z)
)
y
∥∥∥2
E
= y∗
(
φ(z)
ψ(z)
)∗
B∗n,α(I2 ⊗ vq,n)∗
(
I(n+1)q, Tq,nHn
)∗
[RTq,n(α)]
∗
· [H−n ]∗[RT ∗q,n(z)]∗[RT ∗q,n(α)]−∗
√
Hn
∗√
Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
n
·RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α
(
φ(z)
ψ(z)
)
y
= y∗
(
φ(z)
ψ(z)
)∗
B∗n,α(I2 ⊗ vq,n)∗
(
I(n+1)q, Tq,nHn
)∗
[RTq,n(α)]
∗
·H−n [RT ∗q,n(z)]∗[RTq,n(α)]−1Hn[RT ∗q,n(α)]−1RT ∗q,n(z)H−n
·RTq,n(α)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Bn,α
(
φ(z)
ψ(z)
)
y
= y∗
(
φ(z)
ψ(z)
)∗
1
i(z¯ − z)
(
J˜q −Θ∗n,α(z)J˜qΘn,α(z)
)(φ(z)
ψ(z)
)
y
=− y∗
(
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
y 6 0,
woraus √
Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
n RTq,n(α)
(
I(n+1)q, Tq,nHn
)
· (I2 ⊗ vq,n)Bn,α
(
φ(z)
ψ(z)
)
y = 0(n+1)q×1 (10.74)
folgt. Die Linksmultiplikation der Gleichung (10.74) mit
√
Hn und Beachtung von
Lemma 8.12 ergibt
Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)
(
H−n RTq,n(α), H
−
α.nHn
)
(I2 ⊗ vq,n)
(
φ(z)
ψ(z)
)
y = 0(n+1)q×1
und somit(
Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
n RTq,n(α), Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
α.nHn
)
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· (I2 ⊗ vq,n)
(
φ(z)
ψ(z)
)
y = 0(n+1)q×1. (10.75)
Wegen (10.71), (10.70), Bemerkung 8.15 und der wegen Bemerkung 2.11 gültigen
Gleichung v∗q,nRTq,n(α)vq,n = Iq gilt
φ˜(z)y = (Iq, 0q×q)
(
φ˜(z)y
ψ˜(z)y
)
= (Iq, 0q×q)
(
φ˜(z)
ψ˜(z)
)
y
= (Iq, 0q×q)Θ̂n,α(z)
(
φ(z)
ψ(z)
)
y = (Iq, 0q×q)Θn,α(z)
(
φ(z)
ψ(z)
)
y
=
(
Iq + (z − α)v∗q,nHnT ∗q,nRT ∗q,n(z)H−n RTq,n(α)vq,n,
v∗q,nHn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
α.nHnvq,n
)(φ(z)
ψ(z)
)
y
=
(
v∗q,nRTq,n(α)vq,n + (z − α)v∗q,nHnT ∗q,nRT ∗q,n(z)H−n RTq,n(α)vq,n,
v∗q,nHn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
α.nHnvq,n
)(φ(z)
ψ(z)
)
y
= v∗q,n
(
RTq,n(α) + (z − α)HnT ∗q,nRT ∗q,n(z)H−n RTq,n(α),
Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
α.nHn
)
(I2 ⊗ vq,n)
(
φ(z)
ψ(z)
)
y. (10.76)
Mit Hinblick auf Lemma 2.16 erhalten wir die Gültigkeit von (z − α)T ∗q,nRT ∗q,n(z) =
[RT ∗q,n(α)]
−1RT ∗q,n(z)− I(n+1)q, woraus
(z − α)HnT ∗q,nRT ∗q,n(z)H−n RTq,n(α) = Hn
(
[RT ∗q,n(α)]
−1RT ∗q,n(z)− I(n+1)q
)
H−n RTq,n(α)
= Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
n RTq,n(α)−HnH−n RTq,n(α) (10.77)
folgt. Unter Beachtung von (10.76), (10.77) und (10.75) erhalten wir
φ˜(z)y = v∗q,n
(
RTq,n(α) +Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
n RTq,n(α)−HnH−n RTq,n(α),
Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
α.nHn
)
(I2 ⊗ vq,n)
(
φ(z)
ψ(z)
)
y
= v∗q,n
(
RTq,n(α)−HnH−n RTq,n(α), 0q×q
)
(I2 ⊗ vq,n)
(
φ(z)
ψ(z)
)
y
+ v∗q,n
(
Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
n RTq,n(α),
Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
α.nHn
)
(I2 ⊗ vq,n)
(
φ(z)
ψ(z)
)
y
= v∗q,n
(
RTq,n(α)−HnH−n RTq,n(α), 0q×q
)
(I2 ⊗ vq,n)
(
φ(z)
ψ(z)
)
y. (10.78)
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Unter Berücksichtigung von (10.78), der in Bemerkung 4.14 gezeigten Beziehung
(4.18) und der Voraussetzung (10.66) ergibt sich
φ˜(z)y =
(
v∗q,nRTq,n(α)vq,n − v∗q,nHnH−n RTq,n(α)vq,n, 0q×q
)(φ(z)y
ψ(z)y
)
= v∗q,n
(
I(n+1)q −HnH−n
)
RTq,n(α)vq,nφ(z)y
= v∗q,n
(
I(n+1)q −HnH−n
) (
I(n+1)q −H+nHn
)
RTq,n(α)vq,nφ(z)y
= v∗q,n
(
I(n+1)q −HnH−n
) · 0(n+1)q×q · y = 0q×1.
Daraus folgt y ∈ N (φ˜(z)) und in Hinblick auf (10.69) somit (a).
(b) Sei y mit (10.69) beliebig gewählt. Nach Teil (a) gilt y ∈ N (φ˜(z)). Somit ergibt
sich wegen Teil (b) von Lemma 8.19, (10.70), (10.71) sowie (10.69) dann(
φ(z)
ψ(z)
)
y = [Θn,α(z)]
−1Θn,α(z)
(
φ(z)
ψ(z)
)
y = [Θn,α(z)]
−1Θ̂n,α(z)
(
φ(z)
ψ(z)
)
y
= [Θn,α(z)]
−1
(
φ˜(z)
ψ˜(z)
)
y = [Θn,α(z)]
−1
(
φ˜(z)y
ψ˜(z)y
)
= [Θn,α(z)]
−1
(
0q×1
0q×1
)
= 02q×1.
Falls nun (10.67) vorausgesetzt ist, folgt y = 0q×1, sodass wir in Hinblick auf (10.69)
dann N (ψ˜(z)) = {0q×1} und somit det ψ˜(z) 6= 0 erhalten. 
Lemma 10.23. Seien α ∈ R, κ ∈ N ∪ {+∞}, (sj)κj=0 ∈ K>,eq,κ,α und
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \
[α,+∞)) derart, dass (I(n+1)q −H+nHn)RTq,n(α)vq,nφ die (auf C \ [α,+∞) deﬁnierte)
konstante Funktion mit Funktionswert 0(n+1)q×q ist. Seien n ∈ N0 mit 2n + 1 6 κ
und Θn,α : C→ C2q×2q die gemäß (8.48) gegebene Matrixfunktion. Bezeichne Θ̂n,α :=
Rstr C\[α,+∞)Θn,α und (10.63) die q × q-Blockdarstellung von Θ̂n,α. Dann gibt es eine
diskrete Teilmenge D von C \ [α,+∞) derart, dass φ und ψ in C \ ([α,+∞) ∪ D)
holomorph sind und
det (Θ̂(2,1)n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)) 6= 0 (10.79)
für alle z ∈ C \ (R ∪ D) gilt.
Beweis. Nach Deﬁnition 10.8 gibt es eine diskrete Teilmenge D von C \ [α,+∞)
derart, dass φ und ψ in C \ ([α,+∞) ∪ D) holomorph sind und rank (φ(z)
ψ(z)
)
= q für
jedes z ∈ C \ ([α,+∞) ∪ D) sowie (10.6) für jedes z ∈ C \ (R ∪ D) erfüllt sind. Da
(I(n+1)q − H+nHn)RTq,n(α)vq,nφ nach Voraussetzung die (auf C \ [α,+∞) deﬁnierte)
konstante Funktion mit Funktionswert 0(n+1)q×q ist, zeigt Lemma 10.22, dass (10.79)
für jedes z ∈ C \ (R ∪ D) richtig ist. 
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10.3. Eine spezielle Teilklasse von Stieltjes-Paaren
In diesem Teilabschnitt stellen wir nun eine Klasse von Paaren meromorpher Matrix-
funktionen vor, mit der eine Parametrisierung der Lösungsmenge des ﬁniten matri-
ziellen Stieltjesschen Potenzmomentenproblems möglich wird. Allerdings hängt diese
Klasse noch von den gegebenen Daten des Momentenproblems ab. Im nachfolgenden
Kapitel wird dann dieser Nachteil überwunden.
Bezeichnung 10.24. Seien α ∈ R, κ ∈ N ∪ {+∞} sowie (sj)κj=0 eine Folge kom-
plexer q × q-Matrizen. Für jedes n ∈ N0 mit 2n + 1 6 κ bezeichne dann P(q,q)−J˜q ,>[C \
[α,+∞), (sj)2n+1j=0 ] die Menge aller
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) derart, dass
(I(n+1)q −H+nHn)RTq,n(α)vq,nφ = O(n+1)q×q (10.80)
und
(I(n+1)q −H+α.nHα.n)Hnvq,nψ = O(n+1)q×q (10.81)
erfüllt sind.
Lemma 10.25. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α sowie n ∈ N0
derart, dass 2n+ 1 6 κ gilt. Bezeichne Θn,α : C→ C2q×2q die gemäß (8.48) deﬁnierte
Matrixfunktion sowie Θ̂n,α := Rstr C\[α,+∞)Θn,α und
Θ̂n,α = (Θ̂
(j,k)
n,α )
2
j,k (10.82)
die q × q-Blockdarstellung von Θ̂n,α sowie
R̂Tq,n := Rstr C\[α,+∞)RTq,n . (10.83)
Sei
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) derart, dass det (Θ̂(2,1)n,α φ+ Θ̂(2,2)n,α ψ) nicht die Nullfunk-
tion ist. Bezeichne
Ŝn,α :=
(
Θ̂(1,1)n,α φ+ Θ̂
(1,2)
n,α ψ
)(
Θ̂(2,1)n,α φ+ Θ̂
(2,2)
n,α ψ
)−1 (10.84)
und sei Ê : C\ [α,+∞)→ C gemäß Ê(z) := z deﬁniert. Dann sind folgende Aussagen
äquivalent:
(a) Es gelten
(I(n+1)q −H+nHn)R̂Tq,n(I(n+1)q, Tq,nHn)(I2 ⊗ vq,n)
(
Ŝn,α
Iq
)
= O(n+1)q×q (10.85)
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und
(I(n+1)q −H+α.nHα.n)R̂Tq,n(I(n+1)q, [RTq,n(α)]−1Hn)
· (I2 ⊗ vq,n)
(
(Ê − α)Ŝn,α
Iq
)
= O(n+1)q×q. (10.86)
(b) Es gelten (10.80) und (10.81), d. h.
(
φ
ψ
) ∈ P(q,q)−J˜q ,>[C \ [α,+∞), (sj)2n+1j=0 ].
Beweis. Der Beweis gliedert sich in mehrere Beweisschritte.
(I) Nach Deﬁnition 10.8, der Voraussetzung, das det
(
Θ̂
(2,1)
n,α φ + Θ̂
(2,2)
n,α ψ
)
nicht die
Nullfunktion ist, sowie Lemma C.4 und Bemerkung C.1 gibt es eine diskrete Teilmenge
D von C \ [α,+∞) derart, dass die Bedingungen (i), (ii) und (iii) aus Deﬁnition 10.8
gültig sind und
det
[
Θ̂(2,1)n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
] 6= 0 (10.87)
für jedes z ∈ C \ ([α,+∞) ∪ D) erfüllt ist.
(II) In Hinblick auf (i), (10.84) und (10.87) gestattet Ŝn,α für jedes z ∈ C\ ([α,+∞)∪
D) die Darstellung
Ŝn,α(z) =
(
Θ̂(1,1)n,α (z)φ(z) + Θ̂
(1,2)
n,α (z)ψ(z)
)(
Θ̂(2,1)n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
)−1
. (10.88)
Unter Beachtung von (i), (10.87), (10.82) und (10.88) erhalten wir für jedes z ∈
C \ ([α,+∞) ∪ D) zunächst
Θ̂n,α(z)
(
φ(z)
ψ(z)
)(
Θ̂(2,1)n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
)−1
=
(
Θ̂
(1,1)
n,α (z) Θ̂
(1,2)
n,α (z)
Θ̂
(2,1)
n,α (z) Θ̂
(2,2)
n,α (z)
)(
φ(z)
ψ(z)
)(
Θ̂(2,1)n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
)−1
=
(
Θ̂
(1,1)
n,α (z)φ(z) + Θ̂
(1,2)
n,α (z)ψ(z)
Θ̂
(2,1)
n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
)(
Θ̂(2,1)n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
)−1
=
([
Θ̂
(1,1)
n,α (z)φ(z) + Θ̂
(1,2)
n,α (z)ψ(z)
][
Θ̂
(2,1)
n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
]−1[
Θ̂
(2,1)
n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
][
Θ̂
(2,1)
n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
]−1
)
=
(
Ŝn,α(z)
Iq
)
, (10.89)
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woraus wegen (10.87), Lemma 8.16 und (10.89) für jedes z ∈ C \ ([α,+∞)∪D) dann
(
Rstr C\[α,+∞)Θ˜n,α(z)
)((Ê(z)− α)φ(z)
ψ(z)
)(
Θ̂(2,1)n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
)−1
= Rstr C\[α,+∞)
(
diag ((z − α)Iq, Iq) ·Θn,α(z) · diag ((z − α)−1Iq, Iq)
)
·
(
(Ê(z)− α)φ(z)
ψ(z)
)(
Θ̂(2,1)n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
)−1
= diag
(
(Ê(z)− α)Iq, Iq
) · Θ̂n,α(z) · diag ((z − α)−1Iq, Iq)
·
(
(z − α)φ(z)
ψ(z)
)(
Θ̂(2,1)n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
)−1
= diag
(
(Ê(z)− α)Iq, Iq
) · Θ̂n,α(z)(φ(z)
ψ(z)
)(
Θ̂(2,1)n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
)−1
= diag
(
(Ê(z)− α)Iq, Iq
) · (Ŝn,α(z)
Iq
)
=
(
(Ê(z)− α)Ŝn,α(z)
Iq
)
(10.90)
folgt.
(III) Da die Funktionen Ê und nach Bemerkung 2.11 auch R̂Tq,n in C \ [α,+∞)
holomorph sind, erhalten wir mit Lemma C.15 die Äquivalenz von (a) zu folgender
Aussage:
(c) Es gibt eine diskrete Teilmenge D˜ von C \ [α,+∞) derart, dass Ŝn,α in C \
([α,+∞)∪D˜) holomorph ist und für jedes z ∈ C\([α,+∞)∪D˜) die Gleichungen
(I(n+1)q −H+nHn)R̂Tq,n(z)(I(n+1)q, Tq,nHn)(I2 ⊗ vq,n)
(
Ŝn,α(z)
Iq
)
= 0(n+1)q×q
(10.91)
und
(I(n+1)q −H+α.nHα.n)R̂Tq,n(z)(I(n+1)q, [RTq,n(α)]−1Hn)(I2 ⊗ vq,n)
·
(
(Ê(z)− α)Ŝn,α(z)
Iq
)
= 0(n+1)q×q (10.92)
gelten.
(IV) Im nächsten Beweisschritt setzen wir (c) voraus und zeigen, dass folgende Aus-
sage gilt:
(d) Es gibt eine diskrete Teilmenge D̂ von C \ [α,+∞) derart, dass φ und ψ in
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C \ ([α,+∞) ∪ D̂) holomorph sind und für jedes z ∈ C \ ([α,+∞) ∪ D̂) des
Weiteren
(I(n+1)q−H+nHn)R̂Tq,n(z)(I(n+1)q, Tq,nHn)(I2 ⊗ vq,n)
· Θ̂n,α(z)
(
φ(z)
ψ(z)
)(
Θ̂(2,1)n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
)−1
= 0(n+1)q×q
(10.93)
und
(I(n+1)q −H+α.nHα.n)R̂Tq,n(z)(I(n+1)q, [RTq,n(α)]−1Hn)(I2 ⊗ vq,n)
· (Rstr C\[α,+∞)Θ˜n,α(z))((Ê(z)− α)φ(z)
ψ(z)
)(
Θ̂(2,1)n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
)−1
= 0(n+1)q×q (10.94)
gelten.
Dazu bemerken wir zunächst, dass D# := D∪D˜ unter Beachtung von (I) nach Bemer-
kung C.1 eine diskrete Teilmenge von C \ [α,+∞) ist. Da nach (c) die Gleichungen
(10.91) und (10.92) auch für jedes z ∈ C \ ([α,+∞) ∪ D#) erfüllt sind, folgen unter
Berücksichtigung der nach (II) für jedes z ∈ C\ ([α,+∞)∪D#) gültigen Beziehungen
(10.89) und (10.90) dann (10.93) und (10.94) für jedes z ∈ C\ ([α,+∞)∪D#), sodass
mit D̂ = D# dann (d) nachgewiesen ist.
(V) Im nun betrachteten Beweisschritt setzen wir (d) voraus und zeigen die Gültigkeit
von (c). Unter Beachtung von Bemerkung C.1 ist D := D∪D̂ eine diskrete Teilmenge
von C \ [α,+∞). Nach (I) und (II) gelten (10.87), (10.89) sowie (10.90) für jedes
z ∈ C \ ([α,+∞) ∪ D). Hieraus sowie aus (10.93) und (10.94) folgen (10.91) und
(10.92) für jedes z ∈ C \ ([α,+∞) ∪ D). Somit ist (c) mit D˜ = D erfüllt.
(VI) Wir weisen nun nach, dass (d) folgende Aussage impliziert:
(e) Es gibt eine diskrete Teilmenge D˜# von C \ [α,+∞) derart, dass φ und ψ in
C \ ([α,+∞) ∪ D˜#) holomorph sind und für jedes z ∈ C \ ([α,+∞) ∪ D˜#) die
Beziehungen
(I(n+1)q−H+nHn)R̂Tq,n(z)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)Θ̂n,α(z)
(
φ(z)
ψ(z)
)
= 0(n+1)q×q
(10.95)
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und
(I(n+1)q−H+α.nHα.n)R̂Tq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
· (Rstr C\[α,+∞)Θ˜n,α(z))((Ê(z)− α)φ(z)
ψ(z)
)
= 0(n+1)q×q (10.96)
gelten.
Wir setzen dazu (d) voraus. Wegen (I) ist D˜ := D ∪ D̂ nach Bemerkung C.1 eine
diskrete Teilmenge von C \ [α,+∞) und unter Berücksichtigung von (I) sowie (d)
gelten (10.87), (10.93) sowie (10.94) für jede Wahl von z aus C \ ([α,+∞) ∪ D˜),
woraus (10.95) und (10.96) für jedes z ∈ C([α,+∞) ∪ D˜) folgen. Somit ist (e) mit
D˜# = D˜ erfüllt.
(VII) Wir setzen nun (e) voraus und zeigen, dass (d) gilt. Nach Bemerkung C.1 ist
D̂# := D˜# ∪ D eine diskrete Teilmenge von C \ [α,+∞) und nach Teil (I) und (e)
gelten (10.87) sowie (10.95) und (10.96) für jede Wahl von z aus C \ ([α,+∞)∪ D̂#),
sodass (10.93) und (10.94) auch für jedes z ∈ C \ ([α,+∞) ∪ D̂#) gültig sind. Somit
ist (d) mit D̂ = D̂# gültig.
(VIII) Wir bemerken nun, dass (e) wegen (10.83) oﬀensichtlich zu folgender Aussage
äquivalent ist:
(f) Es gibt eine diskrete Teilmenge D′ von C \ [α,+∞) derart, dass φ und ψ in
C \ ([α,+∞) ∪ D′) holomorph sind und für jedes z ∈ C \ ([α,+∞) ∪ D′) die
Beziehungen
(I(n+1)q−H+nHn)RTq,n(z)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)
·Θn,α(z)
(
φ(z)
ψ(z)
)
= 0(n+1)q×q (10.97)
und
(I(n+1)q−H+α.nHα.n)RTq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
)
(I2 ⊗ vq,n)
· Θ˜n,α(z) · diag ((z − α)Iq, Iq)
(
φ(z)
ψ(z)
)
= 0(n+1)q×q (10.98)
erfüllt sind.
(IX) Bezeichne Pn,α, Qn,α und Sn,α die auf C gemäß (9.17), (9.18) und (9.19) deﬁ-
nierten Matrixfunktionen. Nach Teil (a) von Lemma 9.6 ist dann N := NdetPn,α ∪
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NdetQn,α ∪N detSn,α eine endliche und insbesondere diskrete Teilmenge von C.
(X) Nach (IX) ist N eine diskrete Teilmenge von C. Setzen wir nun (f) voraus. Nach
Bemerkung C.1 ist dann N ′ := N ∪D′ eine diskrete Teilmenge von C. Nach Teil (b)
von Lemma 9.6 impliziert (mit D′′ := N ′) dann (f) die Gültigkeit folgender Aussage:
(g) Es gibt eine diskrete Teilmenge D′′ von C \ [α,+∞) derart, dass φ und ψ in
C \ ([α,+∞) ∪ D′′) holomorph sind und
(I(n+1)q −H+nHn)RTq,n(α)vq,nφ(z) = 0(n+1)q×q (10.99)
und
(I(n+1)q −H+α.nHα.n)Hnvq,nψ(z) = 0(n+1)q×q (10.100)
für jedes z ∈ C \ ([α,+∞) ∪ D′′) gelten.
(XI) Sei nun umgekehrt (g) vorausgesetzt. Wir zeigen, dass dann auch (f) gültig ist.
Nach (IX) ist N eine diskrete Teilmenge von C. Folglich ist N˜ := N ∩ [C \ [α,+∞)]
eine diskrete Teilmenge von C\ [α,+∞). Nach Bemerkung C.1 ist D′ := D′′∪N˜ eine
diskrete Teilmenge von C \ [α,+∞). Wegen (g) sind φ und ψ in C \ ([α,+∞) ∪ D′)
holomorph sowie es gelten die Gleichungen (10.99) und (10.100) für jede Wahl von
z aus C([α,+∞) ∪ D′). Wir betrachten nun ein beliebiges z ∈ C \ ([α,+∞) ∪ D′).
Wegen der Gültigkeit von (10.99) und (10.100) sind mit
x := φ(z) und y := ψ(z) (10.101)
dann (9.33) und (9.34) erfüllt. Lemma 9.6 impliziert dann, dass (9.31) und (9.32) rich-
tig sind. Berücksichtigen wir (10.101), so folgen hieraus (10.97) und (10.98). Demnach
ist (f) mit D′ = D′ erfüllt.
(XII) Nach Lemma C.15 sind (g) und (b) äquivalent.
Die Beweisschritte (III)-(VIII) und (X)-(XII) beweisen nun die Äquivalenz von (a)
und (b). 
Wir sind nun in der Lage, eine Parametrisierung der Lösungsmenge des ﬁniten ma-
triziellen Stieltjesschen Potenzmomentenproblems vorzustellen, wobei die Parametri-
sierung jedoch von den gegebenen Daten abhängt.
Satz 10.26. Seien α ∈ R, κ ∈ N ∪ {+∞} sowie (sj)κj=0 ∈ K>,eq,κ,α und n ∈ N0 mit
2n + 1 6 κ. Die Matrixfunktion Θn,α : C → C2q×2q sei gemäß (8.48) deﬁniert.
Des Weiteren bezeichne Θ̂n,α := Rstr C\[α,+∞)Θn,α und Θ̂n,α = (Θ̂
(j,k)
n,α )2j,k die q × q-
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Blockdarstellung von Θ̂n,α. Dann gelten folgende Aussagen:
(a) Für jedes
(
φ
ψ
) ∈ P(q,q)−J˜q ,>[C \ [α,+∞), (sj)2n+1j=0 ] ist det (Θ̂(2,1)n,α φ + Θ̂(2,2)n,α ψ) eine
nicht identisch verschwindende, in C \ [α,+∞) meromorphe Funktion und
Ŝn,α :=
(
Θ̂(1,1)n,α φ+ Θ̂
(1,2)
n,α ψ
)(
Θ̂(2,1)n,α φ+ Θ̂
(2,2)
n,α ψ
)−1 (10.102)
gehört zur Klasse S0,q,[α,+∞)[(sj)2n+1j=0 ,6].
(b) Für jedes S ∈ S0,q,[α,+∞)[(sj)2n+1j=0 ,6] existiert ein zu P(q,q)−J˜q ,>[C\[α,+∞), (sj)
2n+1
j=0 ]
gehöriges Paar
(
φ
ψ
)
in C \ [α,+∞) holomorpher Matrixfunktionen φ und ψ der-
art, dass für jedes z ∈ C \ [α,+∞) die Ungleichung
det
(
Θ̂(2,1)n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
) 6= 0 (10.103)
und die Darstellung
S(z) =
[
Θ̂(1,1)n,α (z)φ(z) + Θ̂
(1,2)
n,α (z)ψ(z)
][
Θ̂(2,1)n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
]−1
(10.104)
besteht.
(c) Seien
(
φ1
ψ1
)
,
(
φ2
ψ2
) ∈ P(q,q)−J˜q ,>[C \ [α,+∞), (sj)2n+1j=0 ]. Dann sind folgende Aussagen
äquivalent:
(i) Es gilt(
Θ̂(1,1)n,α φ1 + Θ̂
(1,2)
n,α ψ1
)(
Θ̂(2,1)n,α φ1 + Θ̂
(2,2)
n,α ψ1
)−1
=
(
Θ̂(1,1)n,α φ2 + Θ̂
(1,2)
n,α ψ2
)(
Θ̂(2,1)n,α φ2 + Θ̂
(2,2)
n,α ψ2
)−1
.
(ii)
〈(
φ1
ψ1
)〉
=
〈(
φ2
ψ2
)〉
.
Beweis. Da (sj)κj=0 ∈ K>,eq,κ,α vorausgesetzt ist, gelten wegen K>,eq,κ,α ⊆ K>q,κ,α nach
Bemerkung 3.3 die Beziehungen (3.1), (3.2) und
s∗j = sj für alle j ∈ Z0,κ (10.105)
und
{Hn, Hα.n} ⊆ C(n+1)q×(n+1)q> . (10.106)
214
10 Stieltjes-Paare
Bemerkung 4.14 zeigt die Gültigkeit von
H+nHn = HnH
+
n und H
+
α.nHα.n = Hα.nH
+
α.n. (10.107)
Des Weiteren zeigt Lemma 8.30, dass Θ̂n,α zur KlasseW−J˜q ,α gehört. Aus Lemma 8.19
folgt, dass det Θ˜n,α(z) 6= 0 sowie
det Θn,α(z) 6= 0 (10.108)
für jedes z ∈ C und insbesondere det Θ̂n,α(z) 6= 0 für jedes z ∈ C \ [α,+∞) erfüllt
sind.
(a) Sei
(
φ
ψ
) ∈ P(q,q)−J˜q ,>[C\ [α,+∞), (sj)2n+1j=0 ]. Nach Bezeichnung 10.24 sind dann (10.80)
und (10.81) erfüllt. Wegen Lemma 10.23 gibt es eine diskrete Teilmenge D˜ von C \
[α,+∞) derart, dass φ und ψ in C \ ([α,+∞) ∪ D˜) holomorph sind und (10.79) für
jedes z ∈ C \ (R∪ D˜) erfüllt ist. Insbesondere ist die Funktion det (Θ̂(2,1)n,α φ+ Θ̂(2,2)n,α ψ)
nicht identisch verschwindend. Wegen Θ̂n,α ∈ W˜−J˜q ,α und Teil (c) von Satz 10.21
gelten folgende drei Aussagen:
(I) Es gibt eine diskrete Teilmenge D von C \ [α,+∞) derart, dass Θ̂n,α, φ und ψ
in C \ ([α,+∞) ∪ D) holomorph sind.
(II) Die Matrixfunktion Ŝn,α gemäß (10.102) ist eine in C \ [α,+∞) meromorphe
und in C \ ([α,+∞) ∪ D) holomorphe Matrixfunktion und für jedes z ∈ C \
([α,+∞) ∪ D) sind die Ungleichung (10.79) und die Darstellung
Ŝn,α(z) =
[
Θ̂(1,1)n,α (z)φ(z) + Θ̂
(1,2)
n,α (z)ψ(z)
][
Θ̂(2,1)n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
]−1
erfüllt.
(III) Für jede Wahl von z aus C \ (R ∪ D) gelten die Ungleichungen(
Ŝn,α(z)
Iq
)∗
Θ̂−∗n,α(z)
( −J˜q
2 Im z
)
Θ̂−1n,α(z)
(
Ŝn,α(z)
Iq
)
> 0q×q (10.109)
und(
Ŝn,α(z)
Iq
)∗
Θ̂−∗n,α(z) ( diag [(z − α)Iq, Iq])∗
( −J˜q
2 Im z
)
· diag [(z − α)Iq, Iq] · Θ̂−1n,α(z)
(
Ŝn,α(z)
Iq
)
> 0q×q. (10.110)
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Berücksichtigen wir (10.80) und (10.81), so ergibt sich mit Lemma 10.25 die Gültigkeit
von (10.85) und (10.86), wobei R̂Tq,n durch (10.83) und Ê : C \ [α,+∞) → C gemäß
Ê(z) := z deﬁniert ist. Berücksichtigen wir (10.83), (10.85) und (10.86), so folgen
R̂Tq,n(I(n+1)q, Tq,nHn)(I2 ⊗ vq,n)
(
Ŝn,α
Iq
)
= H+nHnR̂Tq,n(I(n+1)q, Tq,nHn)(I2 ⊗ vq,n)
(
Ŝn,α
Iq
)
und
R̂Tq,n(I(n+1)q, [RTq,n(α)]
−1Hn)(I2 ⊗ vq,n)
(
(Ê − α)Ŝn,α
Iq
)
= H+α.nHα.nR̂Tq,n(I(n+1)q, [RTq,n(α)]
−1Hn)(I2 ⊗ vq,n)
(
(Ê − α)Ŝn,α
Iq
)
,
woraus sich wegen (10.107) und (II) dann
R
(
R̂Tq,n(z)(I(n+1)q, Tq,nHn)(I2 ⊗ vq,n)
(
Ŝn,α(z)
Iq
))
⊆ R(Hn) (10.111)
und
R
(
R̂Tq,n(z)(I(n+1)q, [RTq,n(α)]
−1Hn)(I2 ⊗ vq,n)
(
(z − α)Ŝn,α(z)
Iq
))
⊆ R(Hα.n)
(10.112)
für jedes z ∈ C \ (R ∪ D) ergeben. Nach Lemma 2.1 gilt (2.11). Mit der zweiten
Gleichung aus (2.11) ergibt sich
R̂Tq,n(z)(I(n+1)q, Tq,nHn)(I2 ⊗ vq,n)
(
Ŝn,α(z)
Iq
)
= R̂Tq,n(z)(vq,n, Tq,nHnvq,n)
(
Ŝn,α(z)
Iq
)
= R̂Tq,n(z)(vq,nŜn,α(z)− un) (10.113)
für jedes z ∈ C \ (R ∪ D). Unter Berücksichtigung von (2.11) erhalten wir auch
[RTq,n(α)]
−1Hnvq,n = (I(n+1)q − αTq,n)Hnvq,n = Hnvq,n − αTq,nHnvq,n = y0,n + αun
und für jedes z ∈ C \ (R ∪ D) somit
R̂Tq,n(z)(I(n+1)q, [RTq,n(α)]
−1Hn)(I2 ⊗ vq,n)
(
(z − α)Ŝn,α(z)
Iq
)
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= R̂Tq,n(z)
(
vq,n, [RTq,n(α)]
−1Hnvq,n
)((z − α)Ŝn,α(z)
Iq
)
= R̂Tq,n(z)(vq,n(z − α)Ŝn,α(z) + [RTq,n(α)]−1Hnvq,n)
= R̂Tq,n(z)[vq,n(z − α)Ŝn,α(z)− (−αun − y0,n)]. (10.114)
Für alle z ∈ C \ (R ∪ D) ergeben sich wegen (10.113) und (10.111) dann
R(RTq,n(z)(vq,nŜn,α(z)− un)) = R(R̂Tq,n(z)(vq,nŜn,α(z)− un)) ⊆ R(Hn) (10.115)
und unter Berücksichtigung von (10.114) und (10.112) des Weiteren
R(RTq,n(z)[vq,n(z − α)Ŝn,α(z)− (−αun − y0,n)])
= R(R̂Tq,n(z)[vq,n(z − α)Ŝn,α(z)− (−αun − y0,n)]) ⊆ R(Hα.n). (10.116)
Lemma 9.1 zeigt, dass für jedes z ∈ C \ (R ∪ D) die gemäß (5.4) gebildete Matrix
Σ
[Ŝn,α]
2n (z) die Darstellung
Σ
[Ŝn,α]
2n (z) =
(
Ŝn,α(z)
Iq
)∗
Θ̂−∗n,α(z)
( −J˜q
2 Im z
)
Θ̂−1n,α(z)
(
Ŝn,α(z)
Iq
)
(10.117)
gestattet. Unter Berücksichtigung von (10.108) gilt für jedes z ∈ C \ [α,+∞) auch(
diag [(z − α)Iq, Iq] ·Θn,α(z) · diag [(z − α)−1Iq, Iq]
)−1
=
(
diag [(z − α)−1Iq, Iq]
)−1 · [Θn,α(z)]−1 · ( diag [(z − α)Iq, Iq])−1
= diag [(z − α)Iq, Iq] · Θ̂−1n,α(z) · diag [(z − α)−1Iq, Iq]. (10.118)
Lemma 9.2 liefert, dass für jedes z ∈ C \ (R ∪ D) die gemäß (5.5) gebildete Matrix
Σ
[Ŝn,α]
2n+1 (z) die Darstellung
Σ
[Ŝn,α]
2n+1 (z) =
(
(z − α)Ŝn,α(z)
Iq
)∗
Θ˜−∗n,α(z)
( −J˜q
2 Im z
)
Θ˜−1n,α(z)
(
(z − α)Ŝn,α(z)
Iq
)
(10.119)
gestattet. Für jedes z ∈ C\[α,+∞) gilt wegen Lemma 8.16 und (10.118) die Beziehung
Θ˜−1n,α(z)
(
(z − α)Ŝn,α(z)
Iq
)
=
(
diag [(z − α)Iq, Iq] ·Θn,α(z) · diag [(z − α)−1Iq, Iq]
)−1((z − α)Ŝn,α(z)
Iq
)
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= diag [(z − α)−1Iq, Iq] · Θ̂−1n,α(z) · diag [(z − α)−1Iq, Iq]
(
(z − α)Ŝn,α(z)
Iq
)
= diag [(z − α)−1Iq, Iq] · Θ̂−1n,α(z)
(
Ŝn,α(z)
Iq
)
,
woraus in Hinblick auf (10.119) für jedes z ∈ C \ (R ∪ D) dann
Σ
[Ŝn,α]
2n+1 (z) =
(
Ŝn,α(z)
Iq
)∗
Θ̂−∗n,α(z)
(
diag [(z − α)−1Iq, Iq]
)∗( −J˜q
2 Im z
)
· diag [(z − α)−1Iq, Iq] · Θ̂−1n,α(z)
(
Ŝn,α(z)
Iq
)
(10.120)
erfüllt ist. Beachten wir (10.117) und (10.109) sowie (10.120) und (10.110), so folgen
Σ
[Ŝn,α]
2n (z) ∈ Cq×q> und Σ[Ŝn,α]2n+1 (z) ∈ Cq×q> (10.121)
für jedes z ∈ C \ (R ∪ D). Für jedes z ∈ C \ (R ∪ D) gelten unter Berücksichtigung
von (5.1) und (5.2) wegen (10.106), (10.115), (10.116), (10.121) und Bemerkung 5.3
sowie Bemerkung 5.4 dann
P
[Ŝn,α]
2n (z) ∈ C(n+2)q×(n+2)q> und P [Ŝn,α]2n+1 (z) ∈ C(n+2)q×(n+2)q> . (10.122)
Bezeichne D˜ := D ∩ Π+ und fn,α := Rstr Π+\D˜Ŝn,α. Dann ist D˜ eine diskrete Teil-
menge von Π+ und fn,α ist eine in Π+ \ D˜ holomorphe Matrixfunktion. Für jedes
z ∈ Π+ \ D˜ gilt wegen (10.122) dann {P [fn,α]2n (z), P [fn,α]2n+1 (z)} ⊆ C(n+2)q×(n+2)q> . So-
mit zeigt Teil (b) von Satz 7.14, dass es genau ein S ∈ S0,q,[α,+∞)[(sj)2n+1j=0 ,6] der-
art gibt, dass Rstr Π+\D˜S = fn,α gültig ist. Somit gilt für jedes z ∈ Π+ \ D˜ dann
S(z) = fn,α(z) = Ŝn,α(z). Da S in C \ [α,+∞) holomorph ist, gilt (im Sinne der
Arithmetik meromorpher Matrixfunktionen) dann S = Ŝn,α, womit die in Teil (a)
formulierte Aussage bewiesen ist.
(b) Wir betrachten nun ein beliebiges S ∈ S0,q,[α,+∞)[(sj)2n+1j=0 ,6]. Nach Deﬁnition der
Menge S0,q,[α,+∞)[(sj)2n+1j=0 ,6] sowie Teil (e) von Satz 5.27 gilt dann
{P [S]2n (z), P [S]2n+1(z)} ⊆ C(n+2)q×(n+2)q> für jedes z ∈ C \ R. Nach Bemerkung 5.3 und
Bemerkung 5.4 sind dann die Bedingungen (i), (ii) und (iii) aus Bemerkung 5.3 sowie
die Bedingungen (v) und (vi) aus Bemerkung 5.4 mit G = C \ [α,+∞) und f = S
erfüllt, d. h., für jedes z ∈ C \ R gelten:
(˜i) Hn ∈ C(n+1)q×(n+1)q> .
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(i˜i) R(RTq,n(z)[vq,nS(z)− un]) ⊆ R(Hn).
(i˜ii) Die Matrix Σ[S]2n (z) ist nichtnegativ hermitesch.
(v˜) R (RTq,n(z)[vq,n(z − α)S(z)− (−αun − y0,n)]) ⊆ R(Hα.n).
(v˜i) Die Matrix Σ[S]2n+1(z) ist nichtnegativ hermitesch.
Für jedes z ∈ C \ [α,+∞) erhalten wir wegen (2.11) zunächst
RTq,n(z)(vq,nS(z)− un) = R̂Tq,n(z)(vq,n, −un)
(
S(z)
Iq
)
= R̂Tq,n(z)(vq,n, Tq,nHnvq,n)
(
S(z)
Iq
)
= R̂Tq,n(z)(I(n+1)q, Tq,nHn)(I2 ⊗ vq,n)
(
S(z)
Iq
)
(10.123)
sowie wegen (10.105) und der nach Lemma 2.22 gültigen zweiten Gleichung aus (2.24)
weiterhin
RTq,n(z)(vq,n(z − α)S(z)− (−αun − y0,n))
= RTq,n(z)(vq,n(z − α)S(z) + [RTq,n(α)]−1Hnvq,n)
= R̂Tq,n(z)(vq,n, [RTq,n(α)]
−1Hnvq,n)
(
(z − α)S(z)
Iq
)
= R̂Tq,n(z)(I(n+1)q, [RTq,n(α)]
−1Hn)(I2 ⊗ vq,n)
(
(z − α)S(z)
Iq
)
. (10.124)
Mit Hilfe von (i˜ii) und (v˜i) sowie Lemma 8.19 und den Lemmata 9.1 und 9.2 (mit
G = C \ R) ergibt sich(
S(z)
Iq
)∗
Θ̂−∗n,α(z)
( −J˜q
2 Im z
)
Θ̂−1n,α(z)
(
S(z)
Iq
)
> 0q×q (10.125)
und (
(z − α)S(z)
Iq
)∗
Θ˜−∗n,α(z)
( −J˜q
2 Im z
)
Θ˜−1n,α(z)
(
(z − α)S(z)
Iq
)
> 0q×q (10.126)
für jedes z ∈ C \ R. Unter Berücksichtigung von Lemma 8.16 gilt
Θ˜−1n,α(z)
(
(z − α)S(z)
Iq
)
= Θ˜−1n,α(z) diag [(z − α)−1Iq, Iq] ·
(
S(z)
Iq
)
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= diag [(z − α)−1Iq, Iq] · Θ̂−1n,α(z)
(
S(z)
Iq
)
für jedes z ∈ C \ R, sodass mit (10.126) dann(
S(z)
Iq
)∗
Θ̂−∗n,α(z)
(
diag [(z − α)−1Iq, Iq]
)∗( −J˜q
2 Im z
)
· diag [(z − α)−1Iq, Iq] · Θ̂−1n,α(z)
(
S(z)
Iq
)
> 0q×q (10.127)
für jedes z ∈ C\R folgt. Unter Berücksichtigung von Θ̂n,α ∈W−J˜q ,α, (10.82), der sich
aus der Deﬁnition der Menge S0,q,[α,+∞)[(sj)2n+1j=0 ,6] und Lemma 8.14 ergebenden Ho-
lomorphie der Matrixfunktionen S und Θ̂n,α in C\ [α,+∞), der sich aus Lemma 8.19
für jedes z ∈ C \ [α,+∞) ergebenden Ungleichung det Θ̂n,α(z) 6= 0 sowie (10.125)
und (10.127) zeigt Teil (b) von Satz 10.21 (mit D = ∅), dass es ein Paar(
φ
ψ
)
∈ P(q,q)−J˜q ,>(C \ [α,+∞)) (10.128)
von in C \ [α,+∞) holomorphen Matrixfunktionen φ und ψ derart gibt, dass
det
(
Θ̂(2,1)n,α (z)φ(z) + Θ̂
(2,2)
n,α (z)ψ(z)
) 6= 0 (10.129)
für jedes z ∈ C \ [α,+∞) gilt und die Matrixfunktionen S für alle z ∈ C \ [α,+∞)
die Darstellung (10.104) gestattet. Wegen (10.123) und (i˜i) ist
R
(
R̂Tq,n(z)
(
I(n+1)q, Tq,nHn
)
(I2 ⊗ vq,n)
(
S(z)
Iq
))
⊆ R(Hn)
für jedes z ∈ C \ R erfüllt, sodass mit (10.107) und Lemma A.21 dann
(I(n+1)q −H+nHn)R̂Tq,n(z)(I(n+1)q, Tq,nHn)(I2 ⊗ vq,n)
(
S(z)
Iq
)
= 0(n+1)q×q (10.130)
für jedes z ∈ C \ R folgt. Nach dem Identitätssatz folgt aus (10.130) dann
(I(n+1)q −H+nHn)R̂Tq,n(I(n+1)q, Tq,nHn)(I2 ⊗ vq,n)
(
S
Iq
)
= O(n+1)q×q. (10.131)
Wegen (10.124) und (v˜) ist
R
(
R̂Tq,n(z)
(
I(n+1)q, [RTq,n(α)]
−1Hn
) · (I2 ⊗ vq,n)((z − α)S(z)Iq
))
⊆ R(Hα.n)
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für jedes z ∈ C \ R erfüllt, woraus mit (10.107) und Lemma A.21 dann
(I(n+1)q −H+α.nHα.n)R̂Tq,n(z)(I(n+1)q, [RTq,n(α)]−1Hn)(I2 ⊗ vq,n)
(
(z − α)S(z)
Iq
)
= 0(n+1)q×q (10.132)
für jedes z ∈ C \ R folgt. Nach dem Identitätssatz folgt aus (10.132) dann
(I(n+1)q −H+α.nHα.n)R̂Tq,n(I(n+1)q, [RTq,n(α)]−1Hn)(I2 ⊗ vq,n)
(
(z − α)S
Iq
)
= O(n+1)q×q. (10.133)
Unter Beachtung von (10.82), (10.128), (10.129), (10.104), (10.131) und (10.133) er-
halten wir mittels Lemma 10.25, dass (10.80) und (10.81) erfüllt sind. Wegen (10.128)
und Bezeichnung 10.24 folgt hieraus, dass
(
φ
ψ
)
zu P(q,q)−J˜q ,>[C\ [α,+∞), (sj)
2n+1
j=0 ] gehört.
(c) Unter Berücksichtigung von Teil (a) stellen wir zunächst fest, dass für jedes k ∈
Z1,2 die Funktion det (Θ̂(2,1)n,α φk + Θ̂(2,2)n,α ψk) eine nicht identisch verschwindende, in
C \ [α,+∞) meromorphe Funktion ist, und durch
Sk :=
(
Θ̂(1,1)n,α φk + Θ̂
(1,2)
n,α ψk
)(
Θ̂(2,1)n,α φk + Θ̂
(2,2)
n,α ψk
)−1
eine wohldeﬁnierte, in C \ [α,+∞) meromorphe q × q-Matrixfunktion deﬁniert wird.
Wegen Θ̂n,α ∈ W−J˜q ,α sowie (10.82) ergibt sich durch Anwendung von Teil (d) von
Satz 10.21 unmittelbar die Äquivalenz von (i) und (ii). 
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matriziellen Stieltjesschen
Potenzmomentenproblems
In diesem Abschnitt wird als Hauptresultat der vorliegenden Arbeit eine Parame-
trisierung der Lösungsmenge des ﬁniten matriziellen Stieltjesschen Potenzmomenten-
problems P [[α,+∞); (sj)2nj=0,6] vorgestellt, wobei eine solche Beschreibung sowohl im
nichtdegenerierten Fall als auch in jedem der möglichen degenerierten Fälle gelingt.
11.1. Die Fallunterscheidung
Wir betrachten ein beliebiges α ∈ R, ein beliebiges κ ∈ N∪ {+∞} und eine beliebige
zur Klasse K>,eq,κ,α gehörige Folge (sj)κj=0 sowie eine beliebige nichtnegative ganze Zahl
n mit 2n + 1 6 κ. Nach Lemma 9.7 und einer bekannten Aussage aus der linearen
Algebra (siehe z. B. [Scha12, Lemma 3.10, Seite 9 und Lemma 2.6, Seite 7]) gelten für
die gemäß
m := rank
[
(I(n+1)q −H+nHn)RTq,n(α)vq,n
]
(11.1)
und
l := rank
[
(I(n+1)q −H+α.nHα.n)Hnvq,n
]
(11.2)
deﬁnierten nichtnegativen ganzen Zahlen m und l die Ungleichung m + l 6 q und
somit insbesondere 0 6 m 6 q und 0 6 l 6 q. Unser weiteres Vorgehen wird dadurch
geleitet, dass wir nun eine vollständige Fallunterscheidung bezüglich der Zahlen m
und l in folgender Weise vornehmen:
(I) Fall, dass m = 0 und l = 0 gelten.
(II) Fall, dass 1 6 m+ l 6 q − 1 erfüllt ist.
(III) Fall, dass m+ l = q gilt.
Dabei wird es sich bei unserem Vorgehen als günstig erweisen, den Fall (II) beweis-
technisch in die Unterfälle:
(II-1) Fall, dass m > 1 und l > 1 sowie m+ l 6 q − 1 erfüllt sind.
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(II-2) Fall, dass m = 0 und 1 6 l 6 q − 1 gelten.
(II-3) Fall, dass 1 6 m 6 q − 1 und l = 0 erfüllt sind.
und den Fall (III) in die Unterfälle:
(III-1) Fall, dass m+ l = q sowie m > 1 und l > 1 gelten.
(III-2) Fall, dass m = 0 sowie l = q erfüllt sind.
(III-3) Fall, dass m = q und l = 0 gelten.
aufzugliedern.
11.2. Der nichtdegenerierte Fall
In diesem Teilabschnitt betrachten wir den Fall (I), d. h., den Fall dass
(I(n+1)q −H+nHn)RTq,n(α)vq,n = 0(n+q)q×q (11.3)
und
(I(n+1)q −H+α.nHα.n)Hnvq,n = 0(n+q)q×q (11.4)
gelten. Diese Situation wird auch als nichtdegenerierter Fall bezeichnet wird. Hierfür
beweisen wir zunächst folgendes Hilfsresultat:
Lemma 11.1. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Sei n ∈ N0
derart, dass 2n+ 1 6 κ erfüllt ist. Des Weiteren sei vorausgesetzt, dass für die gemäß
(11.1) und (11.2) deﬁnierten ganzen Zahlen m und l dann m = 0 und l = 0 gelten.
Bezeichne Un,α und Vn,α die durch (9.41) und (9.42) gegebenen Unterräume von Cq.
Dann gelten Un,α = {0q×1} und Vn,α = {0q×1} sowie P(q,q)−J˜q ,>[C \ [α,+∞), (sj)
2n+1
j=0 ] =
P(q,q)−J˜q ,>(C \ [α,+∞)).
Beweis. Unter Berücksichtigung von (11.1), (11.2), (9.41), (9.42) und Teil (a) von
Lemma 9.7 sowie der Voraussetzung, dass (11.3) und (11.4) gelten, ergeben sich Un,α =
{0q×1} und Vn,α = {0q×1}. Für jedes
(
φ
ψ
) ∈ P (q,q)−J˜q ,>(C \ [α,+∞)) gelten wegen (11.3)
und (11.4) dann (10.80) sowie (10.81) und folglich wegen Bezeichnung 10.24 dann(
φ
ψ
) ∈ P(q,q)−J˜q ,>[C \ [α,+∞), (sj)2n+1j=0 ]. Demzufolge ist P(q,q)−J˜q ,>(C \ [α,+∞)) ⊆ P(q,q)−J˜q ,>[C \
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[α,+∞), (sj)2n+1j=0 ] gültig. Die umgekehrte Inklusion P(q,q)−J˜q ,>[C \ [α,+∞), (sj)
2n+1
j=0 ] ⊆
P(q,q)−J˜q ,>(C \ [α,+∞)) gilt trivialerweise. 
In der betrachteten nichtdegenerierten Situation, dass l = 0 und m = 0 erfüllt sind,
ergibt sich nun unmittelbar eine Parametrisierung der Lösungsmenge des Stieltjes-
schen Momentenproblems.
Theorem 11.2. Seien α ∈ R, κ ∈ N ∪ {+∞} sowie (sj)κj=0 ∈ K>,eq,κ,α und n ∈ N0
mit 2n + 1 6 κ. Die Matrixfunktion Θn,α : C → C2q×2q sei gemäß (8.48) deﬁniert.
Des Weiteren bezeichne Θ̂n,α := Rstr C\[α,+∞)Θn,α und Θ̂n,α = (Θ̂
(j,k)
n,α )2j,k die q × q-
Blockdarstellung von Θ̂n,α. Es sei vorausgesetzt, dass (11.3) und (11.4) erfüllt sind.
Dann gelten folgende Aussagen:
(a) Für jedes
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) ist det (Θ̂(2,1)n,α φ+ Θ̂(2,2)n,α ψ) eine nicht iden-
tisch verschwindende, in C \ [α,+∞) meromorphe Funktion und
Ŝn,α :=
(
Θ̂(1,1)n,α φ+ Θ̂
(1,2)
n,α ψ
)(
Θ̂(2,1)n,α φ+ Θ̂
(2,2)
n,α ψ
)−1
gehört zur Klasse S0,q,[α,+∞)[(sj)2n+1j=0 ,6].
(b) Für jedes S ∈ S0,q,[α,+∞)[(sj)2n+1j=0 ,6] existiert ein zu P(q,q)−J˜q ,>(C \ [α,+∞)) ge-
höriges Paar
(
φ
ψ
)
in C \ [α,+∞) holomorpher q × q-Matrixfunktionen φ und
ψ derart, dass für jedes z ∈ C \ [α,+∞) die Ungleichung (10.103) und die
Darstellung (10.104) besteht.
(c) Seien
(
φ1
ψ1
)
,
(
φ2
ψ2
) ∈ P(q,q)−J˜q ,>(C\[α,+∞)). Dann sind folgende Aussagen äquivalent:
(i) Es gilt(
Θ̂(1,1)n,α φ1 + Θ̂
(1,2)
n,α ψ1
)(
Θ̂(2,1)n,α φ1 + Θ̂
(2,2)
n,α ψ1
)−1
=
(
Θ̂(1,1)n,α φ2 + Θ̂
(1,2)
n,α ψ2
)(
Θ̂(2,1)n,α φ2 + Θ̂
(2,2)
n,α ψ2
)−1
.
(ii)
〈(
φ1
ψ1
)〉
=
〈(
φ2
ψ2
)〉
.
Beweis. Die Behauptung folgt unmittelbar aus Satz 10.26 und Lemma 11.1. 
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11.3. Der degenerierte Fall
11.3.1. Der degenerierte, nicht vollständig degenerierte Fall
In diesem Teilabschnitt wenden wir uns der Situation zu, dass der Fall (II) vorliegt,
d. h., dass die in (11.1) und (11.2) gegebenen ganzen Zahlenm und l die Ungleichungen
1 6 m+ l 6 q−1 erfüllen. Dabei werden wir, wie bereits oben erwähnt, eine (weitere)
Fallunterscheidung vornehmen. Zunächst wenden wir uns aber einigen technischen
Hilfsresultaten zu.
Lemma 11.3. Seien α ∈ R sowie V und W komplexe q × q-Matrizen mit W ∗V = Iq
und
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)). Mit φ := V φ und ψ := Wψ ist dann (φψ) zu
P(q,q)−J˜q ,>(C \ [α,+∞)) gehörig.
Beweis. Wegen der Voraussetzung W ∗V = Iq gilt auch
V ∗W = (W ∗V )∗ = I∗q = Iq. (11.5)
Aufgrund der Voraussetzung
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) und Deﬁnition 10.8 sind ψ
und φ in C \ [α,+∞) meromorphe q × q-Matrixfunktionen und es gibt eine diskrete
Teilmenge D von C \ [α,+∞) derart, dass die Bedingungen (i), (ii) und (iii) aus
Deﬁnition 10.8 erfüllt sind. Es sind dann auch φ und ψ in C\ [α,+∞) meromorphe
q × q-Matrixfunktionen und wegen (i) gilt:
(iv) Die Funktionen φ und ψ sind in C \ ([α,+∞) ∪ D) holomorph.
Seien nun z ∈ C \ ([α,+∞) ∪ D) und x ∈ N (φ(z)
ψ(z)
)
. Wegen der Voraussetzung
W ∗V = Iq und (11.5) gilt dann
02q×1 = diag (W ∗, V ∗) · 02q×1 = diag (W ∗, V ∗) ·
(
φ(z)
ψ(z)
)
x
=
(
W ∗φ(z)
V ∗ψ(z)
)
x =
(
W ∗V φ(z)
V ∗Wψ(z)
)
x
(
Iq · φ(z)
Iq · ψ(z)
)
x =
(
φ(z)
ψ(z)
)
x,
woraus wir x ∈ N (φ(z)
ψ(z)
)
und wegen (ii) auch x = 0q×1 erhalten. Somit ist N
(
φ(z)
ψ(z)
) ⊆
{0q×1} gültig, sodass folgende Aussage gilt:
(v) Für jedes z ∈ C \ ([α,+∞) ∪ D) gilt rank (φ(z)
ψ(z)
)
= q.
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Unter Berücksichtigung von (8.1), der Voraussetzung W ∗V = Iq und (11.5) gilt
[ diag (V, W )]∗ · (−J˜q) · diag (V, W ) = diag (V ∗, W ∗) ·
(
0q×q iIq
−iIq 0q×q
)
· diag (V, W )
= diag (V ∗, W ∗) ·
(
0q×q iW
−iV 0q×q
)
=
(
0q×q iV ∗W
−iW ∗V 0q×q
)
=
(
0q×q iIq
−iIq 0q×q
)
= −J˜q.
(11.6)
Für jedes k ∈ Z0,1 und jedes z ∈ C \ (R ∪ D) ist zunächst(
(z − α)kφ(z)
ψ(z)
)
=
(
(z − α)kV φ(z)
Wψ(z)
)
= diag (V, W ) ·
(
(z − α)kφ(z)
ψ(z)
)
(11.7)
erfüllt, sodass wegen (11.7) und (11.6) auch(
(z − α)kφ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)kφ(z)
ψ(z)
)
=
[
diag (V, W ) ·
(
(z − α)kφ(z)
ψ(z)
)]∗( −J˜q
2 Im z
)
· diag (V, W ) ·
(
(z − α)kφ(z)
ψ(z)
)
=
1
2 Im z
(
(z − α)kφ(z)
ψ(z)
)∗
[ diag (V, W )]∗(−J˜q) · diag (V, W ) ·
(
(z − α)kφ(z)
ψ(z)
)
=
(
(z − α)kφ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)kφ(z)
ψ(z)
)
(11.8)
für jede Wahl von k ∈ Z0,1 und z aus C \ (R ∪ D) richtig ist. Wegen (11.8) und (iii)
gilt folglich
(vi) Für jedes k ∈ Z0,1 und jedes z ∈ C \ (R ∪ D) gilt(
(z − α)kφ(z)
ψ(z))
)∗( −J˜q
2 Im z
)(
(z − α)kφ(z)
ψ(z))
)
> 0q×q.
Berücksichtigen wir (iv), (v), (vi) und Deﬁnition 10.8, so erkennen wir, das
(
φ
ψ
)
zu
P(q,q)−J˜q ,>(C \ [α,+∞)) gehört. 
Lemma 11.4. Seien α ∈ R sowie V und W komplexe q × q-Matrizen mit W ∗V = Iq
und
(
φ1
ψ1
)
,
(
φ2
ψ2
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)). Dann gelten folgende Aussagen:
(a) Für jedes k ∈ Z1,2 ist mit φk := V φk und ψk := Wψk ein zu P(q,q)−J˜q ,>(C\[α,+∞))
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gehöriges Paar
(φk
ψk
)
gegeben.
(b) Folgende Aussagen sind äquivalent:
(i)
〈(φ1
ψ1
)〉
=
〈(φ2
ψ2
)〉
.
(ii)
〈(
φ1
ψ1
)〉
=
〈(
φ2
ψ2
)〉
.
Beweis. (a) Diese Aussage ergibt sich unmittelbar aus Lemma 11.3.
(b) Aufgrund der Voraussetzung W ∗V = Iq gilt auch (11.5).
(i)⇒(ii): Wegen (i) und Deﬁnition 10.11 gibt es eine in C \ [α,+∞) meromorphe
q × q-Matrixfunktion g und eine diskrete Teilmenge D von C \ [α,+∞) derart, dass
φ1 , ψ

1 , φ

2 , ψ

2 und g in C \ ([α,+∞) ∪ D) holomorph sind und det g(z) 6= 0 sowie(
φ2 (z)
ψ2 (z)
)
=
(
φ1 (z)
ψ1 (z)
)
g(z) =
(
φ1 (z)g(z)
ψ1 (z)g(z)
)
(11.9)
für jedes z aus C \ ([α,+∞) ∪ D) richtig sind. Wir erhalten somit für jedes z ∈
C \ ([α,+∞) ∪ D) unter Berücksichtigung der Voraussetzung W ∗V = Iq und (11.9)
zunächst
φ2(z) = Iqφ2(z) = W
∗V φ2(z) = W ∗(V φ2)(z) = W ∗φ2 (z) = W
∗φ1 (z)g(z)
= W ∗(V φ1)(z)g(z) = W ∗V φ1(z)g(z) = Iqφ1(z)g(z) = φ1(z)g(z)
und unter Beachtung von (11.5) und (11.9) auch
ψ2(z) = Iqψ2(z) = V
∗Wψ2(z) = V ∗(Wψ2)(z) = V ∗ψ2 (z) = V
∗ψ1 (z)g(z)
= V ∗(Wψ1)(z)g(z) = V ∗Wψ1(z)g(z) = Iqψ1(z)g(z) = ψ1(z)g(z)
und somit
(
φ2(z)
ψ2(z)
)
=
(
φ1(z)g(z)
ψ1(z)g(z)
)
=
(
φ1(z)
ψ1(z)
)
g(z), woraus nach Deﬁnition 10.11 die Gültig-
keit von (ii) ersichtlich ist.
(ii)⇒(i): Seien V˜ := W ∗ und W˜ := V ∗. Wegen der Voraussetzung W ∗V = Iq gilt
zunächst V −1 = W ∗, somit Iq = V V −1 = VW ∗ = W˜ ∗V˜ und für jedes k ∈ Z1,2
des Weiteren φk = Iqφk = W ∗V φk = W ∗φk = V˜ φ

k sowie wegen (11.5) auch
ψk = Iqψk = V
∗Wψk = V ∗ψk = W˜ψ

k , sodass wegen (a) und der bereits bewie-
senen Implikation (i)⇒(ii) dann (i) folgt. 
Lemma 11.5. Seien α ∈ R sowie r ∈ N mit r < q. Seien U und V komplexe
(q− r)× (q− r)-Matrizen mit rank (U
V
)
= q− r und V ∗U = 0(q−r)×(q−r) und bezeichne
U (bzw. V) die auf C \ [α,+∞) deﬁnierte konstante Matrixfunktion mit Wert U
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(bzw. V ). Für jedes
(
φ
ψ
) ∈ P(r,r)−J˜r,>(C \ [α,+∞)) ist mit φ := diag (φ, U) und ψ :=
diag (ψ, V) dann ein zu P(q,q)−J˜q ,>(C \ [α,+∞)) gehöriges Paar
(
φ
ψ
)
gegeben.
Beweis. Sei
(
φ
ψ
) ∈ P(r,r)−J˜r,>(C \ [α,+∞)). Nach Deﬁnition 10.8 sind dann φ und ψ in
C \ [α,+∞) meromorphe r × r-Matrixfunktionen und es gibt eine diskrete Teilmenge
D von C \ [α,+∞) derart, dass folgende Bedingungen erfüllt sind:
(i) Die Funktionen φ und ψ sind holomorph in C \ ([α,+∞) ∪ D).
(ii) Für jedes z aus C \ ([α,+∞) ∪ D) gilt rank (φ(z)
ψ(z)
)
= r.
(iii) Für jedes k ∈ Z0,1 und jedes z aus C \ (R ∪ D) gilt(
(z − α)kφ(z)
ψ(z)
)∗( −J˜r
2 Im z
)(
(z − α)kφ(z)
ψ(z)
)
> 0r×r.
Es sind dann φ und ψ in C \ [α,+∞) meromorphe q × q-Matrixfunktionen und
wegen (i) gilt:
(iv) Die Funktionen φ und ψ sind holomorph in C \ ([α,+∞) ∪ D).
Zunächst zeigen wir:
(v) Für jedes z aus C \ ([α,+∞) ∪ D) gilt rank (φ(z)
ψ(z)
)
= q.
Wir betrachten dazu ein beliebiges z ∈ C \ ([α,+∞) ∪ D). Seien x ∈ N (φ(z)
ψ(z)
)
und
x = col (xj)
2
j=1 die Blockdarstellung von x mit r × 1-Block x1. Dann gilt
0r×1
0(q−r)×1
0r×1
0(q−r)×1
 = 02q×1 = (φ(z)ψ(z)
)
x =
(
diag (φ(z), U)
diag (ψ(z), V )
)(
x1
x2
)
=

φ(z)x1
Ux2
ψ(z)x1
V x2
 ,
woraus
02r×1 =
(
0r×1
0r×1
)
=
(
φ(z)x1
ψ(z)x1
)
=
(
φ(z)
ψ(z)
)
x1
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und
02(q−r)×1 =
(
0(q−r)×1
0(q−r)×1
)
=
(
Ux2
V x2
)
=
(
U
V
)
x2
folgen. Somit erhalten wir wegen (ii) und rank
(
U
V
)
= q−r die Beziehungen x1 = 0r×1
sowie x2 = 0(q−r)×1 und folglich x = 0q×1. Damit sind N
(
φ(z)
ψ(z)
) ⊆ {0q×1} und (v)
nachgewiesen. Wir zeigen nun:
(vi) Für jedes k ∈ Z0,1 und jedes z ∈ C \ (R ∪ D) gilt(
(z − α)kφ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)kφ(z)
ψ(z)
)
> 0q×q.
Wegen (iii) und Bemerkung 8.1 ergibt sich für jedes k ∈ Z0,1 und jedes z ∈ C\(R∪D)
die Beziehung
0r×r 6
(
(z − α)kφ(z)
ψ(z)
)∗( −J˜r
2 Im z
)(
(z − α)kφ(z)
ψ(z)
)
=
−i
2 Im z
(
ψ∗(z)(z − α)kφ(z)− [(z − α)kφ(z)]∗ψ(z))
=
−i
2 Im z
(
(z − α)kψ∗(z)φ(z)− (z¯ − α)kφ∗(z)ψ(z)) . (11.10)
Für jedes k ∈ Z0,1 und jedes z ∈ C \ (R ∪ D) folgt wegen Bemerkung 8.1, der
Voraussetzung V ∗U = 0(q−r)×(q−r) und (11.10) dann(
(z − α)kφ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)kφ(z)
ψ(z)
)
=
−i
2 Im z
{
[ψ(z)]∗(z − α)kφ(z)− [(z − α)kφ(z)]∗ψ(z)}
=
−i
2 Im z
{[
diag (ψ(z), V )
]∗ · (z − α)k diag (φ(z), U)
− [(z − α)k diag (φ(z), U)]∗ · diag (ψ(z), V )}
=
−i
2 Im z
{
(z − α)k diag (ψ∗(z), V ∗) · diag (φ(z), U)
− (z¯ − α)k diag (φ∗(z), U∗) · diag (ψ(z), V )}
=
−i
2 Im z
{
diag
(
(z − α)kψ∗(z)φ(z), (z − α)kV ∗U)
− diag ((z¯ − α)kφ∗(z)ψ(z), (z¯ − α)kU∗V ) }
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=
−i
2 Im z
diag
(
(z − α)kψ∗(z)φ(z)− (z¯ − α)kφ∗(z)ψ(z),
(z − α)kV ∗U − (z¯ − α)k[V ∗U ]∗)
= diag
( −i
2 Im z
[
(z − α)kψ∗(z)φ(z)− (z¯ − α)kφ∗(z)ψ(z)], 0(q−r)×(q−r))
> diag (0r×r 0(q−r)×(q−r)) = 0q×q.
Folglich ist (vi) nachgewiesen. Wegen (iv), (v), (vi) und Deﬁnition 10.8 gehört
(
φ
ψ
)
zu P(q,q)−J˜q ,>(C \ [α,+∞)). 
Lemma 11.6. Seien α ∈ R sowie r ∈ N mit r < q. Seien U und V komplexe
(q− r)× (q− r)-Matrizen mit rank (U
V
)
= q− r und V ∗U = 0(q−r)×(q−r). Bezeichne U
(bzw. V) die auf C\[α,+∞) deﬁnierte konstante Matrixfunktion mit Wert U (bzw. V ).
Des Weiteren seien
(
φ1
ψ1
)
,
(
φ2
ψ2
) ∈ P(r,r)−J˜r,>(C\ [α,+∞)). Dann gelten folgende Aussagen:
(a) Für jedes k ∈ Z1,2 ist mit φk := diag (φk, U) und ψk := diag (ψk, V) dann(φk
ψk
)
ein zu P(q,q)−J˜q ,>(C \ [α,+∞)) gehöriges Paar.
(b) Folgende Aussagen sind äquivalent:
(i)
〈(φ1
ψ1
)〉
=
〈(φ2
ψ2
)〉
.
(ii)
〈(
φ1
ψ1
)〉
=
〈(
φ2
ψ2
)〉
.
Beweis. (a) Diese Aussage ergibt sich unmittelbar aus Lemma 11.5.
(b) (i)⇒(ii): Nach Deﬁnition 10.11 gibt es eine in C \ [α,+∞) meromorphe q × q-
Matrixfunktion g und eine diskrete Teilmenge D von C \ [α,+∞) derart, dass φ1 ,
ψ1 , φ

2 , ψ

2 und g
 in C \ ([α,+∞) ∪ D) holomorph sind und det g(z) 6= 0 sowie(
φ2 (z)
ψ2 (z)
)
=
(
φ1 (z)
ψ1 (z)
)
g(z) =
(
φ1 (z)g
(z)
ψ1 (z)g
(z)
)
(11.11)
für jedes z aus C\([α,+∞)∪D) gelten. Bezeichne g = (gjk)2j,k=1 die Blockdarstellung
von g mit r × r-Block g11. Dann ist g11 eine in C \ [α,+∞) meromorphe r × r-
Matrixfunktion und φ1, ψ1, φ2, ψ2 und g11 sind C \ ([α,+∞) ∪ D) holomorph. Wir
betrachten nun ein beliebiges z ∈ C \ ([α,+∞) ∪ D). Unter Berücksichtigung von
(11.11) ergibt sich
diag (φ2(z), U) = φ

2 (z) = φ

1 (z)g(z)
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= diag (φ1(z), U) ·
(
g11(z) g12(z)
g21(z) g22(z)
)
=
(
φ1(z)g11(z) φ1(z)g12(z)
Ug21(z) Ug22(z)
)
(11.12)
und
diag (ψ2(z), V ) = ψ

2 (z) = ψ

1 (z)g(z)
= diag (ψ1(z), V ) ·
(
g11(z) g12(z)
g21(z) g22(z)
)
=
(
ψ1(z)g11(z) ψ1(z)g12(z)
V g21(z) V g22(z)
)
, (11.13)
woraus insbesondere(
U
V
)
g21(z) =
(
Ug21(z)
V g21(z)
)
=
(
0(q−r)×r
0(q−r)×r
)
= 02(q−r)×r
ersichtlich ist. Da nach Voraussetzung rank
(
U
V
)
= q− r erfüllt ist, gilt somit g21(z) =
0(q−r)×r, woraus det g11(z) 6= 0 aus det g(z) 6= 0 folgt. Wegen (11.12) und (11.13)
erhalten wir, dass (
φ2(z)
ψ2(z)
)
=
(
φ1(z)g11(z)
ψ1(z)g11(z)
)
=
(
φ1(z)
ψ1(z)
)
g11(z) (11.14)
richtig ist, woraus (ii) folgt.
(ii)⇒(i): Nach Deﬁnition 10.11 gibt es eine in C \ [α,+∞) meromorphe
r × r-Matrixfunktion g11 und eine diskrete Teilmenge D von C \ [α,+∞) derart,
dass φ1, ψ1, φ2, ψ2 und g11 in C \ ([α,+∞) ∪ D) holomorph sind sowie (11.14) und
det g11(z) 6= 0 für jedes C\([α,+∞)∪D) erfüllt sind. Mit den auf C\[α,+∞) deﬁnier-
ten Matrixfunktionen g12 := Or×(q−r), g21 := O(q−r)×r und g22 := Iq−r ist dann g :=
(gjk)
2
j,k=1 eine in C\[α,+∞) meromorphe Matrixfunktion, die in C\([α,+∞)∪D) ho-
lomorph ist. Des Weiteren sind φ1 , ψ

1 , φ

2 , ψ

2 und g
 in C\([α,+∞)∪D) holomorph
sind sowie die Beziehungen
det g(z) = det g11(z) · det Iq−r = det g11(z) 6= 0
und(
φ1 (z)
ψ1 (z)
)
g(z) =
(
φ1 (z)g
(z)
ψ1 (z)g
(z)
)
=
(
diag (φ1(z), U) diag (g11(z), Iq−r)
diag (ψ1(z), V ) diag (g11(z), Iq−r)
)
=
(
diag (φ1(z)g11(z), UIq−r)
diag (ψ1(z)g11(z), V Iq−r)
)
=
(
diag (φ2(z), U)
diag (ψ2(z), V )
)
=
(
φ2 (z)
ψ2 (z)
)
für jedes z ∈ C \ ([α,+∞) ∪ D) erfüllt. Insbesondere gilt (i). 
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Wir wenden nun unsere Aufmerksamkeit dem Fall (II-1) zu, d. h., wir betrachten die
Situation, dass
1 6 m und 1 6 l sowie m+ l 6 q − 1 (11.15)
erfüllt sind. Zunächst betrachten wir spezielle Diagonalisierungen von Orthoprojek-
tionsmatrizen.
Wir geben nun ein in [Bo95, Lemma 5.2, Seite 459] formuliertes Resultat mit aus-
führlichem Beweis an. Einen ähnliches Resultat für eine andere Klassen von Paaren
meromorpher Matrixfunktionen ist in [Bo96, Lemma 4.3, Seiten 270/271] zu ﬁnden.
Lemma 11.7. Seien m, l ∈ N mit m + l 6 q − 1 sowie U und V orthogonale Un-
terräume von Cq mit dimU = m und dimV = l. Dann erfüllt r := q − (m + l) die
Ungleichung r > 1 und es gelten folgende Aussagen:
(a) Es gibt eine unitäre komplexe q × q-Matrix W mit
W ∗PUW = diag (0r×r, Im, 0l×l) (11.16)
und
W ∗PVW = diag (0r×r, 0m×m, Il). (11.17)
(b) Sei W eine unitäre komplexe q × q-Matrix derart, dass (11.16) und (11.17)
erfüllt sind.
(b1) Sei
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) derart ist, dass
PU φ = Oq×q und PV ψ = Oq×q (11.18)
gelten. Dann gibt es ein
(φˆ
ψˆ
) ∈ P(r,r)−J˜r,>(C \ [α,+∞)) derart, dass folgende
Bedingungen erfüllt sind:
(i) φˆ und ψˆ sind in Π+ holomorph.
(ii)
(
W · diag (φˆ, Om×m, Il)
W · diag (ψˆ, Im, Ol×l)
)
∈ P(q,q)−J˜q ,>(C \ [α,+∞)).
(iii)
〈(
φ
ψ
)〉
=
〈(
W · diag (φˆ, Om×m, Il)
W · diag (ψˆ, Im, Ol×l)
)〉
.
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(b2) Sei
(φˆ
ψˆ
) ∈ P(r,r)−J˜r,>(C \ [α,+∞)). Dann gilt (ii) und jedes Paar (φψ) ∈
P(q,q)−J˜q ,>(C \ [α,+∞)), das (iii) genügt, erfüllt (11.18).
Beweis. (a) In Hinblick auf Bemerkung A.15 geltenR(PU) = U undR(PV) = V . Seien
{u1, u1, ..., um} eine Orthonormalbasis von U und {v1, v2, ..., vl} eine Orthonormalbasis
von V . Dann sind insbesondere
PUuk = uk für jedes k ∈ Z1,m (11.19)
sowie
PVvj = vj für jedes j ∈ Z1,l (11.20)
erfüllt. Nach Lemma A.2 und der Voraussetzung, dass U und V orthogonale
Unterräume von Cq sind, ist {u1, u2, ..., um, v1, v2, ..., vl} eine Orthonormalbasis von
U ⊕ V und es gelten
PUvj = 0q×1 für jedes j ∈ Z1,l (11.21)
sowie
PVuk = 0q×1 für jedes k ∈ Z1,m. (11.22)
Wir wählen unter Berücksichtigung von r > 1 und l + m + r = q entsprechend eines
bekannten Resultats der linearen Algebra nun Vektoren {w1, w2, ..., wr} aus Cq derart,
dass {u1, u2, ..., um, v1, v2, ..., vl, w1, w2, ..., wr} eine Orthonormalbasis von Cq ist. Dann
ist W := (w1, w2, ..., wr, u1, u2, ..., um, v1, v2, ..., vl) eine unitäre komplexe q × q-Matrix
und es gelten
PUwj = 0q×1 und PVwj = 0q×1 für jedes j ∈ Z1,r. (11.23)
Bezeichnen u := (u1, u2, ..., um), v := (v1, v2, ..., vl) und w := (w1, w2, ..., wr), so ge-
stattet folglich W die Darstellung W := (w, u, v) und es gelten
w∗u = 0r×m, w∗v = 0r×l, u∗u = Im, u∗v = 0m×l und v∗v = Il (11.24)
sowie
W ∗PUW =
w∗PUw w∗PUu w∗PUvu∗PUw u∗PUu u∗PUv
v∗PUw v∗PUu v∗PUv
 (11.25)
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und
W ∗PVW =
w∗PVw w∗PVu w∗PVvu∗PVw u∗PVu u∗PVv
v∗PVw v∗PVu v∗PVv
 . (11.26)
Wegen (11.19) folgern wir
PUu = PU(u1, u2, ..., um) = (PUu1, PUu2, ..., PUum) = (u1, u2, ..., um) = u. (11.27)
Ebenso impliziert (11.20) auch
PVv = PV(v1, v2, ..., vl) = (PVv1, PVv2, ..., PVvl) = (v1, v2, ..., vl) = v. (11.28)
Mit Hilfe von (11.23), (11.21) und (11.22) ergeben sich analog
PUw = 0q×r, PUv = 0q×l, PVw = 0q×r und PVu = 0q×m. (11.29)
Beachten wir (11.27) und (11.24), so erkennen wir, dass die Gleichungen
w∗PUu = w∗u = 0r×m, u∗PUu = u∗u = Im und v∗PUu = v∗u = 0l×m (11.30)
richtig sind. Wegen (11.28) und (11.24) gelten auch
w∗PVv = w∗v = 0r×l, u∗PVv = u∗v = 0m×l und v∗PVv = v∗v = Il. (11.31)
Die Beziehungen in (11.25), (11.29) und (11.30) implizieren (11.16). Mit Hilfe von
(11.26), (11.29) und (11.31) folgt (11.17).
(b1) Sei
(
φ
ψ
)
beliebig aus P(q,q)−J˜q ,>(C \ [α,+∞)) derart gewählt, dass (11.18) gilt. Wir
erhalten in Hinblick auf Satz 10.19 zunächst, dass det (ψ− iφ) nicht die Nullfunktion
ist. Bezeichne F := (ψ + iφ)(ψ − iφ)−1. Nach Satz 10.19 ist dann (10.14) gültig und
es existiert eine diskrete Teilmenge D von C \ [α,+∞) derart, dass folgende drei
Aussagen erfüllt sind:
(I) F ist eine in C\[α,+∞) meromorphe und in Π+∪[C\([α,+∞)∪D)] holomorphe
Matrixfunktion.
(II) Die Matrixfunktionen φ, ψ sowie (ψ − iφ)−1 sind in C \ [α,+∞) meromorph
und in C \ ([α,+∞) ∪ D) holomorph.
(III) Für jedes z ∈ C \ ([α,+∞) ∪ D) gelten (10.15), (10.16) und (10.17).
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Oﬀensichtlich sind in Hinblick auf (I) dann
φ˜ :=
i
2
(Iq − F )W und ψ˜ := 1
2
(Iq + F )W (11.32)
in C \ [α,+∞) meromorphe Matrixfunktionen, die in Π+ ∪ [C \ ([α,+∞) ∪D)] holo-
morph sind und wegen (III) auch
φ˜(z) = φ(z)(ψ(z)− iφ(z))−1W und ψ˜(z) = ψ(z)(ψ(z)− iφ(z))−1W (11.33)
für alle z ∈ C \ ([α,+∞) ∪ D) erfüllen. Wegen (II) sind dann φ, ψ, φ˜, ψ˜ sowie
(ψ − iφ)−1W in C \ ([α,+∞) ∪ D) holomorph. Unter Beachtung von (III) besteht
für jedes z ∈ C \ ([α,+∞) ∪ D) die Beziehung det ([ψ(z) − iφ(z)]−1W ) 6= 0. In
Hinblick auf (II) sind die Matrixfunktionen (ψ− iφ)−1 und folglich auch (ψ− iφ)−1W
in C \ [α,+∞) meromorph. Unter Berücksichtigung von (φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)),
(11.33) und Lemma 10.10 gehört somit
(φ˜
ψ˜
)
zu P(q,q)−J˜q ,>(C \ [α,+∞)) und entsprechend
Deﬁnition 10.11 sowie Bemerkung 10.12 gilt〈(
φ˜
ψ˜
)〉
=
〈(
φ
ψ
)〉
. (11.34)
Wegen der Unitarität der Matrix W , (11.32), (11.33), (11.16) und (11.18) folgt
(0m×r, Im, 0m×l)(Iq −W ∗FW ) = (0m×r, Im, 0m×l)W ∗(Iq − F )W
= −2i(0m×r, Im, 0m×l)W ∗φ˜ = −2i(0m×r, Im, 0m×l)W ∗φ(ψ − iφ)−1W
= −2i(0m×r, Im, 0m×l) · diag (0r×r, Im, 0l×l) ·W ∗φ(ψ − iφ)−1W
= −2i(0m×r, Im, 0m×l)W ∗PUWW ∗φ(ψ − iφ)−1W
= −2i(0m×r, Im, 0m×l)W ∗PU φ(ψ − iφ)−1W
= −2i(0m×r, Im, 0m×l)W ∗Oq×q(ψ − iφ)−1W = Om×q. (11.35)
Aus der Unitarität der Matrix W , (11.32), (11.33), (11.17) und (11.18) folgt
(0l×r, 0l×m, Il)(Iq +W ∗FW ) = (0l×r, 0l×m, Il)W ∗(Iq + F )W
= 2(0l×r, 0l×m, Il)W ∗ψ˜ = 2(0l×r, 0l×m, Il)W ∗ψ(ψ − iφ)−1W
= 2(0l×r, 0l×m, Il) · diag (0r×r, 0m×m, Il) ·W ∗ψ(ψ − iφ)−1W
= 2(0l×r, 0l×m, Il)W ∗PVWW ∗ψ(ψ − iφ)−1W
= 2(0l×r, 0l×m, Il)W ∗PV ψ(ψ − iφ)−1W
= 2(0l×r, 0l×m, Il)W ∗Oq×q(ψ − iφ)−1W = Ol×q. (11.36)
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Bezeichne G := W ∗FW . Unter Berücksichtigung von Bemerkung C.18 und (I) gilt:
(IV) G ist eine in C\[α,+∞) meromorphe und in Π+∪[C\([α,+∞)∪D)] holomorphe
Matrixfunktion.
In Hinblick auf (10.14), die Unitarität der Matrix W und Bemerkung 1.1 gilt auch
Rstr Π+G ∈ Sq×q(Π+). (11.37)
BezeichneG = (Gjk)3j,k=1 die Blockdarstellung vonGmit r × r-BlockG11 undm×m-
Block G22. Wegen (11.35) und (11.36) folgen
G21 = Om×r, G22 = Im, G23 = Om×l, G31 = Ol×r, G32 = Ol×m und G33 = −Il.
(11.38)
Mit Hilfe von (11.37) und (11.38) erhalten wir für jedes w ∈ Π+ dann
0q×q 6 Iq −G(w)G∗(w) = diag
(
Ir, Im, Il
)− ( 3∑
t=1
Gjt(w)G
∗
kt(w)
)3
j,k=1
=
 ∗ −G12(w) G13(w)−G∗12(w) 0m×m 0m×l
G∗13(w) 0l×m 0l×l
 ,
sodass wir wegen Lemma A.25 für jedes w ∈ Π+ dann R[−G∗12(w)] ⊆ R(0m×m) =
{0m×1} und R[G∗13(w)] ⊆ R(0l×l) = {0l×1}, folglich G∗12(w) = 0m×r sowie G∗13(w) =
0l×r und damit G12(w) = 0r×m und G13(w) = 0r×l folgern können. Somit gilt unter
weiterer Berücksichtigung von (IV) und (11.38) für jedes w ∈ Π+ die Beziehung
G(w) = diag (G11(w), Im, −Il).
Da G und G11 in C \ [α,+∞) meromorphe Matrixfunktionen sind, folgt nach dem
Identitätssatz W ∗FW = G = diag (G11, Im, −Il) und wegen der Unitarität der
Matrix W somit
F = W · diag (G11, Im, −Il) ·W ∗. (11.39)
Unter Berücksichtigung von (IV) erkennen wir, dass
φˆ :=
i
2
(Ir −G11) und ψˆ := 1
2
(Ir +G11) (11.40)
in Π+ ∪ [C \ ([α,+∞) ∪ D)] holomorphe und in C \ [α,+∞) meromorphe Matrix-
funktionen sind. Insbesondere gilt (i). Wegen (11.32), (11.39) und (11.40) erhalten
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wir
φ˜ =
i
2
(Iq − F )W = i
2
(
Iq −W · diag (G11, Im, −Il) ·W ∗
)
W
=
i
2
W
(
diag (Ir, Im, Il)− diag (G11, Im, −Il)
)
= W · diag
( i
2
(Ir −G11), Om×m, i
2
(Il + Il)
)
= W · diag (φˆ, Om×m, iIl)
(11.41)
und
ψ˜ =
1
2
(Iq + F )W =
1
2
(
Iq +W · diag (G11, Im, −Il) ·W ∗
)
W
=
1
2
W
(
diag (Ir, Im, Il) + diag (G11, Im, −Il)
)
= W · diag
(1
2
(Ir +G11),
1
2
(Im + Im), Ol×l
)
= W · diag (ψˆ, Im, Ol×l).
(11.42)
Da wie nachgewiesen
(φ˜
ψ˜
)
zu P(q,q)−J˜q ,>(C \ [α,+∞)) gehört, zeigt Deﬁnition 10.8 die
Existenz einer diskreten Teilmenge D˜ von C \ [α,+∞) derart, dass φ˜ und ψ˜ in C \
([α,+∞) ∪ D˜) holomorph sind und dass
rank
(
φ˜(z)
ψ˜(z)
)
= q (11.43)
für jedes z ∈ C \ ([α,+∞) ∪ D˜) sowie(
(z − α)kφ˜(z)
ψ˜(z)
)∗( −J˜q
2 Im z
)(
(z − α)kφ˜(z)
ψ˜(z)
)
> 0q×q (11.44)
für jedes k ∈ Z0,1 und jedes z ∈ C \ (R ∪ D˜) gelten. Nach Bemerkung C.1 ist dann
auch D# := D ∪ D˜ eine diskrete Teilmenge von C \ [α,+∞) und φ˜ sowie ψ˜ sind
in C \ ([α,+∞) ∪ D#) holomorphe Matrixfunktionen, die die Beziehungen (11.43)
für jedes z ∈ C \ ([α,+∞) ∪ D#) sowie (11.44) für jedes k ∈ Z0,1 und für jedes z ∈
C\(R∪D#) erfüllen. Des Weiteren sind φˆ und ψˆ dann auch in Π+∪[C\([α,+∞)∪D#)]
holomorph. Wegen (11.43), (11.41) und (11.42) gelten
q = rank
(
φ˜(z)
ψ˜(z)
)
= rank
(
W · diag (φˆ(z), 0m×m, iIl)
W · diag (ψˆ(z), Im, 0l×l)
)
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= rank
[
(I2 ⊗W )
(
diag (φˆ(z), 0m×m, iIl)
diag (ψˆ(z), Im, 0l×l)
)]
= rank
(
diag (φˆ(z), 0m×m, iIl)
diag (ψˆ(z), Im, 0l×l)
)
= rank
(
φˆ(z)
ψˆ(z)
)
+m+ l
und folglich
rank
(
φˆ(z)
ψˆ(z)
)
= q − (m+ l) = r (11.45)
für jedes z ∈ C \ ([α,+∞) ∪ D#). Für jedes k ∈ Z0,1 und jedes z ∈ C \ (R ∪ D#)
folgern wir mit Hilfe von (11.44), Bemerkung 8.1, (11.42) und (11.41) die Beziehung
0q×q 6
(
(z − α)kφ˜(z)
ψ˜(z)
)∗( −J˜q
2 Im z
)(
(z − α)kφ˜(z)
ψ˜(z)
)
=
−i
2 Im z
(
ψ˜∗(z)[(z − α)kφ˜(z)]− [(z¯ − α)kφ˜∗(z)]ψ˜(z))
=
−i
2 Im z
[
(z − α)k · diag (ψˆ∗(z), Im, 0l×l) ·W ∗W · diag (φˆ(z), 0m×m, iIl)
− (z¯ − α)k · diag (φˆ∗(z), 0m×m, −iIl) ·W ∗W · diag (ψˆ(z), Im, 0l×l)
]
=
−i
2 Im z
[
(z − α)k · diag (ψˆ∗(z), Im, 0l×l) · diag (φˆ(z), 0m×m, iIl)
− (z¯ − α)k · diag (φˆ∗(z), 0m×m, −iIl) · diag (ψˆ(z), Im, 0l×l)
]
=
−i
2 Im z
diag
(
(z − α)kψˆ∗(z)φˆ(z)− (z¯ − α)kφˆ∗(z)ψˆ(z),
(z − α)kIm0m×m − (z¯ − α)k0m×mIm, i(z − α)k0l×lIl + i(z¯ − α)kIl0l×l
)
=
−i
2 Im z
diag
(
(z − α)kψˆ∗(z)φˆ(z)− (z¯ − α)kφˆ∗(z)ψˆ(z), 0m×m, 0l×l
)
und in Hinblick auf Bemerkung 8.1 folglich
0r×r 6
−i
2 Im z
(
(z − α)kψˆ∗(z)φˆ(z)− (z¯ − α)kφˆ∗(z)ψˆ(z))
=
(
(z − α)kφˆ(z)
ψˆ(z)
)∗( −J˜r
2 Im z
)(
(z − α)kφˆ(z)
ψˆ(z)
)
. (11.46)
Da φˆ und ψˆ als in C\[α,+∞) meromorphe und in Π+∪[C\([α,+∞)∪D#)] holomorphe
Matrixfunktionen erkannt sind, die für jedes z ∈ C \ ([α,+∞) ∪ D#) die Beziehung
(11.45) erfüllen, und für die (11.46) bei beliebiger Wahl von z aus C\ (R∪D#) richtig
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ist, gilt nach Deﬁnition 10.8 dann
(φˆ
ψˆ
) ∈ P(r,r)−J˜r,>(C\[α,+∞)). Da (φ˜ψ˜) ein zu P(q,q)−J˜q ,>(C\
[α,+∞)) gehöriges Paar ist sowie φ˜ und ψ˜ in Π+ holomorphe Matrixfunktionen sind,
die (11.34) genügen, ergibt sich unter Berücksichtigung von det (Ir+m, −iIl) = 1r+m ·
(−i)l 6= 0 mit Lemma 10.10, Deﬁnition 10.11 und Bemerkung 10.12, dass durch
φ := φ˜ · diag (Ir+m, −iIl) und ψ := ψ˜ · diag (Ir+m, −iIl) (11.47)
in C \ [α,+∞) meromorphe und in Π+ holomorphe Matrixfunktionen φ und ψ mit(
φ
ψ
)
∈ P(q,q)−J˜q ,>(C \ [α,+∞)) und
〈(
φ
ψ
)〉
=
〈(
φ˜
ψ˜
)〉
=
〈(
φ
ψ
)〉
(11.48)
deﬁniert werden. Da wegen (11.47) und (11.41) oﬀensichtlich
φ = φ˜ · diag (Ir+m, −iIl) = W · diag (φˆ, Om×m, iIl) · diag (Ir+m, −iIl)
= W · diag (φˆ, Om×m, Il) (11.49)
gilt sowie (11.47) und (11.42) des Weiteren
ψ = ψ˜ · diag (Ir+m, −iIl) = W · diag (ψˆ, Im, Ol×l) · diag (Ir+m, −iIl)
= W · diag (ψˆ, Im, Ol×l) (11.50)
implizieren, ist (ii) wegen (11.48) gültig. Wegen (11.49), (11.50) und (11.48) gilt (iii).
(b2) Mit U := diag (0m×m, Il) und V := diag (Im, 0l×l) gelten rank
(
U
V
)
= q− r und
V ∗U = 0(m+l)×(m+l) = 0(q−r)×(q−r). Wegen Lemma 11.5 ergibt sich somit(
diag (φˆ, Om×m, Il)
diag (ψˆ, Im, Ol×l)
)
∈ P(q,q)−J˜q ,>(C \ [α,+∞)). (11.51)
Da W unitär ist, gilt W ∗W = Iq. Folglich zeigen (11.51) und Lemma 11.3 die Gültig-
keit von (ii).
Wir betrachten nun ein beliebiges
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) mit (iii). Dann gibt
es nach Deﬁnition 10.11 eine diskrete Teilmenge D von C \ [α,+∞) und eine in
C \ [α,+∞) meromorphe q × q-Matrixfunktion g derart, dass φ, ψ und g sowie
φˆ und ψˆ in C \ ([α,+∞) ∪ D) holomorph sind und det g(z) 6= 0 sowie φ(z) =
W · diag (φˆ(z), 0m×m, Il) · g(z) und ψ(z) = W · diag (ψˆ(z), Im, 0l×l) · g(z) für
jedes z ∈ C \ ([α,+∞) ∪ D) gelten. Für jedes z ∈ C \ ([α,+∞) ∪ D) gelten somit
unter Berücksichtigung von WW ∗ = Iq, (11.16) und (11.17) dann
PU φ(z) = WW ∗PUW · diag (φˆ(z), 0m×m, Il) · g(z)
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= W · diag (0r×r, Im, 0l×l) · diag (φˆ(z), 0m×m, Il) · g(z)
= W · diag (0r×r · φˆ(z), Im · 0m×m, 0l×l · Il) · g(z) = 0q×q
sowie
PV ψ(z) = WW ∗PVW · diag (ψˆ(z), Im, 0l×l) · g(z)
= W · diag (0r×r, 0m×m, Il) · diag (ψˆ(z), Im, 0l×l) · g(z)
= W · diag (0r×r · ψˆ(z), 0m×m · Im, Il · 0l×l) · g(z) = 0q×q
und damit (11.18). 
Lemma 11.8. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Sei n ∈ N0 derart,
dass 2n+ 1 6 κ erfüllt ist. Des Weiteren sei vorausgesetzt, dass für die gemäß (11.1)
und (11.2) deﬁnierten nichtnegativen ganzen Zahlen m und l sowie
r := q − (m+ l) (11.52)
die Ungleichungen m > 1, l > 1 und r > 1 gelten. Bezeichne Un,α und Vn,α die
durch (9.41) und (9.42) gegebenen Unterräume von Cq sowie PUn,α und PVn,α die
Orthoprojektionsmatrizen (von Cq) auf den Unterraum Un,α bzw. Vn,α von Cq. Dann
gelten folgende Aussagen:
(a) Es gibt eine unitäre komplexe q × q-Matrix W mit
W ∗PUn,αW = diag (0r×r, Im, 0l×l) (11.53)
und
W ∗PVn,αW = diag (0r×r, 0m×m, Il). (11.54)
(b) Sei W eine beliebige unitäre komplexe q × q-Matrix mit (11.53) und (11.54).
(b1) Sei
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) derart ist, dass (10.80) und (10.81) gelten.
Dann gibt es ein
(φˆ
ψˆ
) ∈ P(r,r)−J˜r,>(C \ [α,+∞)) derart, dass folgende drei
Bedingungen erfüllt sind:
(i) φˆ und ψˆ sind in Π+ holomorph.
(ii)
(
W · diag (φˆ, Om×m, Il)
W · diag (ψˆ, Im, Ol×l)
)
∈ P(q,q)−J˜q ,>(C \ [α,+∞)).
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(iii)
〈(
φ
ψ
)〉
=
〈(
W · diag (φˆ, Om×m, Il)
W · diag (ψˆ, Im, Ol×l)
)〉
.
(b2) Sei
(φˆ
ψˆ
) ∈ P(r,r)−J˜r,>(C \ [α,+∞)). Dann gilt (ii) und jedes Paar (φψ) ∈
P(q,q)−J˜q ,>(C \ [α,+∞)), das (iii) erfüllt, genügt (10.80) und (10.81).
Beweis. Unter Beachtung von (9.41), (9.42), Teil (a) von Lemma 9.7, (11.1) und
(11.2) sowie der Voraussetzung, dass m und l positive ganze Zahlen sind erhalten
wir, dass Un,α und Vn,α Unterräume des C-Vektorraumes Cq mit dimUn,α = m > 1,
dimVn,α = l > 1 und Un,α⊥Vn,α sind. Wegen (11.52) und r > 1 istm+l = q−r 6 q−1
richtig und somit ist Lemma 11.7 mit U = Un,α und V = Vn,α anwendbar.
(a) Aus den vorangehenden Betrachtungen folgt die in Teil (a) formulierte Aussage
unmittelbar aus Teil (a) von Lemma 11.7.
(b1) Sei
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C\[α,+∞)) derart, dass (10.80) und (10.81) erfüllt sind. Wegen
(10.80), (9.41) und Teil (b1) von Lemma 9.7 gilt PUn,αφ = Oq×q sowie wegen (10.81),
(9.42) und Teil (b2) von Lemma 9.7 gilt PVn,αψ = Oq×q. Da W eine unitäre komplexe
q × q-Matrix mit (11.53) und (11.54) ist, folgt hieraus mit Teil (b1) von Lemma 11.7
die Existenz eines Paares
(φˆ
ψˆ
) ∈ P(r,r)−J˜r,>(C \ [α,+∞)) derart, dass (i), (ii) und (iii)
gültig sind.
(b2) Nach Teil (b2) von Lemma 11.7 ergibt sich (ii). Sei
(
φ
ψ
)
ein beliebiges zu P(q,q)−J˜q ,>(C\
[α,+∞)) gehöriges Paar mit (iii). Wegen Teil (b2) von Lemma 11.7 gelten dann
PUn,αφ = Oq×q und PVn,αψ = Oq×q. Unter Verwendung von Teil (b) von Lemma 9.7
folgen (10.80) und (10.81). 
Wir erhalten nun eine Parametrisierung der Lösungsmenge des Stieltjesschen Momen-
tenproblems im Fall (II-1), d. h., wenn die Ungleichungen in (11.15) gelten.
Theorem 11.9. Seien α ∈ R, κ ∈ N∪ {+∞} sowie (sj)κj=0 ∈ K>,eq,κ,α und n ∈ N0 mit
2n + 1 6 κ. Die Matrixfunktion Θn,α : C → C2q×2q sei gemäß (8.48) deﬁniert und
Θ̂n,α := Rstr C\[α,+∞)Θn,α. Bezeichne (10.82) die q × q-Blockdarstellung von Θ̂n,α. Es
sei vorausgesetzt, dass die gemäß (11.1), (11.2) und (11.52) erklärten ganzen Zahlen
m, l und r positiv sind. Bezeichne Un,α und Vn,α die durch (9.41) bzw. (9.42) de-
ﬁnierten Unterräume von Cq. Sei W eine (entsprechend Lemma 11.8 existierende)
unitäre komplexe q × q-Matrix derart, dass (11.53) und (11.54) erfüllt sind. Dann
gelten folgende Aussagen:
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(a) Für jedes
(
φ
ψ
) ∈ P(r,r)−J˜r,>(C \ [α,+∞)) ist
det
(
Θ̂(2,1)n,α W · diag (φ, Om×m, Il) + Θ̂(2,2)n,α W · diag (ψ, Im, Ol×l)
)
eine nicht identisch verschwindende, in C \ [α,+∞) meromorphe Funktion und
S :=
(
Θ̂(1,1)n,α W · diag (φ, Om×m, Il) + Θ̂(1,2)n,α W · diag (ψ, Im, Ol×l)
)
· (Θ̂(2,1)n,α W · diag (φ, Om×m, Il) + Θ̂(2,2)n,α W · diag (ψ, Im, Ol×l))−1
gehört zur Klasse S0,q,[α,+∞)[(sj)2n+1j=0 ,6].
(b) Für jedes S ∈ S0,q,[α,+∞)[(sj)2n+1j=0 ,6] existiert ein zu P(r,r)−J˜r,>(C \ [α,+∞)) gehö-
riges Paar
(
φ
ψ
)
derart, dass
det
(
Θ̂(2,1)n,α W · diag (φ, Om×m, Il) + Θ̂(2,2)n,α W · diag (ψ, Im, Ol×l)
)
eine von der Nullfunktion verschiedene, in C \ [α,+∞) meromorphe Funktion
ist und S die Darstellung
S =
(
Θ̂(1,1)n,α W · diag (φ, Om×m, Il) + Θ̂(1,2)n,α W · diag (ψ, Im, Ol×l)
)
· (Θ̂(2,1)n,α W · diag (φ, Om×m, Il) + Θ̂(2,2)n,α W · diag (ψ, Im, Ol×l))−1
(11.55)
gestattet.
(c) Seien
(
φ1
ψ1
)
,
(
φ2
ψ2
) ∈ P(r,r)−J˜r,>(C\[α,+∞)). Dann sind folgende Aussagen äquivalent:
(i) Es gilt(
Θ̂(1,1)n,α W · diag (φ1, Om×m, Il) + Θ̂(1,2)n,α W · diag (ψ1, Im, Ol×l)
)
· (Θ̂(2,1)n,α W · diag (φ1, Om×m, Il) + Θ̂(2,2)n,α W · diag (ψ1, Im, Ol×l))−1
=
(
Θ̂(1,1)n,α W · diag (φ2, Om×m, Il) + Θ̂(1,2)n,α W · diag (ψ2, Im, Ol×l)
)
· (Θ̂(2,1)n,α W · diag (φ2, Om×m, Il) + Θ̂(2,2)n,α W · diag (ψ2, Im, Ol×l))−1.
(ii)
〈(
φ1
ψ1
)〉
=
〈(
φ2
ψ2
)〉
.
Beweis. (a) Sei
(
φ
ψ
) ∈ P(r,r)−J˜r,>(C \ [α,+∞)). Teil (b2) von Lemma 11.8 und Bezeich-
nung 10.24 zeigen, dass
(
W · diag (φ, 0m×m, Il)
W · diag (ψ, Im, 0l×l)
)
zur Klasse P(q,q)−J˜q ,>[C \ [α,+∞), (sj)
2n+1
j=0 ]
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gehört. Folglich liefert die Anwendung von Teil (a) von Satz 10.26 die Gültigkeit der
in (a) formulierten Aussagen.
(b) Sei S ∈ S0,q,[α,+∞)[(sj)2n+1j=0 ,6]. Dann gibt es nach Teil (b) von Satz 10.26 ein
zu P(q,q)−Jq ,>[C \ [α,+∞), (sj)2n+1j=0 ] gehöriges Paar
(
φ#
ψ#
)
in C \ [α,+∞) holomorpher
Matrixfunktionen φ# und ψ# derart, dass für jedes z ∈ C \ [α,+∞) die Ungleichung
det
(
Θ̂(2,1)n,α (z)φ#(z) + Θ̂
(2,2)
n,α (z)ψ#(z)
) 6= 0 (11.56)
und die Darstellung
S(z) =
[
Θ̂(1,1)n,α (z)φ#(z) + Θ̂
(1,2)
n,α (z)ψ#(z)
][
Θ̂(2,1)n,α (z)φ#(z) + Θ̂
(2,2)
n,α (z)ψ#(z)
]−1
(11.57)
von S gelten. Wegen Bezeichnung 10.24 und Teil (b1) von Lemma 11.8 gibt es dann
ein zur Klasse P(r,r)−J˜r,>(C \ [α,+∞)) gehöriges Paar
(
φ
ψ
)
derart, dass(
W · diag (φ, Om×m, Il)
W · diag (ψ, Im, Ol×l)
)
∈ P(q,q)−J˜q ,>(C \ [α,+∞))
und 〈(
φ#
ψ#
)〉
=
〈(
W · diag (φ, Om×m, Il)
W · diag (ψ, Im, Ol×l)
)〉
erfüllt sind. Entsprechend Deﬁnition 10.11 gibt es dann eine diskrete Teilmenge D
von C \ [α,+∞) und eine in C \ [α,+∞) meromorphe q × q-Matrixfunktion g derart,
dass φ#, ψ#, φ, ψ und g in C \ ([α,+∞)∪D) holomorph sind und det g(z) 6= 0 sowie(
φ#(z)
ψ#(z)
)
=
(
W · diag (φ(z), 0m×m, Il)
W · diag (ψ(z), Im, 0l×l)
)
g(z)
=
(
W · diag (φ(z), 0m×m, Il) · g(z)
W · diag (ψ(z), Im, 0l×l) · g(z)
)
(11.58)
für jedes z ∈ C \ ([α,+∞) ∪ D) gelten. Hieraus und aus (11.56) ergibt sich für jedes
z ∈ C \ ([α,+∞) ∪ D) dann
0 6= det [Θ̂(2,1)n,α (z)W · diag (φ(z), 0m×m, Il) · g(z)
+ Θ̂(2,2)n,α (z)W · diag (ψ(z), Im, 0l×l) · g(z)
]
= det
[
Θ̂(2,1)n,α (z)W · diag (φ(z), 0m×m, Il)
+ Θ̂(2,2)n,α (z)W · diag (ψ(z), Im, 0l×l)
] · det g(z)
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und folglich ist
det
[
Θ̂(2,1)n,α W · diag (φ, Om×m, Il) + Θ̂(2,2)n,α W · diag (ψ, Im, Ol×l)
]
eine von der Nullfunktion verschiedene in C \ [α,+∞) meromorphe Funktion. Des
Weiteren erkennen wir aus (11.57) und (11.58), dass für jedes z ∈ C \ ([α,+∞) ∪ D)
die Beziehung
S(z) =
(
Θ̂(1,1)n,α (z)W · diag (φ(z), 0m×m, Il) · g(z)
+ Θ̂(1,2)n,α (z)W · diag (ψ(z), Im, 0l×l) · g(z)
)
· (Θ̂(2,1)n,α (z)W · diag (φ(z), 0m×m, Il) · g(z)
+ Θ̂(2,2)n,α (z)W · diag (ψ(z), Im, 0l×l) · g(z)
)−1
=
(
Θ̂(1,1)n,α (z)W · diag (φ(z), 0m×m, Il) + Θ̂(1,2)n,α (z)W · diag (ψ(z), Im, 0l×l)
)
· g(z)[g(z)]−1
· (Θ̂(2,1)n,α (z)W · diag (φ(z), 0m×m, Il) + Θ̂(2,2)n,α (z)W · diag (ψ(z), Im, 0l×l))−1
=
(
Θ̂(1,1)n,α (z)W · diag (φ(z), 0m×m, Il) + Θ̂(1,2)n,α (z)W · diag (ψ(z), Im, 0l×l)
)
· (Θ̂(2,1)n,α (z)W · diag (φ(z), 0m×m, Il) + Θ̂(2,2)n,α (z)W · diag (ψ(z), Im, 0l×l))−1
erfüllt ist. Folglich gilt (11.55).
(c) Mit U := diag (0m×m, Il) und V := diag (Im, 0l×l) gelten rank
(
U
V
)
und V ∗U =
0(m+l)×(m+l) = 0(q−r)×(q−r). Somit zeigt Lemma 11.6, dass für jedes k ∈ Z1,2 durch
φk := diag (φk, U) und ψ

k := diag (ψk, V ) ein zu P(q,q)−J˜q ,>(C \ [α,+∞)) gehöriges
Paar
(φk
ψk
)
deﬁniert wird, und dass (ii) zu folgender Bedingung äquivalent ist:
(iii)
〈(φ1
ψ1
)〉
=
〈(φ2
ψ2
)〉
.
Berücksichtigen wir W ∗W = Iq sowie Lemma 11.4, so erkennen wir, dass für jedes
k ∈ Z1,2 durch
φ#k := Wφ

k und ψ
#
k := Wψ

k
ein zu P(q,q)−J˜q ,>(C\ [α,+∞)) gehöriges Paar
(φ#k
ψ#k
)
gegeben ist, und dass (iii) zu folgender
Bedingung äquivalent ist:
(iv)
〈(φ#1
ψ#1
)〉
=
〈(φ#2
ψ#2
)〉
.
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Wegen Teil (b2) von Lemma 11.8 und Bezeichnung 10.24 gehört für jedes k ∈ Z1,2
das Paar
(φ#k
ψ#k
)
zu P(q,q)−J˜q ,>[C\ [α,+∞), (sj)
2n+1
j=0 ]. Mit Teil (c) von Satz 10.26 ergibt sich,
dass (iv) und (i) äquivalent sind. Damit sind (i) und (ii) äquivalent. 
Wir betrachten nun den Fall (II-2), d. h. die Situation, dass
m = 0 und 1 6 l 6 q − 1 (11.59)
gelten.
Lemma 11.10. Seien l ∈ N mit 1 6 l 6 q − 1 sowie V ein Unterraum von Cq mit
dimV = l. Dann gibt es eine unitäre komplexe q × q-Matrix W mit
W ∗PVW = diag (0(q−l)×(q−l), Il). (11.60)
Lemma 11.10 kann analog zu Teil (a) von Lemma 11.7 bewiesen werden. Wir verzich-
ten hier auf die Darstellung von Details.
Lemma 11.11. Seien l ∈ N mit 1 6 l 6 q − 1 sowie V ein Unterraum von Cq mit
dimV = l. Dann gelten folgende Aussagen:
(a) Es gibt eine unitäre komplexe q × q-Matrix W mit (11.60).
(b) Sei W eine unitäre komplexe q × q-Matrix derart, dass (11.60) erfüllt ist.
(b1) Sei
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) derart ist, dass
PV ψ = Oq×q (11.61)
gilt. Dann gibt es ein
(φˆ
ψˆ
) ∈ P(q−l,q−l)−J˜q−l,> (C \ [α,+∞)) derart, dass folgende
Bedingungen erfüllt sind:
(i) φˆ und ψˆ sind in Π+ holomorph.
(ii)
(
W · diag (φˆ, Il)
W · diag (ψˆ, Ol×l)
)
∈ P(q,q)−J˜q ,>(C \ [α,+∞)).
(iii)
〈(
φ
ψ
)〉
=
〈(
W · diag (φˆ, Il)
W · diag (ψˆ, Ol×l)
)〉
.
(b2) Sei
(φˆ
ψˆ
) ∈ P(q−l,q−l)−J˜q−l,> (C \ [α,+∞)). Dann gilt (ii) und jedes Paar (φψ) ∈
P(q,q)−J˜q ,>(C \ [α,+∞)), das (iii) genügt, erfüllt (11.61).
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Unter Beachtung von Lemma 11.10 kann Lemma 11.11 analog zu Teil (b) von Lem-
ma 11.7 bewiesen werden. Wir verzichten auf die Darstellung von Details an dieser
Stelle.
Lemma 11.12. Seien α ∈ R, κ ∈ N∪{+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Sei n ∈ N0 derart,
dass 2n+ 1 6 κ erfüllt ist. Des Weiteren sei vorausgesetzt, dass für die gemäß (11.2)
deﬁnierte ganze Zahl l die Ungleichungen 1 6 l 6 q − 1 gelten. Bezeichne Vn,α den
durch (9.42) gegebenen Unterraum von Cq sowie PVn,α die Orthoprojektionsmatrix
(von Cq) auf den Unterraum Vn,α von Cq. Dann gelten folgende Aussagen:
(a) Es gibt eine unitäre komplexe q × q-Matrix W mit
W ∗PVn,αW = diag (0(q−l)×(q−l), Il). (11.62)
(b) Sei W eine beliebige unitäre komplexe q × q-Matrix mit (11.62).
(b1) Sei
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) derart ist, dass
(I(n+1)q −H+α.nHα.n)Hnvq,nψ = O(n+1)q×q (11.63)
gilt. Dann gibt es ein
(φˆ
ψˆ
) ∈ P(q−l,q−l)−J˜q−l,> (C \ [α,+∞)) derart, dass folgende
drei Bedingungen erfüllt sind:
(i) φˆ und ψˆ sind in Π+ holomorph.
(ii)
(
W · diag (φˆ, Il)
W · diag (ψˆ, Ol×l)
)
∈ P(q,q)−J˜q ,>(C \ [α,+∞)).
(iii)
〈(
φ
ψ
)〉
=
〈(
W · diag (φˆ, Il)
W · diag (ψˆ, Ol×l)
)〉
.
(b2) Sei
(φˆ
ψˆ
) ∈ P(q−l,q−l)−J˜q−l,> (C \ [α,+∞)). Dann gilt (ii) und jedes Paar (φψ) ∈
P(q,q)−J˜q ,>(C \ [α,+∞)), das (iii) erfüllt, genügt (11.63).
Mit Hilfe der Lemmata 9.7 und 11.11 kann man Lemma 11.12 analog zu Lemma 11.8
bewiesen. Wir verzichten hier auf die Darstellung der Details.
Wir erhalten nun eine Parametrisierung der Lösungsmenge des Stieltjesschen Momen-
tenproblems im Fall (II-2), d. h., wenn (11.59) gilt.
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Theorem 11.13. Seien α ∈ R, κ ∈ N ∪ {+∞} sowie (sj)κj=0 ∈ K>,eq,κ,α und n ∈ N0
mit 2n+1 6 κ. Die Matrixfunktion Θn,α : C→ C2q×2q sei gemäß (8.48) deﬁniert und
Θ̂n,α := Rstr C\[α,+∞)Θn,α. Bezeichne (10.82) die q × q-Blockdarstellung von Θ̂n,α. Es
sei vorausgesetzt, dass m = 0 für die gemäß (11.1) deﬁnierte ganze Zahl m gilt und
die gemäß (11.2) erklärte ganze Zahl l die Ungleichung 1 6 l 6 q−1 erfüllt. Bezeich-
ne Vn,α den durch (9.42) deﬁnierten Unterraum von Cq. Sei W eine (entsprechend
Lemma 11.12 existierende) unitäre komplexe q × q-Matrix derart, dass (11.62) erfüllt
ist. Dann gelten folgende Aussagen:
(a) Für jedes
(
φ
ψ
) ∈ P(q−l,q−l)−J˜q−l,> (C \ [α,+∞)) ist
det
(
Θ̂(2,1)n,α W · diag (φ, Il) + Θ̂(2,2)n,α W · diag (ψ, Ol×l)
)
nicht die Nullfunktion und
S :=
(
Θ̂(1,1)n,α W · diag (φ, Il) + Θ̂(1,2)n,α W · diag (ψ, Ol×l)
)
· (Θ̂(2,1)n,α W · diag (φ, Il) + Θ̂(2,2)n,α W · diag (ψ, Ol×l))−1
gehört zur Klasse S0,q,[α,+∞)[(sj)2n+1j=0 ,6].
(b) Für jedes S ∈ S0,q,[α,+∞)[(sj)2n+1j=0 ,6] existiert ein zu P(q−l,q−l)−J˜q−l,> (C \ [α,+∞))
gehöriges Paar
(
φ
ψ
)
derart, dass
det
(
Θ̂(2,1)n,α W · diag (φ, Il) + Θ̂(2,2)n,α W · diag (ψ, Ol×l)
)
eine von der Nullfunktion verschiedene, in C \ [α,+∞) meromorphe Funktion
ist und S die Darstellung
S =
(
Θ̂(1,1)n,α W · diag (φ, Il) + Θ̂(1,2)n,α W · diag (ψ, Ol×l)
)
· (Θ̂(2,1)n,α W · diag (φ, Il) + Θ̂(2,2)n,α W · diag (ψ, Ol×l))−1
gestattet.
(c) Seien
(
φ1
ψ1
)
,
(
φ2
ψ2
) ∈ P(q−l,q−l)−J˜q−l,> (C \ [α,+∞)). Dann sind folgende Aussagen äqui-
valent:
(i) Es gilt(
Θ̂(1,1)n,α W · diag (φ1, Il) + Θ̂(1,2)n,α W · diag (ψ1, Ol×l)
)
· (Θ̂(2,1)n,α W · diag (φ1, Il) + Θ̂(2,2)n,α W · diag (ψ1, Ol×l))−1
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=
(
Θ̂(1,1)n,α W · diag (φ2, Il) + Θ̂(1,2)n,α W · diag (ψ2, Ol×l)
)
· (Θ̂(2,1)n,α W · diag (φ2, Il) + Θ̂(2,2)n,α W · diag (ψ2, Ol×l))−1.
(ii)
〈(
φ1
ψ1
)〉
=
〈(
φ2
ψ2
)〉
.
Theorem 11.13 kann unter Verwendung von Satz 10.26, Lemma 11.12 und Lemma 11.4
analog zu Theorem 11.9 bewiesen. Wir verzichten an dieser Stelle auf die Details des
Beweises.
Wir betrachten nun den Fall (II-3), d. h. die Situation, dass
1 6 m 6 q − 1 und l = 0 (11.64)
erfüllt sind.
Lemma 11.14. Seien m ∈ N mit 1 6 m 6 q− 1 sowie U ein Unterraum von Cq mit
dimU = m. Dann gelten folgende Aussagen:
(a) Es gibt eine unitäre komplexe q × q-Matrix W mit
W ∗PUW = diag (0(q−m)×(q−m), Im). (11.65)
(b) Sei W eine unitäre komplexe q × q-Matrix derart, dass (11.65) erfüllt ist.
(b1) Sei
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) derart ist, dass
PU φ = Oq×q (11.66)
gilt. Dann gibt es ein
(φˆ
ψˆ
) ∈ P(q−m,q−m)−J˜q−m,> (C \ [α,+∞)) derart, dass folgende
Bedingungen erfüllt sind:
(i) φˆ und ψˆ sind in Π+ holomorph.
(ii)
(
W · diag (φˆ, Om×m)
W · diag (ψˆ, Im)
)
∈ P(q,q)−J˜q ,>(C \ [α,+∞)).
(iii)
〈(
φ
ψ
)〉
=
〈(
W · diag (φˆ, Om×m)
W · diag (ψˆ, Im)
)〉
.
(b2) Sei
(φˆ
ψˆ
) ∈ P(q−m,q−m)−J˜q−m,> (C \ [α,+∞)). Dann gilt (ii) und jedes Paar (φψ) ∈
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P(q,q)−J˜q ,>(C \ [α,+∞)), das (iii) genügt, erfüllt (11.66).
Unter Berücksichtigung von Lemma 11.10, Satz 10.19, der Lemmata 10.10, 11.5 und
11.3 sowie Bemerkungen 10.12, C.18, 1.1, 8.1 und C.1 kann Lemma 11.14 analog zu
Lemma 11.7 bewiesen werden. Wir verzichten hier auf die Darstellung des Beweises.
Lemma 11.15. Seien α ∈ R, κ ∈ N∪{+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Sei n ∈ N0 derart,
dass 2n+ 1 6 κ erfüllt ist. Des Weiteren sei vorausgesetzt, dass für die gemäß (11.1)
deﬁnierten ganzen Zahl m die Ungleichungen 1 6 m 6 q − 1 gelten. Bezeichne Un,α
den durch (9.41) gegebenen Unterraum von Cq sowie PUn,α die Orthoprojektionsmatrix
(von Cq) auf den Unterraum Un,α von Cq. Dann gelten folgende Aussagen:
(a) Es gibt eine unitäre komplexe q × q-Matrix W mit
W ∗PUn,αW = diag (0(q−m)×(q−m), Im). (11.67)
(b) Sei W eine beliebige unitäre komplexe q × q-Matrix mit (11.67).
(b1) Sei
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) derart ist, dass
(I(n+1)q −H+nHn)RTq,n(α)vq,nφ = O(n+1)q×q (11.68)
gilt. Dann gibt es ein
(φˆ
ψˆ
) ∈ P(q−m,q−m)−J˜q−m,> (C \ [α,+∞)) derart, dass folgende
drei Bedingungen erfüllt sind:
(i) φˆ und ψˆ sind in Π+ holomorph.
(ii)
(
W · diag (φˆ, Om×m)
W · diag (ψˆ, Im)
)
∈ P(q,q)−J˜q ,>(C \ [α,+∞)).
(iii)
〈(
φ
ψ
)〉
=
〈(
W · diag (φˆ, Om×m)
W · diag (ψˆ, Im)
)〉
.
(b2) Sei
(φˆ
ψˆ
) ∈ P(q−m,q−m)−J˜q−m,> (C \ [α,+∞)). Dann gilt (ii) und jedes Paar (φψ) ∈
P(q,q)−J˜q ,>(C \ [α,+∞)), das (iii) erfüllt, genügt (11.68).
Unter Berücksichtigung der Lemmata 9.7 und 11.14 kann Lemma 11.15 analog zu
Lemma 11.8 bewiesen werden. Wir verzichten hier auf die Darstellung des Beweises.
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Wir erhalten nun eine Parametrisierung der Lösungsmenge des Stieltjesschen Momen-
tenproblems im Fall (II-3), d. h., wenn (11.64) gilt.
Theorem 11.16. Seien α ∈ R, κ ∈ N ∪ {+∞} sowie (sj)κj=0 ∈ K>,eq,κ,α und n ∈ N0
mit 2n+1 6 κ. Die Matrixfunktion Θn,α : C→ C2q×2q sei gemäß (8.48) deﬁniert und
Θ̂n,α := Rstr C\[α,+∞)Θn,α. Bezeichne (10.82) die q × q-Blockdarstellung von Θ̂n,α. Es
sei vorausgesetzt, dass l = 0 für die gemäß (11.2) deﬁnierte ganze Zahl l gilt und die
gemäß (11.1) erklärte ganze Zahl m die Ungleichung 1 6 m 6 q − 1 erfüllt. Bezeich-
ne Un,α den durch (9.41) deﬁnierten Unterraum von Cq. Sei W eine (entsprechend
Lemma 11.15 existierende) unitäre komplexe q × q-Matrix derart, dass (11.67) erfüllt
ist. Dann gelten folgende Aussagen:
(a) Für jedes
(
φ
ψ
) ∈ P(q−m,q−m)−J˜q−m,> (C \ [α,+∞)) ist
det
(
Θ̂(2,1)n,α W · diag (φ, Om×m) + Θ̂(2,2)n,α W · diag (ψ, Im)
)
nicht die Nullfunktion und
S :=
(
Θ̂(1,1)n,α W · diag (φ, Om×m) + Θ̂(1,2)n,α W · diag (ψ, Im)
)
· (Θ̂(2,1)n,α W · diag (φ, Om×m) + Θ̂(2,2)n,α W · diag (ψ, Im))−1
gehört zur Klasse S0,q,[α,+∞)[(sj)2n+1j=0 ,6].
(b) Für jedes S ∈ S0,q,[α,+∞)[(sj)2n+1j=0 ,6] existiert ein zu P(q−m,q−m)−J˜q−m,> (C \ [α,+∞))
gehöriges Paar
(
φ
ψ
)
derart, dass
det
(
Θ̂(2,1)n,α W · diag (φ, Om×m) + Θ̂(2,2)n,α W · diag (ψ, Im)
)
eine von der Nullfunktion verschiedene, in C \ [α,+∞) meromorphe Funktion
ist und S die Darstellung
S =
(
Θ̂(1,1)n,α W · diag (φ, Om×m) + Θ̂(1,2)n,α W · diag (ψ, Im)
)
· (Θ̂(2,1)n,α W · diag (φ, Om×m) + Θ̂(2,2)n,α W · diag (ψ, Im))−1
gestattet.
(c) Seien
(
φ1
ψ1
)
,
(
φ2
ψ2
) ∈ P(q−m,q−m)−J˜q−m,> (C \ [α,+∞)). Dann sind folgende Aussagen äqui-
valent:
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(i) Es gilt(
Θ̂(1,1)n,α W · diag (φ1, Om×m) + Θ̂(1,2)n,α W · diag (ψ1, Im)
)
· (Θ̂(2,1)n,α W · diag (φ1, Om×m) + Θ̂(2,2)n,α W · diag (ψ1, Im))−1
=
(
Θ̂(1,1)n,α W · diag (φ2, Om×m) + Θ̂(1,2)n,α W · diag (ψ2, Im)
)
· (Θ̂(2,1)n,α W · diag (φ2, Om×m) + Θ̂(2,2)n,α W · diag (ψ2, Im))−1.
(ii)
〈(
φ1
ψ1
)〉
=
〈(
φ2
ψ2
)〉
.
Unter Beachtung von Satz 10.26 sowie der Lemmata 11.15 und 11.14 kann Theo-
rem 11.16 analog zu Theorem 11.9 bewiesen werden. Wir verzichten an dieser Stelle
auf die Darstellung des Beweises.
11.3.2. Der vollständig degenerierte Fall
In diesem Teilabschnitt untersuchen wir nun den sogenannten vollständig degene-
rierten Fall, in dem das Stieltjessche Momentenproblem, das wir diskutieren, eine
eindeutige Lösung besitzt. Es handelt sich um den Fall (III), d. h., wenn m + l = q
gilt. Beweistechnisch werden wir, wie bereits erwähnt, wiederum drei Unterfälle un-
terscheiden. Wir betrachten zunächst den Fall (III-1).
Lemma 11.17. Seien m, l ∈ N mit m+l = q sowie U und V orthogonale Unterräume
von Cq mit dimU = m und dimV = l. Dann gelten folgende Aussagen:
(a) Es gibt eine unitäre komplexe q × q-Matrix W mit
W ∗PUW = diag (Im, 0l×l) (11.69)
und
W ∗PVW = diag (0m×m, Il). (11.70)
(b) Sei W eine unitäre komplexe q × q-Matrix derart, dass (11.69) und (11.70)
erfüllt sind. Bezeichne
φ# := W · diag (Om×m, Il) und ψ# := W · diag (Im, Ol×l). (11.71)
Dann gelten folgende Aussagen:
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(b1) Es gelten (
φ#
ψ#
)
∈ P(q,q)−J˜q ,>(C \ [α,+∞)) (11.72)
sowie PUφ# = Oq×q und PVψ# = Oq×q.
(b2) Jedes Paar (
φ
ψ
)
∈ P(q,q)−J˜q ,>(C \ [α,+∞)) (11.73)
mit 〈(
φ
ψ
)〉
=
〈(
φ#
ψ#
)〉
(11.74)
erfüllt
PU φ = Oq×q und PV ψ = Oq×q. (11.75)
(b3) Falls
(
φ
ψ
)
ein beliebiges zu P(q,q)−J˜q ,>(C \ [α,+∞)) gehöriges Paar ist, das die
beiden Gleichungen in (11.75) erfüllt, so gilt (11.74).
Beweis. (a) Seien {u1, u1, ..., um} eine Orthonormalbasis von U und {v1, v2, ..., vl} eine
Orthonormalbasis von V . Dann sind insbesondere
PUuk = uk für jedes k ∈ Z1,m (11.76)
und
PVvj = vj für jedes j ∈ Z1,l (11.77)
erfüllt. Nach der Voraussetzung m + l = q und Lemma A.2 ist dann
{u1, u2, ..., um, v1, v2, ..., vl} eine Orthonormalbasis von U ⊕ V = Cq und es gelten
PVuk = 0q×1 für jedes k ∈ Z1,m (11.78)
sowie
PUvj = 0q×1 für jedes j ∈ Z1,l. (11.79)
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Wegen m + l = q ist W := (u1, u2, ..., um, v1, v2, ..., vl) insbesondere eine unitäre
komplexe q × q-Matrix. Bezeichne u := (u1, u2, ..., um) und v := (v1, v2, ..., vl), so
gestattet folglich W die Darstellung W := (u, v) und es gelten
u∗u = Im, u∗v = 0m×l und v∗v = Il (11.80)
sowie
W ∗PUW =
(
u∗PUu u∗PUv
v∗PUu v∗PUv
)
und W ∗PVW =
(
u∗PVu u∗PVv
v∗PVu v∗PVv
)
. (11.81)
Wegen (11.76) folgern wir
PUu = PU(u1, u2, ..., um) = (PUu1, PUu2, ..., PUum) = (u1, u2, ..., um) = u. (11.82)
Ebenso impliziert (11.77) auch
PVv = PV(v1, v2, ..., vl) = (PVv1, PVv2, ..., PVvl) = (v1, v2, ..., vl) = v. (11.83)
Mit Hilfe von (11.79) und (11.78) ergeben sich analog PUv = (PUv1, PUv2, ..., PUvl) =
0q×l und PVu = (PVu1, PVu2, ..., PVum) = 0q×m, woraus wir
u∗PUv = 0m×l, v∗PUv = 0l×l, u∗PVu = 0m×m und v∗PVu = 0l×m (11.84)
erhalten. Beachten wir (11.82) und (11.80), so erkennen wir, dass die Gleichungen
u∗PUu = u∗u = Im und v∗PUu = v∗u = 0l×m (11.85)
richtig sind. Wegen (11.83) und (11.80) gelten auch
u∗PVv = u∗v = 0m×l und v∗PVv = v∗v = Il. (11.86)
Die Beziehungen in (11.81), (11.84) und (11.85) implizieren (11.69). Mit Hilfe von
(11.81), (11.84) und (11.86) folgt (11.70).
(b1) Wegen (11.71) sind φ# und ψ# oﬀensichtlich als konstante Matrixfunktionen in
C \ [α,+∞) holomorphe Matrixfunktionen. Wegen (11.71) gilt des Weiteren
rank
(
φ#(z)
ψ#(z)
)
= rank
(
W · diag (0m×m, Il)
W · diag (Im, 0l×l)
)
= rank
(
(I2 ⊗W )
(
diag (0m×m, Il)
diag (Im, 0l×l)
))
= rank
(
diag (0m×m, Il)
diag (Im, 0l×l)
)
= m+ l = q
(11.87)
253
11 Parametrisierung der Lösungsmenge des ﬁniten matriziellen
Stieltjesschen Potenzmomentenproblems
für jedes z ∈ C \ [α,+∞). Für jedes k ∈ Z0,1 und jedes z ∈ C \ R folgern wir mit
Hilfe von Bemerkung 8.1, (11.71) und der Unitarität von W auch die Beziehung(
(z − α)kφ#(z)
ψ#(z)
)∗( −J˜q
2 Im z
)(
(z − α)kφ#(z)
ψ#(z)
)
=
−i
2 Im z
(
ψ∗#(z)[(z − α)kφ#(z)]− [(z¯ − α)kφ∗#(z)]ψ#(z)
)
=
−i
2 Im z
[
(z − α)k · diag (Im, 0l×l) ·W ∗W · diag (0m×m, Il)
− (z¯ − α)k · diag (0m×m, Il) ·W ∗W · diag (Im, 0l×l)
]
=
−i
2 Im z
[
(z − α)k · diag (Im, 0l×l) · diag (0m×m, Il)
− (z¯ − α)k · diag (0m×m, Il) · diag (Im, 0l×l)
]
=
−i
2 Im z
diag (0m×m, 0l×l) = 0q×q > 0q×q. (11.88)
Nach Deﬁnition 10.8 gehört wegen der Holomorphie von φ# und ψ# in C \ [α,+∞),
der Gültigkeit von (11.87) für jedes z in C\ [α,+∞) sowie (11.88) für jedes z in C\R
das Paar
(
φ#
ψ#
)
zur Klasse P(q,q)−J˜q ,>(C\ [α,+∞)). Somit gilt (11.72). Wegen (11.71) sowie
(11.69) und (11.70) gelten
PUφ# = IqPUW · diag (Om×m, Il) = WW ∗PUW · diag (Om×m, Il)
= W · diag (Im, 0l×l) · diag (Om×m, Il) = Oq×q
und
PVψ# = IqPVW · diag (Im, Ol×l) = WW ∗PVW · diag (Im, Ol×l)
= W · diag (0m×m, Il) · diag (Im, 0l×l) = Oq×q.
(b2) Wir betrachten nun ein beliebiges
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) mit (11.74). Dann
gibt es nach Deﬁnition 10.11 eine diskrete Teilmenge D von C \ [α,+∞) und eine
in C \ [α,+∞) meromorphe q × q-Matrixfunktion g derart, dass φ, ψ und g in C \
([α,+∞) ∪ D) holomorph sind und det g(z) 6= 0 sowie
φ(z) = W · diag (0m×m, Il) · g(z) und ψ(z) = W · diag (Im, 0l×l) · g(z)
für jedes z ∈ C \ ([α,+∞)∪D) gelten. Für jedes z ∈ C \ ([α,+∞)∪D) gelten wegen
WW ∗ = Iq sowie (11.69) und (11.70) dann
PU φ(z) = WW ∗PUW · diag (0m×m, Il) · g(z)
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= W · diag (Im, 0l×l) · diag (0m×m, Il) · g(z) = 0q×q
sowie
PV ψ(z) = WW ∗PVW · diag (Im, 0l×l) · g(z)
= W · diag (0m×m, Il) · diag (Im, 0l×l) · g(z) = 0q×q
und damit (11.75).
(b3) Sei
(
φ
ψ
)
beliebig aus P(q,q)−J˜q ,>(C \ [α,+∞)) derart gewählt, dass (11.75) gilt. Wir
erhalten in Hinblick auf Satz 10.19 zunächst, dass det (ψ− iφ) nicht die Nullfunktion
ist. Bezeichne F := (ψ + iφ)(ψ − iφ)−1. Nach Satz 10.19 existiert dann eine diskrete
Teilmenge D von C \ [α,+∞) derart, dass folgende drei Aussagen erfüllt sind:
(i) F ist eine in C\[α,+∞) meromorphe und in Π+∪[C\([α,+∞)∪D)] holomorphe
Matrixfunktion.
(ii) Die Matrixfunktionen φ, ψ und (ψ− iφ)−1 sind in C \ [α,+∞) meromorph und
in C \ ([α,+∞) ∪ D) holomorph.
(iii) Für jedes z ∈ C \ ([α,+∞) ∪ D) gelten (10.15), (10.16) und (10.17).
Nach Voraussetzung ist W eine unitäre q × q-Matrix derart, dass (11.69) und (11.70)
erfüllt sind. Oﬀensichtlich sind in Hinblick auf (i) dann
φ˜ :=
i
2
(Iq − F )W und ψ˜ := 1
2
(Iq + F )W (11.89)
in C\[α,+∞) meromorphe und in Π+∪[C\([α,+∞)∪D)] holomorphe Matrixfunktio-
nen. Aufgrund von (ii) sind φ, ψ, φ˜, ψ˜ und (ψ−iφ)−1W in C\([α,+∞)∪D) holomorph.
Wegen (iii) ist auch (11.33) für alle z ∈ C \ ([α,+∞)∪D) erfüllt. In Hinblick auf (ii)
sind die Matrixfunktionen (ψ − iφ)−1 und (ψ − iφ)−1W in C \ [α,+∞) meromorph.
Unter Beachtung der wegen (iii) für jedes z ∈ C \ ([α,+∞) ∪ D) gültigen Beziehung
det ([ψ(z)− iφ(z)]−1W ) 6= 0 gehört nach (11.73), (11.33) und Lemma 10.10 nun (φ˜
ψ˜
)
zu P(q,q)−J˜q ,>(C \ [α,+∞)). Nach Deﬁnition 10.11 und Bemerkung 10.12 gilt (11.34).
Wegen der Unitarität der Matrix W , (11.89), (11.33), (11.69) und (11.75) folgt
(Im, 0m×l)(Iq −W ∗FW ) = (Im, 0m×l)W ∗(Iq − F )W
= −2i(Im, 0m×l)W ∗φ˜ = −2i(Im, 0m×l)W ∗φ(ψ − iφ)−1W
= −2i(Im, 0m×l) · diag (Im, 0l×l) ·W ∗φ(ψ − iφ)−1W
= −2i(Im, 0m×l)W ∗PUWW ∗φ(ψ − iφ)−1W
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= −2i(Im, 0m×l)W ∗PU φ(ψ − iφ)−1W
= −2i(Im, 0m×l)W ∗Oq×q(ψ − iφ)−1W = Om×q. (11.90)
Aus der Unitarität der Matrix W , (11.89), (11.33), (11.70) und (11.75) ergibt sich
(0l×m, Il)(Iq +W ∗FW ) = (0l×m, Il)W ∗(Iq + F )W
= 2(0l×m, Il)W ∗ψ˜ = 2(0l×m, Il)W ∗ψ(ψ − iφ)−1W
= 2(0l×m, Il) · diag (0m×m, Il) ·W ∗ψ(ψ − iφ)−1W
= 2(0l×m, Il)W ∗PVWW ∗ψ(ψ − iφ)−1W
= 2(0l×m, Il)W ∗PV ψ(ψ − iφ)−1W
= 2(0l×m, Il)W ∗Oq×q(ψ − iφ)−1W = Ol×q. (11.91)
Wegen (i) und Bemerkung C.18 gilt:
(iv) Es ist G := W ∗FW eine in C\ [α,+∞) meromorphe und in Π+∪ [C\([α,+∞)∪
D)] holomorphe Matrixfunktion.
Bezeichne G = (Gjk)2j,k=1 die Blockdarstellung von G mit m×m-Block G11. Wegen
(11.90) und (11.91) folgen
G11 = Im, G12 = Om×l, G21 = Ol×m und G22 = −Il,
woraus wir wegen (iv) für jedes w ∈ Π+ die Beziehung G(w) = diag (Im, −Il)
erhalten. Da G nach (iv) eine in C \ [α,+∞) meromorphe Matrixfunktion ist, folgt
nach dem IdentitätssatzW ∗FW = G = diag (Im, −Il) und wegen der Unitarität der
Matrix W somit
F = W · diag (Im, −Il) ·W ∗. (11.92)
Wegen (11.89) und (11.92) erhalten wir
φ˜ =
i
2
(Iq − F )W = i
2
(
Iq −W · diag (Im, −Il) ·W ∗
)
W
=
i
2
W
(
diag (Im, Il)− diag (Im, −Il)
)
= W · diag (Om×m, iIl) (11.93)
und
ψ˜ =
1
2
(Iq + F )W =
1
2
(
Iq +W · diag (Im, −Il) ·W ∗
)
W
=
1
2
W
(
diag (Im, Il) + diag (Im, −Il)
)
= W · diag (Im, Ol×l). (11.94)
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Da
(φ˜
ψ˜
)
ein zu P(q,q)−J˜q ,>(C\ [α,+∞)) gehöriges Paar ist sowie φ˜ und ψ˜ in Π+ holomorphe
Matrixfunktionen sind, die (11.34) genügen, ergibt sich unter Berücksichtigung von
det (Im, −iIl) = 1m · (−i)l 6= 0 mit Lemma 10.10, Deﬁnition 10.11, Bemerkung 10.12
und (11.34), dass durch
φ := φ˜ · diag (Im, −iIl) und ψ := ψ˜ · diag (Im, −iIl) (11.95)
in C \ [α,+∞) meromorphe und in Π+ holomorphe Matrixfunktionen φ und ψ mit(
φ
ψ
)
∈ P(q,q)−J˜q ,>(C \ [α,+∞)) und
〈(
φ
ψ
)〉
=
〈(
φ˜
ψ˜
)〉
=
〈(
φ
ψ
)〉
(11.96)
deﬁniert werden. Da wegen (11.95), (11.93) und (11.71) oﬀensichtlich
φ = φ˜ · diag (Im, −iIl) = W · diag (Om×m, iIl) · diag (Im, −iIl)
= W · diag (Om×m, Il) = φ#
gilt, und, da (11.95), (11.94) und (11.71) des Weiteren
ψ = ψ˜ · diag (Im, −iIl) = W · diag (Im, Ol×l) · diag (Im, −iIl)
= W · diag (Im, Ol×l) = ψ#
implizieren, ist (11.74) wegen (11.96) gültig. 
Lemma 11.18. Seien α ∈ R, κ ∈ N∪{+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Sei n ∈ N0 derart,
dass 2n+ 1 6 κ erfüllt ist. Des Weiteren sei vorausgesetzt, dass für die gemäß (11.1)
und (11.2) deﬁnierten ganzen Zahlen m und l dann
m+ l = q (11.97)
sowie m > 1 und l > 1 gelten. Bezeichne Un,α und Vn,α die durch (9.41) und (9.42)
gegebenen Unterräume von Cq sowie PUn,α und PVn,α die Orthoprojektionsmatrizen
(von Cq) auf die Unterräume Un,α bzw. Vn,α von Cq. Dann gelten folgende Aussagen:
(a) Es gibt eine unitäre komplexe q × q-Matrix W mit
W ∗PUn,αW = diag (Im, 0l×l) (11.98)
und
W ∗PVn,αW = diag (0m×m, Il). (11.99)
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(b) Sei W eine beliebige unitäre komplexe q × q-Matrix mit (11.98) und (11.99).
(b1) Es gilt (
W · diag (Om×m, Il)
W · diag (Im, Ol×l)
)
∈ P(q,q)−J˜q ,>(C \ [α,+∞)). (11.100)
(b2) Jedes Paar
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)), das〈(
φ
ψ
)〉
=
〈(
W · diag (Om×m, Il)
W · diag (Im, Ol×l)
)〉
(11.101)
erfüllt, genügt (10.80) und (10.81).
(b3) Falls
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C\ [α,+∞)) derart ist, dass (10.80) und (10.81) erfüllt
sind, dann gilt (11.101).
Beweis. Unter Berücksichtigung von (9.41), (9.42), Teil (a) von Lemma 9.7, (11.1) und
(11.2) erhalten wir, dass Un,α und Vn,α orthogonale Unterräume des C-Vektorraumes
Cq sind, die dimUn,α = m und dimVn,α = l erfüllen. Wegen (11.97), m > 1 und l > 1
ist Lemma 11.17 mit U = Un,α und V = Vn,α anwendbar.
(a) Die in Teil (a) formulierte Aussage folgt unmittelbar aus Teil (a) von Lemma 11.17.
(b1) Nach Teil (b1) von Lemma 11.17 ergibt sich (11.100).
(b2) Sei
(
φ
ψ
)
ein beliebiges zu P(q,q)−J˜q ,>(C\ [α,+∞)) gehöriges Paar mit (11.101). Wegen
Teil (b2) von Lemma 11.17 gelten dann PUn,αφ = Oq×q und PVn,αψ = Oq×q. Unter
Verwendung von Teil (b) von Lemma 9.7 folgen (10.80) und (10.81).
(b3) Sei
(
φ
ψ
)
ein zu P(q,q)−J˜q ,>(C \ [α,+∞)) gehöriges Paar, dass (10.80) und (10.81)
erfüllt. Wegen (9.41), (10.80) und Teil (b1) von Lemma 9.7 gilt PUn,αφ = Oq×q und
wegen (9.42), (10.81) und Teil (b2) von Lemma 9.7 gilt PVn,αψ = Oq×q. Da W eine
unitäre komplexe q × q-Matrix mit (11.98) und (11.99) ist, folgt mit Teil (b3) von
Lemma 11.17 hieraus die Gültigkeit von (11.101). 
Bevor wir Lemma 11.18 anwenden, gehen wir auf den Fall (III-2) ein.
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Lemma 11.19. Seien V ein Unterraum von Cq mit dimV = q. Dann gelten folgende
Aussagen:
(a) Es gelten V = Cq und PV = Iq.
(b) Sei W eine nichtsinguläre komplexe q × q-Matrix.
(b1) Es gelten
(
W
0q×q
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) und PV Oq×q = Oq×q.
(b2) Jedes Paar
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) mit〈(
φ
ψ
)〉
=
〈(
W
0q×q
)〉
(11.102)
erfüllt PV ψ = Oq×q.
(b3) Für jedes
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) mit PV ψ = Oq×q sind folgende Be-
dingungen erfüllt:
(i) ψ = Oq×q.
(ii) detφ ist nicht die Nullfunktion.
(iii) Es gilt (11.102).
Beweis. (a) Da nach Voraussetzung V ein Unterraum von Cq mit dimV = q ist, gelten
dann V = Cq und PV = Iq trivialerweise.
(b1) Oﬀensichtlich sind die in C \ [α,+∞) deﬁnierten konstanten Matrixfunktionen
φ# := W und ψ# := 0q×q (11.103)
in C \ [α,+∞) holomorphe Matrixfunktionen. Es gilt
rank
(
φ#(z)
ψ#(z)
)
= rank
(
W
0q×q
)
= q (11.104)
für jedes z ∈ C \ [α,+∞). Für jedes k ∈ Z0,1 und jedes z ∈ C \ R folgern wir mit
Hilfe von Bemerkung 8.1 und (11.103) auch die Beziehung(
(z − α)kφ#(z)
ψ#(z)
)∗( −J˜q
2 Im z
)(
(z − α)kφ#(z)
ψ#(z)
)
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=
−i
2 Im z
(
ψ∗#(z)[(z − α)kφ#(z)]− [(z¯ − α)kφ∗#(z)]ψ#(z)
)
=
−i
2 Im z
[
(z − α)k · 0∗q×q ·W − (z¯ − α)kW ∗ · 0q×q
]
= 0q×q > 0q×q. (11.105)
Nach Deﬁnition 10.8 gehört wegen (11.104) und (11.105) somit
(
W
0q×q
)
zu
P(q,q)−J˜q ,>(C \ [α,+∞)) und unter Berücksichtigung der trivialen Gleichung PV Oq×q =
Oq×q ist die Gültigkeit von (b1) gezeigt.
(b2) Wir betrachten nun ein beliebiges
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C\ [α,+∞)) mit (11.102). Dann
gibt es nach Deﬁnition 10.11 eine diskrete Teilmenge D von C \ [α,+∞) und eine
in C \ [α,+∞) meromorphe q × q-Matrixfunktion g derart, dass φ, ψ und g in C \
([α,+∞) ∪ D) holomorph sind und det g(z) 6= 0 sowie
φ(z) = W · g(z) und ψ(z) = 0q×q · g(z) = 0q×q
für jedes z ∈ C \ ([α,+∞) ∪D) gelten. Für jedes z ∈ C \ ([α,+∞) ∪D) erhalten wir
dann PV ψ(z) = PV0q×q = 0q×q.
(b3) Sei
(
φ
ψ
)
beliebig aus P(q,q)−J˜q ,>(C \ [α,+∞)) derart gewählt, dass PV ψ = Oq×q gilt.
Nach Deﬁnition 10.8 existiert dann eine diskrete Teilmenge D von C\ [α,+∞) derart,
dass φ und ψ in C\([α,+∞)∪D) holomorph sind. Unter Berücksichtigung von Teil (a)
und PV ψ = 0q×q erhalten wir für jedes z ∈ C\ ([α,+∞)∪D) dann ψ(z) = Iq ·ψ(z) =
PVψ(z) = 0q×q und folglich (i). In Hinblick auf Deﬁnition 10.8 und (i) ist für jedes
z ∈ C \ ([α,+∞)∪D) auch q = rank (φ(z)
ψ(z)
)
= rank
(
φ(z)
0q×q
)
= rankφ(z) = q und somit
detφ(z) 6= 0 (11.106)
für jedes z ∈ C \ ([α,+∞) ∪ D) gültig, woraus (ii) folgt. Des Weiteren ist wegen
(11.106) und Bemerkung C.19 dann φ−1 eine in C \ [α,+∞) meromorphe und in
C \ ([α,+∞)∪D) holomorphe Matrixfunktion mit detφ−1(z) = det [φ(z)]−1 6= 0 für
jedes z ∈ C \ ([α,+∞) ∪ D). Oﬀensichtlich sind nach Bemerkung C.18 dann
g := φ−1W, φ˜ := φφ−1W und ψ˜ := ψφ−1W (11.107)
in C \ [α,+∞) meromorphe und in C \ ([α,+∞) ∪ D) holomorphe Matrixfunktio-
nen und es gilt det g(z) = det (φ−1W )(z) = det [φ−1(z)] · detW 6= 0 für jedes
z ∈ C \ ([α,+∞) ∪ D). Somit zeigen (11.107) und Lemma 10.10 dann, dass (φ˜
ψ˜
)
zu
P(q,q)−J˜q ,>(C \ [α,+∞)) gehört und entsprechend Deﬁnition 10.11 und Bemerkung 10.12
des Weiteren (11.34) gilt. Aus (11.107) und (i) erhalten wir φ˜ = φφ−1W = W und
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ψ˜ = ψφ−1W = Oq×qφ−1W = Oq×q, somit unter Beachtung von (11.34) dann (11.102)
gilt und auch (b3) bewiesen ist. 
Lemma 11.20. Seien α ∈ R, κ ∈ N∪{+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Sei n ∈ N0 derart,
dass 2n + 1 6 κ erfüllt ist. Des Weiteren sei vorausgesetzt, dass l = q für die durch
(11.2) deﬁnierte ganze Zahl l gilt. Bezeichne Vn,α den durch (9.42) gegebenen Unter-
raum von Cq sowie PVn,α die Orthoprojektionsmatrix (von Cq) auf den Unterraum
Vn,α von Cq. Dann gelten folgende Aussagen: und es gelten folgende Aussagen:
(a) Es gelten Vn,α = Cq sowie PVn,α = Iq.
(b) Sei W eine nichtsinguläre komplexe q × q-Matrix.
(b1) Es gilt
(
W
0q×q
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)).
(b2) Jedes Paar
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)), das〈(
φ
ψ
)〉
=
〈(
W
0q×q
)〉
(11.108)
erfüllt, genügt (10.81).
(b3) Falls
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) derart ist, dass (10.81) erfüllt ist, dann
gilt (11.108).
Beweis. Unter Berücksichtigung von (9.42), (11.2), der Voraussetzung l = q und
Teil (a) von Lemma 9.7 erhalten wir, dass Vn,α ein Unterraum des C-Vektorraumes
Cq mit dimVn,α = q ist. Insbesondere ist Lemma 11.19 mit V = Vn,α anwendbar.
(a) Diese Aussage folgt unmittelbar aus Teil (a) von Lemma 11.19.
(b1) Nach Teil (b1) von Lemma 11.19 ergibt sich (b1).
(b2) Sei
(
φ
ψ
)
ein beliebiges zu P(q,q)−J˜q ,>(C\ [α,+∞)) gehöriges Paar mit (11.108). Wegen
Teil (b2) von Lemma 11.19 gilt dann PVn,αψ = Oq×q. Unter Verwendung von Teil (b2)
von Lemma 9.7 folgt (10.81).
(b3) Sei
(
φ
ψ
)
ein zur Klasse P(q,q)−J˜q ,>(C \ [α,+∞)) gehöriges Paar derart, dass (10.81)
erfüllt ist. Wegen (10.81), (9.42) und Teil (b2) von Lemma 9.7 gilt PVn,αψ = Oq×q.
Hieraus folgt unter Berücksichtigung von Teil (b3) von Lemma 11.19, dass (11.108)
gültig ist. 
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Bevor wir Lemma 11.20 anwenden, gehen wir auf den Fall (III-3) ein.
Lemma 11.21. Sei U ein Unterraum von Cq mit dimU = q. Dann gelten folgende
Aussagen:
(a) Es gelten U = Cq und PU = Iq.
(b) Sei W eine nichtsinguläre komplexe q × q-Matrix. Dann gelten folgende Aussa-
gen:
(b1) Es sind
(
0q×q
W
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) und PU Oq×q = Oq×q.
(b2) Jedes
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) mit〈(
φ
ψ
)〉
=
〈(
0q×q
W
)〉
(11.109)
erfüllt
PU φ = Oq×q. (11.110)
(b3) Für jedes
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)), das (11.110) erfüllt, gelten folgende
Aussagen:
(i) φ = Oq×q.
(ii) detψ ist nicht die Nullfunktion.
(iii) Es gilt (11.109).
Lemma 11.21 kann unter Berücksichtigung der Bemerkungen 8.1, C.19 und Bemer-
kung C.18 analog zu Lemma 11.19 bewiesen werden. Wir verzichten an dieser Stelle
auf die Darstellung des Details.
Lemma 11.22. Seien α ∈ R, κ ∈ N ∪ {+∞} und (sj)κj=0 ∈ K>,eq,κ,α. Sei n ∈ N0
derart, dass 2n + 1 6 κ erfüllt ist. Des Weiteren sei vorausgesetzt, dass m = q
für die durch (11.1) deﬁnierte ganze Zahl m gilt. Bezeichne Un,α den durch (9.41)
gegebenen Unterraum von Cq sowie PUn,α die Orthoprojektionsmatrix (von Cq) auf
den Unterraum Un,α von Cq. Dann sind folgende Aussagen erfüllt:
(a) Es gelten Un,α = Cq sowie PUn,α = Iq.
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(b) Sei W eine nichtsinguläre komplexe q × q-Matrix. Dann gelten folgende Aussa-
gen:
(b1) Es gilt
(
0q×q
W
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)).
(b2) Jedes Paar
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)), das〈(
φ
ψ
)〉
=
〈(
0q×q
W
)〉
(11.111)
erfüllt, genügt (10.80).
(b3) Falls
(
φ
ψ
) ∈ P(q,q)−J˜q ,>(C \ [α,+∞)) derart ist, dass (10.80) erfüllt ist, dann
gilt (11.111).
Beweis. Unter Berücksichtigung von (9.41), (11.1), der Voraussetzung m = q und Teil
(a) von Lemma 9.7 erhalten wir, dass Un,α ein Unterraum des C-Vektorraumes Cq
mit dimUn,α = q ist. Insbesondere ist Lemma 11.21 mit U = Un,α anwendbar.
(a) Diese Aussage folgt unmittelbar aus Teil (a) von Lemma 11.21.
(b1) Nach Teil (b1) von Lemma 11.21 ergibt sich (b1).
(b2) Sei
(
φ
ψ
)
ein beliebiges zu P(q,q)−J˜q ,>(C\ [α,+∞)) gehöriges Paar mit (11.111). Wegen
Teil (b2) von Lemma 11.21 gilt dann PUn,αφ = Oq×q, woraus unter Verwendung von
Teil (b1) von Lemma 9.7 dann (10.80) folgt.
(b3) Sei
(
φ
ψ
)
ein zu P(q,q)−J˜q ,>(C \ [α,+∞)) gehöriges Paar mit (10.80). Wegen (10.80),
(9.41) und Teil (b1) von Lemma 9.7 gilt PUn,αφ = Oq×q. Hieraus folgt mit Hilfe von
Teil (b3) von Lemma 11.21, dass (11.111) gültig ist. 
Wir fassen nun unsere bisher gewonnenen Erkenntnisse im Fall (III) zusammen.
Theorem 11.23. Seien α ∈ R, κ ∈ N ∪ {+∞} sowie (sj)κj=0 ∈ K>,eq,κ,α und n ∈ N0
mit 2n+1 6 κ. Die Matrixfunktion Θn,α : C→ C2q×2q sei gemäß (8.48) deﬁniert und
Θ̂n,α := Rstr C\[α,+∞)Θn,α. Bezeichne (10.82) die q × q-Blockdarstellung von Θ̂n,α. Es
sei vorausgesetzt, dass die gemäß (11.1) und (11.2) erklärten ganzen Zahlen m und
l die Gleichung m + l = q erfüllen. Im Fall, dass m > 1 und l > 1 gelten, bezeichne
Un,α und Vn,α die durch (9.41) bzw. (9.42) deﬁnierten Unterräume von Cq sowie W
eine (entsprechend Lemma 11.18 existierende) unitäre komplexe q × q-Matrix derart,
dass (11.98) und (11.99) erfüllt sind. Dann gelten folgende Aussagen:
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(a) Mit
φ :=

W · diag (Om×m, Il) , falls m > 1 und l > 1
Iq , falls m = 0
Oq×q , falls l = 0
(11.112)
und
ψ :=

W · diag (Im, Ol×l) , falls m > 1 und l > 1
Oq×q , falls m = 0
Iq , falls l = 0
(11.113)
ist det
(
Θ̂
(2,1)
n,α φ+Θ̂
(2,2)
n,α ψ
)
eine von der Nullfunktion verschiedene, in C\[α,+∞)
meromorphe Funktion.
(b) Die Menge S0,q,[α,+∞)[(sj)2n+1j=0 ,6] besitzt genau ein Element S, nämlich die
durch
S :=

(
Θ̂
(1,1)
n,α W · diag (Om×m, Il) + Θ̂(1,2)n,α W · diag (Im, Ol×l)
)
·(Θ̂(2,1)n,α W · diag (Om×m, Il) + Θ̂(2,2)n,α W · diag (Im, Ol×l))−1
, falls m > 1 und l > 1
Θ̂
(1,1)
n,α
(
Θ̂
(2,1)
n,α
)−1 , falls m = 0
Θ̂
(1,2)
n,α
(
Θ̂
(2,2)
n,α
)−1 , falls l = 0
(11.114)
deﬁnierte Matrixfunktion.
Beweis. Im Fall, dass m > 1 und l > 1 gelten, folgt aus (11.112), (11.113) und den
Teilen (b) und (c) von Lemma 11.18 sowie Bemerkung 10.12, dass(
φ
ψ
)
∈ P(q,q)−J˜q ,>(C \ [α,+∞)) (11.115)
und die Gleichungen (10.80) und (10.81) erfüllt sind. Im Fall m = 0 gilt wegen der
Voraussetzung m + l = q zunächst l = q, sodass wir mit Hilfe von Teil (b) von
Lemma 11.20 aus (11.112), Bemerkung 10.12 und (11.113) dann (11.115) und (10.81)
erhalten. Da im Fallm = 0 wegen (11.1) die Beziehung (I(n+1)q−H+nHn)RTq,n(α)vq,n =
0(n+1)q×q erfüllt ist, gilt (10.80). Im Fall l = 0 zeigt die Voraussetzung m+ l = q, dass
m = q gilt und wegen (11.2) somit (I(n+1)q −H+α.nHα.n)Hnvq,n = 0(n+1)q×q erfüllt ist,
woraus (10.81) folgt. Des Weiteren ergibt sich im Fall m = q aus Lemma 11.22 und
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Bemerkung 10.12, dass (11.115) und (10.80) gelten. Folglich gelten (11.115), (10.80)
und (10.81) in jedem Fall. Somit zeigt Bezeichnung 10.24, dass(
φ
ψ
)
∈ P(q,q)−J˜q ,>[C \ [α,+∞), (sj)
2n+1
j=0 ] (11.116)
erfüllt ist. Folglich impliziert Satz 10.26 die Gültigkeit von (a) sowie, dass die durch
(10.102) deﬁnierte Matrixfunktion Ŝn,α zur Klasse S0,q,[α,+∞)[(sj)2n+1j=0 ,6] gehört. Da
wir unter Beachtung von (10.102), (11.112), (11.113) und (11.114) die Gültigkeit von
Ŝn,α = S (11.117)
erkennen, ergibt sich somit, dass S ∈ S0,q,[α,+∞)[(sj)2n+1j=0 ,6] gilt. Somit folgt
{S} ⊆ S0,q,[α,+∞)[(sj)2n+1j=0 ,6]. (11.118)
Wir betrachten nun eine beliebige zur Klasse S0,q,[α,+∞)[(sj)2n+1j=0 ,6] gehörige Matrix-
funktion S#. Nach Satz 10.26 gibt es ein Paar(
φ#
ψ#
)
∈ P(q,q)−J˜q ,>[C \ [α,+∞), (sj)
2n+1
j=0 ] (11.119)
von in C \ [α,+∞) holomorphen Matrixfunktionen φ# und ψ# derart, dass
det
(
Θ̂(2,1)n,α (z)φ#(z) + Θ̂
(2,2)
n,α (z)ψ#(z)
) 6= 0 (11.120)
und
S#(z) =
[
Θ̂(1,1)n,α (z)φ#(z) + Θ̂
(1,2)
n,α (z)ψ#(z)
][
Θ̂(2,1)n,α (z)φ#(z) + Θ̂
(2,2)
n,α (z)ψ#(z)
]−1
(11.121)
für jedes z ∈ C \ [α,+∞) gelten. Bezeichnung 10.24 zeigt dann, dass(
φ#
ψ#
)
∈ P(q,q)−J˜q ,>(C \ [α,+∞)) (11.122)
sowie
(I(n+1)q −H+nHn)RTq,n(α)vq,nφ# = O(n+1)q×q (11.123)
und
(I(n+1)q −H+α.nHα.n)Hnvq,nψ# = O(n+1)q×q (11.124)
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erfüllt sind. Wir begründen nun, dass〈(
φ#
ψ#
)〉
=
〈(
φ
ψ
)〉
(11.125)
gilt. Im Fall, dass m > 1 und l > 1 erfüllt sind, folgt (11.125) mit Hilfe von (11.112),
(11.113) sowie (11.122), (11.123), (11.124) und Teil (b3) von Lemma 11.18. Im Fall
m = 0 gilt wegen der Voraussetzung m + l = q zunächst l = q und wegen (11.112),
(11.113), (11.122), (11.124) sowie Teil (b3) von Lemma 11.20 ergibt sich (11.125). Im
Fall l = 0 zeigt die Voraussetzung m + l = q, dass m = q gilt, und wir erkennen
die Gültigkeit von (11.125) aus (11.112), (11.113), (11.122), (11.123) sowie Teil (b3)
von Lemma 11.22. Folglich ist (11.125) in jedem Fall nachgewiesen. Wegen (11.117),
(11.116), (11.119) und (11.125) folgt aus Teil (c) von Satz 10.26 in Verbindung mit
(11.120), (a), (11.121) und (10.102), dass S# = Ŝn,α = S richtig ist. Demnach gilt
S0,q,[α,+∞)[(sj)2n+1j=0 ,6] ⊆ {S}. (11.126)
Wegen (11.118) und (11.126) folgt S0,q,[α,+∞)[(sj)2n+1j=0 ,6] = {S}. 
Bemerkung 11.24. Unter den Voraussetzungen von Theorem 11.23 erkennen wir
aus Theorem 11.23 und Theorem 0.10 sowie Bemerkung 0.11 und Deﬁnition 1.55, dass
die durch (11.114) gegebene Matrixfunktion S gerade die α-Stieltjes-Transformierte
der Einschränkung σ∗ des zu (sj)2n+1j=0 gehörigen vollständig degenerierten Maßes auf
B[α,+∞) ist.
Wie bereits bemerkt, erhalten wir nun einen eigenständigen Beweis von Theorem 0.5
im Fall, dass in der dortigen Formulierung eine ungerade positive ganze Zahl m vor-
gegeben ist.
Folgerung 11.25. Seien α ∈ R sowie n ∈ N0 und (sj)2n+1j=0 eine Folge komplexer
p× q-Matrizen. Dann gilt genau dann Mq>[[α,+∞); (sj)2n+1j=0 ,6] 6= ∅, wenn (sj)2n+1j=0
zu K>q,2n+1,α gehört.
Beweis. Die Notwendigkeit der Bedingung (sj)2n+1j=0 ∈ K>q,2n+1,α folgt aus Bemer-
kung 5.17. Ist umgekehrt (sj)2n+1j=0 ∈ K>q,2n+1,α vorausgesetzt, dann gibt es nach
Satz 0.7 eine zu K>,eq,2n+1,α gehörige Folge (s˜j)2n+1j=0 mit Mq>[[α,+∞); (s˜j)2n+1j=0 ,6] =
Mq>[[α,+∞); (sj)2n+1j=0 ,6]. Da nach Bemerkung 10.17 und Theoremen 11.2, 11.9,
11.13, 11.16 und 11.23 sowie Theorem 1.54 die MengeMq>[[α,+∞); (s˜j)2n+1j=0 ,6] nicht
leer ist, folgtMq>[[α,+∞); (sj)2n+1j=0 ,6] 6= ∅ 
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In diesem Teil des Anhangs sind einige Resultate der Matrizentheorie dargestellt,
die das Lesen vorangehender Abschnitte erleichtern sollen. Die in dieser Arbeit be-
trachteten Vektorräume sind Vektorräume über dem Körper C der komplexen Zahlen.
Wenn nicht anders erwähnt, seien p und q positive ganze Zahlen. Wir beginnen mit
bekannten Aussagen über direkte Summen von Unterräumen.
Sind U und W Unterräume eines Vektorraumes V , so ist auch die Summe U +W :=
{u+ w : u ∈ U und w ∈ W} ein Unterraum von V . Falls zusätzlich U ∩ W = {0V}
gilt, sprechen wir davon, dass U +W die direkte Summe der Unterräume U und W
ist und symbolisieren dies durch U ⊕W . Unterräume U undW eines Vektorraumes V
nennt man komplementär in V , falls U ⊕W = V gilt, d. h., falls V die direkte Summe
von U undW ist. Ist ein Unterraum U von V gegeben, so nennt man einen Unterraum
W von V zu U komplementär in V , falls U und W komplementär in V sind. Es gilt
folgender bekannter Zusammenhang für komplementäre Unterräume (siehe z. B. auch
[Scha12, Lemma 2.5, Seite 7]):
Lemma A.1. Seien U und W Unterräume eines Vektorraumes V. Dann gilt genau
dann U ⊕W = V, wenn es für jedes v ∈ V genau ein u ∈ U und genau ein w ∈ W
mit v = u+ w gibt.
Sind U und W komplementäre Unterräume in einem Vektorraum V sowie x ∈ V und
bezeichnen u ∈ U und w ∈ W die (nach Lemma A.1) eindeutig bestimmten Vektoren
mit v = u+ w, so nennt man u die Projektion von v auf U entlang W .
Wir geben nun weitere bekannte Charakterisierungen komplementärer Unterräume
eines endlichdimensionalen Vektorraumes V an.
Lemma A.2. Seien U und W Unterräume eines Vektorraumes V derart, dass für
m := dimU und n := dimW die Bedingungen m > 1 und n > 1 erfüllt sind. Dann
gilt genau dann U ⊕W = V, wenn folgende Bedingung erfüllt ist:
(i) Sind u1, u2, ..., um eine Basis von U und w1, w2, ..., wn eine Basis von W, so ist
u1, u2, ..., um, w1, w2, ...wn eine Basis von V.
Einen Beweis von Lemma A.2 ﬁndet man z. B. in [Scha12, Lemma 2.3, Seiten 4-6].
Wir betrachten nun den Orthogonalraum U⊥ eines abgeschlossenen Unterraumes U
eines C-Hilbertraumes.
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Bemerkung A.3. Seien [H, 〈 . , . 〉] ein C-Hilbertraum und U ein abgeschlossener
Unterraum von H. Nach dem Projektionssatz im Hilbertraum (siehe z. B. [We76,
Satz 3.2, Seite 36]) gelten dann
(U⊥)⊥ = U und U ⊕ U⊥ = H.
Bemerkung A.4. Sei A ∈ Cp×q. Dann gelten bekanntermaßen (siehe z. B. [We76,
Satz 4.13, Seite 71, Satz 3.2, Seite 36] die Beziehungen R(A)⊥ = N (A∗) und
N (A)⊥ = R(A∗).
Für jede Wahl nichtnegativer ganzer Zahlen j und k bezeichne δjk das durch (0.2)
deﬁnierte Kronecker-Delta. Für jedes k ∈ Z1,q bezeichne weiterhin e(q)k den k-ten
kanonischen Einheitsvektor aus Cq×q, d. h. e(q)k := col (δjk)
q
j=1.
Bemerkung A.5. Es sei G = (gjk)
q
j,k=1 ∈ Cq×q. Mit den für alle j, k ∈ Z1,q deﬁ-
nierten Vektoren ajk := 12
(
e
(q)
j + e
(q)
k
)
, bjk := 12
(
e
(q)
j − e(q)k
)
, cjk := 12
(
e
(q)
j − ie(q)k
)
und
djk :=
1
2
(
e
(q)
j + ie
(q)
k
)
lässt sich durch eine einfache Rechnung zeigen, dass für alle
j, k ∈ Z1,q die Gleichung gjk = a∗jkGajk − b∗jkGbjk + ic∗jkGcjk − id∗jkGdjk gilt.
Es sei an dieser Stelle daran erinnert, dass wir für jedes A ∈ Cq×q mit trAdie Spur
von A bezeichnen. Sind A und B hermitesche komplexe q × q-Matrizen, so schreiben
wir wie üblich A 6 B (oder B > A), wenn B − A eine nichtnegative hermitesche
Matrix ist. Diese auf der Menge Cq×qH aller hermiteschen komplexen q × q Matrizen
deﬁnierte Relation ist eine Halbordnung, die sogenannte Löwner-Halbordnung.
Bemerkung A.6. Seien A ∈ Cq×q und B ∈ Cq×q. Mit Hilfe von Bemerkung A.5
erkennt man, dass genau dann A = B gilt, wenn u∗Au = u∗Bu für alle u ∈ Cq erfüllt
ist. Insbesondere gilt A = A∗ genau dann, wenn u∗Au ∈ R für jedes u ∈ Cq gilt.
Bemerkung A.7. Es gelten Cq×q> ⊆ Cq×q> und wegen Bemerkung A.6 auch Cq×q> ⊆
Cq×qH .
Bemerkung A.8. Sei A ∈ Cq×q> . Dann gilt B∗AB ∈ Cp×p> für jedes B ∈ Cq×p.
Bemerkung A.9. Für jedes A ∈ Cq×q> gelten R(
√
A) = R(A) und N (√A) = N (A).
Bemerkung A.10. Sei (An)∞n=1 eine (bezüglich der euklidischen Norm ‖.‖E) kon-
vergente Folge aus Cq×q> . Dann gilt für jedes u ∈ Cq die Beziehung
u∗
(
lim
n→∞
An
)
u = lim
n→∞
(u∗Anu) ∈ [0,+∞)
und somit lim
n→∞
An ∈ Cq×q> .
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Bemerkung A.11. Sei A ∈ Cq×q. Für alle z ∈ C gelten dann die Gleichungen
Re (zA) = ( Re z) · ReA− ( Im z) · ImA und Im (zA) = ( Re z) · ImA+ ( Im z) · ReA
(siehe z. B. [Schr13, Lemma A.23, Seiten 193/194]).
Bemerkung A.12. Für jedes A ∈ Cq×q gelten Re (A∗) = ReA sowie auch
Im (A∗) = − ImA und Im (A∗) = Im (−A).
Bemerkung A.13. Seien A ∈ Cq×q und (An)∞n=1 eine gegen A konvergierte Folge
aus Cq×q. Dann gelten auch limn→+∞ ReAn = ReA und limn→+∞ ImAn = ImA.
Ist U ein Unterraum von Cp, so gibt es nach einem bekannten Resultat der linearen
Algebra genau eine Matrix PU ∈ Cp×p derart, dass für jedes x ∈ Cp die Beziehung
x−PU x ∈ U⊥ gilt. Diese Matrix PU wird als Orthoprojektionsmatrix auf U bezeichnet.
Eine Matrix P aus Cp×p heißt Orthoprojektionsmatrix, falls ein Unterraum U von Cp
derart existiert, dass P = PU gilt. Es gilt folgender bekannter Sachverhalt (siehe z. B.
[We76, Satz 4.29, Seite 83]):
Satz A.14. Sei P ∈ Cp×p. Dann sind folgende Aussagen äquivalent:
(i) P ist eine Orthoprojektionsmatrix.
(ii) I − P ist eine Orthoprojektionsmatrix.
(iii) P 2 = P und P ∗ = P .
Falls (i) erfüllt ist, gelten P = PR(P ), R(P ) = N (I − P ) und N (P ) = R(I − P ).
Bemerkung A.15. Sei U ein Unterraum von Cp. Nach Satz A.14 gelten dann
P 2U = PU , P
∗
U = PU , R(PU) = U , R(PU) = N (Ip − PU) und N (PU) = R(Ip − PU)
sowie insbesondere wegen dimU = dimR(PU) auch dimU = rankPU .
Bemerkung A.16. Sei U ein Unterraum von Cp. Unter Berücksichtigung von
Satz A.14, Bemerkung A.4 und Bemerkung A.15 überzeugt man sich leicht davon,
dass N (PU) = U⊥ gilt.
Ist eine beliebige Matrix A ∈ Cp×q gegeben, so gibt es genau eine Matrix X ∈ Cp×q
derart, dass AXA = A, XAX = X, (AX)∗ = AX und (XA)∗ = XA erfüllt sind (sie-
he z. B. [DFK92, Proposition 1.1.1, Seite 14] oder [BIG03, Chapter 1]), nämlich die so-
genannte Moore-Penrose-Inverse von A. Für jedes A ∈ Cp×q wird die Moore-Penrose-
Inverse von A mit A+ bezeichnet. Für nichtsinguläre komplexe q × q-Matrizen A gilt
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oﬀensichtlich A+ = A−1. Manchmal werden bei unseren Überlegungen auch andere
verallgemeinerte Inversen verwendet. Dazu bezeichne für jedes A ∈ Cp×q des Wei-
teren A{1} := {X ∈ Cq×p : AXA = A}. Für jedes A ∈ Cp×q gelten oﬀensichtlich
A+ ∈ A{1} und insbesondere A{1} 6= ∅.
Wir stellen nun kurz grundlegende und wohlbekannte Resultate über Moore-Penrose-
Inverse dar (siehe z. B. [RM71] und [BIG03]).
Lemma A.17. Sei A ∈ Cp×q. Dann gelten folgende Aussagen:
(a) (A+)+ = A.
(b) (A∗)+ = (A+)∗ und (AT )+ = (A+)T .
(c) (AA∗)+ = (A+)∗A+ und (A∗A)+ = A+(A+)∗.
(d) A+ = A∗(AA∗)+ und A = (A∗A)+A∗.
(e) R(A+) = R(A∗), N (A+) = N (A∗) und rankA+ = rankA.
Bemerkung A.18. Sei A ∈ Cq×q. Dann gelten folgende Aussagen:
(a) Es gilt genau dann A = A∗, wenn (A+)∗ = A+ erfüllt ist.
(b) Es gilt genau dann A ∈ Cq×q> , wenn A+ ∈ Cq×q> erfüllt ist.
(c) Falls A = A∗ erfüllt ist, gilt AA+ = A+A.
Satz A.19. Seien A ∈ Cp×q sowie B ∈ Cq×p. Dann gilt genau dann B = A+, wenn
AB = PR(A) und BA = PR(B) erfüllt sind.
Einen Beweis von Satz A.19 ﬁndet man z. B. in [DFK92, Theorem 1.1.1, Seite 15].
Bemerkung A.20. Sei A ∈ Cp×q. Unter Berücksichtigung von Satz A.19 und
Teil (e) von Lemma A.17 gelten AA+ = PR(A) und A+A = PR(A∗).
Lemma A.21. Seien A ∈ Cp×q und B ∈ Cp×r. Des Weiteren sei B(1) ∈ B{1}. Dann
sind folgende Aussagen äquivalent (siehe [Dou66] oder in ausführlicher Form auch in
[Gl10, Lemma 3.1.10, Seiten 25/26] und [Gr12, Lemma 5.2, Seite 28]):
(i) R(A) ⊆ R(B).
(ii) Es gibt ein X ∈ Cr×q derart, dass A = BX gilt.
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(iii) BB(1)A = A.
(iv) Es gibt eine positive reelle Zahl ν derart, dass AA∗ 6 νBB∗ gilt.
(v) N (B∗) ⊆ N (A∗).
Es ist günstig, noch eine gewisse Umformulierung von Lemma A.21 darstellen:
Lemma A.22. Seien A ∈ Cp×q und B ∈ Cr×q. Des Weiteren sei B(1) ∈ B{1}. Dann
sind folgende Aussagen äquivalent:
(i) N (B) ⊆ N (A).
(ii) Es gibt ein Y ∈ Cp×r derart, dass A = Y B gilt.
(iii) AB(1)B = A.
(iv) Es gibt eine positive reelle Zahl γ derart, dass A∗A 6 γB∗B gilt.
(v) R(A∗) ⊆ R(B∗).
Einen ausführlichen Beweis von Lemma A.22 kann man z. B. in [Gl10, Lemma 3.1.11,
Seite 26] ﬁnden.
Bemerkung A.23. Seien A ∈ Cp×p, B ∈ Cp×q und C ∈ Cq×p. Falls R(B) ⊆ R(A)
sowie R(C∗) ⊆ R(A∗) erfüllt sind, gilt für jedes A(1) ∈ A{1} in Hinblick auf Lem-
ma A.22 und Lemma A.21 die Gleichung CA(1)B = CA+AA(1)AA+B = CA+B.
Bemerkung A.24. Seien B ∈ Cp×q und C ∈ Cq×p und D ∈ Cq×q. Falls R(B∗) ⊆
R(D∗) sowie R(C) ⊆ R(D) erfüllt sind, gilt für jedes D(1) ∈ D{1} nach Lemma A.22
und Lemma A.21 die Gleichung BD(1)C = BD+DD(1)DD+C = BD+C.
Das folgende Resultat ist eine auf Albert [Al69] und Eﬁmov/Potapov [EP73] zurück-
gehende Charakterisierung nichtnegativ hermitescher Blockmatrizen.
Lemma A.25. Seien A ∈ Cp×p, B ∈ Cp×q, C ∈ Cq×p, D ∈ Cq×q und
E :=
(
A B
C D
)
. (A.1)
Seien A(1) ∈ A{1} und D(1) ∈ D{1}. Dann sind folgende Aussagen äquivalent:
(i) E ∈ C(p+q)×(p+q)> .
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(ii) Es gelten A ∈ Cp×p> und R(B) ⊆ R(A) sowie C = B∗ und D−CA(1)B ∈ Cq×q> .
(iii) Es gelten D ∈ Cq×q> und R(C) ⊆ R(D) sowie B = C∗ und A−BD(1)C ∈ Cp×p> .
Falls (i) erfüllt ist, gelten D−CA(1)B = D−CA+B und A−BD(1)C = A−BD+C.
Ein ausführlicher Beweis dieses Lemmas ﬁndet man z. B. in Hinblick auf Lemma A.21
in [Dyu04, Lemma 4.8, Seiten 27-29] oder auch [DFK92, Lemma 1.1.9, Seite 18]. Der
dort nicht bewiesene Teil ergibt sich unmittelbar aus den Bemerkungen A.23 und
A.24.
Bemerkung A.26. Sei K ∈ Cp×q. Dann sind folgende Aussagen äquivalent (siehe
z. B. [DFK92, Lemma 1.1.2, Seite 19]):
(i) K ist kontraktiv.
(ii) K∗ ist kontraktiv.
(iii) Iq −K∗Kist nichtnegativ hermitesch.
(iv) Iq −KK∗ ist nichtnegativ hermitesch.
(v)
(
Iq K
K∗ Iq
)
ist nichtnegativ hermitesch.
(vi)
(
Iq K
∗
K Iq
)
ist nichtnegativ hermitesch.
Bemerkung A.27. Seien A,B ∈ Cq×qH derart, dass die Ungleichung A 6 B erfüllt
ist. Dann kann man sich leicht davon überzeugen, dass tr (A) 6 tr (B) gilt. Insbe-
sondere ist tr (P ) ∈ [0,+∞) für jedes P ∈ Cq×q> erfüllt.
Lemma A.28. Seien A ∈ Cp×p, B ∈ Cp×q, C ∈ Cq×p und D ∈ Cq×q derart, dass
die durch (A.1) gegebene matrix E nichtnegativ hermitesch ist. Dann gilt (siehe z. B.
[DFK92, Lemma 1.1.10, Seite 19]) die Ungleichung ‖B‖2S 6 ‖A‖S · ‖D‖S.
Lemma A.29. Seien n ∈ N und (cj)2nj=0 eine Folge komplexer q × q-Matrizen mit
c0 = 0q×q derart, dass die Block-Hankel-Matrix Vn := (cj+k)nj,k=0 nichtnegativ hermi-
tesch ist. Dann gilt cj = 0q×q für alle j ∈ Z0,2n−1.
Einen Beweis von Lemma A.29 ﬁndet man z. B. in [Rö03, Lemma 6.17, Seiten 69/70].
Dieser beruht hauptsächlich auf den Aussagen von Lemmata A.25 und A.28.
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Bemerkung A.30. Für jede Wahl von A ∈ Cq×q und B ∈ Cq×q derart, dass ABA =
A erfüllt ist, gelten R(AB) = R(A) und N (BA) = N (A).
Lemma A.31. Seien C eine nichtsinguläre komplexe q × q-Matrix sowie B ∈ Cq×q
und A := BC. Dann gelten R(A) = R(B) und N (B) = CN (A).
Einen ausführlichen Beweis von Lemma A.31 ﬁndet man z. B. in [Schr13, Lemma
A.10, Seiten 187/188].
Lemma A.32. Seien A ∈ Cq×q, B ∈ Cq×q sowie α ∈ C und β ∈ C. Dann gelten
(αA+ βB)N (B) ⊆ AN (B) und im Fall α 6= 0 sogar (αA+ βB)N (B) = AN (B).
Eine ausführliche Version des Beweises von Lemma A.32 ﬁndet man z. B. in [Schr13,
Lemma A.11, Seiten 188/189].
Lemma A.33. Seien α ∈ C, β ∈ C \ {0} und A,B ∈ Cp×q. Dann gelten folgende
Aussagen:
(a) Sei C ∈ Cp×r derart, dass R(A) ⊆ R(C) ist. Dann gilt R(B) ⊆ R(C) genau
dann, wenn R(αA+ βB) ⊆ R(C) erfüllt ist.
(b) Sei C ∈ Cr×q derart, dass N (C) ⊆ N (A) ist. Dann gilt N (C) ⊆ N (B) genau
dann, wenn N (C) ⊆ N (αA+ βB) erfüllt ist.
Einen Beweis von Lemma A.33 ﬁndet man in [Gr12, Lemma 4.16, Seiten 23-25]. Dieser
Beweis ist elementar und benutzt Lemma A.21.
Theorem A.34. (a) Für jede idempotente Matrix P ∈ Cq×q sind R(P ) und N (P )
komplementäre Unterräume in Cq.
(b) Sind U und W komplementäre Unterräume in Cq, so gibt es genau eine idem-
potente Matrix PU ,W aus Cq×q derart, dass R(PU ,W) = U und N (PU ,W) = W
gelten.
Einen Beweis von Theorem A.34 ﬁndet man z. B. in [BIG03, Chapter 2, Theorem 8,
Seiten 59/60] oder in ausführlicher Form in [Gr12, Theorem 7.1, Seite 38]).
Satz A.35. Seien A ∈ Cp×q sowie U ein zu N (A) komplementärer Unterraum in
Cq und V ein zu R(A) komplementärer Unterraum in Cp. Dann gibt es genau ein
X ∈ Cq×p derart, dass
AXA = A, XAX = X, N (X) = V und R(X) = U (A.2)
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erfüllt sind, nämlich X = PU ,N (A)A+PR(A),V . Für jedes A(1) ∈ Cq×p mit AA(1)A = A
gestattet X die Darstellung X = PU ,N (A)A(1)PR(A),V .
Einen Beweis von Satz A.35 ﬁndet man z. B. in [BIG03, Chapter 2, Theorem 12(c),
Seite 71] oder in ausführlicher Form in [Gr12, Satz 7.19, Seiten 49-51]).
Bezeichnung A.36. Seien A ∈ Cp×q sowie U ein zu N (A) komplementärer Unter-
raum in Cq und V ein zu R(A) komplementärer Unterraum in Cp. Die nach Satz A.35
eindeutig bestimmte Matrix X ∈ Cq×p, welche die vier in (A.2) dargestellten Gleichun-
gen erfüllt, wird im Weiteren mit A(1,2)U ,V bezeichnet.
Bemerkung A.37. Seien A ∈ Cp×q sowie U ein zu N (A) komplementärer Unter-
raum in Cq und V ein zu R(A) komplementärer Unterraum in Cp. Dann gestat-
tet A(1,2)U ,V nach Satz A.35 mit jeder Matrix A
(1) ∈ A {1}, die Darstellung A(1,2)U ,V =
PU ,N (A)A(1)PR(A),V . Insbesondere gilt A
(1,2)
U ,V = PU ,N (A)A
+PR(A),V .
Bemerkung A.38. Seien A ∈ Cq×qH und U ein Unterraum von Cq mit N (A)⊕U =
Cq. Dann lässt sich leicht zeigen, dass auch R(A)⊕ U⊥ = Cq gilt.
Bezeichnung A.39. Seien A ∈ Cq×qH und U ein Unterraum von Cq mit N (A)⊕U =
Cq. Dann bezeichne A−U := A
(1,2)
U ,U⊥.
Lemma A.40. Seien A ∈ Cq×qH und U ein Unterraum von Cq mit N (A)⊕ U = Cq.
Dann gelten folgende Aussagen:
(a) A−U ∈ Cq×qH .
(b) AA−UA = A.
(c) A−UAA
−
U = A
−
U .
(d) N (A−U ) = U⊥ und dimN (A−U ) = q − rankA.
(e) R(A−U ) = U und dimR(A−U ) = rankA−U = rankA.
Beweis. Bezeichne X := A−U . Dann gilt X = A
(1,2)
U ,U⊥ nach Bezeichnung A.39 und nach
Bezeichnung A.36 ergibt sich die Gültigkeit folgender vier Gleichungen:
AXA = A, XAX = X, N (X) = U⊥ und R(X) = U . (A.3)
274
A Einige Aussagen der Matrizentheorie
Wegen der Voraussetzung A∗ = A und (A.3) folgen AX∗A = A∗X∗A∗ = (AXA)∗ =
A∗ = A und X∗AX∗ = X∗A∗X∗ = (XAX)∗ = X∗ sowie unter weiterer Berücksich-
tigung von Bemerkung A.4 auch N (X∗) = R(X)⊥ = U⊥ und R(X∗) = N (X)⊥ =
(U⊥)⊥ = U . Entsprechend Bezeichnung A.36 gilt somit X∗ = A(1,2)U ,U⊥ und folglich
X∗ = X, woraus (a) folgt. Die Gleichungen in (b) und (c) erhalten wir unmittelbar
aus (A.3) wie auch die jeweils ersten Gleichungen in (d) und (e). Damit folgen wegen
der Voraussetzung N (A) ⊕ U = Cq, Bezeichnung A.39 und einem und bekannten
Resultat der linearen Algebra dann
dimN (A−U ) = dimU⊥ = dimCq − dimU = dimN (A) = q − rankA
und
rankA−U = dimR(A−U ) = dimU = dimCq − dimN (A) = dimR(A) = rankA.

Lemma A.41. Seien A ∈ Cq×qH und U ein Unterraum von Cq mit N (A) ⊕ U = Cq.
Dann gelten folgende Aussagen:
(a) (AA−U )
∗ = A−UA und (AA
−
U )
2 = AA−U .
(b) N (AA−U ) = U⊥ und insbesondere dimN (AA−U ) = q − rankA.
(c) R(AA−U ) = R(A) und insbesondere rank (AA−U ) = rankA.
(d) AA−UAA
+ = AA+ = A+A = AA−UA
+A.
(e) AA−U (Iq − AA+) = AA−U (Iq − A+A).
Beweis. Zum Nachweis von (a) genügt die Anwendung von Teilen (a) und (b) von
Lemma A.40. Wegen Teilen (c) und (b) von Lemma A.40 sowie Bemerkung A.30 gel-
ten N (AA−U ) = N (A−U ) und R(AA−U ) = R(A), woraus mit Teil (d) von Lemma A.40
dann (b) und die erste Gleichung in (c) folgen. Die zweite Gleichung in (c) erhal-
ten wir unmittelbar aus der ersten. Weiterhin ergibt sich unter Berücksichtigung der
Voraussetzung A∗ = A zunächst wegen Teil (c) von Bemerkung A.18 auch
AA+ = A+A, (A.4)
woraus AA−UAA
+ = AA−UA
+A folgt. Wegen Teil (b) von Lemma A.40 gilt des Weiteren
AA−UAA
+ = AA+, sodass (d) bewiesen ist. Wegen (d) folgt (e). 
Die folgende Aussage ist zu gewissen Teilen in [Bo95, Lemma 2.3, Seite 446] enthalten.
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Lemma A.42. Seien A ∈ Cq×qH und U ein Unterraum von Cq mit N (A)⊕ U = Cq.
Dann gelten folgende Aussagen:
(a) (Iq − AA−U )∗ = Iq − AA−U und (Iq − AA−U )2 = Iq − AA−U .
(b) N (Iq − AA−U ) = R(A) und dimN (Iq − AA−U ) = rankA.
(c) R(Iq − AA−U ) = U⊥ und dimR(Iq − AA−U ) = q − rankA.
(d) (Iq − AA−U )AA+ = 0q×q und (Iq − AA−U )A+A = 0q×q.
(e) (Iq − AA−U )(Iq − AA+) = Iq − AA−U und (Iq − AA−U )(Iq − A+A) = Iq − AA−U .
Beweis. (a) Dies folgt aus Teil (a) von Lemma A.41.
(b) Wir zeigen zunächst
N (Iq − AA−U ) ⊆ R(A). (A.5)
Dazu betrachten wir ein beliebiges x ∈ N (Iq − AA−U ). Dann gilt zunächst
0q×1 = (Iq − AA−U )x = x − AA−Ux und somit x = AA−Ux ∈ R(A). Damit ist (A.5)
bewiesen. Für den Nachweis der ersten Gleichung in (b) genügt es, noch
R(A) ⊆ N (Iq − AA−U ) (A.6)
zu zeigen. Sei x ∈ R(A) beliebig gewählt. Dann gibt es ein y ∈ Cq mit x = Ay, woraus
mit Teil (b) von Lemma A.40 dann
(Iq − AA−U )x = x− AA−Ux = x− AA−UAy = x− Ay = 0q×1
folgt. Demnach gilt x ∈ N (Iq − AA−U ), sodass (A.6) bewiesen ist. Somit gilt wegen
(A.5) und (A.6) die erste Gleichung in (b). Wegen dimR(A) = rankA ergibt sich die
zweite Gleichung in (b) aus der ersten.
(c) Wir zeigen nun
R(Iq − AA−U ) = N (AA−U ). (A.7)
Dazu weisen wir zunächst
R(Iq − AA−U ) ⊆ N (AA−U ) (A.8)
nach. Sei x ∈ R(Iq − AA−U ) beliebig gewählt. Dann gibt es ein y ∈ Cq mit x =
(Iq − AA−U )y und es folgt wegen Teil (b) von Lemma A.40 dann
AA−Ux = AA
−
U (Iq − AA−U )y = (AA−U − AA−UAA−U )y = 0q×1
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und somit x ∈ N (AA−U ). Folglich gilt (A.8). Nun weisen wir
N (AA−U ) ⊆ R(Iq − AA−U ) (A.9)
nach. Sei x ∈ N (AA−U ) beliebig gewählt. Dann folgt (Iq − AA−U )x = x − AA−Ux =
x− 0q×1 = x und insbesondere x ∈ R(Iq − AA−U ). Somit ist (A.9) gezeigt. Aus (A.8)
und (A.9) erhalten wir (A.7). Berücksichtigen wir die Voraussetzung A∗ = A, so ergibt
sich wegen (A.7) und Teil (b) von Lemma A.41 die Gültigkeit von (c).
(d) Da A = A∗ vorausgesetzt ist, gilt nach Teil (b) von Lemma A.17 die Beziehung
(A.4), sodass die zweite Gleichung in (d) aus der ersten folgt. Die erste Gleichung gilt
wegen der aufgrund von Teil (b) von Lemma A.40 gültigen Beziehung
(Iq − AA−U )AA+ = AA+ − AA−UAA+ = AA+ − AA+ = 0q×1.
(e) Wegen (d) ergibt sich (e) unmittelbar. 
Lemma A.43. Seien A ∈ Cq×qH und U ein Unterraum von Cq mit N (A)⊕ U = Cq.
Dann gelten folgende Aussagen:
(a) (A−UA)
∗ = AA−U und (A
−
UA)
2 = AA−U .
(b) N (A−UA) = N (A) und dimN (A−UA) = q − rankA.
(c) R(A−UA) = U und dimR(A−UA) = rankA.
(d) A+AA−UA = A
+A = AA+ = AA+A−UA.
(e) (Iq − A+A)A−UA = A−UA− A+A = A−UA− AA+ = (Iq − AA+)A−UA.
Beweis. (a) Dies folgt aus den Teilen (a) und (b) von Lemma A.40.
(b) Nach Teil (b) von Lemma A.40 gilt A = AA−UA, sodass N (A−UA) ⊆ N (A) erfüllt
und wegen der trivialen Inklusion N (A) ⊆ N (A−UA) die erste Gleichung in (b) bewie-
sen ist. Die zweite Gleichung folgt unmittelbar aus der ersten.
(c) Wegen Teil (c) von Lemma A.40 ist A−UAA
−
U = A
−
U und somit R(A−U ) ⊆ R(A−UA).
Da die umgekehrte Inklusion trivialerweise erfüllt ist, gilt R(A−UA) = R(A−U ). Unter
Berücksichtigung der Bezeichnungen A.39 und A.36 ergibt sich R(A−UA) = U . Die
zweite Gleichung in (c) folgt aus R(A−U ) = U und unter weiteren Beachtung von Teil
(b) auch dimR(A−UA) = dimU = q − dimN (A−UA) = rankA.
(d) Wir erkennen aus A∗ = A und Teil (b) von Lemma A.17 die Gültigkeit der Bezie-
hung (A.4). Unter Berücksichtigung von Teil (b) von Lemma A.40 und (A.4) ergibt
sich A+AA−UA = A
+A = AA+, woraus auch AA+A−UA = A
+AA−UA = AA
+ zu erken-
nen ist.
277
A Einige Aussagen der Matrizentheorie
(e) Wegen Teil (d) folgt (Iq −A+A)A−UA = A−UA−A+AA−UA = A−UA−A+A, woraus
wegen (A.4) sich die restliche Gleichungen in (e) ergeben. 
Lemma A.44. Seien A ∈ Cq×qH und U ein Unterraum von Cq mit N (A)⊕ U = Cq.
Dann gelten folgende Aussagen:
(a) (Iq − A−UA)∗ = Iq − A−UA und (Iq − A−UA)2 = Iq − A−UA.
(b) N (Iq − A−UA) = U und dimN (Iq − A−UA) = rankA.
(c) R(Iq − A−UA) = N (A) und rank (Iq − A−UA) = q − rankA.
(d) A+A(Iq − A−UA) = 0q×q und AA+(Iq − A−UA) = 0q×q.
(e) (Iq − A+A)(Iq − A−UA) = Iq − A−UA und (Iq − AA+)(Iq − A−UA) = Iq − A−UA.
Unter Verwendung der Lemmata Lemma A.43, Lemma A.40 und Lemma A.17 kann
man Lemma A.44 auf elementare Weise beweisen. Wir verzichten an dieser Stelle auf
Details. 
Wir stellen nun ein Resultat vor, das für spezielle Paare von Block-Hankel-Matrizen
in [Bo95, Corollary 3.3, Seite 455] dargestellt ist.
Lemma A.45. Seien T ∈ Cq×q sowie U und V Unterräume von Cq mit T ∗(U) ⊆
V ⊆ U . Dann sind folgende Aussagen erfüllt:
(a) Für jedes l ∈ N gelten (T ∗)l(U) ⊆ V ⊆ U und T l(V⊥) ⊆ U⊥ ⊆ V⊥.
(b) Für jedes l ∈ N0 gelten (T ∗)l(V) ⊆ U T l(U⊥) ⊆ U⊥ ⊆ V⊥.
Das folgende Resultat verallgemeinert [Bo95, Lemma 4.1, Seite 455], wo spezielle
Paare von Block-Hankel-Matrizen betrachtet werden.
Lemma A.46. Seien A,B ∈ Cq×qH , T ∈ Cq×q sowie U und V Unterräume von Cq
mit N (A)⊕U = Cq und N (B)⊕V = Cq sowie T ∗(U) ⊆ V ⊆ U . Dann sind folgende
Aussagen erfüllt:
(a) Für jedes l ∈ N0 gelten
A−UT
l(Iq − AA−U ) = 0q×q und B−VT l(Iq − AA−U ) = 0q×q. (A.10)
(b) Für jedes l ∈ N gelten
A−UT
l(Iq −BB−V ) = 0q×q und B−VT l(Iq −BB−V ) = 0q×q. (A.11)
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Beweis. Oﬀensichtlich ist Cq ein Unterraum mit U ⊆ Cq und V ⊆ Cq. Nach Teil (c)
von Lemma A.42 gilt R(Iq − AA−U ) = U⊥, woraus mit Teil (b) von Lemma A.45 für
jedes l ∈ N0 dann
T l(R(Iq − AA−U )) = T l(U⊥) ⊆ U⊥ ⊆ V⊥ (A.12)
folgt. Hieraus ergibt sich für jedes l ∈ N0 und jedes x ∈ Cq nach Teil (d) von Lem-
ma A.40 dann T l(Iq − AA−U )x ∈ U⊥ = N (A−U ). Folglich gilt die erste Gleichung in
(A.10). Wegen (A.12) ergibt sich für jedes l ∈ N0 und jedes x ∈ Cq nach Teil (d) von
Lemma A.40 auch T l(Iq − AA−U )x ∈ V⊥ = N (B−V ), woraus wir dann die zweite Glei-
chung in (A.10) erhalten. Wegen Teil (c) von Lemma A.42 gilt R(Iq − BB−V ) = V⊥,
woraus für jedes l ∈ N mit Teil (a) von Lemma A.45 dann
T l(R(Iq −BB−V )) = T l(V⊥) ⊆ U⊥ ⊆ V⊥ (A.13)
folgt. Teil (d) von Lemma A.40 impliziert für jedes l ∈ N und jedes x ∈ Cq dann
T l(Iq −BB−V )x ∈ U⊥ = N (A−U ).
Folglich gilt die erste Gleichung in (A.11). Die Beziehung (A.13) und Teil (d) von
Lemma A.40 zeigen für jedes l ∈ N und jedes x ∈ Cq die Gültigkeit von T l(Iq −
BB−V )x ∈ V⊥ = N (B−V ). Demzufolge ist die Gültigkeit von der zweiten Gleichung in
(A.11) für jedes l ∈ N ersichtlich. 
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Die in diesem Teil des Anhangs vorgestellten grundlegenden Aussagen zur Integra-
tionstheorie nichtnegativ hermitescher Maße gehen im Wesentlichen auf I. S. Kats
[Ka50] und M. Rosenberg [Ro64] zurück, wobei die hier gewählte Form der Präsenta-
tion sich an den ausführlichen Darstellungen in [GL95], [Pe08] und [MP11] orientiert,
wo neben ausführlichen Beweisen bekannter Resultate auch gewisse weitere Aussagen
zur Integrationstheorie nichtnegativ hermitescher Maße vorgestellt werden.
In diesem Abschnitt sei K ∈ {R,C}. Für jede nichtleere Borelsche Teilmenge Ω von C
bezeichnet BΩ die σ-Algebra aller Borelschen Teilmengen von Ω. Weiterhin bezeichne
(Ω,A) einen messbaren Raum. Wir betrachten die MengeMq>(Ω,A) aller nichtnegativ
hermiteschen q × q-Maße auf (Ω,A), d. h. die Menge aller σ-additiven Abbildungen
µ : A→ Cq×q> .
Bemerkung B.1. Seien (Ω,A) ein messbarer Raum sowie µ = (µjk)
q
j,k=1 ∈
Mq>(Ω,A). Für jedes j ∈ Z1,q und jedes k ∈ Z1,q sind dann µjk ein komplexes Maß
auf (Ω,A) und die Variation |µjk|v von µjk ein endliches Maß auf (Ω,A). Insbeson-
dere sind µ11, µ22, ..., µqq sowie τ := tr µ endliche Maße auf (Ω,A). Man nennt τ das
Spurmaß von µ.
Bemerkung B.2. Seien (Ω,A) ein messbarer Raum, n ∈ N sowie (µj)nj=1 eine Folge
aus Mq>(Ω,A). Dann lässt sich leicht nachweisen, dass µ :=
∑n
j=1 µj ∈ Mq>(Ω,A)
gilt. Darüber hinaus gilt τ =
∑n
j=1 τj, wobei τj := trµj für jedes j ∈ Z1,n bezeichnet.
Lemma B.3. Seien (Ω,A) ein messbarer Raum und µ : A → Cq×q eine Abbildung.
Dann gilt genau dann µ ∈ Mq>(Ω,A), wenn für jedes A ∈ Cq×p die Abbildung A∗µA
zuMp>(Ω,A) gehört.
Der Beweis von Lemma B.3 ist elementar (siehe z. B. [MP11, Lemma M.4, Seiten
130-133]).
Sind ein messbarer Raum (Ω,A) sowie ein Maß µ auf (Ω,A) gegeben, dann verwenden
wir, wie üblich, die Bezeichnung L1(Ω,A, µ;C) für die Menge aller A−BC-messbaren
Funktionen f : Ω→ C, die der Bedingung ∫
Ω
|f | dµ < +∞ genügen.
Bemerkung B.4. Sei (Ω,A) ein messbarer Raum. Für jedes µ ∈Mq>(Ω,A) und jede
zu L1(Ω,A, µ;K) := ⋂qj,k=1 L1(Ω,A, |µjk|v;K) gehörige Funktion f sowie für jedes
A ∈ A gilt 1Af ∈ L1(Ω,A, µ;K).
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Unter Berücksichtigung von Bemerkung B.4 wird folgendes Integral deﬁniert.
Deﬁnition B.5. Seien (Ω,A) ein messbarer Raum und µ ∈ Mq>(Ω,A). Für jedes
f ∈ L1(Ω,A, µ;K) und jedes A ∈ A wird das Integral ∫
A
fdµ durch∫
A
fdµ :=
(∫
Ω
1Afdµjk
)q
j,k=1
deﬁniert, wobei für dieses Integral auch
∫
A
f(ω)µ(dω) geschrieben wird.
Lemma B.6. Seien (Ω,A) ein messbarer Raum und µ ∈Mq>(Ω,A). Weiterhin seien
n ∈ N sowie (fk)nk=1 eine Folge aus L1(Ω,A, µ;K) und (ak)nk=1 eine Folge aus K.
Dann gehört
∑n
k=1 akfk zu L1(Ω,A, µ;K) und es gilt∫
Ω
( n∑
k=1
akfk
)
dµ =
n∑
k=1
ak
∫
Ω
fkdµ.
Einen ausführlichen Beweis von Lemma B.6 kann man z. B. in [Pe08, Lemma 2.9,
Seite 7] ﬁnden.
Bemerkung B.7. Seien (Ω,A) ein messbarer Raum und µ ∈ Mq>(Ω,A). Für jedes
A ∈ A gehört die (auf Ω deﬁnierte) Funktion 1A zu L1(Ω,A, µ;K) und man kann
leicht nachweisen, dass
∫
Ω
1A dµ = µ(A) sowie insbesondere
∫
Ω
1Ω dµ = µ(Ω) und∫
Ω
1∅ dµ = 0q×q gelten.
In Hinblick auf Lemma B.3 zitieren wir folgendes Integrationskriterium:
Lemma B.8. Seien (Ω,A) ein messbarer Raum, µ ∈Mq>(Ω,A) und f : Ω→ K eine
A−BK-messbare Abbildung. Dann sind folgende Aussagen äquivalent:
(i) Es gilt f ∈ L1(Ω,A, µ;K).
(ii) Für jedes u ∈ Cq gilt f ∈ L1(Ω,A, u∗µu;K).
(iii) Für jedes u ∈ Cq mit ‖u‖E 6 1 gilt f ∈ L1(Ω,A, u∗µu;K).
(iv) Für jedes u ∈ Cq mit u∗u = 1 gilt f ∈ L1(Ω,A, u∗µu;K).
Einen Beweis von Lemma B.8 kann man z. B. in [Pe08, Lemma 2.13, Seiten 9-12]
ﬁnden.
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Lemma B.9. Seien (Ω,A) ein messbarer Raum, µ = (µjk)
q
j,k=1 ∈ Mq>(Ω,A) und
f : Ω → K eine A − BK-messbare Abbildung. Es bezeichne τ das Spurmaß von µ.
Dann sind folgende Aussagen äquivalent:
(i) Es gilt f ∈ L1(Ω,A, µ;K).
(ii) Es gilt f ∈ ⋂qj=1 L1(Ω,A, µjj;K).
(iii) Es gilt f ∈ L1(Ω,A, τ ;K).
Einen ausführlichen Beweis von Lemma B.9 kann man z. B. in [MP11, Lemma M.13,
Seiten 300/301] ﬁnden.
Bemerkung B.10. Seien (Ω,A) ein messbarer Raum, ν ∈Mq>(Ω,A), C ∈ (0,+∞)
sowie f : Ω→ K eine A−BK-messbare Abbildung derart, dass |f | 6 C ν-fast überall
auf Ω erfüllt ist. Dann kann man mit Hilfe von Lemma B.9 leicht nachweisen, dass
f zu L1(Ω,A, ν;K) gehört.
Lemma B.11. Seien (Ω,A) ein messbarer Raum und µ ∈ Mq>(Ω,A). Bezeichne τ
das Spurmaß von µ. Sei weiterhin f : Ω → C eine A − BC-messbare Funktion.
Dann ist f ∈ L1(Ω,A, µ;C) genau dann erfüllt, wenn |f | ∈ L1(Ω,A, τ ;C) gilt. Falls
f ∈ L1(Ω,A, µ;C) erfüllt ist, gilt ‖ ∫
Ω
f dµ‖E 6 4q
∫
Ω
|f | dτ .
Einen ausführlichen Beweis von Lemma B.11 ﬁndet man z. B. in [MP11, Lemma M.39,
Seiten 333-336] angegeben.
Bemerkung B.12. Seien (Ω,A) ein messbarer Raum, Ω˜ ∈ A\{∅} sowie A˜ := A∩Ω˜.
Weiterhin sei µ˜ ∈Mq>(Ω˜, A˜). Dann kann man leicht sich davon überzeugen, dass für
jedes A ∈ A gemäß die µ(A) := µ˜(A ∩ Ω˜) deﬁnierte Abbildung µ : A → Cq×q ein zu
Mq>(Ω,A) gehöriges nichtnegativ hermitesches q × q-Maß ist und µ˜ = Rstr A˜µ gilt.
Bezeichnen τ˜ das Spurmaß von µ˜ und τ das Spurmaß von µ, dann gilt τ˜ = Rstr A˜τ .
Lemma B.13. Seien (Ω,A) ein messbarer Raum, µ ∈Mq>(Ω,A) sowie Ω˜ ∈ A\{∅}.
Bezeichne A˜ := A ∩ Ω˜ und µ˜ := Rstr A˜ µ. Dann gelten folgende Aussagen:
(a) µ˜ ∈Mq>(Ω˜, A˜).
(b) Bezeichnet τ das Spurmaß von µ, dann ist τ˜ := Rstr A˜ τ das Spurmaß von µ˜.
(c) Seien f : Ω → K eine A − BK-messbare Funktion sowie A˜ ∈ A˜. Dann gilt
1A˜ f ∈ L1(Ω,A, µ;K) genau dann, wenn Rstr Ω˜(1A˜ f) zu L1(Ω˜, A˜, µ˜;K) gehört.
In diesem Fall gilt
∫
A˜
fdµ =
∫
A˜
fdµ˜.
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Einen ausführlichen Beweis von Lemma B.13 kann man z. B. in [MP11, Lemma M.15,
Seiten 302-306] ﬁnden.
Wir stellen nun ein weiteres, auf I. S. Kats [Ka50] und M. Rosenberg [Ro64] zurück-
gehendes Integral vor. Es bezeichne Bp×q die σ-Algebra der Borelschen Teilmengen
von Cp×q.
Bemerkung B.14. Seien (Ω,A) ein messbarer Raum und µ = (µjk)
q
j,k=1 aus
Mq>(Ω,A).
(a) Es lässt sich leicht nachweisen (siehe auch [GL95, Satz 4.2.1, Seite 164]), dass µ
absolutstetig bezüglich seines Spurmaßes τ von µ ist, d. h., für jedes A ∈ A, das
τ(A) = 0 erfüllt, gilt notwendig µ(A) = 0q×q. Aufgrund des Satzes von Radon-
Nikodym für komplexe Maße (siehe z. B. [Co80, Theorem 4.2.3, Seite 135]) sind
für jede Wahl von j und k aus Z1,n die Radon-Nikodym-Ableitungen
dµjk
dτ
wohlde-
ﬁniert und mit der Setzung µ′τ :=
(dµjk
dτ
)q
j,k=1
gelten dann µ′τ ∈ [L1(Ω,A, τ ;C)]q×q
und für jedes A ∈ A weiterhin
µ(A) =
(∫
A
dµjk
dτ
dτ
)q
j,k=1
=
∫
A
µ′τdτ.
(b) Sei µ˜′τ ∈ [L1(Ω,A, τ ;C)]q×q. Dann lässt sich leicht zeigen (siehe z. B. [GL95,
Folgerung 4.2.4, Seite 166], dass genau dann
µ(A) =
∫
A
µ˜′τdτ (B.1)
für jedes A ∈ A erfüllt ist, wenn µ˜′τ = µ′τ τ -fast überall auf Ω gilt.
(c) Jedes µ˜′τ ∈ [L1(Ω,A, τ ;C)]q×q mit (B.1) nennt man (Version der) Radon-Niko-
dym-Spurableitung von µ nach τ oder kurz (Version der) Spurableitung von µ.
Deﬁnition B.15. Sei (Ω,A) ein messbarer Raum. Weiter sei µ ∈ Mq>(Ω,A). Es
bezeichne τ das Spurmaß von µ und µ′τ eine Version der Spurableitung von µ. Es
seien Φ : Ω → Cp×q bzw. Ψ : Ω → Cr×q eine A − Bp×q- bzw. A − Br×q-messbare
Abbildung.
(a) Das Paar [Φ,Ψ] heißt linksintegrierbar bezüglich µ, falls Φµ′τΨ
∗ ∈
[L1 (Ω,A, τ ;C)]p×r gilt. Wenn dies erfüllt ist, wird∫
Ω
Φ dµΨ∗ :=
∫
Ω
Φµ′τΨ
∗dτ
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gesetzt. Für dieses Integral wird auch
∫
Ω
Φ(ω)µ(dω)Ψ∗(ω) geschrieben.
(b) Eine A − Bp×q-messbare Funktion Φ : Ω → Cp×q heißt quadratisch linksinte-
grierbar bezüglich µ, wenn das Paar [Φ,Φ] bezüglich µ linksintegrierbar ist. Es
bezeichne p× q −L2 (Ω,A, µ;C) die Menge aller bezüglich µ quadratisch linksin-
tegrierbaren A−Bp×q-messbaren Abbildungen Φ : Ω→ Cp×q.
Viele der nachfolgenden Resultate sind weitgehend bekannt, in der Literatur jedoch
nicht so leicht zu ﬁnden. Im Sinne der Lesbarkeit vorliegender Arbeit sollen diese
Aussagen (mit entsprechenden Beweishinweisen) explizit ausgeführt werden, wobei
sich die entsprechende Darstellung an der in [GL95] und [MP11] orientiert.
Bemerkung B.16. Seien (Ω,A) ein messbarer Raum und µ ∈ Mq>(Ω,A). Es be-
zeichne τ das Spurmaß von µ sowie µ′τ eine Version der Spurableitung von µ. Für je-
des Paar [Φ,Ψ] einer auf Ω deﬁnierten A−Bp×q-messbaren komplexen p× q-matrix-
wertigen Funktion Φ = (ϕjk)j=1,...,p
k=1,...,q
: Ω→ Cp×q und einer auf Ω deﬁnierten A−Br×q-
messbaren komplexen r × q-matrixwertigen Funktion Ψ = (ψlk) l=1,...,r
k=1,...,q
: Ω → Cr×q,
welches linksintegrierbar bezüglich µ ist, und für jedes A ∈ A ist das Paar [1A Φ, 1A Ψ]
linksintegrierbar bezüglich µ (siehe [GL95, Satz 4.3.1, Seite 171]).
Falls A ∈ A gilt und das Paar [1A Φ, 1A Ψ] linksintegrierbar bezüglich µ ist, wird durch∫
A
Φ dµΨ∗ :=
∫
Ω
(1AΦ)µ
′
τ (1AΨ)
∗ dτ
dann das Integral von [Φ,Ψ] über A deﬁniert. Für dieses Integral wird auch∫
A
Φ(ω)µ(dω)Ψ∗(ω) geschrieben.
Bemerkung B.17. Seien (Ω,A) ein messbarer Raum, µ ∈Mq>(Ω,A) sowie Φ : Ω→
Cp×q eine A−Bp×q-messbare und Ψ : Ω→ Cr×q eine A−Br×q-messbare Abbildung
derart, dass das Paar [Φ,Ψ] bezüglich µ linksintegrierbar ist. Für jede A−BC-messbare
Abbildung f : Ω → C mit f(w) 6= 0 für jedes w ∈ Ω ist dann das Paar [ 1
f
Φ, f¯Ψ
]
bezüglich µ linksintegrierbar und für jedes A ∈ A gilt ∫
A
(
1
f
Φ
)
dµ(f¯Ψ)∗ =
∫
A
Φ dµΨ∗.
Bemerkung B.18. Seien µ ∈ Mq>(Ω,A) und Φ : Ω → Cp×q eine A −Bp×q-mess-
bare Abbildung derart, dass ein N ∈ A und ein C ∈ [0,+∞) derart existieren, dass
µ(N) = 0 und ‖Φ(ω)‖E 6 C für alle ω ∈ Ω \ N erfüllt sind. Dann gehört Φ zu
p× q − L2(Ω,A, µ;C) (siehe z. B. [GL95, Satz 4.3.28, Seiten 215/216]).
Lemma B.19. Seien (Ω,A) ein messbarer Raum, µ ∈Mq>(Ω,A) sowie Φ ∈ p× q −
L2(Ω,A, µ;C) und Ψ ∈ r × q − L2(Ω,A, µ;C). Dann ist das Paar [Φ,Ψ] bezüglich µ
linksintegrierbar.
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Einen Beweis von Lemma B.19 ﬁndet man z. B. in [GL95, Satz 4.3.3, Seiten 174/175].
Lemma B.20. Seien (Ω,A) ein messbarer Raum, µ ∈Mq>(Ω,A), m ∈ N und n ∈ N.
Für jedes j ∈ Z1,m seien pj ∈ N und Φj : Ω → Cpj×q eine A − Bpj×q-messbare
Abbildung. Für jedes k ∈ Z1,n seien rk ∈ N und Ψk : Ω → Crk×q eine A − Brk×q-
messbare Abbildung. Es sei vorausgesetzt, dass für jedes j ∈ Z1,m und jedes k ∈ Z1,n
das Paar [Φj,Ψk] bezüglich µ linksintegrierbar ist. Seien s ∈ N und t ∈ N. Für jedes
j ∈ Z1,m sei Aj ∈ Cs×pj und für jedes k ∈ Z1,n sei Bk ∈ Ct×rk . Dann ist das Paar[∑m
j=1AjΦj,
∑n
k=1 BkΨk
]
bezüglich µ linksintegrierbar und es gilt∫
Ω
( m∑
j=1
AjΦj
)
dµ
( n∑
k=1
BkΨk
)∗
=
m∑
j=1
n∑
k=1
Aj
(∫
Ω
ΦjdµΨ
∗
k
)
B∗k.
Einen ausführlichen Beweis von Lemma B.20 kann man z. B. in [Pe08, Lemma 2.20,
Seite 16] ﬁnden.
Lemma B.21. Seien (Ω,A) ein messbarer Raum, µ ∈Mq>(Ω,A), m ∈ N und n ∈ N.
Für jedes j ∈ Z1,m seien pj ∈ N und Φj : Ω → Cpj×q eine A − Bpj×q-messbare
Abbildung. Für jedes k ∈ Z1,n seien rk ∈ N und Ψk : Ω → Crk×q eine A − Brk×q-
messbare Abbildung. Bezeichne p˜ :=
∑m
j=1 pj, r˜ :=
∑n
k=1 rk sowie Φ := col (Φj)
m
j=1
und Ψ := col (Ψk)nk=1. Dann gelten folgende Aussagen:
(a) Es sind Φ eine A − Bp˜×q-messbare Abbildung und Ψ eine A − Br˜×q-messbare
Abbildung.
(b) Es sind folgende Aussagen äquivalent:
(i) Das Paar [Φ,Ψ] ist bezüglich µ linksintegrierbar.
(ii) Für jedes j ∈ Z1,m und jedes k ∈ Z1,n ist das Paar [Φj,Ψk] bezüglich µ
linksintegrierbar.
(c) Falls (i) erfüllt ist, gilt für jedes A ∈ A die Beziehung∫
A
Φ dµΨ∗ =
(∫
A
Φj dµΨ
∗
k
)
j=1,...,m
k=1,...,n
.
Einen ausführlichen Beweis von Lemma B.21 kann man z. B. in [MP11, Lemma M.23,
Seiten 309-312] ﬁnden.
Satz B.22. Seien (Ω,A) ein messbarer Raum sowie µ ∈ Mq>(Ω,A). Weiter seien
Φ : Ω → Cp×q eine A −Bp×q-messbare und Ψ : Ω → Cr×q eine A −Br×q-messbare
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Abbildung derart, dass das Paar [Φ,Ψ] bezüglich µ linksintegrierbar ist. Dann ist auch
das Paar [Ψ,Φ] bezüglich µ linksintegrierbar und es gilt∫
Ω
Ψ dµΦ∗ =
(∫
Ω
Φ dµΨ∗
)∗
.
Einen Beweis von Satz B.22 ﬁndet man z. B. in [GL95, Satz 4.3.6, Seiten 177/178].
Bemerkung B.23. Seien (Ω,A) ein messbarer Raum sowie µ ∈Mq>(Ω,A). Es seien
Φ : Ω → Cp×q eine A −Bp×q-messbare und Ψ : Ω → Cr×q eine A −Br×q-messbare
Abbildung. Des Weiteren sei N ∈ A derart, dass µ(N) = 0q×q ist. Dann lässt sich
leicht nachweisen, dass folgende Aussagen gelten (siehe z. B. [MP11, Lemma M.25,
Seiten 312-315]):
(a) Es ist das Paar [1N Φ, 1N Ψ] bezüglich µ linksintegrierbar und es gilt∫
N
Φ dµΨ∗ = 0p×r.
(b) Es ist das Paar [Φ,Ψ] genau dann bezüglich µ linksintegrierbar, wenn das Paar
[1Ω\N Φ, 1Ω\N Ψ] bezüglich µ linksintegrierbar ist. In diesem Fall gilt∫
Ω
Φ dµΨ∗ =
∫
Ω\N Φ dµΨ
∗.
Satz B.24. Seien (Ω,A) ein messbarer Raum und µ ∈Mq>(Ω,A). Weiterhin seien τ
das Spurmaß von µ sowie µ′τ eine Version der Spurableitung von µ und Φ ∈ p× q −
L2(Ω,A, µ;C). Die Abbildung µΦ : A → Cp×p sei gemäß A 7→
∫
A
Φ dµΦ∗ deﬁniert.
Dann gelten folgende Aussagen:
(a) Es gilt µΦ ∈Mp>(Ω,A).
(b) µΦ ist absolutstetig bezüglich τ und Φµ′τ Φ
∗ ist eine Version der Spurableitung von
µΦ nach τ .
(c) Seien r, s ∈ N und Ψ : Ω → Cr×p eine A − Br×p-messbare und Θ : Ω → Cs×p
eine A−Bs×p-messbare Abbildung. Dann sind folgende Aussagen äquivalent:
(i) Es ist [Ψ,Θ] linksintegrierbar bezüglich µΦ.
(ii) Es ist [ΨΦ,ΘΦ] linksintegrierbar bezüglich µ.
Falls (i) erfüllt ist, gilt
∫
Ω
Ψ dµΦ Θ
∗ =
∫
Ω
(ΨΦ) dµ (ΘΦ)∗.
(d) Sei Ψ : Ω → Cr×p eine A −Br×p-messbare Abbildung. Dann sind folgende Aus-
sagen äquivalent:
(iii) Es ist Ψ ∈ r × p− L2(Ω,A, µΦ;C).
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(iv) Es ist ΨΦ ∈ r × q − L2(Ω,A, µ;C).
Falls (iii) erfüllt ist, gilt
∫
Ω
Ψ dµΦ Ψ
∗ =
∫
Ω
(ΨΦ) dµ (ΨΦ)∗.
Einen Beweis von Satz B.24 ﬁndet man z. B. in [GL95, Satz 4.3.21, Seiten 204-207].
Lemma B.25. Seien (Ω,A) ein messbarer Raum sowie µ = (µjk)
q
j,k=1 ∈ Mq>(Ω,A).
Dann gelten folgende Aussagen:
(a) Sei f : Ω → C eine A − BC-messbare Abbildung. Dann sind f · Iq und 1Ω · Iq
jeweils A−Bq×q-messbare Abbildungen von Ω in Cq×q.
(b) Es sei µ′τ eine Version der Spurableitung von µ. Dann sind folgende Aussagen
äquivalent:
(i) Es ist f ∈ L1(Ω,A, µ;C).
(ii) Es ist (fIq)µ′τ (1ΩIq)
∗ ∈ [L1(Ω,A, τ ;C)]q×q.
(iii) Das Paar [fIq, 1ΩIq] ist bezüglich µ linksintegrierbar.
(iv) Es ist f¯ ∈ L1(Ω,A, µ;C).
(v) Es ist (1ΩIq)µ′τ (f¯ Iq)
∗ ∈ [L1(Ω,A, τ ;C)]q×q.
(vi) Das Paar
[
1ΩIq, f¯ Iq
]
ist bezüglich µ linksintegrierbar.
(c) Es sei (i) erfüllt. Dann gelten
∫
Ω
fdµ =
∫
Ω
(fIq)dµ(1ΩIq)
∗ und∫
Ω
fdµ =
∫
Ω
(1ΩIq)dµ(f¯ Iq)
∗.
Einen ausführlichen Beweis von Lemma B.25 ﬁndet man z. B. in [Pe08, Lemma 2.21,
Seite 17-21].
Lemma B.26. Seien (Ω,A) ein messbarer Raum sowie µ = (µjk)
q
j,k=1 ∈ Mq>(Ω,A).
Es seien f : Ω→ C und g : Ω→ C beides A−BC-messbare Abbildungen. Bezeichnet
µ′τ eine Version der Spurableitung von µ, dann sind folgende Aussagen äquivalent:
(i) Es ist fg¯ ∈ L1(Ω,A, µ;C).
(ii) Es ist (fIq)µ′τ (gIq)
∗ ∈ [L1 (Ω,A, τ ;C)]q×q.
(iii) Das Paar [fIq, gIq] ist bezüglich µ linksintegrierbar.
(iv) Es ist fg¯ ∈ ⋂qj=1 L1 (Ω,A, µjj;C).
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(v) Es ist fg¯ ∈ L1 (Ω,A, τ ;C).
Falls (i) erfüllt ist, gilt
∫
Ω
fg¯dµ =
∫
Ω
(fIq)dµ(gIq)
∗.
Einen ausführlichen Beweis von Lemma B.26 kann man z. B. in [Pe08, Lemma 2.22,
Seiten 22-23] ﬁnden.
Bemerkung B.27. Seien (Ω,A) ein messbarer Raum und µ ∈ Mq>(Ω,A) sowie
f ∈ L1(Ω,A, µ;C). Dann kann man leicht nachweisen, dass f¯ ∈ L1(Ω,A, µ;C) und∫
Ω
f¯dµ = (
∫
Ω
fdµ)∗ gelten (siehe auch [Pe08, Lemma 2.23, Seite 23]).
Bemerkung B.28. Seien (Ω,A) ein messbarer Raum, µ ∈ Mq>(Ω,A) sowie f ∈
L1(Ω,A, µ;C). Unter Beachtung von Bemerkung B.27 und Lemma B.6 erkennt man
dann leicht, dass Re f und Im f zu L1(Ω,A, µ;C) gehören und die Gleichungen
Re
(∫
Ω
fdµ
)
=
∫
Ω
Re fdµ sowie Im
(∫
Ω
fdµ
)
=
∫
Ω
Im fdµ
gelten.
Lemma B.29. Seien (Ω,A) ein messbarer Raum, µ ∈ Mq>(Ω,A) und f ∈
L1(Ω,A, µ;K). Für jedes A ∈ Cp×q gehört dann ν := AµA∗ zu Mp>(Ω,A) und es
gelten f ∈ L1(Ω,A, ν;K) sowie∫
Ω
fd(AµA∗) = A
(∫
Ω
fdµ
)
A∗.
Einen Beweis von Lemma B.29 ﬁndet man z. B. in [Pe08, Lemma 2.24, Seite 24].
Lemma B.30. Seien (Ω,A) ein messbarer Raum, n ∈ N und (µk)nk=1 eine Fol-
ge aus Mq>(Ω,A). Dann gehört ν :=
∑n
k=1 µk zu Mq>(Ω,A) und für jedes f ∈⋂n
k=1 L1(Ω,A, µk;K) gelten f ∈ L1 (Ω,A, ν;K) und∫
Ω
fdν =
n∑
k=1
∫
Ω
fdµk.
Unter Berücksichtigung von Bemerkung B.2, Lemmata B.3, B.29 und B.8 lässt sich
leicht ein induktiver Beweis von Lemma B.30 führen, dessen Details hier nicht wie-
derholt werden sollen (siehe z. B. in [MP11, Lemma M.34, Seiten 323-326]).
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Bemerkung B.31. Seien (Ω,A) ein messbarer Raum, n ∈ N sowie (qk)nk=1 eine
Folge aus N. Für jedes k ∈ Z1,n seien µk ∈ Mqk> (Ω,A) und Ak ∈ Cqk×q. Mit Hil-
fe von Lemmata B.3, B.30 und B.29 lässt sich dann leicht nachweisen, dass ν :=∑n
k=1A
∗
k µk Ak zu Mq>(Ω,A) gehört und für jedes f ∈
⋂n
k=1 L1(Ω,A, µk;K) die Be-
ziehungen f ∈ L1(Ω,A, ν;K) und∫
Ω
fdν =
n∑
k=1
A∗k
(∫
Ω
fdµk
)
Ak
gelten.
Lemma B.32. Seien (Ω,A) ein messbarer Raum, n ∈ N und (qk)nk=1 eine Folge
positiver ganzer Zahlen. Für jedes k ∈ Z1,n sei µk ∈ Mqk> (Ω,A). Bezeichne q :=∑n
k=1 qk. Für jedes k ∈ Z1,n bezeichne weiterhin τk das Spurmaß von µk. Dann gelten
folgende Aussagen:
(a) Es gehört µ := diag (µk)nk=1 zuMq>(Ω,A) und das Spurmaß τ von µ gestattet die
Darstellung τ =
∑n
k=1 τk.
(b) Sei f : Ω → C eine Funktion. Dann gilt genau dann f ∈ L1(Ω,A, µ;C), wenn
f ∈ L1(Ω,A, µj;C) für jedes j ∈ Z1,n richtig ist.
(c) Falls f ∈ L1(Ω,A, µ;C) erfüllt ist, gilt ∫
Ω
fdµ = diag (
∫
Ω
fdµj)
n
j=1.
Einen ausführlichen Beweis von Lemma B.32 ist z. B. in [MP11, Lemma M.37, Seiten
327-331] angegeben.
Satz B.33. Seien (Ω,A) ein messbarer Raum und ν ∈ Mq>(Ω,A). Weiterhin sei
c ∈ L1(Ω,A, ν;C) derart, dass c(Ω) ⊆ [0,+∞) gilt. Dann gelten folgende Aussagen:
(a) Die für alle A ∈ A gemäß cν(A) := ∫
A
c dν deﬁnierte Abbildung cν : A→ Cq×q
ist ein wohldeﬁniertes, zuMq>(Ω,A) gehöriges nichtnegativ hermitesches Maß.
(b) Sei g : Ω → C eine A − BC-messbare Abbildung. Dann gilt genau dann g ∈
L1(Ω,A, c ν;C), wenn gc ∈ L1(Ω,A, ν;C) erfüllt ist. In diesem Fall gilt∫
A
gd(c ν) =
∫
A
gcdν
für jedes A ∈ A.
Einen Beweis von Satz B.33 ﬁndet man z. B. in [MP11, Lemma M.40, Seiten 336-342].
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Satz B.34. Seien (Ω,A) und (Ω˜, A˜) messbare Räume sowie µ ∈ Mq>(Ω,A). Wei-
terhin sei T : Ω → Ω˜ eine A − A˜-messbare Abbildung. Dann ist T (µ) : A˜ → Cq×q
gemäß T (µ)(A˜) := µ[T−1(A˜)] ein zu Mq>(Ω˜, A˜) gehöriges nichtnegativ hermitesches
q × q-Maß. Bezeichnet τ das Spurmaß von µ, dann ist das Bildmaß T (τ) von τ unter
T gerade das Spurmaß von T (µ).
Einen Beweis von Satz B.34 ﬁndet man z. B. in [MP11, Lemma M.44, Seiten 344/345].
Wir ergänzen nun noch einige Resultate, die den speziellen messbaren Raum (Ω,BΩ)
betreﬀen, wobei Ω ∈ BR \ {∅} ist und BΩ die Spur-σ-Algebra aller Borelschen Teil-
mengen über Ω bezeichnet. FürMq>(Ω,BΩ) wird dann kurzMq>(Ω) geschrieben.
Bemerkung B.35. Seien Ω ∈ BR \ {∅} und m ∈ N0. Für jedes j ∈ Z0,m bezeichne
pj : R → R die gemäß pj(z) := zj deﬁnierte Funktion. Dann kann man leicht zeigen
(siehe z. B. auch [MP11, Lemma M.53, Seiten 366/367]), dass Mq>,m(Ω) gerade die
Menge aller σ ∈Mq>(Ω) ist, für die Rstr Ωpm ∈ L1(Ω,BΩ, σ;C) gilt.
Lemma B.36. Seien Ω ∈ BR \ {∅}, Ω˜ ∈ BΩ \ {∅} und µ ∈ Mq>(Ω). Dann gehört
µ˜ := RstrB
Ω˜
µ zuMq>(Ω˜). Unter zusätzlichen Voraussetzung µ(Ω\ Ω˜) = 0q×q sind bei
gegebener Funktion f : Ω→ C folgende Bedingungen äquivalent:
(i) f ∈ L1(Ω,BΩ, µ;C)
(ii) RstrB
Ω˜
f ∈ L1(Ω˜,BΩ˜, µ˜;C).
Falls (i) erfüllt ist, gilt
∫
Ω
fdµ =
∫
Ω˜
RstrB
Ω˜
fdµ˜.
Einen Beweis von Lemma B.36 ﬁndet man z. B. in [Mä05, Lemma A.4.6, Seiten 407-
409].
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Im Mittelpunkt dieses Teils des Anhangs steht der Begriﬀ der meromorphen Funktion
und seine Verallgemeinerung ins Matrizielle. Sämtliche hier bereitgestellten Deﬁnitio-
nen orientieren sich an den Darstellungen in [Mi95, Kapitel 3] und [Bi13, Anhang C].
Dort ﬁndet man auch weiterführende Resultate zu dieser Thematik.
Eine nichtleere, zusammenhängende und oﬀene Teilmenge G von C0 heißt ein Gebiet
von C0. Ist G eine oﬀene Teilmenge von C0, so heißt eine Teilmenge F von G eine
diskrete Teilmenge von G, wenn F keinen Häufungspunkt in G besitzt. Seien G ein
Gebiet von C0 und B eine nichtleere oﬀene Teilmenge von G sowie f eine auf B
deﬁnierte komplexwertige Funktion. Dann nennt man f meromorph in G, falls f in
jedem Punkt w ∈ B holomorph ist und in jedem Punkt z ∈ G \ B ein Pol von f
vorliegt. In diesem Fall ist B die Menge aller Holomorphiepunkte von f und wird
mit Hf bezeichnet, für die Menge aller Polstellen von f wird Pf geschrieben. Es
symbolisiere Nf die Nullstellenmenge von f , d. h., es sei Nf := {w ∈ Hf : f(w) = 0}.
Die Menge aller in einem Gebiet G von C0 meromorphen Funktionen wird mitM(G)
bezeichnet. Mit H(G) wird die Menge aller in G holomorphen Funktionen bezeichnet.
Bemerkung C.1. Seien G eine oﬀene Teilmenge von C0 sowie D und E diskrete
Teilmengen von G. Dann ist D∪E eine diskrete Teilmenge von G, denn wenn D und
E keinen Häufungspunkt in G haben, hat auch D ∪ E keinen Häufungspunkt in G.
Bemerkung C.2. Seien G ein Gebiet von C0 und f eine in G meromorphe Funktion.
Dann gelten G = Hf ∪ Pf und Hf ∩ Pf = ∅. Weiterhin kann man leicht nachweisen,
dass Pf eine diskrete und höchstens abzählbare Teilmenge von G ist (siehe z. B. [Mi95,
Bemerkung 3.1.1, Folgerung 3.1.1, Folgerung 3.1.2, Seiten 88-90]). Insbesondere ist
Hf eine überabzählbare und nichtleere Teilmenge von G.
Bemerkung C.3. Seien G ein Gebiet von C0 sowie n ∈ N und f1, f2, ..., fn in G
meromorphe Funktionen, so ist nach den Bemerkungen C.2 und C.1 dann
⋃n
k=1 Pfk
eine diskrete Teilmenge von G mit
G =
( n⋂
k=1
Hfk
)
∪
( n⋃
k=1
Pfk
)
sowie
( n⋂
k=1
Hfk
)
∩
( n⋃
k=1
Pfk
)
= ∅.
Insbesondere ist
⋂n
k=1Hfk eine überabzählbare und nichtleere Teilmenge von G .
Lemma C.4. Seien G ein Gebiet von C0 und f eine in G meromorphe Funktion, die
von der Nullfunktion verschieden ist. Dann sind Nf und D := Pf ∪ Nf diskrete und
höchstens abzählbare Teilmengen von G und es gilt G \ D ⊆ Hf .
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Ein Beweis von Lemma C.4 ist z. B. in [Mi95, Lemma 3.1.1, Folgerung 3.1.3, Seite 90]
angegeben.
Lemma C.5. Seien G ein Gebiet von C0 sowie f und g in G meromorphe Funktionen.
Dann gilt genau dann f = g, wenn eine diskrete Teilmenge D von G derart existiert,
dass G \ D ⊆ Hf ∩Hg und f(z) = g(z) für jedes z ∈ G \ D gelten.
Einen Beweis von Lemma C.5 kann man z. B. in [Bi13, Lemma C.6, Seiten 222-224]
ﬁnden.
Lemma C.6. Seien G ein Gebiet von C0 sowie f und g in G meromorphe Funktionen.
Dann ist Hf ∩Hg eine oﬀene Teilmenge von G mit G \ (Hf ∩Hg) = Pf ∪ Pg.
Einen Beweis von Lemma C.6 kann man z. B. in [Mi95, Satz 3.1.1 (a), Seiten 91-97]
ﬁnden.
Bemerkung C.7. Seien G ein Gebiet von C0 sowie f und g in G meromorphe Funk-
tionen. Es ist hˇ : Hf ∩Hg → C gemäß hˇ(w) := f(w) + g(w) in Hf ∩Hg oﬀensichtlich
holomorph. In [Mi95, Satz 3.1.1 (b), Seiten 91-97] ist begründet, dass darüber hinaus
folgende Aussagen gelten: Sei w0 ∈ G \ [Hf ∩Hg]. Dann ist w0 ein Pol von mindestens
einer der Funktionen f oder g. Es bezeichne kf (w0) bzw. kg(w0) die entsprechen-
de Ordnung des Pols, wobei diese Zahlen im Fall, dass w0 Holomorphiepunkt von f
bzw. g ist, als 0 angesehen werden. Dann hat hˇ im Punkt w0 eine isolierte Singu-
larität. Diese ist entweder hebbar oder ein Pol einer Ordnung, die nicht größer als
max[kf (w0), kg(w0)] ist. Bezeichnet nun h die durch Beseitigen aller hebbaren Singu-
laritäten von hˇ erhaltene ergänzte Funktion, so ist h in G meromorph, und es gelten
Hf ∩Hg ⊆ Hh sowie Ph ⊆ Pf ∪ Pg. Man nennt h die Summe der in G meromorphen
Funktionen f und g und symbolisiert h durch f + g.
Bemerkung C.8. Seien G ein Gebiet von C0 sowie f und g in G meromorphe Funk-
tionen. Dann gelten folgende Aussagen (siehe z. B. [Mi95, Satz 3.1.1 (c), Seiten 91-
97]):
(a) Sei α ∈ C \ {0}. Dann ist hˇ : Hf → C gemäß hˇ(w) := αf(w) in G meromorph
mit Hhˇ = Hf und Phˇ = Pf , wobei für jeden Pol w0 aus Phˇ die Ordnung als Pol
von hˇ mit der Ordnung als Pol von f übereinstimmen.
(b) Unter 0 · f wird die auf G deﬁnierte Nullfunktion verstanden, die oﬀensichtlich
in G holomorph und insbesondere in G meromorph ist, d. h., dass H0·f = G und
P0·f = ∅ gelten.
(c) Für jedes β ∈ C nennt man βf das β-fache der (in G meromorphen) Funktion f .
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Bemerkung C.9. Seien G ein Gebiet von C0 sowie f und g in G meromorphe Funk-
tionen. Es ist dˇ : Hf ∩Hg → C gemäß dˇ(w) := f(w) · g(w) oﬀensichtlich in Hf ∩Hg
holomorph. In [Mi95, Satz 3.1.1 (d), Seiten 91-97] ist die Gültigkeit folgender Aussa-
gen ausführlich begründet: Sei w0 ∈ G \ (Hf ∩Hg). Dann ist w0 ein Pol von mindes-
tens einer der Funktionen f oder g. Es bezeichne kf (w0) bzw. kg(w0) die zugehörige
Ordnung des Pols, wobei im Fall, dass w0 ein Holomorphiepunkt von f bzw. g ist,
kf (w0) := 0 bzw. kg(w0) := 0 gesetzt wird. Dann hat dˇ im Punkt w0 eine isolierte Sin-
gularität. Diese ist entweder hebbar oder ein Pol einer Ordnung, die nicht größer als
kf (w0) + kg(w0) ist. Es bezeichne dann d die durch Beseitigen aller hebbaren Singula-
ritäten von dˇ erhaltene ergänzte Funktion. Dann ist d in G meromorph, und es gelten
Hf ∩ Hg ⊆ Hd sowie Pd ⊆ Pf ∪ Pg. Es heißt d das Produkt der in G meromorphen
Funktionen f und g und wird durch d = f · g oder einfach d = fg symbolisiert.
Bemerkung C.10. Seien G ein Gebiet von C0 und g eine in G meromorphe Funk-
tion, die nicht die (auf G deﬁnierte) Nullfunktion ist. Nach Lemma C.4 ist dann Ng
eine diskrete Teilmenge von G. In [Mi95, Satz 3.1.1 (e), Seiten 91-97] ist ausführlich
begründet, dass folgende Aussagen für die gemäß
c(w) :=
{
1
g(w)
, falls w ∈ Hg \ Ng
0 , falls w ∈ Pg
deﬁnierte Funktion c : (Hg \ Ng) ∪ Pg → C gelten: Es ist c in G meromorph und es
sind Hc = (Hg \ Ng) ∪ Pg sowie Pc = Ng und Nc = Pg erfüllt. Falls w0 ein Pol der
Ordnung kg(w0) von g ist, so ist w0 eine Nullstelle der Ordnung kg(w0) von c, und
falls w0 eine Nullstelle der Ordnung kg(w0) von g ist, so ist w0 ein Pol der Ordnung
kg(w0) von c. Man nennt c die zur in G meromorphen Funktion g reziproke Funktion
und symbolisiert c durch 1
c
. Weiterhin ist c nicht die Nullfunktion in G, und die zu c
reziproke meromorphe Funktion ist g.
Satz C.11. Sei G ein Gebiet von C0. Dann ist die MengeM(G) aller in G meromor-
phen Funktionen bezüglich der in den Bemerkungen C.7, C.8 und C.9 eingeführten
Operationen der Addition, Multiplikation mit Elementen aus C und Multiplikation
eine kommutative Algebra über C und bezüglich dieser Operationen der Addition und
Multiplikation ein Körper. Weiterhin ist die Menge H(G) aller in G holomorphen
Funktionen bezüglich der in den Bemerkungen C.7, C.8 und C.9 eingeführten Ope-
rationen der Addition, Multiplikation mit Elementen aus C und Multiplikation eine
Unteralgebra vonM(G) bezüglich dieser Operationen.
Einen Beweis von Satz C.11 kann man z. B. in [Mi95, Satz 3.1.2, Seiten 97/98] ﬁnden.
Deﬁnition C.12. Sei G ein Gebiet von C0. Dann heißt eine p× q-Matrixfunktion
f = (fjk)j=1,...,p
k=1,...,q
meromorph in G, falls für alle j ∈ Z1,p und für alle k ∈ Z1,q die
293
C Einige Aussagen über meromorphe Matrixfunktionen
Funktionen fjk in G meromorph sind. Ist f eine in G meromorphe Matrixfunktion,
so bezeichnen
Hf :=
p⋂
j=1
q⋂
k=1
Hfjk bzw. Pf :=
p⋃
j=1
q⋃
k=1
Pfjk
die Menge der Holomorphiepunkte von f bzw. die Menge der Polstellen von f .
Bemerkung C.13. Seien G ein Gebiet von C0 und f ∈ [M(G)]p×q. Unter Berück-
sichtigung von Deﬁnition C.12, Bemerkung C.2, Lemma C.4 sowie Bemerkung C.1
kann man leicht davon überzeugen, dass G = Hf ∪ Pf und Hf ∩ Pf = ∅ gelten und
darüber hinaus Pf eine diskrete und höchstens abzählbare Teilmenge von G sowie Hf
eine überabzählbare Teilmenge von G sind.
Bemerkung C.14. Seien G ein Gebiet von C0 sowie n ∈ N und f1, f2, ..., fn in
G meromorphe Matrixfunktionen (nicht notwendig gleicher Große). Nach Deﬁniti-
on C.12, Bemerkungen C.3 und C.1 ist dann
⋃n
k=1 Pfk eine diskrete Teilmenge von G
mit G = (⋂nk=1Hfk)∪ (⋃nk=1 Pfk) sowie (⋂nk=1Hfk)∩ (⋃nk=1 Pfk) = ∅. Insbesondere ist⋂n
k=1Hfk eine überabzählbare und nichtleere Teilmenge von G.
Es sei darauf hingewiesen, dass in [Mi95, Abschnitt 3.2, Seiten 99-118] grundlegende
Aussagen über meromorphe Matrixfunktionen zusammengefasst sind. Einige sollen
kurz aufgeführt werden.
Lemma C.15. Seien G ein Gebiet von C0 sowie f, g ∈ [M(G)]p×q. Dann gilt genau
dann f = g, wenn eine diskrete Teilmenge D von G derart existiert, dass G \ D ⊆
Hf ∩Hg und f(z) = g(z) für jedes z ∈ G \ D gelten.
Beweis. Die Behauptung folgt unmittelbar aus Lemma C.5 und Bemerkung C.14. 
Bemerkung C.16. Seien G ein Gebiet von C0 sowie f = (fjk)j=1,...,p
k=1,...,q
und g =
(gjk)j=1,...,p
k=1,...,q
aus [M(G)]p×q. Dann überzeugt man sich leicht davon, dass
f + g := (fjk + gjk)j=1,...,p
k=1,...,q
eine zu [M(G)]p×q gehörige Matrixfunktion mit Hf ∩Hg ⊆ Hf+g und Pf+g ⊆ Pf ∪ Pg
ist (siehe z. B. [Mi95, Satz 3.2.1, Seite 101]).
Bemerkung C.17. Seien G ein Gebiet von C0 und f = (fjk)j=1,...,p
k=1,...,q
∈ [M(G)]p×q.
Für jedes α ∈ C kann man dann leicht nachweisen, dass
αf := (αfjk)j=1,...,p
k=1,...,q
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eine zu [M(G)]p×q gehörige Matrixfunktion mit Hf ⊆ Hαf und Pαf ⊆ Pf ist (siehe
z. B. [Mi95, Satz 3.2.2, Seite 102]).
Bemerkung C.18. Seien G ein Gebiet von C0 sowie f = (fjk)j=1,...,p
k=1,...,q
∈ [M(G)]p×q
und g = (gjk)j=1,...,q
k=1,...,r
∈ [M(G)]q×r. Dann lässt sich leicht nachweisen, dass
fg :=
( q∑
k=1
fjkgkl
)
j=1,...,p
l=1,...,r
eine zu [M(G)]p×r gehörige Matrixfunktion mit Hf ∩Hg ⊆ Hfg und Pfg ⊆ Pf ∪Pg ist
(siehe z. B. [Mi95, Satz 3.2.3, Seiten 102/103]).
Bemerkung C.19. Seien G ein Gebiet von C0 und f ∈ [M(G)]q×q. Dann gelten
folgende Aussagen (siehe z. B. [Mi95, Satz 3.2.4, Seiten 103-106]):
(a) Die Funktion h : Hf → C gemäß h(w) := det [f(w)] ist in Hf holomorph. Falls
w0 ∈ Pf ist, besitzt h in w0 eine isolierte Singularität, die entweder hebbar oder
ein Pol ist. Die durch Beseitigen aller hebbaren Singularitäten von h entstehende
ergänzte Funktion det f ist in G meromorph und es gelten Hf ⊆ Hdet f und
Pdet f ⊆ Pf sowie Ndet f ∩Hf = Nh. (Man nennt det f die Determinante der in
G meromorphen Matrixfunktion f .)
(b) Es sei vorausgesetzt, dass f nicht die auf Hf deﬁnierte Nullfunktion ist. Dann
ist nach (a) und Lemma C.4 die Menge Ndet f eine diskrete Teilmenge von G und
g : Hf \ (N det f ∩Hf )→ Cq×q gemäß g(w) := [f(w)]−1 ist eine in Hf \ (N det f ∩
Hf ) holomorphe Matrixfunktion. Falls w0 ∈ Pf ∪ (Ndet f ∩ Hf ) ist, so hat g in
w0 eine isolierte Singularität, die entweder hebbar oder ein Pol ist. Die durch
Beseitigen aller hebbaren Singularitäten von g entstehende ergänzte Funktion f−1
ist in G meromorph und erfüllt Hf \ (N det f ∩Hf ) ⊆ Hf−1 und Nf ∩Hf ⊆ Pf−1 ⊆
Pf ∪ (Ndet f ∩Hf ). (Man nennt f−1 die zur in G meromorphen Matrixfunktion f
gehörige reziproke Matrixfunktion.)
Wir wollen nun noch gewisse spezielle Eigenschaften von holomorphen Matrixfunk-
tionen festhalten. Hierbei betrachten wir die durch (0.1) deﬁnierte spezielle nichtleere
oﬀene Menge Π+. Es sei daran erinnert, dass für jedes α ∈ R durch (1.10) die Teil-
menge Cα,− von C gegeben ist.
Lemma C.20. Sei α ∈ R. Dann ist Γ : Π+ → Cα,− gemäß Γ(z) := α+ iz eine wohl-
deﬁnierte bijektive, holomorphe und insbesondere stetige Funktion, wobei die Umkehr-
funktion Γ[−1] : Cα,− → Π+ für jedes w ∈ Cα,− die Beziehung Γ[−1](w) = −i(w − α)
erfüllt und auch holomorph und stetig ist.
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Der Beweis von Lemma C.20 ist elementar. Wir verzichten an diese Stelle auf Details.
Lemma C.21. Sei P ein p × q-Matrixpolynom. Falls limy→+∞ P (y) = 0p×q oder
limy→−∞ P (y) = 0p×q gilt, so ist P das p × q-Nullpolynom, d. h., es gilt P (z) = 0p×q
für alle z ∈ C.
Für den Beweis von Lemma C.21 sei z. B. auf [Rö03, Lemma 6.14, Seiten 66-68]
verwiesen.
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D. Die matriziellen Versionen der Stieltjesschen
Umkehrformeln
Die in diesem Abschnitt vorgestellten Aussagen sind zum großen Teil in der Arbeit
von C. Thiele [Th02] bewiesen. Hauptresultate sind hierbei die Stieltjesschen Um-
kehrformeln (Theorem D.6 und Theorem D.8) sowie deren Folgerungen.
Lemma D.1. Seien µ1 ∈ Mp>(R,BR) und µ2 ∈ Mq>(R,BR). Dann gibt es Folgen
(an)
∞
n=1 und (bn)
∞
n=1 aus R derart, dass folgende Bedingungen erfüllt sind:
(i) Für alle n ∈ N sind µ1 ({an}) = 0p×p, µ2 ({an}) = 0q×q, µ1 ({bn}) = 0p×p und
µ2 ({bn}) = 0q×q.
(ii) Für alle n ∈ N gilt an < bn.
(iii) Für alle n ∈ N gilt (an, bn) ⊆ (an+1, bn+1).
(iv) Es ist
⋃∞
n=1 (an, bn) = R.
Einen ausführlichen Beweis von Lemma D.1 ﬁndet man z. B. in [Mä05, Lemma A.4.3,
Seiten 400/401].
Bemerkung D.2. Seien σ ∈ Mq>(R) sowie a und b reelle Zahlen mit a < b. Es sei
weiterhin Φ : R→ Cp×q eine auf [a, b] stetige Matrixfunktion. Dann sind Φ˜ := 1[a,b]Φ
und Φ# := 1(a,b)Φ somit BR −Bp×q-messbare Matrixfunktionen und es gibt ein C ∈
[0,+∞) derart, dass ‖Φ˜(t)‖E 6 C und ‖Φ#(t)‖E 6 C für alle t ∈ R erfüllt sind.
Nach Bemerkung B.18 gehören Φ˜ und Φ# zu p× q − L2(Ω,A, σ;C).
Bemerkung D.3. Seien (Ω,A) ein messbarer Raum und (Bm)∞m=1 eine isotone Folge
nichtleerer Mengen aus A. Für jedes t ∈ ⋃∞m=1Bm existiert dann ein m0 ∈ N, sodass
t ∈ Bm0 erfüllt ist. Aufgrund der Isotonie der Folge (Bm)∞m=1 gilt dann t ∈ Bm
für alle m ∈ Zm0,+∞, woraus 1Bm(t) = 1 für alle m ∈ Zm0,+∞ folgt. Somit gilt
limm→∞ 1Bm(t) = 1 für alle t ∈
⋃∞
m=1Bm.
An dieser Stelle erwähnen wir im Weiteren benötigte matrizielle Versionen gewisser
Stieltjesschen Umkehrformeln. Eine ausführliche Darstellung ﬁndet man in [Th02,
Kapitel 9]. Wir bezeichnen mit B0 das System aller beschränkten Mengen aus BR
und λ(1) symbolisiere das Lebesgue-Borel-Maß auf BR.
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Bemerkung D.4. Seien ν ∈ Mq>(R,BR) und B ∈ B0. Dann ist die Funktion f :
R→ Cq×q gemäß
f(t) := 1B(t)
√
1 + t2Iq
borelmessbar. Der Abschluss B ist kompakt, da B beschränkt ist. Die stetige Funktion
g : B → R gemäß
g(t) := ‖
√
1 + t2Iq‖E
ist auch dem Satz von Weierstraß auf der kompakten Menge B beschränkt. Somit ist
φ : R → R gemäß φ(t) := ‖f(t)‖E beschränkt und es gilt nach [GL95, Satz 4.3.28,
Seiten 215/216] auch f ∈ q × q − L2(R,BR, ν;C).
Theorem D.5 (Stieltjessche Umkehrformel). Sei F eine Funktion aus R1(Π+)
mit zugehörigem Spektralmaß σ. Weiterhin seien a und b reelle Zahlen mit a < b.
Dann gilt
1
2
[σ({a}) + σ({b})] + σ((a, b)) = 1
pi
lim
ε→0+0
∫
[a,b]
ImF (x+ iε)λ(1)(dx).
Einen Beweis von Theorem D.5 ﬁndet man in [KN73, Appendix, Chapter 1], eine
ausführliche Version des Beweises z. B. auch in [Th02, Satz 4.1, Seiten 27-32].
Da für jedes F ∈ Rq(Π+) und jedes u ∈ Cq die Funktion fu := u∗Fu zu R1(Π+)
gehört, erhält man aus Theorem D.5 auch eine entsprechende Matrix-Version:
Theorem D.6 (Matrizielle Stieltjessche Umkehrformel). Seien F eine Funk-
tion aus Rq(Π+) mit zugehörigem Nevanlinna-Maß ν sowie a ∈ R und b ∈ (a,+∞).
Des Weiteren sei die Abbildung µ : B0 → Cq×q gemäß
B 7→
∫
B
√
1 + t2Iqν(dt)[
√
1 + t2Iq]
∗
deﬁniert. Dann gilt
1
2
[µ({a}) + µ({b})] + µ((a, b)) = 1
pi
lim
ε→0+0
∫
[a,b]
ImF (x+ iε)λ(1)(dx).
Ein ausführlicher Beweis von Theorem D.6 ist in [Th02, Satz 9.2, Seiten 63-65] zu
ﬁnden.
Folgerung D.7. Seien φ eine Funktion aus R′q(Π+) mit zugehörigem Spektralmaß σ
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sowie a ∈ R und b ∈ (a,+∞). Dann gilt
1
2
[σ({a}) + σ({b})] + σ((a, b)) = 1
pi
lim
ε→0+0
∫
[a,b]
Imφ(x+ iε)λ(dx).
Folgerung D.7 lässt sich mit Hilfe von Theorem D.6 beweisen, was in [Th02, Folgerung
9.3, Seite 65] ausgeführt wurde.
Eine skalare Version der nachfolgenden wichtigen Stieltjesschen Umkehrformel wurde
in der Dissertation [Li42] von M. S. Livsic dargestellt. Für eine operatorwertige Version
wird in [CDFK06] auf Yu. L. Shmuyans zweiter Doktorarbeit [Sh70] verwiesen.
Theorem D.8 (Verallgemeinerte Stieltjessche Umkehrformel). Seien p ∈ N,
q ∈ N sowie F eine Funktion aus Rq(Π+) mit zugehörigem Nevanlinna-Maß ν. Wei-
terhin seien f : C→ Cp×q eine in C holomorphe Funktion und g : C→ Cp×p eine in
C stetige Funktion, die g(R) ⊆ Cp×pH erfüllt. Die Funktion Φ : Π+ → Cp×p sei gemäß
w 7→ g(w) + f(w)F (w)[f(w)]∗ deﬁniert. Seien a ∈ R und b ∈ (a,+∞). Dann gilt
1
2
[
(1 + a2)f(a)ν({a})(f(a))∗ + (1 + b2)f(b)ν({b})[f(b)]∗]
+
∫
(a,b)
[
√
1 + t2f(t)] ν(dt)[
√
1 + t2f(t)]∗ =
1
pi
lim
ε→0+0
∫
[a,b]
ImΦ(x+ iε)λ(dx).
Ausführliche Beweise von Theorem D.8 ﬁndet man in [CDFK06, Theorem 8.6, Seiten
164-167] und in [Th02, Satz 9.4, Seiten 65-75].
Folgerung D.9. Sei F eine Funktion aus R′q(Π+) mit zugehörigem Spektralmaß σ.
Weiterhin seien f : C → Cp×q eine in C holomorphe Funktion und g : C → Cp×p
eine in C stetige Funktion, die g(R) ⊆ Cp×pH erfüllt. Die Funktion Φ : Π+ → Cq×q sei
gemäß w 7→ g(w) + f(w)F (w)[f(w)]∗ deﬁniert. Seien a ∈ R und b ∈ (a,+∞). Dann
gilt
1
2
[f(a)σ({a})[f(a)]∗ + f(b)σ({b})[f(b)]∗] +
∫
(a,b)
f(t)σ(dt)f ∗(t)
=
1
pi
lim
ε→0+0
∫
[a,b]
ImΦ(x+ iε)λ(dx).
Ein Beweis dieser Folgerung ist in [Th02, Folgerung 9.5, Seite 76] dargestellt. Dieser
Beweis benutzt wesentlich Theorem D.8.
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