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Abstract
In this work we provide a new approach to the theory of second-order necessary conditions in optimal control, considering a
problem posed over piecewise continuous controls and involving equality constrains in the controls. The proof that the second-order
conditions obtained are necessary for optimality is simpler than others available in the literature and conveys a clear understanding
of how to define a set of differentially admissible variations where a certain quadratic form is nonnegative.
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1. Introduction
This work concerns second-order necessary conditions for optimal control problems posed over piecewise
continuous controls and involving equality constraints in the control functions. For simplicity of exposition, and to
keep notational complexity to a minimum, we shall deal with the fixed-endpoint control problem of Lagrange, but no
difficulties arise in extending the theory to follow to Bolza problems with possible variable endpoints.
To state the problem, suppose we are given an interval T := [t0, t1] in R, two points ξ0, ξ1 in Rn , and functions L
and f mapping T × Rn × Rm to R and Rn respectively, and ϕ mapping Rm to Rq (q ≤ m). Let
U := {u ∈ Rm | ϕ(u) = 0},
denote by X the space of piecewise C1 functions mapping T to Rn , by U the space of piecewise continuous functions
mapping T to Rm , set Z := X × U ,
D := {(x, u) ∈ Z | x˙(t) = f (t, x(t), u(t))(t ∈ T )},
Ze(U ) := {(x, u) ∈ D | u(t) ∈ U (t ∈ T ), x(t0) = ξ0, x(t1) = ξ1},
and consider the functional I : Z → R given by I (x, u) := ∫ t1t0 L(t, x(t), u(t))dt ((x, u) ∈ Z). The problem we shall
deal with, which we label (P), is that of minimizing I over Ze(U ).
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A common and concise way of formulating this problem is as follows:
Minimize I (x, u) = ∫ t1t0 L(t, x(t), u(t))dt subject to
a. x : T → Rn piecewise C1; u: T → Rm piecewise continuous;
b. x˙(t) = f (t, x(t), u(t)) (t ∈ T );
c. x(t0) = ξ0, x(t1) = ξ1;
d. ϕ(u(t)) = 0 (t ∈ T ).
Our aim is to give a simple and clear derivation of second-order necessary conditions for problem (P). The
conditions obtained in this work are not new and can be found, for example, in [1,3–5]. The approach we provide,
however, is simpler than the ones given in those references and can be easily extended to more complicated problems
(involving, for example, mixed state-control equality and inequality constraints).
In [1,4] the approach used consists briefly in reducing the original problem, through a uniform implicit function
theorem due to Hestenes [2], to an unconstrained control problem, and then applying well-known second-order
conditions to the latter. This technique is implicit in nature and gives little information about the difficulties
encountered due to the presence of equality constraints. In [3,5], on the other hand, there is an explicit derivation
of the necessary conditions but the proofs require certain elements which we have simplified or even suppressed
completely, such as the use of the inverse function theorem, the convexity of U , or the strong assumptions in the use
of an “admissible direction set” as defined in [3].
We begin by stating well-known first-order necessary conditions for problem (P) on which the notion of “extremal”
is based, together with some properties of normal solutions. A second-order necessary condition is then obtained with
respect to a certain set which is simpler than the one introduced in [3]. As we shall see, this set contains, under certain
assumptions, a set of “differentially admissible variations” on which the necessary conditions we are interested in
are based. Finally, we show that those assumptions are satisfied if one assumes normality of the extremal under
consideration.
2. First-order necessary conditions and normality
For problem (P), the elements of Z will be called processes, of Ze(U ) admissible processes, and a process (x, u)
solves (P) if (x, u) is admissible and I (x, u) ≤ I (y, v) for all admissible process (y, v). Throughout the work we
assume that f, L , ϕ are C2 and ϕ′ has rank q on U .
Let us begin by stating well-known first-order necessary conditions (see [2]). The notation ‘∗’ means transpose and
Uq corresponds to the space of piecewise continuous functions mapping T to Rq . Let
H(t, x, u, p, µ, λ) := 〈p, f (t, x, u)〉 − λL(t, x, u)− 〈µ, ϕ(u)〉
be defined for all (t, x, u, p, µ, λ) in T × Rn × Rm × Rn × Rq × R.
Theorem 2.1. Suppose (x0, u0) solves (P). Then there exist λ0 ≥ 0, p ∈ X and µ ∈ Uq continuous on each interval
of continuity of u0, not vanishing simultaneously on T , such that
a. p˙(t) = −H∗x (t, x0(t), u0(t), p(t), µ(t), λ0) and Hu(t, x0(t), u0(t), p(t), µ(t), λ0) = 0 (t ∈ T ).
b. H(t, x0(t), u, p(t), µ(t), λ0) ≤ H(t, x0(t), u0(t), p(t), µ(t), λ0) for all (t, u) ∈ T ×U.
On the basis of these conditions, we introduce a set E whose elements will be called “extremals” and whose role
will be crucial in the theory to follow.
Definition 2.2. Denote by E the set of all (x, u, p, µ) ∈ Z × X × Uq satisfying
a. p˙(t) = −H∗x (t, x(t), u(t), p(t), µ(t), 1) (t ∈ T ).
b. Hu(t, x(t), u(t), p(t), µ(t), 1) = 0 (t ∈ T ).
The notion of “normality”, as defined below, is introduced to assure that, if (λ0, p, µ) is a triple of multipliers
corresponding to a normal solution of the problem, then λ0 > 0 and, when λ0 = 1, the pair (p, µ) is unique.
Given (x, u) ∈ Z set A(t) := fx (t, x(t), u(t)), B(t) := fu(t, x(t), u(t))(t ∈ T ).
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Definition 2.3. A process (x, u) will be said to be normal if given p ∈ X and µ ∈ Uq satisfying
p˙(t) = −A∗(t)p(t) [= − H∗x (t, x(t), u(t), p(t), µ(t), 0)]
0 = B∗(t)p(t)− ϕ′∗(u(t))µ(t) [=H∗u (t, x(t), u(t), p(t), µ(t), 0)]
then p ≡ 0. In this event, clearly, also µ ≡ 0.
Note 2.4. If (x, u) is a normal solution of (P) then there exists a unique (p, µ) ∈ X × Uq such that (x, u, p, µ) ∈ E .
Proof. Let (p, µ, λ0) be as in Theorem 2.1. By normality of (x, u) we clearly have λ0 6= 0 and, if (q, ν, λ0) satisfies
(a) of Theorem 2.1, then
i. [ p˙(t)− q˙(t)] = − f ∗x (t, x(t), u(t))[p(t)− q(t)] (t ∈ T ),
ii. 0 = f ∗u (t, x(t), u(t))[p(t)− q(t)] − ϕ′∗(u(t))[µ(t)− ν(t)] (t ∈ T ),
implying that p ≡ q and µ ≡ ν. The result follows by choosing λ0 = 1 since (x, u, p/λ0, µ/λ0) ∈ E . 
Let us end this section by showing that the notion of normality can be characterized in terms of the (adjacent)
tangent cone of U at u, that is, τ(u) = {h ∈ Rm | ϕ′(u)h = 0}.
Note 2.5. Let (x, u) ∈ Z . Then the following are equivalent:
a. (x, u) is normal.
b. There is no nonnull solution z ∈ X of the system
z˙(t) = −A∗(t)z(t), z∗(t)B(t)h = 0 for all h ∈ τ(u(t))(t ∈ T ). (1)
Proof. (a)⇒ (b): Let z ∈ X be such that (1) holds. Let Λ(t) := ϕ′(u(t))ϕ′∗(u(t)) and define
µ(t) := Λ−1(t)ϕ′(u(t))B∗(t)z(t) (t ∈ T ).
Let G(t) := Im×m−ϕ′∗(u(t))Λ−1(t)ϕ′(u(t)) and note that ϕ′(u(t))G(t) = 0 (t ∈ T ). If hk(t) (k = 1, . . . ,m) denotes
the k-th column of G(t), we have
ϕ′i (u(t))hk(t) = 0 (i = 1, . . . , q, k = 1, . . . ,m).
That is, hk(t) ∈ τ(u(t)), and therefore z∗(t)B(t)hk(t) = 0 (k = 1, . . . ,m). Thus
0 = z∗(t)B(t)G(t) = z∗(t)B(t)− µ∗(t)ϕ′(u(t))
and so, by (a), z ≡ 0.
(b)⇒ (a): Suppose (p, µ) ∈ X × Uq is such that
p˙(t) = −A∗(t)p(t), B∗(t)p(t) = ϕ′∗(u(t))µ(t) (t ∈ T ).
Let h ∈ τ(u(t)). Then p∗(t)B(t)h = µ∗(t)ϕ′(u(t))h = 0 and so, by (b), p ≡ 0. 
3. Second-order necessary conditions
Second-order necessary conditions will be expressed in terms of the following quadratic form. For any
(x, u, p, µ) ∈ Z × X × Uq let
J ((x, u, p, µ); (y, v)) :=
∫ t1
t0
2Ω(t, y(t), v(t))dt ((y, v) ∈ Z)
where, for all (t, y, v) ∈ T × Rn × Rm ,
2Ω(t, y, v) := −[〈y, Hxx (t)y〉 + 2〈y, Hxu(t)v〉 + 〈v, Huu(t)v〉]
and H(t) denotes H(t, x(t), u(t), p(t), µ(t), 1).
Let us first introduce a set whose elements are embedded into a one-parameter family of admissible processes and
for which the derivation of second-order conditions is straightforward.
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Definition 3.1. For all (x0, u0) ∈ Ze(U ) denote byW(x0, u0) the set of all (y, v) ∈ Z for which there exist δ > 0
and a one-parameter family (x(·, ), u(·, )) ∈ Ze(U ) (|| < δ) such that
i. x(t, 0) = x0(t), u(t, 0) = u0(t) (t ∈ T ).
ii. x(t, 0) = y(t), u(t, 0) = v(t) (t ∈ T ).
Lemma 3.2. If (x0, u0) solves (P) and there exists (p, µ) ∈ X × Uq such that (x0, u0, p, µ) ∈ E then
J ((x0, u0, p, µ); (y, v)) ≥ 0 for all (y, v) ∈W(x0, u0).
Proof. Define
K (x, u) := 〈p(t1), ξ1〉 − 〈p(t0), ξ0〉 +
∫ t1
t0
F(t, x(t), u(t))dt ((x, u) ∈ Z)
where, for all (t, x, u) ∈ T × Rn × Rm ,
F(t, x, u) := L(t, x, u)− 〈p(t), f (t, x, u)〉 + 〈µ(t), ϕ(u)〉 − 〈 p˙(t), x〉.
Observe that F(t, x, u) = −H(t, x, u, p(t), µ(t), 1) − 〈 p˙(t), x〉 and, if (x, u) ∈ Ze(U ), then K (x, u) = I (x, u).
Let (y, v) ∈ W(x0, u0) and let δ > 0 and (x(·, ), u(·, )) ∈ Ze(U ) (|| < δ) be as in Definition 3.1. Then
g() := K (x(·, ), u(·, )) (|| < δ) satisfies
g() = I (x(·, ), u(·, )) ≥ I (x0, u0) = K (x0, u0) = g(0) (|| < δ).
Note that, since (x0, u0, p, µ) is an extremal, Fx (t, x0(t), u0(t)) = 0 and Fu(t, x0(t), u0(t)) = 0 and therefore
0 ≤ g′′(0) = K ′′((x0, u0); (y, v)) = J ((x0, u0, p, µ); (y, v)). 
Let us now introduce a set of “differentially admissible variations” which, under certain assumptions, is contained
inW(x, u).
Definition 3.3. Let (x, u) ∈ Z and A(t) := fx (t, x(t), u(t)), B(t) := fu(t, x(t), u(t)) (t ∈ T ). A process (y, v) will
be called a differentially admissible variation along (x, u) if it satisfies
i. y˙(t) = A(t)y(t)+ B(t)v(t) (t ∈ T ),
ii. ϕ′(u(t))v(t) = 0 (t ∈ T ).
Denote by Y (x, u) the set of all differentially admissible variations (y, v) along (x, u) satisfying y(t0) = y(t1) = 0.
Lemma 3.4. Suppose (x0, u0) ∈ Ze(U ) and there exist (yi , vi ) (i = 1, . . . , n) differentially admissible variations
along (x0, u0) with yi (t0) = 0 and |y1(t1) · · · yn(t1)| 6= 0. Then Y (x0, u0) ⊂W(x0, u0).
Proof. Let (y, v) ∈ Y (x0, u0) and define
u¯(t, , α, λ) := u0(t)+ v(t)+
n∑
i=1
αivi (t)+ ϕ′∗(u0(t))λ ((t, , α, λ) ∈ T × R× Rn × Rq).
Let T1, . . . , Ts be the subintervals of T where the functions u0, v, v1, . . . , vn are continuous and define
h j (t, , α, λ) := ϕ(u¯(t, , α, λ)) for all (t, , α, λ) ∈ T j × R× Rn × Rq , j = 1, . . . , s.
Note that h j (t, 0, 0, 0) = 0 (t ∈ T j ) and |h jλ(t, 0, 0, 0)| = |Λ(t)| 6= 0 (t ∈ T j ) where Λ(t) = ϕ′(u0(t))ϕ′∗(u0(t)). By
the implicit function theorem, there exist ν j > 0 and functions σ j : T j × (−ν j , ν j )× (−ν j , ν j )n → Rq such that, for
all t ∈ T j , σ j (t, 0, 0) = 0, σ j (t, ·, ·) is C2 and
h j (t, , α, σ j (t, , α)) = ϕ(u¯(t, , α, σ j (t, , α))) = 0.
Let ν := min{ν j } and let σ(t, , α) := σ j (t, , α) (t ∈ T j , j = 1, . . . , s, || < ν, |αi | < ν). Thus
ϕ(u¯(t, , α, σ (t, , α))) = 0 (t ∈ T, || < ν, |αi | < ν).
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Taking the derivative with respect to  and αi at (, α) = (0, 0) we get
0 = ϕ′(u0(t))[v(t)+ ϕ′∗(u0(t))σ(t, 0, 0)] = Λ(t)σ(t, 0, 0)
0 = ϕ′(u0(t))[vi (t)+ ϕ′∗(u0(t))σαi (t, 0, 0)] = Λ(t)σαi (t, 0, 0)
and, therefore, σ(t, 0, 0) = σαi (t, 0, 0) = 0 (t ∈ T ).
Define now w(t, , α) := u¯(t, , α, σ (t, , α)) and observe that, in view of the above relations, we have
w(t, 0, 0) = v(t), wαi (t, 0, 0) = vi (t) (t ∈ T ).
By the embedding theorem of differential equations, the equations
z˙(t) = f (t, z(t), w(t, , α)) (t ∈ T ), z(t0) = ξ0
have unique solutions z(t, , α) (t ∈ T, || < η, |αi | < η) with 0 < η < ν such that z(t, 0, 0) = x0(t). The function
z(t, , α) is continuous and has continuous first and second derivatives with respect to the variables , α1, . . . , αn , and
the functions z˙(t, , α) and their first and second derivatives with respect to , α1, . . . , αn are piecewise continuous
with respect to t . By differentiation with respect to  and αi at (, α) = (0, 0) it is found that
z˙(t, 0, 0) = A(t)z(t, 0, 0)+ B(t)v(t), z(t0, 0, 0) = 0
z˙αi (t, 0, 0) = A(t)zαi (t, 0, 0)+ B(t)vi (t), zαi (t0, 0, 0) = 0
and therefore
z(t, 0, 0) = y(t), zαi (t, 0, 0) = yi (t) (t ∈ T ).
Let S := (−η, η) and define g: S × Sn → Rn by g(, α) := z(t1, , α) − ξ1. Note that g(0, 0) = 0 and
|gα(0, 0)| = |M | 6= 0 where M = (y1(t1) · · · yn(t1)). By the implicit function theorem, there exist 0 < δ < η
and β: (−δ, δ) → Rn of class C2 such that β(0) = 0 and g(, β()) = 0 (|| < δ). We have, taking the derivative
with respect to  at  = 0, that
0 = g(0, 0)+ gα(0, 0)β ′(0) = y(t1)+ Mβ ′(0) = Mβ ′(0)
implying that β ′(0) = 0. By continuity we may choose δ > 0 so that |βi ()| < η for all || < δ, i = 1, . . . , n. The
one-parameter family
x(t, ) := z(t, , β()), u(t, ) := w(t, , β()) (t ∈ T, || < δ)
has the properties of the theorem since
x(t, 0) = zα(t, 0, 0)β ′(0)+ y(t) = y(t), u(t, 0) = wα(t, 0, 0)β ′(0)+ v(t) = v(t).
Moreover,
x(t1, )− ξ1 = z(t1, , β())− ξ1 = g(, β()) = 0
so that x(·, ) (|| < δ) joins the endpoints of x0. Finally, since
ϕ(u(t, )) = ϕ(u¯(t, , β(), σ (t, , β()))) = 0 (t ∈ T, || < δ)
we have (x(·, ), u(·, )) ∈ Ze(U ) (|| < δ). Thus (y, v) ∈W(x0, u0). 
As we show next, the existence of n differentially admissible variations satisfying the assumptions of Lemma 3.4
is assured if the process under consideration is normal.
Lemma 3.5. If (x0, u0) is normal then there exist (yi , vi ) (i = 1, . . . , n) differentially admissible variations along
(x0, u0) with yi (t0) = 0 and |y1(t1) · · · yn(t1)| 6= 0.
Proof. Let Z(t) ∈ Rn×n satisfy
Z˙(t) = −Z(t)A(t) (t ∈ T ), Z(t1) = I
and denote by z1, . . . , zn the row vectors of Z , so that z˙i (t) = −A∗(t)zi (t) (t ∈ T, i = 1, . . . , n). Let
µi (t) := Λ−1(t)ϕ′(u0(t))B∗(t)zi (t) (t ∈ T, i = 1, . . . , n)
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where Λ(t) = ϕ′(u0(t))ϕ′∗(u0(t)) and set
vi (t) := B∗(t)zi (t)− ϕ′∗(u0(t))µi (t) (t ∈ T, i = 1, . . . , n).
Define now
ci j :=
∫ t1
t0
〈vi (t), v j (t)〉dt (i, j = 1, . . . , n).
Note that the functions v1, . . . , vn are linearly independent on T since, otherwise, there would exist constants
a1, . . . , an not all zero such that
0 =
n∑
1
aivi (t) =
n∑
1
ai [B∗(t)zi (t)− ϕ′∗(u0(t))µi (t)] (t ∈ T )
and the function z(t) := ∑n1 ai zi (t) would be a nonnull solution of (1). Therefore the rank of the matrix (ci j ) is n.
Note also that
ϕ′(u0(t))vi (t) = ϕ′(u0(t))B∗(t)zi (t)− Λ(t)µi (t) = 0.
Now, let yi be the solution of
y˙(t) = A(t)y(t)+ B(t)vi (t)(t ∈ T ), y(t0) = 0
and observe that
d
dt
〈zi (t), y j (t)〉 = z∗i (t)[A(t)y j (t)+ B(t)v j (t)] − z∗i (t)A(t)y j (t)
= [v∗i (t)+ µ∗i (t)ϕ′(u0(t))]v j (t)
= 〈vi (t), v j (t)〉
and so 〈zi (t1), y j (t1)〉 = ci j (i, j = 1, . . . , n). Since the right member has rank n and Z(t1) is nonsingular, the matrix
(yij (t1)) has rank n. 
In view of Lemmas 3.2, 3.4 and 3.5, we obtain the following result.
Theorem 3.6. Suppose (x0, u0) is a normal solution of (P) . Let (p, µ) ∈ X × Uq be the unique pair such that
(x0, u0, p, µ) ∈ E . Then J ((x0, u0, p, µ); (y, v)) ≥ 0 for all (y, v) ∈ Z satisfying
i. y˙(t) = fx (t, x0(t), u0(t))y(t)+ fu(t, x0(t), u0(t))v(t) (t ∈ T ),
ii. y(t0) = y(t1) = 0,
iii. ϕ′(u0(t))v(t) = 0 (t ∈ T ).
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