Abstract. Szalai et al. (SIAM J. on Sci. Comp. 28(4), 2006) gave a general construction for characteristic matrices for systems of linear delay-differential equations with periodic coefficients. First, we show that matrices constructed in this way can have a discrete set of poles in the complex plane, which may possibly obstruct their use when determining the stability of the linear system. Then we modify and generalize the original construction such that the poles get pushed into a small neighborhood of the origin of the complex plane.
Introduction.
Linear delay differential equations (DDEs) with coefficients periodic in time come up naturally when one analyses nonlinear DDEs: one of the most common and simplest invariant sets encountered in nonlinear systems are periodic orbits [5] . If one wants to find out if a periodic orbit is dynamically stable or unstable, or how its stability changes as one changes system parameters one has to linearize the nonlinear DDE system in the periodic orbit, which results in a linear DDE with time-periodic coefficients [2, 6] . This linear DDE is typically written in the forṁ
x(t) = L(t)x t
(1.1)
where the coefficients (hidden in the operator L(t)) are periodic in t. Without loss of generality we can assume that the time dependence of L is of period 1 (this corresponds to rescaling time and L). Then the exponential asymptotic stability of the periodic orbit in the full nonlinear system is determined by the eigenvalues of the time-1 map T generated by the linear DDE (1.1). See the textbooks [2, 6] for a summary of the fundamental results on Floquet theory and [11] for robust numerical methods to calculate these eigenvalues in practical problems. For analytical purposes (and, possibly, for numerical purposes) it is useful to reduce the eigenvalue problem for the infinite-dimensional time-1 map T to an algebraic problem via a characteristic matrix ∆(λ) ∈ n×n . One would expect that this matrix ∆ should satisfy, for example, that (i) ∆(λ) is regular if (and only if) λ ∈ is in the resolvent set of T (that is, λI − T is an isomorphism),
(ii) λ is a root of det ∆(·) of order q if and only if λ is an eigenvalue of T of algebraic multiplicity q (see [8] or Lemma 4.2 in §4 how one can construct the Jordan chains of T from ∆), and (iii) dim ker ∆(λ) is the geometric multiplicity of λ as an eigenvalue of T . An immediate consequence of the existence of such a matrix ∆ would be the upper limit n (the dimension of ∆(λ)) on the geometric multiplicity of eigenvalues of T .
For time-invariant linear DDEs (where L does not depend on t in (1.1)) the existence of a characteristic matrix has been known and used for a long time. The general theoretical background and construction (extended to more general evolutionary systems such as, for example, neutral equations and some classes of hyperbolic partial differential equations) is given by Kaashoek and Verduyn-Lunel in [8] .
For time-periodic linear DDEs the textbook of Hale and Verduyn-Lunel [6] has developed characteristic matrices only for the case where all time delays are multiples of the period. This has been generalized to delays depending rationally on the period in order to derive analytical stability results for periodic orbits of the classical scalar delayed positive feedback problem [12] . A characteristic function in the form of a continued fraction expansion is given for a scalar DDE in [7] . In general, precise analytical statements about the location of Floquet multipliers (or the number of unstable Floquet multipliers) can be made only for DDEs with very special structure, typically scalar DDEs with single delays and particular requirements on the right-hand side, see [1, 3, 14, 15] for classical works. An extension of these results to cyclic DDEs using a discrete Lyapunov function is given in [10] .
Szalai et al. give a general construction for a characteristic matrix ∆ for timeperiodic DDEs in [13] that lends itself easily to robust numerical computation. Since one expects that ∆(λ) must have an essential singularity at λ = 0 (the eigenvalues of the compact time-1 map T accumulate at 0) the constructed matrix is rather of the form ∆(µ) where µ = λ −1 . We show (in §3) that the characteristic matrix ∆(µ) as constructed by Szalai et al. typically has poles in the complex plane, making it unusable whenever eigenvalues of T of interest coincide with these poles. However, the set of these poles is discrete and accumulates only at ∞. Moreover, in §4 we provide a modification ∆ k (µ) of the original matrix ∆(µ), which allows us to push the poles of ∆ k to the outside of any given ball of radius R ≥ 1 in the complex plane by increasing the dimension of ∆ k . This modification reduces the eigenvalue problem for T to a root-finding problem for det ∆ k (µ) for all eigenvalues of T with modulus larger than 1/R, which is useful because one is typically interested in the largest eigenvalues of T . To keep the notational overhead limited we develop our arguments for the case of a DDE with a single delayed argument and a constant delay τ < 1. In Appendix B we show that the generalization to arbitrary delays (distributed and reaching arbitrarily far into the past) is straightforward.
One immediate application for the characteristic matrix came up in [16] where Yanchuk and Perlikowski consider periodic orbits of nonlinear DDEs with a single fixed delay τ but change the delay to τ + kP (where k is an integer and P is the period of the periodic orbit), and then study the stability of the periodic orbit (which does not change its shape) in the limit k → ∞. The limit is, of course, a singular limit if one considers the time-P map T but the characteristic matrix ∆ k has a well-defined regular limit. This permitted the authors to draw conclusions about the linear stability properties of periodic orbits for sufficiently large delays from the properties of the so-called pseudo-continuous spectrum [16] . As [16] relies on the original construction from [13] , which may have poles near the unit circle, our note closes a gap in the argument of [16] .
2. Construction of characteristic matrix for a single fixed delay. Consider a periodic linear differential equation of dimension n with a single delay τ and continuous periodic coefficient matrices A(t) and B(t) (both of size n × n):
where we assume that the period of the time dependence of A and B equals 1 without loss of generality (this corresponds to rescaling time, τ, A and B). We also assume for simplicity of notation that τ < 1. Let us denote the monodromy operator (also called the time-1 map) for (2.1) by T :
is the space of continuous functions on the interval [−1, 0] with values in n . That is, T maps an initial condition x in C( [−1, 0] ; n ) to the solution of (2.1) after time 1 starting from the initial value x(0) (the head point) and using the history segment x(·). For
The complex number λ is an eigenvalue of T (a Floquet multiplier for (2.1)) if one can find a non-zero x such that T x = λx. We know that T is compact [6] for τ < 1 (and that, for arbitrary τ, we can find a power T m that is compact). Hence, any non-zero λ is either in the resolvent set of T (that is, λI − T is regular) or it is an eigenvalue of T with a finite algebraic multiplicity.
If we introduce µ = 1/λ we may write the eigenvalue problem for T as follows:
3)
where x ∈ C([−1, 0]; n ) is continuous. Reference [13] constructs a characteristic matrix ∆(µ) for T based on the following hypothesis. The initial-value problem on the interval [−1, 0]
Note that the problem (2.5)-(2.6) differs from the boundary-value problem (2. n ) to be a solution. We call x ∈ C([−1, 0]; n ) a solution of (2.5)-(2.6) if x satisfies the integral equation
pointwise for all times t on the interval
and is compact. (M 1 will be generalized later to M k for k > 1.)
Lemma 2.2
For µ sufficiently close to 0 the initial-value problem (2.5)-(2.6) has a unique solution for all v. .9)). This implies that I − M 1 (µ) is also invertible for small µ, which in turn means that (2.8)-(2.9) has a unique solution for small µ.
The following lemma states that the function on the complex domain µ
as its values, is well defined and analytic everywhere in the complex plane except, possibly, in a discrete set of poles. 
is analytic in µ.
Proof :. We can split the operator M 1 (µ) into a sum of two operators:
The operator I − M 1 (0) is invertible (and a compact perturbation of the identity) and
on the right-hand side is the standard resolvent of the compact operator (I − M 1 (0)) −1 L, which has only finitely many poles of finite multiplicity outside of any neighborhood of the complex origin according to [9] , and is analytic everywhere else. Lemma 2.3 carries over to the characteristic matrix ∆(µ) defined in (2.7): since
is an analytic function with at most a discrete set of poles of finite multiplicity (possibly accumulating at ∞).
The characteristic matrix ∆(µ) (where it is well defined) has the properties one expects: for a complex number µ in the domain of definition of ∆, 1/µ is a Floquet multiplier of the DDE (2.1) if and only if ∆(µ) is singular (det ∆(µ) = 0). Any vector v in its kernel is the value of an eigenfunction for 1/µ at time t = −1. The full eigenfunction can be obtained as the solution of the initial-value problem (2.5)-(2.6). If ∆(µ) is regular then 1/µ is in the resolvent set of the eigenvalue problem (2.3)-(2.4). The Jordan chains associated to eigenvalues 1/µ can be obtained by following the general theory described in [8] . We give a precise statement (see Lemma 4.2 in Section 4) about the Jordan chain structure after discussing Hypothesis 2.1.
The construction can be extended in a straightforward manner to multiple fixed discrete delays and distributed delays. The only modification is that higher powers of µ have to be included for delays larger than 1. For example, if τ ∈ (1, 2] then the initial-value problem (2.5)-(2.6) is modified tȯ
Thus, also for arbitrary delays ∆(µ) always has at worst finitely many poles of finite multiplicity in any bounded subset of . Appendix B discusses the case where the functional accessing the history of x is a Lebesgue-Stieltjes integral.
3. The poles of the characteristic matrix. Hypothesis 2.1 is not true in its stated form (and neither in the form stated in [13] ). Let us analyse the simple scalar examplė
on the interval [−1, 0]. Problem (2.5)-(2.6) restated for this example is equivalent tȯ
where x 1 and x 2 are in C([0, 1/2]; ), and x 1 (t) = x(t − 1) and
The time-1/2 map for the IVP of the ODE (3.2) with initial conditions
where µ refers to the principal branch of the complex square root (the set of solutions is the same for both branches as all entries in the matrix are even). The continuity condition
2) is satisfied if and only if
which has a unique solution for arbitrary v if and only if
Thus, we see that for example (3.1) the initial-value problem (2.5)-(2.6) cannot be solved for non-zero v whenever µ is a root of the function
This function f is a globally defined real analytic function of µ (the expression on the right-hand side is even in µ). It has an infinite number of complex roots accumulating at infinity. One of the roots is real: f (0) = 1, and f (µ) → −∞ for µ → +∞ and µ ∈ (let's call it µ 0 : µ 0 ≈ 1.8535). Consequently, example (3.1) provides a counterexample to Hypothesis 2.1. If one extends example (3.1) by a decoupled equation that has its Floquet multiplier at 1/µ 0 (for example,ẏ = −[log µ 0 ] y) then it also contradicts the hypothesis as stated in [13] .
As we have discussed in Section 2, one finds that µ = 1/λ is a pole of ∆(µ) if λ is a non-zero eigenvalue of the operator
where M 1 and L are defined in (2.9) and (2.12). Thus, whenever
−1 L has a non-zero spectral radius we must expect that ∆(µ) has poles.
The extended characteristic matrix.
The construction of ∆(µ) suffers from the problem that the poles of ∆(µ) may coincide with the inverse of Floquet multipliers of (2.1) of interest. A simple extension of the construction of ∆(µ) permits one to push the poles to the outside of a circle of any desired radius R. Then the characteristic matrix can be used to find all Floquet multipliers outside of the ball of radius 1/R. We explain the extension in detail for a single delay τ < 1 (the straightforward generalization to the general case is relegated to Appendix B).
The idea is based on the observation that the linear part of the right-hand side in the integral equation formulation (2.8)-(2.9) of initial-value problem (2.5)-(2.6) has a norm less than 1 if the interval is sufficiently short (thus, making the fixed point problem (2.8)-(2.9) uniquely solvable).
Similar to a multiple shooting approach, we partition the interval [−1, 0] into k intervals of size 1/k:
Then we write a system of k coupled initial value problems for a vector of k initial values
where
3) corresponds to a coupled system of k differential equations for the k functions x| J i in the time intervals J i . More precisely, x is defined as a solution of the fixed point problem
ds where (4.4)
We point out that a solution x of (4. because it will typically have discontinuities at the restarting times t i for i = 1 . . . k − 1 as illustrated in Fig. 4 .1 . Thus, we should define the space in which we look for solutions as the space of piecewise continuous functions:
We call x ∈ C k a solution of (4.4)-(4.6) if it satisfies (4.4) for every t ∈ [−1, 0]. Both spaces, C k and C k,0 are equipped with the usual maximum norm. For example, the piecewise constant function v s as defined in (4.5) is an element of C k . Several operations are useful when dealing with functions in C k to keep the notation compact. Any element x ∈ C k has well-defined one-sided limits at the boundaries t i , which we denote by the subscripts + and −:
We also define the four maps
ds (4.9) (the piecewise constant function a k was defined in (4.6) as a k (t) = t i if t ∈ [t i , t i+1 )). The map S takes a tuple of vectors v 0 , . . . v k−1 and maps it to a piecewise constant function, assigning x(t i ) = v i and then extending with a constant to the subinterval J i . For example, the function v s in (4.4)-(4.5) is equal to Sv. The map Γ + takes the right-side limits of a piecewise continuous function (thus, Γ + S is the identity in nk ). The map Γ − (µ) takes the left-side limits at the interior boundaries t i (i ≥ 1), and in its first component it takes the left-side limit at t k = 0 (the end of the interval) multiplied by µ. The map M k (µ) is the generalization of M 1 defined in (2.9): in the definition of M k the lower boundary in the integral is not −1 but a k (t) such that we can estimate its norm:
According to the Theorem of Arzelá-Ascoli (see [4] , page 266) the operator M k (µ) is also compact because it maps any bounded set into a set with uniformly bounded Lipschitz constants. Using the above notation we can write the differential equation ∈ nk and µ ∈ we find a function x ∈ C k such that
Due to the norm estimate (4.10) on M k (µ) we can state the following fact about the existence of a fixed point x of (4.11) for a given v and µ. 
Extended characteristic matrix.
We can use Lemma 4.1 to define the extended characteristic matrix ∆ k (µ) for µ satisfying C * (|µ|) < k. This is a matrix in (nk)×(nk) and is defined as
where Let us list several useful facts about C k , C k,0 , ∆ k (µ), T and the quantities defined in (4.9).
1. We can express ∆ k (µ) using the maps defined in (4.9):
3. The differential equatioṅ
has only the trivial solution (it is identical to (2.5)-(2.6) for µ = 0). Its integral formulation is x = SΓ − (0)x + M k (0)x. Thus, the operator
which is of Fredholm index 0) is invertible. 4. The time-1 map T of the linear DDEẋ(t) = A(t)x(t) + B(t)x(t − τ), defined in (2.2) for initial history segments in x ∈ C([−1, 0];
n ), can be easily extended to initial history segments in C k . In fact, the extension of T to C k can be defined by
which maps C k into C k (see Appendix A for a detailed decomposition of expression (4.16)). Since the extension of T maps into C([−1, 0]; n ) (the original domain of the non-extended T ) its spectrum is identical to the spectrum of the original T .
Lemma 4.1 and the above facts permit us to apply the general theory developed in [8] , relating the extended characteristic matrix ∆ k (µ) ∈ (nk)×(nk) to spectral properties of the time-1 map T : eigenvalues, eigenvectors, and the length of their Jordan chains.
Lemma 4.2 (Jordan chains)
Assume that 0 < |µ * | < R and k > C * (R) where C * (R) is defined by (4.10). If ∆ k (µ * ) is regular then 1/µ * is in the resolvent set of the monodromy operator T . If ∆ k (µ * ) is not regular then λ * = 1/µ * is an eigenvalue of T . The Jordan chain structure for λ * as an eigenvalue of T is also determined by ∆ k :
1. the dimension l 0 of ker ∆ k (µ * ) is the geometric multiplicity of λ * , 2. the order p of the pole µ * of ∆ k (µ) −1 is the length of the longest Jordan chain associated to λ * , 3. the order of µ * as a root of det ∆ k (µ) is the algebraic multiplicity of λ * , 4. the Jordan chains of length less than or equal to p can be found as solutions 
System (4.17) is equivalent to the requirement
for all µ ≈ µ * (this is, in fact, the general definition of a Jordan chain for a nonlinear eigenvalue problem). The vectors y j in the Jordan chains found as solutions of (4.17) are still vectors in nk . We give the precise relation between the vectors y j and the generalized eigenvectors of I − µT in Equation (4.21) in the proof below.
Proof :. The proof extends and modifies the construction used by [13] , and makes the general theory of [8] applicable to time-periodic delay equations.
First, we give a brief summary of the relevant statement of [8] . 
where the operators E j are the expansion coefficients of the isomorphism E in µ = µ * :
We construct the equivalence initially only for the case of a single delay τ < 1. The necessary modifications for arbitrary delays can be found in Appendix B (the underlying idea is identical but there is more notational overhead). Also, we restrict ourselves here to merely stating what the operators H, F , G and E are, relegating the detailed checks and calculations to Appendix A. The subset of permissible µ, Ω ⊂ , is the ball of radius R around 0, where the initial-value problem (4.2)-(4.3) has a unique solution. In our equivalence the operator functions G and H are
Note that the spaces X 1 and X 2 are isomorphic via relation (4.14). The eigenvalue problem G(µ)v = 0 is the eigenvalue problem for T (reformulated for µ = λ −1 ). The eigenvalue problem H(µ) [v, ϕ] = 0 is equivalent to ∆ k (µ)v = 0, ϕ = 0. Thus, establishing equivalence between G and H proves Lemma 4.2. We define the isomorphisms E and F as
See (4.13) and (4.16) for expressions giving ∆ k (µ) and I − µT , defining G and H in terms of S, Γ ± and M k . The inverse of I − M k (µ) is guaranteed to exist by Lemma 4.1. The only choice we make is the definition of E, which is clearly an isomorphism from X 2 to X 1 (because (v, ϕ) → S v + ϕ is an isomorphism from X 2 to X 1 ). The definition of F is then uniquely determined if we want to achieve the equivalence F (µ)G(µ)E(µ) = H(µ), and follows from a straightforward but technical calculation, given in Appendix A. The concrete form of E and F allows us to specify the precise relation between Jordan chains of ∆ k (µ) y = 0 and (I − µT )x = 0: (x 0 , . . . ,
p is a Jordan chain of (I − µT )x = 0 in µ = µ * if and only if
. . . . . .
where ( y 0 , . . . , y p−1 ) is a Jordan chain of ∆ k (µ) in µ = µ * and E j are the expansion coefficients of E(µ) in µ * (see (4.19) ). In relation (4.21) we used that the finitedimensional component of E(µ) −1 x is Γ + x (see (A.2) in the Appendix).
Conclusions.
We have generalized the construction proposed by Szalai et al. [13] such that it can be used to find a low-dimensional characteristic matrix for any linear DDEs with time-periodic coefficients.
A shortcoming of our construction is that the function det ∆ k (µ) does not depend smoothly on the delay τ. This problem is purely due to the particulars of our construction because one expects that the roots of det ∆ k (·) depend smoothly on τ. One can remedy this problem by constructing a characteristic matrix ∆ k (·) that depends on the 
Inverse of E(µ). Let
be an element of the space X 2 . Then the definition of x = E(µ) [v, ϕ] in (4.20) means that x is the solution of the fixed point problem
Consequently, we can recover v by applying Γ + to (A.1) (Γ + ϕ = 0 since ϕ ∈ C k,0 and 
This solutionỹ is also in C([−1, 0]; n ). We note that the initial conditions in (A.4) mean that Γ +ỹ = Γ − (0)ỹ + [Γ − (µ) − Γ − (0)]x. Thus, the fixed point formulation corresponding to (A.3)-(A.4) is
which can be rearranged forỹ because the factor I − SΓ − (0) − M k (0) (which is in front of y) is invertible as explained below (4.15) in the list of useful facts in §4:
We notice that the operator in front of x is also defined for all x ∈ C k , which allows us to extend the definition of x →ỹ = µT x to x ∈ C k . Moreover, when applying Γ + to (A.5) we observe thatỹ is continuous in [−1, 0], that is, the map x → µT x maps C k into C ([−1, 0] ; n ). Insertingỹ = x − y into (A.6) gives expression (4.16), which is equivalent to the fixed point problem
Determination of F (µ). From the fixed point equation (A.7) it becomes clear how to choose the other isomorphism [v, ϕ] . We observe that (A.7) implies (by applying Γ + to both sides)
(A.8)
We apply S to this identity and subtract it from the fixed point equation (A.7) defining y: 
where we used the definition (4.13) of the characteristic matrix ∆ k (µ). Since we know that ϕ can be recovered from y via (A.9) we obtain from (A.11) the first component of the definition of F (µ) in (4.20):
Inverse of F (µ). It remains to be checked that F is invertible if |µ| < R. Given v ∈ nk and ϕ ∈ C k,0 such that
how do we recover y? Applying S to (A.12) and adding the result to (A.13) gives
which is equivalent to (A.12)-(A.13) because the map [v, ϕ] ∈ nk × C k,0 → Sv +ϕ ∈ C k is an isomorphism. Equation (A.14) can be rearranged for
y (that is, system (A.12)-(A.13)) if and only if
Consequently,
Appendix B. Characteristic matrices for general periodic delay equations. Consider a linear DDE with coefficients of time period 1 and with maximal delay less than or equal to an integer m ≥ 1:ẋ
where η(t, θ ) is bounded, measurable and periodic in its first argument t (with period 1), and of bounded variation in its second argument θ . We choose 
The spaces C k and C k,0 , and the maps S, Γ ± and M k (µ) defined in (4.7), (4.8) and (4.9) for a single delay can be extended in a straightforward way. We partition the interval .9) (again, the notation x(t i ) ± refers to left-sided and right-sided limits of x at t i ). The definition of M k (µ) is identical to the single delay case for t > −1. For t ≤ −1 we define M k (µ) as a shift multiplied by µ. In the same manner as for the single delay we consider the extended initial-value problem
Note that the initial values v i are given only at the discontinuity points t i ∈ [−1, 0] (i ≥ 0). The solution x ∈ [−m, −1) is defined by a backward shift using (B.11). The precise meaning of the initial-value problem is given by its corresponding integral equation, which is a fixed point problem in C k , and can be expressed as
using the maps S and M k (µ). The following lemma gives a sufficient condition for the existence of a unique solution x ∈ C k of (B.12) and the invertibility of I − M k (µ). It is a straightforward generalization of Lemma 4.1. The only difference in the proof is that we can achieve M k (µ) < 1 only in a weighted maximum norm · R (which is nevertheless equivalent to · ∞ ).
Lemma B.1 (Unique solution for initial-value problem)
Let R > 1 be fixed. Then the fixed point problem (B.12) has a unique solution x for all v ∈ nk and for all complex µ satisfying |µ| < R if the number k of the sub-intervals is chosen such that
Note thatV is an upper bound on the total variation of η. The left-hand side of (B.13) approaches 1 for k → ∞ whereas the right-hand side is larger than 1 if R > 1 and R > |µ|. Proof :. We define the norm 
