We propose an optimal method exploiting second order quantum phase transitions to perform high precision measurements of the control parameter at criticality. Our approach accesses the high fidelity susceptibility via the measurement of first-and second-moments of the order parameter and overcomes the difficulties of existing methods based on the overlap between nearby quantum states, which is hardly detectable in many-body systems. We experimentally demonstrate the feasibility of the method with a Bose-Einstein condensate undergoing a symmetry-breaking quantum phase transition as a function of the attractive inter-particle interaction strength. Our moment-based fidelity susceptibility shows a clear peak that, at the same time, detects the quantum critical point at finite temperature without any model-dependent fit to the data and certifies high sensitivity in parameter-estimation.
Enhancing the sensitivity of measurements is a requirement to open new paths in science. Gravitational wave detection, biological imaging, the search for variations of fundamental constants and measurement of time and gravity are forefront fields that require a constant search for new ideas and technologies aimed at decreasing the measurement uncertainties. Sensors exploiting quantum technologies promise such a critical improvement in sensitivity [1] [2] [3] [4] [5] .
Quantum sensors encode a physical quantity of interest into a parametric change of the system quantum state [1, 2] . For instance, in an atomic or optical Mach-Zehnder interferometer, the input wavefunction acquires a relative phase shift proportional to an external field to be measured. The more the state is susceptible to a parametric change, the easier is to distinguish it from neighbor states, and the higher is the sensitivity. The close relation between sensitivity and state susceptibility suggests [6] to exploit the critical behavior of a many-body system close to a quantum phase transition (QPT) [7, 8] to realize a new class of devices, which we call adiabatic sensors. Approaching a QPT, the ground state of a many-body HamiltonianĤ(λ) becomes very susceptible to small changes of the control parameter λ [6, [9] [10] [11] (see [12, 13] for reviews), which is the physical quantity of interest. At criticality, the sensitivity to the estimation of λ can scale as (∆λ)
with the number of particles N [14] [15] [16] , where d is the spatial dimension and ν is the critical exponent of the correlation length (ξ ∼ |λ − λ c | −ν ). On the contrary, ground states belonging to the same quantum phase can be poorly distinguished and ∆λ can reach, at best, a scaling (∆λ) 2 ∼ 1/N [14] [15] [16] . It has been shown that several many-body models are characterized by 2/(dν) > 1 [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] and can therefore be used as adiabatic quantum sensors with sensitivity (∆λ) 2 scaling faster than 1/N at criticality. However, these theoretical predictions have remained elusive so far because based on the analysis of the overlap between quantum states (and the related notion of quantum fidelity susceptibility [6, [9] [10] [11] [12] [13] [14] ) that is experimentally unfeasible in large systems [27] [28] [29] .
In this manuscript we overcome these limitations and demonstrate, for the first time, an adiabatic quantum sensor with sensitivity enhanced by quantum criticality. We show that the optimal sensitivity predicted by the the quantum fidelity susceptibility can be achieved by an experimentally-feasible parameter estimation method. Differently from the existing proposals, this method does not require full access to the equilibrium state of the system but only the knowledge of first-and second-moments of the order parameter of the QPT. We directly demonstrate the feasibility of the approach by analyzing experimental data obtained with a Bose-Einstein condensate trapped in a double-well potential and undergoing a spontaneous symmetry breaking QPT as a function of the controllable inter-particle interaction [30, 31] . The quantum critical point is recognized, even at finite temperature and in presence of experimental noise, by a clear peak in the estimation sensitivity, without any modeldependent assumption or theoretical fit to the data. This provides a proof-of-principle direct demonstration that quantum criticality is a resource to enhance the estimation of the control parameter of a many-body Hamiltonian [6, 13, 32] .
The experimental estimation of a parameter λ is usually based on the detection of a λ-dependent mean value Ô = Tr[ρ(λ)Ô] of some convenient measurement observableÔ, whereρ(λ) is the quantum state of the sensor. The sensitivity is obtained via error propagation (∆λ) 2 = 1/χ mom (λ), where
is a "moment-based" fidelity susceptibility and (∆Ô)
2 ] is the variance ofÔ. Equation (1) Refs. [1, 39] )
valid for every quantum state and operatorÔ. The left-side inequality expresses the fact that more information on the parameter λ can be captured by highorder moments of the probability distribution P (µ|λ) = µ|ρ(λ)|µ , where µ and |µ are eigenvalues and eigenstate of the operatorÔ (namely,Ô|µ = µ|µ ), respectively. Here,
is a "classical" fidelity susceptibility (or Fisher information), where F cl (λ, ) = µ P (µ|λ)P (µ|λ + ) is the fidelity between probability distributions P (µ|λ) and P (µ|λ + ). The corresponding sensitivity, (∆λ CR ) 2 = 1/χ cl (λ), is the Cramer-Rao bound [40, 41] . When optimizing χ cl (λ) over all possible measurement observablesÔ, we obtain a fundamental bound of parameter estimation, called the quantum Cramer-Rao bound, (∆λ QCR ) 2 = 1/χ Q (λ) [41] [42] [43] . The quantity
is a "quantum" fidelity susceptibility [6, [9] [10] [11] [12] [13] [14] (or quantum Fisher information).
] is the Uhlmann fidelity between quantum states [44, 45] , which reduces to the overlap between ground states F Q (λ, ) = | ψ 0 (λ + )|ψ 0 (λ) | at zero temperature. χ Q (λ) requires evaluating the Uhlmann fidelity between quantum states ρ(λ) and ρ(λ+ ) that can be accessed via full state tomography that is experimentally unfeasible for large systems. Alternatively, Eq. (4) shows that χ Q (λ) coincides with a classical fidelity susceptibility for an optimal measurement observableÔ that, however, is often-impractical [46] .
Here, we demonstrate that, for adiabatic sensing close to second-order QPTs, the optimal choice of measurement observableÔ in Eq. (1) is given by the order parameter of the QPT, which can be easily accessible. Indeed, we find
valid for λ around the critical point λ c and sufficiently small temperature T . Equation (5) provides a link between the Ginzburg-Landau approach to quantum critical phenomena -where the symmetry breaking associated to the QPT is detected by a sudden variation of the order parameter and/or an increase of its fluctuations -and the fidelity susceptibility approach -which detects the QPT by a sudden change of the overlap between nearby quantum states. To demonstrate Eq. (5) we exploit standard scaling relations and the sign "∼" stands for equality up to a constant factor that cannot be determined with scaling arguments. Let us consider a system composed of N = L d quantum spins, where L is the linear system size. A symmetry-breaking second order QPT is detected by a local order parameterô i whose mean value scales at criticality as ô i ∼ (λ c −λ) β for λ < λ c , where β is (by definition) the order-parameter critical exponent. The scaling behaviors of χ mom (λ), Eq. (1), is obtained from the scaling of
is a collective operator. We find
where z is the dynamical critical exponent, ν is the correlation-length critical exponent and γ is the susceptibility critical exponent [47] . Combining these scaling relations, one obtains
where we have used the quantum hyperscaling relation
as a function of λ, at the critical point λ c . To find the scaling of χ mom (λ) with N at criticality, we take into account that, for large but finite N , the critical point λ
approaches the asymptotic value λ c as (λ c −λ [47] . Combining this scaling law with Eq. (6), we obtain
a super-extensive scaling is found for νd < 2. Equations (6) and (7) coincide with the known scaling behavior of χ Q as a function of λ and N , respectively, see Refs. [14] [15] [16] . Away from criticality, χ mom has, at best, an extensive scaling with N : this follows from the known behavior of χ Q [14] [15] [16] and the inequality χ mom ≤ χ Q . Following Eq. (2), the scaling behavior (7) and (6) hold also for χ cl . This demonstrates Eq. (5) and motivates the analysis of the fidelity susceptibility in a symmetry-breaking QPT using the experimentally-feasible χ cl and χ mom .
In the following, we study adiabatic sensing in a bosonic Josephson junction (BJJ). We first consider the ideal system and then discuss its experimental realization. The BJJ Hamiltonian iŝ
are angular momentum operators andâ and b are bosonic operators of the left and right reservoirs. In Eq. (8), Ω is the tunneling strength, ζ is the interaction strength and δ the energy imbalance. The BJJ model has a second-order symmetry-breaking QPT at a critical value λ c = −1 of the control parameter λ = N ζ/Ω, in the thermodynamic limit N → ∞, ζ/Ω → 0 and for δ = 0. The order parameter of the QPT is the population imbalanceĴ z between the a and b modes. For λ > λ c , the system is characterized by a paramagnetic quantum phase where Ĵ z = 0. For λ < λ c , we have a ferromagnetic phase where | Ĵ z | = (N/2) 1 − (λ c /λ) in the presence of symmetry breaking δ = 0. Numerical studies of the quantum fidelity susceptibility in the BJJ model [22] and in the related Lipkin-Meshkov-Glick model [20, 23] show that, at [20, 22] , consistent with the prediction χ Q (λ c ) ∼ N 2/(dν) , taking into account that d = 1 and ν = 3/2 for this model. Here we study χ mom and χ cl , Eqs. (1) and (3), respectively, for the measurement of the order parameterÔ =Ĵ z . In Fig. 1(a)-(c) we compare χ Q , χ cl and χ mom as a function of λ and the temperature T . Specifically, we consider the equilibrium statê ρ T (λ) = e −βĤ(λ) /Z(λ), where Z(λ) = Tr[e −βĤ(λ) ] is the partition function, β = 1/(k B T ), and k B is the Boltzmann constant. The numerical study is based on the full diagonalization of the Hamiltonian (8) as a function of the control parameter λ,Ĥ|ψ n (λ) = E n (λ)|ψ n (λ) , where |ψ n (λ) and E n (λ) are eigenstates and eigenvectors, respectively. Since we are interested in the behavior of the order parameter across the QPT, for the numerical analysis we need to introduce a finite, small, symmetrybreaking term δ/Ω 1. The three quantities χ Q , χ cl and χ mom show a clear peak close to λ c = −1, thus giving a practical recipe to locate the critical point even at finite temperature. In Fig. 1(d) we plot χ Q , χ cl and χ mom as a function of T at λ (N ) c . For the parameters of the figure, the three quantities agree perfectly at T = 0. At large temperature, χ mom is dominated by χ cl and χ Q , according to Eq. (2). In Fig. 1(e) we study the scaling of χ Q , χ cl and χ mom as a function of N at λ c , see the inset of Fig. 1(e) , where we report the numerical λ (N ) c calculated as the value of λ for which the energy gap E 2 − E 0 has a minimum]. In particular, we recover the scaling behavior
, predicted by Eq. (7). χ Q and χ cl have the same scaling N 4/3 , but with a slightly larger prefactor.
Our experimental system consists of BJJ realized with a Bose-Einstein condensate of 39 K atoms and confined in a double-well potential [30, 31] . The many-body HamiltonianĤ =Ĥ 0 +λĤ 1 is characterized by the competition between two energy terms:
]Ψ(r) that includes kinetic and potential energy, and is the Bohr radius, V (r) the trapping potential (which is a double-well in the x direction and harmonic in the orthogonal directions). The control parameter is λ = N a s /a 0 , where N is the number of atoms (here N ≈ 4500) and a s the interatomic scattering length. Crucially, in our experiment a s can be tuned to negative values corresponding to an attractive interaction between the atoms. Notice that, within a two-mode approximation, Ψ(r) =âψ a (r) +bψ b (r), whereâ andb are bosonic operators for the left and right well of the potential and ψ a,b (r) are mean-field wavefunction, the system Hamiltonian becomes Eq. (8) [50] [51] [52] . We emphasize that our analysis of the experimental results does not rely on any assumption, especially, they are not based on a twomode approximation. The system is prepared at a given value of λ by adiabatically tuning the interaction strength while keeping the tunneling constant. After state preparation, we directly measure the population N R,L of the right and left well, respectively, and report the popula-
At a critical value of the scattering length, the system undergoes a spontaneous symmetry-breaking QPT [30] . For λ < λ c the population imbalance becomes strongly sensitive to an uncontrolled energy mismatch (causing an asymmetry of the potential) and one of the wells becomes more populated than the other. For different values of the scattering length we obtain a distribution histogram P (z|λ), see Fig. 2(a) . In Fig. 2(b) we plot |z| as a function of the scattering length. In a previous analysis of the experiment [30] a fit of |z| according to the theoretical fitting curve 1 − (λ c /λ) 2 for λ < λ c located the critical point λ c . This fitting procedure is only justified at T = 0. Here, instead, we calculate the fidelity F cl (λ, ) between the histograms P (z|λ), which is expected to converge relatively quickly to its infinite-sample limit [48, 49] . Using from neighboring scattering lengths, a quadratic fit of
gives access to χ cl (λ). The quantity χ mom (λ) is accessed from the mean value and variance of z as a function of λ:
where |z| is given by half the distance between the peaks of a double Gaussian fitting the experimental histograms and σ z is the width of the individual Gaussian. The derivative is obtained using the slope of |z| from neighboring scattering lengths, see supplementary material. As expected, the experimental χ cl [shown in Fig. 2(c) ] and χ mom [shown in Fig. 2(d) ] have a similar behavior, as a function of scattering length: they vary smoothly for λ = λ c , while showing a clear peak at a critical value of λ. The peak allows to locate the critical point without any model-dependent fit to the data, or any assumption on temperature and technical noise. The peak of χ cl and χ mom corresponds to the point where the symmetry breaking occurs, in agreement with the results of Ref. [30] . According to the close relation between sensitivity and susceptibility, a maximum of χ mom , or χ cl , witnesses as a point of minimum uncertainty ∆λ and maximum sensitivity in the estimation of the parameter λ and thus certifies that quantum criticality can enhance the sensitivity of measurements. The results show that χ mom ≈ χ cl are about an order of magnitude smaller than the theoretical predictions of the two-mode model at zero temperature (we estimate a temperature T ≈ 10 nK. This suggests that the experimental limiting factor is given by the residual uncontrolled fluctuations of the energy imbalance between the two wells.
In conclusion, we have experimentally demonstrated that the estimation sensitivity of the control parameter in an adiabatic sensor is enhanced around the critical point of a QPT. Furthermore, our methods have allowed to locate, at finite temperature, the critical point of a QPT, based on the measurement of the relative number of particles between the two wells and without any model-dependent theoretical fit to the data. Reducing the temperature and fluctuations of the double well potential may give access to a regime where χ cl and χ mom have a super-extensive scaling with N and, equivalently, (∆λ) 2 scales faster than 1/N . Our methods and results are a guideline for sensing applications and precise location of QPTs in complex many-body systems such as trapped-ions quantum simulators [53] [54] [55] ultracold atoms platforms [56] [57] [58] [59] , and electronic materials [60, 61] .
SUPPLEMENTARY INFORMATION
For the analysis, we have used the data of Ref. [30] , see the inset of Fig. 2b , obtained with tunneling rate Ω = 40 Hz, atom number N ≈ 4500, temperature ≈ 10 nK.
Data analysis of χmom
According to Eq. (1),
with λ ≡ a s /a 0 with a s the (s-wave) scattering length and a 0 the Bohr radius and the observable Ô ≡ |z| with |z| =
the splitting of the number of atoms in the left and right well, N L and N R respectively. The variance of the observable (∆Ô) 2 ≡ σ is obtained from the fit of two Gaussian on the measured distribution of observed z values (for details see Ref. [30] ). The splitting |z| is half of the distance between the two Gaussians and σ is the width of each of the Gaussians. Sample distributions and fitted Gaussians are plotted in Fig. 2a and the resulting |z| is shown in Fig. 2b . Applying Eq. (10) directly to the data gives large errors since we must obtain the derivative of discrete and noisy data. To avoid this and to improve the quality of the result without the need of excessive smoothing of the (limited) data we simulate the experiment and analysis using the double Gaussian fit of the observed distribution as the sample distribution. On each of the about 3000 simulations we calculate χ mom with Eq. (10) using the derivative of nearest neighbors in a s and collect the result in histograms for each scattering length a s , see Fig. 3 . We find that the histograms can be best fitted with a Gaussian (red) on an exponential background centered at χ mom = 0. For the data point at a s = −2.76 a 0 the fit with the background gives χ mom ≈ 0 but with a very big error, when we fit without background we get still a result close to zero but with a much smaller error. We fit the histograms all in linear scale since this emphasizes the large count rates of χ mom . However, fitting in logarithmic scale does not change much the result, except for the data point at a s = −1.88 a 0 , see second row of Fig. 3 . This data point is difficult to assign but we believe that the fit in linear scale (left in the figure) is better describing the histogram for large count rates than the fit done in logarithmic scale (right in the figure) . The results shown in Fig. 2d report the center of the fitted Gaussian as the resulting χ mom and the width of the Gaussian as the error.
Data analysis of χ cl
The classical fidelity susceptibility χ cl is defined in Eq. (3) from the fidelity F cl (λ, ) = µ P (µ|λ)P (µ|λ + ) between neighbouring probability distributions P (µ|λ) and P (µ|λ + ) and λ ≡ as a0 and → 0. Expanding F cl (λ, ) to second order in gives:
To estimate χ cl from our data we take for each scattering length a i s the distribution P (µ|λ i ) ≡ h i (µ) from the original data µ ≡ z with a fixed bin size δz = 0.05. Each distribution is normalized such that z h i (z) = 1. We approximate the overlap F cl (λ, ) by the overlap of two neighboring distributions:
For each λ i we take the nearest neighboring points {x j , y j } = { ij , 1−F cl,ij } with j = i±1 and fit a parabola through them, where the only free parameter χ cl,i is obtained from the fit. Note, that for χ mom we have fitted the original distribution with a double Gaussian, which for the direct analysis of χ cl would not be needed. However, to improve the quality of the result and to obtain errors we again proceed as for the analysis of χ mom : we generate 3000 realizations of the experiment using the double Gauss fit of the original data as the distribution of the samples, and we calculate χ cl for each sample and collect the result in histograms, see Fig. 4 . Each resulting histogram is very well fit by a single Gaussian (red) without background. The results shown in Fig. 2c report the center of the Gaussian as the resulting χ cl and the Gaussian σ as the error. Figure 3 : Histograms of χmom (blue dots, 100 bins) generated from about 3000 simulations (number after "#" in label) of random samples obtained from the distribution described by the double Gaussian fit of the original data. Each histogram is fitted with a Gaussian (red) on an exponential background (green, limited to 1), except for as = −2.76 a0 fitted without background. The data for as = −1.88 a0 is shown twice (second row) where we show the fit result when the histogram is fitted in linear scale (left), as was done for all other histograms, and for comparison the fit result when the histogram is fitted in logarithmic scale (right). Figure 4 : Histograms of χ cl (blue and green dots, 100 bins) generated from 3000 simulations (number after "#" in label) of random samples obtained from the distribution described by the double Gaussian fit of the original data. Each histogram is fitted with a simple Gaussian (red). For comparison we also show the mean value and standard deviation (blue Gaussian) and the 68 % confidence region (green dots).
