The isomorphism problem for groups given by their multiplication tables (GPI) has long been known to be solvable in n O(log n) time, but only recently has there been significant progress towards polynomial time. For example, Babai et al. (ICALP 2012) gave a polynomial-time algorithm for groups with no abelian normal subgroups. Thus, at present it is crucial to understand groups with abelian normal subgroups to develop n o(log n) -time algorithms.
I. INTRODUCTION
The group isomorphism problem GPI is to determine whether two finite groups, given by their multiplication tables ("Cayley tables"), are isomorphic. For groups of order n, the easy n log n+O(1) -time algorithm [2] , [3] 1 for the general case of GPI has barely been improved over the past four decades (it was improved recently to n 0.5 log n+O (1) by Rosenbaum [4] ). The past few years have witnessed a resurgence of activity on this problem [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [4] . Before introducing these works and our results, we recall why GPI is an intriguing problem from the complexity-theoretic perspective.
As GPI reduces to graph isomorphism (GRAPHI) (see, e. g., the book [14] ), GPI currently has an intermediate status: it is not NP-complete unless PH collapses [15] , [16] , and is not known to be in P. In addition to its intrinsic interest, resolving the exact complexity of GPI is a tantalizing question. Further, there is a surprising connection between GPI and the Geometric Complexity Theory program (see, e. g., [17] and references therein): techniques from GPI were used to solve cases of LIE ALGEBRA ISOMORPHISM that have applications in Geometric Complexity Theory [18] .
In a survey article [19] in 1995, after enumerating several isomorphism-type problems including GRAPHI and GPI, Babai expressed the belief that GPI might be the only one expected to be in P. 2 Indeed, in many ways GPI seems easier than GRAPHI: there is a simple n log n+O(1) -time algorithm for GPI, whereas the best known algorithm (see [20] ) for GRAPHI takes time 2Õ ( √ n) and is quite complicated. There is a polynomialtime reduction from GPI to GRAPHI, yet there is provably no AC 0 reduction in the opposite direction [6] . Further, GRAPHI is as hard as its counting version, whereas no such counting-to-decision reduction is known for GPI. Finally, whereas the smallest standard complexity class known to contain GRAPHI is NP ∩ coAM, Arvind and Torán [21] showed that GPI for solvable groups 3 is in NP ∩ coNP under a plausible assumption, weaker than that needed to show GRAPHI ∈ coNP.
Despite this situation and considerable attention to GPI, prior to 2009 the actual developments towards polynomial-time algorithms for GPI essentially stopped at abelian groups. For abelian groups, Kavitha exhibited an O(n)-time algorithm [22] , improving Savage's O(n 2 ) [23] and Vikas's O(n log n) [24] . The next natural group class after abelian groups-class 2 nilpotent groups 4 -turns out to be formidable. 5 On the other hand, there is a large body of work in the area referred to as computational group theory (CGT) on practical algorithms for group isomorphism testing. That line of research typically works on inputs much more succinct than the full Cayley table, while the algorithms are often heuristic. In the main text, we mostly restrict our attention to works with explicit worst-case analysis. See Appendix F FULL for a discussion of the relationship between these two lines of research, as well as works in CGT related to our results.
Beginning in 2009 there were several advances, starting with Le Gall [5] . In [12] , following [7] , Babai et al. developed a polynomial-time algorithm for groups with no abelian normal subgroups. This suggests the presence of abelian normal subgroups as a bottleneck. 6 With this in mind, Babai and Qiao [11] developed a polynomial-time algorithm for a special class of nonnilpotent solvable groups, building on [5] , [8] . In [10] , 2 The exact quotation from Babai's 1995 survey [19] is: "None of the problems mentioned in this section, with the possible exception of isomorphism of groups given by a Cayley table, is expected to have polynomial time solution." 3 A group is solvable if all its composition factors are abelian. 4 A group G is nilpotent of class 2 if the quotient G/Z(G) is abelian, where Z(G) is the center of G. 5 Although Garzon and Zalstein [25] , in 1991, solved GPI for a subclass of nonabelian class 2 nilpotent groups, this subclass seems quite restricted and has not yielded further insights into nilpotent groups since then. 6 Abelian direct factors, as in H ×Zn are not a bottleneck however: Kayal and Nezhmetdinov [26] and Wilson [27] gave polynomial-time algorithms to decompose a direct product into its direct factors. For polynomial-time algorithms, one may thus assume that the groups under consideration are directly indecomposable: they cannot be written as a direct product of two nontrivial groups.
Lewis and Wilson took an interesting step towards pgroup isomorphism: they gave a polynomial-time algorithm for quotients of generalized Heisenberg groups -a decently large collection of p-groups of class 2. In 2013, Rosenbaum [13] , [4] exhibited a deterministic n 0.25 log n+o(log n) -time algorithm for solvable groups, developing ideas of Wagner [9] . Recently, Rosenbaum developed a general algorithmic technique that brings the time complexity of GPI to n 0.5 log n+O (1) [4] .
Given these developments, we are at an interesting crossroads: first, as several nontrivial algorithms have recently been developed, it is reasonable to reflect back to see if there is a common pattern that these algorithms follow. Second, of course we should continue to build on these successes to get more n o(log n) -time algorithms for special group classes. And finally, although class-2 nilpotent groups are widely believed to the bottleneck, this has never been formalized; a reduction from the general case to the nilpotent case would be of great interest.
In this paper we contribute to all three of the above endeavors. Specifically, we propose a general strategy for group isomorphism, which is not only necessary and sufficient for algorithms for GPI, but also helps to explain in a unified way the polynomial-time algorithms on special group classes [7] , [12] , [5] , [8] , [10] , [11] . We then follow this strategy to develop an n O(log log n)time algorithm for a group class proposed in [7] that is a natural stepping stone towards the general case, and polynomial-time algorithms for several prominent subclasses. In §IV-C we explain how these results may help to reduce general GPI to the nilpotent case.
A. A strategy
Based on the theory of group extensions (see, e. g., [28, Chapter 11] and [29, Chapter 7] for textbook treatments, or the full version [1] for an overview), we explicitly formulate a "divide-and-conquer" strategy to test isomorphism of group classes, which provides a unifying framework for previous polynomial-time algorithms. The core of this strategy is a reduction to deciding whether certain functions arising from group extensions are in the same orbit under some concrete group action.
Here we describe the outline of this strategy. Given a class of groups C, we agree on some particular characteristic subgroup 7 (e. g., the commutator subgroup, the center, etc.), which we denote S(G), such that for any G ∈ C, S(G) and G/S(G) are from group classes with efficient isomorphism tests. Given G 1 , G 2 ∈ C, the divide step consists of testing isomorphisms between S(G 1 ) and S(G 2 ), and between G 1 /S(G 1 ) and G 2 /S(G 2 ). By the definition of characteristic subgroups, 7 if either of these tests fails, then G 1 and G 2 are not isomorphic. Otherwise we identify (using any isomorphism) S(G 1 ) and S(G 2 ) as a single group N , and similarly we identify G 1 /S(G 1 ) and G 2 /S(G 2 ) as a single group Q. Furthermore we assume that generating sets for Aut(N ) and Aut(Q) can be computed; note that most known isomorphism tests (not just for groups) have this additional feature. Using the terminology of extension theory of groups, G 1 and G 2 are both extensions of N by Q, denoted by N → G i Q. Up to this point, it is still not clear whether or not G 1 ∼ = G 2 ; that is, how to conquer. For example Z 2 × Z 4 and Z 8 are not isomorphic, even though both can be identified as extensions of Z 2 by Z 4 .
For the conquering step we resort to the theory of group extensions, which, given a normal subgroup N in a group G, studies how N is related to the quotient group G/N . Here two mathematical objects play a crucial role: groups actions and cohomology classes. When N is abelian, this theory is conceptually easier and technically cleaner. So for the sake of illustration, we focus on N being abelian in this extended abstract, and use A in place of N to denote this case. The nonabelian case will be discussed briefly in §II and will be treated in detail in §3.3 FULL . We refer the reader to §II for the formal definitions; here we only state the (abelian) main lemma informally:
Lemma (Main Lemma II.2, 8 informal). Let G 1 , G 2 , A and Q be given as above. In particular, S(G i ) ∼ = A is characteristic in G i for i = 1, 2, and G 1 and G 2 are extensions of A by Q. Let θ i be the action of Q on A by conjugation, and f i the 2-cohomology class of the 8 Although experts may quickly see that the Main Lemma follows from standard constructions in group cohomology, we have been unable to find a reference for it, and it seems not widely-known even amongst mathematicians. In particular, the connection with characteristic subgroups is not only well-adapted to the algorithmic setting, but is crucial for necessity in the Main Lemma. The closest we have been able to find to our abelian Main Lemma in the CGT literature is the notion of "strong isomorphism" of Besche and Eick [30] . But that paper does not make the connection with characteristic subgroups, and it does not touch on the nonabelian case. As another example of our Main Lemma not being well-known, we point out that the main theorem of a 2003 paper [31] in L'Enseignment Mathématique, whose proof takes approximately 7 pages there even assuming knowledge of group cohomology, is a short corollary of our general (non-abelian) Main Lemma 3.12 FULL . In that paper, it was asked whether there are larger classes of groups for which its main theorem holds [ 
This Main Lemma reduces the isomorphism test of abstract groups to the problem of deciding whether the "extension data"-the actions θ i and cohomology classes f i -are in the same orbit under a certain concrete group action. In addition to the new algorithms we present based on this strategy-and in order to further validate the strategy in general-we show (1) this "orbit problem" is essential to solving GPI, (2) how to extend the Main Lemma to the general case (nonabelian normal subgroup, Lemma 3.12 FULL ), and (3) how recent polynomial-time algorithms for special group classes fall into this strategy. See the end of §II for a discussion of these points.
B. New algorithms
Algorithms for groups with abelian radicals. We now discuss how we use the above strategy to construct new polynomial-and nearly-polynomial (n O(log log n) )time algorithms for concrete group classes for which the previous best algorithm was Rosenbaum's very general n O(log n) [4] .
In [7, §7.7] , Babai et al. suggested studying the class of groups whose solvable radical 9 (=largest solvable normal subgroup, see §I-C) coincides with their center, which we call central-radical groups in this work. This group class is motivated by the confluence of several ideas which we explain in more detail in §I-C: the necessity to study algorithms for group cohomology, the Babai-Beals filtration (an important sequence of subgroups for group algorithms), the Cannon-Holt approach to group isomorphism, and connections to certain characteristic subgroups (generalized Fitting subgroups) and reductive Lie groups. We leave the discussion of motivations and implications of our results to §I-C, and describe these results first. We use the strategy outlined above to achieve the following result for central-radical groups, making Prior to this work, nothing better than the n O(log n)time algorithm [4] was known, even for groups with a central radical of constant size, such as Z(G) = Rad(G) = Z 2 . Note that to work with central-radical groups, the techniques are quite different from most recent n o(log n) -time algorithms. As seen in footnote 10, except [10] , recent n o(log n) -time algorithms for GPI of special group classes only consider the action aspect. On the other hand, to work with groups with central radicals, we need to focus on the other aspect of the problem, namely cohomology classes (see §II). The proof involves a direct manipulation of cohomology classes using linear algebra over abelian groups, demonstrating how our strategy and group cohomology can be immediately useful for GPI.
We then turn to abelian-radical groups, when the radicals are elementary abelian. For these groups, both actions and cohomology classes must be tackled simultaneously. As far as we know, this is the first n o(log n)time that deals with these two objects simultaneously. 10 Theorem I.2. Given two abelian-radical groups of order n, if their radicals are elementary abelian, then their isomorphism can be decided in time n O(log log n) .
Both of the preceding results utilize the fact that the automorphism group of a semisimple group can be enumerated in the same time bound [7, Thm. 1.1]. Theorem I.1 involves more direct manipulations on 2cohomology classes, thus allowing for working with general abelian groups. Theorem I.2 is based on a reduction to cyclicity testing of modules of finite-dimensional associative aglebras over finite fields; the latter problem has polynomial-time algorithms by [32] , [33] .
In cases where the automorphism group of a semisimple group can be enumerated in polynomial time, such as when the number of minimal normal subgroups is only slightly smaller than in general [7, Cor. 4 .4]-O(log n/ log log n), versus the universal upper bound of O(log n)-we get:
Theorem I. 3 . Isomorphism of central-radical or elementary abelian radical groups of order n such that G/ Rad(G) has only O(log n/ log log n) minimal normal subgroups can be decided in polynomial time.
In addition to the polynomial-time algorithms of Theorem I.3, in Theorem I.4 we give new polynomialtime algorithms for a case in which the automorphism group of the semisimple part cannot be enumerated in polynomial time (it is too large), which requires the use of different nontrivial results, both group-theoretic and algorithmic, as seen below.
Central extensions of Z k p by A 5 . For a p-group of class 2 and exponent p, by taking the center it can be viewed as a central extension of Z k p by Z p . This is a central extension of Z k p by a direct product of abelian simple groups. While this case is notoriously difficult, it is natural to consider what happens when we replace abelian simple groups by nonabelian simple groups. That is, consider central extensions of Z k p by a direct product of nonabelian simple groups, such as Z k p -by-A 5 (where A 5 is the alternating group of degree 5, consisting of the even permutations of a set of five elements). This is a subclass of central-radical groups, but already Aut(A 5 ) cannot in general be enumerated in polynomial time, as its size is super-polynomial. Despite perhaps seeming very special, this class-allowing an arbitrary nonabelian simple group in place of A 5 -is in fact natural from several points of view, including the Babai-Beals filtration and the theory of generalized Fitting subgroups (see e. g., Suzuki [34] and Aschbacher [35] , or Appendix D FULL ). Within the class of groups with central radicals, these groups can be characterized as either: (1) the last two of the four levels of the Babai-Beals filtration are trivial (see §IV-B); or (2) those groups that are equal to their generalized Fitting subgroup (see Appendix D FULL ). We show that this case indeed can be solved in polynomial time:
Theorem I.4. Let G 1 and G 2 be groups of order n with central radicals, such that G i /Z(G i ) are direct products of nonabelian simple groups, each of order O(1). 11 Isomorphism of such groups can be decided in polynomial time.
This theorem depends crucially on a detailed structure analysis of the 2-cocycles of such extensions, which in turn resorts to results that can be found in Suzuki's book [34] . Based on this analysis, we then utilize algorithms for LINEAR CODE EQUIVALENCE [36] (see [7, Thm. 7.1] ) and COSET INTERSECTION [37] , [38] (see also [39] , [40] ). We believe such a fusion of extension theory and algorithmic techniques is the key to the GROUP ISOMORPHISM problem.
C. Motivations and implications of new algorithms
Motivations. Here we expand a bit on the motivations for considering abelian-radical and central-radical groups. These group classes are natural extensions of the class of groups considered in [7] , [12] , and are additionally motivated by the Babai-Beals filtration [41] , and the Cannon-Holt approach to group isomorphism in the practical setting [42] . We go into the details of the Babai-Beals filtration and the Cannon-Holt approach in §IV. Here we merely give enough of a flavor to help motivate the classes of groups we consider. Important in both the Babai-Beals filtration and the Cannon-Holt approach is the solvable radical. Recall that a group is solvable if it has a series of subgroups 1 = G 0 ¢ G 1 ¢ · · · ¢ G k = G such that each G i is normal in the next and G i /G i−1 is abelian for all Figure 1 . Some progress on group isomorphism. The arrow on the left indicates that the techniques for abelian groups hit a wall before class 2 nilpotent groups, although Lewis and Wilson [10] have introduced some new ideas that may be able to be pushed further. The arrow on the right indicates the recent progress at the "opposite end of the spectrum," including this paper and prospects for future progress.
i. The solvable radical Rad(G) of a group G is the unique maximum solvable normal subgroup of G. Note that the center Z(G), as an abelian normal subgroup, is contained in Rad(G). G/ Rad(G) contains no solvable normal subgroups, side-stepping the currently intractible obstacle of solvable groups. Babai et al. [12] give a polynomial-time algorithm for isomorphism of groups with no solvable normal subgroups; following them, we call such groups "semisimple." 12 A natural extension of semisimple groups is to consider the case when the radical is abelian; that is abelianradical groups. This is the first induction step of the Cannon-Holt strategy, which is aimed at tackling GPI in general. Another natural extension is the class of groups whose solvable radical coincides with its center (Rad(G) = Z(G)), that is, central-radical groups.
Note that for such groups the solvable radical is necessarily abelian, thus central-radical groups form a subclass of abelian-radical groups. Besides the motivations mentioned above, central-radical groups also cover a class of groups that is well-studied in finite group theory (see §1.3 FULL and Appendix D FULL ).
Using our Nonabelian Main Lemma 3.12 FULL , we also see that central-radical groups arise naturally in reducing a certain subcase of GPI-that for which the outer action on the solvable radical is trivial-to the solvable case:
Proposition I.5 (See Proposition 3.15 FULL ). Isomorphism between groups G such that the outer action of G/ Rad(G) on Rad(G) is trivial reduces to GPI for solvable groups and for central-radical groups. That is, for each such G i we can construct in polynomial time a solvable group S i and a central-radical group R i such that G 1 ∼ = G 2 if and only if both S 1 ∼ = S 2 and R 1 ∼ = R 2 .
Implications. Figure 1 gives a general idea of where our work fits in the picture of a larger approach towards 12 If there is a solvable normal subgroup S ¢ G, there is an abelian normal subgroup of G, namely the last term in the derived series of S. Hence semisimple groups can be characterized either as having no solvable normal subgroups or as having no abelian normal subgroups.
putting GPI into P. The figure is neither complete nor 100% accurate in terms of the landscape of groups and algorithms for GPI, but is more or less correct at a large scale. Terms in the figure are explained below.
As suggested by Figure 1 , in this paper we make progress from the nonabelian end of the spectrum, thus intuitively giving a further step towards the nilpotent-2 case on the other end. Although we've only stated this idea somewhat vaguely here, we note that a similar sequence of ideas and group classes has appeared in the computational group theory community; in particular, the Cannon-Holt strategy ( [42] , see §IV) follows a similar route to implement a heuristic for GPI in full generality. See §IV-C for further discussion. Combined with the worst-case guarantees of our algorithms, we believe that it may be within reach to give a reduction from the general case to enumerating the isomorphisms of 2-step solvable groups. Although this would not be the hoped-for reduction from the general case to the decision version of 2-step nilpotent groups, it would be a significant step in that direction.
Organization. In §II, after a formal statement of the Main Lemma, we address the three points mentioned above after the informal statement of the main theorem. Then in §III, we outline the algorithms for Theorem I.2, Theorem I.1, and Theorem I. 4 . Finally in §IV we present some directions for future research.
II. THE STRATEGY
We start with a formal statement of the Main Lemma mentioned in the introduction. Recall that there we've identified two groups G 1 and G 2 from some group class C as extensions of an abelian A by Q. As mentioned, an extension of A by Q is governed by two pieces of data: a group action and a 2-cohomology class. They are referred to as extension data in the following. We now define them formally for a group G viewed as an extension of A by Q.
The action. The conjugation action of G on A associates to g ∈ G the automorphism of A that sends a to gag −1 . This gives a homomorphism θ : G → Aut(A).
As A is abelian, A ≤ Ker(θ ), so that θ induces a homomorphism θ : Q → Aut(A), which is the group action needed. If the action is trivial then A is central in G, in which case we call G a central extension (of A by Q).
The 2-cohomology class. We give a quick overview of 2-cohomology classes; a more leisurely and motivated discussion can be found in §1.1 FULL and §2 FULL . Suppose G is an extension of A by Q with quotient map π : G → Q, inducing the action θ : Q → Aut(A). (Q, A, θ) . A 2-cohomology class is then a coset of B 2 (Q, A, θ) in Z 2 (Q, A, θ) , and the group of 2-cohomology classes is H 2 (Q, A, θ (Q, A, θ) . For a 2cocycle f ∈ Z 2 (Q, A, θ) , we use [f ] to denote the 2cohomology class it represents.
Having introduced the extension data, let us first assume G 1 ∼ = G 2 and examine its consequences on the extension data (θ i , f i ), i = 1, 2. Let γ : G 1 → G 2 be an isomorphism. By the definition of characteristic subgroup functor (see Footnote 7) , γ(S(G 1 )) = S(G 2 ). As we've identified A = S(G 1 ) = S(G 2 ) and Q = G 1 /S(G 1 ) = G 2 /S(G 2 ), γ induces some α ∈ Aut(A) and β ∈ Aut(Q). We write θ i,q as the shorthand for θ i (q) for i = 1, 2 and q ∈ Q. It can then be verified that for q ∈ Q and a ∈ A, θ 1 (q)(a) = θ (α,β) 2 (q)(a) := α −1 (θ 2,β(q) (α(a))), (1) and we record this as θ 1 = θ (α,β) 2 , where θ (α,β) 2 is defined as above.
As above, it can be similarly verified that
] as cohomology classes, where f (α,β) 2 (p, q) := α −1 (f 2 (β(p), β(q))) for all p, q ∈ Q. In other words, we have:
is indeed a 2-cocycle in Z 2 (Q, A, θ 1 ). This discussion leads to the following definition:
Definition II.1. Let A be an abelian group and Q any group, and let (θ 1 , f 1 ) and (θ 2 , f 2 ) be two extension data for A-by-Q. Then the extension data are pseudo-
], that is, Equations (1) and (2) hold. In this case we write (θ 1 , f 1 ) ∼ = (θ 2 , f 2 ).
We now can state the Main Lemma rigorously; see the full version [1] for its proof.
Lemma II.2 (Main Lemma 8 ). Let S be an abelian characteristic subgroup functor. Given two finite groups
That is, in the strategy we reduce isomorphism of abstract groups to pseudo-congruence of extension data. In particular when the extensions are split-that is, G is the semi-direct product A Q, or equivalently Q ≤ G and Q ∩ A = 1-Equation 1 is the only concern and we call this case ACTION COMPATIBILITY. On the other hand when the extensions are central, we only need to deal with Equation 2 and this case is called COHOMOLOGY CLASS ISOMORPHISM. We now discuss the following points mentioned in the introduction.
Extension to nonabelian case. The Main Lemma also extends to the general case, in which the normal subgroup need not be abelian. In the nonabelian case, the conjugation map G → Aut(N ) no longer contains N in its kernel (since N isn't abelian), so does not descend to a map Q → Aut(N ) but only Q → Out(N ) = Aut(N )/Inn(N ). Furthermore, the cocycles Z 2 (Q, N, θ) no longer form a group in a natural way. Although philosophically the same as the abelian Main Lemma, dealing with these complications requires some care and additional work. See §3.3 FULL for details.
The necessity of the pseudo-congruence test. We show the converse direction, namely reductions from PSEUDO-CONGRUENCE to GPI, for several interesting group classes. These include p-groups of class 2 and exponent p for odd p, coprime extensions, and groups with abelian radicals. While these are just observations, they suggest that PSEUDO-CONGRUENCE is at the core of GPI, in particular as evidenced by the p-group result.
How this strategy connects to previous works. We show the connections of the (abelian and nonabelian) Main Lemma to previous polynomial-time algorithms for special group classes, including semisimple groups [12] , quotients of generalized Heisenberg groups [10] and groups with abelian Sylow towers [11] . Here we only discuss the last case briefly and refer the reader to §4.2 FULL for discussions of the other cases. Though solving GPI for the seemingly obscure group class "groups with abelian Sylow towers", the core of [11] (following [5] , [8] ) deals with the case of coprime extensions, namely extension of an abelian A by Q where |A| is relatively prime to |Q|. The Schur-Zassenhaus Theorem guarantees that coprime extensions split, and thus all that remains is to solve ACTION COMPATIBIL-ITY. Without the Main Lemma at hand, the authors in [11] used a theorem of Taunt [43] from the 1950's to get to Equation 1; Taunt's Theorem turns out to be a special case of our Main Lemma. Finally the authors of [11] settle the latter problem using a confluence of ideas from representation theory and permutation group algorithms.
III. OVERVIEW OF THE ALGORITHMS
Here we give an overview of the structure of the algorithms, as well as some of the more salient details for Theorem I.1, Theorem I.2, and Theorem I.4.
Some common steps of these algorithms are as follows. Given groups G 1 , G 2 , we first compute their solvable radicals A i = Rad(G i ) and the corresponding semisimple quotients Q i = G i / Rad(G i ). As we are concerned with (subclasses of) abelian-radical groups, the A i are abelian. Then apply the algorithm from [22] to A 1 and A 2 , and the algorithm from [12] to Q 1 and Q 2 . If either of them returns non-isomorphic, G 1 ∼ = G 2 . If both algorithms return isomorphic, they also yield isomorphisms. Thus, without loss of generality, for i = 1, 2, we use A to denote Rad(G i ) and Q to denote G i / Rad(G i ), identifying G i as an extension of A by Q.
Next, we compute the corresponding actions θ 1 , θ 2 and representatives f 1 , f 2 of the corresponding cohomology classes. As mentioned §II, our Main Lemma II. Theorem I.2: groups with elemantary abelian radicals. Babai et al. [7] showed that all automorphisms of a semisimple group can be enumerated in time n O(log log n) . So if n O(log log n) time is allowed, we can use that algorithm to enumerate all β ∈ Aut(Q). Then for each such β, search for some α ∈ Aut(A) such that
]. When A ∼ = Z k p is elementary abelian, this task can be reduced to cyclicity testing of modules over finite-dimensional algebras, in almost the same way as the reduction from MODULE ISOMORPHISM to MODULE CYCLICITY as in [32] . Here we only mention that module is
What is left is to verify that V is a cyclic module over U if and only if there exists some desired α ∈ GL(k, p). See §6.2 FULL for the details. Now we turn to groups with central radicals. That is A = Z(G i ), so the actions θ i are trivial, and we only need to solve COHOMOLOGY CLASS ISOMORPHISM.
Theorem I.1: central-radical groups. As before, since n O(log log n) time is allowed, we can use [12] to enumerate β ∈ Aut(Q). Then for each such β, we need to search for some α ∈ Aut(A) such that
]. We solve this problem using linear algebra over abelian groups, as follows. To ease the exposition let us assume A = Z k p . Then we shall view any map f : Q × Q → A as a matrix over Z p with k rows and |Q| 2 columns, with Aut(A) acting on the rows, Aut(Q) inducing an action on the columns. The main difficulty at this point has to do with identifying which cohomology class f is in, in a way that is Aut(A)-invariant. Viewing f as a Z p -linear vector (of dimension k × |Q| 2 ), by Proposition C.1 FULL we can compute a projection π in this vector space such that π(f ) identifies the cohomology class of f -that is, π(f ) = π(f ) if and only if f and f are in the same cohomology class-and such that π commutes with every α ∈ Aut(A) (i. e., π is Aut(A)-invariant). With fixed β, this allows us to compute π(f 1 ) and π(f (id,β) 2 ), and then determine whether, as k × |Q| 2 -size matrices, their row spans are the same, which is a standard task in linear algebra. This is an overview of one approach (in §C.1 FULL ). We also provide another approach without using such a projection π in §6.1 FULL . Finally, to move from A = Z k p to general abelian A, we must consider the automorphism group of an arbitrary abelian group in some detail, which we do in §6. 1 For a function f : Q × Q → A, a key fact is that the cohomology class of f is completely determined by the restrictions of f to the direct factors T i (Lemma 7.5 FULL ). Several group-theoretic facts lead to this cohomological proposition, including: (1) the direct product decomposition of Q into nonabelian simple factors is unique (not just up to isomorphism); (2) if U i is the preimage of T i under the projection G → G/Z(G), then u i u j = u j u i whenever u i ∈ U i , u j ∈ U j , and i = j ([34, Chapter 6, Proposition 6.5], see Proposition 7.4 FULL ). Another useful fact is the well-known description of Aut(Q) as Aut(T ) S . This cohomological proposition allows us to work with a k × ( i∈[ ] |T i | 2 )-size matrix, instead of a k × |Q| 2size matrix. This difference between |Q| 2 = i∈[ ] |T i | 2 and i∈[ ] |T i | 2 leads to major savings. To find the pair (α, β) simultaneously, we combine algorithms for CODE EQUIVALENCE and COSET INTERSECTION. This is the basic idea for Theorem I.4. We need several technical ingredients (including Lemma 7.6 FULL ) to make the above procedure work though.
IV. FUTURE DIRECTIONS
In this paper we achieved an n O(log log n) algorithm to test isomorphism of groups with central radicals, extending the results of [12] and beginning to resolve an open problem from [7] . We also obtain n O(log log n) algorithm for groups with elementary abelian radical, and polynomial-time algorithms for several prominent subclasses of central radical groups. The difficult cases seem to be when the radical Rad(G) and the semisimple quotient G/ Rad(G) are roughly of the same size-say both are of order √ n-and G/ Rad(G) is complicated (without this last condition, we handle such groups in Theorem I.4; see Remark 7.3 FULL ). Although a polynomial-time algorithm for the general case of central radicals remains open, we propose three directions for extending our work which we believe may now be within reach.
A. Abelian radical
A nearby next step is to extend our results to groups with general abelian radicals:
Open Problem IV.1. Extend Theorems I.1 and I.2 to groups whose solvable radicals Rad(G) are general abelian. Ultimately, decide isomorphism of groups with abelian radicals in polynomial time.
We believe that a promising approach here is to generalize the ideas of Chistov-Ivanyos-Karpinski [32] and Brooksbank-Luks [33] from modules that are finitedimensional vector spaces to modules that are finite (or finitely generated) abelian groups (equivalently, from finitely generated modules over a field to finitely generated modules over Z).
B. The Babai-Beals filtration
The Babai-Beals filtration was defined and used in the context of algorithms for matrix groups [41] , [44] , where the groups are given by a generating set of matrices, and the goal is algorithms that run in time polynomial in the input size, which can be polylogarithmic in |G|. In the context of GPI, it has also been used successfully in the polynomial-time algorithm for semisimple groups [7] , [12] . The Babai-Beals filtration is the following chain of characteristic subgroups: 1 ≤ Rad(G) ≤ Soc * (G) ≤ Pker(G) ≤ G, where Rad(G) is the solvable radical of G. Recall that the socle of a group G, denoted Soc(G), is the subgroup generated by the union of the minimal normal subgroups. Soc * (G) is then the subgroup of G such that Soc * (G)/ Rad(G) = Soc(G/ Rad(G)). Note that the socle of the semisimple group G/ Rad(G) is a direct product of non-abelian simple groups. G then acts on this direct product by, amongst other things, permuting the factors. The final subgroup in the Babai-Beals filtration, Pker(G), consists of those g ∈ G which do not permute the direct factors of Soc * (G)/ Rad(G).
In Theorem I.4 we make progress on the case of groups G with central radical which further satisfy G = Soc * (G). It is then natural to consider groups with the next step of the Babai-Beals filtration, G = Pker(G). As a polynomial-time algorithm for isomorphism of semisimple groups G satisfying G = Pker(G) [7] was significantly simpler than the polynomial-time algorithm for general semisimple groups [12] , we have hope that the following is achievable:
Open Problem IV.2. Extend Theorem I.4 to centralradical groups satisfying G = Pker(G).
C. The Cannon-Holt strategy
Cannon and Holt [42] suggest the following strategy for computing Aut(G) and for isomorphism testing. They use a chain of characteristic subgroups 1 = N r ¢ N r−1 ¢ · · · ¢ N 1 = Rad(G), where the N i refine the derived series of Rad(G) and each N i /N i+1 is elementary abelian. The algorithm proceeds by first computing Aut(G/N 1 ) = Aut(G/ Rad(G)), and then iteratively computing Aut(G/N i+1 ) from Aut(G/N i ).
This chain is convenient for describing known results in the Cayley table model: the case when Rad(G) = 1 (equivalently r = 1) corresponds to the semisimple case, which can be solved in polynomial time [12] . When G = Rad(G) and r = 2, the case of |N 2 | and |N 1 /N 2 | being coprime can be solved in polynomial time [11] . When |N 2 | and |N 1 /N 2 | are not coprime, this includes the notorious case of p-groups of class 2.
Finally, the present work considers a special case of r = 2, namely when Rad(G) = Z(G).
In light of [12] , in the Cayley table model the third step in the Cannon-Holt strategy-to compute Aut(G/N 2 ) from Aut(G/ Rad(G))-is equivalent to the special case of Problem IV.1 in which Rad(G) is elementary abelian, which we have solved in n O(log log n) time in Theorem I.2.
However, even before Problem IV.1 is resolved, it may be possible to give a reduction from the second step of the Cannon-Holt strategy to listing isomorphisms of two-step solvable groups. This is headed in the direction of a formal reduction from general GPI to the solvable case.
Open Problem IV.3. Extend Theorems I.1 and I.4 to groups whose radicals are two-step solvable, allowing access to an oracle for listing Aut(Rad(G)).
