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Abstract
We derive a priori error bounds for the block Krylov subspace methods in terms of “the
sine” between the desired invariant subspace and the block Krylov subspace. The obtained
results can be seen as the block analogue of the classical a priori estimates for standard pro-
jection methods. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
Krylov subspace methods are the most popular techniques for computing eigenel-
ements of large matrices. Among the widely used methods, one can cite the Lanczos
method applied to Hermitian or non-Hermitian matrices and the Arnoldi method
[6,11]. These methods construct, from a starting vector x ∈ CN , the Krylov subspace
Kr ≡ Kr(A, x)=Span
{
x,Ax, . . . , Ar−1x
} (1)
=
{
r−1∑
i=0
ciA
ix; c0, c1, . . . , cr−1 ∈ C
}
(2)
={p(A)x;p ∈ Pr−1} (3)
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where A ∈ CN×N is the large matrix under consideration and Pr−1 is the set of
polynomials of degree less than or equal to r − 1 with r  N , and try to extract all
the information about the desired eigenvectors of A from the subspace Kr .
The success of Krylov subspace methods comes from the fact that even with a
small value of r, the subspace Kr may contain enough information on some
eigenvectors of A (see [11, Chapter VI]). This can be illustrated as follows: assume
that the eigenvalue λ of interest is semi-simple, that is its algebraic and geometric
multiplicities are equal (note that this is always the case if A is Hermitian), and
let P denote the corresponding spectral projector satisfying AP =PA=PAP =λP .
More details on these definitions can be found for example in [4, Chapter I, Sec-
tion 3], [1, Chapter I], and [11, Chapter I]. If Px /= 0, then v = Px/‖Px‖2 is an
eigenvector of A associated with λ. The vector x can be decomposed as
x = ‖x‖2(αv + βy) (4)
with y ⊥ v, ‖y‖2 = 1, α = cos∠(x, v) and β = sin∠(x, v), where ∠(x, v) repre-
sents the acute angle between x and v. Here and throughout this note, the symbol
‖.‖2 denotes the Euclidean norm or its induced matrix norm (spectral norm).
The sine between the subspace Kr and the vector v is defined as (see e.g. [11,
p. 62])
sin∠(Kr, v) = min
u∈Kr
sin∠(u, v). (5)
Lemma 1.1. Assume α /= 0 and λ semi-simple. Then the following estimates hold.
• If A is Hermitian, then
tan∠(Kr, v) = min
p∈Pr−1
p(λ)=1
‖p(A)y‖2 tan∠(x, v). (6)
• If A is non-Hermitian, then
sin∠(Kr, v) min
p∈Pr−1
p(λ)=1
‖p(A)y‖2 tan∠(x, v) (7)
 min
p∈Pr−1
p(λ)=1
max
z⊥v
‖z‖2=1
‖p(A)z‖2 tan∠(x, v). (8)
Proof. Let p ∈ Pr−1 with p(λ) = 1. Then the vector u = 1α‖x‖2p(A)x ∈ Kr and
can be written as u = v + β
α
p(A)y.
If A is Hermitian, then v⊥p(A)y. Therefore tan∠(u, v)= β
α
‖p(A)y‖2 and equal-
ity (6) is satisfied.
If A is non-Hermitian, we have
sin∠(u, v) =
∥∥∥∥∥
(
I − uu
∗
‖u‖22
)
v
∥∥∥∥∥
2
 ‖v − u‖2 = β
α
‖p(A)y‖2. 
M. Robbe´, M. Sadkane / Linear Algebra and its Applications 350 (2002) 89–103 91
Lemma 1.1 shows that the subspace Kr will contain very good information on the
eigenvector v (i.e. sin∠(Kr, v)→ 0) provided we can choose a polynomial p such
that p ∈ Pr−1, p(λ) = 1 and ‖p(A)y‖2 as small as possible.
If A is Hermitian, equality (6) is proved in [8] and [11, Lemma 6.1]. In these
references, convenient bounds on (6) are obtained using Chebyshev polynomials.
If A is non-Hermitian but diagonalizable, the quantity ‖p(A)z‖2 can be bounded,
up to a constant that depends on the condition number of the matrix that diagonalizes
A, by
(r) := min
p∈Pr−1
p(λ)=1
max
µ∈(A)−{λ}
|p(µ)|, (9)
where (A) denotes the spectrum of A. In this case, similar result can be found in
[11, Lemma 6.2].
The quantity (r) can be estimated as follows (see [9] and [11, Theorem 6.5]):
let us denote by d the number of distinct eigenvalues of A. Then, among the d − 1
eigenvalues different from λ, there exist r eigenvalues denoted by µ1, µ2, . . . , µr ∈
(A)− {λ} such that
(r) =

 r∑
j=1
r∏
k=1,k /=j
∣∣∣∣ µk − λµk − µj
∣∣∣∣


−1
if r < d and
(10)
(r) = 0 if r  d.
Though expression (10) is not very constructive, it shows that the ratios∣∣(µk − λ)/(µk − µj )∣∣ are large if λ is well separated from the rest of the spectrum
of A. This is the case if λ is an extreme (e.g. largest modulus or real part) eigenvalue
of A. In this case, the quantity (r) will be small. A computable upper bound for (r)
is given by
γr−1() := min
p∈Pr−1
p(λ)=1
max
µ∈ |p(µ)|, (11)
where  ⊂ C is a compact set which contains the spectrum of A except λ. The mini-
max problem (11) is studied in the context of Arnoldi’s for example in [3,10,13].
The aim of this note is the extension of Lemma 1.1 to the case of block Krylov
subspaces where A is non-Hermitian. The reasons for such an extension are:
• Theoretical aspect of the symmetric/Hermitian block Krylov subspace methods
is well studied in the paper by Saad [8]. But a little is known concerning the
non-symmetric/non-Hermitian case (see [11, p. 198]).
• The eigenvectors corresponding to a tight cluster of eigenvalues or multiple ei-
genvalues cannot be easily computed with standard Krylov subspace methods. In
this case, block Krylov subspaces of the form
Kr ≡Kr (A,X) = Span
{
X,AX, . . . , Ar−1X
}
,
where X ∈ CN×m and m N (12)
should be used.
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• From implementation view point, block versions allow intensive use of BLAS 3
primitives. These are clever implementations of matrix–matrix operations which
are efficient for memory management and parallelism [2].
Throughout this note, we will not be concerned with the algorithmic aspect of
these methods. This topic is discussed for example in [11,12,14]. The following ter-
minologies and notations will be used. Vector spaces are denoted by calligraphic
letters and matrices by capital letters. If M is a subspace of CN , its dimension is
denoted by dim(M). The orthogonal projection on M is denoted by M and M⊥
denotes the orthogonal complement to M. The bases of the vector spaces M and
M⊥ are denoted by M and M⊥, respectively. If M1 and M2 are two vector spaces,
the notation ϕ ∈L(M1;M2) means that ϕ is a linear mapping from M1 to M2.
The column space of a matrix B is denoted by Span{B}. When B is non-singular,
its condition number will be denoted by κ2(B) = σmax(B)/σmin(B), where σmax(B)
and σmin(B) denote, respectively, the largest and smallest singular values of B. The
notation x∗ is used for complex and real cases to denote the transpose conjugate of
x. The identity matrix of order k will be denoted by Ik .
We denote by λ1, . . . , λN the eigenvalues of A partitioned in two disjoint sets
{λ1, . . . , λm} and {λm+1, . . . , λN }. We assume that two invariant subspaces of A exist
and are associated, respectively, with the eigenvalues λ1, . . . , λm and λm+1, . . . , λN .
These invariant subspaces will be denoted by V1 and V2 and refer to as comple-
mentary invariant subspaces of A. We denote by V1, V2, V ⊥1 and V ⊥2 the orthonormal
bases ofV1,V2,V⊥1 andV⊥2 , respectively. We also consider the restrictionA1(A2)
of the matrix A on V1 (V2) satisfying
AVi = ViAi, i = 1, 2. (13)
The role of A1 and A2 will be clarified in Section 2.
Finally, let X be a subspace of CN of dimension m that approximates V1 and
X ∈ CN×m is a matrix whose columns form an orthonormal basis of X.
In order to extend Lemma 1.1 to the block case, we need a generalization of the
sine function. This is the subject of the following definition.
Definition 1.1. LetM1 andM2 be two subspaces of CN whose dimensions are not
necessarily equal. We define the sinθ function as
sinθ (M1,M2) = min
(‖(I −M1)M2‖2, ‖(I −M2)M1‖2). (14)
It is clear that
0  sinθ (M1,M2)  1.
In analogy with the classical trigonometric formulas, we also define the cosθ and
tanθ functions as
cosθ (M1,M2) =
√
1 − sin2θ (M1,M2), (15)
and if cosθ (M1,M2) /= 0,
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tanθ (M1,M2) = sinθ (M1,M2)
cosθ (M1,M2)
. (16)
The function sinθ was introduced in [5,7]. It can be seen as an extension of the
standard sine function between subspaces with equal dimensions and the sine be-
tween a subspace and a vector (see (5)). It reduces to theses two in such special
cases. We recall some of the properties of the function sinθ that are relevant for this
note.
Theorem 1.1. Let M1 and M2 be two subspaces of CN . Then:
1. sinθ (M1,M2) = 0 if and only if M1 ⊂M2 or M2 ⊂M1.
2. If dim(M1) = dim(M2), then
sinθ (M1,M2)=‖(I −M1)M2‖2
=|(I −M2)M1‖2
=|M1 −M2‖2.
3. If dim(M1)  dim(M2), then
sinθ (M1,M2) = ‖(I −M1)M2‖2,
cosθ (M1,M2) = σmin(M1M2) = σmin(M∗1M2).
Proof. Except for the last equality, the proof can be found in [5,7]. Denote by M1
and M2 the matrices whose columns are orthonormal and form bases for M1 and
M2, respectively. Then
cos2θ (M1,M2)=1 − ‖(I −M1)M2‖22
=1 − ‖(I −M1M∗1 )M2‖22
=1 −
(
1 − σ 2min(M∗1M2)
)
= σ 2min(M∗1M2). 
As we have already mentioned, the aim of this note, is to extend Lemma 1.1 to
block case with A non-Hermitian. More precisely, we are interested in how the block
Krylov subspace (12) approximates the invariant subspace V1. We also would like
to have the block analogue of (7) and (8) in the form
sinθ (Kr ,V1)  C tanθ (X,V1), (17)
where C is some constant.
Two estimates of the type (17) are given in the following section. In Section 3 an
upper bound for the constant C depending on the spectral distribution of A is derived
in the case where A is diagonalizable.
2. A priori estimates for sinθ (Kr ,V1)
The block Krylov subspace of order r associated with A and the orthonormal
matrix X ∈ CN×m is:
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Kr≡Kr (A,X) = Span{X,AX, . . . , Ar−1X} (18)
=X+ AX+ . . .+ Ar−1X. (19)
We define the set of matrix polynomials in A:
Pr−1(A) =
{
P(A) ∈L
(
CN×m;CN×m
)
: ∀W ∈ CN×m, P (A)W =
r−1∑
i=0
AiWCi
}
, (20)
where C0, C1, . . . , Cr−1 are arbitrary matrices in Cm×m.
The reader’s attention is drawn to the fact that P(A)W is the action of the lin-
ear operator P(A) on W. It is not “the product” of P(A) with W. In the partic-
ular case where m = 1, we have with W ≡ w ∈ CN and Ci ≡ ci ∈ C, P(A)w =∑r−1
i=0 ciAiw and the notations (2) and (3) are recovered.
We also define
P¯r−1(A) =
{
P(A) ∈ Pr−1(A) : P(A)V1 = V1
}
. (21)
Note that the condition P(A)V1 = V1 reduces to the normalization condition
p(λ) = 1 used in (7) in the particular case where m = 1.
The starting point is the following proposition.
Proposition 2.1. Let F ∈ Cm×m be non-singular. Then we have
sinθ (Kr ,V1)  min
P(A)∈P¯r−1(A)
‖V1 − P(A)(XF)‖2. (22)
Proof. Note that if Z ∈ CN×m, then it is easy to see that the following conditions
are equivalent:
• Z ∈Kr ,
• there exists P(A) ∈ Pr−1(A) such that Z = P(A)X,
• there exists Q(A) ∈ Pr−1(A) such that Z = Q(A)(XF).
Now since dim(Kr )  dim(V1), we have from Theorem 1.1 and the above charac-
terization of Kr
sinθ (Kr ,V1)=‖(I −Kr )V1‖2
= min
Z∈Kr
‖V1 − Z‖2
= min
P(A)∈Pr−1(A)
‖V1 − P(A)(XF)‖2
 min
P(A)∈P¯r−1(A)
‖V1 − P(A)(XF)‖2.
The last inequality follows from the inclusion P¯r−1(A) ⊂ Pr−1(A). 
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Our task now is to bound the quantity minP(A)∈P¯r−1(A) ‖V1 − P(A)(XF)‖2. To
this end, we use two bases in the following two subsections, namely, (V1
...V ⊥1 ) and
(V1
...V2). Each basis has its own merits and limitations. The former is a unitary basis
while in the latter, V1 and V2 are complementary invariant subspaces of A.
2.1. Use of the subspaces V1 and V⊥1
From Theorem 1.1, it is easy to see that the matrix X can be decomposed as
follows:
X = V1F1 + V ⊥1 H1, F1 ∈ Cm×m, H1 ∈ C(N−m)×m (23)
with
‖F1‖2 = ‖V1V ∗1 X‖2 = ‖(I − V ⊥1 (V ⊥1 )∗)X‖2 = sinθ (V⊥1 ,X) (24)
and
‖H1‖2 = ‖V ⊥1 (V ⊥1 )∗X‖2 = ‖(I − V1V ∗1 )X‖2 = sinθ (V1,X). (25)
This decomposition will be used in the following theorem.
Theorem 2.1. If sinθ (V1,X) /= 1, then
sinθ (Kr ,V1)  C(1) tanθ (X,V1), (26)
where
C(1) = min
P(A)∈P¯r−1(A)
max
F∈CN×m
Span{F }⊂V⊥1
‖P(A)F‖2
‖F‖2 . (27)
Proof. The condition sinθ (V1,X) /= 1 implies that the matrix F1 in (23) is non-
singular. Indeed F1 = V ∗1 X and from Theorem 1.1, we have
σmin(F1) = σmin(V ∗1 X) = cosθ (V1,X) > 0. (28)
Let Y = XF−11 = V1 + V ⊥1 H1F−11 . Then for all P(A) ∈ P¯r−1(A), we have
P(A)Y =P(A)
(
V1 + V ⊥1 H1F−11
)
=P(A)V1 + P(A)
(
V ⊥1 H1F
−1
1
)
=V1 + P(A)F˜
with F˜ = V ⊥1 H1F−11 and ‖F˜‖2  ‖H1‖2‖F−11 ‖2 = sinθ (X,V1)/ cosθ (X,V1) =
tanθ (X,V1).
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Now from Proposition 2.1 we have
sinθ (Kr ,V1)‖V1 − P(A)(YF−1)‖2
 min
P(A)∈P¯r−1(A)
max
F∈CN×m
Span{F }⊂V⊥1
‖P(A)F‖2
‖F‖2 tanθ (X,V1). 
If in Theorem 2.1 we take m = 1, then Lemma 1.1 is recovered. In particular, the
condition sinθ (V1,X) /= 1 in Theorem 2.1 is equivalent to the condition α /= 0 in
Lemma 1.1. If we assume that V1 is close to X, then it is legitimate to have at least
asymptotically (i.e. near convergence) sinθ (V1,X) /= 1.
The constraint Span{F } ⊂V⊥1 complicates the study of the constant C(1). We
propose in the following subsection another bound on sinθ (Kr ,V1) using the com-
plementary invariant subspaces V1 and V2 of A.
2.2. Use of the subspaces V1 and V2
Instead of V1 and V ⊥1 , we can decompose the matrix X in the bases V1 and V2.
This is discussed in the following lemma.
Lemma 2.1. The matrix X can be decomposed as follows:
X = V1G1 + V2G2, (29)
where the matrices G1 ∈ Cm×m and G2 ∈ C(N−m)×m are such that
‖G1‖2  sinθ (X,V⊥1 )+ sinθ (X,V1) tanθ (V⊥1 ,V2), (30)
‖G2‖2  sinθ (X,V1)
cosθ (V
⊥
1 ,V2)
. (31)
Moreover, if sinθ (X,V⊥2 ) /= 1, then the matrix G1 is non-singular and satisfies
‖G−11 ‖2 
sinθ (V1,V2)
cosθ (X,V
⊥
2 )
. (32)
Proof. First, note that tanθ (V⊥1 ,V2) is well defined since the condition V1 ∩
V2 = {0} implies that cosθ (V⊥1 ,V2) /= 0 (see the definitions of V1 and V2 on
page 3).
From (29) we have ‖(V ⊥1 )∗X‖2 = ‖(V ⊥1 )∗V2G2‖2 and Theorem 1.1 gives:
sinθ (V1,X)=‖(I − V1V ∗1 )X‖2 = ‖(V ⊥1 )∗X‖2 = ‖(V ⊥1 )∗V2G2‖2
σmin((V ⊥1 )∗V2)‖G2‖2 = cosθ (V⊥1 ,V2)‖G2‖2.
Hence, inequality (31).
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Again, from (29) we have V ∗1 X = G1 + V ∗1 V2G2. Thus
‖G1‖2‖V ∗1 X‖2 + ‖V ∗1 V2G2‖2
‖V ∗1 X‖2 + ‖V1V ∗1 V2‖2‖G2‖2
sinθ (X,V⊥1 )+ sinθ (V⊥1 ,V2)‖G2‖2.
The bound (30) follows then from (31). Note that
sinθ (X,V⊥2 ) /= 1 ⇔ cosθ (X,V⊥2 ) /= 0
⇔ σmin((V ⊥2 )∗X) > 0
⇔ (V ⊥2 )∗X is non-singular
⇔ (V ⊥2 )∗V1G1 is non-singular.
The matrix G1 is therefore non-singular and G−11 = ((V ⊥2 )∗X)−1(V ⊥2 )∗V1. Thus
‖G−11 ‖2 
‖(V ⊥2 )∗V1‖2
σmin((V ⊥2 )∗X)
= sinθ (V1,V2)
cosθ (X,V
⊥
2 )
. 
Recall that if P(A)∈Pr−1(A), then for allW ∈ CN×m, P (A)W =∑r−1i=0 AiWCi .
To the linear operator P(A) we associate two linear operators P(A1) and P(A2)
defined as follows (remember that the matrices A1 and A2 were defined in (13) as
restrictions of A on V1 and V2, respectively):
∀W1 ∈ Cm×m, P (A1)W1 =
r−1∑
i=0
Ai1W1Ci
and
∀W2 ∈ C(N−m)×m, P (A2)W2 =
r−1∑
i=0
Ai2W2Ci.
Then
P(A)(XG−11 )=P(A)
(
V1 + V2G2G−11
)
=P(A)V1 + P(A)
(
V2G2G
−1
1
)
=V1 + V2
r−1∑
i=1
Ai2G2G
−1
1 Ci
=V1 + V2P(A2)(G2G−11 ). (33)
The form (33) and Proposition 2.1 are the basis of Theorem 2.2.
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Theorem 2.2. If sinθ (X,V⊥2 ) /= 1, then
sinθ (Kr ,V1)  C(2)
sinθ (V1,V2)
cosθ (V
⊥
1 ,V2)
sinθ (X,V1)
cosθ (X,V
⊥
2 )
, (34)
where
C(2) = min
P(A)∈P¯r−1(A)
max
G∈C(N−m)×m
‖P(A2)(G)‖2
‖G‖2 . (35)
Proof. From (33) and Proposition 2.1, we have
sinθ (Kr ,V1) min
P(A)∈P¯r−1(A)
‖P(A2)(G2G−11 )‖2
= min
P(A)∈P¯r−1(A)
‖P(A2)(G2G−11 )‖2
‖G2G−11 ‖2
‖G2G−11 ‖2.
The proof follows by using (31) and (32):
‖G2G−11 ‖2  ‖G2‖2‖G−11 ‖2 
sinθ (X,V1)
cosθ (V
⊥
1 ,V2)
sinθ (V1,V2)
cosθ (X,V
⊥
2 )
. 
Remarks.
1. It is not easy to compare the constants C(1) and C(2). In C(2) the maximum taken
on G is free from constraints which is not the case for C(1). On the other hand,
the constant C(2) uses the restriction A2 of A.
2. If A is Hermitian, thenV2 =V⊥1 . Therefore sinθ (V1,V2) = cosθ (V⊥1 ,V2) =
1 and cosθ (X,V⊥2 ) = cosθ (X,V1) and it is clear that the constants C(1) and
C(2) are equal. They can be estimated with the help of Chebyshev polynomials
(see Section 3). In this case, both Theorems 2.1 and 2.1 can be written as follows:
sinθ (Kr ,V1)  C tanθ (X,V1) provided σmin(XV1) /= 0, (36)
where C = C(1) = C(2).
In the literature, estimates analogous to (36) derived for the Hermitian block-
Lanczos method were obtained by Saad in [8, Theorem 5]. His result reads as
follows:
tan∠(Kr , ui)  K tan∠(xˆi , ui)
provided σmin
(
X
(
ui
... . . .
... ui+m−1
))
/= 0, (37)
where u1, u2, . . . are the eigenvectors of A associated with the eigenvalues λ1 
λ2  · · ·  λn, the constant K depends on Chebyshev polynomials and xˆi ∈ X.
Both the assumptions and the bounds in (36) and (37) are different. The bound
(36) gives estimates on the angle between the invariant subspace V1 and the
block-Krylov subspace Kr whereas the bound (37) gives estimates on the angle
between the eigenvectors ui and the subpace Kr .
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Another expression of the quantity C(2) can be derived as follows:
Proposition 2.2. The quantity C(2) in (35) satisfies the minimax problem
C(2) = min
C1,...,Cr−1∈Cm×m
max
G∈C(N−m)×m
‖G‖2=1
∥∥∥∥∥G−
r−1∑
i=1
Si (G)Ci
∥∥∥∥∥
2
, (38)
where Si is the Sylvester operator defined for i = 1, . . . , r − 1 by
∀G ∈ C(N−m)×m, Si (G) = GAi1 − Ai2G. (39)
Proof. The proof follows from:
P(A2)G=
r−1∑
i=0
Ai2GCi =
r−1∑
i=1
Ai2GCi +GC0
=
r−1∑
i=1
Ai2GCi +G
(
Im −
r−1∑
i=1
Ai1Ci
)
(by using (21))
=G−
r−1∑
i=1
(GAi1 − Ai2G)Ci. 
Remarks.
1. The results so far obtained do not assume that A is diagonalizable.
2. Since the matrices A1 and A2 have disjoint spectra, the operatorsSi , i = 1, . . . ,
r − 1, are non-singular.
3. An advantage of the minimax problem (38) over (35) is that now also the min-
imum taken on C1, . . . , Cr−1 ∈ Cm×m is free from constraints.
4. From (38), the quantity C(2) may be thought of as the best approximation (in the
norm ‖ ‖2) of the identity matrix Im by a linear combination of the operators
Si , i = 1, . . . , r − 1. It can also be seen as the block analogue of Saad’s result
(see [11, p. 205] and (10)). This point is clarified in the following section.
3. Connections with Saad’s estimates
It seems difficult to establish sharp estimates for the quantity C(2) in the general
minimax problem (35) or (38). Our aim here is to discuss sufficient conditions under
which the quantity C(2) becomes small. The hope is that the spectral distribution
of A intervenes in these conditions. For example, we would like to obtain some
generalizations of (10).
Assume that A1 and A2 are diagonalizable: A1 = X1D1X−11 , A2 = X2D2X−12
with D1 = diag(λ1, . . . , λm) and D2 = diag(λm+1, . . . , λN).
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Instead of the general matricesC0, . . . , Cr−1 ∈ Cm×m, we work with the matrices
Ci satisfying the already used normalization
∑r−1
i=0 Ai1Ci = Im and the constraints
X−11 CiX1 = diag
(
c
(1)
i , . . . , c
(m)
i
)
, ci ∈ C, i = 1, . . . , m. (40)
In other words, we restrict the set of matricesC0, . . . , Cr−1 to diagonalizable matrices
whose eigenvectors are the columns of X1. This choice enables us to obtain an
estimate of the constant C(2).
From (38), we clearly have
C(2)  min
C1,...,Cr−1∈Cm×m
X1CiX
−1
1 =diag
(
c
(1)
i
,...,c
(m)
i
)
max
G∈C(N−m)×m
‖G‖2=1
∥∥∥∥∥G−
r−1∑
i=1
Si (G)Ci
∥∥∥∥∥
2
. (41)
We derive an upper bound for the right-hand side of (41).
First, the normalization condition
∑r−1
i=0 Ai1Ci = Im can now be written:
Im =
r−1∑
i=0
X1D
i
1X
−1
1 Ci = X1
(
r−1∑
i=0
Di1diag
(
c
(1)
i , . . . , c
(m)
i
))
X−11 .
If, for i = 1, . . . , m, we denote by pi ∈ Pr−1 the polynomial
pi(z) =
r−1∑
k=0
c
(i)
k z
k, z ∈ C, (42)
then the “normalization condition” becomes
diag (p1(λ1), . . . , pm(λm)) = Im. (43)
We now have
G−
r−1∑
i=1
Si (G)Ci=G−
r−1∑
i=1
[
GAi1 − Ai2G
]
Ci
=G−
r−1∑
i=1
[
GX1D
i
1X
−1
1 −X2Di2X−12 G
]
X1
× diag
(
c
(1)
i , . . . , c
(m)
i
)
X−11
=X2
[
(X−12 GX1)−
r−1∑
i=1
(X−12 GX1) D
i
1 diag
(
c
(1)
i , . . . , c
(m)
i
)
+
r−1∑
i=1
Di2(X
−1
2 GX1) diag
(
c
(1)
i , . . . , c
(m)
i
)]
X−11 .
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With the change of variable
G˜ = X−12 GX1 ≡
(
g˜1
... . . .
...g˜m
)
, g˜i ∈ CN−m,
and taking into account the polynomial expressions (42) and the normalization con-
dition (43), the above expression simplifies to
G−
r−1∑
i=1
Si (G)Ci = X2
(
p1(D2)g˜1
... . . .
...pm(D2)g˜m
)
X−11 . (44)
We have the following proposition.
Proposition 3.1. The following inequality holds:
C(2)  κ2(X1)κ2(X2)

 min
pi∈Pr−1,pi (λi )=1
i=1,...,m
√√√√ m∑
i=1
‖pi(D2)‖22

 . (45)
Proof. From (44), we have∥∥∥∥∥G−
r−1∑
i=1
Si (G)Ci
∥∥∥∥∥
2
‖X2‖2‖X−11 ‖2
√√√√ m∑
i=1
‖pi(D2)g˜i‖22
‖X2‖2‖X−11 ‖2
√√√√ m∑
i=1
‖pi(D2)‖22 max
i=1,...,m
‖g˜i‖2
and
max
i=1,...,m
‖g˜i‖2  ‖G˜‖2 = ‖X−12 GX1‖2  ‖X−12 ‖2‖X1‖2. 
Inequality (45) implies that
C(2)  κ2(X1)κ2(X2) min
pi∈Pr−1,pi (λi )=1
i=1,...,m
√√√√ m∑
i=1
max
z∈(D2)
|pi(z)|2. (46)
Because of the independent choice of the coefficients c(i)k in (41) and hence in the
polynomials pi in (42), we also have
C(2)  κ2(X1)κ2(X2)
√√√√ m∑
i=1
(η
(r)
i )
2 (47)
with
η
(r)
i = minpi∈Pr−1
pi (λi )=1
max
z∈(D2)
|pi(z)|. (48)
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Each η(r)i , i = 1, . . . , m, can be estimated in an analogous way to (10). Namely,
if d denotes the number of distinct eigenvalues of A. Then, among the d −m eigen-
values different from λ1, . . . , λm, there exist r eigenvalues denoted byµ1, µ2, . . . , µr
∈ (D2) such that
∀i = 1, . . . , m, η(r)i =

 r∑
j=1
r∏
k=1,k /=j
∣∣∣∣ µk − λiµk − µj
∣∣∣∣


−1
if r < d and
(r) = 0 if r  d. (49)
The estimate (47) with (48) and (49) can be seen as a generalization of (10). Using
the same argument as in [11, p. 201], we conclude that the quantityC(2) will be small
if the eigenvalues λ1, . . . , λm are well separated from λm+1, . . . , λN . In particular,
this will be the case if A possesses the spectral distributions
|λ1|  · · ·  |λm|  |λm+1|  · · ·  |λN | (50)
or
(λ1)  · · ·  (λm) (λm+1)  · · ·  (λN), (51)
where (λ) denotes the real part of λ.
4. Conclusion
We derived error bounds for the sine between the block Krylov subspace Kr
defined in (18) and the desired invariant subspace V1. The obtained results are of
theoretical type involving quantities not always readily computable. The main results
stated in Theorem 2.1 uses information on the complement orthogonal spaces V1
and V⊥1 . Theorem 2.2 is simply another version of Theorem 2.1 that uses comple-
mentary invariant subspaces rather than V1 and V⊥1 . Both theorems can be seen as
the block analogue of the classical a priori estimates for standard projection methods
[11]. The analysis conducted in this note does not assume that the matrix A is diag-
onalizable. In the case where A is Hermitian, we shown the parallel with the bounds
established in [8, Theorem 5] (compare (36) with (37)). We discussed the diagon-
alizable case in Section 3 and obtained extensions of the minimax problems known
in the standard case [9] (compare (9) and (10) with (47)–(49)). These last estimates
show that the invariant subspace corresponding to a tight cluster of eigenvalues well
separated from the rest of the spectrum is well approximated by block Krylov sub-
space methods, which is not the case with standard Krylov methods. These estimates
are actually upper bounds, not necessarily optimal, for the constant C(2). Improving
these estimates would allow us to better understand the behaviour of block Krylov
methods when eigenvalues are defective.
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