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Abstract
We study ground states of two-dimensional Bose-Einstein condensates with attractive
interactions in a trap V (x) rotating at the velocity Ω. It is known that there exist a critical
rotational velocity 0 < Ω∗ := Ω∗(V ) ≤ ∞ and a critical number 0 < a∗ < ∞ such that
for any rotational velocity 0 ≤ Ω < Ω∗, ground states exist if and only if the coupling
constant a satisfies a < a∗. For a general class of traps V (x), which may not be symmetric,
we prove in this paper that up to a constant phase, there exists a unique ground state as
aր a∗, where Ω ∈ (0,Ω∗) is fixed. This result extends essentially a recent uniqueness result
in [28, Theorem 1.3], where only the radially symmetric traps V (x) could be handled with.
Keywords: Bose-Einstein condensate; rotational velocity; local uniqueness; Pohozaev identity
1 Introduction
Bose-Einstein condensate (BEC) is a state of matter, in which atoms or particles are cooled to
the sufficiently low temperature that a large fraction of them “condense” into a single quantum
state. Because BEC can present quantum effects at the macroscopic scale, it has become an
important subject in experimental studies since the first realization [3,19] of BEC in dilute gases
of alkali atoms in 1995. Various interesting quantum phenomena have been observed in BEC
experiments over the past two decades, including the critical-mass collapse [9,10,19,33,36,50], the
appearance of quantized vortices [1,8,13,22,52,54], and the center-of-mass rotation [1,22,45,52].
These novel experimental progresses promote greatly the developments of mathematical theories
and numerical methods arising from BEC, see [1, 2, 17, 19, 22, 34, 35, 42–44,52].
When the interactions between the cold atoms in the condensates are repulsive, the quantized
vortices and some other complex structures of rotating BEC in a trap were analyzed and simulated
extensively in the past few years, see [1,2,6,17,19,22,34,35] and the references therein. Due to the
critical-mass collapse phenomenon, the rotating condensates with attractive interactions however
behave quite different from those of the well-understood repulsive case. For example, vortices
are generally unstable in the rotating BEC with attractive interactions (see, e.g., [13, 45, 52]),
even though vortices are known cf. [2,16,22] to form stable lattice configurations in the repulsive
case. More importantly, the existing theoretical analysis and numerical simulations show cf.
[6,13,19,22,45,52] that the rotating BEC with attractive interactions present more complicated
phenomena and structures.
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By a mean-field approximation, see [6,39], the energy of the two-dimensional attractive BEC
in a rotating trap can be described by the following Gross-Pitaevskii (GP) energy functional:
Fa(u) :=
∫
R2
(|∇u|2 + V (x)|u|2)dx− a
2
∫
R2
|u|4dx− Ω
∫
R2
x⊥ · (iu, ∇u)dx, u ∈ H, (1.1)
where x⊥ = (−x2, x1) with x = (x1, x2) ∈ R2, (iu, ∇u) = i(u∇u¯ − u¯∇u)/2, and the complex
space H is defined as
H :=
{
u ∈ H1(R2,C) :
∫
R2
V (x)|u|2dx <∞
}
. (1.2)
Here the parameter a > 0 in (1.1) characterizes the absolute product of the scattering length
ν of the two-body interaction times the number N of particles in the condensates, and Ω ≥ 0
describes the rotational velocity of the rotating trap V (x) ≥ 0. Following (1.1), the ground
states of two-dimensional attractive BEC in a rotating trap satisfy (cf. [6, 39]) the following
mass constraint variational problem:
eF (a) := inf{u∈H, ‖u‖22=1}
Fa(u), a > 0. (1.3)
Alternatively, one may impose eF (a) a different constraint
∫
R2
|u(x)|2dx = N > 0, but the latter
case can be easily reduced to the previous one with a being replaced by a/N . In view of this
fact, in this paper we focus on the form of eF (a) instead. We remark that eF (a) is essentially
a mass-critical constraint variational problem. The mass-subcritical case of eF (a), where the
nonlinear term |u|4 is replaced by |u|p for 2 < p < 4, was studied as early as in the pioneering
work of Esteban-Lions [21].
For the non-rotational case Ω = 0 of eF (a), the existence, stability and mass concentration of
real-valued minimizers were studied recently in [27,29–31,53] and the references therein. In this
case, it was shown in [27, 29–31] that eF (a) admits real-valued minimizers if and only if a < a
∗,
where a∗ = ‖w‖2L2(R2) and w = w(|x|) > 0 is the unique (cf. [38, 51]) positive radial solution of
the following nonlinear scalar field equation
−∆u+ u− u3 = 0 in R2, u ∈ H1(R2,R). (1.4)
By an analytic approach of [15, Theorem II.1], this further implies the following existence and
nonexistence: for the non-rotational case Ω = 0, eF (a) admits complex-valued minimizers (i.e.,
ground states) if and only if a < a∗. Moreover, the mass concentration, symmetry breaking and
other analytic properties of minimizers for eF (a) at Ω = 0 were analyzed recently for different
types of V (x), see [27, 29–31,46] and the references therein.
The rotational case Ω > 0 of eF (a) was discussed more recently in [4,6,28,39], where the exis-
tence, stability and the limit behavior of complex-valued minimizers were then studied. Specially,
if the general trapping potential 0 ≤ V (x) ∈ L∞loc(R2) satisfies
lim|x|→∞
V (x)
|x|2 > 0, (1.5)
the following critical rotational velocity Ω∗ := Ω∗(V ) is defined in [28]:
Ω∗ := sup
{
Ω > 0 : V (x) − Ω
2
4
|x|2 →∞ as |x| → ∞
}
. (1.6)
One can note that depending on V (x), both 0 < Ω∗ < ∞ and Ω∗ = ∞ can happen. Under the
assumption (1.5), the following existence and non-existence of minimizers for eF (a) were proved
in [28, Theorem 1.1]:
Theorem A. Assume V (x) ∈ L∞loc(R2) satisfies (1.5) such that Ω∗ ∈ (0,+∞] in (1.6) exists.
Then we have
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1. If 0 ≤ Ω < Ω∗ and 0 ≤ a < a∗ := ‖w‖22, then there exists at least one minimizer of eF (a).
2. If 0 ≤ Ω < Ω∗ and a ≥ a∗ := ‖w‖22, then there is no minimizer of eF (a).
3. If Ω > Ω∗, then for any a ≥ 0, there is no minimizer of eF (a).
If eF (a) admits a minimizer ua, then the variational theory yields that ua is a ground state
of the following Euler-Lagrange equation
−∆ua + V (x)ua + iΩ (x⊥ · ∇ua) = µua + a|ua|2ua in R2, (1.7)
where µ = µ(a,Ω, ua) ∈ R is a suitable Lagrange multiplier. We remark that the complex-valued
solutions of (1.7) were studied directly in [7, 12, 21, 40] and the references therein, where the
existence, uniqueness, and other analytic properties of complex-valued solutions were obtained
via the Lyapunov-Schmidt reduction, topological degree method, and so on. As for eF (a), suppose
V (x) satisfies the assumption (1.5) such that Ω∗ ∈ (0,+∞] exists, and let 0 ≤ Ω < Ω∗ be fixed
which then implies that VΩ(x) := V (x) − Ω24 |x|2 ≥ 0 in R2. Applying the energy estimates and
elliptic analysis of ua, under these assumptions it was proved in [28,39] that the minimizer ua of
eF (a) concentrates at a global minimum point of VΩ(x) as aր a∗, in the sense that
‖ua‖∞ →∞ and
∫
R2
VΩ(x)|ua|2dx→ VΩ(x0) := inf
x∈R2
VΩ(x) as aր a∗. (1.8)
Based on the uniform convergence (1.8), the uniqueness and free-vortex (i.e., the nonexistence
of vortices) of minimizers for eF (a) as aր a∗ were further obtained in [28, Theorem 1.3] for the
harmonic case V (x) = |x|2. It deserves to emphasize that the uniqueness and free-vortex were
proved in [28, Theorem 1.3] by the so-called method of inductive symmetry, which cannot however
be extended to the non-radially symmetric case of V (x). On the other hand, we should mention
that the non-radially symmetric trap V (x) = |x|2 + |x1|2 + λ|x2|2, where x = (x1, x2) ∈ R2
and λ > 0, was already used in BEC experiments, see [47, 48] and the references therein. It
is therefore natural to wonder whether the above uniqueness and free-vortex of minimizers for
eF (a) carry over into the case where the trap V (x) is not radially symmetric.
Stimulated by above facts, the main purpose of this paper is to address the uniqueness of
minimizers for eF (a) under a more general class of traps V (x), which may not be symmetric. For
this purpose, we now introduce the following homogeneous functions:
Definition 1.1. A function h(x) : R2 7−→ R is called homogeneous of degree p ∈ R+ (about the
origin), if
h(tx) = tph(x) for any t ∈ R+ and x ∈ R2. (1.9)
One can note that if lim|x|→∞ h(x) = +∞, then x = 0 is the unique minimum point of h(x).
Following the above definition, we next assume that V (x) satisfies
(V ). VΩ(x) := V (x) − Ω24 |x|2 ≥ 0 and {x ∈ R2 : VΩ(x) = 0} = {0}, where VΩ(x) satisfies
|VΩ(x)| ≤ Ceγ|x| and |∇VΩ(x)| ≤ Ceγ|x| for some γ > 0 as |x| → ∞, (1.10)
and
VΩ(x) = h(x) + o(|x|p) and ∂VΩ(x)
∂xj
=
∂h(x)
∂xj
+ o(|x|p−1) as |x| → 0, j = 1, 2 (1.11)
for some homogeneous function 0 ≤ h(x) ∈ C1(R2) of degree 1 < p ≤ 2, where h(x) satisfies
lim|x|→∞ h(x) = +∞.
Example 1.1. Consider the following non-radially symmetric potential
V (x) = |x|2 + a1|x1|p + a2|x2|p, a1 ≥ 0, a2 ≥ 0 and 1 < p ≤ 2, (1.12)
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where x = (x1, x2) ∈ R2. We remark that when p = 2, (1.12) gives the harmonic potential
considered in [47,48] for BEC experiments. One can easily check that V (x) ∈ C1,p−1loc (R2) satisfies
the assumptions (1.5) and (V ) for the homogeneous function 0 ≤ h(x) ∈ C1(R2) satisfying

h(x) = a1|x1|p + a2|x2|p, if 1 < p < 2;
h(x) =
(
1− Ω24
)|x|2 + a1|x1|2 + a2|x2|2, if p = 2,
(1.13)
where a1 ≥ 0 and a2 ≥ 0 are as in (1.12). Moreover, one can check from (1.13) that H(y) :=∫
R2
h(x + y)w2(x)dx admits a unique critical point y0 = 0, which is also non-degenerate in the
sense that
det
( ∫
R2
∂h(x)
∂xj
∂w2(x)
∂xl
dx
)
j,l=1,2
6= 0. (1.14)
Under the above assumptions, the main result of this paper is concerned with the following
local uniqueness.
Theorem 1.1. Suppose V (x) ∈ C1,αloc (R2) (0 < α < 1) satisfies (1.5) and (V ) for some homoge-
neous function 0 ≤ h(x) ∈ C1(R2) of degree p ∈ (1, 2], and let Ω ∈ (0,Ω∗) be fixed, where Ω∗ > 0
is defined as in (1.6). If h(x) also satisfies
y0 is the unique and non-degenerate critical point of H(y) :=
∫
R2
h(x+ y)w2(x)dx, (1.15)
then up to the constant phase, there exists a unique complex-valued minimizer of eF (a) as aր a∗.
We note that depending on the shape of h(x), the critical point y0 ∈ R2 of (1.15) can be
nonzero, and the non-degeneracy of (1.15) is defined in the sense of (1.14). In view of Example
1.1, our Theorem 1.1 shows that the uniqueness of complex-valued minimizers for eF (a) as aր a∗
holds for non-radially symmetric traps V (x). In view of [2, Chapter 7], one may wonder whether
the uniqueness of Theorem 1.1 can provide the first step towards the free-vortex of minimizers
for eF (a) under the non-symmetric traps V (x).
Even though the similar local uniqueness of complex-valued solutions were investigated in
[12,28] and somewhere else, to our best knowledge, those arguments do not work in our situation.
Actually, the topological degree argument (e.g. [12]) seems not work for proving Theorem 1.1,
due to the possible multiplicity of the Lagrange multiplier µ = µ(a) ∈ R in the following Euler-
Lagrange equation
−∆ua + V (x)ua + iΩ (x⊥ · ∇ua) = µua + a|ua|2ua in R2, (1.16)
which is associated to the complex-valued minimizer ua of eF (a). On the other hand, the local
uniqueness of [28, Theorem 1.3] follows heavily from the fact that if V (x) = |x|2, then Im(ua) ≡
0 as a ր a∗, which is however false generally for the non-radially symmetric case of V (x).
Therefore, it is necessary to investigate a different approach for proving Theorem 1.1.
Motivated by [11, 20, 25–27] and the references therein, we shall prove Theorem 1.1 by con-
structing various Pohozaev identities, which were widely used in the existing literature mainly for
studying the real-valued elliptic problems. Comparing with the existing works, e.g. [11,20,25–27],
there however appear some new difficulties in studying eF (a) by local Pohozaev identities. Ac-
tually, one cannot establish directly local Pohozaev identities of the complex-valued minimizers
ua, due to the appearance of the rotating term iΩ (x
⊥ · ∇ua) in (1.16). We shall overcome this
first difficulty by carefully investigating, instead of (1.16), the coupled system of (Ra(x), Ia(x))
for ua := Ra + iIa, where Ra and Ia denote the real and imaginary parts of ua, respectively.
To illustrate other difficulties in proving Theorem 1.1, we now suppose by contradiction that
up to a constant phase, there exist two different minimizers u1,a 6≡ u2,a of eF (a) as aր a∗. Since
uj,a blows up and is a complex function, motivated by [11, 20, 25–27] the second difficulty is to
seek for suitable novel transformations of uj,a, where j = 1, 2. It turns out that such a difficulty
can be settled, if one defines
u˜j,a(x) := αauj,a(αax+ x2,a)e
−i(αaΩ
2
x·x⊥2,a)eiϕj,a = Rj,a(x) + iIj,a(x), j = 1, 2, (1.17)
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and considers separately the real part Rj,a(x) and the imaginary part Ij,a(x) of u˜j,a(x), where
αa :=
(a∗−a)
1
2+p
λ > 0 is as in (2.12), and x2,a ∈ R2 is the unique global maximum point of |u2,a|
as a ր a∗. The most important advantage of such a transformation lies in the fact that the
constants ϕj,a ∈ [0, 2π) in (1.17) can be chosen properly such that
∫
R2
w(x)Ij,a(x)dx = 0, j = 1, 2. (1.18)
Because u1,a 6≡ u2,a, we next set
ηa(x) :=
u˜2,a(x)− u˜1,a(x)
‖u˜2,a − u˜1,a‖L∞(R2) = η1,a(x) + iη2,a(x), (1.19)
where η1,a and η2,a denote the real and imaginary parts of ηa, respectively. In order to derive
effectively local Pohozaev identities of proving Theorem 1.1, the third difficulty is how to derive
the refined L∞-uniform estimates of both η1,a and η2,a as aր a∗. By making full use of (1.18),
we shall overcome this difficulty by proving Lemma 3.3 and Proposition 3.4, which reveal that
η1,a is the dominant part of ηa(x) as a ր a∗. As a result, the delicate analysis then gives that
the limit function η0 := η1+ iη2 ∈ H1(R2,C), where ηa → η0 (up to a subsequence, if necessary)
as aր a∗, satisfies
η1 = b0(w + x · ∇w) +
2∑
i=1
bi
∂w
∂xi
and η2 ≡ 0 in R2 (1.20)
for some constants b0, b1 and b2. In view of (1.20), we shall derive local Pohozaev identities of
η1,a, from which we shall finally derive that b0 = b1 = b2 = 0 in (1.20). This analysis can further
lead to a contradiction, and Theorem 1.1 therefore holds true.
This paper is organized as follows. In Section 2, we shall give a detailed analysis on the L∞-
uniform estimates of minimizers for eF (a) as aր a∗. In Section 3, we shall first derive a crucial
gradient estimate of (3.16), based on which the refined limit profiles of minimizers as aր a∗ are
then established in Lemma 3.3 and Proposition 3.4. Following the refined estimates of previous
sections, the complete proof of Theorem 1.1 is finally addressed in Section 4 by deriving local
Pohozaev identities.
2 L∞-uniform estimates as aր a∗
The purpose of this section is to address L∞−uniform estimates of the complex-valued minimizers
for eF (a) as aր a∗. Towards this purpose, we first introduce the following Gagliardo-Nirenberg
inequality ∫
R2
|u(x)|4dx ≤ 2
a∗
∫
R2
|∇u(x)|2dx
∫
R2
|u(x)|2dx, u ∈ H1(R2,R), (2.1)
where the equality is attained (cf. [51]) at the unique positive radial solution w of (1.4). Moreover,
it follows from [14, Lemma 8.1.2] that w = w(|x|) > 0 satisfies
∫
R2
|∇w|2dx =
∫
R2
w2dx =
1
2
∫
R2
w4dx, (2.2)
and note from [23, Proposition 4.1] that
w(x) , |∇w(x)| = O(|x|− 12 e−|x|) as |x| → ∞. (2.3)
Given any vector function A ∈ L2loc(R2,R2), recall also from [41] the following Diamagnetic
inequality:
|(∇− iA)u|2 ≥ ∣∣∇|u|∣∣2 a.e. on R2, u ∈ H1(R2,C). (2.4)
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In this paper, we often use the following linearized operator
L := −∆+ 1− w2 in R2. (2.5)
It then obtains from [41, Theorem 11.8] and [41, Corollary 11.9] that
kerL = {w} and 〈Lv, v〉 ≥ 0 for all v ∈ L2(R2). (2.6)
Further, by a standard argument (e.g. (3.45) in [28]), there exists ρ > 0 such that
〈Lv, v〉 ≥ ρ‖u‖2H1(R2) for all u ∈ S, (2.7)
where the space S is defined as
S :=
{
u ∈ H1(R2,R) :
∫
R2
w(x)u(x)dx = 0
}
.
Denote the linearized operator N by
N := −∆+ 1− 3w2 in R2. (2.8)
It then follows from [38, 49] that
kerN =
{ ∂w
∂x1
,
∂w
∂x2
}
. (2.9)
Here and in the sequel, we always denote ua to be a complex-valued minimizer of eF (a),
where the rotating speed Ω ∈ (0,Ω∗) is fixed. By the variational theory, there exists a Lagrange
multiplier µa ∈ R satisfying
µa = eF (a)− a
2
∫
R2
|ua|4dx (2.10)
such that ua solves the following Euler-Lagrange equation:
−∆ua + V (x)ua + iΩ(x⊥ · ∇ua) = µaua + a|ua|2ua in R2. (2.11)
Under the assumptions of Theorem 1.1, we also define
αa :=
(a∗ − a) 12+p
λ
, where 1 < p ≤ 2, (2.12)
and
λ =


[p
2
∫
R2
h(x+ y0)w
2(x)dx
] 1
2+p
, if 1 < p < 2;
[ ∫
R2
(
h(x+ y0) +
Ω2
4
|x|2
)
w2(x)dx
] 1
4
, if p = 2.
(2.13)
Denoting εa > 0 by
εa :=
( ∫
R2
|∇ua|2dx
)− 1
2
> 0, (2.14)
we now define
wa(x) := εaua
(
εax+ xa
)
e−i(
εaΩ
2
x·x⊥a −θa), (2.15)
where xa is a global maximal point of |ua(x)| and θa ∈ [0, 2π) is a proper constant. Using above
notations, since the following results can be proved similar to those of [28, Section 3], we omit
the details of the proof for simplicity.
Lemma 2.1. Under the assumptions of Theorem 1.1, let ua be a minimizer of eF (a). Then we
have
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(i). The parameter εa > 0 satisfies
εa = αa + o(αa) > 0 and µaε
2
a → −1 as aր a∗, (2.16)
where µa ∈ R is the Lagrange multiplier of (2.11).
(ii). The function wa(x), defined in (2.15) for some constant θa ∈ [0, 2π), satisfies
lim
aրa∗
wa(x) =
w(x)√
a∗
strongly in L∞(R2,C) ∩H1(R2,C) as aր a∗, (2.17)
and there exists a constant C > 0, independent of 0 < a < a∗, such that wa(x) satisfies
|wa(x)| ≤ Ce− 23 |x| uniformly in R2 as aր a∗. (2.18)
(iii). The global maximal point xa of |ua| must be unique as aր a∗, and xa satisfies
lim
aրa∗
xa
εa
= lim
aրa∗
xa
αa
= y0, (2.19)
where αa > 0 and y0 ∈ R are defined by (2.12) and (1.15), respectively.
Based on Lemma 2.1, we now consider
va(x) := αaua(αax+ xa)e
−i
(
Ωαa
2
x·x⊥a
)
eiϕa = Ra(x) + iIa(x), (2.20)
where Ra(x) and Ia(x) denote the real and imaginary parts of va(x), respectively, and the
constant phase ϕa ∈ [0, 2π) is chosen such that
∥∥∥va − w√
a∗
∥∥∥
L2(R2)
= min
θ∈[0,2pi)
∥∥∥eiθva − w√
a∗
∥∥∥
L2(R2)
. (2.21)
This gives the following orthogonality condition on Ia(x), which will make play an essential role
in the following analysis: ∫
R2
w(x)Ia(x)dx = 0. (2.22)
The following proposition gives the L∞−uniform estimates of va:
Proposition 2.2. Under the assumptions of Theorem 1.1, assume va(x) and ϕa ∈ [0, 2π) are
defined by (2.20) and (2.21), respectively. Then we have
(i). va(x) satisfies
lim
aրa∗
va(x) =
w(x)√
a∗
strongly in L∞(R2,C) ∩H1(R2,C). (2.23)
(ii). There exists a constant C > 0 such that as aր a∗
|va(x)| ≤ Ce− 23 |x|, |∇va(x)| ≤ Ce− 12 |x| in R2. (2.24)
Proof. 1. Firstly, we derive from (2.16) and (2.17) that
lim
aրa∗
αaua(αax+ xa)e
−i
(
Ωαa
2
x·x⊥a
)
eiθa =
w(x)√
a∗
(2.25)
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strongly in L∞(R2,C)∩H1(R2,C), where θa ∈ [0, 2π) is defined by (2.15) such that (2.17) holds.
We then derive from (2.25) that
lim
aրa∗
∥∥αaua(αax+ xa)e−i
(
Ωαa
2
x·x⊥a
)(
eiθa − eiϕa)∥∥
L2(R2)
≤ lim
aրa∗
∥∥∥αaua(αax+ xa)e−i
(
Ωαa
2
x·x⊥a
)
eiθa − w√
a∗
∥∥∥
L2(R2)
+ lim
aրa∗
∥∥∥αaua(αax+ xa)e−i
(
Ωαa
2
x·x⊥a
)
eiϕa − w√
a∗
∥∥∥
L2(R2)
≤ lim
aրa∗
2
∥∥∥αaua(αax+ xa)e−i
(
Ωαa
2
x·x⊥a
)
eiθa − w√
a∗
∥∥∥
L2(R2)
= 0,
where we have used (2.21) in the last inequality. The above estimate implies that
lim
aրa∗
(ϕa − θa) = 0, (2.26)
and Proposition 2.2 (i) is therefore proved in view of (2.25).
2. Note from (2.11) and (2.20) that va(x) satisfies
−∆va + iα2aΩ
(
x⊥ · ∇va
)
+
[α4aΩ2|x|2
4
+ α2aVΩ(αax+ xa)
]
va
=α2aµava + a|va|2va in R2.
(2.27)
Similar to the proof of (3.31) in [28], by the comparison principle one can derive from (2.23) and
(2.27) that as aր a∗,
|va(x)| ≤ Ce− 23 |x| in R2. (2.28)
It remains to prove the uniformly exponential decay of |∇va|. To do this, denoting ∂jva(x) :=
∂va(x)
∂xj
(j = 1, 2), we follow from (2.27) that for j, l = 1, 2,
−∆∂jva + (−1)j+1α2aΩi∂lva + iα2aΩ(x⊥ · ∇∂jva)
+
(α4aΩ2
4
|x|2 + α2aVΩ(αax+ xa)− α2aµa − a|va|2
)
∂jva
+
[α4aΩ2
2
xj + α
2
a
∂VΩ(αax+ xa)
∂xj
− 2a(∂jva, va)
]
va = 0 in R
2, l 6= j,
where (f, g) = Re(f · g¯) denotes the real part of f · g¯. Then we get that for l 6= j,
− 1
2
∆|∂jva|2 + |∇∂jva|2 + (−1)j+1α2aΩ(i∂lva, ∂jva)− α2aΩx⊥ · (i∂jva,∇∂jva)
+
[α4aΩ2
4
|x|2 + α2aVΩ(εax+ xa)− α2aµa − a|va|2
]
|∂jva|2
+
(α4aΩ2
2
xj + α
2
a
∂VΩ(αax+ xa)
∂xj
)
(va, ∂jva)− 2a(∂jva, va)2 = 0 in R2, j, l = 1, 2.
(2.29)
By the inequality (2.4), we have
|∇∂jva|2 − α2aΩx⊥ · (i∂jva,∇∂jva) +
α4aΩ
2
4
|x|2|∂jva|2 ≥ 0 in R2, j = 1, 2. (2.30)
Under the assumption (V ), we also obtain from (2.28) that for j = 1, 2,
∣∣∣
(α4aΩ2
2
xj + α
2
a
∂VΩ(αax+ xa)
∂xj
)
(va, ∂jva)
∣∣∣
≤α
4
aΩ
2
2
( |xj |2|va|2
2
+
|∂jva|2
2
)
+ α2a
( |∂VΩ(αax+xa)∂xj |2|va|2
2
+
|∂jva|2
2
)
≤Cα2ae−|x| + Cα2a|∂jva|2 in R2,
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and
(−α2aµa − a|va|2)
(|∂1va|2 + |∂2va|2)− 2a[(∂1va, va)2 + (∂2va, va)2]
+ α2aΩ(i∂2va, ∂1va)− α2aΩ(i∂1va, ∂2va)
≥
(3
4
− 3a|va|2
)(|∂1va|2 + |∂2va|2) in R2,
due to the fact that −α2aµa → 1 and α2a → 0 as aր a∗. Combining all above estimates, we get
that as aր a∗, (
−∆+ 2
3
− 3a|va|2
)
|∇va|2 ≤ Ce−|x| in R2. (2.31)
Since va is bounded uniformly in H
1(R2), one can deduce from De Giorgi-Nash-Moser theory [32,
Theorem 4.1] that
max
x∈B1(ξ)
|∇va(x)|2 ≤ C
( ∫
B2(ξ)
|∇va(x)|2dx+ ‖e−|x|‖L2(B2(ξ))
)
. (2.32)
Therefore, we derive from (2.23) and (2.32) that
|∇va(x)|2 ≤ C and lim|x|→∞ |∇va(x)|
2 = 0 as aր a∗. (2.33)
Substituting (2.33) and (2.28) into (2.31) yields that
(
−∆+ 2
3
)
|∇va(x)|2 ≤ Ce−|x| in R2,
from which the gradient estimate of (2.24) is therefore proved by the comparison principle.
Employing the non-degeneracy (2.7) of the linearized operator L, we next give the following
refined L∞−uniform estimates of the imaginary part Ia for va:
Lemma 2.3. Under the assumptions of Theorem 1.1, assume Ia is defined by (2.20). Then we
have
|Ia(x)| ≤ C21(αa)e− 14 |x|, |∇Ia(x)| ≤ C22(αa)e− 18 |x| uniformly in R2 as aր a∗, (2.34)
where the constants C21(αa) > 0 and C22(αa) > 0 satisfy
C21(αa) = o(α
2
a) and C22(αa) = o(α
2
a) as aր a∗. (2.35)
Proof. Denote the operator
La := −∆+ α
4
aΩ
2|x|2
4
+ α2aVΩ(αax+ xa)− α2aµa − a|va|2. (2.36)
Following (2.22) and (2.27), the imaginary part Ia of va satisfies
LaIa(x) = −α2aΩ
(
x⊥ · ∇Ra
)
in R2,
∫
R2
Ia(x)w(x)dx = 0. (2.37)
We first claim that as aր a∗,
∣∣α2aΩ(x⊥ · ∇Ra)∣∣ ≤ C(αa)e− 14 |x| uniformly in R2, (2.38)
where the constant C(αa) > 0 satisfies C(αa) = o(α
2
a) as aր a∗. Actually, since (x⊥ · ∇w) ≡ 0
in R2, for any fixed large R > 0, one can obtain from (2.3) and (2.24) that
∣∣∣x⊥ · ∇
(
Ra − w√
a∗
)∣∣∣ ≤ Ce−R8 e− 14 |x| in R2/BR(0). (2.39)
On the other hand, we get from (2.24) that va and (x
⊥ · ∇va) are bounded uniformly in
L∞
(
BR+1(0)
)
. Applying the Lp estimate (cf. [24, Theorem 9.11]) to (2.27) yields that va
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is bounded uniformly in W 2,q
(
BR(0)
)
for any q > 2. Since the embedding W 2,q
(
BR(0)
) →֒
C1
(
BR(0)
)
is compact by [24, Theorem 7.26], there exist a subsequence {vak} of {va} and
w0(x) ∈ H1
(
BR(0)
)
such that
vak(x)→ w0(x) uniformly in C1
(
BR(0)
)
as ak ր a∗.
By the convergence (2.23), we conclude that w0(x) ≡ w(x)√a∗ in BR(0) and the above convergence
hence holds for the whole sequence, i.e.,
va(x)→ w√
a∗
uniformly in C1
(
BR(0)
)
as aր a∗. (2.40)
Since R > 0 is arbitrary, we deduce from (2.39) and (2.40) that the claim (2.38) holds true.
We next follow (2.38) to prove (2.34) and (2.35). Multiplying (2.37) by Ia and integrating
over R2, we get from (2.38) that∫
R2
(LaIa)Iadx = −α2aΩ
∫
R2
(x⊥ · ∇Ra)Iadx = o(α2a)‖Ia‖L2(R2) as aր a∗. (2.41)
Since
∫
R2
Iawdx = 0, following (2.7) and (2.23), we also have∫
R2
(LaIa)Iadx ≥
∫
R2
{
(LIa)Ia −
(
1 + α2aµa
)
I2a −
(
a|va|2 − w2
)
I2a
}
dx
=
∫
R2
(LIa)Iadx+ o(1)
∫
R2
I2adx ≥
ρ
2
‖Ia‖2H1(R2),
(2.42)
where the constant ρ > 0, independent of 0 < a < a∗, is given by (2.7). Hence, we obtain from
(2.41) and (2.42) that
‖Ia‖H1(R2) = o(α2a) as aր a∗. (2.43)
On the other hand, we derive from (2.37) that |Ia|2 satisfies
[
− 1
2
∆ +
(α4aΩ2
4
|x|2 + α2aVΩ(αax+ xa)− µaα2a − a|va|2
)]
|Ia|2 + |∇Ia|2
=− α2aΩ(x⊥ · ∇Ra)Ia in R2,
which implies that
− 1
2
∆|Ia|2 − µaα2a|Ia|2 − a|va|2|Ia|2 ≤ −α2aΩ(x⊥ · ∇Ra)Ia in R2. (2.44)
Following De Giorgi-Nash-Moser theory again (cf. [32, Theorem 4.1]), it follows from (2.44) that
for any ξ ∈ R2,
sup
x∈B1(ξ)
|Ia(x)|2 ≤ C
(
‖Ia‖2L2(B2(ξ)) + ‖α2aΩ(x⊥ · ∇Ra)Ia‖L2(B2(ξ))
)
. (2.45)
Applying Proposition 2.2, we then deduce from (2.38), (2.43) and (2.45) that
‖Ia‖L∞(R2) = o(α2a) as aր a∗, (2.46)
and hence∣∣∣a|va|2Ia − α2aΩ(x⊥ · ∇Ra)
∣∣∣ ≤ C0(αa)e− 14 |x| uniformly in R2 as aր a∗, (2.47)
where the constant C0(αa) > 0 satisfies C0(αa) = o(α
2
a) as a ր a∗. Applying the comparison
principle to (2.44), we further get from (2.46) and (2.47) that as aր a∗,
|Ia(x)| ≤ C1(αa)e− 14 |x| uniformly in R2,
where the constant C1(αa) > 0 satisfies C1(αa) = o(α
2
a) as aր a∗. Moreover, applying gradient
estimates (see (3.15) in [24]) to the equation (2.37), we conclude from above that the gradient
estimate of (2.34) and (2.35) holds true, which therefore completes the proof of Lemma 2.3.
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3 The analysis on a linearized problem
Following the L∞−uniform estimates of previous section, to prove Theorem 1.1, this section is
concerned with the analysis of the linearized problem (3.14) defined below. In other words, in
order to prove Theorem 1.1, by contradiction we suppose that up to the constant phase, there
exist two different minimizers of eF (a) as aր a∗, which are always denoted by u1,a and u2,a in
this section.
Let x1,a and x2,a be the unique global maximum point of |u1,a| and |u2,a| as aր a∗, respec-
tively. Since xj,a satisfies (2.19) for j = 1, 2, we have
lim
aրa∗
|x2,a − x1,a|
αa
= 0, (3.1)
where αa > 0 is defined by (2.12). In view of (2.11), uj,a solves the following Euler-Lagrange
equation
−∆uj,a(x) + V (x)uj,a(x) + iΩ(x⊥ · ∇uj,a) = µj,auj,a(x) + a|uj,a|2uj,a(x) in R2, (3.2)
where µj,a ∈ R is a suitable Lagrange multiplier satisfying
µj,a = eF (a)− a
2
∫
R2
|uj,a(x)|4dx, j = 1, 2. (3.3)
We now define for j = 1, 2,
u˜j,a(x) := αauj,a(αax+ x2,a)e
−i(αaΩ
2
x·x⊥2,a)eiϕj,a = Rj,a(x) + iIj,a(x), (3.4)
where Rj,a(x) and Ij,a(x) denote the real and imaginary parts of u˜j,a(x), respectively, and the
constant phase ϕj,a ∈ [0, 2π) can be chosen properly such that
∫
R2
w(x)Ij,a(x)dx = 0, j = 1, 2. (3.5)
We remark that (3.5) makes sense in view of (2.21) and the following fact: Proposition 2.2 and
(3.1) yield that u˜j,a(x) satisfies for j = 1, 2,
lim
aրa∗
u˜j,a(x) =
w(x)√
a∗
strongly in L∞(R2,C) ∩H1(R2,C), (3.6)
Note from (3.2) and (3.4) that u˜j,a(x) satisfies the equation
−∆u˜j,a(x) + iα2aΩ(x⊥ · ∇u˜j,a) +
[α4aΩ2|x|2
4
+ α2aVΩ(αax+ x2,a)
]
u˜j,a(x)
= α2aµj,au˜j,a(x) + a|u˜j,a|2u˜j,a(x) in R2, j = 1, 2.
(3.7)
We start with the following refined estimates of the imaginary part Ij,a(x) for u˜j,a(x).
Lemma 3.1. Under the assumptions of Theorem 1.1, let Ij,a(x) be defined by (3.4) for j = 1, 2.
Then Ij,a(x) satisfies for j = 1, 2,
|Ij,a(x)| ≤ Cj1(αa)e− 12 |x| and |∇Ij,a(x)| ≤ Cj2(αa)e− 14 |x| uniformly in R2 as aր a∗, (3.8)
where the constants Cj1(αa) > 0 and Cj2(αa) > 0 satisfy
Cj1(αa) = o(α
2
a) and Cj2(αa) = o(α
2
a) as aր a∗. (3.9)
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Proof. Recall from Proposition 2.2 that u˜j,a(x) satisfies for j = 1, 2,
|u˜j,a(x)| ≤ Ce− 23 |x| and |∇u˜j,a(x)| ≤ Ce− 12 |x| uniformly in R2 as aր a∗. (3.10)
Moreover, we derive from (3.5) and (3.7) that for j = 1, 2,
Lj,aIj,a(x) = −α2aΩ
(
x⊥ · ∇Rj,a
)
in R2,
∫
R2
Ij,a(x)w(x)dx = 0, (3.11)
where the linearized operator Lj,a is defined by
Lj,a := −∆+ α2aVΩ(αax+ x2,a) +
α4aΩ
2|x|2
4
− α2aµj,a − a|u˜j,a|2. (3.12)
Using (3.6) and (3.10), the same argument of Lemma 2.3 then yields from (3.11) that (3.8) and
(3.9) hold true, and we are therefore done.
We next define the following difference function:
ηa(x) :=
u˜2,a(x)− u˜1,a(x)
‖u˜2,a(x) − u˜1,a(x)‖L∞(R2) = η1,a(x) + iη2,a(x), (3.13)
where η1,a(x) and η2,a(x) denote the real and imaginary parts of ηa(x), respectively. By the
definition of ηa(x), note from (3.7) that ηa(x) satisfies
−∆ηa + iα2aΩ(x⊥ · ∇ηa) + α2aVΩ(αax+ x2,a)ηa +
α4aΩ
2|x|2
4
ηa
= α2aµ1,aηa −
u˜2,a
2
∫
R2
f˜a(|u˜1,a|2 + |u˜2,a|2)dx+ f˜au˜1,a + a|u˜2,a|2ηa in R2,
(3.14)
where f˜a is defined by
f˜a(x) : = a
|u˜2,a(x)|2 − |u˜1,a(x)|2
‖u˜2,a − u˜1,a‖L∞(R2) = a
[
η1,a
(
R1,a +R2,a
)
+ η2,a
(
I1,a + I2,a
)]
. (3.15)
The following several results address the estimates of ηa(x) as aր a∗.
Lemma 3.2. Suppose ηa(x) is defined by (3.13), then there exists a constant C > 0, independent
of 0 < a < a∗, such that
|ηa(x)| ≤ Ce− 23 |x| and |∇ηa(x)| ≤ Ce− 12 |x| uniformly in R2 as aր a∗. (3.16)
Proof. At first, we give the estimate of ηa(x). Following (3.14), we have
− 1
2
∆|ηa|2 + |∇ηa|2 − α2aΩx⊥ · (iηa,∇ηa) +
[
α2aVΩ(αax+ x2,a) +
α4aΩ
2|x|2
4
]
|ηa|2
= α2aµ1,a|ηa|2 −
(u˜2,a, ηa)
2
∫
R2
f˜a(|u˜1,a|2 + |u˜2,a|2)dx
+ (f˜au˜1,a, ηa) + a|u˜2,a|2|ηa|2 in R2.
(3.17)
Using the Diamagnetic inequality (2.4) gives that
|∇ηa|2 − α2aΩx⊥ · (iηa,∇ηa) +
α4aΩ
2|x|2
4
|ηa|2 ≥ 0 in R2. (3.18)
By the definition of f˜a, we also get from Proposition 2.2 that there exists a constant C > 0 such
that
‖f˜a‖L∞(R2) ≤ C and
∣∣∣
∫
R2
f˜a(|u˜1,a|2 + |u˜2,a|2)dx
∣∣∣ ≤ C. (3.19)
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Consequently, we obtain from Proposition 2.2 that
∣∣∣− (u˜2,a, ηa)
2
∫
R2
f˜a(|u˜1,a|2 + |u˜2,a|2)dx+ (f˜au˜1,a, ηa)
∣∣∣
≤ 2δ|ηa|2 + C(δ)|u˜2,a|2 + C(δ)|f˜a|2|u˜1,a|2
≤ 2δ|ηa|2 + C(δ)e− 43 |x| in R2,
(3.20)
where δ > 0 is a small constant and C(δ) > 0 depends only on δ. Recall that −α2aµ1,a → 1 as
aր a∗ in view of Lemma 2.1. Setting δ = 116 , we then deduce from (3.17)-(3.20) that as aր a∗,
−1
2
∆|ηa|2 + 3
4
|ηa|2 ≤ Ce− 43 |x| in R2,
where Proposition 2.2 is used again. By the comparison principle, we conclude from above that
there exists a constant C > 0, independent of 0 < a < a∗, such that as aր a∗,
|ηa(x)| ≤ Ce− 23 |x| uniformly in R2, (3.21)
which implies that the estimate (3.16) of ηa(x) holds true.
Next, we prove the estimate of |∇ηa|. We first notice from (3.14) and (3.19) that as aր a∗,∫
R2
|∇ηa|2dx ≤
∫
R2
{
|∇ηa|2 +
[
α2aVΩ(αax+ x2,a) +
α4aΩ
2|x|2
4
− α2aµ1,a
]
|ηa|2
}
dx
=
∫
R2
{
α2aΩx
⊥ · (iηa,∇ηa) + (f˜au˜1,a, ηa) + a|u˜2,a|2|ηa|2
}
dx
−
∫
R2
(u˜2,a, ηa)
2
dx
∫
R2
f˜a(|u˜1,a|2 + |u˜2,a|2)dx
≤
∫
R2
{1
2
|∇ηa|2 + α
4
aΩ
2|x|2
2
|ηa|2
}
dx+ C
≤ 1
2
∫
R2
|∇ηa|2dx+ C,
where the estimate (3.21) is also used. Following the above estimate, there exists a constant
C > 0 such that as aր a∗,
‖∇ηa(x)‖L2(R2) ≤ C. (3.22)
For convenience, we now denote
∂jηa :=
∂ηa(x)
∂xj
, Va(x) := α
2
aVΩ(αax+ x2,a) +
α4aΩ
2|x|2
4
,
Fa(x) := − u˜2,a
2
∫
R2
f˜a(|u˜1,a|2 + |u˜2,a|2)dx+ f˜au˜1,a.
It follows from (3.14) that for j, l = 1, 2,
−∆∂jηa + iα2aΩ(x⊥ · ∇∂jηa) + (−1)j+1i∂lηa + Va(x)∂jηa +
∂Va
∂xj
ηa
= α2aµ1,a∂jηa +
∂Fa
∂xj
+ a|u˜2,a|2∂jηa + a∂|u˜2,a|
2
∂xj
ηa in R
2, j 6= l.
This further implies that for j, l = 1, 2,
− 1
2
∆|∂jηa|2 + |∇∂jηa|2 − α2aΩx⊥ · (i∂jηa,∇∂jηa)
+ (−1)j+1(i∂lηa, ∂jηa) + Va(x)|∂jηa|2 + ∂Va
∂xj
(ηa, ∂jηa)
= α2aµ1,a|∂jηa|2 +
(∂Fa
∂xj
, ∂jηa
)
+ a|u˜2,a|2|∂jηa|2 + a∂|u˜2,a|
2
∂xj
(ηa, ∂jηa) in R
2, j 6= l.
(3.23)
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Applying the comparison principle, we next follow (3.21)–(3.23) to finish the proof.
By Cauchy’s inequality, we get that
α2aΩx
⊥ · (i∂jηa,∇∂jηa) ≤ α
4
aΩ
2|x|2
4
|∂jηa|2 + |∇∂jηa|2 in R2. (3.24)
Under the assumption (V ), we obtain from (3.10) and (3.21) that
∂Va
∂xj
(ηa, ∂jηa) ≤ δ|∂jηa|2 + C(δ)
∣∣∣∂Va
∂xj
∣∣∣2|ηa|2
≤ δ|∂jηa|2 + C(δ)e−|x| in R2,
(3.25)
and
a
∂|u2,a|2
∂xj
(ηa, ∂jηa) ≤ δ|∂jηa|2 + C(δ)a2
∣∣∣∂|u˜2,a|2
∂xj
∣∣∣2|ηa|2
≤ δ|∂jηa|2 + C(δ)e−|x| in R2,
(3.26)
where δ > 0 is a small constant and C(δ) > 0 depends only on δ. Similarly, one can derive from
(3.15) and (3.19) that
(∂Fa
∂xj
, ∂jηa
)
≤ 2δ|∂jηa|2 + C(δ)
(∣∣∣∂u˜2,a
∂xj
∣∣∣2 +
∣∣∣∂u˜1,a
∂xj
∣∣∣2
)
+
(∂f˜a
∂xj
u˜1,a, ∂jηa
)
≤ 3δ|∂jηa|2 + C(δ)e−|x| + Ce−|x||∂jηa|2 in R2,
(3.27)
where the estimates (3.10) and (3.22) are also used. Moreover, since −α2aµ1,a → 1 as aր a∗, we
get that as aր a∗,
− α2aµ1,a(|∂1ηa|2 + |∂2ηa|2) + α2a(i∂2ηa, ∂1ηa)− α2a(i∂1ηa, ∂2ηa)
≥ (−α2aµ1,a − α2a)(|∂1ηa|2 + |∂2ηa|2) ≥
3
4
(|∂1ηa|2 + |∂2ηa|2).
(3.28)
Following (3.24)–(3.28) with δ = 160 , we conclude from (3.23) that as aր a∗,
− 1
2
∆|∇ηa|2 + 2
3
|∇ηa|2 − Ce−|x||∇ηa|2 ≤ Ce−|x| in R2. (3.29)
Applying De Giorgi-Nash-Moser theory again, we then deduce from (3.29) that for any ξ ∈ R2,
max
x∈B1(ξ)
|∇ηa(x)|2 ≤ C
( ∫
B2(ξ)
|∇ηa(x)|2dx+ ‖e−|x|‖L2(B2(ξ))
)
as aր a∗.
By (3.22), we thus obtain from above that as aր a∗,
‖∇ηa(x)‖L∞(R2) ≤ C and lim|x|→∞ |∇ηa(x)| = 0. (3.30)
Combining (3.29) with (3.30) yields that as aր a∗,
−1
2
∆|∇ηa|2 + 2
3
|∇ηa|2 ≤ Ce−|x||∇ηa|2 + Ce−|x| ≤ Ce−|x| in R2,
from which the desired estimate (3.16) of |∇ηa| can be proved by the comparison principle. This
completes the proof of Lemma 3.2.
Lemma 3.3. Suppose ηa(x) is defined by (3.13). Then there exist a subsequence of {ηa} (still
denoted by {ηa}) and some constants b0, b1 and b2 such that
ηa(x) = b0
(
w + x · ∇w) +
2∑
j=1
bj
∂w
∂xj
+Ma(x) uniformly in R
2 as aր a∗, (3.31)
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where the lower order term Ma(x) satisfies
|Ma(x)| ≤ CM (αa)e− 12 |x|, |∇Ma(x)| ≤ CM (αa)e− 14 |x| uniformly in R2 as aր a∗ (3.32)
for some constant CM (αa) > 0 satisfying CM (αa) = o(1) as aր a∗.
Proof. We first claim that there exist a subsequence of {ηa} (still denoted by {ηa}) and b0, b1
and b2 such that
ηa(x)→ b0
(
w + x · ∇w) +
2∑
j=1
bj
∂w
∂xj
uniformly in C1loc(R
2,C) as aր a∗. (3.33)
Indeed, we note from Lemma 3.2 that the term (x⊥ · ∇ηa) is bounded uniformly and decays
exponentially for sufficiently large |x| as aր a∗. By the standard elliptic regularity (cf. [24]), it
then follows from (3.14) and (3.19) that ηa ∈ C1,αloc (R2,C) and ‖ηa‖C1,α
loc
(R2,C) ≤ C uniformly as
aր a∗ for some α ∈ (0, 1). By the equation (3.14), this implies that there exists a subsequence
of {ηa} (still denoted by {ηa}) such that ηa = η1,a+ iη2,a → η0 = η1+ iη2 ∈ H1(R2,C) uniformly
in C1loc(R
2,C) as aր a∗, where η0 is a weak solution of
−∆η0 + η0 − 2w2η1 − w2η0 = −
( 2
a∗
∫
R2
w3η1dx
)
w in R2,
which further implies that (η1, η2) satisfies the following system


−∆η1 + η1 − 3w2η1 = −
( 2
a∗
∫
R2
w3η1dx
)
w in R2,
−∆η2 + η2 − w2η2 = 0 in R2.
(3.34)
Notice from (3.5) and (3.13) that
∫
R2
w(x)η2,a(x)dx ≡ 0, which further gives that
∫
R2
w(x)η2(x)dx =
0, in view of the fact that η2,a → η2 in C1loc(R2) as a ր a∗. Applying (2.6) and (2.9), we then
conclude from (3.34) that there exist some constants b0, b1 and b2 such that
η1 = b0(w + x · ∇w) +
2∑
i=1
bi
∂w
∂xi
and η2 ≡ 0 in R2,
and the claim (3.33) is therefore proved.
On the other hand, for any fixed sufficiently large R > 0, we derive from (2.3) and (3.16) that
as aր a∗,
∣∣∣ηa(x)−
[
b0
(
w + x · ∇w)+
2∑
j=1
bj
∂w
∂xj
]∣∣∣ ≤ Ce− 512Re− 14 |x| in R2/BR(0), (3.35)
and
∣∣∣∇ηa(x)−∇
[
b0
(
w + x · ∇w) +
2∑
j=1
bj
∂w
∂xj
]∣∣∣ ≤ Ce− 14Re− 14 |x| in R2/BR(0). (3.36)
Since R > 0 is arbitrary, together with (3.33), we conclude from (3.35) and (3.36) that (3.32)
holds true, which completes the proof of Lemma 3.3.
Based on Lemma 3.3, we next establish the following refined estimate of ηa as aր a∗.
Proposition 3.4. Suppose {ηa} is the subsequence obtained in Lemma 3.3. Then the imaginary
part η2,a of ηa satisfies
η2,a(x) =
α2aΩ
2
(− b1x2 + b2x1)w(x) + Ea(x) uniformly in R2 as aր a∗, (3.37)
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where (x1, x2) = x ∈ R2, the constants b1 and b2 are as in Lemma 3.3, and the lower order term
Ea(x) satisfies
|Ea(x)| ≤ CE(αa)e− 18 |x|, |∇Ea(x)| ≤ CE(αa)e− 116 |x| uniformly in R2 as aր a∗ (3.38)
for some constant CE(αa) > 0 satisfying CE(αa) = o(α
2
a) as aր a∗.
Proof. Firstly, we get from (3.14) that
L2,aη2,a = −α2aΩ(x⊥ · ∇η1,a)−
I2,a
2
∫
R2
f˜a(|u˜1,a|2 + |u˜2,a|2)dx + f˜aI1,a in R2, (3.39)
where L2,a and f˜a are defined by (3.12) and (3.15), respectively. Setting
Ga(x) := −I2,a
2
∫
R2
f˜a(|u˜1,a|2 + |u˜2,a|2)dx+ f˜aI1,a,
we then get from (3.31) and (3.39) that η2,a satisfies
L2,aη2,a = −α2aΩ
[
− b1 ∂w
∂x2
+ b2
∂w
∂x1
+Re(x⊥ · ∇Ma)
]
+Ga(x) in R
2,
∫
R2
η2,awdx = 0, (3.40)
where (3.5) is used and Re(·) denotes the real part. Here the constants b1 and b2 are as in Lemma
3.3. Note that − 12xjw(x) is the unique solution of the following equation:
−∆u+ u− w2u = ∂w
∂xj
,
∫
R2
uwdx = 0, j = 1, 2. (3.41)
Denote
Ea(x) := η2,a(x)− α
2
aΩ
2
(− b1x2 + b2x1)w(x).
Applying (3.41), we thus obtain from (3.40) that Ea(x) satisfies
L2,aEa(x) = α
2
aΩ
2
(L − L2,a)
[
(−b1x2 + b2x1)w
] − α2aΩRe(x⊥ · ∇Ma) +Ga(x) in R2, (3.42)
and ∫
R2
Ea(x)w(x)dx = 0, (3.43)
where the operator L is defined by (2.5).
Next, we estimate the right hand side of (3.42). By the definition of L2,a in (3.11), we have
α2aΩ
2
∣∣(L2,a − L)[(−b1x2 + b2x1)w]∣∣ ≤ C(αa)e− 14 |x| uniformly in R2 as aր a∗.
where C(αa) > 0 satisfies
C(αa) = o(α
2
a) as aր a∗. (3.44)
Applying Lemma 3.3 for the estimate of ∇Ma, we also obtain that∣∣Re(α2aΩx⊥ · ∇Ma)∣∣ ≤ C(αa)e− 18 |x| uniformly in R2 as aր a∗,
where C(αa) > 0 also satisfies (3.44). Moreover, it follows from Lemma 3.1 and (3.19) that
|Ga(x)| ≤ C(αa)e− 14 |x| uniformly in R2 as aր a∗,
where C(αa) > 0 satisfies (3.44) again. Following above estimates, we deduce from (3.42) that
∣∣L2,aEa(x)∣∣ =
∣∣∣α2aΩ
2
(L2,a − L)
[
(−b1x2 + b2x1)w
] −Re(α2aΩx⊥ · ∇Ma) +Ga(x)
∣∣∣
≤ C(αa)e− 18 |x| uniformly in R2 as aր a∗,
(3.45)
where C(αa) > 0 satisfies (3.44). By the same argument of Lemma 2.3, Proposition 3.4 is
therefore complete in view of (3.42), (3.43) and (3.45).
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4 Proof of local uniqueness
Following the analytic results of last section, in this section we are now ready to complete the
proof of Theorem 1.1.
Proof of Theorem 1.1. By contradiction, up to a constant phase, suppose that there exist two
different minimizers u1,a 6≡ u2,a of eF (a) as aր a∗, and denote xj,a the unique global maximum
point of |uj,a| as aր a∗ for j = 1, 2. Define
uˆj,a(x) := αauj,a(x)e
−i(Ω
2
x·x⊥2,a)eiϕj,a = Rˆj,a(x) + iIˆj,a(x), j = 1, 2, (4.1)
where Rˆj,a(x) and Iˆj,a(x) denote the real and imaginary parts of uˆj,a(x), respectively, and ϕj,a ∈
[0, 2π) is chosen properly such that (3.5) holds, i.e.,∫
R2
w(x)Iˆj,a(αax+ x2,a)dx = 0, j = 1, 2.
It then yields from (3.6) and (3.10) that as aր a∗,
uˆj,a
(
αax+ x2,a
)→ w√
a∗
strongly in L∞(R2,C) ∩H1(R2,C), (4.2)
and
|uˆj,a
(
αax+ x2,a
)| ≤ Ce− 23 |x|, |∇uˆj,a(αax+ x2,a)| ≤ Ce− 12 |x| uniformly in R2, j = 1, 2. (4.3)
Note from (3.2) and (4.1) that uˆj,a satisfies the equation
− α2a∆uˆj,a(x) + iα2aΩ(x− x2,a)⊥ · ∇uˆj,a +
[α2aΩ2|x− x2,a|2
4
+ α2aVΩ(x)
]
uˆj,a(x)
= α2aµj,auˆj,a(x) + a|uˆj,a|2uˆj,a(x) in R2, j = 1, 2,
(4.4)
where µj,a ∈ R satisfies
µj,a = eF (a)− a
2α4a
∫
R2
|uˆj,a|4dx. (4.5)
Thus, the real part Rˆj,a(x) of uˆj,a(x) satisfies
− α2a∆Rˆj,a(x)− α2aΩ(x− x2,a)⊥ · ∇Iˆj,a +
[α2aΩ2|x− x2,a|2
4
+ α2aVΩ(x)
]
Rˆj,a(x)
= α2aµj,aRˆj,a(x) + a|uˆj,a|2Rˆj,a(x) in R2, j = 1, 2.
(4.6)
Because u1,a 6≡ u2,a, we set
ηˆa(x) :=
uˆ2,a(x)− uˆ1,a(x)
‖uˆ2,a − uˆ1,a‖L∞(R2) = ηˆ1,a(x) + iηˆ2,a(x), (4.7)
where ηˆ1,a(x) and ηˆ2,a(x) denote the real and imaginary parts of uˆj,a(x), respectively. Note from
(3.4) that for j = 1, 2,
ηˆa(αax+ x2,a) = ηa(x), Rˆj,a(αax+ x2,a) = Rj,a(x), Iˆj,a(αax+ x2,a) = Ij,a(x). (4.8)
Applying (4.5) and (4.8), one can derive from Lemma 3.1 that as aր a∗,
α2a
µ2,a − µ1,a
‖uˆ2,a − uˆ1,a‖L∞(R2)
= − a
2α2a
∫
R2
[
ηˆ1,a(Rˆ1,a + Rˆ2,a) + ηˆ2,a(Iˆ1,a + Iˆ2,a)
](|uˆ2,α|2 + |uˆ1,α|2)dx
= −a
2
∫
R2
[
η1,a(R1,a +R2,a) + η2,a(I1,a + I2,a)
] · (|u˜2,α|2 + |u˜1,α|2)dx
= −2 a
(a∗)3/2
∫
R2
[
b0
(
w + x · ∇w)+
2∑
j=1
bj
∂w
∂xj
]
w3dx+ o(1) = b0O(1) + o(1),
(4.9)
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where the constants b0, b1 and b2 are as in Lemma 3.3. We shall finish the rest proof of Theorem
1.1 by the following three steps:
Step 1. We claim that the constants b0, b1 and b2 defined in (3.31) satisfy the following Pohozaev-
type identity:
b0
∫
R2
∂h(y + y0)
∂yl
(x · ∇w2)dy +
2∑
j=1
bj
∫
R2
∂h(y + y0)
∂yl
∂w2
∂yj
dy = 0, l = 1, 2. (4.10)
To prove the above claim (4.10), we first multiply the equation (4.6) by
∂Rˆj,a(x)
∂xl
to get that
− α2a∆Rˆj,a(x)
∂Rˆj,a(x)
∂xl
− α2aΩ(x− x2,a)⊥ · ∇Iˆj,a
∂Rˆj,a(x)
∂xl
+
1
2
[α2aΩ2|x− x2,a|2
4
+ α2aVΩ(x)
]∂|Rˆj,a|2
∂xl
=
1
2
(
α2aµj,a + a|uˆj,a|2
)∂|Rˆj,a|2
∂xl
in R2, j, l = 1, 2.
(4.11)
For any given δ > 0, we calculate that for j = 1, 2,
− α2a
∫
Bδ(x2,a)
∆Rˆj,a
∂Rˆj,a(x)
∂xl
= −α2a
∫
∂Bδ(x2,a)
∂Rˆj,a(x)
∂ν
∂Rˆj,a(x)
∂xl
dS +
α2a
2
∫
∂Bδ(x2,a)
|∇Rˆj,a|2νldS,
and ∫
Bδ(x2,a)
a
2
|uˆj,a|2 ∂|Rˆj,a|
2
∂xl
dx
=
∫
Bδ(x2,a)
a
2
(|Rˆj,a|2 + |Iˆj,a|2)∂|Rˆj,a|
2
∂xl
dx
=
∫
Bδ(x2,a)
a
2
|Iˆj,a|2 ∂|Rˆj,a|
2
∂xl
dx +
∫
∂Bδ(x2,a)
a
4
|Rˆj,a|4νldS,
where ν = (ν1, ν2) denotes the outward unit of ∂Bδ(x2,a). We then derive from (4.11) that for
l = 1, 2,
∫
Bδ(x2,a)
1
2
[α2aΩ2(xl − x2,a,l)
2
+ α2a
∂VΩ(x)
∂xl
]
Rˆ2j,a
=− α2a
∫
∂Bδ(x2,a)
∂Rˆj,a(x)
∂ν
∂Rˆj,a(x)
∂xl
dS +
α2a
2
∫
∂Bδ(x2,a)
|∇Rˆj,a|2νldS
−
∫
Bδ(x2,a)
α2aΩ(x− x2,a)⊥ · ∇Iˆj,a
∂Rˆj,a(x)
∂xl
− 1
2
α2aµj,a
∫
∂Bδ(x2,a)
|Rˆj,a|2νldS
−
∫
Bδ(x2,a)
a
2
|Iˆj,a|2 ∂|Rˆj,a|
2
∂xl
dx−
∫
∂Bδ(x2,a)
a
4
|Rˆj,a|4νldS
+
∫
∂Bδ(x2,a)
1
2
[α2aΩ2|x− x2,a|2
4
+ α2aVΩ(x)
]
|Rˆj,a|2νldS,
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where and below we denote (x2,a,1, x2,a,2) = x2,a. Therefore, it follows from above that∫
Bδ(x2,a)
α2a
2
∂VΩ(x)
∂xl
(Rˆ2,a + Rˆ1,a)ηˆ1,a
=−
∫
Bδ(x2,a)
[α2aΩ2(xl − x2,a,l)
4
]
(Rˆ2,a + Rˆ1,a)ηˆ1,a
−
∫
Bδ(x2,a)
{
α2aΩ(x− x2,a)⊥ · ∇ηˆ2,a
∂Rˆ2,a(x)
∂xl
+ α2aΩ(x− x2,a)⊥ · ∇Iˆ1,a
∂ηˆ1,a
∂xl
}
−
∫
Bδ(x2,a)
a
2
ηˆ2,a(Iˆ1,a + Iˆ2,a)
∂|Rˆ2,a|2
∂xl
−
∫
Bδ(x2,a)
a
2
|Iˆ1,a|2
∂
[
ηˆ1,a(Rˆ1,a + Rˆ2,a)
]
∂xl
+Ha,
(4.12)
where the term Ha is defined by
Ha :=− α2a
∫
∂Bδ(x2,a)
{∂ηˆ1,a(x)
∂ν
∂Rˆ2,a(x)
∂xl
+
∂Rˆ1,a(x)
∂ν
∂ηˆ1,a(x)
∂xl
}
dS
+
α2a
2
∫
∂Bδ(x2,a)
∇ηˆ1,a(∇Rˆ1,a +∇Rˆ2,a)νldS − 1
2
α2aµ2,a
∫
∂Bδ(x2,a)
(Rˆ1,a + Rˆ2,a)ηˆ1,aνldS
− 1
2
α2a
µ2,a − µ1,a
‖uˆ2,a − uˆ1,a‖L∞(R2)
∫
∂Bδ(x2,a)
|Rˆ1,a|2νldS
−
∫
∂Bδ(x2,a)
a
4
(Rˆ21,a + Rˆ
2
2,a)(Rˆ1,a + Rˆ2,a)ηˆ1,aνldS
+
∫
∂Bδ(x2,a)
1
2
[α2aΩ2|x− x2,a|2
4
+ α2aVΩ(x)
]
(Rˆ1,a + Rˆ2,a)ηˆ1,aνldS.
We next estimate the right hand side of (4.12) as follows. By a change of variables, we deduce
from Lemma 3.3 and (4.8) that as aր a∗,
−
∫
Bδ(x2,a)
[α2aΩ2(xl − x2,a,l)
4
]
(Rˆ2,a + Rˆ1,a)ηˆ1,adx
=− α
5
aΩ
2
2
√
a∗
∫
B δ
αa
(0)
ylw
[
b0(w + x · ∇w) +
2∑
j=1
bj
∂w
∂yj
]
dy + o(α5a)
=− α
5
aΩ
2
4
√
a∗
∫
B δ
αa
(0)
blyl
∂w2
∂yl
dy + o(α5a)
=
√
a∗Ω2blα5a
4
+ o(α5a), l = 1, 2,
(4.13)
where (y1, y2) = y ∈ R2. Similarly, we derive from Proposition 3.4 and (4.8) that as aր a∗,
−
∫
Bδ(x2,a)
α2aΩ(x− x2,a)⊥ · ∇ηˆ2,a
∂Rˆ2,a(x)
∂xl
dx
=− α3aΩ
∫
B δ
αa
(0)
y⊥ · ∇η2,a(y)∂R2,a(y)
∂yl
dy
=
Ω2α5a
2
√
a∗
∫
B δ
αa
(0)
y⊥ · ∇[(b1y2 − b2y1)w(y)]∂w(y)
∂yl
dy + o(α5a)
=
Ω2α5a
2
√
a∗
∫
B δ
αa
(0)
[
(b1y1 + b2y2)w(y)
]∂w(y)
∂yl
dy + o(α5a)
=−
√
a∗Ω2blα5a
4
+ o(α5a), l = 1, 2.
(4.14)
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Following Lemma 3.1 and Proposition 3.4, we also get from (4.8) that as aր a∗,
∫
Bδ(x2,a)
α2aΩ(x− x2,a)⊥ · ∇Iˆ1,a
∂ηˆ1,a
∂xl
dx =
∫
B δ
αa
(0)
α3aΩ
(
y⊥ · ∇I1,a
)∂η1,a
∂yl
dy = o(α5a), (4.15)
and ∫
Bδ(x2,a)
a
2
ηˆ2,a(Iˆ1,a + Iˆ2,a)
∂|Rˆ2,a|2
∂xl
dx = o(α5a), (4.16)
∫
Bδ(x2,a)
a
2
|Iˆ1,a|2
∂
[
ηˆ1,a(Rˆ1,a + Rˆ2,a)
]
∂xl
dx = o(α5a). (4.17)
To estimate the term Ha of (4.12), we note from (3.10) and (3.16) that as aր a∗,
α2a
∫
∂Bδ(x2,a)
{∂ηˆ1,a(x)
∂ν
∂Rˆ2,a(x)
∂xl
+
∂Rˆ1,a(x)
∂ν
∂ηˆ1,a(x)
∂xl
}
dS
= α2a
∫
∂B δ
αa
(0)
{∂η1,a(x)
∂ν
∂R2,a(x)
∂xl
+
∂R1,a(x)
∂ν
∂η1,a(x)
∂xl
}
dS = O(α2ae
−Cδ
αa ).
(4.18)
Similarly, one can check from (3.10) and (3.16) that as aր a∗,
α2a
2
∫
∂Bδ(x2,a)
∇ηˆ1,a(∇Rˆ1,a +∇Rˆ2,a)νldS − 1
2
α2aµ2,a
∫
∂Bδ(x2,a)
(Rˆ1,a + Rˆ2,a)ηˆ1,aνldS
−
∫
∂Bδ(x2,a)
a
4
(Rˆ21,a + Rˆ
2
2,a)(Rˆ1,a + Rˆ2,a)ηˆ1,aνldS
+
∫
∂Bδ(x2,a)
1
2
[α2aΩ2|x− x2,a|2
4
+ α2aVΩ(x)
]
(Rˆ1,a + Rˆ2,a)ηˆ1,aνldS = O(α
2
ae
−Cδ
αa ).
(4.19)
Moreover, we also obtain from (4.9) that as aր a∗,
1
2
α2a
µ2,a − µ1,a
‖uˆ2,a − uˆ1,a‖L∞(R2)
∫
∂Bδ(x2,a)
|Rˆ1,a|2νldS = O(α2ae−
Cδ
αa ), (4.20)
where the constant C > 0 is independent of 0 < a < a∗. Therefore, we conclude from (4.18)–
(4.20) that
Ha = o(α
5
a) as aր a∗. (4.21)
By (4.13)–(4.17) and (4.21), we finally conclude from (4.12) that as aր a∗,
o(α5a) =
∫
Bδ(x2,a)
α2a
2
∂VΩ(x)
∂xl
(Rˆ2,a + Rˆ1,a)ηˆ1,adx
=
α3+pa
2
∫
B δ
αa
(0)
∂h(y +
x2,a
αa
)
∂yl
(R2,a +R1,a)η1,ady + o(α
3+p
a )
=
α3+pa√
a∗
∫
B δ
αa
(0)
∂h(y + y0)
∂yl
w
[
b0(w + x · ∇w) +
2∑
j=1
bj
∂w
∂yj
]
dy + o(α3+pa )
=
α3+pa
2
√
a∗
∫
R2
∂h(y + y0)
∂yl
[
b0(x · ∇w2) +
2∑
j=1
bj
∂w2
∂yj
]
dy + o(α3+pa ), l = 1, 2,
(4.22)
where the assumption (1.15) is used in the last identity. This further implies that the claim
(4.10) holds true.
Step 2. The constant b0 = 0 in (3.31).
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For any fixed constant δ > 0, multiplying the equation (4.6) by (x − x2,a) · ∇Rˆj,a and
integrating over Bδ(x2,a), we have for j = 1, 2,
∫
Bδ(x2,a)
{
− α2a
[
(x − x2,a) · ∇Rˆj,a
]
∆Rˆj,a − α2aΩ(x− x2,a)⊥ · ∇Iˆj,a
[
(x− x2,a) · ∇Rˆj,a
]}
=
∫
Bδ(x2,a)
α2a
[
µj,a − Ω
2|x− x2,a|2
4
− VΩ(x)
]
Rˆj,a
[
(x− x2,a) · ∇Rˆj,a
]
+ a
∫
Bδ(x2,a)
|uˆj,a|2Rˆj,a
[
(x− x2,a) · ∇Rˆj,a
]
.
(4.23)
Using the integration by parts, we note that for j = 1, 2,
Aj,a : = −α2a
∫
Bδ(x2,a)
[
(x− x2,a) · ∇Rˆj,a
]
∆Rˆj,a
= −α2a
∫
∂Bδ(x2,a)
∂Rˆj,a
∂ν
[
(x− x2,a) · ∇Rˆj,a
]
dS
+α2a
∫
Bδ(x2,a)
∇Rˆj,a∇
[
(x − x2,a) · ∇Rˆj,a
]
= −α2a
∫
∂Bδ(x2,a)
∂Rˆj,a
∂ν
[
(x− x2,a) · ∇Rˆj,a
]
dS
+
α2a
2
∫
∂Bδ(x2,a)
[
(x− x2,a) · ν
]|∇Rˆj,a|2dS,
and
Bj,a : = α
2
a
∫
Bδ(x2,a)
[
µj,a − Ω
2|x− x2,a|2
4
− VΩ(x)
]
Rˆj,a
[
(x− x2,a) · ∇Rˆj,a
]
= −α
2
a
2
∫
Bδ(x2,a)
Rˆ2j,a
{
2
[
µj,a − Ω
2|x− x2,a|2
4
− VΩ(x)
]
− (x− x2,a) ·
[Ω2(x− x2,a)
2
+∇VΩ(x)
]}
+
α2a
2
∫
∂Bδ(x2,a)
Rˆ2j,a
[
µj,a − Ω
2|x− x2,a|2
4
− VΩ(x)
]
(x− x2,a)νdS.
Similarly, we also have
Cj,a : = a
∫
Bδ(x2,a)
|uˆj,a|2Rˆj,a
[
(x − x2,a) · ∇Rˆj,a
]
=
a
4
∫
Bδ(x2,a)
[
(x− x2,a) · ∇Rˆ4j,a
]
+
a
2
∫
Bδ(x2,a)
Iˆ2j,a
[
(x − x2,a) · ∇Rˆ2j,a
]
=
a
4
∫
∂Bδ(x2,a)
Rˆ4j,a(x− x2,a) · νdS −
a
2
∫
Bδ(x2,a)
Rˆ4j,a
+
a
2
∫
Bδ(x2,a)
Iˆ2j,a
[
(x− x2,a) · ∇Rˆ2j,a
]
.
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Therefore, we derive from (4.23) that
(A2,a −A1,a) + (D2,a −D1,a)
‖uˆ2,a − uˆ1,a‖L∞(R2) =
(B2,a −B1,a) + (C2,a − C1,a)
‖uˆ2,a − uˆ1,a‖L∞(R2) , (4.24)
where Dj,a is defined by
Dj,a := −
∫
Bδ(x2,a)
α2aΩ(x− x2,a)⊥ · ∇Iˆj,a
[
(x− x2,a) · ∇Rˆj,a
]
, j = 1, 2.
We next estimate all terms of (4.24) as follows.
By (4.8), the exponential decay (3.10) and (3.16) yield that as aր a∗,
A2,a −A1,a
‖uˆ2,a − uˆ1,a‖L∞
=− α2a
∫
∂Bδ(x2,a)
{∂ηˆ1,a
∂ν
[
(x− x2,a) · ∇Rˆ2,a
]
+
∂Rˆ1,a
∂ν
[
(x− x2,a) · ∇ηˆ1,a
]}
dS
− α
2
a
2
∫
∂Bδ(x2,a)
[
(x− x2,a) · ν
]∇ηˆ1,a∇(Rˆ1,a + Rˆ2,a)dS
=− αa
∫
∂B δ
αa
(0)
{∂η1,a
∂ν
[
y · ∇R2,a
]
+
∂R1,a
∂ν
[
y · ∇η1,a(y)
]}
dS
− α
2
a
2
∫
∂B δ
αa
(0)
(y · ν)∇η1,a∇(R1,a +R2,a)dS = O(α2ae−
Cδ
αa ),
where the constant C > 0 is independent of 0 < a < a∗. As for Dj,a, applying Lemmas 3.1 and
3.2, we infer from Proposition 3.4 that as aր a∗,
D2,a −D1,a
‖uˆ2,a − uˆ1,a‖L∞(R2)
= −α2a
∫
Bδ(x2,a)
Ω(x − x2,a)⊥ · ∇ηˆ2,a
[
(x− x2,a) · ∇Rˆ2,a
]
− α2a
∫
Bδ(x2,a)
Ω(x− x2,a)⊥ · ∇Iˆ1,a
[
(x− x2,a) · ∇ηˆ1,a
]
= −α4a
∫
B δ
αa
(0)
Ω
(
y⊥ · ∇η2,a
)[
y · ∇R2,a
] − α4a
∫
B δ
αa
(0)
Ω
(
y⊥ · ∇I1,a
)[
y · ∇η1,a
]
= −α4a
∫
B δ
αa
(0)
Ω
(
y⊥ · ∇η2,a
)[
y ·
(
∇ w√
a∗
)
+ y · ∇
(
R2,a − w√
a∗
)]
+ o(α6a)
= α4a
Ω√
a∗
∫
B δ
αa
(0)
[
y⊥ · ∇(y · ∇w)]η2,a + o(α6a) = o(α6a).
(4.25)
We then conclude from above that
LHS of (4.24) = o(α6a) as aր a∗. (4.26)
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As for the right hand side of (4.24), we deduce from (3.10) and (4.9) that
(Last term of B2,a)− (Last term of B1,a)
‖uˆ2,a − uˆ1,a‖L∞
=
α2a
2
∫
∂Bδ(x2,a)
(Rˆ22,aµ2,a − Rˆ21,aµ1,a)
‖uˆ2,a − uˆ1,a‖L∞(R2) νdS
− α
2
a
2
∫
∂Bδ(x2,a)
[Ω2|x− x2,a|2
4
+ VΩ(x)
] (Rˆ22,a − Rˆ21,a)
‖uˆ2,a − uˆ1,a‖L∞(R2) (x− x2,a)νdS
=
α2a
2
∫
∂Bδ(x2,a)
ηˆ1,a(Rˆ1,a + Rˆ2,a)µ2,aνdS +
α2a
2
µ2,α − µ1,α
‖uˆ2,a − uˆ1,a‖L∞
∫
∂Bδ(x2,a)
Rˆ21,aνdS
− α
2
a
2
∫
∂Bδ(x2,a)
[Ω2|x− x2,a|2
4
+ VΩ(x)
]
(Rˆ2,a + Rˆ1,a)ηˆ1,a(x− x2,a)νdS
=o(e−
Cδ
αa ) as aր a∗,
where the constant C > 0 is independent of 0 < a < a∗. Therefore, we obtain from above that
as aր a∗,
B2,a −B1,a
‖uˆ2,a − uˆ1,a‖L∞
= α2a
∫
Bδ(x2,a)
[Ω2|x− x2,a|2
2
+ VΩ(x) +
x · ∇VΩ(x)
2
]
(Rˆ1,a + Rˆ2,a)ηˆ1,adx
− Ja −Ka + o(e−Cδαa ),
where the terms Ja and Ka are defined by
Ja := α
2
a
∫
Bδ(x2,a)
[x2,a
2
· ∇VΩ(x)
]
(Rˆ1,a + Rˆ2,a)ηˆ1,adx,
and
Ka : = α
2
a
∫
Bδ(x2,a)
Rˆ22,aµ2,a − Rˆ21,aµ1,a
‖uˆ2,a − uˆ1,a‖L∞(R2) dx.
Applying (2.19), one can note from the first identity of (4.22) that as aր a∗,
Ja = o(α
6
a). (4.27)
Using Lemma 3.1 and Proposition 3.4, similarly we derive from (4.9) that Ka satisfies
Ka : = α
2
a
∫
R2
|uˆ2,a|2µ2,a − |uˆ1,a|2µ1,a
‖uˆ2,a − uˆ1,a‖L∞(R2) − α
2
a
∫
R2/Bδ(x2,a)
Rˆ22,aµ2,a − Rˆ21,aµ1,a
‖uˆ2,a − uˆ1,a‖L∞(R2)
− α2a
∫
R2
Iˆ22,aµ2,a − Iˆ21,aµ1,a
‖uˆ2,a − uˆ1,a‖L∞(R2)
=
α4a(µ2,a − µ1,a)
‖uˆ2,a − uˆ1,a‖L∞(R2) − α
2
a
∫
R2/Bδ(x2,a)
ηˆ1,a(Rˆ2,a + Rˆ1,a)µ2,a
− α2a
µ2,a − µ1,a
‖uˆ2,a − uˆ1,a‖L∞(R2)
∫
R2/Bδ(x2,a)
Rˆ21,a
− α2a
∫
R2
ηˆ2,a(Iˆ1,a + Iˆ2,a)µ2,a − α2a
µ2,a − µ1,a
‖uˆ2,a − uˆ1,a‖L∞(R2)
∫
R2
Iˆ21,a
=
α4a(µ2,a − µ1,a)
‖uˆ2,a − uˆ1,a‖L∞(R2) + o(α
6
a) as aր a∗.
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It then follows from above that
B2,a −B1,a
‖uˆ2,a − uˆ1,a‖L∞(R2)
= α2a
∫
Bδ(x2,a)
[Ω2|x− x2,a|2
2
+ VΩ(x) +
x · ∇VΩ(x)
2
]
(Rˆ1,a + Rˆ2,a)ηˆ1,a
− α
4
a(µ2,a − µ1,a)
‖uˆ2,a − uˆ1,a‖L∞(R2) + o(α
6
a) as aր a∗.
(4.28)
We now estimate the terms related to Cj,a. Since there exists a constant C > 0, independent
of 0 < a < a∗, such that
a
4
∫
∂Bδ(x2,a)
(Rˆ42,a − Rˆ41,a)(x− x2,a) · ν
‖uˆ2,a − uˆ1,a‖L∞ dS = o(e
−Cδ
αa ) as aր a∗,
we obtain from Lemma 3.1 and Proposition 3.4 that as aր a∗,
C2,a − C1,a
‖uˆ2,a − uˆ1,a‖L∞(R2)
= −a
2
∫
R2
|uˆ2,a|4 − |uˆ1,a|4
‖uˆ2,a − uˆ1,a‖L∞(R2) +
a
2
∫
Bδ(x2,a)
(|Iˆ2,a|4 − |Iˆ1,a|4) + 2(|Rˆ2,a|2|Iˆ2,a|2 − |Rˆ1,a|2|Iˆ1,a|2)
‖uˆ2,a − uˆ1,a‖L∞(R2)
+
a
2
∫
R2/Bδ(x2,a)
|uˆ2,a|4 − |uˆ1,a|4
‖uˆ2,a − uˆ1,a‖L∞(R2) +
a
2
∫
Bδ(x2,a)
Iˆ22,a
[
(x− x2,a) · ∇
[
ηˆ1,a(Rˆ1,a + Rˆ2,a)
]]
+
a
2
∫
Bδ(x2,a)
ηˆ2,a(Iˆ1,a + Iˆ2,a)
[
(x− x2,a) · ∇Rˆ21,a
]
+ o(e−
Cδ
αa )
= −a
2
∫
R2
|uˆ2,a|4 − |uˆ1,a|4
‖uˆ2,a − uˆ1,a‖L∞(R2) + o(α
6
a).
Note from (4.5) that
−α4a
µ2,a − µ1,a
‖uˆ2,a − uˆ1,a‖L∞(R2) −
a
2
∫
R2
|uˆ2,a|4 − |uˆ1,a|4
‖uˆ2,a − uˆ1,a‖L∞(R2) dx ≡ 0,
Following (4.24) and (4.26), we thus derive from (4.28) and above that as aր a∗,
o(α6a) =
(B2,a −B1,a) + (C2,a − C1,a)
‖uˆ2,a − uˆ1,a‖L∞(R2)
=α2a
∫
Bδ(x2,a)
[Ω2|x− x2,a|2
2
+ VΩ(x) +
x · ∇VΩ(x)
2
]
(Rˆ1,a + Rˆ2,a)ηˆ1,adx+ o(α
6
a)
=α4a
∫
B δ
αa
(0)
[α2aΩ2|y|2
2
+ VΩ(αay + x2,a) +
αay + x2,a
2
· ∇VΩ(αay + x2,a)
]
· (R1,a +R2,a)η1,ady + o(α6a)
=
∫
B δ
αa
(0)
[Ω2α6a|y|2
2
+
(2 + p)α4+pa
2
h
(
y +
x2,a
αa
)]
(R1,a +R2,a)η1,ady + o(α
4+p
a )
=
(2 + p)α4+pa√
a∗
∫
R2
h(y + y0)wη1dy +
Ω2α6a√
a∗
∫
R2
|y|2wη1dy + o(α4+pa ),
(4.29)
due to the fact that y · ∇h(y) = ph(y) in view of the assumption (V ). By the assumption (1.15),
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we finally conclude from (4.29) that if 1 < p < 2,
0 =
∫
R2
h(y + y0)wη1dy
= b0
∫
R2
h(y + y0)w
(
w + y · ∇w)dy +
2∑
i=1
bi
∫
R2
1
2
h(y + y0)∂iw
2dy
= b0
∫
R2
h(y + y0)w
2dy − b0
2
∫
R2
(
y · ∇h(y + y0)w2 + 2h(y + y0)w2
)
dy
= −b0
2
∫
R2
((
y + y0
) · ∇h(y + y0)w2
)
dy
= −pb0
2
∫
R2
h(y + y0)w
2dy,
which further implies that b0 = 0. Similarly, the above conclusion also holds true in the case
p = 2, and the claim b0 = 0 is therefore proved.
Step 3. The constants b1 = b2 = 0.
From Step 2 and (4.10), we see that
2∑
j=1
bj
∫
R2
∂h(y + y0)
∂yl
∂w2
∂yj
dy = 0, l = 1, 2. (4.30)
Using the non-degeneracy assumption (1.15) of the critical point y0, we then get from (4.30) that
b1 = b2 = 0.
Since ‖ηa‖∞ = 1 for all a ∈ (0, a∗), and Lemma 3.2 implies that ηa decays exponentially as
|x| → ∞ for a ∈ (0, a∗), we conclude that ηa → η0 6≡ 0 uniformly in C1(R2) as a→ a∗. However,
Step 2 and Step 3 imply that η0 ≡ 0 in view of Lemma 3.3, and hence we get a contradiction,
which completes the proof of Theorem 1.1.
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