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 Abstract. In this paper, the boundary flex control problem of non stationary equation governing 
the coupled mass and heat flow of a viscous incompressible fluid in a generalized Boussinesq 
approximation by assuming that viscosity and heat conductivity are dependent on temperature has 
been studied. The boundary condition for velocity of fluid is non -standard boundary condition: 
specifically the case where dynamical pressure is given on some part of the boundary and the 
boundary condition for temperature of fluid is mixed boundary condition has been considered. 
 First, we have proved the existence of  existence of the weak solution for state equation.Then the 
optimal condition has been proved the existence of optimal control. 
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condition 
 
1. Introduction 
The extremal problem for Navier-Stokes equation and optimal control of fluid dynamical equation 
are studied by various authors (for example; [6-10], [17-19]). 
In [22] the existence of time optimal controls for the Boussinesq equation has been obtained and 
derived Pontryagin's maximum principle of time optimal control problem governed by the 
Boussinesq equation 
In [23] an optimal control problem governed by a system of nonlinear partial differential equations 
modeling viscous incompressible flows submitted to variations of temperature has been  consider. A 
generalized Boussinesq approximation has been used. The existence of the optimal control as well 
as first order optimality conditions of Pontryagin type by using the Dubovitskii-Milyutin formalism 
has been obtained. 
In [24] the stationary Boussinesq equations describing the heat transfer in the viscous heat-
conducting fluid under inhomogeneous Dirichlet boundary conditions for velocity and mixed 
boundary conditions for temperature are considered. The optimal control problems for these 
equations with tracking-type functionals are formulated. A local stability of the concrete control 
problem solutions with respect to some disturbances of both cost functionals and state equation is 
proved. 
In [25] the boundary control problems of the model of heat and mass transfer in a viscous 
incompressible heat conducting fluid has been considered. The model consists of the Navier-Stokes 
equations and the convection-diffusion equations for the substance concentration and the 
temperature that are nonlinearly related via buoyancy in the Oberbeck–Boussinesq approximation 
and via convective mass and heat transfer. 
 In [25] control problems for stationary magnetohydrodynamic equations of a viscous heat-
conducting fluid under mixed boundary conditions has been considered. 
In [15, 16] the Karhunen-Loeve Galerkin method for the inverse problems of Boussinesq equation 
have been studied. 
In [20] the problem of stabilization of the Boussinesq equation via internal feedback controls has 
been studied. In [21] the problem of local internal controllability of the Boussinesq system has been 
studied.  
In this paper, the boundary flex optimal control for the evolution equation governing the coupled 
mass and heat flow of a viscous incompressible fluid in a generalized Boussinesq approximation by 
assuming that viscosity and heat conductivity are dependent on temperature has been studied. The 
boundary condition for velocity of fluid is non -standard boundary condition: specifically the case 
where dynamical pressure is given on some part of the boundary will be considered. The boundary 
condition for temperature of fluid is mixed boundary condition. 
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The existence of the optimal control has been proved. Then the optimal condition has been derived. 
Let   NR⊂Ω  (N=2, 3) be a bounded domain with smooth boundaryΓ .  Let Γ  be divided by into 
two parts 21 ,ΓΓ  such that ),( 22121 ∅≠Γ∅=ΓΓΓΓ=Γ ∩∪ T . (0<T<∞ ) is given number. 
  We denote Q= ),T,0(×Ω )2,1i()T,0(ii =×Γ=Σ , )T,0(×Γ=Σ . 
  We assume that the state of control systems is given by non- stationary Boussinesq equation with 
the dynamical pressure condition and mixed boundary condition on some part of the boundary as 
follows: 
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where NR⊂Ω  (N=2, 3) is a bounded domain with smooth boundaryΓ . Γ  is divided by into two 
parts 21 ,ΓΓ  such that ),( 2121 Φ≠ΓΓΓΓ=Γ ∩∪ T (0<T<∞ ) is given number. 
  We denote ),T,0(Q ×Ω= )2,1i()T,0(ii =×Γ=Σ , ),0( T×Γ=Σ  and n   note the outer normal 
vector toΓ . In the Eqs. (1)-(6) NR)t,x(z ∈  denotes the velocity of the fluid at point Ω∈x  at time 
t ],0[ T∈ ; R)t,x( ∈π  is the hydrostatic pressure; R)t,x(w ∈  is temperature; g is the gravitational 
vector, and 0>ν  and  0k >  are kinematic viscosity and thermal conductivity, respectively;β  is a 
positive constant associated to the coefficient of volume expansion; 1v  and 2v are the given 
functions on 1Σ and 2Σ  respectively. In Eqe.(1) 0 >β is the coefficient of volume expansion and 
g is the gravitational function.  
The expressions ∆∇,  and div denote the gradient, Laplacian and divergence operators, respectively 
(sometimes, we will also denote the gradient operator by grad); i th component in Cartesian 
coordinates of  ( )z,z ∇  is given by 
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  In the boundary condition (4)   nzzz −=ς , n)nz(zn ⋅= . 
There are the results of research of Boussinesq equation and the generalized Boussinesq system 
with nonlinear thermal diffusion in [1-4, 23]. But boundary conditions of those papers are 
homogeneous. 
 We assume that the cost functional ]v[J  is given as following: 
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where 0N,N 21 >  are given real numbers and 
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2
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=
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ds))t,s(z),t,s(r(ds)t,s(z)t,s(r n1n1  and ))t,s(z),t,s(r( n1 denote the scalar product  in  
N
1
2 )](L[ Σ . 
Then, the problem that we are going to considered is to find the a* Uv ∈  satisfying: 
(1.1) 
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                                            [ ] [ ]∗=∈ vJvJinfaUv    (1.2)   
Here, we assume that the admissible control sets ααα ×= 21 UUU are defined such as: 
              almosttxvtxLTLvvU N (),(),(0),))((;,0(|{ 1111
22
111 βαα ≤≤<Γ∈= )}everywhere
 (1.3) 
              almosttxvLTLvvU (),(0)),((;,0(|{ 2222
22
222 βαα ≤≤<Γ∈= )}everywhere   (1.4) 
)2,1i)(t,x(),t,x( ii =βα are given functions in the function space )(L i
2 Σ . 
))t,x(v,),t,x(v),t,x(v()t,x(v N112111 ⋯=  and  expression 111 )t,x(v)t,x(0 β≤≤α<  means that 
)N i ( )t,x(v)t,x(0 1i11 ∈∀β≤≤α<  
We denote }v,v{v 21=  and )}v(w),v(z{)v(y = . 
The established optimization problem (1.1)-(1.4) is an optimal boundary flex control problem.    
  For the convenient, we have assumed that control parameters are the flex pressure 1v  on the 
boundary 1Σ   and the heat flex 2v  on the boundary 2Σ    
To illustrate the example of extremal condition (1.2), we can take functions )t,x(r1 and )t,x(r2  as 
following; 
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Where, I  is a unit vector.Then, the optimization problem (1-2) is described the problem that fluid 
flex passed the boundary 1Γ  under the restriction for the flex pressure and heat flex passed the 
boundary 2Γ  under the restriction for the heat flex must minimize. 
  
2.  Preliminaries 
In this article the functions are either R or NR ( 2N =  or 3N = ) and as usual simplification, 
sometimes we will not distinguish them in our notations; the difference will be clear from the 
context. The )(L2 Ω -product and norm are denoted by ),( ⋅⋅  and ⋅  respectively: the )(Hm Ω  norm is 
denoted by
m
⋅ . Here )(W)(H 2,mm Ω=Ω is the usual Sobolev spaces (see [1] for their properties); 
)(H 1 Ω−  denotes the dual spaces of )(H10 Ω . )(H
0 Ω  is the same as )(L2 Ω  and 
0
⋅ is the same as 2L -
norm ⋅ . )T,0(D  is the class of ∞C  -functions with compact support in )T,0( . )T,0(D ′ are its 
associated spaces of distribution. 
  If B  is a Banach space, we denoted by )B;T,0(Lq the Banish space of the B-valued functions 
defined in the interval )T,0(  that are qL - integrable. 
  Now we introduce some spaces such as; 
                   D  { })x(0)x(),x(0)x(div,))(c( 2N Γ∈=φΩ∈=φΩ∈φφ= ς∞                                                        
                  H  =completion of D  under the [ ]N2 )(L Ω -norm        
                  V  =completion of D  under the [ ] −Ω N1 )(H norm    
                  
1
DΓ ={ )}x(0)x(),(C: 1Γ∈=ϕΩ∈ϕφ
∞  
                 H
~
=closure of 
1
DΓ in )(L
2 Ω  
                =W  closure of 
1
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1 Ω  
 
Naturally, the norm of H  or H~  is also denoted by ⋅ , and the norm of V  or W  is denoted by ⋅  
as well. The dual product between ∗V  and  V  or ∗W and  W (also the inner product in )(1 Ω−H  and 
))(10 ΩH  are denoted by >⋅⋅< , . 
(2.1) 
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Now, generally, we assume that )))((;,0( 1
2/12
1
NHTLv Γ∈ − , ))(;,0( 2
2/12
2 Γ∈
−HTLv . 
Then, we shall prove the existence of the weak solution for state equation (1.1) 
Suppose that },{ wz is a classical solution of (1.1). Multiplier the first equation of (1.1) by V∈ψ  
, integrate by parts over Ω  and take the boundary condition into account to get 
.)(,), (),,(),( ),( ,11       1 nnvwgzzbzazdt
d
nn ⋅=>=<+++ Γ ψψψψβψψνψ  (2.2) 
Multiplier the second equation of (1.1) by W∈ϕ , integrate by parts over Ω  , and take the 
boundary conditions into account to obtain 
.,),,(),(),( 22 >=<++ ϕϕϕϕ vwzcwkaw
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d
 (2.3) 
Now let ],0[1 TC∈χ  be a function such that 0)( =Tχ . Multiplier Equations (2.2) and (2.3) by _ 
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The following Lemmas 2.1-2.3 can be obtained by the Sobolev inequalities and the compactness 
theorem. We can also refer to theorem 1.1 of [31] on page 107 and lemmas 1.2, 1.3 of [31] on page 
109 (see also chapter 2 of [13]). The similar arguments can be also found in lemmas 1, 5 of [30]. 
Lemma 2.1. The bilinear forms ),(1 ⋅⋅a  and ),(2 ⋅⋅a  are coercive over V and W respectively. That is, 
there exist constants 0, 11 >′cc  such that 
Vzzczza ∈∀≥ ,),(
2
11  and Wzcwwa ∈∀′≥ ,),(
2
12  
 
Lemma 2.2. The trilinear forms ),,(b ⋅⋅⋅  is a linear continuous functional on N1 )](H[ Ω . That is, 
there exist a constant c2 > 0 such that 
                               ,),,( 2 wvucwvub ⋅⋅≤          
NHwvu )]([,, 1 Ω∈∀  
 
Moreover, the following properties hold true 
Moreover, the following properties hold true 
( i ) ,0)v,v,u(b = Vv,u ∈∀   
(ii)  ),v,w,u(b)w,v,u(b −=      N1 )](H[w,v,Vu Ω∈∀∈∀   
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(iii) If uu m → weakly on V and vvm →  strongly on H, then 
),w,v,u(b)w,v,u(b mm → Vv,u ∈∀  Vw∈∀  
Lemma 2.3. The tri- linear form ),,( ⋅⋅⋅c  is a linear continuous functional defined on WWV ×× . That 
is, there exist a constant 0c3 >  as following: 
                     ,),,( 3 ϕϕ ⋅⋅≤ wzcwzc             ,Vz∈∀    W,w ∈ϕ∀  
Moreover, the following properties hold true 
( i ) 0),,( =wwzc , ,Vz∈∀  Ww ∈∀  
(ii)  ),,,(),,( wzcwzc ϕϕ −=      W,w,Vz ∈ϕ∀∈∀   
(iii). If zzm → weakly on V and ww m →  strongly on H
~
 , then 
),,,(),,( ϕϕ wzcwzc mm → W,H
~
w,Vz ∈ϕ∈∈∀ . 
Definition 1. Let )
~
:,0():,0(()):,0():,0(( 22 HTLWTLHTLVTLWZY ∞∞ ×=×≡ ∩∩ . 
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−HTLv ,0 Hz ∈ ,
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The pair },{ wzy =  is said to be a weak solution of (1.1) if it satisfies 
):,0( ),V,,0(,},{ *1*1 WTLwTLzYwzy ∈′∈′∈=   
Vvwgzzbzaz n ∈∀>=<+++′ Γ ψψψβψψνψ ,11       1,), (),,(),( ),(   
Wvwzcwkaw ∈∀>=<++′ Γ ϕϕϕϕϕ ,,),,(),(),( ,22       2  
00 )0(,)0( wwzz ==  
Next, we reformulate Equation (2.7) into the operator equation. To this purpose, it is noticed 
that for a _fixed  V∈ψ , the functional  ),()( 1 ψψ zaV →∈  is linear continuous. So there exists 
an *1 VzA ∈  such that 
),,(, 11 ψψ zazA >=<  V∈∀ψ   (2.8)                                            
Similarly, for fixed ,, Vvu ∈  ),,( wvubVw →∈  is a linear continuous functional on V . Hence 
there exist a *),( VvuB ∈  such that 
),,,(),,( wvubwvuB >=<   Vw∈∀  (2.9) 
 We denote ( ) ),( uuBuB = . Define             
                               ∫
Γ
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1
V   ,  ),()( 111 ψψψψ dsvvL nn . (2.10) 
Then, fixed  ),))((;,0(( 1
2/12
1
NHTLv Γ∈ −  the functional  
1
),()()( 11 Γ=→∈ nvLV ψψψ  is linear 
continuous. So that  there exist constant 0c4 >  such that                                    
V,41 ∈∀< ψψψ VcL .  
So there exists an *11 VvH ∈  such that 
VvvH n ∈∀>=< Γ ψψψ ,),(, 1111  (2.11) 
With these operators at hand, we can write the second equation of (2.7) as 
                                                      111  )( vHwgzBzA
dt
dz
=+++ βν  (2.12) 
Similarly, we have 
                ϕϕ ,(, 22 wawA >=< ),  ),w,z(c),w,z(C ϕ>=ϕ< , 
*
2 ),(, WwzCwA ∈  (2.13) 
Define             
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),()()( 22 Γ=→∈ ϕϕϕ vLW  is linear 
continuous. 
(2.7) 
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Then, the operator 2L is a linear continuous functional defined onW and so there exists constant 
0c5 >  such that 
                                                         WcL
W
∈∀≤ ϕϕϕ ,52 .  
So there exists an *22 WvH ∈  such that 
VvvH ∈∀>=< Γ ϕϕϕ ,),(, 2222  (2.15) 
By these operators defined above, we can write the first equation of (2.7) as 
                                                      
222 ),( vHwzCwkA
dt
dw
=++                  (2.16) 
Combining (2.12) and (2.16), we can write (2.7) in the abstract evolution equation as follows: 
                               
111 )( vHgwzBzA
dt
dz
=+++ βν ,                                                                                                 
                               22 ),( HvwzCwkA
dt
dw
=++ ,  
                               0)0( zz = , 0)0( ww =      
 
Lemma 2.4. If );,0(2 VTLz∈ , then );,0()( *1 VTLzB ∈ ; and if );,0(2 WTLw∈ , then 
);,0(),( *1 WTLwzC ∈ . 
Proof. By applying Höler inequality and compactness of embedding )(L)(H 4
1 Ω⊂Ω , we obtain 
                        ψψψ  ),,()),(( 266
44
zczzczzbzB
LL
≤⋅⋅′≤= , 
for some constants 0c,c 66 >′ and hence 
2
6*)( zczB V ≤  which shows that );,0()(
*1 VTLzB ∈ . 
The proof is complete. 
Similarly, we have 
ϕϕϕϕϕ )(),,()),,(( 22987
44
wzcwzcwzcwzcwzC
LL
+≤⋅⋅≤⋅⋅≤−=  
for some constants 0, 98 >cc  and hence )(),(
22
9 wzcwzC +≤  which shows that  
);,0(),( *1 WTLwzC ∈  for all W∈ϕ . The proof is complete. 
We specify the constants ic , ⋯,2,1=i  used in this section in the remaining part of the 
paper. The following Lemma 2.5 comes from theorem 2.2 of [12] on page 220 
Lemma 2.5.  Let 10 X,X,X  be Hilbert spaces with the compact embedding relations 
10 XXX ⊂⊂   
Then, for arbitrary bounded set 1RK ⊂ , 0>ν , embedding )X;R(L)X,X;R(H 1210
1
K ⊂
ν  is 
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3 Existence of the weak solution for state equation 
This section discusses the existence of the weak solution defined by Definition 1 to Equation (1.1). 
The main idea is to construct a Galerkin approximation scheme and make some prior estimates. 
Choose two orthogonal bases ∞=1}{ jju  for V  and
∞
=1}{ jjµ  for W respectively. Construct the 
(2.17) 
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Galerkin approximation solutions: 
)()(),(
1
xutqtxz j
m
j
jmm ∑
=
= , )()(),(
1
xthtxw j
m
j
jmm µ∑
=
=       (3.1) 
such that for all j +Ν∈ , },{ mm wz  satisfies 
1
)),((),)(()),(),(()),(()),(( 11 Γ=+++′ jnjmjmmjmjm utvugtwutztzbutzautz β  
21
)),(()),(),(()),(()),(( 22 Γ=++ jjmmjmjm tvtwtzctwatw µµµµ  
       00)0( zzz mm →=  in H , 00)0( www mm →=  in H
~
, ⋯,2,1=j  
where 0mz  is the orthogonal projection of 0z  in H  on the subspace spanned by 
∞
=1}{ jju  and 0mw  is 
the orthogonal projection of 0w  in H
~
 on the subspace spanned by ∞=1}{ jjµ . 
Once again, we write ),(),( tztxz mm ⋅= , ),(),( twtxw mm ⋅= by abuse of notation without the 
confusion from the context. It is seen that for any +Ν∈m , system (3.2) is a system of nonlinear 
differential equations with the unknown variables )}(),({ thtq jmjm  and the initial values 
m
jjjmjjm whuzq 100 )},()0(),,()0({ === µ . By the assumption, this initial value problem admits a 
solution in some interval ],0[ mt . We need to show that Ttm = tm = T. 
Lemma 3.1. Let },{ mm wz  be the sequence satisfying (3.2). Then there exists a subsequence of 
},{ mm wz , still denoted by itself without confusion, such that 
zzm →  weakly in );,0(
2 VTL  and zzm →  weakly star in );,0( HTL
∞ ,  (3.3) 
where );,0(2 VTLz∈ );,0( HTL∞∩ , and 
wwm →  weakly in );,0(
2 WTL  and wwm →  weakly star in )
~
;,0( HTL∞ ,  (3.4) 
where );,0(2 WTLw∈ )
~
;,0( HTL∞∩ ,. 
Proof. Sum for j  from 1 to m in (3.2) and apply Lemmas 2.2, 2.3, to get 
1
)),((),)(())(),(())(),(( 11 Γ=++′ mnmmmmmm ztvzgtwtztzatztz β  
21
)),(())(),(())(),(( 22 Γ=+ mmmmm wtvtwtwatwtw  
 By assumption (2.6), for any given 0>ε , we can get from (3.5) that 
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ε
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Here and in what follows, we denote
2
))(( 1
2/1)( NHmn tz Γ  and 
2
))((1 1
2/1)( NHtv Γ−  simply by 
2
)( 1
2/1)( ΓHmn tz  
and 
2
)(1 1
2/1)( Γ−Htv  respectively by abuse of the notation. 
By the trace theorem from )(1 ΩH  to )(2/1 ΓH , there exists a constant 10c  such that 
)()( 10)( 12/1 tzctz mHmn ≤Γ  
Substitute above into (3.6) to yield 
22
10
2
1
2
)()]([)( tzcgctz
dt
d
mm εεβ +−+ ∞  
2
)(12
2
2
2
2 1
2/1)(
2
1
))(
1
)(
1
Γ∞ −
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Hmm
tvtwtwg
εεε
β  (3.7) 
Setting )2/( 101
2 cgc +=
∞
βε  in (3.7) gives 
212 )(
2
)( tz
c
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dt
d
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(3.2) 
(3.5) 
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By assumption (2.6) again, for any given 0>ε , we can get from (3.5) that 
2
)(22
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)(
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1
)()()(
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HHmnmm
tvtwtwctw
dt
d
ε
ε    (3.9) 
By the trace theorem from )(1 ΩH  to )(2/1 ΓH  again,, there exists a constant 11c  such that 
)()( 11)( 22/1 twctw mHmn ≤Γ  
Substitute above into (3.9) to yield 
2
)(22
22
111
2
2
2/1)(
1
)()()(
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≤−′+
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tvtwcctw
dt
d
ε
ε  (3.10) 
Setting )2/( 111
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dt
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Integrate (3.11) over [0; T] with respect to t to give 
∫∫ +′≤
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c
Tw
0
22
)(2
0 1
11212 )0()(
2
)(
2
)(
2
2/1  
∫ +′≤ Γ−
T
H
wdttv
c
c
0
22
)(2
1
11 )0()(
2
2
2/1  (3.12) 
Since the right-hand side of (3.12) is bounded, we have 
}{ mw is a bounded sequence in );,0(
2 WTL .  (3.13) 
Replace T by ],0[ Tt ∈  in (3.12) to obtain 
∫ +′≤ Γ−
T
mHm
t
wdttv
c
c
twess
0
22
)(2
1
112 )0()(
2
)(sup
2
2/1  (3.14) 
 
Hence 
}{ mw is a bounded sequence in )
~
;,0( HTL∞ . (3.15) 
 
On the other hand, integrate (3.8) over [0; T] with respect to t  to give 
∫ ∫ +
+
≤+
∞
∞
T T
mmm dttwg
c
cg
dttz
c
c
Tz
0 0
2
1
10212 )(
)(2
)()( β
β
 
∫ +
+
Γ
∞
−
T
H
zdttv
c
cg
0
22
)(1
1
10
)0()(
)(2
1
2/1
β
 (3.16) 
 
Therefore 
}{ mz is a bounded sequence in );,0(
2 VTL . (3.17) 
Replace T by ],0[ Tt ∈  in (3.16) to get 
+
+
≤ ∫∞∞
T
mm
t
dttwg
c
cg
twess
0
2
1
102
)(
)(2
)(sup β
β
 
∫ +
+
Γ
∞
−
T
H
zdttv
c
cg
0
22
)(1
1
10
)0()(
)(2
1
2/1
β
  (3.18) 
Therefore, 
}{ mz is a bounded sequence in );,0( HTL
∞ . (3.19) 
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 (3.3) and (3.4) then follow from (3.13) , (3.17) (3.15) and (3.19). 
Lemma 3.2. Let  },{ mm wz be the sequence determined by Lemma 3.1. Then there exists a sequence 
of },{ mm wz , still denoted by itself without confusion, such that 
zzm →  strongly in );,0(
2 HTL , wwm →  strongly  in )
~
;,0(2 HTL ,  (3.20) 
Proof. By virtue of Lemmas 2.1-2.3, we can write (3.2) as follows: 
 
,,,2,1),)),(()()((),
)(
( 11 mjutzBtzAtgwHu
dt
tdz
jmmmj
m ⋯=∀−−−= νβ  
,,,2,1),),())()(,((),
)(
( 22 mjtwkAtwtzCH
dt
tdw
jmmmj
m ⋯=∀−−= µµ  
Denote by }~,~{ mm wz the },{ mm wz  with zero values outside of [0; T] and }ˆ,ˆ{ mm wz  the Fourier 
transformations of }~,~{ mm wz . We claim that there exists a 0>ν  such that 
∫
+∞
∞−
∞<τττ ν dzm
22
)(ˆ . (3.22) 
To this end, we write the _rst equation of (3.21) as 
Tjmjmjmjm uTzuzufuz
dt
d
δδ )),((),(,
~
),~( 001 −+>=<  (3.23) 
where Tδδ ,0 are Dirac functions, and 
)()(
~
11 tftf mm =  for ],0[ Tt ∈  and 0)(
~
1 =tfm  for Tt >  
)),(()()()( 111 tzBtzAtgwHtf mmmm −−−= νβ  
Take Fourier transform for Equation (3.23) to get 
τπδτπ iTjmjmjmjm euTzuzufuzi
2
001 )),((),(,
ˆ),~(2 −−+>=<  (3.24) 
where 1
ˆ
mf  is the Fourier transform of 1
~
mf . 
Let )(~ tq jm be the function of )(tq jm  in (3.1), which is zero outside of [0; T] and let )(ˆ tq jm be its 
Fourier transform. Multiplier Equation (3.24) by )(ˆ tq jm  and sum for j  from 1 to m to obtain 
τπτδτττπ iTmmmmmmm ezTzzzzfzi
2
001
2
))(ˆ),(()(ˆ,()(ˆ,ˆ)(ˆ2 −−+>=<  (3.25) 
We thus conclude that 
dttzctzctwctfdttf mmm
T
V
T
Vm
])()()()([)(
2
112
0
1
0
2
1 ** +++≤ ∫∫  (3.26) 
where we used the fact 
2
1 )()(( tzctzB mm ≤ . By (3.13), (3.15) and (3.17), it follows from 
(3.26) that 
∞<
∈
*
)(ˆsup 1
V
m
R
tf
τ
 (3.27) 
Apply (3.27) and the fact ∞<++∈ ])()0([sup Tzz mmZm  to (3.25) to yield 
435543
2
,)(ˆ)(ˆ)(ˆ)(ˆ ccczczczcz mmmm ′+′=′′=′+′≤ τττττ  (3.28) 
For fixed  4/10 <<ν , observe that 
Rc ∈∀
+
+
′≤
−
τ
τ
τ
ντ ν
ν
,
1
1
)(
21
2
  
for some constant )(νc′ . From this inequality, we obtain 
∫∫
+∞
∞−
−
+∞
∞− +
+
′≤ ττ
τ
τ
ντττ ν
ν
dzcdz mm
2
21
22
)(ˆ
1
1
)()(ˆ  (3.29) 
(3.21) 
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By (3.28), there are constants 00 >′c  and 01 >′c  such that 
∫∫
+∞
∞−
−
+∞
∞− +
+
′≤ ττ
τ
τ
ντττ ν
ν
dzcdz mm
2
21
22
)(ˆ
1
1
)()(ˆ  
∫∫
+∞
∞−
+∞
∞−
−
′+
+
′≤ τττ
τ
τ
ν dzcd
z
c m
m 2
1210
)(ˆ
1
)(ˆ
 
By (3.20) and the Parseval identity, the second term on the right-hand side of above inequality is 
bounded as ∞→m . Therefore, (3.22) is proved if we can show that 
∞<
+
∫
+∞
∞−
−
τ
τ
τ
ν d
zm
21
1
)(ˆ
 
However, this is a consequence of the Schwarz inequality and the Parseval identity that 
∫∫∫
+∞
∞−
+∞
∞−
−
+∞
∞−
−
+
<
+
,))(ˆ()
1
(
1
)(ˆ 2/122/1
2121
ττ
τ
τ
τ
τ
τ
νν dz
d
d
z
m
m  
where we used the facts 4/10 <<ν  and the boundedness of }{ mz in );,0( HTL
∞  as ∞→m  
claimed by (3.19). So (3.22) is valid. 
By (3.22), (3.17) and (3.19), we conclude that 
}{ mz  is bounded in );();( HRHVRH
νν ∩  (3.30) 
By Lemma 2.5, there exists a subsequence of },{ mm wz  that is still denoted by itself without 
confusion such that 
zzm →  strongly in );,0(
2 HTL , wwm →  strongly  in )
~
;,0(2 HTL . 
This is (3.20). 
Theorem 3.1. There exists a weak solution to (1.1). 
Proof. Let Ψ  and θ  and  be continuous differentiable vector functions defined on [0; T] with 
0)()( ==Ψ TT θ . Multiply the first equation of (3.2) by Ψ  and integrate over [0; T] with respect to 
t  to give 
∫∫ Ψ+Ψ+Ψ+Ψ′−
T
jmjmmjm
T
jm dtutgtwuttztzbuttzadtuttz
0
1
0
)])(,)(())(),(),(())(),(([))(),(( βν  
∫ Γ>Ψ<+Ψ=
T
jnjm dtuttvuz
0
10 1
)(),()0(),(  (3.31) 
Multiply the second equation of (3.2) by θ  and integrate over [0; T] with respect to t  to give 
∫∫ +′+′−
T
jmmjm
T
jm dtttwtzcttwkadtttw
0
2
0
)])(),(),(())(),(([))(),(( µθµθµθ  
∫ Γ><+=
T
jjm dtttvw
0
20 2
)(),()0(),( µθθµ   (3.32) 
Passing to the limit as ∞→m  in (3.31) and (3.32) by applying (3.3), (3.20), the properties (iii) 
in Lemmas 2.2 and 2.3 for b  and c , we obtain 
∫∫ Ψ+Ψ+Ψ+Ψ′−
T
jjj
T
j dtutgtwuttztzbuttzadtuttz
0
1
0
)])(,)(())(),(),(())(),(([))(),(( βν  
∫ Γ>Ψ<+Ψ=
T
jnj dtuttvuz
0
10 1
)(),()0(),(  (3.33) 
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∫∫ +′+′−
T
jj
T
j dtttwtzcttwkadtttw
0
2
0
)])(),(),(())(),(([))(),(( µθµθµθ  
∫ Γ><+=
T
jj dtttvw
0
20 2
)(),()0(),( µθθµ  (3.34) 
where in obtaining (3.33) and (3.34), we used the following facts: 
•The convergence of the nonlinear terms in ),,( ⋅⋅⋅b  and ),,( ⋅⋅⋅c  can be obtained in the same 
way as that in Chapter 3 of [12]. 
•  
∫∫ =Ψ=Ψ
T
jm
T
jm dtrotuttrotzdtuttza
00
1 ))(),(())(),((  
                                        ∫∫ Ψ=Ψ→
T
j
T
j dtuttzadtrotuttrotz
0
1
0
))(),(())(),((  
where we used the facts that )()( trotztrotzm →  weakly in );,0(
2 VTL . 
•  Similarly  
∫∫ →
T
j
T
jm dtttwadtttwa
0
2
0
2 ))(),(())(),(( µθµθ  
 
by the facts again )()( twtwm ∇→∇  weakly in );,0(
2 WTL  
By the density arguments, we have that (3.33) and (3.34) hold true for any  V∈ψ  instead of 
ju and W∈ϕ  instead on jµ  , respectively. That is, 
∫∫ Ψ+Ψ+Ψ+Ψ′−
TT
dttgtwttztzbttzadtttz
0
1
0
)])(,)(())(),(),(())(),(([))(),(( ψβψψνψ  
Vdtttvz
T
n ∈∀>Ψ<+Ψ= ∫ Γ ψψψ ,)(),()0(),(
0
10 1
 (3.35) 
∫∫ +′+′−
TT
dtttwtzcttwkadtttw
0
2
0
)])(),(),(())(),(([))(),(( ϕθϕθϕθ  
∫ Γ><+=
T
dtttvw
0
20 2
)(),()0(),( ϕθθϕ  (3.36) 
Now take NTD )),0((∈Ψ  in (3.35) and ),0( TD∈θ  in (3.36). Then },{ wz satisfies 
Vvwgzzbzaz n ∈∀>=<+++′ Γ ψψψβψψνψ ,11       1,), (),,(),( ),(   
Wvwzcwkaw ∈∀>=<++′ Γ ϕϕϕϕϕ ,,),,(),(),( ,22       2  
This is the equations in (2.1). Finally, we determine the initial value of },{ wz . Actually, multiply 
the _rst equation of (3.37) and integrate over [0; T] with respect to t  to get 
∫∫ Ψ+Ψ+Ψ+Ψ′−
TT
dttgtwttztzbttzadtttz
0
1
0
)])(,)(())(),(),(())(),(([))(),(( ψβψψνψ  
Vdtttvz
T
n ∈∀>Ψ<+Ψ= ∫ Γ ψψψ ,)(),()0()),0((
0
1 1
 
Subtract (3.38) from (3.35) to get 0)0(),)0(( 0 =Ψ− ψzz .. Take Ψ so that Ψ  (0) = 1 to get 
0),)0(( 0 =− ψzz for all V∈∀ψ . So 0)0( zz = . The similar arguments lead to 0)0( ww =  The 
proof is complete.  
 
(3.37) 
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4. Existence of the optimal pair  
  [Definition 2]  Suppose that  ,0 Hz ∈  ,
~
0 Hw ∈ )(Ω∈
∞Lg . 
The pair { } { }),(),,(, 21 vvwzvy =  is said to be admissible pair; “state-control” of extreme value 
problem (1.2) if it satisfies 
                               
                                ):,0( ),V,,0(,},{ *1*1 WTLwTLzYwzy ∈′∈′∈=  
111 )( vHgwzBzA
dt
dz
=+++ βν ,                                                                                                 
                               22 ),( HvwzCwkA
dt
dw
=++ ,  
                               0)0( zz = , 0)0( ww =      
                               { } aaa UUUvvv 2121, ×≡∈=  
We denote admissible pair sets by M  that is; 
,U}v,v{v,WZY}w,z{y)v,y{(M a21 ∈=×=∈≡≡ ),( vy  satisfy (4.1)}. 
 [Definition 3] The admissible pair M}}v,v{},w,z{{}v,y{ *2
*
1**** ∈=  is called an optimal pair if 
*v is satisfied (1.2) and it is called by optimal control and *y is called by optimal state. 
The optimal control problem (1.2) is an optimal control of the singular distributed system ([12]). 
We can easily see that energy inequalities 
            ∫∫ ∫ ><+≤++
TT T
dzvHzdzgwdzctz
0
11
0 0
0
2
1
2
)(,
2
1
))(),(()()(
2
1
τττττβττν   (4.2) 
          ∫∫ ><+≤′+
TT
dwvHwdwcktw
0
220
0
2
1
2
)(,
2
1
)()(
2
1
ττττ    (4.3) 
are holed. 
From the inequalities (4.2), (4.3), we can obtain as following inequalities; 
          )vz(c~
dt
dz
zz
2
);T,0(L1
2
01
2
)V;T,0(L
2
)V;T,0(L
2
)H;T,0(L 1
2
*1
2 Γ
+≤++∞  (4.4) 
        )vw(c~
dt
dw
ww
2
);T,0(L2
2
02
2
)W;T,0(L
2
)W;T,0(L
2
)H
~
;T,0(L 2
2
*1
2 Γ
+≤++∞    (4.5) 
where and throughout in the sequel of the proof of theorems,  0c~i >  denote positive constants 
independence w,z,t  . 
Here and in what follows, we denote
2
)))(L(;T,0(L1 N1
22v Γ  by 
2
);T,0(L1 1
2v Γ and 
2
))(L;T,0(L2 1
22v Γ by 
2
);T,0(L2 2
2v Γ  simply. 
 [Lemma 4.1.]  The admissible pair set M  is nonempty  and weakly closed subset in the space 
YLL N ×Σ×Σ )()]([ 2
2
1
2 . 
Proof.  From theorem 3.1, we obtain that the admissible pair set M is nonempty subset in the space 
YLL N ×Σ×Σ )()]([ 2
2
1
2 . 
Now, we shall prove that M is a weakly closed set. 
We assume that Mvvwz mmmm ⊂},{},,{{ }21  are satisfied as following; 
        , 11 vv m → weakly in  )))((;,0(L 1
22 NLT Γ   ;    , vv 2m2 →  weakly in  ))(L;T,0(L 2
22 Γ     
 (4.5) 
        , zzm →   weakly in )V;T,0(L
2   ;     , ww m →  weakly in  )W;T,0(L
2   (4.6) 
(4.1) 
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From (4.4) we obtain that const
dt
dz
)V;T,0(L
m
*1
≤ . Now, by using compactness theorem of embedding 
of in [13, 14], we will show that we can chose the subsequence }z{ m , which we denote by the same 
symbols, such that  
                                             zzm → , strongly in )H:T,0(L
2   (4.7) 
Same as above from (4.5) we obtain that const
dt
dw
)W;T,0(L
m
*1
≤ . Now, by using compactness 
theorem of embedding of [13, 14], we will show that we can chose the subsequence }{ mw , which 
we denote by the same symbols, such that  
                                             ww m → , strongly in )H
~
:T,0(L2   (4.8) 
  From the (4.5)-(4.8) we can take the limit as ∞→m  in the equations; 
mmmm
m vHgwzBzA
dt
dz
111 )( =+++ βν , 
mmmm
m HvwzCwkA
dt
dw
22 ),( =++  
  and we obtain that }w,z{ are satisfied the equations (4.1). 
  We can rewrite the inequalities (4.2), (4.3) for },{v  },,{ 21m mmm vwz , and )],(),,([ txtxv iii βα∈ . 
  Therefore, }}v,{v  w},,z{{ 21 is an admissible pair. Thus, proof of lemma is fulfilled. □ 
  [Theorem 4.1] There exists optimal pair of the optimization problem (1.2). 
  Proof. We assume that M}}v,v{,w,z{{ m2m1}mm ∈  is the minimization sequences, that is, when 
∞→m  
                                              IvvIvI mmm inf],[][ 21 →=  
Then, we have obtain such as estimations  
                                      mconstmconstv
LLm
∀≤∀≤
ΣΣ
,v   ;    ,
)(2m)(1 2
2
1
2   
By estimations (4.4), (4.5), we have 
                                      m,constw ;   m  ,constz
)W;T,0(Lm)V;T,0(Lm 22
∀≤∀≤   
  We can chose the subsequence }{ mw , which we denote by the same symbols, by taking the limit 
as ∞→m , obtain such that  
              , vv 1m1 →   weakly in )(L 1
2 Σ ;    , vv 2m2 →  weakly in )(L 2
2 Σ        
              ,zzm →  weakly in )V;T,0(L
2 ;  , ww m →  weakly in )W;T,0(L
2  
Seeing that the admissible pair set M is the nonempty , weakly compactness  and  cost functional I  
is continuous, }}v,v{},w,z{{ 21  is an optimal pair by generalized Weierstrass theorem. Thus, proof 
of theorem is fulfilled. □ 
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