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ABSTRACT 
 
The presence of persistent organic pollutants in the global ecosystem is an unfortunate legacy of 
the explosive growth of the petrochemical industry in the 1960’s. The EU has taken a proactive 
position and is implementing a comprehensive testing regimen for industrial chemicals; the so-
called REACH legislation. Even with efficient in vitro and in vivo techniques this kind of exten-
sive testing is a major undertaking because each molecule will have to be screened against hun-
dreds of possible biological targets before a chemical can be declared safe. Thus, the benefits of 
computational, in silico, techniques become immediately obvious as biological activity could be 
predicted with computer using quantitative structure-activity relationship (QSAR) methods in-
stead of arduous and expensive laboratory work. Unfortunately the data gained from QSAR are 
usually far from perfect, and in particular the generalisability and the automatisation of the 
structure response correlation (SRC) analysis have proven to be most elusive.  
 
In this work a matching pair of superposition and QSAR techniques, the Flexible Ligand Uni-
fied Force Field – Boundless Adaptive Localized Ligand, is presented. FLUFF-BALL is de-
signed to facilitate a rapid analysis of flexible molecule libraries with minimal user intervention. 
Primary design emphasis has been to maintain the computational simplicity necessary for fast 
screening while ensuring that the FLUFF-BALL remains easily tuneable allowing the user to 
import any and all available a priori information. In addition to FLUFF-BALL, MultiCompo-
nent Self-Organizing Regression, a novel PLS-type hybrid regression method is presented. The 
validation results clearly indicate that FLUFF-BALL is capable of generating robust predicting 
models for several different data sets and biological activities. In general the FLUFF-BALL 
generated results are comparable to those reported in literature. For highly congeneric systems 
the BALL was slightly inferior to the standard methods, but for a diverse xenoestrogen data set 
BALL met or exceeded the results of the standard 3D-QSAR method CoMFA.  The results also 
indicate that the FLUFF superposition efficiently leverages available a priori information to 
dramatically improve the quality of superposition. For MCSOR the extensive validation runs 
clearly indicate that the MCSOR is a promising alternative and supplement to more established 
multivariate methods.  
 
Universal Decimal Classification: 541.69, 57.014, 519.237, 504.064.2 
National Library of Medicine Classification: QU 26.5, QV 26.5, QV 744, WA 671  
Medical Subject Headings: quantitative structure-activity relationship; regression analysis; 
least-squares analysis; models, chemical; computer simulation; molecular structure;  
molecular conformation; environmental pollutants; xenobiotics 
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1. A BRIEF HISTORY OF STRUCTURE RESPONSE CORRELA-
TIONS 
 
When faced with the challenging task of screening large libraries of molecules for biological 
activity, be it for drug discovery or for the identification of possibly hazardous molecules, the 
benefits of computational, the so-called in silico, prediction of biological activity become im-
mediately obvious. Instead of arduous and expensive laboratory work to measure the biological 
activity, it could be predicted with a suitable structure response correlation (SRC) technique 
which only requires computing capacity1. In principle, these techniques could be used as a re-
placement for animal testing, but even if this ultimate goal proves to be a too tall order, they can 
be used to streamline the synthesis and screening of new drugs which will result in considerable 
savings for the pharmaceutical industry1,2. 
 
The field of environmental chemistry, in particular, would greatly benefit from a reliable in 
silico tool for the prediction of the biological activity as the widespread use of synthetic chemi-
cals has led to a veritable explosion in the number of xenobiotic chemicals present in the eco-
system. One of the major problems with xenobiotics is that, for many compounds, due to their 
unnatural structure, no biological degradation pathway has evolved and these chemicals will 
inevitably start to accumulate in the ecosystem. As the concentration of a chemical increases, 
the likelihood of adverse health or environmental effects also increases which is due to the fact 
that for high concentration even a low intrinsic biological activity would be sufficient to cause a 
marked response. Even though the testing of a limited number of chemicals against a single 
biological target is rather simple, the testing of an extensive molecular library with in vivo or in 
vitro techniques is virtually impossible. Even more so, as there are hundreds of possible bio-
logical targets which would have to be screened against before a chemical can be declared safe. 
Thus the SRC techniques have become particularly interesting as the EU is currently imple-
menting a comprehensive testing regimen for industrial chemicals, the so-called REACH legis-
lation3, and a vast number of the chemicals in use today must also be tested, the benefits of 
computational screening of hazardous chemicals by using SRC would be tremendous. 
 
Unfortunately, the activity data gained from a SRC analysis are usually far from perfect and 
despite intensive efforts there is no universal solution for the structure-based prediction of the 
biological activity for a diverse set of compounds. Also, the automatisation of the SRC analysis 
has also proven to be most elusive and considerable amount of human intervention is required. 
More worryingly, the building of a SRC model often requires chemical intuition, which means 
that there is still a great deal of subjectivity in the model and thus the reliability of the model 
must be rigorously tested using approved statistical methods4-7.  
 
Next a short introduction outlining the historical roots and the major methodological develop-
ments in SRC is presented. This short introduction is by no means a comprehensive tutorial to 
the early SRC techniques and many methodological advances have been omitted. For a more 
comprehensive view the reader is referred to reviews by Kubinyi2 and Rekker8 and references 
therein. 
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The roots of structure-response correlation analyses can be traced back to the 1860s when some 
observations of a correlation between molecular structure and biological activity were reported. 
One could argue that as these observations were anecdotal and no systematic effort was made to 
generalise the observations, they did not fulfill the criteria for a true SRC analysis2,8 Those ob-
servations however, paved the way for the principle behind all structure response correlation 
analyses: “The response of a system to a chemical compound depends only on its structure.” 
For this simple principle one can further deduce that if the response (Φ) is dependent only on 
the structure of a compound (C), there must exist a function (f) describing the correlation be-
tween the structure and the response (eq. 1)  This principle was first formulated by A. C. Brown 
and T. Frazer in 1868 and it has become the cornerstone of the SRC analysis2,9.   
 
 ( )f CΦ =  (1) 
 
The basic principle only infers that there is a relation, but it does not indicate anything about the 
exact nature of interdependence between the response and structure. Furthermore, it does not 
specify how the structure of a compound should be described. Yet, from this early formulation 
we can already separate the parts of a modern SRC analysis. On the left side we have the re-
sponse elicited by the compound (Φ), and on the right side we have function correlating the 
structure with activity (f). In order to keep the correlating function as simple as possible one 
should use a suitable function (d) to derive a mathematical representation of the structure (D), 
called a descriptor, and feed it to the correlating function (eq. 2). The descriptor can be a single 
number, but it can also be a vector, or a matrix of a lattice of numbers describing the physico-
chemical properties of the compound, hence the name descriptor.   
 
 
( )
( )
D d C
f D
=
Φ =
 (2) 
 
The Meyer-Overton model of narcosis2 (eq. 3), presented at the turn of the 20th century, is ar-
guably the first true SRC model as it explicitly links the narcotic power (N) of alcohols, ethers 
and amides with the logarithm of their olive-oil-water partition coefficient (Log P). Of course 
the descriptor variable used is in itself a property but it is directly dependent on the structure of 
the compound and thus it can be interpreted as a SRC model.   
 
 
1log 0.94log 0.87P
N
⎛ ⎞
= +⎜ ⎟⎝ ⎠  (3) 
 
Even though the earliest formulation of the SRC equation correlated the properties of a com-
pound directly with its response, it was soon discovered that it is very difficult to formulate the 
correlation function (f) as it can be very complex.  
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On the other hand, if the response is known for a set of structurally similar molecules, it is rela-
tively easy to correlate the change in the response (ΔΦ) with the change in the structure of a 
compound (ΔC), as shown in equation 4. The primary benefit of this approach is the fact that 
the function (fΔ), which correlates a small change in structure to a small change in response 
(ΔΦ), is usually very simple and thus easy to formulate.    
 
 ( )f CΔΔΦ = Δ  (4) 
 
The next major contribution to the development of SRC analysis came in the 1930’s as L. P. 
Hammett studied the ionisation constants of substituted benzoic acids. He postulated that the 
differences in the reaction rate constants (k, eq. 5) between the unsubstituted compound (H) and 
the compound containing a substituent (X) linearly depend on the reaction specific constant (ρ) 
and the Hammett constant (σ, eq. 6). If a compound has several substituents their effects are 
assumed to be fully additive. Thus, Hammett moved from the direct correlation of structure and 
response to the incremental model where the change in the structure is correlated with a change 
in response. From the start these physico-chemical equations were used to derive many formu-
lations of biological and biochemical Hammett equations. However, due to the simplicity of the 
linear model and a single variable descriptor, the results were usually poor, even though there 
were some successful models2. 
 
 log logX Hk k ρσ− =  (5) 
 
 log logX HK K σ− =  (6) 
 
In the 1950’s Taft extended the Hammett equation, which originally only considered the elec-
tronic effects of the substituents, by defining a new term Es (eq. 7), with which one can also 
take into account the steric hindrances caused by bulky substituents. The new term added only a 
modest amount of predictive power and by 1960 it was clear that without major methodological 
improvements the SRC analysis was at a dead-end2,8. 
    
 
log
log
X
s
H
kE
k
=  (7) 
 
In the mid-1960s C. Hansch formulated an equation for predicting the water-octanol partition 
co-efficients (eq. 8). An extension of this equation was proposed by T. Fujita who suggested 
that the predictive power of the original model could be increased by combining several de-
scriptors into a one equation (eq. 9)2. In 1964 Hansch and Fujita published a paper in the Jour-
nal of the American Chemical Society entitled “The ρ-σ-π analysis. A method for the correla-
tion of biological activity and chemical structure”, which outlined the method now known as 
classical QSAR2,10. 
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log
log
X
x
H
P
P
π =  (8) 
 
 1 2
1log ... mk k kC
π σ
⎛ ⎞
= + + +⎜ ⎟⎝ ⎠  (9) 
 
Almost at the same time as Hansch and Fujita published their ground-breaking paper, another 
pair of researchers, Free and Wilson, had formulated an alternative way of performing SRC 
analysis (eq. 10). In their approach the compound is described by a long binary vector (I) where 
each binary digit (bit) indicates the presence or absence of a certain feature at a specific loca-
tion. This vector is multiplied by a vector of regression coefficients, called enhancement factors 
(F), in order to generate the SRC model. The problem with Free-Wilson analysis is that as the 
number of substituents and the number of substitution sites grows, the length of the indicator 
vectors grows very rapidly due to the so-called combinatorial explosion. For example, if a new 
substituent is introduced to the Free-Wilson model, the length of the indicator variable grows by 
the number of unique substitution sites in the backbone. Despite these limitations, Free-Wilson 
analysis has proven to be quite a useful tool in combinatorial chemistry where, due to the limi-
tations of synthesis capability, the length of I is limited and also the chemistry is usually limited 
to a single backbone, meaning that the molecules form a congeneric set2,9.       
 
 i niR F I k= +∑  (10) 
 
It is also possible to combine the Hansch and Free-Wilson models to form mixed models where 
the ρ-σ-π parameters describe the large changes in the molecule structure, while at the same 
time, the Free-Wilson analysis describes the exact changes in substitution. In later years the 
original ρ-σ-π analysis was extended by C. Hansch and others by the inclusion of the second 
powers of the terms to generate a parabolic model (eq. 11), or cross-terms (eq. 12), in order to 
compensate for the non-linearity of the structure response correlation. Additionally, many new 
descriptors and alternative formulations of the classical QSAR equation were made, and the 
whole field of SRC begun a period of rapid development2,9.  
 
 
' 2 ' 2 ' 2
1 1 2 2 3 3
1log ...s sk k k k k E k EC
π π σ σ
⎛ ⎞
= + + + + + +⎜ ⎟⎝ ⎠  (11) 
 
 1 2 3
1log ...k k k
C
π σ σπ
⎛ ⎞
= + +⎜ ⎟⎝ ⎠  (12) 
 
The major methodological breakthrough was the introduction of 2D descriptors based on the 
topological analysis of the molecular structure. In a few short years a plethora of these new de-
scriptors were formulated9, and as new SRC descriptors were developed, the scope of the dif-
ferent types of problems the SRC was applied to, also expanded2,9.   
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With the new classes of problems the number of SRC techniques increased rapidly and soon the 
SRC became a family of techniques. A summary of the main branches of SRC analysis is pre-
sented in Table 1. Though several other types of SRC analysis have been introduced in the lit-
erature, such as quantitative spectrometric data-activity relationship (QSDAR)11, or quantitative 
structure-biodegradability relationship (QSBR)12, but they have not been widely adopted and 
have therefore been omitted from this summary. 
 
Table 1. The different types of SRC analyses. The types of source data are indicated in the columns and the 
response types are listed on the rows. 
 
 STRUCTURE PROPERTY 
ACTIVITY (Quantitative) Structure-Activity Relationships 
(Q)SAR 
(Quantitative) Property-Activity  
Relationships (Q)PAR 
PROPERTY (Quantitative) Structure-Property Relationships 
(Q)SPR 
 
TOXICITY (Quantitative) Structure-Toxicity Relationships 
(Q)STR 
 
RETENTION 
TIME 
(Quantitative) Structure-Retention Relationships 
(Q)SRR 
 
 
Even though the classical QSAR was quite successful, there were pathological cases, usually 
involving stereospecificity, indicating that the SRC descriptors based on the 2D information 
could not fully encompass the complexity of a chemical structure. Also, many classical SRC 
analysis methods could only process congeneric sets, i. e. molecule sets with common backbone 
structure, which limited their usefulness2,9,13. So, in 1979 R. D. Cramer proposed a new SRC 
analysis paradigm called dynamic lattice-oriented molecular modelling system (DYLOMMS) 
which could circumvent both problems. In this approach the molecule is embedded in a three 
dimensional orthogonal isotropic grid. Then the descriptor is evaluated by computing the values 
of molecular property fields, such as steric repulsion or attraction and electrostatic potential, at 
the vertices of the lattice9. Unfortunately the statistical analysis methods of the day were not up 
to the task and the DYLOMMS approach was not generally accepted, mainly due to unremark-
able results. Regardless of such an inauspicious start, the next generation of the grid-based SRC 
analysis methodologies emerged in the 1980’s, when the Partial Least-Squares (PLS) regression 
methodology was applied to SRC problems. These techniques addressed some of the major 
deficiencies inherent in classical QSAR techniques, and they were soon widely adopted. The 
most notable ones of these new methods were Comparative Molecular Field Analysis (CoMFA) 
by Cramer14 and GRID by Goodford15, of which the CoMFA gained wider acceptance9.  
 
The advances in computer hardware, which rapidly increased the availability of sufficiently 
powerful computers, lead to a veritable gold rush to employ 3D SRC as an aid in medicinal 
chemistry and several other fields16. Unfortunately in their haste many practitioners forgot the 
limitations of this new technique and a horde of appallingly poor models were published. In 
particular, a common problem was the lack of sufficient validation and therefore the true pre-
dictive power of many models was rather poor. This also led to an over-interpretation of the 
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models which in turn often led to erroneous conclusions4,5. So widespread were these problems 
that a mere decade later there was ample evidence that 3D SRC is not the panacea which it was 
hoped to be5,17. On the other hand, it has also become clear that by careful model building and, 
more importantly, by stringent validation of the model it is possible to create highly predictive 
3D SRC models that can prove to be invaluable tools in trying to rationalise the observed re-
sponses1.  
 
Although the grid-based SRC techniques are generally considered to be the most effective 
means of predicting biological activity, they usually require an accurate superposition of struc-
tures, which has proven to be a major bottleneck4,6,7,18,19. The alignment procedure usually re-
quires considerable human intervention and is generally regarded to be the most arduous and 
time-consuming phase of the grid-based SRC analysis. The requirement of accurate superposi-
tion also severely limits the efficiency of these techniques when dealing with large and diverse 
molecule sets20. Therefore a fully automated computational “sieve”, capable of rapidly brows-
ing through vast molecular libraries, and eliminating the non-active compounds, would be very 
useful in many applications. For the above reasons, considerable effort has been directed into 
the automation of the superposition process but unfortunately, a definite solution has not been 
found. Furthermore, it seems that no universally applicable automated solution will be found in 
the near future and the multitude of different algorithms, each of which being a partial solution, 
continues to exist18,21. 
 
It should be emphasised that the words “system” and “response” used in the definition of struc-
ture response correlations are purposefully vague. This means that the same basic principles 
underlying the SRC methodology can be applied to a great variety of systems responding in 
almost any conceivable manner to a compound. The SRC can be used to model something as 
simple as few chemicals in a test tube or a whole organism. A few models have even tried to 
model a complete ecosystem. Naturally the complexity of the model and the amount of the ex-
perimental source data required for a reliable model also rapidly increases as the complexity of 
the modelled system increases. Regardless of the problems inherent in the prediction of com-
plex systems, the emphasis of the SRC analysis is slowly shifting from the prediction of simple 
receptor binding to a more holistic approach including the modelling of more complex systems.  
One of the rising areas of application for SRC is the prediction of so-called ADME/Tox proper-
ties of new potential drugs. The first part of the abbreviation refers to the words Absorption, 
Distribution, Metabolism and Excretion (ADME) which, when linked with Toxicity, forms 
ADME/Tox. Many models have been reported in the literature22-59 but it is clear from the results 
that despite the many success stories, methodological advances are required before the in silico 
ADME/Tox is sufficiently reliable to be routinely used to assess the viability of the potential 
drugs before in vivo experiments45,60,61.  
 
As a summary, one could say that in the 75 years since Hammett equation, the SRC has become 
an important tool for many disciplines, more so as it works well as a complementary tool ex-
panding and refining the information available for experimental work. As is typical with ad-
vances in science, the SRC never was quite as powerful as the optimists hoped for, but at the 
same time it was not as useless as the pessimists feared, but all in all it has proven to be an in-
valuable tool. Therefore, one can predict with confidence that the SRC will play an important 
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role in the future. More so as the SRC is far from maturity and the rapid methodological devel-
opment along with the ever increasing computing capacity will undoubtedly increase the flexi-
bility, power and stability of SRC techniques in the future1. 
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2. THE PHASES OF A SRC ANALYSIS 
 
A simplified flowchart indicating the phases of a typical structure response correlation analysis 
is presented in Figure 1. It starts with a set of molecules with limited structural variability and 
known responses, which is used to derive a corresponding set of descriptors. These data are fed 
into a statistical analysis method in order to derive an estimate of the correlation function (fΔ) 
whose fitness is then evaluated in order to estimate the predictive power of the SRC model. 
Some of the phases, such as descriptor post-processing or visualisation, may be omitted for 
some SRC analysis methodologies, but usually nearly all of the phases are needed to build a 
SRC model. In the following sections an overview of each phase will be presented including a 
few fundamental references which enable the reader to gain more in-depth information. 
 
 
 
Figure 1. Flowchart of the phases of a typical structure response correlation (SRC) analysis. 
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2.1 Structure pre-processing 
 
The first step in any structure based SRC analysis is the structure generation by some molecular 
modelling software. For those SRC techniques that require the 3D structure one must also per-
form a geometry optimisation in order to obtain a reasonable starting conformation. Also, many 
techniques need accurate partial charges and their evaluation usually requires the 3D structure, 
so in most cases one is forced to compute the geometry optimised 3D structures regardless 
whether the SRC technique requires it or not. Fortunately the structure generation and optimisa-
tion are nowadays standard operations and by using a semi-empirical quantum mechanical 
computation the charges can be evaluated very quickly and reliably. It is also customary to op-
timise to geometry of the structure. One can also use more sophisticated ab initio quantum me-
chanical computations, but usually this does not improve the accuracy of the SRC model as the 
errors stemming from other sources are greater than the ones caused by the inaccuracies of the 
optimisation method. In particular, it should be emphasised that the optimisation is usually per-
formed using a gas phase, in vacuo, model or an implicit solvent, but in the experimental sys-
tems the compounds are fully solvated and therefore a massive optimisation is not worth the 
effort as the differences between the optimisation techniques are smaller than the effects caused 
by the solvation.  
 
2.1.1 Structure Alignment 
 
Some SRC analysis methodologies, especially the so-called grid-based 3D techniques, require 
an alignment of the molecular structures. The basic design of all the alignment techniques is the 
same: First, one must have a metric which measures the similarity of the molecules superposed. 
In other words the metric indicates the goodness of a particular alignment. Secondly one must 
also have a transformation function which generates new alignments. Finally, there must also be 
an optimisation method to guide the transformation towards optimal alignment. The actual 
alignment is a process in which the similarity, as indicated by the metric, is optimised by using 
an appropriate mathematical method in conjunction with a transformer function.  
 
In the context of structural alignment the transformation function corresponds to the degrees of 
freedom available in the system. If the alignment is rigid, the molecule can only change its ori-
entation and position, but its conformation does not change. So basically the system has 6 de-
grees of freedom, namely a translational and a rotational degree of freedom for each axis. Then 
one can have a semi-flexible system where a part of the structure is flexible while the rest is 
rigid. A most typical case of this kind of system consists from a rigid backbone and flexible 
substituents. To prevent the flexible parts from adopting energetically extremely unfavourable 
conformations a set of constraints, often in the form of a molecular mechanics force field, must 
be applied. Even in the semi-flexible system the number of degrees of freedom drastically in-
creases to 3Nf+6 where Nf is the number of flexible atoms. In a fully flexible system all atoms 
can move freely. However, in order to keep the molecular structure intact the constraints be-
come even more important than in the case of the semi-flexible algorithms. The maximum 
number of degrees of freedom for a fully flexible system is 3N, where the N is the number of 
atoms. Naturally these maximum degrees of freedom are usually not available as the constraints 
allow only a small subset of possible atom positions. Also an average molecule often has rather 
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rigid parts, like an aromatic ring, which further decreases the effective atom count. So in many 
cases one can reduce the molecule into a set of rigid fragments connected by flexible parts. 
Nevertheless, all these short-cuts, even though they considerably increase the performance of 
the alignment, are in essence heuristic systems whose performance can not be guaranteed for all 
molecules62 
 
When doing the alignment, often also referred as superposition, one should first check whether 
there is an unambiguous binding site into which all molecules will fit and is the structure of the 
binding site on receptor or enzyme known. If that is the case then it would make sense to utilise 
the additional information provided by the receptor structure, the more so as it has been demon-
strated that an alignment generated using constraints derived from the receptor model are in 
many cases superior to the standard ligand based alignments63,64. These receptor structure-based 
alignment techniques are called ligand docking techniques65-68 as they “dock” the ligand mole-
cule into a cavity on the receptor structure. They can be used to predict binding orientation69,70 
and even binding affinity15,65 of the ligands. The critical point in ligand docking is the scoring 
function which evaluates the fitness of the found binding orientation and output the so-called 
docking score. Unfortunately a reliable and universally applicable scoring function has not been 
found which limits the usefulness of these techniques67. The detailed description of these tech-
niques does not fall into the scope of this work and for further details on ligand docking the 
reader is referred to recent reviews by Krovat et al67 and Taylor et al68.  
 
The so-called point-based algorithms represent the simplest form of a similarity metric. They 
simply measure the distances between a set of points, usually comprising of pairs of atoms 
called anchor points, and use these distances to measure the similarity of the molecules. For 
congeneric molecules it is usually easy to decide which atoms should be aligned but as the di-
versity of the molecules increases it becomes increasingly difficult to generate these points. The 
anchor points are usually assigned manually and thus the alignment requires a considerable 
amount of human intervention. Therefore algorithms for automatic detection of anchor pairs 
have been proposed, but in general the performance of such techniques has remained modest71. 
Instead of a physical molecule one can also use an abstract structure called a pharmacophore 
which indicates the molecular features essential for biological activity. The pharmacophore is 
composed from pseudoatoms defining the necessary steric and electrostatic properties as well as 
hydrogen bond properties. 
 
A more complex, and also much more successful, set of distance metrics is the field fitting or 
property-based techniques which try to measure the similarity of the two molecules using 
“fields” generated from molecular properties using suitable functions. These property-based 
algorithms offer a wide choice of descriptors, which include molecular shape and volume, elec-
tron density, charge distribution and many more. Yet, all these techniques generate a number 
(or a set of numbers), usually called similarity indicies, which describe the degree of similarity 
between the fields generated from the structures which are being superposed. At the moment 
these techniques are the methods of choice for alignment of molecules for SRC analysis and 
they have also found use as SRC descriptors62.  
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In recent years a new set of metrics, which use the shape of the molecular surface in conjunc-
tion with local properties to find the optimal alignment, have been developed72-76. They are in-
triguing and could be much more efficient than the field fitting metrics, but at the same time 
they are also rather new techniques and more experience about their behaviour is needed before 
any conclusions can be drawn about their eventual performance.  
 
Unfortunately, the similarity metric usually has numerous local minima and thus it has proven 
very difficult to find an optimisation technique that could reliably find the global optimum re-
gardless of the initial position of the molecules. In many cases a normal optimisation technique 
is used and it is up the user to ensure that the initial guess provided to the alignment algorithm 
is near the global optimum or otherwise the user will end up with an alignment that corresponds 
to a local minima. Some superposition algorithms use minimum elimination or stochastic opti-
misation techniques, such as Monte Carlo or poling, to escape the local minimum in order to 
find the global minimum18,77. All in all the problem of finding the global optimum of a complex 
function, such as the similarity metric, is still a mathematically unsolved problem and will very 
likely remain as such for the foreseeable future.    
 
Despite intense efforts devoted into the development of alignment techniques it seems that the 
automatisation and universal applicability will remain unattainable for the foreseeable future 
and semi-automated solutions such as QXP78, SEAL79 and many others18,21,72-76,80-93, represent 
the best available techniques. For an extensive bibliography on the available superposition algo-
rithms, with a particular emphasis on the different metrics, the reader is referred to the papers 
by Melani et al18, Lemmen et al21 and to references therein. 
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2.2 Descriptor categories and their dimensionalities 
 
When the molecules have been generated and, if necessary, aligned, they are usually loaded into 
a program which does the actual evaluation of the descriptor. There are several programs avail-
able, such as Sybyl94, ALMOND20, Quasar95, DRAGON96, CODESSA97, TAM98, TOP99 and 
many others9. Some of them are capable of evaluating several different types of descriptors 
whereas others are dedicated to only one descriptor implementation. These programs have be-
come so sophisticated that it is usually very simple to do the actual evaluation.  
 
On the other hand, it is often a more difficult problem to decide which descriptors to use as 
there are literally hundreds of different formulations. The greatest problem in selecting a de-
scriptor is that there are considerable case-per-case differences in their performance and there-
fore it is very difficult to say with any confidence, that a certain descriptor will be optimal for 
this particular set of molecules5,100. To summarise one could say that the current state of SRC 
descriptors is reminiscent of the situation with alignment algorithms as there is a overabundance 
of different descriptors, each of which is good at some things and poor at others. It would seem 
that this ambiguity will persist as it is likely that a universally applicable QSAR technique will 
not to be found in the near future, despite intensive efforts5.  
 
One should also bear in mind that even though SRC descriptors may seem to be radically dif-
ferent they, none the less, exhibit strong mutual correlations and therefore only a modest in-
crease in predictive ability is achieved by combining different descriptors and thus this kind of 
quorum thinking can not be used to circumvent the descriptor selection problem. On the other 
hand, there are clear indications that by using the so-called consensus methods, it is possible to 
partially compensate for the inherent bias in the descriptor. The idea of the consensus technique 
is to generate a large number of independent SRC models from a same molecule set and then 
use the individual predictions as second order descriptors to evaluate the final prediction101-104. 
One can use a simple weighted average of the individual predictions or one can also use more 
sophisticated statistical analysis tools to detect and discard outliers. In any case, it is unlikely 
that for a compound the majority of the SRC techniques would err in the same direction. There-
fore the use of several independent techniques will tend to even out the individual errors and 
one can also use the distribution of the predicted values as an indicator of the reliability of the 
prediction.   
 
In the following subsection a brief overview of the available SRC descriptors is given. Due to 
the vast number of different methodologies available this short chapter can not be a definitive 
reference but it rather tries to give broad outlines of the different techniques and the mathemati-
cal principles which they are based upon. For a more in-depth discussion on the subject of de-
scriptors the reader is referred to the Handbook of Molecular Descriptors by Todeschini and 
Consonni9 which includes an extensive bibliography of about 3000 references. 
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2.2.1 0D to 2D descriptors 
 
Zero-dimentional (0D) descriptors utilise the atomic or molecular properties and are therefore 
independent of the overall molecular connectivity. They include a great variety of descriptors 
such as molecular mass or refractivity, element count, element quotient, and many others9. 
Some practitioners point out that descriptor values should be derived using mathematical and 
logical procedures and therefore the property-based descriptors should be excluded from the 
SRC9. If one accepts molecular properties as descriptors, they should formally be considered 
dimensionless, but they are often included among the 0D descriptors. The property-based de-
scriptors include many kinds of empirical parameters including among others the Hammett, 
Taft and Hansch constants discussed earlier. One of the more complex property-based tech-
niques is Comparative Spectra analysis (CoSA)11,105-107 in which an experimental spectra is 
transformed into a vector which in turn is used to generate the descriptor. In principle this tech-
nique could use any spectral information, but in practice the 1D NMR spectra has been used 
almost exclusively. An extension of the CoSA, called Comparative Structural Connectivity 
Spectral Analysis (CoSCoSA)108, has also been proposed. In this technique different NMR ex-
periments, which are sensitive to the configuration and conformation, are used to generate the 
descriptor.  
 
The 1D descriptors are based on the local or fragment connectivity. They include several types 
of fragment counts, branch indices, ring counts and molecular fingerprint descriptors9. The 
HQSAR methodology is an interesting combination of a compressed molecular fingerprint, a 
normal 1D descriptor and 2D topological analysis. It uses the 1D descriptor to build the SRC 
model but at the same time it also utilises 2D information as it contains a phase where the set of 
fragments used to compute the molecular fingerprint is automatically generated.  Despite of its 
relative simplicity the HQSAR has proven to be a very effective form of SRC analysis7,109-127. 
 
The 2D descriptors should be called topological descriptors or “graph invariants” as they are 
evaluated using the so-called molecular graph which is constructed by replacing atoms with 
vertices and bonds with edges. Usually the topological indices are computed from the so-called 
hydrogen depleted molecular graph in which hydrogen atoms are omitted while building the 
graph. One should note that the molecular graph is a topological construct and does not take the 
2D or 3D structure into account. Therefore the three molecular graphs presented in Figure 2 (B-
D), even though they look different, are all equally valid topological descriptors for 2-methyl-
pentane (A).   
 
A large class of 2D descriptors, called topostructural indices, rely solely on the molecular graph 
and therefore take into account only the topology of the molecular graph and discard the chemi-
cal information available about the underlying compound. These descriptors are derived using 
purely topological and graph theoretical principles. Popular topostructural 2D descriptors in-
clude the Wiener index128-141, Zagreb index142-146, the Randic connectivity index147-151 and Bala-
ban index138,152-158. For example, one can compute the Wiener index for 2-methyl-pentane using 
equation 13 and a distance matrix (eq. 14) which indicates how many edges (bonds) one must 
cross in order to get from atom i to atom j. After rather simple arithmetic (eq. 15) one gets the 
Wiener index value 32 for this molecule. 
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Figure 2. 2D structure of a molecule (A) and three equivalent hydrogen depleted molecular graphs (B-D) 
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Because the topostructural descriptors overlook a considerable amount of information available 
in the 2D structure a set of topochemical descriptors have been formulated which are sensitive 
to the topology of the molecular graph and to the chemical information it contains. Some 
topochemical descriptors are extensions of topostructural indices134,159-162, but there are also 
completely novel indices such  as Kier-Hall163-167, Burden eigenvalues and many others9. There 
also exists a set of 3D topological descriptors which are extensions of the 2D topostructural 
indices. These 3D indices use the 3D Cartesian inter-atomic distances instead of the discrete 
topological distances and are therefore sensitive to the 3D conformation of the molecule 9.  
 
One important class of 2D descriptors are the electorotopological (E-State) descriptors which 
describe the electronic state of the molecule. Many formulations and even more numerous ap-
plications have been reported in the literature163,168-188. While the reported performance has var-
ied greatly, it is clear that in many cases the E-state indices can create models which are compa-
rable to those derived from 3D descriptors163,177,179,187. One of the more popular E-state descrip-
tors is the Molecular Electronegativity Distance Vector (MEDV) which has been successfully 
used to model many systems12,189-194.   
 
For a more detailed discussion on the available 0D to 2D descriptors the reader is referred to the 
Handbook of Molecular Descriptors by Todeschini and Consonni9. 
    
2.2.2 3D descriptors 
 
As stated earlier, the usefulness of the 3D SRC techniques is often limited by the need for an 
accurate superposition of structures18,62. This is primarily due to the fact that there is no univer-
sally applicable automatic superposition method. Even the currently available semi-automated 
solutions usually require considerable human intervention when dealing with large and diverse 
libraries of molecules. Despite these problems the 3D SRC, and the grid-based techniques in 
particular, have been widely utilised. 
 
The conceptually simplest 3D SRC analyses are the grid-based techniques, which embed the 
molecules in a three-dimensional grid and derive the descriptor by evaluating the values of de-
scriptor functions at the vertices of the grid. A schematic 2D representation of a grid-based SRC 
(Figure 3A) is used instead of a real 3D as it is easier to represent on paper. The ligand sur-
rounded by the grid, which is used to derive descriptor matrices (Figure 3B) for van der Waals 
and electrostatic interactions. Also many alternate descriptor fields, such as HINT195 which de-
scribes the hydrophobic interactions, have been proposed9. This enables one to easily extend the 
grid-based SRC descriptors from the default steric and electrostatic to almost any conceivable 
property. For further details see a paper by Kellogg196 and the Handbook of Molecular Descrip-
tors9. The separate matrices are combined and transformed into a single vector which is then fed 
to the statistical analysis methods in order to derive the actual model. Yet, one can still easily 
connect the variables to the grid points, which has advantages when one visualises the result 
(see page 52).  
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In addition to the problems caused by the superposition, 3D SRC techniques that depend on a 
global grid are also susceptible to errors rising from translation and rotation of structures. One 
can quite easily see that if one were to rotate or translate a molecule in the grid the way in 
which its atoms intersect with the grid, vertices also change. Unfortunately this can lead to 
changes in the predictive power of the model and therefore the overall position and orientation 
of the molecules becomes critical. One can reduce this effect by increasing the resolution of the 
grid but this leads to an exponential growth in the number of variables creating problems in the 
statistical analysis. Thus the resolution of the grid is always a balancing act between the number 
of variables and rotational and translational sensitivity20,197-199.     
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Figure 3. A Schematic representation of a grid-based SRC technique (A) and the resulting matrices (B) 
 
Grid-based techniques include CoMFA14, GRID15 and SOMFA200. Of these three the CoMFA 
has been particularly popular and at the end of 2005 more than a thousand papers utilising this 
SRC technique have been published. Even though the basic principle of all these techniques is 
the same, there are subtle differences between them. For example the CoMFA and GRID use 
computed interaction energies between the ligand and a probe, usually an atom or small mole-
cule, as descriptor values. The GRID technique even allows the probe to re-orient itself so that 
the interaction energy between it and the ligand is optimal. This enables the usage of asymmet-
rical probes. On the other hand the SOMFA utilizes descriptors which are directly derived from 
the intrinsic properties of the molecules and no probe is required.      
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The Comparative Molecular Active Site Analysis (CoMASA)201 does not have a global grid but 
instead it relies on a set of pseudoatoms placed at critical points derived from the aligned mole-
cule set via cluster analysis. This reduces the number of variables thus reducing the computa-
tional demands of this method but it also eliminates the problems arising from the regular grid, 
namely the sensitivity to rotation and translation.   
 
Comparative molecular surface analysis (CoMSA)202-206 computes the descriptor values on the 
surface of the molecules and then this 3D surface is transformed into a 2D plane. Self-
organizing maps (also called Kohonen maps) are used to distil the important information from 
the descriptor after which a standard PLS analysis is performed. In addition to CoMSA, there is 
a highly similar technique proposed by Hasegawa et al207-209 which more accurately preserves 
the information about the spatial relationships between important molecular features. 
 
One interesting and very diverse class of 3D descriptors are the similarity index based tech-
niques such as Comparative Molecular Similarity Analysis (CoMSIA)210-213 which use the simi-
larity indices originally formulated for alignment of molecules as descriptors in a SRC analysis. 
Among others the molecular similarity indices proposed by Carbo214 and Hodgkin215 have been 
also applied to QSAR216-219. The actual properties of this class of SRC techniques are dictated 
by the formulation of the index used, but in general one can say that the indices are usually not 
very sensitive to small changes in structure and therefore they may not be optimal descriptors.    
 
Also many different descriptors based on quantum chemistry, such as TQSI220, MQSM221-228 
and QS-SM229-231, have been developed, most of which are based on the molecular orbital (MO) 
approach232 while others favour the density functional theory233-240. Many applications of the 
quantum chemical descriptors have been reported in the literature but all in all it would seem 
that these descriptors are not clearly superior when compared to ones derived from molecular 
mechanistic models230,241-260. However there are some quantum chemical descriptors such as 
polarisability and hardness which have proven to be very useful in SRC studies237,261-263. 
 
All the 3D techniques thus far presented require molecular alignment. However, a large number 
of descriptors completely circumvent the problems of alignment by reducing the 3D structure 
into a rotationally and translationally invariant form20,102,107,220,232,264-273. In other words these 
descriptors are based on the 3D structure, meaning the conformation and configuration of the 
molecule, but are not sensitive to its position or orientation in 3D space. These descriptors are, 
quite logically, called alignment-free descriptors, but they could also be called “2½-
dimensional” as they are sensitive to the 3D structure of the molecule, but they do not directly 
depend on global 3D space20,198. On the other hand, the descriptors and the results of the models 
built using these descriptors are often more difficult to interpret than is the case with true 3D 
descriptors20. 
 
GRIND20 is an alignment-free SRC technique which takes a set of 3D molecular descriptor 
grids computed with GRID15, CoMFA14 or any other similar technique and first smoothes them 
and subsequently transforms them using an autocorrelation functions to form the alignment-free 
descriptor. The GRIND descriptor has been applied to several SRC datasets with varying re-
sults274-276. Recently an extension of the original technique aiming to improve stereospecificity 
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of the descriptor by inclusion of the 3D structure motifs was proposed197.  Unlike many other 
alignment-free techniques, GRIND enables the user to correlate the alignment-free descriptor 
with the original grid and thus enables limited visualisation of the results. Like GRIND, the 
alignment-free techniques proposed by Broto264, Gasteiger265 and Clementi277 use autocorrela-
tion functions to create co-ordinate independent SRC descriptors. They have certain similarities 
with GRIND and each other, but they use different source descriptors and transformation algo-
rithms and should therefore be considered independent methodologies.  
 
COMPASS278,279 is an inventive technique that uses iterative optimisation and neural networks 
to discover the optimal alignment, called a “pose”, along with a more traditional SRC model. 
The first step when building a COMPASS model is the generation of a set of molecular con-
formations aligned using a template conformation. This ensemble is then covered with descrip-
tor points and few points are also placed outside the ensemble surface. A COMPASS descriptor, 
which also includes hydrogen bond donor and acceptor variables, is evaluated using the set of 
points generated earlier and a model correlating the pose and biological response is generated 
using a neural network. This model is then used to generate better poses for the molecules and 
the whole process is repeated until the optimisation converges. Finally a COMPASS model 
correlating the descriptor with the activity is generated which can then be used to align an un-
known molecule and subsequently predict its activity. Thus, the COMPASS methodology uses 
an internal co-ordinate system and combines superposition and descriptor evaluation steps. As 
such, it could be considered to belong to the alignment-free techniques, even though the actual 
descriptor is based on the aligned set of molecules, as it does not require pre-aligned molecule 
set.   
 
The Weighted Holistic Invariant Molecular (WHIM) descriptors use principal component 
analysis (PCA, see page 39) to transform the centred molecular co-ordinates into a new system 
defined by the three primary molecular axes. The resulting descriptor is invariant in regard to 
both translation and rotation due to the centring and the uniqueness of PCA solution, and thus 
the molecular alignment is not required. Several different weighting schemes utilising the prop-
erties of atoms, such as mass, van der Waals volume and many others, have been proposed280-
286.  
 
Comparative Molecular Moment Analysis (CoMMA)267,268 interprets the value of an atomic 
property as “mass” and uses it to find the centre of “mass” for a molecule. Then the atomic 
property and the distance from the centre of mass can be used to compute the “moment” associ-
ated with the property.  From the individual moments it is possible to find the principle mo-
ments which form a 3D co-ordinate system which depend only on the structure and properties 
of the molecule and thus the CoMMA does not require molecular alignment as the moment axes 
can be used to implicitly correlate the molecules. The original CoMMA descriptor is formed 
from 14 different variables (eq. 16) which include the molecular weight (MW), the principle 
moments of inertia (I1-I3), total dipole and quadrupole moments (μ and Q), the components of 
dipole moment (μ1- μ3), the displacement vector between the magic point of the molecule (i.e., 
centre of dipole) and centre of mass in the inertial co-ordinate system (for details see Silverman 
and Platt267) and finally the two components of the quadrupole moment. And in addition to 
these steric and electrostatic descriptors the CoMMA principle can be used to compute an 
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alignment-free descriptor of any atomic property and an extension providing moments of lipo-
philicity has gained some popularity268,287.  
 
 { }1 2 3 1 2 3 1 2 3 11 22, , , , , , , , , , , , ,CoMMA MW I I I Q d d d Q Qμ μ μ μ=  (16) 
 
The spectral descriptors are a group of intrinsically alignment-free 3D descriptors which have 
gained some popularity within the SRC community. They differ from the spectrum-based tech-
niques introduced in the 0D sections as they use computational techniques to generate the data 
containing the peak positions and intensities. These values are transformed into a spectrum us-
ing a Gaussian smoothing kernel. The actual descriptor is derived by computing the kernel sum 
at predetermined points along the pseudospectrum using equation 17 where the k is the position 
of descriptor, the λ0 is the position of the smoothing kernel and the σ is the standard deviation, 
or half-height width of the kernel. The spectral techniques include EVA269,270,288,289 which is 
based on the IR frequencies and the Electronic EigenVAlue (EEVA)272,273 which uses the ener-
gies of the semi-empirical molecular orbitals to generate the pseudospectrum. 
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2.2.3 Beyond 3D 
 
A view of a rigid molecule fitting to a rigid receptor, which underlies the 3D SRC analysis for-
malism, is an extreme simplification of the real dynamic nature of the molecular recognition. As 
the successful SRC models indicate, there are many cases in which this approximation can be 
done without major delerious effects. Nevertheless, there are some cases where the dynamic 
effects are considerable95,290,291. Also in 3D SRC one must decide the active conformation, and 
in many cases also the orientation, of the molecule in the binding pocket. For rigid molecules 
this is usually not a problem, but for more flexible molecules it can be very difficult to decide 
the active conformation. Also for very diverse sets, especially if the receptor structure is not 
known, it is extremely difficult to select a binding orientation. The 4D-QSAR paradigm cir-
cumvents the problems caused by the selection of active conformation and orientation by repre-
senting the ligand molecule with an ensemble of conformations thus mimicking the dynamic 
nature of the binding phenomena291.  
 
One of the earliest positions for an ensemble descriptor is the so-called cell occupancy method 
where the SRC grid is composed from small cells and a collection of ligand conformations are 
placed into this grid. Then the occupation densities, meaning simply how many ligand atoms 
intersect the cell, are evaluated. Instead of just measuring the simple occupation this method can 
also be used to formulate more specific descriptors, such as hydrogen bond donor and acceptor 
fields. After the original paper by Hopfinger et al290, several applications of the 4D-QSAR 
paradigm have been reported in the literature292-312.  It has become clear that in certain cases the 
ensemble methods have clear advantage over the traditional 3D methods. Unfortunately it is 
also clear that this new approach also generates a new set of problems and more work is re-
quired before the 4D methodology becomes widely adopted7,312,313. Furthermore, two different 
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types of 4D SRC methodologies exist, one which closely resembles the 3D SRC methods as it 
does not require a known receptor304,306-308, while another formulation utilises the additional 
information inherent in the receptor structure305,308,312,314,315. 
 
If one includes the receptor structure in the SRC analysis it means that one gets additional in-
formation which can be used to improve the accuracy of the model but at the same time one 
gets an additional degree of freedom, viz. the conformational flexibility of the receptor, which 
should also be taken into account. Therefore one should extend the original 4D formalism to 
include several receptor conformations thus creating a 5D approach95,291.  Some successful ap-
plications of this new SRC methodology have been reported, but it is clear that it will take some 
time before these techniques becomes widely accepted314,316,317. While this 5D methodology is 
still in its infancy the team led by A. Vedani, who originally proposed the 5D SRC and wrote an 
implementation in the program QUASAR, have further increased the degrees of freedom to 
create a 6D SRC318. Only time will tell whether this new techniques yields sufficient increase in 
predictive power to offset the rapidly increasing computational cost. 
    
35 
2.3 Descriptor post-processing 
 
After the descriptor values have been calculated for all of the molecules they are usually col-
lected into a matrix (X) where each row corresponds to a sample and each column is a different 
descriptor variable. A similar matrix (Y) can be composed from the observed values. However, 
as the vast majority of SRC analyses have univariate observed values Y is most often a vector 
rather than a matrix. Even if the SRC analysis has a multivariate observed values there is con-
troversy whether it is better to have a single multivariate analysis or a set of univariate analy-
ses319,320.   
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where n is the number of samples, in this case compounds, and m is the number of descriptor 
variables.    
 
Due to the nature of SRC analysis, it is common that there are more descriptor variables than 
there are samples. In the case of grid-based 3D descriptors such as CoMFA there can be liter-
ally thousands of variables while the number of samples is usually in the range of 20-50. To 
compound the problem many descriptors have considerable internal correlation. In other words 
many descriptor variables are more or less co-linear, which in turn causes problems for many 
statistical analysis methods. One should also note that a for set of highly co-linear variables, as 
opposed to a single variable, there is only a modest contribution to the information content of 
the descriptor, but as each of the variables contains noise, the co-linearity effectively reduces 
the signal to noise ratio of the descriptor. This problem is also referred as internal correlation, 
meaning that the variables within or between descriptors correlate. Therefore it makes little 
sense to simply create a super-descriptor by gluing together all available descriptors as it would 
not significantly increase the predictive power of the model319-321. 
 
Naturally, the more complex statistical tools, which use weight factors, can be used to discard 
poor variables but they are usually capable of discarding only the most spurious variables and 
therefore several methods have been devised to identify and discard the least informative vari-
ables from the descriptors. These methods can be divided into two major categories, namely 
variable reduction and variable selection approaches, based on the data used to guide the proc-
ess. In the variable reduction the X matrix is analysed and variables with high internal correla-
tion or very weak variance are deleted thus reducing the number of variables while preserving 
the maximum amount of information. On the other hand, variable selection methods also take in 
account the observed values (Y ) when selecting the best variables. The region focusing often 
used in conjunction with CoMFA, is a part of the variable selection methods as it uses the R2 
value of the final model to guide the selection of certain CoMFA descriptor variables, which are 
given a greater weight when building the final statistical model.  
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In CoMFA the descriptor variables are derived using a 3D grid and thus the variables have a 
unambiguous location in 3D space. Thus the sets descriptor variables correspond to a region, or 
regions, of space which explains the name of the technique as it quite literally focuses on re-
gions of interest. 
 
Regardless of whether or not the X matrix has been treated with some variable reduction or 
variable selection methodology, the resulting matrix is usually subjected to two statistical pre-
treatments, namely mean centring and variance scaling. In mean centring for each of the de-
scriptor variables its average over all samples (column of matrix X) is evaluated and subse-
quently subtracted from the same variables so that the mean of the variables (column) becomes 
zero. This data pre-treatment enables certain mathematical shortcuts and is required by some 
statistical algorithms. As the mean centring only affects the absolute values of the variable and 
leaves the relative positions unchanged it usually does not have any negative impact on the effi-
cacy of the statistical analysis.  Variance scaling is used to normalise each of the descriptor 
variables to unit variance which ensures that all variables have equal weight in the statistical 
analysis. However, in some cases the differences in the ranges of variables can act as intrinsic 
weight factors and the variance scaling, which removes them and actually reduces the accuracy 
of the statistical model.     
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2.4 Model building and statistical analysis 
 
In this section many of the statistical techniques used in quantitative SRC analyses are intro-
duced. The primary emphasis of the discussion is on the linear regression techniques, as they 
still are the method of choice for quantitative SRC analysis. As was the case with the DY-
LOMMS, the evolution of linear regression has in many cases dictated the success of new SRC 
paradigms and therefore the choice of statistical method is crucial part of the analysis. This 
overview of statistical analysis tools follows the chronological progression of linear regression 
starting with the relatively simple Multiple Linear Regression (MLR) and progressing through 
the principal component based methods, such as Principal Component Analysis (PCA) and Par-
tial Least-Squares (PLS), to non-linear and non-parametric regression including artificial neural 
networks. 
 
In recent years it has been demonstrated that it is not necessarily best to use the most powerful 
statistical methods available. The main critique against those powerful techniques is that while 
they undoubtedly are capable of detecting weaker correlations and to generate a more flexible 
model, the increase in true predictive power is often rather modest. The reason for this is that 
the powerful techniques learn the set of molecules used to generate the model, the so-called 
training set, too well and lose their ability to accurately predict new compounds103,322-324. Due to 
these problems a set of simpler statistical analysis techniques has been introduced, of which the 
k-Nearest Neighbours approach has gained greatest popularity102,104,207,322,325-338 and which 
could, due to its computational simplicity, high predictive ability and the robustness of its mod-
els, one day rival linear regression as the method of choice for structure response correlation 
analyses102,322.  
 
One should also note that the classification techniques used in non-quantitative SRC analyses 
are not discussed in this overview as this work is based on the quantitative structure response 
analysis methodology and therefore, strictly speaking, the non-quantitative methods do not fall 
within the scope of this work. For a recent review of classification techniques commonly used 
in the SRC analyses, the reader is referred to an article by Mazzatorta et al339. 
 
In this overview the uppercase letter denotes a matrix whereas a lowercase letter represents a 
vector or a singular value. The apostrophe ( ' ) is used to denote a matrix transpose. Also, the 
observed values are called dependent variables and the matrix containing them (Y) is called 
dependant block as is customary in the literature discussing regression methodology. The logic 
behind these names is that the Y values are assumed to linearly depend on the independent vari-
ables contained in the X matrix, which is often called independent block. How can the descrip-
tor variables in the X matrix be independent as they depend on the structure and the descriptor 
used to evaluate them? The values in X do indeed depend on the structures and descriptors, but 
in the context of regression analysis, they do not depend on anything and are therefore called 
independent variables.  
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2.4.1 Multiple Linear Regression (MLR) 
 
Multiple Linear Regression (MLR) is the oldest and simplest of linear regression methods. It is, 
however, still quite useful in classical SRC analysis with a small number of highly orthogonal 
variables. The basic equation of MLR model is shown in equation 19, where BMLR is a matrix of 
regression coefficients computed with equation 20 and the E is a matrix of residuals (errors). 
After the BMLR has been computed, an estimate of the Y, denoted by Yˆ ,  can be computed for an 
arbitrary set of independent variables by equation 21. The greatest weakness of the MLR analy-
sis is that if the independent block X contains highly co-linear variables the inverse of X’X may 
not exist (eq. 20) and the MLR fitting will fail. Also if the number of variables is greater than 
the number of samples the MLR will not yield a unique solution but rather a set of possible so-
lutions. This limits its usefulness in SRC models as the number of descriptor variables tends to 
be much higher than the number of samples. 
 
 MLRY XB E= +  (19) 
 
 1( ' ) 'MLRB X X X Y
−
=  (20) 
 
 ˆ MLRY XB=  (21) 
 
2.4.2 Ridge regression (RR) 
 
Ridge regression is a biased regression technique which can be used instead of the MLR for 
highly co-linear or undetermined data sets.  The difference between ridge regression (eq. 22) 
and standard MLR (eq. 20) is the inclusion of a bias term kI where the k is a non-negative 
“ridge” constant and the I identity matrix. If the k=0 the ridge regression is identical to MLR 
and when k increases it will introduce increasing amount of bias in to the regression.  
 
The biased regression techniques such as ridge regression have received a lukewarm reception 
at best340. This is probably due to the difficulty involved in finding the optimal bias, though 
there have been some success stories where the biased regression has out-performed other re-
gression techniques340,341.  Normally k is optimised using a grid search and a large ensemble of 
ridge regression models in order to achieve sufficient statistical reliability. This means that fit-
ting a RR model requires considerable amount of computing power, though recently some reli-
able methods for fast estimation of k has been proposed342,343. 
 
 1ˆ ( ' ) 'RRB X X kI X Y
−
= +  (22) 
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2.4.3 Principal Component Analysis/Regression (PCA/R) 
 
In Principal Component Analysis (PCA) the independent block X is decomposed into a princi-
pal components (PCs), described by the t- and p-vectors (eq. 23) containing the scores and the 
loadings of samples and variables, respectively. The decomposition of X can also be interpreted 
as a co-ordinate rotation where the original axes, defined by the descriptor variables, are re-
placed with a new set of orthogonal, and thus not co-linear, axes called principal components 
(PCs). As the PCs are generated so that each explains the maximum amount of the residual 
variance not yet explained by preceding PC, one can quite easily see that the relative impor-
tance of new PCs decreases as more and more components are extracted. The maximum num-
ber of PCs that can be extracted is the same as the number of descriptor variables in the X ma-
trix. On the other hand, as the data always contain some inherent error and X-variables corre-
late, it is usually the case that only relatively few PCs contain all relevant information and the 
rest can be discarded as they contain increasing amounts of noise. For a short discussion about 
the procedure to select the optimal number of principal components, please see page 50.    
 
 1 1 2 2' '... ' 'a aX t p t p t p E TP E= + + + = +  (23) 
 
The loading vectors have as many elements as there are original variables and they contain the 
cosines of angles between the principal component and the original variables. For example in 
the case presented in the Figure 4 the loading vectors are { }1 11 12cos ,cosp θ θ=  and 
{ }2 21 22cos ,cosp θ θ=  for PC1 and PC2, respectively. As the loadings vector is usually nor-
malised to unit length one can also interpret the loadings vector as a unit vector defining the 
new axis based as a linear combination of the original variables. The score vectors contain the 
projections of the each sample onto the principal components and they therefore contain as 
many elements as there are samples. The scores can also be interpreted as the co-ordinates of 
the samples expressed in system defined by the principal components instead of the original 
variables (see t16 and t23 in Figure 4). 
 
In order to perform a Principal Component Regression (PCR) one must derive a matrix of re-
gression coefficients from the results of the PCA. This can be achieved by collecting the load-
ing vectors into a matrix where each column corresponds to an original loading vector (eq. 24). 
Then, by using the P matrix one can transform the original descriptor X into the principal com-
ponent co-ordinate system and create a new descriptor matrix T (eq. 25). When the matrix T is 
used instead of the X matrix in equation 20 one can easily derive the regression coefficients (eq. 
26) as the principle components are, by definition, orthogonal there is no matrix inversion prob-
lem. 
 
For a more detailed discussion and list of applications and different implementations of princi-
pal component analysis and principal component regression the reader is referred to a book enti-
tled “A User’s Guide to Principal Components” by J. E. Jackson344.   
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 T XP=  (25) 
 
 1ˆ ( ' ) 'PCRB T T T Y
−
=  (26) 
 
 
 
 
Figure 4.  Schematic representation of Principal Component Analysis (PCA). The x1 and x2 are the original 
independent variables and the PC1 and PC2 are the two principal components which optimally describe the 
variance of the data. Cos θ11 and cos θ12 are the loadings for PC1 and θ21 and θ22 are the loadings for PC2.  
T16 and t23 are the 6th score of PC1 and the 3rd score of PC2, respectively. 
 
41 
2.4.4 Partial Least Squares (PLS) 
 
The Partial Least Squares (PLS) is an advanced regression methodology, originally designed 
for econometric applications, which has also been extensively utilised in chemometric applica-
tions345-347. In PLS analysis the principal components of both the X and Y blocks are decom-
posed using PCA (eq. 27) so that the scores of the dependent block u1…ua form a n by a matrix 
U. In similar manner the scores of the independent block form t1…ta matrix T. The main differ-
ence between the PCA and PLS is that the scores of the dependent and independent blocks are 
mixed and therefore the X- and Y-blocks will provide information about each other. This en-
sures that the X-scores are at all times strongly correlated with the Y vector which is not neces-
sarily the case with PCA/R. The mixing also improves the tolerance of the PLS for highly co-
linear independent variables. This mixing has the side-effect that the PLS components are not 
necessarily orthogonal and therefore it is necessary to introduce a new matrix W (m by a) which 
contains the weight factors (w1…wa) for the independent variables. The matrix W and the load-
ings are used to derive the regressions coefficients for the final orthogonal PLS components  
(eq. 28)319,320,348,349.  
 
 
'
'
X TP E
Y UQ F
= +
= +
 (27) 
 
 1ˆ ( ' ) 'PLSB W P W Q
−
=  (28) 
 
Table 2 presents a detailed pseudocode of a PLS analysis methodology derived from the Non-
Iterative Partial Least Squares (NIPALS) PCA algorithm. The NIPALS PLS is by no means the 
best, or only implementation, but it is easier to follow and more intuitive than the more efficient 
implementation and therefore it is used here as an introduction to the principles of PLS regres-
sion. 
  
To begin the PLS analysis let F0 = Y and E0 = X and then the first principal component is ex-
tracted using the algorithm defined in Table 2. First u is initialised (line 1) and then w is com-
puted and normalized (lines 2-3). Then w is used to compute t (line 4) which in turn is used in 
computation of normalised q (lines 5-6). It should be emphasised that in the computation of the 
t and q vectors the weight vector w contains information about the dependent block, thus mixing 
the independent and dependent blocks. Finally a new u is derived and a check whether the 
change in t is smaller than an arbitrary convergence criteria ε is made (lines 7-8). If the PLS is 
computed for a case with univariate dependent block, the lines 5-8 can be substituted with q=1 
and the iteration is unnecessary. To obtain more principal components one must evaluate new E 
and F matrices using equation 29 and then re-iterate the PLS algorithm using these new matri-
ces.   
 
 
'
1
'
1
n n n n
n n n n
E E t p
F F u q
+
+
= −
= −
 (29) 
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As mentioned earlier, there are many efficient implementations of the PLS methodology, such 
as SIMPLS350, SAMPLS351,  SVDPLS352 and others319,321,348,353-358. Though some of these meth-
ods yield slightly different results, they are variations on a theme, with slightly different compu-
tational complexity and limitations. For example some PLS implementations are restricted to 
univariate Y. For a more detailed description on  the mathematics behind the PLS, the reader is 
referred to articles by Wold346, Höskuldsson348, and Geladi320.  
 
Table 2. Detailed pseudocode for the evaluation of jth principal component of a PLS implemen-
tation based on the NIPALS PCA algorithm. At the end of iteration the local vectors u, w, t and 
q become the global vectors uj, wj, tj and qj which are also placed in the U, W, T and Q matrices. 
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2.4.5 Non-linear and non-parametric regression 
 
To clarify the concepts of non-linear and non-parametric regression one should consider a case 
where the observed values (y) are dependent only on a single descriptor variable (x). In this two 
dimensional case the regression model can be interpreted as a curve which should intersect with 
all sample points. Similar geometric interpretations can be made for higher dimensionality cases 
where the regression model forms a (hyper-) surface in the combined dependent/independent 
variable space. For clarity of presentation, only the highly intuitive 2D cases are discussed. In 
the case of linear regression the model curve is a line (eq. 30). At first glance, it would seem 
that linear regression generates an overly simplistic model and a more complex curve would 
considerably increase the predictive power of the model. Instead of the line one could use a 
parabola (eq. 31) or higher order polynomial (eq. 32) yielded by quadratic and polynomial re-
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gression, respectively359. Unfortunately the increase in the predictive power is rather modest 
and as the regression model becomes increasingly complex its sensitivity for any, and all, noise 
in the data also increases. This is due to the fact that as one increases the degrees of freedom in 
the regression model without increasing the available information, in this case meaning the 
number samples, the less well defined the fitting becomes. In other words, the more information 
one tries to extract from a limited set of samples the more one has to infer from the limited 
sample and thus the reliability of the model is reduced.  Regardless of these problems several 
success stories have been reported360-367 and there is some evidence which suggests that non-
linear regression could in most cases be superior to linear regression368,369. However, at the 
moment, the linear regression is still the method of choice when performing SRC analyses.  For 
more details the reader is referred to publications by Wold et al369 and also to Tang and Li368. 
 
 y ax b= +  (30) 
 
 2 11 2y a x a x b= + +  (31) 
 
 1 21 2 1...
k k
k ky a x a x a x a x b
−
−
= + + + +  (32) 
 
Unlike the linear and non-linear regression methods, non-parametric regression does not try to 
form a single parametric curve, rather it generates a surface defined by the known points, mean-
ing the samples, and suitable weight function. The actual derivation of the non-parametric re-
gression model is quite complicated and the mathematical details do not fall into the scope of 
this work. A concise primer into the mathematics of the non-parametric regression, along with a 
host of references is presented in paper by Constans et al370. 
 
Non-parametric regression bears a resemblance to the k-nearest neighbours method (see page 
46) as the predicted activities are computed using the activities of neighbouring molecules. The 
use of a kernel functions gives more flexibility to the definition of a neighbour and thus also to 
the non-parametric regression370,371. Due to its flexibility and robustness, non-parametric regres-
sion is becoming a useful tool for QSAR as it does not require explicit definition of regression 
model and can model diverse systems372. Unfortunately, non-parametric regression is computa-
tionally demanding and therefore requires more resources than standard linear regression tools. 
However, increasing power of the computer hardware is rapidly diminishing the impact of this 
difference and thus making non-parametric approaches more accessible370,372. For more infor-
mation about non-parametric regression algorithms the reader is referred to articles by Hirst et 
al371, Constans et al370, McNeahy et al372. 
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2.4.6 Artificial Neural Networks (ANN) 
 
As the name suggest the artificial neural networks are mathematical tools which try to mimic 
the biological neurons and the networks they form. This non-linear form of statistical analysis 
has stirred up great interest in the SRC community but as always many problems have also been 
reported325,364,373-397.  The basic concepts of the ANN approach are quite intuitive as there are 
clear biological counterparts for the mathematical constructs.  
 
The artificial neuron (Figure 5A) consists of an arbitrary number of inputs (I) which corre-
sponds to the dendrites of a biological neuron. These are scaled by weight factors (w) and fed to 
a function f, called the activation function, which is used to evaluate the output (O) acting as the 
“axon” of the artificial neuron. An artificial neuron could, in principle, have a number of inde-
pendent outputs. However, this is usually not the case as neural networks would most likely 
become unmanageable due to the topological complexity398. Even though the neuron has an 
activation function and a set of weights at the inputs, the capabilities of single neuron are still 
rather modest. Therefore one could say that even thought the neuron is stupid, the network of 
neurons is collectively smart. The ANN could be interpreted as a form of cluster computing 
where a massively parallel system of simple unit performs complex operations. As the “smart-
ness” of the system depends on the topology of the network, meaning the number of neurons 
and the way in which they are organised and interconnected, the initial layout of the networks is 
crucial as it ultimately defines capabilities of an ANN398. There are very few theoretical limita-
tions to the structure of an artificial neuron or to the complexity of a neural network but, in 
practice, as one must use a sequential computer to mimic the multiply parallel network, there 
are only a handful of truly viable topologies. The most popular topology is the feed-forward 
network where the neurons are arranged in tiers which are evaluated sequentially so that the 
neurons pass their outputs as input for the next tier of neurons. There are also many ways in 
which the tiers can be interconnected but usually each neuron is connected to all neurons of the 
previous tier thus forming the so-called fully connected network. A schematic representation of 
a simple ANN formed using a fully connected feed-forward topology is presented in the Figure 
5B. The input data, or in the case of SRC analysis the descriptor, is fed to the input stage (I1-I5) 
which is connected to a first tier of processing neurons (N11-N13). A tier of neurons which do 
not belong to the input or output stage is often referred as a hidden layer. In the Figure 5B there 
are two hidden layers of neurons (N11…N13 and N21…N22) along with the input (I1…I5) and 
output stages (N31).   
 
A statistical analysis using an artificial neural network can be divided into three separate 
phases. First one must set up the ANN by deciding the topology of the artificial neural network 
and the activation function used in neurons. One should also initialise the parameters in the neu-
rons to random values at this phase. In the second phase the neural net learns by example just as 
a human does. The data are fed to the networks and the parameters are adjusted using a suitable 
learning function. The learning can be unsupervised where the network strives to uncover inter-
nal structure from the data. In the supervised learning the output of the networks is compared to 
the known values associated with the data and the difference, or error, is used to train the net-
works398.   
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The training of ANNs is a very delicate process and it is often necessary to take particular care 
to find the optimal training regimen. Thus it is often necessary to perform extensive validation 
in order to ensure that the network is indeed optimal also for a more general case than just train-
ing393.  
 
Traditionally the ANNs are considered to be black boxes because the information about the 
relative importance of the input variables is present in a holographic fashion in all of the weight 
factors. It is very difficult to separate a neurons input weight factor into different factors corre-
sponding to the variables and thus it is also nearly impossible to gain insight into the underlying 
reasons for the observed regularities. Nevertheless, some recent papers indicate that it might be 
possible to extract information from ANNs399,400. For a detailed introduction to the use of artifi-
cial neural networks in chemistry the reader is referred to the Neural Networks in Chemistry 
and Drug Design by Zupan and Gasteiger398. Also see papers by Sutherland et al7 and Ag-
fafiotis et al395. 
 
A 
 
B  
 
 
Figure 5. Schematic representation of an artificial neuron (A) and a neural network (B).  
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2.4.7 k-Nearest Neighbours (kNN) 
 
K-Nearest-Neighbours (kNN) analysis is probably the simplest and computationally easiest 
classification/regression technique in existence401 as it relies on the simple assumption that the 
value of an unknown sample can be predicted using the values of its nearest neighbours. kNN 
does not make any other assumptions about the nature of the relationship between the value of a 
point and its descriptor. This makes it highly suitable for unevenly distributed datasets as each 
cluster of samples is automatically used to predict similar samples and the remote clusters do 
not interfere as is the case with many other techniques329,402.  
 
In its most common form, this technique needs only one parameter: k, which indicates the num-
ber of neighbours used (usually k=3,5,7,9…). It also does not require a specific teaching step 
and this lack of a separate model building step enables the easy expansion of training set with-
out any modification to the model. Additionally, due to the lack of model building, the kNN 
technique usually generates a model which may have slightly weaker predictivity than other 
methods, but on the other hand, they usually have more robust external predictivity than the 
regression models104,394. For classification purposes a majority voting among the neighbours is 
the most popular approach whereas in quantitative kNN, the distance weighted average of the 
neighbour values is used. Due to its simplicity and robustness the use of kNN has gained mo-
mentum among the practitioners of the SRC analysis and to a certain extent it has surplanted 
traditional regression methods, such as PCR and PLS101,102,394. 
 
Even though the actual mechanism of the kNN is very simple, it is often very difficult to gain 
insight to the reasons for the observed regularities. In this sense the kNN functions as a black 
box and can not be used to gain additional information about the physico-chemical causes be-
hind the observed differences. On the other hand, one can quite easily create a distance matrix 
which can be used to cluster the data points and this information can in turn be used in conjunc-
tion to the original data to try to elucidate a model403.  Even though it is possible to use an arbi-
trary distance-metric in kNN analysis to identify the nearest neighbours, the simple multi-
dimensional Euclidian distance is usually selected because of its computational simplicity. Due 
to the nature of the kNN analysis it requires the data to be variance scaled and mean centred, or 
the different value ranges may act as implicit weighting factors, thus unduly biasing the results. 
One should also note that as the basic kNN assigns equal weight to each descriptor variable it is 
very susceptible noise and co-linearity404. Therefore it is usually prudent to use some form of 
variable selection prior to the kNN analysis405. Alternatively, a complex distance-metrics or a 
set of weight factors for variables and samples can be applied in order to improve the tolerance 
for co-linearity and noise but at the same time one usually loses the simplicity and robustness of 
the kNN analysis. 
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2.5 Model validation 
 
After the statistical analysis of a SRC model is complete, it is essential that one can derive some 
quantitative measure of the predictive power and goodness of the fit of the new model. For the 
SRC analyses which only seek to classify the samples there is a single score, the accuracy of 
the classification (eq. 33) ranging from 0.0 to 1.0, which contains all the necessary information 
to assess the predictive power of the model.  
 
 
correct classificationsaccuracy
n
=  (33) 
 
For quantitative models one needs more complex scores in order to estimate fully the power of 
the model. These scores include: the predictive residual sum of squares (PRESS, eq. 34, range: 
0.0−∞), sum of squared deviations (SSD, eq. 35 range: 0.0−∞), standard error (SE, eq. 36, 
range: 0.0−∞) and squared correlation coefficient (R2, eq. 37, range: -1.0−1.0) 
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When estimating the predictive ability of a SRC model it is necessary to distinguish two classes 
of predictive power, namely the internal and external predictivity. The internal predictivity 
measures how accurately the model can predict the set of compounds which was used to build 
the statistical model, in other words the training set, while the external predictivity tries to 
measure the model’s predictive power for molecules which it has never seen before. Of the two, 
the external predictivity is more important as it more accurately indicates the true power of the 
model in a realistic situation where it is used to predict unknown compounds401. 
 
It is a well known fact that even though a SRC model can be used to predict any molecule the 
descriptor evaluation can handle, the reliability of prediction can only be guaranteed for those 
molecules which resemble the compounds used in the training set. This is due to the fact that 
the cluster of samples forming the training set covers only a fraction of the whole descriptor 
space. Therefore the correlation between the structure and response is also well defined only 
within this descriptor subspace where the model can function in an interpolative fashion. The 
errors involved in this estimation are usually small because interpolation is in essence a form of 
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inductive reasoning.  On the other hand when the predicted compounds begin to differ from the 
training set compounds, it will inevitably leave the area of well-defined structural space. When 
this happens, the model must begin to work in an extrapolative mode and to use a deductive 
reasoning to generalise the correlation observed for a small set of molecules to all molecules406. 
Therefore, the true external predictivity of a model can never be reliably approximated for an 
arbitrary molecule. However, for a limited set of compounds, which resemble the training set, 
the external predictivity can be estimated. One way to estimate the external predictivity of the 
new SRC model is to use a set of samples called external test set or simply test set which con-
tains samples that have not been used to train the model17.  
 
Unfortunately, the limitations in estimating the true external predictivity are not the only prob-
lems one must take into account while estimating the true power of a SRC model. There is a far 
subtler problem involving the way in which the model is trained. For any statistical method 
which uses the training data to infer a model it is usually possible to generate a carefully fitted 
model which can predict the training set with almost perfect accuracy. Unfortunately, at the 
same time one usually loses a great deal of external predictivity because the model which can 
predict certain set of compounds with perfect accuracy is too specialized to accurately predict 
compounds that differ from the set which was used to optimise the model. This kind of over 
specialised model is often referred as an over-fitted model because it depends too much on the 
specifics and peculiarities of the training set. As there are over-fitted models, there are also un-
der-fitted models which do not fully utilise the information available in the training set and 
therefore do not gain optimal performance. Thus one must always balance the trade-off between 
the efficient use of the training set and the generality of the model324,394,407,408.  
 
For external test sets the following scores are usually evaluated: squared correlation coefficient 
( 2exR , eq. 37, range -1.0−1.0), predictive residual sum of squares for the external test set 
(PRESSex, eq. 34, range: 0.0−∞), mean absolute deviations (|∆|av, eq. 38, range 0.0−∞), the sum 
of squared deviations between the values of samples in the test set and the mean activity of the 
training set samples (SSDex , eq. 35, range 0.0−∞), and  standard error of prediction (SDEP, eq. 
39, range: 0.0−∞)  
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Perhaps the most powerful, and also most under-used, score for the assessment of the true pre-
dictive power of a SRC model is the predictive R2-score (Pr-R2, eq. 40, range -∞−1.0), which 
indicates predictive power of the fitted model as compared to the naïve model where predicted 
value of every sample is equal to the mean of the values of the training set. Negative values 
indicate that the fitted model is inferior to the naïve model and should therefore be discarded 
whereas positive values indicate that the fitted model has some predictive power. 
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However using a single external test set is, for a statistical point of view, not very reliable 
methods of testing the external predictivity of SRC model as the selection of compounds into 
the training and test set can lead to a considerable bias in the results. Therefore, instead of using 
a single external set one can also exclude a part of the original training set and use the rest to 
generate a model to be used for the prediction of the excluded samples. This procedure is called 
cross-validation (CV). It is also possible to perform a CV by using the original training set and 
still use an external test set. The benefits of the cross-validation procedure are that it is possible 
to generate a considerable number of different combinations of reduced training sets and corre-
sponding internal test sets leading to considerably better statistical reliability than could be 
achieved by single test set. The CV also allows one to estimate the statistical robustness of the 
model as an optimal model would not lose any predictive ability. For all practical datasets the 
performance of a cross-validated model is always significantly less than the non-cross-validated 
scores would indicate.  
  
The most common form of cross-validation is Leave-One-Out (LOO) where each sample is 
excluded once from the training set and used as an internal test sets as described earlier. As this 
process is repeated for all samples the results obtained from the excluded values can be used to 
estimate the external predictivity of the model. Unfortunately many datasets have a consider-
able structural redundancy, meaning that even if a certain sample is excluded from the training 
set a nearly identical molecule can be found, which can severely compromise the reliability of 
the LOO CV. In part this can be countered by using Leave-Many-Out (LMO) or synonymous 
Leave-Some-Out (LSO) cross-validation techniques in which the training set is divided into a 
larger blocks each containing 5-30% of samples which are in turn excluded just as in the LOO 
CV. The advantage of this method is that by using a larger block the structural redundancy is 
not as great a problem as in the case of single molecule. Usually when the LMO blocks are gen-
erated it is prudent to choose as balanced set of samples as possible.  It makes little sense to 
exclude a whole family of similar samples and then use the other samples to predict those sam-
ples as this means the SRC analysis would have to operate extrapolatively.  
 
For the cross-validated model the following scores, which are analogous to the scores obtained 
for the non-cross-validated model but use the CV external predictions as ypred, can be evaluated: 
cross-validated standard error of prediction (SPRESS, eq. 41, range: 0.0−∞) and cross-validated 
squared correlation coefficient (Q2, eq. 42, range: -∞−1.0). 
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where the n is a number of samples, the NPC is the number of the principal components ex-
tracted, or NPC=1 if the analysis technique is not based on principal components. Please note 
that the SPRESS value is weighted so that it penalises more complex models with high number 
of principal components, thus reducing the risk of over-fitting. 
 
In addition to their role in determining the predictive ability of a SRC model the cross-validated 
scores Q2, and occasionally SPRESS, are also used to decide the optimum number of principal 
components for PCR and PLS regression models. There is a rule of thumb that the number of 
principal components (NPC) should not exceed one quarter of the number of samples used to 
train the regression model, but to objectively decide the exact optimum number of PCs one 
needs to use cross-validated scores. In the SRC community there has been a lively debate 
whether one should use the minimum SPRESS or the maximum Q2 score to guide the selection of 
optimum number of PCs, but no clear consensus was found and both scores are still in use401. 
For most cases the scores indicate the same optimum number of components but on an occasion 
the SPRESS favours a slightly smaller number of PCs.  
 
An alternative to the LMO CV is the technique called bootstrapping where 20-50% of the sam-
ples in the training set are randomly allocated into external test set. The rest of the samples are 
used to generate a model which is used to predict the values of the aforementioned external test 
set. It is customary to use LOO CV while generating the bootstrapping models. After the model 
has been built, the scores describing the internal and external goodness of the fit are computed. 
When this procedure is repeated thousands of times the sheer mass of the different division will 
cancel out the exceptionally good and also the exceptionally bad models. Thus the minimum, 
maximum and average scores found in the ensemble of bootstrapping runs indicate the minimal, 
maximal and most likely performance of the model.  
 
Unfortunately the problem of estimating the true external predictivity is not the only problem 
affecting the SRC models. As early as 1972 Topliss warned that when QSAR descriptors with 
large number of variables are combined with powerful statistical tools, there is a considerable 
risk of chance correlations409. In classical QSAR the descriptor typically contained less than 10 
variables and as the training set used often contained 20-50 molecules it meant that the risk of 
chance correlation was neglible. However, with the advent of more complex topological and 
electron state descriptors chance correlation became a real pitfall in QSAR analysis. As the 
grid-based 3D descriptors, with thousands of variables, were introduced the problem of mean-
ingless correlations became acute. As the more powerful and flexible statistical tools are used to 
generate SRC models, weaker and weaker correlations can be found.  This also means that the 
“signal-to-noise” ratio of the observed correlation is reduced and at some point it becomes im-
possible to differentiate between a “true” correlation and a spurious correlation created by the 
noise in the data. To make matters worse, the R2 or Q2 guided variable selection techniques fur-
ther exacerbate this problem, as they endeavour to enrich all correlations and therefore also tend 
to favour models with spurious correlation. The other possible source for chance correlation is 
also the enormous number of available descriptors. If many different descriptors are tested for a 
certain set of molecules, each new set of descriptors increases the chance of finding a spurious 
correlation between the observed values and the descriptor variables. 
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Due to the possibility of chance correlations a high Q2 value is only a necessary, but not suffi-
cient, condition for high predictive ability. Therefore, as Tropsha et al have pointed out410,  an 
additional test, called Y-scrambling, is required to fully validate the QSAR model and to assess 
its statistical robustness. In this test, as the name suggests, the observed values of the training 
set are randomised and a new model is derived using these meaningless data. Also, one should 
note that it is necessary to perform the variable selection and region focusing separately for 
each of the scrambled sets as those techniques heavily depend on the both X and Y matrices.  
 
If the correlation between the descriptor and the observed values is not spurious, there is de-
pendence between the descriptor and observed values, which is severed when the Y block is 
randomised, and thus the correlation will be lost. If, on the other hand, the correlation is spuri-
ous it is very likely that a new random correlation can be found for the scrambled data and no 
significant loss of correlation will be observed. Therefore, if the scrambling of the observed 
values leads to a full loss of predictive power, one can deduce that the observed correlation was 
not random. For a full Y-scrambling analysis one should generate thousands of randomised 
models in order to gain enough mass into the ensemble so that the occasional spikes in predic-
tive ability, caused by poorly scrambled sets, will be averaged out.     
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2.6 Visualisation and the inverse problem of QSAR 
 
One clear usage for SRC models is the in silico prediction of the properties of unknown com-
pounds, but in many cases one would clearly benefit from a reverse SRC model enabling one to 
predict a structure from activity1. In particular there are many molecular discovery approaches, 
such as rational drug design, which are actually not that interested in the exact responses but 
strive to find molecular scaffolds and modifications which could be used to synthesise new ac-
tive molecules. Unfortunately this problem of finding a structure based on the response has 
proven to be a tough nut to crack and it is often referred as the “inverse problem of SRC”62,411.  
Often the inverse model would be more valuable than the normal SRC one as it could be used to 
speed up medicinal chemistry and lead discovery. Therefore it is hardly surprising that there has 
been a considerable interest in the field of inverse SRC but unfortunately the results have re-
mained rather modest.  
 
So the title of this section is actually a bit of a misnomer as it should be structure elucidation in 
SRC. Nevertheless, the techniques which could be used to generate structures that correspond to 
high or low response remain elusive and therefore one must use the carefully built and validated 
SRC models to find active and inactive structures indirectly. Naturally one can try to perform a 
manual reverse engineering by ordering the training and test set molecules by their observed or 
predicted activity and try to discern any regularities. To take this manual analysis one step fur-
ther one can then make modifications to the molecules and feed them into the model and see 
what kind of change in activity the modification caused. All in all this is a rather slow and inef-
ficient procedure. Unfortunately, for many SRC models, it is the only available form of “reverse 
engineering”5,412.  
 
On the other hand the grid-based 3D SRC techniques offer an easy and intuitive way to visual-
ise the observed correlations. As each point in the global grid directly corresponds to a single 
variable it is easy to see that one can use the weight obtained via statistical analysis, in most 
cases meaning the regression coefficients, to explicitly indicate the relative importance of this 
point14,200. If the 3D SRC uses several fields, such as steric and electrostatic interaction, each of 
them can be processed separately thus yielding interaction contour plots or more simply con-
tour plots. Such plots very clearly indicate the areas where more steric bulk increases or de-
creases activity or where charges have a positive or negative effect on the activity14. Even 
though these plots offer a greatly improved way of interpreting the results of the SRC analysis 
they are by no means a panacea. The indicated areas of positive or negative influence are often 
fragmented and therefore many techniques have been devised to refine the raw plots so that the 
essential information remains and spurious fragments are removed. These smoothed plots are 
generally less ambiguous and therefore easier to interpret413-418. An example of a CoMFA con-
tour plots as generated by Sybyl94 is presented in Figure 6. The visualisation used is similar to 
that used in the original paper14.  
 
This easy and intuitive visualisation is a clear strength of grid-based SRC techniques. This is 
because as for most SRC techniques it is impossible to create a direct link with structural fea-
tures and observed activity. Therefore those techniques are limited to the reverse engineering 
approach described earlier. The reasons for the drastic differences in reverse prediction ability 
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are caused by the differences in the complexity and redundancy of the descriptors. The evalua-
tion of the grid-based descriptors is a very simple and straightforward process whereas, for ex-
ample, the value of single EVA spectral descriptor variable depends on a sum of several 
smoothing kernels which in turn depend on the normal vibrations of the molecule. Thus the way 
in which a change in the structure affects the intermediate stages is very complex and it is im-
possible to create a direct link back from the descriptor to the structure270,419,420.  
 
 
 
Figure 6. An example of CoMFA interaction contour plots as generated by Sybyl. 
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3. THE FLUFF-BALL METHOD AND ITS VALIDATION 
 
The primary aim of this study was to create a QSAR technique which is capable of processing 
large and diverse libraries with minimal user intervention. It should take into account the fuzzy 
nature of the molecular structures. This is important because often the so-called “toy model of 
chemistry” becomes dominant and molecules are thought to be a rather static collection of hard 
spheres. In fact a molecule is a dynamic system in constant motion and the atoms are malleable 
and do not resemble the hard plastic balls of the toy models. Therefore, the functional forms 
used to model atoms should also incorporate this malleability and slowly fade away instead of 
having a clearly defined edge. Also, if one removes the large ordered motions there is still re-
sidual motion caused by the unordered thermal vibration of atoms. If there are enough snap-
shots these small uncertainties in the positions of the atoms can be averaged creating probability 
distribution for the position of the atom. The volume of an atom defined by a probability cloud 
can be easily described with fuzzy functions.  
 
As this kind of special QSAR would clearly benefit from a tailor-made superposition technique 
the pair Flexible Ligand Unified Force Field – Boundless Adaptive Localized Ligand, or 
FLUFF-BALL, was created. They are a matching pair of superposition and QSAR techniques 
especially designed to facilitate a rapid analysis of flexible molecule libraries with minimal user 
intervention. Primary design emphasis has been to balance the computational simplicity neces-
sary for fast screening while ensuring that the FLUFF-BALL remains easily tuneable, allowing 
the user to import any and all available a priori information.  
 
For the FLUFF superposition, the basic insights are centred on ways to gain more information 
about the receptor to improve the superposition. If the structure of a receptor is known then it 
can be used for virtual screening421-425, ligand docking426-433 or free energy calculations434-437. 
These techniques can be used instead of QSAR, but they can also be used to generate a super-
position for a 3D-QSAR analysis. Furthermore, it has been demonstrated that an alignment gen-
erated using constraints derived from the receptor model is superior to the standard ligand based 
alignments63,64. Unfortunately, the structures of many receptors are unknown and therefore they 
cannot be used to derive a set of constraints for a QSAR analysis438,439. The FLUFF methodol-
ogy uses a ligand with high binding affinity as a complementary model of the receptor and thus 
leverages the implicit information about the binding pocket of the receptor. In FLUFF, the 
ligand is used as a template for superposition, against which all other ligands are aligned. How-
ever, that is not the full extent of the information which can be used to improve the performance 
of QSAR as the dynamic properties of the template have not been utilised. In FLUFF the Gaus-
sian function shape allows the template and ligand to become fuzzy thus in part taking into ac-
count the dynamic phenomena caused by small movements and conformational changes which 
naturally occur in all molecules.   
 
As the available computing power increases, more and more dynamic phenomena are incorpo-
rated into QSAR analyses because the model of a rigid key fitting to a rigid lock is not a com-
plete picture of the binding process as both the ligand and receptor are flexible and in constant 
motion95,299,440. Because of the dynamic nature of the binding, one can assume that the confor-
mational space of a high affinity ligand, or some subset of it, is complementary to the confor-
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mation space of the receptor. This insight can be used to simplify one of the more arbitrary 
phases of a 3D-QSAR analysis, namely the selection of active conformation. Usually the ge-
ometry optimised structure is selected as the active conformation and for rigid and semi-rigid 
molecules this is usually a reasonable assumption. On the other hand, as the flexibility of the 
molecules increases, the chance that the geometry optimisation has found a conformation which 
is not the active conformation becomes a very real possibility. This is due to the fact that for 
flexible molecules there are often a considerable number of local optima which have nearly the 
same energy. Nevertheless, by taking into account the conformational space of the template one 
can usually drastically reduce the number of possible ligand conformations as the number of 
conformations which are suitable for both molecules is limited. This reduction of conforma-
tional space could be called a common conformation approach, and even though this concept 
itself is quite old, it has not been widely applied to superposition algorithms. In FLUFF the 
template and the ligand seek together the conformations which yield the best molecular similar-
ity which results in a more realistic picture of the similarity between the ligand and the tem-
plate.    
 
 
 
 
Figure 7. The 17β-estradiol and two p-cresol molecules with a set of atom centred circles defined by linear 
decay density functions. 
 
 
In superposition one should also consider cases where the template or a ligand consists of sev-
eral molecules. In order to facilitate alignment of multiple molecules on a template, which could 
also consist of several molecules we need extend the concept of a molecule. In FLUFF-BALL 
the standard definition of a molecule as a collection of atoms interconnected with bonds is used 
to define a physical molecule. The ligands and templates are defined as logical molecules which 
may consist of one or more physical molecules, parts of physical molecule(s) or they may even 
be an arbitrary collection of atoms. The template and ligand(s) used in FLUFF-BALL superpo-
sition are logical molecules. For example, in Figure 7 there are three physical molecules: one 
17β-estradiol and two molecules of p-cresol. However for superposition and QSAR one could 
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define two logical molecules, one containing the 17β-estradiol and the second consisting from 
two physical p-cresol molecules. It would also be possible to define all three physical molecules 
into a single logical molecule, or one could also define only the aromatic A-ring and phenolic 
hydroxyl group as a logical molecule.    
 
For full utilisation of a flexible superposition based on the best common conformation paradigm 
an accompanying QSAR method is needed as many standard 3D-QSAR -techniques are de-
pendent on a global coordinate system. This means that all molecules must be aligned to the 
same spatial co-ordinates. In the flexible superposition the demand for a uniform global posi-
tioning can not be met.  Moreover, if the superposition is performed using a fully flexible tem-
plate, minor changes may also occur in the conformation of the template whereby the template 
is no longer a reliable global anchor. Therefore it is most beneficial if the QSAR technique 
would also use a local grid tied to the centres of the template atoms.  One could circumvent the 
superposition problem altogether by using an alignment-free technique107,198,267,269,270,272,441-444 
but unfortunately they are usually “black-boxes”, meaning that it is very difficult or even im-
possible to back-project the results of the QSAR onto the original molecules and deduce the 
features which affect the activity of a compound. This severely limits their usefulness in ra-
tional drug design445, although they may be very useful for predictive purposes. 
 
Also, if the QSAR model is built using the implicit information from the high affinity ligand, 
one should take into account the fact that beyond the volume of the ligand the reliability of the 
model will decrease as the amount of information available about the shape of the binding 
pocket decreases and therefore the resolution of the QSAR analysis should also decrease. Also, 
if the dynamic nature of affinity is taken into account one should use either a multiple copies of 
the ligand or in some other way include the fuzziness of the ligand structure into the QSAR 
analysis440. The current 3D-QSAR techniques do not fully incorporate this fuzzy nature and the 
ensemble systems, often called 4D or 5D QSARs95,440, are in many cases computationally diffi-
cult and therefore unsuitable for mass processing of large molecular libraries446.  Long side-
chains are particularly problematic as small changes in the bond and torsion angles at root of the 
chain can lead to major changes in the position of other end. So in many cases even very similar 
side-chains form a large fan-like structure which, in conjunction with a dense 3D-QSAR grid, 
will reduce the accuracy of the model. Therefore it would be better to deal with the problem 
pro-actively and include the fuzziness into the QSAR analysis from the start. For these reasons 
the Boundless Adaptive Localized Ligand, or BALL, was created to complement the FLUFF 
superposition, though it is also capable of processing molecule sets aligned with any other tech-
nique.  
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3.1 Flexible Ligand Unified Force Field (FLUFF) 
 
As stated earlier, the FLUFF superposition methodology aims to better incorporate the dynamic 
and fuzzy nature of molecules. The superposition algorithm is, in essence, a specialised force 
field based on a modified Merck Molecular Force Field (MMFF94)447-451.  This offers many 
advantages, including the fact that FLUFF can utilise well-documented and tested computa-
tional techniques available in the standard molecular mechanics force fields. Also, as a force 
field, FLUFF can be very easily tuned by adjusting of the superposition parameters for each 
atom type. It is also possible to include repulsive terms in order to incorporate not-like-that type 
of “negative” superposition rules.  The superposition score is expressed as the total energy of 
the model and therefore the actual superimposition is usually accomplished by performing a 
geometry optimisation using the superimposition force field. Alternatively, a molecular dynam-
ics (MD) or Monte-Carlo search (MC) can be utilised.  
 
The energy equation (eq. 43) of MMFF94 can be divided into two separate components describ-
ing bonded (EB) and non-bonded (ENB) interactions as follows (eq. 44): 
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The bonded term consist of bond length (EB), bond angle (EA), combined bond angle and 
stretch (EBA), out-of-plain (EOOP) and torsion (ET) contributions, whereas the non-bonded 
term has only van der Waals (EvdW) and electrostatic contributions (EQ). In the FLUFF super-
position the normal MMFF94 energy terms are preserved only within a logical molecule and 
between logical molecules the non-bonded interactions are suppressed thus rendering the logi-
cal molecules “invisible” to each other. This means that different logical molecules do not in-
teract and can pass straight through each other. In addition to the bonded interactions and the 
non-bonded interaction terms within the logical molecule, an ESP-term is generated to describe 
the similarity of van der Waals (ESvdw) and electrostatic field (ESeel) of the ligand and the 
template (eq. 45). 
 
 ∑∑ += ijijSP ESeelESvdwE  (45) 
 
Early on it was decided that the functions ESvdwij and ESeelij should depend only on the posi-
tions, or rather distance between atoms, their MMFF94 types and, in the case of ESeelij, the 
charges of atoms. These variables were selected because the information is readily available and 
is consistent with the superposition force field design principles. However, in order to enable 
the user input of a priori information about the relative importance of different molecular fea-
tures, a scaling factors for ESvdwij and ESeelij terms were included.  
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The actual functions representing the ESvdwij and ESeelij terms can be chosen arbitrarily as 
long as they do not contain asymptotic points, and they have an unambiguous derivative at all 
points. On the other hand, for the purposes of superposition the function should be as smooth as 
possible and in order to maximise the convergence rate of the optimisation the second order 
derivative should be as close to a constant as possible. As the van der Waals surfaces of atoms 
are actually rather soft and deformable, the superposition functions should also reflect this 
property and allow for a small amount of fuzziness in the exact position of atoms. In other 
words the function should have an area of very low gradient as the distance between atoms is 
nearing zero. Also, it would be beneficial if the function would have a large area of low bias as 
the distance increases. This enables the template to exert a small force even to the ligand atoms 
which are very far away, but at the same time this bias is small enough that it does not affect the 
local superposition of the conformational freedom of the ligand. 
 
When considering the requirements listed above it becomes evident that a sigmoidal shape gen-
erated by the Gaussian type function ( )naxe is almost optimal for energy term. These Gaussian 
type functions are widely used in quantum chemistry to describe the electron orbitals 452-454 but 
they are also used in several superposition algorithms79,81,455-457. Also if the exponent n of the 
Gaussian function is even, the derivate of the energy term is separable to three sub-terms which 
indicate the gradient for x, y and z axes of the Cartesian space, thus further expediting the opti-
misation process. The Gaussian functions are also very useful as the effective range of the func-
tion can be changed easily by manipulating the constant a without affecting the maximum en-
ergy contribution. If the constant a is very large the effective range of the function will be very 
large and the “image” of the molecule on the energy landscape becomes very diffuse and loses a 
considerable amount of information. In other words, it is possible to easily control the level of 
detail available to the superposition algorithm and, for example, to perform gradient runs. One 
such application would be an optimisation run started with energy functions set to almost infi-
nite range, thus reducing all molecules to featureless spheres leading to a rapid convergence as 
the optimisation of this simplified system is relatively easy. After convergence the range of the 
functions can be reduced slightly which increases the amount of structural information available 
to the superposition, but the change for the previous system is very small and the optimisation 
once again convergences rapidly. When the cycle of optimisation and parameter manipulation is 
performed iteratively with sufficiently small steps it is possible to generate superposition in a 
semi-automated fashion without major user intervention. 
 
Due to the FLUFF’s handling of non-bonded interactions, there are some guidelines which 
should be adhered to when constructing template and ligand(s): First and foremost, an atom can 
belong to only one logical molecule at a time. It is also unadvisable to define two logical mole-
cules within one physical molecule as the non-bonded interactions would be disrupted but the 
bonded interactions would be maintained. One can include only a part of a physical molecule in 
a logical molecule and left a part of it unassigned, in which case the non-bonded interactions 
between the assigned and unassigned part of the molecule will be disrupted, but it will not inter-
fere with the FLUFF superposition. On the other hand, several physical molecules can be as-
signed to the same logical molecule without any detrimental effects. 
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FLUFF can be used to perform a pair-wise superposition in which the set of ligands is divided 
into a set of separate superposition tasks each containing the template and one ligand. This en-
ables easy multitasking and will allow maximal flexibility in the superposition. As FLUFF 
seeks the best common conformation for a template ligand pair, the whole set of ligands is not 
necessarily correctly aligned in the global 3D space, even though each pair is properly aligned. 
It would be possible to align the templates of each pair to achieve a global superposition but as 
the template is also allowed to deform the accuracy of such a global alignment can not be guar-
anteed.  
 
If a global alignment is desired, it is best to simultaneously optimise the whole set of ligands 
against the template molecule whereby one can utilise the flexible FLUFF superposition while 
at the same time maintaining a global 3D alignment. This will naturally mean that the template 
and the whole set of ligands will seek their best common conformation which leads to a consid-
erable loss in the degrees of freedom in the superposition, but for many cases this will not ad-
versely affect the performance of the whole superposition.   
 
However, the fully flexible superposition is not necessarily optimal for all cases and thus the 
current implementation of the FLUFF superposition algorithm provides three main variants, 
FIX, MIX and FLEX, which differ in their level of flexibility. The FIX superposition uses a 
rigid superposition algorithm, meaning that a rigid ligand is superimposed on a rigid stationary 
template using FLUFF force-field and standard energy minimisation procedure. In the MIX 
variant, as the name suggest, a mixture of rigid and flexible superposition is performed by using 
a fully flexible ligands and a rigid stationary template. In the FLEX set both the template and 
ligand are fully flexible and can adapt their conformations according to the FLUFF field and 
seek the best common conformation. 
 
3.1.1 The ESvdw term  
 
The following functional form is used for the ESvdw term: 
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where Svdwi and Svdwj are the scaling factors of the atoms i and j (usually Si = Sj = 1), Cvdw1 
and Cvdw2 are constants defined for interaction between atoms of type i and j (Cvdw1 and Cvdw2 
<0), rij is the distance between atoms i and j and nvdw is the exponent defined for interaction 
between atoms of type i and j (usually nvdw=2).  
 
When selecting field constants Cvdw1 and Cvdw2 some care must be taken to ensure that the 
minimum occurs at the centres of the atoms, as too wide a fitting function can lead to a set of 
erroneous minima to be generated between the atoms. The phenomenon of false minima can be 
seen especially clearly when superimposing two benzene rings. If the constant Cvdw2 allows the 
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fitting field to span a too great distance a minimum is created between the template atoms, and 
in the resulting fit ligand atoms are located exactly on the middle point between two template 
atoms. 
  
3.1.2 The ESeel term  
 
The ESeel term is analogous to the ESvdw but it uses the partial charges of atoms as additional 
scaling factors. 
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where Seeli, Sellj, Ceel1, Ceel2, rij and neel are analogous to the definitions presented for the ESvdw 
term (eq. 46) and qi and qj are the partial charges of atoms i and j.  
 
This function exhibits an attractive behaviour in the case of two similar charges and a repulsive 
force for two opposite charges. This can, at times, hamper efficient superposition, particularly 
in case of highly charged side chains, which are usually also flexible. In order to resolve the 
problem, a cutting option was included in the superposition algorithm, which removes all repul-
sive interactions by setting all positive energy terms to zero, but leaves all negative terms, i.e. 
attractive forces, unchanged. Also values of the ESeelij function are highly dependent on the 
charges present in the molecules, which in part complicate balancing the strength of this func-
tion. In case of the ESvdw the per-atom strength of the function remains quite stable from 
ligand to ligand, but in case of ESeel it may occasionally be necessary to adjust the field 
strength by adjusting the constants Ceel1 and Ceel2. 
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3.2 Boundless Adaptive Localised Ligand (BALL) 
 
As outlined earlier the Boundless Adaptive Localised Ligand (BALL) technique uses an inter-
nal co-ordinate system tied to the template. The grid vertices are placed at the atomic centres of 
the template molecule, thus rendering the internal co-ordinates immune to global translations 
and rotations. Also, minor changes in the template conformation do not necessarily have major 
adverse effect on the accuracy of the model as anchor points of the local grid are tied to the 
template and transform with the template. In the case of extremely flexible molecules the 
changes in the template conformation cause a considerable cumulative error and reduce the ac-
curacy of the QSAR model. In these cases the template can be locked and the superposition can 
be performed using only a flexible ligand. When flexible side chains are connected to a rigid or 
semi-rigid body, the conformational changes are usually minor and a fully flexible superposi-
tion may be utilised.  
 
The atom centred localised grid can be interpreted as an extreme form of variable selection as 
the grid is extremely sparse and covers only the volume of the template. Due to limitations im-
posed by the sparse grid the BALL field must use a separate terms to describe the parts of the 
ligand that are outside of the template volume. This “residual field” is projected as a wave front 
and subsequently allocated onto the template atoms in such manner that the terms generated are 
directional but they become increasingly fuzzier the further away for the ligand one moves. 
Thus long side-chains, whose position is usually very poorly defined, affect the QSAR descrip-
tor but their exact orientation is not crucial. This enables the BALL descriptor to take into ac-
count the extra steric bulk present in the ligand while at the same time more accurately describ-
ing the flexibility implied by the induced fit model of affinity. The fuzzy nature of the BALL 
descriptor is further enhanced by the use of volume integration and spheres defined by Gaussian 
density functions to describe atoms. In its current implementation the BALL, like many other 
3D-QSAR methods, uses only the van der Waals and electrostatic fields to describe the mole-
cules. However, the soft spheres defined by density functions which are used to compute van 
der Waals field can be used to represent any and all atomic properties, such as lipophilicity, 
polarizability or electron donor/acceptor properties.  
 
After the evaluation of the BALL descriptors the actual QSAR model may be built using arbi-
trary statistical analysis methodology. In order to further analyse the observed structure-activity 
relationships it is possible to back-project the QSAR model onto the template molecule from 
which the descriptors were evaluated. The very sparse BALL grid tied to the centres of template 
atoms is not directly suitable for creation of (interaction energy) contour maps. On the other 
hand, the BALL grid is linked directly to the template structure and therefore it can be used to 
directly estimate the importance of different sites in the template molecule. It is also possible to 
use a suitable decay function to create a dense CoMFA style grid from the sparse BALL grid 
and then create standard contour maps. Though one should note that beyond the template struc-
ture the BALL descriptors, and therefore also the BALL results, will become fuzzy.  After a 
while the BALL results will average out and the contour map will become meaningless. 
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3.2.1 van der Waals terms 
 
The common volume, CV, of two atoms A and B defined by a Gaussian primitive (GTF) den-
sity function is  
 
 
2 2
2 2
1 1
A AB B ABC r C r
AB A BCV C e C e dxdydz
∞ ∞ ∞
−∞ −∞ −∞
= ⋅∫ ∫ ∫  (50) 
 
where CA1, CB1, CA2, CB2 are constants and ra and rb are the distances from the centres of the 
atoms. According to the Gaussian product rule, the product of two Gaussian primitives is a new 
Gaussian primitive. Thus the product of two primitives is  
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where rAB is the distance between the centres of the atoms and the constants CA2 and CB2 <0. 
 
All higher order intersections can be returned to the basic intersection of two Gaussian primi-
tives. For example the common volume of atoms A, B and C (see Figure 8) can be evaluated by 
first generating the Gaussian function representing the common volume of atoms A and B and 
then by computing the common volume of this new function and atom C. Let us also examine a 
case where we are interested in the common volume of atom A in respect to atoms B and C. 
First we take the common volume of A and B and the common volume of A and C. In addition 
a correction term is needed to take into account the common volume of A, B and C, and thus 
CVABC = A∩B + A∩C - A∩B∩C. In a general case, the intersection terms which have an even 
number of atoms, increase the common volume and the terms which have an odd number of 
atoms decrease the common volume. 
 
The volume of atom self-overlap can be computed by following equation: 
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where rAA is always 0 and the constant CA2 <0.  This can be further reduced to 
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Figure 8.  Schematic representation of three atom overlap. 
 
 
As the volume given by the self-overlap formula (eq. 53) is different to the volume given by the 
volume integration, it becomes evident that the volume calculations are comparable only within 
the same order of intersection. Therefore it is necessary to create a conversion formula with 
which it is possible to generate comparable volumes of intersections. As the first order can also 
be computed using self-overlap formula to yield the second order equivalent of the atoms vol-
ume, the natural choice is to take the second order of intersection as the base level to which all 
the other intersections are converted. Approximation of a common volume term of the order n-1 
is computed from the term of the order n as demonstrated by equation (eq. 54). 
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in which n is the order of the intersection, CVn-1 is the intersection of the order n-1 generated by 
excluding one atom at a time from the original set, CVn is the nth order intersection and CVn2 is 
the pseudo nth order intersections generated from CVn-1 intersections by in turn including one 
atom twice in the intersection. This formula enables the conversion of the 3rd and 4th order inter-
sections to 2nd order with a reasonable accuracy. In test runs it was observed that intersections 
higher than 3rd order did not improve the accuracy of the model. Therefore the BALL algorithm 
only evaluates the 1st, 2nd and 3rd order intersections. 
 
In evaluating BALL van der Waals terms the template atoms own volume is computed as a self-
overlap by (eq. 53). Then the common volume of the template atom and ligand atoms is com-
puted as an intersection of template atom A and ligand atoms L1-Ln using (eq. 51) and (eq. 54). 
The residual volume of the ligand atom means the volume of the atom not covered by the tem-
plate atoms and it is evaluated in a similar manner as the “free volume” of the template atom, 
but now the roles of the ligand and the template are inversed. This “residual volume” is allo-
cated to the template atoms by separately evaluating (eq. 55) for each template atom.  
 
 2 tl
C r
res diffF F e=  (55) 
 
where Fres is the residual field allocated to template atom t, Fdiff is the field difference at ligand 
atom l, C2 is a constant and rtl is the distance between the template atom t and the ligand atom l. 
 
To summarise, the following three van der Waals parameters are evaluated for each template 
atom in order to generate the QSAR descriptor: 
1) Template atoms own volume computed with self-overlap (eq. 53). 
2) The common volume of the template atom and ligand atoms. 
3) The residual volume of the ligand atoms allocated with equation (eq. 55). 
 
3.2.2 Electrostatic terms 
 
In BALL the electrostatic potential V is used to describe the electrostatic similarity of the tem-
plate and ligand. In general, the electrostatic potential V cast by charge Q at point p is defined 
by the following equation: 
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where ε0 is permeability of vacuum (8.85419⋅10-12 F/m), Q is charge, rp is the distance between 
the charge and point p. However, when computing the QSAR descriptor, the constant term can 
be omitted, and thus reducing the equation to  
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which unfortunately has one asymptotic point at rp = 0 and it is therefore necessary to introduce 
a limiting factor which prevents the r from reaching zero. In this case a natural limiting factor is 
the van der Waals radius of the atom used as the point of origin. Thus in BALL the electrostatic 
potential cast by atom a at the centre of atom b is evaluated using equation 58 and the field pro-
jected by an arbitrary group of atoms j at the centre of atom a by equation 59 
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where qb is the charge of atom b, rab is the distance between the atoms a and b, ra is the van der 
Waals radius of atom a.  
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Electrostatic terms of the BALL descriptor are obtained by computing the electrostatic field of 
the template at the centre of a template atom with (eq. 59).  Then the difference of electrostatic 
potential is obtained by evaluating the field projected by ligand with (eq. 59) and computing the 
difference. The residual potential of the ligand atom means the difference in electrostatic poten-
tial projected by the ligand and by the template at the centre of the ligand atom and it is evalu-
ated in a similar manner as the field difference terms of the template but now inversing the roles 
of the ligand and the template. This potential is then allocated to the nearest template atoms 
with (eq. 55) as was done with the van der Waals terms.  
 
To summarise, the following three electrostatic parameters are evaluated for each template atom 
in order to generate the QSAR descriptor: 
1) The electrostatic potential projected at the centre of the atom by the template molecule 
(eq. 59).  
2) The difference of potential projected by the template and by the ligand at the centre of 
the atom. 
3) The residual electrostatic potential of the ligand atoms allocated with equation (eq. 55). 
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3.3 Implementation of FLUFF-BALL 
 
The FLUFF algorithm and the BALL were implemented utilising the MMS software, a molecu-
lar mechanics program running under Microsoft Windows, originally developed for use with 
PERCH NMR software (www.perchsolutions.com) at the Department of Chemistry, University 
of Kuopio. Though FLUFF-BALL is implemented in the framework of MMS, the algorithm is 
independent, enabling an easy transfer to other software packages and even to a standalone ver-
sion. The core of the program, and all the novel algorithms described here, were written in 
ANSI C++ using standard STL libraries in order to ensure that the code is easily portable to 
other environments. The molecular graphics are generated utilising the OpenGL and GLUT 
libraries. The user interface is written with MFC classes using the C++ compiler included in the 
Microsoft Visual Studio .NET 2003. 
 
The majority of the operations necessary to perform a FLUFF-BALL analysis can be found in 
the FLUFF-BALL menu of the MMS software which, along with its four primary submenus, is 
presented in the Figure 9. Another major centre of functionality is the FLUFF-BALL Manager 
(Figure 10) which can be accessed by displaying the MMS manager (Window / Show MMS 
Manager) and selecting the appropriate tab. 
 
A 
 
B 
 
C 
 
D 
 
 
Figure 9 The four primary submenus of the FLUFF-BALL main menu.  
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Figure 10 The FLUFF-BALL Manager dialog along with the FLUFF-BALL Molecule and FLUFF-BALL Atom 
dialogs. 
 
 
The FB manager is the visual representation of the underlying FLUFF-BALL model and all the 
functionality required to manage the FB models is present. For a molecule the FB manager dis-
plays the type of a molecule (Template, Ligand or Unassigned), the ID number, name, activity 
and the number of atoms. The Manager also contains separate items for each atom contained in 
an FB molecule. The atom information contains the type and ID of the parent molecule, the 
atom ID, the unique ID of atom in MM model, the element, atom type and the four atom spe-
cific scaling factors for FLUFF and BALL terms.  
 
New molecules can be added to the FB manager either by selecting a set of atoms in the model 
and then pressing the Add button or by writing a FBBL file and using the Batch Add func-
tion. The FBBL file contains a set of lines each of which contains a specification for a new FB 
molecule (<TYPE: T/L/U> “<NAME>” <ACTIVITY> <FORMAT: MMS/MOL/HIN> <FILE-
NAME>), the end-of-file tag “END” or a comment beginning with “//”. Atom or molecule can 
be removed by selecting it in the manager and then pressing the Remove button. This only re-
moves the atoms/molecules from the FB manager but the MM model will still contains those 
atoms/molecules. In a similar fashion the atoms and molecules can be edited by selecting them 
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in the manager and then clicking the Edit button. If a large set of atoms is to be edited at the 
same time one should select them in the model and then press the Edit Selected button. 
 
Before any FLUFF-BALL operations can be performed the FLUFF-BALL engine must be ini-
tialised. This can be done by clicking the FLUFF-BALL / Initialize FLUFF-BALL 
menu item. The Export splitted submenu (Figure 9, submenu A) enables user to export 
the whole FLUFF-BALL model into a set of files each containing single FB molecule. The pri-
mary use of this mode is to export a superimposed set of molecules for further processing in 
some external program. A template filename of the form <NAME>.<EXTENSION> must be 
supplied and the set of molecules will be exported to a set of files with automatically generated 
names in the format of <NAME>_<FB MOLECULENAME>.<EXTENSION>. 
 
For FLUFF superposition terms six user defined parameters Cvdw1, Cvdw2, nvdw, Ceel1, Ceel2 and 
neel (eq. 46 and 48) are required. These parameters can be edited using the options in FLUFF-
BALL / FLUFF Parameters menu (Figure 9, submenu B). The dialogs are presented in 
the Figure 11. In the FLUFF parameters dialog the Is single type checkbox enables 
and disables the right column of the Type edit controls and controls whether the parameter is 
defined for a pair of atom types or a range of atom types. For ease of use the EEL and vdW ra-
dius terms are given as half height distances, meaning that the parameters indicate the distance 
from the centre at which the Gaussian terms has lost half of its value. The six parameters can 
also be given in a user editable text file, so that it is possible to easily specify a large number of 
parameters. Each line contains a parameter for a pair of atom types (S: <ATOM TYPE 1> 
<ATOM TYPE 2> <Ceel1> <Ceel2> <neel> <Cvdw1> <Cvdw2> <nvdw>) or for a range of 
atom types (G: <ATOM TYPE 1 MIN> - <ATOM TYPE 1 MAX> <ATOM TYPE 2 
MIN> - <ATOM TYPE 2 MAX> <Ceel1> <Ceel2> <neel> <Cvdw1> <Cvdw2> <nvdw>), 
the end-of-file tag “END” or it begins with “//” and is interpreted as comment and discarded. 
 
 
 
 
Figure 11 The dialogs allowing the user to edit the FLUFF parameters 
 
The Compute FLUFF submenu (Figure 9, submenu C) enables the user to evaluate the 
current potential energy value of the model (Energy), perform a pair-wise rigid, FIX, superpo-
sition (Rigid Pairs) or the flexible and semi-flexible, FLEX and MIX, superposition for the 
whole set of molecules at the same time (GO) or in a pair-wise computation (GO Pairs). 
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The BALL algorithm requires four user defined parameters. The first two parameters are 
vdW_constant (vdW_C) and vdW_RadiusIntensity (vdW_RI), which correspond to the C1 and 
C2 constants of the GTF (eq. 50) and control the behaviour of the van der Waals similarity func-
tion (eq. 51). The last two, vdW_dispersion (vdW_D) and EEL_dispersion (EEL_D), control 
the allocation of orphan van der Waals and electrostatic density to the template atoms (eq. 55). 
They both correspond to the C2 constant of the GTF. The GUI for editing these parameters can 
be accessed through the BALL parameters submenu which is identical in appearance to the 
FLUFF parameters submenu (Figure 9, submenu B).  Also, as was the case with FLUFF, the 
parameters for BALL can also be given in a user editable text file. Each line contains a parame-
ter for a pair of atom type (S: <ATOM TYPE> <vdW_C> <vdW_RI> <vdW_D> 
<EEL_D>) or for a range of atom types (G: <ATOM TYPE MIN> <ATOM TYPE MAX> 
<vdW_C> <vdW_RI> <vdW_D> <EEL_D>), the end-of-file tag “END” or it begins with 
“//” and is interpreted as comment and discarded. 
 
 
 
 
Figure 12 The dialogs allowing the user to edit the BALL parameters 
 
Of the four parameters, the VdW_C is the least significant, as it controls only the intensity of 
the van der Waals function and not the shape of the function. This parameter is included only 
for scaling purposes and its value can usually be set to 1. The VdW_RI parameter indicates the 
intensity of the steric similarity function at the van der Waals radius of the atom. For example 
the value 0.5 would indicate that the value of this function would be half of what it is at the cen-
tre of the atom. Quite naturally this parameter is limited to values between 0 and 1 where zero 
means that the van der Waals field is immediately quenched and has no effective radius 
whereas the value one means that the van der Waals field will propagate to infinity and will 
never dissipate. The dispersion terms vdW_D and EEL_D can range from 0 to infinity where 
zero means that the dispersion field is constrained to a singular point and no real dispersion is 
performed and the infinite value results in a uniform dispersion field over the whole model 
space. Empirical tests showed that the values of the dispersion constants should not exceed 0.5, 
as the dispersion field will then become too diffuse to have any real value for prediction. 
 
After the parameters have been set the BALL descriptor can be evaluated by using the Com-
pute BALL submenu (Figure 9, submenu D), after which the descriptor can be exported using 
the Output BALL data menu item (Figure 13). Usually the most useful output mode is the 
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matrix formatted file with molecule information as this generates a single file with each row 
containing first the activity and then the whole BALL descriptor of a single molecule. 
  
 
 
Figure 13 The Output BALL data dialog 
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3.4 Validation of FLUFF-BALL 
 
The FLUFF-BALL technique was validated by performing an extensive series of tests utilising 
the following six datasets:  The Cramer set14, also referred as CBG set, which is a widely used 
benchmark dataset containing 31 steroids whose binding affinity for the CBG-protein is meas-
ured. Many authors202,265,458 have pointed out that the majority of early works employing the 
CBG dataset contained incorrect structures. Therefore this work utilised a corrected set created 
for the evaluation of EEVA271. The CBG set is usually divided into a training set consisting of 
21 molecules (1-21), and a test set of 10 molecules (22-31). The HALO set459 contains 44 halo-
genated estradiol derivatives whose affinity for the estrogen receptor is measured using receptor 
binding assay. The MCF set460 contains 42 estradiol-17β analogues for which the Ka values of 
the receptor-ligand complex and the MCF-7 cell growth response EC50 data are available. Both 
biological activities reported for the MCF set were processed as in the original article, thus gen-
erating two separate data sets, the MCF log Ka and the MCF pEC50. In order to gain comparable 
results molecule 1 (estratriene) was excluded from the MCF data as was also done in the origi-
nal article. The PCDD and PCDF sets210,273 respectively contain 25 halogenated dibenzo-p-
dioxin congeners and 34 chlorinated dibenzofuran congeners for which the receptor binding 
data for cytosolic aromatic hydrocarbon (Ah) receptor are known. 
 
All molecules were built using the HYPERCHEM program (version 4.5, 
http://www.hypercube.com) and subsequently optimised using the AM1 Hamiltonian as imple-
mented in the AMPAC program (version 2.1, QCPE#506). After optimisation the structures 
were verified by hand to ensure that that all configurations had been correctly assigned and that 
the molecules had adopted relaxed conformations. For FLUFF superposition an estradiol-17β 
molecule was imported into CBG, HALO and MCF datasets and used as a template for FLUFF 
superposition. In the case of the PCDD and PCDF sets template molecules dibenzo-p-dioxin 
and dibenzofuran were imported, respectively. 
 
In order to evaluate the performance of the FLUFF superposition algorithm, three separate sets 
of superposed molecules were generated using the FIX, FLEX and MIX variants of the FLUFF 
superposition. During the first tests of the semiautomatic superposition, it was discovered that 
in several cases the hydrogen atoms of the steroid molecules formed a “local minimum barrier” 
around the body of the molecule thus interfering with the optimal alignment of the molecules. 
Therefore the superposition was performed in two separate phases. In the first phase hydrogen 
atoms were excluded from the FLUFF field, which made them totally transparent to the atoms 
of a different logical molecule. The other atoms like carbon and oxygen were allowed to see 
each other. In the second phase, all atoms were included in the FLUFF field. The two-phase 
optimisation system was automated and is now a standard feature of the FLUFF algorithm. In 
the superposition of the MIX and FLEX sets 2500 optimisation steps were used for the first and 
second phases in order to ensure that the molecules have sufficient time to settle to their opti-
mum conformations. In practice, the analysis of trajectory files showed that after 400-500 steps 
the energy gradient was less than 10-5 kJ/mol and the changes in the conformation were 
neglible. Only the rough initial superposition was performed manually and the FLUFF algo-
rithm was allowed to find the optimum superposition without any human intervention. 
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For the superposition results, it must be noted that MIX and FLEX sets of the PCDD and 
PCDF generated almost identical results with very precise alignment of the molecules whereas 
in the FIX sets there was still some difference in the orientation of the substituents. The BALL 
results of the PCDD and PCDF sets clearly reflect this as the FIX sets generated slightly lower 
Q2 values and the optimum components differed from the optimum values of the FLEX and 
MIX. For the steroid sets one must note that the steroid backbone is rather rigid and its confor-
mational changes were small. Therefore, the main task was the finding of correct alignment for 
the side chains. In the FIX sets the only criteria for the alignment was the root-mean-square-
deviation of the backbone atoms. This resulted in good alignment of the backbones and consid-
erable differences in the side chain conformations. In the MIX sets there were some differences 
in the optimum backbone conformation between the MMFF94 optimised ligand and the AM1 
optimised template. This effect was especially clear in the A- and D-rings of the steroid back-
bone. However, the side chains were generally well aligned. For the FLEX sets it was clear that 
the steroids were assuming a common optimum geometry and the quality of the superposition 
was more balanced as there were only small errors in both backbone and in side chain align-
ments. As the FLUFF is a force field-based technique, the superposition can be performed by 
geometry optimisation, as was done in this work, but any other method for finding minimum 
energy can also be used. 
 
As the optimum values of the BALL parameters were not known, an extensive optimisation 
procedure was performed. The value of vdW_C was left at one in all validation runs because 
earlier testing had indicated that no scaling is needed. For vdW_RI values of 0.950, 0.900, 
0.850, 0.800 0.750, 0.700, 0.650, 0.600, 0.550, 0.500, 0.250, 0.125, 0.075, 0.050 and 0.025 
were evaluated. For vdW_D and EEL_D values of 0.500, 0.250, 0.125, 0.075 and 0.050 were 
evaluated. Altogether, this yields a total of 375 unique combinations of parameters. The BALL 
descriptors were calculated for all datasets using FIX, MIX and FLEX superpositions and 
aforementioned parameter groups resulting in 1125 different descriptors per dataset. 
 
The statistical computations were performed using SVDPLS regression implemented as MAT-
LAB461 script. The maximum number of principal components (PCs) was set at 5 for the CBG 
set and to 15 and 11 for the case of HALO and MCF datasets, respectively. For PCDD and 
PCDF sets the maximum number of component was set to 7.   After the statistical analyses the 
optimum BALL models, as indicated by highest Q2 values, were selected for each dataset using 
the three different FLUFF superpositions.  A summary of these models, showing optimal BALL 
parameters and some statistical descriptors is presented in Table 3.  The Q2 values yielded by 
the BALL QSAR clearly indicate that a set of highly predictive QSAR descriptors was success-
fully generated for each of the datasets. 
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Table 3. Optimal BALL parameters and statistical descriptors for CBG, HALO, MCF, PCDD and PCDF data-
sets. 
Set vdW_RI vdW_D EEL_D Q2 SDEP NPC 
CBG FIX 0.700 0.500 0.500 0.801 0.552 2 
CBG FLEX 0.750 0.120 0.250 0.733 0.678 4 
CBG MIX 0.125 0.120 0.120 0.772 0.647 5 
HALO FIX 0.850 0.500 0.120 0.659 18.703 13 
HALO FLEX 0.750 0.500 0. 500 0.717 17.643 15 
HALO MIX 0.800 0.500 0.050 0.643 18.830 12 
MCF log Ka FIX 0.800 0.500 0.050 0.339 0.979 4 
MCF log Ka FLEX 0.850 0.250 0.050 0.544 0.824 5 
MCF log Ka MIX 0.850 0.250 0.050 0.521 0.845 5 
MCF pEC50 FIX 0.800 0.500 0.050 0.431 1.094 4 
MCF pEC50 FLEX 0.800 0.500 0.050 0.469 1.057 4 
MCF pEC50 MIX 0.850 0.500 0.050 0.458 1.067 4 
PCDD FIX 0.025 0.050 0.500 0.688 0.883 4 
PCDD FLEX 0.850 0.250 0.500 0.728 1.004 7 
PCDD MIX 0.850 0.250 0.500 0.728 1.004 7 
PCDF FIX 0.075 0.500 0.500 0.727 0.871 7 
PCDF FLEX 0.850 0.050 0.500 0.752 1.104 7 
PCDF MIX 0.850 0.050 0.500 0.752 1.104 7 
 
When the parameter spreads were evaluated, it became evident that the main parameter affect-
ing the predictive power is the vdW_RI, while vdW_D had a lesser effect. The impact of the 
EEL_D was increased if the structure contained charged atoms such as halogens but in many 
cases the charge dispersion did not affect the Q2 value of the model. The optimum parameters 
for the Fix and Flex sets of the standard benchmark were similar whereas the Mix set was mark-
edly different from the other two sets (Table 3). All FLUFF-BALL descriptors produced a valid 
model with high Q2 values (0.626-0.801). In the HALO and MCF sets and the Flex and Mix 
cases of the PCDD and PCDF the optimal parameters are located in a small area around 
VdW_RI of 0.800. The VdW_D and EEL_D parameters have a higher variance but overall they 
have a lesser impact on the Q2 value. All in all the BALL parameter optimisation can be fo-
cused on the area of VdW_RI 0.700-0.900 and if the two dispersion parameters are included in 
the optimisation this means that 125 unique sets are to be evaluated. With a powerful desktop 
PC this optimisation can be performed in less than 20 minutes. Furthermore this optimisation 
can be performed without human intervention so it only demands computer time. But if the op-
timisation is to be omitted a BALL parameter set of VdW_RI 0.800, VdW_D 0.500 and EEL_D 
0.500 should provide a reasonable Q2 value. However one should note that this optimum is 
found using high connectivity structures and may not be universally applicable. 
 
For the CBG set the results of the standard test (22-31) and training (1-21) sets are generally 
used to evaluate the performance of QSAR techniques and therefore LOO Q2 values of the 
whole set of 31 molecules are of lesser importance. As can been seen from the LOO results the 
MIX model created  the maximum number of components allowed and therefore an additional 
sets of statistical descriptors were evaluated with the maximum NPC set to 20. For FIX and 
FLEX sets no new models with high number of NPCs were found, but for the MIX set a new 
optimal model with 9 PCs was found. The full results of the FLUFF-BALL models created 
from the standard division of CBG dataset are shown in Table 4. 
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Table 4. Statistical descriptors of the optimal models generated from the standard division of the CBG data-
set. The values in parenthesis indicate models where the compound M31 was excluded. 
 CBG FIX CBG FLEX CBG MIX C5 CBG MIX C20 
Spress 0.627 0.740 0.686 0.680 
Q2  0.758 0.682 0.726 0.815 
NPC  3 4 4 9 
SE  0.414 0.399 0.410 0.173 
R2ex  0.141 (0.561) 0.155 (0.710) 0.072 (0.068) 0.425 (0.180) 
SDEP  1.009 (0.687) 0.863 (0.502) 0.712 (0.712) 0.481 (0.492) 
Pr-R2  -0.103 (0.534) 0.193 (0.751) 0.451 (0.573) 0.749 (0.761) 
 
The statistical descriptors of Mix C5 and Fix models are very similar while the results given by 
the Flex model fall below the results of Mix C5 and Fix models. The relatively poor perform-
ance of Fix and Flex models can partially be explained by the very poor prediction of com-
pound M31’s activity. The best overall prediction results are achieved by the Mix C20 model. 
However this model uses high number of components and is therefore not optimal for predictive 
use.  
 
If one examines the prediction results of the standard CBG test set (Table 5), it is obvious that 
the compounds M27 and M31 are systematically predicted to have too high an activity and only 
the MIX C20 model predicts the activities of these molecules with a reasonable accuracy. The 
reason for the anomalous activities of these molecules can be attributed directly to their struc-
ture. In the case of molecule M27 there are several adjacent hydrogen bond -forming groups 
which bind to each other in a way that the model can not fully imitate, thus creating a marked 
error in the predicted values. Molecule M31 has a fluorine in the 9α-position and it is the only 
molecule in the steroid set that is endo-substituted. In fact, Kubinyi462 has emphasised that the 
molecules in the standard training set do not cover all structural features found in the test set. In 
particular, the compound M31 requires considerable extrapolation and is therefore a poor test 
molecule as the QSAR models are only reliable in interpolation. Therefore, and also because the 
prediction results were systematically poor, compound M31 was excluded from the prediction 
set and a new set of prediction runs was performed. The results of these runs are shown in pa-
rentheses in Table 4.  
 
Table 5. Prediction results for the standard CBG test set (22-31). The values in parenthesis indicate the 
difference between the predicted and observed activities. 
Compound Observed FIX FLEX MIX C5 MIX C20 
H22 7.512 8.015 (0.503) 7.822 (0.310) 7.270 (-0.242) 7.164 (-0.348) 
H23 7.553 8.098 (0.545) 7.614 (0.061) 7.149 (-0.404) 6.853 (-0.700) 
M24 6.779 7.707 (0.928) 7.227 (0.448) 7.628 (0.849) 6.541 (0.238) 
H25 7.200 7.702 (0.502) 7.829 (0.629) 7.424 (0.224) 7.119 (0.081) 
M26 6.114 6.013 (-0.101) 6.399 (0.285) 6.825 (0.711) 6.871 (0.757) 
M27 6.247 7.674 (0.162) 7.285 (-0.227) 7.318 (-0.194) 7.069 (-0.443) 
H28 7.120 7.663 (0.543) 7.710 (0.590) 7.460 (0.340) 7.561 (0.441) 
M29 6.817 7.251 (0.434) 6.926 (0.109) 7.614 (0.797) 6.993 (0.176) 
H30 7.688 7.914 (0.226) 7.927 (0.239) 6.983 (-0.705) 7.519 (-0.169) 
M31 5.797 8.234 (2.437) 8.073 (2.276) 6.881 (1.084) 6.171 (0.374) 
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If the compound M31 is excluded from the prediction set, the statistical descriptors of Mix C20 
and Flex models become similar and both models give good predictive results. The very good 
performance of FLEX model, when compared to the FIX model, suggests that the conforma-
tional adaptation can significantly aid the construction of a QSAR model. The descriptors of 
MIX C5 and FIX models are also similar but the predictive results of these models are inferior 
to the results of MIX C20 and FLEX models. In Table 6 the predictive results of the FLUFF-
BALL algorithm are compared to 13 other widely used QSAR methods. While the FLUFF-
BALL does not yield the best overall result, its performance is nevertheless comparable to those 
of most previous QSAR methods. 
 
Table 6. Comparison of FLUFF-BALL with other QSAR techniques for the standard CBG test set (22-31). 
The values in parentheses indicate models derived after exclusion the compound M31. 
Method R2ex SDEP Pr-r2 
COMPASS 0.16 (0.69) 0.70 (0.34) 0.46 (0.89) 
MS-WHIM 0.28 (0.63) 0.66 (0.41) 0.52 (0.83) 
PARM 0.33 (0.30) 0.71 (0.74) 0.45 (0.45) 
TQSAR 0.16 (0.36) 0.76 (0.56) 0.37 (0.69) 
SOMFA 0.20 (0.62) 0.58 (0.36) 0.63 (0.87) 
EVA 0.36 (0.34) 0.53 (0.51) 0.69 (0.74) 
CoMFA 0.25 (0.75) 0.71 (0.40) 0.45 (0.84) 
GRIND - (0.88) - (0.26) - (0.93) 
MFTA 0.87 (0.82) 0.30 (0.31) 0.90 (0.90) 
COMSA 0.09 (0.41) 0.70 (0.44) 0.47 (0.81) 
MEDV 0.45 (0.57) 0.65 (0.59) 0.54 (0.66) 
QS-SM 0.36 (0.22) 0.54 (0.49) 0.68 (0.76) 
EEVA 0.36 (0.58) 0.58 (0.40) 0.64 (0.85) 
FLUFF-BALL FIX 0.14 (0.56) 1.01 (0.69) -0.10 (0.53) 
FLUFF-BALL FLEX 0.16 (0.71) 0.86 (0.50) 0.19 (0.75) 
FLUFF-BALL MIX C5 0.07 (0.07) 0.71 (0.71) 0.45 (0.57) 
FLUFF-BALL MIX C20 0.43 (0.18) 0.48 (0.49) 0.75 (0.76) 
 
Even though the results of the CBG dataset are most promising, there are still four other data-
sets, namely HALO, MCF, PCDD and PCDF, which should be analysed before any conclusions 
are drawn about the performance of the FLUFF-BALL methodology. The Q2 values of the 
HALO set (0.643-0.717) are fully comparable to the ones obtained in the original article (0.566-
0.767) using SYBYL field fitting and CoMFA. The MCF log Ka models also yielded Q2 values 
(0.339-0.544) which are comparable to the CoMFA models obtained using RMS fit of the ster-
oid backbone (0.395-0.583) and also to the results of SEAL fit (0.426-0.597). The MCF pEC50 
set produced slightly lower values (0.431-0.469) and the difference to the CoMFA models ob-
tained using RMS fit of the steroid backbone (0.463-0.624) or the SEAL fit (0.424-0.582) was 
significant. In general one should note that the HALO set generated a high number of compo-
nents and when the maximum number of allowed components was raised several models gener-
ated up to 20 components. However these data were disregarded because such a high number of 
components indicate a considerable over-fitting. The PCDD set yielded Q2 values (0.688-0.728) 
that were lower but still comparable to the values reported in the literature210,265,273,463,464 (0.715-
0.862). The PCDF set generated slightly better Q2 results (0.727-0.752) which are also closer to 
the values reported in the literature210,273,463,464 (0.742-0.795). In general one should note that the 
FLEX models generated the best Q2 values closely followed by the MIX models and the FIX 
models generated the poorest models. In the case of PCDD and PCDF the FLEX and MIX 
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resulted in almost identical superpositions, but in the FIX set the halogen substituents were 
slightly offset because of the small changes in the optimal backbone conformation.   
 
For each superposition and dataset combination a total 1000 Y-scrambling runs were performed 
and in all cases the predictive ability was completely lost, thus indicating that the correlation 
observed with the correct data is not fortuitous. The external validation was performed using the 
bootstrapping methodology by creating a collection of 2500 random partitions to test/training 
sets consisting of 10/21, 15/29 and 14/28 molecules for CBG, HALO and MCF datasets, respec-
tively. For PCDD and PCDF 5 compounds were separated for the test set leaving 21 and 29 
compounds respectively for the training set. The maximum number of components was set at 10 
for HALO and MCF datasets and at 5 for PCDD and PCDF. The average results and the stan-
dard deviations of the 2500 runs are shown in Table 7.  
 
The HALO and MCF sets, which were known to be computationally difficult, generated a wide 
spectrum of models as is indicated by the high standard deviations of the statistical descriptors. 
However, all models were clearly predictive as indicated by positive Pr-R2 values even though 
the results of the HALO and MCF sets are not particularly high and the standard deviation is 
considerable. Especially in the case of the HALO this instability most likely stems from the un-
even distribution of the observed values. It also seems that for these datasets there is no discern-
able performance difference between the three FLUFF superposition variants. On the other 
hand, for the PCDD set and FIX variant the external validation failed for many cases as indi-
cated by low Pr-R2 value (0.113) and disproportionally high standard deviation (2.446) while 
for the PCDF set the FIX methodology worked rather well. The FLEX and MIX variants gen-
erated models with high average Q2 values and high predictivity for the PCDD and PCDF sets 
as indicated by Pr-R2 values of 0.438-0.549.   
 
For the CBG dataset the MIX model gives the best average prediction and the FLEX set gives 
the least significant results. Again the MIX set generates the highest amount of components and 
its optimum number of components is again clearly limited by the maximum of five compo-
nents. When the same run was performed with the maximum number of components set to 20 
FIX and FLEX sets generated no new models with a high number of optimum NPC. Yet, for 
the MIX set there are 1390 models for which the optimum number of components was higher 
than five, and the highest number of components generated is 11. Distribution of the optimum 
number of components in the Mix set is shown as a histogram in Figure 14. A most interesting 
pattern of two separate clusters of optimum components is observed. When the scrambling run 
is done to the MIX C20 set predictive ability is lost indicating that the high Q2 values observed 
are not caused by chance correlations.  
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Figure 14. Histogram of the optimum number of components for scrambled Mix C20 models. 
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3.5 Validating FLUFF-BALL with a large and diverse xenoestrogen 
dataset 
 
One of the primary design principles of FLUFF-BALL was to create a highly automated super-
position and QSAR technique capable of acting as a computational sieve separating the active 
molecules from a large and diverse molecular library. Therefore, it was deemed necessary to 
perform an additional validation using much larger and more diverse set than is normally used 
in the validation of QSAR techniques.  
 
Also, it was decided that the widely used SEAL superposition and CoMFA QSAR techniques 
should be used to evaluate the same dataset to gain a more reliable benchmark for the relative 
performance of the FLUFF-BALL methodology. Even though some knowledge of the optimal 
BALL parameters465 exists, in this validation work a full optimisation of BALL parameters was 
performed. This was done in order to evaluate the stability of the BALL model in detail and it 
should be noted in standard use this kind of procedure would not be necessary. On the other 
hand, when validating a recently-developed technique, it is vital that the performance limits of 
the technique are thoroughly evaluated. In contrast, no parameter optimisation was performed 
for SEAL and CoMFA as they were used in this work as reference techniques, primarily to es-
tablish a baseline predictive ability for the xenoestrogen dataset used in this work. Also, both 
SEAL and CoMFA are well established techniques whose behaviour and optimal parameters 
have been mapped out over years and numerous applications. On the other hand, FLUFF-BALL 
is a new technique and its behaviour and optimal parameters are largely unknown at this time. 
  
The term xenoestrogen refers to a chemical compounds which can disturb the natural hormonal 
balance by binding to the estrogen receptor (ER) in an agonistic or antagonistic fashion466,467. 
The high importance of this class of compounds is due to the highly promiscuous nature of the 
ER which means there are tens of thousands of molecules, both natural and synthetic, which can 
bind to the ER and lead to a disruption of the natural hormonal balance. As the hazard these 
chemicals pose to the environment and to human health has been recognised, they have become 
the subject of extensive study466,468,469. Even though the assay for estrogenic activity is a rela-
tively simple experiment, and there are numerous experimental methods available, the testing of 
the hundreds of thousands of molecules with in vivo or in vitro techniques for possible estro-
genic activity is virtually impossible467,470-475. Therefore the benefits of computational screening 
of xenoestrogens using quantitative structure-activity relationships (QSARs) are obvi-
ous102,467,476,477. For further information about QSAR models applied to xenoestrogens reader is 
referred to reviews by Fang et al476 and Schmieder et al477 
 
The estrogen binding affinities used in this work were obtained from a freely available stand-
alone version of the endocrine disruptor knowledge base (EDKB, http://edkb.fda.gov) main-
tained by National Centre for Toxicological Research (NCTR). The EDKB contains about 2000 
molecules, many of which do not bind to the ER, rendering the whole of EDKB as such useless 
as a QSAR benchmark set. Therefore the following selection criteria were used to filter a subset 
of the EDKB for this work: (1) molecules must have an experimental binding affinity data pre-
sent, (2) molecules must have detectable binding affinity to ER, and (3) molecules should be 
small to medium in size. This filtering extracted a subset of 245 molecules containing experi-
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mental relative binding affinities (RBA) values for five different estrogen receptors. As some 
molecules contained experimental values for several receptors there were a total of 374 log 
RBA values present for 245 molecules. In cases where several RBA values for same receptor 
were present in the EDKB, the same experimental source was preferred as far as possible. Each 
estrogen receptor type was treated as a separate dataset yielding five evenly distributed sets of 
experimental values (Table 8).    
 
Table 8. The five EDKB datasets used.  
Receptor Molecules Average log RBA (min - max) 
Calf 53 0.40 (-2.00 – 2.00) 
Human α 61 -0.05 (-2.00 – 2.48) 
Human β 61 0.05 (-2.00 – 2.61) 
Mouse 69 0.00 (-3.36 – 2.94) 
Rat 130 -1.42 (-4.50 – 2.60) 
 
The molecules were built and optimised using the same procedure as in the validation of 
FLUFF-BALL (see page 71) and subsequently imported to an in-house MMS program (a modi-
fied version based on R2004.07, http://www.perchsolutions.com) so that the AM1 optimised 
co-ordinates and charges were preserved. After importing the molecules were centred according 
to their centres of mass. Estradiol-17β (E2, Figure 15) was imported as a template molecule, 
required by the FLUFF and SEAL superposition algorithms. Then the compounds were initially 
superimposed using a rigid FLUFF superposition on the aromatic ring (marked A in Figure 15) 
of the template.  
 
 
Estradiol (E2) EDKB001 (2-tert-butylphenol) 
  
Figure 15. The structures of the template and the first ligand EKDB001. 
 
 
For FLUFF superposition the tentatively superimposed set was modified by including or ex-
cluding the methyl group (C18, attached to C13) from the estradiol-17β template thus creating 
CI and CE sets, respectively. This was done as trial superposition runs indicated that in some 
cases the methyl group hinders the matching of the backbone atoms.  Further sets were gener-
ated by exclusion of the hydrogen atoms from the FLUFF field during the superposition, thus 
creating the EH sets. This was done in order to eliminate the barrier effect, which could also 
hinder the backbone superposition. After the initial superposition without hydrogen atoms, the 
  A 
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IH sets were generated by including the hydrogen atoms in the FLUFF field and performing a 
full superposition using the EH set as an initial guess.  For more details the reader is referred to 
Figure 16 which contains a flow-chart representation of the process used in the creation of the 
different FLUFF superpositions 
 
CE IH
CE
CI EH
CI IH
CI
Exclusion (HE) of hydrogen atoms
and FLUFF superposition
Exclusion (CE) or inclusion (CI) of CH  
from template
3
Inclusion (HI) of hydrogen atoms
and FLUFF superposition
1_1 10_10...
MMS
Manipulation of FLUFF weights 
Eleven differently biased models 
 
 
Figure 16. Flowchart of the FLUFF superposition and the creation of the different alignments. 
 
 
Thus for each of the five experimental datasets a total of 12 different FLUFF models were gen-
erated. Nevertheless, it soon became apparent that the EDKB dataset is too diverse to be unam-
biguously superimposed without any a priori information. This can be easily demonstrated us-
ing the template and the first ligand EDKB001 (Figure 15).  As can be seen there is no unique 
alignment for the EDKB001, if the only criteria used were the steric and electrostatic properties 
of the molecules. The EDKB001 can be placed upon the A ring of the template in many differ-
ent orientations, but the aromatic ring of the EDKB001 can also be matched to B, C or even to 
the D ring of the template as well. Therefore, additional information about the relative impor-
tance of the different molecular features of the template is required. As FLUFF is in essence a 
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special molecular mechanics force field, the atom types could be used to provide additional 
information. However, trial runs performed using other datasets465 have indicated that this kind 
of selectivity works well only in cases where the molecules are fairly similar. Unfortunately, 
this is not the case with the EDKB data, and other constraints for guiding the superposition 
must be used. The current implementation of FLUFF enables the user to assign arbitrary weight 
factors for the template and ligand atoms and thus increase the amount of information available 
to the superposition algorithm. In this case several previous QSAR studies63,220,478-481 suggested 
that for estradiol-17β the aromatic A ring and the hydroxyl group attached to it are important for 
the biological activity. Therefore the A ring of the template was selected as the target for the 
weight factor modifications and eleven different weight factor combinations were generated 
(Table 9). 
  
The 1_1 set corresponds to the unbiased superposition and the set 10_10 leads to a superposi-
tion where the A ring has roughly equal weight as the remaining part of the molecule. Some 
trials were also done using weight factors up to 25, but they led to models where the A ring was 
overly dominant and caused the ligands to spread out in a fan-like formation. These heavily 
biased superpositions yielded inferior QSAR models and so they were discarded. 
 
Table 9. The names and weight factors of the eleven FLUFF models used to test the effect of the directed 
superposition. 
Name A ring OH weight A ring weight 
1_1 1.0 1.0 
2_2 2.0 2.0 
3_2 3.0 2.0 
3_3 3.0 3.0 
4_2 4.0 2.0 
4_4 4.0 4.0 
5_2 5.0 2.0 
5_5 5.0 4.0 
10_2 10.0 2.0 
10_5 10.0 5.0 
10_10 10.0 10.0 
 
SEAL superposition was performed by using an in-house SPL script in conjunction with a TRI-
POS SPL script (seal.spl as distributed with the SYBYL program, version 6.9.1) and the SEAL 
program (QCPE #634). In order to import the molecular structures to the SYBYL program94, 
the tentative superposition was exported from MMS program as MDL MOL -files, which were 
converted to the TRIPOS MOL2 -format with the OpenBabel  program (version 1.100.2, 
http://openbabel.sourceforge.net). The MOL2-files were used to generate a SYBYL molecular 
database, in which the SEAL superposition was performed. All optional parameters were set at 
the default values present in the TRIPOS script file.  
 
Although some knowledge of the optimal BALL parameters465 exists, it was decided that the 
full optimisation procedure should be performed in order to evaluate the stability of the BALL 
model in detail. In standard use this kind of procedure would not be necessary, but when vali-
dating a recently-developed technique, it is vital that the performance limits of the technique are 
thoroughly evaluated. In contrast, no parameter optimisation was performed for SEAL and 
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CoMFA as they were used in this work as reference techniques, primarily to establish a baseline 
predictive ability for the xenoestrogen dataset used in this work. Also, both SEAL and CoMFA 
are well established techniques whose behaviour and optimal parameters have been mapped out 
over years and numerous applications. On the other hand, FLUFF-BALL is a new technique 
and its behaviour and optimal parameters are unknown at this time. 
 
The CoMFA descriptors were evaluated using SYBYL and an in-house SPL script. Using an 
automatically generated region, standard CoMFA fields containing both steric and electrostatic 
interactions were generated using a standard distance decay (1/r2) for the computation of dielec-
tric terms, no smoothing, and a 30.0 kcal/mol cut-off with smooth transition for both steric and 
electrostatic energy terms. For statistical analysis the CoMFA descriptors were exported as text 
files from SYBYL using an in-house SPL script.  
 
The QSAR models were generated with SVDPLS method and LOO CV using MATLAB461 
scripts. The maximum number of principal components (PC) was set at 15 based on the gener-
ally accepted one-quarter rule. For the RAT set the maximum number of principal components 
could be as high as 32 and still conform to the one-quarter rule and therefore additional PLS 
models with the maximum number of principal components set at 25 and 30 were generated. 
Some increase in the Q2 values were observed, but the benefits were negligible (<0.050) and the 
number of components rose dramatically, being in the range of 25 to 28. Therefore it was 
judged that the gains made in the Q2 values did not outweigh the dramatic increase in the num-
ber of principal components and these models were discarded. 
 
For each of the five datasets there were originally 49,875 BALL models and 133 CoMFA mod-
els. Therefore the results are “distilled” so that for each superposition the optimum BALL 
model (FIX, FLEX and MIX with CE / CI and EH / IH modifications) was selected for fur-
ther analysis using the maximum Q2 value. The 133 remaining BALL and CoMFA models were 
filtered further by selecting the optimum FLUFF weight factors based on the maximum Q2 
value achieved, thus reducing the 132 FLUFF superpositions down to 12.  In the summarised 
results for the five datasets (Tables 3-7) only the reference set generated using SEAL and range 
of descriptors yielded by the CE / CI and EH / IH sets is shown thus reducing the number of 
FLUFF QSAR models down to 3 for both BALL and CoMFA. This was done as the effect of 
the modifications was minor.  
 
3.5.1 Effect of Superposition on QSAR 
 
When different FLUFF superpositions are compared, it is evident that no clear optima can be 
found and therefore it is difficult to discern the optimal FLUFF variant between the FIX, FLEX 
and MIX. If only the best models of each data set are compared for both BALL and CoMFA, it 
appears that 3 out of 5 models are generated using the FIX method. On the other hand, taking 
the best 6 of the models for each dataset and making a similar analysis no such trend is ob-
served. If the optimal FLUFF variant is difficult to discern, the optimal weight factors proved to 
be even more elusive as all available weight factor combinations are present among the optimal 
models generated for BALL and CoMFA. In fact, the only clear pattern was observed in the 
CALF dataset, in which 7 out of 12 FLUFF superpositions used the weight parameter set 5_2. 
84 
In general, medium weight factors seem to be favoured, although there are some models that 
clearly prefer strict constraints. In general, it seems that BALL prefers stricter constraints than 
CoMFA. 
 
The primary reason for the fact that no clear optima could be found for the FLUFF superposi-
tion parameters was that the QSAR models form a large plateau of good predictive ability 
where the relative differences in the performance of the QSAR are very small. Furthermore, this 
plateau is dotted with models of higher predictive ability which, however, do not form any clear 
pattern. It seems that a good QSAR model can be derived from a wide variety of FLUFF super-
positions and the optimal models occur as random spikes from the plateau of good performance. 
This is in agreement with the well-known fact that the 3D-QSAR is highly sensitive to the su-
perposition5,63,482. Therefore one must conclude that the choice of FLUFF superposition and the 
use of a priori information in the form of weight factors must be decided on case-by-case basis, 
and no universal guidelines can be given at this time. 
 
On the other hand, a clear difference in performance can be observed between SEAL and 
FLUFF (Table 10).  Of course, one should bear in mind that the SEAL superposition is only an 
unoptimised benchmark, but even then the difference between FLUFF and SEAL is significant. 
This difference could be caused by the force-field nature of the FLUFF technique as it has the 
ability to provide additional information about the bond patterns and the neighbours of an atom 
through the use of molecular mechanical atom types that implicitly contain this information. A 
possible explanation for the superior performance of the FLUFF algorithm is also the fact that it 
has additional a priori information about the relative importance of the features of the template 
in the form of the user-specified weight factors. The fact that the differences between the FIX, 
FLEX and MIX variants were smaller than the differences between weight factors suggest that 
this a priori information plays an important role in determining the efficacy of the superposi-
tion.  
 
3.5.2 QSAR Results 
 
It seems obvious that the unoptimised reference technique SEAL produces an inferior superpo-
sition compared to FLUFF, as indicated by the lower Spress and higher Q2 values of both 
FLUFF-BALL and FLUFF-CoMFA (Tables 3-8). In particular, the SEAL-CoMFA combination 
seems to be particularly problematic as it generates a reasonable model only for the HUMANB 
dataset. The SEAL-BALL combination performs clearly better, but it still produces inferior 
results when compared with FLUFF. In general, BALL produces better models than CoMFA 
for both FLUFF and SEAL superpositions with the exception of the RAT data set, for which 
CoMFA with the FLUFF superposition yielded a slightly better model than BALL. The similar 
differences in predictive ability that can be observed between the optimum models generated 
for each dataset also exists in the average results (Table 10), indicating that a real difference 
exists. Naturally the differences were much more marked between the optimum models. 
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Table 10. The maximum Q2 values achieved in LOO CV for all datasets and superposition-QSAR pairs. 
 CALF HUMANA HUMANB MOUSE RAT 
FLUFF-BALL 0.824 0.761 0.606 0.611 0.547 
FLUFF-CoMFA 0.530 0.407 0.383 0.482 0.673 
SEAL-BALL 0.223 0.375 0.410 0.362 0.385 
SEAL-CoMFA 0.117 0.163 0.279 0.178 0.157 
 
For each of the EDKB datasets, 1000 Y-scrambling runs were performed and in all cases the 
predictive ability was completely lost. External validation was performed using the bootstrap-
ping methodology by creating a collection of 2500 random partitions to test/training sets con-
sisting of 18/35, 20/41, 20/41, 23/46 and 43/87 compounds for CALF, HUMANA, HUMANB, 
MOUSE and RAT, respectively. As expected, the statistical performance indicators worsened as 
a result of the bootstrapping, but all models still produced reasonable Q2 values. The relative 
performance of the different superpositions changed, but usually the changes were minor and 
although the order may have changed, usually the same sets can still be found in the top six. 
However, this is not true for the MOUSE dataset where the top three superpositions for BALL 
were all FIX sets which also produced BALL models with unusually low vdW_RI values. 
When these superpositions were run through the external validation the statistical indicators 
were significantly lower than those generated from other MOUSE sets. As a result three MIX 
sets replaced the FIX sets as the top three superpositions for MOUSE and BALL.   
 
For the FLUFF superposition the results of external validation for the HUMANA, HUMANB, 
MOUSE and RAT datasets were very similar to the results obtained from the internal validation. 
BALL still produced slightly better models, except for the RAT dataset for which CoMFA still 
yielded better results. Here again, the differences were present in both average results and opti-
mum models. As the overall predictive ability of the models was degraded, the differences be-
tween the models were naturally also diminished. On average the models were also predictive 
as indicated by positive Pr-R2 values, but the predictive ability of the models was strongly de-
pendent on the compounds included in the training set as can be seen from the high standard 
deviation (SD) values of the Pr-R2 indicators, whereas the Q2 values are relatively stable sug-
gesting that the QSAR model can usually be derived successfully based on the 2/3 of com-
pounds. The largest change from the internal validation was observed for the CALF dataset, for 
which CoMFA gave slightly better average statistical indicators than BALL and even yielded 
the maximum Q2 value. On the other hand, BALL generated the model with best external statis-
tical indicators. All in all, the differences are certainly minor, but it is noteworthy that the rela-
tive predictive ability of BALL and CoMFA changed compared to the internal validation. The 
main reason for the poor average performance of BALL is the fact that it fails drastically for 
quite a few partitions of original data whereas it works very well for all other partitions. It 
seems that for some reason the CALF data tend to create labile models that, for some randomly 
selected partitions, lead to a reduced performance in the internal validation and to a total loss of 
external predictive ability.  
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For the SEAL superposition, the CoMFA results are uniformly rather poor, and the negative Pr-
R2 values indicate that the models actually have no predictive ability. Which, based on the poor 
internal performance, this is by no means surprising. As expected, the BALL results are consid-
erably better, even though the SEAL superposed CALF dataset leads to relatively poor BALL 
models both in internal and in external validation.  
 
When comparing the QSAR results (Tables 10, 11 and 12) one should bear in mind that 
CoMFA was used only as a benchmark and its parameters are not optimised, but even so BALL 
performs remarkably well considering that its descriptor vectors consist of few hundred ele-
ments rather than thousands, and it is thus much lighter technique than CoMFA. This implies 
that the BALL descriptors are faster to evaluate and much faster to process with statistical tools. 
This is primarily due to the design emphasis of the BALL technique, which is a grid-
independent QSAR that could be easily automated for screening applications. The lack of grid, 
combined with the low-dimensional descriptors, may in part explain the slight preference 
BALL exhibits to the strictly constrained models as the part of the ligand that falls outside the 
template is not evaluated using a grid, but it is allocated to the template atoms in a fuzzy man-
ner. If the ligand is much larger than the template or it has long protruding parts, the BALL de-
scriptor will, by design, become fuzzy for that part and loose its accuracy when compared to the 
grid-based descriptors. Therefore the BALL benefits from the use of heavy weight factors 
which forcibly align the ligands on the template thus minimising the overspill.      
 
 
3.5.3 Optimal BALL parameters 
 
In general, the optimal areas of the BALL parameters 0.650-0.850 / 0.050-0.500 / 0.050-0.500 
(min-max vdW_RI / min-max vdW_D / min-max EEL_D) found in this work are similar to the 
optimal areas 0.700-0.900 / 0.050-0.500 / 0.050-0.500 found in earlier validation work465. The 
VdW_D and EEL_D parameters have a higher variance, but overall they have a lesser impact 
on the Q2 value. In particular, the EEL_D has only a slight effect on the predictive ability of the 
models as long as the compounds do not contain charged atoms. After a detailed analysis of the 
BALL models generated in this work, it became obvious that if any optimisation is to be per-
formed on the vdW_RI parameter it should be restricted to the area of 0.650-0.850, as only 
seven optimal BALL models fall outside this range. Of those models, one belongs to HUMANA, 
one to HUMANB and five to MOUSE, and actually most of them could be easily replaced with 
comparable models belonging to the optimum area. For HUMANA dataset and FLUFF superpo-
sition MIX CI EH, the optimum BALL parameters are 550 / 500 / 250 (vdW_RI / vdW_D / 
EEL_D), but for the same superposition there is an alternative parameter set of 700 / 500 / 500, 
which produces only marginally lower Q2 value (0.675 vs. 0.678). In the case of the HUMANB 
set the optimum parameters for MIX CE IH superposition with weight factors 1_1 are 25 / 250 
/ 500 and the nearest parameter set in the optimal range is 650 / 250 / 50 with a somewhat lower 
Q2 value (0.368 vs. 0.401). On the other hand, if the vdW_RI values are restricted to the range 
650-850, the optimal weight factors change to 3_2 and the optimal BALL parameters are 650 / 
500 / 500, yielding a Q2 value of 0.396.  
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For the troublesome MOUSE dataset a new set of optimal superpositions was generated by sim-
ply restricting the vdW_RI parameter to the range of 0.650-0.850. The statistical indicators of 
the QSAR models generated from this new set of superpositions are summarised in Table 13. 
The restriction of the vdW_RI caused many changes in statistical indicators, most notably the 
maximum Q2 dropped from 0.611 to 0.519. Yet, the average Q2 achieved suffered only a mod-
est decrease from 0.497 to 0.475. So if the vdW_RI is restricted to the proposed range, no great 
loss of performance should ensue. Based on these findings it seems clear that a focused grid 
search in the area of vdW_RI 0.650-0.850 including the two dispersion parameters should yield 
nearly an optimum BALL model. On the other hand, the BALL parameter set of vdW_RI 
0.800, vdW_D 0.500 and EEL_D 0.500, as already proposed in validation, should always pro-
vide a reasonable Q2 value. For this diverse dataset BALL met or exceeded the results of the 
standard 3D-QSAR method CoMFA using either the tailor-made superposition technique 
FLUFF or the reference method SEAL. The FLUFF-BALL can easily be automated and as it is 
computationally simple, it provides a good computational “sieve” capable of fast screening of 
large molecular libraries. 
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4. MCSOR: A PLS-TYPE HYBRID ALGORITHM  
 
A promising 3D QSAR method, Self-Organizing Molecular Field Analysis (SOMFA), has re-
cently been introduced200 and applied to medicinal chemistry483-488 and even to food chemis-
try489. SOMFA has not become a widely adopted QSAR technique despite of its conceptual 
simplicity and easy implementation. The basis of the SOMFA technique is similar to the 
CoMFA14 and GRID15 in the sense that it also uses a grid of points to generate the descriptor. 
However, SOMFA does not use probe interaction energies like CoMFA does but instead it re-
lies upon descriptors directly derived from the intrinsic molecular properties, such as shape and 
electrostatic potential calculated from partial charges. One of the novel features of the SOMFA 
algorithm is the fact that unlike most of the other QSAR techniques SOMFA comes with a 
built-in regression methodology instead of relying on an external method such as PLS.   
 
In SOMFA regression each of the 3D descriptor grids (D) are multiplied by the mean centred 
observed activity (eq. 60) which is derived by subtracting the mean of the training set from each 
value Y, whereupon the largest dependent variables will have positive values and the smallest 
will have negative values. These individually multiplied grids are summed to for the so-called 
master matrix (MM) which contains the relative weights of each descriptor variable.   
 
 ( )
1
i n
i i
i
MM D Y Y
=
=
= −∑  (60) 
 
In the next phase the master matrix is used to reduce the original descriptor grid into a single 
number (eq. 61). These numbers are in turn used to derive a MLR model of the correlation be-
tween structure and activity. The SOMFA regression approach is computationally very simple 
and it can be used to create visualisations outlining the relative importance of different molecu-
lar features200.  
 
 'i id D MM=  (61) 
 
During our work with a SOMFA application485 3D SOMFA grids were transformed into vectors 
in order to make large cross-validation runs more efficient. This led to the interesting observa-
tion that the basic principle of SOMFA regression tool, which could be called Self-Organising 
Regression (SOR), applies to many underdetermined regression problems (i.e. ones in which 
the number of variables is much larger than the number of objects) frequently encountered in 
different areas of QSAR.  
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4.1 From SOR to MCSOR 
 
Mathematically, the basic principle of SOR is the same as that of SOMFA, i.e., crucial to SOR 
is the concept of mean-centred data. In original SOMFA methodology the descriptors for each 
object in the training set are combined to form the master grid. For SOR this grid is replaced by 
a mastervector (MV, eq. 62) which is created by summing the descriptors, element by element, 
after scaling each descriptor (row of X) by the corresponding value of mean centred dependent 
variable (Y0). The independent variable block X can also be mean centred to form X0.   
 
 0
1
( ) ( )
i n
i
MV X i Y i
=
=
= ⋅∑  (62) 
 
where the subscript i refers to the sample (row). Thus the dimensionality of the master vector is 
exactly the same as that of the descriptor. A predictive equation relating the descriptors (inde-
pendent variables) to the values of y (dependent variable) can be derived from the master vector 
in three steps. First, for every object in the training set, a predictor (regression variable, P) is 
calculated using eq. 63 
 
 ( ) ( ) 'P i X i MV= ⋅  (63) 
 
i.e., as a dot product of the descriptor and master vector (the apostrophe stands for a vector 
transpose). Second, a univariate regression model (MLR) is derived using the predictor vector 
as an independent variable. Third, eq. 63 and the regression coefficients (B) derived in the sec-
ond phase are used to calculate an estimate for the dependent variable (Ŷ) for each object in the 
test set. In this way, the information contained in the high-dimensional descriptors can be com-
pressed into a single variable. Yet, in its current form the SOR algorithm and the original 
SOMFA implementation are limited to univariate-Y problems.  
 
In order to ensure that the internal and external predictions are truly ‘blind’, however, the mas-
ter vector must be calculated for each training set separately (i.e. the master vector should not 
be ‘contaminated’ by the descriptors or activities of the test set molecules), after which the cor-
responding regression model can be derived. Note that this remark also applies to Leave-One-
Out cross-validation – otherwise internal predictions would seem to work even with random 
numbers. 
 
However novel the SOR regression method may seem to be, it can be demonstrated that the 
SOR is mathematically identical to the single principal component implementation of 
SIMPLS350 partial least-squares approach. To elaborate this point a detailed description of the 
SOR algorithm is given in Chart 1 and a similar description of SIMPLS can be found in Chart 
2. When one compares the SOR and SIMPLS algorithms it becomes evident that if the descrip-
tors are mean centred (line 2), then '0 0MV Y X=  and 
'
0 0S X Y= . Furthermore, as 
( )' ' 'A B AB=  it also holds that ' '0 0 0 0( ) 'Y X X Y=  and therefore MV=S’ (line 3). Also due to 
this equivalence the P=t (lines 4-6).   
92 
 
Chart 1. Detailed SOR algorithm. 
 
Chart 2. Detailed SIMPLS algorithm. 
 
1 0Y Y Y= −  1 0Y Y Y= −  
2 0X X X= −  2 0X X X= −  
3 '0 0 0 0
1
( ) ( )
i n
i
MV X i Y i Y X
=
=
= =∑  3 '0 0S X Y=  
4 0 'P X MV=  4 0t X S=  
5 P P P= −  5 t t t= −  
6 
PP
P
=  6 
tt
t
=  
  7 '0q Y t=  
7 ( ) 1 0' 'SORB P P P Y−=  8 
0
'SIMPLS
SB q
X S
⎛ ⎞
= ⎜ ⎟⎜ ⎟⎝ ⎠
 
8 SˆOR SORY PB Y= +  9 0SˆIMPLS SIMPLSY X B Y= +  
 
If one then compares the BSOR with the q (line 7), while keeping in mind that ||P||=1, it follows 
that (P’*P)-1=1 and hence 
 
 ( ) 1 0 0' ' 'SORB P P P Y P Y−= =  (64) 
 
as '0q Y t= and P=t it follows that 
 
 ' '0 0 0' ( ) ' ( ) ' 'SORB P Y Y P Y t q= = = =  (65) 
 
By applying the previous result to ŶSOR (line 8), and as P=t one can utilise the definition of t 
(lines 4-6) from the SIMPLS algorithm, it directly follows that 
 
 
( )0
0
ˆ ' 'SOR SOR
X S
Y PB Y tq Y q Y
X S
⎛ ⎞
= + = + = +⎜ ⎟⎜ ⎟⎝ ⎠
 
(66) 
 
In the SIMPLS algorithm one can combine the definition of the ŶSIMPLS (line 9) with the defini-
tion of BSIMPLS (line 8) to create eq. 67. 
 
 0
0
ˆ 'SIMPLS
SY X q Y
X S
⎛ ⎞
= +⎜ ⎟⎜ ⎟⎝ ⎠
 
(67) 
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When the equation for ŶSOR (eq. 66) and ŶSIMPLS (eq. 67) are compared, it is evident that 
 
 
( )0
0
0 0
ˆ ˆ' 'SOR SIMPLS
X S SY q Y X q Y Y
X S X S
⎛ ⎞ ⎛ ⎞
= + = + =⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 
(68) 
 
which proves beyond any doubt that the SOR model is, in fact, equivalent to a single compo-
nent SIMPLS model. 
 
Therefore it stands to reason that more complex datasets requiring multiple components to 
achieve sufficient predictive power will fail if they are analysed using the SOR methodology. 
Consequently, it is necessary to extend the original SOR methodology to multiple components. 
In other words, one must formulate a MultiComponent Self-Organizing Regression (MCSOR) if 
the SOR principle is to be used for more complex datasets. The MCSOR uses the errors, also 
called residuals, of the preceding component as dependent variable and derives additional 
mastervectors which can then be used in conjunction with MLR to generate a multicomponent 
model. A detailed pseudocode representation of the MCSOR algorithm is presented in Chart 3.  
For the first component the mastervector is computed and the independent block is reduced to 
single value just as in normal SOR (lines 1-2) and then MLR is used to derive the regression 
model (B) of dependent variable (Y0) including the intercept value (lines 3-4). The mastervector 
(MV), regression coefficients (B) and the estimate of dependent variable (Ŷ) are added to mas-
termatrix (MM), betamatrix (BM) and Ypred, respectively (lines 5-7).  
 
The additional components are then derived by replacing the original dependent variable Y0 
with the error of prediction (line 9). This new Y is then used to derive a new mastervector which 
is used to create a new set of Xpred values (lines 9-11). This new X-vector and the preceding X-
vector(s) are processed with MLR to produce a new regression model of Y (line 12). The 
mastervector (MV) and regression coefficients (B) are added to mastermatrix (MM) and betama-
trix (BM), respectively (lines 5-7).  The new regression model is used to compute new predicted 
values (lines 15-18). Finally the estimate of dependent variable (Ŷ) is added to Ypred.  This proc-
ess is repeated each time replacing the earlier error of prediction with the new values until a 
desired number of components (NPC) have been extracted (lines 8-20 are iterated). Even 
though the MCSOR can derive multiple SOR components it is still limited to univariate-Y prob-
lems because it directly depends on the SOR algorithm. 
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Chart 3. Detailed MCSOR algorithm. 
 
1 '
0 0MV Y X= ∗  
2 0 * 'predX X MV=  
3 0( , )predB MLR X Y=  
4 ˆ (2)* (1)predY B X B= +  
5 (1,1: 2)BM B=  
6 (1)MM MV=  
7 ˆ(1)predY Y=  
8 2 :for j NPC=  
9         0 ˆY Y Y= −  
10         0'MV Y X= ∗  
11         0 * 'predX X MV=  
12         ( , )predB MLR X Y=  
13         ( )MM j MV=  
14         ( ,1: 1)BM j j B+ =  
15         ˆ (1)Y B=  
16         1:for k j=  
17                 0ˆ ˆ ( 1)* * ( ) 'Y Y B k X MM k= + +  
18         end  
19         ˆ( )predY j Y=  
20 end  
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4.2 SOMFA using MCSOR and other multivariate methods 
 
The CBG, MCF log Ka, MCF pEC50, PCDD and PCDF sets, already familiar from the valida-
tion of FLUFF-BALL, are used to evaluate the effect of the different statistical techniques on 
the performance of the SOMFA. For the other sets the same molecular models, including tem-
plates, (for details see page 71) were used for two rigid superpositions generated using the 
SEAL and FLUFF FIX methodologies. Semi-rigid and flexible superpositions were also per-
formed using the FLUFF MIX and FLEX methodologies. After the superposition the SOMFA 
steric and electrostatic descriptors were computed as described in the original article200 using a 
22Å cubic grid with the granularity of 0.5Å. The evaluation of SOMFA descriptors and statisti-
cal computations were performed using MATLAB461 scripts.  
 
In order to reliably estimate the performance difference between the statistical methods it is 
essential to minimise the effect of chance. Therefore, 2500 randomly generated divisions to 
training and testing sets were generated for each of the datasets. From CBG data 21 molecules 
were selected for the training set and 10 for test set and for both MCF sets the similar division 
was 28 and 14 molecules, respectively. In case of PCDD and PCDF data 7 compounds were 
separated for test set leaving 19 and 27 compounds respectively for the training set. SOR, 
MCSOR and SIMPLS were then used to build regression models while the maximum number 
of components for MCSOR and SIMPLS models was set to 7 for both of the MCF sets and for 
PCDF and to 5 for the CBG and PCDD sets.  
 
When the average statistical descriptors of SOR models derived from the 5 datasets (Table 14) 
are compared with the corresponding values of MCSOR or SIMPLS (Table 15 and Table 16) it 
becomes evident that in general MCSOR and SIMPLS are clearly superior to SOR. Even in the 
case of the relative simple PCDD and PCDF datasets the SOR generates very poor models 
whereas the MCSOR and SIMPLS are able to generate clearly predictive models as indicated 
by the high Pr-R2 values. The performances of MCSOR and SIMPLS are virtually identical for 
all datasets. The only dataset for which the SOR generates a model comparable to MCSOR and 
SIMPLS is the CBG set which has become the de facto benchmark dataset with which new 
QSAR techniques are tested. The good performance of SOR indicates that a predictive model 
can be created for this dataset using only one principal component and additional components 
contribute only a very minor increase in predictive power. This is in line with the criticism of 
several authors490-492 who point out that the CBG is overly simple set as it can be explained by 
single component regression model and more alarmingly almost all QSAR techniques are able 
to derive highly predictive models from it. Thus, the CBG data set represents an ideal case in 
that there is no structural Y-variation in the column space of X. Unfortunately a vast majority of 
QSAR problems do contain structured noise and therefore the CBG data set is not particularly 
suitable for benchmarking, at least to test feature selection methods. However, it has served 
repeatedly as a preliminary test set for QSAR methods14,20,24,200,202,220,266,269,270,272,279,289,493-495. In 
the case of SOR, the CBG was used as a benchmark dataset in the original SOMFA paper, and 
as this particular dataset works very well with only one principal component, the results gave an 
unrealistically good picture of SOR’s performance.   
 
96 
Table 14. Average SOR statistical descriptors over the 2500 random divisions of CBG, PCDD, PCDF, MCF 
pEC50 and MCF log Ka datasets. 
    Spress Q2 R2 R2ex SDEP Pr-R2 
CBG FLUFF FIX  0.728 0.560 0.683 0.640 0.683 0.601 
 FLUFF FLEX  0.686 0.608 0.730 0.703 0.625 0.660 
 FLUFF MIX  0.665 0.633 0.746 0.684 0.635 0.645 
 SEAL   0.727 0.563 0.685 0.625 0.688 0.584 
PCDD FLUFF FIX  1.574 -0.128 0.421 0.405 1.418 -0.139 
 FLUFF FLEX  1.568 -0.109 0.468 0.436 1.344 -0.150 
 FLUFF MIX  1.550 -0.100 0.468 0.407 1.398 -0.065 
 SEAL   1.564 -0.130 0.415 0.368 1.470 -0.159 
PCDF FLUFF FIX  1.271 0.193 0.562 0.444 1.154 0.172 
 FLUFF FLEX  1.186 0.289 0.673 0.476 1.074 0.315 
 FLUFF MIX  1.173 0.306 0.681 0.452 1.102 0.282 
 SEAL   1.184 0.290 0.680 0.452 1.090 0.286 
MCF pEC50 FLUFF FIX  1.432 -0.071 0.285 0.154 1.366 0.012 
 FLUFF FLEX  1.433 -0.051 0.285 0.175 1.316 0.052 
 FLUFF MIX  1.445 -0.081 0.276 0.156 1.346 0.024 
 SEAL   1.434 -0.081 0.280 0.141 1.363 0.030 
MCF log Ka FLUFF FIX  1.143 0.030 0.347 0.191 1.078 0.116 
 FLUFF FLEX  1.128 0.055 0.347 0.211 1.072 0.135 
 FLUFF MIX  1.120 0.063 0.352 0.195 1.079 0.128 
 SEAL   1.134 0.040 0.352 0.192 1.090 0.109 
 
 
Table 15. Average MCSOR statistical descriptors over the 2500 random divisions of CBG, PCDD, PCDF, 
MCF pEC50 and MCF log Ka datasets. 
 
    Spress Q2 NPC R2 R2ex SDEP Pr-R2 
CBG FLUFF FIX  0.689 0.641 2.9 0.844 0.651 0.690 0.581 
 FLUFF FLEX  0.673 0.631 1.6 0.773 0.684 0.664 0.590 
 FLUFF MIX  0.653 0.655 1.7 0.788 0.648 0.686 0.566 
 SEAL   0.681 0.648 2.8 0.846 0.639 0.685 0.578 
PCDD FLUFF FIX  0.932 0.665 3.9 0.859 0.741 0.823 0.568 
 FLUFF FLEX  0.874 0.706 3.8 0.891 0.756 0.746 0.582 
 FLUFF MIX  0.868 0.706 3.9 0.890 0.772 0.745 0.639 
 SEAL   0.940 0.656 4.0 0.856 0.732 0.876 0.573 
PCDF FLUFF FIX  0.953 0.621 5.7 0.880 0.670 0.819 0.448 
 FLUFF FLEX  0.804 0.713 4.2 0.844 0.710 0.752 0.621 
 FLUFF MIX  0.802 0.714 4.1 0.842 0.692 0.771 0.601 
 SEAL   0.809 0.710 4.3 0.846 0.683 0.761 0.602 
MCF pEC50 FLUFF FIX  1.185 0.318 4.9 0.757 0.268 1.299 0.260 
 FLUFF FLEX  1.176 0.306 4.7 0.727 0.332 1.189 0.307 
 FLUFF MIX  1.216 0.312 5.3 0.778 0.281 1.238 0.262 
 SEAL   1.203 0.303 5.2 0.783 0.271 1.281 0.248 
MCF log Ka FLUFF FIX  0.971 0.408 4.8 0.797 0.475 0.845 0.460 
 FLUFF FLEX  0.970 0.387 4.5 0.763 0.451 0.863 0.441 
 FLUFF MIX  0.953 0.432 5.1 0.807 0.442 0.885 0.424 
 SEAL   0.948 0.426 4.8 0.807 0.452 0.854 0.457 
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Table 16. Average SIMPLS statistical descriptors over the 2500 random divisions of CBG, PCDD, PCDF, 
MCF pEC50 and MCF log Ka datasets. 
 
    Spress Q2 NPC R2 R2ex SDEP Pr-R2 
CBG FLUFF FIX  0.700 0.631 3.0 0.848 0.653 0.691 0.583 
 FLUFF FLEX  0.688 0.615 1.6 0.772 0.680 0.668 0.599 
 FLUFF MIX  0.667 0.642 1.8 0.790 0.646 0.689 0.567 
 SEAL   0.695 0.635 2.9 0.849 0.642 0.681 0.590 
PCDD FLUFF FIX  0.939 0.664 4.1 0.866 0.742 0.814 0.587 
 FLUFF FLEX  0.884 0.701 3.9 0.892 0.751 0.752 0.592 
 FLUFF MIX  0.878 0.700 3.9 0.892 0.767 0.750 0.646 
 SEAL   0.946 0.655 4.1 0.862 0.733 0.872 0.582 
PCDF FLUFF FIX  0.945 0.630 5.8 0.883 0.673 0.810 0.472 
 FLUFF FLEX  0.808 0.711 4.3 0.845 0.709 0.754 0.620 
 FLUFF MIX  0.807 0.711 4.2 0.844 0.687 0.770 0.603 
 SEAL   0.812 0.709 4.4 0.848 0.683 0.762 0.607 
MCF pEC50 FLUFF FIX  1.182 0.318 5.0 0.764 0.275 1.314 0.244 
 FLUFF FLEX  1.182 0.306 4.8 0.734 0.338 1.178 0.297 
 FLUFF MIX  1.218 0.308 5.3 0.777 0.294 1.261 0.251 
 SEAL   1.206 0.300 5.3 0.785 0.289 1.311 0.243 
MCF log Ka FLUFF FIX  0.979 0.412 5.2 0.816 0.479 0.852 0.454 
 FLUFF FLEX  0.971 0.390 4.7 0.773 0.459 0.867 0.428 
 FLUFF MIX  0.961 0.433 5.5 0.826 0.443 0.898 0.406 
 SEAL   0.958 0.429 5.2 0.816 0.463 0.857 0.443 
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4.3 MultiComponent SOMFA on xenoestrogen datasets 
 
In order to further evaluate the performance difference between SOR and other multivariate 
methods the SOMFA descriptors of Cramer Testosterone data (TBG) and Sadler (SADLER) sets 
were used to build QSAR models with SOR, MCSOR and SIMPLS. The TBG set, introduced 
by Cramer in the original CoMFA paper14, contains 21 molecules whose binding affinities to 
testosterone binding globulin are known, whereas the SADLER dataset63,496 contains 30 com-
pounds with a considerable binding affinity to the oestrogen receptor. Also, the same xenoes-
trogen dataset that was used to test the FLUFF-BALL methodology was also analysed using the 
SOMFA QSAR (for details see page 78). Furthermore, the performance of a less known 
SOMFA descriptor, proposed by Bradley and Waller497, based on a molecular polarisability 
field was evaluated as a stand-alone descriptor but also in conjunction with the standard steric 
and electrostatic descriptors. 
 
After superposition there were 12 FLUFF alignments (FIX, MIX and FLEX with CI/CE and 
IH/EH modifications) and a reference SEAL superposition for the TBG and SADLER datasets. 
On the other hand the introduction of weight factors in the EDKB datasets resulted in a total of 
132 different FLUFF superposed sets and the reference SEAL. All sets were centred and a 22Å 
cubic grid with granularity of 0.5Å was created. SOMFA descriptors were then evaluated using 
MATLAB461 scripts. The SOMFA steric (SHAPE, eq. 69) and electrostatic (ESP, eq. 70) de-
scriptors were computed as described in the original SOMFA article200. A field describing the 
polarisability of the molecule497 (POLAR, eq. 71) was also evaluated. The atomic polarisabili-
ties required were obtained using the method of Lewis498 and an in-house modified version of 
AMPAC program (version 2.1, QCPE#506). 
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where p is a grid point and a is an atom and ra,p is the distance between p and a, rvdw is the van 
der Waals radius of atom a, Qa is the partial charge of a and the Pa is the atomic polarisability of 
atom a.   
 
SOR200,499, MCSOR499 and SIMPLS350 regression models were generated for SHAPE, ESP and 
POLAR descriptors and their combinations (SHAPE_ESP, SHAPE_POLAR, ESP_POLAR and 
SHAPE_ESP_POLAR) using Leave-one-out cross-validation (LOO CV) and in-house MAT-
LAB461 scripts. The maximum number of principal components was set at 7 for TBG and 
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SADLER and at 15 for EDKB. For the RAT set the maximum number of principal components 
could be considerably higher and therefore additional MCSOR and SIMPLS models with the 
maximum number of principal components set at 32 were generated. Some increase in the Q2 
values was observed, but the benefits were negligible (<0.020) and at the same time the number 
of components rose dramatically, being in the range from 27 to 31. Therefore it was judged that 
the gains made in the Q2 values did not outweigh the dramatic increase in the number of princi-
pal components and so these models were discarded. 
 
When the results superposition results were analysed it soon became evident that the SOMFA 
models are gratifyingly stable in regard to the superposition as the FLUFF weight factors as 
CE/CI and EH/IH modifications had only a minor impact on the Q2 values (typically <5%). 
Also, the FIX, FLEX and MIX variants yielded similar results (typical difference <10%) so that 
in the summarised internal validation results (Tables 19- 23) only the range of statistical de-
scriptors yielded by the FLUFF models is shown.  Due to the neglible effect the superposition 
methods had on the overall performance of the models, no clear trend pointing to an optimum 
superposition could be ascertained from the data. In general the effect of the FLUFF weight 
factor was less than ~10% of the average Q2 value. The only notable exception to this was the 
CALF dataset where the variation was much higher but this could be explained by the rather 
poor performance of this dataset whereby a small variation of the Q2 (±0.050) could lead to a 
very high relative variation (~30-50%).  The effect of the CE/CI and EH/IH modifications was 
even weaker averaging to less than 5% and once again the CALF dataset yielded higher varia-
tion. The FLUFF FIX, FLEX and MIX variants also created very similar models (Q2 difference 
~10%) but this time there was not any clear difference between the CALF and other datasets. 
Also the performance of SEAL superposition was similar to that of the FLUFF and therefore no 
clear distinction between performances of the two techniques could be made. 
 
When the relative performance of different descriptors is analysed no clear pattern emerges. In 
the case of the benchmark datasets the TBG, which is known to be computationally difficult, the 
SHAPE and POLAR descriptors work quite well whereas the ESP fails. From the results it is 
clear that for this dataset no major increase in predictivity is obtained by combining the descrip-
tors. The Q2 values (0.133-0.563) of the TBG set are comparable to those reported for 
CoMFA14,458 (0.555 and 0.601) whereas the results for region focused CoMFA500 and COM-
PASS279 are superior (0.658 and 0.88, respectively). In the case of COMSA202 the range of Q2 
reported is large (0.15-0.76) and for the most part the SOMFA results are comparable but there 
are some COMSA models which yield clearly superior Q2 values. For the SADLER set all of 
the descriptors yield rather good models, even though it is evident that the ESP descriptor works 
particularly well. However, the combined models ESP POLAR and SHAPE ESP POLAR 
yielded best models, which suggest that the information contained by the ESP descriptor can be 
augmented by the POLAR descriptor. The Q2 values of the SADLER dataset (0.409-0.698) are 
comparable to the values yielded by CoMFA496(0.537-0.720) and better than the values reported 
for receptor interaction energy based QSARs63 (0.487-0.570). On the other hand, the results are 
somewhat lower than the ones reported for CoMFA optimised with a region focusing tech-
nique496 (0.651-0.796) and significantly lower than the ones yielded by GRID models utilising 
receptor based alignment and region focusing63 (0.830 and 0.921). 
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When results of the different EDKB datasets and SOMFA descriptors are summarised the 
CALF set emerges as the most troublesome of the five EDKB sets, which is clearly indicated by 
the uniformly low Q2 values (0.052-0.290), especially if one takes into account the Q2 values of 
(0.54 and 0.61) reported in the literature479. For this set the optimal descriptors seem to be 
SHAPE and ESP whereas the combined descriptors SHAPE_ESP and SHAPE_ESP_POLAR 
generate somewhat lower values. For HUMANA, HUMANB the POLAR field yielded best re-
sults. SHAPE and ESP also generate valid models. All of the combined models also work but 
the performance is lower than that of the single descriptors. Especially the SHAPE_ESP combi-
nation seems to lead to considerable loss of predictive power. In the MOUSE dataset there is a 
slight difference between the results of the MCSOR and SIMPLS regression methods. Both 
regression techniques are able to derive highly predictive models from all descriptors but the 
MCSOR yields slight better model for ESP descriptor and the difference is considerable for 
POLAR descriptor (0.431-0.514 vs. 0.342-0.371). On the other hand the difference is lost in the 
combined descriptors. The Q2 values of the MOUSE (0.282-0.554) are slightly lower, but still 
comparable to the CoMFA and HQSAR results reported in the literature122 (0.59 and 0.58, re-
spectively) but significantly lower than FRED/SKEYS (0.70) or kNN (0.77) results 122,501. The 
POLAR and ESP fields along with the combined ESP_POLAR and SHAPE_ESP_POLAR 
fields yield the best models for RAT set but reasonable models could be derived from all 
SOMFA fields. Yet, the results are inferior to a CoMFA results reported in the literature502 as 
indicated by the Q2 values of 0.334-0.541 yielded by SOMFA and the value 0.71 yielded by 
CoMFA. In general, the differences between the performances of the descriptors are very small, 
and are based upon a limited set of molecules, so no universal recommendations can be made at 
this time. On the other hand, the results indicate that the polarisability descriptor as proposed by 
Bradley et al497, while relatively easy to compute, manages to produce valid and predictive de-
scriptors for a diverse xenoestrogen dataset. Therefore it should be considered along the steric 
and electrostatic descriptors to be one of the standard descriptors used a SOMFA QSAR analy-
sis.      
 
For each of the EDKB datasets Y-scrambling and bootstrapping runs were performed using 
SOR, MCSOR and SIMPLS as described in section 3.5.2 (see page 84). For TBG and SADLER 
datasets the division to test and training set was 5/21 and 12/36, respectively. In all Y-
scrambling cases the predictive ability was completely lost while in the bootstrapping runs the 
statistical performance indicators worsened, but all models still produced reasonable Q2 values. 
As the overall predictive ability of the models was degraded, the differences between the mod-
els were naturally also diminished. Nevertheless, on average the models were still predictive as 
indicated by positive Pr-R2 values and the relative differences in predictive ability were also 
preserved. 
 
 Even in the external validation the performance of CALF was very low and it also seems that 
for some partitions a labile model is created which leads to a reduced performance in the inter-
nal validation and to a total loss of external predictive ability. This behaviour, when combined 
with the poor results of the internal validation merit a further analysis. First of all the possibility 
of artefacts arising from the placement of molecules in the SOMFA grid was analysed by creat-
ing a set of new descriptors where the molecules were rotated along the x and y axis at 5o inter-
vals up to 90o. Also the effect of 0.25Å translation along the x, y and z axis were performed. 
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None of these modifications yielded any significant improvement in the Q2 values. Further tests 
included an extended SOMFA grid with the same 0.5Å granularity, but with the span of 44Å, 
and a denser grid with the granularity of 0.25Å, but none of these new models yielded any ma-
jor improvement to the low Q2 values. The LOO results of the CALF dataset were then analysed 
to see whether the poor Q2 is caused by very poor prediction of few compounds, but that was 
not the case. However, the observed values of CALF data are, for the most part, clustered 
around the mean value of 0.40 and there are only relatively few values outside of the central 
cluster. Therefore, a set of models was generated where some of these points were excluded to 
see if this would yield higher Q2 values, but the exclusion of outlying points did not increase the 
predictivity of the model. As a result, the reason for the poor performance of CALF dataset un-
fortunately remains a mystery. 
 
When comparing different regression tools it is quite obvious that the SOR creates inferior 
models when compared to MCSOR and SIMPLS. Yet, in case of the MOUSE dataset the differ-
ence is less marked than in the other four sets. All in all these results clearly indicate that for a 
diverse dataset SOMFA clearly benefits from the use of external regression tools instead of the 
SOR regression, which is actually a common PLS with only one principal component200. The 
performance difference between SOR and external regression techniques is most likely due by 
the well-known fact that more than one principal component is required to accurately describe 
most QSAR datasets5,458,503-507. The overall performance of MCSOR and SIMPLS is very simi-
lar, though for some reason the ESP field of HUMANA and HUMANB seems to favour 
MCSOR over SIMPLS as indicated by Q2 ranges 0.445-0.515 vs. 0.208-0.267 and 0.366-0.417 
vs. 0.065-0.152, for HUMANA and HUMANB, respectively. A similar effect can also be ob-
served in the MOUSE POLAR descriptor for which the Q2 ranges are 0.431-0.514 vs. 0.342-
0.371, for MCSOR vs. SIMPLS, respectively. In the bootstrapping runs the SOR still generates 
inferior models and the unexpected performance difference observed between MCSOR and 
SIMPLS is preserved for the ESP field of HUMANA and HUMANB datasets while the differ-
ence is lost in the case of MOUSE POLAR field. Therefore it is likely that the difference in per-
formance is highly dependent on the exact composition of the dataset and this difference may 
not be significant for general case. As the performance of MCSOR and SIMPLS is almost iden-
tical and the SIMPLS is computationally lighter than MCSOR it would advocate the use 
SIMPLS as external regression tool for SOMFA analysis.  
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Table 17. TBG internal validation results. For FLUFF the range (min – max) of values generated by different 
superpositions is given.  
 
   Spress Q2 NPC R2 
SOR SHAPE FLUFF 1.145-1.190 0.080-0.148 - 0.441-0.461 
  SEAL 1.143 0.151 - 0.500 
 ESP FLUFF 1.399-1.436 -0.341- -0.272 - 0.244-0.250 
  SEAL 1.419 -0.309 - 0.276 
 POLAR FLUFF 1.019-1.025 0.317-0.326 - 0.448-0.454 
  SEAL 1.053 0.279 - 0.431 
 SHAPE ESP FLUFF 1.404-1.411 -0.294- -0.281 - 0.259-0.272 
  SEAL 1.397 -0.268 - 0.288 
 SHAPE POLAR FLUFF 1.025-1.025 0.317-0.318 - 0.448-0.450 
  SEAL 1.054 0.277 - 0.429 
 ESP POLAR FLUFF 1.052-1.060 0.269-0.281 - 0.454-0.460 
  SEAL 1.088 0.231 - 0.440 
 SHAPE ESP POLAR FLUFF 1.052-1.060 0.270-0.281 - 0.456-0.462 
  SEAL 1.087 0.231 - 0.443 
MCSOR SHAPE FLUFF 0.988-1.111 0.367-0.499 5-5 0.966-0.984 
  SEAL 0.971 0.516 5 0.971 
 ESP FLUFF 1.259-1.280 0.133-0.184 4-5 0.711-0.863 
  SEAL 1.165 0.257 4 0.757 
 POLAR FLUFF 0.924-1.031 0.382-0.533 3-4 0.768-0.861 
  SEAL 1.060 0.424 5 0.904 
 SHAPE ESP FLUFF 1.188-1.241 0.210-0.234 4-5 0.769-0.897 
  SEAL 1.129 0.303 4 0.811 
 SHAPE POLAR FLUFF 0.893-1.020 0.395-0.563 3-4 0.787-0.875 
  SEAL 1.038 0.447 5 0.925 
 ESP POLAR FLUFF 0.896-0.940 0.486-0.533 3-3 0.828-0.829 
  SEAL 0.957 0.467 3 0.834 
 SHAPE ESP POLAR FLUFF 0.892-0.935 0.491-0.537 3-3 0.833-0.835 
  SEAL 0.951 0.474 3 0.840 
SIMPLS SHAPE FLUFF 1.048-1.194 0.268-0.436 5-5 0.966-0.984 
  SEAL 1.034 0.451 5 0.971 
 ESP FLUFF 1.257-1.274 0.121-0.190 4-5 0.711-0.863 
  SEAL 1.174 0.246 4 0.757 
 POLAR FLUFF 1.015-1.137 0.248-0.436 3-4 0.768-0.861 
  SEAL 1.116 0.361 5 0.904 
 SHAPE ESP FLUFF 1.180-1.226 0.229-0.251 4-5 0.769-0.897 
  SEAL 1.123 0.310 4 0.811 
 SHAPE POLAR FLUFF 0.891-1.016 0.400-0.565 3-4 0.787-0.875 
  SEAL 1.036 0.450 5 0.925 
 ESP POLAR FLUFF 0.891-0.931 0.496-0.538 3-3 0.828-0.829 
  SEAL 0.954 0.470 3 0.834 
 SHAPE ESP POLAR FLUFF 0.888-0.926 0.501-0.542 3-3 0.833-0.835 
  SEAL 0.949 0.476 3 0.840 
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Table 18. SADLER internal validation results. For FLUFF the range (min – max) of values generated by 
different superpositions is given. 
 
   Spress Q2 NPC R2 
SOR SHAPE FLUFF 1.102-1.108 0.212-0.256 - 0.574-0.623 
  SEAL 1.098 0.221 - 0.568 
 ESP FLUFF 1.167-1.265 0.104-0.153 - 0.380-0.489 
  SEAL 1.166 0.153 - 0.488 
 POLAR FLUFF 1.103-1.106 0.238-0.243 - 0.399-0.403 
  SEAL 1.101 0.246 - 0.405 
 SHAPE ESP FLUFF 1.154-1.245 0.135-0.171 - 0.427-0.513 
  SEAL 1.153 0.173 - 0.512 
 SHAPE POLAR FLUFF 1.099-1.102 0.245-0.249 - 0.413-0.417 
  SEAL 1.096 0.252 - 0.418 
 ESP POLAR FLUFF 1.062-1.092 0.258-0.298 - 0.464-0.492 
  SEAL 1.059 0.303 - 0.495 
 SHAPE ESP POLAR FLUFF 1.061-1.089 0.262-0.300 - 0.475-0.500 
  SEAL 1.057 0.305 - 0.503 
MCSOR SHAPE FLUFF 1.022-1.070 0.409-0.447 6-7 0.991-0.998 
  SEAL 1.016 0.398 7 0.998 
 ESP FLUFF 0.924-1.271 0.471-0.545 3-5 0.759-0.920 
  SEAL 0.953 0.515 5 0.920 
 POLAR FLUFF 1.012-1.066 0.445-0.477 6-7 0.941-0.959 
  SEAL 1.006 0.483 6 0.940 
 SHAPE ESP FLUFF 0.940-1.326 0.441-0.508 4-6 0.925-0.960 
  SEAL 0.947 0.501 4 0.924 
 SHAPE POLAR FLUFF 0.972-1.010 0.478-0.517 6-6 0.952-0.960 
  SEAL 0.984 0.505 6 0.960 
 ESP POLAR FLUFF 0.753-1.085 0.412-0.698 5-7 0.942-0.975 
  SEAL 0.759 0.693 5 0.954 
 SHAPE ESP POLAR FLUFF 0.753-1.072 0.438-0.698 5-7 0.962-0.980 
  SEAL 0.762 0.690 5 0.961 
SIMPLS SHAPE FLUFF 1.022-1.074 0.436-0.465 6-7 0.991-0.998 
  SEAL 1.084 0.425 7 0.998 
 ESP FLUFF 0.907-1.253 0.395-0.561 3-5 0.759-0.920 
  SEAL 0.934 0.534 5 0.920 
 POLAR FLUFF 0.995-1.045 0.465-0.494 6-7 0.941-0.959 
  SEAL 0.989 0.499 6 0.940 
 SHAPE ESP FLUFF 0.930-1.303 0.432-0.519 4-6 0.925-0.960 
  SEAL 0.936 0.513 4 0.924 
 SHAPE POLAR FLUFF 0.960-0.997 0.492-0.529 6-6 0.952-0.960 
  SEAL 0.972 0.517 6 0.960 
 ESP POLAR FLUFF 0.760-1.065 0.432-0.691 5-7 0.942-0.975 
  SEAL 0.764 0.688 5 0.954 
 SHAPE ESP POLAR FLUFF 0.760-1.052 0.459-0.692 5-7 0.962-0.980 
  SEAL 0.767 0.686 5 0.961 
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Table 19.  EDKB CALF internal validation results. For FLUFF the range (min – max) of values generated by 
different superpositions is given. 
 
   Spress Q2 NPC R2 
SOR SHAPE FLUFF 0.870-0.875 0.008-0.020 - 0.214-0.226 
  SEAL 0.871 0.019 - 0.221 
 ESP FLUFF 0.873-0.881 -0.006-0.015 - 0.192-0.258 
  SEAL 0.876 0.006 - 0.236 
 POLAR FLUFF 0.870-0.895 -0.037-0.021 - 0.209-0.233 
  SEAL 0.890 -0.025 - 0.230 
 SHAPE ESP FLUFF 0.813-0.865 0.031-0.146 - 0.239-0.384 
  SEAL 0.866 0.030 - 0.273 
 SHAPE POLAR FLUFF 0.874-0.884 -0.011-0.010 - 0.166-0.184 
  SEAL 0.885 -0.013 - 0.167 
 ESP POLAR FLUFF 0.830-0.862 0.039-0.108 - 0.297-0.373 
  SEAL 0.863 0.037 - 0.332 
 SHAPE ESP POLAR FLUFF 0.829-0.860 0.042-0.110 - 0.308-0.386 
  SEAL 0.861 0.040 - 0.345 
MCSOR SHAPE FLUFF 0.774-0.817 0.221-0.290 3-8 0.682-0.976 
  SEAL 0.800 0.221 4 0.800 
 ESP FLUFF 0.863-0.951 0.052-0.226 4-15 0.786-0.995 
  SEAL 0.905 0.149 11 0.990 
 POLAR FLUFF 0.848-0.960 0.101-0.169 6-14 0.846-0.993 
  SEAL 0.878 0.100 6 0.871 
 SHAPE ESP FLUFF 0.786-0.830 0.179-0.248 4-6 0.730-0.852 
  SEAL 0.815 0.191 4 0.749 
 SHAPE POLAR FLUFF 0.880-0.965 0.085-0.129 7-15 0.830-0.990 
  SEAL 0.896 0.103 8 0.877 
 ESP POLAR FLUFF 0.815-0.869 0.119-0.170 2-6 0.414-0.800 
  SEAL 0.823 0.140 2 0.442 
 SHAPE ESP POLAR FLUFF 0.814-0.854 0.149-0.199 2-6 0.456-0.816 
  SEAL 0.822 0.142 2 0.459 
SIMPLS SHAPE FLUFF 0.817-0.890 0.184-0.236 4-14 0.834-0.992 
  SEAL 0.818 0.185 4 0.834 
 ESP FLUFF 0.800-0.841 0.157-0.221 4-6 0.681-0.818 
  SEAL 0.821 0.180 4 0.734 
 POLAR FLUFF 0.859-0.938 0.055-0.117 2-11 0.272-0.948 
  SEAL 0.937 0.086 11 0.939 
 SHAPE ESP FLUFF 0.784-0.826 0.185-0.251 4-6 0.730-0.852 
  SEAL 0.812 0.197 4 0.749 
 SHAPE POLAR FLUFF 0.878-0.963 0.089-0.134 7-15 0.830-0.990 
  SEAL 0.894 0.107 8 0.877 
 ESP POLAR FLUFF 0.813-0.864 0.128-0.177 2-6 0.414-0.800 
  SEAL 0.821 0.145 2 0.442 
 SHAPE ESP POLAR FLUFF 0.812-0.850 0.156-0.205 2-6 0.456-0.816 
  SEAL 0.820 0.146 2 0.459 
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Table 20.  EDKB HUMANA internal validation results. For FLUFF the range (min – max) of values generated 
by different superpositions is given. 
 
   Spress Q2 NPC R2 
SOR SHAPE FLUFF 1.318-1.351 0.092-0.137 - 0.447-0.503 
  SEAL 1.351 0.091 - 0.447 
 ESP FLUFF 1.216-1.249 0.224-0.265 - 0.646-0.675 
  SEAL 1.251 0.222 - 0.667 
 POLAR FLUFF 1.150-1.166 0.324-0.342 - 0.477-0.485 
  SEAL 1.156 0.335 - 0.480 
 SHAPE ESP FLUFF 1.390-1.427 -0.013-0.039 - 0.321-0.449 
  SEAL 1.408 0.014 - 0.375 
 SHAPE POLAR FLUFF 1.218-1.233 0.244-0.262 - 0.334-0.351 
  SEAL 1.224 0.255 - 0.345 
 ESP POLAR FLUFF 1.209-1.235 0.241-0.272 - 0.375-0.398 
  SEAL 1.216 0.264 - 0.392 
 SHAPE ESP POLAR FLUFF 1.204-1.229 0.249-0.279 - 0.393-0.413 
  SEAL 1.211 0.270 - 0.408 
MCSOR SHAPE FLUFF 1.042-1.181 0.442-0.484 3-13 0.908-0.998 
  SEAL 1.045 0.475 3 0.919 
 ESP FLUFF 1.063-1.196 0.445-0.515 4-15 0.920-0.998 
  SEAL 1.096 0.444 5 0.968 
 POLAR FLUFF 0.994-1.061 0.538-0.597 7-15 0.978-1.000 
  SEAL 1.042 0.588 15 0.999 
 SHAPE ESP FLUFF 1.219-1.266 0.270-0.330 6-7 0.946-0.966 
  SEAL 1.239 0.301 6 0.946 
 SHAPE POLAR FLUFF 0.994-1.025 0.528-0.540 4-7 0.850-0.955 
  SEAL 1.025 0.530 7 0.954 
 ESP POLAR FLUFF 1.122-1.191 0.378-0.439 6-9 0.919-0.972 
  SEAL 1.251 0.340 10 0.971 
 SHAPE ESP POLAR FLUFF 1.083-1.160 0.410-0.467 6-9 0.935-0.979 
  SEAL 1.169 0.389 7 0.955 
SIMPLS SHAPE FLUFF 1.123-1.156 0.375-0.410 2-7 0.897-0.982 
  SEAL 1.156 0.403 7 0.981 
 ESP FLUFF 1.265-1.331 0.208-0.267 5-7 0.870-0.951 
  SEAL 1.291 0.227 5 0.872 
 POLAR FLUFF 1.013-1.113 0.493-0.541 6-13 0.860-0.991 
  SEAL 1.028 0.528 7 0.930 
 SHAPE ESP FLUFF 1.218-1.265 0.271-0.330 6-7 0.946-0.966 
  SEAL 1.238 0.302 6 0.946 
 SHAPE POLAR FLUFF 0.993-1.024 0.529-0.541 4-7 0.850-0.955 
  SEAL 1.024 0.531 7 0.954 
 ESP POLAR FLUFF 1.120-1.187 0.383-0.442 6-9 0.919-0.972 
  SEAL 1.246 0.346 10 0.971 
 SHAPE ESP POLAR FLUFF 1.082-1.156 0.414-0.469 5-9 0.901-0.979 
  SEAL 1.165 0.393 7 0.955 
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Table 21.  EDKB HUMANB internal validation results. For FLUFF the range (min – max) of values generated 
by different superpositions is given. 
 
   Spress Q2 NPC R2 
SOR SHAPE FLUFF 1.195-1.208 0.160-0.178 - 0.397-0.432 
  SEAL 1.208 0.160 - 0.397 
 ESP FLUFF 1.175-1.194 0.179-0.205 - 0.561-0.596 
  SEAL 1.190 0.185 - 0.584 
 POLAR FLUFF 1.088-1.100 0.303-0.319 - 0.455-0.463 
  SEAL 1.094 0.311 - 0.458 
 SHAPE ESP FLUFF 1.230-1.312 0.008-0.129 - 0.266-0.367 
  SEAL 1.274 0.065 - 0.315 
 SHAPE POLAR FLUFF 1.164-1.176 0.204-0.219 - 0.321-0.336 
  SEAL 1.171 0.210 - 0.328 
 ESP POLAR FLUFF 1.133-1.174 0.207-0.260 - 0.386-0.432 
  SEAL 1.145 0.245 - 0.410 
 SHAPE ESP POLAR FLUFF 1.127-1.166 0.217-0.269 - 0.407-0.451 
  SEAL 1.138 0.254 - 0.430 
MCSOR SHAPE FLUFF 1.081-1.201 0.316-0.350 3-12 0.861-0.996 
  SEAL 1.090 0.339 3 0.861 
 ESP FLUFF 1.052-1.084 0.366-0.417 3-6 0.862-0.966 
  SEAL 1.068 0.366 3 0.862 
 POLAR FLUFF 1.012-1.114 0.409-0.472 6-15 0.948-0.999 
  SEAL 1.049 0.420 6 0.954 
 SHAPE ESP FLUFF 1.177-1.245 0.168-0.255 3-5 0.766-0.893 
  SEAL 1.198 0.202 3 0.766 
 SHAPE POLAR FLUFF 0.995-1.066 0.405-0.459 4-7 0.817-0.927 
  SEAL 1.052 0.406 5 0.849 
 ESP POLAR FLUFF 1.074-1.195 0.247-0.381 2-6 0.538-0.896 
  SEAL 1.145 0.245 1 0.410 
 SHAPE ESP POLAR FLUFF 1.036-1.180 0.267-0.424 4-6 0.840-0.916 
  SEAL 1.183 0.262 6 0.891 
SIMPLS SHAPE FLUFF 1.112-1.134 0.272-0.301 2-2 0.824-0.843 
  SEAL 1.113 0.298 2 0.824 
 ESP FLUFF 1.241-1.320 0.065-0.152 3-6 0.659-0.896 
  SEAL 1.257 0.121 3 0.661 
 POLAR FLUFF 0.995-1.054 0.426-0.478 6-7 0.832-0.894 
  SEAL 1.057 0.422 7 0.892 
 SHAPE ESP FLUFF 1.176-1.242 0.172-0.258 3-5 0.766-0.893 
  SEAL 1.196 0.205 3 0.766 
 SHAPE POLAR FLUFF 0.994-1.064 0.407-0.460 4-7 0.817-0.927 
  SEAL 1.051 0.407 5 0.849 
 ESP POLAR FLUFF 1.070-1.197 0.251-0.385 2-9 0.538-0.956 
  SEAL 1.145 0.246 1 0.410 
 SHAPE ESP POLAR FLUFF 1.034-1.176 0.271-0.426 4-6 0.840-0.916 
  SEAL 1.179 0.267 6 0.891 
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Table 22.  EDKB MOUSE internal validation results. For FLUFF the range (min – max) of values generated 
by different superpositions is given. 
 
   Spress Q2 NPC R2 
SOR SHAPE FLUFF 1.377-1.390 0.286-0.300 - 0.491-0.503 
  SEAL 1.388 0.288 - 0.491 
 ESP FLUFF 1.350-1.373 0.304-0.327 - 0.503-0.525 
  SEAL 1.373 0.304 - 0.504 
 POLAR FLUFF 1.272-1.283 0.392-0.403 - 0.513-0.525 
  SEAL 1.283 0.392 - 0.513 
 SHAPE ESP FLUFF 1.465-1.501 0.168-0.208 - 0.324-0.344 
  SEAL 1.501 0.168 - 0.324 
 SHAPE POLAR FLUFF 1.323-1.331 0.345-0.353 - 0.428-0.436 
  SEAL 1.331 0.346 - 0.428 
 ESP POLAR FLUFF 1.233-1.264 0.410-0.438 - 0.532-0.554 
  SEAL 1.264 0.410 - 0.532 
 SHAPE ESP POLAR FLUFF 1.230-1.261 0.413-0.441 - 0.542-0.564 
  SEAL 1.261 0.413 - 0.542 
MCSOR SHAPE FLUFF 1.281-1.303 0.420-0.439 6-6 0.953-0.963 
  SEAL 1.303 0.420 6 0.953 
 ESP FLUFF 1.307-1.392 0.304-0.413 1-7 0.503-0.966 
  SEAL 1.373 0.304 1 0.504 
 POLAR FLUFF 1.202-1.294 0.431-0.514 5-7 0.929-0.965 
  SEAL 1.280 0.431 5 0.929 
 SHAPE ESP FLUFF 1.347-1.414 0.339-0.380 6-8 0.887-0.935 
  SEAL 1.424 0.329 8 0.929 
 SHAPE POLAR FLUFF 1.307-1.341 0.376-0.406 5-5 0.848-0.869 
  SEAL 1.341 0.376 5 0.848 
 ESP POLAR FLUFF 1.164-1.353 0.410-0.552 1-10 0.532-0.959 
  SEAL 1.264 0.410 1 0.532 
 SHAPE ESP POLAR FLUFF 1.167-1.336 0.419-0.549 8-9 0.936-0.965 
  SEAL 1.340 0.416 9 0.952 
SIMPLS SHAPE FLUFF 1.267-1.384 0.418-0.442 5-13 0.943-0.988 
  SEAL 1.295 0.418 5 0.943 
 ESP FLUFF 1.391-1.449 0.282-0.351 6-8 0.835-0.911 
  SEAL 1.449 0.282 6 0.841 
 POLAR FLUFF 1.330-1.353 0.342-0.371 1-5 0.414-0.800 
  SEAL 1.335 0.342 1 0.414 
 SHAPE ESP FLUFF 1.346-1.413 0.340-0.381 6-8 0.887-0.935 
  SEAL 1.422 0.331 8 0.929 
 SHAPE POLAR FLUFF 1.304-1.337 0.379-0.410 5-5 0.848-0.869 
  SEAL 1.337 0.379 5 0.848 
 ESP POLAR FLUFF 1.162-1.348 0.410-0.554 1-10 0.532-0.959 
  SEAL 1.264 0.410 1 0.532 
 SHAPE ESP POLAR FLUFF 1.165-1.331 0.424-0.551 8-9 0.936-0.965 
  SEAL 1.335 0.420 9 0.952 
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Table 23.  EDKB RAT internal validation results. For FLUFF the range (min – max) of values generated by 
different superpositions is given. 
 
   Spress Q2 NPC R2 
SOR SHAPE FLUFF 1.538-1.570 0.229-0.260 - 0.459-0.478 
  SEAL 1.539 0.259 - 0.476 
 ESP FLUFF 1.478-1.532 0.266-0.316 - 0.447-0.495 
  SEAL 1.484 0.311 - 0.492 
 POLAR FLUFF 1.462-1.473 0.321-0.332 - 0.406-0.421 
  SEAL 1.469 0.325 - 0.416 
 SHAPE ESP FLUFF 1.728-1.735 0.059-0.066 - 0.185-0.212 
  SEAL 1.735 0.059 - 0.202 
 SHAPE POLAR FLUFF 1.523-1.536 0.262-0.274 - 0.335-0.342 
  SEAL 1.536 0.262 - 0.337 
 ESP POLAR FLUFF 1.491-1.499 0.297-0.304 - 0.392-0.398 
  SEAL 1.502 0.295 - 0.390 
 SHAPE ESP POLAR FLUFF 1.485-1.491 0.305-0.310 - 0.409-0.414 
  SEAL 1.494 0.302 - 0.407 
MCSOR SHAPE FLUFF 1.305-1.392 0.437-0.480 4-11 0.876-0.991 
  SEAL 1.313 0.474 4 0.877 
 ESP FLUFF 1.262-1.351 0.442-0.517 4-5 0.868-0.906 
  SEAL 1.266 0.514 5 0.905 
 POLAR FLUFF 1.255-1.373 0.438-0.519 4-7 0.870-0.967 
  SEAL 1.264 0.512 4 0.875 
 SHAPE ESP FLUFF 1.292-1.389 0.448-0.506 8-12 0.958-0.986 
  SEAL 1.375 0.446 9 0.957 
 SHAPE POLAR FLUFF 1.336-1.399 0.407-0.503 5-15 0.752-0.994 
  SEAL 1.356 0.488 15 0.994 
 ESP POLAR FLUFF 1.262-1.401 0.438-0.541 9-15 0.944-0.987 
  SEAL 1.353 0.472 11 0.964 
 SHAPE ESP POLAR FLUFF 1.272-1.419 0.429-0.529 10-13 0.962-0.985 
  SEAL 1.339 0.479 10 0.971 
SIMPLS SHAPE FLUFF 1.308-1.421 0.394-0.482 3-7 0.848-0.976 
  SEAL 1.308 0.473 3 0.864 
 ESP FLUFF 1.380-1.507 0.334-0.441 6-12 0.843-0.967 
  SEAL 1.506 0.335 9 0.914 
 POLAR FLUFF 1.303-1.352 0.446-0.519 5-13 0.633-0.983 
  SEAL 1.318 0.507 13 0.983 
 SHAPE ESP FLUFF 1.291-1.387 0.449-0.507 8-12 0.958-0.986 
  SEAL 1.374 0.446 9 0.957 
 SHAPE POLAR FLUFF 1.334-1.397 0.409-0.504 5-15 0.752-0.994 
  SEAL 1.354 0.489 15 0.994 
 ESP POLAR FLUFF 1.260-1.398 0.441-0.542 9-15 0.944-0.987 
  SEAL 1.351 0.474 11 0.964 
 SHAPE ESP POLAR FLUFF 1.270-1.416 0.432-0.531 10-13 0.962-0.985 
  SEAL 1.336 0.481 10 0.971 
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4.4 MCSOR vis-à-vis other PLS methods  
 
When introducing a new multivariate regression technique, one fundamental question immedi-
ately arises: How will it perform in comparison to the more established multivariate methods? 
In order to evaluate this, the MCSOR should be compared directly with other techniques. Un-
fortunately there is a veritable cornucopia of different methodologies to choose from and an 
exhaustive evaluation of the relative performances is virtually impossible. However, in recent 
years, PLS has become de facto basic tool of chemometrics346, and thus it provides a suitable 
frame of reference for the performance of MCSOR. 
 
In this validation work the MCSOR was used to build a model of five different data sets (13 
counting the subsets) for which the performance of PLS was known or expected to be good. In 
order to reliably evaluate the relative performance of MCSOR, the same data were also ana-
lysed with three variants of the widely employed partial least-squares (PLS) regression meth-
ods, namely SIMPLS350, SVDPLS352 and PPLS508, which act as reference techniques.  In gen-
eral, it should be emphasised that the primary aim of the validation was not to develop alterna-
tives for the original models, but to compare the performance and validity of different predic-
tion algorithms. 
 
4.4.1 Experimental data and variable selection 
 
The first two datasets have already been introduced, as they are the CBG and TBG sets origi-
nally used by Cramer14. In this work the EVA270 spectroscopic descriptors, computed as de-
scribed in previous works272,509, were used. The third data set comes with the DRAGON soft-
ware96 and it consists of 42 organic molecules for which the melting point (MP) and boiling 
point (BP) are known. When the DRAGON descriptors were computed and autoscaled, after 
which zero or constant descriptors, as well as descriptors without a strong correlation 
(|correlation coefficient| < 0.75), were excluded.  This left a set of 130 descriptors for the MP 
data set and 203 for BP data set, respectively.  
 
The fourth set (SUGAR) is a multivariate calibration set which contains 125 records of near-
infrared (NIR) absorbance spectra of mixtures of three sugars: sucrose, glucose and fructose in 
aqueous solution, each at 5 levels (6, 10, 12, 14, and 18 percent by mass) in a full 53 = 125 ex-
perimental design. This set is described in detail by Brown et al 510, and is also freely available 
on the Internet (http://www.blackwellpublishing.com/rss/Volumes/Bv64p3_read1.htm). The 
fifth and last set (DIESEL) contains the NIR spectra of diesel fuels along with various proper-
ties of those fuels including boiling points (at 50% recovery, deg C), cetane number (similar to 
octane number but for diesel), density (g/mL at15 deg C), freezing temperature of the fuel (deg 
C), total aromatics (mass%) and viscosity (cSt at 40 deg C). This data set was originally pro-
vided by S. Hutzler, of Southwest Research Institute at San Antonio, TX, USA, and is also 
available on the Internet at http://software.eigenvector.com/Data/SWRI/index.html. 
 
Variable selection (reduction) is a critical issue for all multivariate methods. In multivariate data 
most of the X-vectors contain at least some information about Y, but there are usually some 20-
30% of the variables which have less information than noise. If such variables can be reliably 
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identified, they should be deleted. Also, it is often possible to reduce the number of variables 
further without any apparent decrease in fit. This is due to the fact that the variables are often 
strongly correlated and the removal of variables does not lead to a significant loss of informa-
tion. In doing so, however, the role of the remaining variables will be overemphasised, and a 
bias is introduced. Thus it seems logical to keep all variables with reasonable level of correla-
tion in order to guarantee the maximal stability and predictive ability of the models. Therefore, 
no variable selection was applied in this study, except for the MP/BP data sets, where the im-
provement was substantial. It is possible that the variables with low signal to noise ratio are 
somewhat detrimental for both PLS and MCSOR. The MCSOR algorithm however, tends to 
discard unimportant (i.e. non-predictive) variables which have a negligible contribution to the 
final models, and thus the variable selection is perhaps not so crucial for MCSOR as is the case 
with many other multivariate methods. 
 
4.4.2 Statistical methods and model validation 
 
For each data set, a large number of PLS and MCSOR models, 500 in all, were derived by 
choosing 2/3 samples randomly for the training set and placing the remaining 1/3 in the test set. 
The maximum number of components allowed was selected using the one quarter rule. Smaller 
CBG and TBG sets were limited to 5 and 4 components, respectively. Larger BP and MP sets 
got at most 7 components, whereas for SUGAR and DIESEL data the maximum number of 
components was 20 and 25, respectively. 
 
The internal predictability of each model was assessed by leave-one-out cross-validation (LOO 
CV), and the optimum number of (principal, in PLS) components was selected on the basis of 
the maximum Q2.  Standard statistical indicators of internal predictivity, namely SPRESS and 
Q2, were evaluated for all of the 500 models. To assess the external predictability, the conven-
tional correlation coefficient (R2ex), mean absolute deviation (|Δ|ave), standard error of predic-
tion (SDEP) and predictive r2-score (Pr-r2) were computed (For more details on statistical de-
scriptors, see Section 2.5).  
 
4.4.3 Comparison of MCSOR and PLS performances 
 
When the results of the five datasets are compared it seems that the Spress and Q2 values in inter-
nal (LOO CV) predictions are usually slightly better with MCSOR than those with PLS which 
may be due to fact that in MCSOR the Y-vector is deflated and X is kept unchanged. In external 
(LMO CV) predictions, the |Δ|ave, SDEP and Pr-r2 values are also better or at least equally good 
to those of different PLS algorithms. In general, the differences in performance between differ-
ent PLS algorithms can be surprisingly large, whereas MCSOR is stable throughout the tests.  
 
For CBG data (Table 24), all methods worked quite well, both in internal and external predic-
tions. Still, MCSOR is slightly better than PLS, and there are some differences in the perform-
ances of PLS algorithms. For TBG data set (Table 24) this trend is amplified as SVDPLS and 
PPLS disqualify badly. It should be emphasised that CBG and TBG models derived using 
MCSOR are highly predictive also with the scaled X-block data, whereas the scaling of the 
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EVA descriptors is usually detrimental for PLS 101,102,269,272. For the prediction of DRAGON 
MPs, MCSOR performs best, SIMPLS is slightly inferior, and once again SVDPLS and PPLS 
disqualify clearly (Table 25). For the BP data, MCSOR performs best again, but the SVDPLS is 
now superior to SIMPLS and PPLS, which yield nearly equal performance (Table 25). For 
SUGAR data (Table 26), MCSOR and SVDPLS perform best, SIMPLS is slightly inferior, and 
PPLS disqualifies clearly. For DIESEL data (Table 27 and Table 28), the performances of 
MCSOR, SIMPLS and SVDPLS are nearly equal, and PPLS is only slightly inferior to them. It 
should be emphasised that even though all methods take a large number of components to ex-
plain SUGAR and DIESEL data this does not seem to disturb external predictions. 
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4.4.4 The performance of MCSOR in blind external tests 
 
In general, thorough validation tests are essential for all modelling studies. However, the value 
of LOO CV as a model validation tool has been subject of much debate in the recent literature 
(see e.g. Golbraikh and Tropsha401 vs. Hawkins et al. 511). In practice, it is very easy to overfit a 
multivariate model and to get a biased and poorly predictive relationship with LOO CV. In par-
ticular, if the number of samples is large, LOO CV does not constitute a valid test for the pre-
dictive ability, as the estimated cross-validated correlation coefficient (Q2) becomes too close to 
the conventional one, which is not of much value for underdetermined descriptor sets. In such 
cases, three data sets are recommended61. The first is the training set on which the cross-
validation performance and the number of components is evaluated. This can be accomplished 
e.g. by LMO CV with a large number of randomised teaching and test sets, i.e. by choosing 
two-thirds of the training set compounds for the teaching set at random and placing the remain-
ing in the test set. This inner loop is to be repeated several times (50 – 100, for example), and 
the validity is taken to be good if all pseudo-external performance indicators (R2ex, |Δ|ave, SDEP 
and Pr-r2)  are in the acceptable range and their scatter (standard deviations) is not very large. 
For MCSOR, the procedure also gives an estimate (on the basis of the Pr-r2 maximum and its 
average, for example) for the number of components, i.e. the number of independent variables 
in the MLR models. The third data set is a truly blind prediction set which is not touched until 
the MCSOR model (i.e. master vectors, regression coefficients for predictors including the in-
tercept, and the number of components) has been postulated completely. The whole training set 
is used to calculate the parameters. If wanted, this outer loop can be repeated at random several 
times.  
 
In order to estimate the real performance of MCSOR, large QSAR/QSPR data sets with 2D 
MOE or DRAGON descriptors were used. In these cases, the number of samples is very large, 
so that they should provide a stringent test for the performance of MCSOR in a real situation 
i.e. in truly “blind” external predictions. The DRAGON descriptors were calculated directly 
from the SMILES codes so that they cannot account for any three-dimensional or charge effects 
(as neither coordinates nor partial charges of atoms are available); the descriptors that were ei-
ther constant or zero were discarded, after that they were autoscaled. In general, the results will 
also indicate whether reasonable and computationally feasible QSAR/QSPR models can be de-
rived for large and structurally diverse sets of organic molecules with MCSOR and restricted 
1D/2D subsets of MOE or DRAGON descriptors.  
 
The first data set, provided by Karthikeyan et al.512, consists of 4173 organic molecules with 
their melting points and 2D/3D MOE descriptors. The 2D descriptors were selected for 
MCSOR modelling; the total number of them was 145. The second data set, provided by 
Fontaine et al.513, contains a series of inhibitors of factor Xa, coming from very diverse chemi-
cal classes, but all sharing a benzamidine moiety. There are 435 compounds altogether, 156 of 
low-activity (Ki higher than 1μM) and 279 high-activity (Ki lower than 10 nM) compounds. 
After discarding the zero and constant DRAGON variables, the number of descriptors was 743. 
This data set, originally provided by Huuskonen et al.514,515, consists of over 1300 organic com-
pounds with logP and logS values. The DRAGON descriptors were calculated directly from the 
SMILES codes, but now all “molecular properties” descriptors were excluded from the model-
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ling, as this category contains calculated log P and log S values which would have been too 
dominating in the QSPR models. After discarding the zero and constant variables, the number 
of descriptors was 829. All three data sets are freely available on the Web at 
http://cheminformatics.org/datasets/index.shtml.  
 
In “blind” external tests, the performance of MCSOR varies considerably from case to case. 
Here again, we wish to emphasise that the primary aim of this study was not to develop alterna-
tives for the original models, but to test the performance and validity of the MCSOR prediction 
algorithm. For the large melting point data set, the performance of MCSOR (Table 7) is only 
modest, being however slightly better (as assessed by root-mean square error, denoted as SDEP 
here) to that of the original models by Karthikeyan et al512. Nevertheless, the models leave 
much room for improvements, suggesting that this important physical property forms a chal-
lenging problem for QSPR methods. As with Karthikeyan et al.512, it appeared that the incorpo-
ration of the 3D MOE descriptors did not improve the models. In general, a theoretical analysis 
of the melting point has been most elusive, as the almost complete lack of related publications 
clearly indicates512. For the factor Xa data set, the performance of MCSOR is quite satisfactory 
(Table 7), being again fully comparable to that of the original PLS model 513. It should be em-
phasised that this data set is actually semi-quantitative, and thus the results indicate that 
MCSOR is feasible also for classification problems. For logP and logS data sets, the perform-
ance of MCSOR is surprisingly good (Table 7), bearing in mind the simplistic starting points of 
the model. In particular, the results indicate that the procedure suggested for the model valida-
tion, i.e. the use of inner and outer loops with three data sets, is reliable. Moreover, the success 
of the SMILES/DRAGON/MCSOR models demonstrates clearly that (i) 1D and 2D DRAGON 
descriptors contain much relevant information about hydrophobic properties and aqueous solu-
bility of molecules, and (ii) MCSOR is able to extract useful information from a complex de-
scriptor set. In comparison with the original, highly sophisticated models by Huuskonen et al. 
514,515 that employ neural networks etc., the performance of MCSOR is actually only slightly 
worse. From a general point of view, a method that is successful for the prediction of log P val-
ues is expected to be feasible for many kinds of QSAR problems, as this physical quantity is 
overwhelmingly important for biological activity. 
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4.5 The Pros and Cons of MCSOR 
 
Conceptually, the MCSOR algorithm has many common features with other well-established 
multivariate methods. In fact, it can be viewed as a “hybrid” method that is composed of partial 
least-squares (PLS), principal components regression (PCR) and multiple linear regression 
(MLR).  Yet, the MCSOR algorithm is among the simplest multivariate methods ever pre-
sented, both conceptually and computationally. It avoids all references to the eigenvalue theory 
of matrices while at the same time it provides results that are fully comparable to those of more 
advanced multivariate methods. 
 
First and foremost, MCSOR shares many common characteristics with PLS. Like in all PLS 
algorithms, the dependent variable Y is used to derive the nearly orthogonal latent variables. In 
practice, small deviations of the master vectors from non-orthogonality seem not to be detri-
mental for successful predictions. As in PCR, the latent variables are used as independent vari-
ables to derive a MLR model between the Y-vector and the X-block vectors. The final predic-
tion takes place via a simple regression equation, in which each term represents a nearly inde-
pendent component. Nevertheless, it should be emphasised that the predictors are not usually 
orthogonal. Thus the MCSOR algorithm combines successfully some of the best features of the 
PLS, PCR and MLR algorithms. In particular, the master vectors are derived in a data-driven 
manner to ensure that the X- and Y-blocks will get information about each others. Thereby 
MCSOR avoids a common pitfall of PCR techniques by ensuring that the X-scores are strongly 
correlated with the Y vector. In fact, a method called continuum regression (CR) introduced by 
Stone and Brooks516 has previously melded the MLR, PCR and PLS in a more formal way. In 
comparison with CR, MCSOR algorithm is more heuristic by nature.  
 
In general, MCSOR has some advantages over PLS-type multivariate methods. A prominent 
feature of MCSOR is that it is not very sensitive to the number of components. This is due to 
the fact that the extra components have only a negligible contribution to the models, as the mas-
ter vectors and predictors converge very rapidly towards zero. Thus the correct number of prin-
cipal components to be selected, which is perhaps the most import problem with PLS, becomes 
less important as MCSOR seems to tolerate a large number of components without detrimental 
effects on external predictions. Second, MCSOR facilitates comparison between descriptors of 
different lengths, providing means to examine if different data sets really contain independent 
information for modelling and prediction. Third, the computational speed of SOR is high, facili-
tating the rapid development of model ensembles for consensus modelling101,102. In fact, the 
consensus approach could be applied in a straightforward way with MCSOR by taking an aver-
age over the individual MLR models with different number of components (which varies 
slightly in the inner validation loop) as a final prediction. A small number of components repre-
sents a situation where the fit is poor, but the predictive ability good and vice versa, so that an 
average over them should always represent a reasonable compromise. 
 
The darker side of MCSOR is that its parameters are not particularly useful for explorative data 
analysis, in comparison e.g. with PCA and PLS scores and loadings. Of course, the plot of mas-
ter vectors as a function of the variables reveals easily the most important variables for each 
MCSOR component. Moreover, in its current formulation the MCSOR is not applicable to mul-
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tiple-Y problems, but each Y-vector must be handled separately. This is a clear disadvantage in 
cases where the Y-vectors are strongly correlated and thus they should be handled together. 
Nevertheless, these shortcomings are a cheap price to pay for simplicity and improved accuracy 
(in QSAR/QSPR problems with small data sets) for predictions. 
 
Of course, the MCSOR algorithm also shares all conceptual and statistical ambiguities that are 
common for all “soft” modelling methods discussed recently by Helland517 in the context of 
PLS. In particular, it should be emphasised that the correlations between X and Y derived by 
MCSOR are “made”, not “natural” as is the case with PCR and standard MLR, for example. 
The present authors are inclined to think that this is actually one of the most dubious features of 
the data-driven modelling methods. Among other things, this makes the lateral verification518 of 
the (QSAR) models difficult, if not impossible, as all the MCSOR parameters are derived from 
a particular data set, being valid and feasible for predictions in this limited context, but not 
transferable to any other data set. In this regard, all data-driven models contrast sharply e.g. 
with Hansch-type regression models, and their interpretability and transparency are thus seri-
ously limited.  
 
Finally, if there is a non-linear structure in the data, it is likely that non-linear modelling meth-
ods such as kNN (k nearest neighbour) or neural networks will outperform MCSOR and other 
linear methods. On the other hand, there are promising non-linear PLS extensions available 
such as spline-PLS519, quadratic-PLS520, and GIFI-PLS521. In principle, the corresponding ex-
tensions should be possible with MCSOR. 
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5. CONCLUSIONS AND FUTURE PROSPECTS  
 
The results presented in this work clearly indicate that FLUFF-BALL is capable of generating 
robust prediction models for several different data sets and biological activities. In general the 
FLUFF-BALL generated results are comparable to those reported in literature. For highly con-
generic systems BALL was slightly inferior, but on the other hand the diverse xenoestrogen 
data set BALL met or exceeded the results of the standard 3D-QSAR method CoMFA. The 
three variants of FLUFF superposition (FIX, MIX, and FLEX) allow rigid, semiflexible, and 
fully flexible superposition which efficiently leverages available a priori information in the 
form of user specified weight factors. The results also indicate that the FLUFF method is a ver-
satile superposition technique which is suitable not only for BALL but also for other QSAR 
techniques such as CoMFA. Also, as the FLUFF-BALL technique is computationally simple 
and can easily be automated, it makes a useful and quite fast “molecular sieve”. Despite this 
design emphasis, and the very low number descriptor variables used in BALL field, the FLUFF-
BALL produced results comparable to the other QSAR techniques. Also one must bear in mind 
that the majority of them require an extensive amount of user involvement to produce the re-
sults and are therefore less suitable for fast screening applications.  
 
The proof of equivalence between self-organizing regression (SOR) and SIMPLS with one 
principal component presented in section 4.1 clearly indicates the reason for SOMFA’s poor 
performance when applied to complex datasets. Due to this limitation to one principal compo-
nent the SOR, and by extension SOMFA, is suitable only for relatively simple cases where one 
principle component is sufficient. In a general case a more advanced regression method should 
be used instead. On the other hand, the results presented earlier clearly indicate that the applica-
bility SOMFA can be successfully extended by replacing the SOR with a more complex regres-
sion method. Also, a novel multivariate regression method, viz. Multi Component Self-
Organizing Regression (MCSOR), which is a multicomponent method loosely based upond the 
SOR philosophy, was presented. Extensive validation runs clearly indicate that the MCSOR is a 
promising alternative and supplement to more established multivariate methods. Therefore, it 
will be of considerable interest to test further its performance, besides PLS, against other soft 
modelling methods such as PCR, ridge regression (RR) and continuum regression (CR).  
 
In general, it seems that in the 75 years since Hammett equation, the structure response correla-
tion has had many failures, but also many successes. It is mainly due to the many success sto-
ries that the SRC has become an important tool for many disciplines where it has also found an 
important role as a complementary tool expanding and refining the information available for 
and from experimental work. Nevertheless, at the same time it must be emphasised that even 
though the SRC never lived up to be the infallible oracle of Delphoi as the most optimistic pro-
ponents hoped, and neither has it been as useless as the most pessimistic disponents feared. All 
in all the SRC in its myriad forms, despite its limitations, has proven to be an invaluable tool 
and therefore, one can with confidence predict that the SRC will play a more important role in 
the future. However, it is important that the practitioners of SRC remain cognisant of the limita-
tions of these techniques and do not lose the critical eye of a sceptic. In particular, methodologi-
cal breakthroughs are needed in order to increase the generalisability and stability of the analy-
sis methods which at this time leave lot to be desired for. In part this can be also seen as a prob-
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lem with the statistical analysis methodologies, but as was discussed in Section 2.5, a more 
powerful statistical technique does not necessarily mean a better model. Therefore a clear em-
phasis should be placed on the stringent validation of SRC models at all phases of their devel-
opment. In my opinion one simply can not have a too stringent validation of SRC model and it 
is safer to err on the side of caution than to make overly optimistic interpretations of the results. 
Despite the cautionary examples presented in review articles4,5,409,410 a horde of poorly validated 
models have been published which has been detrimental for the whole field of SRC. In order to 
minimise the chance of poor models, a considerable effort should also be devoted into finding a 
set of indicators which could be used to estimate the reliability of external predictions. In other 
words, the field of SRC would greatly benefit from a indicator, or set of indicators, which 
would warn the user when the reliability of the model is compromised.     
 
One clearly positive aspect on the development of new SRC methodologies is the ever increas-
ing computing capacity which undoubtedly will allow a great increase in the flexibility and 
power of the SRC techniques in the future. Despite this, the field of SRC is still far from matur-
ity and it is very likely that in the coming 75 years the methodological advances will be as great 
as first 75 years of SRC. In my opinion one of the great challenges in developing the new gen-
eration of QSAR/QSPR methodologies lies in the incorporation of the dynamic nature of the 
molecules. Thus far the toy model of chemistry, static hard spheres like the plastic models, has 
dominated the field, but now it has been recognised that the molecules are dynamic and adapt-
able entities. The nD-QSAR methodologies proposed by Vedani et al95,291,318,440 and the 
FLUFF-BALL465,522 presented here are surely but the first attempts to encompass the true com-
plexity of the biological and chemical systems. Therefore it seems clear that there is still much 
work to be done before the field of SRC analysis has reached maturity.   
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