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The development of the Görtler vortices in boundary layer flows over a concave
surface leads to strong velocity gradients in both wall-normal and spanwise directions.
This determines the flow structures to become more prone to secondary instabilities,
which prompt to an early transition from laminar to turbulent flow, ultimately increasing
the frictional drag. It is possible to circumvent these secondary instabilities by means of
passive or active flow control strategies. In this thesis, the effect of wall cooling and
heating on Görtler vortices developing in supersonic and hypersonic boundary layers is
investigated from a numerical point of view. The wall temperature is imposed through a
ramping function that decreases or increases an upstream wall temperature in the
streamwise direction. The results show that this type of wall cooling or heating has a mild
(adverse) effect on the vortex energy, and a considerable (but beneficial) effect on the
wall shear stress.
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INTRODUCTION
1.1

Introduction
For many years, the desire to understand and comprehend fluid turbulence

mechanisms has spurred the interest in controlling the turbulent flow by delaying or
manipulating the laminar-turbulent transition.
At present, the laminar to turbulent transition process in boundary layer flows
over a flat or concave surface is not fully understood, although; certain features became
gradually clear in the last decades thanks to many focused studies. In the receptivity
process, the boundary layer flow is exposed to freestream turbulence or surface
imperfections that affect the boundary layer transition through the transient evolution of
three-dimensional disturbances. These disturbances derive to the rise of elongated
coherent streaky structures that are characterized by streamwise decelerations or
accelerations of the flow. The generated streaks have been considered as the main
triggers of the boundary layer bypass transition in a boundary layer flow over a concave
surface. Görtler vortices, named after Görtler who discovered their existence, are the
result of the imbalance between radial pressure gradients and centrifugal forces. Due to
their counter-rotation nature, these vortices inject high momentum fluid towards the wall
and low momentum fluid from the wall. This forms upwash and downwash regions that
develop the mushroom structure of Görtler vortices, which then can lead to breakdown of
1

and eventually to the formation of turbulence. It has been demonstrated that the streaks
and vortices generate themselves subsequently due to the upwelling and downwelling of
the fluid particles; this was shown, for example, by Ellingsen and Palm [1]. Later on,
Landhal [2] expanded the result and come up with the lift-up mechanism concept which
was accepted by the scientific community. The vortices create a scar in the boundary
layer in the shape of elongated low and high streaks, which become unstable and bend
along the streamwise direction to produce a streamwise vorticity. Similarly, streaky
structures of alternating low and high streamwise speed over concave surface create
Görtler vortices. It has been shown that the presence of Görtler vortices may trigger the
transition process at sufficiently high Reynolds number.
Several researches stated that the Görtler instability is not the main reason behind
transition, but instead they enhance the low and high speed streaks by persistent
streamwise counter-rotating vortices. It has been show, for example, that the formation of
streaks in boundary layer can delay the transition to turbulence when the upstream
disturbances are low (within the natural transition framework, involving TollmienSchlighting waves). However, at higher amplitude freestream disturbances, they can
stimulate transition by inducing secondary instabilities. The secondary instabilities of the
streaks are due to the existence of inflection points in the base flow velocity profile that
amplify the secondary wave up to a level where higher harmonics are produced, and the
coherence of the spanwise direction is destroyed. Alfredsson and Matsubara [3] reported,
in their study about streaks and transition, the occurrence of a high-frequency streaks that
subsequently breakdown into turbulent spots.
This proves that the secondary instability of streaks is a key factor of transition.
2

Figure 1.1

Görtler vortices over a concave surface

Delaying the transition in boundary layer becomes of paramount importance in
fluid dynamics research since it implies a reduction of the skin friction drag, This last is
considered to be a primary origin of a resistant system that can be surmount by the
propulsion system. It can be attained by abolishing or controlling the streaks and vortices.
Several laminar flow control approaches have been suggested and investigated over the
last decades. Many competent control strategies were used to investigate their effects on
the skin friction drag in boundary layers, notably wall cooling/heating technique.
The main emphasis of this thesis is on the analysis of the effects of wall
cooling/heating on the Görtler vortices. Ancient thoughts stated that cooling stabilizes
flow since it vanishes the inflection point of the secondary instability, while heating
destabilizes it. Shaw and Duck [4] concluded that cooling ensures stability for lowest
inviscid mode only. For viscous flow, Seddougui, Bowles and Smith [5] indicated that
cooling enhances the viscous growth rates of large inviscid modes.
3

1.2

Thesis organization
This thesis is arranged as follows. A general introduction, covering the formation

of streaks and Görtler vortices and their impact on laminar-turbulent transition, is
included in CHAPTER I. Following this chapter, a thorough literature review is
introduced, where the boundary layer control strategies are discussed, especially the
heating and cooling technique that are relevant to this thesis. In CHAPTER III, the
governing equations and the control techniques are outlined. CHAPTER IV describes the
parametric study that is conducted based on the variation of the wall temperature, Mach
number, Reynolds number, and spanwise separation. Finally, various results from the
numerical simulations are presented and discussed in CHAPTER V.

4

LITERATURE REVIEW
2.1

Boundary layer transition
Boundary layer is a thin viscous layer of more or less stationary fluid near the

surface, in which the velocity changes from zero at the surface to the freestream value
away from the surface. The boundary layer thickness continuously increases in the
streamwise direction, and the shear stress develops on the solid wall due to velocity
gradients. One of the major dilemma related to boundary layer concept is transition from
laminar to turbulent flow. In 1883, Reynolds was the first researcher who directed a study
regarding the laminar turbulent transition, using his classic dye visualization, then
evolved farther by Rayleigh. Transition is a very complex process where its prediction
and control remain a topic of intense research. Delaying transition is one of the main
objective of aerodynamicist regarding the reduction of the frictional drag exerted on
vehicles. Numerous studies were conducted to fully understand the transition behavior of
the flow inside the boundary layer, in order to identify ways and techniques to control
this powerful process.
The study of the transition in boundary layer, from laminar to turbulent flow, is
also relevant for future space vehicles developed to operate in supersonic and hypersonic
speeds. At supersonic Mach number, a significant raise in temperature within the
boundary layer occurs as result of the viscous energy dissipation. Therefore, the mean
5

temperature and velocity change with the occurrence of temperature and velocity
fluctuations. In supersonic regime, the pressure fluctuations are commonly weak but may
become significant at hypersonic Mach numbers (exceeding M = 5). The direct
compressibility effect on wall turbulence is then small.
The transition process includes three main stages: (1) receptivity, (2) transient
growth, and (3) nonlinear breakdown to turbulent flow. In the receptivity stage, the
environmental disturbances are converted into boundary layer instability waves, such as
Tollmien-Schlichting waves (T-S) in natural transition. The existence of these waves was
experimentally proved in 1943 by Schubauer and Skramstad [6]. The next stage, transient
growth known also as linear eigenmode growth, is obtained from the eigen-solutions of
homogenous linearized disturbance equations where the nonlinear interactions occur in
the form of the secondary instabilities due to the instability waves amplitude growth. The
breakdown of these instabilities to turbulence reflects the effect of the last stage of
transition. The amplitude level of the external disturbances plays a major role in
distinguishing between two different types of paths: ‘natural transition’ and ‘bypass
transition’. The natural transition is subjected to small environmental disturbances,
growing naturally, whereas, the bypass (named by Morkovin [7])is caused by predefined
disturbances with an established frequency, wavelength and large amplitude. The
appearance of vortices inside the boundary layer is a common point between both types
of transition. The transition process is strongly based on the initial flow disturbances,
which may be caused by freestream turbulence, surface heating or cooling, wall
curvature, wall roughness, etc.

6

In 1984, Mack [8] studied the unstable waves in high-speed boundary layers and
discovered the existence of higher acoustic instability waves, named the Mack modes,
using linear stability theory in supersonic and hypersonic boundary layers. In hypersonic
regime, for Mach numbers larger than about 4, the second Mack mode dominates in the
flow. In 1992, Stetson and Kimmel [9] confirm this study using experimental analysis.
Several studies showed that the transition in the boundary layer is firmly affected
by free stream Reynolds number. Prandtl found, in his research, that the effect of
viscosity destabilize the flow for particular perturbations frequencies Reynolds numbers.
In 1962, Potter and Whitfield [10] conducted an experimental study concluded that the
Reynolds number of the transition phase increases as the flow Reynolds number
increases. This result was also reported by Potter [11] Pate and Schueler[12] and
Pate[13].
2.2

Görtler vortices
Görtler vortices evolve in the form of streamwise-oriented, steady, counter-

rotating vortices, over a concave surface owing to the imbalance between centrifugal and
radial pressure. These vortices can lead to early transition in boundary layers. They are
named after the German scientist Görtler who anticipated and studied their behavior
theoretically [14], using a parallel stability analysis theory. In his approach, Görtler [14]
adopted the linear classical stability analysis of boundary layer by assuming parallel flow
passing through a slightly curved wall. The solution for the 3D, laminar, incompressible
flow equations obtained by Görtler [14], was based on the Blasius velocity profile.
Görtler solved the eigenvalue problem using the formulated Navier-Stokes equations in

7

optimal curvilinear coordinates for a constant value for radius of curvature R, as well as
assuming that R is much larger than the thickness .
Later on, Taylor and Dean [15] studies the problem along the same parallel
stability analysis lines sharing the similarities with the original problem of Görtler except
some differences. Their basic differences lies on the complexity of analysis: Taylor’s
approach is based on perplexing bifurcations, while Dean’s study banks on mathematical
simplicity. This made Görtler problem entirely unique. Görtler suggested a nondimensional number, noted by G, that illustrate the ratio between the inertial and
centrifugal effects to the viscous effects. In his approach, he proved that above a critical
value of Görtler parameter the disturbances occur and amplify continuously.
Liepmann [16] conducted several experiments regarding boundary-layer
transition process over a concave surfaces, in which he demonstrated that concavity
destabilized the flow. The first visualization of Görtler vortices has been conducted by
Gregory and Walker [17], using china-clay surface visualization. Later on, Tani [18]
employed hot-wire to measure the flow inside the boundary layer.
The first nonlinear description of vortices was done by Smith [19] who analyzed
the vortex growth as a function of its spatial growth. He reformulated the Görtler
problem, considering the non-parallel nature of the boundary layer, by deriving a set of
modified equations including higher-order curvature terms. Many studies [20,21] have
been conducted to fully understand the mechanism behind the behavior of the boundary
layer flows over concave surfaces that can find applications in various areas, such as
turbine blades, wind tunnels wall, airfoils, etc.

8

Görtler instability problem has been always considered an active area of research
due to its importance in many engineering fields. The objective of achieving more
accurate and realistic results has spurred interest of researchers. Notably, Floryan and
Saric [22] conducted a specific study regarding the effects of curvature on the boundary
layer, and managed to find an approximate solution for the perturbation equations using
curvilinear coordinates system. Their results reflected the fact that the convex shape
granted more stabilized and weak Görtler vortices in the boundary layer flow.
In early 80s, Hall [23,20] detected the deficiency of using the normal-mode
analysis, which was the classical method for solving the Görtler problem using an
eigenvalue analysis, wherein the Navier-Stokes equations were reduced to ordinary
differential equations. Instead, the instability equations have been solved by Hall using a
set of partial differential equations, by applying a finite differential marching scheme. He
showed the major defect of the parallel-flow theory, which lies on its validity for only
large wavelengths. Hall also tackled the non-parallel effect on the flow, and confirmed
that the ordinary differential approximation to the partial differential stability equations is
inadequate to characterize the decay of the vortex inside the boundary layer. He
concluded that Görtler vortices bank absolutely on how (the form of initial disturbances)
and where (their position) the boundary layer is excited. In 1990, Day et al [24] directed
an investigation to explore the differences between the normal-mode analysis and the
initial value problem marching scheme, and ended up by supporting Hall’s outcomes;
instructions concerning initial conditions were also provided.
Day, Herbert and Saric [24] developed two methods of solving the partial
differential equations, and studied the growth rates of the Görtler vortices through the use
9

of local separation of variable analysis and the global marching analysis. The main
characteristic of local separation variable approach is its independency of initial
perturbations. By comparing both approaches, they concluded that the local separation
variable analysis, known also for the parallel flow approach, anticipate better
consequences regarding the growth rates of the vortices than the global marching analysis
non-parallel method.
Over the years, several studies have strived to fully understand the mechanism of
the flow over concave surfaces in the nonlinear regime. The nonlinearly evolved primary
longitudinal streaks originating from Görtler vortices, which occur in boundary layer
flows over concave surfaces. It affirms the existence of inflection points in the threedimensional base streamwise velocity profiles. This provides sites for secondary
instabilities, which lead promptly to breakdown.
In this context, Sabry et al [25] conducted a computationally analysis to explore
the reasons behind the breakdown of Görtler vortices, by solving the nonlinear equations.
They concluded that the secondary instabilities of sinuous type affect and destabilize
Görtler vortices, which result in breakdown of the flow and then in turbulent flow.
Whang and Zhong [26], using two-dimensional linear stability analysis and numerical
simulation, studied the nonlinear behavior of Görtler vortices and secondary instability
effect in hypersonic boundary layers. They concluded that sinuous mode tends to be more
stable than the varicose mode. Sescu and Thompson [27] investigated the effect of
stimulating Görtler vortices by disturbed roughness elements. In their analysis, they used
a numerical solution to the nonlinear boundary region equations with upstream
conditions. By varying the shape, height, diameter and spanwise separation between the
10

roughness elements with constant Görtler number, they found that the bell-shape
roughness elements excite the Görtler instabilities more than the sharp-edge type (e.g.,
cylindrical). They also noticed that by increasing the roughness diameter the strength of
Görtler vortices increases as well for the bell-shaped type, while it decreases for
cylindrical-shaped type.
2.3

Passive boundary layer control
The complex process of transition from laminar to turbulent flow is triggered by

instabilities in the flow field that are initiated by receptivity process. This is originated
from the amplification rates of these instabilities that depend on the form of the boundary
layer velocity profile. The transition to turbulence involves noticeable increase in the skin
friction drag. This motivated researchers to develop competent methods to manipulate the
flow transition or turbulence intensity. These methods are classified into two main
categories: active and passive techniques.
The active control is based on adding some form of energy to the boundary layer
system, and it can be of two types: open and closed loop. In the open loop type of active
control no feedback from the system is used in the control scheme. The active closed loop
control method requires a set of sensors, activators (whose role is to add energy or
momentum to the flow) and a feedback control technique. On the other hand, the passive
control methods are associated geometrical modifications or other changes to the mean
velocity profile, targeting to reduce a global quantity of the flow (e.g. the frictional drag).
Recent studies targeted the less complex passive methods which do not need feedback
sensor nor sources of power. The passive control techniques affect positively future
industrial applications in the sense of decreasing the drag. This is implied by imposing
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favorable pressure gradient on the surface through the modification of the mean flow or
change the surface shape. The most effective way to change the imposed pressure is by
controlling the flow at the wall itself using either blowing and suction method, distributed
roughness or wall cooling. The blowing and suction techniques consist of extracting fluid
from the boundary layer before fluid separates and pumping the fluid into the boundary
layer to increase its momentum. By injecting or extracting high-energy fluid in proximity
to the wall, the boundary layer transition can be manipulated. This control methods,
known as uniform blowing and suction, are not only used for transition control but also
for improving the lift to drag ratio. The boundary layer flow can be also controlled
passively by means of roughness elements. By using roughness elements [28], a steady
low-speed streaks appeared in the flow and prevent the development of T-S waves which
delayed transition.
The use of compliant coatings [29,30] is another well-known passive control
technique used to reduce the energy of the streaks in boundary layer or to decrease the
frictional drag. However, detecting an appropriate coating with optimum physical
properties is a real challenge. Several experiments were implemented and discussed by
Carpenter and Morris [31] to explore the performance of compliant wall technology.
Bushnell et al. [32], in this direction, proved the effectiveness of this method towards
decreasing the frictional drag.
The present work investigates the effect of the wall cooling and heating towards
controlling the Görtler vortices in high-speed boundary layers.
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2.4

Cooling and heating wall control technique
The main objective behind controlling the boundary layer flow is to ultimately

mitigate the skin friction drag in transitional or turbulent boundary layers. This
represents a significant step forward towards diminishing the impact of high-speed
vehicles on the environment. Hence, the control of spatially developing boundary layer is
modifies the mean boundary layer velocity profile, which then tends to decrease or
increase the stability of the flow . Hattori et al [33], conducted a study based on DNS for
s spatially developing turbulent boundary layer under stable/unstable stratification and
concluded that the vortices in the external turbulent flow can be controlled by the use of
buoyant forces with uniform heating and cooling, which is more effective than uniform
blowing and suction. Similarly, Yukinori Kametani and Koji Fukagata [34] carried out a
DNS of zero pressure gradient spatially developing boundary layer with uniform heating
and cooling. They have also analyzed the mechanism of drag reduction/augmentation of
the results using the dynamical decomposition of skin friction drag. The results showed
that the uniform cooling provides 65% of drag reduction while the use of uniform heating
increases the drag by 30%. However, the uniform cooling affects negatively the net
energy saving since it is found to be largely negative especially when the Reynolds
number is high.
The control of boundary layer flow in hypersonic regime becomes a necessity for
the development of future navigation systems especially in the presence of separation
zones. These zones, characterized by the raise of dynamical and thermal load, can
damage the engine performance of the vehicle easily. They are considered to be a result
of the interaction between boundary layers and external disturbances or shock waves.
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F.Lanson and J.L.[35] Stollery used vortex generators to avoid the appearance of the
flow separation. Similarly, Frank K .Lu et al. [36] conducted a study regarding the
suppression of these zones by initiating the transition using vortex generator. However,
the use of vortex generator to control boundary layers generates high thermal loads. In
another analysis, Yan.H and Gaitonde.D [37] triggered the transition in the boundary
layer through the use of 3D thermal perturbation. M.A.Keller et al. [38] performed a
controlling study of the flow by localized volume by heating using an electric discharge
to generate turbulences in supersonic and hypersonic regimes. They concluded that the
occurrence of transition requires an increase in Reynolds number by one order of
magnitude and the use of a relevant heating frequency.
One of the issues associated with the hypersonic regime is the of these transport systems
which generally involves a blunt shape. Several studies have been performed to predict and
understand the behavior of hypersonic boundary layer flow over blunt cones (see, for
example, Maslov et al. [39,40]). In their stability analysis on supersonic and hypersonic
flows, it was noticed that the bluntness of the cone nose give rise of the disturbance
amplification rate as well as an increase in the transition Reynolds number. T.V.
Poplavskaya et al. [41] studied the effect of local heating/cooling on the laminar turbulent
transition. The results showed that the blunt nose cone and local heating/cooling effects
automatically the transition from laminar to turbulent flow by increasing the transition
Reynolds number ,i.e., shifting the transition position downstream.
2.5

Control of boundary layer streaks
One of the main motivations in fluid mechanics research is the desire to control

the flow over various objects, such as the wings of an aircraft, in an attempt to reduce the
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drag or increase the lift force. By manipulating the flow, the frictional drag can be
reduced through control of the turbulence in the boundary layer near the wall, where the
flow is highly non-isotropic. In proximity of the wall, high and low speed streaks coexists along other flow structures. The production of streaks occurs in turbulent shear
flow by the lift-up mechanism first discovered first by Ellingsen and Palm [1] and more
thoroughly by Landahl (1980) [42].
The concept of controlling the boundary layer flow is based on limiting the
bursting events, associated with the streaks, which are the responsible of the generation
of turbulence. Several studies were performed to control the flow by manipulating the
boundary layer streaks, either actively or passively. Klebanoff [43] was among the first
researchers to observe the existence of laminar streaky structures that are caused by
freestream turbulence. These steaks grow in different ways than the TS waves, in the
sense that they develop algebraically until they reach a steady state before the secondary
instabilities come into play, while TS waves grow exponentially. The control of streaks
growth has been considered as a topic of immense importance in fluid mechanics. Many
researchers conducted studies to analyze the impact of specific control strategies on the
streaky structures. There are many techniques that have been demonstrated to diminish
the growth of laminar streaks like wall suction method (Davidsson & Gustavsson [44],
Ricco & Dilib [45], Ricco [46]) and the use of oscillating wall (Wuest [47], Fang & Lee
[48]). P.D. Hicks and Ricco [49] studied the attenuation of the growth of laminar streaks
by using wall oscillations in the spanwise direction for an incompressible Blasius
boundary layer. This control method provided an opposite velocity to the wall-normal
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velocity in the region near the wall, which restricted the growth of streaks in flat-plate
boundary layer.
Recently, researchers adopted modern, model-based, linear feedback control
theory in the numerical framework of boundary layers. Notably, Micheal Kerho [50]
studied the effectiveness of an active sensor/suction technique to abolish low-speed
streaks in water and wind tunnel with the use of hot film sensors. The results showed that
the skin friction drag can be reduced by using low-suction rates, decreased mass flow,
and MEMS (Miniaturization of Micro Electromechanical) removal devices. Lundell &
P.H.Alfredsson [51] used localized wall suction within a narrow region around the center
of a low velocity streak. They have investigated also the application of reactive control
of the streaks behavior and concluded that the transition delay can be obtained by
reducing the growth of secondary instabilities in the time independent case. Bakchinov et
al. [52] showed that implementing the control in regions close to the position at which the
disturbances exist ensures the maximum reduction in the growth of streaky structures. In
active control, the actuator is considered as a critical enabling component associated with
the effectiveness of the control system. Results from Jacobson and C. Reynolds [53]
study reflect the ability of developing an actuator array concept to manipulate transitional
and turbulent boundary layers. The type of actuator reduce the intensity vortices
downstream, and instead created high and low speed streaks, thus postponing the
transition onset by 40 boundary layer displacement thicknesses.
One of the recently used actuators is plasma actuator, which ensures
effectiveness, robustness, and reasonable cost. Hanson et al [54] implemented a feedback
controller based on plasma actuators to restrict the transient growth of streaks in a Blasius
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boundary layer, by minimizing the energy in spanwise waviness. They studied the
feedback controller behavior for both a steady and slow time varying disturbance. The
study proves that plasma actuators are extremely applicable devices for manipulating the
boundary layer streaks in bypass transition.
The transition in boundary layers can be manipulated passively by changing the
geometry of the system. There are several techniques that fit under the passive control
framework, such polymer additives strategy. Paterson & Abernathy [55] added elastic
polymers to control the flow streaks in water pipe which decreased the shear stress
considerably. Another passive control method is the one that involves the use of riblets,
Choi [56] concluded the riblets prevent the movements of the spanwise streaks in the wall
region and minimize the frictional drag. The method used in this thesis is also a relevant
passive technique to control the streaks behavior within a boundary layer, which is the
wall cooling/ heating control.
El Hady [57] analyzed the influence of wall cooling on the secondary instability
in supersonic and hypersonic boundary layer. He brought evidence about the ability of
cooling technique to destabilize the subharmonic instability of a second mode primary
wave while stabilizing the first mode. Hubbard and Riley [58] studied the effect of
injecting cold fluid on a laminar, incompressible boundary layer flow over an airfoil. His
results showed that the injection of cold fluid can be an efficient way to delay the flow
separation, by manipulating the streaks. Another study conducted by Ricco, Tran & Ye
[59] proved that wall cooling stabilizes the laminar streaks if their spanwise wavelength
is greater than the thickness of the compressible boundary layer.
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MATHEMATICAL FORMULATION AND GOVERNING EQUATIONS
3.1

Problem formulation
In the present study, the governing equations used are the full compressible

Navier-Stokes equations presented in conservative form. These equations are written in a
generalized curvilinear coordinates through the following transformation
, ,

, ,

and

where , and

the computational space, while , and

are the physical spatial coordinates. The spatial
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represent the spatial coordinates in
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number, Reynolds number, Prandtl number (the ratio of momentum diffusivity to thermal
diffusivity) and Görtler number are defined as:
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where -∗ , . ∗ , / ∗ stand for, respectively, the freestream speed of sound, dynamic
viscosity and thermal conductivity, 01 the specific heat at constant pressure, !* is the
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Reynolds number related to the momentum thickness 2 ∗ and the freestream velocity
while % ∗ represents the radius of the curvature.
3.2

The governing equations
In the full and conservative form, the governing equations are written as follows:
34 + 67 + )8 + 9:

;

(3.4)

Note that the subscript in the above set of equations denote derivatives with respect to the
respective arguments. The vector of conservative variables 3 is given by
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while ), 6 and 9 are the flux vectors expressed as
6

<

{ G,

?G

+

H

I + J?< , @G + IŨ +

?

)

<

{

?

+

H

I + J? , @ + IṼ +

L}
? ?

9
where

=

=

<
=

,

{ N,

?N

the density of the fluid,

+

H

I + J?O , @N + IŨ +

, ,

?

L? }B

(3.6)

B

L}
? ?

(3.7)
B

(3.8)

is the non-dimensional velocity in

physical space, @ is the total energy, P is the Jacobian of the curvilinear transformation,
,
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are grid metrics, and G
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and N

represent the contravariant velocity components.

Note that the Einstein summation is applied.
In the above equations, the heat flux and shear stress are given by
L

Q
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(3.9)
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The dynamic viscosity . and thermal conductivity / are related to the temperature
through the Sutherland’s equations in its dimensionless form,

where h<
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The temperature , the density

is the reference temperature.

and the pressure I are related via the following state

equation,
I

cn

(3.13)

This holds true as long as the chemical reactions are not taken into account.
3.3

Numerical framework
The numerical solution to the compressible Navier-Stokes equations is obtained

via a high-order numerical algorithm. The time integration was performed by means of a
third order TVD Runge-Kutta method [60] scheme, which is basically utilized to
converge the solution to the steady state. The dispersion-relation-preserving schemes,
developed by Tam and Webb [61], was adopted to discretize the spatial derivatives for
both the wall-normal and spanwise directions. For the streamwise direction, an upwind
scheme was used instead to prevent the imposition of an outflow condition.
To generate the mean inflow, a two-dimensional simulation has been developed
by employing Blasius type boundary condition in the upstream. At each spanwise grid
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line of the three dimensional domain, wall-normal profiles of flow variables from
downstream belonging to two dimensional domain position were imposed. As in, Sescu
and Thompson [27], a small velocity disturbance is imposed, with amplitude level of
0.3% of the local base flow and functional form similar to the upstream disturbance, in
the incompressible boundary layer to initiate the evolution of Görtler vortices in the
downstream. Contours for three components of velocity of the inflow disturbance are
presented in figure 1.3, where the dashed lines depict negative values and the solid lines
depict positive values. It has been assumed that at this amplitude level the spurious
acoustic or entropy waves generated at the inflow boundary are negligible. No slip
boundary condition is imposed at the wall region and the top boundary is characterized
by the far field conditions.

Figure 3.1

3.4

The inflow disturbance contours : a) ′ in the range [-0.03,0.03]; b) ′ in
the range [-0.002,0.002; c) ′ in the range [-0.01,0.01].

Wall cooling and heating
The objective of this study is to determine the effect that wall cooling and heating
on the wall shear stress and the vortex energy, and ultimately on the laminar21

turbulent transition. The results can be used to inform potential control strategies
that can be utilized in high Mach number boundary layers. Unlike previous
studies which considered wall cooling or heating with respect to an adiabatic wall,
here the temperature (which is usually equal to the external temperature). It must
be mention that the variation of the wall temperature do not affect the inflow
condition. Thus, the temperature of the wall in the vicinity of the inflow boundary
was set at 300K (the ambient external temperature), while both cooling and
heating are applied in the downstream. The transition from the given temperature
to the downstream temperature is done smoothly using a ramping function.
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THE RESULTS AND DISCUSSION
In this chapter, the results from a number of numerical simulations are reported
and discussed for different flow conditions that correspond to supersonic and hypersonic
regimes. The results will consist of contour plots of the streamwise velocity, streamwise
distributions of vortex energy and wall shear stress, as well as wall-normal profiles of
streamwise velocity. Two main cases are considered with respect to the distribution of
wall cooling or heating: within the first, the imposed temperature is constant in the
spanwise direction; for the second, a variation of the wall temperature in the spanwise
direction is considered.
4.1

Procedures and Simulation cases
In this thesis, a cooling/heating control technique is adopted to alter the

development of Görtler vortices along a concave surface, at different Mach numbers and
wall temperature values. The grid topology is based on 16 blocks in the streamwise
direction, 3 blocks in the wall-normal direction and one block in the spanwise direction,
giving a total of 48 block shared by 48 cores. As aforementioned the inflow condition is
acquired from a two dimensional simulation. Periodic conditions are applied in the zdirection as
, , ,o

, , + ,o

(4.1)

, , ,o

, , + ,o

(4.2)
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I , , ,o
where

I , , + ,o

(4.3)

is the spanwise separation of the vortices (a single vortex is simulated).
Five wall temperatures are introduced with five Mach numbers separately into the

wall of the surface, using a ramping function, applied between x = 2m and x = 5m.
%-pI
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5p. The wall temperature are 150K, 200K, 300K, 400K and

500K, and the Mach number is 1.5,3,4.5,6 or 7.5.
In the table 4.1 the considered cases are listed in terms of Mach number, spanwise
separation, Reynolds number, Görtler number, and wall temperature.
Table 4.1
Case
number
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

Run cases
Mach
number

Spanwise
separation

Reynolds
number

Görtler
Number

1.5

1.2

10000

31.6227

3

0.8

13333.33

42.1637

4.5

0.6

15000

47.434

6

0.45

15000

47.434

24

Temperature
T = 150 K
T = 200K
T = 300K
T = 400K
T = 500K
T = 150 K
T = 200K
T = 300K
T = 400K
T = 500K
T = 150 K
T = 200K
T = 300K
T = 400K
T = 500K
T = 150 K
T = 200K
T = 300K
T = 400K
T = 500K

Table 4.2
Case
number
21
22
23
24
25
4.2

Run cases
Mach
number

7.5

Spanwise
separation

0.35

Reynolds
number

14583.33

Görtler
Number

Temperature

46.1165

T = 150 K
T = 200K
T = 300K
T = 400K
T = 500K

Uniform cooling/heating.
In the first set of cases, the wall temperature is constant in the spanwise direction,

and a ramping function is applied x = 2m to x = 5m, as presented in Figure 4.1.

Figure 4.1

4.2.2

Uniform cooling or heating .

Streamwise velocity contour plots
The following figures 4.1-4.10 show contours of streamwise velocity along the

concave surface for different Mach numbers : 1.5, 3, 4.5, 6 and 7.5, and different
spanwise separations : 1.2, 0.8, 0.6, 0.45 and 0.35 cm. Both the wall cooling and heating
control are demonstrated for both sets of cases. Figure 4.1 exhibits the streamwise
velocity contour plots of three cooling temperatures of 300K, 200K, 150K for Mach
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number 1.5 and spanwise separation of 1.2 cm. It can be noticed from these contours that
by decreasing the temperature the size of the vortices increase and the mushroom shape
of Görtler vortices becomes well defined and fully-developed.
In figure 4.7 the contour plots of streamwise velocity under heating control is
represented. The Mach number and the spanwise separation is similar to the ones used in
Figure 4.2, however, the temperatures implied are T = 300K, 400K and T = 500K. Based
on these contours, it can be observed that the raise of temperature helps the vortices to
grow widely in the spanwise direction to become closer to each other. Besides, the fully
developed ‘mushroom’ shape faded. The results shown in Figures 4.8-4.11 confirmed the
outcome stated.
4.2.2.1

Wall cooling technique

a)
Figure 4.2

b)

c)

Streamwise velocity contours for M = 1.5 and spanwise 1.2: a) T = 300K,
b) T = 200K, c) T = 150K
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a)
Figure 4.3

c)

Streamwise velocity contours for M = 3 and spanwise 0.8: a) T = 300K,
b) T = 200K, c) T = 150K

a)
Figure 4.4

b)

b)

c)

Streamwise velocity contours for M = 4.5 and spanwise 0.6: a) T = 300K,
b) T = 200K, c) T = 150K
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a)
Figure 4.5

c)

Streamwise velocity contours for M = 6 and spanwise 0.45: a) T = 300K,
b) T = 200K, c) T = 150K

a)
Figure 4.6

b)

b)

c)

Streamwise velocity contours for M = 7.5 and spanwise 0.35: a) T = 300K,
b) T = 200K, c) T = 150K
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4.2.2.2

Wall heating technique

a)
Figure 4.7

c)

Streamwise velocity contours for M = 1.2 and spanwise 1.5: a) T = 300K,
b) T = 400K, c) T = 500K

a)
Figure 4.8

b)

b)

c)

Streamwise velocity contours for M = 3 and spanwise 0.8: a) T = 300K,
b) T = 400K, c) T = 500K
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a)
Figure 4.9

c)

Streamwise velocity contours for M = 4.5 and spanwise 0.6: a) T = 300K,
b) T = 400K, c) T = 500K

a)
Figure 4.10

b)

b)

c)

Streamwise velocity contours for M = 6 and spanwise 0.45: a) T = 300K,
b) T = 400K, c) T = 500K
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a)
Figure 4.11

4.2.3

b)

c)

Streamwise velocity contours for M = 7.5 and spanwise 0.35: a) T = 300K,
b) T = 400K, c) T = 500K

Streamwise velocity profile
In figures 4.11-4.15, the streamwise velocity profiles are plotted at two different

spanwise locations: z = 0 (in the area between two mushroom shapes) and z = 0.5 (in the
middle of the mushroom shape). These profiles are presented for each Mach number and
spanwise separation, with five different wall temperatures. The streamwise velocity
profile at z = 0 is almost the same for different Mach number and spanwise separation for
both cooling and heating control, unlike the second velocity profiles. The inflection
points for heating and cooling control exist for all Mach numbers and spanwise
separations but in different spanwise location for each temperature. It can be deduced
from these results that the Mach number does not affect the position of the inflection
point, however, the change temperature leads to a small increase of the magnitude of the
velocity. The inflection point reflects the existence of secondary instability, hence,
transition.
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4.2.3.1

Wall cooling technique

a)
Figure 4.12

b)

Streamwise velocity profile for M = 1.5 and spanwise separation 1.2:
a) z = 0, b) z = 0.5

a)
Figure 4.13

b)

Streamwise velocity profile for M = 3 and spanwise separation 0.8:
a) z = 0, b) z = 0.5
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a)
Figure 4.14

b)

Streamwise velocity profile for M = 4.5 and spanwise separation 0.6:
a) z = 0, b) z = 0.5

a)
Figure 4.15

b)

Streamwise velocity profile for M = 6 and spanwise separation 0.45:
a) z = 0, b) z = 0.5
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a)
Figure 4.16

4.2.3.2

b)

Streamwise velocity profile for M = 7.5 and spanwise separation 0.35:
a) z = 0, b) z = 0.5
Wall heating technique

a)
Figure 4.17

b)

Streamwise velocity profile for M = 1.5 and spanwise separation 1.2:
a) z = 0, b) z = 0.5
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a)
Figure 4.18

b)

Streamwise velocity profile for M = 3 and spanwise separation 0,8:
a) z = 0, b) z = 0.5

a)
Figure 4.19

b)

Streamwise velocity profile for M = 4.5 and spanwise separation 0.6:
a) z = 0, b) z = 0.5
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a)
Figure 4.20

b)

Streamwise velocity profile for M = 6 and spanwise separation 0.45:
a) z = 0, b) z = 0.5

a)
Figure 4.21

4.2.4

b)

Streamwise velocity profile for M = 7.5 and spanwise separation 0.35:
a) z = 0, b) z = 0.5

The energy and wall shear stress distributions
In the following figures, the kinetic energy of the vortex and the wall shear stress

distribution are plotted as function of the streamwise coordinate, for the Mach numbers
and spanwise separations specified previously. The kinetic energy is calculated using the
following equation,
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are the spanwise mean components of velocity.

From these plots, it can be concluded that the increase of the Mach number leads
to a decrease of the maximum value of the energy. From Figure 4.16-4.25, it can be also
observed that by decreasing the temperature, the energy distribution increases fast to
higher maximum value, especially for the second set of cases (figures 4.); the less the
temperature the higher the maximum value of energy. However, the maximum shear
stress value is higher while increasing the temperature. Hence, by lowering the
temperature the viscous growth rates are enhanced. Additionally, figure 4.27-4.31
demonstrate that the increase of temperature leads also to a fast raise in the energy which
is related to the increase of kinetic energy. The maximum value of shear wall stress, on
the other hand, decreases and increases by increasing the wall temperature for hypersonic
and supersonic regimes, respectively.
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4.2.4.1

Wall cooling technique

a)

Figure 4.22

b)

Energy and Shear distributions for M = 1.5 and spanwise separation 1.2:
a) Energy, b) Shear

a)
Figure 4.23

b)

Energy and Shear distributions for M = 3 and spanwise separation 0.8:
a) Energy, b) Shear
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a)
Figure 4.24

b)

Energy and Shear distributions for M = 4.5 and spanwise separation 0.6:
a) Energy, b) Shear

a)
Figure 4.25

b)

Energy and Shear distributions for M = 6 and spanwise separation 0.45:
a) Energy, b) Shear
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a)
Figure 4.26

4.2.4.2

b)

Energy and Shear distributions for M = 7.5 and spanwise separation 0.35:
a) Energy, b) Shear
Wall heating technique

a)
Figure 4.27

b)

Energy and Shear distributions for M = 1.5 and spanwise separation 1.2:
a) Energy, b) Shear
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a)
Figure 4.28

b)

Energy and Shear distributions for M = 3 and spanwise separation 0.8:
a) Energy, b) Shear

a)
Figure 4.29

b)

Energy and Shear distributions for M = 4.5 and spanwise separation 0.6:
a) Energy, b) Shear
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a)
Figure 4.30

b)

Energy and Shear distributions for M = 6 and spanwise separation 0.45:
a) Energy, b) Shear

a)
Figure 4.31

4.3

b)

Energy and Shear distributions for M = 7.5 and spanwise separation 0.35:
a) Energy, b) Shear

Spanwise varying cooling/heating
For the second set of simulations, the wall temperature is still imposed through

the same ramping function in the streamwise direction, but in this case the wall
temperature varies in the spanwise direction as shown in figure 4.32.
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Figure 4.32

4.3.2

Variation of temperature in the spanwise direction

Streamwise velocity contour plots
The figures below represent the streamwise velocity contour plots for both the

cooling and heating processes. Figure 4.33 corresponds to wall control by varying the
temperature in the spanwise direction, for Mach number 1.5 and spanwise separation 1.2.
From these contours, one can notice the shift of the mushroom shapes along the spanwise
direction once the temperature becomes smaller than the upstream wall temperature. This
shift can be explained by the occurrence of heat convection that varies due to the
variation of the wall temperature in the spanwise direction: at the spanwise locations
where the temperature is smaller there is a tendency to drive the fluid particles towards
the wall; at other spanwise locations where the temperature is higher the opposite occurs.
Since this is out of phase with respect to the original growth of the mushroom shape the
switching takes place. Additionally, the shape and the size of the vortices develop and
increase as the wall temperature is decreased. In the next figures 4.34-4.37, which
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correspond to other Mach numbers and spanwise separations, similar conclusions can be
drawn.
The heating of the wall is presented in figure 4.38, where the Mach number and
spanwise separation are the same as those used in figure 4.33; here, the imposed wall
temperatures are T = 300K, 400K and T = 500K. The increase of the temperature under
the original mushroom shape leads to enlarged vortices in both wall normal and the
spanwise direction, as a result of the upward convection. Therefore, in this case there is
no switching, so the vortices evolve at the same spanwise positions of the ones in the first
set of cases. The same discussion is valid for the results presented in figure 4.39-4.42, for
the other Mach numbers and spanwise separations.
4.3.2.1

Wall cooling technique

a)
Figure 4.33

b)

c)

Streamwise velocity contours for M = 1.5 and spanwise 1.2: a) T = 300K,
b) T = 200K, c) T = 150K
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a)
Figure 4.34

c)

Streamwise velocity contours for M = 3 and spanwise 0.8: a) T = 300K,
b) T = 200K, c) T = 150K

a)
Figure 4.35

b)

b)

c)

Streamwise velocity contours for M = 4.5 and spanwise 0.6: a) T = 300K,
b) T = 200K, c) T = 150K
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a)
Figure 4.36

c)

Streamwise velocity contours for M = 6 and spanwise 0.45: a) T = 300K,
b) T = 200K, c) T = 150K

a)
Figure 4.37

b)

b)

c)

Streamwise velocity contours for M = 7.5 and spanwise 0.35: a) T = 300K,
b) T = 200K, c) T = 150K
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4.3.2.2

Wall heating technique

a)
Figure 4.38

c)

Streamwise velocity contours for M = 1.5 and spanwise 1.2: a) T = 300K,
b) T = 400K, c) T = 500K

a)
Figure 4.39

b)

b)

c)

Streamwise velocity contours for M = 3 and spanwise 0.8: a) T = 300K,
b) T = 400K, c) T = 500K
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a)
Figure 4.40

c)

Streamwise velocity contours for M = 4.5 and spanwise 0.6: a) T = 300K,
b) T = 400K, c) T = 500K

a)
Figure 4.41

b)

b)

c)

Streamwise velocity contours for M = 6 and spanwise 0.45: a) T = 300K,
b) T = 400K, c) T = 500K
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a)
Figure 4.42

4.3.3

b)

c)

Streamwise velocity contours for M = 7.5 and spanwise 0.35: a) T = 300K,
b) T = 400K, c) T = 500K

Streamwise velocity profile
The streamwise velocity profile plots below (figure 4.43-4.47), corresponding to

the wall cooling, emphasize the occurrence of the shift of the vortices position, and this is
noted through the existence of the inflection point in the velocity profile at z = 0. The
shift in position can be related to the heat convection in the sense that once the
temperature decreases at spanwise location the density increases, which determine the
fluid particles to move toward the wall. From figure 4.48-4.52, it can be deduced that by
increasing the temperature, the inflection point occurs in higher position and magnitude
velocity. As the density decreases, the buoyancy force acts on the fluid particles. This
confirms the formation of large vortices.
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4.3.3.1

Wall cooling technique

a)
Figure 4.43

b)

Streamwise velocity profile for M = 1.5 and spanwise separation 1.2:
a) z = 0, b) z = 0.5

a)
Figure 4.44

b)

Streamwise velocity profile for M = 3 and spanwise separation 0.8:
a) z = 0, b) z = 0.5
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a)
Figure 4.45

b)

Streamwise velocity profile for M = 4.5 and spanwise separation 0.6:
a) z = 0, b) z = 0.5

a)
Figure 4.46

b)

Streamwise velocity profile for M = 6 and spanwise separation 0.45:
a) z = 0, b) z = 0.5
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a)
Figure 4.47

4.3.3.2

b)

Streamwise velocity profile for M = 7.5 and spanwise separation 0.35:
a) z = 0, b) z = 0.5

Wall heating technique

a)
Figure 4.48

b)

Streamwise velocity profile for M = 1.5 and spanwise separation 1.2:
a) z = 0, b) z = 0.5
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a)
Figure 4.49

b)

Streamwise velocity profile for M = 3 and spanwise separation 0.8:
a) z = 0, b) z = 0.5

a)
Figure 4.50

b)

Streamwise velocity profile for M = 4.5 and spanwise separation 0.6:
a) z = 0, b) z = 0.5
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a)
Figure 4.51

b)

Streamwise velocity profile for M = 6 and spanwise separation 0.45:
a) z = 0, b) z = 0.5

a)
Figure 4.52

4.3.4

b)

Streamwise velocity profile for M = 7.5 and spanwise separation 0.35:
a) z = 0, b) z = 0.5

Energy and shear wall stress distributions
The figures presented below show that the energy increases when the temperature

is increased as well as decreased. In both cases, the energy reaches the maximum value
faster. For the shear distribution, it can be noticed that the decrease of temperature leads
to a decrease in the maximum shear value although overall the shear stress is higher when
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cooling is applied. The increase of temperature increases both the maximum value and
the overall shear stress distribution.
4.3.4.1

Wall cooling technique

a)
Figure 4.53

b)

Energy and shear distributions for M = 1.5 and spanwise separation 1.2:
a) Energy, b) Shear

a)
Figure 4.54

b)

Energy and shear distributions for M = 3 and spanwise separation 0.8:
a) Energy, b) Shear
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a)
Figure 4.55

b)

Energy and shear distributions for M = 4.5 and spanwise separation 0.8:
a) Energy, b) Shear

a)
Figure 4.56

b)

Energy and shear distributions for M = 6 and spanwise separation 0.35:
a) Energy, b) Shear
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a)
Figure 4.57

4.3.4.2

b)

Energy and shear distributions for M = 7.5 and spanwise separation 0.35:
a) Energy, b) Shear
Wall heating technique

a)
Figure 4.58

b)

Energy and shear distributions for M = 1.5 and spanwise separation 1.2:
a) Energy, b) Shear
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a)
Figure 4.59

b)

Energy and shear distributions for M = 3 and spanwise separation 0.8:
a) Energy, b) Shear

a)
Figure 4.60

b)

Energy and shear distributions for M = 4.5 and spanwise separation 0.6:
a) Energy, b) Shear
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a)
Figure 4.61

b)

Energy and shear distributions for M = 6 and spanwise separation 0.45:
a) Energy, b) Shear

a)
Figure 4.62

b)

Energy and shear distributions for M = 7.5 and spanwise separation 0.35:
a) Energy, b) Shear
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CONCLUSION
In this thesis, a numerical study was carried out to investigate the effect of wall
cooling and heating on Görtler vortices that evolve in high-boundary layer flows over a
concave surface. The numerical tool is represented by a higher-order algorithm solving
for the full Navier-Stokes written in curvilinear coordinates. The numerical algorithm
used to integrate the governing equations in time is the third order TVD Runge-Kutta
method, whereas the spatial derivatives are discretized using dispersion-relationpreserving schemes. In this study, the solid surface is characterized by an isothermal
condition and the no-slip condition is assumed for the velocity.
Wall cooling and heating was applied at a streamwise location through the use of
a ramping function. Two main cases were considered, where the imposed wall
temperature is constant or varying in the spanwise direction.
The parametric study consisted of two set of 25 simulations presented in the form
of streamwise velocity contours and profiles, as well as energy and shear distributions in
the streamwise coordinates. The results obtained in this study led to the following
conclusions:
•

The energy associated with the Görtler is not significantly affected by
either wall cooling or heating, in contrast, the wall temperature plays a
major role for shear wall stress distribution .
60

•

The cooling control contribute to the formation of the fully developed
mushroom shape of Görtler.

•

In contrast, the imposed wall temperatures plays a major role for shear
wall stress distributions.

•

Both wall cooling and heating contribute to a mild increase of the vortex
energy, thus slightly increasing the mushroom shapes.

Probing deeper, the results in this thesis provide a strong foundation for future
work in achieving a higher reduction in the wall shear stress associated with Görtler
vortices, which ultimately translate into frictional drag reduction. One area of future work
is in combining the wall cooling and heating control with the wall deformation control to
reduce the frictional skin drag. Another area is in cooling and heating the surface wall
through the injection of a gas with different properties.
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