We report an accelerated laser phase diffusion quantum entropy source with all non-laser optical and optoelectronic elements implemented in silicon photonics. The device uses efficient and robust single-laser accelerated phase diffusion methods, and implements the whole quantum entropy source scheme including an unbalanced Mach-Zehnder interferometer with optimized splitting ratio, in a 0.5 mm×1 mm footprint. We demonstrate Gbps raw entropy-generation rates in a technology compatible with conventional CMOS fabrication techniques.
INTRODUCTION
On-demand generation of random numbers (RNs) is a key ingredient for fields as diverse as Monte Carlo simulations [1, 2] , online gambling applications [3] , decision making algorithms, cybersecurity [4, 5] , and even tests of fundamental physics [6] [7] [8] [9] . Although pseudo-RNs can be easily generated using computational algorithms, true RNs can only be created using physical processes [5, 10] . Quantum entropy sources (QESs) make use of the intrinsic randomness of quantum mechanics to create strings of random bits. Several implementations of QESs have been demonstrated, including splitting of single photons [11, 12] , photon arrival time [13] , vacuum fluctuations [14] , laser chaos [15, 16] , and phase diffusion (PD) in laser diodes [17] [18] [19] [20] [21] . In particular, PD-QESs have been shown to achieve high bit rates and offer strong randomness guarantees [6] .
For future devices it is desirable to scale down these bulky technologies into integrated devices. Recently, an integrated QES using a light emitting diode (LED) and a single-photon avalanche photodetector (SPAD) achieved 1 Mbps bit rates [22] . PD-QESs have the potential to achieve several orders of magnitude higher rates as they use conventional photodetectors instead of SPAD. A PD-QES in an indium phosphide (InP) integrated circuit was demonstrated with Gbps rates [23] . Implementation in silicon photonics, which we show here, allows direct integration with conventional complementary metal oxide semiconductor (CMOS) electronics, enabling QES deployment in the most advanced semiconductor industry.
In this work we demonstrate a PD-QES on a Si chip using an integrated unbalanced Mach-Zehnder interferometer (uMZI) scheme. The laser component cannot be directly implemented in Si photonics, although hybrid technologies, like Germaniumon-Silicon [24] or 2D materials [25] have shown the potential for full PD-QES integration onto a single chip. Here the device is driven by an external DFB laser operated in gain-switching (GS) mode to generate pulses with equal amplitudes and random initial phases. These pulses are then interfered in the uMZI, thus creating a train of pulses with random amplitudes that are measured in a high bandwidth integrated photodetector (PD). The scheme shows high stability over time and can potentially deliver Gbps bit rates with appropiate digitization components. Figure 1 shows a schematic of the experimental set-up and an image of the Si chip containing QES devices. The Si chip implements both the interferometry and photodetection elements of the PD-QES strategy. The laser component is interfaced to the chip by a grating coupler (GC). A single-frequency (λ = 1550 nm) DFB laser is operated in GS mode, with a mean drive current of 14 mA and a sinusoidal modulation at 1 GHz, applied via a bias-tee. As the laser threshold is 10 mA, this takes the laser above and far below threshold on each cycle, producing a train of linearly-polarized optical pulses of duration ∼300 ps.
EXPERIMENT
Due to phase diffusion, subsequent pulses have random relative phases, while also having the same waveforms. In order to couple the pulses into the Si chip, the laser output is directed via an SMF towards a GC at 10 • incidence using a 6-axis micropositioner. A polarization controller (PC) is used to adjust the input polarization to minimize the coupling losses due to The DFB laser is biased using a current source and modulated with a 1 GHz sinusoidal wave. The output pulses with random phases are amplified using an erbiumdoped fiber amplifier (EDFA) and coupled into a single mode Si waveguide using an SMF and a GC. The pulses are split in an MMI, with a power splitting ratio of 0.02:0.98, to the two arms of an uMZI, in order to compensate the losses introduced by the longer path. The interference signal is detected using an integrated photodetector and analyzed with a real-time oscilloscope.
the GC, which were estimated to be ∼7 dB by measuring the transmission through a straight waveguide.
In the chip, a first multimode interference coupler (MMI) splits the input light, with a power-splitting ratio of 0.02:0.98, to the two arms of an uMZI, in order to compensate the losses introduced by the longer path. The stronger output experiences the longer path, and the two arms are re-combined at a second MMI, with splitting ratio 50:50. The splitting ratio (t l /t s ) of the first MMI , where t l (t s ) is the transmission to the long (short) arm of the uMZI, is given by
here κ ∼ 0.56 cm −1 is the attenuation coefficient of the Si waveguide and ∆l = 6.9 cm is the relative path difference of the uMZI, given by ∆l = τc/n g , where τ = 1 ns is the pulse repetition rate and n g ∼ 4.3 is the effective group refractive index of the Si waveguide. This implies a relative attenuation by a factor of ∼50, compensated by the first MMI and thus equalizing the field strength reaching the detector, while the path length difference introduces a delay of 1 ns that creates the conditions for temporal overlap of subsequent pulses. Careful control of these parameters is crucial in order to obtain high interference visibility. Finally, the interfered pulses are detected by a fast (10 GHz) on-chip photodiode (responsivity ∼ 0.7 A/W) and sent to a 4 GHz real-time oscilloscope via a bias-tee.
DISCUSSION
As described in [6] , the power detected by the integrated photodiode is given by
) where P l (t) is the instantaneous laser power at time t, τ = 1 ns is the pulse repetition period, V is the interference visibility, ∆θ is the relative phase between subsequent pulses, and ∆φ is the optical phase acquired in the uMZI. Due to strong phase diffusion in the time below threshold, the statistical description of ∆θ is, to a very good approximation, random, i.e., uniformly distributed on [0, 2π). As a result, the cosine of ∆θ follows a bimodal distribution [6] , irrespective of ∆φ.
By measuring the statistics of the electrical signal when the laser is below threshold (orange curve in Figure 2 ) one can also obtain information about the overall noise of the system, which ultimately determines the quality of the device. Figure 2 shows the observed distribution of output powers. The optical and electronic noises produce a monomodal distribution for the equivalent input power, whereas the interference process produces a strongly bimodal distribution, reflecting the arcsine distribution expected from the phase diffusion process smoothed by convolution with the electronic noise distribution. Histogram of the electrically measured interference signal (green) and noise (orange), and simulation of the expected distribution (blue). Due to the randomness of the initial phase the accumulated signal follows a bimodal probability distribution. The histograms are obtained by continuously sampling the signal at a fixed delay point over a period of a few hours, which corresponds to approximately 7 × 10 5 samples. As confirmed by simulation (black curve), the bimodal distribution corresponds to Eq. 1 with V = 0.74 and random ∆θ.
We also run a Monte Carlo calculation to find the parameters of Eq. 2 that best fit with the observed distribution. The waveguide losses were set to α wg ∼ 3 dB/cm, as estimated experimentally. The electronic noise is a gaussian with rms width σ n = 1.9 mV, determined from the orange curve in Figure 2 . By leaving the interference visibility V, as well as the amplitude noise acquired in each path, i.e. the standard deviation of P l (t) = P(t + τ), as free parameters, we found that the distribution is consistent with Eq. 2, with P l (t) = P l (t + τ), V = 0.74, and random ∆θ.
The simulated distribution is shown in the blue curve of Figure 2 . The mean square error between the observed and Ideally, a QES should output a string of uncorrelated and uniformly distributed random bits. However, a PD-QES provides a sequence of (in principle) uncorrelated pulses with a non-uniform (arcsine) distribution. A standard method to estimate the correlation of the bits produced by an RNG is to store a long sequence of digits b i , and then calculate the unbiased estimator
Moreover in PD-QESs a randomness extractor is also applied to convert the non-uniform distribution into a uniform one, at the cost of losing a fraction of the bits [26] . For situations where high speed digitization is not available, we introduce here a new strategy that allows to qualitatively verify this correlation using only the real time oscilloscope, without the need of any postprocessing. Letting V n and V n−d denote the voltage amplitudes of the n-th and (n-d)-th pulses, we record in the oscilloscope the number of times an event (V n , V n−d ) occurs for different shifts (d) in an XY plot. These results are then compared with a simulation of the expected distribution for different values of d, as shown in Figure 3 
CONCLUSION
In conclusion, we have demonstrated a PD-QES with Gbps bit rates and compatible with current CMOS technologies. The device is based on an external DFB laser operated in GS mode at 1 GHz coupled to a Si photonic chip that integrates the critical intererometry and detection components. Up to 20 PD-QESs can be integrated on a single chip with a footprint of only 4x7.5 mm 2 , with a single PD-QES footprint of 0.5x1 mm 2 . The amplitude of the interfered pulses follows a smoothed arcsine distribution, as expected for PD-QESs, with a visibility of V = 0.74 and random ∆θ. Also, we have introduced a method to qualitatively verify the correlation in the real-time oscilloscope without any need of offline post-processing.
Finally, the scheme could easily achieve tens of Gbps bit rates by using shorter uMZIs and thus faster modulation frequencies. This would in turn increase the SNR due to the decreased attenuation of the pulses inside the uMZI and allow integration of the PD-QES in chips with a smaller footprint. 
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