The paper is concerned with the computational evaluation and comparison of a new family of conflict-based branching heuristics for evolved DPLL Satisfiability solvers. Such a family of heuristics is based on the use of new scores updating criteria developed in order to overcome some of the typical unpleasant behaviors of DPLL search techniques. In particular, a score is associated with each literal. Whenever a conflict occurs, some scores are incremented with different values, depending on the character of the conflict. The branching variable is then selected by using the maximum among those scores. Several variants of this have been introduced into a state-of-the-art implementation of a DPLL SAT solver, obtaining several versions of the solver having quite different behavior. Experiments on many benchmark series, both satisfiable and unsatisfiable, demonstrate advantages of the proposed heuristics.
Introduction
A propositional formula F in conjunctive normal form (CNF) is a conjunction of clauses C j , each clause being a disjunction of literals, each literal being either a positive (x i ) or a negative (¬x i ) propositional variable, with j ∈ {1, . . . , m}, i ∈ {1, . . . , n}. By denoting with I j the set of variables of C j , and with [¬] the possible presence of ¬, this is
The satisfiability problem (SAT) consists in determining whether there exists a truth assignment in {0, 1} (or equivalently in {False, True}) for the variables such that F evaluates to 1. Extensive references can be found in [6, 14, 23 ]. Many problems arising from different fields, such as artificial intelligence, logic circuit design and testing, cryptography, database systems, software verification, are usually encoded as SAT. Moreover, SAT carries considerable theoretical interest as the original NP-complete problem [7, 11] . From the practical point of view, this implies that many instances require an exponentially bounded computational time for their solution, but also that investing on the cleverness of the solution algorithm can result in very large savings in such computational times. The above has motivated a wide stream of research in practically efficient SAT solvers. As a consequence, many algorithms for solving the SAT problem have been proposed, based on different techniques (see for instance [8, 9, 12, 14, 17] ). Computational improvements in this field are impressive, see e.g. [17, 22] . However, even if size and difficulty of the instances which can be solved are greatly increasing, also size and difficulty of the instances which are needed to be solved is greatly increasing (just to give an example, think about the case of microprocessor verification).
A solution method is said to be complete if it guarantees (given enough time) to find a solution if one exists, or prove lack of solution otherwise. Incomplete, or stochastic, methods, on the contrary, cannot guarantee finding the solution, although they may scale better than complete methods, mainly on large satisfiable problems. Most of the best complete solvers are based on so-called Davis-Putnam-Logemann-Loveland (DPLL) enumeration techniques. From the initial relatively simple DPLL backtracking algorithm described in [8] , SAT solvers have evolved experimenting with several more sophisticated branching and backtracking frameworks, and eventually incorporating the best ones. Noteworthily examples of this have been non-chronological backtracking and conflict-driven clause learning [1, 19] . These techniques greatly improve the efficiency of DPLL algorithms, especially for structured SAT instances. Subsequently, a further generation of solvers paying special attention to implementation aspects appeared: SATO [25] , Chaff [21] , BerkMin [13] and several others, sometimes referred to as chaff-like solvers [17] . Such solvers nowadays appear to be the most competitive in solving real-world satisfiability problems.
As a matter of fact, a relevant influence on computational behavior is given by the branching rule, or branching heuristic, that is how to chose, at each branching, the next variable assignment. Different branching heuristics for the same basic algorithm may result in completely different computational results [20, 24] . Early branching heuristics (e.g. Böhm [4] , MOM [14] , Jeroslow-Wang [16] ) have often been viewed as greedy trials of simplifying as much as possible the current subproblem, for instance by satisfying the most clauses. Such heuristics are based on a priori statistics on the instance, and have a certain effectiveness in the case of randomly generated problems. However, they usually cannot capture hidden problem structure, and real world problems typically are quite well structured. In order to tackle such problems, heuristics based on the history of the search, and in particular on the history of conflicts, have been proposed. Examples are VSIDS heuristic of Chaff [21] , the adaptive branching rule of ACS [2] , BerkMin decision making strategy [13] , the dynamic selection of branching rules [15] . Conflict-based heuristics generally keep dynamically updated scores associated with variables. A central issue is then the policy for updating such scores. Recent studies on evolved scores updating techniques are reported also in [5] and in a preliminary version of present paper [3] .
We report here a computational study of new scores updating criteria for conflict-based branching heuristics. Such criteria have been developed in order to overcome a part of the typical time-wasting behaviors of DPLL search techniques, as described in Section 2. In particular, a score is associated with each literal. Whenever a conflict occurs, some scores are incremented with different values, depending on the character of the conflict, as illustrated in detail in Section 3. The branching variable is then selected by using the maximum among those scores. Therefore, a new family of conflict-based branching heuristics for evolved DPLL Satisfiability solvers, called reverse assignment sequence (RAS), is obtained. Such heuristics have been introduced into a state-of-the-art implementation of a DPLL SAT solver, obtaining several versions of the solver having quite different behaviors, as described in Section 4. Experiments on many benchmark series, both satisfiable and unsatisfiable, show that the proposed branching heuristics are often able to improve solution times. Moreover, notwithstanding the fact that the introduced counters updating requires some computational overhead for its operations, total solution times on each series are always in favor of one of the new versions of the solver.
Motivations and Aims of New Updating Criteria
For DPLL-based algorithm, the search evolution is often represented as the exploration of a search tree, where each node subproblem is obtained by assigning a variable. The fact that SAT is an NP-complete problem implies that, for satisfiable instances, if one could choose at every node subproblem the correct truth assignment, that is the correct branch in the search tree, a satisfying solution would be obtained in a polynomial number of assignments [11] . Unfortunately, unless P=NP, it seems unlikely that some practical algorithm doing this in polynomial time may in general exist. Moreover, the problem of choosing at every node such an assignment for DPLL algorithms has been proven to be NP-hard as well as coNP-hard [18] . Therefore, the (heuristic) policy governing the choice of the variable assignments is generally called branching heuristic. Different branching heuristics may produce drastically different sized search trees for the same basic algorithm. Conflict-based branching heuristics generally keep, for each variable x i , a counter, or score s i , or sometimes two counters, for the two possible truth assignments, or phases, of x i . Score s i is incremented when x i is somehow involved in a conflict, i.e. an empty clause is derived by current truth assignments. Branching variables are selected according to the values of such scores. Counters are often periodically proportionally reduced, both for avoiding overflow problems, and for giving to earlier history of the search progressively less importance than recent history. For instance, zChaff [21] heuristic (called VSIDS, variable state independent decaying sum) uses for each variable two scores initialized to the number of occurrences of each literal in the instance. Whenever a new clause is learned, the counter of each of its literals is incremented by 1. The variable assignment corresponds to the literal having maximum score. Also the adaptive branching heuristic of ACS [2] uses a score for each clause, since it operates with a clause-based branching tree. The score of each clause is incremented by a penalty p v each time an assignment aimed at satisfying that clause is made, and by another penalty p f each time that that clause causes a conflict. The variable assignment is selected among literal contained in the unsatisfied clause having maximum score. BerkMin [13] heuristic uses one score for each variable. Whenever a conflict occurs, the scores of all variables contained in the clauses that are responsible for the conflict are increased by 1. The variable assignment corresponds to the literal whose variable has maximum score among those contained in the last learned clause that is unresolved.
Conflict-based branching heuristics have the advantages of requiring low computational overhead and of being often able to detect the hidden structure of a problem. They therefore generally produce good results on large realworld instances. The motivations of this can be explained by noticing that such heuristics try to avoid, or at least to postpone, the exploration of some regions of the search space which are likely to produce an unpleasant behavior of the DPLL search algorithm.
We therefore try to follow along this line and develop more evolved techniques for altogether avoiding other unpleasant phases of a DPLL search algorithm. There are in fact a number of situations that may denote that the search is passing through a non promising and time-wasting phase. Note that the simple occurrence of such situations cannot guarantee that the search is exploring a useless region of the search space. Therefore, such phases cannot be just forbidden, or the search would become incomplete. Our aim is to avoid them, or at least postpone them, in order to tackle them only when no better option is available. We propose, in particular, techniques for avoiding the unpleasant search phases denoted by the three situations described below, and also illustrated in Fig. 1 . In the following description, let the h-th level of the search tree be the set of nodes the search tree having the same search tree depth h. We will speak intuitively of first levels, i.e. the nearest ones to the root, and of low levels, i.e. the most distant ones from the root. i) A first situation denoting an unpleasant phase is having many backtracks at the low levels of the search tree ( Fig. 1 part i) . If indeed backtracks could be moved all at the very first levels of the search tree, either unsatisfiability would be detected much earlier, or a satisfiable solution would be reached within a very limited number of useless variable assignments.
ii) A second situation ( Fig. 1 part ii) denoting an unpleasant phase is the repetition, in different branches of the search tree, of the same sequence of variable assignments leading to a conflict (e.g. . . .
Conflict clause learning can only avoid, each time, the repetition of the last assignment of such a sequence, but, without some adaptive heuristic, it does not prevent the search to move again in the same direction (e.g. . . .
Although this search phase cannot be forbidden without making the search incomplete, it would be preferable to avoid it as far as it is possible.
iii) Finally, it may often happen that some of the variables of an instance are related in such a way that, for large portions of the branching tree, a conflict is obtained always at about the same decision level and due to a small set of variables ( Fig. 1 part iii) . Such phase is clearly time-wasting and should be avoided, even if, again, it cannot be forbidden.
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Tree root Tree root Tree root The above three aims can be pursued by using the scores updating mechanism. Since in fact the branching decision is taken on the basis of the maximum among such scores, by incrementing them in a suitable way we would be able to guide the search in order to avoid, but not forbid, the above phases. Note that such a list of situations denoting phases that should be avoided during the search, but cannot be forbidden without making the search incomplete, could also be enriched, still remaining in the proposed algorithmic framework.
The Proposed Updating Criteria
For each variable x i , i ∈ {1, . . . , n}, we use two counters, or scores, s 
When branching is needed, we assign, as usual, variable x i at value v ∈ {0, 1} by choosing the maximum score, as follows.
Similarly to other conflict-based heuristics, scores are initialized to the number of occurrences of each literal in the instance, and periodically proportionally reduced. The main issue clearly is how scores {s
n } are incremented. In order to pursue the above point i), we try to assign at first the more difficult variables, in the sense of the more constrained ones. This because, when assigning them in the upper levels of the search tree, either we should discover unsatisfiability earlier, or we should remain with only easy variables to assign in the lower levels of the search tree, and therefore little backtrack should be needed there. Whenever a new learned clause C l = {v(x l1 ), . . . , v(x lh )} is added to the clause set by effect of a conflict, what we have actually discovered is that variables {x l1 , . . . , x lh } contained in C l are a bit more constrained than other variables. In fact, C l represents just an explicitation of such constraint, that is already implied by the original clauses. Therefore, we increment the scores of those literals by a penalty for learning p l , as follows:
(where a ← a + b means that new value of a is obtained by adding b to its old value). The effect can also be viewed as trying to satisfy C l . Note that, so far, this is also zChaff's policy.
Moreover, in order to pursue the above point ii), we try to reverse every sequence of assignments which leads to a conflict. Whenever a sequence of assignments produces an empty clause, this sequence is at risk of being repeated again in the search tree, leading again to the same conflict. The use of learned clauses, together with the increment of the scores of their literals, can only partially solve the problem. We therefore try to satisfy the failed clause C f = {v(x f 1 ), . . . , v(x fk )} (the clause which has become empty) by incrementing the scores of its literals by a penalty for failure p f , as follows:
After doing so, the subsequent assignments would be different, thus preventing the repetition of the above conflicting sequences of assignments. However, since increasing scores has a cost, and moreover implies an even higher cost for reordering the scores in order to choose the higher value, we consider also the possibility of applying some simplifications to the above algorithm. In fact, adding p f to only one of the counters corresponding to the literals of the failed clause C f , and in particular to the last assigned literal except the conflicting literal, decreases computational overhead while maintaining most of the positive features. Several other alternatives were tested, but the above proposed one appears more stable, in the sense of producing good results on different types of problems.
Finally, in order to pursue the above point iii), we would like to avoid frequent backtracks due to the same conflicting literal v(x f ) at the same decision level d. We therefore keep in memory the set of the last c conflict literals and their corresponding levels, obtaining the set of couples
is already contained in M, we increment the score of the direct conflicting literal by a penalty p d , and the score of the negation of the conflicting literal by a penalty p n , as follows:
There are in fact reasons for increasing the score of the conflicting literal v(x f ), and also reasons for increasing the score of the negation of the conflicting literal ¬v(x f ). This is because, in the absence of further information, it should be convenient to try to assign such a variable at an upper decision level, and, moreover, both its values may reveal to be useful since they both were "needed". Since, however, increasing the two counters has a relatively high computational cost, we also consider the possibility of increasing only the counter of the conflicting literal v(x f ). We will briefly refer to the above operation as "frequent conflicting literals detection". The following example illustrates in detail the counters updating performed after a typical conflict. Example 3.1. Consider an instance F containing, among others, the clauses:
Imagine that {x 1 to 1, x 2 to 0, x 3 to 0 and x 4 to 1} have already been assigned, and that a conflict due to x 5 at the same decision level d where the search currently is has already occurred within the last c conflicts, hence (
We now have C a reduced to a unit clause, which forces assigning {x 5 to 1}. So far C b becomes empty, and we learn 
Computational Analysis
The described heuristics were implemented in the state-of-the-art DPLL solver zChaff [21, 10] • 'zCh1' is the version incrementing all literals of learned clauses using p l = 1 and frequent conflicting literals (not their negations) using c = 2 and
• 'zCh2' is the version incrementing all literals of learned clauses using p l = 1 and frequent conflicting literals and their negations using c = 2, p d = 2 and p n = 2;
• 'brChaff' is the version incrementing all literals of learned clauses using p l = 1 and the last literal of failed clauses except the conflicting literal using p f = 2;
• 'brCh1' is the same as 'brChaff' but also incrementing frequent conflicting literals using c = 2 and p d = 2;
• 'brCh2' is the same as 'brChaff' but also incrementing frequent conflicting literals and their negations using c = 2, p d = 2 and p n = 2;
• 'bChaff' is the version incrementing all literals of learned clauses using p l = 1 and all literals of failed clauses using p f = 2;
• 'bCh1' is the same as 'bChaff' but also incrementing frequent conflicting literals using c = 2 and p d = 2;
• 'bCh2' is the same as 'bChaff' but also incrementing frequent conflicting literals and their negations using c = 2, p d = 2 and p n = 2.
Note that zChaff 2004 may also use, for a limited number of times, other branching heuristics in addition to the classical VSIDS one. Our branching heuristics substituted completely the VSIDS one and only that one. Experiments are conducted on a 2.5GHz Intel Celeron PC with 512MB RAM and using MS VC++ compiler. Note also that some libraries may be different using other compilers, therefore results may vary (we experienced it) but maintaining about the same average results on each series. We report, in the first line of each box of the tables, running times in CPU seconds. Time limit was set at 3600 sec. (1 hours), when exceeded we report "-". Total solution times are obtained by counting each time-out as 3600 sec, except for problems not solved by any solver (global time-outs), which are not counted in the totals. Since the total for solvers incurring in non-global timeouts is actually a lower bound, we denote this by writing a > before the value. We report in bold face the best total time. We also report, in the second line of each box of the tables, the number of decisions, that is how many times the solver needs to select a variable and to assign it. Assignments which are just forced consequences of such decisions (e.g. unit propagation) are not counted as decisions themselves. The total number of decisions are obtained by counting each time-out as the maximum among the numbers of decisions made by the other solvers which solved the time-outed problem, except for the problems which are not solved by any solver, which are not counted in the totals.
The considered benchmark series were provided by different authors to the SAT community and are now publicly available. The majority of them were used as benchmarks in recent SAT Solver Competitions (see [22] , both for benchmark details and for past and probably future results of other solvers on them). Most of the considered series are real-world problems, therefore structured, but we also considered one randomly generated series. The series are either all satisfiable, or all unsatisfiable, or mixed.
As a general remark, notwithstanding the fact that the introduced counter updating techniques require a computational overhead for its operations compared to the original zChaff branching heuristic (especially for the detection of frequent conflicting literals), computational times often decrease, proving the algorithmic effectiveness of the proposed updating criteria. Moreover, our experiments fully confirm that the branching rule has a very relevant influence We mainly focus our attention on running times, which is the most important practical aspect. Clearly not on its absolute values, which will rapidly become outdated, but on the comparison among the different solver versions, since the proposed technique may be introduced in any generic DPLL SAT solver (and probably also in other branching-based algorithms used for solving different problems). Note, however, some interesting absolute results: problems vmpc 29 and vmpc 32, not solved by any complete solver in the most recent (at the time of writing) SAT Competition 2005 (within their time limit and on their machine) [22] , are solved by some of the modified versions in quite short times.
We furthermore observe that the number of decisions, for a given problem, is only roughly proportional, and not exactly, to running times. behaviors of DPLL search techniques. In particular, the proposed family of conflict-based heuristics has three main aims: i) to assign at first the more constrained variables; ii) to reverse every sequence of assignments which have led to a conflict, by satisfying at first clauses which have become empty; and iii) to assign at first variables that, due to their relations with the others, cause frequent backtracks at the same decision level of the search tree. For the above reasons, this family of branching heuristics has been called reverse assignment sequence (RAS). Such heuristics have been implemented into the state-of-the-art DPLL SAT solver zChaff 2004, obtaining several solver versions having quite different behaviors. Experiments on many benchmark series, both satisfiable and unsatisfiable, show that the proposed branching heuristics are often able to improve solution times. Moreover, notwithstanding the fact that the introduced counters updating requires some computational overhead for its operations, total solution times on each series are always in favor of one of the new versions of the solver. As a final remark, the authors suppose that similar score based branching heuristics for guiding the search performed by a generic complete branching algorithm can be adapted also to the case of problems different from the propositional Satisfiability one.
