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Mobilni roboti predstavljajo v sodobni industriji vse večji delež logističnih enot. Pametne 
tovarne so v vse večji meri že opremljene z avtonomno vodenimi roboti. Pri navigaciji le-
teh je potrebno ves čas poznati trenutno lego robota in zaznavati omejitve gibanja v okolici. 
Ker je zanesljivo zaznavanje lege samo s senzorji na robotu zahtevno, so pri reševanju tega 
problema pogosto uporabljeni zunanji senzorji. V tem delu so predstavljene metode 
navigacije mobilnih robotov na osnovi kamere in strojnega vida. Opisana je izdelava 
programske opreme in simulacijskega okolja v programskem okolju ROS in simulatorju 
Gazebo. Za sledenje sistemu večih mobilnih robotov v prostoru z ovirami se uporabljajo 
oznake obogatene resničnosti (AR), ki jim je možno slediti s pomočjo knjižnice Alvar. 
Sistem je testiran in ovrednoten v scenarijih različne zahtevnosti in okoljih z in brez ovir. 
Ugotovljeno je, da roboti v vseh scenarijih dosegajo zahtevane končne lege z ustrezno 
natančnostjo (<10 cm odstopanja). Odstopanja od idealne poti so v simulatorju manjša od 
odstopanj na realnem preizkuševališču zaradi zahtevnejšega sledenja s kamero v realnosti. 
Z večanjem kompleksnosti scenarijev se povečuje odstopanje poti mobilnega robota od 
idealne poti.  
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Mobile robots represent an increasing share of logistics units in modern industry. Smart 
factories are already increasingly equipped with autonomously guided robots. When 
navigating robots, it is necessary to know the current position of the robot at all times as well 
as detect restriction movements in the surroundings. Since reliable position detection with 
only sensors mounted on the robot is demanding, external sensors are often used to solve 
this problem. In this thesis, navigation methods based on camera and machine vision are 
presented. The development of software and simulation environment in ROS software and 
Gazebo simulator is also described. Augmented reality (AR) tags are used to track the system 
of multiple robots in environment with obstacles, using the Alvar library. The system is 
tested and evaluated through scenarios of different complexity and environments with and 
without obstacles. It was found that the robots in all scenarios achieve the required end 
positions with appropriate accuracy (<10 cm of deviation). Deviations from ideal path in the 
simulator are smaller than deviations on test site due to more demanding tracking with 
camera in reality. As the complexity of scenarios increases, the deviation of the mobile 
robot's path from the ideal path also increases. 
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1 Uvod 
1.1 Ozadje problema 
V zadnjem času smo priča porastu razvoja robotike, ki je posledica porasta zahtev po uporabi 
robotov v logističnih centrih industrije. Eno izmed področij robotike za dane namene so 
mobilni roboti, ki imajo zmožnosti zaznavati prostor s pomočjo aktuatorjev in upravljati z 
objekti v okolici. Industrijske mobilne robote lahko v grobem delimo na avtonomne mobilne 
robote (AMR) in avtonomno vodena vozila (AGV). 
 
Navigacija AGV-jev bazira na vnaprej določenem okolju in vnaprej določeni poti. Sami 
AGV-ji se uporabljajo za opravljanje ponavljajočih se nalog, kar pomeni da so namenjeni 
specifični uporabi (npr. transport materiala). AGV-ji ne prilagajajo poti glede na dinamične 
spremembe v okolici, kar rezultira v tem, da je sam rezultat navigacije odvisen predvsem od 
predprogramiranih scenarijev. Glavna pomanjkljivost sistema je tako majhna fleksibilnost. 
  
Nasprotno pa so AMR-ji sposobni delovati v nepredvidljivem okolju, saj zaznavajo in 
ustvarjajo model okolice, v katerem se lahko lokalizirajo. S pomočjo navigacijskih 
algoritmov se nato ustvari načrt poti in najoptimalnejša pot. AMR-ji tako simultano 
ustvarjajo karto okolice in se v njej lokalizirajo. Družina algoritmov se imenuje SLAM (ang. 
Simultaneous Localization And Mapping). Glavna prednost takšnega sistema ja večja 
fleksibilnost in odpornost na spremembe v okolju [1, 2]. 
 
Čeprav imajo AMR-ji napram AGV-jem zahtevnejšo strukturo, začenjajo kljub temu 
izpodrivati AGV-je. Praksa zadnjih nekaj let namreč kaže, da je smiselno vložiti več truda 
in financ v izdelavo dobro delujočega AMR-ja in s tem povečati fleksibilnost 
intralogističnega sistema [1].  
 
Z razvojem in napredkom industrije se spreminjajo tudi načini razvoja in implementacije 
sistemov ali produktov. Tradicionalne načine prototipiranja in konfiguracije sistemov  že 
nekaj let izpodrivajo simulacije in digitalni dvojčki. Še posebej v robotiki, lahko s 
simulacijami predvidimo realno stanje sistema (od ustreznosti komponent do odzivnosti 
robota), začnemo razvoj programske opreme vzporedno s strojnim delom opreme, ter tako 
zmanjšamo čas in stroške razvoja robotskih sistemov. V zadnjem desetletju je velik porast 
uporabe robotskih simulacijskih platform, med katerimi izstopa ROS/Gazebo. Na trgu 
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najdemo tudi veliko odprtokodnih algoritmov za hitro implementacijo navigacijskih 
algoritmov v že obstoječe sisteme [3]. 
 
1.2 Cilji 
Navigacija mobilnih robotov obsega načrtovanje in izvajanje gibanja z namenom sledenja 
ciljni trajektoriji ali doseganja ciljne lege. Pri tem je treba nenehno poznati trenutno lego 
robota in zaznavati omejitve gibanja v okolici, kot so npr. ovire ali drugi roboti. Ker je 
zanesljivo zaznavanje lege samo s senzorji na robotu zahtevno, so pri reševanju tega 
problema pogosto uporabljeni zunanji senzorji, ki so na podlagi oznak na robotu sposobni 
določiti njegovo globalno lego v prostoru.  
 
Pri uporabi nove odprtokodne programske opreme se pogosto porajajo dvomi o njeni 
aplikativnosti ter možnosti razširitve. Četudi imamo na vpogled celoten algoritem, je brez 
praktičnega poskusa, težko sklepati o ustreznosti danega algoritma za specifičen robotski 
problem. Specifičen algoritem lahko deluje idealno za eno vrsto robota, medtem ko lahko 
zataji na malo drugačnem, modificiranem robotu.  
 
Z vzponom simulacijskega okolja ROS, kjer lahko poleg standardnih CAD simulacij, 
izvajamo tudi simulacije navigacijskih algoritmov, nas predvsem zanima kakšne so 
aplikativnosti, zahtevnosti uporabe ter natančnosti platforme in njeni pripadajoči 
odprtokodni algoritmi napram realnemu svetu. 
 
Cilji tega magistrskega dela tako obsegajo: razvoj laboratorijskega sistema za sledenje 
množici označenih mobilnih robotov na osnovi kamere, vzpostavitev navigacijskega sistema 
in primerjavo delovanja vzpostavljenega realnega sistema s simuliranim. 
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2 Teoretične osnove in pregled literature 
V tem poglavju so na začetku predstavljene teoretične osnove matematičnega popisa 
prostora oz. koordinatnih sistemov. Temu sledi popis orientacije, s katerim opišemo lokacijo 
določenega predmeta v prostoru. Sledi teorija o transformacijah perspektive. V primerih, ko 
imamo v prostoru več predmetov, želimo vse lokalne pozicije, orientacije predmetov v 
prostoru transformirati v unikatni globalni sistem oz. prostor s svojim globalnim 
koordinatnim sistemom. Na tak način dobimo povezavo med zapisom lege v različnih 
koordinatnih sistemih. V našem primeru pri perspektivi med koordinatnim sistemom kamere 
in globalnim koordinatnim sistemom. To storimo z uporabo transformacije perspektive. 
 
V naslednjem podpoglavju je predstavljena platforma ROS (ang. Robotic Operating 
System), ki se jo uporablja za simulacijo in navigacijo robotov po prostoru. V drugem 
podpoglavju so predstavljene tudi osnove delovanja platforme, strukture datotečnih sistemov 
in knjižnica Alvar, ki omogoča sledenje 2D kodam. Na koncu poglavja je še predstavljena 
navigacija z uporabo ROS-a in knjižnice Alvar. 
 
2.1 Koordinatni sistemi in transformacije 
2.1.1 Orientacija 
Za predstavitev matematičnega stališča orientacije bomo privzeli, da imamo sistem 
sestavljen iz kamere in premikajočega se robota z oznako (markerjem). Opazovani objekt je 
tako oznaka, referenčni koordinatni sistem pa je koordinatni sistem kamere. Vzemimo 
desnosučni koordinatni sistem, ki je pritrjen na robota in katerega enotski vektorji so 𝑢, 𝑣, 𝑤. 
Orientacijo robota opišemo z orientacijo koordinatnega sistema 𝑢, 𝑣, 𝑤 napram 
referenčnemu koordinatnemu sistemu 𝑥, 𝑦, 𝑧 (kameri). To storimo tako, da podamo 
komponente vektorjev 𝑢, 𝑣, 𝑤 vzdolž smeri 𝑥, 𝑦, 𝑧. Tako dobimo devet parametrov, ki jih 
združimo v matriko 3 × 3.  
𝑹 = [
𝑢1 𝑢2 𝑢3
𝑣1 𝑣2 𝑣3
𝑤1 𝑤2 𝑤3
] (2.1) 
Teoretične osnove in pregled literature 
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Enotske vektorje koordinatnega sistema, ki je pritrjen na robota opišemo v referenčnem 
koordinatnem sistemu, kot sledi 𝒖 =  [𝑢1, 𝑢2, 𝑢3 ]
T, 𝒗 =  [𝑣1, 𝑣2, 𝑣3 ]
T, 𝒘 =  [𝑤1, 𝑤2,
𝑤3 ]
T in 
𝒖 × 𝒗 = 𝒘 (2.2) 
Vektor v koordinatnem sistemu robota 𝑣𝑢𝑣𝑤 izrazimo z vektorjem v referenčnem 
koordinatnem sistemu 𝑣𝑥𝑦𝑧 s tranformacijo 
𝒗𝒖𝒗𝒘 = 𝑹𝒗𝒙𝒚𝒛 (2.3) 
Matrika R torej transformira vektor iz referenčnega koordinatnega sistema v koordinatni 
sistem robota. Elementi matrike R so kosinusi kotov med posameznimi osmi obeh 
koordinatnih sistemov, zato matriko R imenujemo tudi matrika smernih kosinusov (ang. 
Direction cosine matrix – DCM). Ker ima orientacija tri prostostne stopnje, matrika DCM 
pa devet elementov, seveda ti elementi niso medsebojno neodvisni. Ker so vektorji 𝑢, 𝑣, 𝑤 
enotski vektorji, velja, da je vsota kvadratov elementov vsake vrstice enaka 1, zaradi 
medsebojne pravokotnosti pa je njihov skalarni produkt enak nič. Tako dobimo šest dodatnih 
omejitvenih enačb. Posledica je, da so matrike DCM ortogonalne (njihov inverz je enak 
transponirani matriki). Absolutne vrednosti lastnih vektorjev so zato enake 1, obravnavana 
transformacija pa predstavlja rotacijo. Ena lastna vrednost oz. en lastni vektor sta realna in 
zanju velja 
𝑹𝒆 = 𝒆 (2.4) 
Pri tem je 𝒆 realni lastni vektor. Njegova smer se pri transformaciji (rotaciji) ne spremeni, 
zato predstavlja os vrtenja. Elementarne transformacije dobimo z vrtenjem okrog osi 𝑥, 𝑦, 𝑧, 
zato obstajajo tri elementarne rotacijske matrike: 
𝑹𝒙(∅) =  [
1 0 0
0 cos (∅) sin (∅)
0 −sin (∅) cos (∅)
] (2.5) 
 
𝑹𝒚(𝜽) =  [
cos (𝜃) 0 −sin (𝜃)
0 1 0
sin (𝜃) 0 cos (𝜃)
] (2.6) 
 
𝑹𝒛(𝝍) =  [
cos (𝜓) sin (𝜓) 0
−sin (𝜓) cos (𝜓) 0
0 0 1
] (2.7) 
Oznaka 𝑅𝑜𝑠(𝑘𝑜𝑡) označuje rotacijo za kot okrog osi. Zaporedne rotacije opišemo s 
produktom rotacijskih matrik – pomemben je vrstni red rotacij. DCM je elementarna 
parametrizacija orientacije togega telesa [4]. 
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Eulerjevi koti 
 
Eulerjevi koti opisujejo orientacijo togega telesa z vrtenjem okrog osi 𝑥, 𝑦, 𝑧. Uveljavljen 
način označevanja kotov izhaja iz letalske tehnike, pri čemer so koti označeni kot: 
- ∅ – nagib oz. kot valjanja (ang. Roll) 
- 𝜃 – naklon oz. kot prevračanja (ang. Pitch) 
- 𝜓 – odklon oz. kot sukanja (ang. Yaw, heading). 
Možnih je 12 kombinacij zasukov okrog osi 𝑥, 𝑦, 𝑧. Najbolj uveljanjena je kombinacija 3-2-
1, pri kateri dobimo orientacijo robota glede na referenčni koordinatni sistem tako, da iz 
začetne lege, ko sta oba koordinatna sistema poravnana, zavrtimo koordinatni sistem robota 
v naslednjem vrstnem redu. 
1. Najprej okrog osi 𝑧 za kot 𝜓 (kot sukanja – yaw) 
2. nato okrog nove osi 𝑦 za kot 𝜃 (kot prevračanja – pitch) in 
3. nazadnje okrog nove osi 𝑥 za kot ∅ (kot valjanja – roll). 
DCM matrika takšne transformacije, kjer s predstavlja sinus in c kosinus, je: 
 
𝑹 = 𝑹𝒙(∅)𝑹𝒚(𝜃)𝑹𝒛(𝜓) =  (2.8) 
[
c(θ) c (ψ) c (θ)s (ψ) −s (θ)
s(∅) s(θ) c (ψ) − c(∅) s (ψ) s(∅) s(θ) s(ψ) + c(∅) c (ψ) s(∅) c (θ)
c(∅) s(θ) c(ψ) + s(∅) s (ψ) c(∅) s(θ) s(ψ) − s(∅) c (ψ) c(∅) c (θ)
] 
 
Obratna transformacija se glasi: 
∅ = arctan (
𝑹𝟐𝟑
𝑹𝟑𝟑
) 
 
θ = arctan(𝑹𝟏𝟑) 
 
𝜓 = arctan (
𝑹𝟏𝟐
𝑹𝟏𝟏
) 
(2.9) 
Parametrizacija orientacije z Eulerjevimi koti ni redudantna (ima samo tri parametre), ima 
pa slabost, ker postane pri zasuku 𝜃 = 𝜋 2⁄ singularna. Takrat imata namreč vrtenji okrog 𝑧 
in 𝑥 isti učinek (sovpadeta). Pri klasičnih letalskih žiroskopih omenjeni osi sovpadeta in ta 
efekt je poznan pod imenom »zaklep gimbala« [4, 5]. 
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Kvaternioni 
 
Parametrizacija orientacije z Eulerjevimi koti, kot opisano zgoraj, je kolikor možno 
kompaktna (trorazsežni vektor parametrov za predstavitev orientacije v trorazsežnem 
prostoru), vendar ima to slabost, da pri zasuku 𝜃 = 𝜋 2⁄  postane singularna –zasuka okoli 
osi 𝑧 in 𝑥 sovpadata (slika 2.1.) Pri simulaciji kinematike (izračun kotnih hitrosti) je to 
očitno, ker se v imenovalcu izraza za 𝜓 pojavi 𝑐𝑜𝑠 𝜃. To velja za kombinacijo zasukov 3-2-
1, vendar tudi pri ostalih izmed 12 možnih kombinacijah pride do istega pojava na drugih 
oseh.  
 
Analogijo problemu predstavlja problem predstavitve položaja na zemeljski površini z 
dvema parametroma (geografsko širino in dolžino). V geografskem severnem oz. južnem 
polu eden od parametrov (geografska dolžina) nima pomena. Tu problem rešimo tako, da 
predstavitev pozicije razširimo na tri parametre s kartezičnim koordinatnim sistemom in 
dodatno omejitvijo √𝑥2 + 𝑦2 + 𝑧2 = 𝑅𝐸, tako da imamo še vedno dve stopnji prostosti. 
Podobno s kvaternioni razširimo predstavitev 3D orientacij iz treh na štiri parametre in 
vpeljemo en dodaten pogoj, s čimer se izognemo zgoraj opisanemu problemu singularnosti. 
Slika 2.1 ponazarja problem singularnosti Eulerjevih kotov na primeru troosnega žiroskopa 
– ko so vse osi poravnane, se lahko sistem premika samo v dve smeri, torej izgubi prostostno 
stopnjo.  
 
 
Slika 2.1: Singularnost Eulerjevih kotov v triosnem žiroskopu [2]. 
 
Matematično gledano so kvaternioni sistem hiperkompleksnih števil, ki predstavlja 
nekomutativno razširitev kompleksnih števil. Splošna oblika zapisa kvaterniona je: 
 
𝑞 = 𝑞0 + 𝑞1𝑖 + 𝑞2𝑗 + 𝑞3𝑘 (2.10) 
 
Pri tem za kompleksne elemente 𝑖, 𝑗 in 𝑘 velja zveza 
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𝑖2 = 𝑗2 = 𝑘2 = 𝑖𝑗𝑘 = −1 (2.11) 
 
Kvaternion oblike 𝑞0 + 0𝑖 +  0𝑗 +  0𝑘 (𝑞0 je realno število), se imenuje realni del 
kvaterniona. Kvaternion, ki ima obliko 0 + 𝑞1𝑖 + 𝑞2𝑗 + 𝑞3𝑘 (𝑞1, 𝑞2, 𝑞3 so realna števila), 
se imenuje čisti imaginarni kvaternion. Če je kvaternion 𝑞0 + 𝑞1𝑖 +  𝑞2𝑗 + 𝑞3𝑘, potem 
imenujemo 𝑞0 skalarni del kvaterniona in 𝑞1𝑖 +  𝑞2𝑗 + 𝑞3𝑘 imenujemo vektorski del 
kvaterniona. Čeprav je vsak kvaternion vektor v štirirazsežnem vektorskem prostoru, lahko 
definiramo vektor kot čisti imaginarni kvaternion.  
 
Konjugirana vrednost kvaterniona se določi podobno, kot se določi konjugirana vrednost 
kompleksnega števila. Kadar je kvaternion enak 𝑞 = 𝑞0 + 𝑞1𝑖 +  𝑞2𝑗 + 𝑞3𝑘 , je njegova 
konjugirana vrednost enaka 𝑞∗ = 𝑞0 − 𝑞1𝑖 −  𝑞2𝑗 − 𝑞3𝑘. Označujemo jo kot 𝑞
∗ ali ?̅?. 
Konjugacija je involucija, kar pomeni, da pri dvakratni konjugaciji dobimo prvotni element. 
Konjugacija produkta je produkt konjugiranih vrednosti v obratnem vrstnem redu: 
 
(𝒑𝒒)∗ = 𝒒∗𝒑∗ (2.12) 
Norma kvaterniona je kvadratni koren iz zmnožka kvaterniona z njegovo konjugirano 
vrednostjo. 
‖𝑞‖ =  √𝑞𝑞∗ = √𝑞0
2 + 𝑞1
2 + 𝑞2
2 + 𝑞3
2 (2.13) 
Enotski kvaternion je kvaternion z normo 1. Inverzno vrednost kvaterniona določimo s 
pomočjo konjugirane vrednosti in norme: 
𝑞−1 =
𝑞∗
‖𝑞‖2
 (2.14) 
Po odkritju matrik so kvaternioni šli v pozabo, danes pa jih uporabljamo v 3D računalniški 
grafiki in pri izračunu 3D rotacij. 
 
Prostorske rotacije parametriziramo z enotskimi kvaternioni tako, da definiramo kvaternion 
zasuka: 
𝑞0 = cos
∆Ф
2
 
 
𝑞1 = 𝑒1sin
∆Ф
2
 
 
𝑞2 = 𝑒2sin
∆Ф
2
 
 
𝑞3 = 𝑒3sin∆Ф/2 
(2.15) 
Vektor 𝑒 =  [𝑒1, 𝑒2, 𝑒3] je enotski vektor osi vrtenja in ∆Ф kot zasuka. Seveda velja: 
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𝑞0
2 + 𝑞1
2 + 𝑞2
2 + 𝑞3
2 = 1 (2.16) 
Transformacija 
𝑣′ = 𝑞−1𝑣𝑞 (2.17) 
zavrti vektor, ki je podan s kvaternionom 
𝒗 = 𝑥𝑖 + 𝑦𝑗 + 𝑧𝑘 (2.18) 
Okrog osi 𝑒 za kot ∆Ф v vektor 
𝒗′ = 𝑥′𝑖 + 𝑦′𝑗 + 𝑧′𝑘 (2.19) 
Pri enotskih kvaternionih je inverz enak konjugirani vrednosti. Iz enačb (2.15) vidimo, da 
predstavlja konjugacija vrtenje v nasprotno smer. Največkrat nas zanima le orientacija, zato 
uporabimo parametrizacijo zasuka glede na nek osnovni zasuk s kvaternionom zasuka 
(2.15). Eulerjevi simetrični parametri (kvaternioni) so zelo priročna parametrizacija 
orientacije kamere. So bolj strnjeni kot matrika DCM – le štirje parametri namesto devetih. 
So tudi primernejši od Eulerjevih kotov (tudi v primeru spregleda singularnosti Eulerjevih 
kotov pri 𝜃 = ±𝜋 2⁄ ), saj ne vsebujejo kotnih funkcij, ki predstavljajo numerično zahtevne 
operacije. Naslednja prednost kvaternionov je relativno enostavna oblika njihove 
kombinacije pri zaporednih vrtenjih. Kvaternion, ki ustreza produktu dveh matrik DCM, je 
enostavno produkt obeh kvaternionov. Torej, če sta kvaterniona 
𝒒 = 𝑞0 + 𝑞1𝑖 + 𝑞2𝑗 + 𝑞3𝑘 (2.20) 
in 
𝒒′ = 𝑞′0 + 𝑞′1𝑖 + 𝑞′2𝑗 + 𝑞′3𝑘 (2.21) 
ter zavrtimo nek vektor iz osnovnega zasuka najprej za zasuk, definiran s 𝑞′, nato pa še za 
zasuk, definiran s 𝑞, potem je 
𝒒′′ = 𝒒′𝒒 = (𝑞′0𝑞0 − 𝑞
′
1𝑞1 − 𝑞
′
2𝑞2 − 𝑞
′
3𝑞3) 
+ 𝑖(𝑞′1𝑞0 + 𝑞
′
2𝑞3 − 𝑞
′
3𝑞2 + 𝑞
′
0𝑞1) 
+ 𝑗(−𝑞′1𝑞3 + 𝑞
′
2𝑞0 + 𝑞
′
3𝑞1 + 𝑞
′
0𝑞2) 
+𝑘(𝑞′01𝑞2 − 𝑞
′
2𝑞1 + 𝑞
′
3𝑞0 + 𝑞
′
0𝑞3) 
(2.22) 
Oziroma v vektorski – matrični obliki 
[
 
 
 
𝑞′′0
𝑞′′1
𝑞′′2
𝑞′′3]
 
 
 
= [
𝑞0 −𝑞1 −𝑞2 −𝑞3
𝑞1 𝑞0 𝑞3 −𝑞2
𝑞2 −𝑞3 𝑞0 𝑞1
𝑞3 𝑞2 −𝑞1 𝑞0
]
[
 
 
 
 
𝑞′0
𝑞′1
𝑞′2
𝑞′3]
 
 
 
 
 (2.23) 
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Za kar je potrebno 16 operacij množenja in 12 operacij seštevanja oz. odštevanja. Za 
primerjavo: za izračun zaporednih rotacij s transformacijskimi matrikami R je za zaporedno 
vrtenje potrebno 27 operacij množenja in 18 operacij seštevanja oz. odštevanja.  
 
Povezava med kvaternioni in matriko DCM je naslednja: 
𝑹(𝒒) = [
𝑞0
2 + 𝑞1
2 − 𝑞2
2 − 𝑞3
2 2(𝑞0𝑞3 + 𝑞1𝑞2) 2(𝑞1𝑞3 + 𝑞0𝑞2)
2(𝑞1𝑞2 + 𝑞3𝑞0) 𝑞0
2 − 𝑞1
2 + 𝑞2
2 − 𝑞3
2 2(𝑞0𝑞1 + 𝑞2𝑞3)
2(𝑞0𝑞2 + 𝑞1𝑞3) 2(𝑞2𝑞3 + 𝑞0𝑞1) 𝑞0
2 − 𝑞1
2 − 𝑞2
2 + 𝑞3
2
] (2.24) 
V obratni smeri pa: 
𝑞0 = 
1
2
√1 + 𝑅11 + 𝑅22 + 𝑅33 
𝑞1 = 
1
4𝑞0
(𝑅23 − 𝑅32) 
𝑞2 = 
1
4𝑞0
(𝑅31 − 𝑅13) 
𝑞3 = 
1
4𝑞0
(𝑅12 − 𝑅21) 
(2.25) 
V kolikor je 𝑞0 iz prve enačbe (2.25) blizu nič, potem postane pretvorba iz matrike DCM v 
kvaternion (2.25) singularna in v tem primeru izračunamo kvaternion po ekvivalentni 
pretvorbi, ki v tem primeru nima numeričnih problemov. 
𝑇 =  
1
2
√1 + 𝑅11 + 𝑅22 + 𝑅33 (2.26) 
𝑞0 =
1
4𝑇
(𝑅23 − 𝑅32) 
𝑞1 =  𝑇 
𝑞2 = 
1
4𝑇
(𝑅12 − 𝑅21) 
𝑞3 = 
1
4𝑇
(𝑅13 − 𝑅31) 
(2.27) 
Povezavo med kvaternioni in Eulerjevimi koti (vrstni red rotacij 3-2-1) pa dobimo na 
naslednji način: Matrikam 𝑅𝑥(∅)𝑅𝑦(𝜃)𝑅𝑧(𝜓) ustrezajo kvaternioni [cos (
Ф
2
) + 𝑖 sin (
Ф
2
)]. 
[cos (
θ
2
) + j sin (
θ
2
)] , [cos (
ψ
2
) + k sin (
ψ
2
)]. 
 
Kvaternion rotacije 3-2-1 je: 
 
𝒒 = [cos (
ψ
2
) + k sin (
ψ
2
)] [cos (
θ
2
) + j sin (
θ
2
)] [cos (
Ф
2
) + i sin (
Ф
2
)] (2.28) 
V vektorski obliki pa: 
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𝒒 = 
[
 
 
 
 
 
 
 
 cos (
Ф
2
) cos (
𝜃
2
) cos (
𝜓
2
) +  sin (
Ф
2
)sin (
𝜃
2
)sin (
𝜓
2
)
sin (
Ф
2
) cos (
𝜃
2
) cos (
𝜓
2
) − cos (
Ф
2
) sin (
𝜃
2
)sin (
𝜓
2
)
cos (
Ф
2
) sin (
𝜃
2
) cos (
𝜓
2
) + sin (
Ф
2
) cos (
𝜃
2
) sin (
𝜓
2
)
cos (
Ф
2
) cos (
𝜃
2
) sin (
𝜓
2
) − sin (
Ф
2
)sin (
𝜃
2
) cos (
𝜓
2
)]
 
 
 
 
 
 
 
 
 (2.29) 
 
Obratna transformacija se glasi: 
Ф = arctan(
2(𝑞1𝑞0 + 𝑞2𝑞3
𝑞0
2 − 𝑞1
2 − 𝑞2
2 + 𝑞3
2) (2.30) 
𝜃 = −arcsin (2(𝑞1𝑞3 − 𝑞2𝑞0)) (2.31) 
𝜓 = arctan(
2(𝑞3𝑞0 + 𝑞1𝑞2
𝑞0
2 + 𝑞1
2 − 𝑞2
2 − 𝑞3
2) (2.32) 
[4]. 
 
2.1.2 Transformacija perspektive 
Proces nastajanja slike v očesu ali v kameri vključuje projekcijo tridimenzionalnega sveta 
na dvodimenzionalno površino. Informacije o globini so izgubljene in iz slike ne moremo 
več razbrati, ali gre za velik objekt v daljavi ali manjši bližji predmet. Ta transformacija iz 
treh v dve dimenziji je znana kot transformacija perspektive. 
 
Osnovni model za lažjo interpretacijo transformacije perspektive je kamera z luknjico (ang. 
pin-hole camera). Le-ta ustvari zelo zatemnjeno sliko, saj je njena sevalna moč svetilnost 
okolice v enotah W m-2, pomnožena z velikostjo luknje zatiča. Ključ do svetlejše slike je 
zbiranje svetlobe na večjem območju z lečo ali ukrivljenim ogledalom. Konveksne leče 
lahko tvorijo sliko tako kot luknjica, vendar večji premer objektiva omogoča več svetlobe, 
ki vodi do veliko svetlejših slik. Elementarni vidiki oblikovanja slike s tanko lečo so 
prikazani na sliki 2.2. Pozitivna z-os je optična os fotoaparata. Koordinate objekta in 
njegovega slike so povezane z zakonom o lečah. 
 
1
𝑧0
+
1
𝑧1
=
1
𝑓
 (2.33) 
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Slika 2.2: Geometrija oblikovanje slike za tanko konveksno lečo na 2-dimenzionalnem preseku [6]. 
 
Slika 2.3: Model centralne projekcije. Slikovna ravnina je za f razdaljo oddaljena od kamere izvora. 
Na slikovni ravnini se tudi tvori neobrnjena slika. Z koordinata kamere določa središče vidnega 
polja [6]. 
V računalniškem vidu je običajna uporaba centralnega perspektivnega slikovnega modela, 
prikazanega na sliki 2.3. Žarki se zbližajo na izvoru koordinatnega sistema kamere {C} in 
neobrnjena slika se projicira na ravnino slike, ki se nahaja pri z = f. Z uporabo podobnih 
trikotnikov lahko pokažemo, da je točka na globalnih koordinatah P = (X, Y, Z) projicirana 
na ravnino slike  p = (x, y) za  
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𝑥 = 𝑓
𝑋
𝑍
,    𝑦 = 𝑓
𝑌
𝑍
 (2.34) 
ki je perspektivna projekcija, od sveta do slikovne ravnine in ima naslednje značilnosti: 
1. Izvede preslikavo iz tridimenzionalnega prostora v dvodimenzionalno ravnino 
slike 
2. Ravne črte na svetu se projicirajo na ravne črte na sliki. 
3. Vzporedne črte na svetu se projicirajo na črte, ki se sekajo na izhodiščni točki. 
Pri risanju je ta učinek znan kot “povezovanje” (ang. foreshortening). Izjeme so 
črte v ravnini, vzporedne s slikovno ravnino, ki se ne zbližujejo. 
4. Koniki na svetu se preslikajo v konike na sliki. Primer: Krogla se projicira v 
obliki kroga ali elipse. Koniki so družina krivulj, ki jih dobimo s presekom 
ravnine s stožcem. Vključujejo kroge, elipse, parabole in hiperbole. 
5. Preslikava ni reverzibilna in edinstvena obratna preslikava ne obstaja. Torej z 
danim (x, y) ne moremo enotno določiti (X, Y, Z). Vse, kar lahko sklepamo, je, 
da točka v svetu (Z) leži nekje vzdolž projiciranega žarka OP, prikazanega na 
sliki 2.3. 
6. Preoblikovanje ni konformno - ne ohranja oblike, kajti notranji koti niso 
ohranjeni. Translacija, rotacija in spreminjanje velikosti so primeri konformne 
transformacije. Splošna afina transformacija vključuje transformacijo, rotacijo in 
različno skaliranje za vsako os, in ni konformna. 
 
Točko ravnine slike lahko zapišemo v homogeni obliki: 
𝒑 = (𝑥′, 𝑦′, 𝑧′) (2.35) 
 Pri čemer je 
𝑥′ = 𝑓
𝑋
𝑧′
 , 𝑦 = 𝑓
𝑌
𝑧′
  , 𝑧′ = 𝑍 (2.36) 
ali pa v obliki kompaktne matrike 
?̃? = (
𝑓 0 0
0 𝑓 0
0 0 1
)(
𝑋
𝑌
𝑍
) (2.37) 
kjer so nehomogene koordinate slikovne ravnine 
𝑥 =
𝑥′
𝑧′
 , 𝑦 =
𝑦′
𝑧′
   (2.38) 
Te pogoste imenujemo koordinate ravnine slike mrežnice. Za primer, kjer je f = 1, se 
koordinate imenujejo koordinate normalizirane ali kanonične ravnine slike. Če napišemo 
koordinate sveta v homogeni obliki  ?̃? = (𝑋, 𝑌, 𝑍, 1)T𝑪 ,  potem lahko zapišemo 
perspektivno projekcijo v linearni obliki  
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?̃? = (
𝑓 0 0
0 𝑓 0
0 0 1
  
0
0
0
) ?̃?𝑪   (2.39) 
ali 
?̃? = 𝑪 ?̃?𝑪   (2.40) 
Pri čemer je matrika C (velikosti 3 × 4) imenovana matrika kamere. 𝑃𝐶  je napisan z 
namenom, da poudarimo dejstvo, da je to koordinata točke glede na koordinatni sistem 
kamere {C}. Tretji stolpec C-ja je vektor, vzporeden z optično osjo fotoaparata v svetu. 
Matrika kamere je tako 
?̃? = (
𝑓 0 0
0 𝑓 0
0 0 1
)(
1 0 0
0 1 0
0 0 1
   
0
0
0
) ?̃?𝑪   (2.41) 
pri čemer je druga matrika projekcijska matrika. 
 
 
Slika 2.4: Koordinatni sistem kamere [3]. 
 
Če vzamemo za primer kamero, bo le-ta imela poljubno pozicijo 𝜉𝐶, kot prikazano na sliki 
2.4. Položaj točke glede na kamero je 
𝑷𝑪 = (𝜽𝝃𝑪) 𝑷
𝟎
 (2.42) 
oziroma v homogenih koordinatah: 
𝑷𝑪 = 𝑻𝑪
−𝟏 𝑷𝟎  (2.43) 
V digitalni kameri je slikovna ravnina 𝑊 ×  𝐻 mreža svetlobno občutljivih elementov, 
imenovani fotoziti (ang. photosites), ki ustrezajo slikovnim elementom (ali svetlobnim 
točkam – ang. pixel), kot je prikazano na sliki 2.5. Koordinate slikovnih točk so dvojni vektor 
(u,v), ki so nenegativna cela števila. Po dogovoru je izhodišče v zgornjem levem kotu 
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ravnine. Slikovne točke so enotne velikosti in centrirane na mrežo, tako da so koordinate 
slikovne točke povezane s koordinato ravnine slike preko enačbe 
𝑢 =  
𝑥
𝜌𝑤
+ 𝑢0 , 𝑣 =  
𝑦
𝜌ℎ
+ 𝑣0 (2.44) 
pri čemer sta 𝜌𝑤 in 𝜌ℎ širina in višina vsake slikovne pike in (𝑢0, 𝑣0) glavna točka- 
koordinata točke, kjer optična os preseka slikovno ravnino. Enačbo (2.39) lahko napišemo 
za koordinate slikovnih točk, s prednastavitvijo parametra kamere v obliki matrike K. 
 
 
Slika 2.5: Centralni projekcijski model, ki prikazuje slikovno ravnino in slikovne točke [6]. 
?̃? =
(
  
 
1
𝜌𝑤
0 𝑢0
0
1
𝜌ℎ
𝑣0
0 0 1 )
  
 
(
𝑓 0 0
0 𝑓 0
0 0 1
   
0
0
0
) ?̃?𝑪  (2.45) 
𝑝 = (𝑢′, 𝑣′, 𝑤′) so homogene koordinate globalne točke P v koordinatah pikslov. 
Nehomogene koordinate pikslov na slikovni ravnini pa so: 
𝑢 =
𝑢′
𝑤′
 , 𝑣 =
𝑣′
𝑤′
   (2.46) 
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Če združimo enačbi (2.43) in (2.45), lahko zapišemo projekcijo kamere v splošni obliki, kot: 
?̃? =
(
  
 
1
𝜌𝑤
0 𝑢0
0
1
𝜌ℎ
𝑣0
0 0 1 )
  
 
(
𝑓 0 0
0 𝑓 0
0 0 1
   
0
0
0
)𝑻𝑪
−𝟏 ?̃? = 𝑲𝑷𝟎 𝑻𝑪
−𝟏𝟎 𝑻𝑪
−𝟏 ?̃? = 𝑪 ?̃? (2.47) 
Kjer se vsi izrazi razvijejo v matriko kamere C. Matrika je 3 ×  4 homogena transformacija, 
ki izvaja skaliranje, translacijo in projekcijo perspektive. Pogosto se ta matrika imenuje tudi 
projekcijska matrika oz. umeritvena matrika kamere. Osnovna dvoumnost s perspektivno 
projekcijo je ta, da ne moremo razlikovati med velikim oddaljenim objektom in manjšim, 
bližjim. Enačbo (2.47) lahko ponovno zapišemo kot: 
?̃? = (𝑪𝑯−𝟏)(𝑯?̃?) = 𝑪′𝑷′̃ (2.48) 
Tu je H poljubna, nesingularna 3 ×  3 matrika. To pomeni, da neskončno število kombinacij 
med kamero C' in globalno točko 𝑃′̃ rezultira v isti projekciji na slikovno ravnino 𝑝. To 
predstavlja velik problem pri določevanju koordinat tridimenzionalnega sveta iz 
dvodimenzionalnih projiciranih koordinat. Problem je rešljiv, če imamo informacijo ali o 
kameri ali o tridimenzionalnem objektu.  
 
Projekcijo se lahko zapiše tudi v funkcionalni obliki 
𝑝 = 𝜬(𝑃, 𝐾, 𝜉𝐶) (2.49) 
Kjer je P točka globalnega koordinatnega sistema, K je matrika parametra kamere in 𝜉𝐶 je 
pozicija kamere. Vsebinski parametri so prirojene lastnosti kamere in senzorja ter obsegajo 
f, 𝜌𝑤, 𝜌ℎ, 𝑢0 in 𝑣0. Zunanji parametri opisujejo pozicijo kamere in vsebujejo minimum šestih 
parametrov za opis translacije in orientacije. Skupno imamo tako 11 parametrov, matrika 
kamere pa ima 12 elementov, kar pomeni da je dvanajsti parameter - koeficient skaliranja- 
neomejen. V praksi vsi ti parametri niso znani in so določeni med umeritvijo kamere. Vidno 
polje kamere je funkcija njegove goriščne razdalje f. Širokokotna leča ima majhno goriščno 
razdaljo, telefoto leča ima veliko goriščno razdaljo, zoom leča pa ima nastavljivo goriščno 
razdaljo. Vidno polje je mogoče določiti na podlagi geometrije iz slike 2.5. V horizontalni 
smeri je polovični kot vidnega polja 
𝜃ℎ
2
= tan−1
𝑊/2𝜌𝑤
𝑓
 (2.50) 
Enačbo lahko zapišemo tudi kot: 
𝜃ℎ = 2 tan
−1
𝑊𝜌𝑤
2𝑓
 , 𝜃𝑣 = 2 tan
−1
𝐻𝜌ℎ
2𝑓
 (2.51) 
[6]. 
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Popačenja zaradi nepopolnosti leč 
 
Nobena leča ni popolna, sploh pa niso popolne leče, ki jih vsakodnevno uporabljamo v 
spletnih kamerah. Zaradi nepopolnosti leč pride do različnih popačenj, vključno z 
kromatično aberacijo (barvne meje), sferično aberacijo ali astigmatizem (variacija ostrine v 
prizorišče) in geometrijskimi popačenji, kjer so točke na slikovni ravnini drugje, kot bi 
morale biti po enačbi (2.37). 
 
Splošno je v robotiki najbolj problematično geometrijsko popačenje. Le-to je sestavljeno iz 
dveh komponent: radialnega in tangencialnega popačenja. Radialno popačenje povzroči, da 
se slikovne točke translatirajo vzdolž radialnih linij od glavne točke. Radialno popačenje se 
lahko dobro aproksimira s polinomom: 
𝛿𝑟 =  𝑘1𝑟
3 + 𝑘2𝑟
5 + 𝑘3𝑟
7 + ⋯ (2.52) 
Kjer je r razdalja slikovne točke od glavne točke.  
 
Sodčkasto popačenje (ang.  Barrel distortion) se zgodi, ko se povečava zmanjšuje z razdaljo 
od glavne točke, kar povzroči, da se ravne linije blizu robov ukrivijo navzven.  
Popačenje v obliki blazine (ang.  Pincushion distortion) se zgodi, ko se povečava povečuje 
z razdaljo od glavne točke in povzroči, da se ravne linije blizu robov ukrivijo navznoter. 
Tangencialno oz. decentrično popačenje se pojavi pod pravimi koti glede na radij, vendar je 
načeloma manjšega pomena od radialnega popačenja. Primeri popačenih in nepopačenih slik 
so prikazani na slikah 2.6 in 2.7. 
 
 
 
Slika 2.6: Primeri popačenja leč [7]. 
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Slika 2.7: Popačenja slike zaradi leč. a) Popačena slika, na zgornjih levih kvadratih se 
opazi ukrivljenosti b) Nepopačena slika oz. umeritvena slika [6]. 
 
Koordinate točke (u,v) po popačenju, lahko izrazimo z:  
𝑢𝑑 = 𝑢 + 𝛿𝑢, 𝑣
𝑑 = 𝑣 + 𝛿𝑣 (2.53) 
kjer je premik: 
(
𝛿𝑢
𝛿𝑣
) =  (
𝑢(𝑘1𝑟
2 + 𝑘2𝑟
4 + 𝑘3𝑟
6 + ⋯)
𝑣(𝑘1𝑟
2 + 𝑘2𝑟
4 + 𝑘3𝑟
6 + ⋯)
) + (
2𝑝1𝑢𝑣 + 𝑝2(𝑟
2 + 2𝑢2)
𝑝1(𝑟
2 + 2𝑣2) + 2𝑝1𝑢𝑣
) (2.54) 
Prvi del premičnega vektorja je radialna komponenta,  drugi del je tangencialna komponenta. 
Premični vektor se lahko določi za različne vrednosti (u,v), kot je prikazano na sliki 2.8. 
 
 
Slika 2.8: Umeritveni rezultati kamere v okolju MATLAB a) Predvidena pozicija kamere 
relativno na tarčo za vsako umeritveno sliko b) Mapa vektorjev popačenja, ki prikazuje 
kako se točke pomikajo pod vplivom popačenja [6]. 
 
Vektorji kažejo premike, ki so potrebni za popravo popačenj pri različnih točkah v sliki. Bolj 
specifično bi bilo to definirano kot (-𝛿𝑢, -𝛿𝑣). Hkrati pa lahko iz vektorjev tudi odčitamo, da 
prevladuje radialno popačenje. Običajno lahko popišemo radialno popačenje s tremi 
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parametri, model popačenja pa je parametriziran s (k1, k2, k3, p1,p1), ki se štejejo za dodatne 
notranje parametre [6, 8]. 
 
Umerjanje kamere 
 
Model projekcije kamere (enačba (2.47)) ima številne parametre, ki so v praksi neznani. Na 
splošno glavna točka ni v središču fotozitne mreže. Tudi goriščna razdalje leče naj bi bila 
natančna le do 4 % tistega, kot bi morala biti. Vrednost goriščne razdalje je pravilna, če bi 
jo fokusirali v neskončnost. Pogosta praksa je tudi, da se notranji parametri spremenijo, če 
je leča odstranjena in ponovno pritrjena ali prilagojena za ostrino ali aperturo. Edini 
parametri, ki jih je mogoče dobiti, so dimenzije fotozitov 𝜌𝑤 in 𝜌ℎ iz podatkovnih tabel 
proizvajalca senzorja. Glede na zunanje parametre se tudi postavlja vprašanje, kje točno je 
središčna točka kamere. 
 
Umerjanje kamere je postopek določanja notranjih in zunanjih parametrov kamere glede na 
globalni koordinatni sistem. Umeritvene tehnike slonijo na množicah globalnih točk, katerih 
relativne koordinate ter koordinate na slikovni ravnini so znane. Najsodobnejše tehnike 
preprosto zahtevajo število slik ravninske šahovnice, kot je prikazano na sliki 2.9. Iz slike 
lahko potem z omenjenimi metodami ocenimo notranje parametre (vključno s parametri 
popačenja) kot tudi relativni položaj šahovnice na vsaki sliki. Klasične umeritvene tehnike 
zahtevajo en sam pogled tridimenzionalne umeritvene tarče, vendar ne zmorejo oceniti 
modelov popačenja [6]. 
 
 
Slika 2.9: Primeri slik umeritvene šahovnice za umeritev kamere [6]. 
 
 
Homogena transformacija 
 
Metoda homogene transformacije omogoča neposredno oceno matrike fotoaparata C v 
enačbi (2.47). Elementi te matrike so funkcije notranjih in zunanjih parametrov. Če 
nastavimo 𝑝 = (𝑢, 𝑣, 1), lahko razširimo enačbo (2.47) in jo združimo z enačbo (2.46) v 
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𝐶11𝑋 + 𝐶12𝑌 + 𝐶13𝑍 + 𝐶14 − 𝐶31𝑢𝑋 − 𝐶32𝑢𝑌 − 𝐶33𝑢𝑍 − 𝐶34𝑢 = 0 
𝐶21𝑋 + 𝐶22𝑌 + 𝐶23𝑍 + 𝐶24 − 𝐶31𝑣𝑋 − 𝐶32𝑣𝑌 − 𝐶33𝑣𝑍 − 𝐶34𝑣 = 0 
(2.55) 
Tu so (u,v) koordinate slikovnih točk, ki ustrezajo globalni točki (X,Y,Z) in 𝐶𝑖𝑗 = 𝐶[𝑖, 𝑗] so 
elementi neznane matrike kamere. 
 
Za umerjanja je potrebna tridimenzionalna tarča, kot je prikazana na sliki 2.10. 
 
 
Slika 2.10: 3D umeritvena tarča s koordinatnim sistemom {T}. Središča črnih krogov se 
privzemajo kot umeritvene točke [6]. 
 
Položaj središča vsakega označevalca (markerja) (Xi,Yi,Zi) 𝑖 ∈ [1, 𝑁] glede na tarčni 
koordinatni sistem {T} mora biti znan, sam {T} pa ni znan. Slika je zajeta in določijo se 
ustrezne koordinate na slikovni ravnini (𝑢𝑖, 𝑣𝑖). Za vsako od N oznak zložimo skupaj dve 
enačbi (2.55) in oblikujemo matrično enačbo 
 
(
 
 
𝑋1 𝑌1 𝑍1 1 0 0 0 0 −𝑢1𝑋1 −𝑢1𝑌1 −𝑢1𝑍1
0 0 0 0 𝑋1 𝑌1 𝑍1 1 −𝑣1𝑋1 −𝑣1𝑌1 −𝑣1𝑍1
⋮
𝑋𝑁 𝑌𝑁 𝑍𝑁 1 0 0 0 0 −𝑢𝑁𝑋𝑁 −𝑢𝑁𝑌𝑁 −𝑢𝑁𝑍𝑁
0 0 0 0 𝑋𝑁 𝑌𝑁 𝑍𝑁 1 −𝑣𝑁𝑋𝑁 −𝑣𝑁𝑌𝑁 −𝑣𝑁𝑍𝑁)
 
 
(
𝐶11
𝐶12
⋮
𝐶33
) =
(
 
 
𝑢1
𝑣1
⋮
𝑢𝑁
𝑣𝑁)
 
 
 (2.56) 
Enačbo je mogoče rešiti za elemente matrike kamere 𝐶11 …𝐶33. Rešitev se lahko določi samo 
znotraj faktorja skaliranja in po dogovoru je 𝐶34 enak 1. Zgornja enačba ima tako 11 neznank 
in za rešitev mora biti izpolnjen pogoj 𝑁 ≥ 6. Pogosto se pri umeritvi uporabi več kot 6 točk, 
kar privede do predefiniranja sklopa enačb, za kar se uporabi metoda najmanjših kvadratov.  
Če ležijo točke na isti ravnini, postane leva stran matrike redovno pomanjkljiva, zato mora 
biti umeritvena tarča tridimenzionalna. Po navadi je to množica točk ali kvadratov na dveh 
ali treh ravninah, kot prikazano na sliki 2.10. 
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Ocena položaja 
 
Problem ocenjevanja pozicije je določiti pozicijo 𝜉𝐶 𝑇 tarčnega koordinatnega sistema {T} 
glede na kamero. Geometrija tarče je znana, torej so posledično poznane tudi številne točke 
(Xi,Yi,Zi) 𝑖 ∈ [1, 𝑁]  na tarči glede na {T}. Ravno tako so znani notranji parametri kamere.  
Slika se zajame in s pomočjo algoritmov računalniškega vida se določijo tudi ustrezne 
koordinate na slikovni ravnini (ui,vi). Ocenjevanje položaja s pomočjo (ui,vi), (Xi,Yi,Zi) in 
notranjimi parametri kamere je poznano tudi kot »Perspektiva-n-Točke« (ang. Perspective-
n-Point) oz. PnP na kratko. To je precej enostavnejša rešitev od umeritve kamere, ker je 
potrebno oceniti manj parametrov [6, 9]. 
 
2.2 ROS 
ROS (ang. Robot Operating System oz. robotski operacijski sistem) je aktualna in napredna 
platforma za razvijanje robotskih aplikacij, ki vsebuje različne lastnosti, kot so porazdeljeno 
računanje, ponovna uporaba kode, podajanje sporočil ipd. [4].  ROS je odprtokodni sistem 
za kontroliranje robotov. Glavni namen ROS-a je da služi kot platforma, na kateri si ljudje 
lahko hitreje delijo programsko kodo in ideje. To hkrati pomeni, da ni več treba zapravljati  
let za grajenje programske opreme, preden se robot sploh začne premikati [10]. 
 
ROS je v zadnjem času pridobiva na številu uporabnikov. Do tega trenutka obstaja čez 2000 
paketov programske opreme, ki jo ustvarja in vzdržuje okoli 600 ljudi. Podprtih z ROS-om 
je tudi približno 80 komercialno dobavljivih robotov, ravno tako pa najdemo tudi vsaj 1850 
znanstvenih člankov, ki omenjajo ROS. Programske opreme ni več treba ustvarjati z ničle, 
še posebej, če upravljamo z robotom, ki podpira ROS. Na tak način smo lahko več časa 
fokusirani na samo robotiko in ne na ustvarjanje gonilnikov za robote [10]. 
 
Pod Morganom Quigleyem se je projekt ROS s takratnim imenom “Switchyard” začel leta 
2007 kot del Stanfordovega robotskega projekta STAIR. Glavni razvoj ROS-a pa se je zgodil 
pri Willow Garage [11]. 
 
ROS je sestavljen iz več delov: 
- Iz nabora gonilnikov, ki omogočajo branje senzorjev in pošiljanje ukazov na 
motorje in ostale aktuatorje v abstraktnem in dobro definiranem formatu. Podprt 
je tudi širok nabor strojne opreme, vključno z naraščajočo številko komercialno 
dostopnih robotskih sistemov. 
- Iz obsežne zbirke osnovnih robotskih algoritmov, ki omogočajo grajenje mape 
sveta, navigacijo, interpretacijo senzoričnih podatkov, načrtovanje gibov, 
manipulacijo objektov ipd. 
- Iz računalniške infrastrukture, ki omogoča pošiljanje podatkov in s tem 
povezovanje različnih komponent kompleksnega robotskega sistema z možnostjo 
vključevanja lastnih algoritmov. ROS je sam po sebi razdeljen in omogoča 
deljenje dela v več računalnikov.  
- Iz velikega nabora orodij, ki omogočajo lažjo vizualizacijo stanja robota in 
algoritmov, odpravljajo napake v napačnem vedenju in beležijo podatke 
senzorjev. Odpravljanje napak robota je očitno težko, zato je ta bogat nabor orodij 
ena izmed stvari, ki naredi ROS tako močan, kot je. 
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- Iz velikega ROS-ovega ekosistema, ki vključuje širok nabor virov, kot je Wiki 
(ki dokumentira številne vidike infrastrukture), vsebuje stran z vprašanji in 
odgovori, kjer se lahko zaprosi za pomoč ali deli izkušnje s skupinami 
uporabnikov in razvijalcev [12]. 
2.2.1 ROS datotečni sistem 
Podobno, kot v navadnih operacijskih sistemih, so tudi ROS datoteke organizirane na trdem 
disku v posebnem zaporedju. Na sliki 2.11 lahko vidimo na kakšen način so datoteke in 
mape organizirane na disku. 
 
 
 
Slika 2.11: ROS datotečni sistem [11]. 
 
Tu so razlage vsakega bloka v datotečnem sistemu: 
- Paketi (ang. Packages)  – so najbolj osnovna enota programske opreme ROS-a. 
Vsebujejo postopke izvajanja (vozlišča –ang. nodes), knjižnice, konfiguracijske 
datoteke, itd. Vse to je organizirano kot enota.  
- Manifest paketa (ang. Package manifest) – je datoteka znotraj paketa, ki 
vsebuje informacije o paketu, avtorju, licenci, o dependencah, o kompilacijskih 
zastavicah ipd. Običajno se označi z »package.xml«. 
- Metapaketi (ang. Meta Packages) – so skupina paketov s posebnim namenom. 
Eden od primerov je npr. ROS navigacijski paket.  
- Manifest metapaketov (ang. Meta packages manifest) – Manifest metapaketov 
je podoben manifestu paketa. Razlika je v tem, da lahko manifest metapaketov 
vsebuje pakete znotraj sebe, kot dependence izvajanja in jih označi z izvozno 
oznako. 
- Sporočila (ang. Messages) – Označimo jih s končnico ».msg«. So vrsta 
informacij, ki se pošiljajo iz enega procesa v drugega.  
- Storitve (ang. Services) – Označimo jih s končnico ».srv«. Storitev je neke vrste 
interakcija na zahtevek oz. odgovor med procesi.  
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- Repozitoriji – Večina ROS paketov se vzdržuje s sistemom kontrole verzije ,  
kot so Git, subversion (svn), mercurial (hg) in tako dalje. Zbirka paketov, ki si 
dela skupno kontrolo verzije lahko imenujemo repozitorij [11]. 
 
ROS paketi 
 
Tipična struktura ROS paketa je prikazana na sliki 2.12: 
 
 
 
Slika 2.12: Tipična struktura ROS paketa v catkin okolju [12]. 
 
ROS paket ponavadi vsebuje sledeče:  
- config – vse konfiguracijske datoteke ROS paketa se hranijo v tej mapi. Mapo 
ustvari uporabnik in običajna praksa je da se mapo poimenuje »config«.  
- include – mapa je sestavljena iz datotek glave (ang. headers) in knjižnic, ki jih 
potrebujemo znotraj paketa. 
- scripts – mapa hrani izvršljive skripte Python. Na sliki lahko v tem bloku 
opazimo tudi dva primera.  
- src – mapa shranjuje C++ izvorne datoteke. Na sliki lahko vidimo primer 
izvorne kode. 
- launch – mapa vsebuje datoteke, ki jih potrebujemo za zagon ROS-ovih vozlišč. 
- msg – mapa vsebuje definicije sporočil, ki so narejene po meri. 
- srv – mapa vsebuje definicije storitev. 
- action – mapa vsebuje definicije akcij.  
- package.xml – to je manifest paketa. 
- CMakeLists.txt – to je datoteka, ki opisuje kako zgraditi in kje inštalirati kodo 
tega paketa [11]. 
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2.2.2 Računalniški graf sistema ROS 
Izračun v ROS-u se izvede s pomočjo mreže procesov, imenovanih ROS vozlišča. To 
računsko mrežo procesov lahko imenujemo tudi računalniški graf. Glavni koncepti v 
računalniškem grafu pa so vozlišča, glavni strežnik, strežnik parametrov, sporočila , teme, 
storitve in vreče.  Vsak koncept v grafu prispeva h grafu na drugačen način. 
 
S komunikacijo so ROS povezani paketi, vključno z osnovnimi knjižnicami odjemalcev, kot 
so roscpp in rospython, ter izvajanje konceptov, kot so teme, vozlišča, parametri in storitve,  
vključeni v sklop, imenovan ros_comm. Sklop vsebuje tudi pakete vmesne programske 
opreme za komunikacijo in ti paketi se skupaj imenujejo ROS nivoji računalniškega grafa 
(slika 2.13). 
 
 
 
Slika 2.13: Nivoji računalniškega grafa v ROS-u [11]. 
 
Spodaj so povzetki vsakega koncepta: 
- Vozlišča (ang. nodes) – procesi, ki izvajajo kalkulacije. 
- Glavni strežnik (ang. master) – omogoča registracijo imena in iskanje vozlišč. 
Brez glavnega strežnika se vozlišča ne najdejo, ne morejo izmenjavati sporočil 
in uveljavljati storitev. 
- Parametrski strežnik (ang. parameter server) – omogoča shranjevanje podatkov 
na centralni lokaciji. Vsa vozlišča lahko dostopajo do teh vrednosti in jih 
urejajo. Parametrski strežnik je del glavnega strežnika.  
- Sporočila – vozlišča med seboj komunicirajo s pomočjo sporočil. Sporočila so 
preprosta podatkovna struktura, ki vsebuje niz podatkov, in jih lahko pošlje v 
drugo vozlišče 
- Teme (ang. topics) – Vsako sporočilo v ROS-u se transportira z vodili 
imenovani teme. Ko vozlišče pošlje sporočilo skozi temo, lahko rečemo, da 
vozlišče objavlja temo. Ko vozlišče preko teme prejme sporočilo, lahko rečemo, 
da je vozlišče na temo naročeno.  
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- Storitve (ang. services) – storitev je sestavljena iz dveh delov. En del je 
namenjen zahtevam, drugi pa odgovorom. Z uporabo ROS storitev, lahko 
napišemo strežniško vozlišče in odjemalsko vozlišče. Strežniško vozlišče 
zagotavlja storitev pod določenim imenom in ko odjemalsko vozlišče pošlje 
zahtevo temu strežniku, bo le-ta odgovoril in poslal rezultat odjemalcu. 
- Torbe (ang. bags) – Torbe so format za shranjevanje in predvajanje ROS 
podatkovnih sporočil [11,13]. 
 
 
 
Slika 2.14: Graf enostavnega primera komunikacije med temami z uporabo vozlišč [13]. 
 
Na sliki 2.14 je prikazano, kako teme komunicirajo druga z drugo z uporabo vozlišč. Na 
vrhu drevesa imamo temo, ki predstavlja globalni koordinatni sistem okolja, imenovan 
»map«. Preko vozlišča »amcl«, ki predstavlja sistem za lokalizacijo robota, dobivamo na 
globalni koordinatni sistem podatke na temo »odom«, ki predstavlja odometrijo robota. 
Sama odometrija robota se dobi iz koordinatnega sistema ogrodja robota, ki je v našem 
primeru tema imenovana »base_link«. S pomočjo vozlišča »/base_to_laser_broadcaster« pa 
lahko komuniciramo senzorične podatke laserja na ogrodje robota in vse do globalnega 
koordinatnega sistema. 
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Delovanje vozlišč 
 
Vozlišča v ROS-u so procesi, ki izvajajo računanje z uporabo ROS knjižnic odjemalcev, kot 
je npr. roscpp in rospy. Eno vozlišče lahko komunicira z ostalimi vozlišči z uporabo ROS 
tem, ROS storitev ali ROS parametrov. Robot lahko vsebuje veliko vozlišč. Primer: eno 
vozlišče obdeluje sliko kamere, drugo vozlišče obdeluje serijske podatke robota, tretje 
vozlišča računa odometrijo robota itd. Uporaba vozlišč lahko naredi celoten sistem napak. 
Četudi se vozlišče poruši, lahko celoten robotski sistem še vedno deluje. Vozlišča prav tako 
zmanjšujejo kompleksnost in povečujejo zmožnost odpravljanja napak v primerjavi s 
programi, ker vsako vozlišče upravlja samo z eno funkcijo [11]. 
 
2.2.3 Alvar 
Alvar je knjižnica programske opreme za ustvarjanje aplikacij za navidezno (VR) in 
obogateno resničnost (AR). Alvar je razvil center za tehnično raziskovanje VTT na Finskem. 
Izdan je pod pogoji GNU Lesser General Public licence.  
Alvar je zasnovan tako, da je čim bolj prilagodljiv. Ponuja orodja in metode na visoki ravni 
za ustvarjanje aplikacij obogatene resničnosti z le nekaj vrsticami kode. Knjižnica vsebuje 
tudi vmesnike za vsa orodja in metode nizke ravni, kar uporabniku omogoča, da razvije 
lastne rešitve z alternativnimi pristopi ali popolnoma novimi algoritmi. Alvar je trenutno na 
voljo v operacijskih sistemih Windows in Linux. Alvar je neodvisen od grafičnih knjižnic in 
ga je mogoče enostavno vključiti v obstoječe aplikacije. Vzorčne aplikacije uporabljajo 
GLUT, demo aplikacije pa OpenSceneGraph. 
Lastnosti Alvarja so: 
- Zaznavanje in sledenje 2D-oznakam. Trenutno sta podprti dve vrsti 
označevalcev kvadratne matrike. Bodoče označevalce se lahko enostavno doda 
v obstoječe. Alvar čim natančneje ohranja oceno položaja oznake.  
- Uporaba nastavitve več oznak za določevanje poze. Koordinate nastavitev 
koordinat oznak so lahko določeno ročno ali pa avtomatsko z različni metodami 
(MultiMarkerFiltered in MultiMarkerBundle). 
- Orodja za umerjanje kamere. Distorzijske točke projekcijske točke in določanje 
zunanje orientacije s pomočjo nabora točk. 
- Skrivanje oznak pred ogledom (BuildHideTexture in DrawTexture). 
- Več osnovnih filtrov (FilterAverage, FilterMedian, FilterRunningAverage idr.). 
- Kalmanovi filtri za senzorsko fuzijo (Kalmanov filter, razširjeni Kalmanov 
filter in necenzirani Kalmanov filter). 
- Več optičnih metod za sledenje z uporabo optičnega pretoka (TrackerPsa, 
TrackerPsaRot, TrackerFeatures in TrackerStat). 
- Itd. [14, 15]. 
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2.3 Navigacija 
2.3.1 Gibanje in trajektorije 
Pod pojmom navigacije navadno govorimo o algoritmih, ki planirajo trajektorije. 
Trajektorija je sinonim za pot v času. Kadar planiramo trajektorijo in gibanje robota imamo 
po navadi znan referenčni položaj. To je položaj v katerega želimo poslati robota, koordinate 
točke referenčnega položaja pa označimo z (𝑥𝑟𝑒𝑓, 𝑦𝑟𝑒𝑓). Za vodenje v ta položaj moramo 
primerno krmiliti translatorno in rotacijsko hitrost robota.  
 
Za kotno hitrost lahko definiramo naslednji krmilni zakon: 
 
𝑞(𝑡) =  𝐾𝜔(𝜃𝑟𝑒𝑓(𝑡) − 𝜃(𝑡)) (2.57) 
Krmilni zakon izračuna, kakšna je razlika med referenčnim zasukom v danem trenutku 
𝜃𝑟𝑒𝑓(𝑡) in trenutnim zasukom v danem trenutku, ter ga pomnoži s koeficientom 𝐾𝜔. Krmilni 
zakon za kotno hitrost robota predstavlja P krmiljenje med napako in koeficientom. 
 
Kot med trenutnim in želenim zasukom robota se izračuna na sledeči način:  
 
𝜃𝑟𝑒𝑓 =  𝑎𝑡𝑎𝑛2(
𝑦𝑟𝑒𝑓 (𝑡) − 𝑦(𝑡)
𝑥𝑟𝑒𝑓 (𝑡) − 𝑥(𝑡)
) (2.58) 
Atan2 je standardna funkcija v skoraj vseh programskih jezikih. Gre za inverz funkcije 
tan𝜑 = 𝑠𝑖𝑛𝜑/𝑐𝑜𝑠𝜑, pri čemer je razlika od arctan v tem, da obravnava vrednosti 𝑠𝑖𝑛𝜑 in 
𝑐𝑜𝑠𝜑 ločeno, medtem ko arctan velja samo v prvem in tretjem kvadrantu. S atan2 ohranimo 
popolno informacijo, v katerem kvadrantu se nahajamo [16, 17]. 
 
Translatorna hitrost se definira podobno kot kotna hitrost. Tudi tukaj imamo P krmiljenje, ki 
je zmnožek koeficienta hitrosti in napake. Sama enačba pa se glasi: 
 
𝑣(𝑡) =  𝐾𝑣√(𝑥𝑟𝑒𝑓 (𝑡) − 𝑥(𝑡))2 + (𝑦𝑟𝑒𝑓  (𝑡) − 𝑦(𝑡))2 (2.59) 
Vodenje po zvezdni trajektoriji 
 
Če je pot od začetne do končne točke krivulja, potem je trajektorija pot z določenim 
časovnim potekom gibanja. V robotiki se stremi h gladkim potem, kar pomeni, da so odvodi 
poti (hitrost, pospešek in trzaj) zvezni. Enostaven matematični objekt, ki ustreza tem pogoju, 
je polinom petega reda. Čeprav se v planiranju trajektorij uporabljajo tudi polinomi tretjega 
reda, je polinom petega reda primernejši, saj se z večkratnim odvajanjem izognemo ničelnim 
vrednostim. Hitrost je tako polinom četrtega reda, pospešek je polinom tretjega reda, trzaj 
pa polinom drugega reda. Polinom in odvodi so definirani kot: 
 
Teoretične osnove in pregled literature 
27 
𝑥(𝑡) = 𝐴𝑡5 + 𝐵𝑡4 + 𝐶𝑡3 + 𝐷𝑡2 + 𝐸𝑡 + 𝐹 
?̇?(𝑡) = 5𝐴𝑡4 + 4𝐵𝑡3 + 3𝐶𝑡2 + 2𝐷𝑡 + 𝐸 
?̈?(𝑡) = 20𝐴𝑡3 + 12𝐵𝑡2 + 6𝐶𝑡 + 2𝐷 
(2.60) 
 
Koeficiente polinomov (A, B, C, D, E, F) dobimo tako, da definiramo začetne (𝑡 = 0) in 
končne (𝑡 = 𝑇) pogoje za položaj, hitrost in pospešek ter rešimo sistem enačb. 
 
[
 
 
 
 
 
𝑥0
𝑥𝑇
?̇?0
?̇?𝑇
?̈?0
?̈?𝑇]
 
 
 
 
 
=  
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𝐸
𝐹]
 
 
 
 
 
 (2.61) 
Z danim sistemom enačb lahko skupaj združimo več korakov trajektorije, na način, da za 
začetne pogoje naslednjega koraka uporabimo končne pogoje prejšnjega koraka. Tak sistem 
enačb lahko uporabimo tudi v primeru več dimenzij (𝑥𝑟𝑒𝑓(𝑡), 𝑦𝑟𝑒𝑓(𝑡)), pri čemer sta 𝑥 in 𝑦 
definirana parametrično. Za znano referenčno trajektorijo se lahko nato določi translatorno 
in kotno hitrost vnaprej, čemur pravimo predkrmiljenje. Skupno hitrost se izračuna iz hitrosti 
v obeh dimenzijah, in sicer: 
 
𝜔𝑓𝑓(𝑡) =  √(?̇?𝑟𝑒𝑓 (𝑡))2 + (?̇?𝑟𝑒𝑓  (𝑡))2 (2.62) 
Kotno hitrost pa se določi z odvodom zasuka: 
𝜔𝑓𝑓(𝑡) =  
𝑑
𝑑𝑡
[arctan(
?̇?(𝑡)
?̇?(𝑡)
)] =
?̇?(𝑡)?̈?(𝑡) − ?̇?(𝑡)?̈?(𝑡)
?̇?2(𝑡) + ?̇?2(𝑡)
 (2.63) 
Če želimo dobiti krmilna 𝑣(𝑡), 𝜔 (𝑡) vhoda, moramo najprej definirati napako 
[
𝑒𝑥
𝑒𝑦
𝑒𝜃
] = [
cosθ sinθ 0
−sinθ cosθ 0
0 0 1
] (𝑞𝑟𝑒𝑓 − 𝑞) (2.64) 
Skupaj s kinematičnim modelom 
[
?̇?
?̇?
?̇?
] = [
cosθ 0
sinθ 0
0 1
] [
𝑣
𝜔
] (2.65) 
iz katerega sledi 
?̇?𝑟𝑒𝑓𝑠𝑖𝑛𝜃𝑟𝑒𝑓 = 𝑦𝑟𝑒𝑓𝑐𝑜𝑠𝜃𝑟𝑒𝑓̇  (2.66) 
lahko z odvajanjem enačb napak in upoštevanjem kinematičnega modela dobimo naslednje: 
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[
?̇?𝑥
?̇?𝑦
?̇?𝜃
] = [
cos eθ 0
sin eθ 0
0 1
] [
𝑣𝑓𝑓
𝜔𝑓𝑓
] + [
−1 𝑒𝑦
0 −𝑒𝑥
0 −1
] [
𝑣
𝜔 ] (2.67) 
Pri tem sta 𝑣 in 𝜔 krmilna signala, za katera želimo določiti krmilna zakona. Pogost krmilni 
signal lahko določimo kot vsoto predkrmiljenja in dodatnih členov. Krmilni signal je lahko 
linearni: 
𝑣 = 𝑣𝑓𝑓cos 𝑒𝜃 + 𝐾𝑥𝑒𝑥 
𝜔 = 𝜔𝑓𝑓 + 𝐾𝑦𝑒𝑦 + 𝐾𝜃𝑒𝜃 
(2.68) 
ali nelinearni: 
𝑣 = 𝑣𝑓𝑓cos 𝑒𝜃 + 𝐾𝑥𝑒𝑥 
𝜔 = 𝜔𝑓𝑓 + 𝑣𝑓𝑓(𝐾𝑦𝑒𝑦 + 𝐾𝜃𝑠𝑖𝑛 𝑒𝜃) 
(2.69) 
[4, 6, 16, 18]. 
2.3.2 ROS navigacijski sklop (navigation stack) 
Glavni cilj ROS navigacijskega sklopa je premakniti robota od začetne pozicije do želene 
pozicije brez kakršnih koli trkov z okolico. Navigacijski sklop ROS je opremljen z več 
navigacijskimi algoritmi, ki lahko enostavno pomagajo pri implementaciji avtonomne 
navigacije v mobilnih robotih [11]. 
 
Navigacijski sklop deluje po spodnjem principu: 
1. Navigacijski cilj je poslan navigacijskemu sklopu. To se izvede s pomočjo klica 
akcije, ki vsebuje cilj tipa MoveBaseGoal, ki določi ciljno pozo (pozicijo in 
orientacijo) v določenem koordinatnem sistemu (običajno »map«). 
2. Navigacijski sklop uporabi algoritme planiranja poti v paketu globalni 
načrtovalec poti oz. »global_planner« in z uporabo mape splanira najkrajšo pot 
od trenutne pozicije do končne. 
3. Pot je nato podana paketu lokalnega načrtovalca poti oz »local planner«, ki 
poskuša voziti robota po dani poti. Lokalni načrtovalec poti uporablja 
informacije iz senzorjev in se na tak način poskuša izogniti oviram, ki mu 
stojijo na poti in niso del mape (npr. ljudje). Če lokalni načrtovalec poti obtiči, 
potem zaprosi globalnega načrtovalca za ponovni izračun poti, ki mu na koncu 
tudi sledi. 
4. Ko se robot približa ciljni lokaciji, se akcija ustavi [10]. 
 
V sklop moramo vnesti zgolj želeno končno pozicijo robota in odometrijo robota iz 
senzorjev (inercijska merilna enota, GPS, podajanje koles in podatke iz laserskih skenerjev 
ali oblake 3D-točk iz senzorjev, kot je npr. Kinect). Rezultat navigacijskega paketa so tako 
ukazi za hitrost, ki bodo zapeljali robot na dani ciljni položaj. Navigacijski sklop vsebuje 
implementacijo standardnih algoritmov, kot so SLAM, A*, Dijkstra ipd., ki jih lahko takoj 
uporabimo v naših aplikacijah.  
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Slika 2.15: Blokovna shema navigacijskega sklopa v ROS-u. 
 
Po sliki 2.15 sodeč, moramo za delovanje navigacijskemu sklopu zagotoviti funkcionalne 
bloke, ki so: 
- Vir odometrije – odometrijski podatki robota na temi »odom« povejo pozicijo 
robota glede na njegovo startno pozicijo preko sporočila tipa 
»nav_msgs/Odometry«. Glavni viri odometrije so (kodirniki v kolesih, 
inercijska merilna enota, 2D ali 3D kamere). 
- Senzoriko oz. vir senzorjev – zagotoviti je potrebno podatke laserskega 
skeniranja (tema »Laserscan«) ali oblak točk (tema »PointCloud«) za potrebe 
kartiranja okolice robota. Ti podatki v kombinaciji z odometrijo omogočijo 
izgradnjo lokalne in globalne karte težavnosti. 
- Senzorske pretvorbe oz. transformacije senzorjev /tf – Robot objavi relacije 
med koordinatnimi sistemi robota s pomočjo ROS tf. 
- Bazni krmilnik: Glavna funkcija baznega krmilnika je pretvorba  izhoda 
navigacijskega sklopa (ki je Twist sporočilo) v ustrezne hitrosti motorja robota 
[11, 19]. 
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3 Metodologija raziskave 
Glavni cilj tega dela je primerjava navigacijskih paketov v simuliranem in realnem okolju.  
 
Validacijo navigacijskih paketov bomo izvedli na 3 vrstah testov. Prvi tip testa bo v 
simulacijskem okolju ROS Gazebo, v katerem ne bomo uporabljali knjižnice Alvar in oznak 
AR za zaznavo lokacije robota. To bomo storili z uporabo funkcij (»publishTF«) v ROS-u. 
ROS Gazebo namreč sam po sebi ve, kje v virtualnem svetu se nahaja simulirani robot. Na 
tak način bomo ustvarili testno simulacijo, ki bo predstavljala idealni svet. Ne glede na 
oznako bodo podatki o lokaciji robota vedno točni (slika 3.1). Za lažje razumevanje bomo 
prvi tip testa poimenovali »simulacija gazebo« oz. »gazebo tip testa«. 
 
 
Slika 3.1: Blokovna shema simulacije brez uporabe Alvarja. 
 
Drugi tip testa bo prav tako potekal v simulacijskem okolju ROS Gazebo , vendar v tem 
primeru ne bomo brali dejanske pozicije robota preko ROS-a, temveč bomo odčitavali 
simulacijsko pozicijo, ki jo bo ROS zgeneriral preko AR oznak in knjižnice Alvar. Tu lahko 
prihaja do odstopanj zaradi nenatančnosti oznak in knjižnice Alvar. Na tak način bomo lahko 
primerjali natančnost Alvarja napram idealnemu svetu. Za lažje razumevanje bomo 
poimenovali drugi tip testa »simulacija z oznakami« oz. »tip testa z oznakami«. 
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Tretji tip testiranja bo potekal v realnem svetu, prav tako z uporabo Alvarja. Na tak način 
lahko med seboj primerjamo idealni, simulacijski in realni svet. Tretji tip scenarija bomo za 
lažje razumevanje poimenovali »realni tip testa« oz. »realna simulacija«. 
 
 
Slika 3.2: Blokovna shema simulacije z uporabo Alvarja. 
 
Kot vidimo na sliki 3.2 kamera zaznava AR oznako in lahko s pomočjo obdelave slik, preko 
Alvar knjižnice določi pozicijo oznake oz. robota. Z računalnikom pošiljamo ukaze robotu, 
in ko se ta premika in mu Alvar sledi, lahko prek ROS-ovih tipov sporočil Twist in 
Transform, med dvema zaporedjema slik, na podlagi spremembe pozicije oznake določimo 
hitrosti posameznega robota.  
 
3.1 Predpostavke 
Predpostavljamo, da bo izmed vseh tipov simulacij najnatančnejša simulacija gazebo. 
Sklepamo, da bodo poti robotov od štartne pozicije do ciljne najkrajše možne ter da bo 
robotova odometrija brez nepotrebnih zasukov in brez popravljanj pozicij. Hkrati 
predvidevamo tudi najmanj sprememb v hitrostih (manj zaviranja in pospeševanja) – tj. 
najbolj konstantna hitrost. Sklepamo, da bodo časi za simulacijo gazebo najkrajši, saj bomo 
ravnali z dejanskimi podatki o poziciji robota v virtualnem svetu brez motečih dejavnikov 
(spodrsavanje koles ipd.). Predpostavljamo tudi, da bodo roboti pripeljali najbliže želenemu 
cilju.   
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Pri simulaciji z oznakami predpostavljamo, da bo simulacija manj natančna in z občasnimi 
navigacijskimi popravki zaradi napak pri določevanju pozicij robotov. Ti popravki so lahko 
koti zasukov robotov, neoptimalne poti do cilja ter več pospeševanj in zaviranj na poti do 
cilja. Sklepamo, da bo potrebni čas za prihod robotov do ciljne destinacije nekoliko večji od 
simulacije gazebo, hkrati pa tudi predvidevamo večje odstopanje pri doseganju želenega 
cilja robota. 
Pri realnem tipu scenarija predpostavljamo, da bo simulacija najmanj natančna. Zaradi 
zunanjih dejavnikov (nečistoče na podlagi in posledično zaznavanje ovir) sklepamo, da bo 
zaznavanje pozicije najbolj oteženo. To posledično vodi v največ navigacijskih popravkov 
ter največ pospeševanj in zaviranj. Predvidevamo, da bodo vpliv na rezultate imeli tudi 
notranji moteči dejavniki (spodrsavanje koles, različna upornost levega in desnega motorja, 
omejenost strojne opreme, hitrost prenosa ukazov med strežniki, nepopolna orientacija 
oznake AR na robotu ipd.). Zaradi vseh motečih dejavnikov sklepamo, da bo čas za dosego 
cilja največji, natančnost robota glede na želeni cilj pa najmanjša.  
3.2 Eksperimentalni del 
3.2.1 Eksperimentalna proga 
Eksperimentalna proga, ki nam omogoča dano primerjavo, je sestavljena iz mobilnega 
robota z AR oznako, podlage, kamere in računalnika z inštaliranim operacijskim sistemom 
Linux in programskim orodjem ROS.  
 
Proga je postavljena tako, da imamo na podlagi postavljenega robota, na katerem je pritrjena 
AR oznaka. Nad podlago je na višini dveh in pol metrov (2.5 m) nad tlemi kamera, ki zajema 
sliko in jo pošilja računalniku. Opisana eksperimentalna proga je tako generirana s pomočjo 
virtualnega sveta v ROS-u (slika 3.3 in slika 3.4). 
 
 
 
Slika 3.3: Slika eksperimentalne proge v ROS-u. 
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Slika 3.4: Fotografija eksperimentalne proge v laboratoriju. 
 
Uporabljena podlaga je hrapava guma črne barve. S hrapavostjo dosežemo ustrezno trenje 
med kolesi mobilnega robota in podlago ter na tak način poskusimo čim bolj izničiti efekt 
spodrsavanja koles. S črno barvo pa zagotovimo, da je barva podlage, ki jo kamera dobiva, 
manj odvisna od svetlobe okolice, ter preprečujemo nastajanje šumečih dejavnikov (zaradi 
loma svetlobe ali nečistoč) pri obdelavi slike. Na tak način želimo čim bolj izničiti moteče 
dejavnike in zagotoviti enake pogoje v simulacijskem okolju kot tudi v realnem. 
Robot 
 
Mobilni robot uporabljen v naši aplikaciji je sestavljen iz glavnega vezja, kodirnikov, 
motorjev in baterije. Na sliki 3.5 lahko vidimo mobilni robot v simulatorju Gazebo in v 
laboratoriju. 
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Slika 3.5 Slika mobilnega robota a) v simulatorju Gazebo b) v laboratoriju. 
 
V tem delu uporabljen mobilni robot ima za osnovo vezje BeagleBone Blue, ki je na Linuxu 
zasnovan računalnik za uporabo v robotiki. V vezju je tako integriran mikroprocesor Octavo 
OSD3358, skupaj z Wi-Fi-jem, Bluetoothom, inercijsko merilno enoto, barometrom, 
krmilnikom moči, H-mostiči, diskretnimi povezovalci za štiri DC-enosmerne motorje in 
kodirnike in z vsemi običajno potrebnimi vodili za dodatne zunanje naprave v vgrajenih 
aplikacijah. 
Procesor Octavo Systems OSD3358: 
- procesor AM335x 1GHz ARM A8  
- 512 MB DDR3 RAM-a 
- 4 GB 8 bitni polnilnik 
- integrirano upravljanje porabe energije 
- odjemalec USB2 za napajanje in komunikacije  
- programirano z Debian Linuxom 
 
Povezljivost in čipi 
- podpora za dvocelično LiPo baterijo 
- LED stanje napolnjenosti 
- vhod polnilnika: 9-18 V 
- brezžična povezava: 802.11 bgn 
- Bluetooth 4.1 
- krmiljenje motorja: osem 6 V servo izhodov 
- 4 dvosmerni DC motor 
- senzorji: 9-osna inercijska merilna enota (magnetometer, pospeški, žiroskop, …), 
barometer, termometer 
- 11 uporabniško programirljivih LED [20]. 
 
Slika 3.6: BeagleBone blue vezje [20]. 
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Uporabili smo miniaturni 6 voltni krtačni DC motor s kovinskim prenosnikom moči 
razmerja 50:1 (slika 3.7). Gred motorja je dolga 9 mm in ima 3 mm premera. V 
neobremenjenem stanju ima motor kotno hitrost 590 obratov na minuto [21]. 
 
 
 
Slika 3.7: Motor Pololu z menjalnikom 50:1 [21].  
 
Uporabljeni magnetni kodirniki so sestavljeni iz magnetnega diska in iz senzorjev Hallovega 
efekta, ki zagotavljajo 12 korakov na obrat motorne gredi. Senzorji delujejo med 2.7 V in 18 
V, njihovi digitalni izhodi pa se lahko direktno povežejo na mikrokrmilnike ali druga 
digitalna vezja (slika 3.8) [22]. 
 
 
Slika 3.8: Magnetni kodirniki Pololu [22]. 
 
Na robotu nameščena programska oprema se nahaja na povezavi Github [23]. Razvita je bila 
v laboratoriju LAKOS na Fakulteti za strojništvo Univerze v Ljubljani pod mentorstvom 
doc. Roka Vrabiča. Ustvarjena je z namenom lažje implementacije v okolje ROS 
(povezovanje senzorjev, objavljanje podatkov senzorjev, izvajanje ukazov glede hitrosti 
koles ipd.). Za samo krmiljenje robota pa se uporablja PID krmiljenje [23].  
 
Kamera 
 
Za snemanje robotov in za zaznavanje oznak smo uporabili kamero Logitech C930E. Slednja 
ima gabarite 29 mm x 94 mm x 24 mm (višina x širina x globina), resolucijo 1920 x 1080 
pikslov in tehta 162 gramov. Kamero lahko vidimo na sliki 3.9. Vsebuje tudi avtofokus, 90 
stopinj vidnega polja, h.264 video kompresijo in USB 2.0 način prenosa podatkov [4]. 
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Slika 3.9: Kamera Logitech C930E [24]. 
 
AR oznake 
 
Pri označevanju in določevanju pozicij robotov smo uporabili oznake obogatene resničnosti 
(ang. Augmented Reality) – AR oznake. To so dvodimenzionalne črtne kode, iz katerih je 
možno razbrati informacije. Ustvarili smo jih s pomočjo prosto dostopne knjižnice Alvar. 
Oznake so lahko generirane na poljubno velikost, kodiranje podatkov in resolucijo. Sami 
smo uporabili oznake velikosti 10 cm × 10 cm, v oznako kodirani podatki pa so bile številke 
robotov (primer: robot številka 1 je imel AR oznako z kodiranim podatkom: »1«). Namen 
oznak je identifikacija in sledenje poziciji posamezne oznake. Primer generiranih oznak je 
prikazan na sliki 3.10 [25]. 
 
 
Slika 3.10: Primer ustvarjenih AR oznak. 
3.2.2 Metodologija preizkusov 
Za evalvacijo navigacijskih paketov bomo poleg treh tipov simulacij uporabili tudi različne 
vrste scenarijev. Scenarij bo v našem primeru določena postavitev robota v eksperimentalni 
progi z določenim ciljem, ki ga robot mora doseči. Testirali bomo 5 scenarijev, z različnim 
številom robotov in različno težavnostjo ter tako testirali vpliv zahtevnosti naloge na 
navigacijske pakete različnih tipov simulacij. 
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Tipi scenarijev 
 
V prvem scenariju imamo mobilni robot, katerega cilj je premakniti se naravnost za 1,5 m 
(slika 3.11). 
 
Slika 3.11: Prvi scenarij. 
 
V drugem scenariju imamo en mobilni robot, katerega cilj je premakniti se na točko, ki je 
1,5 m naprej in 0,5 m levo (slika 3.12). 
 
Slika 3.12: Drugi scenarij. 
 
V tretjem scenariju imamo dva mobilna robota. Prvi mobilni robot služi kot ovira in je 
postavljen na sredino eksperimentalne proge in je statičen, medtem ko je drugi robot mobilen 
in ima cilj priti na točki, ki je 1,5 m pred njim, tako da se izogne oviri (slika 3.13). 
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Slika 3.13: Tretji scenarij. 
 
V četrtem scenariju imamo dva mobilna robota, ki sta usmerjena drug proti drugemu. Njuna 
medsebojna razdalja je 1.5 m. Cilj prvega robota je priti na začetno pozicijo drugega robota 
in cilj drugega robota je priti na začetno pozicijo prvega robota. Med vožnjo se morata 
izogniti drug drugemu (slika 3.14). 
 
Slika 3.14: Četrti scenarij. 
 
V petem scenariju imamo 3 robote. Scenarij je isto kot v četrtem scenariju, le da imamo še 
tretjega robota, ki služi na sredini eksperimentalne proge kot statična ovira. Prva dva robota 
se morata tako med vožnjo izogibati drug drugega, ter ovire (slika 3.15).  
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Slika 3.15: Peti scenarij. 
 
Beleženje podatkov 
 
Beleženje podatkov poteka tako, da za vse tri tipe simulacij vzporedno s potekom simulacije 
snemamo s kamero in ustvarjamo video posnetke simulacij in hkrati beležimo podatke 
odometrije robota. V primeru simulacije gazebo podatke o odometriji objavlja sama 
platforma ROS na temo /robot_0/odom, pri »simulaciji z oznakami« objavljamo podatke 
sami preko lastno zgrajenega vozlišča, ki vsebuje tudi knjižnico Alvar, na temo 
/robot_0/odom. Pri »realni simulaciji« pa podatke objavlja Alvar pod temo 
/robot_0/ar_pose_marker. Če v »realni simulaciji« spremljamo samo pozicijo oznak AR na 
robotih, se sicer pojavijo težave. Ar_track_alvar namreč ne zaznava markerjev stalno in 
konstantno, zato lahko pride pri beleženju pozicije do velikih lukenj v informacijah. V ta 
namen smo uporabili temo ekf_odom. Ekf_odom uporabi kot primarno določevanje pozicije 
robota oznako AR, v obdobjih pomanjkanja le-teh pa s pomočjo podatkov iz kodirnikov in 
elektromotorjev sklepa in interpolira pozicijo našega robota. Na sliki 3.16 vidimo posnetek 
kamere med potekom realne simulacije, na sliki 3.17 pa zaznavanje odometrije v gazebo 
simulaciji. 
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Slika 3.16: Posnetek kamere med snemanjem eksperimenta. 
 
 
 
 
Slika 3.17: Zaznavanje odometrije robotov v gazebo simulaciji. 
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4 Rezultati in diskusija 
Pri obravnavanju rezultatov različnih simulacij smo poskusili validirati učinkovitost 
različnih tipov simulacij na podlagi več parametrov, in sicer na izvedbo simulacij glede na 
kompleksnost scenarija, tip scenarija, najvišjo hitrost robota, odstopanja od idealne poti, 
odstopanja od končne želene pozicije in od časa do zaključka ukaza.  
Podatki za analizo so bili preko platforme ROS zajeti v datoteki . bag , ki smo jo nato prevedli 
v datoteko .csv. Z uporabo python modulov in Excel-a smo podatke vizualirali na spodnjih 
grafih.  
 
Zajemali smo podatke o koordinatah premikajočih se robotov. Na sliki 4.1 je primer poti 
robota v gazebo simulaciji za najlažji, prvi scenarij.  
 
 
Slika 4.1: Pot robota za prvi scenarij v gazebo simulaciji. 
 
Iz slike je razvidno, da čeprav smo v imitiranem idealnem virtualnem svetu, kjer imamo 
stalni pretok podatkov o trenutni lokaciji do navigacijskega paketa, ne dobimo idealne ravne 
poti. Vzrok za to je, da smo v sami platformi poskušali simulirati realni svet in našega robota 
prek nastavitev različnih parametrov. Vsi ti parametri, s katerimi smo opisali okolje (trenje 
v tleh, trenje med podlago in kolesi, vztrajnostni moment robota, trenje in togosti sklepov 
ipd.) imajo vpliv na končno obnašanje v simulaciji. 
 
Iz grafa lahko vidimo, da robot napreduje v smeri, ki ima rahlo odstopanje (nekaj stopinj), 
dokler ne zazna dovolj velikega odstopanja od svoje poti. To se zgodi pri 3.8 cm od idealne 
poti. Potem začne robot popravljati svojo smer do končne destinacije. Iz slednjega je 
sklepati, da imajo tudi navigacijski algoritmi dopustna območja za korekcijo smeri robota 
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oz. da je v danih primerih nemogoče premakniti robota velikosti 10 x 10 cm na 2 cm 
natančno, ko je že blizu ciljne lege.  
 
 
Slika 4.2: Pot robota za prvi scenarij v simulaciji z oznakami. 
 
Na sliki 4.2 je prikazana pot robota v simulaciji z oznakami za prvi scenarij. Navigacija je v 
tem primeru potekala s pomočjo AR oznak. Napram sliki 4.1 je pot veliko bolj vijugasta in 
nekonsistenčna. Tudi največje odstopanje od idealne poti je manjše (1.9 cm). Iz tega lahko 
sklepamo, da navigacijski paket stalno popravlja smer robota. Eden izmed razlogov za stalno 
popravljanje smeri je odzivnost robota na ukaz (predvidevamo da pride do krajšega 
časovnega zamika), hkrati pa je moč opaziti tudi, da je v tem primeru pretok podatkov v 
navigacijski paket dosti manjši. Slednje se opazi že po številu točk na grafih.  
 
Naslednja slika 4.3 predstavlja pot robota v realni simulaciji. 
 
 
Slika 4.3: Pot robota za prvi scenarij v realni simulaciji. 
 
Sprva je opaziti velik preskok lokacije pri 0.8 metrih. Razlog za tem je, da je sistem zabeležil 
AR oznako na začetku poti, potem pa se je pojavila luknja  v podatkih o poziciji AR oznake. 
Zato smo beležili interpolacijo poti preko kodirnikov na elektromotorjih robota, nato pa je 
sistem pri 0.8 m znova začel beležiti AR oznake. Preskok v podatkih je tako preskok med 
beleženjem pozicije preko kodirnikov elektromotorjev in AR oznak. Tu prihaja tudi do 
največ odstopanj in sicer pri x=0.9 metru poti, do 14.5 cm v y smeri. Razlogi za to so seveda 
razlika med realnimi parametri v naravi in predpostavljenimi v virtualnem svetu, nečistoča 
na kolesih robota, nepopolna postavitev AR oznake na robota, ter najpomembnejša: 
najpočasnejši pretok podatkov v navigacijski paket. 
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4.1 Primerjava simulacij glede na pot 
 
Slika 4.4: Primerjava simulacij za prvi scenarij. 
 
Preglednica 4.1: Odstopanje poti za različne vrste simulacij za prvi scenarij 
Vrsta simulacije Največje odstopanje 
v y smeri [cm] 
Odstopanje od 
končne pozicije (x, 
y) [cm] 
Zračna razdalja 
končne pozicije od 
cilja [cm] 
Gazebo 3.8 (9.2, 2.8) 9.61 
Z oznakami 1.9 (-7.1, 1.9) 7.34 
Realna 14.3 (-3.3, 4.1) 5.26 
 
Kadar govorimo o natančnosti oz. efektivnosti simulacije imamo v mislih, koliko se približa 
idealni poti. Idealna pot v prvem scenariju je ravna črta od koordinate točke (-0.5, 0.0) do 
(1.0, 0.0). Iz preglednice 4.1 lahko odčitamo, da ima največje odstopanje v y smeri realna 
simulacija s 14.3 cm, sledi gazebo s 3.8 cm in simulacija z oznakami s 1.9 cm. Realna 
simulacija ima tako največje odstopanje od idealne poti. Hkrati naredi tudi najdaljšo pot od 
začetne do končne pozicije, zaradi česar se smatra kot najmanj efektivna. Slednje je opazno 
tudi na sliki 4.4. 
 
Pri primerjanju natančnosti končne pozicije od željene je ugotoviti, da ima za prvi scenarij 
najmanjše odstopanje od končne pozicije realna simulacija s 5.26 cm, sledi simulacija z 
oznakami s 7.34 cm in nato gazebo s 9.61 cm napake. Glede na to, da imamo na robotu 
oznako velikosti 10 x 10 cm je iz napak končnih pozicij sklepati, da je AR oznaka na robotu 
vedno bila na ciljni poziciji. Končne pozicije so torej znotraj dopustne natančnosti. 
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Slika 4.5: Primerjava simulacij za drugi scenarij. 
 
Preglednica 4.2: Odstopanje poti za različne vrste simulacij za drugi scenarij 
Vrsta simulacije Odstopanje od končne 
pozicije (x, y) [cm] 
Zračna razdalja končne 
pozicije od cilja [cm] 
Gazebo (-6.0, -6.1) 8.55 
Z oznakami (-1.3, -3.9) 4.11 
Realna (4.6, 4.4) 6.36 
 
V drugem scenariju je bilo težje predpostavljati, kaj točno je idealna pot, zato smo 
predpostavili, da je najboljši približek idealne poti, pot gazebo simulacije. S to predpostavko 
lahko na sliki 4.5 opazimo, da imata gazebo simulacija in simulacija z oznakami skoraj 
identično pot, medtem ko ima realna simulacija stalna in večja odstopanja od 
predpostavljene idealne poti. Najmanj efektivna simulacija je tako realna simulacija. 
 
Kar se tiče natančnosti končne pozicije, iz preglednice 4.2 opazimo, da je najnatančnejša 
simulacija z oznakami s 4.11 cm napake, sledi realna simulacija s 6.36 cm in nato še gazebo 
simulacija s 8.55 cm. Končne pozicije so znotraj dopustne natančnosti. 
 
 
Slika 4.6: Primerjava simulacij za tretji scenarij. 
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Preglednica 4.3: Odstopanje poti za različne vrste simulacij za tretji scenarij 
Vrsta simulacije Največje odstopanje 
v y smeri od robota 
[cm] 
Odstopanje od 
končne pozicije (x, 
y) [cm] 
Zračna razdalja 
končne pozicije od 
cilja [cm] 
Gazebo 6.7 (8.2, -1.4)  8.31 
Z oznakami 12.8 (-3.8, 3.7) 5.30 
Realna 15.9 (7.3, 3.9) 8.27 
 
V tretjem scenariju bomo ponovno predpostavili, da je idealna pot podobna gazebo 
simulaciji. Na preglednici 4.3 moramo pri največjem odstopanju v y smeri razumeti, da je 
na y = 5 cm osi postavljena ovira. V gazebo simulaciji poteka trajektorija robota najbližje 
oviri in sicer 6.7 cm stran od ovire, sledi simulacija z oznakami s 12.8 cm in nato še realna 
simulacija s 15.9 cm. Glede na sliko 4.6 in na maksimalna odstopanja je opaziti, da ima 
gazebo simulacija najkrajšo pot od začetka do konca poti, z najbližjo trajektorijo oviri in je 
zato najefektivnejša simulacija. Sledi simulacija z oznakami in na koncu še gazebo. 
 
Kar se tiče natančnosti končne pozicije iz predlednice 4.3 sklepamo da je najbolj natančna 
simulacija z oznakami s 5.3 cm. Ostali simulaciji imata podobni vrednosti v velikosti 8 cm. 
Končne pozicije so znotraj dopustne natančnosti. 
 
Iz samih podatkov o natančnosti končne pozicije ni mogoče razbrati nobenih konkretnih 
vzorcev iz katerih bi lahko sklepali katera simulacija je najnatančnejša, saj imamo na voljo 
premalo meritev. Zanimivo je videti, da kljub idealnim pogojem v simulaciji gazebo, 
simulacija ni vedno najnatančnejša s čimer lahko tudi zavržemo našo predpostavko da je 
najnatančnejša metoda gazebo, nato simulacija z oznakami in nato realna. Iz rezultatov pa 
je sklepati, da ima simulacija gazebo najbolj efektivno trajektorijo, nato sledi simulacija z 
oznakami in na koncu še realna simulacija. 
 
 
Slika 4.7: Primerjava simulacij za četrti scenarij. 
 
Preglednica 4.4: Odstopanje poti za različne vrste simulacij za tretji scenarij 
Vrsta simulacije Največje odstopanje 
v y smeri [cm] 
Odstopanje od 
končne pozicije (x, 
y) [cm] 
Zračna razdalja 
končne pozicije od 
cilja [cm] 
Gazebo 11.1 (8.2, -1.4) 8.31 
Z oznakami 10.9 (-8.1, 1.4)  8.22 
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Na sliki 4.7 vidimo graf za četrti scenarij. V četrtem scenariju imamo v sistemu dva mobilna 
robota, vendar smo zaradi lažje predstavitve prikazali na grafu samo odometrijo prvega. 
Četrti scenarij se je izvajal pri hitrosti 0.1 m/s, saj mobilni roboti v primeru večjih hitrosti 
niso dosegli ciljne pozicije. Na zgornji sliki, tudi ni prikazane realne simulacije. Kljub 
zmanjšani hitrosti in več poskusih realne simulacije smo ugotovili, da robot sicer doseže 
ciljno destinacijo, vendar po dolgem času. Čim se oba mobilna robota v realni simulaciji 
zadosti približata drug drugemu, to zmede njuno obnašanje in preideta v okrevalno gibanje. 
Po določenem času eventualno prispeta do končne destinacije.  
 
Iz preglednice 4.4 in slike 4.7 vidimo da so največja odstopanja v y smeri, odstopanje končne 
pozicije od cilja in trajektorije dovolj podobne. Iz danih rezultatov ne moremo veliko 
sklepati. 
 
Petega scenarija se nismo posluževali, ker smo ugotovili, da je scenarij preveč zahteven za 
zmogljivosti našega računalnika in mobilni roboti ne dosežejo ciljnih destinacij. 
 
Scenariji so bili postavljeni tako, da je njihova zahtevnost naraščala. V prvem scenariju je 
bila naloga prevoziti ravno črto, v drugem scenariju smo dodali zavoj, v tretjem statično 
oviro, v četrtem mobilno oviro in v petem scenariju mobilno in statično oviro. 
 
Z večjo zahtevnostjo je v slikah 4.4 in 4.6 opaziti večje odstopanje od idealne krivulje poti. 
V preglednicah 4.1 in 4.3 je opaziti, da najvišja odstopanja v y smeri narastejo iz 3.8 cm na 
6.7 cm za gazebo simulacijo, iz 1.9 cm na 12.8 cm za simulacijo z oznakami in iz 14.3 na 
15.9 za realno simulacijo. S kompleksnostjo simulacij naraščajo tudi odstopanja od idealne 
poti in posledično efektivnost simulacije. V tem primeru je izjema realna simulacija, ki ne 
naraste skokovito. Sklepamo, da je odstopanje v prvem scenariju dovolj veliko, da zadošča 
ne le za ponovni preračun poti prvega ampak tudi tretjega scenarija. 
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4.2 Vpliv maksimalne hitrosti na simulacijo 
Pri primerjanju najvišjih hitrosti mobilnih robotov za posamezni tip scenarija, smo vzeli 
hitrosti 0.1, 0.3, 0.5, 0.7 in 1 m/s. Na spodnjih grafih so prikazani rezultati. 
 
 
Slika 4.8: Vpliv hitrosti na pot v gazebo simulaciji. 
 
 
Slika 4.9: Vpliv hitrosti na pot v simulaciji z oznakami. 
 
 
 
Slika 4.10: Vpliv hitrosti na pot v realni simulaciji. 
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Na slikah 4.8, 4.9 in 4.10 vidimo primerjave maksimalnih hitrosti za tretji scenarij. Ker ima 
tretji scenarij dovolj majhno zahtevnost, da nanj ne vpliva zmogljivost računalnika, lahko iz 
omenjenih slik razberemo vpliv hitrosti na simulacije. Iz grafov simulacije gazebo in 
simulacije z oznakami je razvidno, da se z manjšanjem najvišje možne hitrosti, povečujejo 
odstopanja od idealne poti. Čeprav se v primeru realne simulacije trajektorija ne oddaljuje 
najmočneje od idealne poti lahko opazimo pri x = 0.3 m, da naredi robot obrat za cel krog.  
 
Razvidno je, da je pri višjih hitrostih pot gladkejša, brez nepotrebnih zavijanj in se v primerih 
ne realne simulacije dosti približa idealni krivulji poti. Z najvišjo hitrostjo, v našem primeru 
1m/s, se opravi tudi najkrajša pot. Z zniževanjem hitrosti, je vse daljša pot od začetne do 
končne destinacije, hkrati pa prihaja do več popravljanja poti. V primeru realne simulacije 
opazimo, da je z najvišjo maksimalno hitrostjo, tudi pot najdaljša. Iz trajektorije je sklepati, 
da je hitrost preprosto prevelika za pretok podatkov. Tako navigacijski sistem zazna oviro 
dosti pozno (x= 0.4m) in začne zakasnjeno zavijati. Posledično ima trajektorija daljšo pot. 
 
Sklepamo, da so pri manjših hitrostih večja odstopanja zaradi ločljivost kamere. Za primer: 
če se robot premakne za 0.1 m oz. za svojo dolžino v 1 sekundi, je za sistem veliko težje 
odčitavati njegovo hitrost in natančno pot. Če robot zaradi različnega trenja v obeh kolesih 
naredi zamik za 20 stopinj, se bo to opazilo šele, ko bo robot naredil določen del poti (npr. 
po 3 sekundah, medtem ko bi se pri večji hitrosti to opazilo že v 1 sekundi), za povrh pa tudi 
sklepamo, da je pri manjših hitrostih težje premagovati fizične parametre eksperimentalne 
proge (trenje med kolesi in podlago, trenje v motorjih, neenakomerna motorja na kolesih, 
ipd.). 
 
Prenizka ali previsoka hitrost tako rezultira v poslabšanju rezultatov simulacije. Prenizka 
hitrost (0.1 m/s) zaradi velikega odstopanja od idealne krivulje, visoka hitrost(1 m/s za realno 
simulacijo) pa zaradi nezmožnosti sledenja sistema mobilnemu robotu. 
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Slika 4.11: Trajektorije robota pri različnih hitrostih za tretji scenarij v vseh treh testnih 
okoljih.. 
 
Pri opazovanju slike 4.11 je opaziti, kako maksimalne hitrosti robotov vplivajo na tip 
simulacije. Realna simulacija, ima, ne glede na hitrost vedno največje odstopanje od idealne 
poti. To lahko pripišemo nepravilnostim v fizičnem svetu (spodrsavanje koles, nepopolno 
pritrjena AR oznaka, ...) in predvsem hitrosti prenosa in obdelave podatkov. V simulacijah 
gazebo in simulacijah z oznakami pa je opaziti, da so odstopanja bistveno manjša napram 
realni simulaciji (tudi za 20 cm). Naslednja simulacija z največjim odstopanjem je tako 
simulacija z oznakami, sledi pa gazebo simulacija. Izjema je hitrost 0.1 m/s, kjer trajektorije 
odstopajo od idealne zaradi premajhnih hitrosti. Na realni simulaciji imata podobna 
odstopanja, ki se gibljejo v rangu 10 cm. 
 
Iz zgornje slike je tudi sklepati, da hitrost vpliva na efektivnost simulacije v smislu dolžine 
trajektorije in odstopanja od idealne poti, vendar pa ne vpliva na tip simulacije. 
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4.3 Ostali opaženi dejavniki  
Pomembno vlogo na vpliv potekov scenarijev igra tudi zmogljivost računalnika, na katerem 
poganjamo ali mobilne robote preko ROS-a ali pa simulacije. Pri izvajanju simulacij smo 
namreč opazili, da pri večjemu številu mobilnih robotov v simulaciji, ROS težje zaznava 
Alvar oznake in posledično počasneje procesira navigacijske poti. To dejstvo lahko 
podkrepimo s četrtim in petim scenarijem. Pri četrtem scenariju smo ugotovili, da mobilna 
robota v večini primerov ne prideta na svojo končno destinacijo, ker se ne izmakneta, ampak 
zaletita drug v drugega dokler ne zmanjšamo njuni najvišji hitrosti za faktor 10 (iz 1 m/s na 
0.1 m/s). Na podlagi simulacijskega orodja RViZ, je bilo sklepati da se mobilna robota 
gibljeta prehitro, zaradi česar jima sistem ne more slediti in posledično sistem pravočasno 
ne zazna ovire in ne pošlje robotu popravljenega načrta poti. To dokazuje tudi analiza 
četrtega scenarija s pomočjo ROS orodja RViZ. V njem lahko vidimo prikaz ovir na karti 
šele ob trku (lokalna karta težavnosti oz. local_costmap). Z zmanjšanjem hitrosti, tako 
omogočimo prejšnje zaznavanje in lažje sledenje. V primeru petega scenarija smo ugotovili, 
da čim v sistem postavimo tri robote, pride zaradi preobremenjenosti do nestabilnosti 
sistema. Tako v primeru 10 poskusov, pridejo mobilni roboti na svojo ciljno destinacijo le 
enkrat. Zmogljivost računalnika vpliva tudi na maksimalno hitrost, ki jo pripišemo 
mobilnemu robotu. Večja kot je zmogljivost računalnika, večje maksimalne hitrosti lahko 
dodeljujemo mobilnim robotom.
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5 Zaključki 
Magistrsko delo obravnava navigacijo mobilnih robotov na osnovi sledenja s kamero in 
primerja obnašanje robotov v realnih in simuliranih scenarijih. 
1) Zasnovali smo sistem za navigacijo mobilnih robotov na osnovi sledenja s kamero.  
2) Pokazali smo, da sta odprtokodna knjižnica Alvar in platforma za simulacije robotov 
ROS primerni za navigacijo mobilnih robotov v industriji. Z omenjenima orodjema je 
možna uspešna navigacija mobilnih robotov po prostoru brez in z ovirami z ustrezno 
natančnostjo končne pozicije, ki je manjša od 10 cm.  
3) Dobljeni rezultati kažejo da se z zahtevnostjo scenarijev, zmanjša efektivnost 
navigacije. Največje odstopanje od idealne poti naraste iz 15% dolžine poti na 30% 
dolžine poti pri zahtevnejših scenarijih. 
4) Ugotovili smo da prenizka ali previsoka maksimalna hitrost rezultira v poslabšanih 
rezultatih simulacij. Pri prenizkih hitrostih (~0.1 m/s) vozijo mobilni roboti tudi do 80% 
poti izven idealne poti medtem ko pri previsokih hitrostih (>1 m/s) tvegamo trk 
mobilnega robota ob oviro. 
5) Opaziti je, da je efektivnost tipa simulacije neodvisna od maksimalne hitrosti robotov. 
Odstopanje realne simulacije je ne glede na hitrost večje za vsaj 10% dolžine poti, 
odstopanje simulacije z oznakami pa okoli 5% glede na dolžino idealne pot. 
6) Opazili smo, da je eden glavnih parametrov pri natančnosti simulacij zmogljivost 
računalnika. Od zmogljivosti računalnika je odvisna natančnost ciljne destinacije 
mobilnih robotov, kot tudi zmožnost izračuna poti za zahteven scenarij. Večja kot je 
zmogljivost računalnika, bolj zahtevne poti lahko mobilni robot opravi. Z večjo 
zmogljivosti je možno hkrati poganjati tudi večje število robotov.  
7) Končni izdelek predstavlja prototip sistema navigacij mobilnih robotov na osnovi 
sledenja s kamero, ki ima potencial v prihodnosti nadomestiti AGV-je.  
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V industriji predstavljajo mobilni roboti enega izmed ključnih korakov pri avtomatizaciji 
pametnih skladišč in tovarn. Uporabljajo se predvsem za interno logistiko. Največji problem 
mobilnih robotov predstavlja orientacija robota v prostoru in upravljanje z objekti s pomočjo 
aktuatorjev. Z vpeljavo sistema s sledenjem na osnovi  kamere je omogočen sistem za 
orientacijo, navigacijo in medsebojno komunikacijo več mobilnih robotov na podlagi 
kamere in glavnega strežnika. S takim sistemom lahko orientiramo mobilne robote v 
nepredvidljivem okolju. Tako spremembe delovnih prostorov, moteči dejavniki (ljudje v 
tovarni) ali pa nesreče ne ovirajo logističnih enot v tovarni, kar naredi sistem na osnovi 
sledenja s pomočjo kamere smiselno investicijo v prihodnost tovarne. 
 
Predlogi za nadaljnje delo 
 
Eden izmed predlogov za nadaljnjo delo je implementirati v sistem večje število robotov in 
jih poskusiti simultano navigirati. Treba bi bilo postaviti zahtevnejše scenarije, kjer mobilni 
roboti dobijo za izvršbo cel niz nalog. Tako bi lahko scenariji potekali več ur, opazovati pa 
bi bilo treba ali se lahko ustvari pametno okolje, v katerem se roboti izogibajo drug drugemu 
in opravljajo naloge. Pozorni bi morali biti tudi na mejne scenarije, v katerih robotski sistem 
sam ne najde rešitev, saj bi s tem lahko izboljšali navigacijske algoritme. Eden izmed večjih 
korakov za nadaljnje delo pa je implementacija večjega števila kamer, s katerimi bi si 
konkretno povečali vidno polje. Kamere bi bilo treba povezati v celoto in navigirati na več 
področjih več robotov simultano, pri čemer bi ROS sistem vsako področje lokalno in 
globalno navigiral preko svojih lokalnih kamer. 
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