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Abstract: In most of the existing geographical forwarding methods of Vehicular Ad
hoc NETwork (VANET), a node periodically sends “hello” messages to determine the
positional information of its direct neighbors. Each node stores and maintains more
or less accurate information of its direct neighbors in a table. However, due to high
mobility vehicles and traﬃc congestion the stored neighbors information is quickly
outdated, failure notiﬁcation increases signiﬁcantly, and leading sub-optimal path.
Furthermore, the transmission of periodic “hello” messages and table maintenance
consume resources, which is not suitable for sensitive VANET. In this paper, we
propose a geographical forwarding mechanism based on Multi-criteria Receiver Self-
Election (MRSE) scheme to ﬁnd best next hop without sending the periodic “hello”
messages and maintaining neighbors information in the table. The selection of best
next hop is based on the multi-criteria waiting function. In this function, the four
key parameters including link life time, optimal distance from sender to receiver,
optimal transmission range, and received power are determined to enable the next
candidate node to make packet forwarding decisions. The simulation results show
that the MRSE scheme performs up to 22% better in terms of packet delivery ratio
as compared to some existing schemes. In terms of average delay, MRSE scheme
performs best, with as much as 81% decrease compared to some existing schemes.
Keywords: Vehicular Ad hoc Networks, VANET Routing, Geographical Forwarding,
Multi-Criteria Waiting Function.
1 Introduction
Vehicular networks are emerging as a new promising ﬁeld of wireless technology, which aims to
deploy vehicle-to-vehicle and vehicle-to-infrastructure communications for diﬀerent applications
such as roadway safety, dynamic route planning, mobile sensing, and in-car entertainment. Vehic-
ular Ad hoc NETworks (VANETs) provide true ubiquitous communication networks with great
features as these networks are self conﬁgurable, infrastructureless, and rapidly deployable. These
promising applications and features of VANETs require an eﬃcient routing protocol for vehicle-
to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communications. Because of the unique
characteristics of VANETs i.e., highly dynamic topology, frequently disconnected network, and
various communications environments, the traditional mobile ad hoc network (MANET) routing
protocols such as AODV [1], DSR [2], OLSR [3] are not suitable in VANET. The main problem
in VANET is route instability, leading to frequent route breaking due to high vehicle speeds and
traﬃc congestion in urban environments. The geographical routing protocols such as GPSR [4],
GFG [5], GOAFR [6], GPCR [7], GpsrJ+ [8], GeoCross [9], FAST [10]and oﬀer a suitable solu-
tion to handle these problems. However, the geographical forwarding in these protocols do not
perform well if they cannot ﬁnd next hop due to high mobility.
Proposed recovery strategies [4,7] of geographical routing protocols in the literature are not as
eﬀective in high mobility where the network topology frequently changing. Figure 1 shows that
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route breaks between nodes S and A are due to either high mobility or staleness of neighborhood
information. In this case, node B should be used instead of A to forward data packets to
destination node D. Initially, the route S ! A! D established at time t, and the route breaks
when node A moves out of the transmission range of node S after time t+t. Despite the better
path stability of geographical forwarding methods, these methods still do not perform well in
city environments ( [11, 12]).
(a) Sending message at time t (b) Sending message at time t+ t
Figure 1: Frequent route breaking in high mobility using traditional node centric routing proto-
cols
Existing geographical forwarding methods [13–16] use one, two, or three criteria based for-
warding scheme to select best next hop. These methods do not consider error-prone wireless
channels, low connection time between vehicles, and optimal transmission range. For example,
the hop-count based greedy geographic forwarding approaches [4, 17, 18] has received a great
deal of attention in the vehicular ad hoc networking research community. These forwarding ap-
proaches have shortcomings due to sub-optimality of packet forwarding, a transmitter tends to
select node with poor link quality. As a result, many data packets are dropped and the overhead
increases signiﬁcantly due to route failure and repair notiﬁcation. For this reason, there has been
a growing acceptance that the traditional purely greedy forwarding approaches are not optimal in
most practical settings where the unit disk assumption or a perfect reception-within-range does
not hold true. Some link-aware routing schemes have been recently reported [19–21]. However,
the trade-oﬀs between greediness and link quality has not been thoroughly studied. Further-
more, high mobility shortens the link duration between vehicles in the vicinity and might lead
to performance degradation of the network. Therefore, in packet forwarding link life time should
be considered to give higher priority to a candidate node which has higher link duration with
the packet carrier node.
Moreover, the nature of traﬃc distribution in vehicular environments is heterogeneous (sparse
and dense). In dense environments, routing protocols suﬀer from high over head due to proac-
tive hello message broadcasting. The transmission of periodic “hello” messages under increased
congested network consume resources, which can signiﬁcantly aﬀect the performance of VANET
routing protocols on road segments especially during peek working hours in urban environment.
Figure 2 illustrates this problem with the help of simple city scenario. The source node S broad-
casts “hello” messages to direct neighbors to ﬁnd routes for destination node D. Flooding may
be required to get updated routing information. Each neighbor node transmits its own informa-
tion including location and IP address to neighboring nodes. If there are only a few nodes on
road segments, the messages can easily be forwarded to next hops within a short time. How-
ever, in case of traﬃc congestion, the average delay signiﬁcantly increases because each node is
transmitting information at the same time.
The greedy forwarding mode of geographical routing protocols such as GPSR [4], GDBF [16],
GPSR+AGF [22], GRANT [23] handle traﬃc congestion in such a way that the neighbor node
which is closest to destination node is selected to forwarded messages. For example, as shown in
the hatched area in Figure 2, node N1 forwards a message to N2 as N2 is the shortest distance
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from destination node D. In the ﬁrst transmission, the total number of nodes transmitting
“hello” messages with each other is nine and each node also maintains it’s routing table before
forwarding this message to the next available node. N2 forwards the message to destination node
via N3 and N4. Finally, the source node S establishes the route for destination node D through
nodes N1 ! N2 ! N3 ! N4. The routing table of each node is updated every time they receive
new messages in a congested network. As a result, the performance of packet delivery ratio and
average delay are signiﬁcantly aﬀected.
Figure 2: Traﬃc congestion problem in city scenario
In this paper, we have proposed a Multi-criteria Receiver Self-Election (MRSE) scheme to
tackle the issues of high mobility and traﬃc congestion by suppressing the “hello” message and
giving packet forwarding decision to the candidate receivers. In self-election process, a multi-
criteria waiting function uses four key parameters such as link life time, optimal distance from
sender to receiver, optimal transmission range, and received power to determine the best next
hop from all neighbors nodes. We assign the diﬀerent weight values dynamically to each param-
eter and the next hops will use the same values of these parameters. It works as, the greater
weight value has more impact than the parameter has in the self-election scheme. In previous
schemes [14,15,24], the static values are used for these factors. However, we have determined and
adjusted the weight values according to the local traﬃc density information. This information is
determined by calculating the number of nodes within the communication range of transmitter.
The MRSE allows for the transfer of data packets quickly between intersections (streets) which
signiﬁcantly improve routing performance.
The rest of this paper is organized as follows, Section 2 presents the proposed multi-criteria
receiver self-election scheme, its design, an example of an urban VANET scenario, and optimiza-
tion. In Section 3, after describing an evaluation methodology, we present the performance anal-
ysis of the proposed scheme with two related receiver self-election and source selection schemes.
The paper is concluded in Section 4.
2 Proposed Multi-criteria Receiver Self-Election Scheme
In this section, we present Multi-criteria Receiver Self-Election (MRSE) Scheme to determine
the best next hop from all potential candidates. MRSE is a distributed process where the next
relaying node is selected using four criteria including link life time, optimal distance, optimal
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transmission range and received power for non-uniform radio propagation in vehicular networks.
We used IEEE 802.11 DCF (distributed coordination function) RTS/CTS (request-to-send/clear-
to-send) frames [25] to select a best next hop with less overhead.
2.1 Receiver Self-Election using RTS/CTS
It has already been discussed in literature that the route breaks due to high mobility and
the network becomes congested through the frequent sending of “hello” messages. Our proposed
MRSE scheme is based on a receiver side relay election approaches [13–16, 24] that selects al-
ternative nodes to handle route breaks caused by high mobility and implicitly eliminates the
overhead by frequently sending “hello” messages. First, sender node broadcasts the RTS frame
including the positions of the sender and destination nodes to all neighbors. Each receiving node
calculates a waiting time, and this waiting time is sent back as a reply the CTS frame to the
sending node. A waiting time assigned to each node basically determines how close to perfect
this node is as best next node. The assignment of waiting time depends on the multi-criteria
parameters that we will explain in Section 2.2. The node with the shorter waiting time will be
considered as best node and will answer ﬁrst by replying CTS to sender node. In the next step,
the sender starts forwarding the data packets and receiver node acknowledge the data by sending
ACK frame. Figures 3(a)-3(d) illustrate the whole procedure with the help of city scenario.
In Figure 3(a), node N receives a message from source node S for destination node D, looking
to forward a message to the best next hop. This node broadcasts an RTS frame including its
current position, the position of the destination node, and the transmission time of the RTS
frame. The neighbor nodes calculate their waiting time to reply to node N by sending a CTS
frame once they receive the RTS frame. The nodes that are farther from the destination node
than the sender are not involved in this process, for example node N4 in Figure 3(a). Node N1
is closest to the destination and has a shorter waiting time (0.007ms), thus it replies with CTS
ﬁrst to node N . Nodes N2 and N3 will automatically cancel their timers when they overhear
the CTS from N1. Furthermore, the neighbor nodes of N1, which are A and B, will not send
any messages before the transmission is completed. The neighbor list updates accordingly, if any
node moves out of the communication range of node N . Node N starts sending data packets
after receiving the CTS from N1. At the same time, the neighbor nodes (i.e., N2, N3) of N will
not send any messages until N1 ﬁnishes sending the ACK frame to N . In this example, we have
(a) Broadcasting RTS frame to all
neighbors
(b) Reply as CTS frame
(c) Sending Data packets (d) ACK frame
Figure 3: Multi-criteria receiver self-election example
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illustrated how the best next hop can be eﬀectively selected without sending “hello” messages in
forwarding method.
The following is the proposed MRSE algorithm using multi-criteria parameters. In this algo-
rithm, we have used three types of times such as (1) RTS , CTS , DATA, and ACK shows
time to transmit RTS, CTS, DATA, and ACK frame; (2) i shows waiting time of a node node
ni; and (3) Time to Live (TTL) of data packet. Initially, sender node nc looking for the next
hop broadcasts a very short RTS frame including its positions and position of destination node.
Each neighbor node call waiting function and calculate its waiting time i which is set using
weight values according to local density information. If a node is still receiving data packet then
postpone transmission for DATA and RTS frame. A node which has less waiting time will ﬁrst
send-back a CTS frame to node nc and other node automatically discard their timers. After
receiving CTS frame, the node nc will send DATA to best next node. Finally, current node will
send ACK frame to complete transmission. This step continues until the data packet will reach
at destination node.
Notations:
RTS ;CTS ;DATA;ACK : time to transmit forRTS;CTS;DATA; and
ACK frame
i = waiting time of node ni
pi = position of node ni
pd = position of the destination node
nc = current node ID that nds next hop
T_FLAG = Transmision status; (True=False)
Proposed MRSE Algorithm:
1 : Initialy T_FLAG set to True
2 : if(T_FLAG & Receiving RTS(pi; pd;DATA) from node nc then
3 : Call waiting function and calculate i
4 : Set timer to i using weight values according to local density information
5 : if(RTS frame transmission complete) then
6 : Set T_FLAG to True
7 : else
8 : Postpone transmissions for DATA +RTS
9 : Set T_FLAG to False
10 : end if
11 : else
12 : if(T_FLAG & Receiving CTS(nj ; nc;DATA) from node nj before the
timeout) then
13 : Cancel timer =nj is the best next hop candidate  =
14 : if(CTS frame transmission complete) then
15 : Set T_FLAG to True
16 : else
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17 : Postpone transmissions for DATA
18 : Set T_FLAG to False
19 : end if
20 : else
21 : if(T_FLAG & Overhearing DATA from node nc) then
22 : if(DATA transmission complete) then
23 : Set T_FLAG to True
24 : else
25 : Postpone transmissions for ACK
26 : Set T_FLAG to False
27 : end if
28 : end if
29 : Upon timout :
30 : Broadcast CTS(ni; nc;DATA) = ni is the best next node  =
2.2 Multi-Criteria Waiting Function
In this section, we illustrate how the waiting time is determined which is based on multi-
criteria waiting function to select the best next hop. In multi-criteria waiting function, we try
to achieve the following objectives:
1. The best next hop should reply ﬁrst with shortest time.
2. To avoid time collisions of second best next hop, the waiting time diﬀerence should be
reasonable.
3. The waiting time should not be too long that creates unnecessary delays.
Four key parameters, including link life time, optimal distance from sender to receiver, op-
timal transmission range, and received power are used to achieve these goals. Finally, diﬀerent
weights are assigned and dynamically adjusted based on the traﬃc and network conditions.
Link Life Time
The link life time estimates the link quality of the wireless channels between each vehicle.
This duration represents the minimum time in which two direct neighbor vehicles can exchange
information with guaranteed delivery. Since vehicles are travelling at high speed, this time
interval can be very short. Therefore, we place a great deal of reliance on this time interval to
give higher priority to those nodes whose connection time lasts longer. We consider the distance
between two nodes as the distance between two vectors rather than the distance between two
static points. The position vector of !pi of each node Ni is deﬁned by the following equation:
!
pi = (xi + xt; yi + yt) (1)
where t is the time since the initial position and speed vector of node Ni were
!
pi = (xi; yi)
and !i = (ix; iy) respectively. The function of the distance square 2(t) is deﬁned as:
2(t) = (
!
p1x  !p2x)2 + ( !p1y   !p2y)2 (2)
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2(t) = [(x1   x2) + t(1x   2x)]2 + [(y1   y2) + t(1y   2y)]2 (3)
Suppose x = (x1   x2); y = (y1   y2); sx = (1x   2x); sy = (1y   2y), by putting
these values in Equation 3, we have the simpliﬁed form of distance function 2(t) as follows:
2(t) = (2x + 
2
y) + t
2(2sx + 
2
sy) + 2t(xsx + ysy) (4)
The Equation 4 is second degree polynomial that only assumes non-negative values. There-
fore, the smallest value of 2(t) occurs when its derivative 20(t) equals to zero and the value of
t is determined as:
t =
 (xsx + ysy)
(2sx + 
2
sy)
(5)
The t gives the two types of connection times, if the value of t is positive then the nodes
are getting closer to each other; if negative, the nodes are moving away from each other. We
calculate the link life time until the node goes out of communication range.
Optimal Distance from Sender to Receiver
This parameter determines the optimal distance between a sender node S and intermediate
node Ni for destination node D. A single criteria receiver election schemes [13, 14, 17] usually
used this parameter. The optimal distance is deﬁned as follows:
di = dSD   dNiD (6)
where di, dSD, and dNiD are the distances between nodes S-Ni, S-D, and Ni-D respectively.
These distances actually denote the progression towards the destination node, if node Ni is the
next hop and closest to the destination.
Optimal Transmission Range
The optimal transmission range fi of a node Ni describes the probability that the data
packet is successfully received by a node. Wireless channels are error-prone and do not provide
any guarantee that signals out-side of particular range will successfully transmitted. There are
many factors that may obstruct the radio signals. For example, a node away from the nominal
range may receive a RTS frame but may not receive data packets successfully. This problem
happen in real wireless radios channels because it does not follow unit disk assumption [26].
To ﬁnd the optimal transmission range, we use a translation function proposed by [24]. In
this function, the distance from the sender node is used as an input and the optimal transmission
range is the output. For example
ftrans(x) =
8<: x+Rtd if x  Rot x+Rmax if x > Rot (7)
where Rot shows the optimal transmission range of a sender node, Rmax the estimated max-
imum transmission range with acceptable error rate, and Rtd is the translation distance. For
more dynamic results, these parameters can be set according to the network conditions in the
area.
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Received Power
The received power pi of sender node provides signals with real channel quality. Many
researchers are trying to calculate the optimal transmission range with received power. However,
diﬀerent obstacles such as big buildings, trees, advertisement boards, traﬃc lights, etc may block
the radio signals in the real-life deployment of V2V and V2I communications. The received
power at a particular node can diﬀerentiate the nodes at comparable distances. The reasoning
is that if the vehicle is moving, the quality of the reported data is not aﬀected by the received
signal power; however the real reason is that the distance travelled by a vehicle is negligible when
it receives the RTS frame.
Finally, the multi-variable function is used and customize it into a four variable polynomial
of the selected parameters. The waiting time of any node ti returned by this function within the
time interval [0; Tmax] (where Tmax is the maximum waiting time) is determined as:
f(ti; di; dSNi ; pi) = At
w1
i d
w2
i f
w3
i p
w4
i + Tmax (8)
where A =  Tmaxtw1maxdw2maxfw3maxpw4max and wi(i = 1; 2; 3; 4) are the weights of each parameter. The weight
values of these parameters are adjusted using the mapping function proposed by [14]. In mapping
function, the main objective is to compute a single ranking scale through the use of an aggre-
gating function that weighs all criteria into a single unit. We assign the diﬀerent weight values
dynamically to each parameter and the next hops will use the same values of these parameters.
It works as, the greater weight value has more impact than the parameter has in the self-election
scheme. In previous schemes [14, 24], the static values are used for these factors. However, we
have determined and adjusted the weight values according to the local traﬃc density information.
Each node independently computes the weight values according to the number of vehicles within
its radio coverage. This local traﬃc density information is estimated based upon each node’s
Contention Window (CW). According to the Ke, et al. [27] the value of CW is higher in heavy
traﬃc density, which means that frequent retransmission occurs between contending nodes due
to an increase of the probability of collision. On the contrary, lower CW implies that the light
traﬃc density. Accordingly, when vehicles within the communication range of the source receives
RTS frame, they simply check their CW in order to dynamically adjust the weight values. It is
note worthy that this method of dynamic weight adjustment does not generate any network and
computational overhead.
2.3 Impact of Multi-criteria Waiting Function
The main purpose of using multi-criteria waiting function is to determine a single value based
on the above mentioned key parameters. An optimal decision is taken based on this ﬁnal single
value. The impact of multi-criteria waiting function is compared with forwarding progress only,
as shown in Figures 4 and 5. The waiting times are determined when vehicles receive an RTS
frame request between transmitter at position (0, 0) and destination at position (600, 200). As
Figure 4 shows the forward progress without multi-criteria also determined the waiting time out
of the transmission range that may cause the loss of many data packets. The waiting time value
is around 0.9 seconds and the transmission range is more than 400 meters in this case.
The Figure 5 shows the nodes waiting time using proposed MRSE when an RTS frame is
received from diﬀerent positions near the transmitter. We adjusted weight values w1, w2, w3,
and w4 according to the network condition in multi-criteria waiting functions, in this example
the weight values are w1 = 0:45, w2 = 0:3, w3 = 1:4, and w4 = 0:02. We considered the optimal
transmission rage to be 300m. However, we did not assume perfect reception due to interference
generated by the urban environment. We used a Shadowing propagation model proposed by [28]
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Figure 4: Waiting time using forwarding progress only
to calculate the received power. The Figure 5 illustrates the shortest waiting time and optimal
transmission range using the proposed MRSE scheme with four key parameters. In case of four
criteria waiting function, the waiting time is around 0.5 seconds within transmission of range
285 meters. The results show that the proposed MRSE prefers nodes with optimal transmission
range and shortest waiting time as compared to forward progress method only.
Figure 5: Waiting time using four criteria (link life time, optimal distance from sender to receiver,
optimal transmission range, and received power) waiting function
3 Performance Evaluation
This section presents a detailed analysis of the proposed MRSE scheme applied to our recently
proposed Reactive Traﬃc-Aware Routing Strategy (ReTARS) [29] for real-time urban vehicular
environments. The MRSE scheme is used to reduce traﬃc overhead in the streets, helping to
transfer data packets quickly. ReTARS leverages prior global knowledge of real-time vehicular
traﬃc to create paths between each vehicle. In ReTARS, the critical decisions are taken at the
road intersections where the decision making node evaluates the best possible routes towards the
destination based on the prior global knowledge of real-time vehicular traﬃc. ReTARS is fairly
well-understood and can be used in this domain because it accommodates the frequent network
disconnections and traﬃc congestion that are observed in many vehicular networks.
All experiments are conducted on a map of Chicago city with simulation dimension 3968m1251m.
The area contains 370 road segments with a total length of 3630394.0 meters extracted from
TIGER/LINE line databases [30]. The main reason for the big area is to test the performance of
MRSE in high mobility and increased traﬃc congestion. The integrated, conﬁgurable, and scal-
able Swans++ simulator [31] with IEEE.11b DCF standard is used to evaluate the performance
of the proposed MRSE scheme. To generate and evaluate a large number of diﬀerent scenarios,
the numbers of vehicles and data packet rates are varied for with obstacles in urban environ-
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Table 1: Parameter values used in simulation for proposed MRSE scheme
Parameter Value
Simulation dimension 3968m  1251m
Simulation area 3630394.0m
Number of vehicles 150, 250, 350
Warning packet size 512 bytes
Normal packet size 1024 bytes
Packet sending frequency 1 per second
Transmission range 400m
Simulation time 400s
Vehicle speed 20-80 m/h
Mobility model STRAW
Routing protocol ReTARS
MAC protocol IEEE 802.11 DCF
ment. The total simulation time for a single ﬂow was 400 seconds which is a reasonable time
for this area of the map and the number of nodes. However, to obtain a more accurate result,
the ﬁrst 100 seconds of simulation are discarded. The STreet RAndom Waypoint (STRAW)
mobility model [32] is used for node mobility. The nodes were placed on the map using the
random placement model and experiment was repeated for 15 ﬂows. In each experiment 10
source and destination nodes pairs with diﬀerent CBR and UDP packets are selected randomly.
In the proposed MRSE scheme, the packet carrier node needs to have both self and destination
locations for packet forwarding purposes. To gain access of such location information, we uti-
lized the implemented scalable and distributed location service in Swans++ packet level network
simulator. Similarly, each node can compute its self direction and speed vectors by using the
implemented street mobility module in Swans++ network simulator. In MRSE, each node in the
radio coverage of the packet carrier node calls the waiting function when it receives a modiﬁed
RTS frame. When a node receives a modiﬁed RTS frame, waiting function is called to compute
waiting time for the selection of best next hop. This setting helps to get more accurate neighbor
information. Table 1 describes the simulation parameters used in all experiments.
3.1 Simulation Results in Urban Environment (With Obstacles Scenario)
The performance of the proposed MRSE scheme is evaluated using PDR and average delay
by varying the number of vehicles for with obstacles urban scenario. Figures 6(a)-6(c) show the
simulation results that determine the PDR of proposed MRSE method by comparing these results
with the two most related receiver self-election schemes [14,24] and source-selection scheme that
periodically send "hello" packets to all neighbors. A slight modiﬁcation of IEEE 802.11 (with
DCF standard) RTC/CST frame is used to select the best next hop using receiver self-election
scheme. As shown in Figures 6(a)-6(c), the PDRs of proposed MRSE scheme steadily increased
from 65% to 81% when node density increased from 150 to 350 nodes.
The PDR of proposed MRSE scheme is consistently higher than Nzouonta et al., Egoh &
De, and source-selection schemes in all cases. This is because the weight values were carefully
assigned to each parameter to compute waiting time. The PDR of Nzouonta et al., self-election
scheme is about 8% to 11% lower than MRSE in all cases. The main reason for the low results
of Nzouonta et al., scheme is the assignment of static weights values to determine a waiting time
using multi-criteria waiting function. The PDR of Egoh & De self-election scheme is apparently
lower than MRSE, which is about 15% when node density is 150, (Figure 6(a)) and 20% in case of
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(a) PDR using 150 nodes (b) PDR using 250 nodes
(c) PDR using 350 nodes
Figure 6: Packet delivery ratio for proposed MRSE, Nzouonta et al., [24], Egoh & De [14], and
Source-Selection schemes for with obstacles scenario
(a) Average delay using 150 nodes (b) Average delay using 250 nodes
(c) Average delay using 350 nodes
Figure 7: Average delay for proposed MRSE, Nzouonta et al., [24], Egoh & De [14], and Source-
Selection schemes for with obstacles scenario
high density, as depicted in Figures 6(b) and 6(c). This is because two criteria based forwarding
node selections, hop progress (greediness) and reachability (link quality) were used to determine
waiting time to select best next hop. Similarly, the PDR of source selection method is lower
than other protocols, as even the PDR starts falling below 50% when the CBR is just around 2
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packets rate/sec. This is due to the frequent broadcast of “hello” messages that each node needs
to create and to maintain a list of neighbors. The overall PDR for all schemes are not so high,
as was expected. The implementation of more accurate RPM with obstacles that reduces the
contention level is the main reason for this low percentage of PDR.
The average delay of proposed MRSE, Nzouonta et al., [24], Egoh & De [14], and source-
selection schemes are shown in Figures 7(a)-7(c). The average delay of the proposed MRSE is
consistently lower than other protocols in all cases. The average delay of Nzouonta et al., receiver
self-election scheme is slightly higher than our proposed MRSE, as even node densities increased
from 150 to 350 nodes. For comparison, Egoh & De receiver-self election scheme has around
7-12 seconds average delay when node densities increase from 150 to 350 nodes, which is about 5
seconds higher than MRSE. Source selection schemes have three times higher delay as compared
to MRSE. The main reason for the better performance of MRSE is the careful adjustment of
weight values to each selection parameter that selects the best next hop candidate within the
shortest time to avoid unnecessary delays. As a result, better link utilization is received for data
transfer. Also, it leads to improved delays as it needs less retransmission and backoﬀs.
4 Conclusions
In this paper, a multi-criteria receiver self-election (MRSE) scheme is proposed to suppress
the sending of periodic “hello” messages that signiﬁcantly degrade the network performance of
end-to-end data transfer rates. The waiting function is deﬁned using multi-criteria parameters to
select best next hop. Four key parameters are used including link life time, optimal distance from
sender to receiver, optimal transmission range, and received power. The simulation results using
packet delivery ratio and average delay show that the proposed scheme oﬀer better performance
as compared to two receiver self-election using RTS/CTS-based schemes and source selection
using “hello” packet scheme. The proposed MRSE scheme forwards data between intersections
(streets) and it performs better in real time urban environments where large obstacles such as
buildings may block radio signals. These results show that distributed applications that generate
moderate or high traﬃc can be successfully implemented in VANETs.
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