We consider a solution xt to a generic stochastic differential equation with jumps and show that for any t0 > 0 xt 0 has a C ∞ density with respect to Lebesgue measure under a uniform version of Hörmander's conditions. Our results are proved subject to some restrictions on the rate of growth of the jump measure near zero and are accomplished using developments of traditional arguments in Malliavin calculus. A key ingredient in our proof is a generalisation of Norris' semimartingale inequality to discontinuous semimartingales. Unlike [8], our results are not confined to finite activity jump processes.
Introduction
This paper focuses on the study of the solution to the stochastic differential equation (SDE) 
where W t ≡ (W 1 t , . . . , W m t ) is an R m -valued Brownian motion on some probability space (Ω, F t , P) and µ is a (Ω, F t , P)-Poisson random measure on E ×[0, ∞) for some topological space E such that ν, the compensator of µ, is of the form G(dy)dt for some σ-finite measure G. The vector fields Z(x) and Y (x, y) ∈ R d , X(x) ∈ L(R m , R d ) for all x ∈ R d and y ∈ E. We will be interested to investigate the fundamental problem of finding conditions under which the law of x t for t > 0 has a C ∞ density with respect to Lebesgue measure. In the continuous case this problem is classical, the pioneering work of Bismut [4] , Stroock [16] [17] provides the well known conclusion that such a density exists and is infinitely differentiable under Hörmander's conditions on the vector fields. The introduction of jumps increases the complexity of the arguments and consequently a totally satisfactory analogue of this result in the jump case is still to be provided. In the early literature, for instance in [2] , it is established that density regularity may be acquired either through the Brownian or the jump component and that these two factors are in some sense separate from one another. In [2] density regularity is established under joint non-degeneracy conditions (which roughly translate to uniform ellipticity on XX T ), improvements to these conditions are made in [11] where the existence (but not regularity ) of the density is proved under Hörmander's conditions. The Malliavin calculus argument for density regularity is usuaully presented in two halves ; first, an integration by parts formula is derived which, on iteration, yields a criterion for the existence of a regular density in terms of the finiteness of the L p norms of a certain positive definite random matrix (referred to as the Malliavin covariance matrix). The second part of the argument seeks to use the conditions on the driving vector fields in order to validate this criterion. The Malliavin covariance matrix in the case of jump diffusion is expressed as the sum of two postive definite random matrices, one which measures the non-degeneracy arising from the Brownian part, and another which comes from the use of perturbations is the Poisson random measure and measures non-degeneracy of the jumps. Since the problem separates out and SDEs inherit their regularity from either the Brownian component or the jump component (and not an interaction between the two) we do not consider perturbations in the Poisson random measure and concentrate on providing non-degeneracy conditions for the diffusion part.
More recent work, mostly notably [8] , [9] and [14] has successfully tried to refine and build upon the existing results. In [8] the result is established under uniform Hörmander conditions together with the restriction that the underlying jump process is of finite activity. The argument proceeeds by conditioning on the jump times and then observing that the conditional process behaves like a diffusion between jumps allowing for the application of the standard diffusion theory to give a density for this process. The regularity of this density is then shown to be inherited by the unconditional process on integrating with respect to the jump times. In this paper we present an extension of this idea which enables us to discard the finite activity restriction.
The crucial ingredient to our argument is a refinement of a classical lemma of Norris (see [11] or [13] ) which plays a pivotal rôle in providing a route from Hörmander's conditions to the finiteness of the moments for the inverse of the covariance matrix. In the case of a continuous semimartingale this results enables us to control the size of the semimartingale through its bounded variation component and the quadratic variation of its martingale component. Our extended result demonstrates that the quality of the bound arising in this result is not affected when jumps are introduced provided that the jumps are bounded in absolute value by some quantity which is small in comparision to the semimartingale. We can then use a more sophisticated version of the conditioning argument present in [8] in which we split the time interval up into subintervals in which the process has only small jumps, the extended Norris estimate then allows us estimate the inverse covariance matrix on the such subintervals. We conclude that Hörmander's conditions are sufficient to provide a C ∞ density for a class of infinite activity jump measures where a constraint is imposed on the rate of accumulation of small jumps, and in the case of more general jumps measures such a result is achievable with some additional regularity on the vector fields. Applications of this work in establishing efficient Monte Carlo routines in mathematical finance have recently been advertised in [5] and [8] .
This paper is organised in the following way. We first present some preliminaries on the Malliavin calculus for processes with jumps, we introduce important notation and present a summary on integration by parts leading to a statement of the best known result which is sufficient to provide a C ∞ density. This discussion follows closely the unpublished work of Norris [10] , however similar arguments are contained in [9] , [11] , [12] and [14] . Secondly, we present our main result but delay the proof until a number of prepara-tory results are established ; subsection 2.1 presents a version of the exponential martingale inequality for jump processes (see [1] or [6] for interesting discussions on ideas of this type) which becomes a vital component for our new version of Norris' lemma, which is then stated and proved. Our final subsection provides detail on how the new version of Norris' lemma may be combined with the conditioning argument to verify the density criterion.
The author would wish to express his gratitute to James Norris and Peter Friz for discussions relating to this subject.
Preliminaries
We will provide a brief overview of the idea underlying the integration by parts formula, this will also provide an opportunity to introduce some notation. Perturbations are made to the Brownian motion and the Poisson random measure in the following ways, first we let r ∈ N \ {0} and let H denote a neighbourhood of the origin in R r . We may then define a function
and, writing E as the disjoint union of two measurable sets E 1 and E 2 , where E 1 may be identified as an open set in R n and G| E1 is assumed absolutely continuous with respect to Lebesgue measure with density g ∈ C 1 (E 1 , (0, ∞)), we may define a family of functions
We then define
and the perturbed process x h t by dx
Since, x h provides a strong solution to (1), we may use Girsanov's theorem to identify a new probability measure P h , with
t , under which W h and µ h have the same law as do W and µ respectively under P. The conclusion of this argument is that the following formula is true under suitable conditions for all
where ,
and Dx t is the solution to the SDE
Allowing π p to denote a generic element of the space
p G(dy) < ∞}, we impose the following conditions
We assume further that
is such that, for some π 1 and π 2 the following are polynomially bounded on R d :
where
as the solutions to the following SDEs
An application of Itô's formula shows that
t , further, a second application of Itô's formula gives
So, by allowing the perturbations to depend on V t as well as t and x t we specify that
Then we see that Dx t = U t (C t + A t ), where
The following result is Theorem 7.7 in [10]
. Then x t has a C ∞ density with respect to Lebesgue measure.
We shall be interested in conditions under which a density arises due to non-degeneracy in the Brownian component and therefore we shall not consider perturbations in the Poisson random measure (v ≡ 0 or , equivalently, E 1 = ∅). This entails A ≡ 0 and conditions 4 to 7 above are redundant. It will therefore suffice to establish the following weaker version of Theorem 1 Theorem 2. Suppose that for all t > 0, for every q > 2, (C 
where we have assumed that
L n we will impose the following condition
We are now in a position to state our main result.
Theorem 3. Let us consider the solution to the SDE
and let E = R n and suppose there exists a constant κ, n ≤ κ < n + 2 such that for any r > κ − n and some C 1 and
Moreover, assume the following conditions
and, there exists some C < ∞ so that for every x ∈ R d and y ∈ E, |∇ n 1 Y (x, y)| ≤ Cπ 1 (y), for every n ∈ N and some π 1 , where, for some α > 0,
Then, for any t 0 > 0 under condition (2) the law of x t0 has a C ∞ density with respect to Lebesgue measure if κ = n.
Remark 1.
We will actually prove a stronger result which may be applied for larger values of the intensity parameter κ in exchange for greater regularity on the vector fields.
Norris' lemma for SDEs with jumps
The first step is to provide an extension of Norris' lemma, which has been proved in [11] and [13] in the case of a continuous semimartingale. This result provides a quantitative means of controlling the size of a semimartingale in terms of it bounded and quadratic variation components. More precisely, it tells us that the set of sample paths on which the semimartingale has large quadratic and bounded variation compoents and yet remains small has small probability. Our first result shows that by introducing a jump component we may retain this bound on the probability provided the jumps are small in comparsion to the size of average value of the square of the semimartingale. Crucial use is made of the following exponential martingale inequality for jump processes with bounded jumps. f (s, y)(µ − ν)(dy, ds) the following inequality holds
Proof. Consider Z t = exp(θM t − α M t ), with 0 < θ < A −1 , and α = θ 2 2(1−θA) . Since for any x ∈ R we have
we may deduce that Z is a supermartingale by writing
and observing that the first term of the product is, by Itô's formula, a non-negative local martingale (and hence a supermartingale) and the second decreases in t. Define the stopping time T = inf{s ≥ 0 : M s > ρ}, then , since E[Z T ] ≤ 1, we may apply Chebyshev's inequality and take θ = δ(ρ + Aδ) −1 to give
Finally, we complete the proof by applying the same argument to −M .
Our analysis will make use on the behaviour of the jump measure near zero and so we make a few remarks now regarding this. Firstly, we shall restrict attention to infinite activity jump processes, the finte rate case having been covered in [8] . We therefore suppose, as in the statement of Theorem 3 that E = R n and that there exists some constant κ, with n ≤ κ < n + 2 for which for every r > κ − n we have for some
(To see the relevence of these conditions the reader should consider the measure defined by G(dy) = |y| −κ dy.) Equipped with these remarks and the previous lemma we are able to prove the following result.
Lemma 2.
Fix ǫ > 0 and t 0 > 0 and suppose that β(t), γ i (t), ζ(t, y), u i (t) and f (t, y) are R dvalued previsble processes for all i ∈ {1, 2, . . . , d}, and that the measure G obeys (4) . Suppose further that the processes ζ(t, y) and f (t, y) are such that there exists a previsible process D t with E[sup 0≤t≤t0 |D t | m ] < ∞ for all m ≥ 2 so that |ζ(t, y)| ≤ |D t |π 1 (y) and |f (t, y)| ≤ ||D t |π 1 (y) for all t ∈ [0, t 0 ] and y ∈ E
, and where we assume that for some α > 0
We may identify some constant K < ∞ and some c > 0 such that π 1 (y) ≤ K|y| κ−n+α for |y| ≤ c, and for 0 < ǫ ≤Kc ζ(s, y)(µ − ν)(dy, ds) (7)
where u(t) = (u 1 (t), . . . , u d (t)), γ(t) = (γ 1 (t), . . . , γ d (t)) and δ > 0. Assume that there exists a p ≥ 2 and a constant d < ∞, not depending on ǫ, such that
Then we can find finite constants c 1 , c 2 and c 3 , which do not depend on ǫ, such that for any q > 8 and any l, r, v, w > 0 with 18r+9v < q−8, there exists ǫ 0 = ǫ 0 (t 0 , q, r, v) such that if ǫ ≤ ǫ 0 < 1 and δw
Proof. Let 0 < C < ∞ denote a generic constant which varies from line to line and does not depend on ǫ. Notice that the hypotheses imply (by Theorem A.6 of [2] ) that
and define
Let ψ = α/(κ − n + α) ≤ 1, then for values of y ∈ E satisfying |y| <Kǫ 3δ/(κ−n+α) we must have π(y) ≤ K(Kǫ 3δ/(κ−n+α) ) (κ−n+α) ≤ ǫ 3δ , and so by assumption (5) on the set {sup 0≤t≤t0 |D t | < ǫ −ψδ } we have
Next, consider the bounded stopping time T = inf s ≥ 0 : sup 0≤u≤s θ s > ǫ −rw ∧ t 0 and observe that we have
where, A 1 = {T < t 0 }, A 2 = {sup 0≤t≤t0 |D t | > ǫ −ψδ } and A 3 is given by
Then, Chebyshev's inequality gives
and on A 3 , by virtue of (5), the processes a ǫ and Y ǫ satisfy the SDEs
We define the following processes
A(s)ζ(s, y)1 {|ζ(t,y)|<ǫ 2δ } (µ − ν)(dy, ds),
f (s, y) 2 1 {|f (s,y)|<ǫ 2δ } (µ − ν)(dy, ds).
and for any ρ i > 0, δ i > 0, i = 1, 2, . . . , 7 define
Then the exponential martingale inequality for continuous semimartingales (see Corol-
Noting that the jumps in P and J are bounded by ǫ 2δ and ǫ 4δ respectively, an application of Lemma 1 gives
For C 2 and C 3 we can use the fact that sup 0≤t≤T |a ǫ (t)| ∈ L p and sup 0≤t≤T |Y ǫ (t)| ∈ L p combined with Lemma 1 to give, for instance in the case of C 2 ,
The second inequality following from Chebyshev's inequality and the first from Lemma 1 with the observation that for
we have
and hence the jumps in L are bounded by ǫ δ on this set. In the same way we discover
We now show that
and since ω ∈ B 1 , sup 0≤t≤T
By the same reasoning we have
and so ω ∈ C 2 means that by choosing δ 5 = ǫ q1 we have sup 0≤t≤T |L s | < δ 5 = ǫ (q/2−r−ν/2)w . Since
and because ω ∈ C 4 we see that sup 0≤t≤T
and so
Since M t and P t are increasing processes we see that for any 0 < γ < T
and hence, by the continuity of these processes, we get
1/2 ǫ −2rw+q1/2 and γ = 2 1/2 (3t 0 + 1) 1/2 ǫ q1/2 , we get M T < ρ 2 and P T < ρ 4 and since ω ∈ B 2 ∪ C 1 we have
q2 . Consequently,
In particular we have |y| < (1 + ǫ −rw )ǫ qw/3 + 2ǫ q2 and for all t ∈ [0, T ] we have
since q 2 < (q/3 − r)w. This implies that
and since ω ∈ B 3 ∪ C 3 we have
Next we observe by using (4), (6) , the fact that sup 0≤t≤t0 |D t | < ǫ −δψ and the definition of ψ that
By Itô's formula we have
for ǫ ≤ ǫ 0 since q 2 − rw > w, q 3 > w, q 1 /2 − 2rw > w and δ > w(κ − n + α)/4α. Finally, by the choice of δ i , ρ i and the assumption that δ > (−r + q/2 + v/2)w (which also implies that δ > −rw + q 1 /2 − q 2 /4 and δ > 2q 2 − 2rw − q 3 ) we see that ǫ 2δ δ 4 < ρ 4 , ǫ δ δ 5 < ρ 5 , ǫ δ δ 6 < ρ 6 and ǫ 4δ δ 7 < ρ 7 . Therefore, our choices for δ i and ρ i enable us to identify constants C i such that for i = 1, 2, . . . , 7 we have δ
More specifically, we see that 
Establishing a C ∞ density
For j = 0, 1, . . . , j 0 set m(j) = 2 −4j and define
As usual we have
. Let U t (ǫ) denote the first variation process associated to x t (ǫ) and V t (ǫ) its inverse. As usual we may define the stopping time
and by choosing 0 < β < km(j 0 ) we discover that P(F ) ≤ P(S < ǫ β ) ≤ Cǫ qβ/2 for ǫ ≤ ǫ 1 for any q ≥ 2 (see [8] or [13] for details), where, as in [8] , ǫ 1 satisfies
Finally , we have for any vector field
Consequently, by examining the form of this SDE and noting the assumptions imposed on the vector fields we see that the hypotheses of Lemma 2 are verified. For instance it is easy to see by using conditions 1 and 2 of Theorem 3 that
and a similar argument pertains to the drift vector field. We note that
Proof. By Theorem 2 it suffices to check that C −1 t0 ∈ L p for all p ≥ 2. Firstly, we define a Poisson process N y on R + for y > 0 by
We may compute the rate of this Poisson process as
We then define R t0 = (sup 0≤t≤t0 U t )C t0 (sup 0≤t≤t0 U T t ) and make the obvious observation that since
Thus, we have that
Then, an application of Theorem 4 immediately gives which is clearly seen to be o(y p ) if
since β and δ may take any values subject to the constraints β < km(j 0 ) and δk −1 > (8 − r + v/2) ∨ ((κ − n + α)/4α), this condition becomes m(j 0 ) > 3 (8 − r + v/2) (κ − n + α) ∨ ( 1 4α ) (κ − n). (see page 28 of [7] [0, t) , and then to notice that {Γ ≤ ǫ} ⊆ {Γ i ≤ ǫ/n, some i}. However, it seems difficult to obtain further improvement using this approach.
