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Abstract 
The goal of this paper is to present practical experiments on broadcasting algorithms on 
a configurable parallel computer based on Transputers. We present briefly the communication 
model of this architecture. Then, we develop some broadcasting algorithms and give experi- 
mental results. 
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1. Introduction 
During the last decade, the number of commercially available distributed-memory 
parallel computers has grown considerably. The researchers have shown the great 
interest of using this kind of computers for accelerating the execution time of 
algorithms. Many of them (Gaussian elimination, iterative systems solvers, etc.) use 
global communication schemes like the broadcast of data. Most practical implemen- 
tations of such algorithms have been proposed on static regular networks of proces- 
sors (namely, hypercube, grid, ring, trees, etc.) [6, 12, 141. 
This paper deals with the analysis of the communications of a real-life massively 
parallel machine in order to propose an efficient practical broadcasting routine. After 
having recalled the broadcasting problem, we present briefly a modelization of basic 
communications on a MIMD parallel computer. This analysis emphasizes that the 
communication time is greatly influenced by the number of links used in parallel. 
Then, we propose various strategies for broadcasting and we compare their imple- 
mentations. 
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We consider in this paper MIMD processor networks containing p nodes connec- 
ted by a configurable interconnection network (which includes any topology of 
bounded degree) [IS]. 
2. Some preliminaries on broadcasting algorithms 
The broadcast routine is very useful for many computations [6, 121. It consists in 
sending a message from a given processor to all the others. According to the usual 
terminology [4], the architecture reference model of the parallel machine that we 
consider is such that parallel communications are allowed inside a same processor, the 
links are full-duplex (bidirectional) with linear communication time (it takes p + TL 
time units to send a message of length L from one processor to any of its direct 
neighbors where fl is the start-up and r the transmission rate). 
This model corresponds to most of the commercially available machines and in 
particular the Transputer-based architectures [7]. The routing is managed by soft- 
ware. However, for some new parallel machines the routing is done by special 
hardware chip, without any intermediate storage between processors [8]. 
The minimal time to send a message of length L using a pipelined mode is [4] 
b(L, H) = (&?i=@ + fl)’ 
for an optimal splitting of the initial message into 
..(L.,=[/~~ 
submessages, where H is the length of the chain of processors (H > 1). 
Obviously, for direct neighbors, the time becomes: b(L, 1) = B + zL. For broadcast- 
ing in any networks, we use the previous technique on spanning trees. We obtain the 
same formula but now, H is the depth of the tree. If A arc-disjoint spanning trees can 
be found, they can be used simultaneously with messages each of size L/A, leading to 
the time: 
3. Communication model 
(1) 
The target machine that we use for our practical implementations is the MegaNode 
which is designed around the Transputer T800 family [lo, 131. The T800 integrates 
a high-performance central processing and communication units. The MegaNode 
architecture is configurable and uses two levels of switching networks (for less than 32 
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processors, we need only one level of switches to communicate). It can realize any 
static configurations of degree at most 4. 
A precise analysis of the communications of L bytes between 2 neighbor proces- 
sors of the MegaNode leads to the following expression [9]: 
bl,j,k + zi,jL, 
where subscript i is equal to 0 for the same level of switches and 1 for different levels, 
subscript j represents the transmission mode (0 for monodirectional 1 for bidirec- 
tional), subscript k is the number of parallel processes created for the management of 
parallel links. 
The values that we have measured are given below: 
P o,o, 0 = 11.5 us, rO, 0 = 1.125 us/byte, 
B 0,0,,=100+176kusfork=1,2and3, zo, 1 = 1.65 us/byte, 
P - 100 + 176kus for k = 1, 3, 5 and 7, 0, 1,k - TV, o = 2.17 us/byte, 
Pl, 0.0 = 11.4 us, z t, 1 = 2.2 us/byte, 
pi, O,k = 100 + 176kus for k = 1, 2 and 3, 
P 1, 1,k - 100 + 176k ps for k = 1, 3, 5 and 7. 
This model of communication shows that the simple linear model is not valid because 
the communication parameters (start-up and transmission rate) depend on the net- 
work characteristics (depth of the spanning trees and maximum parallelism degree). 
Usually, when parameters H and l/d decrease, parameters p and z increase. The two 
terms of the sum in expression (1) of the broadcast time evolve in the opposite 
directions: 
Our aim is to find an efficient broadcasting algorithm which achieves the best 
compromise as possible. Obviously, if the number of processors used for broadcasting 
is lower than 32, we use a mapping of data with only one level of switches. 
4. Description of broadcasting algorithms 
For networks with degree lower than 4, the naive strategy consists in sending the 
whole message (that corresponds to d = 1) pipelined on a ternary tree (in Fig. 1 and 
throughout the paper, the sender node will be represented in grey and for the sake of 
clarity the orientations of the arcs will be omitted). 
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Fig. 1. Ternary tree (40 nodes) of depth 3 
At each time step, a processor receives a packet and sends in parallel 3 times the 
packet just received at the previous step. The broadcast time is 
wh3d2~ + 1) - ii)= (Jd-hm + 1) - ii- wx,o,3 + JGZ)z 
if p < 32 then x = 0 else x = 1 
Let us consider now wraparound meshes of p processors. The diameter of a square 
wraparound mesh is 2L&/21. 
We present briefly 4 arc-disjoint spanning trees of minimum depth 2L&/2] + 1 
using bidirectional links. Each of them is obtained by successive rotations from the 
others. This result improves the results of Bajwa and Seidel [I] which gave 4 such 
trees of depth 3L,,,$/2J. 
We give below the construction of spanning trees of minimum depth for 
& = 4k + 3 (for any integer k) which is the simplest case because L&/2] is odd. If 
& is even the mesh is not symmetric from the sender point of view [9]. In this case, 
we have two kinds of basic trees (and we deduce the two others by symmetry). Fig. 2 
gives the “East” tree. 
The three other trees are obtained by successive rotations over the three other 
directions (North, West and South). The arc-disjoint spanning trees defined pre- 
viously are optimal (in the sense of minimal depth) for every size of square 
wraparound meshes. The proof is straightforward because the depth H of these trees is 
equal to the diameter plus 1 [9]. 
Remark. The 4 bidirectional links are used most of the time. In order to have 
a connection with the host, it is necessary to add an extra processor between the root 
and the host which does not change the depth of the trees. 
The broadcast time is 
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Fig. 2. Minimum depth arc-disjoint spanning tree for a 11 x 11 bidirectional wraparound mesh 
K F I- ?- 8 
Fig. 3. Minimum depth edge-disjoint spanning tree for a 11 x 11 monodirectional wraparound mesh. 
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Fig. 4. Broadcasting on bidirectional wraparound meshes 
We can also use monodirectional wraparound meshes. A solution of the broadcasting 
problem under this assumption has been proposed in [l l] and revisited recently by 
Bermond et al. [3], who propose a solution based on a family of 2 edge-disjoint 
spanning trees of optimal depth equal to &, so as to pipeline half of the message 
along each spanning tree. Fig. 3 details the construction of the west-east tree, the 
other is obtained by rotation). The construction is regular and symmetric, except on 
the border. We have depicted the construction for meshes of sizes equal to 4k + 3, the 
general construction is easy to derive from this basis case [3]: 
The broadcast time becomes 
b($&)=[~~+/~~. 
From [2], we know that for a de Bruijn graph (2,log,(p)) with bidirectional links there 
exist 2 arc-disjoint spanning trees of depth 2 log,(p) + 1 rooted at any vertex and only 
log,(p) + 1 rooted at vertices (00 . 0) or (11 . . . 1): 
b 
( 
$2log,(p) + 1 = 
I( 
J 2log,(P)BX, 1,5 + 
L 2 
Cl 
TX, 1- . 
2 
The binary tree is the simplest structure we can obtain. The broadcast time is 
wmg2(p + 1) - 11) = (Ju0g2(p + 1) - II- l)~~,~,~ + JiiJZ)2. 
5. Implementations 
We give now the experimental results corresponding to the broadcasting algo- 
rithms. First, we compare the broadcast times for various mesh sizes (Fig. 4). 
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Fig. 5. Comparison of broadcasting strategies for small message length. 
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Fig. 6. Comparison of broadcasting strategies for very large messages 
The good relative performances for the 5 x 5 mesh is due to the fact that it is 
contained into only one level of switches. Let us now compare the various broadcasts 
experimentally (Figs. 5 and 6). 
6. Conclusion 
According to the theoretical model, the experiments show that for very large 
message sizes, the bidirectional wraparound mesh topology is the best. However, for 
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message sizes until 7000 bytes the ternary tree is more suitable for broadcasting, then, 
for message sizes between 7000 and 14000, the monodirectional mesh is the best. 
The modellization that we have presented in this paper emphasizes that the 
broadcasting algorithms depend significantly on the architecture and that the basic 
linear model of communication is not sufficient. The main conclusion is that even for 
medium size messages the simple ternary tree is the best practical topology. However, 
the solution with arc-disjoint spanning trees on square meshes (for both monodirec- 
tional and bidirectional cases) can be very useful for many applications like loading 
programs. 
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