All methods of reconstruction of the electron momentum density from Compton scattering data are based on a series expansion of this density in terms of symmetry-adapted surface spherical harmonics (polyhedral harmonics). Owing to the improvements of y-ray and X-ray Compton spectrometers during the last few years, measurements of Compton spectra of single crystals in a shorter time and with higher angular resolution have become feasible. Therefore, in addition to the current studies, an increased number of investigations of a greater variety of crystals with large sets of directional data will soon be performed. This work is at first concerned with the accurate and efficient computation of associated Legendre functions of the first kind, Pf, with high / and m and for the whole range of their real argument, which are needed for the description of data with high angular resolution. We further show that electron momentum densities obey Laue-class symmetries in the case of crystals and point-group symmetries with an inversion centre in general, in absence of external magnetic fields. All necessary information about the polyhedral harmonics belonging to the totally symmetric representations of these point groups is given, with particular emphasis on the group O h for which the hexoctahedral harmonics with I ^ 20 are displayed graphically. In addition, the locations of the extrema on the unit sphere are tabulated.
I. Introduction
Compton scattering of X-ray and y-ray photons has proved to be a very sensitive and useful tool for the investigation of valence electron structure and chemical bonding in matter (for more comprehensive presentations see, e.g. [1] [2] [3] [4] ). From the Compton band in the spectra of such experiments, Compton profiles J(P:) = \iQ(P)dp x dp y (1) as projections of the three-dimensional electron momentum distribution (momentum density) g(p) on the scattering vector k = k 2 -k x can be extracted. The momentum coordinate p : in (1) is oriented in the direction of k, while p x and p v are perpendicular to it, and k,, k 2 are the wave vectors of the incoming and outgoing photons, respectively. If the sample is isotropic (gases, liquids, glasses, powders etc.), the momentum density seen by the Reprint requests to Prof. Dr.-Ing. W. Weyrich, Fakultät für Chemie, Universität Konstanz, Postfach 55 60, D-7750 Konstanz.
experiment is spherically symmetrical, and hence one obtains a directionally independent Compton profile, J(p : ) = l\Q{p)dp x dp y .
(2)
It can be rewritten in spherical momentum coordinates as 00 J{q) = 2*l Q(p)pdp.
q By differentiation of this equation one can calculate the spherically symmetrical momentum density
dJ(p) Q(P) = -T
(4) 2 7zp dp a relationship which was already known to the pioneers in the field [5] and which restricts the spherically symmetrical J (q) to have a single maximum at q = 0 owing to the positive-definiteness of Q(P). If, on the other hand, the specimen is a single crystal, the orientation of the line of projection can be varied with respect to the crystal coordinate 0340-4811 / 85 / 0100-0099 $ 01.30/0. -Please order a reprint rather than making your own copy.
system, and thus the three-dimensional Compton profile function

J{q) = \\\Q{p)&{p-q-q
2 ) dp (5) can be sampled along radial lines q = (q,9 q ,<p q ) with constant orientation 0 q , <p q and variable radial distance q in momentum space. With the choice of q in (5) instead of p. in (1) we have passed from the k coordinate system to the crystal coordinate system.
The Compton profile function J (q) suffices in principle to describe the electron momentum properties in three dimensions. The directional dependence of the kinetic energy T e of the electrons, for example, can easily be evaluated from J (q), and the tensorial property of T e [6] [7] [8] imposes not only experimentally interesting general restrictions on J (q) [8] in addition to some special cases [9] .
Nevertheless, it is desirable for a more direct interpretation and understanding to obtain the electron momentum distribution g(p) itself. In order to achieve this, the integral equation (5) has to be solved. The first solution to this problem is due to Mijnarends [10] [11] [12] and has been applied to positron annihilation data of some metals [13] [14] [15] as well as to Compton profiles of diamond and silicon [16, 17] . An improvement of the method of Mijnarends has been suggested by Majumdar [18] , A second approach based on the differentiation and Fourier transformation of Compton profiles has been introduced and tested by Mueller [19, 20] on silicon data measured by Reed [21] , Our method [22. 2, 23-26] is closely related to the latter approach, but avoids the drawback of differentiation of experimental data and does not restrict itself to the anisotropic part. It rather uses the full Fourier transform of g(p), the reciprocal form factor B(r), and thus allows at the same time an analysis of the momentum space information in its position space representation.
The aim of the present series of papers is to summarise and to extend our work [2, 25, 26] on that method. It will, at the same time, form the basis for future three-dimensional studies which have become feasible and desirable following experimental improvements both with y-rays ( 241 Am [2. 25, 27-32] , 198 Au [33, 34] ) and X-rays [35] .
The present Part I deals with the series expansion of g(p) as the common basis of all the above mentioned reconstruction methods followed by a presentation and discussion of the surface spherical harmonics which are symmetry-adapted to the Laue class O h (hexoctahedral harmonics).
The forthcoming Part II will compare the reconstruction methods, specialise on the method via the reciprocal form factor with its mathematical details and analyse the propagation of experimental errors and the question of the best choice of directions 0 q , (p q in the experiment.
Part III will be devoted to the three-dimensional momentum density and the reciprocal form factor of crystalline lithium fluoride.
II. The Single-Centre Expansion
The common basis of all methods used so far for the solution of the integral equation (5) is the expansion of the momentum density g(p) into a series of suitable functions. Since g(p) is singlecentred with a dominant spherically symmetrical part, the natural choice is the subdivision of momentum space into radial shells in a spherical coordinate system and the description of g(p) on each shell by a series of angular functions X L (9 p ,cp p ) with weights g L (p),
Ideally the X L should form a complete orthogonal basis set on the surface of the unit sphere, a condition which is fulfilled both by the complex 
surface spherical harmonics (Kugelflächenfunktio-nen*) with /= 0,1,2 and -l^m^l. In quantum chemistry the former are often called "spherical harmonics" (although this name covers the whole * The nomenclature is so inconsistent and hence conceptually misleading in literature that for our field we propose a standardised bilingual terminology which deviates as little as possible from traditional mathematical usage. 
cf. Hobson [36] , p. 119; "Kugelfunktionen"), the latter "surface harmonics" as the second possibility to abbreviate the complete name. Note that we normalise, in agreement with Mijnarends [10] [11] [12] , all surface spherical harmonics to An in order to facilitate the analysis of the magnitude of the q l (p) in relation to g(p) itself.
III. Computation of the Associated Legendre Functions
The PT are the associated Legendre functions of the first kind (zugeordnete Legendresche Kugelfunktionen erster Art) defined via the Legendre
for real -1 ^ .v ^ 1, the phase factor chosen following Hobson [36] , Magnus et al. [37] , Abramowitz and Stegun [38] , and Gradshteyn and Ryzhik [39] *.
* "There is considerable variation in the notation employed by writers on the subject with reference to the associated Legendre's functions." (Hobson [36] .) This is still true for the phase factor. Rose [40] . Messiah [41] , Spain and Smith [42] , Kara and Kurki-Suonio [43] as well as Korn and Korn [44] omit the factor (-1)'" in (11); only [40] [41] [42] [43] introduce it in (7) instead, while neither of [43, 44] compensates it in (8). Sneddon [45] hold. It would be very unfortunate if such a sign confusion would persist in our field, since tables of the Qi(p) and B L (r) will be a useful and concise means of reporting experimental and theoretical three-dimensional data. Because of the phase factor question also special care is necessary when formulae for complex arguments z are to be used for real arguments .v.
For negative m, (11) implies an w-fold integration, while (12) treats negative m by a reduction of the number of differentiations. Between positive and negative m the relations
and hence
The associated Legendre functions P™ can be represented as hypergeometric functions 2 Pi in 36 different ways [37] , a very popular one of which is
(cf. Ref. [38] , (8.1.2) and (15.4.17) ). By use of (13) and the relation (see [37] , p. 152)
it can be rewritten as
Mijnarends [10] [11] [12] and Hansen [23] have employed this equation for the computation of Pf (x), Mijnarends with omission of the factor (-l) m because of even m. There further exist the recursion equations (see [37] , p. 171)
and
which, starting from PQ= 1, P°\ = x, are numerically reasonably stable for not too high / and m and have been used by us earlier [25] ; the undetermined 0/0 of (19) for P"' + l (x) at .v = ± 1 can be overcome by
Not only the recursion formulae (18) and (19) tend to have numerical instabilities because of differences between almost equal numbers. Such differences occur in all algorithms known to us for the computation of the Pf. Written as an explicit hypergeometric series, the 2 F\ in (17) 
i.e. a polynomial in (1 -x)/2 of degree /-m with alternating signs. The differentiations of (12) can be carried out in closed form and yield
2k-I-m per Compton profile enables us to analyse finer details of the momentum density g(p) and the reciprocal form factor B(r) [25, 26] , Such an improved experimental level naturally requires an increased effort, which has been cited in [4] as "a patient endeavour unlikely to be equalled", but which, we can say, is worthwhile and is certainly going to be the future standard. The description of high angular resolution data requires high / and m in the Pf and a large number of terms in (6) . Hence it is important to care about numerical reliability and efficiency in the computation of the Pf.
For small pole distances 9, i.e. . Y = cos 9 close to + 1, the argument (\ -x)/2 of (17) and (20) issmall, and the finite series converges rapidly. Hence numerically accurate results are obtained. With increasing pole distance 9, however, (1 -x)/2 gets larger, and the series (which is, at the same time, a Taylor expansion around 0 = 0) becomes numer-* Note that the first part of Eq. (8.812) of [39] is in error by using (l-m +j + 1); cf. [36] , p. 95, Eq. (11).
ically very ill-behaved for higher 9. At 9 = n, the series is even singular for complex arguments and indices z, /., p (cf. [38] , (8.1.2)). It was this numerical instability which led us to deal with PT in more detail. Since, at the same time, the polynomial in (1 -x)/2 requires the computation of approximately twice as many terms (analytically the wrong powers of ,v cancel), we can only advise against this algorithm.
Our algorithm (21) with a polynomial in powers _ v 2k-i-m (cf a]so [36] p . 95, (9) and [39] ? second part of (8.812), for alternative formulations) shows none of these drawbacks. It requires the minimum number of terms and is numerically stable over the whole range 1^x^-1,0^0^7:; only 7 (!) decimal digits are lost in the worst case of P% 0 at the poles.
While there is no doubt that (21) is the most suitable algorithm for the calculation of a single Pf(.v), in (6) a whole series of Pf (.v) with the same argument .v is required. In such a situation, recursion formulae of the type of (18) and (19) are more efficient, provided 9 is not at or close to the poles, where the algorithm of (21) has to be taken.
IV. Symmetry Adaptation
Although the real surface spherical harmonics Sf provide a complete orthogonal basis set for the expansion in (6), it is desirable to introduce the symmetry of g(p) in order also to ensure that the expansion has the right symmetry. In experimentally necessarily finite expansions, the introduction of symmetry reduces the number of independent terms L and hence the required number of sets of experimental data for a certain angular resolution.
Such symmetry adaptations have a long history, which we can only hope to sketch without even claiming to be representative. Our aim is to clarify the origin and the distinction between different types of symmetry adaptation.
On the one hand, we have the point-group symmetry. It was first considered in connection with solutions to the Laplace and the Helmholtz equation with polyhedral boundary conditions (Klein [46] , Goursat [47] , Pockels [48] , Poole [49] , Hodgkinson [50] , Laporte [51] ), in connection with the problem of term splitting when passing from spherical symmetry to another point symmetry (Bethe [52] , see also the whole literature on ligand-field theory), and in connection with the rotational-vibrational spectrum of the methane molecule (Ehlert [53] , Jahn [54, 55] , Hecht [56] , Moret-Bailly [57] , Fox and Ozier [58] ). Systematic group-theoretical studies for a larger number of point groups are due to Laporte [51] , Meyer [59] , Melvin [60] , Altmann [61, 62] , Döring [63] , Bradley and Cracknell [64] , and Kurki-Suonio et al. [65, 66, 43] . Owing to the long period over which the literature is spread, the focus of interest and the formalisms are very heterogeneous. The major differences are the inclusion of powers of the radial distance as the third dimension (solid spherical harmonics, "Kugelvolumenfunktionen" V) or exclusion (surface spherical harmonics, "Kugelflächenfunktionen" Y), cartesian coordinates (.v, y, z für V, direction cosines x/r, y/r, z/r for Y) or polar coordinates, the group-theoretical method and normalisation factors. The nomenclature for the resulting symmetry-adapted surface spherical harmonics
is also very variable. "Symmetry-adapted functions" [60] is too general, and we therefore use the precise and pictorial name "polyhedral (surface spherical) harmonics" = "polyedrische Kugelflächenfunktio-nen" [49] [50] [51] . They are functions on the surface of the unit sphere and possess the symmetry of a polyhedron. The name of the polyhedron specific for a point group should be chosen according to the nomenclature for the 32 crystal classes in the "International Tables for Crystallography" ([67] . p. 786, Tab. 10.6.1).
There is the space-group symmetry, on the other hand, which imposes additional boundary conditions by its translational operations. The adaptation of functions to the symmetry of a space group has been introduced in connection with the theoretical calculation of the electronic structure of solids (Wigner and Seitz [68] , Bouckaert, Smoluchowski and Wigner [69] ) and has been further developed by von der Lage and Bethe [70] , Howard and Jones [71] , Bell [72] and Altmann and co-workers [73] [74] [75] , A position-space function /(r, k) which fulfils the Bloch condition /(#•+ t uew , k) =/(r, k) • exp (ik • t uvw ) (23) in a lattice of translation vectors t uvw can be expanded in analogy to Eq. (6), but around a multi-tude of centres t urw , in terms of
U I W
The symmetry-adapted, multicentred functions A kL are called "lattice harmonics" ("Gitterkugelflächen-funktionen") following Bell [72] , as clarified by Altmann and Cracknell [74] , If the space group is symmorphic, i.e. does not contain any screw axes or glide planes with their non-lattice translations, then the UVW X L centred at the various t uvw are the polyhedral harmonics X L of the point group [74] , This fact has led to the confusion of using the name "lattice harmonics" for the X L . In the case of asymmorphic space groups, one has to follow a more complicated procedure [75] based on a group-theoretical approach owing to Herring [76] , For a hexagonal close-packed lattice (D$ h = P6 3 /nunc), e.g., the resulting X L are double-centred within the unit cell [75] , i.e. they are not polyhedral harmonics.
Because of the peridocity of the electron position density g(r) in a crystal,
Q(r + t ulH ) = Q(r),
lattice harmonics with k = 0 are the appropriate basis for as series expansion. This is the principle of the method owing to Atoji [77] , which consists of a single-centre expansion of the right-hand side of (25) in a unit cell (or Wigner-Seitz cell) and of a repetition of it with the translational lattice t under fulfilment of the boundary condition of continuity at the cell surfaces. With more than one atom in the unit cell or Wigner-Seitz cell the single-centre expansion converges very slowly, and the cell boundary conditions are involved. Hence rapidly converging expansions around every atom have been introduced (Weiss et al. [78, 79] [91 -93] ), now with the problem of overcompleteness of the basis sets and with similar solutions to it as in quantum chemistry (truncated series, analytical radial functions).
Such a problem does not occur in momentum space. The electron momentum density, n (p), in the repeated zone scheme of the reciprocal lattice,
lik I can be expressed by a well converging series of lattice harmonics (cf. Part II), since the constituent momentum density, g(p), is single-centred. [43, 64, 66] and are based on z as the polar axis. The integer number k is S 0, while the index / is non-negative and even in all cases because of the inversion centre.
Laue class (point group)
Polyhedron Selection rule C, =1 Because of the lack of translational symmetry in g(p), the functions X L in (6) have to be adapted to a pure point-group symmetry and are therefore polyhedral harmonics. (The use of the notion "lattice harmonics" for them is wrong, as explained above.) The momentum density g{p) possesses inversion symmetry in systems which can be described by real position-space wave functions (Löwdin [94] ). Pictorially, electrons follow their trajectories in both directions with equal probability as long as there is no magnetic field; only in a magnetic field there is one direction preferred according to Lenz's rule with a (very small) deviation of g{p) from inversion symmetry [2] , Therefore the point groups which describe the symmetry of g(p) must contain an inversion centre, and for experiments on single crystals the only possible point groups are the 11 Laue classes.
For the Laue classes C,, C 2h , D 2h , C 4h , D 4h , C 3i = S 6 , D 3d , C 6h and D 6h , the symmetry adaptation of the real surface spherical harmonics ST yields index selection rules which are summarised by Bradley and Cracknell [64] and by Kurki-Suonio et al. [65, 66. 43 ] and which we have compiled in Table 1 . Owing to the inversion centre, only even / are allowed; all other selection rules concern the index m (note its definition by (8)). In the notation of (22), the selection rules mean that for every L the sum consists of a single term with C /mL = 1 with an allowed pair of values for the indices /, m\ all other Q'm'z. f°r that L are zero. The index L of the polyhedral harmonics X L is then either represented by the pair /, m, leading to the notation XT, or by / and the current number n of the allowed m with the notation X Ln , or just by the current number L of the allowed pair /, w, i.e. X L . The last two notations depend on the Laue class, and therefore the Schön-flies or Hermann-Mauguin symbol should be attached wherever necessary for clarity. In the Laue class C 2h = 2/m, e.g., the equality X] = Xj^= X% /m would hold for the fourth prismatic harmonic in all three settings.
Before we concentrate on the Laue classes T h and O h , also non-crystallographic point groups should be mentioned. They are collected with their selection rules in Table 2 . They are needed for the series expansion of theoretical momentum densities of molecules (the "partial wave analysis" of Thakkar, Simas and Smith [95] ), but also for the representation of experimental data of samples with macroscopically superimposed non-crystallographic (dis)-order. such as the point group D rh for pyrolytic 150' g) Table 2 . Some non-crystallographic molecular point groups and their polyhedral harmonics with index selection rules for the Sf. For the values of k and / see Table 1 .
Point group Polyhedron Selection rule graphite, or other partially ordered systems such as liquid crystals. For details of the icosahedral harmonics the reader is referred to Laporte [51] , Cohan [96] and Kara and Kurki-Suonio [43] .
Because of the additional rotational axes between the pole and the equator on the unit sphere, the point groups T h , O h and Y h require polyhedral (disdodecahedral, hexoctahedral and icosahedral) harmonics X L which are linear combinations of Sf with fixed / and variable m. The whole family of X L for the cubic crystal classes T, T h , O, T d and O h is called "cubic harmonics" by Kurki-Suonio and coworkers [65, 66, 43] , consistent with our nomenclature, while Fox and Krohn [97] restrict it so far to T d (also "tetrahedral harmonics" [58] ) and O h , and Mueller and Priestley [98] even to O h alone. Von der Lage and Bethe [70] use the term "kubic harmonics" for the lattice harmonics A kL of the space group 0\ = im 3m for k = 0 and k=(n/a)e z .
Since the point symmetry of these two fc-points is O h , their X L are hexoctahedral harmonics. The notation for the polyhedral harmonics has to be X i n or X L with the rules explained above. 
V. The Hexoctahedral Harmonics
These are the polyhedral harmonics of the point group O/, = m 3 m which we have needed in the analysis of our Compton experiments on singlecrystal lithium fluoride (Part III of the present series of papers). First given by von der Lage and Bethe [70] in cartesian form, they can be found as tables of the C /mL in Ref. [43] [97] which allows the computation of the C/mL to 6 decimal digits for / ^ 100. The selection rule for / and n of the X/" can be determined from a table for the point group O by Bethe [52] and Döring [63] and the fact that the additional inversion centre ii> the point group O h eliminates all odd /. If k is a non-negative integer number, then there are k + 1 different n for /= 12 k, k for /= 12A: + 2, and k + 1 for /= \2k + 4, / = 12 £ + 6, / = 12 fc + 8 and /=12Jt+10 each. The resulting sequence of / with increasing L is 0, 4, 6, 8, 10, 12, 12, 14, 16, 16, 18, 18, 20, 20, 22, 22, 24, 24, 24, 26, 26, 28, 28, 28, 30, 30, 30, 32, 32, 32, 34, 34, 34, 36, 36, 36, 36, 38, 38, 38, 40, 40, 40, 40, etc. Difficulties arose during our analysis of the experimental data because of the serious lack of published information concerning the behaviour of the hexoctahedral harmonics on the unit sphere. Such information is important in order to judge whether and to which degree a measurement influences the contribution of a certain X L , and to predict the interpolation behaviour of a particular X L regarding, for example, oscillations which are not sufficiently limited by the experimental data. Already when planning the experiments one should take the angular dependence of the various X L into account, as will be shown in the forthcoming Part II.
For these reasons we display the first 13 aspherical hexoctahedral harmonics (/ ^ 20) as polar contour diagrams (based on a 55 x 55 point mesh, contour determination with a computer program owing to P. Bischof) in Figure 1 a-m. In addition we have determined the location of the extrema in the first octant and collected the angular coordinates in Table 3 , ordered by equivalence under the symmetry operations which are centred in the [1 Illpoint on the unit sphere. From Fig. 1 and Table 3 it can be seen, for example, that X 2 = X^ ] mainly describes the difference between the (100) and (11 Indirections, and that X 3 = X 6 , is then dominated by the <110)-directions, while = ] is determined by the <311) and X 5 = X ]0^ by the <210)-directions. Because of the higher amplitudes with increasing / we had to coarsen the contour scale from L = 7, and for L = 13 and 14 the 6-scale had to be enlarged in order to resolve the finer structure with the given mesh of points.
