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Abstract
The interaction of light and matter is one that is universal in nature and provides
problems to be solved by physicists and chemists alike. This thesis presents a col-
lection of experiments dedicated to understanding the effect of ultraviolet (UV) and
vacuum ultraviolet (VUV) radiation on simple model analogues of biologically and
environmentally relevant molecules. The energy deposited into the molecular system
through this high-energy radiation is typically redistributed by various nonradiative
relaxation processes which take place on ultrafast (femtosecond) timescales. What
these processes are and whether they can be related to the molecule’s structure and
function will be explored in this text. In order to do this, the highly-differential time-
resolved photoelectron imaging (TRPEI) approach was employed in conjunction
with theoretical ab initio quantum chemistry calculations. A specific feature that
is considered throughout this work is the use of short-wavelength exciting (pump)
and ionising (probe) pulses.
Initially, acetylacetone was studied using the TRPEI approach in conjunction
with 267 nm pump and 160 nm VUV probe pulses. The femtosecond VUV laser
pulses were produced using four-wave difference-frequency mixing in an argon-filled
gas cell. These high-energy probe pulses provide a significantly extended view along
the reaction-coordinate of interest, through a deep projection into the ionisation
continuum. This lab-based approach was able to provide quantitative links between
elements of earlier reports on relaxation dynamics in acetylacetone, which sampled
smaller subsections of the reaction-coordinate. Four dynamical processes occurring
on distinct timescales ranging from <10 fs to over 300 ps were identified, including
one signature not previously reported. This work highlights the need for such short-
wavelength VUV probes in photoionisation-based investigations of photochemical
dynamics. Secondly, the non-adiabatic relaxation dynamics of nitrobenzene and
three of its dimethyl-derivatives were investigated using TRPEI and ab initio calcu-
lations to gain insight into the influence exerted by the nitro-group orientation on the
dynamics. Multiphoton ionisation involving two and/or three photons with wave-
lengths centred at 400 nm achieved a high-energy probe and revealed near-identical
dynamical signatures for all four systems, despite the varying effects of steric hin-
drance on the nitro-group. These could be assigned to dynamical processes occurring
on three timescales: sub 30 fs, in the range of 160-190 fs and finally in the range of
90-160 ps, depending on the molecule. Finally, VUV pulses were again employed,
this time as the pump in the study of formamide, N,N-dimethylformamide and N,N-
dimethylacetamide, which are motifs ubiquitous in nature. Dynamical signatures
indicative of rapid relaxation processes were observed on timescales of 10-35 fs and
70-75 fs in all three systems. In addition to the TRPEI results, extensive quantum
chemistry calculations revealed different Rydberg-to-valence evolution behaviour in
formamide and the two larger amide systems.
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Chapter 1
Introduction
1.1 Chemistry and Light
Interactions between photons and molecules are ubiquitous and indispensable in
nature. Without these processes life on earth would be quite different and likely
impossible. Photosynthesis and vision are just two examples of processes in nature
that are triggered by the interaction of a molecule with light. To facilitate vision,
the visual pigment rhodopsin, consisting of the light-absorbing site (chromophore)
retinal bound in the opsin protein, reacts to the absorption of a photon within fem-
toseconds (10−15 seconds). Upon absorption of a photon, the retinal chromophore
undergoes isomerisation from an 11-cis-retinal structure to all-trans-retinal [2, 3],
as illustrated in Figure 1.1. It has been shown that this isomerisation takes place
within 200 femtoseconds [4] and triggers a chain of events which eventually result in
the stimulation of the optical nerve. The rapidity of this process is crucial as it has
been suggested that, if this step were any slower, it might not occur at all. Instead,
competing processes such as energy dissipation to the surroundings [5] would dom-
inate. This fascinating and complex example shows that such ultrafast processes,
triggered by the interaction of a molecule with light, are crucial for life as we know
it.
There is a well established relationship between the function of a molecule and
its structure in biology, but as the example of vision above shows, this relation-
ship is incomplete. Nature is dynamic and therefore such dynamic processes, and
Figure 1.1: The retinal chromophore isomerises from the cis structure to all-trans-
retinal within 200 fs upon interaction with a photon.
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the timescales on which they occur, are fundamental in facilitating the function of
many systems. A remarkable illustration of this in nature is photoprotection, which
is observed in biological structures such as the DNA-bases guanine, thymine, ade-
nine and cytosine, as well as pigments in the skin such as melanin. Solar radiation,
to which we are all exposed regularly, contains considerable amounts of ultraviolet
(UV) light which is known to be harmful and can lead to photodamage [6]. When
UV radiation is incident on systems such as the above, however, it is observed that
depositing these relatively large amounts of energy only rarely results in mutations
or damage to the structure of the molecules [6, 7]. This is because the light absorb-
ing sites in these structures have adapted to dissipate the potentially destructive
energy through efficient and rapid decay pathways. Again, the speed of the pro-
cess is crucial. Slower relaxation dynamics could result in damage to the molecular
structure, which would in turn prohibit the molecule from performing its function.
Biological systems are typically large, complex structures with complex dynam-
ics. It is therefore beneficial to start small and consider only the chromophores or
common motifs in these light absorbing sites. This has been termed the bottom-
up approach [7, 8] and is commonly used to break down the complex dynamics
by studying model -chromophore structures. The findings from studies of the small
model systems can then be collated to model and understand the dynamics in larger
and more complicated biological molecules. Furthermore, by using the bottom-up
approach, key coordinates and substructures that play a role in facilitating efficient
dissipation of any excess energy, can be determined.
Since the advent of ultrashort, pulsed laser sources, it has become possible to di-
rectly probe events taking place on ultrafast timescales. The field of femtochemistry
is concerned with the study of such events, including the breaking and formation
of chemical bonds and even sub-Ångström motions can be detected using ultrafast
laser pulses [9]. Femtochemistry was pioneered by A. Zewail who was honoured
with the Nobel Prize in 1999 for his contributions to the research in this area. The
limitation of ‘traditional’, non-time-resolved spectroscopic studies can be illustrated
using the “arrow of chemistry” (Figure 1.2). Narrow-linewidth lasers can be used
Figure 1.2: An illustration of the “arrow of chemistry”. The reactant and product
are known but the dynamics in between take place on a range of timescales.
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in frequency-resolved measurements to characterise the initial reactants in a photo-
chemical reaction, as they can provide quantum-state specific information. The final
photoproducts can likewise be identified and understood using such methods, but
the dynamical processes involved in getting from reactant A (green in Figure 1.2) to
product B (blue) remain mostly unobserved (as illustrated by the white, ‘unknown’
area in the arrow of chemistry). To obtain the complete picture of a photochemi-
cal reaction the connecting pathways must be observed, recorded and understood.
Time-resolved spectroscopic methods are beginning to be able to achieve this by
taking ‘snapshots’ [9] and creating ‘molecular movies’ [10].
There are various methods which can discern at least part of the molecular
dynamics (see Section 1.3 for examples) but time-resolved photoelectron imaging
(TRPEI) [11–16] of gas-phase molecules is the method of choice for the work pre-
sented here. It has been used in conjunction with ultraviolet and vacuum ultraviolet
light to study various small molecular systems including acetylacetone (Chapter 4),
nitrobenzene and its methyl-substituted derivatives (Chapter 5), and small amides
(Chapter 6). The value of investigating molecular structures in the gas-phase is
related to the idea of the bottom-up approach introduced earlier. The presence of
a solvent will modify the dynamics and results in shifted energy levels, which is
preferably avoided.
The experimental methods employed in this thesis are outlined in Chapter 2.
Furthermore, various computational ab initio approaches were used to support the
analysis of experimental data presented in Chapters 5 and 6. A background to these
theoretical methods is presented in Chapter 3.
Acetylacetone, studied in Chapter 4, is closely related to the chromophore in
avobenzone, a molecule used in commercial sunscreens and enters the environment
through its use in industrial applications. Understanding the ultrafast molecular re-
laxation dynamics in such systems can be used to make predictions for new molecules
to be used in sunscreens by understanding the process through which they are able
to efficiently convert harmful energy from UV radiation, into less damaging forms
of energy. Furthermore, it is important to understand the effect of UV light on
acetylacetone as this may reveal details of its environmental impact.
Nitrobenzene and its methyl-substituted derivatives are of interest as they have
been investigated for their suitability to be used in nitric-oxide (NO) physiology.
NO is known to play a vital role in many physiological functions, such as the reg-
ulation of blood pressure and muscle relaxation, but also for neurotransmission
[17]. Methylated nitrobenzene derivatives can act as photochemically triggered NO-
donors, which are pharmaceuticals used to treat various conditions including angina
or pulmonary hypertension [17]. The ability of these methylated nitrobenzenes to
release NO was linked to the conformation of the nitro-group with respect to the
benzene ring [18]. Therefore, this study also provides insight into the effect of the




Finally, the small amide systems investigated in Chapter 6 were formamide, N,N-
dimethylformamide and N,N-dimethylacetamide. These are ideal model systems for
the peptide bonds linking amino acids in protein chains [19] and understanding
their molecular dynamics on femtosecond timescales will potentially lead towards
a deeper understanding of these biological systems. They also provide an oppor-
tunity to investigate further the significance of Rydberg-to-valence-state evolution,
which has been shown to facilitate radiationless transitions to the ground state in
a multitude of other systems [7, 20–23]. In amides low-lying singlet excited states
of mixed Rydberg/valence nature are present, making them ideal for extending the
investigation from systems such as aliphatic and aromatic amines, where the order
(primary, secondary or tertiary systems) and presence of unsaturated bonds have
been shown to affect the type of Rydberg state likely to evolve valence character
[21–23].
The final Chapter 7 provides the conclusions that can be drawn from the work
presented in this thesis as well as an outlook towards future work. The remainder
of this current chapter will discuss the background, underlying concepts and ex-
perimental methods employed for studying the photo-initiated ultrafast relaxation
dynamics in gas-phase molecules.
1.2 Excited State Dynamics
As is well known, the Schrödinger equation (SE) can be used to describe the state
of a molecular system and is, in a general form, given by
Ĥ |Ψ〉 = E |Ψ〉 . (1.1)
Here, Ĥ is the Hamiltonian operator and describes the energy in the system. E is
the resultant energy and |Ψ〉 is the wavefunction. When Ĥ is constructed and |Ψ〉
is known, the properties of the molecular system can be deduced. For the study
of molecular dynamics, the time-dependence of the wavefunction is essential. The





|Ψ〉 = Ĥ |Ψ〉 . (1.2)








∇2 + V (r, t)
]
Ψ(r, t), (1.3)
where, the first right-hand term represents the kinetic energy of as particle with mass
m and V (r, t) is a time-dependent potential in position space r. For a molecule, this
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SE becomes dependent on a large number of variables as the motions of all electrons
and nuclei, as well as their attractive and repulsive potentials, need to be taken into
account (discussed in more detail in Chapter 3).
Figure 1.3: Illustration of the potential energy landscape of the isomerisation of
retinal. Figure adapted from reference [4].
The Born-Oppenheimer approximation provides a simplification to this complex
problem involving many particles. Proposed by Max Born and Robert Oppenheimer
in 1927 [24] it states that, due to the large difference in mass between nuclei and
electrons, nuclear and electronic motions can be decoupled as they must occur on
very different timescales. Electronic motion, for example, occurs on attosecond
(10−18) timescales, whereas vibrations typically take place on femtosecond (10−15)
timescales. Put in another way, the nuclei can be approximated to be ‘frozen’
during events that take place on electronic timescales. This approximation leads
to the much simplified electronic SE which can be solved for the electrons moving
in a stationary potential created by the nuclei (see Chapter 3 for a more in-depth
discussion). The general wavefunction solution to the time-dependent SE (when
V (r, t) ≡ V (r)) is of the form
Ψ(r, t) = Ψ(r)e−iEt/~, (1.4)
which shows the time-dependence given in the exponential. The SE can then be
solved for various different nuclear configurations (geometries) of the molecule,
creating potential energy curves in diatomic molecules or surfaces in polyatomic
molecules. These express the relationship between the energy of the molecule and
5
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its geometry. An example can be seen in Figure 1.3 which shows potential energy
cuts of the electronic ground state S0 and two singlet excited states along the isomeri-
sation coordinate in the aforementioned rhodopsin. These potential energy surfaces
are a crucial tool for identifying the excited state dynamics, as is illustrated by this
example showing the pathway for relaxation created between the S0 and S1 surfaces
in the form of a conical intersection (discussed further below). The dimensionality
of these surfaces is dependent on the number of geometric degrees of freedom which
is 3N − 6 for a polyatomic molecule with N atoms. The potential energy surfaces
can only be constructed by considering the nuclei as stationary through the Born-
Oppenheimer approximation. Since such hyper-dimensional surfaces are difficult to
depict, it is typical to show cuts or surfaces along one or two specific internuclear
coordinates of interest, as in Figure 1.3.
In regions where two electronic states approach in energy a strong non-adiabatic
coupling of the states is usually observed. This is a strong coupling between the
nuclear and electronic motions which, from the discussion above, must result in the
breakdown of the adiabatic or Born-Oppenheimer approximation. Non-adiabatic
processes occur in such regions, an example of which is the conical intersection (CI).
CIs are observed when two electronic states become degenerate, resulting in an infi-
nite non-adiabatic coupling. They can only occur in polyatomic molecules [25]. This
can be demonstrated by considering the electronic part of the SE for a polyatomic
molecule, where all but two solutions, φ1 and φ2, have been determined [26]. Ad-
ditionally, the assumption is made that all solutions form a complete orthonormal
set. The states (electronic configurations) which have not yet been determined can
then be expressed as a linear combination
Ψ = c1φ1 + c2φ2. (1.5)





the secular equations for the system can be determined as[
H11 − E H12






Here Hij are Hamiltonian matrix elements 〈φi| Ĥ |φj〉:
H11 = 〈φ1| Ĥ |φ1〉
H22 = 〈φ2| Ĥ |φ2〉
























Importantly, in order to obtain degenerate solutions, the discriminant must vanish.
This requires the off-diagonal terms to be zero and the diagonal terms to be equal:
H11 = H22
H12 = H21 = 0.
(1.10)
Therefore, at least two independent nuclear coordinates, that can be varied until
these conditions are met, must exist. This can never be the case in a diatomic
molecule as there is only one nuclear coordinate - the interatomic distance. Conse-
quently, CIs are only possible in polyatomic molecules (three or more atoms). For
diatomic molecules, there exists a non-crossing rule, which dictates that states of
the same spin and symmetry cannot cross, and regions where states approach in
energy but cannot become degenerate are known as “avoided crossings”.
Figure 1.4: Example of potential energy surfaces and conical intersection in cytosine.
This figure has been adapted from reference [27].
Conical intersections are often illustrated as a conical funnel, as shown in Figure
1.4. The origin of this funnel geometry can be explained when considering the
above expressions (1.7) in a system of two independent coordinates x and y. These
coordinates x and y are defined as parallel to the linear coupling H12 and the
gradient difference in energy respectively: x = ∇(H11 − H12) and y = ∇H12 [28].
Here ∇ is the gradient with respect to x1 and x2 (as used in Figure 1.4). If the
point of origin is taken to be a point where the two electronic states are degenerate
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(H11 = H22 = W and H12 = 0), the secular equation becomes[
W + (m+ k)x− E ly






Here, m = 1
2
(h1 +h2) and k =
1
2
(h1−h2) and h1 and h2 denote the change in energy
that occurs when moving along coordinate x. From the above secular equation the
eigenvalues are found to be
E = W +mx±
√
k2x2 + l2y2. (1.12)
This equation is the expression for a double cone, with the tip (vertex) of the cone
being the point where the two states are degenerate (the point chosen as the ori-
gin). The cone is only circular for k = 1 and otherwise elliptical. CIs are often also
referred to as “photochemical funnels”, a term introduced by Domcke and Stock
[29] and provide a pathway for transitions from higher- to lower-lying electronic
states through non-adiabatic relaxation processes such as internal conversion. Fur-





In a time-resolved spectroscopy experiment, the molecule of interest is first excited
using a femtosecond laser pulse and then ionised using a second ultrashort pulse.
By introducing a time-delay between the initial excitation and the ionisation, the
system can evolve and the molecular dynamics can be observed at different points
in time. A schematic of this is shown in Figure 1.5. The initial pulse used to excite
the molecule is known as the ‘pump’ pulse, whereas the ‘probe’ pulse removes the
electron from the excited state, into the ionisation continuum.
Figure 1.5: Schematic of a pump-probe scheme for time-resolved photoelectron spec-
troscopy. The ejected electron is detected at different pump-probe time-delays,
which provides information about the relaxation dynamics taking place during this
time frame. Here, τ1 and τ2 indicate timescales on which the two internal conversion
processes illustrated take place.
During the initial excitation step more than one molecular eigenstate is typically
excited. This is due to the relatively large bandwidth of the femtosecond laser
pulses used to excite the molecule (discussed further in Chapter 2). A coherent
superposition of molecular eigenstates is created under these conditions [13], also





−iEN t/~ |N〉 . (1.13)
Here, |N〉 are the eigenstates of the system and EN are the excited state energies.
The coefficient AN is a complex term which contains information on the amplitudes
of |N〉 as well as their initial phases; both properties are set by the pump laser field
and the transition dipole moment between the two states. The energy-dependent
phase factors e−iEN t/~ describe the evolution of the wavepacket with time and are
of the same form as in Equation 1.4. The evolution of the wavepacket is dependent
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on the energy difference between these eigenstates, due to the presence of EN in the
phase factor. As this wavepacket evolves, the eigenstates making up the wavepacket
may interfere constructively or destructively, altering the nature of the wavepacket.
In order to observe the dynamics, the wavepacket is projected onto the final state
by the (second) probe, or ionising, pulse. Doing this at varying delay times after the
wavepacket has been initially excited will result in the projection of the wavepacket
onto the final state at different stages of its temporal evolution. Using this scheme,
the dynamics occurring on ultrafast timescales in molecules can be studied. The final
state acts like a ‘film’ onto which the wavepacket is projected. The time-dependent
signal Sf (∆t) obtained from a pump-probe measurement, projected onto a single
final state, can be expressed as [13]:









where µ̂ is the dipole moment operator; the expectation value of which is contained
within BN :
BN = AN 〈Ψf | µ̂ ·Eprobe |N〉 . (1.15)
The resolved differential signal of the final state Sf (t), which is ultimately measured,
contains a wealth of information, as will be discussed further below. Furthermore,
the above expressions show the importance of the final state in determining the
information that can be retrieved using a pump-probe experiment. This will be
discussed further in Section 1.3 below.
1.2.2 Relaxation Processes
When a molecule absorbs a photon it is put into an electronically excited state.
From there, there are two general pathways for dissipating this energy: via radiative
relaxation or radiationless relaxation mechanisms. Examples of radiative processes
are fluorescence and phosphorescence, which were observed as early as the late
16th century and investigated by many well-known scientists in the 19th century,
including Sir David Brewster and George Gabriel Stokes (who coined the term fluo-
rescence). The radiationless mechanisms might also be referred to as non-radiative
or non-adiabatic processes. They include processes such as internal conversion and
intersystem crossing. The processes discussed here are photophysical rather than
photochemical. Photochemical processes include isomerisation (as in the retinal
chromophore discussed earlier), dissociation, or H-atom transfer, whereas photo-
physical processes do not result in any chemical changes but are intramolecular
processes [34].
As mentioned above, a conical intersection might facilitate non-adiabatic tran-
sitions between electronic states and one of the mechanisms mentioned is internal
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conversion (IC). A schematic of an internal conversion process was shown earlier in
Figure 1.5. It is a transition between two electronic states of the same spin mul-
tiplicity, as indicated by the yellow arrows labelled τ1 and τ2. IC processes result
in the conversion of electronic energy into vibrational energy, as they mark a tran-
sition from a higher lying electronic state to a lower electronic state that is highly
vibrationally excited. This ultrafast process takes place on timescales from 10−14 to
10−11 seconds.
A radiationless relaxation process from one electronic state to another with a
different spin multiplictiy is known as intersystem crossing (ISC). It could be illus-
trated as IC in Figure 1.5 but instead of going from one singlet state to another,
the final state would be a triplet state. ISC typically takes place on timescales
ranging from 10−8 - 10−3 seconds, and is thereby a slow process compared to IC,
as the transitions are spin-forbidden [35]. Recently however, ultrafast intersystem
crossing occurring on the same timescales as internal conversion, has been reported
for various systems. Several examples of ultrafast ISC can be found in references
[36–41]. One particular system in which rapid ISC has been observed is acetylace-
tone [42, 43], investigated in Chapter 4 of this thesis. The studies referenced predict
that ISC between the S1 and T1 states in acetylacetone takes place on a timescale of
just over 1 ps, which was also observed in the investigation presented in Chapter 4
and is discussed in more detail there. The rate of ISC processes is in fact dependent
upon the nature of the orbitals involved in the process. This notion was coined by
M. El-Sayed and is often referred to as El-Sayed’s rule [44]. A transition involving
a change of orbital type (such as from 1(ππ∗) to 3(nπ∗)) is predicted to be faster
than one which does not (such as from 1(ππ∗) to 3(ππ∗)), where the slower process
is said to be ‘forbidden’.
A final non-radiative relaxation process is intramolecular vibrational energy re-
distribution (IVR) [45, 46]. The exact timescale on which IVR occurs is dependent
on the specific molecular system but it is typically rapid and complete within 10−14
to 10−11 seconds. IVR is the redistribution of energy between various vibrational
states of the same energy, due to intramolecular couplings between rovibrational
states [47]. Energy is not transferred to the surrounding environment through this
process, but merely redistributed among states and no collisions are required for this
process to occur. In solution however, vibrational energy can be passed onto the
surroundings (i.e. the solvent) which manifests as a heating effect. In the gas-phase
studies discussed in this thesis, such surrounding media are of course absent and
therefore diffusion of the energy into the surroundings is not possible.
1.2.3 Molecular Orbitals
The electronic structure and mathematical descriptions of molecular orbitals will be
discussed in detail in Chapter 3. This section aims to provide an overview of the
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qualitative idea of molecular orbitals. Orbitals in both atoms or molecules denote the
regions of space where electrons have the highest probability of being located. For
hydrogen, the orbitals or wavefunctions are well known and constitute the atomic or-
bitals. The lowest energy atomic orbital is the 1s orbital which is spherical, whereas
the p orbitals are often referred to as dumbbell shaped due to a central node. The
number of nodes increases in d and f orbitals and so on. For molecules the picture
becomes more convoluted as the atomic orbitals of the various nuclei begin to over-
lap (constructively or destructively) to form new molecular orbitals (MOs). Three
main types of molecular orbitals are formed this way: bonding-orbitals, non-bonding
orbitals or anti-bonding orbitals. Bonding-orbitals, as implied by their name, pro-
mote the stability of the molecule whereas anti-bonding orbitals have the opposite
effect. Placing an electron in an anti-bonding orbital (often denoted by a *) will
weaken the bond. Non-bonding orbitals contribute neither positively nor negatively
to the stability of the system. Molecular orbitals can be grouped into categories of
σ- or π-orbitals. These classifications indicate how the MO is formed: σ orbitals
are formed by overlapping orbitals along a bond axis, whereas π orbitals display
a node along the bond axis or through the nuclei involved in the bond formation.
Nitrobenzene is discussed in more detail in Chapter 5, but can be used here as a
system for illustrating π bonding and π∗ anti-bonding orbitals as shown in Figure
1.6.
Figure 1.6: Examples of π bonding and π∗ anti-bonding orbitals in nitrobenzene,
computed using TD-CAM-B3LYP/aug-cc-pVTZ and the Gaussian program [48].
The orbitals located on the benzene ring are good representations of π orbitals.
Their interaction with orbitals on the nitro-group is especially visible in the bottom
row of this Figure.
Another type of MO that is typically encountered when exploring the excited
state dynamics is the Rydberg-type orbital [49]. These are orbitals that are so
far removed from the molecule that they strongly resemble atomic orbitals. In
photoelectron spectra they are often identified as sharp features, or sharp rings
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on velocity map images. Commonly, 3s or 3p Rydberg states have been found to
take part in relaxation dynamics [22, 23], which is further discussed in Chapter 6.
Additionally, it has been observed that, upon the extension of certain bonds in model
chromophore systems, a Rydberg type orbital may evolve valence character, which
is accompanied by a lowering in energy and thereby a facilitation of a pathway for
radiationless relaxation processes [50, 51]. An illustration of this is given in Figure
1.7, using the example of 4-hydroxyindole. As either the O-H or N-H bonds are
extended, the Rydberg-type orbital (3s) shrinks (becoming more valence-type) and
acquires anti-bonding character. This lowering of energy can be observed in the
potential energy cuts along the relevant internuclear coordinates. Examples of this
and further discussion can be found in Chapter 6.
Figure 1.7: Examples of the evolution of orbital character from Rydberg to valence
type in 4-hydroxyindole. As the O-H (top) and N-H (bottom) bond distance is
increased, the 3s/πσ∗ orbital contracts and acquires anti-bonding character. This
figure has been adapted from reference [52].
The role of these mixed Rydberg-valence states in relaxation dynamics has fea-
tured heavily in the literature and has been subject of the reviews by Ashfold et
al. [20] and Roberts et al. [7]. They summarise that s-type Rydberg states evolv-
ing valence state character along S-X, O-X and N-X bond stretching coordinates
have been found to mediate relaxation in small systems. These Rydberg states will
evolve either nσ∗ or πσ∗ character when the bonds are elongated. Focusing on N-X
coordinates, examples include basic systems such as ammonia and methylamine. In
ammonia, as the N-H bond is extended, the first excited state (3s Rydberg) evolves
σ∗ character upon separation [53]. A CI is observed between the first excited state
(3s/πσ∗) and the electronic ground state when an N-H bond is extended and the
molecule evolves a planar structure [20, 54]. The formation of this CI between the
potential energy surfaces is illustrated in Figure 1.8. In methylamine, there is now
a C-N bond present, and the same evolutionary behaviour from 3s Rydberg to a σ∗
orbital upon bond extension is observed here, for both the N-H and C-N stretching
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coordinates [20]. Along the N-H coordinate non-adiabatic processes, through a CI
between the first excited and the ground states, have been observed by theoretical ab
intio investigations [55–57]. A similar pathway is accessible at extended C-N bond
lengths, however a barrier on this potential energy surface means that this pathway
opens up only when the initial excitation is at higher energy (shorter wavelengths)
[20, 54]. This barrier, prohibiting relaxation processes and bond dissociation along
the C-N bond, is commonly observed for amine systems [20]. This current section
provided several brief examples of the importance of these mixed Rydberg-valence
states for non-radiative relaxation in model-chromphore systems. Again, this will be
discussed further and in more detail in Chapter 6, where three small amide systems
are studied using TRPEI.
Figure 1.8: The potential energy landscape of the Ã(πσ∗) and X̃ states in ammonia.
This figure has been adapted from reference [20].
1.2.4 The Franck-Condon Principle
Another crucial concept in spectroscopy is the Franck-Condon (FC) principle [58].
The FC principle can be used to predict the intensity of electronic transitions. First
of all, consider a molecule being excited from an initial to an energetically higher
lying state by a photon. The change in the electron distribution causes a change in
nuclear motion: a vibration. Therefore, electronic transitions are known as vibronic,
as electronic and vibrational transitions are inherently linked, an effect also known





∣∣ µ̂ |Ψi〉 |2, (1.16)
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where Ψi and Ψf are the initial and final state vibronic wavefunctions, respectively
and µ̂ is the molecular dipole moment operator given by µ =
∑
i qiri. Equation
(1.16) is the square of the transition dipole moment µ, which gives the intensity
of the vibronic transition. The FC principle makes the approximation that the
positions of the nuclei (nuclear conformation) only adjust once the electronic tran-
sition has taken place [59]. Using this in conjunction with the BO approximation,
the vibronic wavefunctions can be separated into electronic Ψe and vibrational (nu-
clear) Ψv terms. The transition moment operator is also split into electronic and
vibrational terms:
〈µ〉 = 〈Ψf,eΨf,v| µ̂e + µ̂v |Ψi,eΨi,v〉 (1.17)
where Ψf,e is the electronic wavefunction of the final state and Ψi,e is the electronic
wavefunction of the initial state (the same holds true for the vibrational part).
Since the electronic transition dipole moment is only dependent on the electronic
wavefunction and the vibrational one only on the vibrational (nuclear) wavefunction
they can be separated:
〈µ〉 = 〈Ψf,e| µ̂e |Ψi,e〉 〈Ψf,v|Ψi,v〉+ 〈Ψf,v| µ̂v |Ψi,v〉 〈Ψf,e|Ψi,e〉 (1.18)
where the 〈Ψf,e|Ψi,e〉 term is zero due to the orthonormality of the electronic states.
Hence, the intensity of an electronic transition is dependent only on the first term
in Equation (1.18). The square of the overlap integral between the initial and fi-
nal vibrational wavefunctions | 〈Ψf,v|Ψi,v〉 |2, often denoted S, is the Franck-Condon
factor. This factor determines whether the electronic transition will have any in-
tensity: when the overlap between initial and final vibrational wavefunction is zero,
the transition will not be observed.
Figure 1.9: An illustration of the basis of the FC principle. E indicates the energy
and R is the internuclear coordinate, or bond length in this example.
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This is best illustrated using an example of a simple diatomic molecule with
internuclear distance R. The potential energy curves of the electronic ground state
and one electronic excited state of such a system are shown in Figure 1.9. If an
electron is now excited from the ground state (electronic and vibrational), the FC
factor S can be used to predict in which vibrational state of the excited electronic
state the transition is most likely found after excitation. Since the FC principle states
that any changes in the nuclear geometry take place after the electronic transition,
Re must remain constant during it. Thus a vertical line connecting the ground
and excited state as shown in Figure 1.9 represents what is known as a vertical
transition. A non-zero overlap between the vibrational wavefunctions of the initial
and final states is obtained when the third vibrational level in the excited state is




Photoelectron spectroscopy is based on the interaction of matter with light and
provides insight into the electronic structure of the molecule. In photoelectron spec-
troscopy a sample is ionised using a photon of high-energy and the kinetic energy
of the ejected electron is subsequently recorded. The resulting spectrum is a plot
of the number of electrons detected against their kinetic energy, and may also be
plotted in terms of binding energy. A notable example of this is the work of Turner
and Jobory performed in 1962, where the researchers first used photoelectron spec-
troscopy to determine ionisation potentials in molecules, which could previously only
be found using threshold techniques [60]. Photoelectron spectroscopy can be car-
ried out using vacuum ultraviolet and x-ray sources and on solid, liquid or gas-phase
samples [61, 62]. This can then be extended to pump-probe methods, where two
light pulses are used, one to excite the molecule and the second to ionise it. This
principle can be employed in frequency- and time-resolved approaches. An exam-
ple of a frequency-resolved approach is resonance enhanced multiphoton ionisation
(REMPI) [63, 64]. In REMPI, the molecule of interest is initially excited using a
stepwise excitation through resonant states. By scanning the wavelength of the laser
continuously, while detecting the ions produced, a spectrum of all accessible excited
states of the molecule is produced [65]. As mentioned earlier when discussing the
concept of the “arrow of chemistry”, such methods can provide detailed information
on the initial reactants or final photoproducts, but fail to map the pathways linking
reactant and product. Information on the dynamics of the redistribution of energy
within the molecule is only revealed when time-resolved methods are employed.
Time-resolved photoelectron spectroscopy is the main method of investigation
used in this thesis. The very first time-resolved photoelectron spectroscopy (TRPES)
[15] studies were carried out in the mid 1980s using pico-second pulses to examine
the dynamics of electrons in semiconductor surfaces [66]. In TRPES the molecule
is initially excited using one photon (the pump) and subsequently ionised with a
second (the probe). The ejected electrons are then detected. The initial pump
pulse prepares a wavepacket in the excited state (as discussed earlier) which is then
projected onto the final state with the second pulse. Time-resolution is achieved
through a variable time delay between the initial exciting and subsequent ionising
photons. Since temporal resolution is crucial, femtosecond pulses are used in this
technique. These are temporally very short, but due to the time-bandwidth product,
they are broad spectrally (see Chapter 2 for more detail) and hence the spectra will
not be as well resolved in energy as with a non time-resolved methods where, for
example, nanosecond pulses can be used.
The main observable measured in TRPES experiments is the kinetic energy of
the ejected electron, which is recorded as a function of pump-probe delay. As was
already indicated in Figure 1.5 in Section 1.2.1, the kinetic energy of the ejected
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electron will vary with pump-probe delay as the dynamics proceed. The maximum
kinetic energy of the photoelectron (pKe) emitted must be equal to the difference
between the total energy of both the pump and probe photons and the ionisation
potential (IP) of the molecule. Mathematically this can be expressed as
pKE = (hνpump + hνprobe)− IP, (1.19)
where νpump and νprobe are the frequencies of the pump and probe pulse, respectively.
The wealth of information revealed by photoelectron spectra can be illustrated
using the example of all-trans 2,4,6,8-decatetraene, as reported by Blanchet et al.
in 1999 [67]. The authors used time-resolved photoelectron spectroscopy to exam-
ine ultrafast internal conversion in the linear polyene which, similar to rhodopsin
reviewed at the start of this chapter, displays cis-trans photoisomerisation. The
S2 state was excited using a 287 nm femtosecond pulse and a 235 nm pulse was
subsequently used to probe the dynamics. From the initially excited S2 state the
population is transferred to S1 through an ultrafast internal conversion process,
which can be observed in the photoelectron spectrum shown in Figure 1.10 (b).
Figure 1.10: A typical photoelectron spectrum from a TRPES experiment along with
a schematic outlining the excitation and relaxation processes leading to the observed
photoelectron bands. The data shown here is of all-trans 2,4,6,8-decatetraene and
the figure has been adapted from reference [67].
The spectrum clearly shows the reduction in intensity of band ε1 accompanied by
a simultaneous increase in the intensity of the lower-energy band ε2, as the pump-
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probe time delay grows. Such a shift in intensity indicates the transfer of population
from the higher-lying S2 to the lower-lying S1 excited state. There is however, also
an evolution of the electronic symmetry taking place. As the schematic in Figure
1.10 (a) shows, the ε1 band originates from the ionisation of the S2 state into the
D0 state of the cation, whereas the ε2 signature is due to ionisation of S1 to D1 in
the cation. Both of these processes show a change in symmetry of the electronic
states (again, shown in the schematic) and also illustrate the concept of Koopmans’
correlations, which will be outlined below. Furthermore, vibrational structure can be
observed in the spectrum, indicating that intramolecular vibrational redistribution
occurs as part of the relaxation dynamics in this system. A further advantage of
time-resolved photoelectron spectrocopy is that even optically dark states can be
detected, if the population is transferred to them from the initially excited state.
Although, the Franck-Condon principle may limit the states that are observable as
will be discussed in Section 1.4.
As was commented on earlier, the observation of population moving between
two electronic states, as shown in the example spectrum in Figure 1.10, highlights
another important concept in time-resolved photoelectron spectroscopy: Koopmans’
correlations. The selection rules in photoelectron spectroscopy are not strict: there
are no constraints on which molecular state can be ionised, as long as it is energet-
ically achievable. However, the Koopmans’ Type I and Type II correlations dictate
that certain configurations may be preferentially ionised. Koopmans’ picture as-
sumes that there is no instantaneous rearrangement of the core electrons when an
independent outer-shell electron is removed. Koopmans’ correlations Type I indi-
cate that the probability of photoionisation is related to the type of orbital from
which the electron is removed. If, after the outer electron has been removed, the
electronic configuration in the neutral molecule matches that of the cation, there is
an increased probability for photoionisation to occur, compared to the case where
these configurations differ. An illustration of this concept is provided in Figure 1.11.
Returning to the study of 2,4,6,8-decatetraene, the correlations allow the change in
population from the ε1 band (S2 state) to the ε2 band (S1 state) in Figure 1.10 [67]
to be observed, as the S2 and S1 electronic states in the neutral species correlate
to different states in the cation. Koopmans’ correlations Type II [68] on the other
hand, are related to effects observed when the photoionisation of two different ex-
cited electronic states result in the same cation state (illustrated in the right-hand
panel of Figure 1.11). Such a process results in two overlapping photoelectron bands
and consequently the states cannot be distinguished using the spectrum alone. They
might still be discerned, however, if they have different Franck-Condon factors [69]
or using photoelectron angular distributions, as will be discussed below. For an
extended discussion of the Koopmans’ picture see reference [15].
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Figure 1.11: Examples of configurations involved in Koopmans’ correlations Type
I and Type II. The configurations for Type I shown aim to illustrated the process
observed in the photoelectron spectrum shown in Figure 1.10.
To add further observables to the TRPES experiment, imaging techniques can be
used. An example is the velocity map imaging (VMI) technique, which is discussed
in detail in Section 1.3.1. Adding a two-dimensional detection technique advances
TRPES to time-resolved photoelectron imaging (TRPEI) [11]. This creates access to
an additonal observable: the photoelectron angular distribution (PAD) [11, 70–72].
The PADs reveal the anisotropy of the distribution of the ejected electrons, which
provides additional information on the state from which the photoelectrons have
been ejected. They rely on the notion that the wavefunction of the photoelectron
can be described using a combination of spherical harmonic functions (Ylm(θ, φ)).
The labels l andm represent the orbital angular momentum and lab-frame projection
quantum numbers, respectively. These are limited (through vector combinations) to
|l − l′| ≤ L ≤ l + l′ and m+m′ = M , where l′ and m′ are quantum numbers of the
complex conjugate of the wavefunction. Using symmetry arguments [73] the PADs







Here, the BLM coefficient is dependent on the order of the photoionisation process
and several other factors including the polarisation and energy of the pulse used
to ionise the molecule. Another factor is the orbital from which the electron has
originated [14, 71, 71, 72]. For states of Rydberg character, the approximation
can be made that if the photoelectron was ejected from a state with s-type orbital
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character, a distribution of photoelectrons reflecting p-type orbital character would
be observed (due to the conservation of angular momentum: ∆l = ±1), which is in
turn reflected in the anisotropy parameters. This is however, only an approximation
and low signatures of other partial waves are also observed as demonstrated by
Leahy, Reid and Zare in a time-of-flight photoelectron spectroscopy experiment on
NO ionised using a REMPI scheme [74].
In 1967, Cooper and Zare [70] outlined the concept of the angular distribution
of electrons in a similar manner. They proposed that, for linearly polarised light,






[1 + βP2 cos θ], (1.21)
where P2 is the second Legendre polynomial, σt the total cross section and θ describes
the angle between the directions of the polarised light and the ejected electron. The
β term was labelled the asymmetry parameter (or anisotropy parameter) and is
related to the angular momentum quantum number, l, which in turn depends on
the shape of the orbital from which the electron is ejected. Returning to Equation
(1.20), the BLM terms can be converted into the β parameters by normalising the
expression using B00, which is integrated over all angles. The above expression and
the relation of the β parameters to the photon order of the ionisation processes
will be discussed further in Section 2.5.1 of Chapter 2. The temporal and spectral
changes of the anisotropy parameters can be extracted and evaluated which will then
provide information about the evolution of the observed states. A more detailed
discussion of the anisotropy in VMI images, the anisotropy parameters and how
they are extracted can also be found in Chapter 2.
Now that the TRPES technique and all its observables have been outlined in
detail, the next few paragraphs will provide a brief discussion of selected experimen-
tal methods which can offer complimentary information in completing the mapping
of the “arrow of chemistry”. REMPI was already discussed earlier, as a tool used
to characterise the starting and asymptotic end points of a photochemical reaction
but there remain parts of the reaction that are unexplored. Information on ra-
diative relaxation processes such as fluorescence and phosphorescence, any active
vibrational modes or detailed knowledge of the evolution of the electronic structure
of the molecule are not elucidated. Additional techniques including laser-induced
fluorescence (LIF) imaging, transient absorption techniques and gas-phase electron
diffraction are required to provide further insight, as understanding every aspect of
the complete chemical reaction requires a joint effort.
LIF is a very established method, having been developed in the 1960s. It is
based on measuring the natural fluorescence of the systems under study and is
known to produce very good signal to noise ratios [75]. The systems are initially
excited and the relaxation process is studied by monitoring the fluorescence emitted.
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Here single-photon counting methods can be used to detect the fluorescence in time-
resolved experiments with picosecond resolution [76, 77]. Due to the nature of this
method, non-radiative processes can, however, not be observed.
Transient absorption spectroscopy also uses a pump-probe approach [78]. A
molecule is initially excited and subsequently a low intensity white-light probe pulse
passes through the sample (after a set time-delay). Typically, a difference absorption
spectrum is then produced, which is based on the difference between the absorption
spectrum of the molecule in the ground state versus that in the excited state. The
transient absorption spectroscopy method can be expanded into “two-dimensional”
(2D) transient absorption methods. These are more differential as they can provide
information on the nature of coupled modes. These may be vibrational coupled
modes, interrogated using 2D infrared (IR) methods [79], or electronic coupling
(2DES) [80]. The 2D methods employ a configuration of three laser pulses, the
time-delays between which are all varied. This method yields a frequency correlation
spectrum providing structural but also dynamical information.
Electron diffraction of molecules in the gas-phase can also be carried out in
a time-resolved manner [81, 82]. This gives insight into the structural changes a
molecule will undergo upon excitation and during the subsequent relaxation pro-
cesses. The method uses a beam of electrons to probe the structures, much like the
early method used on solid samples. These experiments, originally only possible at
accelerator facilities, are now also starting to be realised in non-centralised facilities
[83].
1.3.1 Velocity Map Imaging (VMI)
Photoelectron imaging techniques provide a new level of information due to the
use of a two-dimensional detector, which provide a way of determining the internal
energy as well as the velocity of a charged particle simultaneously. Such a simulta-
neous measurement using a 2D-detector setup was first performed by Chandler and
Houston in 1987 on CH3I [84]. They projected the 3D-spatial distribution (known
as a Newton sphere) of methyl photofragments onto a 2D-detector surface using
a repeller electrode in combination with a grounded grid. This technique has be-
come known as charged particle imaging and differs from the Wiley and McLaren
setup [85] which instead has a pair of grid electrodes (extractor and ground). It is
however, limited in resolution as the projection is affected by the birthplace of the
charged fragment, washing the signals out and blurring the image. This limitation
is addressed by the velocity map imaging (VMI) technique, first conceived by Ep-
pink and Parker in 1997 [86]. It is very much based on the work by Chandler and
Houston, but information about the point in space where the charged particle is
born is eliminated. The fine metal grids, originally used to create the homogeneous
electric fields, were removed and instead two open, annular electrode rings were used
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for focusing the charged particles. This test, born out of frustration with the metal
grid [87], resulted in a much improved image quality. All particles with equal initial
velocity were now being focused onto the same region of the detector, resulting in
sharp and defined rings. An example of this is illustrated in Figure 1.12, which
shows two ion images of O+ recorded by Eppink and Parker in 1997. Image (a) is
the result obtained using the fine mesh grid, whereas (b) shows the improvement on
the image with the electrostatic imaging lens. The image is significantly less blurred
and a multitude of sharp, concentric rings are now observable.
Figure 1.12: Ion images of O+ excited using 255 nm and focused using (a) a fine
mesh grid (b) an imaging lens. This figure has been adapted from reference [86].
An electrostatic lens setup (ion optics) consisting of three electrodes is used in
order to map all particles with the same initial velocity onto the same point on the
detector. The initial repeller electrode is followed by an extractor electrode and a
final grounded plate as illustrated in Figure 1.13. This type of VMI setup is used for
the work presented in later chapters of this thesis (see Chapter 2, Section 2.4.1 for
detailed description). Such a VMI electrode setup can be used to focus both ions
and electrons. The ratio of the voltages between the repeller and lens/extractor
electrodes is of importance as it controls the focusing conditions. This basic VMI
electrode setup can be extended to perform DC slice imaging [88], which removes
the need for image-processing to recover the original 3D distribution. This method
is, however, suitable only for ions. For more details on velocity map imaging and
related techniques, the reader is referred to a recent review of the development of
advanced charged particle imaging methods by Chandler, Houston and Parker [87].
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Figure 1.13: A schematic of a typical velocity map imaging setup. Three electrodes
are used to accelerate and focus the charged particles in the interaction region onto
a detector. Using this method any charged particles with the same initial velocity
will be mapped onto the same point on the detector, as indicated by the trajectories
(green).
As the 3D distribution is ‘flattened’ when it is projected onto the detector, it
is necessary to extract the 3D information once the image has been acquired. To
extract the 3D distribution, it is assumed that the distribution possesses a cylindrical
symmetry where the axis of symmetry is parallel to the face of the 2D detector. In
order to fulfill this assumption, one must be careful with the polarisations of the
laser pulses used, as these must also be parallel to the detector as well as to each
other. If the detector lies in the (y, z)-plane (with z being the symmetry axis), the
projection of the 3D distribution, I(x, y, z), onto the image plane is given by
P (y, z) =
∫ ∞
−∞
I(x, y, z)dx. (1.22)
Typical image-processing methods used to recover the 3D distribution are based
on using the Abel transform. Strickland and Chandler introduced the use of the
Abel transform for reconstruction of these images in 1991 [89]. It is useful to treat
the above expression in cylindrical coordinates, in order to compare it to the Abel
transform. The radius ρ in cylindrical coordinates can be expressed as ρ =
√
x2 + y2
and therefore dx = ρdρ√
ρ2−y2
. Using this the projection of the electron cloud can now
be expressed as:
P (y, z) =
∫ ∞
y
I(x[y, ρ], y, z)ρdρ√
ρ2 − y2
. (1.23)
This is now in a form for which an inverse Abel transform can be used in order











Today, routines including Onion-peeling [90], Polar Onion Peeling [91], the BASEX
[92] and pBASEX [93] methods as well as a matrix Abel inversion method [94,
95] are all used for reconstruction of the 3D-distribution. An illustration of the
distributions recovered using two of these methods is shown in Figure 1.14 and a
detailed comparison of the various reconstruction methods is given in reference [96].
The rapid matrix Abel inversion technique used for the work presented in this thesis
is discussed further in Chapter 2, Section 2.5.
Figure 1.14: The rapid matrix Abel inversion method as well as a pBASEX method
have been used here on some simulated data to illustrate the reconstruction of the
3D-particle-distribution from the detected 2D-signal. The images were produced by
C. Sparling.
Finally, in order to extract accurate radial information from Abel transformed
images, an (r sin θ)-factor has to be included. This factor weights the signal (S)
so that the areas at different radii r become comparable. This is done using the
Jacobian (r2 sin θ), which describes the area element in spherical coordinates. Using






I(r, θ)r2 sin θdϕdθdr. (1.25)




I(r, θ)r sin θdθdr. (1.26)
The number of pixels on the detector between a radius r and r+ dr is proportional




f(r, θ)r sin θ, (1.27)
which is discrete as pixels are now being considered. This weighting means that at
any radius r the amount of signal is now accurately represented, i.e. the noise along
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the centre line, as seen in the Abel inverted image in Figure 1.14, is now removed.
It was initially extremely large, as it is associated with the central slice through the
spherical particle distribution.
Figure 1.15: Schematic of the coordinates used to illustrate the need for a weighting
factor for the radii obtained from an Abel inverted image. The red arrow indicates
the laser polarisation direction.
1.3.2 Molecular Beams
In nature biologically relevant molecular systems are typically found in solution. The
presence of the solvent will, however, obscure the dynamics of the system of interest
and often leads to a much more challenging analysis and interpretation of results.
By studying the molecules of interest in the gas-phase, such obscuring signals are
removed. Furthermore, much more differential techniques can be used with gas-
phase samples, allowing for the deconvolution of various processes and resulting in
a deeper understanding of the underlying photochemical processes.
A common method for introducing molecules into the gas phase is the molecular
beam [97–99]. A carrier gas (often a noble or other inert gas) is passed over a
solid or liquid sample. The resulting mixture of sample and inert carrier gas is then
expanded through a narrow orifice (nozzle) into vacuum, during which the mixture is
cooled by supersonic expansion which results in a beam of internally cool molecules
[100]. As the high-pressure region containing the sample is separated by an orifice
from a region of very low pressure, the mean free path in the gas is lower than
the size of the nozzle. The molecules therefore undergo a multitude of collisions
before escaping into the low-pressure region. The translational temperature in the









Where, T0 is the initial temperature or stagnation temperature, which is where the
kinetic energy of the molecules is zero but the internal energy is high. The ratio
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of the heat capacity at constant volume to that at constant pressure is given by γ.
Finally, M is the local Mach number which describes the ratio of free-stream flow
to the local speed of sound.
This process cools the sample rapidly to extremely low temperatures of a few
tens of kelvin. The result is a beam of very cold, individual molecules of sample
and carrier gas. It is important to check for the presence of clusters of molecules,
as these are not desirable in the TRPEI experiments presented here. This can be
done using the ion mode of the TRPEI spectrometer which, in combination with the
time-of-flight tube, can be used as a mass spectrometer. This method is used in the
work presented in this thesis, in combination with an Even-Lavie (EL) pulsed valve
[102]. The EL valve produces short pulses of molecular beam, the timing of which
can be adjusted such that the molecular pulses arrive in the interaction region at
the same time as the laser pulses. A further advantage of using an EL valve is the
reduction of sample usage which leads to a lowering of the pumping requirements for
the vacuum system. The experimental setup is discussed in more detail in Chapter
2.
There are various other methods available for producing samples in the gas-
phase. These include electrospray ionisation [103–105], laser desorption techniques
and helium nanodroplets [106]. One limitation of the molecular beam is that sam-
ples with low vapour pressure (often the case for larger molecules) will not be picked
up by the carrier gas. Electrospray ionisation and laser desorption methods both ad-
dress this issue. Electrospray ionisation disperses the sample into a charged aerosol
using a capillary in combination with a charged nozzle. Laser desorption methods
on the other hand can provide neutral species, depending on the method employed.
The main methods are: direct laser desorption/ionisation [107], matrix-assisted laser
desorption/ionisation (MALDI) [108] and laser-induced acoustic desorption (LIAD)
[109]. In direct laser desorption the sample is ionised directly using a laser pulse,
whereas the MALDI method uses a matrix-crystalline structure into which the sam-
ple has been dissolved, making it less likely for the sample to fragment. Finally,
LIAD works by placing the sample onto a thin metal foil and irradiating the back
of this foil, which results in neutral gas-phase molecules. This method is discussed
in detail in the Future Work section of Chapter 7. Finally, nanodroplets can also be
used to produce cold molecules. By passing nanodroplets of helium through vapour
of sample, the sample is picked up and cooling takes place when the nanodroplets




In TRPEI experiments, the choice of wavelength for both pump and probe deter-
mines the dynamics that can be observed. For the pump pulse to be absorbed, its
wavelength must correspond to an optically bright excited state of the system under
investigation. Such states can often be determined using absorption spectra, typi-
cally in the UV-Visible range. There are however, many smaller molecules, such as
ethers, alcohols and small amides, which have a tendency to absorb at shorter wave-
lengths near or in the vacuum UV (VUV) spectral region (below 200 nm). Therefore,
the capability to produce such short wavelengths and subsequently employ them as
pump pulses, greatly extends the number of molecular systems that can be studied.
One specific example is formamide, studied in Chapter 6, which displays a strong
absorption peak centred just above 170 nm.
The probe wavelength on the other hand, determines which cation states can
be reached after ionisation, or in other words, how deep it can project into the
ionisation continuum. In order to exploit the complete potential of the TRPEI
technique a suitable choice of probe-wavelength is vital. Using a high-energy probe
in the VUV region extends the observation window along the photochemical reaction
coordinate(s). Ideally, the probe should be energetic enough to reveal the whole
dynamical process, from initial excitation to the recovery of the ground state or
formation of photoproducts. This idea can be illustrated using the example of 1,3-
butadiene, the time-resolved photoelectron spectra of which are shown in Figure
1.16.
Figure 1.16: Time-resolved photoelectron spectra of 1,3-butadiene recorded using a
267 nm probe at two intensities: (a) 350 nJ and (b) 2.5 µJ. Increasing the intensity
alters the process from (1+1′) shown in (a) to a (1+2′) process shown in (b) and
more dynamics are revealed.
The TRPES shown are of 1,3-butadiene excited using a pump at wavelength 200
nm and ionised with a 267 nm probe, which was varied in intensity. The photo-
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electron spectrum of the initial excitation using a lower probe energy (∼ 305 nJ) is
shown in Figure 1.16 (a). It exhibits a very short lived feature (< 100 fs lifetime)
which is assigned to the radiationless decay of the initially excited S2(
1Bu) state.
By increasing the energy of the probe pulse from 350 nJ to 2.5 µJ the pump-probe
process is altered as there is now a significant contribution from two-photon ionisa-
tion (a (1+2′) process). Due to the higher available energy, additional information
is revealed, resulting in a more ‘complete view’ of the relaxation dynamics, as is
shown in Figure 1.16 (b). The initial decay of S2(
1Bu) is still observed, but pre-
viously undetected features are now also present. One newly revealed dynamical
signature manifests as the extremely short-lived feature between 1.7 eV and 3.4 eV.
This can be assigned to the decay of the S1(
1Ag) state. Furthermore, a longer-lived
band at low photoelectron kinetic energies (<0.5 eV) is now observed, which can be
attributed to ionisation from the vibrationally excited S0(
1Ag) state. Population is
transferred to this state from the rapidly decaying S1(
1Ag) state.
The (1+1′) process shown in (a) should also be energetically sufficient to ionise
the S1(
1Ag) state. The therefore perhaps surprising absence of any S1(
1Ag) signature
in (a) can be explained using the Koopmans’ correlations and Franck-Condon (FC)
principle discussed earlier in this Chapter. In the (1+1′) process, the S1(
1Ag) state
can be ionised to the D0 cation state, however only the lower vibrational levels of this
state can be reached where the FC overlap is not sufficient to produce a measurable
signal. With the (1+2′) scheme, the cation states can be accessed more efficiently
due to a better FC overlap. Additionally there is now the possibility of ionising
into the D1(
2Au) state. This highlights how short-wavelength probes are able to lift
the restrictions imposed by a lack of energy and extend the ‘view’ of the relaxation
dynamics.
Using two photons of a longer wavelength (eg. 400 nm) to achieve a higher
energy can, however, be disadvantageous as this can result in signals arising from
intermediate resonant states, which will convolute and complicate the photoelectron
spectra. Moreover, the signals from the (1+2′) processes shown in Figure 1.16 are
very weak as the ionisation cross-section of this process is significantly lower than
that of the (1+1′) process. Signals from both the (1+1′) and (1+2′) processes can
also not typically be spectrally resolved, although a recent photoelectron-photoion
coincidence spectroscopy study has aimed to address this issue [110]. Nevertheless,
multiphoton ionisation is a valid option for increasing the probe-energy in order
to “see further” along the reaction coordinate. In Chapter 5 of this thesis, both
(1+2′) and (1+3′) processes were used to investigate the relaxation dynamics of
nitrobenzene and its methyl-substituted derivatives with a 400 nm probe. Care was
taken to ensure no resonant intermediate states were present as signal arising from
them would lead to the convoluted spectra mentioned above. When such states are
successfully avoided, multiphoton ionisation can be used to efficiently extend the
observation window. It is however, desirable to employ probes in the VUV region
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as they are able to increase the scope and universal utility of ionisation-based time-
resolved spectroscopy experiments for a broad assortment of molecular systems. In
this thesis, such VUV wavelengths were used as the probe for the investigation of
the ultrafast relaxation dynamics in acetylacetone, discussed in Chapter 4 but also
as the pump to study small amide systems as outlined in Chapter 6.
A detailed discussion of how the VUV pulses employed in this thesis were
achieved, using four-wave difference-frequency mixing (FWDFM), in a noble gas
is presented in Chapter 2, Section 2.3.2. Using a commercially available table-top
femtosecond infrared (IR) laser system to produce the VUV pulses creates several
experimental challenges. Visible and UV wavelengths (400 nm or 267 nm) are rou-
tinely produced from the IR output using common birefringent crystals such as
β-barium borate (BBO) (again, see Chapter 2 for more details). For the production
of VUV pulses however, these are not a viable option as phase-matching restrictions
and bandgap absorption prohibit the conversion to such low wavelengths. There are
new nonlinear materials such as KBe2BO3F2 [111], that do allow for the generation
of VUV wavelengths but these are still limited to 150 nm. Noble gases, as used
here, can also be employed to produce VUV wavelengths through high-harmonic
generation [112–117], which are quite challenging experiments requiring relatively
complex experimental infrastructure. Other available options for providing tunable
VUV pulses are free electron laser sources at central user facilities [118, 119], which
do, however, limit the experimental runtime. Finally, the group of D. Townsend
in collaboration with the Laboratory of Ultrafast Optics and Physics (LUPO) led
by J. C. Travers at Heriot-Watt University have recently demonstrated the use of
hollow-core photonic crystal fibres (HCPCFs) as a source for UV pump-pulses in a
TRPEI study on styrene [120]. This method may be improved upon in future to
produce VUV pump and probe pulses. A more detailed description can be found in
reference [120], and the subject is explored further in the final chapter of this thesis
(Conclusions and Future Work, Chapter 7).
Short-wavelength pump and probe pulses have been used by various groups to
study ultrafast molecular dynamics. This includes work done by the group of R. S.
Minns, who have used a monochromated high-harmonic generation source to pro-
duce VUV light (ca. 87 nm, 25 fs) which, in combination with strong-field dissocia-
tive ionisation, was used to study vibrationally excited D2 [121]. They furthermore
observed the complete dissociation dynamics in CS2 using extreme UV (EUV) fem-
tosecond light pulses (57.4 nm) to probe CS2 in combination with photoelectron
spectroscopy [114]. The EUV pulses were also generated using high-harmonic gen-
eration (HHG) with a reported cross-correlation of 180 fs for the pump and probe
pulses. The above experiments were carried out at the Central Laser Facility.
The group of T. Suzuki has reported studies using short-wavelength light sources,
examples being: their investigation of polyatomic molecules using TRPES in combi-
nation with vacuum UV pulses produced using HHG [122], or their determination of
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the binding energy of solvated electrons [123] achieved using a similar experimental
configuration. The group has previously also constructed a source based on a four-
wave mixing in neon producing 260 nm pulses which were temporally compressed
using a grating-compressor [124]. This work was later extended to a single filamen-
tation cell in which cascaded four-wave mixing occurred in neon, producing deep-
and vacuum-UV pulses [125] which were shown to be as short as 17 fs or less [126].
These pulses were then used to study several systems including CS2 (192-208 nm
excitation) [125] and, recently, acetone (ca. 133 nm excitation) [127]. Finally, the
group of A. Stolow employed four-wave mixing in a gas-filled cell to produce vac-
uum UV pulses [128, 129]. Results obtained using the same setup are discussed in
Chapter 6 of this thesis, which discusses a collaboration between the Stolow, Sølling
and Townsend groups. A detailed description of the experimental configuration will
be outlined in that chapter.
1.5 Summary
This chapter has provided an overview of molecular dynamics in the excited state
and how these can be studied. Crucial concepts such as the Born-Oppenheimer
approximation and Franck-Condon principle were introduced, along with some key
radiationless relaxation processes that may be observed. The TRPEI methodology
was outlined, along with an explanation of the observables provided by this dif-
ferential technique. The time-resolved photoelectron imaging method used in this
thesis makes use the velocity-map imaging technique, which was discussed in Section
1.3.1, as well as an internally cold molecular beam created by supersonic expansion,
outlined in the subsequent section. Finally, it was outlined why there is a need
for short-wavelength pump and probe photons in time-resolved photoelectron spec-
troscopy experiments. The vacuum UV photons can be produced using table top




This chapter will give an overview of the experimental methods used in the Ultra-
fast Dynamics Group at Heriot-Watt University, to obtain the results presented in
Chapters 5 and 4 of this thesis. The methods used to record the data in Chapter 6
were similar to that in Chapter 5, but experiments were conducted at the National
Research Council Canada in Ottawa (see Chapter 6 for details).
In order to resolve the ultrafast relaxation dynamics of model chromophores,
light pulses on the same timescale are required. Therefore, an ultrafast laser system
is an essential part of the experimental setup. A brief outline of the basics of ultrafast
lasers and the laser setup will be discussed in the first section of this chapter. As
already outlined in Chapter 1, the majority of model chromophores absorb light in
the ultraviolet (UV) region of the spectrum and the pulses used for ionising the
initially excited sample are also required to be in the UV or even the vacuum UV
(VUV). Specifically, for the work presented in this thesis, UV wavelengths of 267
nm, 400 nm (Chapter 5) as well as VUV pulses of 160 nm (Chapter 4 and 6) were
produced and used as pump and probe pulses. The production of these wavelengths
is based on nonlinear optical concepts, which are outlined in Section 2.2. How
these wavelengths are then produced in the laboratory from the original infrared
(IR) output of the pulsed Ti:Sapphire laser system will be outlined in Sections 2.3.1
and 2.3.2. The velocity map imaging (VMI) spectrometer itself and the ultrahigh
vacuum (UHV) setup, as well as sample delivery will be discussed in Section 2.4.
Finally, an overview of the software and methods used for data acquisition, data
processing and analysis will be presented in the last section of this chapter.
2.1 Femtosecond Laser Pulses
A schematic of the laser setup and optical setup, as used for work presented in this
thesis, is shown in Figure 2.1. A modelocked Ti:Sapphire oscillator produces ultra-
short (femtosecond, fs) pulses at 800 nm which are then amplified by a regenerative
amplifier. This setup will be discussed in further detail in the following subsec-
tion. The current section will lay out the underlying ideas required for achieving
32
Chapter 2: Experimental Methods
the production of ultrashort laser pulses.
Figure 2.1: A schematic layout of the complete laser setup and a simplified example
of a typical optical setup used to produce two different UV wavelengths: 267 nm and
400 nm. In general the 800 nm laser output will be converted to shorter wavelengths
using nonlinear optical crystals (more detail in section 2.3). A delay stage, required
to introduce the time-delay between the pump and probe lines, and an example
prism compressor are also shown.
Ultrashort pulses characteristically display a high peak intensity and broad spec-
trum [130]. The pulse duration and spectral bandwidth can be related through the
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time-bandwidth product, which for a Gaussian pulse is
∆t∆ν ≥ 0.441. (2.1)
The pulse is said to be transform-limited when this product is exactly equal to 0.441
(for a Gaussian pulse). Such ultrashort pulses can be achieved using the concepts
outlined below.
Laser light is produced through an amplification process (stimulated emission)
in combination with a feedback loop (oscillator). To provide this feedback a cavity
is required. The most basic form of laser cavity consists of two mirrors, with the
laser material placed in between. Typically, one cavity end mirror will be 100%
reflective whereas the other will be partially reflective, allowing for some light to
exit the cavity. As there must be nodes at the cavity end mirrors only longitudinal




where L is the cavity length, λ is the wavelength and m is an integer value. In order
to further produce ultrashort pulses, these longitudinal modes have to be locked in
phase, a procedure known as modelocking. The pulse duration is dependent on the
number of modes oscillating in phase. To produce femtosecond pulses, the number
of modes required to be locked in phase is on the order of 104 [130, 131].
In general, the techniques used to modelock pulsed laser systems can be divided
into two classes: active and passive modelocking techniques. Active modelocking
makes use of an external clock source matched to the roundtrip time of the cavity,
to generate a signal which modulates the light inside the cavity [131]. In passive
modelocking techniques a saturable absorber is used to create the modulation, elim-
inating the need for an external clock signal as the modulation is, by its own nature,
synchronised with the cavity roundtrip time [131–133]. This saturable absorber is
commonly a semiconductor saturable absorber mirror (SESAM) [134] but may also
be an artificial saturable absorber, an example of which is Kerr-lensing in the gain
medium. Kerr-lensing is a third-order nonlinear effect which yields the same result
as the saturable absorber. This is the modelocking method used by the Ti:Sapphire
oscillator employed at HWU (see Section 2.1.1 for more details). The optical Kerr
effect is observed when the refractive index of an optical material becomes dependent
on the intensity of the light
n = n0 + n2I, (2.3)
where I is the intensity and n0 and n2 are the refractive index and nonlinear refrac-
tive index, respectively. In the cavity the peak intensities are high enough to induce
a phase shift (chirp) significant enough to result in modelocking through self-phase
modulation (SPM) or self-focusing. SPM is a modulation of the phase of the beam
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due to the Kerr effect which leads to a broadening of the spectrum of the pulse.
Self-focusing is a nonlinear effect: the intense beam in a nonlinear optical medium
will decrease in beam diameter due to varying optical intensities throughout the
beam.
These above phenomena of SPM and self-focusing also introduce the concept
of chirp. A pulse is said to be chirped when its instantaneous frequency displays
a time-dependence. This frequency sweep is caused by a linear effect - dispersion.
Dispersion is the temporal broadening of an optical pulse as it travels through a
dispersive material, but also refers to the splitting of white light into its component
colours when passing through a prism [135]. Dispersion occurs as the refractive
index is frequency-dependent which, in turn, varies the phase and group velocities
of an optical pulse. The phase velocity vphase represents the speed of the oscillations,










where ω is the angular frequency and k the wavevector, and these expressions are
true for a propagating wave of the form cos(ωt− kz). This is related to the re-
fractive index through k, which can be written as k = n(ω)ω/c. When the phase
velocity varies with frequency (through n) a pulse will exhibit phase velocity dis-
persion (PVD) or chromatic dispersion. On the other hand, a frequency-dependent













This GVD is the cause of the frequency sweep (chirp) of the carrier wave and also
leads to a broadening of the pulse envelope. An example of a chirped pulse is shown
in Figure 2.2. The instantaneous frequency can be seen to be increasing with time
in the pulse illustrated, this is known as an up-chirp, whereas a decrease of the
frequency with time is known as down-chirp.
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Figure 2.2: Illustration of an up-chirped pulse.
A pulse can acquire chirp when it travels through a medium where it experiences
chromatic dispersion as just discussed, but also due to nonlinear effects such as
SPM described earlier. The Sellmeier equation provides an accurate model of the
relationship between the refractive index and the wavelength (or frequency) of an









where the coefficients A and B are found for each material using nonlinear least
squares fitting routines of experimental data. For calcium fluoride (CaF2) for exam-
ple, a plot of n vs λ can be used to predict the dispersive properties of CaF2 at the
wavelengths of interest. An example of this is the plot produced by Li [136] shown
in Figure 2.3. Similarly, plots of the GVD or the group time delay dispersion against
wavelength can also be produced. The GVD is related to the second derivative of
n with respect to λ and can therefore easily be inferred. This is particularly useful
for estimating the most appropriate material to be used for the least GVD at the
specific wavelength of choice. As can be seen in Figure 2.3, at wavelengths below
200 nm (in the VUV region), the gradient of the plot steepens rapidly, implying a
high GVD.
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Figure 2.3: A plot of the refractive index vs wavelength for calcium fluoride taken
from reference [136]. Different symbols indicate data from other measurements,
detailed in reference [136].
The stretching and chirping of the pulse is an unwanted effect as the pulses
should be as short as possible to improve the resolution of the time-resolved exper-
iments discussed in this thesis. This is where prism pairs can be used for dispersive
compression of optical pulses, reducing the chirp and the pulse duration [137]. Con-
sider Figure 2.4. An input beam is spatially separated when passing through the
first prism, the entrance face of which is aligned parallel to the exit face of the
second prism. By adjusting the path distance, l, the amount of negative disper-
sion introduced can be optimised, thereby compensating for any positive dispersion
introduced by optical components. In addition to the separation distance of the
prisms, the insertion of the prism (its translation perpendicular to the beam path)
will also compensate for the positive dispersion by adding more glass into the beam
path. This translation of the prisms is often used after adjusting the path distance
l to achieve a finer tuning of the prism compressor and to further counteract any
positive group delay dispersion. A mirror at the end of this configuration negates
the need for two pairs of prisms as the pulses are spatially recombined upon a second
pass through the single prism pair.
37
Chapter 2: Experimental Methods
Figure 2.4: A sketch of the effect of a prism pair on the spectral components of
ingoing light. The prism compressor shown here is a double-pass setup (due to the
mirror), whereas the one employed for work presented here was single-pass, with
two prisms.
2.1.1 Femtosecond Laser System
This subsection will outline the laser setup used for the work presented in this thesis
(unless stated otherwise). A schematic of the laser system is included in Figure 2.1.
The femtosecond laser pulses are produced by a mode-locked Ti:Sapphire oscilla-
tor (Spectra Physics - Tsunami) pumped by a diode-pumped solid-state continuous
wave (CW) laser at 532 nm (Spectra Physics - Millennia) with a power of 4 W. The
Ti:Sapphire oscillator produces femtosecond pulses centred at 800 nm with a full
width at half maximum (FWHM) of 40 nm and at a repetition rate of 80 MHz. The
typical output power of this system is 400 mW.
The output from the Ti:Sapphire oscillator acts as a seed input for the regen-
erative amplifier (Spectra Physics - Spitfire Pro). The pulses are amplified in this
system using chirped pulse amplification (CPA)[138], the invention of which has
recently been recognised with a Nobel Prize. A schematic of the CPA technique is
shown in Figure 2.5. The basic process consists of three steps: initially the ingoing
ultrashort pulse is stretched to reduce the peak power; this lower power pulse is then
amplified in a laser medium and finally, re-compressed. The result is an ultrashort
pulse with increased intensity. The advantage of reducing the peak power of the
pulse prior to amplification is that damage to the optical components involved in
the amplification process is prevented. Stretching the pulse also introduces chirp,
which is compensated for when the pulses are re-compressed. Typically, this stretch-
ing and compressing of the pulse is done using grating pairs. This is also true for
the Spitfire-Pro amplifier. In the regenerative amplifier the pulsed seed beam is first
stretched using a grating pair and then amplified by overlapping it with a high-
energy (20 W) pump beam in a Ti:Sapphire crystal. The pump beam is provided by
a Q-switched Nd:YLF laser (Spectra Physics - Empower) with a repetition rate of
1 kHz and central wavelength of 527 nm (achieved by frequency-doubling the 1053
nm light emitted by the pumped Nd:YLF rod using a lithium triborate crystal).
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Figure 2.5: A schematic of the chirped pulse amplification process. After being
stretched (using a grating pair) the ultrafast pulse has a lower peak-power and is
chirped. This chirp is removed when the pulse is compressed again (using a second
grating pair).
Two Pockels cells control when light is switched into and out of the cavity. Their
timing can be adjusted to determine the number of roundtrips in the cavity which
are visualised on an oscilloscope trace, along with the level of amplification. Once
amplified a second grating pair is used to re-compress the pulses. The final output
of the amplifier are 50 fs pulses centred at 800 nm with a FWHM of 30 nm at
a repetition rate of 1 kHz. The average output power is 4 W. Using this output
the various wavelengths required to carry out TRPEI experiments can be produced
through frequency conversion using nonlinear optical crystals or four-wave mixing
in noble gases, which will be outlined in the following section of this chapter.
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2.2 Nonlinear Optics
UV and vacuum UV light is required to study the ultrafast relaxation dynamics of
the systems of interest discussed in this thesis. The output wavelength provided
by the femtosecond laser system employed is, however, in the near-IR. This makes
it necessary to shorten the output wavelength, which can be done by making use
of various nonlinear optical effects. This section provides a brief overview of the
relevant physics.
The study of nonlinear optics is concerned with the phenomena observed when
optical properties of a material are altered by intense light (typically laser light)
[139]. It is known as nonlinear optics as the observed response of the material is
nonlinearly dependent on the strength of the optical field applied. When a dielectric
material is exposed to a high-power electric field E, the induced polarisation P can
be expressed as
P (t) = ε0
(
χ(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + ...
)
, (2.8)
where χ is known as the optical susceptibility. χ(2) and χ(3) are the second- and
third-order nonlinear susceptibilities respectively, and the corresponding terms in
Equation (2.8) are therefore the second- and third-order nonlinear polarisations.
The susceptibilities furthermore consist of a real and imaginary term
χ = χ′ − iχ′′, (2.9)
which are responsible for dispersive and dissipative effects, respectively.
The various orders of nonlinear polarisation are responsible for different physical
processes. The real first-order term χ(1)′, for example, is responsible for birefringence
and dispersion in the optical material, whereas its imaginary component describes
linear absorption and gain. The χ(2)′ term leads to phenomena such as second-
harmonic generation and the Pockels effect, whereas processes including four-wave
mixing [140] and third-harmonic generation are related to the χ(3)′ term. It should
be noted here that χ(2)′′ is zero, implying that no dissipative effects (i.e., heating of
medium) occur for second-order processes. Furthermore, the material requirements
for second- and third-order nonlinear optical interactions differ. Second-order pro-
cesses may only take place in noncentrosymmetric crystals, whereas this restriction
does not apply to third-order interactions. To illustrate the nature of frequency-
mixing in a second order nonlinear optical material the polarisation response, when
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Figure 2.6: A schematic of the concept of the second-harmonic generation (SHG)
process in a nonlinear material.
two waves are incident on such a material, can be inspected:
P = ε0χ
(1)[E1 cos(ω1t) + E2 cos(ω2t)] + ε0χ
(2)E1E2 cos(ω1 + ω2)t


















The second and third terms clearly show the origin the of sum (ω1+ω2) and difference
(ω1 − ω2) frequency mixing processes. The polarisations of the second-harmonic
frequencies of the input waves are given by terms five and six. The process of
second harmonic generation is also based on this second-order polarisation response
of a nonlinear material [141, 142]. A schematic of the process is shown in Figure
2.6. An input pulse incident on a nonlinear material (such as a β-barium borate
(BBO) crystal) produces a second wave of twice the frequency of the input, hence the
process is often referred to as frequency doubling. Some residual of the input wave
will also be present after the doubling crystal, travelling in the same direction as the
2ω output. The intensity of the output is proportional to the square of the intensity
of the input beam. Under ideal experimental conditions with high intensity, the
efficiency of this process can be over 80 % [143]. It is for instance, used to shorten
the wavelength of the 800 nm output of the femtosecond laser system described in
Section 2.1.1 to 400 nm wavelengths, in order for them to be used as pump or probe
beams in the TRPEI experiment. The 267 nm light (used as pump or probe) is
produced through a cascaded tripling process, where initially 400 nm is produced
by SHG of the fundamental (800 nm) and subsequently sum-frequency generation
of both of theses waves produces the desired deep-UV wavelength. For a description
of the experimental configuration used to execute this see Section 2.3.1.
In order to produce 160 nm, a third order nonlinear process is used: four-wave
mixing (FWM) [140], specifically four-wave difference-frequency mixing (FWDFM).
Two waves have to be overlapped in a nonlinear optical medium to produce this
effect. The nonlinear medium for this process is typically a noble-gas such as neon
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or argon [144]. The configuration to achieve FWM can either be collinear, where
the two incident beams propagate in parallel, or non-collinear, where they can be
overlapped at an angle, Φ. A non-collinear overlap is advantageous as this helps
fulfil the phase-matching condition, as demonstrated by Ghotbi et al. [145, 146].
The phase-matching condition for this FWM process in terms of the wavevector k
is given by
∆k = 2k3ω − kω − k5ω = 0, (2.11)
where subscripts ω, 3ω and 5ω denote the fundamental frequency (FF), third-, and
fifth-harmonic of the laser output, respectively. Efficient energy exchange between
the waves is achieved when the phase-matching condition given in Equation (2.11)
is fulfilled. In a non-collinear configuration the angle Φ (Figure 2.7) can be adjusted
to optimise the phase-matching and therefore the efficiency of the FWM process
(Figure 2.7).
Figure 2.7: The phase-matching condition for four-wave mixing (FWM) visualised.
A non-collinear arrangement with angle Φ can optimise the phase-matching.
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2.3 Shortening the Wavelength
This section will discuss the optical configurations used to collect the data presented
in Chapters 5 and 4 of this thesis. The pump and probe wavelengths employed to
study the relaxation dynamics in nitrobenzene and its derivatives (Ch.: 5) are 267
nm for the pump and two photons of 400 nm for the probe. The time-resolved study
of acetylacetone (Ch.: 4) also uses a pump wavelength of 267 nm but the probe is
in the VUV at 160 nm, in order to project deeper into the ionisation continuum.
2.3.1 Optical Setup: UV + UV
The optical setup used to produce the wavelengths used for the work detailed in
Chapter 5 (including typical power readings) is shown in Figure 2.8. The 800 nm
output from the regenerative amplifier is split into two beamlines: one to produce the
400 nm probe pulses and one to produce the 267 nm pump pulses. The wavelengths
are achieved using SHG in thin BBO crystals. A telescope setup in the 400 nm
production line increases the efficiency of the SHG process and ensures the beam
diameter is reduced such that the full 400 nm beam will clear the entrance window
to the vacuum chamber as well as the aperture of the gate valve (6 mm) separating
the optics and main chambers. A λ
2
waveplate just before the BBO ensures the
correct polarisation (horizontal) of the UV-light is achieved (parallel to the detector
in the VMI configuration as discussed in Chapter 1). The third-harmonic (TH)
of the 800 nm output (267 nm) is achieved using the FEMTOKIT available from
EKSMA Optics. The insert in Figure 2.8 shows the effect of each optical component
in the FEMTOKIT. Initially, the fundamental frequency (FF) is converted to the
second-harmonic (SH) by SHG in a thin BBO crystal. The polarisation of the 400
nm light produced is perpendicular to that of the FF at the input. A calcite plate
compensates for the group velocity delay introduced during the SHG. This step is
followed by a zero-order dual waveplate which rotates the polarisation of the FF
so that it is polarised vertically. Furthermore, the FF and SH are now temporally
overlapped. The next stage consists of a second BBO crystal where the TH, 267
nm, is produced (via sum-frequency generation) at a horizontal polarisation, ready
to be used as a pump-pulse in the TRPEI experiment. A focusing mirror prior to
this setup ensures that the 800 nm beam size is reduced so it can pass through the
BBO crystals. A telescope after the THG setup re-collimates the beam before it is
overlapped with the 400 nm in a combining optic and passes into the spectrometer.
Here, the two beams propagate through the interaction region and double-back as
they are reflected off a curved aluminium mirror (f = 10 cm), which creates a tight
focus in the interaction region. This mirror is mounted on an (x,y,z)-translational
stage which can be controlled manually from outside of the UHV chamber. This
provides the capability of optimising the TRPEI signal centring the foci in the
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interaction region.
Figure 2.8: Schematic of the optical setup used to produce the 267 nm pump and
400 nm probe pulses for the TRPEI experiment on nitrobenzene and its methyl-
derivatives (Chapter 5).
To determine the most suitable energies of the pump and probe pulses for the
experiment spectrometer is also used. Using the sample to be studied, the energies of
the pump and probe pulses are varied until the best contrast between the combined
pump + probe signal and the pump-alone and probe-alone signals are achieved. The
spot size of the beams in the focal region and the intensities at the focus, can be
estimated based on the spot sizes and pulse energies at the entrance window of the
vacuum chamber. The aperture of the gate valve between the optics chamber and the
main chamber is 6 mm and limits the diameters of the ingoing beams. As outlined
above the beam diameters were reduced from the laser output (10 mm diameter) to
ensure the gate valve aperture is cleared. Based on the Rayleigh criterion and these
initial maximum spot sizes, the area of the focal spots for the 267 nm and 400 nm
beams can be estimated to be ∼ 90 µm2 and ∼ 210 µm2, respectively. The resulting
intensities (upper bound) at the focus can then be estimated to be ∼ 5×1012 Wcm−2
and ∼ 2 × 1013 Wcm−2 for the 267 nm and 400 nm pulses respectively. These
intensities are estimated using the pulse energies prior to the vacuum chambers
and a maximum beam diameter before focusing and therefore represent an upper
bound. The temporal pulse lengths of the 267 nm and 400 nm pulses were obtained
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based on the FWHM cross-correlation in combination with a factor of
√
2. High
intensities in the 1012 Wcm−2 are common in TRPEI experiments, where amplified
femtosecond laser pulses are employed, even under moderate focusing conditions [12].
The intensity of the 400 nm pulses has to be high as it is used as a multiphoton
probe but also just below what is typically considered to be the onset for perturbing
high intensity effects, such as the AC stark effect [12, 52].
2.3.2 Optical Setup: UV + VUV
As introduced in Chapter 1 a short-wavelength probe increases how much of the
reaction coordinate can be studied, as the probe reaches deeper into the ionisation
continuum. For this reason, it is advantageous to produce vacuum UV (VUV) wave-
lengths and use them as probe pulses. This was done for work presented in Chapter
4. The layout of the complete optical setup used to record the data presented
in Chapter 4 is shown in Figure 2.9, including the energies of the beams at vari-
ous points throughout the optical setup. Three beamlines are used to produce the
wavelengths required to carry out this TRPEI experiment. Two of these beamlines
are combined in the gas-cell to produce the probe wavelength of 160 nm, whereas
the third is used to produce light centred at 267 nm, which acts as the pump. A
more detailed schematic of the setup required to produce the VUV (160 nm) light is
shown in Figure 2.9. In order to achieve four-wave difference-frequency mixing two
beams with a central wavelength of 800 nm and 267 nm, respectively, are focused
and overlapped (spatially & temporally) in a gas-cell filled with a noble gas which
acts as the nonlinear medium. The noble gas employed here was argon.
As in Section 2.3.1, two thin β - barium borate crystals (BBO) crystals are
used to produce the third harmonic (TH) of the 800 nm input (267 nm). A calcite
plate and dual waveplate between the crystals again ensure an optimised conversion
process by adjusting the polarisation and compensating for the group velocity delay
(as detailed in the above section). The 800 nm and the resulting TH beam are
combined using a combining optic (Layertec HR/HT 267 nm/400 nm + 800 nm)
such that they can then be overlapped in the argon-filled gas-cell. The non-collinear
overlap angle is adjusted using the mirror just before the thin focusing lens (f =
60 cm) which focuses the 800 nm in the gas-cell, as well as the combining optic
before the gas-cell for the 267 nm. To focus the TH beam in the centre of the
gas-cell a focusing mirror (CM f = 1.5 m) is used, which also ensures that the
beam diameter is reduced so that it can pass through the BBO setup. Furthermore,
the reduction in beam diameter increases the efficiency of the frequency conversion
process. The temporal overlap between the IR and TH beams inside the argon-cell
is adjusted using a manual linear delay stage in the 800 nm line. The material
used for the entrance and exit windows of the gas cell was CaF2. Their thickness
was reduced to 0.3 mm, the minimum required to withstand the pressure gradient
45
Chapter 2: Experimental Methods
Figure 2.9: Schematic of the optical configuration used to produce the VUV probe
and UV pump pulses for the study of acetylacetone (Chapter 4). Abbreviations:
BBO (β-barium borate crystal), CP (calcite plate), WP (waveplate), CM (concave
mirror), PM (power meter), PO (pick-off optic), SH (shutter to enable one-colour
background subtraction).
between the gas-filled cell and atmospheric pressure or the ultrahigh vacuum (UHV)
in the TRPEI spectrometer. It is necessary to keep the windows as thin as possible
in order to reduce the amount of dispersion and chirp which is introduced when the
beam passes through the optical material. The pressure of argon in the 77 cm long
static gas-cell is adjusted using a needle valve, and measured using a baratron gauge
(Edwards 600AB). Beyond the gas-cell, the beams enter the first UHV chamber
(optics chamber).
The VUV production is dependent on the pressure of the noble gas in the cell
[145, 147]. An example of this for the setup at Heriot-Watt can be seen in Figure
2.10, for one collinear and two non-collinear configurations. This was recorded by
M. M. Zawadzki and further details can be found in reference [148]. For the setup
used to record the acetylacetone data in Chapter 4 the optimum setup conditions
for VUV production used were Φ ≈ 12 mrad (non-collinear overlap angle) and an
argon pressure of 350 mbar. This resulted in VUV pulses with a maximum energy of
500 nJ. The spectrum of VUV produced using this configuration is shown in Figure
2.11. A cross-correlation (CC) was recorded using xenon (Figure 2.12). The CC
was found to be around 150 fs using a Gaussian fit and the 2D-photoelectron spec-
trum (PES) of xenon shown indicates that the VUV pulse exhibits no significant
chirp. This can be deduced since non-resonant 2D-photoelectron spectra are able to
provide similar information as that obtained using a frequency-resolved optical gate
(FROG) trace [149]. A chirped pulse would result in a distortion or ‘bend’ in the
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Figure 2.10: The variation of the VUV with pressure in a collinear and two non-
collinear setup configurations. This figure is taken from reference [148].
photoelectron spectrum, but the data shown here are highly symmetric and even.
This methodology can provide information on the characteristics of the pump and
probe pulses due to the employment of a non-resonant or virtual state, a familiar
concept in multiphoton ionisation processes or Raman spectroscopy [150, 151]. In-
stead of exciting a resonant electronic state using the pump photon, a virtual state
with no lifetime is considered. This means the signal observed is not convoluted by a
lifetime but provides a reflection of the pulses employed. This approach is typically
used to provide cross-correlations of pump and probe pulses but can also indicate
the presence of chirp [148].
After the VUV light is produced, a spherical concave mirror (Layertec, >90%
HRp 145-165 nm at 20◦ AOI, f = 75 cm) coated for high VUV-reflectivity acts as
a recollimator. This curved mirror furthermore allows for steering of the 160 nm
in the UHV system using an external controller (Newport axis AGILIS AG-UC8).
The VUV pulses are overlapped with the 267 nm pump pulses using a second com-
bining optic. The 267 nm pump pulses are produced through two consecutive SHG
processes in two thin BBO crystals. The delay stage in this line adjusts the timing
between the pump and probe beams. A pair of prisms acts to reduce the chirp of
the pulse in this line, on the basis of the principles outlined earlier. It should be
noted here that this configuration is single pass, and therefore will result in pulses
that have a reduced temporal chirp and pulse duration but are spatially dispersed.
It was necessary to adopt this configuration as a double pass setup resulted in losses
in intensity too high to perform the TRPEI experiment. Since the temporal pulse
duration is one of the crucial parameter for this experiment this configuration is
favourable despite its trade-offs with regard to spatial chirp. Both UV and VUV
beams are later focused using a curved mirror inside the vacuum chamber cham-
ber where the introduced spatial chip will likely result in a chromatic focal shift
in the UV beam. This is typically avoided when using a mirror to focus a beam,
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Figure 2.11: The spectrum of the produced VUV light. The data has been intensity
normalised and using a Gaussian fit a FWHM of ∼ 1.3 nm is extracted.
Figure 2.12: The cross-correlation (b) of 160 nm and 267 nm pulses obtained from
the photoelectron spectrum of a 1+1′ ionisation using xenon (a). The FWHM has
a 1σ uncertainty of ± 10 fs.
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compared to a lens which is known to introduce chromatic aberrations. Focusing
lenses have nonetheless been successfully employed previously with this TRPEI spec-
trometer indicating a certain tolerance for chromatic aberrations for the experiment
[94, 152, 153]. A good overlap of the two focussed beams is ensured when initially
configuring the TRPEI spectrometer for the experiment. It involves adjusting the
velocity mapping conditions such that the focal regions where the pump and probe
beams excite sample can be ‘viewed’ on the CCD. When the focal regions of both
beams are successfully overlapped a significant amplification in electron signal is ob-
served. This allows for a precise alignment inside the vacuum chamber and ensures
sufficient overlap of the beams, negating concerns of shifted focussing positions.
The 267 nm pump beam then enters the first UHV chamber via a window (fused
silica) and is overlapped with the 160 nm beam in the combining optic (VUV high-
reflectivity coated plane mirror) in the centre of the first chamber. Using two optics
coated for VUV-reflectivity after the production stage in the gas cell ensures that
any remaining IR and TH light from the FWDFM process are removed. The afore-
mentioned external controller also controls the translation of the stage indicated by
dark grey rectangles inside the first vacuum chamber depicted in Figure 2.9. This
stage is required for beam diagnostics, where the mirror on the first stage can be
moved into the 160 nm beampath, diverting it into a VUV spectrometer (Resonance
Ltd VUV mini spectrograph VS7550) mounted on the side of the vacuum chamber.
This allows for accurate determination of the central wavelength and spectral band-
width of the VUV produced. The photodiode (Star Tech Instruments, XR-16-G)
mounted on the same translation stage is used to determine the power of the 160
nm light. The second PC-controlled translation stage, with a mirror mounted on
top, allows the 267 nm beam to be sent out of the chamber through another win-
dow to aid with alignment. Finally, the pump and probe beams were focused in
the interaction region between the electrode setup (described below), on a second
pass, using a curved mirror which is Al-coated and has a focal length of 10 cm (as
above). As done for the UV+UV configuration in the previous section, the area of
the focal spots for the 267 nm and 160 nm beams can be estimated to be ∼ 90 µm2
and ∼ 30 µm2, respectively. Using these values an upper bound of the intensities
in the focal region can be estimated to be ∼ 8× 1012 Wcm2 and ∼ 1× 1013 Wcm2
for the 267 nm and 160 nm beams respectively. The assumptions made previously
for the UV+UV setup apply here, except that the energy of the 160 nm pulses are
measured inside the vacuum chamber and therefore no losses due to passing through
an entrance window are expected. Still, these intensity values represent an upper
bound as the maximum possible beam diameter before focusing permitted by the
gate valve aperture (6 mm) was used to estimate the focal spot sizes and intensities.
A high intensity VUV beam was required for the experiment to be successful.
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2.4 Velocity Map Imaging Spectrometer
This section will provide a brief overview of the whole spectrometer setup, followed
by a more detailed discussion of the vacuum setup, VMI setup and detection methods
and finally sample delivery.
The configuration of the TRPEI spectrometer used for the VUV setup is shown
in Figure 2.13. The spectrometer setup consists of three ultrahigh vacuum (UHV)
chambers: the main chamber in the centre, which is connected via gate valves to the
optics chamber, and source chamber. The optics chamber contains the optical setup
required for focusing the pump and probe beams in the interaction region inside the
main chamber (as in Figure 2.9). It was designed by M. Candelaresi. The gas cell for
VUV production is part of the arm protruding from the optics chamber. It should
be noted here that the optical setup inside this chamber is of course dependent on
the pump and probe wavelengths used. For the experiment in Chapter 4, where the
VUV arm was used, the optical setup is shown in Figure 2.1. The setup for work
done in Chapter 5 does not require the VUV arm, instead of which a window was
mounted directly onto the optics chamber. The optics chamber and main chamber
are connected by a gate valve. This allows for the optics chamber to be opened
while the other two chambers remain under UHV conditions. This is particularly
useful for realignment purposes but also for the regular cleaning of optics. The
source chamber, positioned below the main chamber, is also connected via a gate
valve to allow for a fast turnover when refreshing solid samples internally mounted.
As indicated by its name, the source chamber’s main purpose is for sample delivery.
An Even-Lavie molecular beam pulsed valve [102] is mounted here, which allows for
the sample to enter the main chamber as a supersonically cooled molecular beam
(see Section 2.4.2). Finally, the main chamber contains the ion optics used to focus
the electrons or ions onto the detector, consisting of a micro-channel plate (MCP)
and phosphor screen (described in more detail below). A window on the top of this
chamber allows for an external charge-coupled device (CCD) camera to be mounted
and capture images from the detector.
2.4.1 Ion Optics for Velocity Map Imaging and Detection
The concept of VMI was discussed previously and the specific electrode setup (also
known as ion optics) used for VMI will be outlined here. A detailed schematic of the
VMI electrode setup can be seen in Figure 2.14. It consists of five electrodes to which
a negative or positive voltage may be applied in order to collect electrons or ions on
the detector. The region of interaction between the laser pulses and the sample is
located between the repeller (A) and extractor (B) electrodes. The electrons that
will be imaged are born here and focused onto the detector, which is found at the
top of the flight tube about 260 mm from the interaction region. A voltage ratio
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Figure 2.13: The entire vacuum system, including the argon cell (gas cell) arm
where the VUV is produced, the optics chamber, and main and source chambers.
The spectrometer used to characterise the VUV beam is also shown. Courtesy of
Chris Sparling.
of 0.78 between the extractor and repeller electrodes produces the optimal velocity
mapping conditions for this setup [94]. The third electrode, C is grounded to achieve
a field-free region between C and the detector. The electrodes D and E are also
grounded for the purposes of the experiments discussed in this thesis. They provide
the optional capability of conducting DC slice-imaging experiments. As shown in
Figure 2.13 the electrodes are surrounded by two mu-metal cylinders mounted on
a base plate and topped with an end-cap, also made of mu-metal. The nickel-iron
alloy shields the electrodes from unwanted, external magnetic fields which could
affect the trajectory of the electrons. Rather than blocking the magnetic field lines,
the shielding effect is achieved by the high permeability exhibited by the mu-metal,
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Figure 2.14: A detailed schematic of the ion optics setup at Heriot-Watt, published
in [94].
which acts to redirect the magnetic field lines around the area which it is shielding.
The electrodes were coated in Vantablack (Surrey NanoSystems) material to reduce
the increased background scattering signals observed when VUV wavelengths are
used (Chapter 4). This coating is crucial when shorter wavelengths are used, as the
scattered intensity increases with shorter wavelength, as shown by the well-known




As the scattered intensity, I is proportional to the inverse wavelength to the power
of four, even a relatively small shortening of the wavelength has a large effect on
the scattering intensity. Based on this proportionality relationship, it is evident
that reducing the wavelength from 260 nm to 160 nm results in an increase of the
scattering intensity by about an order of magnitude. Two main features of this
ion optic setup distinguish it from those used by other groups: the first being the
conical shape of the extractor electrode, and the second the lip on the extractor and
repeller electrodes. The former reduces lens aberrations by improving the ability
to focus electrons with an initial velocity perpendicular to the time-of-flight axis.
The second feature was added to reduce charge-build up on the insulating spacers
between the extractor and repeller which may lead to distorted VMI images.
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Using the electrode assembly, the electrons/ions are focused onto the detector.
This consists of a dual microchannel plate (MCP) which acts as an amplifier of the
signal by multiplying the ingoing electron/ions. The resulting electron avalanche is
then converted into light when picked up by a P47 phosphor screen which is mounted
above the MCP. A monochrome CCD camera (The Imaging Source, DMK 21BF04
- 640 × 480 pixels) is mounted outside the UHV system and images the light from
the phosphor screen through a viewport. The timing of the arrival of the pulsed
molecular beam and pump/probe pulses in the interaction region is controlled by
a delay generator (Stanford DG535). The external trigger is provided by the laser
(time delay generator/internal clock) which acts as a reference for the EL valve
trigger and the detector. The timing to trigger the EL valve can be adjusted to
provide a good temporal overlap of the molecular beam and pump/probe pulses. It
can also be used to select ions of a specific mass (flight-time), when the spectrometer
is used in ion mode. In order to reduce noise the backplate voltage of the MCP is
gated using a high-voltage pulser (DEI PVX-4140).
2.4.2 Sample Delivery
The sample can be introduced into the spectrometer using several methods. Liquid
samples are typically placed into a bubbler, a sketch of which is shown in Figure
2.15. The sample is placed into a pyrex beaker which in turn is placed into a steel
container that can be pressurised. A KF flange with a gas feedthrough allows for a
carrier gas, such as helium, to bubble through the liquid, or alternatively flow over a
volatile solid sample. The carrier gas is typically at a pressure of 0.5 bar. This puts
the sample into the gas phase and the carrier gas and sample mixture can then be
directed into the source chamber (and to the E-L valve) using a further feedthrough.
Samples with a relatively high vapour pressure are required for this method for a
sufficient amount to be put into the gas phase. Samples which are already in the
gas phase can also be introduced into the UHV system in this way by connecting
the pressurised bottles directly to the feedthrough leading to the source chamber.
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Figure 2.15: A sketch of the bubbler used for sample delivery. A liquid or solid
sample is placed in a beaker inside the steel canister. Access to the beaker is provided
by a KF40 flange at the top.
Sample mixtures are delivered to a pulsed, molecular Even-Lavie (EL) valve [102]
with a conical nozzle of diameter 150 µm. This valve typically operates at the same
repetition rate as the laser (1 kHz) producing short (20 - 30 µs) molecular beam
pulses. The sample mixture is cooled via supersonic expansion to temperatures
under 40 K. A skimmer with a 1 mm diameter orifice is in place between the source
and main chambers to pick out the coldest part of this molecular beam before it
enters the interaction region. The temperature of the EL valve can be controlled
using a chiller (Neslab RTE-110) containing a mixture of ethylene glycol and water.
This is to avoid melting of solid samples when loaded directly into a cartridge in the
EL valve. The EL valve can also be removed providing an effusive beam setup, as
used in Chapter 5. The gate-valve separating the source and main chambers allows
for this process to be fairly quick as only the source chamber has to be brought to
atmosphere.
2.4.3 Vacuum Setup
The three UHV chambers require two stages of pumping in order to maintain the
low pressures required to run the gas-phase TRPEI experiments. A schematic of the
vacuum setup can be seen in Figure 2.16. A turbo molecular pump is mounted on
each chamber which is in turn connected to a roughing pump via a valve and tubing.
Two of these roughing pumps (oil-sealed rotary pumps) are situated in an adjacent
room to reduce vibrations and noise, whereas the scroll pump for the optics chamber
is positioned next to the UHV chambers. Foreline traps prevent any backstreaming
of oil from the roughing pumps (oil-sealed rotary) to the turbo molecular pumps.
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The pressure in each chamber is monitored by a wide range gauge (consisting of
a Pirani and an inverted magnetron gauge) whereas the pressure in the roughing
line can be determined by a separate Pirani gauge. The lowest pressures are found
in the “main chamber”, which is typically in the low 10−7 mbar, provided by a
turbo molecular pump with a pumping speed of 440 ls−1. In the adjacent “optics
chamber”, the pressure is an order of magnitude larger than this (low 10−6 mbar)
as a pump with a lower pumping speed (61 ls−1) is used for evacuation. Since this
chamber contains purely optical components, a low base pressure is not as essential
as it is in the main chamber where the interaction of light and sample takes place.
Finally, the “source chamber” is also typically in the low 10−7 mbar when no sample
is injected. When a sample with a carrier gas is injected however, the pressure may
rise up to 10−4 mbar which is why a large turbo molecular pump (pumping speed:
2200 ls−1) is required for this chamber. As mentioned above, two gate valves connect
the three chambers, one between the main and optics chamber, and one between
the main and source chamber. This allows for the optics and source chambers to be
vented while the electron/ion detector in the main chamber remains under vacuum.
This is crucial as the detector may be damaged by prolonged exposure to air.
Figure 2.16: A schematic of the vacuum system used, where the numbers 1,2,3
indicate the different lines leading to the roughing pumps for the optics-, main-, and
source-chamber respectively.
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2.5 Data Acquisition, Handling and Analysis
In order to acquire, process and analyse the data from the TRPEI experiment, the
REPEITS program is used. It was written by R. Livingstone and is outlined in
detail in reference [95]. The program has since been updated to run on the 2015
version of MATLAB but the overall operation of the program is as described in the
above reference.
Figure 2.17: A screenshot of the Acquire data software. As can be seen all the shutter
and translation stage settings can be adjusted as required. There are further options
to edit the acquisition time of each VMI image and a graph of the pump-probe
intensity gives an indication of the stability of the experiment.
The program is divided into three major parts of code: Acquire, Process and
Analyse. The Acquire part of the program communicates with the translation stage
and controller (Physik Instrumente - M-403.62S/ Mercury Step C-663), the shutters
(Thorlabs TSC001) and the monochrome CCD camera. This allows for the VMI
images to be collected. A screenshot of the graphic user interface (GUI) of Acquire
can be seen in Figure 2.17. The acquisition time, time steps and scan direction can
be edited using this GUI prior to setting up a scan, which is a complete set of VMI
images for all the pump-probe delay times specified by the user. Typically such a
scan consists of fine time steps around time-zero (15-30 fs) followed by a region of
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longer time steps (60-90 fs) up to a certain point, typically up to 1 ps. Finally, it
is possible to define a series of exponential steps to cover the range out to 200 ps
pump-probe delay time. The acquisition time can also be set by the user. Individual
pump and probe alone times can be set providing the option to acquire pump only
or probe only signal in order to perform background subtraction. When a scan is
not running, the blue panel on the left-hand side shows a live feed from the camera.
Furthermore, a trace at the bottom of the panel shows the overall integrated signal,
which is a helpful tool to check for the time-overlap between pump and probe signal.
Once a scan is running the blue panel on the right-hand side in Figure 2.17 shows
each scan step as it is being acquired in real-time, as well as integrated traces over
the delay-time and radial (pxl) axis. It is also possible to use centroiding [155] on
the data as it is being acquired, this feature was however, not used in any of the
experiments discussed in this thesis.
The VMI images collected are then processed in the Process part of the REPEITS
program. An individual image, scan or collection of scans can be loaded. Typically, a
number of scans recorded consecutively will be processed together. The background
signal can be subtracted using the “pump” and “probe” subtract options. This is
done at every time-delay for the data presented in this thesis. Furthermore, there
is an option to symmetrise the VMI image using select quarters.
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Figure 2.18: A screenshot of the Process data software. Along the top of Process
the VMI image at each time-delay is shown. The VMI images can be viewed as raw,
Abel inverted or half raw and half Abel-inverted: a half and half display is shown
here. The number of scans and their intensity can be seen in the central white panel
labelled “scan trace”. The total spectrum and temporal trace are shown in the white
panels above and below, respectively. An enlarged version of the VMI image can be
viewed on the bottom right of the Process GUI. This can be just one VMI image
at a specific time-delay or the sum of VMI images over several/all time-delays. The
example data shown here is from piperidine TRPEI (see reference [22] for more).
The main processing required is the reconstruction of the 3D velocity distribu-
tion of the electrons from the 2D projection onto the detector. When the electron
cloud is imaged on the detector, it is unavoidably ‘flattened’. The 3D distribution
can however, be recovered using several image-processing techniques which were pre-
viously discussed in Chapter 1. The technique of choice in the Process code is the
Abel-transform. This inversion technique works on the assumption that the veloc-
ity distribution of the electron cloud possesses cylindrical symmetry (as discussed
in Chapter 1). Making use of the Abel-transform is however, a computationally
expensive and noise-amplifying method which does not lend itself to real-time or
on-the-fly data processing. In order to address these two shortcomings, a matrix
inversion method was proposed by Townsend and co-workers [94]. Cho and Na use
a similar approach in their work in the area of plasma-diagnostics [156].
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As a reminder, the inverse Abel transform (as discussed in Chapter 1 and given









in cylindrical coordinates (ρ =
√
x2 + y2) and the detector was assumed to lie in
the y, z plane, where z is the symmetry axis.
Now, partitioning the x, y plane into segments of constant ρ and y (Figure 2.19)
allows the 3D distribution I(ρ, z) to be described as discrete Iij where i and j are the
maximum values of radius ρ and y value, respectively. The area of such a segment
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(2.15)
In terms of the matrices, A, I and P the projection of the initial 3D distribution
onto the 2D detector plane can now be expressed as P = 2AI and the inverse Abel





A number of rapid matrix inversion methods are available to evaluate the above
expression, which was implemented in MATLAB by R. Livingstone [94, 95]. This
approach was shown to reduce the processing time by about two orders of magni-
tude compared to other methods [95]. Using standard matrix inversion routines in
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MATLAB, one hundred 300 × 300 px images can be inverted in about one second
using a standard PC with a 2.67 GHz processor.
Figure 2.19: Illustration of the partition of the x, y plane into segments of constant
values of y and radius, ρ. Figure from reference [94].
The Analyse part of the REPEITS program then allows the user to fit the pro-
cessed data and extract the temporal evolution, decay associated spectra (DAS) as
well as β-parameters. Initially the photoelectron data has to be calibrated, in order
to convert the radius in pixels to kinetic energy in eV. It is necessary to create a
calibration file for each new set of voltage settings for the extractor and repeller elec-
trodes. A sample with a known ionisation potential that produces well-characterised
rings in the VMI images is typically chosen to create this calibration file. Atomic
species such as xenon fulfil these conditions and are therefore regularly used. Once
the data is calibrated it can be cropped in energy or time, energy bin widths can
be altered, the lin/log crossover-point can be set as well as the time-zero offset.
The t < 0 background can also be subtracted to reduce noise. The data can be
viewed in 2D mode, top-down as shown in Figure 2.20 or in 3D. Furthermore, the
integrated time-trace and spectrum are shown in graphs to the left and below the
central 2D/3D photoelectron spectrum. Once this setup has been performed, there
are several options for fitting the data using Analyse. The “Global Fit” option fits
the photoelectron spectrum providing information about the relaxation dynamics.
The PES is fitted globally, at every photoelectron energy and pump-probe delay
value, using a number of decaying exponentials over the whole spectrum. It is fitted




Ai(E) · Pi(∆t)⊗ g(∆t), (2.17)
where Ai is the decay-associated spectrum (DAS) of data channel i, Pi(∆t), the time-
dependent population and the experimental cross-correlation, g(∆t). The cross-
correlation g(∆t) is modelled by a Gaussian function, whereas Pi(∆t) is modelled
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using decaying exponentials
P (∆t) = e
− t
τi , (2.18)
with τi being the time-constant, which is an indicator of the speed at which the
relaxation process takes place. The number of decaying exponentials to be fitted is
determined by the user. The DAS shows the amplitude of each exponential decay in
each energy bin, which allows for the identification of different processes taking place
at different energies. The above expression (2.17) was integrated into the REPEITS
program to primarily make use of a parallel fit model (although a sequential fit
option is available). A parallel fit model is one where all exponential decay functions
originate from zero time delay between the pump and probe pulses (∆t = 0 ). This
type of fit assumes no a priori knowledge of the type of dynamical processes present
but can identify sequential processes through negative amplitude features, which
must mean a rise in signal. This is discussed in more detail in references [14, 159]
and will be expanded in the discussions of experimental Chapters 6 and 4.
Figure 2.20: The GUI for the Analyse part of REPEITS. The functionality to fit β6
and β8 as shown in the top right hand corner of the GUI was coded by myself (see
main text for details). The data shown here is a test on nitrobenzene (see Chapter
5).
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2.5.1 Photoelectron Angular Distributions
TRPEI is a highly differential method. So far the extraction of time- and energy-
resolved information has been discussed, however angular information can also be
extracted and aids in the understanding of the relaxation process. As the surfaces of
the Newton spheres created during the photoionisation process [160] are anisotropic,
the observed signal is not homogeneous over the surface of the sphere. As discussed
in Chapter 1, for photoionisation experiments, the angular distribution provides
information about the orbital from which the electron was ejected [11, 14, 71, 72].




[1 + β2(E,∆t)P2(cos θ) + β4(E,∆t)P4(cos θ)], (2.19)
where σ(E,∆t) is the time-dependent electron energy distribution and Pn are the
Legendre Polynomials. The β terms describe the degree of anisotropy [71] and vary
between (−1 ≤ β ≤ 2). If higher-order photon processes are expected the expression




a2nP2n cos θ, (2.20)
where n is the photon order. So, as above, if it is a two-photon process (1 + 1′) a4
and P4 are the maximum terms required. The spectral and temporal evolution of
β, extracted by Analyse, aids in interpreting the TRPEI data.
The REPEITS program was originally capable of only fitting up to β4. The
capability to fit up to and including the β8 term using REPEITS was added by myself
in order to fit the data presented in Chapter 5 of this thesis. In this data, multi-
photon processes up to the fourth order are observed and therefore the anisotropy
fit has to include Legendre polynomial terms up to β8. The above expression in




[1 + β2(E,∆t)P2(cos θ) + β4(E,∆t)P4(cos θ)
+ β6(E,∆t)P6(cos θ) + β8(E,∆t)P8(cos θ)].
(2.21)
2.6 Conclusion
This chapter has introduced the various components required to perform time-
resolved photoelectron imaging experiments. Initially, a brief review of the basic
principles of femtosecond lasers and nonlinear optics was presented which was fol-
lowed by a discussion of the two optical configurations used to perform the UV + UV
and UV + VUV experiments, respectively. Subsequently, the TRPEI spectrometer
was outlined, including sample delivery methods. The final section of this chapter





It is often beneficial to support the experimental time-resolved photoelectron imag-
ing measurements described in the previous chapter with quantum chemistry calcu-
lations. These can be used to determine the states which are initially excited and
to identify the molecular states playing a role in the relaxation dynamics. This is
crucial to the interpretation of time-resolved studies. Furthermore, in Chapter 5
quantum chemistry calculations are used to determine whether the molecular struc-
tures investigated are conformationally locked under experimental conditions. In
this chapter a brief introduction to the principles and methods used in computa-
tional quantum chemistry, relevant to the work presented in this thesis, will be
provided.
Computational chemistry methods have advanced from the first attempts to
solve the Schrödinger equation (SE) for hydrogen to modelling larger molecules and
even protein folding. Here, it is important to note that there are two approaches:
classical and quantum mechanical. Methods based on classical mechanics such as
force-field methods or molecular mechanics can be used for large biological molecules.
For much smaller systems, however quantum mechanical methods can be used to
provide high-accuracy predictions. The molecular structure, energy and further
properties of a molecule can be computed using these methods; bond formation and
breaking can also be predicted. Quantum chemical methods can be grouped into
two approaches: semi-empirical methods and ab initio methods. For the purposes
of this work ab initio (from first principles) methods are relevant; they include
wavefunction methods such as the Hartree-Fock (HF) approach but also density
functional theory (DFT).
In this chapter, methods for solving the SE will be discussed initially, followed by
an introduction to the Hartree-Fock method and an overview of “post-HF” methods.
This is followed by a detailed discussion of DFT, and methods to compute excited
states such as time-dependent DFT (TD-DFT) which was mainly used for the work
presented in Chapter 6. The second half of this chapter will look at how these
methods are employed and how results are analysed.
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3.1 Solving the Schrödinger Equation
Quantum chemistry methods aim to solve the Schrödinger equation in order to ob-
tain the wavefunction, which can then be used to predict a given molecular property.
In this context, the only system for which the SE can be solved exactly (analyti-
cally) is hydrogen (H2+) or any system containing one electron. For larger atoms
or molecules (for any system with more than one electron) approximations are nec-
essary. In operator form the Schrödinger equation is
ĤΨi = EiΨi (3.1)
where Ψi is the wavefunction of the ith state and Ei its energy. The complete molec-
ular wavefunction is dependent on a total number of 3M+4N variables, where M is
the number of nuclei and N the number of electrons. This large number of variables
contributes to the complexity of the problem. The Hamiltonian is comprised of all
the terms making up the energy of a system, so for a molecular system it is given
by
Ĥ = T̂e + V̂ee + T̂n + V̂nn + V̂ne. (3.2)
Here, T̂ and V̂ are the kinetic and potential energies, respectively. The subscripts
n and e denote the nuclei or electron respectively, and combinations of both denote
interactions between them. As Equation (3.2) shows, the energy of a molecular
system consists of the kinetic energies of the nuclei and electrons as well as the
potential energies arising from their attractive and repulsive interactions.
As already noted, the total molecular wavefunction is dependent on a large num-
ber of variables. It is therefore desirable to reduce this number to simplify the prob-
lem. This can be done using the Born-Oppenheimer approximation introduced in
Chapter 1. In the BO approximation the nuclei can be considered as fixed and the
SE for only the electrons can be solved in a constant field produced by the nuclei.
The SE is simplified to the electronic SE
ĤΨe = EeΨe, (3.3)
where Ψe is now the electronic wavefunction which can be denoted Ψ(ri;RA) where
ri are the electronic coordinates and RA are the nuclear coordinates which can
be treated as parameters, similarly to the electronic charge, for example. Finally,
the Hamiltonian is simplified, as the nuclear repulsion and nuclear kinetic energy
operator can now be excluded, yielding
Ĥe = T̂e + V̂ee + V̂ne. (3.4)
It should be noted here that, to obtain the total energy of the system, the nuclear
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Figure 3.1: A sketch illustrating adiabatic and diabatic curves. The dashed lines
indicate what the adiabtic curves would show in a region where the two potential
energy curves may be approaching degeneracy. R is a nuclear coordinate of interest.
repulsion does still need to be taken into account
Etot = Ee + Vnn. (3.5)
Fixing the nuclei positions and solving the SE at various nuclear geometries to
obtain the electronic energy results in a multidimensional potential energy surface
(PES). For molecules (non-linear) the PES has 3M - 6 dimensions, where M again is
the number of nuclei. These complex surfaces may exhibit stationary points includ-
ing first order saddle points (transition states) and local and global minima. When
the electronic states become degenerate, as in Figure 1.4, the BO approximation
does, however, break down. It is non-BO terms that are responsible for the coupling
of different electronic states. As introduced in Chapter 1, this breakdown of the BO
approximation is a crucial concept when studying the relaxation dynamics of molec-
ular systems, as it is observed near conical intersections (CI). Before continuing in
the discussion it is necessary to define the terms adiabatic and diabatic, which can
be done with the aid of Figure 3.1. Adiabatic surfaces, which are the result of the
BO approximation, are indicated by the dashed lines. They do not cross but vary
rapidly as a function of the internuclear coordinate in regions of strong non-adiabatic
coupling. Crossings are determined by the breakdown of the BO approximation and
are therefore diabatic. Importantly, the adiabatic states change along the nuclear
coordinate. The “blue” diabatic state ‘transforms’ into the “orange” diabatic state
as the internuclear coordinate, R evolves. This will be important later on in this
chapter when the data analysis is discussed. The concept of adiabatic and diabatic
states is discussed only briefly here, and a more complete discussion can be found
in reference [161].
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3.1.1 Basis Sets
Before introducing the methods used to solve the SE, this section will discuss the
use of basis sets. The electronic wavefunctions or molecular orbitals (MO) are
unknown but can be described using a set of known functions. The set of known
functions is referred to as a basis set which consists of basis functions. If this set is
complete, i.e. if there is an infinite number of known functions, the description of the
unknown function will be exact. However, an infinite set of functions is not possible
numerically, so a finite number has to be chosen. Increasing the size of the basis
set will improve the accuracy of the description of the MOs. The issue with this
lies in the computational cost which scales as C4 where C is the number of heavy
atoms (not hydrogen) [162]. Therefore, it is important to achieve a good balance
between accuracy and feasibility when choosing a basis set. The basis functions are
also referred to as atomic orbitals (AO) and a linear combination of these can be





where χi are the basis functions (or AOs), M is the total number of basis functions
in the basis set and the coefficients ci are the contributions (weights) to the total
molecular wavefunction (MO) φi. There are two common types of functions used to
describe AOs; Slater type orbitals (STO) or Gaussian type orbitals (GTO). STOs
use spherical harmonics and provide the most accurate description of an AO. The
GTOs, however are much simpler to compute and even though the number of GTOs
required to obtain a similar accuracy to a Slater type is nearly triple, they are still
often favoured [162].
As discussed above, it is desirable to keep the number of basis functions low but
the basis set must have sufficient flexibility to describe all MOs required. For exam-
ple, diffuse basis functions are needed for anions or excited states, in order to take
into account electrons further from the core. The typical functions added are only
s- and p-wave functions, but higher angular momentum functions can be important
for many systems. These are known as polarisation functions. By examining the
role of different basis functions more closely, the number of basis functions required
to produce an accurate description of the system can be reduced. For example, the
electrons in the inner orbitals, such as 1s, are critical when predicting the molecular
energy. For chemical reactions, however it is the valence electrons that are of interest.
Most of the basis functions are typically used to describe the inner shell electrons,
thereby neglecting the outer valence region. This means that a lot of computational
effort goes into describing the chemically uninteresting and nearly constant part
of the system. This is where contracted basis sets [162] were introduced. In such
basis sets the coefficients of the inner basis functions are fixed, thereby reducing
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the amount of parameters that have to be evaluated using the variational method.
Examples of this are the Pople style basis sets [163], such as k-nlmG basis sets.
Here, k represents how many primitive GTOs have been contracted to represent the
core orbitals, nlm indicates how many functions the valence orbitals have been split
into and how many primitive GTOs are used to represent them. Any values after G
indicate whether polarisation functions have been included. The largest Pople style
basis set is 6-311++G(3df,3pd) where the ++ indicates that diffuse functions have
been added, even to hydrogen.
A minimal basis set such as STO-3G contains the lowest number of basis func-
tions required to describe the AOs on every neutral atom in the molecule. So for
carbon or nitrogen this would be two s-functions (1s and 2s) and a set of p-functions
(2p). The accuracy can be improved by employing more of these functions of varying
size, on a neutral atom. This is the purpose of ζ basis sets. A double ζ (DZ) basis
set will add double the number of functions, and triple (TZ) or quadruple (QZ) are
also possible. This is important when describing the orbitals in molecules where σ
and π bonding orbitals are common.
Often used for work presented here is the aug-cc-pVnZ basis set, where n has
been substituted for D,T,Q which stand for double, triple, quadruple. This is the
correlation consistent (cc) basis set proposed by Dunning and co-workers [164]. The
aug-, denoting augmented, means that one diffuse basis function is added to every
atom and for every angular momentum required (s,p,d etc.). An example of this
would be that the cc-pVTZ basis set uses s,p,d and f functions on carbon; including
aug- would then add diffuse subshells to s,p,d and f [165]. Pople basis sets for
comparison, use only minimal augmentation [166] unless the + or ++ options are
used. An overview of numerous basis sets and their performance, as well as more in
depth discussion on the topic can be found in references [167] and [168].
3.1.2 Hartree-Fock Theory
Now that the problem has been set up, a discussion of the basic approach to solving
the SE for a molecular system will be presented in this Section. Firstly, the elec-
tronic wavefunction has to be constructed. The wavefunction of a single particle
can be described as an orbital. A combination of the electron’s spatial orbital and
spin function - a spin orbital - is required to describe the complete electron orbital.
The electronic wavefunction can then be written as a linear combination of these
spin orbitals for all electrons. This approach is known as the Hartree-product [169].
However, a vital factor is missing in this description: the orbitals must be anti-
symmetric with respect to particle interchange as dictated by the Pauli principle.
So, the original Hartree-product can be improved by including this antisymmetry
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, 〈φi|φj〉 = δij (3.7)
This SD describes a system with N electrons. The terms in the brackets give the po-
sitions and spins of the electron. Furthermore, φ denotes the one-electron wavefunc-
tions (a wavefunction describing a single electron), which are termed the molecular
orbitals (MO). Describing the dynamics of a system with several electrons is chal-
lenging but can be simplified using independent-particle models. Those are models
that disregard some particle interactions. One of these is the Hartree-Fock (HF)
[171, 172] method, which treats all particle interactions using a mean-field approach
[162]. This average treatment originates from the above Slater determinant as one
main assumption is that only a single SD is used to describe the wavefunction. It
assumes that each electron moves independently of all the other electrons in the sys-
tem, which are included by a Coulomb repulsion potential constructed using their
average positions.
The Slater determinant describes the best electronic wavefunction, within the ap-
proximation that a combination of one-electron wavefunctions can describe a molec-
ular system. In order to determine the best orbitals (one-electron wavefunctions)
the variational theorem is applied. The variational theorem states
〈Ψguess|Ĥ|Ψguess〉 ≥ ε0 (3.8)
where ε0 is the exact ground state energy and Ψguess is a trial wavefunction. It
implies that the trial wavefunction resulting in the lowest energy is the best guess.
So the wavefunction must be minimised in order to solve the problem. It should
be noted that this theorem is an aid to solving the problem numerically, as it is
analytically impossible for any system bigger than hydrogen. All the above can be
combined to construct the Hartree-Fock equations using the Fock operator F̂ . The
Fock operator includes the kinetic energy of the electron, its repulsion from the other




(Ĵj − K̂j). (3.9)
ĥ is the one electron energy operator which describes the motion of electron i in the
average field produced by the nuclei. The interaction of the electron with all others
(subscript j ) in the system is described using the Coulomb and exchange operators,
Ĵ and K̂ respectively. The Coulomb operator deals with the repulsion from other
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electrons in an average fashion as mentioned above. The Fock operator is not a
Hamiltonian however, as it describes the variation of the energy, rather than the





where φ are still the MOs. This is obtained by minimising the energy with the
constraint that the MOs are mutually orthogonal. The λij terms are the Lagrange
multipliers used in this process. Here, i denotes the electron being described, while
j are the other electrons in the system. Importantly, a set of pseudo-eigenvalue
equations can be formed using the canonical MOs φ′, chosen such that λij = 0






By expanding the MOs as in Equation 3.6, the HF equations in the atomic orbital
basis are obtained, also known as the Roothaan-Hall equations [173, 174].
As the Coulomb and exchange operators (Ĵ and K̂) in the Fock operator are
dependent on all (occupied) MOs, an iterative method known as the self consistent
field (SCF) scheme can be used to solve Equation (3.11). In the SCF scheme a
basis set of choice is used to construct the initial MOs where a guess is made for the
coefficients ciα (from Equation (3.6)). Using this, Ĵ and K̂ can then be computed
and F̂ is found. The Roothaan-Hall equations can then be solved, yielding new
eigenvectors which are a new set of ciα coefficients. Now we have returned to the
first step, and the new ciα coefficients can be used to improve the description of
the MOs. This continues until the scheme has converged. The procedure is based
on the variational theorem: the lower the energy produced using the orbitals, the
better they are.
Further approximations can be made to the HF equations, leading to semi-
empirical methods for the treatment of large systems. The HF method itself can also
be made more accurate by adding ways to take into account the electron correlation
that has been treated in an average fashion up until now. This will be discussed
below.
3.2 Methods to Include Electron Correlation
The Hartree-Fock method is the foundation of much of electronic structure theory.
It averages the electron-electron interaction, or electron correlation (EC), and ac-
counts for 99 % of the energy in the system [162]. The remaining 1 % that is not
described however, is related to the electron correlations. These correlations can po-
tentially be crucial when modelling chemical behaviour and therefore many post-HF
methods have found ways to address this issue and include the electron correlation.
69
Chapter 3: Theoretical Methods
Figure 3.2: An illustration of some excited configurations, from the HF reference
configuration. Electrons are moved into virtual orbitals. This creates the additional
SDs to include electron correlation. The orbitals unoccupied in the HF reference
configuration are virtual orbitals, which can be filled up to achieve more electron
configurations.
Examples of such methods are configuration-interaction (CI), Møller-Plesset pertur-
bation theory (MP) [175] or coupled cluster theory [176, 177] (CC). The electron
correlation energy for a system describes the difference between the exact ground
state energy and the energy calculated using the HF method [178]. This term can
also be divided into two subcategories: static and dynamical electron-correlation.
The static EC simply describes different electron configurations that may exist in
the system, whereas the dynamical EC describes how the motion of one electron is
dependent on that of the others in the system (repulsion).
The post-HF methods add corrections to the reference HF wavefunctions, by
adding extra SDs to the single HF determinant:




Here, ΨEC is the new wavefunction to include electron correlation, ΨHF is the orig-
inal HF wavefunction consisting of the single SD and Ψi the new additional SDs.
The coefficients ai now need to be determined, and how this is done depends on
the type of electron correlation method employed. These additional SDs are con-
structed by “exciting” an electron from the original HF reference configuration into
the virtual orbitals present (unoccupied orbitals that have been produced by the ba-
sis functions). Figure 3.2 illustrates this concept of exciting from the HF reference.
They are therefore also referred to as excited Slater determinants. It can easily be
seen how this now takes into account the various electron configurations that exist
in a system (static electron correlation). All possible permutations are taken into
account and each one is represented by a Slater determinant. The reference config-
uration may be singly, doubly, triply or quadruply excited and the corresponding
Slater determinants are then referred to as Singles, Doubles etcetera. Again, this
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concept is illustrated in Figure 3.2.
3.2.1 Configuration Interaction Method
The configuration interaction (CI) method takes into account the static electron
correlation, by linearly adding these excited SDs to the HF reference wavefunction.
Similarly to the HF method, CI also uses the variational theorem to evaluate the
coefficients of the CI wavefunction. They are varied until a minimum energy is found.
A full CI (FCI) method, including all possible configurations of electrons, combined
with an infinite basis set is very powerful as it would give the exact solution to
the time-independent SE (not including relativistic effects). Except for very small
systems, this is unfortunately impossible. CI methods are therefore often truncated
to CI with Singles (CIS), CI with Singles & Doubles (CISD) and so on. The multi-
configuration self-consistent field (MCSCF) field approach is similar to CI. In this
scheme not only the coefficients but also the MOs are varied until they are optimised
[179]. This is done within the iterative SCF scheme mentioned earlier. Of particular
interest here is the Complete Active Space Self-consistent Field (CASSCF) method.
This is based on MCSCF, but as with CI it is impossible to include all possible
configurations for any larger system. In CASSCF the number of configurations
included is reduced as the MOs are partitioned into an active and an inactive space.
A select number of MOs chosen by the user is included into the active space and
a full CI is then carried out on this reduced space, with all configurations included
in the MCSCF optimisation. In this way the number of configurations is greatly
decreased in comparison to the full system. The notation for the active space is given
by [n,m], with n being the number of electrons in the active space and m the number
of orbitals included. Both occupied and virtual orbitals should be chosen to be in
the active space, to allow for different configurations/permutations. CASSCF is by
no means trivial, as the appropriate active space is dependent on what feature of the
system is to be investigated and has to be chosen carefully. However, CASSCF is a
very powerful method as conical intersections can be identified using this method.
3.2.2 Møller-Plesset Perturbation Theory
The CI method outlined above can also be expanded by using more than a single
determinant as the reference. In fact an MCSCF wavefunction can be used as a
reference, and so excitations from all the determinants in the MCSCF wavefunction
are included. In this way, a single-reference method such as CI, can be evolved
to a multi-reference(MR) method known as MR-CI. However, the large number of
configurations makes this method very computationally expensive. A method of
truncating MR-CI, and thereby making it computationally more feasible, is through
selecting only configurations that interact with the reference; these are then known
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as state selected methods. Perturbation theory can be used to determine such
configurations.
Perturbation theory is used in quantum mechanics and is based on the principle
that small stimulus or change (the perturbation) is added to a known system. The
effect of the change on the system can then be studied. In general, in perturbation
theory the stimulus to the system manifests in the Hamiltonian as
Ĥ = Ĥ0 + λĤ
′ (3.13)
where Ĥ0 is the known Hamiltonian and λ is the perturbation parameter which
determines the strength of the perturbation. The perturbed SE is
ĤΨ = WΨ. (3.14)
In the presence of a perturbation the energy W and new wavefunction Ψ can be
expressed as Taylor series. Using this approach the first order correction, as well as
higher order corrections, to the known wavefunction and energy can be computed.
This approach is used in Møller-Plesset perturbation theory (MP) [175]. MP theory
adds perturbations to the HF wavefunction to correct for missing electron correlation
effects. MP methods may go up to a number of corrections (named MPn) but MP2
is the most common MP method, going up to second order corrections:
W = E(0) + E(1) + E(2) = EHF + E
(2). (3.15)
E(1) and E(2) are the corrections (first- and second-order) to the unperturbed result.
The zeroth order correction is just the HF energy and E(1) is zero. Therefore, it is
only at second order correction level that electron correlation is accounted for. MP2
accounts for 80% - 90% of the electron correlation energy [162] and is a relatively
computationally inexpensive approach as it scales as M4 for M basis functions.
MP3 and MP4 methods achieve higher accuracies in the accounting for electron
correlation but their computational costs increase as M6 and M7 respectively. It
should be noted that MP2 is not a variational method and therefore can produce
results below the true energy. The MP2 method was used to compute the ground
state energy curves for nitrobenzene and its methyl derivatives discussed in Chapter
5.
3.2.3 Coupled Cluster Method
Another principal method which includes electron correlation is the Coupled Cluster
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From the above expression we can see that the CC method uses an operator T̂ to
act on the HF reference wavefunction Φ0. This operator is known as the excitation
operator, [162] or cluster operator, [180] and is defined as
T̂ = T̂1 + T̂2 + T̂3 + ...+ T̂N , (3.17)
where N is the number of electrons. As before, excited SDs are used but in this
CC method they are generated using the cluster operator [180]. The operator T̂2,
for example, describes all the double excitations from the mean field; T̂3 all triple
excitations from the mean field etcetera. While this operator is also used by the CI
method described above, the novelty in the CC method is the fact that the cluster
operator is found in the exponent:















The CC method can therefore take into account the corrections (S, D, T, Q) to an
infinite order of perturbation and also includes disconnected terms (T̂ 21 , or T̂2T̂1).
This provides a significant improvement to the CI approach. Again this method
can be truncated, for example to CCSD, the coupled cluster singles and doubles ap-
proach. Even when truncating the method at single and double excitations however,
higher order disconnected terms are still included. Due to these disconnected terms
the CC method is also considered to be size extensive. It should be noted here that
the higher order the correction terms become the less likely it is for these devia-
tions from the mean field to occur, therefore higher order corrections will provide a
smaller improvement to the energy.
3.3 Density Functional Theory
A paradigm shift in quantum chemistry was achieved with the introduction of density
functional theory (DFT). Walter Kohn received part of the Nobel prize for “his
development of the density-functional theory” in 1998 [181] (jointly with John A.
Pople who received the prize for his work on computational methods in quantum
chemistry). DFT was proposed 34 years prior to that by both Kohn and Hohenberg
[182], who proved that the electron density ρ can be used to exactly determine the
ground-state electronic energy (and all other properties) of a system. This avoids the
need to find the wavefunction and solve the SE to obtain the energy. In comparison
to the wavefunction which is dependent on 4N parameters, where N is the number
of electrons in the system, the electron density ρ is dependent only on three spatial
parameters.
As already discussed, the ground state energy E0 is determined by the electronic
Hamiltonian, and in fact all the information contained in the Hamiltonian (number
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of electrons and nuclei, their charges and positions) can be described using only the
electron density, ρ. Since ρ can provide all the information stored in the Hamiltonian
it can also provide the ground state energy of the system. This idea was proposed by
Hohenberg and Kohn and is known as the first Hohenberg-Kohn theorem. The link
between ρ and E0 is a functional. A functional is a function of which the argument
is another function. When this exact Hohenberg-Kohn functional is known it can
provide the exact ground state energy using ρ. It assigns a single value E0 to a
given electron density. Since ρ also determines the wavefunction, other ground state
properties can also be extracted [183]. In their second theorem Hohenberg and Kohn
[182] provided a way of knowing how good a proposed functional is [183]. This is
once again, based on the variational principle:
EHK [ρguess] ≥ Eexact. (3.19)
The perfect functional EHK would provide the exact energy. Similarly, if the func-
tional is known ρguess can be optimised. This perfect functional has not been sug-
gested yet, however new functionals are created at a rapid rate, dealing with the
approximations made in the Hohenberg-Kohn (HK) functional and improving results
for specific systems.
The energy functional must consist of three parts: the attraction between elec-
trons and nuclei, the kinetic energy and the electron-electron repulsion. It became
possible to use DFT for computational chemistry with the introduction of spatial
orbitals by Kohn and Sham [184]. Using the Kohn-Sham (KS) approach the electron




∣∣ΨKSi ∣∣2 , (3.20)
where ΨKSi are the Kohn-Sham spatial orbitals. Previous models for describing
the energy functional were based on the assumption that the system was a non-
interacting uniform electron gas (Thomas-Fermi model), which is not true for molec-
ular systems and did not allow for the descriptions of chemical bonds. Kohn-Sham
theory obtains the energy (kinetic) of the system using the assumption that electrons
are non-interacting. So, to account for the electron interaction, an energy exchange
EXC term has to be added, which includes electron correlation and exchange (spin
correlations). This means the DFT energy can be expressed as:
EDFT [ρ] = TS[ρ] + Ene[ρ] + J [ρ] + EXC [ρ], (3.21)
where T is the kinetic energy of the system, Ene is the attraction between the
electrons and nuclei and J is the Coulomb part of the electron-electron repulsion.
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Similarly to HF theory the Kohn-Sham equations are solved in a self-consistent
manner since the KS Hamiltonian is itself dependent on the electron density ρ.
The energy exchange term EXC is what would allow for the exact total energy
of a system to be determined using DFT, including electron correlation. DFT can
therefore theoretically provide the correlation energy at a relatively low computa-
tional effort (the same level as HF). The challenge lies in constructing an exact
exchange functional. This is where ideas such as the Local Density Approximation
(LDA) and Generalised Gradient Approximations (GGA) come in. The LDA as-
sumes that the electron density can be treated as a uniform electron gas locally, and
has been updated to include spin (Local Spin Density Approximation - LSDA), but
does not provide very accurate results for the exchange energy. It was improved
upon by the GGA which includes the first derivative of the electron density [162].
An example is the B88 correction introduced by Becke [185]. Meta-GGA methods
include higher order derivatives, again improving accuracy. This can be extended
to hybrid functionals which use a combination of the exact exchange, LSDA and
gradient correction terms. In theory, the functionals can be improved until an exact
result is achieved, this concept is illustrated by Jacobs ladder for functionals [186].
A sketch of the concept can be found in Figure 3.3.
An example of a hybrid GGA functional is the B3LYP [187, 188] functional,
again proposed by Becke, which is described by
EB3LY PXC = (1− a)ELSDAX + aEexactX + bδEB88X + (1− c)ELSDAc + cELY Pc . (3.23)
The B3LYP functional uses the electron exchange energy from a HF calculation in
combination with the exchange and correlation energy from a local density approxi-
mation (LDA) approach and generalised gradient approach (GDA). The parameters
a, b and c are found by using experimental reference data or can be varied for best
results. This gives the B3LYP functional a great amount of flexibility. The B3LYP
functional often performs well and is therefore commonly used [189]. An extension to
the B3LYP functional, which is particularly well suited to excited state calculations
as well as describing Rydberg states, is CAM-B3LYP. Proposed by Yanai, Tew and
Handy in 2004, it adds a long-range correction to the B3LYP hybrid. This long-range
correction introduces the percentage HF exchange continuously as a function of the
interelectronic distance. This is in contrast to the B3LYP functional where there is
a distinct point at which this is switched on or off instead. The B3LYP and CAM-
B3LYP functionals are employed in Chapters 6 and 5 for the ground state geometry
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Figure 3.3: Principle of Jacob’s ladder of functionals as laid out in reference [186].
The functionals can be improved until, theoretically, the exact total energy can be
recovered.
optimisation or excited state calculations using time-dependent DFT. Only the func-
tionals relevant to this thesis have been discussed here, for a discussion of further
functionals and details of these the reader is directed to references [162, 183, 189].
3.4 Probing Excited States
The methods described above are for determining ground state properties and en-
ergies. For spectroscopy and especially for the study of UV-induced relaxation
dynamics it is however, crucial to be able to compute the excited state energies
and properties. Methods including equation of motion coupled cluster (EOM-CC)
theory and time-dependent DFT (TD-DFT) can be used to do exactly that.
As the naming of the methods already implies, it is necessary to take into account
the time-dependence in order to describe excited states and their properties. As the
energy functions are not well defined in time-dependent cases, the perturbation
or derivative approaches used for ground state properties cannot describe excited
states. Instead, response theory is used to achieve this description of the excited
states [190]. The time-dependent version of the perturbed Hamiltonian is given by
Ĥ(t) = Ĥ0 + V (t), (3.24)
where V (t) is an oscillating electric field and introduces the time-dependence.
In the case of EOM-CC the excited state can be generated by applying the linear
excitation operator R̂ to the CC ground state wavefunction [191]. The SE is then
given by
ĤR̂eT̂ |Φ0〉 = ER̂ |Φ0〉 , (3.25)
where T̂ is the coupled cluster operator introduced earlier in Equation 3.17. Both
T̂ and R̂ are excitation operators. This yields the following effective Hamiltonian
76
Chapter 3: Theoretical Methods
(Ĥeff)
Ĥeff = e
−T̂ ĤeT̂ . (3.26)
The energies and eigenstates of this effective Hamiltonian can be obtained as pre-
viously. As the Hamiltonian is non-Hermitian, care must be taken when solving for
the system properties, since the left and right eigenvectors are no longer Hermitian
conjugates [191]. The energies however, can be extracted as for Hermitian systems.
An in-depth discussion of this is beyond the scope of this thesis. Furthermore, as in
the Coupled-Cluster method for ground state systems described earlier, higher order
excitations are included due to the nature of the operator being in the exponent.
The EOM-CC including Singles and Doubles (EOM-CCSD) method is commonly
regarded as a highly accurate method for small to medium sized systems, consid-
ering its fairly large computational cost [192, 193]. Extensive benchmarking of CC
methods for calculating excited states (and oscillator strengths) has been reported
in references [194, 195], and citations therein. As an illustration, D. Kánnár et al.
report that the CCSD method (for excited state energies) shows deviations of 0.3
eV or less when compared to the CC3 method in 104 calculations. Furthermore its
standard deviation (with respect to CC3 results), is better than that of the CC2
method also tested.
Response theory is also used to obtain the TD-DFT approach. TD-DFT is based
on DFT. Initially, Zangwill and Soven [196] added a time-dependent perturbation
(such as a time-varying electric field) to a system in its ground state. They had
to make the assumption that the exchange-correlation (xc) potential reacts without
memory and instantaneously to a temporal change in charge density, which is now
known as the adiabatic approximation and is used for almost all TD-DFT applica-
tions. Using this approximation the time-dependent Kohn-Sham equation is given
by




which can be solved using linear response approaches where the change in electron
density is assumed to depend linearly on the time-dependent perturbation. The sub-
script s denotes the single-particle Kohn-Sham Hamiltonian, Ψp are the orthonormal
orbitals and r=(x,y,z ).
Runge and Gross provided the basis for modern TD-DFT with their two theo-
rems. The first Runge-Gross theorem [197] is essentially a time-dependent version
of the first Hohenberg-Kohn theorem. It shows that there is a mapping between
the time-dependent electron density and a time-dependent external potential. It
furthermore states that the initial wavefunction and time-dependent charge den-
sity can be mapped to the external potential vext plus an additive time-dependent
function C(t):
vext(r, t) + C(t)← (ρ(r, t),Ψ0). (3.28)
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The external potential of the system is a functional of the density. The mathematical
details of the theoretical background for TD-DFT is beyond the scope of this thesis
but a more detailed discussion and review of TD-DFT can be found in reference
[198] and others. Furthermore, various publications have provided benchmarking
of the TD-DFT method for calculating excited states with an extensive number of
functionals a selection of which can be found in references [199–201]. For example,
the study by M. R. Silva-Junior et al. [199] found the mean absolute deviation for
the TD-DFT method in conjunction with the B3LYP functional to be 0.27 eV for
singlet excited states when compared to theoretical proposed best estimates of 104
vertical excitation calculations (singlet). The B3LYP functional outperformed both
the BP86 and BHLYP functionals also investigated in this study [199].
3.5 Implementations
This section will discuss how the computational results presented as part of this
thesis were achieved, as well as some important points about the analysis of the
computational output. For the work presented in this thesis the Gaussian computa-
tional chemistry program was used. This included three different versions: 03 [202],
09d [203] and 16 [48].
3.5.1 Ground State Geometries
The Gaussian program provides a GaussView [204] graphical user interface (GUI)
which can be used to construct the molecules of interest. This method provides the
locations of the atoms in Cartesian coordinates but can also be used to describe it
in z-matrix notation which makes use of the interatomic properties, such as bond
lengths and angles, to define the geometric structure. The ground state geometry
has to be initially optimised. The algorithm will compute the ground state energy
(using one of the aforementioned methods) of the system at a range of configura-
tions, thereby constructing a potential energy surface. Subsequently the algorithm
will search along the potential energy surface using the first and second derivatives
(∂E/∂x and ∂2E/∂x2) of the energy to locate the minimum. The latter is described
by the Hessian, which is a matrix of the second order derivatives, and its eigenval-
ues carry information about the geometry of the surface (maxima, minima, saddle
points). The user has to be aware that there are local and global minima, so some
chemical intuition is required to test the ground state structure. Different struc-
tures may be optimised until the lowest energy one can be found. Here, it can be
the case that the difference in energy between two structures is so small that they
are both likely to exist in the supersonically cooled beam of the TRPEI experiment.
Whether a stationary point on the PES has been found is determined by the first
derivative of the energy and the second derivative allows for the identification of the
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nature of this stationary point. The stationary point could be a minimum (positive
second derivative), maximum (negative second derivative) or saddle point. A first
order saddle point identifies a transition state (TS) structure. A frequency calcula-
tion (evaluating the vibrational frequencies) will reveal the nature of the stationary
point. The number of imaginary frequencies found during a frequency calculation
indicates of what order the saddle point is. A number n of imaginary frequency
identifies an nth order saddle point [205]. This helps to identify the transition state
structures at the top of the barrier as in, for example, Chapter 5, which is impor-
tant for the determination of an accurate barrier height. The input geometries may
also be restricted to a certain symmetry point group, such as in Chapter 5, where
nitrobenzene has a high level of symmetry at C2v, for example.
3.5.2 Potential Energy Curves
The ground and excited state potential energy surfaces along a specific coordinate
can be produced by using the optimised geometry and for instance stretching a
bond or rotating a group of interest with respect to the rest of the molecule. This
can be done either in a rigid or a relaxed fashion. To illustrate this, an example
where the coordinate of interest is a bond-specific stretch can be considered. For
the relaxed structure, the rest of the molecule is reoptimised with only the bond
of interest ‘frozen’ at a specific bond length. This is done for various different
‘frozen’ bond lengths. This builds up a relaxed energy surface, as in Chapter 5,
where this was done for the ground state of nitrobenzene and its methyl-substituted
derivatives. This relaxed ground state surface can then be used as a starting point
for excited state calculations. When performing rigid calculations, the bond is
still stretched, but the molecule is not reoptimised and excited state surfaces are
produced from these rigid ground state references. The relaxed picture seems like
a more accurate representation of nature. However, it must be considered to what
extent this picture still reflects the change of the energy along the specific coordinate
of choice as relaxing the structure will invariably alter a range of other coordinates
in the molecule.
As already referred to in Section 3.1, in the adiabatic representation the nature
of a state may change as the coordinate of relevance evolves. It should be noted here,
that the nature of the adiabatic state is determined by the expansion coefficients
discussed earlier in this Chapter (Section 3.1.2). Due to this change in character,
it is not possible to simply take the output of the excited state calculations at each
point along the coordinate and assume that the nature of the state remains the same.
This idea is illustrated in Figure 3.4, which is based in Figure 3.1. If the data points
shown are two different excited states, the dots need to be ‘connected’ in the correct
order, to produce meaningful diabatic curves. The states are defined at the vertical
excitation and ‘tracked’ from there. They are identified using the specific orbital
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Figure 3.4: An illustration of the necessity to assign a label to each excited state and
track this along the reaction coordinate in order to produce the more meaningful
diabatic picture. With only two states to track, this seems quite straightforward,
however the energetic second state may not correlate to the identified state at each
point, so more excited states than required have to be computed, in case the state
that is being tracked “moves up” in energy.
excitation components of the response eigenvectors (they will be referred to as orbital
contributions from here onwards). Each excited state will consist of contributions
from various transitions. Typically there is a major contribution which makes up
around > 75% of the state. The state can then be labelled according to the nature
of this major contribution (eg.: nπ*, ππ∗ etc.). It should however, be noted that not
one excited state consists of exclusively one transition and so the state label is not
an exclusive representation of the state. Some excited states may be of a very mixed
nature where there are two or more significant contributions. This difficulty can,
in many cases, be addressed by performing calculations to determine the natural
transition orbitals (NTO) [206] which can help identify the major contributions
to the states [207]. The NTOs provide a simplified description by identifying the
orbital-to-orbital transitions that contribute most significantly to the state.
As the states cannot be ordered purely by energy, the output must be analysed by
identifying the major orbital contribution at each point along the reaction coordinate
and for each excited state. For molecules with a high symmetry this ordering is made
easier as the symmetry label of the transition can be used. The oscillator strength
is also useful in ‘following’ the states along the reaction coordinate. Since, during
this analysis, the adiabatic surface is ordered into a diabatic surface, these surfaces
may cross, implying a conical intersection might exist. Other molecular properties
such as dipole moments can also be used to define diabatic states.
The orbitals themselves can be viewed as part of the output of the excited state
calculations. These are crucial for assigning labels to the transitions but might also
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give an indication towards the relaxation dynamics themselves. This is particularly
evident for any states with Rydberg character. These may evolve more valence
character upon a bond stretch for example, which indicates they should lower in
energy as they contract. This may indicate the existence of conical intersections
where non-radiative relaxation processes can take place.
3.6 Summary
In this chapter a brief overview of computational chemistry concepts and relevant
ab intio methods was presented. The Hartree-Fock approach was initially discussed
followed by an overview of post Hartree-Fock methods. Density functional theory,
also used as a tool to obtain the properties of a molecular system, was introduced in
Section 3.3. Following this, the EOM-CC and TD-DFT methods used to describe
the excited states of a molecular system were introduced. The final section pro-
vided insight into some considerations for the analysis of the computational results






The experimental data presented in this Chapter was collected and analysed by L.
Saalbach and N. Kotsina. The initial design and construction of the experimental
setup required for the production of the vaccuum UV light (including the vacuum
chamber for steering optics and gas-cell arm for four-wave mixing) was carried out
by M. Candelaresi and M. M. Zawadzki. This configuration was subsequently refined
by N. Kotsina and L. Saalbach.
4.1 Introduction
As already introduced in Chapter 1, short-wavelength probes in time-resolved pho-
toelectron imaging (TRPEI) experiments are desirable as the increased available
energy allows us to follow the relaxation dynamics further - potentially all the way
to the recovery of the ground state and the appearance of the photoproducts. There-
fore, in this Chapter, the highly-differential TRPEI method is used in combination
with high-energy probe pulses in the vacuum UV (160 nm) to study the ultrafast
relaxation dynamics of acetylacetone (2,4-pentanedione).
Acetylacetone (AcAc), as already briefly introduced in Chapter 1, is part of the
UV-absorbing chromphores in several larger molecular systems an example of which
is avobenzone found in commercial sunscreens. Understanding how the chromophore
is able to efficiently dissipate the energy, obtained through the absorption of a UV
photon, is therefore of great interest. Expanded knowledge about the process could
support the design of new sunscreens and generally lead to a better understanding
of the effect of UV radiation on molecular systems. Furthermore, AcAc is used for
various industrial applications, including as a reagent to form chelate compounds and
to produce sulfonamide drugs [208]. Due to its use in industrial applications AcAc
is found in the atmosphere [208], and studying its photochemistry may contribute
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to understanding AcAc’s impact on the environment. Finally, it has been found
that AcAc, in combination with UV light, may potentially be used in the treatment
of waste water to degrade or reduce the toxicity of pharmaceuticals remains and
personal care products [209]. A deeper understanding of the mechanisms involved
in this purification process may be provided through this investigation into the
excited state dynamics of AcAc.
Figure 4.1: Schematic of the keto and enol forms of AcAc
As is illustrated in Figure 4.1, AcAc exists in a keto and an enol form and can
undergo tautomerism to switch between both configurations. At room temperature
or lower, it has been found to exist primarily in the enol form [210], and therefore
this is the form that will be considered throughout this Chapter. The vapour-phase
UV-absorption spectrum of AcAc, reported by H. Nakanishi et al., displays a broad
and structureless feature centred at 266 nm (4.7 eV). This band was assigned as the
S2(ππ
∗) transition [211].
Over the last three decades, the photochemistry of AcAc, when excited to this
S2(ππ
∗) state, has been studied by excitation with nanosecond lasers and the sub-
sequent monitoring of photoproducts. A laser induced fluorescence (LIF) study by
Yoon et al. tracked the production of OH radicals upon excitation of AcAc in the
region of 280-310 nm [212, 213]. Using the excitation spectra of OH, the group was
able to extract the absorption spectrum of AcAc. This was found to have no struc-
ture, which lead Yoon et al. to conclude that the S2 (ππ
∗) state must be decaying to
lower excited states on rapid timescales, resulting in the breaking of the C-O bond
and formation of the OH radical. Over a decade later, in 2003, Upadhyaya et al.
studied this OH radical formation in enolic AcAc again, also using LIF (this time
over the 193-266 nm range) [214]. Their study concluded that the production of OH
arises primarily from the lowest lying triplet (ππ∗) state. This result was however,
contradicted by Antonov [215] et al. who used a combination of methods to study the
photodissociation of AcAc. In their study AcAc was excited at 266 nm and 248 nm,
both populating the S2(ππ
∗) state (due to the broad nature of the absorption band)
and subsequently investigated using a series of methods: multiplexed photoionisa-
tion mass spectrometry, photoelectron-photoion coincidence studies and transient
infrared (IR) absorption spectroscopy. Antonov et al. observed 15 different primary
photoproducts and reported that the tautomerisation from the enol to the di-keto
form, as well as non-adiabatic repopulation of the ground electronic state (S0), must
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be key steps on the path to producing these. The T1(ππ
∗) state mentioned above
was observed to play a role in the production of some of the photoproducts, but
Antonov et al. note that five species, including OH as well as CH3, are observed
exclusively when the S2(ππ
∗) state is prepared using multiphoton excitation.
There have also been several time-resolved studies on the dynamics following
UV excitation of AcAc. A comparison of the dynamical processes reported by the
various gas-phase time-resolved studies introduced here with the results presented
in this Chapter is given in Table 4.1 near the end of this Chapter. The first of such
studies was an ultrafast electron diffraction experiment carried out by Zewail and
co-workers [216] in which the S2(ππ
∗) state was excited using 266 nm. The ultra-
fast relaxation dynamics of AcAc were observed and Zewail and co-workers, based
upon their observations, proposed that initially, the S2(ππ
∗) state undergoes inter-
nal conversion to the lower lying S1 (nπ
∗) state. This rapid first step could not be
experimentally resolved. Following this, the S1(nπ
∗) state was assigned to undergo
intersystem crossing (ISC) to the T1(ππ
∗) state, a process which was assigned an
exponential time constant of 247 ± 34 ps. Overall, Zewail’s work is in agreement
with the above LIF studies, in that the major reaction pathway proceeds via the T1
state and leads to OH-elimination. A theoretical study by Chen et al. furthermore
agrees with this general interpretation [217]. Poisson et al. reported a femtosecond
pump-probe study of AcAc using a 266 nm excitation and multiphoton ionisation
with 800 nm pulses [218]. Using their photoelectron imaging data in combination
with transient ion signal traces, recorded under various focusing conditions of the
800 nm probe, they extract three exponential decay constants. The shortest time-
constant of 70 ± 10 fs, they assign to the initially excited S2(ππ∗) state departing
from the Franck-Condon region, which is correlated with a H-atom transfer between
the two oxygen atoms. Internal conversion from the S2 state to the lower lying
S1(nπ
∗) state was proposed as the second step in the relaxation dynamics and was
associated with a 1.4 ± 0.4 ps decay constant. The final step was observed to be
slower, up to 80 ps, and Poisson et al. propose this to be ISC to the lower lying triplet
states. The timescales reported by Poisson et al. for H-atom transfer and IC are
close to values reported by solution-phase experiments and nonadiabatic dynamics
simulations [219, 220]. In contrast, however, these studies assigned the longer time
dynamics to either formation of non-chelated enol conformers, repopulation of the
ground state or rotamerisation. In 2018 Bhattacherjee et al. aimed at examining the
role of the triplet states in the relaxation process of AcAc in more detail [221, 222].
They carried out an ultrafast soft X-ray transient absorption study following the
excitation of AcAc at 266 nm. Their experimental results were also supported by
a time-dependent density functional theory (TDDFT) study. Bhattacherjee et al.
report an ISC process from S1(nπ
∗) to T1(ππ
∗) which takes place on a timescale
of 1.5 ± 0.2 ps, much shorter than what was proposed by any of the previous gas-
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could not be experimentally resolved in this study as there was spectral overlap of
core-valence resonances. Still, the authors suggest that the IC should take place in
less than 100 fs. This ultrafast ISC process was also suggested by Squibb et al. in
their recent study which combined time-resolved photoelectron and photofragment
ion yield spectroscopy [119]. AcAc was excited using 261 nm and ionised using a
high-energy probe with a wavelength of 64.46 nm (19.23 eV), provided by a free
electron laser. Detailed quantum chemistry calculations furthermore supported the
experimental data. Squibb et al. reported extremely short-time dynamics of 50 fs,
which was assigned to the IC from the initially excited S2(ππ
∗) state to the S1 (nπ
∗).
From S1(nπ
∗) the authors have suggested various possible pathways. These include
internal conversion to the ground state S0 resulting in CH3 elimination and inter-
system crossing from S1 to a T2(nπ
∗) doorway state, from which population rapidly
moves to the lower lying T1 (ππ
∗) state. The second mechanism was proposed to
lead to the formation of OH and CH3 radicals. In the transient data, which extends
to 200 ps, various dynamical processes are observed which could potentially provide
a complete dynamical picture of the AcAc relaxation dynamics. A full analysis of
these results has, however, not yet been published by the authors.
The time-resolved studies discussed above have sampled various sub-sections
of the entire dynamical process. Despite these rigorous studies of the ultrafast
relaxation dynamics in acetylacetone, a view of the full photochemical dynamics of
AcAc upon excitation to the S2(ππ
∗) state is still incomplete. This chapter aims
to provide a quantitative link between these previously reported results, creating a
more comprehensive picture of the relaxation dynamics. Here, AcAc was studied
using time-resolved photoelectron imaging (TRPEI) with a 267 nm pump and 160
nm probe pulse, where the high-energy probe pulse reveals a greatly extended view
of the excited state dynamics.
4.2 Experimental Methods
The overall experimental setup as well as details on the production of vacuum ul-
traviolet (VUV) light have been described in detail in Chapter 2 (Section 2.3.2).
Therefore, only a brief description of the experimental setup will be given here.
The UV (267 nm) pump beam (∼ 0.8 µJ/pulse) was produced using a pair of thin
BBO crystals, which converted the 800 nm femtosecond laser output to the third
harmonic. The produced pulses were recompressed in time using a CaF2 prism pair.
In order to produce the vacuum UV light, which would act as the probe, a 800
nm beam (0.8 mJ/pulse) and a 267 nm beam (∼ 200 µJ/pulse, also produced using
a setup of BBO crystals) were overlapped non-collinearly in a gas-cell filled with
argon. In argon, they underwent four-wave difference frequency-mixing (FWDFM),
a third order nonlinear optical process. A manual delay stage ensured a temporal
overlap of the two beams in the gas-cell, maximising VUV production. The overlap
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and pressure conditions for this experiment were: a non-collinear overlap angle of
approximately 12 mrad and an argon pressure of 350 mbar, yielding 160 nm pulses
with an average energy of ∼ 500 nJ/pulse.
The UV pump and VUV probe beams were focused in the interaction region on
a second pass through the electrode setup. This was achieved using a curved mirror
(f = 10 cm). The central wavelength of the VUV pulses was found to be 160 nm
and a 150 fs cross-correlation was extracted from a 2D-photoelectron spectrum of
xenon (refer back to Chapter 2 for details). The polarisation of both pump and
probe beams was parallel with respect to the detector.
A mixture of helium carrier-gas and the sample (acetylacetone 99.95% purity
Sigma- Aldrich) entered the interaction region from the source chamber below via
an Even-Lavie pulsed valve (operating at 1 kHz) and a skimmer. The electrode
setup used for velocity map imaging has been described in detail in Chapter 2 and
was, for this experiment, coated in an optically dark (in the VUV region) material
(Vantablack, Surrey Nanosystems). The VMI setup ensured that ejected electrons
were focused onto the detector setup, consisting of a microchannel plate (MCP) and
phosphor screen. The output was imaged using a CCD camera mounted outside
the UHV system. Prior to any photoelectron experiments, the VMI spectrometer
was used in ion-detection mode to adjust the opening and timing conditions of the
Even-Lavie valve such that no clusters were formed.
To obtain the time-resolved spectrum the time delays between pump and probe
pulses ranged from -450 fs to +200 ps, where linear steps of 30 fs were taken between
-450 fs to +450 fs and larger steps of 90 fs were taken between +450 fs and +990 fs.
Beyond +990 fs, 16 exponential steps were taken to reach +200 ps. At every pump-
probe delay step pump-only and probe-only images were recorded, which could then
be used to provide background subtraction.
4.3 Experimental Results
4.3.1 Photoelectron Spectrum
The photoelectron spectrum (PES) of acetylacetone obtained using 267 nm pump
and 160 nm probe pulses is shown in Figure 4.2. A pump-probe delay region from
-450 fs to 200 ps was scanned in 53 steps and the resulting VMI images have been
combined to produce the photoelectron spectrum shown. The insert shows the four-
fold symmetrised VMI image at zero pump-probe delay. As discussed in Chapter 2,
individual background pump and probe signals were subtracted at each timestep.
The spectrum is shown on a completely logarithmic intensity scale and a mixed
linear-logarithmic temporal scale. This has been done in order to highlight the more
subtle features in the data. The energetic cut-off of the PES data, observed to be at
3.6 eV, is indicated by the white dashed line. It aligns well with the expected cut-off
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Figure 4.2: The 2D time-resolved photoelectron spectrum of acetylacetone on a
logarithmic intensity scale and mixed linear-logarithmic time axis. The lin/log
changeover point on the time-axis is at 1 ps and the time axis extends to 200 ps.
The white dashed line indicates the energetic cut-off of the (1+1′) process with the
267 nm pump and 160 nm probe (based on the adiabatic ionisation potential of 8.85
eV). The pKE data has been partitioned into 0.1 eV energy bins and the insert on
the top-right shows a background-subtracted VMI image of AcAc at zero time delay
between the pump and probe pulses. This is represented on a linear scale and the
image has furthermore been four-fold symmetrised.
for the (1+1′) process, calculated based on the adiabatic D0 ionisation potential for
AcAc (reported as 8.85 eV [223, 224]) and the pump and probe energies; 4.65 eV
and 7.75 eV, respectively.
Three main features are apparent in the photoelectron spectrum recorded. Start-
ing at high energies, the first is a very short-lived feature observed in the region be-
tween 2.4 eV and the cut-off at 3.6 eV. Secondly, a longer-lived signature is present
between 1.2 eV and 2.4 eV, which extends beyond 1 ps. Finally, below 1.2 eV, the
high-energy probe reveals a band spanning the whole recorded temporal region out
to 200 ps. Here, the benefit of a high-energy probe pulse becomes very apparent. If
a less energetic UV pulse at, for example, 200 nm (6.2 eV) were used instead, any
signals currently observed below 1.5 eV in the photoelectron spectrum (Figure 4.2)
would not be accessible. This is caused by there being 1.5 eV less energy available
to project into the ionisation continuum at 200 nm, than at 160 nm. Furthermore,
an additional minor feature is observed below 0.5 eV, evolving towards negative
pump-probe delay times. This implies that the signal arises from a process where
the 267 nm acts as the probe, and the 160 nm acts as the pump. Such features can
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obscure dynamics around the zero pump-probe delay point and complicate the anal-
ysis. They are therefore undesirable but often unavoidable when using high-energy
probes. Nakanishi et al. also report that the absorption cross sections for AcAc
at 267 nm and 160 nm are similar [211, 225], making the presence of probe-pump
signals likely and not easily avoidable. Their work does however, also indicate that
excitation with 160 nm radiation promotes an electron from a different orbital to a
higher-lying ππ∗ state than the orbital from which an electron is excited to the S2
(ππ∗) state upon absorption of 267 nm radiation. This means that the Koopmans’
correlations introduced earlier in Chapter 1 can be applied to distinguish signals
from these two transitions. Using Koopmans’ Type I correlations it is expected that
the S2 (ππ
∗) state will exhibit preferential ionisation to the D0 (π
−1) cation state,
whereas the ππ∗ populated by 160 nm excitation will show a higher propensity for
ionisation to a cation state beyond D2 [226]. Considering the predicted energet-
ics of these transitions in combination with the position of the third photoelectron
band in Figure 4.2 it is evident that any photoelectrons originating from probe-
pump dynamics are unlikely to be greater than 0.5 eV in the data presented here
[224, 226–228]. Therefore, the signatures observed between 0.5-3.6 eV in the pho-
toelectron spectrum are expected to result mainly from pump-probe dynamics and
should contain only minimal contributions from probe-pump dynamics.
4.3.2 Decay Associated Spectra (DAS)
The photoelectron spectra were fitted using the global Levenberg-Marquardt rou-
tine, discussed earlier in Chapter 2, which provided the decay associated spectra
shown in Figure 4.3. Four exponentially decaying functions were required to fit the
data satisfactorily. The 1/e-decay lifetimes τ were found to be: τ1 ≤ 10 fs, τ2 = 1.6
± 0.2 ps, τ3 = 20 ± 4 ps and τ4 = 330 ± 40 ps, where the quoted uncertainties are
the respective standard deviation 1σ values. A summary of these timescales (along
with further experimental results) is provided in Table 4.1. These lifetimes are in
good agreement with values reported in previous studies that sampled more limited
parts of the reaction coordinate; except that the τ3 contribution has not been ob-
served previously. Although the transient signal is quite small, a satisfactory fit of
the data could not be achieved without the function described by τ3. In regard to
the first time constant (τ1) it should be noted that the value extracted by the fit
is shorter than the cross-correlation of the two pulses (150 fs). This indicates that
fast dynamical processes occur within the cross-correlation timescale and at the very
limit of the temporal resolution of this experiment. Again a satisfactory fit could
not be achieved without including this near-Gaussian function and the presence of a
very short-lived dynamical feature is furthermore confirmed in the DAS signatures
discussed below. An exact numerical value cannot be extracted reliably due to the
lifetime being shorter than the cross-correlation and only an upper bound of 10 fs
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Figure 4.3: Decay associated spectra of acetylacetone (a) and rescaled version of the
DAS to account for detection sensitivity as proposed in reference [229] shown in (b).
For the scaling an approximate FWHM of 100 fs was used, which resulted in scaling
factors of 13.90 : 1.00 : 0.92 : 0.91, for τ1−4 respectively and relative to τ2. The
regions shaded in grey indicate approximate positions of several onset thresholds of
interest (see main text).
could be attributed using the values produced through fitting to the datasets.
Figure 4.3, clearly shows that signatures of the various dynamical processes can
be extracted despite some of their spectrally overlapping contributions. The DAS of
the first time-constant τ1 extends over the whole spectral region up to the 1+1
′ cut-
off. As the fit indicates, this must be a very fast process with a temporal profile that
is close to being Gaussian. The next two time-constants identify dynamics taking
place on low picosecond timescales. Their DAS both cut-off at lower energies, about
1 eV below the (1+1′) ionisation limit (around 2.5 eV). This is indicated as “region
A” in Figure 4.3. Finally, the threshold for τ4 occurs at around 1.4 eV (“region
B”). Noting these limits is important as they can be linked to differing Koopmans’
correlations and variations in Franck-Condon overlap, which can be used to interpret
the results. This will be expanded on in the discussion section below. Both τ1 and
τ2 also display a steep increase in amplitude at ∼ 1.4 eV and 0.6 eV, respectively.
These are again indicated by regions B and C in Figure 4.3 (better visualised in
(b)).
However, some care must be taken when comparing the magnitudes of these DAS.
The DAS for τ1 exhibits a relatively small amplitude across the spectral range. The
associated short-lived feature (in the region of 2.4 eV - 3.6 eV) in the photoelectron
spectrum is also quite weak, considering that the intensities are presented on a
logarithmic scale. A recent numerical study carried out by N. Kotsina and D.
Townsend [229], shows that detection sensitivity effects have to be taken into account
for a true representation. The time-constants τ2 through to τ4 are at least one
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magnitude larger than the cross correlation (150 fs). The feature associated with τ1
however, arises from the ionisation of a state that is very short-lived in comparison to
the temporal pulse width of the pump and probe. Reference [229] discusses the effect
of the lifetime of the excited state and the pulse duration of the laser, on the detection
efficiency in TRPEI experiments. They concluded that there is under-sampling of
states which have a lifetime that is less than the pulse duration. In comparison to
states with a significantly longer lifetime than the pulse width, this under-sampling
can be of the order of a factor of 10 or larger. The effect was furthermore shown to be
independent of factors such as Franck-Condon considerations or the photoionisation
cross-section and can therefore be applied to the DAS here, without prior knowledge
of such effects. A rescaled version of the DAS is shown in Figure 4.3 (b). The effect
on τ1 is clearly visible as its DAS is significantly increased, whereas the other three
DAS remain largely similar to before.
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4.3.3 Photoelectron Angular Distributions (PADs)
The anisotropy parameters were extracted using the appropriate fit to the photo-
electron angular distributions (PADs) for (1+1′) processes (up to and including the
β4 term), discussed earlier in Chapter 2 of this thesis. Both β2 and β4 are plotted
over the whole pump-probe delay timescale in Figure 4.4. They were observed to
be essentially invariant with energy and therefore the parameters shown here have
been averaged over the 0.2 eV to 2.3 eV spectral region. The β values are very small
overall (all lying within -0.1 to 0.1), implying that the anisotropy in the AcAc VMI
images is low. Despite this, changes in the anisotropy parameters are still observed
at the points where there is a transition from one dynamical process to the next, as
indicated by the grey areas in the figure. The information reveals no new dynam-
ical signatures, however it supports the DAS and PES, confirming that there are
dynamical processes taking place on three different timescales.
Figure 4.4: Variation of the anisotropy parameters β2 and β4 with time in AcAc.
These were averaged over the pKe region of 0.2-2.3 eV. The pump-probe delay axis
consists of a mixed linear and logarithmic scale, with the lin/log transition point
at +1 ps. The error bars indicated are 1σ values. Energy bins of 0.1 eV were used
prior to averaging and the fits were performed over angles from 5◦ ≤ θ ≤ 90◦, which
removed any distortion from centre-line noise.
4.4 Discussion
Prior to assigning the dynamical processes observed in the experimental data pre-
sented above, there is one key caveat that has to be considered in TRPES exper-
iments using vacuum UV probes. This is the fact that the VUV probe may be
energetic enough to ionise neutral photofragments, produced when the species un-
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der investigation (neutral parent species) is excited. It is therefore possible that
some photoelectron signals recorded arise, not only from the parent species that we
are interested in, but also from ionisation of a neutral photofragment. Due to the
high energy in VUV probes, these fragment-signals may arise from single-photon
processes, resulting in strong signatures in the PES. When using UV probes (>
200 nm) in contrast, this is not typically a concern as these do not (in most cases)
carry enough energy to induce single-photon ionisation of radical fragments. Such
photofragment signals can often be identified by considering the timescale of the rise
of the PES signal originating from the fragment. This rise should naturally match
the rate of dissociation of the parent species. However, this observation only holds
true for primary fragmentation products that do not subsequently undergo further
(secondary) dissociation and furthermore, the species must remain in the laser focal
volume. The second condition is of no concern for the timescales investigated in
this chapter, which are limited to 200 ps. The concerns regarding the energetic
accessibility of the fragments can fortunately also be eliminated using the results
presented by Antonov et al. [215]. The researchers reported the threshold ionisation
appearance energies for all photofragments of AcAc to exceed 9.0 eV [215], which is
well above the 7.75 eV provided by the VUV probe employed here. We can therefore
be positive that the features observed in the PES spectra arise from the ionisation
of the excited AcAc parent molecule.
4.4.1 Assignment of Time Constants
This section will consider the assignment of the time constants extracted from the
recorded photoelectron spectra shown above. Consider the first time constant τ1
(< 10 fs). The process described by τ1 can be seen to originate from ∆t = 0,
where pump and probe pulses arrive simultaneously. The pump initially excites
the S2(ππ
∗) state and, based on Koopmans’ correlations, this would be expected
to project preferentially to the D0 (π
−1) cation state [226]. The energetic cut-
off observed in the DAS (as indicated in Figure 4.3) furthermore agrees with the
expected value for the threshold of the 1+1′ ionisation process to D0. These two
considerations allow for the dynamical process with a time constant τ1 to be assigned
to the ultrafast internal conversion (IC) from S2 (ππ
∗) to S1 (nπ
∗), where the τ1 DAS
can be attributed to ionisation from the S2 (ππ
∗) state. This assignment of the very
short first lifetime is in agreement with several of the recent studies of AcAc as
detailed in the introduction of this chapter [119, 215, 221] .
Another interesting aspect here is the effect of multiphoton excitation on the
photochemistry of AcAc. As highlighted earlier, Antonov et al. proposed that
certain photoproducts such as OH and CH3 are only produced from the S2 (ππ
∗)
state upon MPE (at 266 nm and 248 nm excitation wavelengths) [215]. The authors
explain that more insight into this observation could be provided by an ultrafast
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study using exclusively single-photon excitation. As no signal is observed beyond
the 1+1′ process cut-off at 3.6 eV in the PES data presented above, it is reasonable
to assume that no MPE is induced by the 267 nm pump used in the TRPEI study of
AcAc presented here. Or, put in a different way; the TRPEI data shows no evidence
of higher-order (2+1′) processes. Note here that the MPE processes inferred by
Antonov et al. would result in energies of 9.3 eV and 10.0 eV, respectively. These
energies are both greater than the adiabatic ionisation potentials of both D0 (π
−1)
and D1 (n
−1) which have been reported as 8.85 eV and 9.53 eV, respectively in
reference [224]. There have, however, been reports of “super-excited” bound states
which lie energetically higher than the ionisation onset threshold. These have been
previously observed in pump-probe studies of various molecules including phenol
[230], 1,3-cyclohexadiene [231] and more [232–234].
The S1(nπ
∗) state, populated via rapid IC from the S2 (ππ
∗) state, will, according
to the Koopmans’ correlations, have a high propensity for ionisation to the D1 cation
state which posesses n−1 character. The lower energy cut-off of the τ2 DAS, with
respect to that of τ1 (shown in Figure 4.3), seems to corroborate this idea. The cut-
off is shifted by approximately 1.0 eV which is larger than the energetic gap between
D0 and D1 in AcAc, which has been assigned values between 0.51 eV and 0.68 eV, by
several studies using single-photon ionisation with helium lamp sources [224, 226–
228]. In (resonant) multiphoton ionisation studies the size of this gap may be affected
by relaxation of the excited state geometry which would result in a change in the
Franck-Condon factors. Theoretical work by Squibb et al., for example, predicts




−1) ← S1 (nπ∗) at the S0 and S1 (nπ∗) lowest energy geometries,
respectively. This is in good agreement with their experimentally observed value of
1.4 eV and slightly larger than the ∼ 1.0 eV gap observed here. Based on the above
arguments, the τ2 DAS can be assigned to ionisation originating from the previously
populated S1(nπ
∗) state. Additional sudden rises in amplitude observed in the DAS
of τ1 and τ2, as seen in Figure 4.3 (bands B and C, respectively), indicate that
there are further onset thresholds. These likely result from ionisation into higher-
lying cation states. Based on reports by various single-photon ionisation studies
[11, 14, 159, 221] such states should be energetically accessible by the total pump +
probe energy of 12.35 eV available in this experiment.
Since the relaxation pathway of the population initially placed into the S2(ππ
∗)
state has already been followed to the lower lying S1 (nπ
∗) state, it is now of in-
terest to consider what possible pathways for further relaxation are available from
S1(nπ
∗). This is where theoretical work can provide vital guidance. In particular,
two theoretical studies by Squibb et al. [119] and Chen et al. [217] have proposed
that in AcAc there exists a triple conical intersection between the S1(nπ
∗) state and
two triplet states which are lower-lying in energy; T1(ππ
∗) and T2(nπ
∗). This pro-
vides the possibility for rapid ISC from S1(nπ
∗) to one of these triplet states and, in
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fact, several recent experimental studies strongly support this as an active pathway
occurring on the same timescale as reported here [119, 221, 222]. As discussed in
the introductory chapter of this thesis (Chapter 1), ISC usually takes place on rela-
tively long timescales (10−8 - 10−3 seconds), and therefore the extracted τ2 lifetime
of 1.6 ± 0.2 ps would conventionally be considered too rapid for an ISC process.
However, there have recently been reports of “ultrafast” ISC, including in motifs
which are structurally similar to AcAc [42, 235]. Squibb et al. [119] explain the
rapid nature of the ISC in AcAc by noting that the separation in energy between




is minimal for planar geometries in the vicinity of the S1(nπ
∗) minimum. Although
this extremely fast ISC has been reported by both Squibb et al. and Bhattacherjee
et al. their conclusions as to the states involved in the ISC differ. As it is a triple
CI, there are several possible relaxation pathways. The transfer of population from
S1 (nπ
∗) to T1(ππ
∗) is favoured by Bhattacherjee et al. [221, 222], based on El-
Sayed’s rules [44] (discussed in Chapter 1). El Sayed’s rule states that a transition
involving a change in orbital type is predicted to be faster than one that does not,
which would make the above pathway favourable. Squibb et al., however, argue that
there is an intermediate step involving the T2(nπ
∗) state. They describe T2(nπ
∗)
as an exceedingly short-lived doorway state [119], where population passes through
the state without the total population ever exceeding 10%. Squibb et al. predict
that subsequently and via this doorway state the T1(ππ
∗) state is reached through
almost instantaneous internal conversion (IC).
Region A in Figure 4.3 highlights the onset threshold for the τ2 DAS which is
in close proximity to that of the weaker τ3 DAS. Considering this, in combination
with the fact that both triplet states T1 (ππ
∗) and T2(nπ
∗) should favourably ionise
to the D0(π
−1) and D1(n
−1) cation states, respectively, it would seem appropriate
to assign the τ3 DAS as originating from the transition to the D1(n
−1) continuum
with T2(nπ
∗) as the origin. The long τ3 lifetime of 20 ± 4 ps would, however, be in
disagreement with the ultrafast doorway step as proposed by Squibb et al. Further-
more, the ionising D0(π
−1) ← T1(ππ∗) and D1(n−1) ← T2(nπ∗) transitions (at the
S1 (nπ
∗) minimum energy geometry) have been predicted to result in photoelectron
energies which lie very close in energy [119]. Also, at the relaxed T1(ππ
∗) mini-
mum energy geometry, the D0(π
−1) ← T1(ππ∗) transition is expected to result in
a photoelectron signature which has been shifted, by approximately 1 eV, to lower
energies. Therefore, this would be reflected in the DAS and it indeed corresponds
to the difference in energy between regions A and B in Figure 4.3, where region B
marks the onset threshold for the τ4 amplitude. Based on the various arguments
above, it is not possible, from the work presented here, to either confirm the direct
population of the T2(nπ
∗) state, nor to rule it out completely. There is, instead,
more evidence to support the conclusion that the amplitudes of τ3 and τ4 originate
from the ionisation of the T1(ππ
∗) state. As the molecular geometry changes from
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the S1 (nπ
∗) minimum structure to that of the T1(ππ
∗) state, a change in ionisation
efficiency is observed. This is caused by large amplitude motion that accompanies
the rather significant change in geometry, where the OH group twists out of the
plane in which all other heavy atoms lie [119, 217]. In the data presented here, this
change in ionisation efficiency is associated with τ3. The τ4 lifetime of 330 ± 40 ps
on the other hand describes the general decay of the lower T1(ππ
∗) triplet state. A
lifetime on the same timescale (247 ± 34 ps) was identified by Zewail and co-workers
[216] who have attributed this to the process of dissociation of OH facilitated by
the T1(ππ
∗) state. Although, as discussed above, the recent work by Antonov et al.
has reported that such fragmentation of OH was only accessible using multi-photon
excitation [215]. The TRPEI method employed in this thesis is essentially blind to
the formation of photofragments, such as OH, and therefore it is not possible to
draw conclusions on the existence or extent of such fragmentation in the relaxation
dynamics of AcAc from the results presented here. Furthermore, Antonov et al. re-
port that such fragmentation occurs on the S0 ground state. Here, it is only possible
to tentatively suggest a decay of the T1(ππ
∗) state to S0. To conclude this discus-
sion and in addition to the summary previously provided in Table 4.1, a schematic
overview of the proposed relaxation mechanisms for AcAc is given in Figure 4.5.
Figure 4.5: Schematic of the proposed relaxation steps in AcAc. The numerical
values for the extracted time constants are summarised in Table 4.1.
The VUV probe employed has been able to reveal an extremely extended view of
the relaxation dynamics of acetylacetone in this investigation. The repopulation of
S0 may be observed more definitively by using a probe pulse even deeper in the VUV
region, however, if the probe energy exceeds 9 eV the possibility of ionising several
photoproducts could lead to further congestion of the spectra [215]. Moreover, these
photoproducts could originate from either T1(ππ
∗) or S0 [119, 215]. To resolve the
complete map of the dynamics with an even higher-energy probe may therefore,
require extremely differential methods such as photoelectron-photoion coincidence
measurements.
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4.5 Conclusion
A detailed investigation of the ultrafast non-adiabatic relaxation dynamics of the
sub-chromophore motif acetylacetone was presented in this chapter. Time-resolved
photoelectron imaging in combination with a vacuum-UV probe (160 nm) and UV
pump (267 nm) was used to determine the dynamical processes involved. Four
different lifetimes could be extracted from the recorded time-resolved photoelectron
spectra, which have been assigned as follows: An initial extremely rapid process,
complete within < 10 fs, was assigned to an internal conversion process between
the initially excited S2(ππ
∗) state and the lower lying S1(nπ
∗) state. From there,
population is transferred to the triplet manifold via a triple conical intersection
(which has been theoretically predicted [119]) to the T1(ππ
∗) state. This process
takes place on a timescale of 1.6 ± 0.2 ps. A fairly weak but observable signal,
revealed in the DAS (τ3 in Figure 4.3), is assigned to the relaxation from the S1(nπ
∗)
minimum geometry to the T1(ππ
∗) minimum energy geometry. This process occurs
on a timescale of 20 ± 4 ps. Finally, the overall lifetime of the triplet state T1(ππ∗) is
330 ± 40 ps, which may lead to population of the S0 ground state. This investigation
of acetylacetone with a short-wavelength probe in the VUV has been able to provide
quantitative links between various elements of several prior studies of the relaxation
dynamics in AcAc, which individually sampled subsections of the complete reaction
coordinate. Moreover, this work demonstrates that probes in the VUV region, in
conjunction with photoionisation-based techniques in time-resolved spectroscopy,
provide an extended ‘view’ of the reaction-coordinate. Finally this study shows that,
to fully exploit the capabilities of time-resolved photoionisation-based spectroscopy
experiments, short-wavelength probes are crucial and likely to become the norm
in future research in this field. Compact and reliable, lab-based short-wavelength
sources, such as the one employed here, will be crucial in facilitating a routine use
of high-energy probes [236] in photoionisation based techniques in future. This will
greatly extend the observable dynamics and provide a more complete understanding
of the relaxation mechanism in molecular systems. These short-wavelength sources
can be developed further in future to become smaller, more efficient and low-cost,
eventually providing easy access to short-wavelength probe pulses. One example
of such novel sources is the use of hollow-core photonic crystal fibres, which are






The experimental work presented in this Chapter was carried out by N. Kotsina and
L. Saalbach. Preliminary data processing was performed by N. Kotsina. Further
detailed data analysis was carried out by L. Saalbach. This included the editing of
the REPEITS Analyse program to add extended anisotropy fitting capabilities (see
Chapter 2). Finally, the ab intio calculations presented here were also performed by
L. Saalbach.
5.1 Introduction
Nitric oxide (NO) is well-known as a harmful, environmental pollutant which con-
tributes to the formation of smog. In the late 1980s, however, the discovery of NO’s
role in the relaxation of vascular muscles laid the foundation for broad research into
the role of NO in physiology [237]. It is now known that NO performs functions in
numerous biological processes such as blood pressure regulation, biodefense, immune
stimulation and neurotransmission. Molecules acting as “NO donors” are therefore
now being investigated for their use in clinical medicine. These are systems which
are able to release NO groups time- and site-specifically in reaction to a specific
trigger, such as a photon [238]. In search of such an NO donor T. Suzuki et al.
studied a series of aromatic nitro-compounds using visible and UV light irradiation
[18]. Two of the systems studied are illustrated in Figure 5.1. The compound shown
in Figure 5.1 (a) was found to exhibit a good NO-release activity (essential for an
NO donor), whereas the system shown in (b) did not. Suzuki et al. related this
effect to the the conformation of the nitro-group with respect to the aromatic ring
[18]. The steric influence exerted by the presence of the two methyl groups on the
nitro-group (as in 5.1 (a)), causes the NO2 group to rotate out of the plane of the
benzene ring and the conformation was found to be closely related to the amount of
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Figure 5.1: Two of the potential photoinduced NO donor systems investigated by
Suzuki et al. [18].
NO generated [18]. Furthermore, in related systems (nitronapthalenes) the torsional
angle has been found to be a key coordinate in facilitating ultrafast relaxation dy-
namics [239]. The TRPEI study of nitrobenzene and three of its methyl-substituted
derivatives presented in this Chapter aims to explore the effect of this conformation
of the nitro-group on the non-adiabatic excited state relaxation processes follow-
ing UV absorption in nitrobenzene (NB) and three methyl-substituted derivatives.
The calculated molecular geometries of NB, 2,4-, 2,6- and 3,5-dimethylnitrobenzene
(DMNB) are shown in Figure 5.2, illustrating how the conformation of the nitro-
group with respect to the benzene ring varies in these four systems, making them
ideal candidates for the proposed study.
Figure 5.2: Schematic structures of the molecular systems investigated as well as the
ground state geometries computed using MP2/aug-cc-pVDZ or MP2/aug-cc-pVTZ
in case of nitrobenzene.
The photodissociation dynamics of NB have previously been investigated using
various experimental techniques [240–248] and several rigorous theoretical studies
have also recently been reported [249–252]. Within the limit of this thesis it is
not possible to provide an in-depth review of all these studies, but the following
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section aims to summarise the relevant (i.e., mostly gas-phase) literature relating
to the observed photodynamics in NB. Little investigation into the photochemical
and photophysical processes operating in 2,4-, 2,6- and 3,5-dimethylnitrobenzene
has been reported so far and where work has been published it has been focused on
the cation species [253]. The review below will therefore concentrate on the relevant
literature for NB.
5.1.1 Experimental Studies
Four key photodissociation pathways following UV excitation of NB were identified
by Galloway et al. in the early 1990s using vacuum-ultraviolet (VUV) photoionisa-
tion with molecular-beam mass spectrometry in combination with photolysis wave-
lengths ranging from 220 - 320 nm [240]. Two dissociation pathways resulting in
NO were proposed:
C6H5NO2 + hν → C6H5O + NO (5.1)
and
C6H5NO2 + hν → C5H5 + CO + NO. (5.2)
At photolysis wavelengths between 200 nm and 280 nm, NO2 and atomic oxygen were
also observed as photoproducts. The authors suggested the following dissociation
mechanisms at these wavelengths:
C6H5NO2 + hν → C6H5 + NO2 (5.3)
and
C6H5NO2 + hν → C6H5NO + O. (5.4)
The production of NO2 was found to exceed that of NO by nearly 50% at 280 nm
and was observed to increase further (up to sixfold) as the photolysis wavelength
was shortened to 222 nm [240]. This leads the authors to suggest that a different
photolysis mechanism must be active at longer wavelengths, beyond 280 nm. The
proposed pathway progresses via the isomerisation of NB to a phenyl nitrite inter-
mediate before producing NO2 by cleaving the C−ONO bond and producing NO via
cleavage of the O−NO bond. Forming the phenyl nitrite intermediate would require
breaking of the C−N bond. The NO2 group itself would remain unchanged during
this process, but would have to reorient and form a C−O bond with a member of the
benzene ring. The authors suggest that the increased NO2 signal is observed due to
the direct channel dominating below 280 nm [240], whereas the indirect channel via
phenyl nitrite is proposed to be more significant at longer wavelengths, increasing
the production of NO. A theoretical study linked to this experimental work was
published shortly after by Crim and co-workers [252] confirming the possibility of
dissociation via a vibrationally excited phenyl nitrite intermediate. A REMPI study
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by Marshall et al. [254] scanning the wavelength region between 240 - 250 nm also
observed fragmentation of nitrobenzene into C6H5 and NO2, as suggested by Gal-
loway et al.. Overall, the channel resulting in NO2 (reaction equation (5.3)) has
been determined to be the main relaxation pathway at high energies [255]. A study
by Lin et al., however, confirms the importance of the NO product channel (reaction
equation (5.1)), as the authors observed a branching ratio of 0.4 for the NO/NO2
products after 266 nm excitation of NB [246] (discussed in more detail below).
In 1997 Terazima and co-workers carried out the first time-resolved study of NB
photodissociation dynamics. NB and nitrotoluene (NT) were investigated in solution
using the picosecond time-resolved transient grating method and photoexcitation at
320 nm [241, 242]. Takezaki et al. observed two lifetimes for NB: One of ≤ 10
ps was attributed to the relaxation of the vibrationally excited S∗1 to the lowest
vibrational level in S1. A second lifetime of ∼ 480 ps was attributed to intersystem
crossing (ISC) from T1 to S0. Notably, when considering their results for two further
systems: ortho-nitrotoluene and ortho-nitrobenzoic acid, the authors speculate that
structural changes of the molecule involving the NO2 group give rise to the short
triplet state lifetime, although the authors do not elaborate on this supposition. The
same year Terazima and co-workers subsequently published a theoretical study [256]
on the same subject followed by a second time-resolved transient grating experiment
of NB in ethanol a year later [242]. Drawing on all three studies they conclude that
the vibrationally excited state S∗1 relaxes to the S1 minimum in ≤ 100 fs. From S1
population then crosses into T2 and from there to T1 via internal conversion in 6
ps. The final relaxation from T1 to S0 takes place in 480 ps as mentioned above.
The theoretical investigation confirmed that the reaction dynamics are driven by
out-of-plane NO2 motions (with respect to the benzene ring) [256].
Zewail and co-workers investigated the structural dynamics of gas-phase NB in
2006 using ultrafast electron diffraction [243]. Their work confirms that NB un-
dergoes structural rearrangement prior to fragmentation into NO and a phenoxyl
radical. NO elimination via an intermediate structure (similar to phenyl nitrite but
with a pseudo three-membered ring created by an additional N-C bond) was de-
termined as the main reaction pathway following excitation at 266.7 nm. This was
confirmed by supporting theoretical calculations which show no direct pathway lead-
ing to the phenyl radical and NO2 products from the T1 surface, in agreement with
the observations made by Galloway et al.. Furthermore, only negligible amounts of
NO2 were found to have been produced.
The dissociation pathway via isomerisation to phenyl nitrite, as first suggested
by Galloway et al., is also supported by the findings by Li et al., who carried out a
one-photon LIF study of gas-phase NB at 266 nm [244]. Kosmidis et al. report the
absence of the indirect fragmentation channel (via isomerisation to phenyl nitrite) in
gaseous NB studied at a longer excitation wavelength of 375 nm, using femtosecond
pulses and a time-of-flight spectrometer [245]. This is in disagreement with Gal-
101
Chapter 5: Steric Effects on Excitation Dynamics in Nitrobenzene Derivatives
loway’s suggestion that the second, indirect fragmentation channel only becomes
active above 280 nm. Kosmidis et al. further investigated the photofragmentation
of NB at various UV wavelengths between 210 - 275 nm [257, 258], observing in-
creased production of phenyl ions below 230 nm and confirming the existence of
relaxation pathways as described in Equations (5.1), (5.3) and (5.4).
In 2007 Lin et al. conducted a multimass ion imaging study on NB and nitro-
toluene (NT) at three UV wavelengths (193 nm, 248 nm and 266 nm) [246]. The
authors concluded that dissociation both from (un-rearranged) NB and via phenyl
nitrite are direct dissociation processes (occurring on one single potential energy
surface). However, dissociation into C6H5O and NO after isomerisation to phenyl
nitrite is more favourable due to the lower dissociation energy. This implies that
NO2 is mainly produced by direct dissociation of NB (no phenyl nitrite intermedi-
ate) which is in disagreement with Galloway et al.’s work mentioned above. They
furthermore observed a bimodal distribution in the translational energy of the NO
product. This was attributed to differing barrier heights of intermediates reached
from the ground and triplet states, which is also consistent with the observed de-
pendence of the bimodal distribution on the photolysis wavelength.
The bimodal distribution in the NO product translational energy was also studied
by the group of A. Suits using a (1+1) REMPI scheme near 226 nm (excitation and
dissociation) combined with state-selected DC slice imaging [247]. The authors
concluded that the imaging data, in conjunction with a qualitative theoretical study
of the process, suggested that a slow component in the observed bimodal distribution
arises due to roaming-mediated isomerisation to phenyl nitrite occurring on the
S0 singlet surface. Their quantum chemistry calculations revealed a roaming-type
saddle point on the ground state potential energy landscape which facilitates the
structural change to phenyl nitrite. This type of saddle point is formed when the
bond distance (between phenyl ring and NO2 group in this case) becomes very
large (greater than 3.2 Å) which results in a “structure” that is near degenerate
(1-2 kcal mol−1) to the asymptotic limit corresponding to the detached fragments.
The fast component on the other hand is attributed to dissociation on an excited
triplet state surface as reported by Lin et al.. Suits and co-workers however, argue
that a more in-depth study of this pathway is required. Suits and co-workers also
predict that internal conversion to the ground state must be taking place, based
on the absence of anisotropy in the DC slice images and the observation of only
relatively slow NO fragments (implying the energy is mainly deposited into the
internal coordinates of the remaining fragments). Furthermore, computed branching
ratios indicate a “roaming mediated isomerisation” to phenyl nitrite as the main
dissociation pathway, as NO production via a second pathway is abruptly turned off
at the energetic threshold for NO2 production [255].
Finally, a very recent time-resolved photoelectron spectroscopy study of NB and
its aldehydes in the gas-phase at 200 nm was carried out by Schalk et al. [248].
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Two lifetimes of 40 fs and 480 fs were observed in the photoelectron spectra of NB.
The shorter time constant was attributed to ultrafast decay from an initially excited
charge transfer (CT) state to S1, whereas the long lifetime corresponds to either the
release of NO2 or the relaxation via internal conversion directly to the ground state
(without passing through any triplet states). Furthermore, the theoretical part of
this publication predicts the total energy required to reach unimolecular dissociation
into benzene and NO2 to be 4.1 eV (302 nm). This prediction offers an explanation
for the previously observed dependence of NO2 production on photolysis wavelength.
5.1.2 Theoretical Studies
The first, fully dedicated theoretical study of NB to be discussed here is that by
Quenneville et al. from 2011 [251]. The authors employed TD-DFT and MRCI
methods as well as CASSCF to study the relaxation pathways in NB and other
nitroarenes. The authors suggest that pyramidalisation and rotation of the NO2
group, the ONO angle and NO bond stretches are involved in creating a conical
intersection (CI) between S1 and S0 (and possibly T0, but this triple CI is not
confirmed in their study). Based on computed spin-orbit coupling (SOC) values the
authors confirm that their work supports the findings of Terazima and co-workers
(discussed earlier) in that the population from the S1 state predominantly moves to
T2 via ISC. The singlet to triplet transition fulfils the criterion set by El-Sayed’s rule
as a change in state character is involved since S1 has nπ∗ and T2 has ππ∗ character.
Following this, in 2014, Dreuw and co-workers employed a variety of different
levels and types of quantum chemistry approaches to examine the non-radiative re-
laxation of NB [250]. TD-DFT was observed to underestimate the energies of the
charge transfer states in NB, which Quenneville et al. had previously accounted for
by using a long-range corrected functional [251]. Dreuw and co-workers conclude
that NB initially undergoes internal conversion facilitated by an asymmetric NO
stretch. A scissoring motion of the oxygen atoms in the nitro-group then provides
the possibility of intersystem crossing onto the triplet manifold. Finally, intersystem
crossing to the ground state from the lowest triplet state is predicted to be medi-
ated by a bend of the NO2 group which aligns it out of the plane of the benzene
ring. Relaxation directly to the ground state from the excited S1 state via inter-
nal conversion is also predicted to be energetically accessible (through more ONO
bending), but only 20% of the population follows this pathway according to Dreuw
and co-workers [250].
The most recent theoretical treatment of the photodissociation dynamics of NB
was carried out by Giussani and Worth [249] using a photochemical reaction path
approach which allows for the relaxation of all degrees of freedom in the molecule.
The authors have investigated the decay paths from the singlet S4(ππ
∗) (5.01 eV)
state and the lower-lying singlet S2(naπ
∗) (3.32 eV). The S4(ππ
∗) state has a non-
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zero oscillator strength and is accessible at UV wavelengths around 245 nm, but is
believed to lie out of reach in the study presented here which uses a 267 nm pump.
According to the authors, the majority of the decay path from S4(ππ
∗) takes place
on the singlet surface, although some of the population may cross from S1 onto the
triplet manifold instead of relaxing to the ground state directly. By considering the
geometries of NB at the minima, CI and singlet-triplet crossing regions, the molec-
ular coordinates facilitating relaxation can be deduced. All molecular coordinates
vary during the optimisation, however the NO stretch and ONO bond angle were
shown to be evolving noticeably during the relaxation on the singlet surface. For the
triplet pathway it is the ONO bend that is significant and the conical intersection
between the lowest excited singlet state and the ground state is characterised by
the shortening of the C-N bond, which is in agreement with the work by Dreuw
and co-workers. The out-of-plane distortion of the nitro group (distortion of NO2
with respect to the plane of the benzene ring) found at the conical intersection
to the ground state by Quenneville et al. [251] lies 0.5 eV higher in energy than
the structure characterised by Giussani and Worth [249]. For the relaxation from
the triplet structures to the ground state, both Dreuw and Quenneville found that
there is an involvement of the nitro-group bending out of the plane. Giussani and
Worth conclude that the out-of-plane distortion of the nitro-group with respect to
the benzene ring (nitro-group torsion and pyramidalisation) may not be as crucial
as predicted by the other two theoretical studies.
Finally, Giussani and Worth related their results to the experimental data by
Takezaki et al. in two different interpretations. The first attributes the 100 fs
lifetime to the decay from the first singlet state back to the ground state, the 6
ps component to the population moving from the singlet to the triplet manifold
and the final 480 ps component to the relaxation from the lowest lying triplet state
to the ground state. The second proposed relaxation pathway is inspired by the
photophysics of 1-Nitronaphthalene which displays a spin-multiplicity change on a
timescale of only 100 fs [259, 260]. NB could behave the same way, the authors
argue, meaning that 100 fs would be attributed to the transfer onto the triplet
manifold and the 6 ps component to the relaxation from the lowest single state to
the ground state, with the 480 ps component describing the decay from the triplet
to the ground state. The isomerisation to phenyl nitrite was also investigated by the
authors, identifying two possible mechanisms and concluding that if relaxation takes
place via the triplet manifold, then isomerisation to phenyl nitrite is not required.
The authors also support the idea of a roaming mechanism proposed by Suits and
co-workers [255].
Overall, it is evident that despite many recent experimental and theoretical ef-
forts, the photodissociation of NB and the molecular coordinates involved in the
processes are not yet fully explored and understood. The following report of an
experimental TRPEI study of NB and its methyl-substituted derivatives in con-
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junction with supporting ab initio quantum chemistry calculations aims to reveal
the ultrafast molecular relaxation dynamics exhibited by NB upon the absorption
of 267 nm UV light. Comparing the non-adiabatic dynamics in NB with those in
the methylated derivatives (2,4-, 2,6- and 3,5-dimethylnitrobenzene (DMNB)) will
elucidate the role of the NO2 group configuration and ring-deformations in the effi-
cient energy dissipation process. The computed ground state structures of all four
systems investigated are shown in Figure 5.2. The NO2 group conformation with re-
spect to the aromatic ring is clearly altered upon methylation of the benzene ring in
2,4- and 2,6-DMNB whereas the “weighing down” of the benzene ring in 3,5-DMNB
will reveal the effect of ring-deformations on the relaxation dynamics. Such ring-
deformations have previously been found to play a role in the relaxation dynamics
of other systems such as aniline and its derivatives [23, 261]. In this chapter, the
conformation of the nitro-group will be defined by the angle between the plane of
the NO2 group (planar) and the plane in which the benzene ring lies. For example,
when the angle is 0◦, all atoms lie in the same plane, whereas an angle of 90◦ denotes
a conformation where the planar nitro-group is perpendicular to the benzene ring.
This will also be referred to as the dihedral angle throughout the chapter.
5.2 Experimental Methods
The experimental setup has been described in detail in Chapter 2 with the optical
configuration set out in Section 2.3.1. Briefly, NB (Fisher Scientific, 99.5% purity)
as well as 3,5-, 2,6- and 2,4-DMNB (Sigma-Aldrich, > 98 % purity) were brought
into the gas-phase by flowing He (0.25 bar) over the sample contained in the ex-
ternal bubbler. The Even-Lavie valve (with 150 µm aperture) was not used in a
pulsed mode in this setup and therefore the resulting molecular beam was continu-
ous. The effusive beam entered the molecular chamber via a skimmer, where it was
intersected perpendicularly by the co-propagating pump (267 nm, 0.5 µJ) and probe
(400 nm, 4 µJ) femtosecond laser pulses. The pump and probe pulses were produced
by frequency conversion of the 800 nm output from our 1 kHz regeneratively ampli-
fied Ti:Sapphire laser system (Spectra-Physics, Spitfire Pro/Empower and Spectra
Physics, Tsunami/Millennia Pro). The non-linear optical medium used to achieve
the second and third harmonic (probe and pump, respectively) of the laser output
through frequency doubling were thin β-barium borate crystals. The precise tem-
poral delay between pump and probe was introduced using a PC-controlled linear
translation stage and the two pulses were overlapped in a combining optic prior to
the main vacuum chamber. The light pulses initially passed straight through the
VMI set-up and were focused on the second pass through the interaction region
using a curved Al mirror (f = 10 cm) inside the chamber. As detailed previously
in Chapter 2 the intensities of the 267 nm and 400 nm beams in the focal region
are estimated to be ∼ 5× 1012 Wcm−2 and ∼ 2× 1013 Wcm−2, respectively. These
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values represent an upper bound (refer to Chapter 2 for further details). The pulses
intersected the molecular beam in the centre of the ion optics set-up where mul-
tiphoton ionisation takes place. Ejected electrons were focused onto an MCP and
phosphor screen and the resulting VMI images were collected on a CCD camera.
To rule out the presence of clusters, a time-of-flight (TOF) spectrum was recorded
for each sample using the above setup but with positive charges on the ion optics.
The pump-probe delay steps used were 30 fs in the region of -300 fs to + 300 fs and
increase to 90 fs in the region from + 300 fs to 1 ps. Beyond 1 ps exponential steps
were taken up to 200 ps. A typical data set contains 10 of these scans. A pump-
and probe-alone background signal was recorded at each time delay to allow for an
accurate background subtraction during data processing. A cross-correlation (CC)
of the 267 nm and 400 nm pulses was determined using ionisation of xenon which
was also used to calibrate the VMI images. The CC was found to be 140 fs.
As indicated above, the experimental configuration did not use the EL-valve in
pulsed mode (as previously done for the acetylacetone measurements in Chapter
4). Regarding the sample density, general values in pulsed molecular beams have
been reported to typically range between 1013 − 1014 particles cm−3 [262–264]. The
calibration of the density of a molecular beam is however, known to be a non-
trivial problem and error prone [265]. In their 2012 publication Parker, Eppink
and co-workers estimate the sample density in a pulsed molecular beam through
considering the change in pressure in the chamber. Applying this method to the
experiment in this chapter gives an estimated gas load of ∼ 4×10−4 bar L s−1 which
corresponds to ∼ 9×1018 particles s−1 in the chamber (carrier gas + sample). Since
the beam employed here is not pulsed however, a value per shot as calculated by
the authors does not apply. Another way in which the amount of sample present
can be estimated is using the count-rate of electrons detected as done by McKay et
al. [266]: countrate = σNlF . Here, σ represents the photoionisation cross-section
(∼ 2.6× 10−17 cm2 for nitrobenzene [267]), l is the interaction length (estimated to
be 1 mm, based on the Rayleigh range for the 400 nm light) and F is the photon flux
(∼ 8× 1012 photons per pulse of 400 nm light, but two photons will be required for
ionisation). Photoelectron acquisition rates for the TRPEI spectrometer employed
here are estimated to be 5-10 per laser shot [94], yielding a number density of
∼ 480− 960 NB molecules mm−3.
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5.3 Computational Methods
The Gaussian software package was used to carry out all ab initio calculations pre-
sented here. The Gaussian 03 version [202] was used for ground state geometries
and scans, whereas for the excited states Gaussian 16 [48] was used as its improved
handling of TD-DFT calculations is beneficial. The ground state structures of all
systems were computed using MP2 theory with the aug-cc-pVDZ basis set, except
for NB where the aug-cc-pVTZ basis set was feasible (see Chapter 3 for more de-
tails). The optimised geometries are shown in Figure 5.2. Nitrobenzene is highly
symmetric (C2v) whereas the other three structures posses lower symmetry. In 3,5-
DMNB, for example, C2v symmetry might be initially expected, however, the methyl
groups preferentially stagger, breaking this symmetry. The structure consisting of
the staggered methyl groups in 3,5-DMNB was found to be about 18 cm−1 lower
in energy than the eclipsed (higher symmetry) geometry. This difference in energy
is low enough that both geometries would be present in the molecular beam un-
der the experimental conditions described here (methyl groups are free to rotate).
Such a staggering effect seems to be mitigated by the presence of the nitro-group
in 2,6-DMNB as it retains a C2 symmetry. For 2,4-DMNB the most energetically
favourable dihedral angle (the angle between the plane of the benzene ring and
the plane of the nitro-group) was not trivial to locate. Initial optimisations using
DFT(B3LYP)/aug-cc-pVTZ (not shown here) indicated the minimum to be at ∼ 21
degrees, but using the computationally more expensive MP2 method it was found
to be at 35.2 degrees. The influence of various benzene ring substituents on the
torsional angle of the NO2 group in aromatic nitro systems was also investigated
computationally by two earlier studies [268, 269].
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Figure 5.3: Ground state potential energy cuts of NB, 2,4-, 3,5- and 2,6-DMNB
produced using MP2/aug-cc-pVTZ for NB and MP2/aug-cc-pVDZ for the other
systems.
Relaxed ground state cuts computed about the NO2 group torsion coordinate
(dihedral angle) are shown in Figure 5.3 and aid in determining whether the struc-
tures are conformationally locked in the ground state. Again, the MP2 method in
conjunction with the aug-cc-pVTZ basis set was used to produce these relaxed cuts
for NB, and the aug-cc-pVDZ basis set was instead employed for the larger methy-
lated systems. Transition state structures were optimised using the same methods
and basis sets, and confirm the exact location of the maxima shown. The points
have been computed in steps of 10 degrees from the structure at the optimised angle
and the symmetry of the rotation can be used to plot all results within a range from
zero to 180 degrees. Since the NO2 group is symmetric, the first 180 degrees (or in
fact 90◦) of the rotation can be thought to be representative of the complete 360
degrees.
Nitrobenzene is predicted to be planar with a high barrier to rotation of 1702
cm−1. The value compares favourable with the 1590 cm−1 value reported by Borisenko
et al. from their electron diffraction study [270]. A further electron diffraction study
reported a value of 1427 ± 336 cm−1 [271] and slightly lower values are reported
by one microwave spectroscopy (1329 cm−1) [272] and one Raman spectroscopy
(1140 cm−1) [273] study. Theoretical investigations using DFT methods in combi-
nation with a B3 based functional report extremely high values around 2200 cm−1
[243, 274]. Considering the experimental values reported, the computationally ex-
pensive MP2 method employed here performs well. As would be predicted, the
barrier for 3,5-DMNB (1593 cm−1) is very similar to that of NB and in 2,6-DMNB
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Table 5.1: Energies (in eV) and oscillator strengths of four singlet excited states in
NB and the methyl derivatives. The values were obtained using the ground state
geometries computed using MP2 (as discussed in the main text), in combination with
TDDFT and the CAM-B3LYP functional. The basis set used were aug-cc-pVTZ for
NB, 3,5-DMNB and 2,4-DMNB. For 2,6-DMNB aug-cc-pVDZ was used. The results
from an EOM-CCSD/aug-cc-pVTZ calculation for NB are also included. Symmetry
labels reported correspond to NB transitions only. Orbital notation corresponds to
that used by Dreuw and co-workers [250].
TD-CAM-B3LYP EOM-CCSD





















































the barrier is also comparable at 1633 cm−1. The lowest barrier preventing free
rotation of the NO2 group is found in 2,4-DMNB (588 cm
−1), which is still believed
to be insurmountable under the molecular beam conditions used here.
The relaxed and optimised ground state geometries computed at the various
dihedral angles have been used to calculate the first few excited states in NB and
2,6-DMNB, at the same dihedral angles. These were computed using time-dependent
DFT (TD-DFT) and the long-range corrected CAM-B3LYP functional. Again the
aug-cc-pVTZ basis set is used, except in 2,6-DMNB where aug-cc-pVDZ was em-
ployed. Excited state energies and oscillator strengths obtained in the FC region
are collated in Table 5.1. The diabatic cuts for NB and 2,6-DMNB are shown in
Figure 5.4. Significant barriers to rotation of the NO2 group are observed in the
S3 states for both molecules (7985 cm
−1 and 2662 cm−1 for NB and 2,6-DMNB,
respectively), although the S2 and S1 cuts show maxima at differing angles (90
◦ and
0◦ respectively). These shallower barriers still range between 1387 cm−1 and 2331
cm−1. More detailed references to this plot will be made in the discussion section
of this chapter.
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Figure 5.4: The first three excited state potential energy cuts for the rotation
of the nitro-group in NB (a) and 2,6-DMNB (b), computed using TD-CAM-
B3LYP/aug-cc-pVTZ and TD-CAM-B3LYP/aug-cc-pVDZ respectively. The re-
laxed MP2 ground state geometries were used as starting points.
The notation used to identify the orbital character should briefly be outlined.
In the first column of Table 5.1, the character of the transitions is identified using
n and π labels. In this ordering the labelling refers to the transitions in NB and is
consistent with that suggested by Dreuw et al. [250], who also provide illustrations of
the relevant molecular orbitals in NB. Here, the n and n′ labels describe the HOMO-
2 and HOMO-4 orbitals respectively. Both are mainly located on the nitro-group
but also extend onto the benzene ring. The π and π′ labels identify the HOMO
and HOMO-1 orbitals which have previously been illustrated in Chapter 1, Figure
1.6 (top row right and middle, respectively.). The relevant π∗ orbital (HOMO+1) is
also shown in this illustration (bottom row, far right) and is delocalised over both
the nitro-group and benzene ring. For the methyl-substituted systems the orbitals
change slightly, but the overall character remains the same and therefore the labels
still apply.
110
Chapter 5: Steric Effects on Excitation Dynamics in Nitrobenzene Derivatives
5.4 Results
5.4.1 UV-Vis Spectra
Prior to the time-resolved study, an absorption spectrum in the ultraviolet to visible
(UV-Vis) region was recorded for all four systems (shown in Figure 5.5) using a
commercial UV-Vis spectrometer (Shimadzu UV-2550). The vapour pressure of all
four molecules was sufficient to record the gas-phase UV-Vis spectra. A significant
absorption peak centred at around 240 nm is present for NB, with two shoulders to
the right of it. In 3,5- and 2,4-DMNB similar peaks can be observed, both red-shifted
to longer wavelengths. For 2,6-DMNB a strong peak is not visible above 220 nm,
however a shoulder is visible between 230-250 nm and there is a low but non-zero
absorption signal extending out to 410 nm. At 410 nm all signals are observed to
cut-off.
Figure 5.5: The normalised UV-Vis spectra recorded of all four systems in the gas-
phase. The pump wavelength is indicated by the vertical dashed line.
In NB the excited state energies presented earlier (Table 5.1) predict a bright
π′ − π∗(1A1) transition near 244 nm (5.08 eV) which is in good agreement with the
strong absorption peak seen in Figure 5.5, centred at ∼ 240 nm. This band was
also observed by Marshall et al. [254] and the assignment of the band made here is
in agreement with the work by Lin et al. [246]. The shoulder located at the longer
wavelength edge of the strong peak centred at 240 nm actually exhibits four weak
features [275]. The feature centred at 280 nm has previously been assigned to the S1
state by Abbot et al. [276] and Nagakura et al. [277]. Recently Lin et al. however
argued that this band is more likely a combination of the S2 (
1B1) and S3 (
1B2)
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states. The computationally obtained energy of the S2(n
′π∗) state (also with a non-
zero oscillator strength f) predicts a peak at 283 nm and we can therefore assign this
feature to the S2(n
′π∗) state in NB. As Table 5.1 indicates, the S3(ππ
∗) transition is
expected to lie at ∼ 260 nm. This region describes the strong S4(π′π∗) absorption
peak rather than the weak 280 nm feature. It is, however, possible that the energy of
this state may be underestimated by the TD-DFT method as it has been shown to
have charge-transfer character [250, 278] (known to often be treated unsatisfactorily
by TD-DFT [279]). In comparison to the EOM-CCSD results, the output produced
using the TD-DFT approach is only ∼ 0.1 eV lower in energy, implying that it has
performed reasonably well. This indicates that the strong peak centred at 240 nm





states can be assigned to the very weak bands at 280 nm and 350 nm (detailed by
Marshall et al. [254]).
Similar assignments can be made for 2,4- and 2,6-DMNB, although the S1 state
in the latter is predicted to exhibit π′π∗ character, rather than nπ∗ as in the other
three systems under consideration. The shoulder at ∼ 240 nm in 2,6-DMNB can
be assigned to the bright S4(nπ
∗) state, and the broad intensity feature at longer
wavelengths is a combination of S3(ππ
∗) at 270 nm (non-zero f), S2(n
′π∗) at 290 nm
(negligible f) and S1(π
′π∗) at 337 nm (non-zero f). The not-insignificant oscillator
strength predicted in the S1(nπ
∗) state of 2,4-DMNB is in agreement with the pro-
nounced “tail” observed between 330-410 nm and the S2(n
′π∗) and S3(ππ
∗) states




∗) state in 3,5-DMNB and NB is predicted to have zero oscillator
strength, matching the earlier cut-off of absorption signal observed in these two sys-
tems (at around 330 nm). The second and third excited singlet states are predicted
to lie very close in energy in 3,5-DMNB, although S2(n
′π∗) again has negligible os-
cillator strength and the weak signal between 280-290 nm can therefore be assigned
to a combination of S2 and S3(ππ
∗). The strong peak centred at ∼ 250 nm is signal
arising from the red-shifted S4(π
′π∗) state.
5.4.2 Photoelectron Spectra
All four systems, NB, 2,6-, 2,4- and 3,5-DMNB were excited using femtosecond laser
pulses centred at 267 nm and probed using multiphoton ionisation at 400 nm. The
VMI images recorded for NB at selected time delays are shown in Figure 5.6. The
data shows a broad anisotropic ring decaying as the pump-probe delay increases.
The absence of sharp rings in the VMI data indicates that no resonant Rydberg
states have been ionised by the first 400 nm probe photon (via a 1+1′+1′ process),
which might obscure the dynamics. The VMI images of NB are representative for
all the systems under study as the relaxation dynamics observed for all four systems
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are very similar (which will be illustrated below). The strip of photoelectron images
already reveals some of the dynamics: the strong signal observed at ∆t=0 begins
to reduce in intensity after about 300 fs and at large time delays, even at 200 ps, a
weaker constant signal at smaller radius (lower energy) is still observed.
Figure 5.6: VMI images of NB at several pump-probe time-delays. The pump and
probe alone signal recorded at each time-delay and has been subtracted in the images
shown. The laser polarization of both the pump and probe beams is vertical with
respect to the image.
This behaviour can be seen more clearly in the 2D-Photoelectron spectra of all
four systems shown in Figure 5.7. The (1+2′) process cut-offs are indicated by the
vertical white dashed lines in the spectra. The cut-offs were calculated using the
ionisation potentials (IP) reported for NB (9.94 eV [280]), 2,4-DMNB (9.36 [281])
and 2,6-DMNB (9.17 [281]). For 3,5-DMNB the IP is not known. The signal-to-noise
levels of the 2D-photoelectron spectra shown here are lower than those obtained for
acetylacetone in the previous chapter as a fewer number of total scans were collected
due to time-constraints. The signal-to-noise ratio for 3,5-DMNB is noticeably worse
than that of the other systems as it is the only solid sample and therefore more
difficult to introduce into the gas-phase.
The dynamics observed for all systems under study are near identical. Each
system displays a distinct short-lived feature and a lower intensity signal is observed
to run out up to the limit of the experiment at 200 ps. This is particularly clear at
low photoelectron kinetic energies. Using the Levenberg-Marquardt global fitting
routine (introduced in Chapter 2) a total of three time constants are required to fit
each of the 2D-photoelectron spectra satisfactorily. The distinct short-lived feature
is characterised by a near-Gaussian time-constant which is indicative of a rapid
initial relaxation process. As the experimental cross-correlation was 140 fs, a reliable
lifetime could not be extracted from this extremely short-lived feature and only an
upper bound of 30 fs can be assigned. Two longer time constants are required to
satisfactorily describe the longer-lived feature observed in all four spectra. In NB
the two longer lifetimes extracted are a τ2 of 0.18 ps and a τ3 of 90 ps. Similar time
constants are obtained when fitting the data of 2,4-, 2,6- and 3,5-DMNB, which are
summarised in Table 5.2.
From the photoelectron spectra it is evident that there are signals extending
beyond the (1+2′) cut-off. These likely arise from a (1+3′) multiphoton ionisation
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Figure 5.7: The 2D time-resolved photoelectron spectra of NB, 3,5-DMNB, 2,6-
DMNB and 2,4-DMNB (left to right). The intensity colour map is presented on a
natural logarithmic scale based on the output directly obtained from the imaging
CCD camera.
Table 5.2: A summary of the time constants extracted using the Levenberg-
Marquardt global fitting routine, for NB and its three methyl-substituted derivatives
following 267 nm excitation.
NB 3,5-DMNB 2,4-DMNB 2,6-DMNB
τ1 <30 fs <30 fs <30 fs <30 fs
τ2 0.18 ± 0.02 ps 0.16 ± 0.04 ps 0.19 ± 0.04 ps 0.16 ± 0.03 ps
τ3 90 ± 10 ps 160 ± 35 ps 120 ± 25 ps 90 ± 20 ps
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process and will be considered in more detail in the discussion section below, which
includes a further figure (Figure 5.10) in which the signal intensities below and above
the (1+2′) cut-off are compared.
5.4.3 Decay Associated Spectra and Photoelectron Angular
Distributions
The decay associated spectra (DAS) for all four systems studied are shown in Figure
5.8. Vertical dashed lines again indicate the energetic cut-off of the (1+2′) process,
where known. Three exponentials are required to fit the time evolution of each of
the systems with each exponential fit originating at zero time-delay. The bulk of
the signal is described by a time constant between 160 fs and 190 fs, depending on
the system (yellow-dashed line) and the very long-lived feature manifests as a low
signal running through all of the spectra (blue dashed-and-dotted line).
Figure 5.8: Decay associated spectra of all four systems under investigation.
Interestingly though, the DAS also highlight peaks that are otherwise easily
missed in the 2D-photoelectron spectra. These peaks, centred at around 0.7 eV in
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NB, 0.8 eV in 2,4-DMNB and 0.9 eV in 3,5-DMNB and 2,6-DMNB are described
by the shortest time constant (<30 fs) in each system. It is interesting to note that
in 2,4-DMNB a second feature (also very short-lived) is visible beyond the (1+2′)
cut-off between 1.6 eV and 1.7 eV. In 2,6-DMNB a shoulder is visible at around
1.5 eV, extending beyond the (1+2′) cut-off. Finally, in 3,5-DMNB it appears that
there are three peaks present in the DAS of the τ1 time-constant. However, this
data has the lowest-signal to noise ratio and therefore caution has to be exercised
when examining subtle features. It is most likely that only the central feature at
0.9 eV is a true signal not arising from noise.
In the previous chapter on acetylacetone, the onset of the DAS could be matched
to the most probable transitions using Koopmans’ correlations. Here, this task be-
comes more challenging as the (1+3′) contributions obscure such cut-offs. Indeed in
the τ2 and τ3 DAS no clear onsets are observed for any of the four systems. Accord-
ing to the assignments by Kobayashi and Nagakura [281, 282] the D0 and D1 states
in NB both possess π−1 character, and D2 shows n
−1 character. Detailed correlations
between excited and cation states have been reported by the authors [281]. The π
character observed in D0 matches that in S3(ππ
∗), whereas D1 possesses a different
kind of π character (π′). Therefore the S3(ππ
∗) is expected to ionise preferentially
to D0(π
−1) but not D1(π
′−1). The favoured D0 ← S3 transition matching the (1+2′)
cut-off is observed in the τ1 DAS. A similar restriction applies for the S1(nπ
∗) state
which will show a higher propensity for ionising into the D2(n
−1) state, but S2(n
′π∗)
on the other hand will not. The state with matching n′ character (correlating to
the S2 excited state) is not identified by Kobayashi and Nagakura who have as-
signed characters up to D3 only [281]. S2 is therefore likely to favourably ionise to
a state beyond D3. Energetically this means that the preferential transition from
the first excited state to D2, and that of the second excited singlet state to its cor-
responding cation state, is only observable with the (1+3′) process (not with (1+2′)
ionisation). The excess energy from these transitions would place signals arising
from these processes in the high-energy half of the pKE spectrum, where little DAS
signal is observed. The Koopmans’ correlations will be discussed further in Section
5.5 below. Kobayashi and Nagakura also studied the photoelectron spectra of 2,4-
and 2,6-DMNB but have only partially assigned the characters of their first four
ionised states [282], hindering assignments of the DAS signatures based on Koop-
mans’ model. Cation state energies of 3,5-DMNB have not been reported. One final
stipulation is related to the altered ordering of the excited states in 2,6-DMNB. In
contrast to NB and 2,4- and 3,5-DMNB, the lowest lying excited state in 2,6-DMNB
has π−π∗ character, which would affect the Koopmans’ correlations. This could be
reflected in the DAS, perhaps explaining the larger τ3 contribution compared to the
other systems.
In Chapter 2, the relationship between the order of the photoionisation process
and the number of β-parameters (Legendre polynomials) was introduced (Equation
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2.19). A (1+1′) process requires the first two anisotropy parameters (β2 and β4)
to describe the anisotropy of the particle distribution. The (1+2′) and (1+3′) pro-
cesses used for the study of NB and its methyl-substituted derivatives require two
further terms β6 and β8 to fully describe the distribution (Equation 2.21). The
REPEITS Analyse code was edited by myself to extend the fit to extract and plot
the additional two anisotropy parameters. Figure 5.9 shows 2-dimensional plots,
in photoelectron kinetic energy and pump-probe delay time, of the four relevant
anisotropy parameters in NB. NB here is representative for all four systems. As
evident from Figure 5.9, there is a positive β2 parameter which extends out to the
200 ps limit of the experiment, whereas β4, β6 and β8 are negligible throughout.
Furthermore, the noise increases as the order of the anisotropy parameter increases,
due to the reduced contribution of the higher order parameters. No significant tem-
poral variation is observed in the map of β2, which leads to the conclusion that the
anisotropy parameters are unlikely to reveal additional dynamical information in
this instance.
Figure 5.9: 2D maps of the four anisotropy β parameters fitted for nitrobenzene.
These are plotted on the intensity scale indicated in the top left corner of the figure.
5.5 Discussion
As indicated by the excited state energies presented earlier in Table 5.1, the 267
nm pump employed here excites mainly the S3 state in NB and the methylated
systems, although some direct optical population of S2 is also likely, especially in
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3,5-DMNB where the states are predicted to be almost degenerate (by our TD-
DFT calculations). The excited state plots for NB and 2,6-DMNB shown in Figure
5.4 confirm that in the initially excited S3 states there is still a significant barrier
to rotation which cannot be overcome by the 267 nm excitation. Therefore, the
‘locking’ of the nitro-group conformation is a valid assumption, even in the excited
state.
As was observed in the photoelectron spectra, signals arising from (1+3′) mul-
tiphoton ionisation are present beyond the (1+2′) cut-off. To inspect the similarity
of the spectra below and beyond this cut-off, a plot of the time-evolution of the
photoelectron spectra integrated over either energy region (below and above (1+2′)
cut-off) is shown in Figure 5.10. These plots may be used to partially disentangle
the overlapping (1+2′) and (1+3′) signals by identifying any changes in the inte-
grated signals above the (1+2′) cut-off. For 3,5-DMNB the IP is not known but was
estimated to be the same as that in 2,6-DMNB. The comparison of the dynamical
signatures in these two regions shows that no previously unobserved signals arise
above the (1+2′) photoionisation limit and that the relative heights of the traces
also remain the same. Three photons of 400 nm equate to a probe energy of ∼
9.3 eV, which should provide sufficient energy to ionise photofragments including
phenyl C6H5 (IP: 8.67 [283]), phenoxyl C6H5O (IP: 8.56 eV [284]) or NO. The NO2
fragment cannot be observed due to its high IP (9.6 eV [285]) and the probability
of observing signals arising from the ionisation of the NO photoproduct is low due
to a combination of factors. Firstly, its IP has been reported as 9.26 eV [286, 287],
which is at the energetic limit of the probe and secondly the resulting NO fragment
is found in the v = 0 vibrational state after dissociation [240, 255, 288]. The jus-
tification for the absence of dynamical features due to the ionisation of the phenyl
or phenoxyl photofragments on the other hand is not initially apparent. Electrons
resulting from the ionisation of these fragments would posses excess kinetic energies
in the range of 0.7-1.0 eV, lying within the low kinetic energy region (blue data
points) shown in Figure 5.10. As such, their dynamical signatures may be obscured
by the strong signals at early pump-probe delay times, but as the fragments are
likely produced at later times a rising signal at long delay-times where there is
only a low constant signal, may be expected. The consideration of lifetime is key
here. Zewail and co-workers determine that the NO product is released within 8.8
ps [243] whereas Y. T. Lee and co-workers report that the experimentally observed
dissociation of NB occurs on a timescale of ∼ 59 ns [246, 289] (both using 266 nm
excitation). Theoretical work by Lin et al. also predicts the formation of fragments
to occur on timescales outside our observation window [246]. The delayed forma-
tion of the photoproducts would explain the absence of any rising signals due to
photofragments within the 200 ps observation window of this current experiment.
Using the above observations in combination with the results from this TRPEI study
it can be argued that fragmentation occurs on the S0 ground state and on extremely
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Figure 5.10: The variation in intensity of the signal over the whole range of time
delays is shown for all four systems here. The blue (dots) markers indicate the
photoelectron signal integrated over the regions leading up to the (1+2′) energetic
cut-off, whereas the red (diamond) markers are signals integrated from the cut-off
out to 3.5 eV.
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extended timescales. It cannot be ruled out that a slowly rising contribution may
be obscured by the decaying signal at long pump-probe time delays as the plots in
Figure 5.10 do not show a complete decay to zero, but a remaining low-level signal
present even at 200 ps. As previously in the study of acetylacetone (Chapter 4),
the assumption that the fragments will not leave the focal volume within the time
of the experiment can be made. The second assumption ruling out any secondary
dissociation of the photoproducts is less trivial to confirm in this case. Galloway
et al. observed the fragmentation of phenoxyl into several products within their
experimental timeframe of 50 ns (240 nm photolysis wavelength) [240] and such
secondary fragmentation is also mentioned by Suits and co-workers [247]. These
smaller secondary fragments are likely to have a higher IP and may therefore not
be observed, even with the 9.3 eV available in this experiment. Since the precise
timing of secondary fragmentation is not known, it can only be speculated that it
might occur on very short timescales, a further factor prohibiting the observation of
photofragment signal in the photoelectron spectra reported here.
The theoretical studies by Giussani et al., Dreuw and co-workers, as well as
Quenneville et al. all predict a conical intersection between the S1 state in NB and
a member of the triplet manifold [249–251]. A three-state degeneracy is observed
between S1, S0 and a member of the triplet family by Quenneville et al. and by
Dreuw and co-workers, which is accessed by an out-of plane bend of the nitro-
group. As discussed in the introduction section of this chapter, various experimental
studies also predict fragmentation to occur from the triplet surface. Takezaki et al.
assign their 6 ps lifetime observed to an ISC process and the 480 ps lifetime as the
relaxation from a triplet state to the ground state [241, 242]. The energy provided
by the (1+2′) process in this current study is not sufficient to observe any signals
from these low-lying triplet states, but three photons of 400 nm in the (1+3′) process
are. Features from dynamics on the triplet surface are, however, not observed in
the data presented here. There is the possibility that the triplet state dynamics are
rapid, and occur much faster than the rate-limiting step of the dynamics observed.
This would result in little to no population build up in these states making them not
observable. This notion is comparable to the concept of the ‘steady state’ behaviour
that is well-known in basic chemical kinetics. The TRPEI study conducted by Schalk
et al. (using a 200 nm pump) also observed only very little evidence of dynamics
taking place on the triplet manifold and used theoretical calculations to argue that
the manifold is avoided [248].
Now that various aspects of the photoelectron spectra have been discussed the
extracted lifetimes can be assigned to dynamical events. The first lifetime observed
in all four systems (τ1 < 30 fs) indicates the presence of a rapid dynamical process.
Based on the excited state calculations presented here, as well as the study by Gius-
sani and Worth [249], it is predicted that 267 nm excites the S3(ππ
∗) state in NB,
slightly above the state origin. A relaxation to the S3 minimum is therefore likely
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to be described by this ultrafast dynamical signature. The excited state potential
energy cuts along the dihedral angle coordinate (Figure 5.4) indicate that NB (and
2,6-DMNB) are excited into the S3 state already very close to the minimum, how-
ever, since these plots only show the potential energy landscape along one specific
coordinate, it is likely that what is observed here is a local minimum. The calcula-
tions reported by Giussani et al. indicate that reaching the global minimum of the
third excited state involves a shortening of the N-O bonds as well as a reduction
of the O-N-O angle [249]. The onset in the τ1 DAS in NB discussed earlier also
indicates ionisation into the D0 state from S3(ππ
∗), confirming the involvement of
this state in the initial observed step of the relaxation dynamics. As the τ1 time
constants extracted are only an upper limit, it is possible that the processes in the
other three systems differ, but the overall similarity of the photoelectron spectra
strongly suggest that the same process occurs in all four systems.
Returning to NB, the next two steps characterised by τ2 (180 fs) and τ3 (90 ps)
likely follow directly from the relaxation to the S3 minimum. The step described by
180 fs is assigned to an IC process from the S3 surface to S2, followed by a second
IC step to S1 and subsequent decay of this state, complete within 90 ps. Again this
is in agreement with the relaxation pathway stipulated by Giussani and Worth and
the extremely similar timescales observed in the methyl-substituted systems imply
that the same dynamics operate in all four systems. A further approach that can be
used to disentangle the signals arising from the two different mulitphoton processes
is to make use of the energetics in conjunction with the Koopmans’ correlations and
the DAS. The earlier discussion of the predicted Koopmans’ correlations concluded
that both S1 and S2 must preferentially ionise to a higher cation states (above
D1), which cannot be achieved with the (1+2
′) ionisation. Therefore, a difference
in the (1+2′) process and (1+3′) process signals would be expected, but this is
not observed (Figure 5.10). The absence of novel dynamical signatures in the high-
energy region of the photoelectron spectrum confirms that both the S1 and S2 excited
states are observed with (1+2′) mutliphoton ionisation. The discrepancy between
this observation and the predictions made using the Koopmans’ correlations (based
on assignments made by Kobayashi and Nagakura [281]) could be explained by
strongly mixed characters in the cation states, which would alter the Koopmans’
correlations. Further theoretical investigation of the cation states may be required
to explain this discrepancy between the observed and predicted results.
Theoretical work by Quenneville et al. supports the here proposed relaxation
pathway via internal conversion processes on the singlet surface. The group has
computed the singlet surfaces as a function of the S1 reaction coordinate and their
plots indicate that population transfer from S4 → S3 → S2 → S1 in NB does not re-
quire or involve a torsion of the nitro-group [251]. As such, non-adiabatic relaxation
between these singlet states through IC is consistent with the observation of near-
identical relaxation dynamics between the systems with varying, locked nitro-group
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conformations. Efficient IC processes for any state above S1 are also predicted by
Zewail and co-workers [243], and Suits and co-workers suggest that the dissociation
is slow and due to internal conversion to the ground state S0 as they observe a
large amount of internal energy in the phenoxyl product [247]. Energetically the
recovery of the ground state signal should be possible to observe with the (1+3′)
process, but a conclusive signal is not observed. Since there is a non-zero dynamical
signature present beyond the experimental delay-time limit of 200 ps, it is likely
that S0 signal is slowly growing in, producing this ‘levelling-off’ of the long-time sig-
nal. This would be consistent with the earlier discussion regarding the production
of photofragments on extended (nanosecond) timescales, which are in all likelihood
formed on the electronic ground state. These observations are in agreement with the
roaming-mediated isomerisation to phenyl nitrite suggested by Suits et al. [247] as
this mechanism is predicted to proceed via the singlet surface and result in product
formation on S0.
To conclude the discussion, the time-resolved photoelectron imaging study of
NB and its methyl derivatives has revealed no significant deviations between the
dynamics of the four systems studied: NB, 2,4-, 2,6- and 3,5-DMNB. This strongly
implies that the nitro-group torsion does not facilitate the ultrafast non-adiabatic
relaxation dynamics in the aromatic nitro compounds studied. Torsional motions
have been associated with dynamics crossing from the singlet to the triplet man-
ifold which are therefore not likely to be major contributing pathways at 267 nm
excitation. The results obtained here support the theoretical pathways predicted by
Giussani and Worth, which involve motions localised on the NO2 group [249]. The
conclusions drawn from the results of this study agree with the initial predictions
made by Galloway et al. that internal conversion to the ground state is followed
by fragmentation on the S0 surface [240, 288]. The mediation of the ultrafast re-
laxation dynamics through motions localised on a specific part of the molecule has
been considered previously by the group of A. Stolow, who coined the term ‘dy-
namophore’ [290]. From what has been observed here it can be concluded that the
NO2 group acts as the dynamophore in NB and its methyl-substituted derivatives
studied. This is a perhaps surprising result, given the observations made in the
study by Suzuki et al. discussed earlier, where the NO-release activity in a series
of aromatic nitro-compounds was found to be dependent on the orientation of the
NO2 group [18]. Since the nitro-group orientation does not mediate the ultrafast
dynamics in these systems, however, it can be speculated that steric effects related
to the methyl groups may hinder the isomerisation to phenyl nitrite on the S0 sur-
face. This may in turn affect the fragmentation process which is predicted to occur
at long-lifetimes on the S0 surface.
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5.6 Conclusion
This Chapter outlined an investigation into the ultrafast relaxation dynamics in
NB, 2,4-, 3,5- and 2,6-DMNB following UV excitation. The choice of molecular
systems provided scrutiny of the role of the nitro-group configuration in the excited
state molecular dynamics of the four systems. Computational ab initio calculations
confirmed that the nitro-group was not able to freely rotate under the experimen-
tal conditions employed, in the ground and relevant excited states. The four sys-
tems were found to exhibit near identical relaxation dynamics, which consist of an
extremely rapid process (sub 30 fs) and two longer dynamical signatures ranging
between 160-190 fs and 90-160 ps respectively. The sub 30 fs lifetime was assigned
to the population leaving the Franck-Condon region, and relaxing to the minimum
on the S3 surface. The internal conversion from S3 to the next lower-lying singlet
state was determined to be complete within 200 fs, whereas the final relaxation step
observed describes the decay of the S1 state. It is predicted that fragmentation oc-
curs on the S0 ground state surface, likely via a roaming-mediated isomerisation to
phenyl nitrite suggested by Suits and co-workers [247]. The timescale of the produc-
tion of the photoproducts is believed to extend well beyond the observation window
of this experiment (200 ps), as observed and predicted by Y. T. Lee and co-workers
[246]. No dynamical processes occurring on the triplet surface were observed, which
is in agreement with theoretical predictions made which conclude that the crossing
to the triplet manifold must involve a torsion of the nitro-group [250, 251] - a motion
clearly not accessed here. The non-adiabatic dynamics are most likely facilitated by
localised motions on the nitro-group, as predicted by theoretical work [249].
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Chapter 6
Excited State Dynamics of Small
Amides
This chapter will discuss work published in reference [291], which appeared as a
Feature article in The Journal of Chemical Physics. The work presented is a collab-
oration between the groups of A. Stolow at the National Research Council (NRC)
Canada and the University of Ottawa, T. I. Sølling at the University of Copenhagen
and D. Townsend at Heriot-Watt University. The experimental results were col-
lected at the University of Ottawa by R. Forbes and M. M. Zawadzki, and analysed
by M. A. B. Larsen at the University of Copenhagen. All ab initio calculations and
analysis of these, as well as a minor amount of experimental data analysis (improved
t ≤ 0 background subtraction) were carried out by L. Saalbach.
6.1 Introduction - Amine and Amide Motifs
In nature, the amine and amide groups are ubiquitous; they are found in peptides,
amino acids, the DNA bases and neurotransmitters. This might be explained by
the fact that these groups display biologically favourable qualities such as superior
resistance to damage upon exposure to ultraviolet (UV) radiation, which is a key
requirement for a biological chromophore. Furthermore, formamide and its methyl-
derivatives specifically, are excellent models for the peptide bonds, linking amino
acids in protein chains [19]. An understanding of the role played by these subunits
can be gained by studying how excess energy is redistributed in the molecule using
time-resolved techniques. This is of great interest as it may infer how the larger
biological structures (amino acids, DNA bases etc.) are affected by the properties
of their constituents.
Another interesting feature in amines and amides is the presence of low-lying
singlet excited states of mixed Rydberg/valence nature. These are often 3s type
Rydberg orbitals in the Franck-Condon region which develop σ∗ valence character
upon bond extension. These types of orbitals have been shown to facilitate radia-
tionless transitions to the S0 ground state as they lower in energy [20–23, 292] when
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Figure 6.1: 2D photoelectron spectra of piperidine and N-methylpyrrolidine, adapted
from reference [23].
the Rydberg state acquires more valence character. This can promote the formation
of conical intersections as low-lying excited states approach S0 or form crossings
with each other, providing opportunities for nonadiabatic relaxation mechanisms to
occur. Such Rydberg-to-valence evolution is typically found in small hetero-atomic
systems along N-H, O-H or S-H bonds. The significance of states with σ∗ valence
character with respect to photodynamics has been investigated broadly, as is sum-
marised in the reviews by Ashfold et al. [20] and Roberts and Stavros [292].
Aliphatic amines, for example, exhibit this 3s Rydberg state which has the poten-
tial to develop σ∗ character when a N-H bond in these systems is elongated. In sev-
eral TRPEI studies from 2016 it was found that in primary (1◦) and secondary (2◦)
aliphatic amines, valence character evolution does take place, and sub-picosecond
dynamical signatures have been attributed to this behaviour [21, 22, 293]. For ter-
tiary (3◦) aliphatic amine systems, however, very long excited state lifetimes (>10
ps) have been reported [21] and it was concluded that these are in fact due to the
3s Rydberg state avoiding the expected evolution of valence σ∗ character. This be-
haviour can be compared for two specific examples: the secondary aliphatic amine
piperidine [22]; and the tertiary species N-methylpyrrolidine [21]. Their photoelec-
tron spectra are shown in Figure 6.1. An excitation at 200 nm in both of these
systems populates a member of the 3p Rydberg manifold, which rapidly relaxes to a
3s Rydberg state via internal conversion in <400 fs. Beyond this step the dynamics
are less similar with piperidine exhibiting another rapid decay in 180 fs in contrast to
the slow decay of 160 ps observed in N-methylpyrrolidine. Computational ab initio
calculations provide some insight into these differing behaviours; when N-C bonds
are extended it is not the 3s but the 3p Rydberg states that appear to show evolu-
tion of σ∗ valence state character in primary, secondary and tertiary amine systems.
This leads to lowering in energy of these states which facilitates the rapid initial re-
laxation from a 3p Rydberg state to a 3s Rydberg state via internal conversion. The
3s states only evolve the anticipated σ∗ character upon N-H bond extension, which
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Figure 6.2: Potential energy cuts along the N-CH3 coordinate (produced using EOM-
CCSD/aug-cc-pVDZ) in several model aromatic amine systems, where conjugation
was introduced at different positions around the aromatic ring. This figure has been
adapted from [23].
is of course not possible in tertiary systems as only N-C coordinates are present.
The trends displayed in aromatic amine species differ from what has been estab-
lished for the aliphatic systems outlined above. The tendency for 3s Rydberg states
to evolve valence σ∗ character seems to hold along both N-H and N-CH3 coordinates
in aromatic systems of any order (1◦, 2◦, 3◦). An example of this is provided by two
recent TRPEI studies comparing the relaxation dynamics of aniline (1◦) [261], N,N-
dimethylaniline (N,N-DMA - 3◦) and 3,5-dimethylaniline (3,5-DMA - 1◦) [23, 261].
The first study used a pump of 250 nm [261] whereas a 240 nm pump was used in
the second study [23]. The systems display fast relaxation dynamics of about 100 fs
which have been linked to the Rydberg-valence evolution of the 3s Rydberg state.
It was observed that along both N-H (and N-CH3 where present) coordinates the S2
3s-Rydberg state develops valence character in all three systems.
The latter study contains an ab initio investigation into the role of unsaturated
chemical functionality on relaxation dynamics. This theoretical work was produced
by myself during my MPhys final year project [294], forming a relevant connection
to the study on amide systems outlined here. As illustrated in Figure 6.2, car-
bon double bonds (C=C) were introduced at different positions around the ring in
model aromatic amine systems in this theoretical investigation, published in [23].
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Figure 6.3: Illustrations of the three amide systems under investigation. Only the
keto tautomers shown are expected to be present under the experimental conditions
used in this study (see reference [309]).
The potential energy cuts along the N-CH3 stretch show the effect of the C=C bond
location on the states facilitating a route for radiationless relaxation processes. The
proximity of an unsaturated carbon bond to the N atom with its lone pair, ap-
pears to influence which Rydberg state evolves valence character. This should be
observable in the relaxation dynamics, although experimental investigation of this
behaviour has not yet been carried out. Such proximity effects were also investigated
in a study of acrylonitrile and its methyl-substituted derivatives [295]. Overall, the
introduction of conjugation and the presence of π-bonding in aromatic systems ap-
pear to play a role in determining the nature of the character of the states along
nuclear coordinates of interest.
This chapter will present an investigation into the influence of the proximity of
the carbonyl (C=O) group to either the NH2 or N(CH3)2 groups on the relaxation
dynamics in formamide (FOR), N,N-dimethylformamide (DMF) and dimethylac-
etamide (DMA), illustrated in Figure 6.3. The three systems are studied using
time-resolved photoelectron imaging in conjunction with vacuum UV (VUV) pump
pulses, with a central wavelength of 159.4 nm (7.78 eV). As reported by several
spectroscopic [296–300] and theoretical investigations [301–307], this wavelength ex-
cites a member of the 3p Rydberg manifold as well as a ππ∗ valence state in FOR,
which is associated with the carbonyl group. The reported absorption bands are red-
shifted for DMF and DMA [296–298] making members of the 3d Rydberg manifold
energetically accessible [305, 308].
6.2 Experimental Methods
The experimental setup used to record the TRPEI data in Ottawa has been described
previously in references [128] and [129]. The methods used to generate vacuum UV
light are very similar to the ones outlined in Chapter 2. The laser system employed
(Coherent Legend Elite Duo) produces output pulses of 35 fs (FWHM) and a central
wavelength of 800 nm with a repetition rate of 1 kHz. The pulse energy is 7.0 mJ.
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Figure 6.4: A schematic of the experimental setup used for the production of the
fifth harmonic (VUV) at Univeristy of Ottawa/NRC. This figure has been adapted
from reference [128]. Note that the input energies given in this figure have been
adjusted for the experiment described here.
This output was split and 0.75 mJ/pulse was used to produce the 267 nm probe
pulses through frequency conversion. Two BBO crystals tripled the frequency of the
fundamental, resulting in pulses of the third harmonic (267 nm) with an energy of
2.5 µJ/pulse. The vacuum UV (VUV) probe pulses were produced using 2.75 mJ of
the 800 nm laser output. As detailed in Chapter 2, a TH beam of the 800 nm output
needs to be overlapped with the fundamental in a noble gas in order to produce VUV
via four-wave mixing. This was done here by splitting the fundamental beam into
two further beamlines; one with a power of 1.75 mJ/pulse to produce 130 µJ/pulse
of 267 nm via frequency tripling using two BBO crystals, a calcite plate and zero-
order waveplate. Once again, this is very similar to the method described in Section
2.3.2 of Chapter 2. The TH output of this process was non-collinearly overlapped
with a beam of the fundamental (1 mJ/pulse) in argon. The pressure of Ar in the
cell was kept at 40 mbar using a needle-valve to control the inflow of new gas.
A schematic of the described optical setup can be seen in Figure 6.4 which is taken
from reference [128]. The input energies have been adjusted here, but the optical
layout is accurate. VUV is produced through the four-wave difference-frequency
(FWDFM) scheme discussed previously in Chapter 2. The fifth harmonic produced
is centred at a wavelength of 159.4 nm with an estimated energy of ∼ 0.5 µJ/pulse.
Several dichroic mirrors with high-reflectivity at 160 nm are used to remove any
residual 267 nm and 800 nm. Two curved aluminium mirrors focus the final UV
pump and VUV probe pulses prior to overlapping them in a collinear geometry using
a dichroic mirror. In contrast to the setup for VUV production at Heriot-Watt (see
Chapter 2), all of the steering and beam separation as well as the overlap of the
final UV and VUV beams takes place inside the Ar cell. This requires electrical and
optomechanical hardware to be vacuum compatible to minimise outgassing. The Ar
cell is connected to the TRPEI spectrometer by a 0.5 mm CaF2 window, as this has
a good transmission at 160 nm (∼ 94 %). The time-delay between the pump and
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probe beams is introduced using an automated delay stage in the probe beamline.
The spectrometer itself consists of two chambers, one source chamber where the
molecular beam is prepared and a chamber where the velocity-map imaging (VMI)
setup and interaction region are situated. These chambers are both differentially
pumped. Filter paper was soaked in the samples (FOR, DMA or DMF) which
were obtained from Sigma-Aldrich (purity of 99.5 % or greater). This was then
placed in a cartridge behind the molecular pulsed valve (Even-Lavie, 1 kHz) and
subsequently 1.3 bar of helium carrier gas was passed over this sample soaked paper,
producing the desired mixture of sample and carrier gas. The pulsed valve itself was
kept at 60◦C. After leaving the valve the mixture passed through a skimmer (1.0 mm
orifice) and entered the interaction region located between the repeller and extractor
electrodes of a VMI electrode setup (similar to the one described in Chapter 2).
The photoelectrons produced upon ionisation of the sample are accelerated along a
flight tube using the VMI optics and then detected on a microchannel plate (MCP)
detector (40 mm diameter) and phosphor screen (P47). Achromatic relay optics
imaged the output from the detector setup on a CCD camera.
The acquired images underwent several processing procedures. Initially, the
background signal was subtracted. This consists of removing the pump and probe
alone signals which is done by averaging the signals recorded at negative time delays
and subtracting these from the data. A second correction was then applied in order
to remove signals resulting from the ionisation of any residual background gas in
the interaction chamber. These were removed by subtracting signal measured when
the laser pulses and molecular beam timings were desynchronised. This was carried
out at every pump and probe delay step. The background subtracted images were
then Abel-inverted using the rapid matrix inversion method discussed in Chapter
2 Section 2.5 and also in reference [94]. Representative background subtracted and
Abel-inverted VMI images of FOR, DMF and DMA around the ∆t = 0 pump-
probe delay are shown in Figure 6.6. Nonresonant (1 + 1′) ionisation of xenon was
used to determine the cross-correlation, which ranged from 83-97 fs at FWHM. The
Xe measurements also provided calibration to convert the scale of the VMI images
from pixels to photoelectron kinetic energy. To determine the ideal temperature
and timing of the Even-Lavie valve as well as the He backing pressure setting which
avoids the formation of clusters, the ion mode of the spectrometer was used before
setting out to collect TREPI measurements.
The analysis of the data is much as described in Chapter 2. The Levenberg-
Marquardt routine discussed earlier is used to fit the photoelectron spectra and
their time-dependence, which is then used to extract the lifetimes for the dynamical
processes observed. The angular information is extracted by fitting the required β-
parameters for this process: β2 and β4. This was also discussed in detail in Chapter
2.
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6.3 Computational Methods
The supporting ab initio calculations for this work were carried out by me using
the Gaussian09 software package [203]. The ground state geometries for FOR, DMF
and DMA were optimised using density functional theory with the B3LYP [188, 310]
functional and the aug-cc-pVTZ basis set. Analytical Hessian calculations confirmed
that the optimised structures obtained were minima. Excited state energies for the
singlet states in the vertical region were calculated using two methods: the equation-
of-motion coupled cluster method with single and double excitations (EOM-CCSD)
and the aug-cc-pVTZ basis set [190], as well as time-dependent DFT (TD-DFT) in
conjunction with the CAM-B3LYP [311] functional and aug-cc-pVTZ basis set. For
details on the computational methods and basis sets refer back to Chapter 3. These
results and further theoretical (as well as experimental) data are summarised in Ta-
bles 6.1 and 6.2. The state labelling was assigned using the largest individual orbital
character in the vertical Franck-Condon region (see Chapter 3, Section 3.5 for more
information on this). In all three systems the orbital contributions were observed to
be heavily mixed, but the contributions used for assignment were typically > 50%.
Both the EOM-CCSD and TD-DFT methods were used in FOR to produce
potential energy cuts along the N-H bond stretching coordinate. The results are
compared in the first two panels ((a) and (b)) of Figure 6.5. As indicated, it was the
hydrogen atom furthest from the amide C=O group that was displaced to produce
the cuts shown. The cuts are in very good agreement qualitatively but vary slightly
energetically, as would be expected using the two methods. Since the TD-DFT ap-
proach has a lower computational cost and the qualitative agreement between the
two approaches is very good along the N-H coordinate, the TD-DFT method was
then also used to compute the stretches along the N-CO bond in FOR (again indi-
cated in Figure 6.5, panel (c)) and also along the N-CH3 coordinate in DMF. The
same basis set (aug-cc-pVTZ) and functional (CAM-B3LYP) as above were used
throughout. The stretches shown are rigid, i.e. the molecular geometry was not
relaxed as the bond was stretched (see Chapter 3, Section 3.5.2 for an expanded dis-
cussion on this). As mentioned above, the orbital contributions are heavily mixed.
As the bonds are stretched, this mixing becomes more pronounced in some cases,
complicating the state assignments. This was especially true along the N-CO coor-
dinate shown in panel (c) of Figure 6.5. Computing the natural transition orbitals
(NTOs) [206] can help to identify the dominant contributions by simplifying the
description of the electronic transition. This was done at particularly convoluted
points as well as other key points along the reaction coordinate, using the same
computational method (TD-CAM-B3LYP/aug-cc-pVTZ).
It is worth noting some key observations from the potential energy cuts. The
first is the apparent dissociative nature of the ππ∗ state along the N-CO stretch in
FOR. These states are typically bound. This unusual behaviour may in part be due
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Chapter 6: Excited State Dynamics of Small Amides
Figure 6.5: Diabatic potential energy cuts along N-H ((a) and (b)) and N-CO (c)
in FOR as well as the N-CH3 bond in DMF, (d). Panels (a) and (b) show the
cuts along the same N-H bond but produced using different computational methods
EOM-CCSD/aug-cc-pVTZ and TD-DFT/aug-cc-pVTZ, respectively. The legend
given in (a) also applies to panels (b) and (c). This figure has been adapted from
reference [291].
to the fact that the N-CO bond, which was stretched, being located at the centre
of the molecule. The elongation of the bond eventually resulted in a localisation
of the orbitals onto the two molecular fragments, which caused a distortion of the
orbital character. This became very obvious when comparing the visualised orbitals
to other cuts where “peripheral” bonds were elongated. Panel (c) is furthermore
a good example of the TD-DFT’s inability to describe points of degeneracy and
regions where the Born-Oppenheimer approximations break down (see Chapter 3).
In close proximity to these points the orbital descriptions of states become more
significantly mixed and the sharply varying curves are observed due to the diabatic
sorting.
Further key observations are the Rydberg-to-valence character evolutions ob-
served for FOR and DMF. In FOR the 3s state evolves σ∗ valence character whereas
for DMF it is the 3p Rydbgerg state that exhibits this behaviour along the N-CH3
stretch. This implies that the Rydberg-to-valence evolution observed in primary and
tertiary amides is similar to that in aliphatic amines. The extensive mixing of the
states does however, mean that this interpretation, based on only the three systems
under investigation here, is somewhat challenging. Furthermore the assignments are
not trivial, as shown by the differences in state assignment between this work and
that by Shastri et al. [308] or Lipciuc et al. [312]. The use of natural transition
orbitals to support the assignment presented does, however, reinforce the confidence
in the results reported here, with relevance to the Rydberg-to-valence evolutions for
the N-H and N-CH3 stretches in FOR and DMF.
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The photodissociation of DMF upon excitation at 193.3 nm (6.41 eV) has been
observed experimentally, with evidence of fragmentation along both N-CO and N-
CH3 coordinates [312]. This implies that the computational methods employed here
overestimate the absolute energies along these coordinates but also at the vertical. In
Tables 6.1 and 6.2 the vertical values can be compared to experimental work, which
again shows that both the EOM-CCSD and TD-DFT methods employed tend to
overestimate the energy values. For FOR the EOM-CCSD method overestimates
the energies by an average of 0.30 eV and TD-DFT by 0.13 eV. In DMF it is 0.50
eV and 0.37 eV, respectively. This overestimation is also true for many of the other




The time-resolved photoelectron spectra (PES) obtained for FOR, DMF and DMA
are shown in Figure 6.7. The adiabatic D0 ionisation potentials (IP) for FOR and
DMF have been reported ([313] and references therein) as 10.22 eV and 9.05 eV,
respectively. Using this and the total 12.43 eV of energy put in by the (1+1′)
ionisation process (7.78 eV + 4.65 eV), the photoelectron kinetic energetic cut-offs
for FOR and DMF are 2.21 eV and 3.38 eV, respectively. These cut-offs correspond
to the cationic ground state in both systems. For DMA the adiabatic IP has not
been reported but similar vertical IP values for both DMF (9.14-9.25 eV) and DMA
(9.09-9.20 eV) have been determined. This suggests that the adiabatic IP in DMA
is also likely similar to that of DMF. The high similarity of the PES of DMF and
DMA in Figure 6.7 furthermore seem to support this notion [314–318]. Minor signals
are observed beyond the cut-off and are due to (1+2′) process taking place. In the
systems under investigation, the difference in energy between the first and second
cation states D0 and D1 is fairly small (<0.5 eV) [299, 313–315, 319]. This means
that excitation to the D1 state is also a channel that is energetically accessible.
The first two cation states possess n−1 and π−1 character in FOR, whereas in DMF
and DMA it is the the D0 state that possesses π
−1 character and the D1 state
is of n−1 character [314–316]. This will become relevant in the discussion of the
experimental results where Koopmans’ correlations have to be taken into account
when interpreting the data presented here.
A sharp feature is present centred around 2.1 eV in the time-resolved photo-
electron spectrum of FOR shown in Figure 6.7. At energies below 1.8 eV a much
broader band with little structure is observed. The fact that the feature centred
at 2.1 eV is quite narrow implies that it arises from Rydberg state ionisation. A
narrow feature is an indicator for a significant amount of ∆ν = 0 transitions (for a
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Figure 6.6: The Abel-inverted VMI images for FOR, DMF and DMA at around
∆t = 0 pump-probe delay. The images are background subtracted and symmetrised.
For reference, the polarisation (linear) direction of the pump and probe is vertical
with respect to the images in this figure. This figure has been published in reference
[291].
non-mode specific quantum number ν) [320], and Rydberg states are state selective.
The broad width of the feature at 1.8 eV on the other hand indicates that it is due
to ionisation from a valence state. There are however, indications of two narrow
peaks on the broad signature at 1.4 eV and 1.1 eV, which can be made out more
clearly on the time-slices presented in Figure 6.7. In the time-resolved photoelectron
spectrum of DMF three narrow features are present at 1.5 eV, 2.1 eV and 2.9 eV as
well as evidence of a weaker broad band at lower energies. These sharp bands are
again indicative of ionisation from a Rydberg state. The photoelectron spectrum of
DMA is similar to that of DMF, with two sharp peaks at higher energies (2.3 eV
and 2.9 eV) as well as two shoulders, one at higher energy (3.3 eV) and one at 1.6
eV - best observed in the time-slices. Again the narrow width of the shoulders and
distinct sharp bands suggest that they are due to Rydberg state ionisation.
From the experimental values given in Table 6.1 and previous work [299, 300],
it is evident that the 159.4 nm (7.78 eV) pump employed in the current study will
excite a 3p Rydberg state in FOR, specifically the n-3px transition. Furthermore,
the broad underlying feature in the FOR photoelectron spectrum is likely to be due
to the ππ∗ valence transition, which lies within that spectral region (Table 6.1).
The narrow peaks at 1.1 eV and 1.4 eV, on top of the broader background, could
be indications of either vibrational structure or the presence of lower-lying Rydberg
states. A lower-lying Rydberg state which would be a potential candidate is the
n-3s transition. This lies energetically ∼ 1 eV below the n-3px transition (Table
6.1), putting it at 1.1 eV, exactly where one of the narrow peaks is observed. The
second peak might then be expected to arise from the π-3s transition but in order
to conform with Koopmans’ correlations, this would preferentially ionise to the D1
(π−1) cation state, meaning that instead of lying very close to the n-3s transition it
would actually be expected at around 0.4 eV. No peaks are discernible in that region
of the photoelectron spectrum of FOR presented. Using the fact that, according to
the EOM-CCSD results, it lies 0.3 eV below the initially excited transition, another
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Figure 6.7: The time-dependent photoelectron spectra for all three amide systems
using a 160 nm pump and 267 nm probe are shown on the left. The (1+1′) photo-
electron kinetic energy cut-offs for FOR and DMF are indicated by the white vertical
dashed lines. The right hand panels display slices through the photoelectron spectra
at various pump-probe time-delays. This figure has been taken from reference [291].
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transition that could energetically result in a signal at around 1.4 eV might be the
π-3py state, which is optically dark. Due to Koopmans’ correlations this would
again ionise to D1, giving a matching kinetic energy of around 1.4 eV. However,
it is worth noting that the computational results for this energy gap between the
initially excited state and the dark π-3py transition vary (Table 6.1).
In DMF and DMA assigning the states which are initially excited by the pump
is more complex. The VUV absorption spectrum for DMF reported by Shastri et al.
[308] suggests that one or several members of the 3d manifold will be prepared by a
pump at around 160 nm. Using the decay associated spectra (DAS) it can be shown
that the feature observed at 2.9 eV and including signal up to 3.3 eV may be the
result of excitation to a 3d state in DMF. This signal from 2.9 eV up to the energetic
cut-off corresponds to the population in that state that is vibrationally excited. This
is discussed in more detail in Section 6.4.3 below. The π-3s state is predicted to lie
1.8 eV below the initial excitation. The lowest energy narrow feature observed at
1.5 eV in DMF is therefore likely to arise from an internal conversion process to this
state. This is again based on the assumption that there is a strong propensity for
∆ν = 0 ionisation for Rydberg states. From the vertical ionisation energy provided
by the absorption spectrum, and by again, making use of the Koopmans’ correlations
(n-3s is more likely to ionise to D1 (n
−1)), it can be concluded that the nearby n-3s
state should result in a narrow Rydberg band at 1.4 eV. The ab initio calculations,
however, predict a much larger gap of ∼ 0.8 eV (EOM-CCSD/aug-cc-pVTZ in Table
6.2) or at least >0.5 eV from the CASPT2 results [312]. Purely energetic based
assignment is therefore to be made with caution. As already mentioned above it is
not possible to assign the sharp feature at 2.9 eV to a specific band as there are a
multitude of Rydberg states lying very close in energy in this region. The same is
the case at 2.1 eV, where another narrow feature is observed. Using the ab initio
calculations presented here, it is probable that the 2.1 eV feature arises due to a 3p
Rydberg state being ionised. Whereas at 2.9 eV it could be a member of the 3p or
3d manifold which produces the observed signal.
For DMA, the initial excitation is observed as the shoulder at 3.3 eV in the
photoelectron spectrum (seen more clearly in the time-slices in Figure 6.7). It is
likely that this feature arises due to the ionisation of a 3d Rydberg state, as the states
in DMA and DMF are found to be alike. The energetically lower-lying shoulder at
1.6 eV lines up with the π-3s state. Again, it is more complex to identify the nature
of the signals at 2.9 eV and 2.3 eV, which cannot be assigned with confidence. As
in DMF, however, it is probable that they arise from ionisation of members of the
3d or 3p Rydberg manifold.
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6.4.2 Photoelectron Angular Distributions (PADs)
The β2 and β4 parameters for the angular distribution were fitted for the TRPEI
data in all three systems (see Chapter 2 for details). The results for the time- as
well as energy-dependence of both parameters are shown in Figure 6.8. Prior to the
detailed discussion of the observations deduced from Fig 6.8, it is helpful to consider
how the β parameters can be helpful in assigning state characters. As discussed
in Chapter 1, the Rydberg states can be likened (with approximation) to atomic
orbitals, as they are relatively far removed from the molecule which itself can then be
analogous to the nucleus of the atom. Hence, the 3s Rydberg state can be expected
to look like an atomic s orbital. The conservation of angular momentum (∆l = ±1)
then dictates that for a state of s character, p photoelectron partial waves should
be observed [14] (hence β4 must be zero). For a 3p Rydbgerg state, both s and d
partial waves should be produced, which would then be observable in the PADs as a
non-zero β4 parameter. Similarly, the ionisation of a 3d Rydberg state will give rise
to both p and f photoelectron partial waves, which would also result in a non-zero
β4 parameter. However, contributions from f partial waves are expected to be small
compared to that of the p wave. This is due to a notably larger centrifugal barrier
which is to be overcome by the f waves [14]. Hence, close to the ionisation threshold,
the β4 contributions should be small for a 3d Rydberg state. The value of β4 may
be too small to be detected in some cases of 3d Rydberg ionisation, although the
opposite has also been observed, for example, in the Rydberg ionisation of ammonia
[321].
In the FOR data (Figure 6.8, top two panels), no strong features are observed
for either β-parameter. The anisotropies for valence states have previously been
reported to be low [22], which is in agreement with the results for FOR presented
here. The β2 parameter for the diffuse valence band observed below 1.8 eV is 0.6
and β4 is 0.0. The narrow and distinct Rydberg feature at 2.1 eV yields β2 and β4
values of approximately 0.4 and 0.2, respectively. The low β2 value is unexpected
(compared to values for 3p states in amines [21, 22]) however, the non-zero β4
parameter supports the hypothesis that the band centred at 2.1 eV arises due to
ionisation from a 3p Rydberg state.
For DMF the anisotropy results show distinct features. Specifically, a strong
band centred at 2.1 eV is observed for β2, but a non-zero β4 contribution is also
visible at the same energy. The exact values of β2 and β4 extracted in this region
are 0.9 and 0.2, respectively. This signature matches the sharp 3p/3d Rydberg band
present in the time-resolved photoelectron spectrum. For the other two Rydberg
peaks observed in the DMF photoelectron spectrum, at 1.5 eV (3s) and 2.9 eV (3d),
the β4 values are near zero and β2 is discernible but much lower (∼ 0.5) than at
2.1 eV. Considering the discussion on expected β observations for Rydberg states
above, these results are consistent with the 3s and 3d assignment of these bands.
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Figure 6.8: Plots of the anisotropy parameters β2 and β4 for FOR, DMF and DMA.
Only regions of TRPEI data with > 5% of the maximum of the signal recorded.
The black overlay shows the photoelectron spectra near ∆t = 0 pump-probe delay.
This figure has been taken from reference [291].
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A distinct band for both β parameters is also observed in the DMA anisotropy
plots presented in Figure 6.8. It is centred at 2.3 eV with β2 and β4 values of up
to 1.0 and 0.3, respectively. Values of β2 around 0.5 and β4 of 0.0 are extracted for
both of the high and low energy shoulders (3.3 eV and 1.6 eV) as well as the 2.9
eV band observed in the photoelectron spectrum of DMA. These again strengthen
the assignment of the initially excited state as 3d Rydberg, and the lower energy
shoulder as 3s Rydberg.
6.4.3 Decay Associated Spectra (DAS)
The decay associated spectra as well as the residuals of the fits for FOR, DMF and
DMA are shown in Figure 6.9. Two exponential decays are required to globally fit
the time evolution of each system (see Chapter 2 for details on the fitting routine).
The residuals are the fit subtracted from the raw data and allow for the assessment
of the goodness of the fits. No significant systematic errors are observed in these
residuals. Two very fast lifetimes, 10-35 fs and 70-75 fs, are extracted for all three
systems. These are short compared to cross-correlation (83-97 fs) but a fit using only
one exponential decay does not describe the signal satisfactorily. Figure 6.10 shows
transient profiles at two photoelectron kinetic energies along with the Gaussian
cross-correlation to illustrate this.
In FOR, the short τ1 = 10 fs component dominates in describing the band below
2.1 eV, whereas both τ1 and τ2 are needed to an almost equal extent to describe the
sharp feature centred at 2.1 eV. There is no negative DAS signal which implies that
there is no significant internal conversion process taking place between the initially
excited n-3px Rydberg state and lower-lying Rydberg states of the 3p manifold.
Therefore, it can be ruled out that the narrow features observed at 1.1 eV and 1.4
eV in the photoelectron spectrum (on top of the broader ππ∗ valence band) are
Rydberg states. They are instead likely to be vibrational structure.
In contrast to FOR, the DAS for DMF and DMA show, negative amplitude
features in the τ1 lifetime component. Sharp, narrow features are also present in
these negative amplitudes. These indicate the presence of internal conversion pro-
cesses between Rydberg states in the relaxation dynamics of both systems. The
time-constant τ1 is also about three times longer in DMF and DMA than in FOR,
with τ1 being 35 fs in DMF and 30 fs in DMA. Another feature of note is the fact
that in all three systems, components of both lifetimes are required to fit the bands
at high kinetic energies associated with initial excitation. This can be explained by
the fact that there must be several possible decay pathways from the initially popu-
lated Rydberg state. It also implies that these pathways cannot be modelled using
purely sequential or purely parallel fitting routines. Part of the initially prepared
population appears to undergo internal conversion to a lower lying state (sequential
model) but the DAS indicates that another mechanism which deactivates this pro-
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Figure 6.9: Decay associated spectra (DAS) for all three amides are shown on the
left. The decay lifetimes indicated have uncertainties of ± 15% (1σ). The 2D
residuals of the fits are shown on the right. This figure has been published in
reference [291].
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Figure 6.10: Intensity normalised transient profiles for both FOR (left) and DMF
(right) at two photoelectron kinetic energies. The grey dotted line indicates the
Gaussian cross-correlation with a FWHM of 85 fs and 90 fs for FOR and DMF
respectively. These are the same values as used in the global fitting procedure. The
data for DMA is very similar to DMF and is therefore omitted. This figure has been
adapted from reference [291].
cess is also playing a role. These parallel processes support the suggestion that the
state which is initially excited has a mixed Rydberg-valence character, as this mixed
character may facilitate more than one relaxation pathway: one for each character of
the state. Such pathways might be direct dissociation, a partial transfer of popula-
tion to one or more lower-lying Rydberg states or intramolecular vibrational energy
redistribution (IVR). Time-dependent bands in time-resolved photoelectron spectra
can also be caused by large amplitude nuclear motions (on a single potential energy
surface) as discussed in reference [110]. This can then, in a global 2D fitting routine,
be erroneously interpreted as dynamics which evolve across several electronic states.
This is not assumed to be the case here as a shift (sweep) towards lower energies is
absent in any of the narrow bands presented here. If such a shift was present this
would typically be an indicator for large amplitude motion [110, 322].
6.5 Discussion
When excited using a VUV pulse at 160 nm FOR, DMF and DMA exhibit narrow
peaks superimposed on top of a broader background signal. The broad background
signal is a consequence of the ππ∗ valence state which is present in all three systems,
whereas the narrow peaks are associated with states of Rydberg character. The
observed features are in agreement with absorption spectra presented in previous
studies (Section 6.1), as well as the predictions made by the ab initio calculations
(summarised in Table 6.1 and 6.2). The photoelectron angular information (Figure
6.8) is crucial in supporting the assignment of the narrow spectral features to states
with Rydberg character (Figure 6.7). High anisotropy, associated with Rydberg
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states, is observed in the same energetic regions as the narrow spectral bands in
DMF and DMA. The photoelectron angular information is not sufficient to assign the
exact orbital character to all of the observed Rydberg states but the β-parameters
found in spectral regions associated with 3s Rydberg character in DMF and DMA do
support their assignment. The higher β2 values in combination with β4 values of zero
match predictions made by the approximate atomic-like models of photoionisation
(discussed in Chapter 1.). Furthermore, regions with β4-parameters greater than
zero are found to overlap with states that have been assigned 3p Rydberg character.
The decay associated spectra presented earlier in Figure 6.9 are key to identi-
fying the mechanisms of the relaxation dynamics in the three amide systems under
investigation. The negative amplitude features (τ1) observed for DMF and DMA,
indicate that sequential processes are taking place, which are likely due to internal
conversion processes between excited singlet states. The narrow negative features
superimposed on the broad background suggest that internal conversion takes place
between states possessing Rydberg character, whereas the broad negative amplitude
feature points to internal conversion between the initially excited state(s) (Rydberg)
and lower-lying valence states. The swift depopulation of the initially excited state,
as well as the existence of multiple relaxation pathways indicated by the DAS, re-
veal that parallel deactivation mechanisms must be active. The ab initio calculations
presented earlier suggest that a single parallel pathway causes rapid fragmentation
along the N-CO or N-CH3 coordinates in DMF and DMA. The theoretical results
shown in Figure 6.5 furthermore stipulate that the N-CO stretching coordinate is
a crucial driving force for for all dissociation channels due to the strong mixing
of the states observed along this stretch. Due to this mixing, population transfer
between the 3p/3d Rydberg manifolds and the ππ∗ valence state becomes possible
at N-CO bond distances below 1.6 Å. As the ππ∗ state appears to lower in energy
upon even further elongation of the bond it is shown to provide access to a 3s Ryd-
berg state and could also become degenerate with the nπ∗ state at a point beyond
1.8 Å. An internal conversion mechanism to such lower-lying states might compete
with dissociation along N-CO, but no evidence of a population of these lower-lying
states is observed in the data shown here (for FOR) implying that dissociation is
the major relaxation channel along this coordinate. As the DAS for FOR show no
negative amplitude, internal conversion is an unlikely relaxation pathway. The ini-
tially populated n-3px Rydberg state does, however, decay rapidly and is shown to
be bound along both the N-H and N-CO coordinates in FOR (Figure 6.5). In order
to account for the rapid relaxation observed it is proposed that internal conversion
to a lower-lying Rydberg state or alternatively the ππ∗ state, must still occur. It is
possible that this process takes place at longer bond lengths, where the probe energy
is insufficient to ionise the system efficiently, resulting in an apparent ultrafast decay
of n-3px. This idea is discussed in more detail below.
No spectral features are observed to last beyond 300 fs for all three amides,
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indicating that no long-lived bound states are involved in the relaxation. Instead,
direct dissociation on a very short timescale is dominant. This would be expected
when exciting with a high-energy pump as, after a decay process such as internal
conversion or IVR, highly vibrational levels in the molecule will be populated, pro-
moting rapid dissociation. A minor contribution from a (1+2′) ionisation process is
observed in Figure 6.7. This also displays very short-lived features (lifetimes below
100 fs). Since, two photons are used to ionise in this scheme, more energy is avail-
able and therefore will project further into the ionisation continuum. This should
reveal more information ‘further along’ the reaction coordinate. Since no long-lived
signal arising from the lower-lying states, such as triplet states or the recovery of the
ground state S0, is evident the above suggested rapid fragmentation is confirmed.
As shown by the potential energy cuts provided in Figure 6.5 (a) and (b), the 3s
Rydberg states become dissociative along the N-H coordinate in FOR, implying that
they facilitate H-atom elimination which aligns with the assignment of a very fast
process. In the DAS however, there is no negative amplitude evident for narrow
peaks below 1.8 eV implying that these 3s Rydberg states are not significantly pop-
ulated. The absence of such signatures may again be due to an internal conversion
process occurring at extended bond lengths. At such bond lengths the nature of
the 3s Rydberg state will have evolved to valence character or the probe may have
insufficient energy to ionise the system efficiently, both of which would result in the
negative amplitude Rydberg signatures not being visible. This has been observed
and discussed previously in reference [323].
The computed potential energy cuts along the N-CH3 coordinate in DMF show
an evolution of σ∗ valence character by 3p Rydberg states. As DMF and DMA
exhibit very similar properties and behaviour this model may be extended to DMA
as well. This then suggests that the dissociation along this coordinate is facilitated
by this 3p Rydberg to valence state evolution, whereas in FOR it is suggested that it
is the 3s Rydberg to valence σ∗ evolution that enables N-H bond dissociation. Prior
to either scenario however, the population initially excited has to reach these 3p or 3s
states through an interconversion mechanism between the members of the Rydberg
manifold. The data presented here show that this is the case for DMF and DMA.
Furthermore, due to the similar dynamical behaviour and extracted timescales for
DMF and DMA, it can be concluded that large amplitude motion of the carbon atom
with respect to the N-C-O plane (i.e. torsion) must be of small significance. The
N-CO stretch coordinate itself is, however, likely to drive the relaxation dynamics.
6.6 Conclusion
This chapter discussed observations on the excited state dynamics in three small
amide systems on excitation using a VUV pump pulse. The TRPEI data in combi-
nation with the extensive supporting ab initio calculations, indicate that excitation
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of FOR, DMF and DMA at 160 nm results in rapid fragmentation of all three sys-
tems. The photofragment products cannot be detected directly using TRPEI but the
extracted excited state lifetimes are all <100 fs, indicating that rapid nonradiative
relaxation processes take place. The detailed and extensive ab initio calculations
carried out by myself, reveal that the relaxation dynamics are facilitated by different
Rydberg-to-valence evolution behaviour in the small primary and tertiary amide sys-
tems under investigation. In the primary amide FOR, the 3s Rydberg state evolves
dissociative valence σ∗ character, whereas in the tertiary systems DMF and DMA
it is a member of the 3p Rydberg manifold that displays this evolution. In DMF
and DMA there are internal conversion processes taking place as is evident from
the TRPEI data presented. However, the ultrafast fragmentation process is domi-
nant in both systems, complicating the comparison of the dynamics with those in
FOR. A future investigation using slightly longer pump wavelengths, around 170
nm to 200 nm, to excite Rydberg states in DMF and DMA could help to provide a
more detailed study of the internal conversion processes between these states. This
could highlight differences in the dynamics of these two systems compared to FOR.
Achieving tunable femtosecond pulses at these wavelengths often involves an opti-
cal parametric oscillator (OPO) and an extensive optical setup. However, a recent
study employing hollow-core photonic crystal fibres has demonstrated that tunable
light in the VUV region can be achieved with a much simpler optical setup [120].




To conclude, this final chapter will firstly: provide a summary of the findings re-
ported in this thesis and secondly: give an overview of several future directions
which may build on the work presented in previous chapters.
7.1 Thesis Summary
Initially, the need for studying the ultrafast relaxation dynamics in biologically and
environmentally relevant molecular systems was introduced in Chapter 1. This was
followed by a discussion of the key concepts underlying time-resolved, photoionisation-
based spectroscopy methods. The second chapter (Chapter 2) then provided a de-
scription of the experimental configurations used in the time-resolved photoelectron
imaging studies carried out for this thesis. In addition, a summary of the underlying
physical concepts was provided. Chapter 3 discussed the background theory for the
quantum chemical ab initio calculations, which constituted a significant part of the
studies presented in results Chapters 5 and 6.
The first experimental results were reported in Chapter 4 which was an investi-
gation into the ultrafast relaxation dynamics of acetylacetone (AcAc) probed using
pulses in the vacuum UV spectral region (160 nm). Acetylacetone is an environ-
mental pollutant, it is also (in combination with UV light) being investigated for
use in waste water treatment [209] and is a motif in chromophores that find use in
sunscreens. The use of a short-wavelength probe expands the observation window
along the reaction coordinate (as discussed in Chapter 1) by probing deeper into the
ionisation continuum. This meant that the TRPEI study of AcAc presented here
provides a quantitative link between several previous investigations, which sampled
only smaller sub-sections of the overall reaction coordinate. The experimental results
indicated that the population only very briefly resides in the initially excited S2(ππ
∗)
state and is transferred to the lower lying S1(nπ
∗) state via an internal conversion




∗) state, predicted by Squibb et al. [119], then provides a pathway for
further relaxation, which was determined to proceed via ultrafast intersystem cross-
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ing to T1(ππ
∗) within 1.6 ± 0.2 ps. The population then remains on the T1(ππ∗)
surface for some time (20 ± 4 ps), as it relaxes to the minimum geometry. A final,
long lifetime of 330 ± 40 ps was extracted from the global fitting routine applied to
the photoelectron spectrum. It was attributed to the decay of T1(ππ
∗), which may
lead to the repopulation of the S0 ground state.
The following chapter (Chapter 5) detailed an experimental investigation into
the ultrafast relaxation dynamics of nitrobenzene and three of its methyl-substituted
derivatives. Since a study of potential NO-donors by T. Suzuki et al. suggested a
relationship between the nitro-group orientation and the NO release activity [18],
understanding the effect of NO2 group conformation on the excited state dynam-
ics (ultimately resulting in the release of the desired NO), is of specific interest.
The systems investigated using TRPEI with a pump of 267 nm and multiphoton
probe using 400 nm were: nitrobenzene, 3,5-, 2,4- and 2,6-dimethylnitrobenzene
(listed in order of increasing dihedral angle of NO2 with respect to the carbon
ring). No change in dihedral angle is observed when going from nitrobenzene to
3,5-dimethylnitrobenzene, however this system was used to determine the effect of
ring-deformations which have been shown to be a key motion in the relaxation dy-
namics of phenol, aniline and other systems [94, 324]. A theoretical investigation
of the molecular geometries found that the nitro-groups were ‘locked’ in place in
their ground state (for the gas-phase TRPEI study). Potential energy curves of the
first few excited states in NB and 2,6-DMNB were also produced using TDDFT
and again confirmed significant barriers to free rotation of the nitro-group in the
relevant excited states. The dynamics observed in all four systems were found to be
very similar. An extremely rapid process (sub 30 fs) and two longer dynamical sig-
natures ranging between 160-190 fs and 90-160 ps, respectively were observed. The
fast sub 30 fs lifetime was assigned to the population leaving the Franck-Condon
region, and relaxing to the minimum on the S3 surface. The internal conversion
from S3 to the next lower-lying singlet state was determined to be complete within
200 fs, whereas the final relaxation step (90-160 ps) was attributed to the decay of
the S1 state. The nitro-group was identified as the dynamophore in the aromatic
nitro-compounds studied, as the non-adiabatic dynamics are most likely facilitated
by localised motions on the nitro-group.
In the final experimental chapter a TRPEI investigation into the excited state
dynamics of small amide systems was presented. A pump pulse in the vacuum UV
region (159.4 nm) was used to excite formamide (FOR), N,N-dimethylformamide
(DMF) and N,N-dimethylacetamide (DMA), which were subsequently probed us-
ing 267 nm pulses. Small amides are of interest as they are found abundantly in
nature as crucial motifs in peptides, neurotransmitters and DNA bases, to name
a few examples. Furthermore, as they possess low-lying singlet states with mixed
Rydberg-valence character, their study adds to understanding the role of such states
in facilitating ultrafast radiationless transitions to the ground state (as observed
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previously in various systems including those studied in references [20–23, 292]).
Specifically, differences in the dynamics of aromatic and aliphatic, as well as pri-
mary, secondary and tertiary amine species have been observed (refer to Chapter 6
for the detailed discussion). By studying FOR (1◦), DMF and DMA (both 3◦), the
influence on the dynamics, exerted by the proximity of the carbonyl group to either
the NH2 or N(CH3)2 groups could also be investigated. The experimental results
show that rapid fragmentation takes place in all three systems when excited using
160 nm, as all excited state lifetimes recorded were below 100 fs. The detailed ab
initio calculations were key in identifying the different Rydberg-to-valence evolution
behaviour responsible for facilitating the relaxation dynamics in FOR (1◦), DMF and
DMA (3◦). In the primary system the 3s Rydberg state is observed to evolve valence
character, whereas in both tertiary systems 3p Ryberg states exhibit this evolution.
Sequential processes revealed by negative features in the decay associated spectra
(DAS) of DMF and DMA were assigned as signatures of these internal conversion
processes to S1. Prior to accessing these low-lying states, however, it is necessary
for the population to undergo interconversion from the higher-lying members of the
Rydberg manifold to states exhibiting mixed character. Again, this was indicated by
sharp features found in the DAS, although several parallel pathways were found to
be active, including fragmentation along the N-H and N-CH3 coordinates. In FOR,
no negative amplitude features were observed, but it was speculated that internal
conversion to mixed Rydberg-valence states must still be taking place, due to the
rapid relaxation observed.
In summary, the non-adiabatic relaxation dynamics of a collection of molecular
systems were investigated using either high-energy pump or probe pulses. As a
probe, vacuum UV pulses were employed to provide a quantitative, extended and
near-complete picture of the excited state dynamics in acetylacetone. A multiphoton
process employing two and/or three photons of 400 nm acted as a probe for the
nitrobenzene systems, which revealed near-identical dynamical signatures for all
four systems, despite the different steric-effects on the nitro-group. As a pump,
vacuum UV wavelengths can be used to examine molecular systems which absorb at
such short wavelengths. This was illustrated by the study on three amines: FOR,
DMF and DMA, which are vastly common and relevant motifs in nature.
7.2 Future Directions:
Photonic Crystal Fibre Sources for TRPEI
The advantages of using short-wavelength UV light (140-200 nm) in TRPEI experi-
ments were discussed in the introduction of this thesis, and demonstrated in Chapter
4 as probe- and in Chapter 6 as pump-pulses. However, the method of producing
VUV light via four-wave difference-frequency mixing in gas-filled cells still imposes
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Figure 7.1: Subfigure (a) shows the optical setup used to produce the pump pulses,
including an image of a cut-through of the HC-PCF. In (b) a plot of wavelength
against propagation distance in the fibre highlights the production of deep-UV light
from the input NIR pulse. Finally, (c) shows the wavelengths which can be produced
using various noble gases in the HC-PCFs. This figure has been adapted from
reference [120].
several limitations on the time-resolved experiments. The first is time-resolution:
the cross-correlation of the 267 nm light produced using BBO crystals and the 160
nm light produced via four-wave mixing at Heriot-Watt University (HWU) (see
Chapter 2, Section 2.3.2) is around 150 fs. Dynamical signatures below the cross-
correlation value cannot be reliably distinguished and therefore it is preferential
to employ shorter pulses. Due to the dispersion introduced when the VUV pulses
pass through the exit window of the argon cell into the ultrahigh vacuum (UHV)
chamber, pulses can be stretched and chirped. This is one restriction which makes
it challenging to improve upon the time-resolution of the VUV pulses. The need
for a window between the location of the VUV production and the UHV chambers
can be avoided by producing the VUV light in hollow-core photonic crystal fibres
(HC-PCFs).
The first demonstration of HC-PCFs as light sources for a TRPEI experiment has
recently been carried out by N. Kotsina et al. in the Townsend group at HWU [120]
in collaboration with the group of J. C. Travers (also at HWU). The experimental
setup is shown in Figure 7.1 (a). The HC-PCF was shown to provide femtosecond
output pulses tuneable between 242-258 nm which were used to excite styrene. The
dynamics were then probed using a 267 nm probe pulse produced using a combina-
tion of BBO crystals (see reference [120]).
To produce UV using the HC-PCFs the setup shown in Figure 7.1 (a), was
149
Chapter 7: Conclusions and Outlook
employed. A NIR beam (800 nm, 55 fs) of a few microjoules energy is coupled
into the fibre using a focusing lens. In the setup shown, both ends of the fibre are
placed into Ar filled gas cells which will result in the hollow core of the HC-PCF
being filled with the gas. The NIR pulse coupled into the fibre produces a varying
refractive index in the noble gas which is dependent on the intensity of the pulse (a
nonlinear effect which was introduced in Chapter 2). This results in the introduction
of self-phase modulation (SPM) in the pulse. SPM causes the spectrum of the pulse
to broaden, as the leading edge of the pulse is red-shifted and the back edge of the
pulse is blue shifted (refer to Chapter 2 for a discussion of SPM). This effect can be
seen in Figure 7.1 (b). The evacuated fibre itself introduces anomalous dispersion
(negative group velocity dispersion - GVD), which counteracts the normal dispersion
introduced by the gas filling the fibre. GVD and SPM both result in a chirped
pulse, but GVD introduces a linear, relative frequency shift, whereas the frequency
shift introduced by SPM is nonlinear and dependent on the temporal profile of the
pulse. Generally, SPM produces an up-chirp in the pulse, so when the conditions are
chosen such that GVD is negative, the two effects act together and the result is the
formation of a soliton. Therefore, the tuning of the pressure in the fibre, by which
the dispersion contribution of the gas can be adjusted, is vital to achieve the desired
output. As SPM broadens the spectrum, and the positive chirp introduced by SPM
is reduced due to the anomalous GVD, the pulse becomes compressed in time. The
compression of the pulse results in more SPM occurring, which is again counteracted
by the GVD etc.. This recurring cycle results in a continuous self-compression of the
higher-order soliton. Eventually a point is reached at which phase-matching occurs
between the self-compressed soliton (the spectrum of which can at this point have
increased by more than one octave) and another frequency. The effect observed here
is known as resonant dispersive wave (RDW) emission in which energy can couple
between the two and the result is the production of another wavelength, for example
in the deep-UV region as in the case shown in Figure 7.1 (b). The process typically
has a conversion efficiency of over 10% [120].
The ultrafast UV output pulses can be as short as 3 fs [325] with a repetition rate
that can reach the MHz range [326]. The polarisation of the input pulse is preserved
for capillaries and also the fibre studied below [120], but may vary depending on
the type of fibre. Being able to predict the polarisation of the output is crucial
for TRPEI measurements, as the polarisation must be linear and parallel to the
detector in the VMI setup. By adjusting the pressure and type of gas in the fibre,
the frequency of the RDW emission can be tuned (Figure 7.1 (c)) [327–330]. For
more details on the properties of the HC-PCFs and their use in ultrashort UV and
VUV pulse production refer to [325, 327–329, 331, 332] and references therein.
The tunability of the ultrashort output pulses in the deep-UV and VUV regions
of the spectrum provides flexible pump and probe pulses for a large variety of TR-
PEI experiments. Although there is a trade-off between the spectral and temporal
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resolution, the short pulses produced using HC-PCFs would be ideally suited for
studying processes such as H-atom migration, which often play crucial roles in bio-
logical systems for example in large scale proteins [333]. As demonstrated in [120]
the output of the HC-PCFs was stable for over four hours, thereby showing their
suitability for TRPEI work. Ongoing work on this project aims to improve further
on this demonstration.
The time-resolution of the UV pulses produced by the fibres could not be fully
exploited in the study by Kotsina et al. since the probe pulse was generated using
conventional methods, resulting in a longer pulse. Therefore, employing two HC-
PCFs, one acting as a source of pump and the other as a source of probe pulses,
is a critical next step for the improvement of the setup. Once this configuration is
in place, the type of gas employed, its pressure and other types of HC-PCF can be
used to shorten the wavelengths further and achieve VUV pulses. The ease with
which the wavelengths can be tuned using the fibres is a great advantage in TR-
PEI experiments, as molecules often absorb in the deep-UV and VUV range, but
each molecule will absorb at slightly different wavelengths. Therefore, this method
provides a source ideally suited to excite large varieties of molecules. Convention-
ally, optical parametric amplifiers (OPAs) in combination with frequency doubling
processes, can be used to produce tuneable UV light, however the process has very
low efficiency (output of 0.1-0.5% with respect to the input NIR pulse) [120] and
requires a significant amount of optical equipment and time-consuming alignment.
All this can now be replaced by a single fibre.
As discussed earlier, the investigation into the excited state dynamics of small
amides presented in Chapter 6, was complicated due to the rapid fragmentation
observed in DMF and DMA. In order to better understand the internal conversion
processes taking place between the various Rydberg states in DMF and DMA, ac-
cess to a tunable light source in the VUV is crucial and could be provided by this
HC-PCF setup. Wavelengths between 170 nm and 200 nm would be ideally suited
to exciting the members of the Rydberg manifold that are of interest. A TRPEI
experiment using these pump wavelengths would also allow for a better comparison
of the ultrafast relaxation processes taking place in DMF and DMA, with respect
to FOR. The tunability of the VUV light provided by the fibres described above
furthermore provides an opportunity to study specific categories of molecules which
absorb at slightly redder VUV wavelengths than the 160 nm produced using four-
wave mixing. Numerous smaller systems such as alcohols and ethers absorb at
wavelenghts between 180 nm - 200 nm. These can be easily achieved using the fibre
by tuning the pressure of the noble gas. As already investigated for aliphatic and
aromatic amines, alcohols and ethers would lend themselves to studies of trends
in the relaxation dynamics between primary and secondary systems. Example sys-
tems would be ethanol, diethylether and tetrahydrofuran and further studies might
consider molecular structures where oxygen is bound into a hexagonal structure of
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carbon atoms.
7.3 Future Directions:
VMI of Non-Volatile Systems
A recent project in the Townsend group developed a thermal desorption source
which allows for non-volatile molecules to be studied in the gas phase [334].
Model chromophore systems such as uracil and thiouracil as well as the eumelanin
subunit 5,6-dihydroxyindole have been prepared in the gas-phase using the thermal
desorption source and were subsequently studied using time-resolved photoion-yield
experiments [335, 336]. The thermal desorption source developed is outlined in
[334, 335] and a schematic of the process is shown in Figure 7.2. The solid sample is
deposited on a thin stainless steel foil, using minor amounts of methanol to affix it.
The back of the foil is then irradiated by a continuous-wave desorption laser (445
nm) which is focused using a pair of lenses. The thermal heating of the back of
the foil results in sample being carried into the gas-phase as a neutral plume. The
configuration shown here additionally fitted the sample foil into a rotating mount,
which could be controlled externally to replenish the sample by adjusting the area
of the foil being irradiated [334].
Figure 7.2: A schematic of the thermal desorption process and configuration em-
ployed at Heriot-Watt. This figure has been adapted from reference [334].
As mentioned above this technique was mostly used to record photoion-yield
data, however a VMI electrode setup was included in the design of the experiment
which would allow for time-resolved photoelectron imaging studies of non-volatile
samples. Some preliminary electron velocity map images of several non-volatile
systems, including guanine and 2-thiouracil, following one-colour ionisation were
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obtained and presented in the thesis by S. W. Crane [334]. These VMI images are
promising and the experiment can further be extended to include time-resolution
through a pump-probe scheme. This kind of setup permits for the extension of the
“bottom-up” approach by moving from the small model-chromophores to larger,
more complex systems. Examples of non-volatile systems that would further our
understanding of relaxation dynamics in biological systems include porphyrins which
can be used in photodynamic therapy. The section below will outline how the use of
this technology in combination with vacuum UV wavelengths will make the study
of porphyrins accessible.
7.4 Future Directions:
Systems for Photodynamic Therapy
Photodynamic therapy (PDT) is used in oncology to treat various forms of cancer in-
cluding brain, lung, breast, prostate and skin cancer [337]. A photosensitive molecule
(photosensitiser) is directed to the area which requires treatment and subsequently
irradiated with light (typically in the visible range) [338]. The photosensitiser (PS)
is excited to a singlet state which then decays to a lower lying triplet state via inter-
system crossing. PTD is only possible when oxygen is present, as the photosensitiser,
in its long-lived excited triplet state form, reacts with O2. The electronic ground
state of the O2 molecule is also a triplet state and a collision between molecular
oxygen and the photosensitiser results in 1O2 and the PS in its electronic ground
state [338]. This process is thought to be the most likely mechanism for photosen-
sitisers used for the treatment of cancer, although it is also possible that a more
complex electron-transfer process may be taking place simultaneously [339]. The
reactive oxygen species (ROS) formed is harmful to biomolecules and will cause the
death of undesirable cells (tumor) [338]. The first photosensitiser which is still used
in the majority of PDT treatments today is ‘haematoprphyrin derivative’ (HDP)
[340, 341]. These are organic heterocyclic compounds consisting of pyrrole subunits.
Figure 7.3: Pyrrole (a) and porphin (b), the simplest porphyrin. Metal ligands can
bind to the nitrogen atoms in the centre of the macrocyle.
There has been great interest in understanding the dynamics of pyrrole as illus-
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trated by references [342–348], and even dimers have been studied in the gas-phase
[349]. Pyrrole is clearly an important motif and using the “bottom up” approach,
the investigation of the dynamics can now be extended to porphyrins, the basic
structure of which is shown in Figure 7.3. Such systems include the reactive centre
in chlorophyll or haemoglobin, where magnesium or iron are bound to the nitrogen
atoms in the centre of the porphyrin. There is a whole range of tetrapyrrole and
porphyrin structures that have been suggested as photosensitisers [339] and under-
standing their dynamics could aid in predicting new structures in which long-lived
triplet states can be accessed. Furthermore, the relaxation dynamics of such sys-
tems, especially chlorophyll which facilitates the first step in photosynthesis, are of
great interest and provide opportunities to put the “bottom up” approach to the test
by comparing the dynamics of the substructure pyrrole to those in larger systems.
As it is triplet states that are of interest for photosensitisers, a high-energy probe
is required to detect the dynamics in such lower-lying states. The use of HC-PCFs
(as discussed in Section 7.2) will be crucial to produce short-wavelength probes that
fulfil the energetic requirements for observing lower-lying states of different spin
multiplicity in potential photosensitisers and porphyrin systems. Investigating the
ultrafast dynamical processes of these systems in the gas-phase using time-resolved
photoelectron spectroscopy techniques would therefore require a combination of the
LIAD and HC-PCF experimental techniques described in the previous two sections.
LIAD provides the capability of depositing these non-volatile systems into the gas-




[1] R. Bersohn, Annual Review of Physical Chemistry 54, 1 (2003).
[2] G. Wald, Science 162, 230 (1968).
[3] R. R. Birge and L. M. Hubbard, Journal of the American Chemical Society
102, 2195 (1980).
[4] R. Schoenlein, L. Peteanu, R. Mathies, and C. Shank, Science 254, 412 (1991).
[5] A. Stolow, Faraday Discussions 163, 9 (2013).
[6] C. E. Crespo-Hernández, B. Cohen, P. M. Hare, and B. Kohler, Chemical
Reviews 104, 1977 (2004).
[7] G. M. Roberts and V. G. Stavros, Chemical Science 5, 1698 (2014).
[8] M. Staniforth and V. G. Stavros, Proceedings of the Royal Society A: Math-
ematical, Physical and Engineering Sciences 469, 20130458 (2013).
[9] A. H. Zewail, Science 242, 1645 (1988).
[10] M. J. Vrakking, Physics 9, 112 (2016).
[11] T. Suzuki, Annual Review of Physical Chemistry 57, 555 (2006).
[12] A. Stolow, International Reviews in Physical Chemistry 22, 377 (2003).
[13] A. Stolow and J. G. Underwood, Advances in Chemical Physics 139, 497
(2008).
[14] G. Wu, P. Hockett, and A. Stolow, Physical Chemistry Chemical Physics 13,
18447 (2011).
[15] A. Stolow, A. E. Bragg, and D. M. Neumark, Chemical Reviews 104, 1719
(2004).
[16] A. Stolow, Annual Review of Physical Chemistry 54, 89 (2003).
[17] M. Miller and I. Megson, British Journal of Pharmacology 151, 305 (2007).
155
REFERENCES
[18] T. Suzuki, O. Nagae, Y. Kato, H. Nakagawa, K. Fukuhara, and N. Miyata,
Journal of the American Chemical Society 127, 11720 (2005).
[19] J.-P. Schermann, in Spectroscopy and Modeling of Biomolecular Building
Blocks, edited by J.-P. Schermann (Elsevier, Amsterdam, 2008) pp. 251 – 296.
[20] M. N. R. Ashfold, G. A. King, D. Murdock, M. G. D. Nix, T. A. A. Oliver,
and A. G. Sage, Physical Chemistry Chemical Physics 12, 1218 (2010).
[21] J. O. F. Thompson, L. B. Klein, T. I. Sølling, M. J. Paterson, and
D. Townsend, Chemical Science 7, 1826 (2016).
[22] L. B. Klein, J. O. F. Thompson, S. W. Crane, L. Saalbach, T. I. Sølling, M. J.
Paterson, and D. Townsend, Physical Chemistry Chemical Physics 18, 25070
(2016).
[23] M. M. Zawadzki, M. Candelaresi, L. Saalbach, S. W. Crane, M. J. Paterson,
and D. Townsend, Faraday Discussions 194, 185 (2016).
[24] M. Born and R. Oppenheimer, Annalen der Physik 389, 457 (1927).
[25] G. Herzberg and H. Longuet-Higgins, Discussions of the Faraday Society 35,
77 (1963).
[26] M. A. Robb, M. Garavelli, M. Olivucci, and F. Bernardi, Reviews in Compu-
tational Chemistry 15, 87 (2000).
[27] S. Matsika and P. Krause, Annual Review of Physical Chemistry 62, 621
(2011).
[28] G. A. Worth and L. S. Cederbaum, Annual Review of Physical Chemistry 55,
127 (2004).
[29] W. Domcke and G. Stock, Advances in Chemical Physics 100, 1 (1997).
[30] D. R. Yarkony, The Journal of Physical Chemistry A 105, 6277 (2001).
[31] B. G. Levine and T. J. Mart́ınez, Annual Review of Physical Chemistry 58,
613 (2007).
[32] S. Mahapatra, Accounts of Chemical Research 42, 1004 (2009).
[33] W. Domcke and D. R. Yarkony, Annual Review of Physical Chemistry 63, 325
(2012).
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119, 5121 (2003).
[275] S. H. Hastings and F. A. Matsen, Journal of the American Chemical Society
70, 3514 (1948).
[276] J. E. Abbott, X. Peng, and W. Kong, The Journal of Chemical Physics 117,
8670 (2002).
[277] S. Nagakura, M. Kojima, and Y. Maruyama, Journal of Molecular Spec-
troscopy 13, 174 (1964).
[278] S. Krishnakumar, A. K. Das, P. J. Singh, A. Shastri, and B. Rajasekhar,
Journal of Quantitative Spectroscopy and Radiative Transfer 184, 89 (2016).
171
REFERENCES
[279] A. Dreuw, J. L. Weisman, and M. Head-Gordon, The Journal of Chemical
Physics 119, 2943 (2003).
[280] R. A. W. Johnstone and F. A. Mellon, Journal of the Chemical Society, Fara-
day Transactions 2: Molecular and Chemical Physics 68, 1209 (1972).
[281] T. Kobayashi and S. Nagakura, Bulletin of the Chemical Society of Japan 47,
2563 (1974).
[282] T. Kobayashi and S. Nagakura, Chemistry Letters 1, 903 (1972).
[283] V. Butcher, M. L. Costa, J. M. Dyke, A. R. Ellis, and A. Morris, Chemical
Physics 115, 261 (1987).
[284] M. J. Dewar and D. E. David, Journal of the American Chemical Society 102,
7387 (1980).
[285] K. S. Haber, J. W. Zwanziger, F. X. Campos, R. T. Wiedmann, and E. R.
Grant, Chemical Physics Letters 144, 58 (1988).
[286] G. Reiser, W. Habenicht, K. Müller-Dethlefs, and E. W. Schlag, Chemical
Physics Letters 152, 119 (1988).
[287] K.-P. Huber and G. Herzberg, Molecular Spectra and Molecular Structure: IV.
Constants of Diatomic Molecules (Van Nostrand Reinhold Co., 1979).
[288] D. B. Galloway, T. Glenewinkel-Meyer, J. A. Bartz, L. G. Huey, and F. F.
Crim, The Journal of Chemical Physics 100, 1946 (1994).
[289] S. C. Xu and M. C. Lin, Journal of Physical Chemistry B 109, 8367 (2005).
[290] O. Schalk, A. E. Boguslavskiy, A. Stolow, and M. S. Schuurman, Journal of
the American Chemical Society 133, 16451 (2011).
[291] M. A. B. Larsen, T. I. Sølling, R. Forbes, A. E. Boguslavskiy, V. Makhija,
K. Veyrinas, R. Lausten, A. Stolow, M. M. Zawadzki, L. Saalbach, N. Kotsina,
M. J. Paterson, and D. Townsend, The Journal of Chemical Physics 150,
054301 (2019).
[292] G. M. Roberts and V. G. Stavros, Chemical Science 5, 1698 (2014).
[293] L. B. Klein, T. J. Morsing, R. A. Livingstone, D. Townsend, and T. I. Sølling,
Physical Chemistry Chemical Physics 18, 9715 (2016).
[294] L. Saalbach, Excited State Molecular Properties - MPhys Research Project,
Master’s thesis, Heriot-Watt University (2016).
[295] R. J. MacDonell, O. Schalk, T. Geng, R. D. Thomas, R. Feifel, T. Hansson,
and M. S. Schuurman, The Journal of Chemical Physics 145, 114306 (2016).
172
REFERENCES
[296] H. Hunt and W. Simpson, Journal of the American Chemical Society 75, 4540
(1953).
[297] K. Kaya and S. Nagakura, Theoretica Chimica Acta 7, 117 (1967).
[298] H. Basch, M. Robin, and N. Kuebler, The Journal of Chemical Physics 49,
5007 (1968).
[299] D. Ter Steege, C. Lagrost, W. Buma, D. Leigh, and F. Zerbetto, The Journal
of Chemical Physics 117, 8270 (2002).
[300] J. Gingell, N. Mason, H. Zhao, I. Walker, and M. Siggel, Chemical Physics
220, 191 (1997).
[301] D. P. Chong, Journal of Electron Spectroscopy and Related Phenomena 184,
164 (2011).
[302] I. Antol, M. Barbatti, M. Eckert-Maksić, and H. Lischka, Monatshefte für
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