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Abstract
LHCb is one of the four main experiments that will take place at the future Large Hadron
Collider at CERN. The data taking is foreseen to start in 2007. The LHCb detector is
a forward single-arm spectrometer dedicated to precision measurements of CP violation
and rare decays in the b-quark sector. The goal is to over-constrain the Standard Model
(SM) and — hopefully — to exhibit inconsistencies which will be a signal of new physics
beyond.
Building such a large experiment as LHCb is a big challenge, and many contributions
are needed. The Lausanne institute is responsible for the development of a common “off-
detector” readout board (TELL1), which provides the interface to the copper and optical
links used for the detector readout, and outputs them to the data acquisition system, after
performing intensive processing. It performs: event synchronization, pedestal calculation
and subtraction, common mode subtraction and monitoring, zero suppression. The TELL1
board will be used by the majority of the LHCb subdetectors. We present here a contribu-
tion to the R&D necessary for the realization of the final board. In particular the feasibility
of a mixed architecture using DSP and FPGA technologies has been studied. We show that
the performance of this architecture satisfies LHCb electronics requirements at the time of
the study (2002).
Within the rich LHCb physics program, b → sγ transitions represent an interesting
sector to look for evidence of physics beyond the SM. Even if the measured decay rate is
in good agreement with the SM prediction up to now, new physics may still be hidden
in more subtle observables. One of the most promising is the polarization of the emitted
photon, which is predicted to be mainly left-handed in the SM. However right-handed
components are present in a variety of new physics models. The photon polarization can
be tested at LHCb by exploiting decays of polarized b baryons. If the initial baryon is
polarized, asymmetries appear in the final states angular distributions, which can be used
to probe the chirality of the effective Hamiltonian, and possibly to unveil new sources of
CP violation. We present a phenomenological approach to the study of radiative decays
of the type Λb → Λ(X)γ, where Λ(X) can be any Λ baryon of mass X. Calculations
of the angular distributions are carried out employing the helicity formalism, for decays
which involve Λ baryons of spin 1/2 and 3/2. Finally, detailed simulation studies of these
channels in the LHCb environment allow us to assess the LHCb sensitivity to the photon
polarization in b→ s transitions.
Keywords: high energy physics, accelerator, CERN, LHC, Standard Model, b-physics,
data acquisition.
Re´sume´
L’expe´rience LHCb sera installe´e aupre`s du futur acce´le´rateur LHC (Large Hadron Collider)
du CERN et commencera en 2007. Il s’agit d’un spectrome`tre a` un bras consacre´ aux
mesures de pre´cision de la violation CP et de de´sinte´grations rares impliquant le quark
b. Cela permettra de tester avec pre´cision le Mode`le Standard et, peut-eˆtre, de mettre en
e´vidence des incohe´rences qui seraient une trace d’une physique au-dela` de ce mode`le.
Re´aliser une grande expe´rience telle que LHCb est un grand de´fi, et beaucoup de con-
tributions sont ne´cessaires. Le Laboratoire de Physique des Hautes Energies de Lausanne
est responsable du de´veloppement d’une carte d’acquisition des donne´es hors-de´tecteur
(TELL1), qui fournit l’interface aux signaux optiques et e´lectriques utilise´s pour la lecture
du de´tecteur, et les transmet au syste`me d’acquisition de donne´es, apre`s avoir effectue´
des calculs intensifs. Ceci inclut : synchronisation, filtrage des signaux, calcul et soustrac-
tion des pie´destaux, soustraction et controˆle du bruit commun, suppression des ze´ros. La
carte TELL1 sera employe´e par la majorite´ des sous-de´tecteurs de LHCb. Nous pre´sentons
ici une contribution au R&D ne´cessaire pour la re´alisation du projet final. En particulier
la faisabilite´ d’une architecture qui utilise a` la fois des technologies DSP et FPGA a e´te´
e´tudie´e. Nous prouvons que les performances de cette architecture re´pond aux exigences
pour l’e´lectronique de LHCb au moment de l’e´tude (2002).
Dans le riche programme de physique de LHCb, les transitions b→ sγ repre´sentent un
secteur inte´ressant pour rechercher des signes de physique au-dela` du Mode`le Standard.
Meˆme si le taux de de´sinte´grations mesure´ est en bon accord avec les pre´visions the´oriques
jusqu’ici, de la nouvelle physique peut encore se cacher dans des observables plus subtiles.
Une des plus prometteuses est la polarisation du photon e´mis, que le Mode`le Standard
pre´dit eˆtre principalement gauche. Des composantes droites sont pre´sentes dans plusieurs
nouveaux mode`les the´oriques. La polarisation du photon peut eˆtre measure´e a` LHCb
par l’exploitation des de´sinte´grations des baryons polarise´s contenant un quark b. Si le
baryon initial est polarise´, des asyme´tries apparaissent dans les distributions angulaires
des e´tats finaux, qui peuvent eˆtre employe´es pour sonder la chiralite´ de l’Hamiltonien
effectif, et de´voiler des nouvelles sources de violation de CP. Nous pre´sentons une approche
phe´nome´nologique a` l’e´tude de de´sinte´grations radiatives du type Λb → Λ(X)γ, ou` Λ(X)
peut eˆtre n’importe quel baryon Λ de masse X. Des calculs des distributions angulaires
sont effectue´s en utilisant le formalisme d’he´licite´, pour des de´sinte´grations de baryons
Λ avec spin 1/2 et 3/2. Enfin, des simulations de´taille´es de ces canaux dans le cadre de
l’expe´rience LHCb nous permettent d’e´valuer la sensibilite´ de LHCb a` la polarisation du
photon e´mis dans les transitions b→ s.
Mots-cle´s: physique des hautes e´nergies, accelerateur, CERN, LHC, Mode`le Standard,
physique du quark b, acquisition des donne´es.
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This chapter is, as the title says, intro-
ductory to the context and subject of this
thesis. It is probably the only one that
is accessible to non-physicists. I tried to
keep it as clear of obscure formulas and
symbols as possible.
What I find most charming in studying particle physics is that it aims to answer to the ba-
sics questions that have fascinated mankind from the beginnings: what is the world made
of? What holds it together? It is somehow amazing that extraordinary events, such as the
Big Bang and the following formation of our universe, can be studied measuring the prop-
erties of tiny and short-lived particles. This is what particle physics is all about: studying
particles that live for a millionth of a second, trying to extract from their properties the
recipe used to build our universe. There exist many good books on the subject, written
by much better authors than myself, so here I shall give a short introduction to the basic
concepts needed to understand the aim and reasons for this thesis.
1.1 The Standard Model and beyond
The best description of known elementary particles and their fundamental interactions at
the moment is a theory called the Standard Model (SM). The SM states that the funda-
mental building blocks of matter consist of six quarks (u, d, c, s, t, b) and three leptons
with their associated neutrinos (e, µ, τ , νe, νµ, ντ ). The most common particles, protons
and neutrons, which we all know since they make up the nucleus of atoms, are not fun-
damental, but are in fact composed by three quarks (uud for the proton and udd for the
neutron)1. Indeed, nobody has ever seen a free quark, they are all bound to one another
to make up other particles. Moreover, for each particle there exists a corresponding an-
1Particles composed of three quarks, as protons and neutrons, are called baryons, while particles composed
of a quark and an anti-quark are called mesons.
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tiparticle, a particle that is in every way similar to the first one, but with opposite charge.
The existence of antimatter was first predicted by P. A. M. Dirac, back in 1928.
Figure 1.1: All known parti-
cles predicted by the Standard
Model. Picture from [1].
These particles interact through the ex-
change of other particles, which are ‘mediators’
of the interactions. Up to now, four interac-
tions are known: the gravitational and electro-
magnetic interactions, whose effects we see in
everyday life; the nuclear force, which holds to-
gether the protons and neutrons in nuclei; and
the weak force, which is held responsible for
radioactivity, or for most of nuclear reactions
in stars. The SM describes very well the elec-
tromagnetic, strong and weak interactions, but
fails to include gravity in the framework. It
predicts the following force carriers (the me-
diators): the photon γ for the electromagnetic
force, the bosons Z0,W± for the weak one, and
8 gluons g for the strong (see figure 1.1 and ta-
ble 1.1 for details and some properties of these
particles). However, these particles are all pre-
dicted to be massless, while we know that for
example the weak bosons Z0, W± are massive.
There exists a mechanism to explain these masses, but it needs another mysterious parti-
cle, the Higgs boson H0, which has not been found yet and is on the top of physicists wish
lists for the Christmasses to come.
Even if the Higgs boson is found, a number of theoretical reasons exists to believe that
the SM is far from being the final theory to describe nature. First of all, gravity is not
included. At present there is no theory that can accommodate gravity in a framework
that is compatible with quantum mechanics. Moreover, the SM as it is now has plenty of
unknown parameters (19!) such as quark masses2, couplings, ... that have to be fixed by
the experiment.
Physicists believe that the SM is a low-energy approximation of a somehow bigger
2Considering massless neutrinos for simplicity. Massive neutrinos account for 10 additional parameters.
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Table 1.1: Summary of elementary particles. Particles in bold are stable. Particles in a grey
box are the constituents of the atom (Courtesy of P. Koppenburg [2]).
Charge Particles
Matter
+23 u c t Quarks−13 d s b
−1 e− µ− τ− Leptons
0 νe νµ ντ
Mediators
0 gluons strong force
0 γ electromagnetism
+1, 0,−1 W+ Z0 W− weak force
0 Graviton? gravity
Anti-matter
0 νe νµ ντ Anti-leptons
+1 e+ µ+ τ+
+13 d¯ s¯ b¯ Anti-quarks−23 u¯ c¯ t¯
framework, maybe one of the Grand Unified Theory (GUT) that has been proposed through
the years to unify gravity with the other three forces. Every attempt (even by Einstein) has
failed up to now. There exist, however, several extensions to the SM. The most popular is
called supersymmetry. It predicts the existence of many new particles (heavier “supersym-
metric” partners of ordinary particles), none of which has been found yet.
What is widely believed to be a final test for the SM is the start-up at CERN of a new
accelerator, the Large Hadron Collider (LHC), which is foreseen for 2007. Its declared aim
is to find the Higgs boson, and possibly give important indications on the goodness of the
new theoretical models such as supersymmetry.
The LHC will host four experiments: ATLAS and CMS, specifically designed to find the
Higgs boson; LHCb (the experiment in whose context this thesis has been developed), that
will study CP violation in b-meson decays (see section 1.2.1); and ALICE which will look
for the quark-gluon plasma in heavy ion collisions.
1.2 Symmetries
Since symmetric problems are easier to solve, physicists like to look for any possible sym-
metry3. The SM was developed by looking at what symmetries are conserved or violated
by the various interactions. In a similar way, symmetries may also contain the key to “new
physics” beyond the SM. Supersymmetric models, for example, extend the SM framework
by adding more symmetries to the picture.
In particle physics there are three fundamental discrete symmetries: Parity (P), Charge
conjugation (C) and Time reversal (T). Parity corresponds to space reflections, i.e. mirror-
3When we say that a system is symmetric with respect to a certain transformation, we mean that, if we
apply that particular transformation to the system, the transformed system obeys the same laws as the original
one. For example, a symmetry in translation gives us freedom in choosing the origin of a reference system.
Wherever in space we set the origin, the system will always follow the same physics laws.
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like, charge conjugation corresponds to the exchange of particles and antiparticles, while
time reversal corresponds to the inversion of time. It is generally believed that these
symmetries are respected as a whole (CPT), i.e. if all three of them are applied one after
the other. However the application of one or two symmetries may transform the system in
such a way that it behaves differently from the original one.
P violation was the first to be discovered, back
in the late Fifties, by Madame Wu. This discovery
was a shock for the physics community, since in the
macroscopic world nobody can tell if the object he is
looking at is a real image or a reflection (see section
1.2.2 for further explanations). However this is not
true at the microscopic level. Moreover a symmetry
can be violated by some interactions and respected
by others. For instance parity is conserved in strong
but not in weak interactions. This is of course puz-
zling, and up to now there is no hint of a possible
explanation. Part of this thesis work will indeed be
focused on testing P violation in the SM.
Also the CP symmetry is found to be violated.
However, while parity is always violated in weak in-
teractions, CP violation has only been observed in the weak decays of mesons containing
a b or an s quark (respectively called B and K mesons). This fact can be accommodated
by the SM, but the exact amount of CP violation still needs to be precisely verified (and
explained). Moreover CP violation has deep implications on our understanding of the
creation of our universe (see next paragraph).
The violation of one or more symmetries opens up many questions: can some of the
answers lead us to find a more complete theory than the SM?
1.2.1 CP violation and the creation of our universe
CP violation in the electro-weak sector is a nice example of how particle properties (mainly
interest of a small fraction of physicists) can be related to general fundamental questions
which may affect everybody.
The most accredited theory to explain the birth of our universe is the so-called Big Bang
model, which states that the universe started as pure energy, which later ‘condensated’ into
matter and antimatter. However, our universe is obviously made of matter only: where
has the antimatter gone? It has been demonstrated [3] that three conditions are necessary
for the Big Bang model to work: non-conservation of baryonic number, departure from
thermal equilibrium, and CP violation. All this is somehow taken into account into the
SM, but its effects are too small to explain the large matter-antimatter asymmetry we
observe nowadays. Therefore a better understanding of CP violation can help us to shed
light on what happened in the very first moments of our universe lifetime.
The aim of LHCb, one of the future experiments at the LHC at CERN, is indeed to
measure CP violation in the decay of particles containing a b quark. In order to build a
challenging experiment such as LHCb, many years of R&D are necessary. Part of this thesis
work has been devoted to contribute to the LHCb design and construction. This will be
described in part II.
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Figure 1.2: The CERN site near Geneva. LHCb is being installed at IP8. Picture from the
CERN document server [4].
1.2.2 Parity violation in b→ s radiative decays.
Not all the particles we know are stable. They decay until only stable particles are left. This
explains why we do not usually find them in nature. Obviously, all common particles (the
proton, the neutron4, the electron, the photon) are stable. Among the quarks, only the
u and d quarks are stable (and indeed, they are the ingredients of protons and neutrons,






For instance, the b quark is unstable. It may de-
cay into a lighter quark, for example the s quark,
and some other particle. The s quark is not stable,
and will decay in its turn into a u quark, and end
the chain. Let us focus on the first decay b → s.
This transition is allowed in the SM (and a pho-
ton is emitted in the decay), but it is quite unlikely
to happen. This is a first hint to where a physicist
can look for physics beyond the SM. One can mea-
sure the probability of such a decay, and compare its
finding with the SM prediction. Unfortunately, the
measured and theoretical b → sγ rates agree very
well.
Still, the SM makes an additional prediction: due to parity violation, the photon is
emitted in a ‘privileged’ direction. This may need further explanation. All elementary
particles have an intrinsic property which is called spin. Naively the spin can be thought of
as an intrinsic rotation of the particle around its own center-of-mass. We call right-handed
all particles which rotate clockwise with respect to their direction of motion, whereas left-
handed particles rotate counter-clockwise. If we look at a right-handed particle in a mirror,
the rotation does not change but its direction of motion is reversed: the mirror turns it
into a left-handed particle!
If parity is conserved, we would find an equal amount of right-handed and left-handed
4This is true only when it is bound in an atom.
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particles. However this is not the case for photons emitted in b → s transitions. The SM
states that these photons are mainly left-handed, however the exact value of the asymme-
try has not been measured yet. The aim of part III of this thesis is to study the feasibility of
such a measurement at LHCb, and analyze the best possible methods to accomplish it. If a
discrepancy between the SM prediction and the measured value is found, it would be an
indirect proof that the SM is not complete, and that there are other particles to discover.
Chapter 2
Theoretical Overview
This chapter contains the theoretical frame-
work necessary to understand LHCb motiva-
tions and physics goals. It spans from the Stan-
dard Model to the search for new physics be-
yond it, passing through flavor physics and CP
violation.
2.1 The Standard Model
2.1.1 Introduction
The Standard Model (SM)1 aims to describe the various interactions among fundamental
particles. It was initially developed for leptonic interactions by Glashow, Weinberg and
Salam [6, 7, 8]. The SM has been derived in the context of Quantum Field Theory (QFT),
whose main ingredients are2:
• The fields of the elementary particles one wants to describe;
• A gauge group with its generators (one vector field for each generator, and N + 1
scalar fields, if one wants to have N massive vector fields.)
• The most general Lagrangian which is invariant under the gauge group, and de-
scribes all the couplings among the above fields.
As already mentioned in chapter 1, the SM works well with the weak, electromagnetic
and strong interactions, but fails to include gravitation.
1Developing the SM is beyond the scope of this thesis. There exist many good books on the subject, one
for all could be [5]. Here only a few reminders, necessary to understand the following, are given. Of course,
this dissertation is neither complete nor exhaustive.
2See for example [9] for a good introduction to the field of QFT.
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2.1.2 Construction of the Standard Model
Fermionic fields
The SM aims to describe the interactions of known fundamental fermions, i.e. the leptons































Quarks and leptons are easily distinguished since the latter ones do not interact strongly.
The weak interaction not being invariant under parity transformations (P), it is useful to
define the left-handed and right-handed states of the fermions4. They are obtained apply-
ing respectively the two operators L = 12(1 − γ5) and R = 12 (1 + γ5), and are noted with
the subscripts L and R.
The phenomenology indicates a difference between the boson couplings to leptons
and quarks. The coupling of the scalar field to the leptons and the quarks is in fact dif-
ferent, since leptons and quarks masses are different (for example, all 6 quarks are mas-
sive). Moreover the flavor of the quarks can be changed by weak interactions (while being
conserved by strong and electromagnetic ones) involving charged gauge bosons. This is
described in more details in section 2.2.
Gauge group and its generators
The phenomenology of the physical interactions suggests the form of the gauge group G,
which is given by:
G = SU(3) ⊗ SU(2)L ⊗ U(1)
where:
• SU(3) is the gauge group of the strong interaction. It has 8 generators: the gluons.
The interaction between quarks and gluons is described by the Quantum Chromo
Dynamics (QCD) theory.
• The group SU(2)L ⊗U(1) describes the weak and electromagnetic interactions. The
Higgs mechanism [10] is used to spontaneously break the SU(2)L ⊗U(1) symmetry
into the U(1) electromagnetic symmetry, and to give mass to the gauge bosons W±
and Z0.
The Lagrangian
The SM Lagrangian can be split up in components which account for the various interac-
tions:
L = LBB + LFB︸ ︷︷ ︸
LGWS
+LSB + LSF︸ ︷︷ ︸
LHiggs
+LQCD
3Why there exists only three generations of fermions is one of the unanswered questions of the SM.
4There are no right-handed neutrinos in the SM.
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where:
• LGWS describes the electroweak part of the Lagrangian. The term LBB describes
the self-coupling of the generators of the gauge group SU(2)L ⊗ U(1). The term
LFB accounts for the coupling of the fermions to the gauge bosons, and it contains
a right-handed and a left-handed part.
• LHiggs contains the (Yukawa) coupling of the Higgs boson to the SU(2)L ⊗ U(1)
gauge bosons (LSB) and to the fermions (LSF).
• LQCD describes the couplings of gluons and quarks. The gluons being massless, they
do not couple to the Higgs scalar field.
2.2 Flavor physics
2.2.1 Introduction
To fix the gauge boson (W±,Z0, the photon, and the gluons) masses, the so-called inter-
action basis is used. In this basis, gauge interactions are diagonal, and no gauge coupling
within fermions of different generation exists. However, the scalar Higgs boson interac-
tions are quite complicated, and involve fermions of different generations. Therefore the
interaction eigenstates (the fermions) do not have well-defined masses in this basis. In
the mass basis, Yukawa interactions are diagonal, and fermion masses can be determined.
Nevertheless in this basis quarks of different generations are mixed by the gauge inter-
actions. Flavor physics refers to the interactions that distinguish between the fermion
families5.
2.2.2 The CKM matrix
The matrix that describes the change of basis from the interaction to the mass basis is the
weak mixing matrix VCKM

















A general unitary N ×N matrix has N2 parameters. N(N −1)/2 of those can be taken
as Euler angles. The remaining parameters are complex phases. However we know from
quantum mechanics that phases cannot always be measured (what matters here is not the
absolute phases but the relative phases of different fields). It can be shown that for the
above matrix 2N − 1 phases are not measurable [14]. Therefore we are left with 3 angles
and a complex phase, which completely define the VCKM matrix.
The VCKM matrix allows flavor changing charged currents. Flavor Changing Neutral
Currents (FCNC) are still forbidden in the SM at tree level, but are present in many SM
extensions. They are however allowed in the SM at higher orders, using the so-called
GIM7 mechanism [15].
5This discussion is inspired by [11].
6From its authors Nicola Cabibbo [12], Makoto Kobayashi and Toshihide Maskawa [13].
7From its authors Glashow, Iliopoulos and Maiani.
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If neutrinos were massive, as the last experimental results seem to indicate [16], a
similar mechanism would exist for the leptonic part of the SM, and charged currents would
allow mixing of leptons of different generations.
2.2.2.a The quark mixing parameters
While the fermion masses are determined from kinematics of various processes so that
the values are model independent, the mixing parameters can only be determined from
weak interaction processes and could be affected by new physics [11]. Intensive efforts
are therefore being made to measure the VCKM elements.
There exists three places where one can look for new physics in the mixing sector:
i) Direct measurement: tree level SM processes. Contribution from new physics is
however expected to be very small.
ii) Unitarity of the VCKM matrix: it holds true if only three generations of quarks exist,
and would be violated in case of a fourth generation.
iii) Indirect measurement: SM loop processes which are suppressed in the SM, but not
necessarily in some SM extensions.
Particularly suited to the measurements of VCKM elements are the neutral meson sys-
tems K-K and B-B (see section 2.3.1).
2.3 CP violation
In weak interactions Parity (P) and Charge conjugation (C) are violated in a maximal way.
However their product (CP) still seems to be a good symmetry in almost all the cases.
“Almost” is quite a disturbing word for physicists, which aim to find a theory that works
successfully in all possible cases. Moreover understanding the violation of this symmetry
is a fundamental step to confirm cosmological models (see also chapter 1). Thus, CP
violation has to be explained in some way in the SM.
Within the theory, CP violation may occur in the following sectors:
• in the quark sector, via the phase of the VCKM matrix. See section 2.3.1;
• in the lepton sector via the phases of the neutrino mixing phase if, as it seems more
and more likely, neutrinos do have a non-zero mass. These have not been explored
by experiments up to now8;
• in the strong interactions. However in this sector no CP violation has been found,
which is still unexplained.
While the SM gives a satisfactory parametrization of the violation of CP, it fails in
providing an explanation. CP violation is therefore quite an interesting sector for physicists
to look for new physics, and giving a better understanding is one of the goals of the LHCb
experiment.
8See for instance [17] for a recent dissertation on the status and future of experimental neutrino physics.
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Figure 2.1: The unitarity triangles corresponding to the relations 2.1 (left) and 2.2 (right).
2.3.1 CP violation in the quark sector
The VCKM unitarity conditions can be visualized by triangles in the complex plane
9. It can
be shown that measuring CP violation can be related to measuring the angles and sizes of







tb = 0, (2.1)




ubVtb = 0 (2.2)
which correspond to the triangles in fig. 2.1. The others triangles are squashed due to the
hierarchy in quark masses, and are related to light quarks.
Relations (2.1) and (2.2) are related to the third generation of quarks, therefore a good
place to look for CP violation is in the b sector. The branching ratios for decays involving
b transitions are small, but CP violation is sizable. There is currently a worldwide effort
to measure the many manifestations of CP violation expected in decays of B mesons.
Making these measurements requires the production of large numbers of such mesons,
and the accelerator facilities designed to generate them have come to be known as “B
factories.” Two experiments (BaBar and Belle) are currently taking data at the existing B
factories, respectively at the SLAC [19] (United States) and KEK [20] (Japan) accelerators.
LHCb aims to make precision measurements of CP violation exploiting b decays that will
be available in large numbers at the next hadron collider, the LHC (see chapter 3).
2.4 Operator Product Expansion
While leptons are only ruled by the electro-weak interactions, hadrons are also subject to
the strong force, therefore their study always involves the interplay between the electro-
weak theory and QCD.
It can be shown that the amplitude for a process involving hadrons can be written as
[21]:




9See for example [18] for a parametrization of the VCKM matrix and a precise definition of the complex
plane (ρ, η) that is generally used to draw the unitarity triangles, as well as a comprehensive review on CP
violation in the quark sector.











































Figure 2.2: Typical lowest order Feynman diagrams corresponding to the OPE operators.
(a) current-current operators Q1 and Q2, (b) QCD penguin operators Q3, Q4, Q5, Q6, (c)
electroweak penguin operators Q7, Q8, Q9, Q10, (d) magnetic penguin operators Q7γ and
Q8G, (e) ∆S,B = 2 operators, (f) semileptonic operators Q9V and Q10A. Figure from [23].
where the effective Hamiltonian Heff is factorized into a sum of matrix elements of local
operatorsOi. Each operator is multiplied by the correspondingWilson coefficientCi which
expresses the strength with which it enters the Hamiltonian. The Wilson coefficients take
into account all fields with a mass larger than the renormalization scale µ, which is chosen
to be O(1GeV). This useful tool is called Operator Product Expansion (OPE), and was
first introduced by Wilson and Zimmermann [22].
One of the advantage of the OPE is that it allows a separation of different contributions
to the effective Hamiltonian. Short distance effects, which involve all interactions that
can be solved in a perturbative way, are described by the Wilson coefficients, while long
distance contributions, for which no perturbative calculation is possible, are taken into
account by the local operators. In this way one can use the Fermi theory, which states that
at scales µ  mW the interactions mediated by a heavy boson correspond to a point-like
interaction, to calculate the Wilson coefficients. Calculations exist for all Ci at Next-to-
Leading Order (NLO). Many techniques have been developed to solve the non-perturbative
part of the problem, which lies in the local operators, as for instance the Heavy Quark
Effective Theory (HQET) [24].
Equation (2.3) can be rewritten to show explicitly the relevant VCKM matrix elements:
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is the Fermi coupling constant, the indices j and k refer to the
external quark lines, and l refers to the internal quark line. The Wilson coefficients are
calculated in expansions of the strong coupling constant αs [25].
In the case of b-quark decays, which is the sector of interest for LHCb, the renormal-
ization scale µ is normally chosen as the mass of the b quark itself. Some of the operators
that regulate ∆B = 1 transitions are shown in picture 2.2. More details can be found in
[18, 25, 26, 27]:
2.5 Rare radiative b-hadron decays
As we have shown in the previous paragraphs, one of the most promising places to look
for new physics in the b sector is given by rare decays mediated via FCNC. This sector has
drawn much attention lately due to the growth of statistics for events of this type at the B
factories (Belle and BaBar), but the full potential of these decays will be exploited at the
LHC, where even more b-hadrons will become available.
These processes are associated to the FCNC currents in b→ s transition, which are for-
bidden at the tree level in the SM, and are strongly suppressed by the GIM mechanism, but
may occur via penguin diagrams. However, as of today, the measured b → sγ Branching
Fraction (BF) [28, 29] is in good agreement with the SM prediction [30]:
• Theory prediction: BF(b→ sγ) = (357 ± 30)· 10−6 [31]
• Experimental result: BF(b→ sγ) = (355 ± 24 +9−10 ± 3)· 10−6 [32]
Average from various measurement by BaBar, Belle and Cleo.
On the other hand, these decays may be very sensitive to new physics effects in the
operators and Wilson coefficients that appear in the low energy effective Hamiltonian.
The photon emitted in b → s transitions is predicted to be mainly left-handed in the SM,
because of the chiral structure of the W boson coupling in the loop10. However a variety
of new physics models (left-right symmetric models, super-symmetric models with large
left-right squark flavor mixing, and models containing new vector-like quarks) predicts the
presence of right-handed components.
Several methods have been proposed to probe the photon polarization in B meson
radiative decays:
• B-B interference: CP asymmetries from the interference of mixing and decay in
radiative B neutral decays require that both B and B decay to a common state, i.e.
with the same photon helicity. Therefore if the photon is polarized, as predicted in
the SM, the CP asymmetry from the mixing should vanish [34]. The world average
for the CP asymmetry (measured from a time dependent analysis of B → KSpi0γ
decays) is 0.00 ± 0.28 [32]. The result is consistent with 0, but errors are still large.
10This argument holds as long as b → sγ is a two-body decay, however it cannot be applied to multi-body
final states such as b→ sγ + gluons. Once QCD corrections are properly included, right-handed contributions
may arise already within the SM [33]. See chapter 5 for more details.
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• e+e− conversion: conversion electron pairs can be effectively used to probe the pho-
ton polarization by measuring the angular correlations between the recoilingK∗ and
the e+e− in B → K∗γ decays, where the photon can be either real (and converts
into a e+e− pair in the beam pipe) [35] or virtual [36].
• interference of several higher K∗ resonances decaying to Kpipi gives access to the
photon polarization [37]. However from the experimental point of view disentan-
gling the resonance structure is not trivial (see the latest BaBar measurement [38]).
• interference between B decays to the same final state but through different reso-
nances (for instance B → K∗(Kγ)γ, B → ηc(γγ)K, and B → χc0(γγ)K [39].
None of these methods has brought clarifying results up to now, due to the limited
statistics at the currently running B factories.
However the photon polarization can also be probed in polarized b-baryons decays,
which will be produced in large quantities at the LHC. We will therefore focus on the
study of radiative decays of Λb baryons of the type Λb → Λ(X)γ, where X is the mass
of the Λ baryon, with particular attention to their sensitivity to New Physics, and the
measurement of LHCb performances for these decays. It will be shown that, if the initial
Λb is polarized, as it is foreseen at the LHC, the polarization of the emitted photon can be
probed by measuring the angular correlations between the initial and the final states. This
study will be the subject of part III of this thesis.
Chapter 3
The LHCb experiment
In this chapter a general description of the
LHCb experiment is given. First the LHC accel-
erator is presented, then the LHCb spectrome-
ter is described with particular attention to the
trigger system, in whose context a great part of
this thesis work has been developed.
3.1 The LHC
CERN (Conseil Europe´en pour la Recherche Nucle´aire) was founded in 1954 as one of
the first joint ventures in Europe [40]. It provides scientists the tools (basically particle
accelerators) to study the smallest building blocks of matter. It was founded by 12 coun-
tries, and it now counts 20 member states. Ever since, it has continuously upgraded its
accelerators in order to answer to the ultimate particle physics challenges.
The LHC will represent the next (and last, for the moment) generation of circular
colliders [41]. It will be placed in the LEP (Large Electron Positron collider) tunnel, but
it will collide protons or heavy ions, instead of electrons and positrons. The tunnel is 27
km long and spans across Swiss and French territory, buried several meters underground.
The collisions will happen at a center-of-mass energy of
√
s = 14 TeV. The technology
change from electrons to protons is necessary to reach such high energies without too
many losses due to synchrotron radiation. The drawback of proton collisions is the high
hadronic background.
Another requirement LHC has to satisfy is that of high luminosity, in order to have the
chance to study rare decays or to find the Higgs boson, whose production cross-section
is still of a few tens of fb at LHC energy. Since antiprotons are hard to produce and
store, proton-proton collisions have been chosen, even if a proton-antiproton collider is
much easier to design. The design luminosity1 of LHC is L = 1034cm−2s−1, and it will be
reached after 1 to 4 years of operation.
1The luminosity is a quantity that measures the collisions rate (given by the product of the luminosity and
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ISOLDE: Isotope Separator OnLine DEvice
LHC: Large Hadron Collider
SPS: Super Proton Synchrotron
AD: Antiproton Decelerator
PSB: Proton Synchrotron Booster
PS: Proton Synchrotron
LINAC: LINear ACcelerator
LEIR: Low Energy Ion Ring
CNGS: Cern Neutrinos to Gran Sasso













































Figure 3.1: The CERN accelerator
complex. Picture from [4].
The accelerator chain is shown
in figure 3.1. Protons of 50
MeV coming from the LINAC will
be accelerated up to 1 GeV by
the Proton Synchrotron Booster
(PSB). They pass then into the
Proton Synchrotron (PS) where
they reach an energy of 26 GeV
before entering the Super Proton
Synchrotron (SPS), where they
are accelerated to 450 GeV. From
there the protons are directly in-
jected into the LHC rings, where
they attain an energy of 7 TeV.
Proton-proton collisions will take
place at a rate of 40 MHz in four
interaction points, where LHC ex-
periments are located. Only AT-
LAS and CMS requires LHC de-
sign luminosity, in their quest for
the Higgs. LHCb will use only a
fraction of LHC luminosity, while
ALICE will study ion collisions
(Pb-Pb).
LEP machinery has been reused
for the LHC quite as a whole (in-
cluding the tunnels and injection
scheme), the only modification
being the necessity for two distinct rings in which the two opposite proton beams cir-
culate. In fact, since the two beams are made of the same kind of particles (or at least of
the same charge), they obviously cannot share the same ring. The two beams only meet
each other at the four interaction points, where the experiments’ detectors are installed.
3.1.1 LHC challenges
The energy reached by a single beam in LHC, 7 TeV, is about 7 times higher than that of
the Fermilab Tevatron. Moreover, it will reach a luminosity (1034cm−2s−1) that will be
100 times higher than that of the Tevatron (1.6·1032cm−2s−1 [42]). The KEKB accelerator
currently holds the record luminosity ever attained in a collider (1.6·1034cm−2s−1 [43]).
Nevertheless, this machine works at quite low energy (10 GeV) with respect to the LHC.




where Ni ≈ 10
11 are the number of protons per bunch, kb the number of bunch crossings at the considered
interaction point, f = 11.25 kHz the revolution frequency and γ = Ep/mp. The emittance  = 3.75 µmrad
measures the compactness of the beam and the betatron function β∗ = 0.5 m measures the ability of the
magnets to focus the beam at the interaction point. Finally F is a factor which takes into account the crossing
angle of the two beams.
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To achieve the design luminosity, the two LHC rings will be filled with about 2800
bunches of 1011 particles each. The resulting current of 0.53 A is quite a challenge for a
machine made of superconducting magnets operating at cryogenics temperatures. In fact
the magnetic field needed to bend the particles into a 27 km circular trajectory requires
8.3 T furnished by magnets operated at 1.9 K.
Several effects limit the maximal available luminosity. First of all the beam needs to
be well focused at the interaction points (the transversal beam size will be of 17 µm at
the LHC). Secondly beam-beam interaction reduces the maximum number of particles per
bunch. This happens at interaction points, when only a few of the protons do interact
with the protons of the other beam, the other ones being deflected by the electromagnetic
field of the other beam. This eventually leads to particle losses. Moreover the various
bunches interact with one another through an electromagnetic wake-field, which pertur-
bates particles trajectories, which can finally result in beam loss. Small non-linearities in
the deflection and focusing magnets can also produce beam instabilities. All these effects
need to be counteracted by sophisticated feedback systems. Moreover the beams need to
be kept for several hours (10 hours is the present plan), during which they make four
hundred million revolutions in the accelerator.
If instabilities are not accurately taken care of, they can propagate quite easily and
result in uncontrolled beam loss. This could be deadly for the detectors and all nearby
apparatus, and has to be carefully avoided. Monitoring systems are being developed to
respond quickly to all kind of possible dangers.
3.1.2 Cross sections at the LHC
Table 3.1: Cross sections as-
sumed throughout this docu-
ment [44].
Cross-section
Total σtot 100 mb
Inelastic σinel 55 mb
cc¯ σcc¯ 3.5 mb
bb¯ σbb¯ 500 µb
The relevant cross-sections at the LHC are listed
in table 3.1. The values are extrapolated from SPS
and Tevatron data. Unfortunately errors on the es-
timations are quite large, so that for example the
expected bb¯ cross section lays between 175 and 950
µb. In this document we assume it to be 500 µb,
which is the value currently adopted as a refer-
ence by LHC collaborations. These numbers need
of course reconfirmation as soon as the LHC starts
taking data.
The average number of interactions per bunch





where k is the number of bunch crossings at a given interaction point, L the luminosity,
and f = 11.25 kHz the revolution frequency. Since luminosity requirements for the various
experiment are different we have:
L (cm−2s−1) k < Npp >
ATLAS, CMS 1 · 1034 2808 17.4
LHCb 2 · 1032 2652 0.37
20 Chapter 3. The LHCb experiment
Figure 3.2: Polar angle distribution
of b hadrons at LHC. Figure from the
Technical Proposal [45].
Hence, at the LHCb interaction point,
there will be about one p-p interaction out
of three bunch crossings. This is to avoid
having multiple interactions (called “pri-
mary” vertices) in the same event. These
could be in fact misleadingly interpreted by
the trigger as detached (“secondary”) ver-
tices. The choice of the luminosity is the
resulting compromise between the need to
keep radiation damage low and the max-
imization of the probability of having just
one interaction per bunch crossing.
For what concerns bb¯ production, the
dominant mechanism is believed to be the
fusion of two or more gluons radiated by
the constituent quarks of the protons. The result of this process is a quite flat distribution
in rapidity2 and hence a very peaked angular distribution for low polar angles (see figure
3.2, where the reference system has been chosen with the coordinate z in direction of the
beam axis). b particles are then more likely to be produced in the same forward (or back-
ward) cone. Although LHCb is the LHC experiment designed to exploit b physics features,
CMS and ATLAS both have a b physics program for the first years of data taking, while
waiting for the LHC to achieve its design luminosity.
3.2 The LHCb spectrometer
Since we have just shown that b decay products will fly close to the beam axis, it is clear
that a detector aiming to study this kind of physics has to cover low polar angles. This
is the case for LHCb, a forward single arm spectrometer as can be seen in fig. 3.3. The
angular coverage ranges from 10 mrad to 300 (250) mrad in the bending (non-bending)
plane. Only one of the two possible forward regions is covered by the detector. LHCb will
be installed at IP8, and will use the cavern occupied by the Delphi experiment during LEP
running. To avoid any civil engineering it has to fit into the old cavern, which sets a limit
to its dimensions. LHCb is 20 m long and 10 m wide.
To reduce the material budget and to improve trigger performances, the detector lay-
out has undergone some modifications from the original proposition of the Technical De-
sign Report [45]. The changes are described in the Reoptimized Detector TDR [46].
LHCb must satisfy the following requirements to efficiently study rare b decays:
• a versatile and efficient trigger scheme, in order to cope with a variety of channels
with low branching fractions;
• a precise particle identification in order to study as many channels as possible;
• a high-resolution vertex detector, to define primary and detached vertices, for precise
proper-time measurements. Vertexing is especially important since b hadrons decays
are quite displaced from the original p-p interaction point, due to the long life time
and the Lorentz boost.
2The rapidity is the dimensionless quantity defined as θ = tanh−1 β
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Figure 3.3: The LHCb spectrometer. Side view of the detector (non-bending plane). Also
shown is LHCb reference system, which is chosen as the following: the z axis is along the
beam pipe, with the origin close to the interaction point and pointed toward the detector. The
y axis is in the vertical direction, which also coincides with LHCb magnetic field direction.
The x axis is horizontal and is chosen to have a right handed coordinate system. Picture from
[46].
This is accomplished by the following detector layout (have a look at fig. 3.3 from left to
right, or downstream):
• the vertex detector (VELO, VErtex LOcator);
• the upstream Ring-Imaging Cherenkov detector (RICH1);
• the Trigger Tracker (TT);
• the dipole magnet;
• the main tracking stations (T1-T3);
• the downstream Ring-Imaging Cherenkov detector (RICH2);
• the Scintillating Pad Detector (SPD) and Preshower (PS);
• the electromagnetic calorimeter (ECAL);
• the hadronic calorimeter (HCAL);
• the muon detector (M1-M5).
Track reconstruction and particle identification is performed in LHCb in the following way:
first prompt tracks are reconstructed to find the primary vertex, secondly a b hadron is
searched for looking at secondary vertices. This will be the main task of the VELO detector.
Particle momenta will be measured by combining the information of the four tracking
stations (TT, T1-T3). Energy measurements for hadrons and (mainly) electromagnetically
interacting particles (photons and electrons) are provided respectively by the hadronic and
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Figure 3.4: 3D view of the VELO detector (with
the old 25 stations design). Picture from [46].
Figure 3.5: Schematic layout of the
RICH1 detector. Picture from [47].
electromagnetic calorimeters. Muon identification is accomplished by the muon detector,
while the identification among the various types of hadrons is the main task of the RICHes.
A description of the various subsystems is given below. The experiment is also completed
by a trigger and DAta acQuisition (DAQ) system, which is described in section 3.3.1.
3.2.1 The VErtex LOcator (VELO)
The VELO is a solid-state detector, which measures precisely charged particle coordinates.
It is a silicon strip detector, and features 21 stations displaced along the beam direction
(see picture 3.6). It is placed outside the LHCb magnetic field, to simplify the track re-
construction performed by the trigger. In order to have the minimum amount of material
between the interaction point and the detector, a thin (∼ 100 µm) aluminium box replaces
the beam pipe (see picture 3.4). The box is also used to separate the VELO vacuum from
the beam pipe vacuum, and serves as RF shield. The shape has been carefully studied
in order to reduce the multiple scattering, which is a source of confusion for the trigger.
For precise vertexing, the sensors are placed very close to the beam pipe, and need to be
retracted during LHC beam injection phase. Possible misalignments are corrected on a
run-by-run basis.
The VELO has undergone major modifications during LHCb re-optimization, namely
the reduction of the number of stations from 25 to 21, with insignificant reduction of
physics performances [46].
Each station measures the r and φ of a charged particle that flies through the detector.
The sensors are half-circular silicon foils, with inner and outer radius of respectively 8 and
42 µm. They cover 182◦ each, allowing for overlap to cover completely the acceptance.
The sensors are single-sided, and each station features two silicon planes separated 2 mm
from each other (each one with two half-circular sensors), one for measuring r, and the
other φ.
The spatial resolution is on average (depending on the number of tracks) 42 µm along
the beam axis, and 10 µm in the transverse direction. The VELO is the only detector that
can give information about backward tracks.
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Figure 3.6: View of VELO stations setup. Shaded stations are the ones removed in the new
setup. Picture from [46].
3.2.2 The RICH
The main aim of the RICH detector is hadron identification in LHCb, especially the separa-
tion of pions from kaons over the full momentum range [47]. This is accomplished by two
Ring Imaging Cherenkov detectors, which employ the fact that energetic charged particles
traversing a transparent medium can produce light (called Cherenkov light) with a speed
larger than the speed of light in that medium. As one can see from figure 3.5, the emitted
Cherenkov photons, represented as blue cones around the track, are reflected by a spher-
ical mirror towards the detector (cylindrical pixelated Hybrid Photo Diode (HPD) tubes),
where they form ring images. The RICH detector is placed outside the area of influence of
the LHCb magnet, since HPDs are quite sensitive to magnetic fields. It is also segmented
into two parts, to allow identification of particles with different momentum ranges. This
is due to the fact that the polar angle of a track is strongly correlated with its momentum
(θ ∼ 1/P ). The upstream RICH1 is located before the magnet, and employs as radiators
silica aerogel and C4F10. Its aim is to detect tracks with low momentum (ranging from
1 to 70 GeV) and high polar angles (from 30 to 300 mrad). The downstream RICH2 is
placed after the bending magnet, and uses CF4 as a radiator. It is to detect particles with
high momentum (12-150 GeV) and small angles (15-120 mrad). Momenta higher than
150 GeV are unlikely to belong to b tracks.
3.2.3 The magnet
Figure 3.7: The LHCb magnet.
Picture from [48].
The LHCb magnet is made of 9 km of aluminium
conducting wires (weighing 50 tons in total) and of
a 120 kt steel plate yoke [48]. It features a bending
power of
∫
Bdl = 4 Tm (integrated over 10 m, 1.1
T maximal magnetic field intensity) and dissipates
about 4 MW. It is located as close as possible to the
interaction point in order to keep its dimensions to
a minimum but, as previously said, after the VELO
and RICH1. The magnetic field is oriented in the
vertical direction, which makes tracks bend in the
horizonal plane xz. It covers 300 mrad in the bend-
ing plane and 250 mrad in the vertical plane. To compensate for left-right asymmetries in
the detector, the possibility to invert the magnetic field was a requirement to the magnet
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INNER TRACKER OUTER TRACKER
a) b)
Figure 3.8: Front (a) and top (b) view of a tracking station. Dimensions are given in cm.
Lateral dimensions in b) are not to scale. Picture from [49].
design. This (together with cost reduction) led to the choice of a classic warm magnet
instead of a superconducting one.
3.2.4 The trackers
The tracking system allows the measurement of the momentum of charged particles. It
is also used to link the VELO tracks to hits in the calorimeters and muon chambers, and
as a seed for RICH information. To reduce detector material, the original design of nine
stations has been abandoned, and the tracker consists now of only four stations. The
first one is located downstream of the RICH1 and in front of the magnet, and it is called
Trigger Tracker (TT), since its information is employed by the Level-1 trigger to measure
momenta of charged tracks. It is also used to recover low momentum tracks that are
otherwise bent out of the acceptance of T1-T3. The TT station consists of four plates of
silicon strip detectors. While the first and the fourth layer have vertical strips (x-layer),
the second and the third one have a stereo angle of ±5◦ (u- and v-layers).
The rest of the tracking system is actually split in two parts (see fig. 3.8). The inner
one, in a region where high multiplicity is expected, is still a silicon strip detector, while
in the outer part, where the occupancy is much lower, straw drift tubes can be used. The
Inner Tracker (IT) consists in four detection layers. The overall sensitive surface of the
three stations amounts to 4.2 m2. The charged particle flux is expected to be 5·105 cm−2
s−1 in the innermost region, and rapidly decreasing with increasing distances from the
beam axis. The Outer Tracker (OT) detects charged tracks with a radial angle greater than
15 mrad. The OT, as the TT and IT, is made up by four detection layers (the first and
the fourth are x-layers, whereas the second and the third respectively u- and v-layers).
The gas drift chamber technology allows for good spatial resolution at a moderate cost
(compared to silicon detectors). The gas mixture (Ar - 75%, CF4 - 15%, CO2 - 10%) has
been chosen to optimize drift times.
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3.2.5 The calorimeters
The calorimeters are used to identify hadrons, electrons and photons, and to provide a
measurement of their energy and position [50]. The most important task of the calorime-
ters is to provide information to the first level of trigger, in order to select interesting
events according to their energy content. For this reason, the readout needs to be fast
(40 MHz), and the number of channels has been chosen as a compromise between fast
detector response and good precision and resolution.
Four different subsystem make up the LHCb calorimeters:
• A Scintillator Pad Detector (SPD), to reduce the background due to high energy pi0
in the electron trigger.
• A pre-shower detector (PS) that separates photons and electrons according to the
topology of the electromagnetic shower produced in ECAL.
• An Electromagnetic CALorimeter (ECAL) to detect photons and electrons.
• A Hadronic CALorimeter (HCAL) to detect hadrons.
The SPD and PS consist of 15 mm thick scintillator pads, and are placed on either side of
a 12 mm thick lead wall. The ECAL uses the Shashlik technology with lead as absorber
material, while the HCAL is built with 16 mm thick iron and 4 mm thick scintillating
tiles parallel to the beam. In all cases the scintillation light is driven through wavelength
shifting (WLS) fibers to multi-anode photomultipliers.
3.2.6 The muon detector
Figure 3.9: Side view of the Muon de-
tector. Picture from [51].
Since muons are present in many final states of
CP-sensitive decays, they are of particular inter-
est to LHCb. Since their interaction probability
is so low, they turn out to be the only charged
particles to pass through the calorimeters (the
other particle, neutral, to accomplish this is the
neutrino). In order to allow any other particle
but the muons to pass through, an additional
shield made of four layers of steel is placed af-
ter the calorimeters.
The Muon detector is divided into five sta-
tions. The first one, M1, is used to measure
the transverse momentum of the tracks that are
found in the residual stations (M2-M5), and is
used as an input to the first level of trigger.
The five stations are made of multiple wire pro-
portional chambers (MWPC). The acceptance is
20-306 mrad in the bending plane, and 16-258
mrad in the non-bending plane, which can be translated into a 20% geometrical accep-
tance of muons coming from b decays.
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3.3 LHCb data acquisition and trigger
When a high energy physics experiment is running, detector information needs to be col-
lected and stored for later analysis. Storing all data coming out of the detectors is generally
not possible since this would take up too much time and resources. For example at the
LHC the bunch crossing frequency is 40 MHz, which means a new event is being produced
every 25 ns, and in LHCb an event is made of thousands of signals produced by all the
experiment sensors. Raw data needs first to be processed and translated into a more com-
pact form, in order to reduce the event information to a reasonable size. They normally
need to be amplified, digitized, and the level of noise they contain must be reduced as
much as possible. Even after this first step, the LHCb event size corresponds to about 0.1
MBytes. Hence, to record all events, one should be able to save data at a rate of 4 TB per
second, which is beyond the possibilities of current technologies.
Figure 3.10: Event size versus first
level trigger rate for some high energy
physics experiments. Picture from
[52].
To cope with such high rates, particle
physics experiments need a trigger system,
which must be capable of recognizing interest-
ing events on-the-fly, and store just those. Since
precision measurements require high statistics,
it is obvious that the selection process must be
as precise as possible (see picture 3.10). This
delicate task is performed by the LHCb trigger
and data acquisition system.
Signals coming from different subsystems
are treated differently, but in general only a pre-
liminary amplification and processing is done
close to the detector. The high radiation level
in the detector proximity requires full custom
electronics. All components must be tested
and certified to work in a high radiation envi-
ronment, and only “simple” electronic devices
can actually be used in such harsh conditions.
Hence data are transmitted along transmission
lines (50-100m long) of copper or optical fibers
to the counting room, which is located in a
radiation-safe area farther away from the pit.
Here most of the processing is done, and events passing the LHCb trigger are finally stored
to disk.
A difficult task that comes along with data acquisition is the synchronization and con-
trol of all subsystems among themselves, and to the LHC environment. Fast controlling and
clock distribution is accomplished by the Timing, Trigger and Control (TTC) system which
is common to all LHC experiments [53], while slow controlling, together with initializa-
tion, calibration, debugging and error checking is performed by the LHCb Experiment
Control System (ECS) [54].
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Figure 3.11: Overview of LHCb trigger levels as described in the Trigger TDR. The muon
stations M1-M5 reconstruct two muons per quadrant. The calorimeters are responsible for
finding the largest transverse energy photon, pi0, electron or hadron, the charged particle
multiplicity, and the total energy. The pile-up system recognizes events with multiple primary
interactions. L0 uses all this information to reduce the output rate to 1 MHz. With the aid of
VELO, TT and L0 information, L1 takes the rate down to 40 kHz. Data from all detectors but
the RICH are used by HLT to further reduce the rate to 2 kHz. Picture from [55].
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3.3.1 Trigger overview
At the LHCb luminosity, the expected frequency of crossings with p-p interactions visible3
by the spectrometer is about 10 MHz [55]. However, the rate of bb¯ events is of only
100kHz, and only 15% of those will be in LHCb acceptance. Moreover, branching ratios of
channels of interest for CP violation studies are typically less than 10−3. Offline selections
are tuned to exploit typical b signatures, namely large transverse momentum and high
impact parameter4 (respectively due to the high mass and the long lifetime of b-hadrons).
Hence it is fundamental for the trigger to recognize those few events that can be later
selected, out of the high background.
The LHCb trigger system described in the Trigger TDR [55] featured a multilevel trig-
ger to achieve the reduction of the event rate to 2 kHz (see fig. 3.11). This was accom-
plished in three levels: a first one, called Level-0 (L0)5, which was (and still is) imple-
mented in custom electronics due to the tight requirements in terms of speed, while the
other two levels, Level-1 (L1) and High Level Trigger (HLT) were to be executed on a farm
of commercial PCs. The LHCb readout strategy was however modified in September 2005,
when the collaboration accepted the so-called “1 MHz readout proposal” [56]. In the new
scheme, all L0 accepted data are sent to the PC farm, rather than a reduced format of only
a few subdetectors.
All the trigger and electronics studies described in this document have been completed
before September 2005, thus they are based on the old readout scheme (see section 3.3.2).
The results and conclusions are still valid in general for the new system. A detailed dis-
cussion of the new architecture is beyond the scope of this thesis, however its general
principles are described for completeness in section 3.3.4.
3.3.2 The old strategy
3.3.2.a L0 trigger
The L0 trigger aims to reduce the event rate from 40 MHz down to 1 MHz. At this rate,
in fact, all subdetectors but the RICH can in principle be read out and employed in the
subsequent trigger levels. Only the calorimeters, the muon chambers and the Pile-Up Veto
have response times short enough to be used at L0. Massive b-hadrons are likely to decay
into leptons, hadrons or photons with high transverse energy (ET ) and momentum (pT ).
Therefore L0 reconstructs:
• the highest ET hadron, electron or photon clusters in the calorimeters;
• the two highest pT muons in the muon chambers.
Events are rejected on the basis of global variables such as charged track multiplicities and
the number of interactions as reconstructed by the Pile-Up system (an upstream section
of the VELO). At LHCb luminosity 40% of the events have more than one p-p interaction.
These events are difficult to reconstruct, and could be accepted by high pT triggers, filling
3A visible interaction is defined as one producing at least two charged tracks with a sufficient number of
hits in the VELO and T1-T3 to be reconstructed
4The impact parameter of a given track is defined as the distance between the Primary Vertex (PV) and the
point of closest approach of the track to the PV. It can be shown that the mean impact parameter of a decay is
proportional to the lifetime of the decaying particle.
5Not for simplicity’s sake, LHCb L0 corresponds to the Level-1 trigger of the other LHC experiment. In the
same way, LHCb L1 and HLT correspond respectively to Atlas or CMS L2 and L3.
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up the L0 bandwidth. The Pile-Up system detects these events by histogramming the z
intercept of all tracks made by the combination of two hits. Events with more than one
peak are discarded. The efficiency on single interaction events is 90%, while the rejection
power on multiple interactions events is 70%.
The Pile-Up veto reduces the event rate down to 9 MHz. The factor 9 reduction still
needed is achieved with cuts on transverse energy and momentum:
Electron trigger Combines M1, PS and ECAL data. Requires ET ≥2.8 GeV.
Photon trigger Combines M1 (used to veto), PS and ECAL data. Requires ET ≥2.6 GeV.
Hadron trigger Combines M1, PS and HCAL data. Requires ET ≥3.6 GeV ;
Muon trigger Reconstructs tracks in M1-M5, then checks their compatibility with the hy-
pothesis of a high pT muon coming from the VELO region. Requires ET ≥1.1 GeV
for a single muon candidate,
∑
ET ≥1.3 GeV for more than one muon.
The efficiencies on interesting physics channels range from 90% for channels with
muons, to about 50% for purely hadronic channels.
3.3.2.b L1 trigger
The L1 trigger has access to L0 information, and to VELO and TT data. The L1 algorithm
will be discussed in more details later, but it features track reconstruction starting from
VELO hits, muon matching using L0 information, and momentum measuring from TT hits.
The L1 decision is then taken combining the results of a generic algorithm that selects b
events by asking for high impact parameter and pT , with specific algorithms that enhance
the content of channels with electron, photon, single and di-muons, using L0 information
[57]. At L1, the event rate is reduced to 40 kHz, while the efficiencies range from around
80% for hadronic channels to around 90% for channels with muons.
3.3.2.c High Level trigger
The HLT has access to all detector data. The HLT algorithm can be divided in the following
steps [58]:
• Reconfirmation of the L1 algorithm, taking advantage of the better momentum res-
olution due to the employment of T1-T3, and fast muon identification;
• An inclusive stream of D∗ and muon events is formed to cover about 1.8 kHz of the
bandwidth;
• Exclusive selection of specific channels (meaningful for LHCb physics goals), cover-
ing the remaining 200 Hz.
Preliminary studies show efficiencies of the order of 95% for dimuon channels, and around
90% for channels with two hadrons in the final state.
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Figure 3.12: Overview of LHCb Front End architecture. See text for explanation. Picture from
[55].
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3.3.3 Data acquisition overview
Because of the high radiation level, the electronics in the proximity of the LHCb detector
is kept to a minimum. It is responsible for data extraction and transmission over long
cables to the counting house. All the data taking is coordinated by the LHCb Time and
Fast Control system (TFC)[59]. A scheme of the data acquisition is given in fig. 3.12. The
general idea behind it is simple: each trigger level electronics consists of a buffer (defined
by the trigger latency) where data are stored waiting for the trigger decision, an interface
to the trigger to receive it, and an output buffer where data are derandomized and sent
out to the next trigger level. The L0 electronics is the part of the DAQ that comes before
the L0 decision, while the L1 electronics is the part before the L1 decision, but after L0
decision.
L0 data coming from the analog Front End (FE) are collected and processed in the
counting room, and the decision is sent to the L0 Decision Unit. The L0 latency, which is
defined as the time between a p-p interaction, and the arrival of the L0 decision to the FE
electronics, has been fixed to 4 µs (160 LHCb clock cycles). This includes time-of-flight,
cable lengths, and 2 µs for the actual processing. The L0 readout of a complete event is
done is 900 ns, which gives a maximal L0 accept rate of 1.1 MHz. The derandomizer buffer
is 16 events deep, and overflows are prevented by the Readout Supervisor (RS), which
throttles the L0 accept rate if the buffer is getting full. The L0 electronics requirements are
specified in [60].
Figure 3.13: A picture of the TELL1
readout board.
The L1 latency is variable, but all events are
to be delivered in chronological order to the
trigger processors6. Following the same order,
the L1 decision is then given to the RS. The
maximum output rate has been fixed to 40 kHz,
and the buffer depth to 58254 events, which
corresponds to a maximal latency of 52.4 ms7
[61]. Again buffer overflow is prevented by the
L1 throttle given by the RS. Apart from data
buffering and derandomization, noise filtering
and zero suppression are also implemented in
the L1 electronics.
The L1 readout board that has been cho-
sen for LHCb is called Trigger ELectronics and
Level-1 (TELL1) board [62]. It started out as
the VELO readout board and has now been
adopted by all LHCb subdetectors but the RICH. The R&D for this device started in 1998
[63]. Three prototypes have been built since then: RB1, a 10 MHz board with 2 channels,
in 1999; RB2, a 40 MHz board with 4 channels, in 2000 [64]; and RB3, again a 40 MHz
board but with 16 channels, in 2002 [65]. RB2 has been extensively used in test beams,
while RB3 has been used as a test platform. Part of this thesis will be dedicated to describe
the R&D for the TELL1 board.
6The described scheme refers to the old readout strategy, previous to the “1 MHz readout proposal”.
7The L1 event fragment size is 36 words (32 for the actual data and 4 for the header), and the buffer size
is 2 M words. This results in 58254 events spaced of 900 ns (L0 readout rate), hence the L1 latency is 58254
× 900 ns = 52.4 ms.
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Figure 3.14: The old (top) and new (bottom) architecture of the LHCb online system. Many
elements of the old architecture have been removed in the new scheme: the Sub-Farm Con-
trollers (SFCs), the L1 Trigger Receiver Module (TRM) and the decision sorter. Picture from
[66].
3.3.4 The 1 MHz readout
The L0 readout strategy remains unchanged. All subdetectors are then readout in a single
data-stream at L0-accept rate (in the old scheme, only the VELO and TT were readout
at 1.1 MHz). All information are therefore available for the trigger algorithm. However
the entire HLT sequence cannot obviously run at 1.1 MHz. A still-to-be-defined sequence
of algorithms will gradually reduce the event rate to the originally foreseen values, by
exploiting the current L1 strategy, i.e. selecting events with detached secondary vertices,
but without having the current L1 limitation of running at 40 kHz. Hence the required
computing power does not increase dramatically, as one could naively expect (by applying
the current HLT algorithm at 25 times more events). Since more detectors are added to
the 1 MHz data path, the new scheme requires however more bandwidth, which can be
obtained increasing the number of TELL1 boards (by ∼10%).
The 1 MHz solution has many advantages. Firstly, it is simpler (as one can see from
fig. 3.14) since it removes the need for two separate data streams (L1 and HLT) and the
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L1 latency limitation for event processing. The trigger scheme is more flexible since all
detector information is available anytime with full granularity and precision. This opens
up new possibilities in terms of physics performances8. The main drawback is that it is
more vulnerable to changes of average event sizes. In the worst scenarios, this can be
controlled by lowering the L0 readout rate.






Figure 3.15: Data flow of a typical
analysis framework.
Particle physics experiments are getting more
and more complex. To understand the detec-
tor response, and to develop an efficient re-
construction software, precise simulations are
needed. Obviously, as of today, there is no
LHCb data to analyze. The whole collabora-
tion is preparing the software framework that
will be used from 2007, when real data will
become available. The logical structure of the
software is common to all high energy physics
experiments (see fig. 3.15). On one side we
have the events generation and the simulation
of the detector response, while on the other we
have raw data directly coming from the detec-
tor. This latter is of course only available when
the experiment is taking data. The last steps are
common to both data paths and involve event
reconstruction and analysis.
The LHCb software is evolving in time, as new contributions become available. Here
we give the status of the software that was used for the physics analysis described in part
III.
The LHCb offline software performs the following tasks [46]:
Event generation Two different packages are used at this stage: Pythia and EvtGen [67].
Pythia is used to generate p-p interactions at
√
s = 14 TeV, including hard QCD
processes, single and double diffraction, and elastic scattering. No acceptance cut
is imposed for minimum bias events, while when generating b events a true polar
angle smaller than 400 mrad is required for the particle that contains the b quark.
Particles produced by Pythia are decayed by EvtGen [68].
Particles tracking through the detector This task is performed by the GEANT4 package.
Both active and passive materials are included in the LHCb detector description. The
energy cutoff has been chosen to be 10 MeV for hadrons, and 1 MeV for electrons
and photons.
Simulation of the detector response In each sensitive region the detector response is
simulated as a function of the arrival time of the particle, taking into account the
sensitivity of each detector. Cross-talk and electronic noise is also included. LHC
8Even if no specific implementation to demonstrate the improvement exist at the moment, many previ-
ous studies have shown that the L1 trigger algorithm could significantly gain in efficiency by using more
subdetectors [55].
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bunch crossings are considered, but the LHC bunch structure is ignored. The life-
times of particles across the detector can span more than 25 ns, so that spillover is
also taken into account.
Simulation of the trigger decision L0, L1 and HLT algorithms are run over digitized raw
data, and their output simulates the data how they will actually be stored during data
taking.
Event reconstruction (including track finding and particle identification) Track recon-
struction aims to find all tracks from the VELO to the Calorimeters, using hits in the
VELO itself and in the trackers (TT, IT and OT). It actually consists of two steps:
pattern recognition and track fitting. Particle identification is provided by the RICH,
the Calorimeters and the Muon detector. Hadrons are identified in the RICH and
HCAL, while photons, electrons and pi0 (using the decay pi0 → γγ) in ECAL. K0S are
identified through the decay into two charged pions.
Offline selection of specific decay channels Interesting b events are selected from the
combinatorial backgroundmainly by applying cuts on the tracks transverse momenta
and impact parameters, vertex χ2 distributions, and invariant masses.
In the last three steps simulated data are processed as if they were real data. Monte Carlo
(MC) truth information are only accessed to assess the various algorithm performances.
LHCb software packages are all based on the Gaudi framework, an experiment in-
dependent project that provides the necessary interfaces and services for building data
processing applications in the high-energy physics domain [69]. Both event generation
and simulation of the detector response are done in the Gauss application. Boole takes
as input the Gauss simulation, adds hits from spillover events and LHC background, and
simulates the detector response [70]. It simulates also the trigger behavior, and performs
the digitization. The reconstruction program is called Brunel [71], which executes the
tracking and vertexing algorithms. Last but not least comes DaVinci, the LHCb analysis
program [72], in which particles are formed and events are selected according to their
physics content.
Part II
Contribution to the L1 electronics
Chapter 4
R&D for the TELL1 board: choice of
the L1 buffer technology
This chapter describes the technical part of this
thesis work, and is a contribution to the R&D
for the design of the TELL1 board. It focuses on
the tests aimed to choose the L1 buffer memory
technology, and in particular the feasibility of

























Figure 4.1: LHCb multi-level trigger scheme.
Picture taken from [73].
The LHCb trigger strategy, as described in
the Trigger TDR [55], is based on three lev-
els (see also the scheme in fig 4.1)1:
• L0: a fully synchronous and pipelined
trigger with a fixed latency of 4
µs and maximal accept rate of 1.11
MHz;
• L1: a software trigger with maximal
latency of 52.4 ms and maximal ac-
cept rate of 40 kHz;
• HLT: a software trigger with output
rate of ∼2 kHz.
In the Technical Proposal [45], only VELO data were supposed to be used at L1, but
more recent optimization studies have shown the utility of using also information from
1This scheme is not valid anymore, but it was the current implementation at the time of the development
of the L1 electronics (see 3.3.1).
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the trackers, and possibly the muon stations [55]. The Lausanne electronics group is
responsible for developing an “off detector” acquisition board for the VELO and the Silicon
Tracker. The main task of the board is to read out L0 accepted data and output them to the
L1 and HLT trigger system after some processing. To accomplish this, various prototypes
have been designed: the so-called RBx series (Readout Board 1, 2 and 3).
However, as more and more subdetectors were added to the L1 trigger, the necessity
of having a common L1 and HLT data path, and data buffering during L1 latency, pushed
the collaboration to the development of a common readout board (TELL1) [74]. Since
intensive R&D had already been done through the years for the VELO readout, the choice
of taking these prototypes as starting point for TELL1 development was almost obliged.
The main tasks of the TELL1 board were: take L0 accepted data as input, and output
them to L1 and HLT after data processing which includes event synchronization, L1 pre-
processing and zero suppression, L1 buffering, and HLT zero suppression (all these terms
which might sound obscure will be explained in the following paragraphs). Various solu-
tions for implementing the different functionalities have been studied in the last years. In
this chapter, the R&D for choosing the L1 buffer memory technology is described.
The current LHCb trigger strategy does not foresee two separate data paths to the L1
and HLT trigger. All subdetectors are readout in a single data-stream at L0-accept rate
(see 3.3.1). Thanks to the flexibility in the design of TELL1, the board can still be used in
the new scheme without modifications. The TELL1 board will be used by the VELO, the
Trackers (Trigger, Inner and Outer), the Muon detector and the calorimeters. It will also
be used as L0 Decision Unit, and for the L0 Muon and Pile-up triggers.
At the time of the L1 buffer study, the baseline implementation for the LHCb trigger
was the Trigger TDR implementation. Throughout this chapter, we therefore refer to the
old scheme. The TELL1 board will be used without changes also in the new scheme, thus
the conclusions of this study are not affected by the strategy change.
4.2 The readout board RB3
4.2.1 The VELO readout
The L1 buffer studies have been carried out using RB3, the last prototype of the TELL1
readout board. Since RB3 had been originally developed for the Vertex Locator, a short
summary of the VELO readout scheme is given here (more information on the subject can
be found for example in [65]). The VELO detector is divided into 21 stations, each one of
them is equipped with 4 silicon sensors (2 for measuring the r coordinate, and 2 for the
φ coordinate, see also section 3.2.1). Each sensor features 2048 strips, which are readout
by 16 FE (Front-End) chips.
Analogue rather than binary readout has been chosen for the VELO since it provides
better resolution and provides more information on the distribution of radiation damage
to the silicon detector [45]. The FE chip for the VELO readout has been developed on the
basis of the HERA-B HELIX chip, and is called Beetle. It features standard radiation hard
0.25 µm CMOS technology. The Beetle accepts 128 input channels at 40 MHz. The data
are brought off-chip at a clock frequency of 40 MHz, multiplexed to 4 analogue signals
(32 channels per output line) [75].
Analogue signals from the FE chips are carried out from the vacuum tanks to repeater
cards, and then via analog links over a 60 m distance to the L1 readout boards located in
the counting room, which is located in a radiation free area (see fig. 4.2), thus allowing
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Figure 4.2: VELO readout scheme. Analog signals coming out from the Front-End chips (FE)
are sent to the counting room by repeater cards located just outside the vacuum tank. They
are readout by the TELL1 board (here called “ODE” Off Detector Electronics), and finally sent
out to the L1 trigger and the DAQ. Picture from [65].
the use of standard components for the L1 electronics. Each sensor is readout by one
TELL1 board, therefore each board has 64 analog inputs, corresponding to the output of
16 Beetles.
4.2.2 RB3 technologies
RB3 has all the functionalities of the final TELL1 board, but a restricted number of input
channels (16 instead of 64). Its main tasks are:
• Digitization of the analog data coming from the FE chips. This is accomplished by
Fast Analogue-to-Digital Converter (FADC) chips.
• Digitized data are synchronized, checked for errors, zero suppressed (this is called
L1 trigger preprocessing) and sent out to the L1 trigger.
• L1 buffering during L1 latency: digitized data need to be stored on board, waiting
for the L1 decision.
• HLT preprocessing: L1 accepted data undergo a zero suppression algorithm (similar
to L1T preprocessing), before being sent out to the DAQ.
All these tasks need to be implemented in microprocessors, and the technology choice
depends heavily on the type of processing and the performance needed. Possible solutions
for the TELL1 design are2:
• ASIC (Application Specific Integrated Circuits). It is a chip which has been specif-
ically designed for a particular application. The required logic is burned in, thus
ASICs are not reprogrammable. They are produced only once the design has been
2An interesting dissertation on the various kinds of microprocessors available to system designers can be
found in Appendix B of [76].
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finalized. Due to their lack of flexibility, they have not been considered a feasible
solution for the TELL1 project.
• FPGA (Field-Programmable Gate Array). It consists of arrays of AND and OR gates
(usually thousands of them) that can be programmed to perform complex functions.
Modern FPGA families also include higher level functionality fixed into the silicon.
Example of these include multipliers, generic DSP (see below for a DSP definition)
blocks, embedded processors, high speed IO logic and embedded memories. FPGAs
are very versatile, since the single logic elements are available to the programmer
(via HDL, the Hardware Description Language), but using them efficiently requires
a good knowledge of the chip and of hardware issues.
• DSP (short for Digital Signal Processor). It is a microprocessor specifically designed
for performing the mathematical operations involved in digital signal processing,
typically Fast Fourier Transforms or various filter techniques. Most DSPs functions
are built-in the chip and programmable via high level languages as C. This makes
them easier to use than FPGAs, but less versatile and slower.
A description of RB3 architecture and dataflow is given in the appendix 4.A (at the end of
this chapter). Here we focus on the L1 and HLT preprocessing since they are relevant to
the L1 buffer R&D.
The L1T preprocessing has to run at L0 accept rate (1.1 MHz), thus this task can only
be accomplished by FPGA chips. On the other hand, HLT preprocessing is steered by L1
accepts, whose rate is quite lower (40 kHz). Hence a DSP approach becomes possible.
4.3 The L1T and HLT preprocessing
The functionalities of L1T and HLT preprocessing are similar since they both involve cluster
detection and zero suppression. The input of the L1 and HLT algorithm are clusters of
adjacent strips. The selection of hits to form the clusters is quite delicate, since one has
to be aware of faulty or too noisy channels, and of the correlation of electronic noise. To
perform this task a simple algorithm (Linear Common Mode Suppression, LCMS) has been
developed, and his parameters optimized to achieve the highest possible trigger efficiency
[77]. A description of the LCMS algorithm will follow.
L1T and HLT functionalities (in chronological order) are:
Pedestal subtraction An offset is subtracted to each detector channel: it is the electronic
noise specific to each strip. It can be determined from uncorrected detector data
taken in a special run with no p-p interactions. Pedestal values are downloaded via
ECS at initialization (1 Byte per channel is reserved to store the pedestal value). In
the case that pedestal values fluctuate often during data taken, the possibility of a
local and continuous update has been studied for the TELL1 board [76], but had not
been implemented in RB3 tests.
Topological reorder Some rearranging of the detector channels is performed in case the
readout order differs from the geometrical order.
Faulty channel masking Too noisy or dead channels need to be masked out for the fol-
lowing hits detection. A table containing the faulty channels is also downloaded via
ECS at initialization.
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Figure 4.3: Correlation of raw signal in two consecutive strips in a testbeam run using the
SCTA chip. The level of gray indicates the probability density. Plot obtained with May 1999
testbeam data [2].
Linear Common Mode Suppression (LCMS) Since in most cases the noise has the form
a + bi, where i is the channel number, a simple linear common mode reduction is
applied. The implementation of the algorithm is kept as flexible as possible, to allow
modifications or even other algorithm to be implemented in case of need.
Hit detection After LCMS, if a channel value is above a certain threshold, then the corre-
sponding strip is considered to have been “hit” by a charged particle passing through.
The hit thresholds are defined individually for each channels, and again they are
contained in a table downloaded at initialization via ECS.
Cluster encoding and encapsulation Clusters of one or more strips are formed. The two
(L1T and DAQ ) Link FPGAs receive clusters from the SPP FPGAs and DSPs, and
build an event fragment to be sent to L1T and HLT via S-Link connections. Since the
clusterization and encoding scheme is different for L1T or HLT preprocessing, it will
be described in more details in section 4.5.2.
4.3.1 L1T and HLT zero suppression
Signals coming from adjacent strips are strongly correlated (as can be seen in fig. 4.3
from the elliptical shape centered around (0,0)). The common-mode noise origin could be
radio-frequency pickup (from the beam itself, which is quite close to the VELO sensors) or
the capacitive cross-talks in the strips and routing lines (induced by power supply variation
in the FE chips, or ground loops over the transmission lines). The common mode noise
is higher in the outer part of the VELO (for r sensors) i.e. where the strips are longer. A
detailed analysis on noise dependency on geometry can be found in [78].
The linear dependence of the common-mode noise with the strip number can be effec-
tively used to reduce the noise. This can be seen in fig. 4.4, where the rms of the noise
of all strips in a testbeam sensor is shown before and after the application of the LCMS
algorithm.
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Figure 4.4: Distribution of the rms of the raw signal before (left) and after (right) CM cor-
rection. The origin of the various peaks in the uncorrected distribution are indicated (TP
geometry). Plots from [2].
The signal yi in strip i can therefore be described by the following expression:
yi = y¯i + a+ b · i+ ui + Ci
where
y¯i is the pedestal of strip i, i.e. the mean value of yi when there is no signal in i.
a and b are respectively the offset and the slope common to all strips read out by the same
chip and transmitted by the same transmission line (32 strips in the present design).
ui is the uncorrelated (irreducible) part of the noise. It is assumed to be a Gaussian
distributed random variable. After common mode noise suppression the average
strip rms is about 2 ADC counts, as can be seen in the right plot of fig 4.4. If the
correction is perfect, this would be the rms of ui.
Ci is the signal due to the charge deposited in strip i.
4.3.2 The Linear Common Mode Suppression algorithm
The LCMS is applied on a set of 32 detector channels (due to the features of the Beetle
readout), and it consists of two identical iterations, in which a linear approximation of the
common mode is evaluated. This involves the calculation of a linear regression, with some
approximations introduced to save resources in the real implementation of the algorithm.
The function for a linear regression is given by:
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Figure 4.5: Principle of the LCMS algorithm. After pedestal subtraction (a), the 32 sample
values are shifted to obtain a mean value of 0 (b). Then a first linear regression is done (c),
which leads to the distribution in (d), whose rms is calculated (the hatched region shows a
window whose amplitude is the rms). Data outside of the window are tagged and zeroed (e).
Then a second linear regression is applied (f). This can reveal hits hidden by large fluctuations
during the first iteration. Hits detection is then performed using individual thresholds (g).
Figure from [77].
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where N is the number of samples, xi and yi are the Cartesian coordinates of the sample
points and x¯ and y¯ are the mean values over all samples in x and y direction. This formula
can be simplified if a translation is performed in such a way that the average values x¯ and
y¯ are close to 0. This is accomplished in the following way. Since the samples are about









In order to center the ordinate at 0, we shift the y values by subtracting the average
ai = yi − y¯i (4.3)












x2i = 2736 (4.5)
The division by the number 2736 is not an easy task to perform in an FPGA, since it is not





and replace the division by a multiplication by 3 and a simple shift operation. The error
introduced by this approximation is negligible for 8 bit precision.
First iteration
To summarize, after pedestal subtraction, the following steps are performed in chronolog-
ical order:







• Mean value subtraction








• Linear CM subtraction
Yi = ai − b1(i− 16) (4.10)
where Yi contain the corrected signal values.
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First hit detection
After the first linear CM subtraction the channels with an extreme value (positive or neg-
ative) are identified in the following steps:







• The signal of each channel i is then compared to the square root of the variance.
Y 2i F1 > V (4.12)
where F1 is an integer constant which has to be optimized. For instance, F1 = 3 is




In this way the corrected Yi valuer are compared with an adaptive limit built from the rms
of the sample distribution.
Second iteration
The channels tagged by the first iteration are set to zero. A second mean value Y¯ and slope
b2 are calculated in the same way as in the first iteration. The CM found in this way is
finally subtracted from the output data of the first iteration giving the final common-mode
corrected data:
ci = Yi − Y¯ − b2(i− 16) (4.14)
Hit detection
The hits are found by comparison with a channel individual hit threshold value (Ti). Chan-
nel i is a hit if ci > Ti. The optimization of Ti is described in [77].
Other algorithms (as Fast Fourier Transform, Finite Impulse Response or wavelets)
have been tested with Monte Carlo and test beam data, and found to be even more efficient
in the case of a wave-shaped noise, typical for example of radio frequency pickup [2].
Clusterization
Clusters are formed according to the following scheme:
• cluster of one hit: the cluster and strip position coincide;
• cluster of two hits: the cluster position is the first hit strip, an extra bit indicates
two-strip clusters;
• cluster of more than two hits: the first two strips are treated as a two-strip cluster,
remaining hits are treated independently;
• clusters between adjacent detector zones are not formed.
The implementation of L1T preprocessing was prototyped on a FPGA to estimate the
needed resources [77]. The HLT preprocessing will be treated in more details after a
summary of the technologies involved in its implementation.
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Figure 4.6: The TMS320C6711 DSP Starter Kit (bottom) with a mezzanine card containing
a first implementation of the L1 Buffer (top) used for first tests. Asynchronous memory has
been used for the L1 Buffer.
4.4 A DSP-FPGA shared memory implementation for the L1 Buffer
Since L1 accept rate is 25 times lower than L1T preprocessing, a DSP approach is possible
for HLT preprocessing. Efforts have been concentrated on the TMS320C6211 (from now
on called simply 6211). The 6211 is a fixed-point DSP by Texas Instruments (TI) which
combines good performances (CPU running at 166 MHz) with a low price (25$ per chip)
[79].
A first series of tests have been conducted in early 2002, to show that L1 electronics re-
quirements [61] could be satisfied with such a system, and in order to guide the necessary
decisions for hardware development of the final DAQ DSP mezzanine card.
To this aim an evaluation board by TI (called DSK, DSP Starter Kit, see picture 4.6),
equipped with a TMS320C6711 DSP [79] has been used. This is a floating-point chip with
the same performances as the 6211 DSP for what concerns fixed point operations, which
are the only ones required by the LCMS algorithm.
The DSK has been used together with a simple mezzanine card equipped with ASRAM
(see section 4.4.1 for a description of the various memory types) as implementation of
the L1 Buffer. Despite the fact that asynchronous memory was not fast enough for our
needs, there was not much choice for these first tests, since the DSK does not support
synchronous memory.
In order to check TI competitors’ DSPs, the code for DAQ zero-suppression has also
been run on a ADSP-2161N (using a simulator). This chip (100 MHz CPU frequency,
1-Mbit On-Chip RAM for 39$) is the direct opponent by Analog of the TI DSP [80]. Bench-
marks resulted in slightly less (10%) performances, so the TI DSP was kept as final choice
for the DAQ DSP.
Before starting describing the tests or the final board itself, a brief description of the
technologies involved becomes necessary.
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4.4.1 Memory types overview
Various solutions for the L1 Buffer have been investigated among the possible choices of
memories that could be easily interfaced with the DSP (i.e. that could be accessed using
the built-in memory controller). A short summary of the available memory technology
follows [81]:
FIFO (First In First Out). It consists of two independent ports, one for reading and one
for writing. As the name suggests, what has been written in first, is also first to
be readout. The address generation is taken care of automatically by the memory
logic. The latest devices also allow to increase the read pointer without actually
reading the data out (thus allowing to change the read order). For their simplicity
and speed, FIFO are very convenient to use, especially to interface subsystems with
different clock domains and bus width. They are also rather expensive (high end
devices, 2 to 4 times smaller than SRAM, can cost up to 3 to 4 times more) since
they are produced in smaller quantities compared to standard SRAM.
SRAM (Static Random Access Memory). It has only one data port and the address port,
thus read and write operations have to be scheduled by the controller. The major
advantage is that as long as power is applied, the transistor cell maintains a stored
value indefinitely, so no special refresh or control cycles are necessary. The disadvan-
tage is that the density of an SRAM array is much smaller if compared to a DRAM
array. Another advantage is that SRAM devices normally utilize a linear addressing
scheme. In other words, with the address pins available for a given device, the en-
tire depth of the SRAM memory can be directly addressed. There is no performance
penalty for accessing opposite extremes of the SRAM memory. For small data trans-
fers and random access, SRAM performs better than DRAM. Pipeline Static Burst
Synchronous memories (SBSRAM) achieve higher performances by registering both
inputs and outputs, resulting in a 2-cycle read latency and a 0-cycle write latency.
SDRAM (Synchronous Dynamic Random Access Memory). It employs only one capacitor
per cell, thus denser memory arrays are achievable. Nevertheless the charge on the
capacitor cell leaks over time and must be continuously refreshed. This adds addi-
tional complexity to either the DRAM itself or to the memory controller, depending
on which device is responsible for refreshing the memory. The DRAM chip is orga-
nized in banks, columns and rows, thus a time multiplexed row/column addressing
scheme is used. This is an advantage in that a larger address reach is possible with
fewer pins. However, additional controller complexity and latency is added since
separate control cycles are required for row addressing, column addressing, and
other command overhead. DRAMs are especially suited for large data transfer, since
consecutive columns can be accessed without having to recharge the row address.
ASRAM (Asynchronous Static Random Access Memory). As the name implies, ASRAM
operates asynchronously; that is, no clock is used internally to pipeline operations.
The address at the inputs (in conjunction with the appropriate control signals) be-
gins the read access to the memory array and the data is available at the outputs
some time later. The amount of time between control/address valid signal to out-
put data valid signal is totally dependent on device physics. The opposite is true
for writes. The setup time required by the memory before the write actually takes
place is dependent on the amount of time it takes for the external data to propagate
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into the memory array. Slow asynchronous SRAM may be used as a cheaper alter-
native if lower performance is acceptable or if a simple shared memory scheme is
implemented with some other external device.
Unfortunately when the DAQ DSP board has been designed, no DSP support for the
newer generation memory (as DDR SDRAM3) was foreseen. This was due to the fact that
DSPs only supported Low Voltage TTL (Transistor Transistor Logic) I/O standard, while a
faster and more expensive I/O standard (as SSTL-2) was needed to operate DDRs.
4.4.2 The L1 Buffer
The principle of operation of the L1 buffer, as it was outlined in the Technical Proposal
[45], is fairly simple: it is a FIFO, with L0 accepted data written at L0 accept rate (1.1
MHz) on the write side. On the read side, the readout is steered by L1 decisions. L1
accepted data are transferred to a derandomizer (needed to uniform in time the event
spacing), which finally outputs them to HLT (see figure 4.7). At TP times, a L1 la-
tency of 256 µs was easily achievable. Since then, it has grown up by almost 3 or-
ders of magnitude4 [76]! This is essentially due to the grower complexity of the trig-
ger algorithm which now uses information from several LHCb subsystems [55]. Dur-
ing TELL1 R&D, the latency requirements (and thus the buffer size) kept on increas-
ing, forcing for various solutions to be taken into account to satisfy the new demands.
Figure 4.7: L1 Buffer principle
with FIFO. Picture taken from
[76].
The data access can instead be well specified: L0 ac-
cept rate being 1.1 MHz, the event spacing is 900 ns.5
The write access can be done in so-called “bursts” of 36
words to consecutive addresses. However the read ac-
cess is much less frequent, L1 accept rate being only 40
kHz. Hence the read and write port can be shared, and
the bus must be arbitrated by the controller.
Despite the simplicity of the mechanism, FIFOs soon
seemed too expensive and limited in size to be consid-
ered as a real solution for the L1 buffer. At the time of
the DSP studies, the buffer depth was of 2048 events
(now is 58254), thus allowed for SRAM or DRAM to be
considered. The major advantage of DRAM over SRAM
is that SRAM arrays are much larger. However, because
of the needed refresh cycles and the complicated address
scheme (multiplexed row/column addressing), DRAM is
more difficult to use and slower. The choice has been made taking into account the fact
that the bus would be shared between the RB3 FPGAs, called SPP (see appendix 4.A), for
writing at L0 accept rate, and the DSP (reading at L1 accept rate). The complication of
having a shared DRAM interface made us prefer SRAM. This allowed us to implement a
simple hand-shaking mechanism to arbitrate the bus (see section 4.4.3).
3DDR (Double Data Rate) memory is used commonly nowadays. It achieves higher transfer rates by
sending the data and address respectively on the rising and the falling edge of the clock.
4Before falling to 0 in the new trigger scheme!
5Each event is made of maximum 36 words and one clock cycle lasts 25 ns.
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Figure 4.8: The handshake mechanism. The DSP asks for the bus asserting the nBus Req
signal low. The SPP releases the bus and asserts low nBus Ack. When nSPP wr is low, the SPP
is writing one event to L1B, when nDSP rd is low the DSP is reading one event. The unused
time is due to the penalties (minimum 100 ns) the DSP suffers to recognize or to assert a
value on an I/O pin. We can easily recover from this additional time (about 100 ns) in the
next 900 ns
4.4.3 Bus arbitration
The strict timing requirements could only be satisfied by allowing the FPGA to be master
of the bus, while the DSP acts as slave. Thus the L1 buffer is directly connected to the SPP,
and bus switches isolates it from the DSP. In normal conditions, the switches are open and
the FPGA can access the memory.
When the DSP needs to read an event from the memory (i.e. when a L1 accept arrives)
it requests the bus from the SPP. If the FPGA is not using it (i.e. to write out one event),
the SPP closes the switches, and notifies the DSP that the bus is available. When the event
transfer is finished, the SPP opens the switches again and retakes control of the bus.
In figure 4.8 we show how we can achieve the required minimum event spacing at
input (900 ns). At 100 MHz (1 clock cycle = 10 ns), it takes 340 ns for the FPGA to write
out one event (one event is made of 34 words, 2 header 32 data words, see later), which
will also be the maximum delay suffered by the DSP in receiving the bus. This leaves 560
ns per event for the DSP to access the buffer (340 ns to read out, while 310 ns are needed
for the handshake).
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Figure 4.9: The top plots show the cluster size probability for r (left) and φ (right) sensors,
while the bottom plots show the distribution of the number of clusters for r (left) and φ (right)
sensors in minimum bias events. Picture from [77].
4.4.4 The clusterization
While the common mode suppression algorithm has been kept as close as possible to
the FPGA version for L1 trigger preprocessing, the clusterization scheme is different and
worthy to be discussed6. In fact only the cluster position and value of the strips forming it
is transmitted to the L1 trigger, while we want to be able want to transmit to the HLT also
the value of the 4 neighboring strips.
In general, we define a cluster as formed by one or more subsequent strips where a hit
was detected. The hits distribution is given by [77]:
• 91% of the clusters formed by 1 strip;
• 7% of the clusters formed by 2 strips;
• 2% of the clusters formed by more than 2 hits;
6The current implementation of the clusterization scheme can be found in [82]
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Figure 4.10: Number of L1 clusters per sensor (left) and per event (right). The data sample
corresponds to 424 L0 accepted minimum bias events. Plots from [83].
Clusters formed for the L1 trigger are formed by 1 or 2 strips. For simplicity’s sake only
single hit clusters are considered in the HLT preprocessing. It can be shown that 2 hits
cluster can be easily added at no bandwidth cost.
Supposing then that each hit is a cluster, a simple encoding scheme that allows to
transmit the hit position (7-bit strip number) and the value of 4 adjacent strips is (3 16-bit
words per cluster are needed):
... ...
Strip Value (8) 0 & Center Strip position (7)
Center Strip Value (8) Strip Value (8)
Strip Value (8) Strip Value (8)
... ...
Therefore with this scheme, to encode 100 clusters (91 + 7x2+ 2x3)x3 = 333 words
are needed (we assumed the cited hits distribution, and that clusters with more than 2
hits are actually 3 hits clusters).
To treat separately the 2 hits cluster, just one more 16-bit word is needed, to hold the
value of the second hit strip. The information that it is a 2 hits cluster can fit into the first
cluster word, since just 7 bits are needed to identify the strip position. The 8th bit could
then be used to distinguish between 1 or 2 hits clusters. In this case the bandwidth needed
for 100 clusters would be of (91x3 + 7x4 + 2x(3+4))= 315 words.
4.5 RB3 and DAQ DSP tests
The L1 Buffer tests have been conducted in our Lausanne lab, where we had two RB3
boards, for the DSP and analog transmission lines tests [84]. The setup comprises also a
Beetle chip, with a charge injection system to simulate charge collection.
However in order to control the input stage, data coming from the FADC have not
been used in the DSP tests. A data generator has been instead implemented into the SPP




Figure 4.11: Test bench setup to test the FE and L1 electronics with standards TTC compo-
nents. Figure from [86].
FPGA, which allowed us to check that the data processing and transfer had been correct at
the output. The data generator can work in a single (used for debugging) or continuous
event mode. In the last mode it outputs one event every 900 ns. The generated events
contained one L1 cluster per FE chip. This is a conservative choice: the average number
of L1 clusters per sensor (thus for 16 FE chips) has been found to be about 12 (see plots
in fig. 4.10)[83].
The ECS interface has been replaced by a simple I2C interface. A mezzanine card from
DevaSys [85], allows I2C commands to be sent from a PC (via the USB port). From the
same PC the DSP could be debugged via a JTAG interface. Through the same interface the
DSP boot code could be downloaded on the Flash ROM.
The TFC interface has been realized implementing the setup described in [86]. Before
the Readout Supervisor (see chapter 3 for a short description of the RS) becomes available,
in fact, a series of modules have been developed in order to reproduce a TFC environment.
A scheme of the setup is found in fig. 4.11. Clocks, triggers and resets are generated into
a module called TTCvi [53], which can be controlled by a PC via a VME interface. TTC
commands are then encoded by the TTCvx, and sent via optical fibers to the TTCrx chips
on the FE and L1 electronics. The TTCvi has been configured to generate random L1
accepts, with an average spacing of 25 µs.
The HLT interface has been realized with a PC equipped with an S-Link receiver card
[87], thus allowing output data to be checked and compared with the input stage.
4.5.1 Test results
The VHDL implementation of the data generator and of the memory controller needed to
output raw data to the L1 buffer at 100 MHz was straightforward. More time demanding
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has been the DSP programming. Critical parts in the dataflow have been the reception of
L1 accepts by the DSP, with a reasonable rate and no loss, and the consecutive readout
of the L1B. We successfully tested the process sending continuously 64k L1 accepts. The
LCMS algorithm implementation has also been carefully studied and we finally achieved
a benchmark performance of 1960 clock cycles (12.25 µs @160 MHz.) for 128 detector
channels (corresponding to one FE chip). For clusterization and formatting an additional
overhead of 8 µs have to be added.
4.5.2 DSP Software development
The 6211 DSP can be programmed either in C or Assembler. A first series of tests showed
that, if the C code is appropriately written and the compiler correctly configured, even
critical parts of code can be implemented in C. Hence to ensure better readability and to
facilitate code reuse, efforts were made in writing efficient C code and avoiding the use of
Assembler as much as possible.
TI also provides a Built-in Operating System (BIOS), especially designed to help devel-
opers to implement embedded real-time software. DSP/BIOS provides a small firmware
real-time library, and tools for real-time tracing and analysis [88]. The BIOS is object-
oriented, and makes the use of all available peripherals quite easier, allowing the pro-
grammer to address them as objects dynamically created in memory. Nevertheless, even
if the library is optimized to require a small number of instruction cycles, with even a
significant portion implemented in assembly language, the simple overhead of accessing a
structure was found to be too high for some timing-demanding parts of the code. In those
cases a direct access to the DSP registers that control the peripherals has been preferred.
The dataflow on the DAQ DSP daughterboard, and all subtilities used in programming
the DSP are described in details in the appendix 4.C.
4.5.3 L1 electronics requirements
L1 requirements have been constantly changing over the years, as more and more data
were added to the L1 event, until they were finalized with the design of the TELL1 L1
requirements. In order to reach a conclusion for our L1 buffer tests, we decided to stick to
the requirements described in [61] as of 2002.
With our implementation, we verified the following main points:
• L0 minimum event spacing at input: 900 ns;
• L1 buffer depth: 2048 events;
• Nominal L1 trigger rate 40 kHz;
• L1 derandomizer depth: 16 events;
• Average event spacing at output: 22.5 µs;
• Average zero-suppression time: 20 µs;
• Maximum event fragment size: 1 KB.
We also have the possibility of:
• Error detection;
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Figure 4.12: The PVSS graphical interface implemented to control RB3 peripherals (through
the I2C interface, on the left) and the TTC interface (through the VME bus, on the right).
• Inclusion of event tags from the L1 buffer (error flags, L0-ID, L1-ID, B-ID, trigger
type);
• Masking input sources;
• Overflow detection;
• Programmable zero-suppression parameters (pedestals, thresholds);
• Event size information available in header.
4.5.4 Other tests: Integration with the PVSS system
DIM
Figure 4.13: The DIM protocol. Pic-
ture from [89].
All LHC hardware (and online software as well)
components have to be integrated into a highly
distributed control system, which will be re-
sponsible of acquiring all subsystems data, use
it for their supervision, monitor their behavior
and perform the necessary operations of initial-
ization, configuration, and operation [90]. To
accomplish all these tasks CERN has chosen a
industrial SCADA7 package: PVSS.
PVSS provides for very large applications
the control of thousands of hardware devices.
In the case one PVSS would not been enough,
several PVSS instances can be run in a distributed environment. Nevertheless, PVSS al-
lows the various components to be run stand-alone. For development and debugging the
7SCADA systems are widely used for Supervisory Control And Data Acquisition of industrial processes. At
CERN they have already been used by L3 muon detector and NA48.
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control system can be partitioned, and the concurrent operation of the various pieces is
possible.
To access the different hardware devices a DIM (Distributed Information Management)
protocol has been developed at CERN, and integrated with PVSS [89]. DIM is based on a
client/server architecture, and its main concept is that of service. Services are provided by
DIM server, and are set of data (of any type or size).
DIM provides the interface between PVSS and the hardware device drivers in the sense
that a DIM server publishes as services the driver functionalities, and PVSS accesses them
through the integrated DIM client. A Domain Name Server (DNS), which publishes infor-
mation about the available DIM servers and services, is used for transparency and allows
easy crashes recovery or servers migration.
Two DIM servers and a PVSS interface have been developed, to allow the remote con-
trol of RB3 and the TTC interface. The first server allows the user to set and write RB3
registers through the I2C interface, while the second one can be used to send TTC com-
mands as resets or triggers through the VME interface.
4.6 Conclusions
A DSP-FPGA shared memory bus implementation for the L1 buffer has been presented.
It has been tested with RB3, the last prototype of the TELL1 board, and shown to satisfy
L1 electronics requirements at the time of its development (2002). However the DSP
technology has been abandoned in the design of TELL1. An SRAM implementation of
the L1 buffer is no longer possible due to the increased L1 latency (52.4 ms) and buffer
size (58254 events deep). To cope with this, DDR SDRAM are used on the TELL1 board.
Support for the DDR SDRAM technology was initially not foreseen for the DSPs. Besides
this limitation, many of the problems encountered during this study were already driving
the final technology choice towards FPGAs.
Advantages of a DSP architecture were the lower cost and the built-in instructions
that make the LCMS algorithm implementation rather straightforward [73]. However,
recent developments in FPGA technology led to the inclusion of large on-chip memory
and embedded multiply accumulate blocks [91]. Moreover, while design requirements
were easily met by the FPGAs on RB3, DSP programming required quite a lot of efforts.
DSPs are designed for tasks that range between 2 µs to several ms. execution time [88].
The requirement of running the HLT preprocessing algorithm at 40 kHz is really in the high
end of DSP target applications. Therefore most of DSP/BIOS facilities in thread scheduling
cannot be used, thus resulting in additional complexity and development time. Also the
design of a board with both FPGAs and DSPs (16 were needed!) would require additional
effort, since one has to master (and afterwards maintain) both technologies.
The hybrid DSP-FPGA solution has then been dropped in favor of a FPGA only ar-
chitecture, which assures more flexibility and higher system integration. Nevertheless,
successful tests of RB3, and integration with PVSS and the TTC components have been
conducted, which proved to be very helpful for the design of the TELL1 board.
Another remarkable result of the RB3 tests with different mezzanine cards was the
migration of three FPGAs (the FSC, the L1T and the DAQ) into one combined chip. This
was driven by the necessity of tight connections and access to full TTC information in all
stages. This choice has been crucial for the migration from the old to the new readout
scheme.
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The present: the TELL1 board
The final L1 board has to satisfy the needs of most of the LHCb subsystems, not only of
the VELO. Therefore it accepts as input either 24 optical links running at 1.6 GHz, or 64
analogue links, sampled by 10-bit FADC at 40 MHz. The output toward the L1T and HLT
is provided by four Gigabit Ethernet links. Both L1T and HLT preprocessing are performed
by the on-board FPGAs. The TELL1 board is equipped with 256 Mbit DDR SDRAM. They
are operated at a frequency of 120 MHz to achieve a data transfer rate of 240 MHz [76].
And the DSPs?
The 62xx family is now the low-cost solution for TI DSPs (as low as 9 USD/chip!). The
maximum available clock frequency is 300 MHz. As of today, chips from the 64xx series
are in the same price range as the FPGAs used on the TELL1 board (∼300 USD). They
feature clock frequencies up to 1 GHz, support DDR 2 500 SDRAM technologies (data
transfer rate of 1 GHz), and have, among the others, Gigabit Ethernet, PCI, and even
I2C interfaces. One can therefore suppose that a DSP solution for TELL1 would still be
feasible nowadays (an in-depth study would of course be necessary before drawing any
conclusion). However the problems that arose during the tests described in this chapter
still remain. DSPs are not as versatile as FPGAs, therefore changes in the specifications
are likely not to be painless. Moreover, the additional know-how necessary to maintain
and develop both DSP and FPGA technology is a too heavy burden in terms of time and
manpower for such a small design as TELL1.
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Appendix to Chapter 4
4.A RB3 architecture
To allow the testing of various solution for the final TELL1 board, most of RB3 tasks are
actually accomplished by mezzanine cards. A picture of RB3 can be found in fig. 4.14,
where the main blocks can be recognized. A short description of each part is given below
(more information can be found in [65]):
Input Four FADC Receiver (RX) cards receive the analog data coming from the FE chips.
Each card receives data coming from one Beetle. Analog data are digitized at a rate
of 40 MHz and with 8 bit precision.
Front-End eMulator (FEM) A daughter card equipped with a Beetle chip is used to repro-
duce the behavior of the front-end chip concerning the readout timing. It reproduces
counters used for event identification, such as event, bunch, and pipeline column
number counters [92].
FPGA
• The FSC (Fast Synchronization and Control) FPGA interprets TTC commands8, dis-
tributes L1 and L0 accepts and issues resets for the other FPGAs. It also provides the
interface to the FEM, decodes the necessary information for data synchronization
and error checking, and sends them to the SPP FPGAs.
• Four SPP (Synchronization and L1 Pre Processor) FPGAs receive raw digitized data.
They are responsible for their synchronization to RB3 clock domain and error check-
ing using FEM-generated event identification counters. SPPs also perform L1T pre-
processing, and sends L1T clusters to the L1T Link FPGA. On the other hand, they
write raw data to the L1 buffer, where they are kept during L1 latency.
• The L1T Link FPGA collects data coming from SPP FPGAs and sends them to the L1
trigger through a S-link Tx (transmitter) mezzanine card.
• The DAQ Link FPGA collects data coming from DSPs and sends them to HLT through
a S-link Tx mezzanine card.
Output Two S-link mezzanine cards [87] provide the interface to L1T and HLT.
Interface to LHC TFC system A mezzanine card (TTCrm), equipped with a TTCrx chip,
receives the 40 MHz LHC clock, the L0 and L1 decisions, and the resets from the
TTC system [93], and makes them available to RB3 chips.
Interface to LHCb ECS A mezzanine card should have provided link to the ECS control
system. Since this card never became available, a simple I2C interface9 was used.
It allows the slow control of the board, through registers on the FPGAs the user can
write and read. It is also used to configure the Beetle chip on the FEM.
8The Timing, Trigger and Control (TTC) system is common to all LHC experiments, and it is responsible
for fast controlling and clock distribution [53]. See also section 3.3.
9I2C is a serial communication protocol specified by Philips Semiconductors [94]
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Figure 4.14: A picture of RB3. One can recognize several mezzanine cards: The FADC, FEM,
S-Link, TTCrm, and the DAQ DSP. The JTAG interface used to access the DSP is also visible.
The ECS mezzanine card is not present. At its place, a simple I2C interface is realized, with the
aid of a little external card by DevaSys, controlled by a host PC [85]. See text for explanation.
Interface to the L1 Buffer Two connectors allow the use of different daughter boards to
test various solutions. The daughter board must then host a memory implementa-
tion of the buffer, and a microprocessor responsible for HLT preprocessing and for
transmitting HLT clusters to the DAQ Link FPGA. The tests described here have been
done using a mezzanine card with a DSP chip (DAQ DSP). Another mezzanine board
employing an FPGA chip has also been tested [95], to gain experience with the FPGA
technology and to guide the FPGA choices for the final board [76].
4.A.1 RB3 dataflow
Data coming from the FADCs are going directly into the SPP FPGA. Here synchronization
and error checking are performed, using information coming from FSC [65, 92]. Then the
data flow is split (see fig. 4.15).
Raw data going to the L1 trigger are zero suppressed and sent from the SPP to the
L1T Link FPGA, where they are finally encoded and transmitted to the L1T over a S-Link
connection. On the other hand, raw data going to the DAQ are written out to the L1 Buffer.
Only L1 accepted events will be read out by the DSP, zero-suppressed and sent to
DAQ Link FPGA. From this chip, they are finally sent out to the HLT through the second
S-link mezzanine board.
A more detailed description of RB3 functionalities can be found in [65, 92].
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Figure 4.15: RB3 Block diagram and dataflow. This chapter will focus on the data path from
L1B to DAQ (marked with thick solid lines in the picture).
4.B The DAQ DSP mezzanine board
Finally the DAQ DSP board has been equipped with a TI 6211 DSP and SBSRAM for the L1
buffer. The SBSRAM can store 128k words of 32 bits, and the supported clock frequency is
100 MHz. The other components of the mezzanine card are (see block diagram in figure
4.16):
Flash ROM (512k x 8) It contains the boot code for the DSP10.
Bidirectional switches They connect the SBSRAM signals to both the SPP FPGA and the
6211 DSP. The switches direction is controlled by the SPP FPGA.
PLL Clock Driver It provides the 100 MHz clock to both the SBSRAM and the SPP.
Emulator Connector A JTAG11 interface to a host PC, used to download test code into
DSP and for debugging purposes.
4.B.1 TMS320C6211 Architecture
The TMS320C6211 core consists of 32 32-bit general-purpose registers and eight func-
tional units: two multipliers and six Arithmetic Logic Units (ALU) [96]. Thus in principle
10A Read-Only Memory (ROM) is a special kind of memory where data are stored even when the power is
turned off. They can be programmed only a limited number of times.
11A standard written by the Joint Test Action Group (JTAG) for accessing and controlling the signal levels
on the pins of a digital circuit. It also has some extensions for testing the internal circuitry of the chip itself,
which is what is used here.





Figure 4.16: A picture (right) and block diagram (left) of the DAQ DSP mezzanine card.
the 6211 can execute up to eight 32-bit instructions per cycle, if correctly programmed and
if the various operations can be split across the different functional units. Moreover the
registers and functional units are split into two groups, which allows the parallel execution
of two different data paths (see figure 4.17).
Available peripherals on the 6211 DSP are [97]:
Internal memory A 64K IRAM (Internal Random Access Memory) is available and can be
configured as program memory or as 2-level cache.
Direct memory access (DMA) An EDMA (Enhanced DMA) controller transfers data be-
tween address ranges in the memory map without intervention by the CPU. It has
16 programmable channels, that can also be linked.
External Memory InterFace (EMIF) It provides glueless interface to various types of ex-
ternal memory (SDRAM, SBSRAM, SRAM, ASRAM, see section 4.4.1 for definition
of the available memory types).
Parallel port A Host Port Interface (HPI) allows a host (master) to directly access the
DSP’s memory space (external, internal and memory-mapped peripherals). It can be
used for DSP debugging.
Serial port A MultiChannel Buffered Serial Port(McBSP) is present. It can buffer serial
samples in memory automatically with the aid of the EDMA controller.
Timers Two general-purpose 32-bit timers are available. They can also be used as general
I/O.
Clock A PLL12 (Phase Lock Loop) generates the DSP internal clock and the EMIF clock.
12An electronic circuit that controls an oscillator so that it maintains a constant phase (i.e. lock) on the
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Figure 4.17: TMS320C6211 DSP Block Diagram.
4.C HLT Dataflow
The dataflow on RB3 has already been described in section 4.A.1. For what concerns the
DAQ DSP mezzanine card, the L1 buffer is filled at L0 accept rate. When a L1 accept
arrives from the TTC system, it is decoded by the FSC FPGA, and immediately sent to the
DSP. A simple handshaking mechanism has been implemented to allow the SPP and the
6211 to share the L1 buffer bus. Upon the reception of a L1 accept, the DSP reads the
corresponding event from the buffer, performs the HLT preprocessing, and transmits the
event fragment to the DAQ Link FPGA, which collects data from all the DSPs, builds the
HLT event fragment, and sends it out to the HLT.
4.C.1 The L1 Buffer
An event, as it is stored in the L1 buffer, is defined as a 2 32-bit words header, fol-
lowed by 32 32-bit data words. The header contains information necessary for event
identification[92]:
• 24-bit L0 event counter (EVENT CNT);
• 12-bit bunch counter (BUNCH CNT);
• 8-bit pipeline column number (PCN CNT);
• 4-bit synchronization error flags.
The event format has been chosen according to RB3 specification [65], and is given
below (the header is shown in bold characters):
frequency of a reference signal. It assures that a certain signal is locked on a specific frequency.
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Figure 4.18: Frame and clock operation as defined by the McBSP interface. It consists of a
data path and a control path. Separate pins are used for transmission and reception Control
information (clocking and frame synchronization) is communicated via four other pins. The
serial clocks (CLKR and CLKX) define the boundaries between bits for receive and transmit,
respectively. Similarly, the frame synchronization signals (FSR and FSX) define the beginning
of an element transfer [97].
ERROR FLAGS EVENT CNT (23...16) EVENT CNT (15...8) EVENT CNT (7...0)
ORBIT CNT (7...0) BUNCH CNT(11...8) BUNCH CNT (7...0) PCN CNT (7...0)
RAW DATA(127) RAW DATA(95) RAW DATA(63) RAW DATA(31)
... ... ... ...
RAW DATA(96) RAW DATA(64) RAW DATA(32) RAW DATA(0)
To simplify the L1 buffer address generation (which is easier if addresses are powers
of 2), the buffer size has been chosen twice as big as required (1820 events deep). Hence
64 (instead of 36) 32-bit words can be reserved for each event. To span the address space
(128k), 17 bits are necessary (the higher 11 bits are the base address of each event, while
the last 6 bits span inside the event itself). To univocally determine the event address in
the L1 buffer, the base address for each event has been chosen to be the 11 lower bits of
the event counter.
4.C.2 The handshake protocol
The communication between the DSP and SPP (bus request and acknowledge) is accom-
plished exploiting the two timers pins available on the 6211 as general I/O. Unfortunately
we found that the time needed for the DSP to read or assert a value on a pin is quite high
(100 ns). We also tried to use the 6211 external interrupts to implement the handshake,
but the penalties suffered in this case were even higher: it takes minimum 38 clock cycles
= 238 ns@160 MHz for the DSP to service an interrupt.
4.C.3 Interface with the FSC FPGA
The L1 accept is received from the TFC system as broadcast command by the TTCrm on
RB3, and interpreted by the FSC FPGA. The event identification counter is sent to the FSC
FPGA by the FEM.
The event identification number (which univocally defines the event address in the
L1 buffer, as we explained before) is communicated to the DSP as soon as a L1 positive
decision arrives, through a serial link (via the DSP MCBSP port). The MCBSP protocol
(shown in figure 4.18) had to be implemented on the FSC FPGA.
Received event counters are stored in a circular buffer implemented in the DSP internal
memory. This exploits the capability of the MCBSP port of starting an EDMA transfer (i.e.
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without the DSP intervention) upon data reception. EDMA transfers can be linked, in such
a way that the next one will write to the next element of the circular buffer.
4.C.4 Data transfer from the L1 buffer
Several mechanisms have been tried in order to find the most efficient way to trigger the
transfer of an event from the L1 buffer to the DSP internal memory, when a L1 accept is
received. A critical part of the system is in fact being able of liberating the bus as soon as
possible, in order to allow the continuous write out of L0 accepted events to the L1 buffer.
While the simple solution would have been to service an interrupt sent to the DSP by the
serial port, triggered by data reception, this again proved to be too slow.
Finally we chose a method called flag polling. Every 3 µs we check if an element in
the event counter circular buffer has changed. If yes, the DSP asks for the bus and, once
it receives it, starts a QDMA (Quick Direct Memory Access). A QDMA transfer is a sort
of quick DMA transfer, with less functionalities, in the sense that it can only be started by
the CPU and does not have linking capabilities, but is faster to submit, since it needs less
registers to be set. This solution saves critical time, needed to prevent buffer overflows.
Events read out from the L1 buffer are written into the DSP IRAM, where a 16 events
deep L1 derandomizer is implemented.
4.C.5 HLT zero suppression
The HLT zero suppression algorithm has already been described in section 4.3.1. Each DSP
has to process 128 x 8 bit channels. In the FPGA implementation 4 channels are processed
in parallel [77], but this is not allowed by the DSP architecture.
The maximum number of bits required by the operations of the LCMS algorithm is
in fact 11 (used in mean values calculations). The 6211 registers are 32 bit wide, so
they obviously cannot accomodate 11 x 4 = 44 bits. However a 2 channel version can
be implemented (16 bits reserved for each channel). The DSP has built-in functions that
allow to perform the sum or subtraction of the upper and lower halves of two 32-bit
registers and return the result, all in one CPU instruction.
However these instructions cannot be executed by the two arithmetic units (as stan-
dard sums and subtractions), but only by dedicated logical units, which are unfortunately
also used to retrieve and store data to memory. Therefore these units are often stuck dur-
ing the algorithm execution, and no gain in performance is observed compared to a single
channel version of the LCMS algorithm.
The benchmarks for the multichannel version are of 900 clock cycles against 470 for
the single channel, thus not justifying the increased complexity of the code needed to use
such special instructions. Both implementations has been verified to give exactly the same
results as the VHDL version of the L1T zero-suppression algorithm.
4.C.6 Cluster encapsulation
Once clusters are formed, they are rearranged using the following scheme:






Trig Type (4) Data length (12)
Reserved (4) BUNCH CNT (12)
EVENT CNT (23...16) EVENT CNT (15...8)
Reserved (8) EVENT CNT (7...0)
Error Flag (8) PCN CNT (8)
The header (in bold on the right) is formed by 5 16-bit words that contain information
on the trigger type, error status, and event identification numbers as required by [61].
In order to keep the event size under control, the maximum number of cluster allowed
per DSP (i.e. 128 channels) is 10, which corresponds to a fragment size of 35 words. If
more than 10 clusters are found this is flagged in the fragment header, and the whole
event (not the clusters) is sent to HLT, together with the hit mask (additional 8 words
needed). In this case the fragment size would be of 77 words.
4.C.7 Interface to the DAQ Link FPGA
Every 9 µs the EDMA transfers the event fragment to the DAQ Link FPGA. The interface
between the DSP and the FPGA is implemented as a 16-bit 256-word deep FIFO. Actually
this is not supported by the EMIF, so the DSP is configured to see the FPGA as an asyn-
chronous memory, and the necessary glue logic has been implemented into the DAQ Link
in order to fill a 8 event deep FIFO. With this implementation the time needed to transfer
1 16-bit word is 64 ns.
4.C.8 HLT interface
All event fragments are gathered in the DAQ Link, and sent to the HLT over a S-Link













The header contains, as required in [61]:
• 4-bit L1 trigger type;
• 12-bit data length;
• 12-bit bunch counter;
• 24-bit event counter;
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• 8-bit pipeline column number;
• 8-bit error flag.
The trailer contains control information (CRC13 and event size) to check the transfer from
RB3 to HLT.
13The Cyclic Redundancy Check (CRC) allows to detect small changes in a block of data, and is particularly
suited to check transmission errors.
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Part III





This chapter describes the motivations for the study of radiative decays
of Λb hadrons. In particular, we want to probe the polarization of the
emitted photon. Detailed calculations of decay amplitudes and angular
distributions, which depend on the photon polarization, are carried out.
5.1 Introduction
Polarized radiative Λb decays are well suited for probing a large variety of new physics
effects, while imposing at the same time important constraints on the Standard Model
(SM) at the quantum level [98]. Even if the measured decay rate is in good agreement
with the SM prediction, new physics may still be hidden in more subtle observables. One
of the most promising is the polarization of the emitted photon, which is predicted to be
mainly left-handed in the SM. An overview of the experimental methods which have been
proposed to probe the photon polarization has been presented in section 2.5.
In this chapter, we especially focus on radiative Λb decays of the type Λb → Λ(X)γ,
where X is the mass of the Λ baryon. These decays will in fact be produced in large
quantities at the LHC, and could open a window of opportunity for LHCb to measure the
photon polarization.
Besides their different mass, the Λ baryons can be characterized by their spins and
decay modes: the ground state Λ(1115) has spin 1/2 and mainly decays weakly in ppi
(64% of the times), while heavier Λ decay strongly. The spin ranges from 1/2 to 9/2
for the heaviest known state, while the mass varies from 1405 to 2100 MeV. The first
state above the NK¯ threshold is the Λ(1520). Status and various parameters of the Λ
resonances (above the Λ(1115)) are given for reference in table 5.1.
The full decay chain can be written as:
Λb → (Λ(1115) → p pi)γ (a)
Λb → (Λ(X)→ p K)γ (b)
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Decay (a) has already been studied in the framework of Heavy Quark Effective Theory
(HQET) [98, 99, 100]. A new observable, the angular asymmetry between the Λb spin
and the photon momentum, has been proposed. Its measurement, combined with the
Λ(1115) → ppi decay polarization asymmetry, can be used to test the V − A structure of
the SM. However from the experimental point of view the Λ(1115) reconstruction is quite
delicate since it may traverse a large fraction of the experiment tracking system before
decaying to ppi. We will therefore study if decays of type (b) involving Λ resonances,
which decay strongly in pK, can be competitive, and if they can be used to improve the
experimental sensitivity to the measurement of the photon polarization.
Table 5.1: Status of the Λ resonances. The first column contains the name of the state, then
its quantum numbers in spectroscopic notation, the width of the resonance, the status, as
explained below, and finally the branching fractions for the decay modes NK and Σpi. The
status and the resonance parameters are estimations from the Particle Data Group [101].
Particle LI·2J Γ [MeV] Status NK Σpi
Λ(1405) S01 50 **** - 100%
Λ(1520) D03 15.6 **** 45% 42%
Λ(1600) P01 ≈ 150 *** 15–30% 10–60%
Λ(1670) S01 ≈ 35 **** 20–30% 25–55%
Λ(1690) D03 ≈ 60 **** 20–30% 20–40%
Λ(1800) S01 ≈ 300 *** 25–40% seen
Λ(1810) P01 ≈ 150 *** 20–50% 10–40%
Λ(1820) F05 ≈ 80 **** 55–65% 8–14%
Λ(1830) D05 ≈ 95 **** 3–10% 35–75%
Λ(1890) P03 ≈ 100 **** 20–35% 3–10%
Λ(2000) ??? ??? * ??? ???
Λ(2020) F07 ??? * ??? ???
Λ(2100) G07 ≈ 200 **** 25–35% 5%
Λ(2110) F05 ≈ 200 *** 5–25% 10–40%
Λ(2325) D03 ≈ 170 * ??? ???
Λ(2350) H09 ≈ 150 *** ∼ 12% ∼ 10%
**** Existence is certain, and properties are at least
fairly well explored.
*** Existence ranges from very likely to certain, but
further confirmation is desirable and/or quantum
numbers, BR, etc. are not very well determined
** Evidence of existence is fair.
* Evidence of existence is poor.
5.2 Theoretical framework
The decay Λb → Λ(X)γ corresponds at the quark level to the electromagnetic penguin
b → sγ (see picture 5.1). Long distance contributions, such as W or intermediate meson
exchange, have been found to be negligible [99]. In the framework of Heavy Quark Effec-
tive Theory (HQET) one can write the effective Hamiltonian at Leading Order (LO) in αs










where GF is the Fermi constant, C7 and C
′
7 are the relevant Wilson coefficients, and the









which contain the right- and left-handed projectors PR, PL =
1
2 (1± γ5).
The ratio of the Wilson coefficients gives the relative strength of the opposite chirality
dipole operators and is normally defined as r =
C′7
C7
. In the SM r is given by the ratio of
the masses of the s and b quarks, r = msmb , hence it is expected to be small, and the photon
emitted in b→ s transitions predominantly left-handed.
This argument holds as long as b → sγ is a two-body decay, however it cannot be
applied to multi-body final states such as b → sγ + gluons. Once QCD corrections are
properly included, more operators may contribute to the effective Hamiltonian, and right-
handed components contribution to the photon polarization may not be negligible [33].




















Figure 5.1: Feynman diagrams for the two decays: Λb → (Λ(1115) → ppi)γ (a), Λb →
(Λ(X) → pK)γ (b). In both cases the relevant element is the electromagnetic penguin
b→ sγ.
5.2.1 CP violating effects
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1The contents of this section are inspired by the theoretical work of [98, 99, 100]. A short introduction on
how to treat hadronic decays within the SM has been given in 2.4.
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Direct CP violation can arise at NLO2, and will thus generate an asymmetry in the decay




The SM predicts this asymmetry to be of the order of 1%, while many extensions foresee
a sizable CP violation of the order of 10%, as in the decays B → Xsγ.
5.2.2 Branching ratios
The Branching Ratios (BR) for the various Λb → Λ(X)γ decays can be derived from the
formula [98]:














where F (0) is the relevant form factor, and can be estimated to be ∼ 0.5 for all Λ baryons
[102]. The suppression of the BR due to the larger mass of higher resonances is given by
the kinematical factor 1− m2Λ
m2Λb
.
For the decay of the Λ baryon we consider the NK branching fractions from table
5.1 (averages have been assumed for the resonances where a range of values was given).
We assume the ratio of the branching fractions Λ(X) → pK− and Λ(X) → nK0 equal
to 1 based on isospin coupling, and neglect additional suppression factors due to higher
angular momentum barrier.
Using the SM estimations for the Wilson coefficients C7 and C
′
7, one obtains (excluding
the Λ(1405) which is below the NK threshold):
Decay BR [10−5]
Λb → (Λ(1115) → ppi)γ 4.15
Λb → (Λ(1520) → pK)γ 1.31
Λb → (Λ(1600) → pK)γ 0.65
Λb → (Λ(1670) → pK)γ 0.69
Λb → (Λ(1690) → pK)γ 0.69
Λb → (Λ(1800) → pK)γ 0.84
Λb → (Λ(1810) → pK)γ 0.92
Λb → (Λ(1820) → pK)γ 1.57
Λb → (Λ(1830) → pK)γ 0.15
Λb → (Λ(1890) → pK)γ 0.56
Λb → (Λ(2100) → pK)γ 0.70
Λb → (Λ(2110) → pK)γ 0.34
Λb → (Λ(2350) → pK)γ 0.28
The BRs for all interesting decay channels lie in the range 10−5–10−6.
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5.3 The photon polarization
The aim of the study of polarized radiative Λb decays is the measurement of the photon
polarization:
αγ =
P (γL)− P (γR)
P (γL) + P (γR)
where P (γL/R) represents the probability of producing a left/right-handed photon. At LO
in αs only Q7 and Q
′
7 contribute to the photon polarization:
αLOγ =
1− |r|2
1 + |r|2 (5.4)
However we have seen that more operators can contribute to αγ , if QCD corrections are
included, or CP violating effects are taken into account. In the following, to simplify the
notation, we will not consider any NLO effect, therefore αγ = α
LO
γ , but will keep in mind
that this relationship may be more complicated. In particular we stress the fact that, if
a deviation from the LO prediction for the photon polarization is measured, additional
theoretical efforts are needed to see if it can still be accommodated in the SM, or if it
could be a hint of new physics.
It has been shown that the photon polarization can be tested by measuring the proton
angular distribution in the decay Λb → (Λ(1115) → ppi)γ [99]. If the initial Λb is polarized,
as it is predicted at the LHC (see section 7.2), the photon polarization can also be extracted
from the photon angular distribution [98]. We will now extend this result to any decay of
the type Λb → Λ(X)γ where Λ(X) is a Λ resonance of spin 1/2 or 3/2.
5.4 Angular observables for Λb → Λ(X)γ
To work out the final states angular distributions for polarized radiative Λb decays we em-
ploy the helicity formalism [103]. We give here a pedagogical approach to the formalism,
and apply it to the study of decays involving a Λ(X) resonance with spin 1/2 or 3/2 (which
already include the first 8 Λ baryons, as one can see from table 5.1). Detailed calculations
of the decay amplitudes can be found in appendix 5.A.
The results are given in terms of the helicity amplitudes characteristic of each decay
and of the initial Λb polarization. In the first case we will retrieve the angular distributions
given in [98]. The same framework can be used to study any Λb → Λ(X)γ decay in a
general way. However, if the Λ(X) spin is > 3/2, the number of the relevant helicity am-
plitudes is greater than the number of observables, therefore no indication on the photon
polarization can be derived, unless new theoretical predictions become available.
5.4.1 Helicity formalism for Λb → Λ(X)γ decays
In the helicity formalism, the relevant quantum numbers are the spin of the particles
involved, and the possible symmetries of the decay. Hence we start from the consideration
that the decays Λb → (Λ(1115) → ppi)γ and Λb → (Λ(X) → pK)γ can be treated as a
single decay of the type Λb → (Λ(X) → ph)γ, since the pion and the kaon have both spin
0 (so that both helicities are equal to 0).
The difference between the two decays consists in the fact that the decay Λ(1115) → ppi
is parity violating, while the decay Λ(X)→ pK conserves parity. Also cases with different
spins of the Λ baryon will be treated separately.











Figure 5.2: Angles definition for the decay
Λb → Λ(X)γ. The angles θΛ and θγ are
measured in the Λb rest frame, while the
angles θh and θp are measured in the Λ(X)
rest frame.
As a common framework, and referring
to fig. 5.2, we can define:
• the z axis: the arbitrarily defined spin
quantization axis (which we shall
take parallel to the Λb spin);
• the z′ axis: the direction of the Λ(X)
momentum;
• the angles (θΛ,φΛ) and (θγ ,φγ) of the
Λ(X) and photon momenta with re-
spect to the z axis, measured in the
rest frame of the Λb;
• the angles (θp,φp) and (θh,φh) of the
proton and the pion/kaon momenta
with respect to the z′ axis, measured
in the rest frame3 of the Λ(X).
Thus:
• the Λb has angular momentum J = 1/2 and spin projection M = ±1/2 along the z
axis;
• the Λ(X) has angular momentum JΛ and helicity λΛ = MΛ, defined as its spin
projection along z′;
• the final state particles have helicities λγ , λp and λh = 0 (where h is pi orK according
to the decay).






M,λΛ−λγ (φΛ, θΛ,−φΛ)CλΛ,λγEλp (5.5)
where sΛ is the Λ(X) spin and the quantities C and E are the helicity amplitudes of the
two decays (respectively Λb → Λ(X)γ and Λ(X) → ph). They are independent of the
decay angles (θΛ, φΛ, θp, φp), and of the spin projectionsMλ andM .
For the strong decay Λ(X)→ pK we can use parity to simplify eq. (5.5):
Eλp = ηληpηk(−1)Jλ−Jk−JpE−λp
where η and J are respectively the parity and spin of the particles [104]. The relevant
quantum numbers are JP (p) = 1/2+ and JP (K) = 0−, whereas the Λ spin and parity can




To write the decay probability we still need to take into account the Λb polarization. We




3We note that the azimuthal angles φi are the same in both rest frames (of the Λb and Λ(X)).
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where the index + is related to the positive value of the spin projectionm = +1/2 and the





It can be shown that if we are not interested in correlations between the production
mechanism and the decays, the density matrix non-diagonal components are averaged out
[105]:
ρmm′ = δmm′ρmm′
Since Trρ = ρ++ + ρ−− = 1 the Λb polarization can be written as:
PΛb = ρ++ − ρ−− (5.6)





where we summed over the final helicities since the experiment does not measure them.
The sum over λh has been dropped since λh = 0.
We will now give the results for resonances of spin 1/2 and 3/2. The detailed deriva-
tion can be found in App. 5.A.
5.4.2 Λ(X) spin = 1/2
The decay probability takes the form:
w 1
2
∝ 1− αp,1/2PΛb cos θp cos θΛ − αγ(αp,1/2 cos θp − PΛb cos θΛ) (5.8)
where αγ is the photon polarization and αp,1/2 is the proton asymmetry parameter as
defined in appendix 5.A. For the ground state Λ(1115), the weak decay parameter αp,1/2
is known to 2%, and its value is 0.642 ± 0.013 [101]. For heavier Λ baryons the decay is
parity conserving and αp,1/2 = 0.
By integrating the decay probability, one obtains the following angular distributions
for the final states:
dΓ
d cos θγ
∝ 1− αγPΛb cos θγ (5.9)
dΓ
d cos θp
∝ 1− αγαp,1/2 cos θp (5.10)
We indeed find the same results as in [98]. We have seen that the photon helicity asym-
metry parameter αγ can be related to the ratio |r|:
αγ =
1− |r|2
1 + |r|2 (5.11)
Thus, assuming the Λb polarization to be known, one can probe the ratio |r| by mea-
suring the photon and proton angular distributions. The measurement of |r| in two in-
dependent ways allows for good sensitivities even if the initial Λb polarization is not very
well measured. Otherwise combining the two measurements one can obtain the Λb polar-
ization, which could also be sensitive to physics beyond the SM. In fact if a discrepancy
is found with the value measured in decays of the type Λb → Λc`ν`X, non-standard right
handed b→ c currents could be present [98].
We remark that for Λ(X) resonances that decay into pK, the proton angular distrib-
ution is flat, and the photon polarization can only be measured with the photon angular
distribution.
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5.4.3 Λ(X) spin = 3/2






Ci(φΛ, φp) · fi(θp) · gi(θΛ, PΛb) (5.12)
where:
Ci(φΛ, φp) are functions of the relevant helicity amplitudes and of the azimuthal angles φΛ and
φp. We remind that |CλΛ,λγ |2 represents the probability of producing a photon with
helicity λγ , and a Λ resonance with helicity λΛ;
fi(θp) are functions of the proton polar angle θp;
gi(θΛ, PΛb) are functions depending on the Λ polar angle θΛ and the Λb polarization PΛb .
The Ci, fi and gi functions are reported in table 5.2.




i Ci · fi(θp) ·
gi(Λ, PΛb), in the case JΛ = 3/2. For explanation see text.
i Ci(φΛ, φp) fi(θp) gi(θΛ, PΛb)
1 |C 3
2
,1|2 38 sin2 θp 1 + PΛb cos θΛ
2 |C− 3
2
,−1|2 38 sin2 θp 1− PΛb cos θΛ
3 |C 1
2
,1|2 18 (3 cos2 θp + 1) 1− PΛb cos θΛ
4 |C− 1
2










2 cos θp sin θp sin θΛ
6 Re{C∗− 3
2




2 cos θp sin θp sin θΛ
Integrating the decay probability over the appropriate solid angle elements, one ob-
tains the photon angular distribution:
dΓ
d cos θγ

















,1|2 + |C− 1
2
,−1|2 + |C− 3
2




which defines the asymmetry of the Λb spin projection with respect to the photon momen-
tum.
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We will now disentangle the contributions due to the photon emission and the forma-
tion of the Λ(X) resonance. We assume that the photon production is independent from
the Λ(X) state formed in the hadronization process, which allows us to write:
αγ =
P (γL)− P (γR)




















,−1|2 + |C 3
2
,1|2
















Since parity is conserved in strong interactions, the same ratio η can be assumed for posi-






The photon angular distribution has the same form as (5.9), with the additional factor 1−η1+η
which takes into account the fact that the Λ(X) can now access more helicity states.
The proton angular distribution can be written as:
dΓ
d cos θp

















,1|2 + |C− 3
2
,−1|2 + 13 (|C− 12 ,−1|





















Figure 5.3: The asymmetry parameters αγ,3/2
(dotted red) and αp,3/2 (dashed blue) as a
function of log η, for the SM expectation of αγ
(solid black) = 1.
The proton angular distribution is sym-
metric around cos θp = 0, as expected in a
strong decay, but it can be used to extract
the value of η. Since no theoretical pre-
dictions exist for η, we will now study the
three cases (see also fig. 5.3):
η  1 The fraction of Λ(X) with helicity
1/2 dominates. αp,3/2 ' −3 and
αγ,3/2 ' αγ .
η ' 1 About the same amount of Λ(X)
with helicity 3/2 and 1/2 are pro-
duced. The parameters αp,3/2 '
αγ,3/2 ' 0, and the angular distrib-
utions (5.13) and (5.17) are flat.
η  1 The fraction of Λ(X) with helic-
ity 3/2 dominates. αp,3/2 ' 1 and
αγ,3/2 ' −αγ .
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To summarize, if η ' 1 no asymmetry will be found in the photon angular distribution,
and no measurement of |r| is possible. On the other hand, if a photon asymmetry is
measured, combining the measurement of αγ,3/2 and the proton parameter αp,3/2 one can










and the ratio |r| can be probed as in spin 1/2 Λ(X) decays. Note that an independent mea-
surement of the Λb polarization is necessary for the extraction of αγ,3/2 from the measured
photon angular distribution.
5.5 Measuring the photon polarization inΛb → Λ(X)γ decays.
From the theoretical point of view, probing the photon polarization in the decay Λb →
Λ(1115)γ is very promising due to the two independent measurements that can be ex-
tracted from the photon and the proton angular distributions. We have seen in the pre-
vious section that the photon polarization can also be measured in Λb radiative decays
which involve higher Λ resonances4 with spin = 1/2, 3/2. We will now examine which
Λ(X) resonances are the most promising from the experimental point of view.
]2M(pK) [MeV/c
























Figure 5.4: Invariant pK mass spectrum from Λb → Λ(X)γ decays. The contribution of each
resonance and the overall cross section are shown. Only resonances with an experimental
status of at least *** (with reference to table 5.1) are shown. The non-relativistic Breit
Wigner distribution has been used for the decays Λ(X) → pK. Λ(X) (averaged) parameters
from [101]. The Λb → Λ(X)γ decays branching ratios are assumed to be independent of the
pK mass (see section 5.2.2). Non-resonant contributions have been neglected.
Fig. 5.4 illustrates the pK invariant mass spectrum as we can expect to observe it from
radiative Λb decays. The spectrum presents three peaks in the region of the Λ resonances.
The first peak belongs to the Λ(1520) alone, therefore this resonance should be the easiest
4In this case however only the photon angular distribution is useful.
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to observe. Since the Λ(1520) has spin 3/2 the extraction of the photon polarization via
angular distributions is possible only if the proton parameter η is sufficiently far from 1.
The second peak is given by both the Λ(1670) (spin 1/2) and the Λ(1690) (spin 3/2).
It may be assumed that the different angular distributions will allow us to distinguish the
two resonances. αγ could then be extracted from a combined fit applied to events in that
region.
The third (possible5) peak is formed by the contribution of the Λ(1810) (spin 1/2), the
Λ(1820) (spin 5/2), the Λ(1830) (spin 5/2) and the Λ(1890) (spin 3/2). The dominant
contribution to this peak is given by the Λ(1820), which has spin 5/2, therefore it is not
useful for the determination of the photon polarization.
We identify therefore as decays of interest for the photon polarization measurements
the ones involving a Λ(1115), Λ(1520), Λ(1670) or Λ(1690) baryon. In the following chap-
ters we will study the reconstruction of such decays in the LHCb environment, and will
estimate the LHCb sensitivity to r.
5The decay width of Λ resonances in this region are poorly known.
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Appendix to Chapter 5
5.A Angular distributions for the decay Λb → Λ(X)γ
Detailed calculations of the final states angular distributions are given for the decay Λb →
Λ(X)γ, for Λ(X) baryons of spin JΛ equal to 1/2 and 3/2. All used notations have already
been defined in chapter 5.
5.A.1 The case JΛ =
1
2





λ ±12 ±12 ±1
The allowed helicity combinations are:
λΛ λγ λΛ − λγ
+1/2 +1 −1/2
−1/2 −1 +1/2




































where λ = λΛ − λγ .
We can use the fact that CλΛ,λγC
∗
λ′Λ,λγ















































































Let us now add some considerations on the second decay Λ(X)→ p h, where we have:





λ ±12 ±12 0






























































































































where we used the fact that:




dJM ′,M (θ) = (−1)M−M
′
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We can now define the following quantities, which depend on the helicity amplitudes:
Photon asymmetry: αγ,1/2 =
|C 1
2





|2 + |C− 1
2
|2
Proton asymmetry: αp,1/2 =
|E 1
2





|2 + |E− 1
2
|2
We remark that αγ,1/2 represents the photon polarization which we defined as:
αγ =
P (γL)− P (γR)
P (γL) + P (γR)
= αγ,1/2
In case of parity conservation in the decay Λ(X)→ p K, αp,1/2 = 0.
Inserting the asymmetries defined above, and the Λb polarization (5.6), into the tran-





|2 (1 + PΛb cos θΛ)
(




|2 (1− PΛb cos θΛ)
(
1 + αp,1/2 cos θp
)
∝ (1− αp,1/2PΛb cos θp cos θΛ)(|C 1
2
|2 + |C− 1
2
|2)
+(PΛb cos θΛ − αp,1/2 cos θp)(|C 1
2
|2 − |C− 1
2
|2)
∝ 1− αp,1/2PΛb cos θp cos θΛ − αγ(αp,1/2 cos θp − PΛb cos θΛ) (5.23)
5.A.2 The case JΛ =
3
2
Increasing the spin of the Λ(X) baryon means increasing the number of possible helicity
combinations. For JΛ = 3/2, the Λ(X) helicity can assume the values ±1/2,±3/2. The
allowed helicity combinations become:




































M,λΛ−λγ (φΛ, θΛ,−φΛ)CλΛ,λγEλp (5.24)
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where (5.21) has been used. The factor |Eλp |2 has been dropped because of parity conser-
vation (|E− 1
2
| = |E 1
2
|).
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iαλ′Λ = |C− 3
2
,−1|2 + |C− 1
2




These results can be used to evaluate the squared amplitude:
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,1|2 sin2 θp (1 + PΛb cos θΛ)























































,−1|2 sin2 θp (1− PΛb cos θΛ)







































































































































(3 cos θp − 1)2 + sin2 θp
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For the interference terms:
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cos θp sin θp sin θΛ










Ci(φΛ, φp) · fi(θp) · gi(θΛ, PΛb) (5.26)
where:
Ci(φΛ, φp) are functions of the relevant helicity amplitudes and the azimuthal angles φΛ and
φp;
fi(θp) are functions of the proton polar angle θp;
gi(θΛ, PΛb) are functions depending on the Λ polar angle θΛ and the Λb polarization PΛb .
The Ci, fi and gi are reported in table 5.2.
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Chapter 6
The decays Λb → Λ(X)γ at LHCb
Polarized radiative Λb decays are studied in the
LHCb environment. In particular, events gener-
ation, simulation and selection are covered in
this chapter.
6.1 Introduction
As we have seen in the previous chapter, interesting tests of the Standard Model can
be made by measuring the final states angular distributions of decays of the type Λb →
Λ(X)γ.
As an example of radiative Λb decays, we present the reconstruction of the decays:
Λb → (Λ(1115) → p pi)γ (6.1)
Λb → (Λ(1670) → p K)γ (6.2)
at LHCb, based on a full Monte Carlo (MC) simulation. The results obtained for channel
(6.2) can be extended to any Λ(X) resonance which decays strongly in pK, while channel
(6.1) needs a separate treatment. Its reconstruction is in fact more delicate, due to the
fact that the Λ(1115) (cτ= 7.89 cm) traverses a large fraction of the LHCb tracking system
before decaying to ppi.
Since LHC is not yet running, to measure a detector performance on a particular chan-
nel we can only use Monte Carlo (MC) generated events (see section 3.4 for a short in-
troduction to the LHCb software). We summarize here the steps the analysts normally
follows, and indicate in which section one can find the specific strategy followed for the
reconstruction of the decays (6.1) and (6.2):
Event generation The decay chain of interest is generated. It is up to the analyst to insert
the most realistic parameters, such as branching ratios, angular distributions, etc. for
that particular channel. See section 6.2.
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Event simulation and reconstruction Based on the generated decay chain, LHCb simu-
lation software takes care of simulating the response of the detector. The reconstruc-
tion algorithm attempts then to find tracks and vertices in the simulated detector
data. Event reconstruction is addressed in section 6.3. Detector and reconstruction
efficiencies are discussed in section 6.4.
Selection algorithms The analyst tries to select the events of interest, by exploiting the
specific features that distinguish them from the background. The selection algorithm
and its performances are reported in section 6.5.
Evaluation of the performances The analyst evaluates whether a search for that particu-
lar channel is possible in LHCb, given the event yield and the ratio of selected signal
events over background events. Section 6.6 contains the expected event yields for
the decays of interest and the feasibility of Branching Ratio (BR) studies.
Sensitivity measurements If a search is possible, it is then interesting to know what
could be the LHCb physics reach for that particular channel, i.e. whether precision
measurements of interesting observables can be made. The feasibility of the photon
polarization measurement is discussed in chapter 7.
6.2 Event generation
The event generation is accomplished by PYTHIA [106], which generates minimum bias
pp interactions at
√
s = 14 TeV. The bb¯ cross section is poorly known, and a value of 500 µb
is the working assumption for LHCb. The hadronization fractions of the b quark used in
PYTHIA are the following: 40% B0, 40% B±, 12% Bs, and 8% Λb. Signal events are then
obtained by selecting the appropriate bb¯ events from the minimum bias sample. To reduce
the number of reconstructed events where not all the decay products are in the detector
acceptance, a cut of 400 mrad on the true polar angle of the signal b-hadron is imposed at
generator level.
EvtGen [68] is then used to decay all the particles. Various decay models are available
to generate the correct angular distributions of the final states. For this analysis we used
the HELAMP model, which takes as input the helicity amplitudes of the involved decays.
For simplicity’s sake, we generated decays involving Λ(X) baryons of spin 1/2. The results
can be easily extended to Λ(X) baryons of spin 3/2.
To maximize the effect of the asymmetries, the following settings have been chosen for
the Λb and the γ polarization:
• PΛb = 1, for polarized decays,
• αγ = 1, for the decay Λb → Λ(X)γ.
The proton polarization parameter has been set to:
• αp,1/2 = 0.642, for the decay Λ(1115) → p pi,
• αp,1/2 = 0, for the decay Λ(X)→ p K.
The possibility of generating polarized Λb baryons had to be included in the generation
software. Since it was the first time that polarized Λb decays were simulated within LHCb,
we checked the generation of the correct angular distributions. For this purpose, small
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cos??, ?b rest frame cos??, ?b rest frame
?? (gen) = 1.036
?? (theory) = 1
?? (gen) = -0.989
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Figure 6.1: Photon (a, b, e, f) and proton (c, d, g, h) angular distributions for decays of
type of type Λb → Λ(1115)γ (a, b, c, d) and Λb → Λ(1670)γ (e, f, g, h) from EvtGen
(HELAMP model, transversal Λb polarization). The left plots show Λb decays and the right
ones Λb decays. The theoretical distribution (dashed red) and a linear fit of the generated
data (dotted green) are also shown.
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Table 6.1: Λb → Λ(X)γ events used to check the correct generation by EvtGen. The last two
columns contain the parameters of the generation.
Type Decay Λb polarization EvtGen model
I Λb → Λ(1115)γ no phase space
II Λb → Λ(1115)γ longitudinal HELAMP
III Λb → Λ(1115)γ transversal HELAMP
IV Λb → Λ(1520)γ no phase space
V Λb → Λ(1600)γ no phase space
VI Λb → Λ(1600)γ longitudinal HELAMP
VII Λb → Λ(1600)γ transversal HELAMP
VIII Λb → Λ(1670)γ no phase space
IX Λb → Λ(1670)γ longitudinal HELAMP
X Λb → Λ(1670)γ transversal HELAMP
samples of various radiative decays (10k events of each type) have been generated, for
both Λb and Λb events (see table 6.1 for a list of the generated decays).
The results of event generation are shown in fig. 6.1 for the decays III and X (with
reference to table 6.1), where one can check the goodness of the generation comparing
the theoretical and generated angular distributions.
6.3 Event simulation and reconstruction
The generated particles are tracked through the detector material and the surrounding
environment. The response of the detector is simulated using the GEANT4 package [107].
The reconstruction algorithms, which take as input the detector signals and search for
tracks and vertices, are described elsewhere [46], and are run inside the BRUNEL [71]
software package.
We will now introduce the principles of track reconstruction in LHCb, underlining the
relevant aspects for our analysis.
6.3.1 Charged track reconstruction
The tracking algorithms search for hits in the LHCb tracking system (VELO, TT, IT and OT)
and combine them to form particle trajectories. According to the reconstructed trajectory,
several classes of tracks can be defined in LHCb [46] (see also fig. 6.2):
Long (L) tracks have been reconstructed using hits through all the LHCb tracking de-
vices, from the VELO to the T (Tracking) stations. They have in general good mo-
mentum and impact parameter resolution and are therefore the most useful (and
used) for physics analysis.
Upstream (U) tracks traverse only the VELO and TT (Trigger Tracker) stations. They are
typically low momentum tracks that do not traverse the magnet.
Downstream (D) tracks have hits only in the TT and T stations. They may come from
the decay of a K0S or a Λ(1115), in case they decay after the VELO.
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VELO tracks are measured only in the VELO. These are typically backward or large angle
tracks that are used for primary vertex reconstruction.
T tracks have hits only in the T stations, and are mainly produced in secondary interac-
tions. However they are still useful for the global pattern recognition in the RICH
detector.
Figure 6.2: Left: a scheme that illustrates the various LHCb track types, according to the
subdetectors they traverse. For reference the main B field component (By) is plotted above as
a function of the z coordinate. Picture from [46]. Right: track composition of the Λ(1115)
candidates, in events where all true signal tracks have been associated to reconstructed tracks.
Normally only long tracks are used in physics analysis. We will follow this convention
for the reconstruction of the Λ(1670). However, this turns out to be insufficient for the
Λ(1115) reconstruction. An average momentum Λ (40 GeV/c) travels about 3 m before
decaying. It may therefore decay outside the VErtex LOcator (VELO), or even after the
tracking stations. We find that 14% of Λ(1115) generated within LHCb acceptance are
lost for reconstruction since they interact with the detector material before decaying (see
section 6.4.1). In order to increase the efficiency we will therefore use also tracks that
are not normally used for physics analysis, i.e. upstream and downstream tracks. One
can therefore classify reconstructed Λ(1115) according to their track composition. We
will consider the following categories: LL, DD, LU and LD. In fig. 6.2 the distribution
of the origin of the Λ(1115) candidates, in events where all true signal tracks have been
associated to reconstructed tracks, is shown. The contribution of UU and UD combinations
is not significant and they will not be used in the following.
6.3.2 Photon reconstruction
Photons are reconstructed and identified as ECAL clusters that are not associated to a
charged track (they are therefore defined as neutral). For each photon candidate, an
evaluation of its energy and position is given. Several effects are taken into account,
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including the energy loss in the material before and between the ECAL modules, and the
shape of the electromagnetic shower [108].
As neutral particles do not leave hits in the tracking system, it is impossible to recon-
struct their direction. Each photon origin is therefore set to a point that is considered the
origin of the detector, and is located in the middle of the VELO. The origin can be changed
by the analysis algorithm according to specific needs, as we will see in section 6.5.5.
6.4 Detector and reconstruction performances
According to the number of hits left in each detector one can define whether a track is
reconstructible by the LHCb software:
• VELO tracks must have at least 3 r and 3 φ hits;
• T tracks must have at least 1 x and 1 stereo hit in each station T1-T3;
• a long track must be reconstructible as a VELO and T track;
• an upstream track must be reconstructible as a VELO track and have at least 3 hits
in TT;
• a downstream track must be reconstructible as a T track and have at least 3 hits in
TT.
Moreover, a VELO or TT track is considered reconstructed if at least 70% of its associ-
ated hits come from the same generated MC particle, while an upstream or downstream
track must have in addition a correct TT hit assigned. For long tracks, both VELO and T
segments must be successfully reconstructed.
To evaluate the detector performances, one can use two indicators: the detector and
reconstruction efficiencies. Let us define [109]:
Ngen : number of generated MC signal events.
NDoI : number of events where the Decay of Interest (DoI) has been found, i.e. all particles
in the decay chain can be retrieved in the MC truth for that particular event. In
generalNgen = NDoI. However long-lived particles such as the Λ(1115) may interact
with the detector material before decaying, hence Ngen > NDoI.
N′ble : number of reconstructible events. A DoI is reconstructible if one of the following is
true for each final state MC particle:
– if the MC particle comes from a K0S , it must be reconstructible as a long or
downstream track;
– if the MC particle does not come from a K0S , it must be reconstructible as long
if it is charged, or as neutral if it is neutral.
N′ed : number of reconstructed events. A DoI is reconstructed if one of the following is
true for each final state MC particle:
– if the MC particle comes from a K0S , it must be reconstructed as a long or
downstream track;
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Table 6.2: A list of the data samples chosen for full simulation in the LHCb software (see text
for explanation). The detector and simulation efficiencies are given for each channel.
Decay Ngen NDoI N′ble N′ed N′ble&′ed det rec/det
Λb → Λ(1115)γ, long. 305500 262464 5313 6359 4170 0.01 0.78
Λb → Λ(1670)γ, long. 279500 279500 61807 72989 53966 0.10 0.87
Λb → Λ(1670)γ, trans. 178500 178500 39167 46129 34066 0.10 0.87
Λb → Λ(1670)γ, ph. sp. 280000 280000 61891 72596 53828 0.10 0.87
– if the MC particle does not come from a K0S , it must be reconstructed as long if
it is charged, or as neutral if it is neutral.
N′ble&′ed : number of reconstructible and reconstructed events;






where the factor θsig = 37.1% takes into account the 400 mrad cut on the true polar angle
of the signal b-hadron imposed at generator level (see section 6.2).
6.4.1 Data samples
In order to assess LHCb performances on polarized radiative Λb decays, large event sam-
ples need to be generated and simulated through the entire LHCb software chain. Since
the full generation, tracking and reconstruction takes a fair amount of resources, one has
to choose the most promising decay modes, and focus on those. We will therefore study
decays of the type:
• Λb → Λ(1115)γ, for branching ratio measurements. We have generated about 300k
events of this type, with full longitudinal polarization of the Λb
1.
• Λb → Λ(1670)γ, for angular asymmetries measurements. We have generated events
with: unpolarized (phase space), full longitudinally and full transversally polarized
Λb.
A list of the generated events, and of reconstruction performances, is reported in table 6.2.
As one can see, the reconstruction and detector efficiencies do not depend on the initial Λb
polarization. The difference between Ngen and NDoI for Λb → Λ(1115)γ events gives the
fraction (∼ 14%) of Λ(1115) which have interacted with the surrounding material before
decaying.
For background studies, a sample of 39M bb¯ inclusive events has been used. The gen-
eration of the generic bb¯ sample follows the same steps described in section 6.2 for the
generation of the signal sample. Of course in this case all bb¯ events are selected from the
minimum bias sample.
1Unfortunately, when this event sample was generated, the Λb polarization was still hard-coded in the
generation software, and could only be set to longitudinal.
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6.5 Selection of radiative Λb decays
Reconstructing radiative Λb decays is quite challenging since the rates of exclusive radia-
tive penguin decays are of the order of 10−5–10−6 and the background is significantly
high. The most critical background source is given by bb¯ events, since they are character-
ized by high charged and neutral multiplicities, and they are obviously favored at trigger
level. Particularly dangerous for the reconstruction of Λb → Λ(1115)γ decays are events
where a prompt Λ(1115) has been formed, or created in a secondary interaction. Also the
background from minimum bias interactions can be significant, but we assume here that
this can be controlled at trigger level.
We will now discuss in details the selection strategy for radiative Λb decays. Since the
reconstruction procedures for the decays (6.1) and (6.2) is quite similar, we will describe
the selection criteria for both channels in parallel, and will state the differences when
needed. We also remark that no particular procedure is applied to optimize the various
selection criteria, whose values have been chosen to suppress bb¯ background events while
keeping the highest possible efficiency on signal events.
The list of all selection criteria that will be described in the following paragraphs can be
found for reference in tables 6.3 and 6.4 for Λb → Λ(1115)γ and Λb → Λ(1670)γ decays,
respectively. To (hopefully) improve the readability of this section, only the most relevant
distributions are shown here. The remaining plots can be found in appendix 6.A at the
end of this chapter.
6.5.1 Charged particle identification
The first step of a selection is normally to assign a particle identification (PID) to the
reconstructed tracks. The LHCb subsystems involved in particle identification are the
Calorimeters (which identify hadrons, electrons and photons, and also pi0, using the decay
pi0 → γγ), the RICH detector (for charged tracks) and the muon system (evidently, for
muons). For each track, a probability to belong to a certain particle (e, µ, proton, pion
or kaon) is given, based on the information from the relevant subsystem(s) [46]. A Delta
Log-Likelihood (DLL) function is used then to compare different hypotheses and allows
one to discriminate the wrong from the correct PID assignment:
∆ lnLAB = lnLA − lnLB
where LA, or LB are the likelihood functions describing the probability that the track has
been left by particle A, or B. The selection of tracks is non-exclusive, i.e. tracks can be
assigned more than one particle type. The DLL function tends to be positive for correctly
identified tracks.
In this analysis the final states can be pions, protons, or kaons. All charged tracks are
considered as possible pion candidates. Proton and kaon candidates are required to have
the appropriate DLLs greater than certain values:
• Λ(1115) → ppi reconstruction. A charged track is considered a proton if:
– DLLppi > 6 and DLLpK > 4, for long tracks;
– DLLppi > 10 and DLLpK > 8, for downstream tracks;
– DLLppi > 6 and DLLpK > 0, for upstream tracks.
• Λ(1670) → pK reconstruction. A charged track is considered:
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– a proton, if DLLppi > 5 and DLLpK > 0;
– a kaon, if DLLKpi > 5 and DLLKp > 0.
The relevant DLLs distributions are shown in figs. 6.11 and 6.17 (app. 6.A) respectively
for Λb → Λ(1115)γ and Λb → Λ(1670)γ decays.




































Figure 6.3: Classification of
common hadrons according to
their mass and lifetime.
b hadrons are rather heavy and long-lived, if compared
to other lighter flavor states (see fig. 6.3). Typical
signatures of b-hadrons decay products are the large
transverse momentum (pT ) and impact parameter (IP).
The impact parameter of a given track is defined as
the distance between the Primary Vertex (PV) and the
point of closest approach of the track to the PV. It can
be shown that the mean impact parameter of a decay
is proportional to the lifetime of the decaying particle.
As a selection criterion, we prefer to use the impact pa-
rameter significance (IPS), which is defined as IPS =
IP/σIP, therefore taking also into account the error σIP
on the measurement of IP. If the event contains more
than one reconstructed PV, we will consider the small-
est IP.
The charged tracks selection is therefore completed
by requiring:
• Λ(1115) → ppi reconstruction.
Proton candidates must have:
– pT > 1600 MeV/c and IPS > 4, for long tracks;
– pT > 2500 MeV/c and IPS > 3, for downstream tracks;
– pT > 500 MeV/c and IPS > 4, for upstream tracks.
Pion candidates must have:
– pT > 300 MeV/c and IPS > 4, for long tracks;
– pT > 350 MeV/c and IPS > 3, for downstream tracks;
– pT > 250 MeV/c and IPS > 4, for upstream tracks.
• Λ(1670) → pK reconstruction. Charged tracks are required to have pT > 600 MeV/c
and IPS > 3.
The distributions of the charged tracks transverse momentum can be found in app.
6.A, fig. 6.12 (Λ(1115)) and 6.18 (Λ(1670)), and the impact parameter significance distri-
butions in app. 6.A, fig. 6.13 (Λ(1115)) and 6.19 (Λ(1670)).
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Figure 6.4: Distribution of the χ2 of Λ(1115) candidates for various track combinations
(LL, DD, LD and UL). The red (solid) histogram contains signal events, the blue (dashed)
histogram bb¯ events where the reconstructed candidate has been associated to a true Λ(1115),
and the black (dotted) histogram bb¯ events with a fake reconstructed Λ(1115) candidate. The
yellow lines represent the cut values used in the Λ(1115) reconstruction described in section
6.5.3.
6.5.3 The Λ reconstruction
To reconstruct the Λ candidate, all pairs formed by a proton and a pion/kaon candidate
(that have survived the previous steps) are combined. Tracks are required to come from a
common vertex by discriminating on the χ2 of a vertex fit. No mass constraint is applied
on the Λmass. The χ2 from the vertex fit can be effectively used to discriminate true from
fake Λ(1115), as can be seen in fig. 6.4.
The Λ candidates are then selected by requiring that the reconstructed invariant mass
be within a mass window∆m around the nominal mass. Additional requirements to refine
the selection are applied on the transverse momentum and impact parameter significance
of the reconstructed Λ candidate. The relevant distributions can be found in app. 6.A,
fig. 6.14 and 6.15 for Λ(1115) candidates, and fig. 6.18, 6.19, and 6.20 for Λ(1670)
candidates.
To summarize, we require:
• Λ(1115) → ppi reconstruction.
– χ2 < 6, pT > 500 MeV/c, IPS > 4 and ∆m < 6 MeV/c
2 for Λ(1115) candidates
from LL combinations;
– χ2 < 2, pT > 2000 MeV/c, IPS > 3 and ∆m < 11 MeV/c
2 for Λ(1115) candi-
dates from DD combinations;
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– χ2 < 2, pT > 1500 MeV/c, and ∆m < 6 MeV/c
2 for Λ(1115) candidates from
LD combinations;
– χ2 < 2, pT > 500 MeV/c, IPS > 4 and∆m < 27 MeV/c
2 for Λ(1115) candidates
from UL combinations.
• Λ(1670) → pK reconstruction: χ2 < 6, pT > 1500 MeV/c, IPS > 4 and ∆m < 100
MeV/c2.
The invariant mass distribution of the Λ candidates after the previously defined selec-
tion is shown in fig. 6.5 and 6.6. In Λb → Λ(1115)γ decays the most significant contribu-
tion to the background in bb¯ events is given by real Λ(1115), whereas in Λb → Λ(1670)γ
decays the contribution of random combinations from proton-kaon pairs dominates.
6.5.4 Photon selection
We have seen that photon candidates are defined as clusters in the electromagnetic calorime-
ter that have not been associated to a charged track. To effectively suppress low energy
γ and pi0, photons are required to have a large transverse momentum. In particular we
require
• Λb → Λ(1115)γ reconstruction.
– pT > 3200 MeV/c, for photon candidates in events where a Λ(1115) candidate
from LL combinations has been found;
– pT > 3400 MeV/c, for photons associated to a Λ(1115) DD-candidate;
– pT > 3800 MeV/c, for photons associated to a Λ(1115) LD-candidate;
– pT > 3400 MeV/c, for photons associated to a Λ(1115) UL-candidate.
• Λb → Λ(1670)γ reconstruction: photon candidates must have pT > 2600 MeV/c.
The photon transverse momentum distribution can be found in figs. 6.16 and 6.20 (in
app. 6.A) respectively for Λb → Λ(1115)γ and Λb → Λ(1670)γ decays.
6.5.5 The Λb reconstruction
In LHCb photons can only be reconstructed from clusters in the electromagnetic calorime-
ter, which give a measurement of their energy and position, but are insufficient to define
their direction. Therefore we cannot combine the reconstructed Λ and photon candidates
to form the Λb vertex as we have done for the Λ vertex.
For Λb → Λ(1670)γ decays we can simply assume that the production and decay ver-
tex of the Λ(1670) coincide. The photon origin will therefore be considered the Λ(1670)
vertex. The Λb production vertex is chosen as the primary vertex with minimum Λb impact
parameter. Therefore the angle θB between the momentum and the flight direction of the
reconstructed Λb should be very small. Such a requirement is very effective in suppressing
bb¯ background (see fig. 6.20 in app. 6.A). Λb candidates are also required to have a large
flight distance significance (FS).
To treat Λb decays into a long-lived particle as the Λ(1115) and a photon, we developed
a special algorithm, which takes as input the reconstructed Λ(1115) direction and a pri-
mary vertex. An unconstrained vertex fit is then performed, for all reconstructed primary
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Figure 6.5: Mass distributions of selected Λ(1115) candidates (points with error bars), from
LL (left) and DD (right) combinations). The blue dashed curve is a gaussian fit of the signal
mass distribution for Λ(1115) reconstructed decays. The red dotted histogram contains se-
lected bb¯ events (normalized to the total number of selected signal events). The yellow vertical
lines represent the mass window cut.
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Figure 6.6: Left: Mass distributions of selected Λ(1670) candidates (black solid histogram).
The red dotted histogram contains selected bb¯ events (normalized to the total number of se-
lected signal events). The yellow vertical lines represent the mass window cut. Right: Λ(1670)
mass resolution (difference between the reconstructed and generated mass). See section 6.5.6
for details.
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vertices, to find the vertex that is pointed to by the Λ(1115) direction. The primary vertex
which gives the minimum χ2 from the fit is chosen as the Λ(1115) production vertex. As
can be seen in fig. 6.7, the χ2 can be effectively used to discriminate the signal primary
vertex (associated to the true Λb) from fakes. Requiring a minimum χ
2 can also be used
as a selection requirement for background rejection, especially for LL and UL combina-
tions. The flight distance of the Λb (∼ 5 mm for average momentum Λb) is considered
to be negligible if compared to the Λ(1115) decay length (about 3 m for average momen-
tum Λ(1115)). The Λ flight distance (FD) and its significance are also used as a selection
criterion.
Other selection requirements are the Λb mass window ∆m and the transverse momen-
tum. Also the projection of the photon momentum on the Λb candidate flight direction is
found to be very useful in suppressing bb¯ background (see app. 6.A, figs. 6.16 and 6.20).
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Figure 6.7: χ2 (from the Λb vertex fit for Λb → Λ(1115)γ decays) distribution for various
combinations (LL, DD, LD and UL) of Λ(1115) candidates. The red (solid) histogram shows
the χ2 from fits where the signal primary vertex (associated to the true Λb) has been used,
the blue (dashed) histogram contains the χ2 distribution from the other vertices. The black
(dotted) histogram contains the minimum χ2 distribution from bb¯ events. The yellow lines
represent the cut values used in the Λ(1115) reconstruction described in section 6.5.5.
To summarize, we require:
• Λb → Λ(1115)γ reconstruction.
– Λ(1115) candidates from LL combinations: FS > 4;
photon candidates: pT (in Λb direction)∈ [2250,3000] MeV/c;
Λb candidates: χ
2 < 2, pT > 2500 MeV/c, θB < 0.15 and ∆m < 300 MeV/c
2;
– Λ(1115) candidates from DD combinations: FD> 300 cm;
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photon candidates: pT (in Λb direction)∈ [2250,3000] MeV/c;
Λb candidates: χ
2 < 1, pT > 2000 MeV/c, θB < 0.15 and ∆m < 300 MeV/c
2;
– Λ(1115) candidates from LD combinations: no FS or FD requirement;
photon candidates: pT (in Λb direction)∈ [2250,3000] MeV/c;
Λb candidates: χ
2 < 1, pT > 1000 MeV/c, θB < 0.15 and ∆m < 300 MeV/c
2;
– Λ(1115) candidates from UL combinations: FS > 4;
photon candidates: pT (in Λb direction)∈ [2250,3000] MeV/c;
Λb candidates: χ
2 < 1, pT > 500 MeV/c, θB < 0.15 and ∆m < 300 MeV/c
2;
• Λb → Λ(1670)γ reconstruction:
photon candidates: pT (in Λb direction)∈ [1600,2800] MeV/c;
Λb candidates: pT >1500 MeV/c, θB < 0.01, FS > 2 and ∆m < 200 MeV/c
2.
The most effective selection criteria for background rejection are the requirements on
particle identification, transverse momentum and impact parameter significance of the
final states (as one can easily convince oneself by looking at the relevant distributions), as
well as the mass window requirements. For Λb → Λ(1670)γ decays, the requirement on
small angles between the Λb momentum and flight direction is also very powerful. The χ
2
cuts are useful to discriminate events where a true Λb or Λ have been reconstructed (and
therefore to enhance signal purity).
6.5.6 Mass resolutions
The mass distributions of the selected Λb candidates are shown in fig. 6.8. The central




Λb → Λ(1115)γ (LL) 5615.9 ± 3.9 62.2 ± 3.5
Λb → Λ(1670)γ 5611.3 ± 1.3 74.9 ± 1.2
The Λb mass resolution is similar to those of other B radiative decays (64 and 65
MeV/c2 respectively for B0 → K∗0γ and B0s → φγ decays [110]). The small offset (about
10 MeV/c2) in the reconstructed Λb mass with respect to the true Λb mass (5624 MeV/c
2)
is due to the photon calibration energy in the electromagnetic calorimeter. This will be
fixed when real data become available.
The mass resolution of the Λ(1115) can be read off fig. 6.5. For the Λ(1670) mass
resolution one has to separate the contributions of the intrinsic width of the resonance,
and the detector resolution. To get the latter, we apply a gaussian fit to the difference
between the reconstructed and generated mass (see fig. 6.6), and obtain σ = 2.56 ±
0.03 MeV/c2. An equivalent method would be to fit the Λ(1670) mass distribution with
the convolution of a gaussian (for the detector resolution) and a Breit-Wigner distribution
(for the intrinsic width).





Λb → Λ(1115)γ (LL) 1115.73 ± 0.07 1.23 ± 0.07
Λb → Λ(1115)γ (DD) 1115.4 ± 0.3 3.1 ± 0.3
Λb → Λ(1670)γ 1670.17 ± 0.03 2.56 ± 0.03
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Table 6.3: List of the selection criteria employed in the reconstruction of Λb → Λ(1115)γ
decays.
Proton L D U
DLLppi > 6 10 6
DLLpK > 4 8 0
pT [MeV/c] > 1600 2500 500
IPS > 4 3 4
Pion L D U
pT [MeV/c] > 300 350 250
IPS > 4 3 4
Λ(1115) LL DD LD LU
∆m [MeV/c2] < 6 11 6 27
χ2 < 6 2 2 2
pT [MeV/c] > 500 2000 1500 500
IPS > 4 3 - 4
FS (FD) > 4 300 (FD) - 5
Photon LL DD LD LU
pT (in Λb dir.) ∈ [2250,3000] [2250,3000] [2250,3000] [2250,3000]
[MeV/c]
pT [MeV/c] > 3200 3400 3800 3400
Λb LL DD LD LU
∆m [MeV/c2] < 300 300 300 300
χ2 < 2 1 1 2
pT [MeV/c] > 2500 2000 1000 500
θB < 0.15 0.15 0.15 0.15
Table 6.4: List of the selection criteria for Λb → Λ(1670)γ decays.
Kaon Proton Λ(1670)
DLLKpi > 5 DLLppi > 5 ∆m [MeV/c
2] < 100
DLLKp > 0 DLLpK > 0 χ
2 < 6
pT [MeV/c] > 600 pT [MeV/c] > 600 pT [MeV/c] > 1500
IPS > 3 IPS > 3 IPS > 4
Photon Λb
pT (in Λb dir.) ∈ [1600,2800] ∆m [MeV/c2] < 200
[MeV/c] θB < 0.01
pT [MeV/c] > 2600 pT [MeV/c] > 2000
FS > 2
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Figure 6.8: Mass distributions of selected Λb candidates from the decays Λb → Λ(1115)γ (left,
from LL combinations) and Λb → Λ(1670)γ (right). The blue dashed curve is a gaussian fit
of the signal mass distribution. The yellow vertical lines represent the mass window cut.
6.5.7 Selection algorithm performances
To assess the performances of the described selection algorithms from radiative Λb decays
we still need to add some more definitions:
Nsel : number of offline selected events;
NL0 : number of selected events passing the L0 trigger;
NL1 : number of selected events passing the L0 and L1 trigger;
NHLT : number of selected events passing the L0, L1 and HLT Generic trigger;
The total signal efficiency can be written as [46]:
tot = det × rec/det × sel/rec × trg/sel (6.3)
where:
• sel/rec = Nsel/N′ed is the offline selection efficiency on reconstructed events;
• trg/sel = NHLT/Nsel is the trigger efficiency on selected events. For a complete
description of the LHCb trigger system, see [55]. For completeness, we also give the
various contributions to the trigger efficiency in table 6.5, where:
– L0/sel = NL0/Nsel is the L0 trigger efficiency on offline selected events;
– L1/L0 = NL1/NL0 is the L1 trigger efficiency on offline selected events passing
the L1 trigger;
– HLT/L1 = NHLT/NL1 is the HLT Generic trigger efficiency on offline selected
events passing the L0 and L1 trigger.
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Figure 6.9: Left: Number of reconstructed primary vertices in selected Λb → Λ(1115)γ events
(from LL combinations) before (red solid) and after (blue dashed) the trigger. Right: track
composition of Λ(1115) candidates, after the offline selection (a), and after trigger and offline
selection (b).
The number of reconstructed primary vertices in selected Λb → Λ(1115)γ events
before and after the trigger (L0, L1 and HLT Generic) is shown in fig. 6.9, where
the effect of the Pile-Up veto can be seen. The track composition of selected Λ(1115)
candidates before and after the trigger can also be found in fig. 6.9. As expected
(the trigger only reconstructs long tracks), the LL combination dominates (91%).
Unfortunately, no exclusive HLT selection exists yet for radiative Λb decays.
The efficiencies breakdown for radiative Λb decays can be found in table 6.6.
To set a limit on the expected background level we will now calculate the background
to signal ratio for the channels of interest. The expression for the B/S ratio after selection
Table 6.5: Trigger efficiency breakdown. For explanation, see text.
Decay Nsel NL0 NL1 NHLT L0/sel L1/L0 HLT/L1
Λb → Λ(1115)γ, long. 416 291 148 95 0.70 0.51 0.64
Λb → Λ(1670)γ, long. 5311 3838 2534 1916 0.72 0.66 0.76
Λb → Λ(1670)γ, trans. 3496 2469 1530 1209 0.71 0.62 0.79
Λb → Λ(1670)γ, ph. sp. 5353 3812 2415 1874 0.71 0.63 0.78
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Table 6.6: Reconstruction and selection efficiency summary.
Decay det rec/det sel/rec trg/sel tot (%)
Λb → Λ(1115)γ, long. 0.01 0.78 0.068 0.228 0.011
Λb → Λ(1670)γ, long. 0.10 0.87 0.073 0.361 0.228
Λb → Λ(1670)γ, trans. 0.10 0.87 0.076 0.345 0.228
Λb → Λ(1670)γ, ph. sp. 0.10 0.87 0.074 0.350 0.225


















= 0.43 is the 400 mrad requirement acceptance for the bb¯ sample;
• fΛb = 8% is the b→ Λb production fraction;
• BRvis is the visible BR for the relevant decay channel.
No event from the 39M bb¯ inclusive sample passes the selection requirements for either
Λb decay mode
2. We will assume a Poissonian distribution for background events which
allows us to estimate N bb¯sel ≤ 1.22 at 90% confidence level. We find B/S ratios less than
42 and 18 at 90% confidence level respectively for Λb → Λ(1115)γ and Λb → Λ(1670)γ
decays.
6.5.8 Inclusive bb¯ background
To get a better understanding of the possible background sources for the decays under
study, we analyzed the 39M bb¯ inclusive sample with the selection criteria described in
tables 6.3 and 6.4, but with a looser requirement on the Λb mass window ∆mloose = 500
MeV/c2.
4 events pass the Λb → Λ(1115)γ selection, 3 from DD combinations and 1 from LD
combinations. Only one of them passes the L0 trigger:
• B+ → (D∗0 → (D0 → K0pi+pi−pi0pi0)pi0)np. The reconstructed proton comes from
the B+. The pion is a ghost. Λ(1115) from LD combinations.
• The reconstructed p¯ and pi+ come from a true Λ(1115) from a prompt Σ. The full
decay is: Σ
0 → Λ(1115)γ. This decay evidently has topological and kinematical char-
acteristics similar to decay (6.1). Λ(1115) from DD combinations. For completeness,
we report also the true B decays in the event:
B− → (D∗0 → (D0 → η′pi0)γ)e−ν¯;
B0 → (D− → (η → pi0pi0pi0)pi−)(D+s → (φ→ K0LK0S)e+ν).
2The selection requirements have however been tuned using the same 39M bb¯ sample, therefore a signifi-
cant bias might have been introduced.
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• Again, the reconstructed p¯ and pi+ come from a true Λ(1115) from a prompt Ξ. The
full decay is Ξ
0 → Λ(1115)pi0. From DD combinations. The true B decays in the
event are:
B0 → (D∗− → (D0 → K+pi−pi0)pi−)e+νe;
B
0 → (D∗0 → D0pi0)pi+τ−ν¯τ .
• B0 → (Σ0c → (Λ−c → Λ(1115)η′pi+)pi−)∆0ρ(770)0. From DD combinations. The
reconstructed p and pi− come from the true Λ(1115) from the Λc decay. Passes L0.
No background events have been selected from LL combinations. The B+ event selection
(from LD combinations) is due to a reconstruction problem (the reconstructed pion is a
ghost), while the remaining 3 events contain a true Λ(1115). This last event typology is, as
expected, the most dangerous background source for decay (6.1). The L0 accepted event
is the only one to contain a true reconstructed Λ(1115) from a B decay.
2 events pass the Λb → Λ(1670)γ selection, however none of them passes the L0
trigger:
• B− → (D∗0 → (D0 → K−pi+pi0)γ)e−ν¯. The kaon and a pion misidentified as a
proton from the D0 decay form the Λ(1670).
• Λb → (Λ−c → (K∗(892)+ → Kpi0)p¯ pi−)pi0pi0ρ(770)+. The reconstructed kaon comes
from the K∗ decay, whereas the antiproton comes from the Λ−c decay.
As expected, the dominant contribution comes from combinatorial background. For
both decays we see that a possible source of background is given by b-hadron decays with
detached secondary vertices (involving for instance D mesons).
6.6 BR measurement
For a given decay channel, the annual event yield is given by [46]:




int × σbb¯ × 2× fΛb = 8 · 1010 is the number of expected Λb per year, at an annual
nominal integrated luminosity Lyint = 2 fb
−1 and with an assumed bb¯ production
cross section of σbb¯=500 µb. The factor 2 takes into account the production of both
Λb and Λ¯b baryons.
BRvis is the visible BR for the relevant decay channel. The BRs for the channels of interest
can be found in chapter 5, and are of the order of 10−5–10−6.
tot is the total efficiency of detection, reconstruction and selection of signal events, see
sections 6.4 and 6.5.7 for details. We will also take into account here a further
reduction factor due to a yet to be written HLT exclusive selection. We will assume
an efficiency of 90%, as for the HLT exclusive selection of B0s → φγ events [111].
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We therefore obtain the following event yields for decays involving the first five Λ baryons
above the NK threshold:
Syear(Λb → (Λ(1115) → ppi)γ) ∼ 675
Syear(Λb → (Λ(1520) → pK)γ) ∼ 4270
Syear(Λb → (Λ(1600) → pK)γ) ∼ 2120
Syear(Λb → (Λ(1670) → pK)γ) ∼ 2250
Syear(Λb → (Λ(1690) → pK)γ) ∼ 2250




where Byear is the annual yield of background events. The sensitivity of LHCb to BR
measurements after 1 year of data taking can be read off fig. 6.10. If the SM prediction
for BR(Λb → Λ(1115)γ) is correct, LHCb can measure it with at least 4σ significance. If
the Λ(1670) and the Λ(1690) resonances can be disentangled, the BR(Λb → Λ(1670)γ)
can be measured very precisely (> 10σ significance). Similar results can be extrapolated
for the other Λ resonances which are given above.
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Figure 6.10: LHCb sensitivity to the measurement of the BR of Λb → Λ(1115)γ (left) and
Λb → Λ(1670)γ (right) decays after one year of data taking. The curves show the values of
the BR that can be probed at various sigma significance as a function of the background level
(B). The grey region is excluded by the estimated B/S ratio. The yellow vertical line is the
expected SM BR.
6.7 Conclusions
We have studied the polarized decays Λb → Λ(1115)γ and Λb → Λ(1670)γ in the LHCb
environment. The annual signal yield is expected to be 750 (2500) reconstructed events
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(after HLT Generic) with background to signal ratio < 42 (18) at 90% confidence level for
decay 6.1 (6.2). We find that the dominant background contribution is given by events
containing a true Λ(1115) for decay (6.1), and by combinatorial background for decay
(6.2). The reconstruction performances are similar to those of other benchmark channels.
BR measurements should be feasible already after 1 year of data taking.
In the next chapter we will use these results to assess LHCb sensitivity to the measure-
ment of the photon polarization in Λb → Λ(X)γ decays.
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Appendix to Chapter 6
6.A Distributions
This appendix contains all plots relevant to the event selection of the decays Λb → Λ(1115)γ
and Λb → Λ(1670)γ, as described in section 6.5. We will use the following convention:
all histograms (including the underflow and overflow bins) are normalized to 100. There-
fore by integrating over a certain range on the x-axis one obtains the percentage of events
contained in that interval.
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Figure 6.11: Difference in log-likelihood probability (DLL) between various particle hypoth-
esis for proton candidates in Λb → Λ(1115)γ decays. The red solid histogram corresponds
to signal events where the proton has been correctly identified, whereas the blue dashed his-
togram corresponds to events where a kaon (left) or a pion (right) has been wrongly identified
as a proton, in the bb¯ inclusive sample (left), and in signal events (right). The vertical yellow
lines represent the cut values.
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Figure 6.12: Transverse momentum distribution for reconstructed proton and pion candidates
in Λb → Λ(1115)γ decays. The red solid histogram corresponds to signal events where all
reconstructed tracks have been associated to the true signal particles, while the blue dashed

































































































Figure 6.13: Impact parameter significance (IPS) for reconstructed proton and pion candi-
dates in Λb → Λ(1115)γ decays. The red solid histogram corresponds to signal events where
all reconstructed tracks have been associated to the true signal particles, while the blue dashed
histogram to events from the bb¯ inclusive sample. The vertical yellow lines represent the cut
values.
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Figure 6.14: Transverse momentum distribution for reconstructed Λ and Λb candidates in
Λb → Λ(1115)γ decays. The red solid histogram corresponds to signal events where all
reconstructed tracks have been associated to the true signal particles, while the blue dashed
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Figure 6.15: Impact parameter significance (IPS), flight distance (FD) and flight distance
significance (FS) distributions for Λ candidates in Λb → Λ(1115)γ decays. The red solid
histogram corresponds to signal events where all reconstructed tracks have been associated
to the true signal particles, while the blue dashed histogram to events from the bb¯ inclusive
sample. The vertical yellow lines represent the cut values.
























































































































































































Figure 6.16: Transverse momentum (four top plots) and transverse momentum with respect
to the reconstructed Λb flight direction (four bottom plots) for photon candidates in Λb →
Λ(1115)γ decays. The red solid histogram corresponds to signal events where all reconstructed
tracks have been associated to the true signal particles, while the blue dashed histogram to
events from the bb¯ inclusive sample. The vertical yellow lines represent the cut values.
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Figure 6.17: Difference in log-likelihood probability (DLL) between various particle hypoth-
esis for proton (left) and kaon (right) candidates in Λb → Λ(1670)γ decays. The red solid
histogram contains signal events where the charged particle has been correctly identified,
whereas the blue dashed histogram corresponds to events where the charged particle has been
misidentified, in the bb¯ inclusive sample (top), and in signal events (bottom). The vertical
yellow lines represent the cut values.
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Figure 6.18: Transverse momentum distribution for reconstructed proton, kaon, Λ and Λb
candidates in Λb → Λ(1670)γ decays. The red solid histogram corresponds to signal events
where all reconstructed tracks have been associated to the true signal particles, while the blue



























































Figure 6.19: Impact parameter significance (IPS) and flight distance significance (FS) dis-
tribution for reconstructed proton, kaon, Λ and Λb candidates in Λb → Λ(1670)γ decays.
The red solid histogram corresponds to signal events where all reconstructed tracks have been
associated to the true signal particles, while the blue dashed histogram to events from the bb¯
inclusive sample. The vertical yellow lines represent the cut values.
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Figure 6.20: Transverse momentum and transverse momentum with respect to the recon-
structed Λb flight direction for photon candidates in Λb → Λ(1670)γ decays (top plots).
Distribution of Λ vertex χ2 and the angle θb between the reconstructed Λb momentum and
flight direction (bottom plots). The red solid histogram corresponds to signal events where all
reconstructed tracks have been associated to the true signal particles, while the blue dashed
histogram to events from the bb¯ inclusive sample. The vertical yellow lines represent the cut
values.
Chapter 7
Sensitivity to the photon
polarization measurement in
Λb → Λ(X)γ decays at LHCb
This chapter concludes our study of radiative decays of Λb hadrons. Us-
ing the results of the previous chapters, we assess LHCb sensitivity to the
measurement of the photon polarization in this type of decays.
7.1 Introduction
In chapter 5 we studied polarized Λb → Λ(X)γ decays with the intent of measuring the
polarization of the photon emitted in b → s transitions. We remind here that the photon
polarization αγ is defined as (cf. eq. 5.11):
αγ =
1− |r|2
1 + |r|2 (7.1)
The ratio r is defined as the ratio of the Wilson coefficients C ′7/C7, and therefore it takes
into account the relative strength of the opposite chirality dipole operators which enter
the effective b→ sγ Hamiltonian.
The photon polarization can be extracted by the measurement of the angular distribu-
tions of the final states from polarized radiative Λb decays. Such distributions depend on
the spin of the intermediate Λ(X) baryon.
For baryons of spin 1/2, the angular distributions of the photon and the proton take
the form (see chapter 5):
dΓ
d cos θγ
∝ 1− αγPΛb cos θγ (7.2)
dΓ
d cos θp
∝ 1− αγαp,1/2 cos θp (7.3)
where PΛb is the Λb polarization and αp,1/2 is the polarization parameter describing the
Λ(X) decay. An independent measurement of the Λb polarization is therefore needed
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to extract the value of αγ from the photon angular distributions. In section 7.2 we will
describe the Λb production at the LHC, and give the expectations for PΛb .
For Λ(X) baryons of spin 3/2, the above angular distributions can be written as:
dΓ
d cos θγ
∝ 1− αγ,3/2PΛb cos θγ (7.4)
dΓ
d cos θp
∝ 1− αp,3/2 cos2 θp (7.5)
where αγ,3/2 is the Λb asymmetry parameter defined in section 5.4.3. We have shown that
the photon polarization can be probed in spin-3/2 baryon decays combining the measure-










We finally identified as most promising the decays involving aΛ(1115), Λ(1520), Λ(1670)
or Λ(1690) baryon. In chapter 6 we studied these decays in the LHCb environment, and,
as a result of a full Monte Carlo simulation, we found the following annual event yields:
Syear(Λb → (Λ(1115) → ppi)γ) ∼ 675
Syear(Λb → (Λ(1520) → pK)γ) ∼ 4270
Syear(Λb → (Λ(1670) → pK)γ) ∼ 2250
Syear(Λb → (Λ(1690) → pK)γ) ∼ 2250
In this chapter we study the possible sources of errors in the measurement of the
photon polarization (see section 7.3), and finally use the previous results to estimate the
LHCb sensitivity to such a measurement (in section 7.4).
7.2 Λb production at the LHC
At the LHC, Λb baryons will be produced in proton-proton collisions at a center-of-mass
energy of
√
s = 14 TeV. The Λb production rate is expected to be 5 times lower than the
B0 mesons production rate (8% vs. almost 40%), and is therefore comparable to the B0s
production rate (10.5%) [101]. At LHCb we expect to have 1012 b-b¯ pairs per year [46],












Figure 7.1: The Λb polarization
in pp collisions.
The Λb produced in the reaction pp→ ΛbX is ex-
pected to be polarized in a similar way to that of or-
dinary hyperons (the quark composition is the same
if one replaces b → s) [112]. If parity is conserved
in strong interactions, the longitudinal polarization
is indeed suppressed and the Λb are transversally
polarized with respect to their production plane be-
cause of a QCD mechanism at the parton level.
Let ~n be the vector normal to the production
plane of the Λb in its rest frame:
~n =
~p1 × ~pΛb
|~p1 × ~pΛb |
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where ~p1 and ~pΛb are the vector-momenta of one incident proton beam and the Λb, respec-
tively (see fig. 7.1). Then, the initial Λb polarization is given by:
PΛb =< ~sΛb · ~n >
where sΛb is the spin of the Λb.
The Λb polarization is expected to be greater than 20% at the LHC [113]. The ATLAS
experiment plans to measure it with a statistical precision of 1% [114] in the decay Λb →
Λ(1115)J/Ψ. This decay is also under study at LHCb [115].
In the following, we fix the polarization of the Λb to a conservative estimation, PΛb =
0.20 ± 0.01, unless stated otherwise.
7.3 Error sources in the photon polarization measurement
To estimate the LHCb statistical sensitivity to the ratio |r| we need to consider the various
contributions to its measurement. In section 7.3.1 we describe the procedure applied to
estimate the statistical errors. Detector resolution effects are dealt with in section 7.3.2,
and found to be negligible.
7.3.1 Statistical errors












The photon helicity parameter αγ can be extracted from a linear fit of the measured an-
gular distributions (7.2), (7.3) and (7.4). To estimate the statistical error on the mea-
surement of the slope we use a fast toy Monte Carlo (RooFit [116]). We generate 1000
experiments of 1000 events each using as p.d.f. a linear distribution of the type 1−sγ cos θ
for various values of the slope sγ in the interval [0,1]. The results are shown in fig. 7.2
(left plot), where the error on the slope is shown as a function of sγ . We can therefore
parameterize the error on the measurement of sγ from a linear fit (for N events)as:
σsγ = 0.0554 ·
√
1− 0.71 · s2γ
√
1000/N (7.7)




where a is either the Λb polarization PΛb or the weak decay parameter αp,1/2. The (ab-
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αfit = p0 - p1 
 0.003±p0 = 0.108 
 0.002±p1 = 0.098 
Figure 7.2: Fast toy MC studies: statistical error in the measurement of the slope sγ (left) and
the proton parameter αp from decays involving a spin-3/2 Λ resonance (right). The dashed
lines represent a fit of the statistical error distributions.
For Λ(X) baryons of spin 3/2, the photon polarization is extracted from the measure-

























The proton asymmetry parameter αp,3/2 can be extracted from a fit of the angular
distribution (7.5). To estimate its statistical error we generate with a fast toy Monte Carlo
1000 experiments of 1000 events each (using as p.d.f. the distribution (7.5)). The results
are shown in fig. 7.2 (right plot), where σαp,3/2 is shown for the range of αp,3/2 of interest.
We assume a linear dependance of the type (for N events):
σαp,3/2 = (0.11 − 0.10 · αp,3/2)
√
1000/N (7.8)
We therefore have all ingredients to estimate the statistical error contribution to the
measurement of the photon polarization. The above formulas will be used in assessing the
LHCb sensitivity to the measurement of r (see section 7.4).
7.3.2 Detector resolution
To study the effect of detector resolution on the measurement of the photon polarization,
we consider the photon angular distribution from events generated and reconstructed in
the LHCb environment. In fig. 7.3 one can find such a distribution from Λb → Λ(1670)γ
events which pass all selection criteria defined in section 6.5.
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Figure 7.3: Top: photon angular distribution of selected Λb → Λ(1670)γ events from the
unpolarized sample. The blue curve is the fit to a parabolic distribution. Middle: photon
angular distribution from the transversally polarized event sample. In red the efficiency curve
is shown. Bottom: photon angular distribution from the transversally polarized sample, after
the efficiency correction. In blue, the linear fit is shown. The left plots contain Λb events,
whereas the right ones contain Λb events.
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If the selection efficiency is constant in θγ , events from the unpolarized sample
1 are
expected to have a flat distribution. However we find that a parabolic fit is in good agree-
ment with the measured angular distribution (top plots). The effect is due to the selection
criteria, in particular the requirement on the photon transverse momentum in the Λb di-
rection.
We can use the fitted angular distribution from unpolarized decays to correct the an-
gular distribution of selected events from the transversally polarized event sample for the
non-uniform selection efficiency (middle plots). The result is shown in fig. 7.3 (bottom
plots). From real data, the efficiency dependence in θγ can be extracted from reconstructed
Bd → K∗γ decays, which have a very similar topology but no intrinsic photon asymmetry.
Finally, we fit the efficiency corrected photon angular distribution with eq. (7.2).
The fit gives the following results for the photon polarization:
• αγ = 1.02 ± 0.02 (1755 reconstructed Λb decays);
• αγ = 1.01 ± 0.01 (1863 reconstructed Λb decays).
We remind here that all events have been generated with full Λb (PΛb = 1) and photon
(αγ = 1) polarization.
The statistical error on the measurement of the slope from a linear fit can be estimated
using eq. (7.7). For 1755 events, and a measured αγ = 1.02 we expect σαγ = 0.02, which
indeed is compatible with the error on αγ given by the linear fit. The detector resolution
contribution to the measurement of αγ can therefore be neglected.
Since probing the photon polarization can be seen as a forward-backward asymmetry
measurement2, systematic errors are expected to be small relative to statistical ones, and
therefore will be neglected in the following. A quantitative study of systematic errors will
be performed as soon as LHCb starts taking data.
7.4 LHCb sensitivity to the measurement of |r|
We can now study the experimental prospects for a measurement of the photon polariza-
tion in Λb → Λ(X)γ decays at LHCb. We have seen that the photon is predicted to be
mainly left-handed in the Standard Model. Right-handed components are given by the
ratio |r|.
In fig. 7.4 we show the expected experimental reach for |r| from single (left plots) and
combined (right) measurements after 1 (top) and 5 (middle and bottom) years of running
at LHCb. The Λb polarization has been fixed to a conservative value of (20 ± 1)% for
the top and middle plots, and to the best-case3 value of (100 ± 5)% in the bottom plots.
We have used the event yields given above, and furthermore assumed no CP violation,
therefore the same amount of Λb and Λb decays.
The significance on the measurement of |r| can be defined as |r|/σ|r|, where σ|r| is
the statistical error calculated using the procedure described in section 7.3.1. The various
curves show the range of |r| that can be probed at 3 sigma significance. This range is given
as a function of the proton parameter parameter αp,3/2 for spin-3/2 Λ(X) decays.
1We remind that several samples of Λb → Λ(1670)γ events have been generated for angular asymme-
tries studies. In particular we generated events with: unpolarized (phase space), full longitudinally and full
transversally polarized Λb. See section 6.4.1.
2In a simplified view, it is essentially a counting experiment, where one measures the difference of the
numbers of photons produced in two opposite direction (parallel or antiparallel to the Λb polarization vector).
3Fully polarized Λb decays result in the largest asymmetries. See eq. (7.2).
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Figure 7.4: Experimental reach for |r| (as a function of αp,3/2 for decays involving a 3/2 spin
Λ(X)), obtained by averaging |r| over CP conjugate decays in the limit of no CP violation. The
plots show the values of |r| that can be probed at 3 sigma significance (ranges are to be read
starting from the curves and ending at 1) in single (left) and combined (right) measurements
of several decay modes. The sensitivities are calculated for 1 (top) and 5 (middle and bottom)
years of data taking at LHCb. The Λb polarization has been fixed to (20 ± 1)% for the top
and middle plots, and to (100 ± 5)% in the bottom plots.
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Figure 7.5: Relative statistical error in |r| as a function of |r| obtained by averaging over CP
conjugate decays in the limit of no CP violation, for different values of the Λb polarization
PΛb : 0.1 (solid), 0.2 (dashed), 0.5 (dotted) for 1 year of data taking at LHCb for the decays
Λb → Λ(1115)γ (right) and Λb → Λ(1670)γ (left).
In Λb → Λ(1115)γ decays, |r| can be measured independently from both the photon
and the proton angular distribution. The values of PΛb and αp and their errors being of
the same order of magnitude, one can therefore largely compensate the lower annual yield
combining the two measurements. As a result, this decay gives the best sensitivity for the
|r| measurement. The right-handed component of the photon polarization can be probed
down to 20% at 3 sigma significance after 1 year of running. Increasing the statistics by a
factor 5 gives an additional 5% improvement.
Decays involving the Λ(X) resonances can become competitive if the proton asym-
metry αp,3/2 is large enough to allow a clean measurement of the angular distribution of
interest. Also increasing the statistics helps to sharpen the significance curves, as can be
seen by comparing the two curves after 1 and 5 years of running. In this case the sen-
sitivity to the |r| measurement improves by 5–10 % (according to the resonance) after 5
years.
The possible scenarios obtained by combining4 the various measurements are (see
right plots in fig. 7.4):
• Only the decay Λb → Λ(1115)γ is measured. The range of |r| that can be probed is
given as a reference.
• Only decays involving a strong Λ(X) resonances are measured. This is the worst
case. With respect to the measurement of the Λ(1115) alone, the range of |r| that
can be probed is worse by a few percent, depending on the value of αp,3/2.
• Decays involving the Λ(1115) and Λ(1520) are measured (disentangling the Λ(1670)
4We assume here that αp,3/2 has the same value for the Λ(1520) and the Λ(1690) resonances.
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and Λ(1690) not possible). The sensitivity on the |r| measurement can be improved
by 1% at the most.
• All decays are measured and disentangled. The improvement on the |r| sensitivity is
of the order of 2% at most.
7.4.1 Dependence on the Λb polarization
As the amount of polarization of the Λb at the LHC is not known with a fair degree of
certainty, we study the dependence of the photon polarization measurement on PΛb
The sensitivity of the measurement of |r| to the value of the Λb polarization is shown
in fig. 7.5 for Λb → Λ(1115)γ and Λb → Λ(1670)γ decays. Combining the measurement
of both the photon and the proton angular distributions, as in Λ(1115) decays, one can
reduce quite well the dependence on PΛb , whereas if αγ can only be extracted from the
photon angular distribution, as in Λ resonances decays, a polarization of at least 20% is
needed to have a good sensitivity already after 1 year of data taking.
On the other hand a large value of the Λb polarization (see bottom plots in fig. 7.4
where PΛb = 1.00 ± 0.05) can improve the range of |r| which can be probed by at most a
few percent, but reduces the dependence on αp,3/2.
7.5 Conclusions
The sensitivity of LHCb to the measurement of the photon polarization in decays of the
type Λb → Λ(X)γ has been studied. The main conclusion is that, assuming a Λb polar-
ization of at least 20%, LHCb can measure the right-handed component of the photon
polarization down to 15% at 3σ significance after 5 years of running from Λb → Λ(1115)γ
decays. The additional contribution from the Λ(X) resonances to the measurable range
has been estimated to be 2% at most.
However if the decay involving the Λ(1115) is not experimentally accessible (due for
instance to failures of the tracking system or to trigger inefficiencies), the right-handed
component of the photon polarization can still be measured from the decays involving the
Λ(1520), Λ(1670), Λ(1690) (assuming that the last two can actually be disentangled). In
this case, the sensitivity is worse by 5% with respect to the measurement of the Λ(1115)
alone.
The dependence of the photon polarization sensitivity on the initial Λb polarization (in
the range PΛb= 20–100%) has been found to be of the order of a few percent.
Right-handed components up to 10–15% are predicted by the StandardModel (SM) for
decays of the type B → Xsγ. However explicit calculations for many exclusive channels
(among those, Λb radiative decays) do not exist at the moment. If a value of |r| around
10–15% is measured, additional theoretical efforts will be required to understand whether
this can still be accommodated in the SM. However if a larger value of |r| is measured, it
clearly would be a hint of new physics beyond the SM. At LHCb one can therefore expect
to make a first measurement of the photon polarization, if |r| is large enough, or set an
interesting limit in case |r| does not deviate from the SM expected value.
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Conclusion
The work presented in this thesis can be divided in two parts: the R&D for the development
of a common “off detector” readout board (TELL1) for LHCb, and the study of polarized
radiative Λb decays. We summarize here the main results obtained with this thesis work.
As the LHCb detector was being designed, the requirements for the readout electron-
ics were continuously adapted to better match the needs of the physics program. As a
result, the TELL1 board prototypes evolved in time, following both the technology de-
velopments and the system design requirements. In this thesis we report on part of this
exciting process for the period that covers the years 2001-2003. In particular we have pre-
sented a mixed DSP-FPGA architecture which employs SRAM memories for data buffering
during the trigger latency. Despite the fact that this architecture satisfies the LHCb readout
electronics requirements at the time of its design, we find that developing and supporting
both the DSP and the FPGA technologies is too demanding for a project that aims at a
final production of about 300 readout boards. As a result of the DSP-FPGA tests, an FPGA
only approach was chosen for the final design, since they proved more versatile and flexi-
ble. This led to a higher system integration in the final TELL1 board, and made possible a
painless migration from the three-level trigger to the 1 MHz readout scheme.
Polarized radiative Λb decays represent an important sector to search for physics be-
yond the Standard Model. The LHC will present a fine opportunity for such a study, due
to the large number of b hadrons that will be produced in pp collisions.
A phenomenological study of decays of the type Λb → Λ(X)γ, where Λ(X) is a Λ
baryon of mass X and spin 1/2 or 3/2, has been presented. In particular we exploit
the initial polarization of the Λb baryon to probe the polarization of the photon emitted
in b → s transitions. The final states angular distributions have been calculated taking
advantage of the helicity formalism. We identify as most promising Λb decays containing
a Λ(1115), Λ(1520), Λ(1670), or Λ(1690) baryon.
The reconstruction of the decays Λb → Λ(1115)γ and Λb → Λ(1670)γ (as a representa-
tive of the various Λ(X) resonances) has been studied in the LHCb environment. We find
annual signal yields of about 750 events for the first and 2500 for the second channel. As-
suming that the dominant background comes from bb¯ events, we estimate the background
to signal ratio B/S to be respectively less than 42 and 18 at 90% confidence level. The
observation of these decays and the measurement of the branching ratios are expected to
be feasible already after 1 year of data taking. We also find that the detector resolution
effects can be neglected in the measurement of the emitted photon polarization.
Finally the previously obtained results are gathered to assess the LHCb sensitivity to
the photon polarization. Assuming a conservative estimate of the initial Λb polarization
(20%), we find that values of |r| & 15% can be probed at 3σ significance from Λb →
Λ(1115)γ decays after 5 years of running at LHCb. The sensitivity improvement due to
the measurement of the photon polarization from decays involving the Λ resonances of
interest has been estimated to be a few percent at most. However these decays can be
competitive (total sensitivity worse by only 5%) if the decay involving the Λ(1115) is not
experimentally accessible (due for instance to failures of the tracking system or to trigger
inefficiencies).
As current prospects of measuring the polarization of the photon emitted in b → s
transitions at the B factories are not very appealing due to the limited statistics, we can
conclude that the LHCb experiment has good chances of probing the γ polarization for the
first time, or at least set a very interesting limit.
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