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Abstract
In this paper, we exploit the discrete Coxian distribution and
propose a novel form of stochastic model, termed as the
Coxian hidden semi-Makov model (Cox-HSMM), and apply
it to the task of recognising activities of daily living (ADLs) in
a smart house environment. The use of the Coxian has several
advantages over traditional parameterization (e.g. multinomial
or continuous distributions) including the low number of
free parameters needed, its computational efficiency, and the
existing of closed-form solution. To further enrich the model
in real-world applications, we also address the problem of
handling missing observation for the proposed Cox-HSMM.
In the domain of ADLs, we emphasize the importance of the
duration information and model it via the Cox-HSMM. Our
experimental results have shown the superiority of the Cox-
HSMM in all cases when compared with the standard HMM.
Our results have further shown that outstanding recognition
accuracy can be achieved with relatively low number of
phases required in the Coxian, thus making the Cox-HSMM
particularly suitable in recognizing ADLs whose movement
trajectories are typicallv very long in nature.
1. INTRODUCTION
Activities of daily living (ADLs) are identified as one of the
most important measures by elder-care specialists in monitor-
ing the health of the aged [9]. This makes the task of modelling
and recognizing ADLs become crucial since our motivating
application is the construction of a safe and smart environment
for the elderly, equipping them with automatic and unintrusive
monitor and support.
Most early activity recognition works have focused on rep-
resenting and learning the sequential and temporal character-
istics in activity sequences. The common choice of stochastic
model in these works is the hidden Markov model (HMM)
(e.g. [14], [1]) owning to its simplicity and effectiveness in
modelling sequential data. While being operative for simple
behaviours, the HMM performance tends to degrade when
the activities exhibit long-term temporal dependency that is
difficult to deal with under the strong Markov assumption.
One way to overcome this problem is to model the long-
range correlation via the duration information of a state. This
leads to the introduction of the semi-Markov model and its
variants, including the explicit duration HMMs [11], [12]
and the segmental HMMs [2]. In these models, a state is
assumed to remain unchanged for some random duration of
time before its transit to a new state. For each state, an arbitrary
distribution is given to characterize the length of its duration
as opposed to a simple geometric in the standard HMM, thus
relaxing the Markov assumption via the duration information
(i.e. the future does not only depend on the current state but
also on the duration information of that state). This form of
stochastic model has been an active research topic since the
late 1980s driven mainly in the field of speech processing and
recognition [3], [11]. Recently, it has also gained attention in
other fields, such as modelling web access traffic patterns [15],
or high-level behavioural patterns in human activities [4].
The most common method is to model the duration ex-
plicitly via the multinomial distribution [11], [12], [2], [6].
The multinomial parameterization however requires a large
number of free parameters (in order of the maximum duration
M), and as such generally requires more training data to
estimate the correct models. More importantly, the burden
in computation complexity in both training and classification
has made the multinomial an unsuitable choice for a wide
range of applications, including activity recognition, where
M could be arbitrarily long. More compact parameterization
has been attempted to overcome this problem, including the
Poisson [12], the gamma [3], or more general the exponential
family distributions [5]. While keeping the number of free
parameters low, these methods still suffer the same compu-
tational problem as the multinomial, i.e. their computational
complexity scales linearly with Ml. In addition, when map-
ping continuous distributions (e.g. gamma) into discrete time
domain, additional numerical approximation is required in
the M-step (during EM estimation) with complexity O(M),
and thus results in even longer learning/classification time. To
overcome the shortcomings of both the multinomial and the
continuous parameterization, we propose the use ofthe Coxian
distribution in this work. This type of parameterization, as
detailed later, yields an elegant solution: (1) the number of free
parameters is adequately low, scaling linearly with the number
of phases M (where M typically < the maximum duration
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M)1, and (2) it is flexible enough in approximating any generic
distributions, yet remains computationally attractive and at the
same time avoids the problem of having to determine the
maximum possible duration M in advance. Using the Coxian
parameterization for duration information, we introduce a
novel form of hidden semi-Markov model in this paper which
we term as the (discrete) Coxian hidden semi-Markov model
(Cox-HSMM). This form of stochastic model is essentially an
HSMM in which the state duration is parameterized by the
Coxian distribution.
In the realm of ADLs, we argue that duration information
inherent in the activities is an important clue to enable better
modelling and recognizing ADLs, and thus the HSMM is
a suitable choice to model the dynamics of the behaviours.
The work of [4], for example, has shown the advantage of
duration information in recognizing ADLs despite the use of
the multinomial in their work. When applying the proposed
Cox-HSMM to the domain of ADLs, we intend to map
primitive behaviours such as cooking-at-stove or using-the-
fridge to the hidden states of the Markov chain. The typical
duration patterns spent at each location (stove, fridge, etc.) by
the elderly are captured via the use of the Coxian distributions.
The entire dynamic execution of a behaviour is accordingly
modelled as a semi-Markov chain.
To make the Cox-HSMM more useful and applicable in
real-world applications, we further study and extend the Cox-
HSMM to handle the problem of missing data in the observa-
tion (which we shall refer to as the problem of missing obser-
vation). It is a common practice that many activity recognition
works rely on a low-level vision tracking module to provide
movement trajectories. Tracking under unconstrained condi-
tions is, however, known to be notoriously hard in computer
vision. Under different conditions of lighting or occlusions, the
tracking module easily loses the track of the object resulting
in missing entries in its tracked trajectories. It is therefore
important for a recognition system to reliably and robustly
deal with this kind of uncertainty. This missing observation
problem in the standard HMM has been tackled in [10] for the
task of human action segmentation. We equivalently address
this problem for the Cox-HSMM in this paper and apply it to
behaviour recognition task.
We experiment with the proposed Cox-HSMM to recognize
a set of relatively complex behaviours in a smart house envi-
ronment under various settings. The experimental results have
confirmed our belief that duration is essential in accurately
modelling activities as the performance of the Cox-HSMM
is superior to the standard HMM. Our experiment further
shows that high accuracy can be achieved with relatively small
number of phases required in the Coxian distribution (M = 5),
thus making the Cox-HSMM a suitable choice for the ADLs
problem.
The rest of paper is organised as follows. Section 2 provides
a detailed discussion of the Cox-HSMM, including its formu-
1We use a different type font M4 to denote the number of phases to
distinguish it from the maximum duration length M.
lation, inference and learning in its dynamic Bayesian network
structure, and the modification to handle the missing observa-
tion problem. Section 3 presents our experimental results for
the task of activity recognition. Finally, the conclusion follows
in Section 4.
2. THE COXIAN HIDDEN SEMI-MARKOV MODEL
In this section, we first present a formal definition of the Cox-
ian duration HSMM with focus on how the discrete Coxian
can be employed to model duration, together with methods for
inference and learning, and the modification to handle missing
observation, by viewing the model as a dynamic Bayesian
network (DBN).
A. Model and definitions
Let us start with the well-known Hidden Markov Model
(HMM) [11] defined as follows. The state space is a set of
discrete states, numbered sequentially as Q = {1, ..., IQI},
and elements in Q are referred as i, j. The initial probability
7ri specifies the starting state of the Markov chain defined
over states in Q, while the transition matrix Aij governs the
transitions within states. At each time point, an observation v
in the alphabet set V is generated with probability B,ji, where
i is the current state.
In this HMM, the duration d, for which a bottom state i
remains the same, has a geometric distribution: d - Geom(1 -
Aii). In activity modelling, geometric distributions are of-
ten too restricted to model realistic durations of activities.
Therefore, we would like d to follow a more general discrete
distribution d DZ (d). This, however, violates the Markov
assumption, and thus, alters the stochastic process from being
a Markov chain to being a semi-Markov chain. The initial
probability ri remains the same, while the transition matrix
Aij now has Ati = 0, Vi E Q. We use a compact notation
0 - i, Aij, V(d)I Bl,IiI to denote the parameter set of this
Hidden semi-Markov model (HSMM).
B. Duration model
The usual choice for D is the multinomial distribution
Mul(>1, ,p1\r), H . O,>jui = 1 [11], [6]. However,
modelling duration in this way becomes very inefficient when
Ml, the maximum duration length, is large. Such a situation is
often encountered in activity modelling, especially when some
types of activities are considerably longer than others. Thus,
the discrete Coxian distribution [7] is proposed as follows.
A discrete M-phase Coxian distribution2 with parameter
it = pi, - , uM and A A1, ... , AM, denoted by Cox(t, A)
where 0 < , < 1, jPi = 1, 0 < Ai < 1, is defined as
the mixture: Mix(pu1,Sj;.. .;p,M,SM) ZM1 Si where
Si = Xi + ... + XM; Xi are independent variables having
geometric distributions Xi - Geom(Ai).
The discrete Coxian distribution is a member of the phase-
typed distribution family and has the following very appealing
interpretation. Figure I shows a left-to-right Markov chain
with M + 1 states numbered from 1 to M + 1, with the
2When considering continuous Coxian, the geometric distribution is re-
placed by its continuous counterpart, the exponential distribution.
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self transition parameter Aii = 1 - Ai. The first M states
represent the M phases, while the last state is absorbing and
acts like an end state. The duration of the state (phase) m
is geometric: Xm,.d Geom(Am). If we start from state m,
Sm Xm + . . . + XM is the duration of the Markov chain
before the end state is reached. Thus, Cox(a,A) is in fact
the distribution of the duration of this constructed Markov
chain when iu is the initial state distribution. The discrete
Coxian is much more flexible than the geometric distribution
as its probability mass function is no longer monotonically
decreasing3.
/11
A, 2,j,
AM
1(4
Fig. 1: The phase diagram of a M-phases Coxian.
Using the discrete Coxian distribution, we define the dura-
tion distribution for state i E Q as Di(d) = Cox(d; Li, A').
The parameters ,tu and A' are M-dimensional vectors. We
term this semi-Markov model as Cox-HSMM. We note that
when M = 1 the model reduces identically to a HMM.
C. Dynamic Bayesian Network representation
Adopting the idea of representing the HMM as a DBN in [ 13],
Figure 2 shows a DBN representation of the Cox-HSMM, in
which shaded nodes represent the observed variables. At each
time slice t, a set of variables
Vt = {xt,mt,et,yt}
is maintained, where xt is the current state variable, mt
is the current phase of xt, et is a boolean-valued variable
representing the ending status of xt (i.e., et = 1 when xt
finishes its cycle or equivalently mt leaves the last phase;
otherwise et = 0), and finally Yt is the observation returned
by the system at time t. In general, {xt,mt,et} are hidden
and Yt is observed. In the setting of missing observation, the
system fails to return its tracked data and Yt will be treated as
hidden.
tt 2t.+1 : t+
§ tetl*
t
et 'tf+
t aY't4l Yt Yt4 I
Fig. 2: Two-slice DBN representation for the Cox-HSMM (a), we treat yt
as hidden variable in (b) if the observation is missing at time t.
Intuitively, the ending variable et acts like the context
defining how the next time slice t + 1 can be derived from
the current time slice t given the model 0. When et= 0, the
same state xt carries on to the next time slice, whereas when
et-1, the next state xt+l is drawn from the transition matrix
3As a special case, we note that if for all m, Am = 1 thus
Xm - 1, we recover the M-multinomial distribution: Cox(jt, 1) =
MU(1(AM, AM.-1,* * *,l. )
A. In addition, the transition of the phase variables mt follows
the parameters of the Coxian duration model. When et = 0,
we have mt+1 e {mt, mt + 1} and the probability of staying
in the same phase is
Pr(m+1Jm',xi+1,e°) 1-A' form< M
Pr(m iIm ,xi,e?) = 1
where sk is used to denote {st = k}. When et = 1, the
starting phase for a new semi-Markov sequence is initialized:
Pr(mm 1 xt+1, et)-i4
Finally, et= 1 only when the mt is in the last phase M, i.e.,
Pr(e mt,X) = 0 if m < M, and = A' if m = M.
D. Inference and learning
When applying the Cox-HSMM to modelling ADLs, we would
like to learn the parameters of the Cox-HSMM from training
data and then use the learned model for classifying unseen
activity sequences. Since the Cox-HSMM can be represented
as a DBN, existing learning and inference methods for DBNs
can be readily applied to our problem.
In the inference task, at time t, let St- {xt, et, mt} be the
amalgamated hidden state, and its realization will be written
shortly as s {i, k, m}, we then employ a foward/backward
procedure, i.e., we are interested in computing the forward
variable at(s) = Pr(St,ylt), and the backward variable
fit(s) = Pr(yt+l:T St). From a and d we compute one-
and two-slice smoothing distributions, i.e. Pr(St Y1:T) and
Pr(St, St+, Y1:T)' which are required during EM training to
compute the expected sufficient statistics for 0.
In practice, we usually have to deal with long observation
sequences and thus calculation of at will encounter the nu-
merical underflow problem since it will be a joint probability
of a huge number of variables when t becomes very large.
To avoid this problem we use a scaling scheme similar to
the technique addressed in [11] for the HMM, that is instead
of calculating at(s), we calculate a scaled version of it:
at(s) = at(s)/Pr(y1:t) -Pr(Sts Yi:t). This distribution
also has the meaning offiltering, i.e. the probability of a state
given the observation up to time t.
Calculation of &t (s) can be performed efficiently via dy-
namic programming. To simplify the task, we write:
&lt(s) = &t(s)/4t
where &tt(s) = Pr(St8, Yt Yl:t-1) is a partially scaled version
of at(s), and 'Vt = Pr(yt Yl:t-l) is the scaling factor.
Assume that at time t - 1 we have computed &tt(s), the
recursion at time t is then given as:
at (s) =E Pr(St"_ 1 I ts I Yt Y1 rt_ 1 )
s'
-EZ Pr(yt x') Pr(Sts S'ts 1) Pr(Stf_1 IYi:t-i)
s'
(1)
(a) Byt i A (s', s)dt- 1 (s)
s'
Ot = Z: °t (s) = E Pr(St ,yt yl:t- 1) = Pr(yt Yl:t- 1)
s s
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and finally at(s) = . In step (a), A(s', s) is the transition
probability from time slice (t - 1) to t which can be derived
from the DBN structure.
In the case of missing observation at time t, yt is treated as
hidden and the observation up to time t is {Y1:t-il} instead of
{Yl:t} and thus at(s) is calculated as:
at(s) = Pr(St' Yl:t-i,tr) = EPr(St,yt Yl:t-1)
Yt
= tEa(s)-L_E At(S, s)dt- 1(s')E By9tIi
Vt s' yt
= EAt(s', s)at- 1(s')
St
where in step (b) we have utilised the result in Eq. 1. Space
restriction does not allow us to present details for the backward
variable /3t(s). In principle, it can be computed similarly
to [11] and when there are missing observations, it can also be
easily handled by simply removing the observation probability
Pr(ytli) in the recursion.
The above computations show that the inference complexity
is O(IQI2M2T), or O(1Q12M2) for each filtering step. How-
ever, since the phase variables are constrained so that mt+1 E
{mt, mt + 1}, the full joint probability of mt and mt+l can
be represented in just O(M) space instead of 0(M2). This
reduces the overall complexity to O(IQ12MT) (or O(IQ12M)
per filtering step). We note that if the duration is modelled
as a multinomial or distribution from the exponential family,
the complexity is O(1Q12MT) with M being the maximum
duration length. For M «< M we have clearly achieved a
significant speedup and at the same time avoided the problem
of determining M in advance.
For the task of parameter learning, we use the Expectation-
Maximization (EM) algorithm to learn the maximum-
likelihood estimation for 0 from the training data. Since the
Cox-HSMM can be represented as a DBN, it can thus be
written in the exponential family form. The EM estimation
for a parameter T reduces to first calculating the expected
sufficient statistics (ESS) (-) and then setting the re-estimated
parameter # to the normalized value of (r). Space restriction
prevents us from giving the full set of ML-estimated formulas.
We are giving here only the estimation # for the Coxian
duration model and the observation model.
- (pi ) .. (B,Vi)
Im
=Em WMi)),Bi ((B,) )
where Kb4m) = ZT-1Pr(mml,x'+ ,el Y), (BIi) =
_t2=1Pr(xb yl Y), and Y is the observation sequence4.
Clearly these probability can be readily obtained from the
one- and two-slice smoothing distributions Pr(StIY) and
Pr(St, St+1 IY) by marginalizing out unnecessary variables.
4We note that Pr(x:t, y' Y) = Pr(xz Y)6(yt, v) if yt is observed and
= Pr(xi Y)BVli if Pt is hidden (missing observation).
3. EXPERIMENTAL RESULTS
A. Activity and Environment descriptions
We apply the Cox-HSMM to learn and recognize a relatively
complex set of activities in a smart home environment. We
consider the following three routines of meal preparation
and consumption: [1]: a tea-and-cake-newspaper breakfast,
[2]: a scrambled-egg-on-toast lunch, and [3]: a lasagna-
and-fresh-salad lunch. These three activities have a simi-
lar order of actions taken (Figure 3) since meal prepara-
tion and consumption generally obey the same sequence of
actions. Figure 3 shows the flow of the activities, which
consists of twelve steps: (1) take-food-from-fridge, (2) bring-
food-to-stove, (3) wash-vegetable/fill-water-at-sink, (4) come-
back-to-stove-for-cooking, (5) take-plates/cup-from-cupboard,
(6) return-to-stove-for-food, (7) bring-food-to-table, (8) take-
drink-from-fridge, (9) have-meal-at-table, (10) clean-stove,
(11) wash-dishes-at-sink, and (12) leave-the-kitchen.
The three activities have, however, different amount of time
spent at the special landmarks (e.g. stove, fridge table, sink) as
shown in Table 1. For example, the preparation of scrambled
eggs on toast (i.e. duration at the stove) may take more
time than reheating the lasagna or making a cup of tea; or
having breakfast while reading the morning newspaper usually
requires more time at the table than simply having lunch
alone. The differences in durations at landmarks, and not in
trajectories, have made our task of activity classification more
challenging. In Table 1, each landmark may have multiple
durations, where the first column shows the first visit, the
second column is the second visit, and so on5. In this set
of experiments, we have covered the fact that an occupant
may visit the landmark several times within an activity, and
different activities may share the same durations at some
places.
Fig. 3: Sequential flow chart for landmarks being visited in three experi-
menting activities.
TABLE 1: TYPICAL DURATIONS SPENT (IN SECOND) AT THE LANDMARKS.
FRIDGE II STOVE ,, SINK LUPRB IAIE 1
Act.1 1-2 4-6 1 1-2 1-2 7-9 1-2. 2 -1 1-
AI. 6- X - 2 j10 IS-174-ljS-I0 1-2I .1416
IAc1.3 10-1215-2 4-6 X-10 2-4 3 1-1
The environment is a kitchen set up as shown in Figure 4(a-
b). The scene is captured by two cameras mounted at two op-
posite ceiling corners, and a multiple-camera tracking module
is used to detect movements and returns the list of positions
in x-y coordinates visited by the occupant. For modelling
5For example, for activity [1], the occupant first stops at the fridge for
1 - 2(s) to check out mnilk and cake, then later returns to the fridge for
4 - 6(s) (after finishing steeping tea) to take out milk and cake; whereas in
activity 12], the occupant stops at the fridge the first time for 6 - 8(s) to take
out food and then re-visits the fridge afterwards for 1 - 2(s) to get a drink.
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convenience, the kitchen is quantized into 28 square cells
of 1m2, and the returned x-y readings are then converted
into the cell numbers. The low-level vision tracking module
employed in this work is the same as that of [8]. This tracking
module however occasionally loses track of the occupant due
to occlusions, or when the actor stays still for too long and
thus confused with the background. We observe that lost tracks
commonly fall into the second scenario. Therefore, we will
experiment with two sets of data: the first set (A) consists
of the original captured sequences with missing observation,
and to further test the robustness of our model, we construct a
second set of data (B) in which a missing entry is interpolated
by its neighbours.
We collect a total of 48 sequences for three activities, among
them 18 sequences (accounting for 37.5%) contain missing
observations. To ensure an objective result, we employ a leave-
one-out strategy for training and testing. This means that we
sequentially pick out one sequence Y from the dataset D
for testing, and use the remainder {D \ Y} for training. We
train two different kinds of models: the HMM, and the Cox-
HSMM. For the Cox-HSMM, we train six different variants
with the number of phases M = 2, 3,.. ., 7. All these models
have a fixed observation model B obtained offline from the
characteristics of the tracking module as in [8], and all other
parameters randomly initialized.
Door St'orFridg. Sim Cupbo.,d
(a) camera I (b) camera 2
91.39% accuracy is achieved with a relatively small phase
number: M = 5. Further, the early detection rates (EDRs)
(Table 4) also point out that the 5-phase Cox-HSMM is
capable of recognizing activities earlier than other M-phase
Cox-HSMMs. Its EDRs are less than 30% for all activities,
which is reasonably adequate for real deployment.
The comparison between the HMM and the Cox-HSMM
shows a lesson that by simply adding one more geometric
(extending from HMM to 2-phase Cox-HSMM) the Markov
model can be improved significantly in real-world applica-
tions, from 68.02% accuracy (Table 2) to 78.61% (Table 3(a)),
and by adding 3 more geometrics (the 5-phase Cox-HSMM),
we can achieve the best possible performance (91.39% - Ta-
ble 3(b)). Figure 5 illustrates an example of online recognition
performed by the Cox-HSMM (M = 2) for a randomly
chosen sequence of activity [1].
Regarding computation time, the M-phase Cox-HSMM
scales linearly with the HMM by its phase number M. Our
experiment shows that the Cox-HSMM works best with M
= 5, thus, the computational increase is inexpensive, espe-
cially in compared with the multinomial or exponential family
parameterization where the computational scale factor is the
maximum duration length, which is in order of hundreds for
our datasets, and thus, because of its excessive computational
time, the multinomial duration HSMM is not included in our
training and testing.
TABLE 2: RECOGNITION RESULTS (%) WITH DATASET A USING THE
HMM.
(avg.68..
Act.l1 Act.2 Act.3
Act.l1 88.24 r0 T11.76
Act.2 0 62.50 37.50
Act.3 13.33 33.33 53.33
TABLE 3: RECOGNITION RESULTS (%) WITH DATASET A USING THE M-
PHASE Cox-HSMMs.
Fig. 4: The environment viewed from two cameras.
B. Experimental results with missing observation dataset A
In this experiment we use dataset A and use the estimating
models (HMM, and Cox-HSMMs) from training data to per-
form online recognition. The likelihoods Pr(yl:t Hi), for i =
1, 2, 3, where Oi is the model trained with the set of activity
[i], are computed at each time t and used to label the
most likely activity. The early detection rate is the ratio
to/activityLength where to is the earliest time from which
the activity label remains accurate.
Tables 2 and 3 show that the HMM, without duration
modelling, has performed much more poorly than the Cox-
HSMMs; it achieves only around 68% accuracy on average
compared to 78% and above for the Cox-HSMMs. This
again strongly confirms our belief that duration is important
in building accurate models for ADLs. With respect to the
variants of the Cox-HSMM (Table 3), it is observed that
the Cox-HSMM performs particularly well for all number
of phases M ranging from 3 to 7. It also shows that in
our setting and with the dataset A, the best performance of
Act. I 100 0 0 100 0 0
Act.2 0 62.50 370 |U0 93.75 6.25
Act.3 13.33 13.33 73.34 0 26.67 73.33
M_-_ 4 (avg.85.00%) M 5 (avg.91.39%)
(b) Act. I Act.2 Act.3 Act.l Act.2 Act.3
Act.l 94.12 1 5.88 1 0
____100 T °
Act.2 0 75.00 25.00 0 87.50 12.50
Act.3 0 20.00 80.00 0 | 13.33 86.67
M =6_(avg.89.44%) 11 M =7 (avg.89.17%)
(c) Act. I Act.2 Act.3 | Act. l Act.2 Act.3
Act. I I 0 0 0 0
Act.2 0 75.00 2 0 7.50 12.50
Act.3 93.33 20.00 80.00
TABLE 4: EARLY DETECTION (%) WITH DATASET A.
I HMM 11 M=21WM=3 11 M=4 11 M=5 11 M=6 1 M=7I
Act.l 1 9.1 117.1211 647 8. 7.26 7.70 L7S
Act.2 37.28 11 31.28 11.41 X 3 2031 9 177
Act. 42..57 41.76 39.9 i 56.3 11 27.56 1 34.471i 52.29
Avg. 11 29.66 11 26.72 i 19.27 T1 31.99 11 18.38 1 22.72 11 25.95
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M = 2 (avg.78.61%) 11 M = 3 (avg.89.03%)
(a) Act.1 I Act.2 IAct.3 Act. I Act.2 IAct.3
On.ine Recognition of Acti,ity 1
mod
imode2
.. ....
U 20 40 60 0 100t
time (a)
Fig. 5: Example of online recognition for random sequence of activity [1].
C. Experimental results with interpolated dataset 13
To further test the robustness of our models towards the
problem of missing observation, we construct a dataset B
which is essentially the same as the first dataset except missing
observations are interpolated (averaged in our case) by the
values of the previous and next available entries. 13 thus does
not have missing observation, but may contain approximate or
wrong coordinate readings of the actor.
Again, we employ a leave-one-out strategy and Tables 5-7
present the classification and early detection results (we show
here the 2-phase and 3-phase Cox-HSMMs as representive
examples for the coxian variants). We observe that the HMM
has improved as compared with the first experiment (Table 5
and 2), while the Cox-HSMM performs significantly worse
(Tables 6 and 3(a)). One possible explanation is that our
interpolating method is only appropriate for the case where
track is lost due to stay-still. If it is due to occlusion, then
the filling method may be inappropriate and a state with short
durations in nature may now wrongly turn out to be long. By
modelling durations, the Cox-HSMM is thus more sensitive
to any wrong fillings than the HMM. The better performances
achieved in the first experiment (i.e. with dataset A) have
clearly suggested that the type of uncertainty resulted from
missing observation can be robustly handled directly.
TABLE 5: RECOGNITION RESULTS (%) WITH DATASET B USING THE
HMM.
HMM (avg.72.2 1%)
Act.1 Act.2 Act.3
Act. 1l 94.12 0 5.88
Act.2 0 62.50 37.50
Act.3 20.00 20.00 60.00
TABLE 6: RECOGNITION RESULTS (%) WITH DATASET B USING THE M-
PHASE Cox-HSMMs.
A4 = 2()av .74417tA II M4 = .3 (av 89 6AC/ 1./- &
-~e, ku g 1 *-. 1vv/ -t \wskag z.vui
Act.1 Act.2 Act.3 Act. Act2 Act.3
Act.I1LV 0 0 100 0 0
Act.2 0 62.50 37.50 0 81.25 18.75
LAct.3 O 40.00 60.00 6.67 26.67 66.67
TABLE 7: EARLY DETECTION (%) WITH INTERPOLATED DATA.
.HMM A
Act. 1 9.35 8.03 4.63
Act.2 40.52 289 9.27
Act.3 43.52 42.96 31.68
Avg. 3.3.26.96 1-5.19
4. CONCLUSION
We have exploited efficient duration modelling for the hidden
semi-Markov model using the Coxian distribution and applied
it to the problem of recognizing ADLs. The resulting novel
Cox-HSMM has several advantages over classic duration pa-
rameterization, including its low number of free parameters
(and thus easy to control), and its computational attractiveness
(i.e. it is linearly scaled in compared with the HMM by the
number of phases instead of by the maximum duration length
as in the multinomial and exponential family case). We further
address the problem of handling missing observation in this
model to make it more applicable in real-world applications.
Our experimental results have shown that the Cox-HSMM
consistently outperforms the HMM under various settings.
They further show that high accuracy can be achieved with
a small number of phases (M = 5), again making the Cox-
HSMM a very attractive model for the ADL domain. The
results have also pointed out that the missing observation
problem can be robustly handled by the Cox-HSMM.
REFERENCES
[1] Matthew Brand and Vera Kettnaker. Discovery and segmentation of
activities in video. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 22(8):844-851, August 2000.
[2] M. J. F. Gales and S. J. Young. The theory of segmental hidden markov
models. Technical Report CUED/F-INFENG/TR133, Cambridge Uni-
versity Engineering Department, June 1993.
[3] Stephen E. Levinson. Continuously variable duration hidden markov
models for automatic speech recognition. Computer Speech and Lan-
guage, 1(1):2945, March 1986.
[4] S. Luhr, S. Venkatesh, G. West, and H. H. Bui. Duration abnormality
detection in sequences of human activity. Technical report, Department
of Computing, Curtin University of Technology, May 2004.
[5] C. D. Mitchell and L. H. Jamieson. Modeling duration in a hidden
markov model with the exponential family. In Proc. of IEEE Int.
Conf on Acoustics. Speech, and Signzal Processing, pages 11.331-11.334,
Minneapolis, Minnesota, April 1993.
[6] Carl Mitchell, Mary Harper, and Leah Jamieson. On the complexity
of explicit duration HMMs. IEEE Transactions on Speech and Aludio
Processing, 3(3), May 1999.
[7] Marchel F. Neuts. Matrix-Geometric Soluttions in Stochastic Models.
The Johns Hopkins University Press, Baltimore and London, 1981.
[8] Nam T Nguyen. Recognising Human Behaviours in Comnplex Environ-
mnents. PhD thesis, Curtin University of Technology, 2004.
[9] Don Patterson, Dieter Fox, Henry Kautz, and Matthai Philipose. Ex-
pressive, tractable and scalable techniques for modeling activities of
daily living. In UbiHealth 2003: The 2nid Internationial Workshop on
Ubiquitous Computinig for Pervasive Healthcare Applications, Seattle,
WA, October 12 2003.
[10] Patrick Peursum, Hung H. Bui, Svetha Venkatesh, and Geoff West.
Classifying human actions using an incomplete real-time pose skeleton.
In 8th Pacific Rim International Conference on Artificial Intelligence
(PRICAI2004), Auckland, New Zealand, 9-13 Aug 2004 2004.
[11] Lawrence R. Rabiner. A tutorial on hidden markov models and selected
applications in speech recognition. In Procs. IEEE, volume 77, pages
257-286, February 1989.
[12] M. J. Russell and R. K. Moore. Explicit modelling of state occupancy in
hidden markov models for automatic speech recognition. In Proceedings
ofIEEE Conference o0i Acoustics Speech and Signzal Processing,, pages
5-8, March 1985.
[13] P. Smyth, D. Heckerman, and M.I. Jordan. Probabilistic independence
networks for hidden markov probability models. Neural Co0nputation,
9(2):227-269, 1997.
[14] Junji Yamato, Jun Ohya, and Kenichiro Ishii. Recognizing human action
in time-sequential images using hidden markov model. IEEE Computer
Society Conf on Computer Vision and Pattern Recognition, pages 379-
385, June 1992.
[15] Shun-Zheng Yu and Hisashi Kobayashi. An efficient forward-backward
algorithm for an explicit-duration hiden markov model. IEEE Signal
Processing Letters, 10(1), Jan 2003.
282
-0.26
-0.3
A.
E
&I -0.36
9
2
-0.4
-0-46
