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Quels sont les facteurs qui influencent les fluctuations des actions bour-
sières ? Voici une question qui préoccupe au plus haut niveau les investisseurs,
ainsi qu'un nombre considérable de chercheurs s'intéressant à ce domaine très
complexe et toujours d'actualité. En effet, pour prendre une décision d'inves-
tissement, les concernés ont recours à des méthodes telles que la valeur du
bilan, la méthode des multiples et la méthode d'actualisation. Ces dernières
contiennent des facteurs sous-jacents liés, entre autres, à l'économie, au sec-
teur d'activité et à la psychologie de l'investisseur.
Afin d'être en mesure d'identifier de tels facteurs, nous proposons de pro-
céder à une analyse en composantes indépendantes (ACI) sur les prix à la
fermeture des titres boursiers. Une approche qui appartient à la méthode de
Séparation Aveugle des Sources (SAS). L'ACI vise à extraire des composantes
indépendantes inconnues uniquement à partir des données observées.
Ce mémoire est constitué de quatre chapitres : le premier chapitre présente en
général la méthode de la séparation aveugle des sources (SAS), le deuxième
décrit l'ACI, le troisième définit l'approche de l'ACI basée sur le critère de
maximisation de la non-gaussianité. Finalement, le quatrième illustre les ré-
sultats de l'application de l'ACI sur les titres boursiers.
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Quotidiennement, les investisseurs en bourse se posent des questions concernant l'évo-
lution des cours de la bourse. La valeur d'une action correspond à son cours en bourse.
Ce dernier est le résultat de la confrontation de l'offre et de la demande de titres. Les
investisseurs se servent de plusieurs méthodes pour prendre une décision sur les actions
qui les intéressent. Les méthodes font appel à des indicateurs qui se basent sur :
- La valeur de bilan : cette valeur est estimée en fonction des fonds propres de la société
(Le capital, la prime d'émission, · · · ).
- La méthode des multiples : L'approche des multiples se base sur l'évaluation d'un en-
semble d'entreprises comparables. Les indicateurs les plus utilisés sont les multiples
boursiers (capitalisation boursière/résultat net · · · ) et les multiples de transaction (dé-
terminés à partir des transactions observées sur le marché).
- La méthode d'actualisation (Discounted Cash Flow) : cette méthode consiste à calculer
la valeur actuelle de la société sur la base des entrées nettes de fonds futurs.
Il est évident que ces indicateurs contiennent plusieurs facteurs sous-jacents liés par
exemple à l'économie, au secteur d'activité, à la psychologie de l'investisseur, · · · . C'est
dans cette optique que l'idée d'extraire de tels facteurs est intéressante.
L'analyse en composante indépendante (ACI) est une méthode de séparation aveugle des
sources basée sur l'indépendance. Cette méthode vise à estimer les ? signaux inconnus
et supposés indépendants (les sources) d'après la seule connaissance des m mélanges de
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ces signaux (les observations). Le terme aveugle signifie que les sources et le processus
du mélange ne sont pas connus.
Dans ce mémoire, nous avons extrait grâce à l'ACI, des structures sous-jacentes à partir
des prix des actions. Ces structures ont été utilisées pour interpréter des facteurs indé-
pendants qui influencent le marché boursier. De plus, nous avons construit un modèle de
prédiction basé sur ces structures.
Nous étudierons dans le chapitre 1 le mélange de base de la séparation aveugle des
sources (SAS) : le mélange linéaire instantané. Nous discuterons des indéterminations et
de l'identifiabilité de la SAS. Nous verrons qu'il n'est possible de résoudre un problème
de SAS qu'au prix de. certaines contraintes. Enfin, nous exposerons certaines approches
d'optimisation utilisées dans la SAS.
Dans le chapitre 2 nous allons décrire la méthode de l'analyse en composantes indépen-
dantes (ACI). Cette méthode de SAS est basée sur l'indépendance statistique des sources.
Ainsi, dans ce chapitre, nous discuterons des différents principes statistiques de cette mé-
thode.
Plusieurs algorithmes ont été développés pour résoudre l'ACI, le chapitre 3 fera l'objet
de l'algorithme que nous avons utilisé en pratique et qui porte sur le critère de la maxi-
misation de la non-gaussianité.
Le chapitre 4 quant à lui est réservé à l'application de l'ACI sur les données boursières.
Nous nous sommes intéressés aux prix de certaines actions de l'indice S&P / TSX de la
bourse de Toronto. Notre étude est divisée en deux parties :
- Une première partie montrant l'apport descriptif de l'ACI sur un tel jeu de données.
- Une seconde partie qui décrit notre modèle de prédiction basé sur les composantes
indépendantes.




Séparation aveugle des sources
La séparation aveugle des sources consiste à élaborer des méthodes permettant d'iden-
tifier les variables inobservables dites sources ou latentes, à partir de mélanges de ces
dernières que l'on appelle observations. Le terme aveugle désigne le fait que nous n'avons
aucune information sur le processus de ce mélange ni sur les sources.
Le problème de la séparation des sources est un problème classique qui a été initié par
Jutten et Hérault dans les années 80 [HA84, HJA85b, HJA85a].
À son origine, la séparation des sources se place dans le cadre de mélange linéaire instan-
tané. Cardoso [CS93] a proposé d'utiliser les cumulants d'ordre quatre pour effectuer la
séparation. Par la suite, il a publié l'algorithme JADE en 1993. Durant cette même année,
Comon a introduit la notion de fonctions de contraste, il a proposé comme contraste de
maximiser la somme des cumulants d'ordre 4 [Com94]. Quant à Delfosse et Loubaton
[DL95], ils ont développé une approche par déflation : c'est-à-dire que les sources sont
extraites une par une. Toujours dans le même contexte non bruite, Cardoso et Laheld
ont développé des algorithmes adaptatifs basés sur la notion de gradient matriciel relatif
[CL92]. Dans [PG97], Pham et Garrat ont développé une méthode basée sur le principe
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du maximum de vraisemblance.
Face à cette expansion de méthodes dans ce domaine, le cas du mélange convolutif a
été introduit. La majorité de ces algorithmes ont été généralisés à partir de ceux déjà
développés dans le cadre instantané [Hay94, Nan99].
Ce premier chapitre présente les différents principes de la séparation aveugle des sources :
tout d'abord, nous allons introduire le modèle de base de cette méthode, celui des mé-
langes linéaires instantanés stationnaires. Ensuite, nous abordons les problèmes d'identi-
fication et d'indétermination de la séparation. Puis, nous citons les principales hypothèses
de cette méthode. Ensuite, nous déterminons les critères de séparation, en particulier ce-
lui de l'indépendance. Enfin, nous présentons quelques approches d'optimisation utilisées
pour la construction des algorithmes de séparation.
1.1 Présentation de la problématique
Il est nécessaire de préciser les hypothèses que nous considérons tout au long de ce mé-
moire. Nous nous plaçons dans le cas de mélanges linéaires sans bruit additif où les
sources sont supposées indépendantes. De plus, nous traitons uniquement le cas où, le
nombre des sources est égal au nombre de mélange de ces dernières.
1.1.1 Formulation mathématique
L'illustration classique de la séparation des sources est le problème appelé the cocktail
party problem. En effet, supposons que nous soyons dans une salle dense ou plusieurs
personnes discutent, nous disposons de plusieurs microphones qui nous permettent d'en-
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registrer la parole. Ces microphones fournissent alors ? signaux appelés observations où
chaque signal est une combinaison linéaire des sources originelles. Les différents coeffi-
cients de ces sommes dépendent de la position des différents microphones vis-à-vis des
convives.
Le problème de la séparation des sources peut être modélisé sous la forme générale sui-
vante :
Xi(t) = anSi(t) + a12S2(t) + · ¦ · + almSm(t)
X2(t) = a2iS1(t) + a22S2(t) H \-a2mSm(t)
Xn(E) = OnISi(J) + an2S2(t) + ¦ ¦ ¦ + anmSm(t) (1.1)
où
- S(t) — [Si (t), S2(t), ¦ ¦ ¦ , Sm(t)]T représente le vecteur des signaux sources.
- X(t) — [Xi(t),X2(t), ¦ ¦ ¦ ,Xn(t)]T est le vecteur des observations.
La formulation matricielle du problème s'écrit comme suit :
X(t) = AS{t) (1.2)
A est la matrice de mélange, elle est de dimension ? x m et elle est constituée des coef-
ficients inconnus a^.
1.1.2 Modélisation des sources et du système de mélange
Concernant les signaux sources, ceux-ci peuvent correspondre à des valeurs réelles ou
complexes, ils peuvent également être stationnaires ou non-stationnaires.
La séparation du mélange peut appartenir à deux classes : d'une part, la classe des
transformations linéaires instantanées, les capteurs reçoivent des combinaisons linéaires
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des sources à chaque instant. Et d'autre part, celle des transformations par convolution,
c'est-à-dire que les signaux captés dépendent des sources et de leurs versions retardées.
Nous laissons le lecteur se référer par exemple à [Hay94, AC98] pour plus de détails sur
cette dernière.
La séparation du mélange peut être plus complexe, notamment, dans le cas où les com-
binaisons des sources sont non linéaires.
1.1.3 Réalisation de la séparation
L'objectif de la séparation de sources est de reconstruire les sources <S¿(£) à partir des
observations. Pour ce faire, supposons que la matrice de mélange A soit une matrice
carrée de plein rang. Ainsi, il existe une solution à ce problème tel que :
S(t) = A-1X(I) (1.3)
L'idée principale de la séparation des sources est de trouver une transformation W qui
permette d'obtenir des signaux statistiquement indépendants, ou en d'autres termes de
calculer une estimation W de la matrice inverse de A. Nous avons alors :
Y(t) = S(t) = WX(t) (1.4)
les Yi correspondent aux estimations des sources S{. La matrice W est la matrice de
séparation, c'est une matrice carrée qui permet de récupérer les signaux sources à un
facteur d'échelle et une permutation près. On en déduit que W peut s'écrire sous la
forme :
W = PAA"1 (1.5)
ou encore :
WA = PA (1.6)
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où P est une matrice de permutation et ? est une matrice diagonale non singulière cor-
respondant au facteur d'échelle. Lorsque la séparation est parfaite nous obtenons l'équi-
valence suivante :
WA = PA = I (1.7)
1.2 Hypothèses
Au vu des différents types de mélanges, il est nécessaire de faire un rapide tour d'horizon
de ces possibilités avant de parler plus amplement des hypothèses considérées dans la
séparation.
Le processus du mélange diffère selon le domaine d'application :
1. Le mélange linéaire instantané est la forme la plus simple, chaque observation est
une combinaison linéaire des sources et le problème consiste à identifier la matrice
du mélange.
2. Le mélange linéaire à atténuation et retard, est rencontré lorsque les contributions
des sources dans les observations sont des versions pondérées et décalées de ces
sources.
3. Le mélange convolutif est le plus compliqué à résoudre. Dans ce cas, les contribu-
tions des sources sur les capteurs sont des versions filtrées des sources originelles.
4. Le mélange non linéaire est celui qui est le moins exploré, à cause de sa complexité.
Cependant, des classes particulières de ce type ont été étudiées telles que : les
mélanges post non-linéaires ou les mélanges linéaires quadratiques.
Pour estimer la matrice de séparation W, plusieurs hypothèses ont été considérées. En
effet, chaque hypothèse émise sur la distribution des sources correspond à une famille de
séparation des sources, parmi ces familles citons :
1. L'Analyse en Composantes Indépendantes (ACI). C'est une méthode qui suppose
l'indépendance entre les sources, c'est-à-dire que lorsque i ^ j,.Si(t) et Sj(t) sont
indépendantes quel que soit l'instant t. Cette approche possède une solution si et
seulement si au plus une source est gaussienne. En considérant l'indépendance et
la non-gaussianité, nous pouvons donc estimer la matrice W.
Cette famille de méthodes fera l'objet de notre étude et sera plus détaillée dans les
chapitres suivants.
2. La parcimonie est un exemple d'information à priori très efficace pour déterminer
le problème de la séparation aveugle des sources. Les approches de GACI basées sur
la représentation parcimonieuse [Hul99, ZPOl] permettent de résoudre le problème
sous-déterminé (nombre de sources est supérieur au nombre d'observations). Ces
approches reposent sur le principe que, dans une représentation appropriée des
signaux, les composantes des sources sont indépendantes et parcimonieuses. Ainsi,
chaque observation est due essentiellement à une seule source par ce fait, le problème
de séparation revient à affecter chaque composante à la bonne source.
3. La Factorisation en Matrices Positives. Elle suppose que les sources et les coefficients
de mélange sont tous les deux positifs. On cherche alors à identifier deux matrices
positives dont le produit est égal à la matrice des observations. Cette méthode est
utilisée par exemple en astrophysique pour la séparation d'espèces chimiques dans
des nuages de poussière interstellaires.
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1 . 3 Indéterminations
En considérant les hypothèses citées plus haut, la séparation est bel et bien possible. En
revanche, la non-connaissance de la matrice A ne garantit pas l'égalité entre l'estimation
de la matrice de séparation W et l'inverse de la matrice du mélange A-1.
1.3.1 Indétermination de permutation
Comme expliqué plus haut, l'estimation de la matrice W produit des signaux Yi indépen-
dants. Cependant, nous n'avons aucune information sur l'ordre de ces nouveaux signaux.
Ceci se traduit par le fait que dans le modèle de mélange, nous pouvons facilement sub-
stituer la matrice de permutation P avec son inverse : X = AP^1PS.
Les éléments PS sont les sources d'origine Si dans un autre ordre. La matrice AP-1 est
la nouvelle matrice de mélange à déterminer.
1.3.2 Indétermination du facteur d'échelle
Une autre ambiguïté de la séparation aveugle des sources est liée à l'impossibilité d'estimer
la variance des signaux sources. Les Si et la matrice A sont inconnus, par conséquent,
toute source Si peut être multipliée par un scalaire quelconque a¿. En divisant la colonne
a* correspondante par le même scalaire, la forme des observations reste invariante à cette
transformation.
Pour résoudre ce problème, les sources sont souvent supposées de matrice variance unité
E{SST} = I.
9
1.4 Critère de la séparation
Avant d'introduire la propriété de l'indépendance, nous allons expliquer la raison pour
laquelle la décorrélation est insuffisante dans le cadre de la séparation des sources.
1.4.1 Insuffisance de la décorrélation
Dans plusieurs cas pratiques, l'information donnée par les statistiques d'ordre 2 est sou-
vent utilisée. Cependant, la décorrélation appelée aussi le blanchiment n'entraîne pas
l'indépendance. Supposons que nos sources aient une variance unité, ainsi :
E[SST}=1 (1.9)
La décomposition en valeurs singulières de la matrice A peut s'écrire :
A = UE1/2V (1.10)
où S est une matrice diagonale composée des valeurs propres de la matrice AAT, U et V
sont deux matrices unitaires. La matrice de variance des observations s'exprime comme :
E[XXT] = E[ASSTAT] = AE[SST]AT = UU7Y
On constate qu'à l'ordre 2 (matrice de variance-covariance) la matrice V a disparu ainsi
il est impossible de l'estimer. La matrice A ne pourra être estimée qu'à une matrice
orthogonale V près.
Par conséquent, dans le cadre de la séparation aveugle des sources, la décorrélation ne
suffit pas pour avoir une séparation exacte, l'utilisation d'un critère plus piiissant tel que
l'indépendance est plus appropriée. Toutefois, la décorrélation peut être utilisée comme un
prétraitement permettant de simplifier le problème de la séparation aveugle des sources.
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1.4.2 L'indépendance
Considérons le vecteur X = [Xi^X2,- ¦¦ ,Xn]T et désignons respectivement par p(x)
et p(xi) la densité conjointe de X et les densités marginales. Le vecteur X est dit à
composantes statistiquement indépendantes si. et seulement si :
p(x) = ??=1?(?? (1.11)
En effet, les composantes du vecteur X sont mutuellement indépendantes si la densité de
probabilité conjointe de X, p(x) est égale au produit des densités marginales p{xi).
Ainsi, pour mesurer l'indépendance il suffit de vérifier que la loi jointe de X est égale au
produit des lois marginales.
Considérons une variable aléatoire X et deux distributions possibles de cette variable
p(x) et q(x), la divergence de Kuliback [CT91] s'exprime comme suit :
D(p(x),q(x)) = Jp(x)log^dx (1.12)
La divergence de Kullback [CT91] est une fonction positive et elle s'annule que si et
seulement si les deux distributions p(x), q(x) sont égales.
Considérons maintenant la divergence de Kullback entre p(x) et YL™=lp(xi), nous obtenons
l'information mutuelle de X :
I(X) = ??{?)^t£^)?? (U3)
En effet, l'information mutuelle est une mesure naturelle de l'indépendance, elle est po-
sitive et s'annule lorsque (1.11) est vérifiée.
Il existe d'autres mesures de l'indépendance, qui se basent sur la théorie de l'information,
ces dernières seront détaillées dans le chapitre suivant.
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1.5 Optimisation dans la séparation des sources
Une fois que le critère de séparation est déterminé, plusieurs facteurs sont pris en consi-
dération pour effectuer la séparation.
Tout d'abord, il est important de rappeler que l'étape du blanchiment est une bonne ini-
tialisation dans la séparation des sources. Cette étape est réalisée soit en blanchissant les
observations en premier, soit en ajoutant une contrainte de blanchiment aux critères de la
séparation. Ensuite, les sources peuvent être estimées simultanément ou par extractions
successives. Enfin, l'optimisation des critères de séparation se résout soit en utilisant des
techniques d'optimisation tels que la descente du gradient, notamment, le gradient relatif
ou naturel [CL96, AC98], soit en appliquant des techniques de diagonalisation conjointe
de matrice.
Dans cette section, nous nous intéresserons aux techniques du gradient. Pour ce qui est
de la diagonalisation conjointe, nous laisserons le lecteur se référer à [DegOl] pour plus
d'informations.
1.5.1 La descente du gradient
Dans la majorité des problèmes d'optimisation telle que la séparation de sources, la
recherche de solutions s'effectue en minimisant ou maximisant une fonction avec ou sans
certaines contraintes. Dans cette section, nous considérons le problème de minimisation,
plus précisément nous allons exposer l'approche de la descente du gradient [Hay94].
Nous souhaitons estimer le vecteur W par minimisation d'une fonction J(W) de la forme
J(W) = E[J[W)]. En effet, on part d'un vecteur initial W(O), ensuite on calcule le
gradient pour ce vecteur, puis on se déplace avec une distance appropriée dans la direction
opposée du gradient.
12
Pour t = 1, 2, · · · , la règle à mettre à jour à chaque itération est de la forme suivante :
W(t) = W(t - 1) - a(í)^^k=w(í-i) (1.14)
où a est le pas de déplacement. À chaque instant t, W est remis à jour en fonction de la
direction du gradient pondéré par a.
Une solution de W est obtenue à la convergence de (1.14), c'est-à-dire lorsque les valeurs
de W(t) sont égales aux valeurs de W (t — 1), la distance entre ces deux vecteurs est nulle
et par conséquent, l'équation n'évolue plus. La solution obtenue peut correspondre à un
minimum local ou global.
Le problème avec ce genre d'approche réside dans le fait que, la vitesse de convergence
dépend du choix de a : en effet, un a trop petit conduit à une convergence lente. Aussi,
un a trop grand mène à une certaine instabilité qui rend la convergence impossible.
L'utilisation d'un pas variable permet de résoudre en partie ce problème en calculant un
pas optimal permettant d'accélérer la convergence. La méthode de Newton est souvent
une meilleure alternative.
1.5.2 Méthode de Newton
En analyse numérique, un grand nombre de méthodes ont été introduites et ont été
jugées plus performantes que la descente du gradient. L'avantage d'utiliser ces méthodes
dans la séparation de sources est dû à leur rapidité de convergence en terme de nombre
d'itérations requis. Cependant, elles souffrent d'une grande complexité dans le calcul par
itération.
Considérons le développement de Taylor de la fonction J(W) :
f 1.Í [ l/l/ i
J(W ) = J(W) + dJ(W) (W' -W) + \(W' - W)T^j^(W -W) + --- (1.15)dW
Pour minimiser la fonction J(W), nous cherchons un nouveau vecteur W' tel que la valeur
de J(W) soit petite. Notons W-W par AW, nous allons minimiser la fonction suivante :
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J(W') - J(W) dJjW)aw AW + ¡AWT^^AW
Le gradient de cette fonction est égal à [^gpjp] + 9q^' AW . Notons que la matrice
hessienne est symétrique, si cette dernière est aussi définie positive alors le graphique de
la fonction a une forme parabolique, ainsi, le minimum est atteint lorsque le gradient est
nul :











où, l'on calcule le gradient et le hessien au vecteur initial W.
Cet algorithme est appelé la méthode de Newton, cette méthode est souvent efficace
lorsqu'il s'agit d'un problème de minimisation, elle est caractérisée par sa rapidité et sa
convergence quadratique. Cependant, son calcul est plutôt complexe. En effet, l'inverse
de la matrice hessienne n'est pas souvent calculable, pour remédier à cela, certains para-
mètres sont ajoutés à l'algorithme avant le calcul de la matrice hessienne inverse [AU94].
En pratique, nous utilisons souvent des approximations de la méthode de Newton, par
exemple dans GACI, l'algorithme FastICA fait appel à une approximation de Newton qui
permet d'extraire les signaux sources et qui apporte une convergence rapide comparée au
nombre de calculs requis [Hay94].
1.5.3 La fonction de Lagrange
Dans les approches d'optimisation citées plus haut, nous avons parlé du cas de minimi-
sation sans contraintes. Cependant, il existe plusieurs techniques visant à résoudre le cas
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avec contraintes.
Ce problème est modélisé comme suit :
min J(W) sous contraintes : Hi[W) =0 i = 1, · · ¦ , k (1-18)
où Hi(W) est l'ensemble des contraintes.
Parmi les techniques les plus répandues dans ce domaine figure la méthode de Lagrange.
La fonction de Lagrange [Hay94] est de la forme suivante : L(W, Ai, · · · , Xk) = J(W) +
El1KH(W)
??,··· ,Afc sont appelés les multiplicateurs de Lagrange. Le nombre k correspond au
nombre des contraintes.
Si W est une solution recherchée, il existe un vecteur A, tel que le gradient de L est nulle :
dj(w) * diwo_
Pour résoudre ce système d'équations, il suffit d'appliquer la méthode de Newton ou toute
autre technique semblable.
1.5.4 Déflation
Les méthodes d'optimisation présentées plus haut permettent d'extraire une source Si
à partir du vecteur du mélange X par l'estimation d'un vecteur Wj\ fournissant une
estimation Yi :
Yi = WjX (1.20)
Où Wj est la i ème ligne de la matrice de séparation W.
En général, nous nous intéressons à estimer plusieurs composantes indépendantes. L'exé-
cution de cet algorithme plusieurs fois, avec différents vecteurs initiaux nous permet
d'obtenir différents vecteurs de séparation Wj, cela dit certains de ces vecteurs peuvent
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converger vers le même minimum.
Pour remédier à cela, Hyvärinen [Hay94] propose une approche de déflation orthogonale.
Tout d'abord, on préconditionne le mélange par l'étape de blanchiment Z = WX, en-
suite la séparation est effectuée comme décrit précédemment.
La déflation orthogonale utilise la méthode de Gram-Schmidt : supposons que nous avons
estimé ? vecteurs W\, ¦ · · ,Wp, l'étape suivante consistera à calculer le vecteur Wp+i en mi-
nimisant le critère de séparation J(Wp+i), ainsi après chaque itération, nous soustrayons
la projection (Wp+1Wj)WjJ = 1, · · · ,p de Wp+i :
Wp+1 <- Wp+1 - Y^[Wt+1W3)Wj (1.21)
"VuPuis, nous normalisons le vecteur tel que Wp+i «— W1P+H
1.5.5 Orthogonalisation symétrique
Cet exemple de déflation permet d'estimer au fur et à mesure les vecteurs de la matrice
de séparation W. Ceci dit, si des erreurs ont été commises sur les premières lignes de la
matrice W elles dégraderont l'estimation des lignes suivantes, ce qui affaiblira la sépara-
tion.
Toutefois, Hyvärinen [Hay94] propose une approche alternative appelée l'orthogonalisa-
tion symétrique. L 'orthogonalisation symétrique de la matrice W est effectuée de la façon
suivante :
W <- (WWT)-1/2W (1.22)
La matrice (WWT)~1,/2 est obtenue en effectuant la décomposition spectrale en valeurs
propres de WWT = E diag(d1, ---,(In)E7.
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Pour effectuer l'orthogonalisation symétrique, il existe certaines méthodes itératives qui
ne nécessitent pas la décomposition en valeurs propres. Un exemple simple de ce fait est
l'algorithme suivant :
1. W<-W/||W||
2. W <- fW - |WWTW
3. Retour à l'étape 2 si WWT n'est pas proche de la matrice identité I
La convergence de cette itération est prouvée dans [Hyv99].
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CHAPITRE 2
Analyse en composantes indépendantes
Parmi les différentes approches de la séparation des sources, nous nous sommes princi-
palement intéressés à l'analyse en composantes indépendantes. Comme dans la majorité
des travaux sur PACI, nous avons adopté le modèle linéaire instantané non bruite. Dans
ce chapitre nous allons présenter les hypothèses du modèle, puis nous étudierons les diffé-
rentes propriétés statistiques utilisées par cette méthode. Enfin, les mesures de séparation
utilisées par cette approche seront abordées.
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2.1 Définition de l'analyse en composantes indépen-
dantes
2.1.1 Présentation du modèle
L'analyse en composantes indépendantes consiste en la recherche d'une transformation
des données observées en composantes indépendantes. L'illustration classique de cette
méthode est le problème de la soirée cocktail (the cocktail party), décrit dans le cha-
pitre précédent. Rappelons que la problématique de la soirée cocktail conduit à résoudre
l'équation suivante :
Xi = anSi + ai2S2 H h aimSm pour i = 1, · · · , ? et .7 = 1,···, m (2.1)
Les ciij sont les coefficients de la matrice de mélange, les Sj sont les composantes indépen-
dantes, ce sont des variables dites latentes. En d'autres termes, ce sont des facteurs qui
influencent les observations, ces facteurs ne sont par mesurables. Par GACI, nous tentons
de les extraire et de leurs attribuer une signification physique.
Dans ce modèle, seulement les observations x¿ sont connues, ainsi, en s'appuyant sur
certaines hypothèses, nous cherchons à estimer les composantes indépendantes et les co-
efficients du mélanges a^.
Dans la séparation des sources, le modèle défini ci-dessus est considéré comme modèle
de base. Les Xi et les Sj sont supposés être des variables aléatoires plutôt que des séries
temporelles ou des signaux, de plus, la notion du temps est négligée dans cette formula-
tion, d'où l'appellation modèle linéaire instantané.
L'écriture matricielle du modèle s'exprime sous la forme :
X = AS (2.2)
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où A est la matrice du mélange.
Dans le cadre de ce mémoire, nous nous limitons à ce cas général. Toutefois, selon le
domaine d'application, certaines contraintes, telles que le bruit, peuvent être ajoutées
pour ajuster le modèle.
2.1.2 Contraintes et restrictions du modèle
Pour estimer le modèle, certaines hypothèses doivent êtres prises en considération, no-
tamment :
1. L'indépendance des variables sources Sj. Il s'agit de l'hypothèse principale de l'ana-
lyse en composantes indépendantes. Soit un vecteur aléatoire X = [Xi, ¦ ¦ ¦ ,Xn]T-
Les composantes du vecteur sont dites statistiquement indépendantes si la densité
conjointe p(xi, ¦ ¦ ¦ ,Xn) s'écrit sous forme du produit des densités marginales p(xì) :
p(x) = U^1P(Xi) (2-3)
2. Les composantes indépendantes doivent suivre une distribution non-gaussienne.
En effet, la distribution gaussienne se caractérise par la nullité de ses cumulants
d'ordre supérieur à deux, ainsi, l'indépendance est équivalente à la décorrélation et
par conséquent, TACI revient à faire une ACP. Cela dit, le modèle reste fiable si au
plus une composante est gaussienne.
3. La matrice de mélange est une matrice carrée. En effet, nous supposons que le
nombre d'observations ? est égal à celui des composantes indépendantes m. Cette
condition simplifie le modèle et implique l'existence de la matrice B, qui est l'inverse
de A. Dans le cas où det(A) f 0 nous avons :
S = BX (2.4)
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Il faut noter qu'il est possible d'extraire plus de sources que d'observations [OF96,
OF97, OL99, LSOO, HI02]. Réciproquement, dans le cas ou le nombre d'observations
est supérieur à celui des sources, nous pouvons utiliser des techniques de réduction
de dimension tels que l'ACP.
En plus de ces conditions d'identification, il existe deux indéterminations dans le mo-
dèle. Ces dernières sont l'indétermination de permutation et celle du facteur d'échelle
expliquées dans le chapitre précédent.
2.2 Propriétés statistiques de l'ACI
Dans cette section, nous exposons les différentes propriétés statistiques utilisées dans la
séparation, en particulier dans l'analyse en composantes indépendantes.
2.2.1 Lien entre la décorrélation et le blanchiment
Soit le vecteur X = [ ^1 ) la moyenne de ses composantes est définie par :
ßi = E[Xi) = f Xip{xi)dxi , ? = 1,2
La variance de Xi est donnée par :
Var{Xi) =¦ Ei(X1 -ßif)
= J(Xi - ßi)2p(xi)dxi
où p(xi) est la densité de la variable Xi pour ¿ = 1,2.
La covariance entre les composantes du vecteur X est définie par :
COv(X1, X2) = E[(XtX2)} - E[X1)E[X2)
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Les variables aléatoires X1 et X2 sont dites décorrélées si et seulement si leur covariance
est nulle, on écrit alors :
COv(X1, X2) = Ei(X1X2)) - E[X1)E[X2] = O (2.5)
Ainsi, la matrice de covariance est une matrice diagonale telle que :
_ IVZr(X1) O
x [ O Var(X2).
Supposons maintenant que X soit un vecteur décorrélé (ses composantes ont une co-
variance nulle), dé moyenne nulle et de variance unité. Il en découle que sa matrice de
covariance est égale à la matrice identité :
Cx=I (2.6)
Ce vecteur X est appelé vecteur blanchi, cette propriété est invariante par rapport aux
transformations orthogonales. Soit l'équation suivante :
Y = PX (2.7)
où P est une matrice orthogonale (PTP = PPT — I) et X un vecteur blanchi.
E[Y) = E[PX) = PE[X) = O (2.8)
et :
Cy = E[PX(PXf) = PE[XXT)PT (2.9)
= PCXPT = I (2.10)
Le vecteur Y est bel et bien blanchi. En effet, le blanchiment est une simple transforma-
tion linéaire d'un vecteur X en un vecteur Z tel que :
Z = VX (2.11)
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Une manière d'estimer la matrice V est la décomposition en valeur et vecteurs propres :
Posons, E{XXT} = EDET où E est la matrice orthogonale des vecteurs propres de
E{XXT}, D est la matrice diagonale des valeurs propres. Le blanchiment peut s'établir
par la matrice V tel que : V = ED~1/2ET .
2.2.2 La gaussianité dans l'ACI
Comme nous l'avons énoncé plus haut, la non-gaussianité est une hypothèse fondamentale
pour l'estimation du modèle, dans cette section nous allons détailler les raisons de cette
restriction.
Considérons le vecteur gaussien centré réduit S = ( „ 1 , 5? et S2 deux variables
aléatoires indépendantes, leur densité conjointe est exprimée comme suit :
, ? ! ( 4 + 4P[Si, S2) = 7G— exp2p r V .2
1
exp2p r ^ 2
Rappelons que dans le cas d'une transformation linéaire non singulière, telle que X = AS,
la fonction de densité s'écrit sous la forme :
Ainsi, la fonction de densité conjointe des mélanges X\ et X2 est exprimée comme :
p(xi,x2) = ^exp( -" 2 j |det(AJ)|
Dû à Porthogonalité de la matrice A nous avons :
- A-1 = AT
IA^II2 = ||x||
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- |det(A)| = 1
Ce qui implique que :
1 / IMI
p(xi,x2) = ^:exP( —2
La fonction de densité des mélanges est semblable à celle des composantes indépendantes,
nous constatons aussi que la matrice de mélange A n'intervient pas dans la formule de
la fonction de densité conjointe des mélanges. Et donc, la résolution de ce problème est
impossible, car la matrice de mélange ne pourra pas être estimée.
Une autre façon de voir cela est d'introduire le lien entre l'indépendance et
la décorrélation dans le cas gaussien :
Soit X=I ' I un vecteur gaussien de moyenne nulle. Sa matrice de covariance
V ?2 )
„.,.„. G al. COv(X11X2)ICx est définie comme : Cov(Xi, X2) "X2
La densité conjointe de X est :
p{xi,X2) z (27r)v/detCx exp (^X7Cx1X)
On a vu précédemment que lorsque les variables ?? et X2 sont décorrélées, leur cova-
riance est égale à zéro, ainsi, det
Par conséquent :
Vx1 O













Il en résulte donc que Xi et X2 sont indépendants.
Dans le cadre d'une distribution gaussienne, l'indépendance est équivalente à la décorré-
lation, par conséquent, GACI peut être remplacée par une simple analyse en composantes
principales.
2.2.& Indépendance et gaussianité
L'estimation de la matrice de mélange peut s'effectuer en se basant sur la relation exis-
tante entre la gaussianité et l'indépendance. L'idée est simple, pour extraire une source
indépendante, il suffit de chercher sa distribution la plus éloignée possible d'une distri-
bution gaussienne. Cette façon de procéder tire sa justification du théorème de la limite
centrale.
Théorème de la limite centrale : Soit Xi, X2, · · · ,Xn une suite de variables aléa-
toires indépendantes définies sur le même espace de probabilité, suivant la même loi E
de moyenne µ et de variance s2. Considérons la somme Sx = ?? + X2 H h Xn- Alors,
lorsque ? est grand, Sx suit approximativement une loi normale d'espérance ?µ et de
variance ?s2.
Reprenons le modèle de l'ACI :
X = AS (2.12)
les composantes sont indépendantes et identiquement distribuées, nous souhaitons, esti-
mer une composante indépendante Yi, l'équation devient :
Yi = BfX = BfAS (2.13)
où B = A-1, le vecteur Bi est la i ème colonne de la matrice B et X représente le vecteur
du mélange.
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En remplaçant BfA par le vecteur Qf, nous obtenons l'expression suivante :
Yi = QfS = Y^QaSj (2-14)
3
Suite à ce développement nous remarquons que Yi est une combinaison linéaire de com-
posantes indépendantes Sj. La composante Yi est unique ce qui signifie que le vecteur
Qf correspond à un vecteur ayant un seul élément non nul (Qf = [0, · · ¦ , 1, · · · ,0] tous
les éléments de ce vecteur sont nuls sauf le i ème qui correspond à 1).
En pratique, nous ne pouvons pas trouver la valeur exacte du vecteur Bi, néanmoins, nous
pouvons fournir une bonne estimation de ce vecteur. D'après le théorème de la limite cen-
trale, la somme de variables indépendantes tend vers une loi normale. Par conséquent,
Y1 = QfS est plus gaussien que Sj et il devient moins gaussien si le vecteur Qf a un
seul élément non nul. Ceci revient à dire que maximiser la non-gaussianité de BfX
correspond à trouver une composante indépendante.
L'idée est donc d'estimer les composantes Yi de manière à ce que leur densité de proba-
bilité soit la plus éloignée possible d'une distribution gaussienne. On dit qu'on cherche à
maximiser leur non-gaussianité.
2.3 Réduction de la dimension de données
L'ACI est basée sur le critère d'indépendance entre les sources, leur matrice de cova-
riance est diagonale. La décorrélation ou l'analyse en composantes principales a pour
objectif d'annuler la corrélation existante entre les observations, ceci revient à annuler la
covariance. Cependant, la décorrélation n'entraîne pas l'indépendance. L'analyse en com-
posantes principales a été essentiellement développée pour la réduction de la dimension,
nous allons donc voir d'une part, les principes de cette méthode, et d'autre part, l'utilité
d'une telle méthode dans la séparation des sources.
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2.3.1 Analyse en composantes principales
L'analyse en composantes principales (ACP) [CC80] est une technique d'analyse de don-
nées multidimensionnelles qui permet d'examiner les liens entre les individus et les va-
riables. Soit le vecteur X = [Xi, ¦ · ¦ , XP]T de dimension p, de moyenne µ et de matrice
de covariance ??. Le but de l'ACP est de déterminer des nouvelles variables Yi, · ¦ · ,Yp,
combinaisons linéaires des variables initiales, tout en maximisant la variance. Les Y¿ sont
appelées des composantes principales et elles sont disposées dans l'ordre décroissant de
la variance.
Chaque composante Yj est une combinaison linéaire des Xi telle que :
Yi = auXi + a2iX2 H + apiXp (2.15)
Ai = [au, · · · , api]T est un vecteur de constantes.




La première composante principale Yi est choisie de telle sorte que cette dernière ait la
plus grande variance possible, cette contrainte revient à résoudre le problème d'optimi-
sation suivant :
Maximiser AjCxAi
Sous la contrainte AjA\ = 1
ceci revient à maximiser la quantité : AjCxA1 — X(AjAi — 1), en dérivant par rapport
au vecteur A1 et en égalant le gradient à 0 il vient :
(Cx - Xl)Ai = 0 (2.16)
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Cette équation a une solution Ax non nulle si et seulement si la matrice (Cx — XI) est
singulière. Ainsi ? doit vérifier :
det(Cx - AI) = 0 (2.17)
Une solution non nulle de cette équation existe si et seulement si ? est la valeur propre
de Cx.




Étant donné que le but est de maximiser la variance, ?? n'est autre que le vecteur propre
de Cx correspondant à la plus grande valeur propre ? = Ai.
La seconde composante est obtenue de la même manière tout en rajoutant la condition
d'orthogonalité A\A\ = 0.
Soit A la matrice (? x p) des vecteurs propres et Y le vecteur de composantes principales,
nous avons :
Y = ATX (2.18)
la matrice de variance de Y est de la forme :
"A1 0 ¦¦¦· 0"
n 0 A2 ··· 0y =
0 0 ··· Ap_
Puisque les composantes principales sont décorrélées leur matrice de variance est dia-
gonale. Notons que la somme des variances des Yi est donnée par : S^=1 Var(Y¿) =
S?=1 ?, = trace(CV)
Nous avons aussi : trace(Cy) = trace(ArCxA) = Y%=1 VarpQ).
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Il en résulte une propriété importante. En effet, la somme des variances des observations
initiales est égale à celle des composantes principales.
L 'ACP est une transformation orthogonale basée sur la maximisation de la variance des
nouvelles composantes et entraînant la réduction de la dimensionalité. Le principe de
cette transformation est plus au moins similaire à celui de l'ÀCI. Toutefois, il existe
quelques différences que nous énumérons comme suit :
- L'ACP et l'ACI sont deux méthodes d'analyse de données multidimensionnelles per-
mettant la transformation des observations selon certains critères. l'ACP s'appuie sur
la corrélation entre les variables, par conséquent elle mesure les moments d'ordre deux.
Tandis que l'ACI repose sur l'indépendance, entre autre, elle fait appel à des moments
d'ordre supérieur à deux.
- Dans le cadre de données gaussiennes, l'application de l'ACI ne rapporte aucune in-
formation de plus que l'ACP. Nous pouvons dire que l'ACI permet d'introduire de
l'information non gaussienne dans la recherche des composantes.
- Dans l'ACP, les composantes sont ordonnées selon leur degré d'importance : la pre-
mière composante correspond à celle qui rapporte le maximum d'information et ainsi
de suite. En revanche, les composantes indépendantes ne disposent d'aucun ordre.
- L'ACP est toujours réalisable alors qu'une ACI réussie repose sur l'existence de va-
riables latentes que l'on approxime par le modèle X = AS. Le défi de l'ACI est de
trouver des composantes indépendantes significatives et faciles à interpréter.
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2.3.2 Blanchiment
Maintenant, nous allons voir comment cette technique peut être introduite dans GACI.
Soit le modèle général de l'ACI :
X = AS (2.19)
Supposons que le vecteur des observations X est blanchi tel que :
Z = XX =VAS = ÀS (2.20)
Selon les propriétés du vecteur Z et l'hypothèse émise sur les sources Sj 1.9, nous pouvons
écrire :
E[Z ZT} = ÀE{SST}AT = AÀT = I > (2.21)
L'utilité du blanchiment réside dans le fait que la nouvelle matrice du mélange A est une
matrice orthogonale. Par conséquent, nous estimons n(n + l)/2 paramètres au lieu de n2.
Notons que l'ACP peut être utilisée comme un moyen de blanchiment de données. Dans
ce cas, la matrice V se définit comme :
V = D"1/2ET (2.22)
E est la matrice des vecteurs propres de la matrice de covariance des Cx et D est la
matrice diagonale des valeurs propres.
Il est facile de vérifier que Z est bel et bien blanchi :
E{ZZT} = VE{XXT}VT
= D1Z2E7EDE7ED1/2
¦ ¦ = I
Comme le montre la figure 2.1 ci-dessous, les composantes blanchies sont des composantes
orthogonales. Par ce fait, les rendre indépendantes (figure 2.2) peut se faire simplement
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par le choix d'une rotation appropriée.
V.'· f. *·*¦*. V
Figure 2.1 - Distribution conjointe du mé-
lange blanchi de deux composantes indépen-
dantes uniformes Si et S2
^r^j·
-.··¦ :¦·,'·';{ ;.·/¦ }*?-,'¦ ¦'•? '\';
Figure 2.2 - Distribution conjointe de deux cd
posantes indépendantes uniformes si et S2
Ces techniques de réduction de dimensions sont utilisées comme prétraitement afin de
faciliter la séparation. Dorénavant, l'appellation Z correspondra au vecteur d'observation
blanchi.
2.4 Mesures de séparation dans GACI
Après avoir posé le modèle de l'ACI, en avoir exposé les différentes hypothèses, nous
allons nous pencher sur les mesures utilisées pour effectuer la séparation. Ces dernières se
décomposent en deux catégories, une première famille basée sur l'approche de la théorie de
l'information et une seconde qui repose sur le calcul de certaines statistiques descriptives.
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2.4.1 Entropie
La notion de l'entropie a été introduite dans les années 50 par Shannon [CT91, Iha93].
Soit X une variable aléatoire discrètes ayant une probabilité p(x), XeX avec X un
ensemble dénombrable. Alors, l'entropie de X, notée H(X) est définie par :
H(X) = ^p(X)IOg2(J-) (2.23)xe% v/^v ;/
Dans le cas continu, l'entropie s'exprime comme :
H(X) = Jp(x) log2 (-?-? dx (2.24)
L'entropie d'une variable aléatoire est une mesure quantitative de l'incertitude, ou de la
quantité d'information, associée aux valeurs prises par la variable aléatoire.
L'entropie possède de nombreuses propriétés traitées dans les livres de théorie de l'infor-
mation [CT91, Iha93], ici nous énumérons celles dont nous avons besoin dans la sépara-
tion :
- H(X) > 0.
L'égalité aura lieu si p(xi) est nulle en tous éléments i sauf en un point % pour lequel
p(x^) = 1. En d'autres termes, l'entropie est maximale lorsque les éléments de X sont
équiprobables (distribution uniforme ) et nulle lorsque l'événement est certain.
- L'entropie de Y = MX, combinaison linéaires de X, est :
H(Y) = H(X) + log |detM| (2.25)
Notons que l'entropie est conservée par les transformations orthogonales.
- Soit X un vecteur gaussien N(O, Cx), son entropie H(X) est donnée par :
t? 1
Hn(X) = - 1?8(2pß) + - log(det(Cx)) (2.26)
Où ? est la dimension de X. En effet, rappelons que la densité d'une loi gaussienne
N(O, Cx) s'écrit :
p(x) = (2p)-"/2(?ß???)-1/2 expt-^C^X) (2.27)
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Le logarithme de cette densité vaut :
1Og(P(X)) = ~ \og(2n) - \ log(detCx) - \xTC¿X (2.28)
XTC^¿X peut s'écrire comme trace (X7XCx1), on a :
E[X7Cx1X) = E(^Ce(X7XCx1)) = trace(E(XX1^)Cx1) = trace(I) - ? .
En remplaçons l'expression de la densité gaussienne dans la formule de l'entropie nous
obtenons l'équation (2.26) .
- L'entropie d'une distribution gaussienne a la plus grande valeur parmi toutes les dis-
tributions de même matrice de covariance.
Pour voir cela, nous allons considérer la divergence de Kullback entre la densité gaus-
sienne g(x) et la densité p(x) dé même matrice de covariance que g(x) :




= -H(p) + HN(g)
f g\og(g) = f plog(g) puisque g et ? ont les mêmes moments de la forme quadratique
log(g(x)) [CT91].
Une notion importante dans l'approximation de l'entropie est celle de l'entropie maxi-
male. Soit X une variable aléatoire, supposons que l'information disponible sur cette
variable est exprimée comme suit :
i p(x)Fi(x)dx = ci, pour \<i<m (2.29)
L'entropie maximale cherche à maximiser l'entropie de cette variable tout en respectant
cette information fournie. Ainsi, nous cherchons à résoudre le système d'équations sui-
vant :
Maximiser: H(p) = - J p(x)\ogp(x)dx
Sous les contraintes : J p(x)dx = 1
f p(x)F%(x)dx = Ci pour 1 < i < m
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Le lagrangien à maximiser est :
H(p) + ?0( ( p(x)dx - 1) + ¿ Xi(f p(x)Fi(x)dx - c¿) (2.30)
Les coefficients A0, ??, · · · , Xm sont les multiplicateurs de Lagrange.
L'entropie maximale est de la forme :
/(x) = exp(A0- 1 + Y1XiF(X)) (2.31)
¿=i
Admettons que les contraintes du système d'équations soient de la forme suivante :
J xp(x)dx = 0
j x2p(x)dx — s2
L'entropie maximale s'écrit :
f(x)=e^ç>(XQ + X1x + X2x2) (2.32)
En remplaçant les constantes par des valeurs appropriées, nous constatons que cette den-
sité correspond à la densité d'une distribution gaussienne.
Dans la séparation des sources, l'utilisation directe de l'entropie est très difficile d'où
le recours à certaines approximations. L'approximation par l'entropie maximale fournit
des estimateurs robustes, cette approche apporte une borne supérieure de l'entropie et
étant donné que le but de la séparation des sources est de minimiser l'entropie, la minimi-
sation de son maximum est équivalente dans ce cas à la minimisation de la vraie entropie.
2.4.2 Information mutuelle
L'information mutuelle d' un vecteur aléatoire X s'écrit :
?
1(X1, X2, ¦ ¦ ¦ , Xn) = Y H(Xi) - H(X) (2.33)
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Nous pouvons interpréter l'information mutuelle en utilisant la notion de l'entropie. En
effet, il s'agit de mesurer la différence entre l'entropie donnée par le vecteur X et celle
donnée par ses composantes séparément.
L'information mutuelle peut être exprimée au sens de la divergence de Kullback comme
suit :
D(p,q)= [p[x)\og^\dx (2.34)J q{x)
où p[x) est la fonction de densité du vecteur A" et q[x) est le produit des densités mar-
ginales U"=1p(xi). Par ce fait, l'information mutuelle peut être utilisée pour mesurer
l'indépendance entre les variables aléatoires. Mentionnons quelques propriétés de cette
quantité :
- L'information mutuelle est symétrique I[X, Y) = I (Y, X), au sens usuellement admis
voir [CT91].
- I [X) > 0 l'égalité n'ayant lieu que si et seulement si les variables Xi sont indépen-
dantes.
La preuve découle principalement de l'inégalité de Jensen :
-D[p, q) = fp[x)log^dx
< log J p(x)^dx
= log J q[x)dx
< log 1 = 0
L'information mutuelle, telle qu'elle est définie, est une mesure naturelle de l'indépen-
dance. Malheureusement, elle l'est au niveau théorique. En pratique, d'autres mesures,
qui font éventuellement appel à des approximations de la densité, sont utilisées.
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2.4.3 Le coefficient d'aplatissement
Le coefficient d'aplatissement est le cumulant d'ordre 4 d'une variable aléatoire et il est
défini par :
kurtosis(A) = K(A) = ,„,,„ t^tttt — o (2.35)(?{(?-µ)*})*
où, µ est la moyenne de la variable aléatoire X. Pour une variable centrée et de variance
unité, le coefficient d'aplatissement s'écrit :
K(X) = E{X4} - 3 (2.36)
Pour une distribution gaussienne le coefficient d'aplatissement est nul. En revanche, un
coefficient négatif indique que la distribution est sous-gaussienne, alors qu'un coefficient
positif indique une distribution sur-gaussienne.
i ' \
/"T'A
Figure 2.3 - Exemple de distribution sur-
gaussienne : la distribution de laplace Figure 2.4 - Exemple de distribution sous-gaussienne : la distribution uniforme
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De plus, le coefficient d'aplatissement est additif, K(X + Y) = K(X) -f K(Y) et pour
tout coefficient ß, nous pouvons l'écrire comme, ?(ß?) = /34K(X).
La question qui se pose désormais, est comment appliquer ce coefficient dans la sépara-
tion?
Considérons tout d'abord le modèle Yi = WjZ où Z est le vecteur des mélanges. Rap-
pelons que, comme vu plus haut, la maximisation de la non-gaussianité nous permet
d'estimer les composantes indépendantes. Ainsi, estimer la composante Y¡ revient à ré-
soudre le problème d'optimisation suivant :
Max|K(rOI = |K(WfZ)|
sous la contrainte E{SST} = I
Malgré sa simplicité, le coefficient d'aplatissement demeure très sensible aux points ex-
trêmes. Toutefois, il existe d'autres mesures, plus robustes, de la non-gaussianité telles
que la négentropie.
2.4.4 Négentropie
Soit X un vecteur aléatoire admettant g(x) pour densité. Notons par p(x) la densité
d'une variable gaussienne de même matrice de covariance que X. La négentropie associée
à X est :
J(X) = J g(x)\og^dx (2.37)
Il est facile de voir que la négentropie mesure l'écart entre une distribution quelconque
et celle de la distribution gaussienne. Une façon plus explicite d'exprimer cette mesure
est d'utiliser l'entropie, nous avons :
J(X) = Hn(X)-H(X) (2.38)
37
où Hn est l'entropie de la densité de la distribution normale p(x).
Puisque la négentropie s'exprime sous la forme de la divergence de Kullback D (g, p), nous
pouvons conclure que la négentropie est toujours positive et elle s'annule si et seulement
si le vecteur X est gaussien.
La négentropie est invariante par rapport aux transformations linéaires inversibles. En
effet, considérons la transformation linéaire Y = M.X , avec E{YYT} = ????t la
négentropie est exprimée comme suit :
J(MX) = ilog|detMCxMT| + f[l + log2^-(//(X)+logdet|M|)
= \ log IdetCxl + 2\ log |detM| + f [1 + log 2p] - (H(X) + log det|M|)
ilog|detCx| + f [1 + log27r] - H(X)
Hn(X) - H(X) = J(X)
Où ? est la dimension du vecteur X .
Dans ce mémoire, nous avons étudié le critère de séparation basé sur la maximisation
de la non-gaussianité, en particulier celui de la maximisation de la négentropie. Ainsi, le
chapitre suivant fera l'objet d'une étude détaillée de cette approche.
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CHAPITRE 3
ACI par maximisation de la
non-gaussianité
Depuis les années 1980, plusieurs algorithmes de GACI ont été proposés. Chacun a ses
avantages et ses inconvénients. Les algorithmes que nous allons présenter dans ce chapitre
ont la propriété de supprimer ou d'affaiblir la dépendance entre les composantes d'un
vecteur aléatoire. Cependant, nous allons plutôt privilégier ceux qui facilitent le calcul de
la matrice inverse de mélange, même si une légère dépendance demeure entre les variables
aléatoires.
Il existe deux grandes familles d'algorithmes :
- Une famille de méthodes paramétriques, notamment, les méthodes à noyau, les mé-
thodes à contrastes exacts et les méthodes directes. Ce sont des méthodes basées sur
une fonction de contraste exact, ainsi le critère de l'indépendance est véridique et donc
la matrice inverse de A est plus précise [SJG07, M03, ST04].
- Une famille de méthodes classiques basées sur des mesures telles que le maximum de
vraisemblance, la négentropie, l'information mutuelle, · · · . Cette famille est composée
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1de quatre catégories :
- La maximisation du caractère non gaussien (Hyvärinien, 1999).
- La maximisation de la vraisemblance notamment, l'algorithme Infomax (Bell et Sne-
jowski, 1995).
- Les méthodes tensorielles, telles que l'algorithme JADE ( Cardoso, 1990 - 1994) .
- La décorrélation non linéaire (Jutten et Hérault, 1987 et Cichocki-Unbehauen, 1992).
En général, ces méthodes classiques de séparation aveugle des sources réunissent deux
aspects : une méthode statistique pour mesurer le critère de base de la séparation qui
est l'indépendance et d'autre part une méthode algorithmique pour optimiser la mesure
statistique. Dans ce chapitre, nous passerons en revue certains critères de séparation.
Ensuite nous décrivons l'approche, que nous avons privilégiée dans ce mémoire et qui
porte sur la maximisation de la non-gaussianité.
3.1 Quelques critères de séparation
3.1.1 Maximiser la vraisemblance
En considérant l'équation du modèle de l'ACI X = AS. La densité du vecteur X s'écrit :
p(x) = |detB|p(s) (3.1)
Sous l'hypothèse de !'indépendances des Si nous avons :
p(x) = |detB|n?=1p(Si) (3.2)
où B est l'estimée de la matrice inverse du mélange A-1.
En prenant S = BX, on obtient :
p(x) = \detB\n?=1p(Bjx) (3.3)
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où Bf est la i ème ligne de la matrice B.
On suppose que nous avons M réalisations du vecteur X. La fonction du maximum de
vraisemblance est donnée par :
L(B) = n^=1|detB|nr=1p,(^Txm) (3.4)
En appliquant le logarithme sur cette fonction, le critère à maximiser en terme de maxi-
mum de vraisemblance est :
M ?
Jmv(B) = log L(B) = ^2^2logPi(Bfxm) + Mlog|detB| (3.5)
ra=l i=l
En terme d'estimation statistique, la fonction JMV(B) est un estimateur optimal [Hyv99],
cependant dans cette expression, il est nécessaire que les densités marginales p(s¿) soient
connues. Dans le cas contraire, il faut approximer ces dernières ce qui engendre des
erreurs. Pour ce faire, souvent la densité est approximée d'une façon à ce que cette
dernière possède un nombre réduit de paramètres. Ce choix provoque un faible nombre
d'erreurs ce qui n'influence pas l'estimation de la matrice B.
Dans la pratique, plusieurs algorithmes ont été développés pour optimiser cette approche :
- Pham et Garât ont développé le gradient de la fonction Jmv- Cette méthode c'est avéré
très coûteuse puisque l'inverse de la matrice B est calculé à chaque itération [PG97].
- Dans [Car98], Cardoso a défini le maximum de vraisemblance comme la divergence de
Kullback entre la vraie densité des sources ? et celle que l'on suppose p. De plus, il a
proposé d'utiliser le gradient relatif de cette expression [CL96].
Par surcroît, la maximisation de la vraisemblance peut se faire par l'algorithme FastICA
tel que décrit dans le chapitre 9 du [HKOOl].
3.1.2 Minimiser l'information mutuelle
L'information mutuelle est une mesure naturelle de l'indépendance. Ainsi, il suffit d'es-
timer la matrice de mélange B telle que l'information mutuelle de BX soit minimale.
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En effet, cette approche est toujours valable même si les observations ne suivent pas le
modèle de l'ACI puisque la minimisation de l'information mutuelle donne toujours des
composantes indépendantes.
De plus, cette mesure a un lien avec plusieurs principes d'estimation, en particulier le
maximum de vraisemblance et la maximisation de la non-gaussianité.
Information mutuelle et non gaussianité : Rappelons l'expression de l'information
mutuelle :
?
i(y) = Y^h(y¿-h{y) <3-6)
i=l
En considérant la transformation linéaire Y = BX, l'information mutuelle peut s'écrire
comme :
?
i(Y) = S H(Yi) - ?(?) - lQg ldetBl (3·7)
¿=1
On suppose que les composantes de Y sont décorrélées et de variance unité. Par consé-
quent detB = (detE[XXT]y1/2. De plus H(X) ne dépend pas de la matrice B. Alors
1(Y) peut se simplifier en :
?
¦ I(Y) = ^H(Yi) + Cte (3.8)
¿=i
Par définition la négentropie est de la forme :
J(Y) = Hn(Y)-H(Y) (3.9)
Ainsi :
? ? ?
S?(?? = S Hn(YJ -S J(Yi) (3.10)
i=l ¿=1 ¿=1
Hn(Yj) est l'entropie d'une gaussienne centrée réduite, cette quantité est constante. On
remarque donc, que sous la contrainte de ¦ décorrélation et de normalisation à l'unité,
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maximiser la somme de la non-gaussianité des variables Yi, Y2, ¦ ¦ ¦ ,Yn revient à minimi-
ser leur information mutuelle.
Information mutuelle et maximum de vraisemblance : Reprenons l'équation du
maximum de vraisemblance, en remplaçant la somme des observations par l'estimation
de leur moyenne nous avons :
¿log L(B) = £{¿logp¿(Bfx)} +log|detB| (3.11)
En faisant l'hypothèse que les densités de probabilité des composantes p(s¿) sont égales
aux densités estimées p(yi), il vient que le premier terme de l'équation précédente est
égale à — Y^¡=1 H(Bjx) . Ainsi maximiser la vraisemblance (3.11) revient à minimiser
(3.7) si l'on connaît la probabilité des sources.
3.1.3 La décorrélation non linéaire
La décorrélation n'implique pas l'indépendance, l'idée est de considérer la décorrélation
non linéaire afin de satisfaire l'indépendance. Soient ? variables aléatoires Yi, ¦ · · , Yn, ces
variables sont mutuellement indépendantes si :
Wi(Vi) · · ¦ In(Yn)] = EIf1[Y1)] x · · · x E[UYn)] (3.12)
où fi sont des fonctions integrables quelconques.
Par définition les variables aléatoires Y"¿ sont dites décorrélées non linéairement quand :
Ey1(Y1) ·· -/„(y„)} = o (3.13)
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où au moins une fonction /¿ est non linéaire.
Pour que les variables soient indépendantes, une condition suffisante pour que la pro-
priété (3.13) soit vérifiée et qu'au moins une de ces fonctions non linéaires soit impaire
et vérifie £[?(??] = 0.
L'algorithme de Jutten et Hérault [HKOOl] est basé sur ce principe. En effet, la sépara-
tion est effectuée en annulant la corrélation non-linéaire entre les variables F¿ définie :
Y = X-MY (3.14)
où X est le vecteur du mélange défini par le modèle de l'ACI et M est une matrice de
diagonale nulle.
Y = (I + M)-1X (3.15)
où (I + M)"1 est l'estimée de la matrice de séparation B.
Cet algorithme souffre de quelques inconvénients : la convergence n'est pas toujours ga-
rantie [Sor91] et le nombre estimé de sources est limité.
À partir de cette étude, plusieurs approches similaires ont été proposées tels que, l'al-
gorithme de Cichoki et Unbehauen [CU96, CÜR94, CM92] et la notion de fonction
d'estimation par Amari [AC97].
3.1.4 L'annulation des cumulants croisés d'ordre supérieur
Nous avons déjà vu que la maximisation de la valeur absolue du moment d'ordre 4
permet de maximiser la non-gaussianité. Cette méthode n'exploitait pas le fait que tous
les cumulants croisés de variables indépendantes sont nuls. Par contre, l'annulation des
cumulants croisés n'engendre l'indépendance que si aucune des variables n'est gaussienne.




CUlIl(Xi, Xj, Xk, Xl) = 2_^ K(^'n)ain(ljn^kn^ln (3.16)
n=l
Rappelons que K(S) est le coefficient d'aplatissement de S.
Annuler tous les cumulants demande beaucoup de temps de calcul. Dans [Com94], Comon
montre que l'indépendance peut être obtenue en annulant les cumulants croisés d'ordre
quatre tel que :
Jcomon(Y)= S <W*i>^> Yk, Yl? (3-17)
ijkl^iiii
D'autres critères annulant certaines tranches de cumlants ont été introduits, notamment
celui de Cardoso appelé le critère JADE (Joint Approximate Diagonalization of Eigen-
matrices) est donné par :
hade(Y)= S tom(YuYj,Yk,Yi)2 (3.18)
ijkl^iikl
La minimisation de ce critère est ramenée à une diagonalisation simultanée d'un en-
semble de matrices de cumulants. Pour plus de détails nous laissons le lecteur se référer
à [Car99].
En pratique, l'algorithme JADE est très performant. En effet, le calcul n'est pas com-
plexe et la séparation est efficace. Toutefois, il reste sensible dans un espace de grandes
dimensions.
Bien entendu, toutes les méthodes décrites plus haut permettent l'estimation des compo-
santes indépendantes. Chacune de ses méthodes tend à optimiser un critère statistique
spécifique. Toutefois, plusieurs travaux ont montré des liens entre ces approches. En effet,
il a été prouvé que l'approche de la vraisemblance coïncide avec celle de l'information
mutuelle [Car99, Com94]. Cette même fonction de contraste a été mise en relation avec
la négentropie. Cette ressemblance met en évidence le lien entre les approches basées
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sur l'approximation de l'information mutuelle et l'approximation avec la négentropie.
Cependant, il existe quelques différences entres ces différentes approches, nous citons
donc :
- Le principe consistant à maximiser la non-gaussianité permet d'extraire une seule com-
posante alors que les autres différents critères estiment toutes les composantes indé-
pendantes simultanément.
- Certaines approches approximent les densités des sources tandis que d'autres utilisent
l'approximation des cumulants.
- Le maximum de vraisemblance requiert la connaissance a priori de la densité des
sources. Dans le cas contraire, une mauvaise approximation de cette dernière donne
des estimations erronées.
3.2 Maximiser la non-gaussianité
L'approche que nous avons utilisée dans ce mémoire est la maximisation de l'aspect non-
gaussien des sources proposée par Hyvärinien [HKOOl]. Le principe de cette approche est
basé sur le théorème de la limite centrale (section 2.2.3), l'idée est d'estimer les sources de
manière à ce que leur densité de probabilité soit la plus éloignée possible d'une densité de
probabilité gaussienne. Dans cette section, nous allons tout d'abord, décrire les mesures
de non-gaussianité utilisées par cette approche, ensuite, nous exposons les propriétés
statistiques de ses estimateurs. Enfin, nous présentons l'algorithme de cette approche
basé sur la méthode du point fixe.
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3.2.1 Mesurer la non-gaussianité dans GACI
Le coefficient d'aplatissement :
On considère le vecteur aléatoire Z = [Zi,--- , Zn] T et le i ème vecteur de la matrice de
séparation Wi = [Wn, ¦ ¦ ¦ , W¿„]T. D'après les propriétés du coefficient d'aplatissement ,
nous avons :
^(wjz) = EJ=X-K(Zi)
Nous avons vu que minimiser ou maximiser le K(W? Z) revient à trouver une composante
indépendante 5¿. Une façon simple pour résoudre ceci est d'appliquer la méthode du
gradient descendant ou ascendant.
Sous la contrainte E{SST} = In, le coefficient d'aplatissement de WjZ s'écrit :
K(WjZ) = E{(WjZf) -Z[E{(WJZf}f
= Ei(WjZf)-ZWW^
La fonction objectiye est de la forme :
J(Wi) = £{(^??)4}-3||^||4 + F(II^II2)
F est la pénalité associée à la contrainte, l'itération du gradient proposée par Hyvärinen
[HKOOl] est définie par :
Wi{t + l) = ^(0±µ(?)[?(0(^(0??(0)3-3||^(?)?G^(0+/(??^(?)?G)^(?)] (3.19)
les deux premiers termes de cette itération correspondent au gradient du K(WjZ), le
dernier terme est obtenu par le gradient de F(||Wj||)2. Aussi, le signe positif avant les
crochets s'applique au cas ou l'on cherche un maximum local, réciproquement le signe
négatif correspond à un minimum local.
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La convergence de ce type d'algorithme est souvent très sensible au choix du paramètre
µ(?). Pour ce faire, Hyvärinen [HKO01]a développé l'approche du point fixe. Ce dernier
est obtenu lorsque :
E[Z(WfZf] -3WWtW2Wt + fiWW^Wi = 0
Pour obtenir une itération plus rapide, cette équation est reformulée comme suit :
Wt = scalaire x [E[Z(WTZf) -3WWiW2Wi)
Après chaque itération le vecteur Wi est divisé par sa norme ||Wi|], par conséquent,
1 1 Wi ||2 = 1. De plus, puisque nous nous intéressons seulement à la direction du membre
de droite de l'équation, le scalaire peut être négligé. L'itération devient :
Wi = E[Z(WfZf) -3Wi (3.20)
Cette première version de l'algorithme souffre de la non-robustesse du coefficient d'apla-
tissement. Dans la pratique, une deuxième version plus performante, basée sur la négen-
tropie est souvent utilisée.
La négentropie :
La négentropie est une mesure plutôt théorique basée sur la théorie de l'information,
dans la pratique nous utilisons des approximations de cette mesure. Le calcul exact de
la négentropie se fait à l'aide de la densité de la variable aléatoire. Ce calcul exact est
en général ardu et il est souvent nécessaire de procéder à une approximation qui consiste
essentiellement à remplacer la fonction de densité par une fonction polynomiale ou non
polynomiale découlant du développement en série de type Taylor.
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Approximation de la négentropie par des fonctions polynomiales : Cette ap-
proximation trouve ses bases dans le développement de Gram-Charlier. Soit lune va-
riable aléatoire de moyenne 0 et de variance 1. De plus, on suppose que sa distribution
est proche d'une distribution gaussienne standardisée de densité f(?). Par définition, le
développement de Gram-Charlier s'écrit comme :
p(x) « P(X) = f(?)(1 + h(x)^- + k(s)^p) (3-21)
k3(x) = E{X3} et ki(x) = E{X4} — 3 représentent les cumulants d'ordre 3 et 4 respec-
tivement. Hz et H4 sont les polynômes de Hermite.
Considérons le développement logarithmique suivant : log(l+e) w e — e2/2, en reportant
ces approximations dans la formule de la négentropie, on obtient l'approximation de cette
dernière. Toutefois, il est nécessaire de considérer la propriété suivante des polynômes de
Hermite :
jV(x)Hi(x)H3(x)dx = i[1^ 2 *=* (3.22)
où i et j sont des entiers positifs.
Après quelques manipulations algébriques, nous obtenons :
W^[^3}]2 + ^OT2 (3-23)
Dans ce cas, il en résulte que l'approximation de la négentropie par des fonctions poly-
nomiales revient à approcher cette mesure par les cumulants d'ordre 3 et 4.
Approximation de la négentropie par des fonctions non polynomiales : Une
autre manière d'estimer la négentropie est d'utiliser l'entropie maximale. L'idée est d'ap-
proximer la densité d'entropie maximale p(x). On suppose toujours que cette densité
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est proche d'une distribution gaussienne standardisée f(?), p(x) s'écrit sous la forme
suivante :
-x2 1 ?^p(x) = A exp(^- + an+1x + (an+2 + -)x2 + JJ a^ix)) (3.24)
où les coefficients a¿, i = 1,2,··· , ? + 1, permettent de rapprocher cette densité p(x) à
une densité gaussienne.
Rappelons que l'intégrale de l'entropie maximale est définit comme :
/ p(x)Fl(x)dx = Ci pour i = 1, · · · ,? (3.25)
Fi est une fonction non polynomiale. Réciproquement, l'approximation correspondra à
celle obtenue avec les cumulants d'ordre supérieur.
Nous adoptons le développement limité suivant : exp(e) « 1 + e.
On obtient donc :
?
p(x) « ?f(?)(1 + an+lx + (an+2 + l/2)x2 + JJ ^F* (x)) (3.26)
¿=i
0ÙA = y/2ÎrA.
Pour i,j = 1, · · · ,n, l'expression finale de l'approximation de la densité nécessite les
propriétés suivantes :
fV(x)F\x)P(x)dx=^ l\ \^3. (3.27)
f f(?)??(?)?1??? = 0 pour k = 0, 1, 2 (3.28)
Les coefficients Ä, an+i, an+2 et a¿ sont déterminés à partir des intégrales suivantes :
¡p(x)dx = A(I + (an+1 + 1/2)) . = 1
fp(x)xdx = Aan+1 = 0
¡p(x)x2dx = A(I + 3(an+2 + 1/2)) =1
Jp(x)Fi(x)dx = Adi = Ci, i = 1, · · · , ?
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L'approximation de la densité p(x) de l'entropie maximale est exprimée comme :
?
?(?)^f(?)(1 + ^2^(?)) (3.29)
¿=?
En remplaçant l'approximation de la densité dans la formule de la négentropie nous
obtenons :
J(X) ^\j^E{F\X)Y (3.30)? <=i
La fonction F* est une fonction non quadratique, où i correspond à un indice.
Le choix de la fonction F1 peut correspondre par exemple, à la sélection de deux fonctions
F1 et F2 qui sont respectivement impaire et paire. Ce système de fonctions permet de
mesurer l'asymétrie et l'aplatissement de la distribution des sources.
En pratique, nous utilisons l'approximation suivante :
J(X) = [E{F(X)}-E{F(V)}}2 (3.31)
où V est une variable gaussienne centrée réduite.
La fiabilité de cette approche de la séparation dépend d'une part, de la fonction objective
choisie et d'autre part, de la méthode d'optimisation utilisée. En effet, pour aboutir à
une bonne estimation du vecteur W^ le choix de la fonction F doit répondre à certaines
exigences statistiques, concernant, entre autres, la variance asymptotique et la robustesse.
De plus, les propriétés de l'algorithme, telles que la convergence, la mémoire utilisée et
la stabilité numérique sont nécessaires pour une meilleure optimisation de cette fonction.
3.2.2 Analyse de l'estimateur et choix de la fonction F
D'un point de vue statistique, l'estimation de la fonction objective se réduit à un choix
d'une fonction de contraste F non quadratique.
Dans cette section nous allons analyser les propriétés statistiques des fonctions F utilisées
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dans l'approximation de la négentropie. Pour simplifier, nous nous plaçons dans le cadre
ou l'on souhaite estimer une seule composante indépendante Yi = WjZ, le problème à
optimiser est le suivant :
Maximiser ' E[F[WjZ))
sous la contrainte : E{(WjZ)2} = 1 l
Deux propriétés statistiques du vecteur estimé W sont étudiées à savoir la variance
asymptotique et la robustesse.
Variance asymptotique
En pratique, on dispose de M observations de Z, et l'on estime l'espérance à maximiser
par la moyenne de l'échantillon. Cette façon de procéder induit des erreurs dans l'estima-
tion Wi du vecteur Wi. Une manière de mesurer l'erreur commise par cette approximation
consiste à déterminer la matrice de variance-covariance de \[MWi et d'en déterminer la
limite lorsque M —>· oo. La précision de l'estimation n'est autre que la trace de cette
matrice de variance-covariance asymptotique.
Résultat : La trace de la matrice de variance-covariance asymptotique de Wi est égale
à :
^-C(A) {E{Sif{Si)-nsi)}f (3·32)
où / est le gradient de la fonction F, f est le hessien de F et C(A) est une constante
qui dépend seulement -de la matrice A.
Preuve :
Posons le modèle de base de l'ICA : Z{nA) = A(„,n) S(^i), nous cherchons à résoudre lé
problème d'optimisation suivant :
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Maximiser E[F[W[Z))
Sous la contrainte E{(W[Z)2} = 1
où Wi est le i ème vecteur de la matrice de séparation W. ·
On considère le changement de variables suivant : Q(n,\) = tfn,n)W{n,i), l'équation qui
définit la solution optimale devient :
Y^Smf{QTSm) = X^SrnSlQ m = l, ··· ,M (3.33)
m m
où M est la taille de l'échantillon et ? est le multiplicateur de Lagrange.
En effet, posons le modèle de base de l'ICA : Z = AS, nous cherchons à résoudre le
problème d'optimisation précédent. Or, avec le changement de variable nous avons :
WTZ = WTAS
= QTS
Sans perte de généralité, nous supposons que Q est proche de la solution idéale c'est à
dire Q = (1,0,0,·· ¦).
Considérons l'écriture vectorielle suivante S = Í „ J et Q = Í - J où, S1 et Qi
représentent la première composante des vecteurs S et Q respectivement. S_i et Q-1
sont les vecteurs des autres composantes.
Pour simplifier, nous supprimons l'indice m de l'équation 3.33, on obtient :
S(£)/(^)^S(4?++^_?)m v ' m
Considérons le vecteur QT sans sa première composante Qj, nous avons :
J2S-if(QTS) = ? ]£[S_iSi +SL1ST1Q-I] (3-34)
m m
Le développement en séries d'ordre 1 de la fonction f{QTS) au tour du point S1 est :
• f(QTS) = /(QfSO + Z(QrS1)Q^1S-I
= /(S1) + /'(S1)QT1S^1
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L'application de ce développement à l'équation 3.34 donne :
YS-M(S1) + f\S1)Ql1S-1]=XY[S-1S1 + S-1Sl1Q.1] (3.35)
m m
Après quelques manipulations algébriques, nous obtenons :
I=Y1S-M(S1) - XS1] = ±-J2s.1[-S7:inS1)+ XST1]Q^1Vm (3.36)
v m
Si on considère la solution optimale Q = (1, 0, 0, · · · ) nous avons ? = E[S1Z(S1)) .
L'équation 3.36 peut s'écrire sous la forme u = vQ^s/M.




« = ^EmS-Uf(S1)- E[S1J(SJ)S1]
Supposons que la variable Y = S_i[/(Si) - E1ISiZ(Si)ISi] soit de moyenne nulle nous
avons :
Cov(F) = E[YYT)
= E[U(S1) - E[S1f(S1))S1)2S-1S7:i)
= E[F(S1)] - (E[SJ(S1)])2
Nous constatons que le premier terme de l'équation 3.36, désigné par u converge vers
une variable aléatoire ayant une distribution normale de moyenne zéro et de matrice de
variance-covariance égale à la matrice identité multipliée par E[P(S1)] — (E[S1Z(S1)))2.
Le second terme de cette même équation (v) converge vers la matrice identité multipliée
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par E[SJ(S1)] - EW(S1)).
Puisque Q-i = (A^1)7W et en égalant les traces des matrices de variance-covariance de
u et vQ-??/? nous obtenons le résultat ci-dessus.
Ainsi, la comparaison de la matrice de variance-covariance asymptotique de deux esti-
mateurs ayant deux fonctions de contrastes différentes F revient à comparer la trace de
leurs matrices de variance-covariance Vp- Un bon estimateur est celui qui minimise Vf
d'où le résultat suivant :
Résultat : La trace de la matrice de variance-covariance asymptotique de l'estimateur
Wi, est minimisée lorsque la fonction F est de la forme suivante :
Fopt (y) = C1 logfe (y) )+c2y2 + C3 (3.37)
où Pi est la fonction de densité des Si et C1, C2, C3 sont des constantes choisies d'une ma-
nière arbitraire.
Souvent, la version simplifiée suivante : F0^ (y) = \ogpi(y) est utilisée. Notons que cette
même fonction a été obtenue par plusieurs approches de séparation de sources telle que
la méthode du maximum de vraisemblance [PG97].
La robustesse
La robustesse traduit la résistance de l'estimation aux données aberrantes. La robustesse
de l'estimateur Wi dépend d'une part, du choix de la fonction F et d'autre part, de la
méthode d'estimation utilisée. Supposons que l'estimation a été effectuée d'une manière
robuste, la question qui se pose est comment le choix de la fonction F peut influencer la
robustesse de Wi ?
La robustesse de l'estimateur W1 peut être étudiée en utilisant la théorie des M-estimateurs.
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Par définition, un M-estimateur est un estimateur défini comme solution ? de ? dans
l'équation :
?{f(?,?)}=0 (3.38)
où Z est un vecteur aléatoire, et f est une fonction.
Il est facile de voir que l'estimateur W peut être formulé comme solution de l'équation
(3.38). En effet, l'application des conditions de Khun-Tucker sur le problème d'optimisa-
tion de base permet d'obtenir :
OUc= [E[F[WfZ)) - E{F[V)})-\ ? = [Wi, ?) (? est le multiplicateur de Lagrange)
et / correspond à la dérivée de la fonction F.
L'analyse de la robustesse d'un M-estimateur consiste à calculer sa fonction d'influence
IF(ZJ), cette dernière mesure l'influence des points extrêmes sur l'estimation.
D'une manière intuitive, la fonction d'influence doit être bornée par rapport à Z, de
ce fait, l'influence du point extrême est bornée ce qui n'affecte pas l'estimation. Cette
condition, nous mène à la notion de B-robustesse.
On dit qu'un estimateur est B-robuste, lorsque sa fonction d'influence est bornée en
fonction de Z, c'est-à-dire que lim swpz\\ïF[Z, ?)\\ est finie pour tout Z. Dans le cas
contraire, le cas ou la fonction d'influence n'est pas bornée, cette dernière doit croître
plus lentement que Z .
Pour un M-estimateur, la fonction d'influence est donnée par :
. IF(ZJ) = ?f(?,?) (3.40)
B est une matrice inversible négligeable qui ne dépend pas de Z. En utilisant la définition
précédente de ? nous avons :
\\^(Z,(Wi,X))\\2 = c1-2h2[W[Z)+c2h(WfZ) + c3 (3.41)
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Avec 7 = ^Jr , ci,C2 et c3 sont des constantes qui ne dépendent pas de Z et /¿(y) = yf(y).
Suivant cette expression, la robustesse de W dépend essentiellement du choix de la fonc-
tion h(y). L'estimateur Wi n'est pas B-robuste puisque 7 fait en sorte que sa fonction
d'influence ne soit pas bornée pour tout Z. Toutefois, le choix d'une fonction h(y) qui
croît lentement par rapport à Z permet d'augmenter la robustesse de Wi.
Résultat : Soit Z un vecteur blanchi d'une manière robuste, sa fonction d'influence
n'est pas bornée pour tout Z. Toutefois, si h(y) = yf(y) est bornée alors la fonction
d'influence est bornée pour l'ensemble {Z\WfZ/\\Z\\ > e} pour tout e > 0 où / èst la
dérivée de la fonction F [HKOOl, Hyv97].
En résumé, pour obtenir un estimateur Wi robuste, la fonction F(y) doit être bornée.
Dans le cas contraire, F(y) doit croître plus lentement que |y|. Ceci approuve la sensibilité
du coefficient d'aplatissement (FK(y) = y4), par rapport aux points extrêmes.
Le choix de la fonction F
Après avoir défini les notions de variance asymptotique et de robustesse de l'estimateur
Wi, nous allons voir comment dans la pratique ces propriétés peuvent être utiles quant
au choix de la fonction de contraste F.
Considérons la famille de densité suivante :
pa(s) =ciexp(c2|s|a) (3.42)
a est une constante positive et C1 et c2 sont des constantes de normalisation qui font
en sorte que pa soit une fonction de densité de variance unité. Selon a, pa peut prendre
plusieurs formes :
- Si 0.5 < a < 2, alors la densité est sur-gaussienne (kurtosis > 0)
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- Si a = 2, la distribution est gaussienne (kurtosis = 0)
- Si a > 2, il s'agit d'une distribution sous-gaussienne (kurtosis < 0)
En terme de variance asymptotique, la fonction optimale F s'écrit :
FoAv) = \v\a (3-43)
Par ailleurs, en vertu des propriétés de robustesse de l'estimateur W, la fonction de
contraste doit plutôt correspondre à cette forme :
Fopt(y) = \y\a avec a<2 (3.44)
Puisque pour a < 1 ce type de fonction n'est pas différentiable à 0, des approximations
différentiables de cette fonction sont utilisées :
- Si a = 1, la fonction de densité correspond à une densité de la loi double exponentielle.
La fonction de contraste est Fi (y) = log cosh(aiy).
- Si a < 1, la fonction de contraste utilisée est F2(y) = — exp(—a2y2/2). Cette dernière
fournit un estimateur robuste.
où ai et a2 sont deux constantes. L'analyse théorique précédente donne certaines idées
quant au choix de la fonction de contraste. Toutefois en pratique, d'autres critères sont
pris en considération, notamment, la simplicité du calcul de la fonction de contraste.




où 1 < ai < 2 et a2 = 1.
En général, la fonction Fx est la plus utilisée en pratique. Toutefois, lorsque les com-
posantes indépendantes suivent une distribution sur-gaussienne ou quand le critère de
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Fi(y) = — logcosh(aiy),
ai
1 y2F2(y) = exp(-a2 — ),
a2 ?
FM = \y\
robustesse doit être pris en compte, l'utilisation de la fonction F2 est fortement suggérée.
La fonction F3 est souvent utilisée sur un ensemble de composantes indépendantes sous
gaussiennes jugées sans points extrêmes [HKOOl, Hyv97].
3.2.3 Algorithme de séparation des sources avec la négentropie
Dans la section précédente, nous avons abordé les différentes propriétés statistiques de
la fonction de contraste basée sur la maximisation de la négentropie. Dans la pratique,
l'optimisation de cette fonction nécessite !'implementation d'un algorithme adéquat.
Algorithme du point fixe
Sous la contrainte de normalisation E(WfZ) = ||W¿||2 = 1, le gradient de l'approxima-
tion de la négentropie (3.31) est donné par :
dJf^Z) = [E[F(WfZ)) - E[F(V))]E[Zf(WfZ)) (3.48)
où / est la dérivée de la fonction F.
L'itération du gradient est :
Wi(t + 1) = Wi(t)±ß(t)[E[F(WfZ)) - E[F(V))]E[Zf(WfZ))
Comme pour le coefficient d'aplatissement, la maximisation de la négentropie est beau-
coup plus rapide en utilisant la méthode du point fixe. Cette approche est basée sur une
approximation de la méthode de Newton1. Rappelons que maximiser la négentropie de
WfZ revient à résoudre le problème d'optimisation suivant :
Maximiser E[F(WfZ)) Wi = [wa, · · · , win]
sous la contrainte : E[(WfZf) = \\Wi\\2 = 1
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où au maximum les vecteurs Wi correspondent aux lignes de la matrice de séparation W.
Le point critique est obtenu lorsque le gradient de Lagrange est égale à 0 :
E[Zf[WfZ)) - ßWi = 0 (3.49)
En définissant par H le membre de droite de l'équation, nous avons :
H = E[ZZTf'(WTZ))-ßI
Pour simplifier l'inversion de cette matrice, la quantité E{ZZTf (W?Z)) peut s'appro-
cher comme suit :
E{ZZTf\WJZ)) « E[ZZT)E[f [WfZ))
E[f[WjZ))l
Par ce fait, la matrice est diagonale, ce qui simplifie l'inversion de cette dernière. L'ap-
proximation de Newton est donnée par :
Wt = Wi-[E[Zf[WTZ))-ßW%}/[E[f'[WTZ))-ß]
w* = w+/ww+\\
où W* est la nouvelle valeur de Wi et ß = E[WTZf [WTZ)) .




L'algorithme FastICA est un algorithme très performant basé sur le principe d'appren-
tissage itératif du point fixe. Le but est de trouver la direction du vecteur W¿ tel que
F[WjZ) maximise l'aspect non gaussien. La convergence de cet algorithme a été prouvée
dans [HKOOl].
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L'algorithme du point fixe pour estimer une seule composante est décrit de la façon
suivante :
Algorithme FastICA pour estimer une composante indépendante :
- Centrage des données
- Blanchiment (équation 2.22) pour obtenir Z
- Choix initial du vecteur unitaire W (choix aléatoire par exemple)
- Répéter
_ w <- E{Zf(WTZ)} - E{f'(WTZ)}W où /' est la dérivée de /
- W «— TT^u (normalisation de W)
- Jusqu'à convergence de W
La convergence signifie que les anciennes valeurs du vecteur W se rapprochent des nou-
velles valeurs de W .
L'algorithme précédent permet d'estimer une seule composante indépendante. Afin de
pouvoir estimer plusieurs composantes, il faut s'assurer que ces dernières ne soient pas
identiques. Pour se faire, il suffit de décorréler les vecteurs W¿ à chaque itération. Cela
peut se faire de deux façons : la décorrélation déflationniste ou la décorrélation symé-
trique :
Algorithme FastICA avec la décorrélation déflationniste
- Centrage des données
- Blanchiment (équation 2.22) pour obtenir Z
- Pour tout i — 1, · · · , r Faire
- Choix initial du vecteur aléatoire Wi
- Répéter
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-Wi ir- E[Zf(WT?)} - E[f'{WTZ))Wi où /' est la dérivée de /.
- Faire l'orthogonalisation suivant l'équation 1.21
- Wi <— |ffi|| (normalisation de W¿)
- Jusqu'à convergence de W¿
- Fin Pour
r est le nombre de composantes indépendantes à extraire.
L'algorithme FastICA avec l'orthogonalisation symétrique est décrit comme suit :
Algorithme FastICA avec la décorrélation symétrique :
- Centrage des données
- Blanchiment (équation 2.22) pour obtenir Z
Pour tout i = 1, · ¦ · , r Faire
- Choix initial de la matrice W
- Faire l'orthogonalisation suivant l'équation 1.22
- Répéter
' - Pour tout i = 1, · · · , r Faire
- Wi <- E[Zf[WTZ)) - E[f\wJZ))Wi où /' est la dérivée de /
- Fin Pour
- Faire l'orthogonalisation suivant l'équation 1.22
- Jusqu'à convergence de W
- Fin Pour
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Propriétés de l'algorithme FastICA
Dans le cadre de FACI, l'algorithme du point fixe a un certain nombre de propriétés que
nous énumérons ainsi :
- Sous les contraintes du modèle de TACI, la convergence est cubique ou du moins
quadratique. Contrairement à la méthode du gradient où la convergence est linéaire.
La rapidité de la convergence du point fixe a été prouvée par de nombreuses simulations
[HKOOl].
- Contrairement à la méthode du gradient, la version finale de l'algorithme du point fixe
n'exige aucun choix de paramètres ce qui facilite son utilisation.
- La performance de la méthode du point fixe est optimisée par un choix approprié de
la fonction F.
- Le nombre de composantes indépendantes extraites peut être contrôlé par l'utilisateur.
Il est légitime de s'interroger sur la fiabilité de la maximisation de la non-gaussianité.
En effet notre choix de cette approche est justifié d'une part, par les propriétés statis-
tiques de son estimateur et d'autre part, par la simplicité de son algorithme. De plus, en
pratique la majorité des phénomènes étudiés ne suivent pas une distribution gaussienne,
ainsi, cette distribution est souvent jugée la moins intéressante.
Le code de l'algorithme FastICA est disponible gratuitement sur le site :
http : //www . eis . hut . f i/proj ects/ica/fast ica/code/dlcode . html
63
CHAPITRE 4
AGI sur des données boursières
Souvent, la performance des différents algorithmes de GACI cités dans le chapitre précé-
dent, a été testée sur des signaux générés et mélangés artificiellement. Pour évaluer cette
méthode sur des données réelles, l'ACI à été utilisée dans de nombreux domaines, citons :
- La séparation des signaux de la parole : Il s'agit du modèle de base de la séparation
aveugle des sources, d'où le problème de la soirée cocktail. Le modèle de séparation
linéaire instantané n'est pas approprié dans ce cas puisque les signaux ont tendance
à être convolutifs. On pourra se reporter à [Tor99] pour une revue des méthodes
convolutives.
- Imagerie médicale : les enregistrements magnéto-encéphalographiques (MEG) forment
une technique non invasive, qui mesure les activités neuronales du cortex. Les MEG
permettent l'extraction des signaux neuromagnétiques malgré la présence des arte-
facts. Dans [VHO+98] les auteurs de cet article ont proposé une approche utilisant
l'ACI pour séparer les activités cérébrales des artefacts. Cette approche est basée sur
la supposition que les signaux cérébraux et ceux des artefacts, suivent un processus de
mélange et qu'ils sont statistiquement indépendants.
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L'ACI peut être appliquée sur d'autres techniques de mesure de l'activité cérébrale.
Notamment, l'imagerie par résonance magnétique fonctionnelle (IRMF). Cette tech-
nique permet de détecter les zones actives du cerveau lors de l'exécution de tâches
spécifiques. Les signaux émis par l'IRMF compressent différentes sources de variabi-
lité, y compris éventuellement les artefacts de machines, les pulsations physiologiques,
les mouvements de la tête et les modifications hémodynamiques induites par les diffé-
rentes conditions expérimentales. L'ACI permet de séparer les zones actives du cerveau
spatialement indépendantes qui correspondent à des zones fonctionnelles [BS04].
- Télécommunication : dans le contexte de L'Accès Multiple par Répartition en Code
(AMRC) (par exemple : le système de communication wireless ) en télécommunication,
l'ACI présente un potentiel suscitant un intérêt croissant. L'objectif principal d'un
tel système est de permettre à chaque utilisateur de communiquer d'une façon fiable
malgré l'occupation des mêmes ressources par d'autres utilisateurs. L'intérêt de l'ACI
est de séparer les différents utilisateurs qui partagent les mêmes sources Sequentielles
et temporelles, (chapitre 23 de [HKOOl])
- Finance : une première application de l'ACI sur des données boursières a été réalisée
par [BW97]. Le but de cette étude est d'extraire des facteurs indépendants permettant
d'expliquer les structures sous-jacentes des marchés boursiers. Cette étude utilise les
prix journaliers des actions des 28 plus importantes entreprises dans la bourse de Tokyo
entre 1986 et 1989. Afin de rendre les données stationnaires, ils se sont intéressés à la
différence entre deux valeurs successives du prix de l'action, l'extraction des sources a
été effectuée avec l'algorithme JADE. Les résultats obtenus ont montré que seulement
l'utilisation des 4 premières composantes, jugées les plus dominantes, a permis de ré-
sumer la totalité des fluctuations des prix de la banque Tokyo-Mitsubishi. De plus,
une étude comparative entre l'ACI et l'ACP sur le même jeu de données a montré que
les composantes indépendantes expliquent des phénomènes plus intéressants que les
composantes principales.
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Toujours en finance, TACI a été effectuée sur les flux de liquidité de 40 magasins,
appartenant à la même chaîne, sur une période de 140 semaines. 5 composantes in-
dépendantes ont été estimées avec l'algorithme FastICA. Les premières composantes
révèlent les pics de vente de Noël ou bien les baisses pendant la saison estivale. La der-
nière composante est plutôt délicate quant à son interprétation. Celle-ci peut concerner,
par exemple la position concurrentielle de la chaîne de magasins [K098].
De plus en raison de son apport descriptif, l'ACI peut être utilisée pour des fins pré-
visionnelles. Le modèle de prédiction est utilisé sur les composantes indépendantes au
lieu d'être effectué sur les observations brutes. Le pré-traitement par l'ACI donne des
meilleurs résultats de prédiction des séries temporelles [MK099].
Ces premières applications dans le domaine financier ont fourni des résultats assez pro-
metteurs, ce qui a éveillé notre intérêt à ce domaine. Ainsi, dans ce chapitre nous présen-
terons notre application de l'ACI sur les prix à la fermeture de quelques titres boursiers
appartenant à l'indice S&P / TSX.
Notre étude est divisée en deux parties. Une première partie descriptive qui porte sur la
reconstitution des observations avec les composantes indépendantes les plus dominantes
et une seconde partie qui décrit notre modèle de prédiction basé sur l'ACI.
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4.1 Jeu de données
4.1.1 Présentation
Notre jeu de données porte sur le prix journalier à la fermeture de 25 entreprises qui font
partie de l'indice S&P / TSX de la bourse de Toronto. La période étudiée couvre 8 ans
(du 05/01/2000 au 31/12/2008).
L'indice S&P / TSX mesure la performance de la bourse de Toronto, il est calculé à partir
des capitalisations boursières d'un grand nombre d'entreprises cotées sur cette bourse.
Il peut se décomposer en sous-indices, chaque secteur regroupe des entreprises ayant des
caractéristiques semblables. Les indices sectoriels sont décrits par la figure 4.1 .
Technologie de Consomrbation debase Services publics
|. ,..--, „3. ?G ^ ^ i le-3 0.94»
Biens-deconsommatio" ·*., , ? · ,. _ L








télécommunicatic- , ' 'Mterm^Mtift J , p'";~i-".*f!d5ï;'
COO^ isi?»! , -¡y . "- ... ;
* I'lllfJIIt.'iV! :*&
****** 'J^9v
Figure 4.1 - Répartition sectorielle de l'indice S&P /TSX en date du 19 août 2009
Étant donné que la contribution de chaque secteur sur le marché boursier est différente,
le nombre de titres considérés dans notre échantillon diffère d'un secteur à l'autre. Tandis
que, les secteurs les plus influents svir le marché sont représentés par 3 titres, les secteurs
les plus faibles sont décrits par 2 ou voir 1 titre comme c'est le cas pour les services
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Figure 4.2 - Tableaux des variables
Notre jeu de données comporte 2260 observations et 25 actions, la variable étudiée étant
la variation relative du prix donnée par :
p(0
Xt = 1p(t-l)
Où p(t) est le prix de l'action à la fermeture au jour t.
(4.1)
4.1.2 Motivation
Notre étude consiste à appliquer TACI sur des titres boursiers. Le but est d'utiliser les
composantes indépendantes afin d'extraire des facteurs sou-jacents qui influencent les
titres boursiers. Ces structures sous-jacentes pourront ensuite être utilisées dans la pré-
diction.
En effet, les fluctuations des marchés boursiers peuvent être causées par des change-
ments internes à l'entreprise (rachat d'actions par la société, annonce de bons résultats
financiers,· · ¦ ) et d'autres externes liés par exemple à l'économie mondiale, la guerre, les
catastrophes naturelles, · · · . L'analyse de ces facteurs permettra de fournir les informa-
tions nécessaires aux investisseurs quant aux choix de leurs investissements boursiers.
De plus, elle permettra d'anticiper certains changements drastiques du marché boursier
(crise financière,· · · ).
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Nous nous sommes basés sur le principe descriptif de GACI proposé dans [BW97, LCX99].
Ainsi, nous avons développé deux approches permettant la reconstitution de chaque titre
avec un nombre quelconque de composantes jugées dominantes. Ces composantes dites
dominantes seront utilisées par la suite pour prédire les prix des titres boursiers .
4.2 Classification des composantes indépendantes
4.2.1 Méthodologie
Contrairement à GACP, les composantes indépendantes ne sont pas ordonnées selon le
degré d'information donnée par chaque dernière. En d'autres termes, la contribution de
chaque composante n'est pas directement mesurée avec GACI.
Plusieurs approches ont été utilisées pour établir .un classement de ces composantes.
Dans [BW97] l'ordre déterminé est basé sur le poids de chaque composante, celui-ci
est déterminé en multipliant les composantes par les lignes de la matrice de mélange
A, ensuite le poids est trié selon la norme L00. Nous exposons dans cette section deux
méthodes de classification des composantes indépendantes.
Classification selon le critère de l'erreur absolue moyenne
Considérons le modèle de GACI :
X = AS (4.2)
Notons par i la i ème série d'observations Xió = [xn, ¦¦· , xin], admettons que nous ayons
k composantes indépendantes. On définit la contribution de la l ème composante par :
Xiji = aüSi l = l,-·· ,k (4.3)
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Xiji est la reconstitution de la série originale X^ par la Z ème composante indépendante.
L'erreur absolue moyenne (EAM) entre X^ et Xiß est définie comme :
EAM (Xij , XiJ1 ) = - S \xij - Xm I (4.4)
n 3=1
L'EAM permet de quantifier la différence entre la série originale et la reconstitution de
cette série avec chaque composante indépendante. Une fois que cette mesure est calculée,
la question que nous devons nous poser est : comment choisir le nombre de composantes
dites influentes dans la reconstitution de la série originale ?
En effet, nous avons adopté un critère de coupure par proximité. Une fois les composantes
sont triées par ordre croissant de l'erreur absolue moyenne de la reconstitution (EAMR),
nous calculons la différence d'EAMR entre deux composantes successives :
m(l) = EAM(XiJ, Xiji) - EAM(X^ X^1) l = 2, · · · , k (4.5)
Ensuite, nous traçons la courbe des m,(l) par rapport aux composantes /, le nombre de
composantes dominantes correspond au point minimum global m*.
Les composantes indépendantes dominantes sont les composantes qui reconstituent la
série des observations originales avec la plus petite erreur absolue moyenne. En effet, ces
composantes correspondent aux facteurs indépendants qui contrôlent la tendance de la
série originale et donc nous pouvons considérer le reste des composantes non dominantes
comme composantes résiduelles.
Classification selon un test de similarité
La seconde approche de classification est basée sur un test de similarité des séquences.
L'estimation directionnelle des prix est le concept clef de cette approche. En effet, sur le
marché boursier, il est souvent question de connaître la direction du prix de l'action plutôt
que sa valeur. Nous avons donc jugé intéressant d'étudier la direction de la variation du
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prix.
Nous avons calculé la différence x(t) — x(t — 1) entre les variations des prix ensuite nous
avons transformé cette différence en variable directionnelle z(t) tel que :
/ 1, si [x(t)-x(t-l)]>0 , ,*W~\-1, si [x(t) - x(t - I)] < 0 l4,Dj
La semaine boursière ayant cinq jours, nous avons décidé d'utiliser des séquences compo-
sées de cinq directions consécutives. Chaque séquence évalue par conséquent les directions
des prix enregistrées sur une période de cinq jours.
Par la suite nous avons considéré la somme des directions de chaque séquence de cinq
jours ce qui nous a permis de réduire le problème à la considération de 6 cas :
- —5 ou (5), ce cas correspond à celui où toutes les directions sont négatives (positives).
- —3 ou (3), une seule direction est positive(négative).
- —1 ou (1), 3 directions sont négatives (positives).
Notre idée est de tester la similarité entre les observations mélangées et les composantes
indépendantes en se basant sur les propriétés séquentielles calculées de chacune. En effet,
chaque variable est caractérisée par le nombre des sommes séquentielles calculées dans
la série. Les composantes indépendantes ayant la même répartition séquentielle que le
mélange peuvent être considérées comme influentes sur ce dernier.
4.2.2 Analyse des résultats
Pour appliquer l'ACI sur notre jeu de données, nous avons utilisé le programme FastICA
sous Matlab. En ce qui concerne la fonction de contraste utilisée, nous avons procédé à une
étude comparative entre les différentes fonctions proposées par le programme FastICA :
F1 = ¿logcosh(ari/) , F2 = -¿exp(-a2y2), F3 = \y4 et F4 = \y\
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Par défaut a? et a2 sont égales à 1. Puisque l'algorithme n'a pas convergé avec F4, nous
nous sommes contentés des 3 premières fonctions.
D'après la figure 4.3, on voit que les composantes indépendantes (IC) obtenues sont









Figure 4.3 - Illustration des composantes indépendantes ICI, IC16 et IClO obtenues par
les fonctions de contrastes Fi, F2 et F3
Les abscisses de la figure 4.3 représentent les observations, l'axe des ordonnées décrit les
variations relatives des prix de 2008 à 2000.
On peut voir que la première IC obtenue par la fonction de contraste Fi est similaire à
la 16 ème ou à la 10 ème obtenues respectivement par les fonctions F2 et F3.
Toutefois, nous avons remarqué que selon la fonction de contraste utilisée, un même
phénomène peut être décrit par une ou plusieurs composantes indépendantes. Dans la
figure 4.4, nous obtenons avec F3 l'IC 1 qui décrit la fluctuation enregistrée le 16 mai 2006.
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L'IC16 quant à elle décrit la fluctuation vue le 14 mai 2004. On peut voir que ces deux
fluctuations sont enregistrées au mois de mai et donc on peut soupçonner une similarité
entre ces deux phénomènes. Avec la fonction F2 ces deux fluctuations sont regroupées
dans la même composante indépendante ICI.

















Figure 4.4 - Illustration des composantes indépendantes IC4, ICI et IC16 obtenues par
les fonctions de contrastes F% et F?)
En terme d'erreur absolue moyenne, la séparation avec la fonction F2 nous donne la plus
petite erreur de reconstitution comparée aux différentes fonctions de contraste proposées
par FastICA. Compte tenu de ces résultats pratiques, nous avons décidé d'effectuer l'ACI
en utilisant la fonction de contraste — ^ exp(— a2y2).
Dans cette partie nous allons présenter seulement l'analyse effectuée sur le titre IMO,
d'autres résultats concernant certains titres seront présentés en annexes.
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IMO est le symbole du titre boursier de la société Imperial Oil. Cette compagnie pé-
trolière canadienne produit du pétrole brut et du gaz naturel. La compagnie produit
actuellement environ 6% de toute l'énergie primaire consommée au Canada.
La figure 4.5 décrit les fluctuations du titre IMO depuis le 5 janvier 2000 (observation
2260) jusqu'au 31 décembre 2008 (observation 0).
mm
Figure 4.5 - IMO
La figure 4.6 regroupe les variations par année. On voit que les variations sont plutôt
semblables d'une année à l'autre excepté pour les années 2000, 2006 et 2008.
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Figure 4.6 - IMO par rapport aux années
Par le biais de l'ACI nous allons tenter d'expliquer ces changements de variation des prix.
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Résultats de la reconstitution par le critère d'EAM :
Dans le tableau 4.1 nous indiquons les erreurs absolues moyennes obtenues en estimant le
titre IMO par chaque composante indépendante. Les statistiques EAM(Xi, Xij) et m(j)












































































Tableau 4.1 - Tableau de l'erreur absolue moyenne de chaque composante dans la re-
constitution d'IMO
En ce qui concerne le nombre choisi de composantes, nous avons tracé la figure 4.7. Cette
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figure illustre le critère de coupure par proximité, ce dernier nous permettra de mesurer
la perte de contribution dans la reconstitution d'IMO.
On remarque qu'à partir de la 4 ème composante, l'erreur absolue moyenne devient stable
et presque similaire. Ainsi, le nombre de composantes retenues est 4.
Campeante* «dépendante*
Figure 4.7 - Indice de proximité pour le titre IMO
En d'autres termes, le titre IMO peut être reconstitué par les 4 composantes indépen-
dantes IC23, IC8, IC4 et IC20. D'après le modèle de 1'ACI, la fonction de reconstitution
du titre IMO peut s'écrire comme :
IMO = -0.717898968523 + 0.489349158S8 + 0.461045793S4 + 0.06257865S20 (4.7)
Les coefficients de cette équation correspondent aux constantes au pour Z = 23, 8, 4 et 20
(voir les coefficients de la matrice A dans l'annexe B).
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Dans la figure 4.8 nous présentons la reconstitution du titre IMO par ces 4 composantes
indépendantes.
«fMËiÉË
Figure 4.8 - Reconstitution du titre IMO avec l'approche EAM
Nous pouvons voir dans la figure 4.9 que la reconstitution du titre IMO avec ces 4
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Figure 4.9 - Comparaison entre IMO et sa reconstitution avec l'approche EAM
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Interprétation : l'interprétation des composantes indépendantes est une étape im-
portante dans notre analyse. En effet, cette analyse descriptive nous permettra de com-
prendre le comportement du titre IMO et de déceler les facteurs sous-jacents qui in-
fluencent ce titre. Notre analyse des composantes a été guidée par une spécialiste en
finance de marché, nous nous sommes intéressés à analyser les tendances apparentes
dans les séries des composantes indépendantes d'une part, et d'autre part nous avons
examiné les observations correspondant à un changement considérable du prix.
D'après les figures 4.10, 4.11 et 4.12 on peut voir que les fluctuations importantes sont
souvent enregistrées durant le mois de mai. En effet, c'est ce que l'on appelle la phase de
transition entre l'hiver et l'été, durant cette période la consommation de l'énergie baisse
et par conséquent la production diminue.
En outre la variable production, l'IC23 reflète le phénomène du coût de stockage qui
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Figure A..YI- Composante indépendante numéro 4
La figure 4.13 nous illustre deux dates correspondant à l'appréciation du dollar canadien
comparé au dollar américain. Toutefois, il ne faut pas négliger le lien existant entre le taux
de change et le taux d'intérêt. Les années 2004 et 2006 ont été marquées par une forte
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Figure 4.13 - Composante indépendante numéro 20
D'après ces composantes indépendantes, nous pouvons conclure que le titre IMO est sen-
sible aux changements de température qui influencent la demande. De plus, l'appréciation
du dollars canadien a un impact négatif sur ce titre. En effet, comme le prix du baril
de pétrole se négocie en dollar américain, toute hausse du dollar canadien entraîne une
baisse dans les bénéfices de la société.
En réalité, les activités de la société Imperial Oil touchent les 4 coins du monde ce qui
explique sa sensibilité à l'international tel que, les changements du taux de change. Aussi,
la société est très spécialisée par ce fait, il est tout à fait normal d'avoir détecté seulement
les facteurs de la production et du taux de change.
Analyse sectorielle
Après une analyse individuelle de chaque titre, nous avons pensé à effectuer une analyse
sectorielle. Cette analyse s'appuie sur un modèle progressif basé sur les rangs des com-
posantes : considérons le tableau 4.2, le i ème titre est caractérisé par m, composantes
indépendantes influentes que nous classons par leur ordre d'importance. À chaque com-
posante ICj nous attribuons un rang inverse (Rij = m, — j + 1). Ensuite nous calculons
le poids de chaque composante ^?„ , ce dernier est le ratio entre le rang de la compo-
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Tableau 4.2 - Tableau des poids des m composantes indépendantes sélectionnées pour la
reconstitution du titre i
Enfin, nous calculons la prévalence de chaque composante, cette mesure permet de quan-
tifier la contribution de chaque composante dans le secteur. En effet, considérons un
secteur A constitué de k titres et admettons que ces titres ont la composante ICj en
commun. Pour chaque titre, le poids de cette dernière est exprimé comme :
P =
RiI3 (4.8)ij v->m¿ ?Z^1J=I n-ij
où i est le titre du secteur, j désigne la composante indépendante et m, est le nombre de
composantes du titre i. Notons que ce nombre varie d'un titre à l'autre.
La prévalence non pondérée (PNP) de ICj est :
¿^i=i rtjPNP = ? (4.9)
La prévalence pondérée (PP) de ICj est :
pp = EliP^i(^t + l)/2
Tlki=1mi(mi + l)/2 (4.10)
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Nous présentons dans ce paragraphe les résultats de l'analyse du secteur de l'énergie.
Pour ce secteur notre échantillon est constitué de 3 titres IMO, NXY et TLM :
- Le titre pétrolier IMO expliqué plus haut.
- Le titre NXY appartient à la société Nexen. Cette entreprise offre une diversité de
produits et de services. En plus de sa production de pétrole brut et de gaz naturel, elle
produit le pétrole synthétique, des produits chimiques et énergétiques.
- Le titre TLM appartient à la société d'énergie Talisman Inc., cette entreprise est spé-
cialisée dans l'exportation, le développement et la production de pétrole et de gaz.
IMO NXY TLM


































Total 10 Total Total 15
Tableau 4.3 - Tableau des poids de chaque composante indépendante dans la reconstitu-
tion des titres IMO, NXY et TLM
D'après le tableau 4.3, nous constatons que les composantes dominantes sont souvent les
mêmes pour les 3 titres.
Outre le facteur de la production, nous remarquons que les composantes 7 et 24 contri-
buent dans la reconstitution du titre TLM. La composante 7 (figure 4.28) décrit la pro-
duction et l'appréciation du dollar canadien.
En ce qui concerne la composante 24 (figure 4.15), celle-ci illustre deux dates impor-
tantes. Il s'agit d'une part du 24 décembre 2004 où le prix du pétrole a vécu une chute
















Figure 4.15 - Composante indépendante numéro 24
Dans le tableau 4.4, la valeur 0.47 est la prévalence non pondérée de la composante 23
dans le secteur de l'énergie. La composante 23 contient 47% de l'information sur ce sec-
teur.
En terme de prévalence non pondérée, nous constatons que IC23 et IC8 représentent 75%























Tableau 4.4 - Tableau des prévalences non pondérées et des prévalences pondérées de
chaque composante dans le secteur de l'énergie
D'après l'analyse avec les composantes indépendantes, nous pouvons conclure que le
secteur d'énergie est sensible à la variation de la production (enregistrée durant les chan-
gements de la température, par exemple). De plus, les variations des prix du pétrole et
des taux de change influencent ce secteur.
Les fluctuations reflétées par la composante IC23 en 2000 et 2008, laisse croire que ce
secteur a subi quelques instabilités avec la crise économique et la crise financière respec-
tivement.
En réalité, IMO et TLM sont deux titres très spécialisés, ils sont exposés au marché
mondial ce qui explique leurs sensibilités à ce niveau (fluctuation de taux de change,
production, exportation,· ·· )(IC23, IC8, IC24). Le titre NXY est très diversifié ainsi il
est plus sensible que ce soit face à l'environnement économique ou mondial (IC23).
Reconstitution séquentielle
Cette approche de reconstitution est basée sur le test du khi2. Il s'agit de comparer la
répartition de séquences de l'échantillon à celle qui existe dans la population. Dans notre
cas, la population correspond aux titres boursiers tandis que l'échantillon représente les
composantes indépendantes.
Le tableau 4.5 représente les caractéristiques séquentielles du titre IMO et des compo-
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santés IC3 et IC16.
Profil de la population IMO Profil de l'échantillon IC3 Profil de l'échantillon IC 16





































Total 2255 Total 2255 Total 2255
Tableau 4.5 - Tableau des répartitions séquentielles
Effectuons le test entre IMO et IC3, les hypothèses statistiques à vérifier sont :
H0 : IC3 est répartie selon IMO
Hi : La répartition séquentielle de IC3 n'est pas représentative du titre IMO






foi sont les fréquences observées dans la population et fti sont les fréquences théoriques
en supposant que H0 (IC3 est répartie selon IMO ) est vraie.
La statistique ?2 est distribuée selon une loi du ?2 à k — 1 degrés de liberté où k est le
nombre de modalités.
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D'après le tableau 4.6, nous ne pouvons pas rejeter l'hypothèse H0 au seuil a = 0.05
(?2 = 4.28257 < Xl05^ = 9.48772).
Modalités
Somme de séquence < — 3
Somme de séquence= —1
Somme de séquence= 1
Somme de séquence= 3




















Tableau 4.6 - Tableau de calcul de la statistique ?2
La répartition séquentielle de la composante 3 est représentative de celle du titre IMO
au seuil de signification a = 0.05.
Nous avons effectué ce test pour les 25 composantes indépendantes. Le tableau 4.7 re-












Tableau 4.7 - Tableau des composantes retenues selon leur ?2
Grâce aux tests de similarité, nous pouvons déduire que la répartition des séquences des
composantes indépendantes 3, 8, 24, 19 et 13 est similaire à celle du titre IMO.
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Interprétation : en plus de l'influence des facteurs, production (IC8), prix du pétrole
(IC24) et taux de change (IC24) sur IMO, nous remarquons l'existence d'un nouveau
facteur décrit par la composante 3 dans la figure 4.16. Cette composante illustre le prix
de l'or qui a augmenté jusqu'à 62% de sa valeur en 2003. Ce phénomène est dû à la crise
technologique (2001 — 2002) puisque durant cette période le marché est assez instable ce
qui pousse les investisseurs vers des titres plus sûrs tels que les aurifères.
La conformité entre cette composante et IMO met en évidence le lien entre le prix du
pétrole et celui de l'or. En effet, le jeu de données que nous analysons couvre plusieurs
crises (la conjoncture économique 2000, la crise technologique 2001 et la crise financière
2008). Une telle succession de chocs rend les investisseurs plus réticents à l'idée de faire
une rotation sectorielle et donc ils se focalisent sur des secteurs fiables tels que l'énergie







Figure 4.16 - Composante indépendante numéro 3
D'après les figures 4.17 et 4.18 nous observons plusieurs changements dans les com-
posantes 13 et 19, cette instabilité ne nous permet pas de donner une interprétation
judicieuse et précise aux composantes. Toutefois, nous pouvons dire que cette instabilité








.............. ,gftsfiÉdMtofc. - -¦.
ImXM a«;
Figure 4.17 - Composante indépendante numéro 13
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Figure 4.18 - Composante indépendante numéro 19
La fonction ae ìa reconstitution est représentée comme :
IMO = -0.002169617S3 + 0.489349158S8 + 0.014782312S24
+(-0.022600289)S19 + (-0.042663247)S13
(4.12)
Comme le montre la figure 4.20, la reconstitution n'est pas tout à fait parfaite. Toute-
fois, avec cette analyse nous avons abouti à des résultats similaires à ceux obtenus par
l'approche de l'erreur absolue moyenne. De plus, nous avons décelé le lien existant entre
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Figure 4.20 - Comparaison entre IMO et sa reconstitution avec l'approche séquentielle
D'après ces résultats, nous affirmons que les composantes indépendantes permettent de
révéler certaines structures intéressantes dans le marché boursier. Néanmoins, l'interpré-
tation de ces composantes n'est pas souvent évidente. Cette complexité d'interprétation
peut être liée à la nature des observations et à la méthode de séparation utilisée.
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4.3 Prévision avec TACI
4.3.1 Méthodologie
D'un point de vue descriptif, nous avons vu que l'interprétation des composantes indé-
pendantes nous a permis d'avoir une idée globale sur certains facteurs qui influent sur
le prix des titres boursiers. Nous nous sommes donc, interrogés sur l'apport de cette
méthode au niveau prévisionnel. Dans [MK099] les auteurs ont montré des résultats
intéressants en utilisant les composantes indépendantes dans la prédiction. Les modèles
de prédictions proposés sont soient des modèles autorégressifs (AR), des modèles de ré-
gression ou des modèles basés sur les réseaux de neurones. En nous basant sur ces idées,
nous avons appliqué un modèle AR sur les composantes indépendantes afin de prédire
les variations des prix pour l'année 2009. Comme le montre la figure 4.21, les étapes de
notre démarche sont :
1. Application de GACI sur les variations des prix des titres.
2. Selon le critère de classification utilisé, nous sélectionnons le nombre de composantes
indépendantes dites dominantes pour chaque titre.
3. Application d'un modèle AR sur les composantes dominantes.
4. Chaque composante prédite est multipliée par le coefficient de mélange correspon-






















Figure 4.21 - Illustration du modèle de prédiction : les sources sont obtenues par la
transformation de séparation S = WX. Les Si correspondent aux composantes prédites
par le modèle AR. Xi est la prédiction de la série Xi, elle a été calculée par le modèle de
mélange X = AS.
Rappelons que le modèle autorégressif d'ordre ? de la façon suivante :
Xt = c + S ^iXt~i + & (4.13)
¿=i.
où (fi sont les paramètres du modèle, c est une constante et £t est un bruit blanc.
Pour qualifier notre prédiction, nous avons calculé deux mesures : la concordance et le
taux de prévision.
Concordance : la concordance entre la série prédite est la série d'origine est une
variable qui mesure la similarité directionnelle des prix entre le titre d'origine et sa
prédiction. Pour chaque série nous calculons la différence entre les observations x(t) —
x(t — l), cette différence est transformée en variable binaire qui mesure la direction de la
fluctuation du prix. Cette variable directionnelle est égale à :
- —1 si la différence est négative.
- 1 si la différence est positive.
Ensuite, nous comparons la variable directionnelle de la série prédite avec celle de la série
d'origine. Une concordance égale à 1 signifie que la direction des deiix séries est identique,
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dans le cas contraire la concordance est égale à 0.
Taux de prévision : le taux de prévision nous permet de mesurer la précision de notre
modèle. Pour chaque valeur prédite, nous calculons sa différence avec la valeur observée
dans la série d'origine. Ceci se fait en utilisant la valeur de la concordance :
- Si la concordance est égale à 1, alors nous soustrayons de la plus grande valeur absolue
la seconde valeur. Désignons par a¿ la valeur absolue de la différence entre les variations
relatives des prix prédites et par 6¿ la valeur absolue de la différence entre les variations
relatives observée. La prévision T¿ pour l'observation i est définie comme suit :
- Si a¿ > bi alors T¿ = a¿ — 6¿
- Sinon Ti = bi — ai
- Si la concordance est égale à 0, alors nous additionnons les valeurs absolues des deux
séries. En d'autres termes on aura : T¿ = a¿ + bi.
Le taux de prédiction est le rapport entre la somme des différences lorsque la concordance
est égale à 0 et le total des différences. Ainsi, lorsque la prédiction est identique à la réalité,
le taux de prédiction sera égale à 100%.
Pour valider notre approche, nous avons utilisé un modèle autorégressif directement sur
les données d'origine (sans introduire les composantes indépendantes). Les résultats de
ce modèle ont été utilisés à titre comparatif avec notre modèle.
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4.3.2 Analyse des résultats
Dans nos simulations, nous avons considéré un échantillon test de 90 observations du
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Figure 4.22 - Variations des prix du titre IMO en 2009
La prédiction avec notre modèle, nous permet d'avoir « 56% de concordance avec la série
d'origine. Le taux de prévision est de « 54%. D'après le tableau 4.8 nous remarquons que
la concordance du modèle de comparaison est légèrement meilleure que celle obtenue avec
notre modèle. En revanche, le taux de prévision est un peu meilleur avec notre modèle.







Tableau 4.8 - Comparaison de la concordance et du taux de prévision entre notre modèle
et le modèle classique AR.
La figure 4.23 représente la prédiction du titre IMO avec GACI que l'on calcule comme
suit :
IM02Qm = -0.717898968523 + 0.489349158S8 + 0.461045793,S4 + 0.06257865S20(4.14)
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où Si est la prédiction de Si calculée avec le modèle AR.
Figure 4.23 - Prédiction d'IMO avec l'ACI : la reconstitution du titre à été effectuée avec
l'approche EAM
L'application du modèle AR directement sur la série originale nous permet d'avoir la
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Figure 4.24 - Prédiction d'IMO directement avec AR
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La figure 4.25 illustre la série originale IMO et sa prédiction avec les deux modèles.
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Figure 4.25 - Comparaison entre les modèles de prévision
En ce qui concerne la prévision avec le modèle de reconstitution séquentielle, nous avons
obtenu les résultats suivants :







Tableau 4.9 - Comparaison de la concordance et du taux de prévision entre notre modèle
et le modèle classique AR.
Nous constatons qu'avec la reconstitution séquentielle le taux de concordance diminue
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Figure 4.27 - Comparaison entre les modèles de prévision
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Nous remarquons qu'avec les deux critères de reconstitution (EAM et séquentielle), notre
modèle de prédiction donne des meilleurs résultats en terme de taux de prévision. En
revanche, au niveau de la concordance, notre modèle est moins performant que le modèle
de comparaison.
En effet, ces deux statistiques ne mesurent pas le même aspect. La concordance est plutôt
une mesure de similarité directionnelle tandis que le taux de prévision mesure la précision
entre la valeur prédite et la valeur observée. Toutefois, nous proposons un quotient qui
prend en compte ces deux mesures. Désignons par C la concordance et par P le taux de
prévision d'un modèle quelconque les quotients sont exprimés tels que :
- Le quotient de la concordance est cC+P
Le quotient de la prévision est 1c+p -1 C+P
L'utilisation de l'un ou l'autre de ces quotients dépend de l'accent que l'on désire mettre
soit sur la similarité directionnelle, soit sur la précision de la valeur prédite.
Le tableau 4.10 montre les quotients des modèles de prévision avec les deux critères de
reconstitution.
Quotient de la concordance Quotient de prévision
Notre modèle avec le critère EAM








Tableau 4.10 - Tableau des quotients de concordance et de prévision
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CONCLUSION
Dans les chapitres 1, 2 et 3 de ce mémoire nous avons présenté, dans le cadre du mé-
lange linéaire instantané, une approche généralisée de la séparation aveugle des sources.
Le chapitre 1, introduit la méthode de séparation aveugle des sources (SAS) et présente
les hypothèses de cette méthode et les modèles découlant de ces dernières. Le chapitre 2
décrit l'analyse en composante indépendante (ACI) et expose les hypothèses et les restric-
tions de cette méthode. Selon le critère considéré pour garantir l'indépendance, plusieurs
approches de 1'ACI peuvent exister. Le chapitre 3 décrit brièvement quelques-unes de ces
approches et souligne certaines ressemblances entres ces dernières. Nous avons adopté
l'approche de la maximisation de l'aspect non-gaussien des sources. Ce chapitre présente
ses aspects théoriques et ses caractéristiques statistiques. Cette méthode est implantée
par l'algorithme du point fixe FastICA.
Enfin, la contribution de ce mémoire est décrite dans le chapitre 4. Les actions boursières
sont relativement complexes et très variables. Il est donc difficile d'identifier ces facteurs
influents. Cette difficulté est liée entre autres au nombre de facteurs externes et internes
à l'entreprise.
Notre méthode est basée sur l'ACI, nous avons proposé deux critères permettant de
classer les composantes indépendantes selon leur contribution dans la reconstitution du
titre d'origine. Cette façon de procéder nous a permis d'identifier les composantes in-
fluentes sur lesquelles nous nous sommes basés, pour faire l'analyse des titres boursiers.
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Nous avons montré que l'interprétation de ces composantes permet de souligner certaines
structures sous-jacentes influentes sur les variations des titres boursiers.
Une seconde contribution de ce mémoire est le développement d'un modèle de prédiction
basé sur les composantes indépendantes. Nous avons donc appliqué un modèle autoré-
gressif sur les composantes indépendantes. La validation quantitative de ce modèle a été
effectuée par deux mesures : la concordance et le taux de prévision. Celles-ci sont simples
à calculer et permettent d'évaluer la performance du modèle de prévision.
Ce modèle de prévision basé sur FACI, a été comparé avec un modèle autorégressif appli-
qué directement sur les observations. Les résultats obtenus en terme de taux de prévision
sont meilleurs que ceux obtenus avec le modèle de comparaison. En revanche, au niveau
de la concordance notre modèle est moins performant que le modèle de comparaison.
Une limite de notre approche réside dans la linéarité du modèle de FACI et du modèle de
prévision. La linéarité est une simplification parfois suffisante, mais elle peut être parfois
très limitatrice. Des travaux futurs devraient étudier l'extension de FACI au cas non
linéaire. En effet, d'après les figures des variations des prix, présentées dans le chapitre
4, nous constatons que le comportement des marchés boursiers est discontinu, les fluc-
tuations des prix sont souvent caractérisées par des hausses et des baisses soudaines avec
quelques périodes de stabilité. Ce mouvement non linéaire des prix nous laisse confiant
quant aux résultats de cette approche.
De plus, ce comportement des prix boursiers est une caractéristique d'un processus de
causalité, par conséquent l'alternance entre les périodes de grandes fluctuations et les
périodes stables ne se produit pas par hasard. Des travaux futurs devraient développer
un modèle non linéaire basé, par exemple, sur les arbres de décision. Ce modèle pourra
prendre en considération d'une part, les facteurs sous-jacents extraits par FACI et d'autre




Dans cette section, nous allons présenter les résultats de l'application de l'ACI sur le
secteur financier. Notre échantillon comporte 3 titres financiers :
- Manulife Financial Corp. (société financière Manuvie) : cette société de services finan-
ciers établie au Ganada offre un éventail de produits de protection financière. Elle
détient le titre boursier MFC.
- Bank of Nova Scotia (banque Scotia) : cette société financière est l'une des plus im-
portantes institutions en Amérique du Nord et la plus internationale des banques ca-
nadiennes. Elle offre une gamme diversifiée de produits et de services bancaires. Elle
détient le titre boursier BNS.
- Kinsway Financial Services (Kinsway services financiers) : cette compagnie d'assurance
offre des assurances automobiles et autres produits spécialisés. Elle détient le titre
boursier KFS.
Dans cette section, nous allons voir comment l'application de l'ACI sur ces titres nous a
permis d'une part, de déterminer les facteurs influents sur le secteur financier, et d'autre
part, d'estimer les variations des prix de ces titres en 2009.
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4.4 Reconstitution des titres
4.4.1 Reconstitution avec le critère EAM









Tableau 4.11 - Tableau des IC sélectionnées selon le critère EAM pour les titres MFC,
BNS et KFS
D'après les composantes indépendantes, nous constatons que les titres MFC et BNS sont
affectés par l'appréciation du dollar canadien et par les changements de production (IC9
et IC7). De plus, les composantes indépendantes IC17 et IC23 sont classées les dernières
dans la reconstitution de MFC et BNS respectivement. Nous pouvons donc conclure que
ces titres sont moins sensibles à la crise économique et à la crise financière. En ce qui
concerne le titre KFS, nous remarquons que ce dernier est plutôt sensible aux crises
enregistrées durant la période étudiée (IC25 et IC14).
En effet, MFC et BNS sont exposés sur le plan international ce qui explique leur sensibilité
par rapport aux variations de taux de change et de la production. Aussi, ces deux titres
sont réglementés d'où leur faible sensibilité à la crise financière comparée au titre KFS.
En période de crise, les taux d'intérêt varient d'où la sensibilité de KFS en particulier, à
la conjoncture économique et à la crise financière. Toujours en raison de la conjoncture
économique le secteur de transport a enregistré une baisse considérable en 2007 (période
après crise). Étant donné que KFS opère dans ce domaine, nous remarquons qu'il a été







Vi»"*" " MW' M
Figure 4.28 - Composante indépendante numéro 7
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Figure 4.33 - Composante indépendante numéro 14
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Figure 4.36 - Le titre KFS et sa reconstitution avec le critère EAM
4.4.2 Reconstitution avec le critère séquentiel
La comparaison des séquences entre les 3 titres et les 25 composantes selon le test du



















Tableau 4.12 - Tableau des composantes retenues selon leur ?2
Les composantes IC8, IC4, IC24, IC14 et IC3 ont été expliquées dans le 4ème chapitre
de ce mémoire. Les figures 4.37 et 4.38 montrent les variations des prix des composantes
IClO et IC21.
La reconstitution séquentielle nous explique les mêmes phénomènes soulignés par la re-
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Constitution avec le critère de l'erreur absolue moyenne. En effet, MFC et BNS sont
affectés par la production (IC4,IC8 et 1C21), les variations des taux de changes (IC24
et IC21), la crise économique et financière (IClO et IC14) et l'augmentation du prix du
















Figure 4.38 - Composante indépendante numéro 21
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La reconstitution des titres avec les IC sélectionnées selon le critère séquentiel est pré-
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Figure 4.40 - Le titre MFC et sa reconstitution avec le critère séquentiel
Notons que pour le titre KFS, nous avons rejeté l'hypothèse H0( La répartition séquen-
tielle des composantes est similaire à celle du titre KFS) pour toutes les composantes
indépendantes. La répartition séquentielle de KFS ne concorde pas avec la répartition
séquentielle des composantes indépendantes.
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4.4.3 Analyse sectorielle
Les tableaux 4.13 et 4.14 présentent les résultats de notre analyse du secteur financier.









































Tableau 4.13 - Tableau des poids de chaque composante dans la reconstitution des titres
MFC, BNS et KFS



















Tableau 4.14 - Tableau des prévalences non pondérées et des prévalences pondérées de
chaque composante dans le secteur financier
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4.5 Estimation des titres
Dans cette section nous présentons les résultats de la prévision des titres MFC, BNS et
























Tableau 4.15 - Comparaison de la concordance et le taux de prévision entre notre modèle
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Figure 4.41 - Le titre original MFC et sa prédiction de 2009
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Figure 4.42 - Le titre original BNS et sa prédiction de 2009
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Figure 4.43 - Le titre original KFS et sa prédiction de 2009
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ANNEXE B
4.6 La matrice du mélange A
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Figure 4.44 - Les coefficients de la matrice du mélange A
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