Abstract. We complete the study of the regularity for Trudinger's equation by proving that weak solutions are Hölder continuous also in the singular case. The setting is that of a measure space with a doubling non-trivial Borel measure supporting a Poincaré inequality. The proof uses the Harnack inequality and intrinsic scaling.
Introduction
The fine properties of non-negative weak solutions of the singular pde
often referred to as Trudinger's equation, following his pioneering work in [16] , are the object of the present paper. The setting is that of a measure space with a doubling non-trivial Borel measure supporting a Poincaré inequality and comprises one of the main novelties in our approach. We show that weak solutions are locally Hölder continuous, completing the effort initiated in [10] and continued recently in [12] , with the analysis of the degenerate case p ≥ 2. Although there are some similarities with that case, the new material is substantial and the techniques employed quite different, which should come as no surprise to the expert in the field. The novice might find it appropriate and enlightening to first understand in [12] how the proof runs for p ≥ 2.
We have included the case p = 2 (that corresponds to the heat equation) in the range of variation of p to stress the fact that our proof is stable as p → 2 − . This stability is achieved through a careful analysis of the dependence of the different constants that pop up along the proof of the Hölder continuity of solutions. The result, although natural and to be expected, was hitherto absent from the literature and is interesting in its own right; it emphasizes the idea that our self-contained proof is the right one.
The issues touched in here have been considered by Porzio and Vespri, Vespri and Ivanov, see [13, 18, 8] , for equations that are formally equivalent to (1.1) although it remains unclear whether they possess the same solutions. The relevance of studying equation (1.1) in a measure space, apart from the purely analytical issues it spikes, is related to Harnack inequalities. Grigor'yan and Saloff-Coste observed that the doubling property and the Poincaré inequality are not only sufficient but also necessary conditions for the validity of a scale and location invariant parabolic Harnack principle for the heat equation on Riemannian manifolds, see [5, 15] and [14] . Since (1.1) seems to be the only nonlinear parabolic equation which admits such a Harnack inequality, it is the natural candidate for generalizing these results to nonlinear equations.
The analysis of the Hölder continuity of weak solutions is divided, as in the degenerate setting, into two cases: for large scales, when the infimum is much smaller than the oscillation, we can use the Harnack inequality of [10] and the behaviour of solutions is similar to that of caloric functions. For small scales, the equation becomes essentially the singular p-Laplace equation treated in [2, 4] . There are, nevertheless, many aspects that are new and far from trivial extensions of the known results, namely because of the general measure setting and the extra nonlinear term in the equation. The most relevant are the introduction of a new intrinsic scaling and the different choice of certain test functions, always a crucial aspect in the analysis of pdes. The paper is organized as follows: section 2 collects the basic results on metric spaces needed for our purposes and contains also the main result in the paper; section 3 includes the construction of the iteration argument and the building blocks of the proof, namely the energy and logarithmic estimates; sections 4 and 5 contain the analysis of the two cases the main proof is divided into.
It is never easy to balance the clarity of exposition with avoiding the repetition of previously published material, in particular when the subject is very technical. We made an effort to render the paper as self-contained as possible, keeping it at the same time mostly original. When a duplication of arguments was considered essential for the exposition, this has been expressly acknowledged.
Basics on metric spaces and main result
Let µ be a Borel measure and Ω be an open set in R d . The Sobolev space H 1,p (Ω; µ) is defined to be the completion of C ∞ (Ω) with respect to the Sobolev norm
A function u belongs to the local Sobolev space H 1,p loc (Ω; µ) if it belongs to H 1,p (Ω ′ ; µ) for every Ω ′ ⋐ Ω. Moreover, the Sobolev space with zero boundary values H 1,p 0 (Ω; µ) is defined as the completion of C ∞ 0 (Ω) with respect to the Sobolev norm. For more properties of Sobolev spaces, see e.g. [7] . Let t 1 < t 2 . The parabolic Sobolev space L p (t 1 , t 2 ; H 1,p (Ω; µ)) is the space of functions u(x, t) such that, for almost every t, with t 1 < t < t 2 , the function u(·, t) belongs to H 1,p (Ω; µ) and for every η ∈ C ∞ 0 (Ω × (t 1 , t 2 )). Next, we recall a few definitions and results from analysis on metric measure spaces. The measure µ is doubling if there is a universal constant
for every B(x, 2r) ⊂ Ω. Here
denotes the standard open ball in R d with radius r and center x. In fact, the Euclidian metric does not play a crucial role in the arguments and could very well be replaced with another metric. The important feature is the behavior of the measure with respect to the metric. The dimension related to the doubling measure is d µ = log 2 D 0 . Observe that for the Lebesgue measure this is d L = d. Let 0 < r < R < ∞. A simple iteration of the doubling condition implies that
We further assume that the measure µ satisfies the following annular decay property. There exist constants 0 < α < 1 and c ≥ 1 such that
for all B(x, r) ⊂ Ω and 0 < δ < 1, see [1] . The measure is said to support a weak (q, p)-Poincaré inequality if there exist constants P 0 > 0 and τ ≥ 1 such that
for every u ∈ H 1,p loc (Ω; µ) and B(x, τ r) ⊂ Ω. Here, we denote
The word weak refers to the constant τ , that may be strictly greater than one. In R d with a doubling measure, the weak (q, p)-Poincaré inequality with some τ ≥ 1 implies the (q, p)-Poincaré inequality with τ = 1, see Theorem 3.4 in [6] . Hence, we may assume that τ = 1.
We will assume that the measure supports a weak (1, p)-Poincaré inequality. On the other hand, the weak (1, p)-Poincaré inequality and the doubling condition imply a weak (κ, p)-Sobolev-Poincaré inequality with
where d µ is as above. For the proof, we refer to [6] . For Sobolev functions with zero boundary values, we have the following version of Sobolev's inequality. Suppose that u ∈ H 1,p 0 (B(x, r); µ). Then
For the proof we refer, for example, to [11] . Moreover, by a recent result in [9] , the weak (1, p)-Poincaré inequality and the doubling condition also imply the (1, q)-Poincaré inequality for some q < p. Consequently, we also have the weak (κ, q)-Sobolev-Poincaré inequality which implies, by Hölder's inequality, the (q, q)-Poincaré inequality for some q < p.
In the sequel, we shall refer to data as the set of a priori constants p, d, D 0 , and P 0 .
We can also include a certain kind of test functions in the Poincaré inequality. We recall the following theorem from [14] . Theorem 2.2. Suppose u ∈ H 1,p (B(x, r); µ) and let
Proof. See Theorem 5.3.4. in [14] .
We use this theorem in the form of the following corollary.
Corollary 2.3. Suppose u ∈ H 1,p (B(x, r); µ) and let η be as in (2.6). Assume further that
for some 0 < γ < 1, where A = {y ∈ B(x, r) : |u(y)| > 0}. Then there exists a constant C = C(p, D 0 , P 0 , γ) > 0 such that
Proof. By the Minkowski inequality and the previous lemma, we get
Here we have denoted B ≡ B(x, r). Using Hölder's inequality, we estimate further
On the other hand, we have
Inserting these estimates in (2.7) and absorbing the resulting term to the left hand side finishes the proof.
We will also need the following general result.
Lemma 2.4. Let v be a weak solution of equation
where the Carathéodory function A satisfies the structure conditions
for almost every (x, t) ∈ R n × R and every (v, η) ∈ R × R n , for some constants A 0 , A 1 > 0. Then, for all k ∈ R, the truncated functions (v − k) − are weak subsolutions of the same equation with A(x, t, v, ∇v) replaced by
Proof. See Lemma 1.1 in [2] .
Our main result is the following theorem. It still holds for equations with a more general principal part A, satisfying the standard structure assumptions (2.8) and (2.9). Theorem 2.5. Let 1 < p ≤ 2 and assume that the measure µ is doubling, supports a weak (1, p)-Poincaré inequality and satisfies the annular decay property. Then any non-negative weak solution of equation (1.1) is locally Hölder continuous.
Let (x 0 , t 0 ) be a point in the space-time domain. The cylinder of radius r > 0 and height s > 0, with vertex at (x 0 , t 0 ), is defined as
We write Q (s, r) to denote Q 0,0 (s, r). Moreover, we shall use the notation δQ x 0 ,t 0 (s, r) = Q x 0 ,t 0 (δ p s, δr) and δB(x 0 , r) = B(x 0 , δr).
Recall Harnack's inequality from [10] .
Theorem 2.6. Let 1 < p < ∞ and suppose that the measure µ is doubling and supports a weak (1, p)-Poincaré inequality. Moreover, let u ≥ 0 be a weak solution to (1.1) in Q x,t (2r p , 2r). Then, for any σ ∈ (0, 1), there exists
In particular, the result shows that the weak solutions of equation (1.1) are locally bounded. In the sequel, we will assume this without further comments.
Iteration argument and fundamental estimates
Let u be a non-negative weak solution of equation (1.1) in Ω × (t 1 , t 2 ) and let K ⊂ Ω × (t 1 , t 2 ). Our aim is to show that the oscillation of u around any point in K reduces in a quantitative way as we suitably decrease the size of the set where the oscillation is measured. This reduction process has to be iterated producing a sequence of cylinders.
For all purposes in the sequel, it is enough to study the cylinder
instead of the set K. Indeed, we could build the sequence of suitable cylinders for any point in K but, since we can always translate the equation, we can, without loss of generality, restrict the study to the origin. holds, where H is the constant from Theorem 2.6. We will construct a nondecreasing sequence {µ − i } and a nonincreasing sequence {µ
for some 3/4 < σ < 1. Moreover, these sequences can be chosen so that
for some suitable sequence {Q i } of cylinders. Consequently, ess osc
The cylinders here will be chosen so that their size decreases in a controllable way from which we will deduce the Hölder continuity. The actual proof will proceed inductively. We will assume that in Q i the two-sided bound (3.2) holds. Then we shall verify an alternative (Cases I and II below), and construct the cylinder Q i+1 accordingly, in such a way that (3.2) holds with i replaced with i + 1.
For δ > 0, sufficiently small, let
3)
The construction goes as follows:
(1) for each Q i , choose the numbers µ
then set inductively
if, on the other hand, (3.4) fails for some i 0 > 0 (note that i 0 must be larger than zero by (3.1)), i.e., if
Case II: (2H + 1)µ
then set inductively, for all i ≥ i 0 ,
By construction, if δ ∈ (0, 1/2) is small enough, then Q i+1 ⊂ Q i , a fact we will later prove in detail. Observe also that the above sequences have been chosen so that
As mentioned before, Case I reflects the behavior of the equation when the oscillation is large compared to the infimum of u. In some sense, the equation resembles the standard heat equation in this case. Case II, on the other hand, deals with the situation in which the equation behaves like an evolutionary p-Laplace equation with coefficients.
3.1. Energy estimates. We start the proof of Theorem 2.5 by proving the usual energy estimates in a slightly modified setting, which overcomes the problem that we cannot add constants to solutions, see [3, 8] and [19] .
We introduce the auxiliary function
In the sequel, we will need the following estimates. For 1 < p ≤ 2, we have
and
On the other hand, we also obtain
(3.10)
We are now ready for the fundamental energy estimate. The details of the proof can be found in [12] . Lemma 3.1. Let u ≥ 0 be a weak solution of (1.1) and let k ≥ 0. Then there exists a constant C = C(p) > 0 such that ess sup
, modulo suitable regularization in the time direction, and use (3.6) for the parabolic term. The rest of the proof is standard, see [12] .
where c = 1/(p − 1) p−1 . In the second part of the paper, where we prove the reduction of the oscillation for Case II, we are going to use this transformed equation instead of the original one.
The weak solutions of (3.11) are defined in a similar fashion as for equation (1.1). However, it is not clear whether the weak solutions of the two equations are the same in general. Nevertheless, under appropriate assumptions, the substitution can be justified; that is the contents of the following lemma. 
, by the chain rule we have
This implies that formally the equations are equivalent. It remains to show that the function spaces where the solutions are defined are the same. But now, since v is bounded above and below by a positive number, by (3.12) we have ∇u ∈ L p if and only if ∇v ∈ L p . This concludes the proof.
We have the following energy estimate for equation (3.11) .
Lemma 3.3. Let 0 < Υ − ≤ v ≤ Υ + be a weak solution of (3.11) and let k ≥ 0. Then there exists a constant C = C(p) > 0 such that
Proof. The claim follows by choosing as test function η = ±(v−k) ± ϕ p in the definition of weak solution and by estimating v 2−p by (Υ − ) 2−p and (Υ + ) 2−p . Otherwise, the proof is standard and the details are left to the reader.
We denote
The following logarithmic lemma will be used to forward information in time. The proof is somehow formal since it involves the time derivative of v. A rigorous justification requires the use of Steklov averages in the spirit of [2, p. 101-102] (see also [12] ).
Lemma 3.4. Let v ≥ 0 be a weak solution of equation (3.11) . Then there exists a constant C = C(p) > 0 such that, for 1 < p ≤ 2, we have ess sup
in the definition of weak solution and observe that
The parabolic term will take the form
Here we used the fact that ϕ is time-independent. On the other hand, by using (3.13) together with Young's inequality, we obtain
almost everywhere, from which the claim follows.
We will use the following notation in the next lemma, which is one of the most crucial parts of the argument. Let
for n = 0, 1, . . . , where γ 
In the minus case, assume further that
for all n = 0, 1, . . . , for some C 0 > 0. Then there are positive constants
κ is the Sobolev exponent as in (2.4), and
, vanishing on the parabolic boundary of Q ± n , and such that 0
Denote in short
. By Hölder's inequality, together with the Sobolev inequality (2.5), we obtain
Here, we applied the doubling property of the measure ν, giving
We continue by studying the term involving the essential supremum. Since ε + ≤ 1, we have
and hence we obtain, using (3.8),
On the other hand, the lower bound (3.10) immediately gives
Using these estimates together with the energy estimate of Lemma 3.1, yields ess sup
Furthermore, estimates (3.7) and (3.9), together with (3.14), imply
Next, using (3.15), we arrive at 17) where the last inequality follows from the fact that (u−k n ) ± ≤ ε ± ω i almost everywhere. Thus, we conclude with
applying again the energy estimate and (3.17) leads to
To finish the proof, note first that
It then follows that
Inserting estimates (3.18), (3.19) and (3.20) into (3.16) concludes the proof.
We now obtain an important corollary of the previous result, using the following "lemma on fast geometric convergence" (cf. [2] ). Lemma 3.6. Let (Y n ) n be a sequence of positive numbers satisfying
where C, b > 1 and α > 0. Then (Y n ) n converges to zero as n → ∞ provided
Corollary 3.7. Under the assumptions of Lemma 3.5 and the additional condition
for some constant c ≥ 1 and for all n ≥ 0, there exits a constant α 0 , depending only on the data, c, and, in the minus case, also on C 0 , such that
for almost every (x, t) ∈ B(x, γ
Proof. By setting
we find, by (3.21) and Lemma 3.5, that
for some constant C ± , depending only on the data, c, and, in the minus case, also on C 0 . Putting
we conclude, using Lemma 3.6, that if the left-hand side of (3.22) holds then Y n → 0, as n → ∞; the result follows.
Remark 3.8. Lemma 3.5 and Corollary 3.7 were proved for weak solutions of equation (1.1). However, essentially the same proof also works for the weak solutions of equation (3.11) since it only uses the energy estimate. Actually, in this case, we do not need to assume (3.14) in Lemma 3.5.
Analysis of case I
In this section, we assume that (3.4) holds for an index i. Our aim is to show that the measures of certain distribution sets tend to zero and that the local Hölder continuity follows from this. Most of the proofs in this section are similar to the corresponding ones in [12] but we include them here for the sake of completeness.
We start by studying the cylinder
After fixing α u ≤ H ess inf
for all 0 < r ≤ R i . In fact, strictly speaking, this only holds for 0 < r ≤ R i /2 but since we could have started with the radius 2R it does not carry any loss of generality. This choice fixes the constant H in (3.4) as well; observe carefully that it is independent of r and µ ± i , or the index i in general. We will study two different alternatives which are considered in the following two lemmata, respectively. 
Proof. With Q + 0 = Q i , and observing that µ
By the choices preceding the statement of the lemma, it follows from Corollary 3.7 that ess sup 1 2
the result follows.
Next, we study the alternative. 
then there exists a constant σ I ≡ σ I (data) ∈ (3/4, 1) such that ess osc
Proof. By assumption (4.3), we have ess sup
Now we can use Harnack's inequality (4.1), together with assumption (3.4), to deduce ess inf
.
we obtain ess osc
This completes the proof.
As a consequence of the above two lemmata, we obtain the concluding result of this section. is satisfied. Then there are constants σ I , δ I ∈ (0, 1), both depending only on the data, such that ess osc
We are now in a position of proceeding with the iteration. We put
and observe that, due to (4.4), as we go from Q i to Q i+1 , the oscillation decreases in a quantitative way. Moreover, we can define, in the case of the first alternative,
, and, in the case of the second alternative,
and so (3.2) holds with i replaced with i + 1.
Analysis of case II
In this section, we will work with equation (3.11) and the corresponding solution v = u p−1 . Due to assumption (3.5) of this case, the equation behaves like the evolutionary p-Laplace equation. The difficulty is that we can no longer use the Harnack principle, as the lower bound it gives might be trivial. Indeed, the infimum can be larger than the lower bound given by Harnack's inequality.
Suppose that i 0 is the first index for which assumption (3.5) holds, immediately implying an elliptic Harnack estimate for all i ≥ i 0 :
Observe also that
since ω i 0 = σω i 0 −1 , H ≥ 2, and σ ∈ (3/4, 1). Thus, we obtain
Our goal in Case II is to show that for the function v ≡ u p−1 we have ess inf
and ess osc Qi υ ≤μ
for i = i 0 , i 0 +1, . . ., with some σ ∈ (0, 1). Note also that it follows from (5.1) thatμ
3) for some C 1 ≡ C 1 (H) ≡ C 1 (data) ≥ 1 and for all i ≥ i 0 . We shall show that an oscillation reduction for υ implies an oscillation reduction also for u in a quantitative way.
While analyzing Case II, we shall consider cylinders of the type
, where λ > 0 shall be specified later, depending only on the data. By (5.2) and (5.1), we have
for some constant C 2 > 1 depending only on the data. We now set
i.e., shrink the cylinder Q i 0 by a factor depending on λ and the data. We therefore have that 8Q r 
where the constant C 3 > 1 depends only on the data, we have that
for all r > 0. Moreover, since p ≤ 2, we have, applying the mean value theorem to f (x) = x p−1 in the interval [µ
and thereforeω 
Henceforth, we shall always assume (5.5).
We are now ready to start the argument in Case II. Assume that in Q i , i ≥ i 0 , we have ess inf
The goal is to show that this information guarantees the existence of small enough δ ∈ (0, 1/2) and σ ∈ (0, 1), the latter close to one, both depending only on the data, such that ess inf
This will then lead to establishing the induction step in the proof of the Hölder continuity.
For the sake of simplicity in the notation, we will drop the bars from the quantitiesμ − i ,μ + i andω i throughout this section. Although they coincide with the ones for equation (1.1), we believe that this does not cause any confusion due to the fact that within Case II we work exclusively with equation (3.11). In the end, we translate the information back to u. We shall also denote in short
Observe that then 10Q(r p , c i r) ⊂ Q i if i = i 0 and 10Q(r p , c i−1 r) ⊂ Q i for all i > i 0 . We now redefine the c i 's, putting Inside Q (r p , c i r), we consider subcylinders of smaller size
which are contained in Q (r p , 2c i r) wheneverx is a point in B(0, c i r). The number s will be fixed later, depending only on the data. The reduction of the oscillation in Case II is based on the analysis of an alternative, see [2] and [17] . For a constant α 0 ∈ (0, 1), that will be determined depending only on the data, either
The First Alternative. There exists a cylinder of the type Qx ,0 (r p , d i r) for which
for somex ∈ B(0, c i r), or
The Second Alternative. For every cylinder of the type Qx ,0 (r p , d i r),
holds for allx ∈ B(0, c i r).
In both cases, we will prove that the essential oscillation of υ within a smaller cylinder decreases in a way that can be quantitatively measured. The parameters λ and s will be needed while analyzing the second alternative. The constant α 0 will be fixed in the course of the proof of Proposition 5.4.
5.1.
Analysis of the First Alternative. Now we assume that the assumption of the first alternative is satisfied, which claims that there exists a cylinder of the type Qx ,0 (r p , d i r) for which (5.7) holds. We put
and observe that, by (5.3), we have
We may then apply Corollary 3.7 with c ≡ C 2−p 1 (see also Remark 3.8) and find a sufficiently small α 0 , depending only on the data, such that
This step fixes α 0 in (5.7) and (5.8), and from now on we regard it as a universal constant depending only on the data. We view Qx ,0 ((r/2) p , d i r/2) as a cylinder inside Q (r p , 2c i r). The location ofx in the ball B(0, c i r) is only known qualitatively. However, we shall show that the positivity of υ, as stated in (5.9), spreads over the full ball B(0, c i r), for all times − (r/8) p ≤ t ≤ 0. We regardx as the center of a larger ball B(x, 8c i r), which is still contained in B(0, 10c i r i ), and work within the cylinder
Now we will derive some integral inequalities, which will be used later on, doing the calculations only at a formal level. In particular, the time derivative of v will appear in the sequel and we even assume some continuity properties. For a rigorous justification of the arguments, namely the use of Steklov averages, we refer to [2, p. 101-102] (see also [12] ). 
we obtain
for all (admissible) test functions η ≥ 0 and for all t ∈ (− (r/2) p , 0).
We now let δ ∈ (0, 2 −(s+2) ) (this δ is unrelated to the one defining the sequence of radii and introduced in (3.3) ; we use the same notation as, hereafter, there is no cause for misunderstanding) and set
Let ϕ(x, t) = ϕ 1 (x)ϕ 2 (t), where ϕ 1 (x) is as in (2.6), with B(x, r) replaced by B(x, 8c i r), and ϕ 2 (t) ∈ [0, 1] is a smooth function vanishing at {− (r/2) p } and such that ϕ ≡ 1 in [− (r/4) p , 0]. Moreover, we assume that ϕ satisfies
The next lemma guarantees bounds for Φ n and Ψ n .
Lemma 5.1. There exists a constant C, that can be determined a priori only in terms of the data and λ, such that
(5.12)
Proof. Denote in short B ≡ B(x, 8c i r). We also drop the arguments x and t from the integrals. Substitute the test function
To start with, we estimate
since δ ∈ (0, 1/2). Now, using this, together with the properties of ϕ, we can estimate the first term in (5.11) by
For the second term, using Young's inequality and the fact that µ
Recalling the definition of Ψ n , we have
By this fact, together with the conditions on ϕ and (5.3), we obtain
Observe here that (µ
. Altogether, we finally get
where C depends only on the data. Next, it follows from (5.9) that Ψ n (υ) vanishes for all |x −x| ≤ d i r/2, for k n < µ − i + 2 −(s+2) ω i . On the other hand, ϕ 1 = 1 for all such x. Let us denote A := {x ∈ B : |Ψ n (υ(x, t))| > 0}. Now
where C ′ > 1 depends on the data and λ. Therefore, for all t ∈ (−(r/2) p , 0),
for γ ∈ (0, 1), depending only on the data and λ. So we may apply Corollary 2.3 to obtain
where C is a constant depending only on the data and λ. Inserting this into (5.13) finishes the proof.
Introduce the quantities
In the next proposition we employ the previous lemma.
Proposition 5.2. The number α ∈ (0, 1) being fixed, we can find numbers δ, σ ∈ (0, 1), depending only upon the data, α, and λ, such that for n = 0, 1, 2, . . . , either
Proof. From the definition of Y n it follows that, for every ǫ ∈ (0, 1), there
We have again denoted in short B ≡ B(x, 8c i r). The numbers n ∈ N and t 0 ∈ (− (r/2) p , 0) being fixed, we consider the following two cases: either
In both cases we may assume that Y n > α, otherwise the proposition becomes trivial.
Assume that (5.15) holds. Then it follows from (5.12) that
We bound this expression from below by integrating on the smaller set
on which
From this, (5.17) and (5.14),
We choose ǫ = α/2 and δ so small that
i.e.,
and the proposition is proved assuming (5.15) holds. Assume now (5.16) holds true and define
Fubini's theorem yields
We next estimate from above the integral inside the parenthesis, for each ξ ∈ (0, 1). On the one hand, we have, using the definition of Y n ,
On the other hand, from the definition of t * and (5.12), we first get
and then, integrating over the smaller set
Then, for all ξ ∈ (0, 1),
Here we have used the fact that Y n > α ≥ α/2. We will now make an auxiliary assumption: defining δ 1 ≡ δ 1 (C, α) via
for which the root δ 1 clearly exists since p > 1, we obtain
From now on, we assume that (5.19) holds.
For 0 ≤ ξ < ξ * < 1 we have
(5.20)
Now we are ready to bound the right hand side of (5.18):
Our next goal is to obtain an estimate from below, independent of Y n , for the second integral on the right hand side of this inequality. Recalling (5.20), we have
holds. Therefore, we obtain
To estimate the left hand side of this inequality from below we integrate over the smaller set B ∩ [υ(·, t 0 ) < k n+1 ] to get, using (5.14),
and ǫ is arbitrary in (0,
We shall next find an upper bound forσ which stays stable as p ↑ 2. To start with, by the very definition of σ 0 ,
Since p > 1, the equation
has a solution δ 2 ∈ (0, 1/(8e − 1)), depending only on the data and α, that remains stable as p ↑ 2. We have, for
and therefore also tõ
Applying the mean value theorem to the functions f (x) = 2 − 4 x − 2 −x and The parameters δ, σ ∈ (0, 1), chosen in this way, depend only on the data and α, and they are stable as p ↑ 2. This completes the proof.
We now prove the crucial result towards the expansion to a full cylinder in space.
Lemma 5.3. For every α ∈ (0, 1), there exists a positive number δ * ∈ 0, 2 −(s+2) , that can be determined a priori only in terms of the data, α, and λ, such that
Proof. Recall the definition
Let α > 0 be arbitrary and take α 1 ≤ α/D 0 , where D 0 is the doubling constant. By the previous proposition, we can find δ, σ ∈ (0, 1) such that either Y n ≤ α 1 or Y n+1 ≤ max {α 1 ; σY n }. Iterating, we obtain
Corollary 5.5. Assume (3.5) is in force and suppose that (5.7) holds for somex ∈ B(0, c i r). Then there exist δ II , σ II ∈ (0, 1), both depending only on the data and λ, such that ess osc 
we can rephrase (5.8) as
for all cylinders Qx ,0 (r p , d i r) such thatx ∈ B(0, c i r). In particular, we deduce that there exists a time level
In fact, if (5.22) is violated for all t ∈ (−r p , −(α 0 /2)r p ), we would get
which contradicts (5.21). The next lemma asserts that a similar property still holds for all time levels in an interval up to the origin. We shall now fix the number s in the definition of d i .
Lemma 5.6. There exists s, depending only upon the data, such that
for allx ∈ B(0, c i r) and for almost every t ∈ (−(α 0 /2)r p , 0).
and set Q := Q(r p , d i r) and B := B(x, d i r). Our aim is to use Lemma 3.4 to forward the information in time.
Recall the definition
On the one hand, since
on the other hand, in the set
we get
The last estimate we need is
Now let ϕ ∈ C ∞ 0 (B) be a cutoff function which is independent of time and has the properties 0 ≤ ϕ ≤ 1, ϕ = 1 in (1 − δ)B and |∇ϕ| ≤ (δd i r) −1 , where 0 < δ < 1 is to be determined later.
Apply Lemma 3.4 with these choices to conclude
for almost every t ∈ (t * (x), 0), where C depends only upon the data. Observe that in the third inequality we have used (5.22) and (5.3). Now, by the annular decay property (2.2), we have
For the first term, we choose δ small enough so that Cδ α < α 0 24 and for the second term we use the previous estimate. Indeed, by choosing s large enough so that
hold, we get the claim for almost every t ∈ (−(α 0 /2)r p , 0) ⊂ (t * (x), 0).
The information of Lemma 5.6 will be used to show that in a small cylinder about the origin, the solution v is strictly bounded above by µ + i − 2 −m ω i , for some m > s. We shall also fix λ, which enters the definition of c i , determining in this process the size of Q (r p , c i r).
To simplify the notation, from now on we denote β = 
By Lemma 5.6 and the fact that n ≥ s, we have µ(x ∈ B : w(x, t) = 0}) = µ({x ∈ B : v(x, t) ≤ k}) ≥ α 0 4 µ(B), for almost every t ∈ − βr p , 0 . Thus, for almost every t ∈ − βr p , 0 , we obtain
and, consequently,
Using the (q, q)-Poincaré inequality for some q < p (see (2. 3) and the subsequent remarks), yields for almost every t ∈ − βr p , 0 . The constant (4/α 0 ) q above was absorbed into the constant C. Now we integrate the above inequality over time to get
Next, we introduce a cutoff function ϕ ∈ C ∞ (2Q) such that 0 ≤ ϕ ≤ 1, ϕ = 1 in Q, ϕ vanishes on the parabolic boundary of 2Q, and 
Since n ≥ s, the first factor on the right hand side can be estimated by Lemma 3.3 as
In the last inequality we have used the doubling property of the measure ν, together with the estimate We now cover Q(βr p , c i r) with smaller cylinders Q (βr p , d i r) to obtain the next result. is bounded above and below, for a constant depending only on the data. Therefore, Corollary 3.7 is applicable and making use of Corollary 5.8 the result follows by choosing σ = 1 − 2 −m−1 .
We now fix the size of the cylinder and finish the analysis of the Second Alternative, redefining λ = max{log 2 (2H + 1), m}.
(5.23)
The choice trivially satisfies (5.5).
