Introduction
Vector autoregression (VAR) models have become widely used in applied economic research since Sims (1980) pioneered this approach. In a VAR each variable is regressed against the same number of lags of every variable. In other words, VAR lag specifications are symmetrical. Unfortunately, VARs often estimate a large number of statistically insignificant coefficients, and therefore the impulse responses and variance decompositions constructed from the reduced-form coefficients will often be imprecisely determined. As Runkle (1987,p.442 ) asserts 1 "VARs may let the data speak for themselves, but the data are not talking very loudly." Hsiao's (1981) method and Litterman's (1986) Bayesian approach 2 are two popular alternatives to unconstrained VARs. Each imposes restrictions on the VAR's coefficients in an attempt to obtain more efficient estimates. While these approaches often generate superior forecasts, they may impose dynamic restrictions that interfere with an investigation of structural dynamics. For example, the dynamic specification obtained with Hsiao's procedure in general depends on the sequence explanatory variables are considered because significant regressors are kept in the model when testing additional regressors. Methods do exist for choosing the sequence of variables, but these techniques are based essentially on forecasting criteria, not on the model's ability to identify structural dynamics. On the other hand, Litterman imposes
Bayesian prior restrictions on VAR coefficients. Because these prior restrictions are almost always based on forecasting performance instead of economic theory, 3 parameter estimates from Bayesian VARs are likely to be biased. Bias may be acceptable in forecasting, but biased structural parameter estimates are undesirable if the goal is to answer questions about macroeconomic structure.
This paper investigates an alternative way of constraining reduced-form coefficients called the "asymmetric vector autoregression" (AVAR). In an AVAR system each equation has the same explanatory variables and each variable may have a different number of lags. For example, each equation in a bivariate AVAR could have three lags of output and six lags of money. Although a VAR is a special kind of AVAR system, AVAR models permit more flexibility in modeling dynamic systems.
Section 2 derives the AVAR model from a general linear structure. A particular economic structure is developed in the third section. These economic restrictions are used in section 4 to identify structure from the reduced-form AVAR and VAR models. Since all possible AVAR models are estimated in this example, the chosen AVAR model does not depend on the sequence of specification tests.
Parameter estimates from the AVAR models frequently have smaller standard errors than the VAR, particularly the long-run structural parameters. In many instances the reduction in standard error is substantial, suggesting efficiency gains may be obtained with AVAR models. The response functions and the structural parameters are qualitatively similar in all the empirical models. In addition, point estimates from the AVAR selected by the Akaike information criterion and from the VAR are typically of comparable size. Hence, this AVAR model yields economic implications which are remarkably similar to those of the VAR, while obtaining standard errors that are smaller or of comparable size.
The paper also addresses questions about macroeconomic structure. The empirical models are used to investigate if money supply influences the macroeconomy through a liquidity effect, to determine the contribution made by various structural shocks to economic fluctuations, and to test the hypothesis that some kinds of aggregate demand shocks have a long-run effect on output.
Asymmetric Dynamics in VAR Models
Suppose Z t is a vector of N variables and our purpose is to identify the responses of each variable to the structural shocks g t :
where g t is a vector of N white noise shocks, E[g t g t '] = E , and
where E , and 1 q are N×N matrices. If 1(L) is invertible, (1) can be pre-multiplied by 1(L) -1 to obtain a structural autoregressive representation:
where '(L) = 1(L) -1 and '(0) = 1 0 -1 by construction. Equation (2) is best thought of as a dynamic simultaneous system of structural equations. Pre-multiplying (2) by 1 0 yields,
, and the vector of one-step forecast errors, e t = 1 0 g t .
Therefore, equation (3) writes each variable in Z as a function of lags of Z and the one-step forecast error to that variable. Elements in '(L) can be written as
where each ( qkj is a scalar parameter for q=1,2,...,n kj with n kj the length of a particular lag polynomial. The reduced-form coefficients are linear combinations of elements in '(L) with lags of the j-th variable in the ith variable's equation given by
Each element in '(L) has the same maximum number of lags if n kj = n for all (k,j). In this case, each
is of lag length n because each is composed of N lag polynomials of that same length. However, there is no reason to assume '(L) has this symmetry, and in principle, each lag polynomial in '(L) may be of arbitrary length. The lag length for $ ij (L), < ij , is determined by the longest lag polynomial from the elements in '(L)
From equation (5) Sims (1980,p.3) argued that in a system of structural equations "any variable which appears on the right hand side of one of these equations belongs in principle on the right hand side of all of them", and this restricts n 1j = n 2j = ... = n Nj in equation (2) . As previously shown, these restrictions constrain lags of the j-th variable to be the same in each equation of the reduced form, but they do not necessarily force lags to be identical for every j. Therefore, VAR modelers may also find AVAR specifications worthy of consideration.
Structural Identifying Restrictions
Identification assumptions are required if one wishes to structurally interpret a reduced-form model. These restrictions will be used to compare and contrast the dynamic properties of AVAR and VAR models. The long-run identifying restrictions 5 derived here are consistent with many New Keynesian and
Real Business Cycle theories. None of the constraints apply directly to short-run dynamics. 6 Note that all variables are in logarithmic form, except for interest rates.
Assume that a Cobb-Douglas production technology determines output (y) based on capital (k), labor hours (h) and a disturbance to technology (8):
Note that additive constants are omitted here and from all subsequent structural equations. This simplification is inconsequential because these constants disappear when variables are first-differenced to make the data stationary. 7 Firms maximize profits by setting the marginal product of capital equal to the cost of capital. Assuming the log of the cost of capital is a linear function of the real interest rate (r), this first order condition for capital combined with (7) yields an implicit demand for capital:
Firms also equate the marginal product of labor to the real wage (w) and (7) is used to simplify this implicit labor demand equation:
.
y t h t w t − = Desired savings and labor supply equations are needed to construct equilibrium conditions for the capital and labor markets. Savings (s) is specified as a function of the real interest rate, real output and a savings disturbance (J) (10) s t g r r t g y y t t = + + τ and labor supply is assumed to be a function of the real wage, the real rate of interest and a labor supply disturbance (0):
h t b w w t b r r t t = + + η
An expression for equilibrium hours is derived using the labor demand function to eliminate wages from labor supply. This expression for hours and the demand for capital are then inserted into (7) to yield, which is essentially a modified version of the production function.
An IS equation is derived from the accounting identify that investment (i) equals savings:
Gross investment is equal to the change in the capital stock plus depreciation of capital. This identity can be used to show that (14
noting that a constant term that depends on the mean depreciation rate and the average growth rate of capital is omitted. 10 Equation (14) implies that investment and capital share a common trend. Using (14) to eliminate investment from (13), and then using (10) to eliminate savings and (8) Equations (12) and (15) 
with the logarithm of the price level given by P. Inflation is assumed to be a stationary process.
12 Under this assumption expected inflation must also be stationary. 13 Based on many reported tests with postwar US data, the nominal interest rate is assumed to have a unit root. Given these assumptions for inflation and the nominal rate, the Fisher equation implies that a permanent change in r is equivalent to a permanent change in R. Hence, the unobservable real rate does not need to be determined precisely to impose the long-run restrictions for the modified production function and the IS equation, 14 and equations (15), (12), (16) and (17) can be written as 
and . is the vector of structural disturbances,
where the aggregate supply (. 
and t is
Since the IS equation is normalized on the interest rate, the IS disturbance is a decreasing function of the savings disturbance. The aggregate supply disturbance is a linear combination of technology and labor supply disturbances. If these two structural disturbances share a common dynamic propagation mechanism on macroeconomic variables, then the aggregate effect of these shocks can be identified by long-run restrictions. 15 This condition is likely to be satisfied because labor supply and technology disturbances each affect the economy primarily through the production process.
This structural model based exclusively on long-run assumptions imposes far too many restrictions to adequately fit macroeconomic data. Furthermore, economic theories which allow each structural disturbance to have transitory effects on the cost of capital, the marginal product of capital, the marginal product of labor, desired savings, labor supply, money demand and money supply do exist. These unrestricted transitory dynamic effects are specified as M(L). t in an augmented version of (19) ( 20) [ ]
where I is the N×N identity matrix and I+M(L) is assumed invertible. Since the additional effects are transitory, the sum of coefficients in M(L), M (1), must equal zero. Values of these parameters have no effect on identification.
Each series in X appears difference stationary based on unit root tests. 16 To model integrated data in a linear time series model, the structural disturbances must follow unit root processes
where d is the vector of drift terms and g t is the vector of uncorrelated white noise innovations to the four structural disturbances. These uncorrelated innovations are referred to as structural shocks.
Taking the first difference of (20), premultiplying by the inverse of I+M(L) and premultiplying by
where T is a vector of constants. Hence, in the reduced form each variable is a function of lagged variables, a constant and a white noise error with
Long-run structural parameters and the covariance matrix for structural shocks (E g ) are identified using the sum of the lag coefficients, $ (1), and the covariance matrix of the residuals, E e . From the definition of $(L) and the assumption M(1) = 0, the sum of reduced-form coefficients is given by
The covariance matrix for residuals is a function of structural parameters:
Using (23) to eliminate I+M(0) from (24), and simplifying yields
This moment condition is used to estimate the long-run parameters and the covariance matrix of the structural shocks for a just-identified structural system. The full dynamic responses for the structural model are then obtained by combining these estimates and the reduced-form coefficients.
As is common in the structural VAR literature, the structural shocks are assumed uncorrelated.
This assumption allows a unique variance decomposition to obtain. Furthermore, the parameters in A are unidentifiable using standard structural VAR methods if E g is unconstrained. One last restriction is required to make the number of estimated parameters in (25), including shock standard errors, equal to the number of unique moments on the left side of this equation (in general N(N+1)/2, in this case 10). Results are reported based on the assumption that the elasticity of savings with respect to output, g y , is equal to one. If g y =1, then " 1 =0 and the structure is recursive in the long run. This value seems most plausible given that the savings rate does not seem to vary as a country's output level increases. Nevertheless, results for money supply and money demand shocks are unaffected by the value of g y because the long-run structure is block recursive with recursive equations in the money market block. The SIC chose the model with two lags for )m and 1 lag for the other three variables. A VAR specification with 7 lags is selected using the modified likelihood ratio tests of Sims (1980) . Both AVARs find a higher percentage of significant reduced-form coefficients than the VAR. For example, the total number of parameters in the AIC model is a little more than half the number in the VAR, while both specifications find roughly the same number of parameters significant at the 5 percent level.
Reduced-form coefficients are not reported. 19 Instead, attention is focused on structural parameters, impulse responses and variance decompositions to compare and contrast AVAR and VAR models. Every coefficient is statistically significant in at least one model, except for the semi-elasticity of aggregate supply with respect to the interest rate. For the VAR, the interest rate semi-elasticity of money demand and three structural shock standard errors are significant at the 1 percent level and the income and real balance elasticities for money supply are significant at the 10 percent level. All parameters significant at any level in the VAR are statistically significant at the 1 percent level in the AIC specification. The IS shock standard error also becomes significant at the 1 percent level in this AVAR model. Every significant parameter in the AIC specification is also significant in the SIC model at the same significance level. In addition, the income elasticity of money demand is significant at the 1 percent level and the interest rate semi-elasticity of money supply is significant at the 10 percent level.
Long-run Structural Parameter Estimates
For each parameter estimate, the SIC model's standard error is smaller than the corresponding standard error for the VAR. Standard errors are smaller in the AIC model than in the VAR, except for the parameters in the money demand function. The standard error from the SIC specification is smaller than that obtained in the AIC model for every parameter except for F as . The aggregate supply shock has a positive effect on output and a negative effect on the price level.
Impulse Responses
Both effects are statistically significant in each model. Real balances increase following a supply shock in each model. As the number of reduced-form parameters decreases the portion of this real balance response that is statistically significant increases. This is typically the case, although the opposite effect of model size on the amount of an impulse response that is significant is sometimes observed. Interest rate responses to a supply shock serve as one example of this less common finding. While this response is initially negative in all cases, 20 the only model in which this negative effect is never significant is the SIC model.
The aggregate supply shock causes a drop in money for the VAR and AIC models, and these responses are initially significant. In contrast, money rises following a supply shock for the SIC specification and this response is initially significant. These responses provide the only examples where models obtain qualitatively different results that are statistically significant. These differences are associated with different parameter estimates for the short-run money supply function. If reasonable ranges for these parameter values were known, these different estimates could be used to possibly reject one or more of the empirical models. Unfortunately, theory is ambivalent about even the sign of these money supply parameters. If money supply is primarily driven by policy in the short run then money might decline following a beneficial supply shock if the Fed is trying to stabilize output fluctuations. On the other hand, if money supply in the short-run is primarily affected by commercial banks then a beneficial supply shock might induce banks to make more loans causing money supply to increase.
An IS shock results in a permanent increase in the interest rate and a significant rise in output for about one year. Because the estimated long-run interest rate semi-elasticity of aggregate supply is negative in all cases, output responses eventually become negative. Estimates of this long-run parameter are not statistically significant and therefore the negative portions of output's response to an IS shock are also insignificant. The other variables respond gradually to the IS shock. Real and nominal money balances eventually decline and the price level rises. Real money responses are sometimes significant for each empirical model while the money and price responses are occasionally significant for the VAR.
The money supply shock causes a significant increase in money and the price level. Output temporarily rises and a portion of this response is significant in each model. Real balances temporarily rise, although this effect is only significant for the SIC specification. The interest rate initially falls in each case, but this effect is only significant for the AVARs. These interest rate responses reflect a liquidity effect.
This response is then temporarily positive for the AIC and VAR specifications. This positive effect is only significant in the AIC specification, and may be explained by the fact that the nominal rate mixes real interest rate and expected inflation responses. If the liquidity effect is initially strongest but short-lived and the expected inflation effect gradually becomes more important, (perhaps due to recognition lags that might be a consequence of sticky price adjustment) then the nominal interest rate could respond to money supply shocks as observed here.
The money demand shock causes a decline in the price level that is initially significant and a significant increase in nominal and real money balances in each model. The output and interest rate responses to money demand from the two AVAR models are fundamentally different from these responses in the VAR. In each AVAR, both variables initially fall while in the VAR both variables initially rise, but only the initial decline of output in the SIC model is statistically significant. Hence, each empirical specification has some inconsistency with established theory which predicts a positive shock to money demand will raise the interest rate and lower output. However, if a money demand shock causes a decline in expected future inflation that exceeds the increase in the real interest rate, the nominal interest rate could initially fall as observed in both AVAR models. On the other hand, the rise in output for the VAR is more difficult to justify. This is the only example in which one model yields a theoretically implausible impulse response, although this result is statistically insignificant. These output responses to money demand suggest that a parsimonious AVAR specification may uncover structural effects that are difficult to discern with an overparameterized VAR. Tables 3 through 6 present variance decompositions. Each table reports the variance of each variable explained by a particular structural shock from all three models. The identification method imposes restrictions on the long-run effects of shocks. For example, the only shock that has a permanent effect on the interest rate is the IS shock, and this causes the interest rate variance explained by the IS shock to asymptotically converge to 100 percent. Aggregate supply and IS shocks may have permanent effects on output. The money demand restrictions imply that the money supply shock (which permanently raises the level of money not its growth rate) is the only disturbance that can not have a long-run effect on real balances. Each shock may have a long-run effect money and the price level.
Variance Decompositions
Standard errors for each variance decomposition are calculated using the same bootstrap procedure used with long-run structural parameters. These standard errors are typically smallest for the SIC model and largest for the VAR model, with standard errors from the AIC specification usually falling somewhere in between. 21 Some exceptions to this tendency can, however, be found. Whenever the AIC model's standard error exceeds the VAR's standard error by more than 1 percentage point, the variance explained in the AIC model is substantially larger. Examples of this result are found for real money in Table 5 and for nominal money in Table 6 . Similarly, when variance explained by the SIC model is relatively large, its standard error will occasionally exceed that from the other two specifications. See, for example, results for real balances in Table 4 and for output in Table 5 .
Point estimates of variance exhibit interesting differences across the three models. This variation, particularly at longer horizons resembles the differences in long-run structural parameter estimates. For example, the SIC model has an interest rate semi-elasticity of money demand that is smallest in absolute value and has the least variance for real money balances explained by the IS shock. The aggregate supply shock explains the most variance of real balances in the SIC model at longer horizons and this model has the largest long-run elasticity of money demand to output. For shorter horizons, variance decompositions are jointly determined by the long-run parameter estimates and by the coefficients from the reduced form.
The variance decomposition estimates from the AIC and VAR models are generally closer to each other than to the comparable estimate from the SIC model.
If t statistics are calculated, one finds larger t ratios for variance decompositions associated with statistically significant impulse responses. Of course, this result is not surprising because variance decompositions and impulse responses provide alternative means of characterizing system dynamics.
Concluding Comments
The SIC model's estimates are sometimes quite different than the other two models, and the SIC model's standard errors are typically the smallest. These findings suggest two alternative explanations: (1) the additional dynamic restrictions in the SIC specification are valid and structural parameters are estimated with greater precision; or (2) the SIC model imposes too many constraints on reduced-form dynamics and therefore obtains inconsistent structural parameter estimates. Evidence that only the SIC model's residuals are serially correlated supports the second explanation. 22 Thus the quantitatively similar results from the other two models are used to address structural issues.
23
The macroeconomic results from the VAR and the AIC models support and extend other research.
A positive shock to money supply causes a liquidity effect as the nominal interest rate falls initially (Bernanke and Mihov 1998 , Christiano, Eichenbaum and Evans 1996 , Leeper and Gordon 1994 , and Strongin 1995 , 24 and output's response to a money supply shock is hump-shaped (Cochrane 1998).
However, only a modest amount of output variance is attributed to money supply shocks. Money demand shocks explain little of the variance of output or the interest rate. This finding can be explained by the Fed's tendency to control interest rate fluctuations. 25 Blanchard and Quah (1989) and others have found that aggregate demand shocks are an important source of business cycles. Our variance decompositions indicate that IS shocks are the most important aggregate demand factor for output. An interesting feature of the model in this paper is that IS shocks are allowed to potentially have a permanent effect on the level of output. However, this long-run effect is small and statistically insignificant. This finding is important because it provides empirical support for the identifying assumption used by Blanchard and Quah (1989) , and many others 26 that aggregate supply is the sole source of permanent shocks to output.
The paper shows that AVAR models maintain the advantages associated with VAR models. Both types of models are linear reduced forms of an underlying structure, and both are consistently and efficiently estimated by OLS. However, AVAR models permit a more flexible multivariate dynamic specification which may yield more efficient estimates. Hence, the AVAR approach provides a constructive response to some of the inference problems with VARs noted by Runkle (1987) and others.
A number of potentially important questions about AVAR modeling are still unexplored. Will
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12. Unit root tests provide some evidence supporting this specification, although one can not definitively reject the hypothesis that inflation is difference stationary in postwar data.
13. If inflation and expected inflation did not share the same order of integration, they would diverge asymptotically. This would be inconsistent with rational expectations in its simplest form.
14. If inflation and real balances are difference stationary, then money growth must also be difference stationary. This set of alternative assumptions could easily be handled in this econometric model. However, Shapiro and Watson (1988) and others reject a unit root in M1 growth.
Notes
15. The effects of each shock on each variable are not required to be identical or even proportional to one another. They simply must "differ up to a scalar lag polynomial" as is shown in the Appendix to Blanchard and Quah (1989) . Also see Faust and Leeper (1997) for relevant analytical results.
16. For example, Schwert (1987) provides a battery of unit root diagnostics on related times series. Nelson and Plosser (1982) use comparable series over a longer span of time. These unit root results were confirmed for the data in this paper with augmented Dickey-Fuller tests.
17. Keating (1998) proves this result for a more general case. The empirical model was also estimated under the assumption that the real interest rate has no effect on aggregate supply and g y is unconstrained. The results for IS and aggregate supply shocks were very similar in the short run and at business cycle frequencies to the results in the paper. The only differences occur for long-run responses to the two real shocks, but these results are not statistically distinguishable from reported results.
18. It took a Pentium-based personal computer less than one hour to estimate all possible AVAR specifications and select optimal models.
19. These coefficients are available on request.
20. Prescott (1986) and others have shown that a beneficial aggregate supply shock causes a temporary rise in the real rate for the Real Business Cycle model. The nominal interest rate would fall if the drop in expected inflation exceeds the increase in the real interest rate.
21. The standard errors sometimes round to zero, particularly for some of the responses identified by longrun zero restrictions.
22. Based on Lagrange Multiplier tests, the AIC model's residuals do not exhibit any autocorrelation at the 10% level. On the other hand, the SIC specification has interest rate residuals that reject white noise at virtually any level of significance and real balances residuals that reject white noise at the 10 percent level.
23. Additional support for using the AIC comes from Ozcicek and McMillin (1998) who find that the AIC will choose the correct AVAR specification with much greater frequency than will the SIC in a Monte Carlo study of bivariate models.
24. McMillin (1998) compares and contrasts these models and a model based on long-run structural restrictions. His long-run identifying restrictions, however, are not the same as those used in this paper.
25. Poole (1970) was first to show that targeting interest rates would neutralize the effects of money demand shocks on interest rates and output.
