Abstract. A drop algorithm is proposed for solving the p median problem. In solving for a fixed value of p, tight bounds on all other median solutions in the range m-\ to p4-1 are generated where m is the number of possible location sites and p is the number of medians. A step by step numerical example is described, and extensive computational experience is reported for some standard sets of tests problems in the literature. Comparisons with the well-known greedy interchange heuristic confirm the effectiveness of this drop approach in solving a significant number of difficult median problems.
In the relatively short interval of time since the appearance of Lea's (1973) exhaustive bibliography on the subject, location-aliocation problems in their myriad forms and definitions have continued to enjoy close attention from researchers. This ongoing interest in one of the more widely studied of operations research problems is a reflection both of the utility of location-allocation algorithms in many empirical planning situations, and of the broad spectrum of location problems which can be usefully examined within the context of this analytic framework. For logistics systems in which distribution costs are an important component of total costs, the choice of central facility locations from which to service a network is of more than passing interest. If the momentum of energy relative to other costs continues to move upwards then important locational adjustments in the service distribution patterns of many organizations can be expected to occur over the longer term, reflecting a gradual evolution towards decentralized systems with smaller but more frequent locations on the network.
The location-allocation problem
In its simplest form the location-allocation problem can be described as follows: given a network consisting of a finite series of nodes (communities) separated by a system of links whose length is measured by some appropriate unit of space such as time, cost, or distance, and given an associated weight at each node which represents a demand function over some fixed time period for a particular service at that point upon the network, then find the subset of nodes (number predetermined) which minimizes the weighted sum of costs (time, distance) to all other nodes recipient of the service on the network. Solutions to this problem will generate the following useful information: the locations of the service facilities, their respective sizes, the set of communities each centre services, and the corresponding volume of service rendered. This problem is variously known as the unconstrained or uncapacitated locationallocation problem, or, alternatively, as the p median problem where p is the number of centres required. The utility of the p median problem in empirical planning situations is greatly enhanced by incorporating into the structure of the problem a variety of externalities which take the form of constraints whose imposition simulates more closely the conditions under which the provision of services are actually planned. Such constraints might embody any, some or all of the following forms:
(1) Restriction of the median search to a subset of m potential sites among all n nodes upon the network. This constraint allows large networks to be accommodated while simultaneously eliminating from further consideration all sites deemed undesirable for any a priori reason.
(2) Constraining certain locations, chosen on a priori grounds to be in the median solution. This restriction is almost always essential in practice; for some externality, whether political, social, or economic in nature will normally intrude to make necessary the presence of particular locations within the median set. Furthermore the planning goal of an organization most often requires the addition or deletion of centres to some system which already serves the network. Seldom is the opportunity presented to design a new system from the ground up. (3) The imposition of an upper bound on the permissible size of any plant at any of the feasible sites. Such a constraint may be necessary if it is judged that diseconomies of scale in plant operations set in beyond a certain size, or if the ancillary services in a community which are required to support the proposed facility place restrictions on the level of operation which can economically be maintained. Ideally, the plant size upper bounds in this capacitated problem should be variable from site to site. (4) Restriction of the maximum link distances over which a particular allocation may be made. The maximum distance (or time) parameter might itself be a variable quantity, predetermined on a priori grounds, changing from community to community, and dependent upon such factors as population distribution, accessibility, and other pertinent network characteristics. The imposition of a time/distance barrier implies the restriction that no location on the network should be greater than some maximum distance from its service centre. This particular externalit}' defines an equity constraint which may be an appropriate measure for examining problems pertaining to the location and provision of social and medical health facilities on a network at the macroscale. (5) For profit maximizing applications the incorporation of fixed and operating plant costs into the structure of the problem, so that the joint minimization of plant and transportation costs become the planning goal. In this alternative the number of required locations is not necessarily predetermined (although it may be), but more typically is generated as some optimal trade-off between more facilities on the network (lower transport but higher plant costs), and fewer established locations (with higher transportation costs but lower fixed and operating plant expenditures) due to scale economies. (6) Once the required location set is found, design an optimal scheduling sequence for bringing the facilities on line over some preset planning time horizon. This transforms a static location-allocation problem into one which is dynamic in form.
Imposition of some or all of these constraints transforms the basic p median problem into a useful planning tool with many practical applications in management and design of distribution systems, in warehouse siting, and in the location and provision of fire stations, health clinics, and other social services on a transportation network.
Many algorithms now exist to solve one or more variants of the location-aliocation problem. Early attempts focused on heuristic or approximating algorithms, and include well-known contributions by Kuehn and Hamburger (1963) , Cooper (1964; 1967) , Maranzana (1964 ), Feldman et al (1966 , Singer (1968) , Teitz and Bart (1968) , and Khumawala (1973) . One of the best known and most effective heuristics developed to date is the greedy interchange algorithm which combines elements of the add routine of the Keuhn-Hamburger algorithm perturbed by the interchange heuristic of Teitz and Bart (Cornuejols et al, 1977) . More recent work on this class of problems has concentrated on exact or optimizing algorithms reflecting both theoretical innovations in mathematical programming methods and advances in highspeed computing facilities which have become increasingly widespread over the last decade. Branch bound algorithms for these problems have been developed by Efroymson and Ray (1966) , Jarvinen et al (1972) , and Khumawala (1972) ; whereas ReVelle and Swain (1970) , Holmes et al (1972) , and Swain (1974) have utilized a linear programming approach. Recent advances in the theory of optimization using dual based Lagrangian relaxation methods (Erlenkotter, 1978; Cornuejols et al, 1977; Narula et al, 1977) have greatly extended the size of network problems for which optimal solutions can now be found. But there is still a need for studying heuristic approaches. Heuristic algorithms guarantee feasible (integer if not always optimal) solutions and provide starting upper bounds for optimizing algorithms. Moreover, because location-allocation problems can be shown to be part of a general class of combinatorial problems which are said to be NP complete (which implies that an efficient algorithm for optimally solving the problem in polynominal time may not exist), it appears that heuristic procedures may remain indefinitely as the only feasible option for solving very large scale location-allocation problems. Cornuejols et al (1977) discuss this point in greater detail.
In this paper a heuristic algorithm is described for solving the p median problem in the context of constraints 1 and 2. Extensive computational experience is reported on some well-known sets of test problems together with a comparative evaluation of some other solution procedures. Further extension of the algorithm to solve the distance constrained p median problem and other location-allocation problems with fixed and variable plant costs is currently underway.
Mathematical representation
The p median problem is a mathematical programming problem of the following form. 
where n is the number of communities on the network, m is the number (k+r) of fixed (constrained) and potential facility sites, k is a subset of the n network nodes containing the k indices, if any, of those locations fixed or constrained a priori to be in the solution vector, r is that subset (m -k) of the n network nodes which are potential facility sites, p is the number of facilities to be established, b{ is the demand (population) weight at the zth node or community, dtj is the shortest distance from the zth community to the /th fixed or potential facility site, and x tj equals 1 if community i is assigned to fixed or potential facility /, 0 otherwise.
In the above expressions, equation (1) defines the objective function; constraint (2) ensures that each nodal demand is fully satisfied; the first of constraints (3) For purposes of exposition in this paper it will be useful to rephrase the p median problem in terms of graph notation. Consider a connected graph G with n vertices labelled vt, i -1, ..., n, and k branches or links. Each link has a length >0 associated with it, this length being the distance from some Vf to some Vj. In addition, each node has attached to it a weight b { where bi > 0, and is the demand at v t . Designate any set of p nodes on G(x l9 ..., For each node v t let
that is, find for each node its minimum weighted distance to some member of the set X p . The required set of p nodes X p * on G is the p median of the network if, for every other possible set of X p on G, t w(vtX p ) > t W(J>,X;) .
/=i / = i
This description emphasizes the combinatorial nature of the problem.
A drop algorithm for solving the p median problem
The algorithm begins with all m possible locations in solution, and proceeds to reduce this set by a net loss of one on each iteration until only p vertices remain (figure 1). During each complete cycle (iteration) k (k > 1) vertices are dropped from solution, whereas k-\ vertices are brought back into the median vector. This approach differs from the simpler drop algorithms of Cooper (1964) and Feldman et al (1966) wherein a median, once eliminated from solution, never reappears at a later stage of computation. Cornuejols et al (1977) have demonstrated that these algorithms are 'not good' with relative worse-case errors much in excess of the tighter error bounds on the greedy interchange heuristic.
In beginning with all m potential locations in solution, S (the cost of serving the network) equals 0 if it is assumed, as is the convention, that each vertex is zero distance from itself. This assumption is easily relaxed. As m reduces towards p the value of S progressively increases. On each iteration the algorithm attempts to minimize the increment to this value. Reducing the net number of vertices by one on each cycle requires the elimination of at least one vertex from the current median set, and may involve bringing back into solution one or more of the vertices dropped on some previous iteration. This drop approach has a useful added advantage. On completion of each iteration the current median set, which lies within the range of m to p, can be redeemed with minimal extra effort. Hence, in deriving the solution for any fixed value of p the algorithm automatically generates all other location sets in the range from m -1, ra-2, ... to p+1 medians on the network. Furthermore on any iteration a considerable number of near optimal solutions for any value of p are generated during computation. All such information is useful for sensitivity analysis.
A description of the algorithm now follows:
Step 0-Initialization. On an n node network G let M be the set of all m potential locations. Let P be a set containing all the values of p for which a median solution is sought. Rank p (E P) in descending order. Define X p as the set of p medians for some p G P, and initialize X t (= M t ) for all i = 1, ..., m. Let G i9 i = 1, ..., m be the set of subgraphs on the network G whose medians Vk t9 i -1, ..., m are listed in the vector M. lfn>m assign each vertex Vj on G, Vj ^ M (1) to some G, -according to its minimum distance to some Vk t (^ M). Calculate S t = JLw(vjv ki ), Vj G G/, as the cost of serving each subgraph G t from the median v kt of G t for all / = 1, ..., m. Let Cj be the cost of supplying the subgraph G t from some potential median Vj (G G,-) and initialize C ; -(= Sj) for all / = 1, ..., m possible locations on G. Let S be the total m cost of supplying the network G, where S = .1 «SJ. Now consider each subgraph G t in turn and the incremental cost to S of eliminating G t from solution. This cost, initially, is calculated as the increase in S consequent upon assigning the k nodes Vj (E G t ) to their next nearest medians. Let these incremental costs be labelled A t , i = l,...,ra. Hence the A { for some G t is calculated as
where vl , vl are nearest and second nearest medians, respectively, for some Vj G G,-. Define K t as the set of k nodes Vf to be reassigned if subgraph G t is ehminated, and let I t [= {jlf}] and // [= {/^-}] be sets containing, respectively, and on a corresponding one to one basis, the origin and destination subgraph labels for all Vj G K t for subgraph G t . Initially, K t (= G f ) contains the k nodes in G z -, and jl t = i, j = 1,..., k, for some G, -over all z = 1,..., m subgraphs on G. The set J i9 for some G,-, contains the / labels of the subgraphs G ; -, j G M which reference the set of vl second nearest medians for the k nodes Vj (G K t ). Let x (= m) be the number of remaining subgraphs on G.
Input n nodal demands, distance matrix, and list of m potential median sites.
Determine initial cost increase for dropping each of the m subgraphs; set JC = m (step 0).
Drop subgraph which minimizes the incremental cost increase (step 1).
Reallocate nodes; compute median values; set x = x-l (steps 2-3). For drop 1 option, apply further perturbation (step 9).
Compute updated incremental cost increase consequent upon future subgraph elimination (steps 10-11).
Q empty? Figure 1 . Flowchart for drop algorithm.
(1) In these steps M = {M t }, X = {Xf}, X 1 = {Xf 1 } etc, that is, the sets comprising the components of vectors M, X, X 1 , etc.
Step 1 Find A r (= min^ 
Step 3 Recalculate S t as the minimum Cj value among the / potential medians in G t . That is, S t = min Cy for all i subgraphs, i G I r U J r , i ^ r. Record any median / e G { n M x changes corresponding to S t in the median vector X. Calculate S = . Z *%. Set x = x -1. If x = p for some p G P go to step 12.
Step 4 Define the neighbourhood set Q of the eliminated subgraph G r as follows.
Initialize Q as the set of all subgraphs Gj where / G I r U J r , and let Q 1 be an empty set. Next consider some set K t , and let v s be the kth node in K t , with / (= k Ii) and t ( = A:«^) the current origin and destination subgraph labels for v k pertaining to the future potential elimination of G t . If / G Q then augment the set Q 1 with t the label of subgraph G t if t ^ Q, and with z the label of subgraph G t if i ^ g. Similarly, if t G Q augment Q 1 first with /, the label of subgraph Gj if j $ Q, and then with /, the label of subgraph G t if i ^ Q. Repeat for all v s G K t over all sets K t , i = 1,..., x, i =t= r. Remove the label r from Q, and let Q = Q U Q 1 . The set Q contains the labels of all subgraphs Gj on G which satisfy one or more of the following criteria: any subgraph Gj which directly gained or lost a vertex as a result of the elimination of G r , and any other subgraph G, -currently set to receive from or lose a vertex to any of the Gj subgraphs directly perturbed by the dropping of G r . For all such subgraphs in Q the potential incremental increase to S consequent upon the possible future elimination of that subgraph, and as recorded in the vector A, must be updated or reconfirmed. Comment: This definition of neighbourhood sets minimizes the number of subgraphs involved in the updating process {steps 5-11), so that during the early and middle stages of computation, consideration of future nodal reallocations is localized to a small area on the graph leading to rapid convergence during these iterations. For each subgraph G t (G Q) complete steps 5-11 in sequence.
Step 5 Set C/ = C t for all i (= 1, ..., m) potential medians on G, and let Sj 1 = Sj for all remaining / = 1,..., x subgraphs on G. Let G/ contain the k nodes Vj (G G t ) for all i (= 1,..., x) subgraphs in solution. Set X 1 = X. Remove v ki the median of G/ from X 1 and let X 2 = X 1 . Define Q 1 as an empty set.
Step 6 Attempt the reassignment of each of the k nodes in G/ to some other subgraph on G such that the incremental increase to S is minimized. Consider the rth node v k (G G}). . If the set X 1 = X 2 go to step 9; otherwise go to step 8.
Step 8 Changes in the median vector X 1 may require further adjustments to subgraph membership to reach a stable minimum allocation. 2 is an empty set go to step 10, otherwise set Q 1 = Q 2 , and go back to step 7.
Step 10 Compute S 1 = . Z Sf. Set r = 0, and update the sets K { , I t , and J t as follows.
(a) Consider some vertex ^ on G. Let / label the subgraph Gf to which v k is presently assigned, and let t label the subgraph G} to which v k will be assigned following the future elimination of G t . If / = t (no reallocation) go to substep (c), otherwise if / =£ t (v k reallocated following steps 6-9) go to substep (b).
(b) Set r = r+ 1, and let r K t = v k , r I t = /, and r J t = t.
(c) Repeat substeps (a) and (b) for all v k E G.
Step 11 Update A t as S l -S. Eliminate G t from Q. If Q is empty go to step 1\ otherwise take the next G f G Q, and go to step 5. Comment: Execution of steps 5-11 updates A t the potential increase to S consequent upon the future elimination of subgraph G t . The sets K t , It, and J t contain all information pertaining to the nodal reallocations on G which will follow from the elimination of subgraph G t on some subsequent iteration. Further updates on G t are dependent upon the future inclusion of G t in Q.
Step 12 Xp (= X) defines the p median of the graph with S* (= S) as the solution, and a tight upper bound on the optimum. Print Xp the median solution for p, S*, all median values S i9 i = 1,..., p, and subgraph membership for all v k £ G t , i = 1,..., p. Remove p from P. If P is now an empty set STOP. Otherwise go back to step 1. Steps 1-12 define algorithm 1. For a faster version (algorithm 2) execute all steps except step (5(c), step 5(e), and step 9. The upper bound on algorithm 2 may be less tight or occasionally tighter for some values of p G P, where p is small relative to M. Forcing any k of the M potential locations into solution is readily accomplished by maintaining these vertices in the median solution vector X at all times following initialization in step 0.
A numerical example Consider the network in figure 2 and the associated problem of finding the 2, 3, and 5 median solutions to this graph. The weight or demand at each node is shown encircled beside each vertex. These weights are 3, 1, 0-5, 3, 2, 4, 5, 1, 3, and 2, respectively, for each node. At step 0 (initialization) each of the ten vertices is in solution, S = 0, and the incremental cost vector ,4 contains the values 3, 2, 0-5, 6, 2, 4, 5, 1, 3, and 2, respectively. The sets K t , l t , and G t (K t = I t = G t ) 9 i = 1, ..., 10, contain the vertices v i9 i = 1,..., 10, one per set in order. The sets J t , i -1,..., 10 contain the corresponding destination subgraph labels for each K t = I t = G f . These are respectively G 5 , G 4 , G s (or G 10 ) 9 .G 2 , G x (or G 7 ), G 8 , G s , G 3 (or G 6 ) , G 8 , and G 3 . As 0-5 is the smallest value in arrays, the associated subgraph G 3 is eliminated from the solution set at step 1 in iteration one. Vertex v 3 is now assigned to subgraph G 8 Figure 2 . Ten-node network problem.
(choosing the lower subgraph label in the event of a tie), and S = 0*5. The neighbourhood set Q of the eliminated subgraph G 3 contains subgraph labels G 6 ,G 8 ,G 9 , and G 10 . Consider the update of A 6 , the incremental increase to S consequent upon the future elimination of subgraph G 6 (vertex v 6 ). Vertex v 6 is transferred to subgraph G& (step 6) with v 6 replacing v 8 as the potential new median of G 8 . With this change in median for G£, vertex v 3 is reassigned to subgraph G\ 0 (step 8) . The set Q l contains the subgraph labels G 8 and G 10 , but no further reassignments are made in step 9 among the vertices in these subgraphs. This leads to A 6 = S 1 -S = 1 (step 11). The set K 6 is updated to include vertices v 6 and v 3 with I 6 containing the origin subgraph labels G 6 and G 8 and J 6 the destination subgraph labels G 8 and G 10 . Updating A s (reference G 8 ) leads to the same configuration and results as for G 6 , whereas A 9 is reconfirmed as 3, and A 10 is updated as 4. Beginning iteration two, subgraph G 6 is eliminated as^4 6 is the minimum value in A. Vertex v 3 is transferred to subgraph G 10 , and vertex v 6 to subgraph G 8 (step 2). The current median solution set contains the eight vertices v l9 v 2 , u 4 , v 5 , v 7 , v 6 , v 9 , and v 10 . The total cost of serving the network is now 1 -5 with S s = 1, S l0 = 0-5, S t = 0 for all other is (step 3). The set Q (step 4) associated with the eliminated subgraph G 6 contains the labels of subgraphs G 8 , G 9 , and G 10 . At the close of iteration two, A is updated to contain the values 3, 2, 6, 2, 5, 4, 6, and 4-5 with respect to the remaining subgraphs G t , G 2 , G 4 , G s , G-j, G s , G 9 , and G 10 . Iterations 3, 4, and 5 see the elimination of subgraphs G 2 , G 5 , and G 10 in turn. The median solution vector now contains the five vertices v x , v 4 , v 6 , v 7 , and v 9 which is the five-median solution to the graph with S x = 2, S 4 = 2, S& = 2, S 7 = 0, S 9 = 4, and S = 10. The subgraph sets are defined as G x (y x and v 5 ), G 4 (u 2 and u 4 ), G 7 (i7 7 ), G 8 (y 3 , y 6 , and v s ), and G 9 (y 9 and v 10 ). On iteration 6 subgraph G 8 is eliminated, vertices v 3 , i; 6 , and i; 8 are assigned to subgraph G 9 , and the median of subgraph G 9 changes from v 9 to v s . Iteration 7 sees the removal of subgraph G x , leaving nodes y 4 , v n , and u 8 as the medians of subgraphs G 4 , G 7 , and G 9 , which is the three-median solution to the graph, with S 4 = 2, 6* 7 = 8, and 5g = 11-5 and S = 21-5. Finally, on iteration 8 subgraph G 4 is eliminated and vertex v 5 becomes the new median of subgraph G 7 . The two-median solution to the graph is v 5 (the median of G 7 ) and v 8 (the median of G 9 ) with S 9 = 11 -5, S 7 = 18-0, and S = 29-5. The subgraph set of G 7 contains vertices v l9 v 2 , v 4 , v 5 , and v l9 whereas median v s services nodes v 3 , v 6 , v 8 , v 9 , and v 10 in the second remaining subgraph whose label is G 9 .
Computational results
Extensive computational tests were run on the thirty-three-city, fifty-seven-city, and hundred-city problems discussed by Cornuejols et al (1977) . These problems represent a good test for heuristic procedures as the nodal demands are all identical thereby ensuring numerous near optimal solutions for many values of p. Successive p medians were generated in the range from p = 2 to 26, 2 to 56 and 2 to 81 for the thirtythree-city, fifty-seven-city, and hundred-city problems, respectively. Results were computed initially for the drop 1 and drop 2 algorithms and for the greedy-interchange (G-I) heuristic. The greedy phase of the G-I algorithm was implemented by adapting the method described by Cornuejols et al (1977) for the related maximizing problem, whereas the interchange phase was programmed by means of the Teitz-Bart algorithm (1968) . For the thirty-three-city problem set, both drop algorithms found fourteen solutions better and none worse than the G-I heuristic. For the fifty-seven-city problem set algorithm drop 1 found thirty-four solutions better than the G-I heuristic and algorithm drop 2 thirty solutions. The G-I heuristic on the other hand gave better results on two out of fifty-five problems compared to drop 1, and ten compared to drop 2. In addition the drop 1 algorithm found ten solutions better than drop 2.
For the hundred-city problem set, lower bounds were found for sixty-three and sixty problems, respectively, for the drop 1 and drop 2 algorithms when compared to the G-I solutions. The G-I results were better for ten values of p relative to drop 1, and sixteen compared to drop 2. Significantly all cases in which the greedy interchange algorithm gave lower bounds than the drop heuristics occurred for p < 23. These results prompted a further investigation in which both drop algorithms were perturbed by the interchange heuristic which results in reduced bounds for six additional problems (drop 1 interchange) and seventeen problems (drop 2 interchange) with p < 23 and n = m = 100. Table 1 gives the results of a detailed pairwise comparative analysis of all five algorithms for the fifty-seven-city and hundred-city problem sets (the interchange perturbation did not improve the drop solutions for the thirty-threecity problem set). Each i, / element in tables l(a)-(c) indicates the number of lower bound solutions generated by algorithm / compared to algorithm / over the range of problems solved, so that, for example, in table 1(b) the drop 1 interchange algorithm found 65, 6, 26, and 11 solution bounds that were lower than those generated by the G-I, drop 1, drop 2, and drop 2 interchange algorithms, respectively, for the eighty problems solved. In table 2 are recorded solutions for selected values of p. Cornuejols et al (1977) have determined optimal solutions for twelve of the problems analyzed. The drop 1, drop 2, and G-I algorithms found 1, 6, and 8, respectively, and the drop 1 interchange and drop 2 interchange heuristics 10 and 9, respectively, of the 12 known optimal solutions. For all problems in which the G-I algorithm found lower bounds than any of the drop heuristics these improvements were always less than 1%.
Computationally the various drop heuristics outperformed the G-I algorithm over the range of most of the problems solved, particularly as p increased in size relative to to m (see table 3 ). Worst case timings reveal the drop 1 interchange algorithm to be slower (p = 2, n = 100, t = 4-219 seconds), and the drop 2 interchange algorithm to be faster (p = 5, n = 100, t = 1 -695 seconds) than the slowest G-I solution (p = 54, n = 100, t = 2-430 seconds). For the hundred-city problem with p > 25, the drop heuristics proved more efficient than the G-I routine for solving almost all the problems in this range. With n = m = 100 and p < 20, the add approach of the G-I algorithm was generally the fastest method, but not significantly so compared to most of the drop heuristics for the problems under study.
Conclusions
(1) Some heuristic algorithms, based on a drop approach, have been described for solving the p median problem. Extensive computational tests on a number of problem sets in the literature suggest that these algorithms are a useful addition to the growing number of heuristic methods for solving large scale location-allocation problems. Both computationally and in terms of the quality of the bounds obtained these methods appear particularly attractive for solving p median problems in which p is a significant fraction of m. For problems where p is small relative to m results obtained suggest that the best of these algorithms are at least as good as the greedy interchange heuristic.
(2) In solving for a given value of p the drop algorithms generate tight bounds on all other solutions of p within the range of m~l to p + l. A drop approach to the p median problem has its analogue in many clustering methods (for example, Ward, 1963) , which suggests that the methods described herein may offer a promising alternative for generating good solutions to hierarchical grouping problems.
(3) Further research will focus on the following areas: enhancement of the interchange heuristic and extension of these methods to solve distance constrained p median problems and location-allocation problems with fixed and variable plant costs.
