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For more general nonlinear term g, the paper shows the exact blow-up rate of the unique
solution ψ(t) to the singular boundary value problem
u′′(t) = b(t)g(u(t)), u(t) > 0, t > 0, u(0) = ∞, u(∞) = 0,
where b ∈ C1(0,∞), which is positive and non-decreasing on (0,∞) (may vanish at zero).
Our results are obtained in a more general setting to those in [S. Cano-Casanova, J. López-
Gómez, Existence, uniqueness and blow-up rate of large solutions for a canonical class of
one-dimensional problems on the half-line, J. Differential Equations 244 (12) (2008) 3180–
3203], where g(u) ∼= up (p > 1) for suﬃciently large u.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction and the main results
Consider the exact blow-up rate of the unique solution ψ(t) at zero to the singular boundary value problem
u′′(t) = b(t)g(u(t)), u(t) > 0, t > 0, u(0) = ∞, u(∞) = 0, (1.1)
where b satisﬁes
(b1) b ∈ C1(0,∞), which is positive and non-decreasing on (0,∞);
and g satisﬁes
(g1) g ∈ C1[0,∞), g(0) = g′(0) = 0, g is increasing on [0,∞);
(g2)
∫ 1
0
dν
g(ν) = ∞;
(g3) lims→∞ sg
′(s)
g(s) = p > 1.
The problem arises in the study of boundary blow-up elliptic problems (see [1–5] and the references therein).
In [1], S. Cano-Casanova, J. López-Gómez derived the following results (Theorem 1.1):
Suppose b satisﬁes
(B1) b ∈ C[0,∞) is positive and non-decreasing on (0,∞);
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(G1) the Keller–Osserman condition
∞∫
a
ds√
G(s)
< ∞, a > 0, G(s) =
s∫
0
g(τ )dτ , s 0.
Then problem (1.1) possesses a unique positive solution ψ . Further, suppose g satisﬁes
(G2) g∗(u) = g(u)/u, is non-decreasing on (0,∞);
(G3) for some p > 1,
c0 := lim
t→∞
g(t)
t p
∈ (0,∞),
and b satisﬁes
(BG2) b0 := lim
t→0+
F (t)F ′′(t)
[F ′(t)]2 ∈ (0,∞)
is well deﬁned for some R > 0, where F (t) stands for the function
F (t) =
R∫
t
ds
A(s)
, A(t) =
( t∫
0
(
b(τ )
)1/(p+1)
dτ
)(p+1)/(p−1)
, t ∈ (0, R].
Then
lim
t→0+
ψ(t)
F (t)
= b−p/(p−1)0
(
p + 1
p − 1
)(p+1)/(p−1)
c−1/(p−1)0 . (1.2)
Our approach relies on Karamata regular variation theory, which was ﬁrst introduced and established by Karamata
in 1930 and is a basic tool in stochastic process, see [6–8].
Deﬁnition 1.1. A positive measurable function g deﬁned on [a,∞), for some a > 0, is called regularly varying at inﬁnity with
index ρ , written g ∈ RVρ , if for each ξ > 0 and some ρ ∈R,
lim
s→∞
g(ξ s)
g(s)
= ξρ . (1.3)
In particular, when ρ = 0, g is called slowly varying at inﬁnity.
Clearly, if g ∈ RVρ , then L(s) := g(s)/sρ is slowly varying at inﬁnity.
Some basic examples of slowly varying functions at inﬁnity are
(i) every measurable function on [a,∞) which has a positive limit at inﬁnity;
(ii) (ln s)β and (ln(ln s))β , β ∈R;
(iii) e(ln s)
p
, p < 1.
We also see that a positive measurable function f deﬁned on (0,a) for some a > 0, is regularly varying at zero with
index σ (write f ∈ RVZσ ) if t → f (1/t) belongs to RV−σ .
Proposition 1.1 (Uniform convergence theorem). If g ∈ RVρ , then (1.3) holds locally uniformly on (0,∞). If ρ < 0, then uniform con-
vergence holds on intervals of the form (a1,∞) with a1 > 0. If ρ > 0, then uniform convergence holds on intervals (0,a1] provided g
is bounded on (0,a1] for all a1 > 0.
Proposition 1.2 (Representation theorem). A function L is slowly varying at inﬁnity if and only if it may be written in the form
L(s) = ϕ(s)exp
( s∫
a1
y(τ )
τ
dτ
)
, s a1, (1.4)
for some a1  a, where the functions ϕ and y are measurable and for s → ∞, y(s) → 0 and ϕ(s) → c0 , with c0 > 0.
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Lˆ(s) = c0 exp
( s∫
a1
y(τ )
τ
dτ
)
, s a1, (1.5)
is normalised slowly varying at inﬁnity and
g(s) = c0sρ Lˆ(s), s a1, (1.6)
is normalised regularly varying at inﬁnity with index ρ (and write g ∈ NRVρ ).
Similarly, f is called normalised regularly varying at zero with index ρ , written f ∈ NRVZρ if t → f (1/t) belongs to
NRV−ρ .
A function g ∈ NRVρ if and only if
g ∈ C1[a1,∞), for some a1 > 0 and lim
s→∞
sg′(s)
g(s)
= ρ. (1.7)
Proposition 1.3. If functions L, L1 are slowly varying at inﬁnity, then
(i) Lσ for every σ ∈ R, c1L + c2L1 (c1  0, c2  0 with c1 + c2 > 0), L ◦ L1 (if L1(t) → +∞ as t → +∞), are also slowly varying
at inﬁnity.
(ii) For every θ > 0 and t → +∞,
tθ L(t) → +∞, t−θ L(t) → 0.
(iii) For ρ ∈R and t → +∞, ln(L(t))/ ln t → 0 and ln(tρ L(t))/ ln t → ρ .
Proposition 1.4 (Asymptotic behaviour). If a function H is slowly varying at zero, then for a > 0 and t → 0+ ,
(i)
∫ t
0 s
βH(s)ds ∼= (β + 1)−1t1+βH(t), for β > −1;
(ii)
∫ a
t s
βH(s)ds ∼= (−β − 1)−1t1+βH(t), for β < −1.
Proposition 1.5 (Asymptotic behaviour). If a function L is slowly varying at inﬁnity, then for a 0 and t → ∞,
(i)
∫ t
a s
β L(s)ds ∼= (β + 1)−1t1+β L(t), for β > −1;
(ii)
∫∞
t s
β L(s)ds ∼= (−β − 1)−1t1+β L(t), for β < −1.
Now let us introduce another class of functions to be used in the following.
Let Λ denote the set of all positive and non-decreasing functions k ∈ C1(0, δ0) (δ0 > 0) which satisfy
lim
t→0+
d
dt
(
K (t)
k(t)
)
=: Ck ∈ [0,∞), K (t) =
t∫
0
k(s)ds. (1.8)
We note that for each k ∈ Λ,
lim
t→0+
K (t)
k(t)
= 0, Ck ∈ [0,1] (1.9)
and
lim
t→0+
K (t)k′(t)
k2(t)
= 1− lim
t→0+
d
dt
(
K (t)
k(t)
)
= 1− Ck. (1.10)
The set Λ was ﬁrst introduced by Cîrstea and Raˇdulescu [2].
Some basic examples of functions in Λ are
(i) k ≡ C0 > 0, K (t) = C0t , Ck = 1;
(ii) k(t) = tσ/2, σ > 0, where Ck = 2/(2+ σ);
(iii) k(t) = 1/(− ln t)σ , σ > 0, where Ck = 1;
(iv) k(t) = tσ /ln(1+ t−1), σ > 0, where Ck = 1/(1+ σ);
(v) k(t) = e−t−σ , σ > 0, Ck = 0;
(vi) k(t) = e−et−σ , σ > 0, Ck = 0;
(vii) k(t) = e−(− ln t)σ , σ > 1, Ck = 0.
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Inspired by the idea of Cano-Casanova and López-Gómez [1], in this paper we construct new comparison functions and
derive blow-up rate of the unique solution ψ(t) at zero to problem (1.1) for more general g .
Our main results are summarized in the following.
Theorem 1.1. Let g satisfy (g1)–(g3), b satisfy (b1). If b satisﬁes
(b2) k :=
√
b ∈ Λ,
then for the unique solution ψ ∈ C2(0,∞) of problem (1.1)
lim
t→0+
ψ(t)
φ(K 2(t))
=
(
2(Ck(p − 1) + 2)
p − 1
)1/(p−1)
. (1.11)
Moreover, φ ∈ NRVZ−1/(p−1) and −φ′ = g ◦ φ ∈ NRVZ−p/(p−1) , where
K (t) =
t∫
0
√
b(s)ds (1.12)
and φ is uniquely determined by the problem
∞∫
φ(t)
dν
g(ν)
= t, t > 0. (1.13)
Corollary 1.1.When g(u) = up with p > 1,
lim
t→0+
ψ(t)
(
K (t)
)2/(p−1) = (2((p − 1)Ck + 2)
(p − 1)2
)1/(p−1)
. (1.14)
Corollary 1.2.When b(t) = tσ with σ > 0 in Corollary 1.1,
ψ(t) =
(
(2+ σ)(p + σ + 1)
(p − 1)2
)1/(p−1)
t−(2+σ)/(p−1)
is the exact solution to problem (1.1).
Remark 1.1. (g1) implies (g2).
The outline of this paper is as follows. In Section 2 we prove Theorem 1.1. Some basic examples are given in Section 3.
Finally in Appendix A we analyze the conditions on b in [1].
2. Proof of Theorem 1.1
In this section we prove Theorem 1.1.
First we need some preliminary considerations.
Lemma 2.1. If g satisﬁes (g1)–(g3), then
(i) g satisﬁes the Keller–Osserman condition and
∞∫
a
dν
g(ν)
< ∞, ∀a > 0;
(ii) lim
s→+∞ g
′(s)
∞∫
s
dν
g(ν)
= p
p − 1
and
lim
s→+∞
g(s)
∫∞
s
dν
g(ν)
s
= 1
p − 1 .
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g ∈ NRVp, p > 1. (2.1)
Then, there exist a1 > 0 and a function Lˆ which is normalised slowly varying at inﬁnity such that
g(s) = c0sp Lˆ(s), s a1. (2.2)
(i) For arbitrary ρ ∈ (1, p), it follows by Proposition 1.3(ii) and the l’Hospital’s rule that
lim
s→∞
G(s)
sρ+1
= lim
s→∞
g(s)
(ρ + 1)sρ =
c0
ρ + 1 lims→∞ s
p−ρ Lˆ(s) = +∞.
Thus there exists S0 > 0 such that
g(s) > sρ and G(s) > sρ+1, ∀s S0,
i.e.,
1
g(s)
<
1
sρ
and
1√
G(s)
<
1
s(ρ+1)/2
, ∀s S0,
and the results follow.
(ii) By (g3) and Proposition 1.5(ii), we see that
lim
s→+∞ g
′(s)
∞∫
s
dν
g(ν)
= lim
s→+∞
sg′(s)
g(s)
lim
s→+∞ s
−1g(s)
∞∫
s
dν
c0ν p Lˆ(ν)
= p lim
s→+∞ s
p−1 Lˆ(s)(p − 1)−1s1−p(Lˆ(s))−1 = p
p − 1 .
It follows by the l’Hospital’s rule that
lim
s→+∞
g(s)
∫∞
s
dν
g(ν)
s
= lim
s→+∞ g
′(s)
∞∫
s
dν
g(ν)
− 1 = 1
p − 1 . 
Lemma 2.2. If g satisﬁes (g1)–(g3), then
(i) −φ′(t) = g(φ(t)), φ(t) > 0, t > 0, φ(0) = +∞, φ(∞) = 0 and φ′′(t) = g(φ(t))g′(φ(t)), t > 0;
(ii) −φ′ = g ◦ φ ∈ NRVZ−p/(p−1) and φ ∈ NRVZ−1/(p−1);
(iii) for ξ1, ξ2 ∈ (0,∞),
lim
t→0+
φ(ξ1t)
φ(ξ2t)
=
(
ξ2
ξ1
)1/(p−1)
.
Proof. By the deﬁnition of φ and a direct calculation, we can show (i).
(ii) By Lemma 2.1, we have
− lim
t→0+
tφ′′(t)
φ′(t)
= lim
t→0+
tg′
(
φ(t)
)= lim
s→+∞ g
′(s)
∞∫
s
dν
g(ν)
= p
p − 1 , (2.3)
and
lim
t→0+
tφ′(t)
φ(t)
= − lim
t→0+
tg(φ(t))
φ(t)
= − lim
t→0+
g(φ(t))
∫∞
φ(t)
dν
g(ν)
φ(t)
= − lim
s→+∞
g(s)
∫∞
s
dν
g(ν)
s
= − 1
p − 1 ,
i.e., −φ′ = g ◦ φ ∈ NRVZ−p/(p−1) and φ ∈ NRVZ−1/(p−1) and (iii) follows. 
Lemma 2.3. Under the assumptions on Theorem 1.1, there are δ ∈ (0, δ0) and 0 < ς0 < λ0 such that for every ς ∈ (0, ς0] and
λ ∈ [λ0,∞), u¯(t) = λφ(K 2(t)) and u(t) = ςφ(K 2(t)) are a supersolution and a subsolution, respectively, of the problem
u′′ = b(t)g(u), u(t) > 0, t > 0, u(0) = ∞, u(δ) = ψ(δ), (2.4)
where ψ denotes the unique solution of problem (1.1).
Proof. Let
Υ0(t) = 2K 2(t)g′
(
φ
(
K 2(t)
))− 1− k′(t)K (t)
2
, t ∈ (0, δ0),
k (t)
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Υ1(t) = g(ξφ(K
2(t)))
g(φ(K 2(t)))
, t ∈ (0, δ0), ∀ξ > 0.
We see by (1.10), (2.1), (2.3) and Proposition 1.1 that
lim
t→0+
Υ0(t) = θ0 := 2+ Ck(p − 1)
p − 1
and
lim
t→0+
Υ1(t) = ξ p
which is uniform convergence on intervals (0,a1] for all a1 > 0 and ξ ∈ (0,a1]. Thus for each m ∈ (0,1), M ∈ (1,∞) and
ξ > 0 there exists δ ∈ (0, δ0) such that
mθ0 < Υ0(t) < Mθ0, ∀t ∈ (0, δ)
and
mξ p < Υ1(t) < Mξ
p, ∀t ∈ (0, δ).
Let λ and ς be positive constants satisfying
λ λ0 := max
{
ψ(δ)
φ(K 2(δ))
,
(
2Mθ0
m
)1/(p−1)}
,
ς  ς0 := min
{
ψ(δ)
φ(K 2(δ))
,
(
2mθ0
M
)1/(p−1)}
.
By a direct computation, we have
u¯′′  b(t)g(u¯), t ∈ (0, δ), u¯(0) = ∞, u¯(δ)ψ(δ),
and
u′′  b(t)g(u), t ∈ (0, δ), u(0) = ∞, u(δ)ψ(δ),
i.e., u¯ is a supersolution and u is a subsolution to the problem (2.4). 
Proof of Theorem 1.1. By Lemmas 2.2 and 2.3, the same proof of Theorems 4.2 and 5.1 in [1], we can obtain
u(t)ψ(t) u¯(t), t ∈ (0, δ]
and
lim
t→0+
ψ(t)
φ(K 2(t))
=
(
2(Ck(p − 1) + 2)
p − 1
)1/(p−1)
.
Here we omit the proof. 
3. Some basic examples
In this section we give some basic examples.
The following result shows that φ is stable.
Lemma 3.1. Let g1 and g2 be positive continuous on (0,∞) and g1 ∈ RV1+ρ with ρ > 0. If
lim
t→∞
g1(t)
g2(t)
= 1 and
∞∫
ϕ1(t)
ds
g1(s)
= t =
∞∫
ϕ2(t)
ds
g2(s)
, ∀t > 0,
then
lim
t→0+
ϕ1(t)
ϕ2(t)
= 1.
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∞∫
t
ds
g1(s)
< ∞, ∀t > 0. (3.1)
We also see that g2 ∈ RV1+ρ and for any given small ε > 0, there exists t1 > 0 such that
g1
(
(1+ ε)s)> (1+ ε)ρ/2+1g1(s), g2(s) < (1+ ε)ρ/2g1(s), ∀s > φ2(t), ∀t ∈ (0, t1).
It follows that, for t ∈ (0, t1),
∞∫
ϕ1(t)
ds
g1(s)
=
∞∫
ϕ2(t)
ds
g2(s)
>
∞∫
ϕ2(t)
ds
(1+ ε)ρ/2g1(s) >
∞∫
ϕ2(t)
(1+ ε)ds
g1((1+ ε)s) =
∞∫
(1+ε)ϕ2(t)
dν
g1(ν)
.
This implies that
ϕ1(t) < (1+ ε)ϕ2(t), t ∈ (0, t1).
Similarly we can show that there exists t2 > 0 such that
ϕ2(t) < (1+ ε)ϕ1(t), t ∈ (0, t2).
Therefore
lim
t→0+
ϕ1(t)
ϕ2(t)
= 1.
The proof is ﬁnished. 
Example 3.1. g(s) = sp g1(s), s > S0 > 1, p > 1, g1 ∈ C1[S0,∞),
pg1(s) + sg′1(s) > 0, ∀s > S0; lims→+∞ g1(s) = 1,
φ(t) ∼= ((p − 1)t)−1/(p−1) as t → 0+.
Example 3.2. g(s) = sp + g2(s), s > S0 > 1, p > 1, g2 ∈ C1[S0,∞),
psp−1 + g′2(s) > 0, ∀s > S0; lims→+∞
g2(s)
sp
= 0,
φ(t) ∼= ((p − 1)t)−1/(p−1) as t → 0+.
Example 3.3. g(s) = spe(ln s)q , p > 1, q < 1, q = 0, s > S0 > 1,
ln
((
φ(t)
)p
e(ln(φ(t)))
q )∼ p
p − 1 (− ln t) as t → 0
+,
p ln
(
φ(t)
)+ (ln(φ(t)))q ∼ p
p − 1 (− ln t) as t → 0
+.
Since q < 1, we see that
ln
(
φ(t)
)∼ ln(t−1/(p−1)) as t → 0+.
Example 3.4. g(s) = sp(ln s)q , p > 1, q ∈R, q = 0, s > S0 > 1,
ln
((
φ(t)
)p(
ln
(
φ(t)
))q)∼ p
p − 1 (− ln t) as t → 0
+,
p ln
(
φ(t)
)+ q ln(ln(φ(t)))∼ p
p − 1 (− ln t) as t → 0
+;
ln
(
φ(t)
)∼ ln(t−1/(p−1)) as t → 0+.
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Finally we analyze the conditions on b in [1].
We need the following theorem [7, p. 17].
Karamata’s Theorem.
(i) If ρ −1, then g ∈ RVρ implies
∫ t
0 g(s)ds ∈ RVρ+1 and
lim
t→∞
tg(t)∫ t
0 g(s)ds
= ρ + 1. (A.1)
If ρ < −1 (or if ρ = −1 and ∫∞t g(s)ds < ∞), then g ∈ RVρ implies ∫∞t g(s)ds ∈ RVρ+1 and
lim
t→∞
tg(t)∫∞
t g(s)ds
= −ρ − 1. (A.2)
(ii) If g satisﬁes
lim
t→∞
tg(t)∫ t
0 g(s)ds
= p ∈ (0,∞), (A.3)
then g ∈ RVp−1 .
If
∫∞
t g(s)ds < ∞ and
lim
t→∞
tg(t)∫∞
t g(s)ds
= p, (A.4)
then g ∈ RV−p−1 .
We note that if b satisﬁes (B1), then
(i) (BG2) holds with b0 > 1 if and only if
b ∈ NRVZμ, μ := p + 1− 2b0
b0 − 1 .
Moreover, when b ∈ C1(0,∞), (BG2) holds with b0 > 1 if and only if
lim
s→+∞
sb′(s)
b(s)
= μ or b ∈ NRVZμ. (A.5)
(ii) When (BG2) holds,
b0 ∈
[
1, (p + 1)/2]. (A.6)
In fact, we see by (3.8) in [1] that
lim
t→0+
A(t)
R∫
t
dν
A(ν)
= 0. (A.7)
By a direct calculation, we see that (BG2) is the following one:
lim
t→0+
A′(t)
R∫
t
dν
A(ν)
= b0. (A.8)
It follows by the l’Hospital’s rule that
lim
s→0+
A(s)
sA′(s)
= lim
s→0+
A(s)
∫ R
s
dν
A(ν)
sA′(s)
∫ R
s
dν
A(ν)
= 1
b0
lim
s→0+
A(s)
∫ R
s
dν
A(ν)
s
= 1
b0
(
lim
s→0+
A′(s)
∞∫
s
dν
A(ν)
− 1
)
= b0 − 1
b0
,
i.e., A ∈ NRVZb0/(b0−1) for b0 > 1.
By the deﬁnition of A and a direct calculation, we see that
lim+
∫ s
0 (b(ν))
1/(p+1) dν
1/(p+1) =
p + 1
lim+
A(s)
′ = μ1 :=
(b0 − 1)(p + 1)
, (A.9)s→0 s(b(s)) p − 1 s→0 sA (s) b0(p − 1)
Z. Zhang et al. / J. Math. Anal. Appl. 348 (2008) 797–805 805combining with Karamata’s Theorem (ii), when b0 > 1, b1/(p+1) ∈ NRVZ(μ−11 −1) , i.e.,
b ∈ NRVZ
(μ−11 −1)(p+1)=μ.
Moreover, when b ∈ C1(0,∞), since
lim
s→0+
A(s) = A′(s) = 0,
we see by the deﬁnition of A, l’Hospital’s rule and a direct calculation that
b0 = lim
s→0+
A′(s)
R∫
s
dν
A(ν)
= lim
s→0+
(A′(s))2
A(s)A′′(s)
= lim
s→0+
(p + 1)2
(
2(p + 1) + (p − 1) sb
′(s)
b(s)
∫ s
0 (b(ν))
1/(p+1) dν
s(b(s))1/(p+1)
)−1
= lim
s→0+
(p + 1)2
(
2(p + 1) + (b0 − 1)(p + 1)
b0
sb′(s)
b(s)
)−1
.
Thus
lim
s→0+
sb′(s)
b(s)
= μ.
(ii) Let
T (t) = A′(t)
R∫
t
ds
A(s)
, ∀t ∈ (0, R].
Integrating T (s) from 0 to t and integrating by parts, we obtain by (A.7) that
t∫
0
T (s)ds = A(t)
t∫
0
ds
A(s)
+ t, ∀t ∈ (0, R].
Since A(t) > 0, ∀t ∈ (0, R], we see that∫ t
0 T (s)ds
t
 1, ∀t ∈ (0, R].
It follows from the l’Hospital’s rule that
lim
t→0+
∫ t
0 T (s)ds
t
= lim
t→0+
T (t) = b0  1.
On the other hand, when b > 1, since b satisﬁes (B1), (A.5) implies
p + 1 2b0.
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