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For nonlinear continuous optimization, however, gradient dynamical models have been widely used. Despite the guarantee of convergence and optimality, they are known to have inadequacy in global optimization due to the trap into local optima or saddle points. Therefore, improved techniques for overcoming the weakness have been proposed including the inertia-introduced modified dynamics or the search with multi-trajectories.
On the other hand, this paper proposes a global optimization method based on thoroughly searching for equilibrium points of gradient-based dynamical systems. Note the difference in that the gradient dynamics is slightly modified nor multibody search is applied. Our proposing method is possible due to the linkage between equilibrium points of nonlinear systems and the outstanding properties of gradient dynamics. The linkage appeared in the context means that there exist orbits connecting from each stable equilibrium point to unstable ones, or a type of orbits called "heteroclinic orbit", starting from a saddle point into its unstable eigendirection to another ones. Besides, the properties of gradient dynamics are advantageous in that Jacobian at any point is always symmetric and its eigenvalues are all real-valued, which enable us to classify equilibrium points in a simplified manner.
As the essence of this study, a general form of computational procedure for efficiently finding equilibrium points of nonlinear dynamical system based on the use of trajectories initiating from already known points with their eigendirections is provided. The notion of inverting the flow of the concerned system so as to find its unstable equilibrium points is also introduced in the procedure. Then, optimization is realized by incorporating the procedure into gradient-based models for obtaining various local optima as their stable equilibrium points. In fact, the global optimizer is found among A demonstration for the application of our proposing method to unconstrained optimization is shown in Fig.1 . The problem is described by
whose structure is shown in the figure (a). Fig.1 (b) shows the result of equilibrium points search in an appropriate gradient system. Generated trajectories by using the eigendirection at each equilibrium points seem to go on the ridge or valley and directly reach another equilibrium point from the figure. The global optimizer is truly found among stable equilibrium points. In the paper, the application of our proposing method to constrained optimization is also discussed. It is made possible by the use of suitable gradient dynamics with consideration of constraints and the slight modification of the procedure. We could also certify the efficiency of such a method through several types of numerical simulations for solving constrained optimization problems. 
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