Abstract. In this paper, we study the dynamics of a smooth multimodal interval map f with non-flat critical points and all periodic points hyperbolic repelling. Assuming that |(f n ) (f (c))| → ∞ as n → ∞ holds for all critical points c, we show that f satisfies the so-called backward contracting property with an arbitrarily large constant, and that f has an invariant probability µ which is absolutely continuous with respect to the Lebesgue measure and the density of µ belongs to L p for all p < max /( max − 1), where max denotes the maximal critical order of f . In the appendix, we prove that various growth conditions on the derivatives along the critical orbits imply stronger backward contraction.
Introduction
The concept of absolutely continuous invariant measures plays an important role in studying the chaotic behavior of non-uniformly hyperbolic dynamical systems. In the area of interval dynamics, various conditions have been shown to guarantee the existence of an invariant probability which is absolutely continuous with respect to Lebesgue measure (acip). In [M] , it was proved that an acip exists for an S-multimodal map without periodic attractors or recurrent critical points. In [CE] , it was proved that an S-unimodal map f satisfying the following condition (the Collet-Eckmann condition) has an acip: (CE) lim inf
where c denotes the critical point of f . In [NS2] , the following summability condition (the Nowicki-van Strien condition) was shown to imply the existence of an acip for an S-unimodal map:
where is the order of the critical point. Moreover, it was proved that the density of the acip with respect to Lebesgue measure belongs to L p for all p < /( − 1). (Note that this regularity is the best possible since the density is never L
/( −1)
.) Later on, this result was extended to the multimodal setting in [BS] . In [BSS] , we found that for S-unimodal maps, these conditions are far too restrictive for the existence of an acip. In fact, there exists a constant C > 0 depending on the critical order such that Here, as usual, by saying that f is of class C 3 with non-flat critical points, we mean that f is C 1 everywhere and satisfies the following:
• f is C We shall use A to denote the class of all C 3 interval maps with non-flat critical points and with all periodic points hyperbolic repelling.
In order to state a more precise version of our main theorem, we need to introduce more notation. For a fixed positive integer N and a positive number max > 1, denote by A(N, max ) the collection of all maps f ∈ A having exactly N critical points, and for which the maximum of the orders of the critical points is max . For K > 0 denote by A(N, max , K) the class of all maps f ∈ A(N, max ) for which the following holds:
We shall actually prove the following Main Theorem', which clearly implies the Main Theorem.
Main Theorem'. Given a positive integer N , real numbers max > 1 and
, where m denotes the Lebesgue measure.
The result of the density is new even in the unimodal setting. We note that the proof in this paper is quite different from and significantly simpler than that of [BSS] . In fact, the proof follows much closer the proof in [NS2] but is simpler; the main reason for this is that we use here the notion of nice intervals which significantly simplifies the proof of formula (8) compared to the corresponding inductive statement in [NS2] .
It is probably difficult to improve these results. It is not possible to give a topological condition equivalent to the existence of acip since the last property is not a topological invariant, not even a quasisymmetric invariant, see [B1] . Moreover, although no invariant density needs to exist if |Df n (f (c))| remains small [BKNS] , lim inf n→+∞ |Df n (f (c))| = 0 does not rule out the existence of acip [B2] .
Clearly, the condition ( * ) is a C 1 invariant in the unimodal case, i.e., if for a given K two unimodal maps f, g ∈ A are C 1 conjugate, and f satisfies ( * ), then so does g. However, for multimodal maps, this is not the case. So our Main Theorem' applies to a slightly more general case, i.e., it holds for maps g ∈ A which is C 1 conjugate to a map f satisfying the requirements in the Main Theorem'.
To prove the Main Theorem', we shall use the following terminology, which was first introduced in [R] . Let CV = CV (f ) = f (Crit(f )) be the set of critical values of f . We say that f satisfies the backward contracting property with constant r (BC(r) in short) if the following holds: there exists ε 0 > 0 such that for each ε < ε 0 , and any component W of f
We say that f satisfies BC(∞) if it satisfies BC(r) for all r > 1. Clearly, for any r > 1, the property BC(r) implies that f has no critical relation, i.e., no critical point is mapped into the critical set under forward iteration.
The proof of the Main Theorem' breaks into the following two propositions.
it satisfies the property BC(r).
We shall provide two proofs of this proposition. The first one is given in Sect. 2 as a consequence of Lemma 2 and Proposition 4. The second one is given in the appendix, see Theorem 1. The reason that K depends only on f through N and max , is that all constants related to f (such as those related to non-flatness) vanish when looking at sufficiently small scales. 
It follows from the inequality (3) that any weak limit µ of
is an acip of f . By the argument above Theorem A in [NS2] , the density of µ with respect to m is in L p , where p → max /( max − 1) as κ → 1.
The proof of Proposition 2 is given in Sect. 3 and 4.
In the Appendix we state and prove a result which is somewhat related to the proof of Proposition 1. It shows that various growth conditions of the derivatives along the critical orbits implies stronger backward contraction.
Remark. If f is unimodal, then the acip is ergodic and unique. A general multimodal interval map may have more than one acips. For a map satisfying BC(r) for a large r, the estimate provided by Proposition 2 rules out the existence of Cantor attractors. Thus any compact forward invariant set of positive measure contains a cycle of periodic intervals [SV] , each supporting an acip.
Notation. Unless otherwise stated, X = [0, 1] and f : X → X is a map in the class A. We will assume, without loss of generality, that f (∂X) ⊂ ∂X and that f (x) = 0 for x ∈ ∂X.
If J is an interval and λ > 0, we use λJ to denote the concentric open interval which has length λ|J|. We say that J is λ-well inside another interval I or that I contains the λ-scaled neighborhood of J, if I ⊃ (1+2λ)J.
Real bounds
We shall use the following result throughout our analysis. 
Proof. If f has negative Schwarzian derivative, then so does f s |T . In this case, it is well-known that the statements hold with 0.9 being replaced by 1 (and without the assumption that f s (T ) has a small length), see for example [MS] . For the general case, we first note that |f s (T )| small implies that |T | is small as well since f has no wandering interval, see [MS] . Then we apply a theorem of Graczyk and Sands [GS] which states that any f ∈ A is realanalytically conjugate to a map with negative Schwarzian derivative.
Remark. An alternative to prove the proposition -again for maps f without negative Schwarzian derivative -is by using Theorem C of [SV] .
The order of the chain is defined to be the number of j's with 0 ≤ j < s and such that G j contains a critical point.
For each critical point c and ε > 0, letB ε (c) be the connected component of f
Note that provided that ε is small enough, 
Proof. We may assume that ρ ∈ (0, 1). Consider the chains {G j } s j=0 and
Claim. Provided that ε is small enough and that K is large enough, we have
In fact, since f
: G s 1 +1 → G s is a diffeomorphism with |G s | small, it follows from the One-sided Koebe Principle (Proposition 3 (ii)) that for each x ∈ H s 1 +1 , we have (5) |Df
where C is a universal constant. Provided that ε is small enough, we have
by the hypothesis. Moreover, by non-flatness of the critical points, we have
where C 1 = 1/2 c . This, equation (5) and the mean value theorem imply : G 1 → G s is a diffeomorphism. By the Macroscopic Koebe Principle (Proposition 3 (iii)), we obtain that G 1 contains the 1-scaled neighborhood of J 1 . Since
Proof of Proposition 1. Combine Lemma 2 and Proposition 4. 
Nice sets. An open set
Proof. The proof follows from the following argument due to Rivera-Letelier, see Lemma 6.2 in [R] . 
Since f satisfies BC(2) and Z has distance ε to f (c), it follows that |f (Z)| < ε and Z ⊂B 2ε (c). This completes the induction step. 
Proof. By Proposition 5, there exists a puzzle neighborhood W of Crit(f ) such thatB
For each c ∈ Crit(f ), let V c be the union ofB ε (c) and all return domains of W which intersectsB ε (c). Clearly, V = c V c is a puzzle neighborhood of Crit(f ) and moreover, for each x ∈ ∂V and k ≥ 1, f k (x) ∈ W . Provided r is large enough, each component of V is deep inside a component of W . It follows that each return domain of V is deep inside V , see for example Theorem B(2) in [SV] .
If I is an interval which contains a critical point and J (with J ∩ Crit = ∅) is a unicritical pull back of I then we say that J is a child of I. So there exists c ∈ Crit(f ), s ≥ 1 (called the transition time from J to I) and an intervalJ f (c) such that 
is contained in a return domain of I, hence λ-well inside I. By the Koebe Principle, it follows that each T i+1 is λ 1 -well inside T i , where λ 1 → ∞ as λ → ∞. The conclusion follows.
Pull back of intervals
The goal of this section is to prove the following:
Proposition 6. For κ ∈ (0, 1), N ∈ N and max > 1, there exists r > 1 such that if f ∈ A(N, max ) satisfies BC(r), then there exists a neighborhood U of Crit(f ) such that for any interval A ⊂ U and any n ≥ 0, the following holds:
where M is a constant depending on f .
Let r be a large constant, and assume that f satisfies BC(r). By Lemma 3, there exist λ = λ(r, max ) and ε 0 = ε 0 (f ) > 0 small such that for any ε < ε 0 there exists a λ-nice puzzle neighborhood of Crit(f ) which lies in-betweenB ε andB 2ε . Moreover, λ → ∞ as r → ∞.
For each n ≥ 0 and δ > 0, define
Lemma 5. Let I be a λ-nice interval such thatB ε (c) ⊂ I ⊂B 2ε (c), where c ∈ Crit(f ) and ε < ε 0 , and let A be an interval such that
Then for all n ≥ 1,
where N = #Crit(f ) and C > 0, ρ ∈ (0, 1) are constants depending only on r and max . Moreover, ρ → 0 as r → ∞ (for a fixed max ).
Proof. Let J 0 be the collection of all components J of f By the Koebe Principle, for all J ∈ J 0 , we have
where C is a constant depending only on max .
For each J ∈ J 1 , there exist n 1 = n 1 (J) ∈ {0, 1, . . . , n − 1} and an interval J ⊃ f n−n 1 (J) such that J has a common endpoint with f n−n 1 (J) and such that J is a child of I.
Claim. There exists a constant C > 0 depending only on max such that for any J ∈ J 1 , and each component
In fact, by definition of a child, there existsJ ⊃ f (J ) such that f n 1 −1 maps J diffeomorphically onto I. By the One-sided Koebe Principle, there exists a constant C such that
Since A ⊂ I ⊂B 2ε (c), and A ⊂B ε/r 1 (c), we have
Since A ⊂B ε/2 (c), I ⊃B ε (c) and since f n 1 (J ) contains a component of I \ A, |f n 1 (J )|/|I| is bounded away from zero. Inequality (10) follows by redefining the constant C.
For any child P of I, let s(P ) be the transition time from P to I and let J 1 (P ) be the collection of all elements J ∈ J 1 with J = P . Clearly,
(A) ∩ P has at most two components, applying (10) we obtain that (11)
For each c ∈ Crit(f ), let
be all the children of I which contain c . By the BC(r) property, /r) is close to zero. By (11),
Combining this with (9), we obtain inequality (8).
Proof of Proposition 6. Fix κ ∈ (0, 1) and write α = κ/ max . Let
Assume that r is so large that
where C is as in Lemma 5. We shall prove by induction on n that the following inequality (12) holds:
The case n = 0 is trivial. So assume that the inequality holds for all n < n 0 . To show that inequality (12) is true for n = n 0 , we shall prove by induction on m the following:
The choice of M clearly guaranteed that inequality (13) holds for m = 0. Assuming that the inequality holds for all m less than some positive integer m 0 , let us prove it for m = m 0 .
Let A ⊂B ε 0 /r 1 be an open interval with |f A| ≤ ε 0 /2 m 0 . We need to show that (14) |f
Let ε ∈ (0, ε 0 ) be minimal such that A ⊂B ε/r 1 (c) for some c ∈ Crit(f ). Let I c be a λ-nice interval such that
Then by Lemma 5, we have
The second term in the right hand side is bounded from above by
provided that ρ is small enough. If I ⊂B ε 0 /r 1 , then by the induction hypothesis,
. The same estimate holds in the case I ⊃B ε 0 /r 1 by the choice of M since |f
This completes the proof of inequality (13), hence the induction step in (12) and the proposition.
Invariant measure and the density
In this section we prove Proposition 2. So let f be a multimodal interval map as in the proposition.
The strategy of the proof of (3) is to use the Minimum Principle (Proposition 3 (i)) to relate the size of the preimage of a general set to the size of preimages of intervals "at the end of branches", see Lemma 6 below. This corresponds to the "sliding argument" used in [NS2] .
Take κ 1 ∈ (κ, 1). Assume that f satisfies BC(r) for a large r. Then by Proposition 6, there exists ε 0 > 0 (small) such that for any interval Q ⊂B ε 0 and any n ≥ 0,
We say that a sequence of open intervals
The order of the quasi-chain is defined to be the number of i ∈ {0, 1, . . . , s − 1} such that G i contains a critical point. We say that such a quasi-chain is λ-admissible if 
(J) is defined, and letG i be the component of f 
where M 0 is as in (15).
Proof. Let us label the set CV 
It suffices to prove that for each k, the following holds:
where in the last step we used (15). This proves (17), and hence completes the proof of the lemma.
Applied to the case c = {c}, c ∈ Crit(f ), the lemma gives
Lemma 7. There is σ > 0 depending only on r, such that σ → 0 as r → +∞, and such that for each c = c 0 c 1 . . . c m and k = k 0 k 1 . . . k m the following hold:
and M 0 is as in (15).
Proof. The first item is clear. The second follows from Lemma 4, and
For the third item, notice that by item (i), the left hand side of the inequality does not exceed |f
So the inequality follows from the item (ii) of this lemma by (15).
Lemma 8. Provided that r is large enough, the following holds: for any Borel set A ⊂ V and any n ≥ 1,
Proof. Pick D 0 to be the maximal integer such that
where ρ = |f A| and N = #Crit(f ). For any m ≥ 1 and D ≥ 1, let 
where σ 2 = (N + 1)σ 1 and M 1 is as in Lemma 7. Thus
Provided that r is large enough, σ 2 is close to 0 so that
for anyD ≥ 1 and where τ is so that τ (κ 1 − κ) = κ. This and (19) imply
Since ρ = |f A| we get therefore
where M 2 is a constant.
On the other hand, by (16), we have
where in the last inequality we used (19) again. Combining with (18), these estimates imply the lemma.
Proof of Proposition 2. Fix κ ∈ (0, 1). Assume that f satisfies BC(r) for a large r. We want to show that there exists M > 0 such that inequality (3) holds for any Borel set A and any n ≥ 0.
By Lemma 8, there exists a neighborhood V of Crit(f ) such that the inequality holds when A ⊂ V .
The general case follows by Mãné's theorem, which asserts that f |(X \ V ) is uniformly expanding, i.e., there exists C > 0 and γ ∈ (0, 1) such that for any
. It follows that for any Borel set A and m ≥ 1,
has length C 1 γ m 1 |A|, where C 1 > 0 and γ 1 ∈ (0, 1) are constants. Set Q n = A n and for 0 ≤ m < n, set
By the argument in the previous paragraph,
where the third inequality follows by Lemma 8, and M > 0 and γ 2 ∈ (0, 1) are constants. Inequality (3) follows by redefining M .
Appendix: Growth of derivatives and backward contraction
Let f : X → X be a map in the class A, i.e., f is C 3 with non-flat critical points and all periodic points hyperbolic repelling. Let CV = CV (f ) = f (Crit(f )). Given δ > δ > 0 we will say that f is (δ, δ )-backward contracting if for every critical point c of f , every n ≥ 1, and every connected
For a given constant r > 1, the map f satisfies the backward contracting property with constant r, as defined in the introduction, if for every δ > 0 sufficiently small the map f is (δ, δr)-backward contracting. Given δ 0 > 0 and a function r : (0, δ 0 ) → (1, +∞), we will say that f is backward contracting with growth function r, if for every δ ∈ (0, δ 0 ) sufficiently small the map f is (δ, δr(δ))-backward contracting.
The purpose of this appendix is to prove the prove the following result. (c,v) . Notice that when ξ i (v, c) is close to v, the integer k i (v, c) is large.
Let η 0 = η 0 (f ) > 0 be sufficiently small. Then for any η ∈ (0, η 0 ), we have
and for x ∈B η 0 (c),
Lemma 9. There is a constant C > 0 only depending on max such that the following property holds. For δ > 0 small put Proof. Consider a critical point c ∈ Crit, an integer n ≥ 0 and z ∈ f −n (c). Given δ > 0 small and 0 < r ≤ η 0 /δ, put U 0 =B δr (c) and consider the successive pull-backs U 0 , U 1 , . . . , U n , such that U k contains f n−k (z). Let us suppose that for some k = 0, . . . , n the set U k contains a critical value v ∈ CV , and let k be minimal with this property. Note that the restriction of f
Then for a constant C 1 > 0 only depending on f , we have by the One-sided Koebe Principle,
There is thus a constant C 1 > 0 depending only on c such that, if δ is such that δr is sufficiently small, then
By hypothesis dist(ξ, v) ≥ δ, so if we take the constant C in the definition of ρ equal to C 1 , then we haveB δρ(δ) (c) ⊂ U 0 and for each k = 0, . . . , n the set U k is disjoint from CV . Proof. We will choose the constant C 0 > 0 below. Given c ∈ Crit and δ > 0 small, consider successive pull-backs U 0 =B δr 0 (δ) (c), U 1 , . . . U k , such that U k ∩ B δ (CV ) = ∅. Since for every δ > 0 small we have r 0 (δ) ≥ 2, arguing by induction, it is enough to consider the case when for every i = 0, . . . , k − 1 we have U i ∩ B δ (CV ) = ∅.
For each i = 0, . . . , k let U i and U i be the corresponding pull-backs of B 10 max δr 0 (δ) (c) andB 31 max δr 0 (δ) (c) respectively, so that U i ⊂ U i ⊂ U i . Since by definition 31 max r 0 (δ) ≤ ρ(δ), the previous lemma implies that f k : U k → U 0 is a diffeomorphism. Observe that U 0 contains a 1-scaled neighborhood of U 0 and that U 0 contains a 4-scaled neighborhood of U 0 . In particular, the Koebe Principle implies that the distortion of f k on U k is bounded by 5. Case 1. U k is disjoint from CV . Since U 0 contains a 4-scaled neighborhood of U 0 , it follows from the Macroscopic Koebe Principle (Proposition 3 (iv)) that U k contains a 1-scaled neighborhood of U k . Since U k ∩ B δ (CV ) = ∅ and U k ∩ CV = ∅, it follows that |U k | < δ.
Case 2. There is v ∈ U k ∩ CV . Then there is i ≥ 1 such that k = k i (v, c) and ξ = ξ i (v, c) ∈ U k is the unique k-th preimage of c in U k . Then we must have that ξ ∈ B (v, δ) ; otherwise Lemma 9 would imply that U k ∩ CV = ∅.
Suppose by contradiction that |U k | ≥ δ. Then, if δ > 0 is such that δr 0 (δ) is small, then we have
So, for a constant C 2 > 0 depending only on max , we have
Since dist(ξ, v) < δ, letting C 0 = C 2 we obtain a contradiction.
Proof of Theorem 1. Part 1 is a direct consequence of Lemmas 9 and 10. (v,c) . Therefore there is C 2 > 0 and γ ∈ (0, 1) such that,
|(f
Choose µ ∈ (0, 1) and note that, if , where α = min(µ, γ(1 − µ)).
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