In this paper we consider some asymptotic aspects related to the pro le of a reactive solute, which is injected from a well (radius > 0) into a three-dimensional porous medium. We present a convergence result for # 0 as well as the large time behaviour. Regarding the latter we show that the solute pro le evolves in a self-similar way towards a stationary distribution and we give an estimate for the rate of the convergence. This paper 
Introduction
Suppose a homogeneous and saturated porous medium occupies the region = fx 2 R 3 : jxj > g:
Here denotes the radius of an injection well, which induces a radially symmetric ow in . At a certain instance (t = 0), a reactive solute at tracer concentration is added to the uid in the well and subsequently carried into the porous medium. Within the medium, the solute interacts with the porous matrix by means of equilibrium adsorption.
Following van 
(1:4)
Here F = q u ? ru denotes the solute ux, q = jxj 2 e r the induced ow eld, and > 0 the Peclet number of the problem, which combines the e ects of ow rate and dispersion. In (1.3), u e denotes the solute concentration in the injection well and e r is the unit vector in radial direction. The adsorption mechanism is accounted for by the nonlinear term = (u). Generally it takes the form (u) = u + (u); (1.4) where is called the adsorption isotherm (see for instance van In a two-dimensional setting, Problem P was previously considered by van In 5] it was demonstrated that this solution describes the largetime behaviour for general two-dimensional radially symmetric solutions of (1.2{1.3) and rates of convergence were given. The existence of self-similar solutions in two dimensions requires the well injection rate to be constant in time. In three spatial dimensions self-similar solutions still exist but require the injection rate and therefore to grow as p t. From a practical point of view this is an unsatisfactory setup and the main goal of this paper is to investigate the large-time behaviour of solutions under a constant injection rate. We do this in the framework of a contamination event (see also 5]), i.e. assuming that far away from the well no solute (contaminant) is present.
Two natural questions arise form Problem P : the behaviour as # 0 and as t ! 1. Since in 5] the authors were only concerned with radially symmetric solutions, their proofs of the limiting behaviour as # 0 and as t ! 1 follow essentially along the same lines. This is due to the scale invariance of the equation and the boundary condition. In this paper the proofs are quite di erent and are treated separately.
We rst consider the behaviour as # 0. Taking the formal limit in the combination (1.2{1.3) yields the equation
where x=0 denotes the Dirac distribution at the origin. Thus the boundary condition at the well appears as a source term in the equation. We refer to (1.5), together with the initial condition u( ; 0) = u 0 ( ) in R 3 (1.6) as Problem P or (P).
Regarding the initial conditions (1.4) and (1.6), we take (1.4) as the restriction of (1.6) to , and assume Later, when we consider the large-time behaviour, we will add some additional hypotheses, essentially expressing that (u) behaves as u p (0 < p 1) near u = 0 + . Since equation (1.2) is scale invariant, we may set = 1 after rede ning := = . By rede ning (u) := (u e u)=u e we may also set u e = 1.
Our rst theorem makes the stabilization as # 0 precise.
Theorem A Let (H u0 ) and (H 1{2) be satis ed. Further, let u be the unique weak solution of (P ).
Then u ! u as ! 0; uniformly in compact subsets of (R 3 n f0g) R + ;
where u is a weak solution of Problem P:
The de nition of weak solutions as well as the proof of Theorem A are given in Section 2.
Next we consider the large-time behaviour. We expect that di erent small well radii ( ) lead to the same large-time behaviour. This was shown rigorously 5] for the two-dimensional case. With this in mind we consider only the large-time behaviour for Problem P and for technical reasons we limit ourselves to radially symmetric solutions. Before we state the convergence result, we provide some motivation.
The radial form of equation (1.5) is:
(u) t + 1 ? 2r r 2 u r ? u rr = 0 in 0 < r < 1; t > 0;
and, as shown in Proposition 2.4, its solutions satisfy the boundary condition u(0; t) = 1 for all t > 0:
The initial condition takes the form u(r; 0) = u 0 (r) for 0 < r < 1:
(1.9) Equation (1.7) admits a nontrivial stationary solution w = w(r), satisfying w(0) = 1 and w(1) = 0.
It is given by w(r) = 1 ? e ?1=r ; (1.10) and under the conditions of Theorem B below the solution u converges to this stationary state.
The appearance of (1.10) is quite di erent from the two-dimensional case. There the only bounded To obtain the convergence (1.11), we study the large-behaviour of (1.12). In particular we need to select the exponent so that the appropriated terms in (1.12) balance as ! 1. To nd the appropriate balance, we observe that for xed > 0, ! 1 implies r ! 1. Since u(r; t) ! 0 as r ! 1, the behaviour of near 0 is critical. Let us assume (s) s p (0 < p 1) as s # 0:
(1.14)
Using this and w(r) ! 1=r, as r ! 1, we nd that the second and third term in (1.13) balance if and only if = 1=(3 ? p). The function f is the unique solution of (S) 2?p p (f) + f = 0 for 0 < < 1;
f(0) = 1; f(1) = 0: Figure 1 shows the limit function r 7 ! w(r)f(r= p t) for di erent t; in the case p = 1. In this scaled metric the solutions u and fw converge. In the unscaled (original) metric the distance increases without bound. 
We de ne a subsolution (supersolution) by (i) and (ii) with the equality replaced by ( ). For the proof of equivalence between generalized and weak solutions we refer to 2]. Proposition 2.2 Let u 1 and u 2 be generalized sub-and supersolutions with initial data u 1 0 and u 2 0 respectively. Then for any t 2 0; T], we have In (2.8), we take a sequence f n g that converges pointwise to sgn( + ). We then let ! 0 to obtain the result; the convergence of the term R E ;m t (u 1 ? u 2 )! dxdt follows from the L 1 -bound (Prop. 2.1) and (H 2).
Existence for (P )
Now we use solutions of a regularized problem to prove the existence of solutions for (P ). Let n := 1=n and introduce the approximations fu 0n g and fu ne g, u 0n 2 C 1 (R 3 ); with ku 0n k L 1 ku 0 k L 1 + n ; u 0n # u 0 uniformly on compact subsets of ; u 0n (x) = n for n ? 1 jxj n; ru 0n (x) e r = 0 at jxj = and u ne (x; t) := 1 ? (1 ? u 0n (x))e ?nt for jxj = and 0 t T:
Then consider the regularized version of (P ),
F e r = u ne q e r at jxj = ; t > 0; u = n at jxj = n; t > 0;
u(x; 0) = u 0n (x) in n :
Let u n 2 C 1 (E ;n T ) \ C 2+ ;1+ =2 (E ;n T ); be the unique solution of (P n ) (see 8], Theorem 7.4), which satis es n u n (x; t) maxfku 0 k L 1 ; 1g + n ;
and Z E ;n T jru n j 2 dxdt M; (2.9) where M is independent of n and (see 11], Theorem 4).
With the above estimates, we are ready to prove the existence for (P ).
Proof. Proof for all 1=m t 1 t 2 T and x 2 m +1=m . By a standard argument we combine estimates (2.9), (2.10), and (2.11), to conclude the existence of a solution of (P ).
Weak solutions of Problem P and proof of Theorem A
We now turn to Problem P. Let E T = R 3 (0; T). The existence of a weak solution of (P) is a consequence of Theorem A. Uniqueness holds in the class of solutions of (P) that are obtained as limits of solutions of (P ); since the comparison principle (Proposition 2.2) carries over to the limit. However, due to the singularity of q at the origin, uniqueness in the class of all solutions of (P) remains an open question.
We have the following properties of the weak solution of (P ). is dense in the set of all such with respect to the norm
3. Asymptotic Behaviour for a solution of (P)
Preliminaries
To study the long-term behaviour we consider an extension to Problem P:
Here G 2 L 1 (0; T; L 1 (R 3 )).
The notion of weak solutions of (P 0 ) follows along the same lines as above. For (P 0 ) we can state a comparison principle: Proposition 3.1 Let u 1 be a subsolution and u 2 a supersolution of (P 0 ) with data u 1 0 , G 1 To prepare the proof of Theorem B we derive some relevant properties of the solutions of (S).
Proposition 3.2 Let f be a solution of (S) and consider the set P f = f > 0 j f( ) > 0g. Then (i) f 2 C 1 (P f );
(ii) f 0 < 0, f 00 > 0 on P f ; 
