Deterministic inventory theory provides streamlined optimization models that attempt to capture tradeoffs in managing the flow of goods through a supply chain. We will consider a well-studied inventory model, called the one-warehouse muhi-retailer problem (OWMR), and give the first approximation algorithm with constant performance guarantee; more specifically, we give a 2.398-approximation algorithm. Our results are based on an LP-rounding approach, and hence not only provide good algorithmic results, but show strong integrality gaps for these linear programs. Furthermore, we extend this result to obtain a constant performance guarantee for a capacitated variant of this model.
Introduction
Deterministic inventory theory provides streamlined optimization models that attempt to capture tradeoffs in managing the flow of goods through a supply chain. We will consider a well-studied inventory model, called the onewarehouse multi-retailer problem (OWMR) , and give the first approximation algorithm with a constant perlbrmance guarantee.
As the name suggests, in this model there is one warehouse that orders a particular commodity from a supplier, in order to serve demand at N distinct retailers. We consider a discrete finite planning horizon of T periods, and are given the demand da required for each retailer i = 1,..., N in each time period t = 1, ..., T. There are two types of costs incurred: ordering costs (to model that there are fixed costs incurred each time the warehouse replenishes its supply on hand from the supplier, as well as the analogous cost for each retailer to be stocked from the warehouse) and holding costs (to model the fact that maintaining inventory, at both the warehouse and the retail store, incurs a cost). The aim of the model is to provide an optimization framework to balance the fact that ordering too frequently is inefficient for ordering costs, whereas ordering too rarely incurs excessive holding costs.
The details of this model are as follows. At the beginning of each period s, each retailer i can place an order for any number of units from the warehouse, to replenish its on-hand inventory. The order is assumed to arrive instantaneously (this is without loss of generality), and can be used to satisfy demand in period s, or in subsequent periods. Any such order placed by retailer i incurs afixed ordering cost If i, that is independent of the size of the order. However, all orders placed by the different retailers in each period s must be satisfied only from the on-hand inventory at the warehouse in that period. So in turn, at the beginning of each period r the warehouse can place an order for any number of units from a supplier. This order is again assumed to arrive instantaneously, and can be used to satisfy retailers orders in period r, or in subsequent periods. Any such order of the warehouse incurs afixed ordering cost/so, which also is independent of the size of the order. All demands must be satisfied on time, i.e., any unit that is used by retailer i to satisfy its demand in period t, da, must be ordered by the warehouse from the supplier in some period r, and then by retailer i from the warehouse in some period s, where r < s < t. (In the inventory literature, these assumptions are usually referred to as "neither back orders nor lost sales are allowed".) Throughout the paper, we will use [r, sJ (r < s) to denote a pair of warehouse and retailer orders in periods r and s, respectively.
The one-warehouse multi-retailer problem is a generalization of several classical inventory models, such as the single-item lot-sizing problem (in which there is, in effect, only one retailer and the warehouse holding and ordering costs are 0) and the joint replenishment problem (JRP) (where, in effect, the holding cost at the warehouse is enormous, and hence each unit of demand can be assumed to be satisfied by an order Is, s J). The general OWMR model has been studied extensively, and plays a fundamental role in broader planning issues, such as the management of supply chains.
Recently, Levi, Roundy and Shmoys [10, I1] have provided a general primal-dual algorithmic framework that solves the single-item lot-sizing problem, and provides a 2-approximation for the JRP and assembly problem (which is yet another basic inventory model). Our new LP-rounding algorithms, when specialized to the JRP, are based on the linear program used in [ 10, 1 i] . However, the more complex cost structure of holding inventory in two different "levels" appears to be an impediment in extending the earlier primaldual approach to the OWMR problem.
The standard models for holding cost make two natural linearity assumptions: (1) that the cost is proportional to the number of units of the commodity held, and (2) that there is cost associated with holding from period t to t ÷ 1, which is then additive over the period held. Analogous to [10, 11] , we introduce a more general cost structure that while maintaining (1), relaxes (2) in a way that preserves the most useful properties of an optimal solution (as well as of an optimal solution to the natural LP relaxation), but captures much more general phenomena, such as the notion of perishable goods (where the holding cost becomes infinite, when the good is held too long). Once again, capturing the right generalization is more subtle here, due to the nature of the interaction between the two levels, and this is outlined in Section 2; we introduce, in essence, a holding cost h~ associated with ordering one unit of the demand at retailer i for period t according to the pair rr, sJ which is assumed to satisfy certain natural monotonicity properties. Our main result is a 2.398-approximation algorithm for this general model, where the aim is to satisfy all demand at minimum total cost. We will first present an easier 3-approximation algorithm, and then show'a refined algorithm that yields a 2.8-approximation. Finally we show how this algorithm combined with randomization (and derandomization) techniques yield the claimed performance guarantee. Even for the special case of OWMR in which the holding costs are linear in both the quantity held and the length of time, no previous constant performance guarantee was known. In the special case in which OWMR reduces to the joint replenishment problem, our algorithm nearly matches the known bound of 2 [ 10] .
Arkin, Joneja and Roundy [1] have showed that OWMR is NP-hard even for the special case of the JRP, where the warehouse serves only as a cross-docking point (i.e., no inventory is ever held at the warehouse). Federgrun and Tzur [6] have proposed an interesting heuristic based on dynamic programming. However, for the theoretical analysis of the worst-case performance of their algorithm, they have assumed that the cost parameters and the demands are bounded by uniform constants. Chan, Muriel, Shen, Shimchi-Levi and Teo [4] have considered a variant of OWMR, in which the ordering costs are piecewise-linear functions, and the holding cost is linear and additive. They considered the class of zero-inventory ordering (ZIO) policies, in which the warehouse and retailers order if and only if their current on hand inventory is 0. They established the effectiveness of these policies, showing that the cost of the optimal ZIO policy is at most ~ times the cost of the optimal policy. In [4] and in a subsequent paper by Shen, Simchi-Levi and Teo [13] , they have proposed an integer program to find the optimal ZIO policy, which is NP-hard. Next they have developed heuristics to round the optimal solution of the LP relaxation to get an approximation algorithm for finding the best ZIO policy. However, the performance guarantee of their algorithm is O(log(N + T)).
For the problem we consider in this paper, it is well known that ZIO policies are optimal. We propose a natural integer program to find the optimal policy, which is different from the one proposed in [4] and [13] . We first solve the LP relaxation to optimality, and then introduce techniques to round this optimal fractional solution to a feasible solution for the OWMR problem, which can be proven to be near optimal. Our techniques are similar in spirit to those used for the metric facility location problem. If one thinks of orders as facilities and demands as customers, then deterministic inventory models can be viewed as special facility location problems. Nevertheless, the inventory models we consider are significantly different, since the holding cost structure, which plays the role of the assignment costs, is asymmetric and does not obey the triangle inequality. These are both essential assumptions in all of the existing approximation algorithms for the metric facility location problem. It is interesting that the additional structure of these inventory problems is sufficient to extend some of these techniques.
We also consider two important extensions of the model above. In many applications, the ordering cost corresponds to transportation cost. Usually, this cost is based on vehicles with a given capacity. We model this using soft capacities. Now we can order in batches each of capacity U, where for each batch we order (in a given period), we incur an additional fixed cost. We allow different batch capacities for the warehouse and the retailers, and then show how to extend the algorithms developed for the OWMR problem to work in this more general model. Here we are using ideas and techniques that were introduced by Jain and Vazirani in their seminal paper on the t~tcility location problem [7] . In addition, we show how to extend the approximation algorithms to work in the case with time-dependent warehouse ordering cost parameters (i.e., K0,. for each r = 1,..., T).
The holding cost structure
In most of the existing literature, the holding cost is modeled in the following way. For each period t, the warehouse and each retailer have a per unit cost h~ > 0 (i = 0, 1,..., N) to hold one unit in inventory from period t to period t + 1.
The holding cost incurred at the end of each period is a linear function of the on-hand inventory at the end of the period.
We model the holding cost in the following more general way. Consider a demand point (i, t) and a pair of potential orders It, s J, where again r is the period in which the unit was ordered by the warehouse from the supplier, and s is the period in which it was ordered by retailer i from the warehouse (7" < s < t). For each (i, t) and It, s], we let h~t~ be the cost of holding one unit in the warehouse location over [7", s) , then sending it to retailer i (in period s), and holding it at the premises of retailer i over Is, t). We assume that the holding cost parameters obey the following properties: Property 1: Non-negativity. The parameters h.~ts are assumed to be non-negative. Property 2: Monotonicity with respect to r. For each demand point (i, t) and fixed retailer order in period s (s _< t), we assume that h~.~ is non-increasing in r c [1, s]. Property 3: Monotonicity with respect to s. Here we assume that each of the retailers has exactly one of the following properties. For each fixed warehouse order in period r (r < t), h~t~ is either non-increasing in s E It, t] for each t > 7", or it is non-decreasing in s C [r, t] for each t > r. We partition the retailers into two sets accordingly. Let Ij be the set of retailers i with hits non-decreasing in s and call them Jretailers, and let Iw be the rest of the retailers and call them W-retailers. It is straightforward to see that in an optimal policy, the warehouse does not hold inventory of J-retailers. Instead, in each period in which the warehouse orders some amount of units for J-retailers, it is cheapest to distribute the complete amount immediately to these retailers. Moreover, the joint replenishment problem is the special case where all of the retailers are J-retailers. We note that the partition of the retailers into these two types is a standard assumption in the literature, which is also realistic for most real-lilb problems. Property 4: Dominance of r-Monotonicity. We relate the monotonicity in r and s defined above. We assume that for each demand point (i, t) the function f(r) := min, c[~,t ] hits is non-increasing in r E [1, t]. This together with properties it 2 and 3 above implies that h~.tr _< hr, < for each retailer i, demand point (i, t) and # < r < t (regardless of whether i is a J-retailer or a W-retailer). Property 5: Monge Property. For each demand point (i, t) with i C Iw and any four periods r2 < rl ~ s2 < it hit Sl _< t, the inequality, h itr2,sl + hitr~,s2 --> hr2,s2 + rl,Sl is satisfied. The main implication of this property is that all the warehouse's orders that supply retailer i are non-crossing.
One can easily verify that all of the above properties are satisfied under the traditional setting of holding cost. Of course, the way we model the holding cost is much more general. In particular, it enables us to capture other very important phenomena, such as perishable commodities, where then the parameter h~rt; can be equal to infinity. In addition, we can incorporate per unit ordering costs into the holding cost as long as we preserve the above mentioned properties.
A Linear Program
In this section we will first present a natural formulation of the OWMR problem as an integer program. In the sections to come, we will show how to round the optimal solution of this LP to a feasible solution for the OWMR problem, while increasing the cost by only a small constant factor.
The formulation is based on the well-known fact that there exists an optimal solution to the OWMR problem in which each demand dit is satisfied from a unique pair of orders Fr, sJ, where again r _< s < t. By this we mean that the warehouse orders the entire demand dit in some period 7" _< t, and keeps it in inventory over the time interval [r, s) (r < s < t). Then in period s, the entire demand dit is ordered from the warehouse by retailer i and is kept in inventory (at the retailer's premises) until time t. We define it H it := hrsdit to be the total cost of providing the demand r8 dit from the pair of orders V s,rj. This gives rise to the following LP formulation: (3.4) xrs, y~ _> 0, Vi, r, s, t : r < s < t.
it (for r < s < t)indicates whether The variable x~s _ _ demand point (i,t) (i.e., demand du) was provided from the pair of orders in periods r (warehouse) and s (retailer i). The variable y~ (for each i = 1, .., N) indicates whether retailer i placed an order in period s. Finally, the variable y~ indicates whether the warehouse placed an order in period r. Constraint (3.1) ensures that each positive demand point (i, t) is satisfied from some pair of warehouse-retailer orders in periods Ir, sJ, no later than period t. Constraint (3.2) ensures that no demand dit can be satisfied by a retailer order in period s < t (and some warehouse order in period r < s), unless retailer i indeed has placed an order in period s. Lastly, constraint (3.3) ensures that no demand point dit can be satisfied by a warehouse order in period r (and some retailer order r < s < t), unless the warehouse has placed an order in period r. It is straightforward to see that the integer program above provides a correct formulation to the OWMR problem. Hence, the LP-relaxation provides a lower bound on the cost of any feasible solution to the OWMR problem. For the rest of this paper we let (2,9) and optLe be the optimal solution and the value of (P) respectively. The dual (D) of the above linear program is:
Similarly, (b, [, ~) and optLp will denote the optimal solution and the value of (D) respectively.
We note that for the retailers in I j, it suffices to consider only the variables x~.t~, with r = s. To see this, consider any solution to OWMR, and focus on a retailer order in some period s of some i E 1a. Let r < s be the time period of the latest warehouse order over the time interval [1, s]. Without loss of generality, we assume that all the units ordered by retailer i in period s were ordered by the warehouse in period r (otherwise we can decrease the cost of the solution). Now if r < s, we can shift the retailer order in s back in time to r, achieving a feasible solution with at most the same cost (since h~t, is assumed to be non-decreasing in s). Hence, for the retailers i E 1j, we can adapt accordingly the constraints (3.1), (3.2) and (3.3) in (P), as well as the constraint (3.5) in (D). In particular, for each i E 1a and some period s, the modified constraints (3.2) and (3.3) imply that'ysi < Ys-° Next we discuss several structural properties of the optimal solution (~, 9) that will be used throughout the rest of this paper.
Structural Properties of the Optimal Solution of (P)
The Greedy Usage Property. Given a feasible solution to (P), we define an open fractional order of the warehouse or some retailer i to be a period s with 9s ° > 0 or 9~ > 0, respectively. We note that the monotonicity of h and the optimality of (~, 9) imply that for any fixed sequence of open fractional orders of retailer i, each positive demand point (i, t) can be assumed to use them in a greedy manner. More specifically, consider an open fractional order of retailer i in period s', i.e., 9s/, > 0. Then tbr each demand point (i, t), such that ~8~[s',t] ~)~ < 1 (where clearly, t > s'), we know that the order of retailer i in period s' is fully used by (i, t), i.e., ~.a ^i ~E[a,s'l x~8' = Ys'. The Monge Property. Recall the Monge property of the holding cost, i.e., Property 5 of h in Section 2. We say that a feasible solution (x,y) to (P) satisfies the Monge it property, ifxr8 > O (r _< s _< t) implies that x~,ait = 0 for any rf, gj such that f < r and .~ > s. Without loss of generality, we will assume that (g:, 9) (the optimal solution of (P)) satisfies the Monge property. We note that given the Monge property on the holding cost, any feasible solution to (P) can be converted in polynomial-time to one that satisfies the Monge property and has no greater cost. However, we will not need to actually find such a solution, and will only use the fact of its existence in the analysis of the algorithm.
Using the two properties above and the properties of the holding cost parameters, one can also prove the following structural property of (.~, 9) (we omit the proof due lack of space).
LEMMA 3. I. For each i, t' < t, and r' _< s ~ _< t', we have
Xrs.
Count, Shift and Round -A 2.8-Approximation Algorithm
In this section, we will show how to round the optimal solution of (P), (.+,y), to get a feasible solution to the OWMR problem with cost at most 2.8 times the optimal cost. Our rounding procedure runs in two phases. In the first phase we determine the warehouse orders, using a simple mechanism that we call count and round. In the second phase, we use the output of the first rounding phase to determine the orders of each retailer. This phase is done separately for each retailer. Count and round. In this phase we determine the orders of the warehouse. Using the optimal solution to (P), we try to balance between the warehouse ordering cost incurred and our wish to guarantee that each demand point can be served from a pair of orders that is relatively "close" in time. We start the first phase at period I, look for the earliest period for which the accumulated fractional warehouse orders in (.~, 9) exceed 1, and call this period r*, that is, r* := min{r _> 1 : ~,-'E[1.r]Yr °' --> 1}. We then place an order at the warehouse in period r*. Next we repeat the same procedure on the interval (r*, T]. We continue this procedure until we reach the end of the planning horizon. We note that constraints (3.1) and (3.3) imply that if t is the earliest period with a positive demand point (i.e., the earliest t such that dit > 0 for some i), then ~r_<t Y, °' -> 1, and so the above procedure is well defined. Let R := {7" 1 < r2 < ... < r,,~} be the set of periods of the warehouse orders as determined in the first phase of the algorithm. Note that once we decide upon the warehouse orders, then the OWMR problem decomposes into N singlelocation lot-sizing problems that can be solved optimally using dynamic programming (see [16] for details). The collection of the optimal solutions to these single-location problems provides a solution to the OWMR problem. However, for the sake of the analysis, we next describe the second phase of the rounding procedure, in which we consider each retailer i separately, and determine its orders. This procedure may not yield the optimal solution with respect to the warehouse orders set in phase 1. Nevertheless, we will show that it generates a solution with cost at most 3 times the optimal cost. Clearly, the solution that consists of the optimal solutions to the induced N single-location problems provides at least the same performance guarantee. We call the second phase of the algorithm count, shift and ivund.
Active intervals. Consider a demand point (i,t) with dit > 0. We let eit and fit be, respectively, the earliest and latest periods with an open fractional order of retailer i in (~,~)) that serves the demand point (i,t). More precisely,
~it > 1} and eit := max{s < t : ~s'e[s,tlz_.,.r_<s' rs' --fit := max{s < t: ~s'e[s,t] ~r_<s' x~,c'it > 0}. We then associate with (i, t) the time interval [eit, fit], and call it the retailer active interval of (i, t). The greedy usage property of (:~, Y) discussed in Section 3 implies that for each s' such that eit < 8 t ~_ t, we have ~ei~,,tl_9~ < 1.
Similarly, we define git and fit to be respectively the earliest and latest periods with a fractional warehouse order in (~,9) that serves (i,t). So, eit := max{r < t : E~,~t~,t ] Z,-,<~<tx~'s^it _> 1} and fit := max{," _< t :
~,.'e[~,t] ~'<~<t x<s^it > 0}. We now associate the time interval [git, f/t] with (i, t), and call it the warehouse active interval of (i, t). Clearly, eit _< eit and f/t _< fit. Moreover, for each demand point (i,t) with i E I j, we know that eit = eit and fit = fit, since we consider only pairs of orders Jr, sJ with r = s. Count, shift and round. Focus on some retailer i, and consider its latest positive demand point (i, t t) (i.e., t ~ := max{t <_ T : dit > 0}). We let r* be the earliest warehouse order opened in the first phase (i.e., r* C R) within the warehouse active interval of (i,t'). So, r* := min{r C R : r E [eit', f/t']}. We note that from constraints (3.1) and (3.3), it follows that ~ .... ~r ° > 1 (for each * r~leit,jil l • --t = 1,..., T and i = 1,..., N). In pamcmar, there exists at least one warehouse order in R within this active interval. Thus, r* is well defined. We now place a retailer order in period s*, where s* := max{eit,,r*} (i.e., s* is the later in time of the two). The intuition is that we wish to place the retailer order in period eit,, unless eit, < r*. In this case, we shift the retailer order to be later in time, i.e., we place it in period r*. Next we repeat the same procedure iteratively on the interval [1, s*), i.e., we consider latest positive demand point (/, t ~) with t ~ < s* -1, and continue until all positive demand points of retailer / are exhausted (see Figure 1) . For each retailer i = 1,...,N, let ~ := {Sl < s2 < ... < ski } be the set of time periods in which the algorithm has placed an order of retailer i.
The sets R and '/~ (for i = 1,..., N) provide a feasible solution to the OWMR problem, where each demand point is satisfied from the cheapest possible pair of orders Ir, s J, wherer c R, s c 7~ andr < s _< t. Let (~,~)be the induced integral solution to (P).
Analysis
We start with the following straightforward lemma that bounds the overall warehouse ordering cost incurred in (:2, 0).
LEMMA 4.1. The warehouse ordering cost incurred in T YrKo" (~, ~) is at most ~r=l ^0
Next we show that the overall ordering cost in (:2, 0) due to retailer orders is at most 2 ~iN_l ~--,T ^iK Ls=l Y~ i. We do that by bounding the overall ordering cost of each retailer / by Consider now the demand point (i, tj-1), which is the latest t (since to be served from sj-1, and assume tj_l > sj otherwise we have sff-1 < tj-1 < s~). As we have already observed, the monotonicity of h with respect to s and r implies that ~c(s~,t~ d :0~ < 1. In turn, this implies that Finally, by the definition of the algorithm,
< sj.
r* = sj is the earliest order in R within the warehouse active interval of tj. We then know that R fq [ei6, sj) = (in (Y:, Y) there are no warehouse orders within this interval). Considering the execution of the algorithm with respect to (i, tj-1), we conclude that sj-1 _< s} as claimed.
Consider now a demand point (i, t) and let j be such I t is the earliest with t C [sj,fitj] . We have already that sj ! observed that fitj _< tj < Sj+l _< sj+ 2. This implies that t ~ [s~, fit,] for each 1 > j + 2. In other words, we have showed that it is impossible for more than two intervals in {[s~,fz~] : 1 < l < k} to overlap. Consequently, now conclude the following:
k T Next we show that the holding cost incurred in (.2, 9) by each positive demand point (i, t), denoted by Hit, is bounded by the dual variable b~. To do this we will state and prove several lemmas, from which the claim will follow. The first lemma asserts that the cost of serving any demand point (i, t) by some pair of orders I-r, s J, both within its respective active intervals, is at most b~. The proof is based on the monotonicity properties of h and the Monge property assumed on (.~, ~) used together with complementary slackness conditions (the details are omitted due lack of space). b~.
(
ii) lfi c Iw, thenforeach orderpairing rr, sj (r < s < t) such that s > s' and r > r', we have that Hits _< it ^"
H~,~, _< b~.
LEMMA 4.4. For each demand point (i, t), the holding cost incurred in (~, if), Hit, is at most b~.
Proof Consider any order sj c 7~ (1 < j < k) and again let (i, tj) be the last demand point served by sj, i.e., [sj,tj] is the service interval of the order at sj. We again assume without loss of generality that tj = sj+l -1 and sk+l = T + 1. It is enough to show that for each positive demand point (i, t) within the service interval (i. Proof From Lemmas 4.1, 4.2 and 4.4 we conclude that the cost of the solution constructed by the algorithm is at most: orders from sj to This creates the overlap between the intervals in {[s~, ritE] : 1 < l < k}, which in turn yields the weight of 2. We will call this phenomena double-counting to indicate the fact that we use some of the 9~ variables twice in order to bound the overall retailer ordering cost of the solution generated by the algorithm. Next we will show how a simple modification in the above algorithm can reduce the double-counting. In essence, we will place more warehouse orders so as to decrease the amount of double-counting.
An Improved Algorithm
We start by describing a richer class of algorithms, which generalizes the algorithm discussed above. Consider two numbers C, and C2 such that 0 < C1 _< C2 _< 1. We construct the same algorithm, but now use, in both phases, the thresholds C1 and C2 respectively instead of 1. In phase 1 we open a warehouse order every time the accumulated fractional open warehouse orders in (~, Y) exceed C1. More specifically, if we placed the jth warehouse order in period rj (where r0 = 0), then we place the next warehouse order in period rj+l, where rj+l = min{r' : ~re(rj,r'] 9~ ° -> C1} • Similarly, we use a refined notion of the active intervals. For any 0 < C _< 1 and a demand point (i,t), we introduce the C-active retailer interval and the C-active warehouse interval. We define e~' := max{s _< t : ~<s x,.s^'~t >_ C} and -c max{r < t : _> C}.-Correspond-
~C -
ingly, we let [ it, Jit] and [ it, fit] be the respective C-active retailer interval and C-active warehouse interval, associated with demand point (i,t). Now consider the second phase of the algorithm discussed above, but using the C2-active intervals instead. We note that for C, = C2 = 1 we get the previous algorithm described above. 1 = 1,. .., k -1. We note that we can have that ~--~sc[s~+,,tt+l] 9~ > 1 (we know that the sum should be at least 1, but it can be strictly bigger than 1). For technical reasons we will assume, without loss of generality, that s~+ 1 is such that the sum is exactly 1. If this is not the case, we can always split s~+ 1 into "two" periods such that this is true (a similar idea was used in [5] ). In particular, by the greedy usage property we know that for each j, (i, tj) fully uses all the fractional retailer orders over [s},tj] . Observe now that Lemma 4. We have just described a family of algorithms parameterized by C. As a corollary of Lemmas 4.5, 4.7 and 4.4 we obtain the following theorem: THEOREM 4.2. For each given 0 < C < 0.5, the cost of (Y~, ~) is at most
If we consider the algorithm for C = 5, we get a bound a 5 v'N v'Y fitKi + Ei%1EtT--1 b~" of 3 Er=l fi~t(o + 1. z__,i=a z_.,~=l For any given optimal solution of (P) let a, fl and 7 be the respective weights of the warehouse ordering cost, retailer ordering cost and holding cost in optLe. In other words, 
Randomized Rounding
In this section, we show how randomized rounding and derandomization techniques can be used to derive improved approximation algorithms for the OWMR problem• We will describe a family of randomized algorithms and show that the expected cost of the solution it provides is always within a constant factor from the cost of the optimal solution• Our randomized algorithms are based on a technique that is known by the name randomized flltering. Shmoys, Tardos and Aardal [ 14] used this technique to derive improved performance guarantees for the uncapacitated facility location problem. Furthermore, we can derandomize the algorithms and, combined with the previous algorithms describe in Section 4, this yields a 2.398-approximation algorithm. Recall the family of deterministic algorithms described in Section 4, and focus on the special case where C1 = C2 = C. c and For each demand point (i,t), let s'(C) := e u H(C) := ~'. Let {tit(C) be the holding cost incurred by demand point (i, t) in (Y~, 9) for a given value of C. Again, it is straightforward to generalize previous results in this paper to obtain the following lemma.
LEMMA 5.2. For each value 0 < C _< 1 and each demand point (i, t), Hu(C) _< Hr~(c),~,(c).
Randomized Algorithm. Consider now a randomized version of the algorithm, where C is first chosen randomly from some distribution• More specifically, we will consider the algorithm, in which C is chosen uniformly from [d, 1] for some 0 < c' < 1. Once C has been chosen, the algorithm runs as described above. Observe that for d = 1, we again get the first algorithm discussed in Section 4.
Using Lemmas 4.5 and 5.1, it is rather straightforward to bound the expected warehouse and retailer ordering cost of the algorithm for any given value of d. We now seek to bound the expected holding cost of the randomized algorithm. We establish the bound for each demand point (i, t) separately. A 2.398-Approximation Algorithm. Observe that we have just described a family of randomized approximation algorithms, parameterized by c'. Moreover, since we know (x, 9) in advance, we can pick optimal c' and C, i.e., (c', C) that minimize the expected worst-case performance guarantee. We can do that by considering again the relative weights Finally, the above randomized algorithm can be easily derandomized. Recall that once the warehouse orders are set after phase I of the algorithm, the OWMR problem decomposes into N single location problems (one per retailer) that can be solved to optimality (with respect to the warehouse orders of phase I). This implies that we only need to consider values of C that generate different sequences of warehouse orders in phase 1. It is indeed possible to restrict our attention only to a small (polynomial-size) set of values of C, and so one can derandomize the randomized algorithm described above (the details are omitted due lack of space). THEOREM 5.3. The algorithm provides a deterministic 2.398-approximation algorithms for the OWMR problem. 6 Two extensions Time-dependent warehouse ordering costs We will show how to extend the algorithms that were discussed in Sections 4 and 5 to work in the case the warehouse ordering cost is time-dependent (i.e., we have a parameter Ko,r for each r = 1,..., 7'). We note that allowing time-dependent retailer ordering cost parameters makes the problem as hard as the set-cover problem [4] . Consequently, there is no hope for achieving a constant performance guarantee unless
P = NP.
We start by providing an alternative description of the first phase of our algorithms, in which we decide when to place warehouse orders. Consider the optimal solution (Y:, Y) of(P) and agiven value 0 < C < 1. Our next goal is to design a randomized procedure that will resolve this problem and still generate a set warehouse orders {rl,...,rm} such that for each k = 1,...,m -1, we have that ~re(r~,~+l)9~ ° < C, m K E;{'=~ b',',K.,,. Observe that once we and E[~k= a 0,r~] -< C have these two properties in place, we can run the second phase of the algorithms as before and the same analysis goes through.
We now describe a modified version of phase 1. Without loss of generality, we will assume that there is some positive demand in period I, so 91 ° = 1. Next we will choose a number U uniformly from the interval [0, C]. We will set the point Pl := U and then let pj := U + (j -1)C i IGI-U i for j = 2,...,L, where L := L c J + 1. In setting the warehouse orders, we follow the same rule described above, i.e., we place a warehouse order in period r if and only if 9r A {Pl,...,PL} ~ O. It is also clear that the first property that for each k = 1,... ,m -1, we have that ~_.
.9 ° < C is satisfied We now wish to bound the T~Tklrk+l) ?"
expected warehouse ordering cost incurred in phase I of the algorithm. This is done using the following lemma (we omit the proof due lack of space). warehouse order in periodr. Then Pr(C) < UYr"
As a corollary of Lemma 6.1, we get a bound on the expected warehouse ordering cost incurred in phase 1 of the algorithm. Transportation costs and batch capacities In practice, a substantial part of ordering costs are typically transportation costs, and these correspond to vehicles with a given capacity. We model this in the following way. For each warehouse-retailer i order, we assume that the order consists of a number of batches, each of capacity Ui and cost Ki (i = 1,..., N). In addition, for the supplier-warehouse order, we consider batches of capacity U0 and cost K0. In the facility location literature, this is referred to as "soft capacity constrai nts".
We first modit~¢ the linear program (P) presented in Section 3 to capture the new model. [7] , we are able to extend the algorithms described in Sections 4 and 5 above and the primal-dual algorithm in [10] to the case with soft capacities. The respective approximation constants are stated in the following theorems. 
