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We experimentally explore the dynamic optical hysteresis of a semiconductor microcavity as a
function of the sweep time. The hysteresis area exhibits a double power law decay due to the shot
noise of the driving laser, which triggers switching between metastable states. Upon increasing the
average photon number and approaching the thermodynamic limit, the double power law evolves
into a single power law. This algebraic behavior characterizes a dissipative phase transition. Our
findings are in good agreement with theoretical predictions, and the present experimental approach
is promising for the exploration of critical phenomena in photonic lattices.
Optical bistability — the existence of two stable states
with different photon numbers for the same driving
conditions — is a general feature of driven nonlinear
systems described within the mean-field approximation
(MFA) [1]. Beyond the MFA, a quantum treatment pre-
dicts that the steady-state of a nonlinear cavity is unique
at any driving condition [2]. The origin of this apparent
contradiction was noted by Bonifacio and Lugiato [3],
and by Drummond and Walls [4]: quantum fluctuations
(the lost feature in the MFA) trigger switching between
states and the exact solution corresponds to a weighted
average over the two metastable states. Experiments in
the 80’s with two-mode lasers evidenced extremely long
switching times [5], which were predicted to diverge for
weak fluctuations and/or large photon numbers [6]. Al-
ready in these early works, this dramatic slowing down
of the system dynamics was linked to a first order phase
transition [5–7].
The physics of nonlinear resonators is receiving re-
newed interest in connection to predictions of quantum
many-body phases [8–13], critical phenomena [5, 12–
14, 16–18], and dissipative phase transitions [4]. Im-
pressive progress is being made in building lattices
of nonlinear resonators, such as photonic crystal cavi-
ties [20, 21], waveguides [22], superconducting microwave
resonators[23, 24], or optomechanical resonators [25, 26].
In this context, semiconductor microcavities operating
in the exciton-photon strong coupling regime provide a
versatile platform where photon hopping and the pump-
ing geometry can be controlled [27]. Lattices of different
dimensionalities can be engineered [28, 29], and the hy-
brid light-matter nature of their elementary excitations,
namely cavity polaritons, provide a strong and tunable
Kerr nonlinearity via the exciton component [1, 30–32].
Recently, it was predicted that even in a single res-
onator, critical exponents could be retrieved from dy-
namical hysteresis measurements [17]. More precisely,
when the driving power is swept at a finite speed across
a bistability, the area of the hysteresis cycle is expected
to close following a double power-law as a function of
the sweep time [5, 6]. The long-time decay arises from
quantum fluctuations, and presents a universal −1 expo-
nent [5]. In the thermodynamic limit wherein the photon
number in the bistability tends to infinity and fluctua-
tions are negligible, the algebraic decay of the hysteresis
area is expected to evolve into a single power law [17].
This behavior characterizes a first order dissipative phase
transition [17]. Exploring such dissipative phase transi-
tions in a single cavity is a key step towards future studies
with more complex systems.
In this Letter, we experimentally demonstrate the al-
gebraic decay of the dynamical optical hysteresis in semi-
conductor micropillars. Scanning the power up and down
at decreasing speeds, we observe the progressive closure
of the hysteresis cycle induced by quantum fluctuations.
The hysteresis area shows a double power-law decay as
a function of the sweep time, with experimentally re-
trieved exponents in agreement with theoretical predic-
tions. Probing different laser detunings and photon-
photon interactions, we show that the algebraic decay
evolves towards a single power law when the photon num-
ber becomes very large, i.e. when approaching the ther-
modynamic limit. Our results pave the way to the in-
vestigation of dissipative phase transitions in lattices of
nonlinear resonators.
First, we briefly revisit the physics of a driven-
dissipative single mode nonlinear cavity as illustrated in
Fig. 5(a). ω0, γ, and U represent the mode frequency,
loss rate, and photon-photon interaction strength (Kerr
nonlinearity) of the cavity, driven by an electromagnetic
field of frequency ω and intensity I. Within the rotating-
wave approximation, the Hamiltonian (in units of ~ = 1)
is:
Hˆ(t) = ω0aˆ
†aˆ+
U
2
aˆ†aˆ†aˆaˆ+
√
I
(
e−iωtaˆ† + eiωtaˆ
)
. (1)
The boson operator aˆ (aˆ†) annihilates (creates) an exci-
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FIG. 1. (a) Sketch of a microcavity with mode frequency ω0,
loss rate γ, photon-photon interactions of strength U , driven
by an electromagnetic field of intensity I and frequency ω. (b)
Normalized photon density in a semiconductor microcavity
under weak driving. Experimental data points for the sam-
ple studied in Figs. 2, 3, and 4 are fitted with a Lorentzian
lineshape. The shaded area indicates the mean-field bistable
regime ∆ ≡ ω − ω0 >
√
3γ/2 for U > 0. (c) Mean-field
(black curves) and quantum (gray curves) solutions for a cav-
ity with U = 0.0075 γ probed at ∆ = γ. In the mean-field
solution the solid and dashed curves are stable and unstable
states, respectively.(d) Tunneling time τtunn between the two
mean-field stable solutions.
tation in the resonator. The dynamics is described by the
Lindblad master equation for the density matrix ρˆ(t):
∂ρˆ(t)
∂t
=i
[
ρˆ, Hˆ(t)
]
+ γ2
(
2aˆρˆaˆ† − aˆ†aˆρˆ− ρˆaˆ†aˆ) . (2)
Equation 2 can be written as ∂tρˆ = Lˆρˆ, where Lˆ is the
Liouvillian superoperator. Lˆ has a complex spectrum,
of which two eigenvalues λ are particularly relevant for
the long-time dynamics: i) λ = 0 corresponds to the
steady-state, and ii) the non-zero eigenvalue with real
part closest to zero is the Liouvillian gap λ¯.
An exact expression for the steady-state photon den-
sity predicted by Eq. 2 was found in Ref. 4. This exact
solution is shown as a gray line in Figure 5(c), for U/γ =
0.0075 and a laser-cavity detuning ∆ = ω − ω0 = γ.
The MFA follows from assuming the field to be coherent
with amplitude α(t) = 〈aˆ〉. Equation 2 then reduces to:
i∂α∂t =
(
ω0 − iγ2 + U |α|2
)
α+
√
Ie−iωt. The black line in
Fig. 5(c) is the corresponding MFA calculation, display-
ing bistability for 31 < I/γ2 < 33. While the MFA im-
plies a hysteresis cycle when varying the power across the
bistability, the quantum solution is unique. This appar-
ent contradiction is due to the absence of fluctuations in
the MFA [3, 4]. Fluctuations (quantum or classical) ren-
der the mean-field steady-states metastable [3, 35], and
the exact quantum solution corresponds to their average.
The reconciliation between numerous reports of opti-
cal bistability [31, 37–45] and the quantum prediction of
a unique steady-state [4] follows from the fact that fluc-
tuations can take astronomical times to induce switch-
ing between metastable states. Historically, this switch-
ing time is known as the tunneling time for bistability
τtunn [46, 47], first-passage time [5], quantum activation
time [48], or (inverse) asymptotic decay rate [4]. We will
label this characteristic time as τtunn, which is the longest
reaction time of the system given by the minimum value
of λ¯. Figure 5(d) shows τtunn as a function of ∆/γ for
different U/γ. For weak interactions and/or large detun-
ings, τtunn can vastly exceed realistic measurement times.
Consequently, hysteresis measurements performed within
a shorter time than τtunn lead to an apparent bistability.
In this vein, Casteels and co-workers predicted how the
hysteresis area should be influenced by quantum fluctu-
ations when the scanning time across the “bistability”
is commensurate with τtunn [5]. In particular, they pre-
dicted double power-law decay of the hysteresis area [5],
in contrast with previous reports of a single power-law
decay [39].
To measure dynamic optical hysteresis, we use rect-
angular micropillars etched from a GaAs λ planar cav-
ity containing one 8 nm In0.04Ga0.96As quantum well
and surrounded by two Ga0.9Al0.1As/Ga0.05Al0.95As dis-
tributed Bragg reflectors with 26 and 30 pairs of layers
at the top and bottom, respectively. The sample is main-
tained at 4 K and driven by a frequency-tunable single-
mode laser. We probe the lowest energy mode of the mi-
cropillars, whose linewidth ranges from 28 to 34 µeV [49].
The value of U is estimated from the energy of the con-
fined polariton mode and its exciton fraction [49]. The
laser power is modulated by an electro-optic modulator
(EOM) fed by a waveform generator [see Figure 2(a)].
The waveform contains a series of ∼ 50 triangular ramps
of variable time-duration. The transmission through the
cavity is measured with a photodiode connected to an
oscilloscope. The scanning times ts (the time it takes
to ramp the power from the lowest to the highest value)
span the 0.8-50 kHz range. As shown in the supplemen-
tal information, laser shot noise is the only noise source
within this frequency range and we exclude additional
fluctuations from our observations [49].
We are interested in the hysteresis area,
A =
∫ Pmax
Pmin
|n↓(P )− n↑(P )|dP, (3)
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FIG. 2. (a) Experimental setup: λ/2, MO, PD, and EOM+pol, stand for half-wave plate, microscope objective, photodiode,
and electro-optic modulator with a polarizer, respectively. The green (purple) traces in the waveform generator and in the
oscilloscope are measurements of the incident (transmitted) signals. The hysteresis cycles in the oscilloscope are obtained by
plotting the transmitted versus the incident signal, overlaid for various scanning times. The colored and black lines in (b)-(e)
represent the transmission when the power is ramped down and up, respectively. (b) and (c) show single shot (thin lines) and
averages over 1000 realizations (thick lines) of dynamic hysteresis. The scanning time is ts = 0.11 ms in (b), and ts = 0.43 ms
in (c). (d) and (e) show dynamic hysteresis averaged over 1500 realizations. The dashed line in (d) is the mean-field calculation
corresponding to the experiment.
as a function of ts. n↓(P ) and n↑(P ) represent the cav-
ity transmission when the power is ramped down and up,
respectively. Pmin and Pmax are powers below and above
the hysteresis range. In the absence of fluctuations, A
saturates to a finite value (the mean-field static hystere-
sis area) for ts →∞ [39]. However, unavoidable quantum
fluctuations induce spontaneous switchings between the
mean-field “bistable” states. Consequently, the hystere-
sis area averaged over many realizations, Aav, is expected
to close in proportion to the number of switching events,
such that limts→∞Aav = 0.
In Figs. 2(b, c) we compare single-shot (thin lines)
and averaged (thick lines, 1000 realizations) transmission
measurements for ∆/γ = 1.09. The single-shot mea-
surements in Fig. 2(c) display more switchings than in
Fig. 2(b) because the sweep is slower in Fig. 2(c). Con-
sequently, the average hysteresis area in Fig. 2(c) is re-
duced.
Figure 2(d) show hysteresis measurements (averaged
over 1500 realizations) for ∆/γ = 1.01 and different val-
ues of ts. The hysteresis area close for increasing ts.
For the slowest sweep, the measured cycle strongly de-
viates from the mean-field prediction (dashed lines) and
resembles the exact quantum prediction in Fig. 5(c). In
contrast, for larger ∆/γ, τtunn  ts and the hysteresis
area changes marginally [see Fig.2(e)].
The behavior of Aav not only depends on ts, but also
on the scanned power range Ps ≡ Pmax − Pmin . The
ratio ts/Ps gives an effective (inverse) sweep speed. In
Fig. 3(a) we plot Aav as a function of ts/Ps for 6 dif-
ferent ∆/γ. For small ∆/γ we observe two power laws
indicated by the gray and blue lines in Fig. 3(a). The blue
lines correspond to a power-law with a −1 exponent, as
predicted in Ref. 5. This is the regime dominated by
quantum fluctuations, when τtunn < ts. For increasing
∆/γ, the average photon number in the bistability in-
creases and fluctuations become relatively weaker. Con-
sequently, the −1 power law sets in at longer times and
Aav follows a single power law within the experimental
observation window.
Calculating the dynamics behind the results in
Fig. 3(a) requires a time-evolution up to 108 times the po-
lariton lifetime (21 ps), a temporal resolution below the
polariton lifetime, and a dimensionality of the Hilbert
space of ∼ 103. To circumvent this difficulty, Ref. 5 in-
troduced a method based on a scaling analysis in the
spirit of the Kibble-Zurek mechanism for dynamic phase
transitions [50]. The key idea is that a power sweep at a
finite rate across the bistability involves a non-adiabatic
response of the system, resulting in the dynamic hystere-
sis. The non-adiabatic intensity range δI is determined
by comparing the sweep time scale τS with the system
reaction time τR (see Fig. 3 (b) inset and supplemen-
tary information [49]). The longest reaction time is τtunn.
Similar to the hysteresis area Aav, δI exhibits a double
power-law as a function of the sweep rate [5].
Figure 3(b) shows calculations of δI reproducing our
experimental observations. The lines in Fig. 3(b) all have
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FIG. 3. (a) Measured hysteresis area Aav (defined in Eq. 3)
as a function of ts/Ps, where Ps is the scanned power range.
Different colors correspond to different values of ∆/γ. The
gray lines are power law fits with an exponent greater than -
1. The blue lines indicate power laws in the regime influenced
by quantum fluctuations. The experimentally retrieved expo-
nents in this regime are shown with 2σ confidence intervals
on the fits. (b) Calculations of the non-adiabatic range δI of
the driving intensity using the scaling analysis described in
the text. The power laws in (b) all have the same exponents
retrieved from the fits in (a). The inset in (b) shows the sys-
tem reaction time τR in gray, and the sweep time scale τS in
black, for U = 0.0075 γ and ∆ = 1.01 γ. The dashed blue
lines indicate the non-adiabatic range δI. The conversion of
the theoretical intensity units to the experimental power units
is described in the supplemental information [49].
slopes deduced from the power law fits to the measure-
ments in Fig. 3(a). A good agreement between measure-
ments and calculations is obtained for every ∆/γ. This
confirms the exponents expected for a single mode cav-
ity under the influence of quantum fluctuations. To ob-
tain this good agreement, we adjusted the value of U/γ
within the experimental uncertainty. We take U/γ =
7.5 · 10−3, whereas the experimental estimate [49] is
U/γ = 2 · 10−3 +8·10−3−1.6·10−3. Overall, the results in Fig. 3
show that as ∆/γ decreases and the photon number in
the bistability decreases, the hysteresis area evolves from
a single to a double power law decay. This transition is
due to the influence of quantum fluctuations.
A thermodynamic limit can be defined for a single res-
onator by letting N → ∞ and U → 0 while keeping
U ·N constant [17]. This limit can be explored probing
cavities with different values of U/γ at a fixed laser-cavity
detuning ∆/γ. Experimentally, we vary U/γ by selecting
micropillars with different lateral dimensions. A reduced
cross-sectional area of the micropillar blue-shifts the en-
ergy of the confined polariton modes and increases their
exciton fraction, thereby increasing U/γ [49]. Figure 4(a)
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FIG. 4. (a) Measurements of the hysteresis area A for three
cavities with different U/γ and approximately equal ∆/γ.
U/γ decreases from cavity 1 to cavity 3. (b) Calculations
of δI as explained in the text and in Fig. 3. For the highest
and lowest curves ∆/γ = 1.15 ± 0.1, while for middle curve
∆/γ = 1.13 ± 0.1, both in experiments and calculations. In
(a), the curve corresponding to cavity 3 was divided by 80.
In (b), the curve corresponding to the smallest U/γ was di-
vided by 4, and the curve corresponding to the largest U/γ
was multiplied by 2. These multiplications (for improving vis-
ibility) only shift the curves vertically and do not change the
exponent.
shows measurements of Aav for three cavities probed at
∆/γ = 1.15 ± 0.1. For cavity 1 with the strongest in-
teraction strength, Aav displays a double power law with
the -1 exponent at large ts/Ps. As U/γ decreases, the
time at which the power law with the −1 exponent sets
in increases. For cavity 3 with the weakest interaction
strength, Aav depends marginally on ts/Ps and the data
follows a single power law. These observations are con-
sistent with the dramatic dependence of τtunn on U/γ
plotted in Fig. 5(d).
Figure 4(b) shows calculations based on the scaling
analysis previously described, in good agreement with
the measurements in Fig. 4(a). Details about the val-
ues of U/γ used in the calculations are discussed in the
supplemental information [49]. Overall, Fig. 4 demon-
strates that as U → 0 and the average photon number in
the bistability increases, the hysteresis area evolves to-
wards a single power-law decay. This is the signature of
a system approaching the thermodynamic limit of high
photon numbers [17].
To summarize, we showed a double power-law decay
of the hysteresis area as a function of the sweep rate.
As the average photon number increases and quantum
fluctuations become relatively weaker, the tunneling time
increases dramatically. This shifts the transition to the
power law with exponent -1 to larger times. In the ther-
modynamic limit of large photon numbers, the hystere-
5sis area exhibits a single power-law decay. These results
open the way to the exploration of dissipative phase tran-
sitions in lattices of coupled micropillars, where photon
hopping can give rise to intriguing behavior. For in-
stance, a square lattice of bistable resonators has been
mapped to an equilibrium Ising model with an effective
temperature given by the losses [18]. The question re-
mains open regarding phase transitions in more elabo-
rate lattices with intricate topologies [51], with spin-orbit
coupling [52], or with quasi-crystalline structure [53] in
which thermodynamic properties reflect their non-integer
dimensions [54, 55].
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7SUPPLEMENTAL MATERIAL
Sample details
The planar cavity was grown by molecular beam
epitaxy and comprises a GaAs λ cavity between two
Ga0.9Al0.1As/Ga0.05Al0.95As distributed Bragg reflec-
tors with 26 and 30 pairs of layers at the top and
bottom, respectively. One 80 A˚-wide In0.04Ga0.96As
quantum well is positioned at the center of the cav-
ity. A Rabi splitting of 3.4 meV results from strong
exciton-photon coupling. The three rectangular mi-
cropillars (all having 2:1 aspect ratio) were fabricated
by electron beam lithography and dry etching of
the planar cavity. With reference to the labels in
Fig. 4(a) of the main manuscript, the cross-sectional
area Ac of the micropillars are: Ac = 6 µm
2 for cavity
1, Ac = 8 µm
2 for cavity 2, and Ac = 29 µm
2 for cavity 3.
Retrieval of parameters
The mode frequency ω0 and polariton loss rate γ of
each micropillar were deduced by measuring the trans-
mitted spectrum under weak driving (< 1µW), and fit-
ting a Lorentzian lineshape as shown in Fig. 1(b) of
the main manuscript. The polariton-polariton interac-
tion energy U of each micropillar was estimated following
the procedure described in detail in Ref. 1, and which
we summarize below. To begin, we took the exciton-
exciton interaction constant to be gexc = 30 µeV · µm2.
This value is consistent with theoretical predictions [2]
and with our previous observations [1]. Next, we calcu-
lated the 2D polariton-polariton interaction constant as
U2D = gexc|X|4, with |X|2 the exciton fraction of the po-
lariton admixture. To obtain the value of |X|2 as a func-
tion of energy, we analyzed the exciton-polariton disper-
sion in an effectively 2D cavity adjacent to the micropil-
lars in the wafer. In particular, we fitted the eigenvalues
of a 2 × 2 Hamiltonian to the polariton dispersion, and
obtained |X|2 from the eigenvector associated with the
lower polariton eigenvalue (energy). We then evaluated
the value of |X|2 at the energy of each micropillar mode
to calculate U2D. Finally, using the cross-sectional area
of each micropillar Ac, we obtain U = U2D/Ac.
The retrieved parameters are:
i) For the cavity under study in all figures of the main
manuscript [cavity 2 in Fig. 4(a)], we have ~ω0 =
1478.687 ± 0.004 meV, γ = 31 ± 2µeV , |X|2 = 0.13,
and U/γ = 2+8−1.6 · 10−3.
ii) For cavity 1 in Fig. 4(a) of the main manuscript,
we have ~ω0 = 1479.695 ± 0.004 meV, γ = 31 ± 3µeV ,
|X|2 = 0.21, and U/γ = 1 +4−0.8 · 10−2
iii) For cavity 3 in Fig. 4(a) of the main manuscript,
we have ~ω0 = 1472.752 ± 0.004 meV,γ = 30 ± 2µeV ,
|X|2 = 0.02, and U/γ = 2+8−1.6 · 10−5.
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FIG. 5. Power-dependence of the noise in the driving laser
integrated over the frequency range indicated in each panel.
The black line in (a) is a linear fit, and the black line in (b) is a
square root fit. The square root behavior at high frequencies
is indicative of shot noise.
Measurement details
The driving laser is a tunable MSquare Ti:Sapphire
oscillator with a linewidth below 10 MHz. The laser fre-
quency is locked with an accuracy of 0.1 pm. Given the
typical values of γ and ~ω0 (see above), this translates to
an uncertainty in ∆/γ on the order of ±0.01. The excita-
tion and collection objectives have a numerical aperture
of 0.5 and 0.4, respectively. For all three cavities the ex-
citation laser beam is linearly polarized parallel to the
long axis of the rectangular micropillars, thereby prob-
ing the lowest energy mode. For the cavity under study
in all figures of the main text, the lowest energy mode
for the orthogonal polarization (along the short axis) is
∼ 5γ higher in energy, while co-polarized higher energy
states are several tens of γ away. Thus, the single mode
approximation holds reasonably well.
To verify that our dynamic hysteresis measurements
were shot-noise limited, we analyzed the power spectral
density of the driving laser. The laser beam passed
through our entire optical setup to reproduce the
experimental conditions of the dynamic hysteresis
measurements. At low frequencies (1- 50 Hz), where
various fluctuations are significant, Fig. 5(a) shows that
the noise power scales linearly with the total power.
In contrast, at higher frequencies Fig. 5(b) shows that
the noise power scales with the square root of the total
power, as expected for shot noise. We also observed
a frequency-independent noise power spectral density
(characteristic of shot noise) in the frequency range of
Fig. 5(b). In addition, we note that the power in the
modulated signal of our dynamic hysteresis measure-
ments exceeds the noise level by more than four orders
of magnitude.
Noise sources
Additional sources of noise (besides shot noise) could
also induce switching between metastable states. For in-
stance, in Ref. 3 a large amount of noise was deliberately
added to the driving laser to trigger switching between
8the two metastable states. In addition, noise could be
generated within the cavity. For example, the intracavity
polariton field could be subjected to fluctuations linked
to acoustic phonon scattering or two photon absorption.
In our experiments, phonon scattering can be excluded
because kT is much smaller that the energy difference
between the state we probe and the next confined
polariton state. Fluctuations induced by two photon
absorption can be ruled out considering the experiments
reported in Fig.4(a). When probing smaller values of
U/γ for fixed ∆/γ, the driving intensity at the critical
point is larger. Stronger driving is expected to make
two-photon absorption more relevant and thereby reduce
the hysteresis area. However, the opposite behavior
is observed and we can therefore neglect additional
fluctuations induced within the cavity. Thus, we can
safely consider that shot noise is the only relevant source
of noise in our experiments.
Mean-field calculation details
For the dynamic hysteresis calculations, we consider a
triangular modulation of the drive intensity consisting of
a linear sweep from I0 to I0 + Ps followed by the reverse
one from I0 + Ps back to I0:
I(t) = I0 +
t
ts
Psθ(ts − t)− t− 2ts
ts
Psθ(t− ts), (4)
Here, Ps is the range of the power sweep, ts is the
scanning time, and the effective sweep velocity is
Ps/ts. Introducing the sweep (4) in the equation of
motion for the mean-field α (see main manuscript)
with ts/Ps = 10
6/(5γ3) = 2.1 · 10−5s/µW leads to the
dynamic hysteresis presented in Fig. 2(d) of the main
manuscript.
Scaling Analysis
In general, a master equation can be defined in terms
of its Liouvillian superoperator Lˆ, namely ∂tρˆ = Lˆρˆ.
The Liouvillian superoperator has a complex spectrum
of eigenvalues λ. Their imaginary part has the mean-
ing of an excitation frequency, while their real part de-
termines the dissipation rate. The steady-state density
matrix ρˆss corresponds to the eigenvector of Lˆ with eigen-
value λ = 0, namely Lˆρˆss = 0. The dynamical properties
depend on the non-zero complex eigenvalues. The Liou-
villian gap λ¯ is defined as the non-zero eigenvalue of Lˆ
with real part closest to zero. In general, the Liouvil-
lian gap becomes highly suppressed as a system enters a
critical region [4]. This leads to a critical slowing down
of the dynamics, and a dissipative phase transition when
the gap λ¯ closes. Around the bistability the imaginary
part of λ¯ is strictly zero and |Reλ¯| exhibits a minimum
at a driving intensity in the midst of the bistability re-
gion [5]. From the real part of λ¯ the reaction time τR
can be determined as: τR = 1/|Reλ¯|. τR corresponds to
the longest timescale on which the system relaxes to its
steady-state. The transition point is defined as the in-
tensity It where τR reaches the maximal value τtunn, the
tunneling time.
A consequence of the above behavior of the Liouvillian
gap is that the system can respond non-adiabatically
when the driving power is varied across the optical
bistability region. The sweep timescale τS is defined
by the inverse normalised transition rate of the sweep
(4): τS = |˙/|−1, where  is the distance from the
transition point:  = I(t)− It. The non-adiabatic range
is reached when the sweep timescale τS is smaller than
the system reaction time τR, i.e. for τS < τR. If this
condition is fulfilled, the system can not relax to its
steady-state and a dynamic hysteresis arises. The point
where the system enters or exits this non-adiabatic
regime can be estimated by equating the two timescales:
τS = τR. This allows to determine the size of the
non-adiabatic range δI, as indicated by the blue dashed
lines in the inset of Fig. 3(b) of the main manuscript
for U = 0.0075γ and ∆ = γ. Reference [5] showed
that δI exhibits the same double power-law scaling as
the hysteresis area. Moreover, in the slow sweep limit
the prefactor of the power law with exponent −1 is
directly related to the tunneling time: δI = 2τtunnPs/ts.
The above scaling analysis was used to calculate the
results in Fig. 3(b) and Fig. 4(b) of the main manuscript.
Comparing measurements and calculations
A quantitative comparison between experiments and
calculations requires a precise knowledge of the experi-
mental excitation efficiency. This is needed to compare
driving powers. Since excitation through the cryostat
makes it difficult to know the excitation efficiency ex-
actly, we deduced it by requiring that the theoretical
range where the transition occurs in Fig. 1(c) of the
main manuscript corresponds to the experimental one
observed in Fig. 2(d). With this approach, we deduced
a conversion factor of 0.75 between the theoretical units
of γ2 for the driving intensity and the experimentally
measured power in µW , i.e.: I[γ2] = 0.75 Power [µW ].
The values of U/γ used in the calculations in Fig. 3(b)
and Fig. 4(b) of the main manuscript were adjusted with
respect to the corresponding estimates for the experimen-
tal cavities (see above). For the calculations correspond-
ing to cavity 1 and cavity 2, we took the experimentally
estimated value of U/γ times a factor of 0.4 and 3.5,
respectively. Note that the adjusted values are within
the experimental uncertainties given above. These ad-
justments were only done to match the measured time
of the transition to the power law with exponent -1, and
they do not affect in any way the retrieved exponents.
For cavity 3, the estimated U/γ = 2+8−1.6 · 10−5 was re-
placed by the value U/γ = 0.002 in the calculations. This
modification is due to the extremely small experimental
value of U/γ being beyond our computational capabili-
ties. Despite this seemingly large adjustment of U/γ ,
9both experimental and theoretical curves follow a single
power law within the observation window because fluc-
tuations are largely irrelevant to the dynamics given the
large average photon number in cavity 3.
In the caption of Fig. 4 we also mention that some
of the curves were multiplied by a constant factor (given
in the caption) simply for improving the clarity of the
figure. These multiplications were only done to improve
the visibility of details in the data given the finite space
for the figure. These multiplications do not affect in any
way the retrieved exponents, nor do they affect the criti-
cal times of the transition from one power law to another;
they only shift the curves down or up in the log scale.
Finally, we would like to mention that a double power
law decay of the hysteresis area could also be observed
when a nonlinear system is subjected to thermal (or
other) fluctuations. However, the exponents and criti-
cal times can depend on the details of the system. For
instance, Luse and Zangwill calculated different expo-
nents for several mean-field treatments of the kinetic
Ising model [6]. In our optical experiments, where laser
shot is the only relevant source of fluctuations, the mea-
sured exponents are in good agreement with calculations
including quantum fluctuations only.
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