1. Introduction {#s0005}
===============

In 1999 a meeting took place at the Jackson Laboratory, a large mouse research centre in Bar Harbor, Maine, to consider the value of systematically collecting phenotypes on inbred strains of mice [@b0005]. The group concluded that cataloguing the extensive phenotypic diversity present among laboratory mice, and in particular providing the research community with data from cohorts of animals, phenotyped according to standardized protocols, was essential if we were to take advantage of the possibilities of mouse genetics. Beginning with the collection of basic physiological, biochemical and behavioral data on nine commonly used inbred strains, the project has expanded so that by the beginning of 2010 data for 178 strains had been collected, with 105 phenotype projects yielding over 2000 different measurements [@b0010].

[Fig. 1](#f0005){ref-type="fig"} provides a representative example, in this case data for 16 strains for three haematological phenotypes (red blood cell, platelet and white blood cell counts). The distribution of each strain phenotype is shown as a box and whisker plot, from which it is immediately clear that there is large and highly significant variation between strains (for example an analysis of variance for the red blood cell phenotype gives an *F* value of 56.1 (on 15 and 381 degrees of freedom), with a *P*-value of \<10^−85^). Similar plots can be made for the other phenotypes, all illustrating the large differences that exist between laboratory strains.

Under the reasonable (but not entirely true) assumption that animals of the same strain are genetically completely identical then the phenotypic variation within a strain is due to environmental effects. Variance between strains provides a measure of the extent to which genetic variation contributes to phenotypic variation. So an estimate of the heritability of a trait can be obtained as a ratio of variation between strains to the total variation (between and within strain variance). For the red blood cell phenotypes this gives a heritability of about 70% -- in other words, about 70% of the variation in red blood cell counts between inbred strains arise from the sequence variants that distinguish strains. While the extent of heritability varies considerably between phenotypes, it is rare to find instances where it less than 10%. Genetic effects on phenotypic variation are therefore almost always important. This observation means that genetic analysis is an entry point to the study of almost any phenotype you can measure in mice. However, as this article sets out to show, progressing from phenotype to sequence variant is a much more difficult procedure than demonstrating that the phenotype has a heritable component.

2. Genetic mapping {#s0010}
==================

There are two factors that have shaped approaches to mapping the genetic basis of complex traits in mice: first, the existence of so many inbred strains, and second the fact that most inbred strains are related. The number and genetic consistency of inbred strains, carefully maintained to reduce genetic contamination, provides an unusual, almost unique, opportunities for genetic mapping. The relatedness between strains however can complicate some of the strategies employed. Below I consider these factors and their relationship to genetic mapping methodologies.

The utility of inbred strains for genetic mapping is best illustrated through the use of mice that contain one portion of their genome from one strain, and the rest from a second strain. The aim here, as elsewhere in this article is to find which sequence variants contribute to the differences between strains (this is by no means the only object of genetic mapping, but I do not consider here the many alternatives).

3. Chromosome substitution strains {#s0015}
==================================

We know from phenotype comparisons described above that strains 129S1/SvlmJ and C3HeB/FeJ contain functional genetic variants that contribute to differences in red blood cell counts, but we do not know how many there are or where they are in the genome. Suppose we create mice that have one chromosome from strain C3HeB/FeJ, and the remainder from strain 129S1/SvlmJ. Such strains are called chromosome substitution strains, for obvious reasons, or consomic (for less obvious reasons). A full consomic panel for mapping consists in mice of 22 strains (19 autosomes, 2 sex chromosomes and mitochondria), or 44 if a reciprocal set (with both parents as progenitor donor) is used. [Fig. 2](#f0010){ref-type="fig"} shows an example of what might be found from comparing the phenotypes of four such new inbred strains with 129S1/SvlmJ (the data are again the red blood cell count whose provenance is described above). In this case the strain that has chromosome 1 from C3HeB/FeJ (in the figure shown as "chr 1") clearly has a low RBC phenotype. Since the difference between 129S1/SVlmJ and the chromosome 1 consomic is the C3HeB/FeJ sequence on chromosome 1, we can conclude that there must be one, or more, loci that contribute to the strain difference in red blood counts on chromosome 1. Since the trait is quantitative, the locus is referred to as a quantitative trait locus or QTL. Analysis of chromosome substitution strains (CSS) is a simple way of mapping QTL.

CSS have a long history in plant [@b0015] and Drosophila genetics [@b0020] but have only been recently available to the mouse community. CSS were first used to map QTL in mice in 1999 [@b0025], theoretical aspects were described in 2000 [@b0030] and the first complete CSS set, created from A/J and C57BL/6J strains, was produced in 2004 and used to detect QTLs across the mouse genome [@b0035]. Since then additional sets of consomics have been developed: a second set was created from crossing C57BL/6J to the inbred strain MSM/Ms, derived from a Japanese wild mouse, *Mus musculus molossinus* [@b0040]; a third set was developed from crossing C57BL/6J to PWD/Ph [@b0045], an inbred strain established from a pair of trapped wild mice of Mus musculus musculus origin [@b0050].

4. Recombinant inbreds and crosses between inbred strains: intercrosses and backcrosses {#s0020}
=======================================================================================

Mapping to a chromosome is a start, but a long way from identifying a gene. I introduced the method first in this discussion as a heuristic for mapping in general, and while it is a starting point now for some investigators [@b0055], it is still an uncommon approach. Mapping within a chromosome relies on recombination; again inbred strains play a critical role in the production and analysis of recombinants.

Suppose we cross the chromosome one substitution strain to 129S1/SVlmJ and then mate the offspring to each other (an intercross) ([Fig. 3](#f0015){ref-type="fig"}). Recombination between the identical chromosomes will occur, but has no effect on the structure of the offspring's chromosomes. However, recombination on chromosome 1 produces a chromosome with a patchwork of 129S1/SVlmJ and C3HeB/FeJ sequences. If we had animals with the same recombinant chromosome 1, for example in the middle of the chromosome so that lower half is all 129S1/SVlmJ, then we could use the phenotype comparison method described above. We compare them to the CSS with the intact C3HeB/FeJ chromosome and if we find a difference in the RBC count, then we know the genetic effect has to lie in the region of sequence difference, i.e., in the upper half of the chromosome ([Fig. 3](#f0015){ref-type="fig"}). If there is no phenotypic difference, then the QTL lies in the lower half of the chromosome. Further mapping could proceed by finding animals with recombinants in the top or bottom half of the chromosome, isolating those regions in inbred strains, and testing for a phenotypic difference with the progenitor strain (this process is identical to the creation and testing of congenic strains, described below).

Making animals with the necessary recombinants for mapping in this way is far too time consuming, and is not carried out in practice, but it provides an introduction to the use of recombinant inbreds. [Fig. 4](#f0020){ref-type="fig"} shows the result of an intercross, this time using just one chromosome as an example. Siblings are then inbred, which takes about 20 generations, so that they have the chromosome structure shown at the bottom of the figure. Six new inbred strains have been created, each a unique mixture of the two progenitor chromosomes. The chromosome is broken up, but how do we map? Comparison with the progenitor chromosome will not indicate which region contains the QTL since each recombinant chromosome is a patchwork. A significant difference would not tell us which part of the chromosome contains the locus. Instead we take a different approach. We compare the phenotypes of all recombinant chromosomes and find chromosome regions that the high scoring and low scoring chromosomes have in common.

At the bottom of the figure is the mean red blood cell score for each strain. The first, third and fifth strains have higher scores than the others; these strains also share blue chromosomal material (from strain 129S1/SvImJ), suggesting that the top of the chromosome contains the locus increasing the phenotype. Of course this might be a chance finding, so we should test the result. We can do this as follows. Assuming we know the origin of each part of the chromosome, as shown in the figure, as either blue (B) or red (R), then we can genotype the chromosome. For example the top most portion of the chromosome the genotype of the first strain is BB, the second RR, the third BB and so forth. [Table 1](#t0005){ref-type="table"} shows the genotypes for the six strains, along the chromosome, together with the RBC results for each strain. The association between RBC phenotype and genotype can be tested at each location by linear regression. *P*-values are given in [Table 1](#t0005){ref-type="table"}, along with the negative logarithm of the *P*-value (base 10), an easier measure to use for many applications, including plotting the results as shown in [Fig. 5](#f0025){ref-type="fig"}. The log *P* is highest (*P*-value therefore lowest) at the left of the figure, and this is where the locus is most likely to be (but note the positions given in the figure correspond to the different genotypes rather than to an absolute position on the chromosome).

The principle illustrated by this simple example can be applied to all chromosomes, not just the one shown in [Fig. 5](#f0025){ref-type="fig"}, and provides a method to map genes to sub-chromosomal segments. The basic approach, of obtaining genotypes along the chromosome and testing their associating with the phenotype, applies to the other commonly used methods -- mapping using intercrosses and backcrosses.

[Fig. 4](#f0020){ref-type="fig"} shows mice produced from an intercross. Like the recombinant inbreds, they have chromosomes derived from the two inbred progenitors and like the recombinant inbreds they can be genotypes along the chromosome. However, unlike the recombinant inbreds they have heterozygote genotypes (RB), so that a QTL with any mode of action can be detected (dominant, recessive or additive). Also unlike recombinant inbreds the animal's genotype cannot be reproduced, so there is a limit to the number of phenotypes that can be tested on the same genotype. Backcrosses lack homozygote genotypes of one progenitor, and have fewer recombinants (the recombination density is half that of an intercross), features that simplify the genetic architecture.

5. QTL location {#s0025}
===============

The example illustrates a number of problems that will recur throughout this article, some of which have been solved, some not. The first problem is deciding the most likely position of the QTL. Suppose we have results from two markers on the chromosome, both of which are significant. Is the locus in the middle of the two markers, or closer to one or the other, or possibly outside the interval? This problem has also been solved, using methods that probabilistically reconstruct genotypes in intervals between markers, assuming that the location of crossovers is random (that there is no cross-over interference). The first solutions used maximum likelihood and estimate support for a QTL at a particular recombination fraction (denoted by *c*) from the marker compared to a model assuming no QTL [@b0060]. Since this method gives two likelihoods, a natural way of representing the result is a likelihood of odds or LOD score. The LOD is the logarithm (base 10) of the likelihood ratio test statistic for a particular value of the recombination fraction (*c*):$${LOD} = {LR}(c)/2\ln 10 = \sim{LR}(c)/4.61$$

Maximum likelihood estimates are normally distributed for large sample sizes so the confidence intervals of the QTL position and the effect size of the QTL can be obtained from the sampling variance of the ML estimates (this is the justification for the one LOD support interval [@b0060] that indicates the 95% confidence interval for the QTL).

Linear regression can be also be used (and is much easier to implement) [@b0065; @b0070]. Assuming the phenotype is normally distributed, the regression estimates are equivalent to the maximum likelihood estimates. Again a test statistic is calculated at different recombination fractions from a marker and the location that explains most of the variation in the phenotype (where *r*^2^ is maximal) is taken as the most likely position of the QTL.

More recently algorithms for hidden Markov models (HMMs) have been developed [@b0075], which have the advantage that they can take into account genotype errors and partially informative markers. Markov chains are sets of random variables whose states are conditionally independent. A set of observed variables (the observed genotypes) is assumed to depend on a set of unobserved, hidden variables (the true underlying genotypes). An initial probability given by the segregation model defines the initial hidden state; transition probabilities give rise to the distribution of the hidden Markov chain and are a function of recombination fractions; the observed genotypes are then given by a set of emission probabilities (that can include genotyping error and any other factors thought to be important). In QTL mapping the QTL genotypes are simulated via their joint distribution conditional on the observed data probabilities. Further descriptions of maximum likelihood, regression and HMM methods are available in Lynch and Walsh [@b0080] and Broman and Sen [@b0085].

6. Significance thresholds {#s0030}
==========================

The second problem concerns the significance of the result. The *P*-value in the example in the table (*P* \< 0.002, log *P* of 2.8) exceeds the accepted threshold of *P* \< 0.05, but does not take into account the number of tests carried out. Six tests were performed. With no significant difference between genotypes each test has a 1 in 20 chance of yielding a result less than 0.05, so if we carried out 20 tests we would expect at least one to be less than 0.05. Dividing the *P*-value by the number of tests carried out is a simple solution (this is a Bonferroni correction): the threshold then becomes 0.05/6 = 0.008, which is exceeded in our example. Screening the genome would mean testing more regions, so the significance threshold will be much smaller, but the same principle applies.

There is a complication to this simple approach. Typically, we do not know the position of recombination break points; they are inferred from the genotypes of markers to distinguish the strain origins of the chromosome. Since in an F2 or a backcross each chromosome undergoes at most a handful of recombinants in the single generation that scrambles the progenitor lines, a small set of markers is sufficient to screen each chromosome (a few hundred markers can be used to screen the genome). However, markers may often detect the same recombinants, so that the information we obtain is, partly redundant. Put another way the genotypes are correlated, due to linkage disequilibrium, so that the statistical tests we carry out in mapping are not independent, and the Bonferroni correction is too strict.

The problem of the dependency structure of statistical tests, and an associated problem that the tests often assume a specific phenotypic distribution (normality), can be dealt with by permutation. Churchill and Doerge proposed repeated shuffling of the trait values at random amongst the test subjects animals and re-analysis of each shuffled data set [@b0090]. This procedure generates a set of *P*-values, whose distribution corresponds to that expected if there were no detectable QTLs in the data. For example to obtain the significance threshold for the data in [Table 1](#t0005){ref-type="table"}, I re-order the phenotypes in relation to the genotypes and re-analyse the data, obtaining a new set of *P*-values (0.54, 0.27, 0.35, 0.64, 0.19 and 0.82). I keep the most significant result (0.19) and I repeat this process thousands of times, each time keeping the most significant result. I then ask how often I see, amongst the thousands of *P*-values I have generated, results that are equal to, or more significant than, the most significant *P*-value found in my data without re-arrangement. I find that about one in every of 100 of the permuted results are more significant than 0.002, so my empirically derived *P*-value is about 1%.

While this method is robust and easy to implement, it makes one critical assumption: that the animals are equally genetically related [@b0095]. It will not work for example when the data consist of a set of families. Permutation among siblings will work (as they are all similarly related) but not between families. Methods for dealing with structured populations are available, and described later; here the point to emphasize is that permutation cannot be applied to all experimental designs (for example it is not appropriate for advanced intercross lines or heterogeneous stocks).

7. Multiple QTLs {#s0035}
================

The mapping methods described above assume a single QTL is associated with the phenotype. In fact the majority of quantitative phenotypes arise from the joint effect of multiple loci. The models described above test for the presence of a single locus, one interval at a time, without taking into account the presence of other QTLs (their effect is mopped up in a residual variance term). Why is it bad to look for one QTL at a time?

The problem is that ignoring the conjoint effects of multiple QTLs can bias the results. This happens in two ways. First linked QTL, for example two or more QTLs in the same, or adjacent marker intervals, can produce spurious peaks. Sometimes what appears to be the largest peak is just an artefact of the mapping. Second, unlinked QTL contribute to the phenotypic variation, in effect increasing noise and reducing the power to detect loci.

Dealing with multiple QTLs is the third problem, after location and significance thresholds, and it has been less well solved than the other two. Composite interval mapping [@b0100; @b0105] and multiple interval mapping [@b0110] were introduced as ways to model multiple QTLs, but they face the difficulty of having to cover an enormous number of models: assuming just 100 markers and a simple additive model there are 3^100^ models in an intercross (three because there are three genotypes) and exponentially more possibilities when we allow for interactions. Forward and backward selection can be used to reduce the search space (by adding in markers one at a time and discarding those that do not increase the explanatory power of the model), but results can vary depending on the order in which markers are added.

An alternative solution is to use Bayesian QTL mapping in which a prior distribution of QTL models, QTL positions and effects is set and a posterior estimated, given the data (see for example [@b0115; @b0120]). Despite their forbidding complexity, and the unusual terminology in which they are cloaked (posteriors and priors for example) Bayesian approaches are much closer to how we weigh up evidence for and against a hypothesis. Rather than estimating the probability that a null hypothesis is incorrect, they start with reasonable estimates of the parameters (number of loci and effect size; these are the prior probabilities) and provide estimates that these are correct (these are the posterior probabilities). Estimating the posterior distribution is too complex to solve analytically and so is usually approximated by sampling from a Markov chain whose limiting distribution is the target posterior distribution (a Markov chain Monte Carlo (MCMC)). Bayesian approaches avoid the difficulty of testing an unknown number of QTLs with unknown effect sizes and unknown interactions: all these can be estimated from the posterior probability. However, specifying the prior distributions is hard, as is choosing the appropriate MCMC algorithm, the computational demands are intense (I have spent 3 weeks running a model for three loci among 100 markers), and the interpretation of the posterior is not straightforward. But as the methods are sill in their infancy it is likely that they may yet displace the classical frequentist approaches described above.

8. Mapping resolution and the problem of gene identification {#s0040}
============================================================

All of the three problems described above, QTL location, significance threshold and modeling multiple QTLs, have an impact on our ability to find genes. They will recur throughout the subsequent discussion. Consider first [Fig. 6](#f0030){ref-type="fig"}, which shows the results of mapping a QTL onto a single chromosome using an intercross design. The peak of the locus is at 85 centimorgans but the 95% confidence interval is very broad -- in fact encompassing about 40 centimorgans. Given an average gene density of 10 genes per megabase and that in the mouse one centimorgan is about 2 megabases in size, about 800 genes are potential candidates.

Initial approaches to gene identification relied upon the construction of congenics as a way to reduce the interval. A congenic is an inbred strain that contains one segment of a chromosome from one strain, all the rest from the other, as shown in [Fig. 3](#f0015){ref-type="fig"}. Repeated back crossing to isolate increasingly smaller segments could, in theory, allow the identification of the gene involved, an idea that still motivates attempts at QTL cloning. And while there have been some successes using this approach [@b0125], a much commoner outcome is the discovery that there is no single effect, but multiple, physically linked small effects. There are a large number of examples of this phenomenon, including QTLs influencing seizures [@b0130], obesity [@b0135], growth [@b0140], blood pressure [@b0145; @b0150; @b0155; @b0160; @b0165], diabetes [@b0170], antibody production [@b0175] and infection [@b0180].

Alternative approaches to gene identification have taken three routes. The first of these is to use recombination to break up chromosomes so that there is less linkage disequilibrium (LD) (in other words lower correlation between genotypes at different markers). Simply put, lower LD means higher resolution, which comes at the price of needing more markers to screen the genome, but this objection is balanced, if not outweighed, by falling genotype costs. Two sources of additional recombinants have been used: more animals and more generations.

9. The Collaborative Cross {#s0045}
==========================

Until recently the number of recombinant inbreds (RIs) available to mouse geneticists has been relatively small. The widely used panel of BXD RIs consists of 26 lines. QTLs have to account for more than half the additive genetic variance to be detected in the BXD and are mapped into regions of tens of megabases. Increasing the number of RIs increases the power to detect a QTL and also increases resolution [@b0185]: a panel known as the LXS (because derived from long and short alcohol induced sleep) consists of 77 strains is estimated to map QTLs into regions with 2--20 Mb resolution [@b0190] and the development of a novel set of 46 BXD lines is estimated to have doubled the number of recombinants [@b0195].

In addition to these panels, other inbred resources have been created for mapping. Subconsomic strains have been created by transferring segments of individual autosomes of DBA/2J onto C57BL/6J [@b0200] (95% of autosomes are covered); 40 subconsomic strains were created from CAST/Ei crossed onto C57BL/6J [@b0205] (80% of CAST/Ei autosomes are covered). An additional resource comes from the creation of interspecific recombinant congenic strains between C57BL/6 and mice of the Mus spretus species [@b0210].

However, the most ambitious attempt to provide a high-resolution mapping resource is the development of the Collaborative Cross (CC) [@b0215]. The CC is descended from eight divergent strains of mice: five classical inbred strains (A/J, C57BL/6J, 129S1/SvImJ, NOD/LtJ and NZO/H1LtJ) and three wild-derived strains (CAST/EiJ, PWK/PhJ and WSB/EiJ) were selected as founders of the CC. In each mouse the average distance between recombinants is approximately 12 Mb, and the QTL mapping resolution is expected to be about a megabase [@b0220].

The CC has generated considerable interest not only because it is expected to be the largest RI panel created, with more than 1000 lines being inbred [@b0225; @b0230; @b0235]. It has another unique feature: it was designed to capture more genetic diversity than other resources. This is important because a resource that has variation distributed throughout the genome can be used to interrogate the effects of all genes on a phenotype. It avoids having blind spots, regions of the genome where there is no variation. A systematic breeding design used to create the CC ensures the genetic contribution of each of the eight founder strains is equivalent, so that, when averaged across all CC lines, the allele frequency at each locus will be approximately 0.125. Analysis of the CC indicates that its distribution of polymorphism is representative of natural populations and that it is suited to systems biology applications analysis [@b0240].

Once genotyped, mapping of almost any conceivable trait will be possible in the CC. And since the same genotype will be interrogated, an almost limitless amount of information can be accumulated, from molecular through to the level of the whole organism. Furthermore, F1 hybrids created from pairs of CC lines will be a reproducible source of heterozygous animals, therefore modeling what is found in wild populations. The possibility of tracing the impact of genetic variation, through cellular and organ level variation to whole body phenotypes is exciting; realizing this potential will require large-scale phenotyping, on the scale currently employed of analysing the products of mutagenesis experiments [@b0245] and the genome-wide knockouts. Maintaining the 1000 or so CC lines poses significant challenges.

Logistic issues aside, there are two scientific issues that remain unresolved. The first is how data from the CC can be used to identify genes. Mapping to the resolution of a megabase will identify about 10 genes, and though the use of F1s can be used to reduce the interval, it is unlikely that creating crosses will be a practical solution given the extremely large number of loci that will need to be dissected. The second is how best to integrate the multiple sets of data to address biological questions. An example of how this might be done is found in work integrating expression and phenotypic data, where attempts have been made to model causal relationships between genotype, transcript abundance and phenotypic variation [@b0250; @b0255]. This point is discussed later.

10. Historical recombinants: advanced intercross lines {#s0050}
======================================================

Continued intercrossing reduces linkage disequilibrium and, with increasing numbers of generations the proportion of recombinants between any linked loci approaches 0.5, in other words approaches linkage equilibrium [@b0260]. Thus one way to increase mapping resolution is to use a cross that has accumulated recombinations over many generations [@b0265; @b0270]. For instance, rather than mapping in an F2, map in an F10. Darvasi and Soller showed that so doing would increase mapping resolution fivefold; there are diminishing returns from using later generations. As shown by simulation ([Fig. 7](#f0035){ref-type="fig"}), this depends in part on the population size, but given the time needed to create even an F10 laboratories have not used advanced intercross lines (AILs) with more generations.

AILs have been used to fine-map collagen-induced arthritis QTLs [@b0275], fear-related behaviour [@b0280], lung cancer susceptibility [@b0285], high density lipoproteins [@b0290] and trypanosomiasis resistance [@b0295]. The method certainly reduces the size of the QTL confidence interval but suffers from two problems. The first is that genetically relatedness between individuals in a population of AILs varies, unlike an F2 where all animals are siblings. There is population structure that violates assumptions about independence upon which some genetic analyses depend. This is particularly bad when, as often happens, AIL populations used for mapping are generated from multiple litters from the same families. False positives will occur if structure is ignored: long-range correlations between genetic markers occur so that it is sometimes possible to predict the genotype of a marker on one chromosome by the genotype on another. These long-range correlations are due to partial fixation of pairs of haplotype blocks within subsets of the population. There are solutions to this problem, correcting for genetic relatedness using mixed model association [@b0300] or model averaging approaches [@b0305], although their implementation can be daunting. The second problem is more intractable: resolution is still insufficient to identify genes. To date, no AIL experiment has led to the identification of a gene at a mouse QTL.

11. Historical recombinants: heterogeneous stocks {#s0055}
=================================================

Heterogeneous stocks (HS) are an extension of AILs, in that they are outbred mice derived from inbred strains, but there are two differences: HS descend from more than two strains (eight in the extant stocks) and the number of generations of breeding is many more than for AILs (greater than 50). The latter means that HS have higher mapping resolution: QTLs typically are mapped into intervals of less than three megabases [@b0310]. An HS can deliver higher mapping resolution than an AIL because of the larger number of differing chromosomes with which the stock is seeded, but, as with the AIL, there are diminishing benefits with increasing generations. To some extent this can be alleviated by a larger population size, since, assuming random mating, the time required for a neutral allele to go to fixation in a population is approximately equal to four times the effective population size [@b0315].

In practice HS are maintained with no more than 40 mating pairs. These small breeding populations used to maintain an HS mean that, as with the AIL, analyses of an HS have to take into account population structure, and the same solutions apply [@b0300; @b0305]. Note that model averaging mapping results are not returned as a *P*-value of the association between phenotype and locus. Rather we obtain the expected proportion of times a genetic predictor is included in a multilocus model, given by a Monte Carlo estimate, termed a resample model inclusion probability (RMIP). An RMIP of 1 would indicate that the locus is included in every resampling, an RMIP of 0.5 that the locus is included in half the resamples and so on. This does not easily translate into a false positive or false negative value and unfortunately the meaning of an RMIP is not universal: it depends on the experiment. Simulation is necessary in order to interpret it as a probability of a QTL and different mapping populations require individual calibration.

There are currently two mouse HS available. The oldest was first bred by McClearn and is an eight-way cross of C57BL/6, BALB/c, RIII, AKR, DBA/2, I, A/J and C3H inbred mouse strains [@b0320]. The more recent, established by Hitzemann, descends from A/J, AKR/J, BALBc/J, CBA/J, C3H/HeJ, C57BL/6J, DBA/2J and LP/J [@b0325]. The strain origins are important since they are used in mapping and for this reason the Hitzemann HS is preferred since the strain designations of the McClearn stock are not unambiguous. DNA from all progenitors is needed for mapping in an HS. Markers used for genotyping are usually single nucleotide polymorphisms (SNP) and so have fewer alleles (two) than the number of haplotypes segregating in the cross (eight). Consequently genotyped markers do not unambiguously identify the underlying strain haplotype with the result that observed genotypes may not reflect the underlying haplotypes. This means that QTLs can be missed by single marker association analysis that ignores strain haplotypes [@b0330]. A solution to this problem is reconstruct haplotypes, based on the recombination distance between markers and the known progenitor alleles. For this to work a good recombination map is needed [@b0335] and access to the genotypes of the progenitors. Mapping then occurs by associating the probabilistically reconstructed haplotypes at each locus in the genome with the phenotype [@b0330]. Evidence for the location of QTLs is then provided within a framework that takes into account population structure. Small effect QTLs have now been mapped to subcentimorgan resolution using heterogeneous stock mice [@b0310; @b0330; @b0340; @b0345; @b0350].

12. Historical recombinants: outbreds {#s0060}
=====================================

None of the approaches described before gives gene-level resolution. In some species, in outbred populations linkage disequilibrium is often low enough to map genetic effects into regions of a few kilobases. There have been few analyses of the genetics of wild mice [@b0355], but an assessment of linkage disequilibrium in mice caught in Arizona demonstrated that the decay in linkage disequilibrium with physical distance is comparable to that found in human populations: the 95th percentile of the genotype correlation (*r*^2^) decreases to less than 0.4 within 100 kb [@b0360].

The LD structure of wild mice indicates that it would be possible to map to the level of individual genes, using mapping strategies developed in human genome-wide association studies. Conceptually, the methodology is an extension of the methods previously described, except now employed on a grand scale. Each marker is tested for association with the phenotype, for example by analysis of variance, but because of the low LD rather than needing a few hundred markers (as in an F2 intercross) or a few tens of thousands of markers (as in an HS analysis), a genome-wide analysis needs millions of markers to obtain reasonable coverage. Complications arise due to variation in LD and variation in allele frequency, but many of analytical the issues have been resolved and appropriate software developed (see for example [@b0365]).

The use of wild mice for mapping quantitative traits is likely to suffer from all of the same problems that afflict association mapping in human studies [@b0370]: tens of thousands of subjects will be needed for robust detection of common causal variants and the majority of the genetic variance is likely to remain unexplained, even using large sample sizes, because wild populations are likely to contain large numbers of rare variants contributing to phenotypic variation. And wild mice present problems of their own: phenotyping will be difficult (their health status forbids their import into any clean animal facility), behavioural testing will be particularly challenging; there is also evidence for population structure [@b0360].

One alternative is to use outbred mice from commercial suppliers such as Harlan and Charles River Laboratories. The colony sizes are often in the thousands (animals are used by pharmaceutical companies for toxicology experiments and often need thousands of animals), so that there is less likelihood of the complications that affect AIL and HS populations. LD in some outbred stocks (MF1) has been shown to allow high-resolution mapping [@b0375]. Outbred CD1 mice have been used to fine-map a susceptibility locus for pulmonary adenoma [@b0380]; outbred MF1 were used to identify *rgs2* as a gene influencing anxiety [@b0385].

However, mapping resolution is not the only measure of the likely usefulness of the mice for mapping genes. Low LD occurs in large populations maintained for many generations but an unfortunate corollary is the presence of rare alleles. This is because allele frequencies drift to extremes and new, rare, alleles arise as a consequence of mutations. The more rare alleles in a population, and the more they contribute to phenotypic variation, the more difficult it will be to detect QTLs using genome-wide association strategies that genotype only common alleles.

Most outbred stocks are known to derive from animals from a single population, such as the 'Swiss' stocks which descend from two male and seven female imported from Lausanne, Switzerland [@b0390]. Available sequencing data indicates that commercially available outbred stocks originated from mice genetically similar to inbred strains and that almost all of the genetic variants can be found in classical laboratory strains [@b0385]. Haplotype reconstruction demonstrates how variants in the outbreds can be modeled as descending from inbred progenitors [@b0385]. The limited sequence diversity means it is possible to impute the sequence of any commercially available mouse from the sequences of inbred strains. Thus the full catalogue of sequence variation in a stock could be obtained by sequencing the inbred strains presumed to be founders for it, and genotyping the stock at a skeleton of SNPs. Therefore, we should be able to detect the effect of all variants, a situation that has so far eluded studies in completely outbred populations.

13. Historical recombinants: inbreds {#s0065}
====================================

Another source of recombinants lies in the origin of laboratory strains. Just as AIL and HS are descended from a small number of chromosomes, the inbred strains themselves are the product of a small number of progenitors [@b0395; @b0400]. The common laboratory strains have a complicated origin that has left an imprint on the structure of their chromosomes.

Distinct subspecies of *M. musculus* are present in largely non-overlapping regions of the world [@b0405]. Wild house mice in Asia (*M. musculus musculus*) and in Europe (*M. musculus domesticus*, also present in the Americas and Australia following human emigration) diverged about 1 million years ago. Apart from a hybrid zone in Eastern Europe, the two subspecies live separately. Mice from Asia (*musculus*, *castaneus* and *molossinus*) were bred with European (*domesticus*) subspecies to produce fancy mice in the nineteenth century, and inbred in the twentieth inbred to create laboratory strains of mice. Consequently, laboratory mice have genomic segments derived from different subspecies of *M. musculus* and from different chromosomes in these subspecies.

Since a QTL must be contained in a region where sequence divergence corresponds to genetic action, QTLs can be excluded wherever there is identity by descent, and included in regions where the strain distribution pattern of sequence variants agrees with that of the QTL alleles [@b0340; @b0410; @b0415; @b0420]. It should be possible to map QTLs by treating laboratory strains as a set of recombinant inbreds, whose chromosomes have a very fine-grained mosaic structure, potentially providing very high level mapping resolution [@b0425; @b0430].

The pattern of sequence variation between inbred strains initially suggested that the distribution of polymorphisms had a relatively simple mosaic structure, consistent with the derivation from a small number of Asian and European stocks [@b0435; @b0440; @b0445]. We now know that the picture is more complex [@b0450; @b0455; @b0460]. Using a set of 8.3 million SNPs two groups performed a detailed reconstruction of the phylogenetic reconstruction of laboratory mice [@b0465; @b0470]. Comparisons between classical strains found that between 36% and 62% of the genome was identical by descent. Among the 11 classical strains analysed, about 10% of the genome was found to be identical by descent. On average, 9% of the genome had a different subspecific origin between any given pair of classical strains, whereas 91% of the genome shared the same subspecific origin.

In principle, mapping using the inbred strains is just like mapping using recombinant inbreds: by establishing phylogenetic relationships amongst inbred strains from sequence information, it is possible to identify regions that are identical by descent. The problem is that in contrast to a set of recombinant inbred strains where genotyping unambiguously defines descent so that genetic identities can be associated with phenotypic similarities, finding sequence variants shared by a set of inbreds does not guarantee their descent from a common ancestor. Results from the SNP studies described above indicate that the most common strain distribution patterns in classical strains are found on average in almost half of mouse chromosomes, which will give rise to false positives in genetic mapping studies [@b0465; @b0470].

The low power of using inbreds in this way (sometimes called *in silico* mapping) has been shown by a number of groups [@b0475; @b0480; @b0485]. As with AIL and HS, the complex relatedness requires methods that deal with population structure [@b0300; @b0305]. There are, unfortunately, a number of studies, that have not applied such methods, so that it is not clear how many of the reported successes of mapping are false positives [@b0490; @b0495].

The statistical power of *in silico* mapping is only high for phenotypes when the background genetic effect is low or for large genetic effects [@b0485]. There is little doubt that *in silico* mapping is very effective for monogenic highly penetrant mutations [@b0425; @b0435; @b0500]. The problem is that *in silico* mapping does not perform well in detecting small effect loci [@b0500]. As discussed later, almost all QTLs are small effect. Current attempts to increase the power of *in silico* approaches involve increasing sample sizes (combining 29 classic inbred strains and three sets of recombinant inbred (RI) strains to obtain 100 lines [@b0505]) and imputing high density SNPs on 94 strains [@b0485]. These improvements have indeed detected smaller effects, but the strength of the signal remains weak.

14. Genes: knock outs, complementation and transcripts {#s0070}
======================================================

Genetic mapping, even if carried to the resolution of a single nucleotide, does not identify genes, only functional variants, which may be at some distance, physically, from the genes they influence. Where the variant interrupts a protein-coding gene, or otherwise disrupts gene function in a recognized fashion, knowing the sequence variant will aid gene identification (though it does not prove it). One of the clear results from high-resolution mapping in humans is that QTLs do not lie in coding regions [@b0510], often in fact they lie completely outside genes, in regions whose function remains obscure. There is every reason to suppose that the same will be true of the molecular basis of quantitative traits in mice. This makes gene identification hard.

One solution is to work at the level of genes, rather than sequence variants. A simple test that a gene is involved in a phenotype is whether a knockout has an abnormal phenotype [@b0515]. The availability of large numbers of engineered mutations makes this approach relatively easy, though time consuming (especially if the knockout is only available as an embryonic stem cell line). But it does not prove that the QTL acts either at or through the gene. QTL alleles as mentioned above are rarely knockouts; they alter gene function in other ways, which are not necessarily modeled by the null allele, and there are plenty examples in genetics where contrasting phenotypes can be attributed to different alleles at the same gene [@b0520]. Moreover some phenotypes, such as height or weight, are influenced by so many gene that upwards of a third of all knockouts may show a phenotype [@b0525]. Relying on knockouts to implicate a gene at a QTL can therefore give both false negative and false positive results.

However, knockouts can be used in quantitative complementation tests, or QTL-knockout interaction [@b0530] to test the candidacy of a gene at a QTL. The test is not complementation in its classical form because it is testing for an interaction between the null allele and the QTL, rather than for a main effect of either and for this reason the name QTL-knockout interaction test is preferable [@b0535]. An inbred animal bearing one QTL allele (for example 'high') is mated to an inbred animal with a null allele of the gene of interest ('*m*') and also to the co-isogenic wild type animal ('*wt*'). A similar pair of crosses is established, but this time using an inbred strain with the alternative QTL allele ('low'). If the difference in mean phenotype between the high/*m* and low/*m* genotypes is greater than that between the high/*wt* and low/*wt* genotypes there is evidence of quantitative failure of the mutation to complement the QTL alleles. This is detected as a statistical 'Cross' (*m* or *wt*) by 'Line' (high or low) interaction in a two-way analysis of variance.

A significant interaction indicates that the *wt* gene is under the control of a QTL allele on the homologous chromosome. It should be noted that the test does not implicate any particular QTL, which could be anywhere on the genome where the high and low strains differ. The method has been used to identify one gene (*Rgs2*) [@b0385] but has yet to be applied in a systematic fashion to the thousands of QTLs discovered in the mouse.

An alternative that has gained considerable attention is to look for an association between variation in phenotype and transcript abundance. A significant association implicates the gene responsible for the transcript, but it is possible that the phenotype alters transcript abundance, rather than the other way round, so on its own the association does prove that the gene is casually related to the phenotype. Comparing a statistical model in which genetic variation contributes to transcript variation and that in turn contributes to phenotypic variation, with alternative non-causal models, is one way to implicate a gene [@b0255]. This approach can be extended by associating an entire network of transcripts to a phenotype [@b0250] thereby moving beyond just finding a gene to identifying a mechanistic pathway. For example variation in a macrophage-enriched metabolic network of transcripts with correlated expression was found to have a causal relationship with obesity, diabetes and atherosclerosis-associated traits [@b0250].

Schadt argues that the identification of the macrophage-enriched metabolic network highlights several important features of the network approach to understanding disease: "first, the network analyses revealed hundreds of disease-causing genes acting together in coherent networks; second, within a given network supported as being causal for disease, perturbing individual genes supported as being causal for disease affected the state of the network; and, third, DNA and other sources of variation in one species can be used to construct disease networks that are relevant in a second species and that act as sensors for many sources of variation" [@b0540]. The emphasis on large-scale networks as functional units pushes gene identification to one side, moving closer to biological mechanism. But to do so requires interrogating expression of the entire genome, presumably in multiple tissues at multiple time points, with correspondingly huge data sets requiring sophisticated mathematical algorithms for their interpretation.

Apart from the forbidding analytic complexity of this approach (we lack measures of the sensitivity and specificity of the causal modeling method) it remains unclear to what extent linkage disequilibrium between QTL and variants that alter expression in neighbouring genes could account for the results: at least part of a network of correlated gene expression could arise because of LD between SNPs in the promoters of genes of unrelated function that happen to lie next to each other on the chromosome.

15. Genetic architecture of quantitative traits in mice {#s0075}
=======================================================

Genetic mapping has identified thousands of QTLs in mice; gene identification remains slow, and in very few instances do we know the nature of the sequence variation that gives rise to quantitative variation in the mouse. However, we do now know a considerable amount about the genetic architecture of complex traits. This information is important, not merely in its own right, but because it should help design studies that identify genes. In this section, I summarize briefly what we know. More details are given in [@b0510].

First the effect sizes of QTLs are small. [Fig. 8](#f0040){ref-type="fig"} plots the effect sizes of about 900 QTLs detected in an HS experiment [@b0310]. The phenotypes include a range of physiological, anatomical, haematological, biochemical and immunological traits. With very few exceptions the majority of QTLs explain less than 3% of the variation in a phenotype. This is larger than the average effects found in completely outbred populations, because of the reduced genetic diversity in the HS mice, but less than in inbred strain crosses where a similar summary of many phenotypes finds an average of QTL effect size of about 5% [@b0545].

[Fig. 9](#f0045){ref-type="fig"} compares the heritability of each phenotype (on the horizontal axis) to the number of QTLs detected [@b0310]. There is a clear linear relationship: the larger the heritability the more QTLs detected. This means that mapping a highly heritable phenotype increases the chances of detecting a QTL because there are more loci to detect, rather than that large effects are more prevalent.

Second, context dependent effects are very common [@b0550]. The top panel of [Fig. 10](#f0050){ref-type="fig"} shows the effect of experimenter on a fear-related measure (entries into the open arms of an elevated plus maze). There is variation between experimenters and overall the effect is significant but the effect is relatively small, accounting for about 5% of the variation. However, the effect depends in part on the genotype of the animal. This is illustrated in the bottom panel of [Fig. 10](#f0050){ref-type="fig"} where it can be seen that experimenter 10 elicits a large genetic effect; experimenter 2 none at all. Also the direction of effect differs: at the hands of experimenter 10 and 5 animals with the TT genotype become more anxious, but become less anxious the hands of experimenter 4. Overall the interaction effect is large, at least twice as large as the effect of experimenter alone. A survey of environmental effects, indexed by variation in the time when a phenotype was measured, showed that the effect of interaction is extremely large: in aggregate the total effect of interactions with the environment is at least as important as that of immediate heritability [@b0310].

The small size of the effects, together with their context dependency, are indications of the challenge facing attempts to identify quantitative trait genes in the mouse. It is unlikely that any single method will be appropriate, no single resource will meet every investigators needs. However, the shift towards interest in systems approaches, coupled with the falling costs of whole genome sequencing, and the development of new complex trait resources, may allow significant inroads to be made into one of the most difficult problems in mouse genetics: understanding the molecular basis of common, quantitative variation.

Jonathan Flint is supported by the Wellcome Trust.

![The distribution of three phenotypes in 16 inbred strains of mice shown as box and whisker plots. The *y* axis label is the name of the phenotype; the *x* axis labels are the strain names. Phenotypic data are from <http://www.phenome.jax.org/pub-cgi/phenome/mpdcgi?rtn=docs/aboutmpd>.](gr1){#f0005}

![A simulated example of the distribution of red blood cell counts in four consomic strains compared to 129S1/SvlmJ. The chromosomal structure of the consomic strains is indicated by their name so "chr 1" means that all the chromosomes are derived from 129S1/SvlmJ and chromosome 1 from the other progenitor, C3HeB/FeJ.](gr2){#f0010}

![The results of crossing a chromosome 1 consomic to its progenitor. Only four chromosomes are shown. The chromosomal structure is shown by colour, so that blue indicates descent from 129S1/SvlmJ and red from C3HeB/FeJ. Production of the inbred recombinant shown at the bottom of the figure is assumed to take a number of generations (i.e., it is not simply the product of intercrossing the F2 shown in the figure).](gr3){#f0015}

![The chromosomal structure of an F1, F2 and of recombinant inbreds. The chromosomal structure is shown by colour, so that blue indicates descent from 129S1/SvlmJ and red from C3HeB/FeJ. Below the recombinant inbreds are shown simulated results for their red blood cell counts (RBC).](gr4){#f0020}

![Results of mapping the using recombinant inbreds shown in [Fig. 4](#f0020){ref-type="fig"} at six markers (data are given in [Table 1](#t0005){ref-type="table"}). The *x* axis gives the position in arbitrary units, the vertical axis is the significance of the association, shown as a negative logarithm (base 10) of the *P*-value (log *P*).](gr5){#f0025}

![Mapping QTLs using an intercross: results on a single chromosome. The vertical axis shows the significance of the association expressed as a likelihood of odds or LOD score. In an intercross the LOD score is identical to a log *P* (negative logarithm (base 10) of the *P*-value) so the peak can be read as having a *P*-value of 10^−25^. The dotted red lines indicate the extent of the 95% confidence interval.](gr6){#f0030}

![Simulation results for the confidence interval of a QTL, showing the effect of increasing the number of generations (*x* axis). The confidence interval is plotted on the y axis in centimorgans (cM). The effect of changing population size is also shown, with results for three breeding populations of size 50, 150 and 1500.](gr7){#f0035}

![The effect size (expressed as the proportion of variance attributable to the locus) for 843 QTLs mapped in an HS population of mice. Data are from [@b0310].](gr8){#f0040}

![The relationship between heritability, plotted on the *x* axis, and the number of QTLs detected, plotted on the *y* axis. Data are from 843 QTLs mapped in an HS population of mice [@b0310].](gr9){#f0045}

![Context dependent genetic effects. The top panel shows the effect of experimenter (plotted on the *x* axis) on a fear-related measure in mice, time in the open arms of an elevated plus maze, plotted on the *y* axis. The bottom panel shows the effect is dependent on genotype. Results are shown for a single marker with three genotypes (AA, AT and TT) shown on the *x* axis. The distribution of the phenotype associated with each genotype is shown separately for each experimenter.](gr10){#f0050}

###### 

The data are from a simulated experiment, where mice are genotyped at a diallelic locus (with alleles R and B) and tested for association with variation in red blood cell count (RBC). The significance of the result is shown both as a *P*-value and as a negative logarithm (base 10) of the *P*-value (log *P*). The markers are given arbitrary names (Pos. 1--Pos. 6) representing their order on the chromosome.

  RBC    Pos. 1   Pos. 2   Pos. 3   Pos. 4   Pos. 5   Pos. 6   *P*-value   log *P*
  ------ -------- -------- -------- -------- -------- -------- ----------- ---------
  12.5   BB       RR       BB       BB       BB       RR       0.002       2.76
  10.3   RR       BB       BB       BB       RR       BB       0.111       0.96
  12     BB       BB       BB       BB       RR       RR       0.547       0.26
  9.6    RR       BB       BB       RR       BB       RR       0.057       1.25
  11.8   BB       RR       RR       BB       BB       RR       0.874       0.06
  9.9    RR       BB       BB       RR       BB       RR       0.583       0.23
