Abstract-In the conventional H 1 optimal output feedback control design, the order of the controller is much higher than that of the plant. It is not easy to implement the H 1 optimal controller for high-order systems in practical engineering applications. In this work, a robust H 1 optimal design problem under a structure-specified controller is investigated for systems with parameter variations and disturbance uncertainties. A simple and facile design algorithm is proposed to solve the structure-specified H 1 optimization problem via genetic searching approach from suboptimal perspective. The proposed design method is very suitable for practical control systems. Therefore, the trench between the theoretical H 1 control and practical engineering designs can be filled up. Two examples involving a single input-single output (SISO) phase-locked-loop motor speed system with a lead/lag type controller and an MIMO supermaneuverable F18/HARV fighter aircraft system with a PID-type controller are given to illustrate the design procedure and exhibit the performance of the proposed method.
I. INTRODUCTION

I
N the past decades, optimal control theories have been developed very quickly and widely applied to treat control system design problems such as minimax model matching [1] - [3] , minimax disturbance rejection [4] - [6] , and robust optimization [1] , [2] , [4] , [6] . In general, the optimal output feedback control problem can be solved by two methods. One is based on Youla's controller parameterization with Nehari theorem or the so-called A-A-K technique from the frequency domain viewpoint [1] , [6] . The other is based on observer-based state feedback with game theory to solve two Riccati-like equations from time domain perspective [4] . However, based on the above two methods, the order of the derived optimal controller is much higher than that of the plant. Hence, it is not easy to implement the optimal controller in practical applications.
In this work, a structure-specified controller is proposed to achieve optimal performance from suboptimal point of view. Based on the Routh-Hurwitz stability criterion, an admissible domain of controller parameters which guarantees the closed-loop stability is determined at first. Then, the structure-specified optimal control problem is reduced to finding an optimal parameter vector in this admissible domain such that the performance restriction is achieved. In general, it is difficult to solve the optimization problem directly. Therefore, searching algorithms are employed to treat this problem and an approximate solution will be obtained. However, most of the searching algorithms, such as the gradient-based searching algorithm, need assume the parameter space being differentiable and the search may be trapped in the local optimum. Therefore, it seems not suitable to treat our optimization problem. Recently, the genetic algorithm has been introduced for optimization searching [7] . The genetic algorithm applies operators inspired by the mechanics of natural selection to a population of binary strings encoding the parameter space. It is a parallel global search technique that emulates natural genetic operators such as reproduction, crossover, and mutation. At each generation, it explores different areas of the parameter space, and then directs the search to the region where there is a high probability of finding improved performance. Because the genetic algorithm simultaneously evaluates many points in parameter space, it is more likely to converge toward the global solution. In particular, it need not assume the search space being differentiable or continuous, and can also iterate several times on each datum received. Hence, it is very suitable to treat the optimization problem. By employing the genetic algorithm to treat our optimization problem, the controller parameter is first coded to a binary string-called chromosome. In each generation, three basic genetic operators (reproduction, crossover, mutation) are performing to generate a new population with constant population size. Then the chromosomes of the population are evaluated via the values of appropriately selected fitness functions. Based on the principle of survival of the fittest, a better population of candidate solution is obtained.
The remainders of this paper are organized as follows. In Section II, the problem formulation is made. The design procedure for a structure-specified controller to achieve optimal control purpose is introduced in Section III. The genetic algorithm mechanics for the proposed optimal controller design are described in Section IV. Two illustrative examples and some conclusions are given in Section V and Section VI.
II. PROBLEM FORMULATION
Consider a control system as shown in Fig. 1 , where is an -inputs and -outputs nominal plant, is the plant perturbation, is the controller, is the reference input, is the control input, is the tracking error, is 1063-6536/98$10.00 © 1998 IEEE the external disturbance, and is the output of the system. Without loss of a generality, the plant perturbation is assumed to be bounded by a known stable function matrix , i.e., where denotes the maximum singular value of a matrix . The robust optimal disturbance attenuation problem for the system in Fig. 1 lies in how to find a controller to stabilize the closed-loop system and attenuate the external disturbance. The principle criterion for this problem is simultaneously minimizing the robust stability performance [1] , [4] (1) and satisfying the following disturbance attenuation performance: (2) where , is a stable weighting function matrix specified by designer, and and are the sensitivity function and complementary sensitivity function, respectively, of the system with the following representations:
From Kwakernaak [8] , a balanced performance criterion to satisfy (1) and (2) By using the conventional methods to solve the problem, the order of the derived controller is very high so that it is not easy to be implemented in practical applications. To overcome this difficulty, in this work, we investigate the robust optimal disturbance attenuation problem from suboptimal perspective.
A structure-specified controller of the following form: (6) is assigned with some desired order and to minimize the performance criterion (5) [10] , [11] . Such controllers are all special cases of structure-specified controller in (6) . For PID configuration, we have , , , i.e., Similarly, for lead/lag configuration, we have , i.e.,
2) In the case of the system with complicated plant and a single simple-structure controller, one seems to have less freedom of controller parameters to tune the system to achieve the optimal design objectives. In this situation, we must increase the order and of the controller in (6).
III. OPTIMAL STRUCTURE-SPECIFIED CONTROLLER DESIGN
Let us rewrite the plant as the following form:
where is the numerator polynomial matrix and is the denominator polynomial of the nominal plant , respectively. Then by (3) and (6), we have (8) In order to guarantee the stability of the nominal closedloop system, all roots of the denominator polynomial of must have negative real parts, that is, the determinant, det , must be a Hurwitz polynomial. For convenience and simplicity, let us denote (9) as the controller parameter vector. From the Routh-Hurwitz criterion, the space , which consists of all admissible such that the polynomial is Hurwitz, is obtained as (10) where denotes the th element of in (9) . In practical control applications, we may have some other restrictions on the parameter vector for some control requirements, such as avoiding high gain control and actuator saturation. These restrictions can be expressed as (11) Then the intersection of and is used for the controller parameter space of the control parameter vector , i.e., (12) Remark 3: In general, finding an admissible set of stabilizing controller parameter vectors via the Routh-Hurwitz criterion is a difficult work. In this situation, one can disregard the admissible domain and then test the space by random selection associated with probabilistic decision repeatedly to obtain an almost stable parameter space . For example, consider a parameter space of to be Let us define , for , to be the probability that is stabilizing under the condition of in the interval , where denotes the number of being stabilizing in the interval , and denotes the number of all , respectively. If one chooses 10 000 points of by uniformly random selection, then test the stability of these points of . One may obtain the following statistic results:
Consequently, we get Obviously, the regions and have higher probability than others for being stabilizing. Let be the union of and , it is found that the stabilizing probability of is % Perform the similar procedure above to test the region , a new region with a more higher probability than for being stabilizing can be obtained. Repeat the similar experiment several times, one can derive an almost stable parameter space .
Let us consider the performance criterion (5), and define (13) then the problem we investigated in this work is reduced to finding an optimal parameter vector in the parameter space such that the following optimization: (14) is achieved.
Remark 4:
In solving the optimization (14) , calculating the value of for a known parameter vector is inevitable. In general, this work is equivalent to computing the square root of norm of . It may be not a trivial work but can be done according to the result in [12] .
On the other hand, in the single input-single output (SISO) case, (13) can be rewritten as By the fact that the peaks of occur only at the values of such that the following equation: (15) is satisfied. Therefore, the optimal controller is derived by solving the parameter vector in parameter space such that the following optimization is achieved:
where denotes the set of all positive roots of the (15) . Note that only the points are necessary to be taken into consideration in solving the parameter vector in parameter space . This means that the computational complexity can be appropriately reduced in SISO case.
In general, the above optimization is always multimodal and nonconvex. There may exist many local solutions and have not in closed forms. Hence, insteads of solving the optimization problem directly, a suboptimal solution, which is obtained by some searching algorithms, is employed to treat this problem. In this work, the genetic searching algorithm is used to solve the optimization problem and the details are described in the next section.
IV.
OPTIMIZATION VIA GENETIC ALGORITHMS Genetic algorithms are stochastic optimization algorithms that were originally motivated by the mechanisms of natural selection and evolutionary genetics. They were first introduced by Holland in 1962 [13] , and were extensively explored by Goldberg [7] . Genetic algorithms have been proven to be efficient in many different areas such as function optimization [14] , image processing [15] , and system identification [16] - [19] . Unlike the conventional gradient-based searching algorithms, genetic algorithms require no calculation of the gradient and are not susceptible to local minimum problems that arise with multimodal search space. As a result, genetic algorithms are more suitable than other searching algorithms to treat our optimization problem.
In this work, a simple genetic algorithm is employed. It is an iterative procedure which maintains a constant size population of candidate solutions. In each generation, three basic genetic operators (reproduction, crossover, and mutation) are performing to generate a new population and the chromosomes of the population are evaluated via the values of appropriately selected fitness functions. Based on the principle of survival of the fittest, a better population of candidate solution is obtained. We describe the genetic algorithm as follows.
A. Coding and Decoding
Genetic algorithms work with a population of strings or chromosomes, not parameter themselves. Hence, to solve our problem, the controller parameter vector should be coded to a string-called chromosome. For convenience and simplicity, the binary coding method is chosen. Based on binary coding method, every element of the parameter vector is coded as a string of length , which consists of "0's" and "1's," for the desired resolution . In general, we have (16) We illustrate the coding procedure in the following example. Suppose the parameter space is and the desired resolutions are and . Then by (16) . The decoding processing is the reverse procedure of the coding processing. 
B. Fitness
Fitness is a measure to evaluate the suitability of a chromosome. By the principle of survival of the fittest, a chromosome with higher fitness value has a higher probability of contributing one or more offspring in the next generation. By employing genetic algorithms to our optimization problem, we must relate the performance criterion to fitness function. From (14), we define the cost function as (17) In our design problem, an optimal controller is derived by minimizing , and hence maximizing the corresponding fitness value . Intuitively, we have (18) In this work, the relation between and is shown in Fig. 2 and is expressed as the following linear equation: (19) where (20) (21) and is the largest and the smallest values evaluated in the generation, and and are the corresponding fitness values, respectively [20] .
C. Reproduction
Reproduction is a basic operator of genetic algorithms. It is operated on the basis of the survival of the fittest. In each generation, the chromosome of the current population is reproduced or copied in the next generation according to the reproduction probability , which is defined as
where is the population size. It is shown that the higher fitness value, the higher reproduction probability.
Once the chromosomes are reproduced or copied in the next generation, the other chromosomes stay in a mating pool as shown in Fig. 3 and await the action of the other two genetic operators.
D. Crossover
Reproduction directs the search of genetic algorithms toward the best individuals. Crossover performs to exchange the informations of any two chromosomes via probabilistic decision in the mating pool and provides a mechanism to mix and match the desirable qualities through a random process. It is proceeded in three steps. First, two chromosomes in mating pool are selected randomly according to the crossover probability specified by designer. Second, a splice point is determined uniformly at random. Third, the genetic codes in front of the splice point are kept invariant, while the genetic codes following the splice point are interchanged. The crossover procedures can be illustrated as follows: Two chromosomes with the splice point at the fourth bit are given as splice point After crossover procedure, two new chromosomes are generated as the following forms:
E. Mutation
Reproduction and crossover provide the most search power for genetic algorithms. However, the gene pool tends to become more and more homogeneous as one better gene begins to dominate after several generations and leads to premature convergence at nonoptimal solution. To overcome this undesirable convergence, the third genetic operator-mutation-is introduced into the genetic algorithm with appropriate probability . Mutation is an occasional alternation of the gene from zero to one or from one to zero with the mutation point determined uniformly at random. For example, a chromosome with the mutation point at the fourth bit is illustrated as follows:
Mutation point
Then after mutation, the chromosome becomes
Mutation is an insurance strategy to ensure that all point in the search space can be ultimately reached. Note that mutation should be used sparingly because it is inherently a random search operator. The genetic algorithm could become more similar to random search if the mutation probability is high.
F. Convergence of Genetic Searching Algorithm
The convergence of genetic algorithms, used in this work, can be interpreted via the concept of schema [7] . Basically, a schema matches a particular string if at every location in the schema a "1" matches a "1" in the string, a "0" matches a "0," or a (don't care symbol) matches a " ". Hence, we can think of it as a pattern matching device. By employing the concept of schema to explain the convergence of genetic algorithms, we choose the chromosome coded from the optimal or near optimal parameter vector to be the schema at first. Then, based on the operation of genetic algorithms and from the results in Goldberg [7] , we have (23) where is the expected number of chromosome matching the schema in the generation is the distance between the first and last specific string position of the schema is the number of "1's" and "0's" of the schema is the fitness of the optimal or near optimal parameter vector , is the average fitness of the entire population, is the length of the chromosome, and and are the crossover and mutation probabilities of genetic algorithms, respectively. Using (23), Goldberg [7] has shown that the expected number of matched chromosomes in the population will approach to as in probability. This means that all chromosomes in the population are the same as the schema , i.e., the parameter vector , obtained via the proposed genetic algorithm, converges to the optimal or near optimal solution .
G. Controller Design Algorithm via Genetic Algorithm
Step 0) For a given plant , specify the weighting function matrices and , the controller structure , the genetic parameters , , and the desired resolution .
Step 1) Determine the controller parameter space via the Routh-Hurwitz criterion and other restrictions.
Step 2) Calculate the required chromosome length.
Step 3) Generate randomly a population of binary strings.
Step 4) Decoding the chromosomes to real parameters and calculate the corresponding norm. Check the requirement (5) and then calculate the fitness value for each chromosome.
Step 5) If the search goal is achieved, or an allowable generation is attained, then stop. Otherwise, continue.
Step 6) Create the offspring via the basic genetic operators reproduction, crossover, and mutation. Go to Step 4). Remark 5: Unlike the necessity of some complicated computations in conventional optimal control design (e.g., spectral factorization and inner-outer factorization in theiteration algorithm), only some simple operations (e.g., string copying, string swapping, and bit changing) and some simple calculations are required in the proposed design method. This attractive property (less complicated computation) makes the proposed design method very easy to be implemented in practical applications. On the other hand, the order of the designed controller is much lower than controllers designed by the conventional optimal design. Though the controllers do not produce the smallest performance measure, it is near optimal. Hence, the proposed design method is very suitable for practical applications.
Remark 6: The choice of the genetic parameters , , and is an important work. An appropriate choice of , , and will speed up the convergence of genetic searching algorithm to the global optimum. In general, a large value of and may result in a fast convergence. However, much computational time is required. On the other hand, a large may guarantee the genetic searching algorithm not to be trapped in local optimum. However, GA may tend to a random search because mutation is inherently a random search operator. Therefore, there are some tradeoff in the choice of , , and .
V. ILLUSTRATIVE EXAMPLES
In this section, two different examples are given to illustrate the proposed design procedures. Example 1: Consider a phase-locked-loop motor speed control system [10] as in Fig. 1, where Suppose the system suffers from the external disturbance and the plant perturbation Note that the plant perturbation is unknown in fact but bounded by the following known stable function:
To treat the robust disturbance attenuation problem, the weighting function is chosen as
In this example, a lead/lag type controller is selected to tune the system to achieve the robust optimal design objective in (5). Let us define the control parameter vector as
By the Routh-Hurwitz criterion, an admissible parameter domain which guarantees the stability of the nominal closedloop system is determined as Moreover, the additional restrictions are assumed to be for some practical requirements. Then the intersection of and is obtained as the search space. Let the resolution of each parameter be slightly finer than 5 10 , a string of length 32 is required for each parameter. So the chromosome of length 96 is derived, which leaves the search space with alternatives. In this example, the parameters of the genetic algorithm are chosen as the best and the worst fitness values are chosen as
The software MATLAB is used to perform the simulation. After generations, an appropriate controller with the norm 0.8323 of in (13) is obtained. The corresponding norm for the genetic search is shown in Fig. 4 . Let the reference input be a square wave with amplitude 1 and period . The output of the system with the derived controller under the plant perturbation and external noise is shown in Fig. 5 . From the simulation result, it is shown that the derived lead/lag type optimal controller can work very well and the output of the system is with a good behavior. Note that an controller of order one is needed in our design. However, an controller of order six is obtained by employing the conventional method to solve the same optimal problem. Hence, we conclude that the proposed design is very feasible in practical applications.
Remark 7: To demonstrate the convergence of the proposed genetic design algorithm to the global optimum, let us consider the following experiment. We first use the conventionaliteration algorithm [1] to solve the optimization problem of Example 1. An optimal controller of order six is obtained. The corresponding norm of in (13) is 0.6646. Now, a controller of order 6 is specified via the proposed genetic design algorithm to treat the same optimal control
problem. An appropriate controller with norm 0.6745 is derived after 200 generations. The simulation result is shown in Fig. 6 . According to the result, we can demonstrate the convergence of the genetic algorithm.
Example 2: Consider a longitudinal control system of the supermaneuverable F18/HARV fighter aircraft [21] in horizontal flight at an altitude of 15000 (ft) with Mach number , airspeed (ft/s), angle of attack (deg), and pitch angle (deg). The trim value of the path angle is (deg) and the trim pitch rate is (deg/s). The longitudinal dynamics of the system can be described in the following state-space form:
where matrices A, B, and C are shown in (24) at the bottom of the page, and with being the perturbation in true airspeed (ft/s), being the perturbation in angle of attack (rad), being the perturbation in pitch rate (rad/s), being the perturbation in pitch angle (rad), being the perturbation in symmetric thrust vectoring vane deflection (deg), being the perturbation in symmetric aileron deflection (deg), being the perturbation in symmetric stabilator deflection (deg), being the perturbation in symmetric leading edge flap deflection (deg), being the perturbation in symmetric trailing edge flap deflection (deg), and being the perturbation in throttle position (deg). Note that the matrix has rank only three. By employing the pseudo-control technique [21] , we can rewrite the above system as where and are shown in (25) at the bottom of the page. Suppose the system is encountering with the external disturbance and the plant uncertainty Note that the plant uncertainty is unknown in fact but bounded by the following stable function matrix:
To treat the robust disturbance attenuation problem, a weighting function matrix is chosen as
In this example, a PI type controller is chosen to treat the optimal disturbance attenuation problem. Let us define the controller parameter vector as For some practical requirements, all of parameters are assumed to be in the following region: for Since 18 parameters are necessary in this example, it is very difficult to determine an admissible set of parameters via the Routh-Hurwitz criterion to guarantee the stability of nominal closed-loop systems. However, by testing the region (13) is obtained. The corresponding norm is shown in Fig. 7 . Let the reference inputs be , and . The outputs of the system with the derived controller under plant uncertainties and external disturbances is shown in Fig. 8 . The outputs of the closed-loop system with the conventional optimal controller, which is designed by -iteration algorithm [1] , is also shown in Fig. 9 . It is seen that the output and are almost the same for two design cases, except having some deviations in our case. From the simulation results, it is shown that the derived PI-type optimal controller can work very well and the outputs of the system are all with a good behavior. Note that an optimal controller with norm 0.8194 is obtained of order one in our design. However, a conventional controller of order 16 and norm 0.5603 is obtained in Fig. 9 . Hence, we conclude that the proposed design is very feasible in practical applications.
VI. CONCLUSION
A robust optimal control problem with a structurespecified controller has been solved by using the genetic approach in this work. A near optimal solution is obtained by performing the genetic operations such as reproduction, crossover, and mutation. The near global optimum can be Fig. 8 . The output of the system in Example 2 by the proposed controller ("--": y 1 (t), "1 1 1": y 2 (t), "-": y 3 (t)). Fig. 9 . The output of the system in Example 2 by the conventional H 1 optimal controller ("--": y 1 (t), "1 1 1": y 2 (t), "-": y 3 (t)).
achieved if the generation of the search procedure is increased. Furthermore, the genetic design algorithms can also offer an effective and simple method to solve the optimal control problems which can not be treated by the conventional techniques. Actually, the proposed method can also be applied to or optimal control design or other optimal control designs. We hope the proposed algorithm can bridge the gap between theoretical control method and practical control design. From the simulation examples, the suboptimal performance can be achieved by the proposed method.
