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Abstract
McKean-Vlasov stochastic dierential equations may arise from a probabilistic inter-
pretation of certain non-linear PDEs or as the limiting behaviour of mean eld particle
systems (those whose interactions are through the empirical measure) as the popu-
lation size increases to innity. Interest in this topic has grown enormously in recent
times following the introduction of the related mean eld games. These are models
derived from the innite population limit of games with nitely many players and
mean eld structure, i.e. the dynamics and rewards of one player depend on the other
players through the empirical measure. Naturally, it is imperative that the dynamics
of the models are well-posed. This question comprises the majority of this text in two
stochastic contexts: with or without a common noise.
In the more often studied case where the particles are driven by independent Brow-
nian motions, results are provided that pertain to the weak-existence and pathwise
continuous dependence on the initial condition. These results adapt a method of
Gyöngy and Krylov for Itô's stochastic dierential equations to the McKean-Vlasov
setting. Should the coecients and initial distribution satisfy a certain Lyapunov con-
dition, well-posedness of the dynamics may be established along with the existence
of an invariant measure for an associated semi-group. These conditions allow for
potentially unbounded coecients, with growth intrinsically linked to the Lyapunov
condition.
In the second context, particle systems driven by correlated noises are considered.
In particular, the particles are each driven by two Brownian motions: one common to
all particles and a private Brownian motion independent of all others. The connection
between these particle systems and related McKean-Vlasov models through the condi-
tional propagation of chaos is discussed. Existence and uniqueness of weak solutions
to the corresponding McKean-Vlasov dynamics is proved in a particular framework
that allows for a discontinuous drift coecient at a price of non-degenerate noise.
ii
Lay Summary
Systems are ubiquitous. At every level of our world, from the natural to the sociologi-
cal and technological, complex and networked activity is observed. The study of mean
eld models provides an approach to develop our understanding of systems where the
number of interacting elements is large and the interactions have a particular struc-
ture, by considering a corresponding system of innite size. The entities that comprise
a system may be, for example, molecules, animals, people, etc. Consequently, the
scope for application is enormous.
The main contribution of this text is to broaden the collection of systems for
which there exist unique solutions to the equations governing the innite system.
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Systems are ubiquitous. At every level of our world, from the natural to the soci-
ological and technological, complex and networked activity is observed. The study
of mean eld models provides an approach to develop our understanding of systems
where the number of interacting elements is large and the interactions have a partic-
ular structure.
In reality, the modelled systems have a nite population of interacting elements.
Unfortunately, these models may be dicult to analyse and to approximate numer-
ically due to the sheer number of interactions. This intractability is an instance of
the curse of dimensionality. In a particular class of large population models - those
in which interaction is through the empirical measure - one is able to simplify the
analysis to some extent, by approximating macroscopic properties of the population
or those of a representative particle with the mean eld limit: the limiting behaviour
as the population of interacting elements increases to innity.
The mechanism by which this approach becomes possible is referred to as the
propagation of chaos. Starting from a 'chaotic' (independent) initial distribution of
particles and driven by independent noises, nite mean eld particle systems become
correlated through their interactions. However, courtesy of the mean eld structure of
the system, it may be shown that sub-populations of xed size from a sequence mean
eld particle systems (increasing in population) becomes decoupled in the innite
population limit. In the innite system, the initial chaos propagates through time.
The now independent and identically distributed individuals from the innite system
have time-marginals that are governed by a non-linear evolution; this is referred to as
the McKean-Vlasov equation.
Mean eld models have a broad range of applications; the constituent elements
of a system may be for example, people, animals, cells, molecules or algorithmic
parameters. In many cases, to formulate a realistic model, it is necessary to account
for the agency of individuals. These models fall under the term mean eld games.
Since its 2006 début [47, 48, 72, 73, 74], the theory of mean eld games has
garnered a huge amount of attention, along with the related class of mean eld
control problems where the populations' actions are dictated by a social planner.
Whilst the structure of these models is quite particular, it is worth remarking that
many systems t within this category. See the two volume text [26] for a general
overview of the eld from a stochastic perspective.
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Introducing mean eld models as approximations to nite mean eld particle sys-
tems is however, a more modern perspective. At its inception, the study of nite
mean eld particle systems and their corresponding mean eld limits was motivated
as a probabilistic method of constructing solutions to certain non-linear partial dier-
ential equations. From this converse perspective, the innite system is the object of
interest, rather than the nite particle systems. The study of mean eld particle sys-
tems from this original viewpoint was initiated by McKean and Kac. In [80], McKean
introduced a class of Markov processes whose time marginals satisfy certain non-linear
equations. This elucidated the wider consequences of Kac's probabilistic interpreta-
tion of Maxwell's assumption of molecular chaos in the kinetic theory of gases [54].
Further, in [81], McKean demonstrated how to construct solutions from a sequence
of interacting particle systems of increasing population size via the aforementioned
propagation of chaos. Since these pioneering eorts, the theory and application of
McKean-Vlasov models has ourished, permeating many elds of study.
Fundamental to these models is the underlying question of well-posedness of the
dynamics. This is the main focus of the thesis.
1.1 Overview of the Thesis
To give a sense of this text as a whole, numerous results contained in this thesis and
the challenges that were overcome to produce them are described in this section. For
reviews of the related literature, the reader is referred to the corresponding chapters.
In the situation where the particles are driven by independent noises, well-posedness
of the McKean-Vlasov stochastic dierential equation is established, following an ap-
proach inspired by that of Gyöngy and Krylov [41] for classical Itô SDEs. In the
presence of certain Lyapunov criteria - a condition dependent on the structure of the
coecients and the initial condition - one may obtain estimates ensuring the non-
explosion of approximate solutions, enabling the use of a localisation procedure. In
the classical case of Itô's SDEs a critical fact is, that if two (locally) uniquely solvable
SDEs started from the same point have the same coecients on some domain, then
up until the rst exit time of the domain, both solutions coincide. This statement no
longer holds true in the McKean-Vlasov setting as the coecients depend on the law
of the solution; the McKean-Vlasov SDE is non-local. It is easy to see that, in general,
the law of a stopped process will not be equal to the law of the un-stopped process.
If one attempts a naïve extension of Gyöngy and Krylov's method, one would be
tempted to formulate rather dicult-to-verify conditions ensuring that the estimates
one searches for are attainable. This would be problematic since Lyapunov criteria
can, at times, be dicult to nd. However, changing the perspective from stopping
a process once it exits a domain, to truncating its coecients outside the domain,
one obtains a useful fact; the law of a solution to the truncated SDE is equal to the
law of that same solution stopped at the exit of the domain. This fact enables more
readily available conditions to be formulated.
By use of the dierential calculus of Lions [78], one can consider Lyapunov func-
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tions taking arguments in the space of probability measures. This is a natural ex-
tension of existing methods since the coecients themselves also have probability
measure valued arguments. After formulating appropriate Lyapunov conditions and
related growth assumptions for the coecients, the existence of solutions follows from
careful application of Skorokhod's method for constructing solutions to SDEs [91] and
a localisation procedure. A two-fold approximation is made; the coecients are trun-
cated on an increasing, nested sequence of sub-domains and suitable Euler schemes
are used to approximate a solution to the truncated SDE. Regarding the continuous
dependence on initial conditions of solutions, criteria are introduced that extend the
usual monotonicity condition. This narrows a gap in the literature, as there are exam-
ples of non-uniqueness of McKean-Vlasov SDEs in the locally-Lipschitz regime [90].
Finally, the existence of an invariant measure for a semi-group associated with the
ow of marginal distributions of solutions to the McKean-Vlasov SDE is established
via the Krylov-Bogolyubov theorem [63].
In the setting with a common noise, existence and uniqueness of weak solutions is
proved for a framework inspired by that of Mishura and Veretennikov [84] for the case
without common noise. The driving noises of the particle systems from which the
McKean-Vlasov SDE with common noise is derived are correlated, resulting in a more
intricate model. The coecients of this limiting equation depend on the conditional
law of a solution given a sub-ltration to which the common noise is adapted. In order
to both proceed with the standard compactness methods to obtain weak solutions and
to connect these solutions to an associated stochastic partial dierential equation, one
needs to carefully dene the compatibility structure (see Kurtz [65]). This thesis sheds
light on such a denition from both the above perspective and also via the conditional
propagation of chaos. With denition in hand, weak existence is demonstrated rst
under modest assumptions of bounded and continuous coecients via Euler-type
approximations. Then, the existence of solutions is proved for a particular class of
Markovian coecients, where the dependence on measure of the coecients is via
integration of so called interaction kernels. At a price of non-degeneracy, existence
may be established in the case where the interaction kernels are only assumed to be
bounded and measurable, by use of Krylov's estimates [64].
The uniqueness in joint law of solutions to the McKean-Vlasov with common
noise is proved via an extension of the method of Mishura and Veretennikov [84]
for weak uniqueness in the case without a common noise. Due to the dependence
structure of solutions, in this context it is natural to consider joint weak uniqueness
rather than the uniqueness in law. Mishura and Veretennikov's approach is closely
linked to Pinsker's inequality, where one estimates the square of total variation by
half the Kullback-Leibler divergence. By representing the two solutions via Girsanov
transformations from an intermediary probability space, they are able to prove weak
uniqueness if the measure dependence of the coecients is only in the drift and
is total-variation Lipschitz. Extending this argument to the common noise setting
presents some challenges. Firstly, one starts with a probability space supporting both
weak solutions. The ability to represent two solutions (without common noise) via
Girsanov transformations relies on the uniqueness in law of solutions to the Itô SDEs
obtained by xing the coecients with the law of each solution. In the common noise
setting, the comparable argument of xing the ow of conditional distributions of the
3
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solutions required the uniqueness in law of solutions to the SDE with random drift
coecient to be established. Furthermore, the Girsanov transformation would need
to leave unaected, the distributions of processes adapted to the conditioning sub-
ltration. This requirement is fullled courtesy of the dependence structure demanded
of solutions. Secondly, since the ow of conditional distributions given the common
noise is stochastic, when one wishes to estimate the total variation between them, it
helps for them to have the same conditioning sigma algebras. To understand why,
consider the case where one has a probability space (Ω;F ;P), one which there are
dened two random elements X1 and X2, and a sub-ff-algebra G. Then, letting
L (X i |G) denote the regular conditional distribution of X i given G, for i = 1; 2; one
has the following estimate:
E[dTV (L (X1|G);L (X2|G))] ≤ E[E[1X1 6=X2|G]] = E[1X1 6=X2];
where dTV is the total variation distance. Let L (X i) denote the law of X i , for i = 1; 2
and recall that there exists an optimal coupling P∗ for which dTV (L (X1);L (X2)) =
E∗[1X1 6=X2]. Suppose P = P∗, and that dTV (L (X1);L (X2)) could be estimated by
¸E[dTV (L (X1|G);L (X2|G))] (for ¸ < 1), then one could conclude that X1 and X2
have the same distribution. This is analogous to the situation one would hope to be
in to proceed with the argument of [84]. However, there is no guarantee a priori that
the optimal coupling for the total variation between two solutions to the McKean-
Vlasov with common noise, should constrain the common Brownian motion and the
ow of conditional measures to generate the same sub-ltrations. To counteract this
issue, rather than using total variation, the cost function in the Kantorovich problem
is altered so that its optimal coupling precludes discrepancies in the randomness that
generates the conditioning sub-ltrations. Choosing the original probability space
from which the Girsanov transformations are to be dened to be the optimal coupling
of this new Kantorovich problem, a similar estimation procedure to that of [84] may
be followed to prove joint weak uniqueness.
1.1.1 Structure of the Thesis
The rest of the current chapter provides an introduction to mean eld particle systems
and the corresponding McKean-Vlasov equations. In the interests of clarity and con-
cision, the models of mean eld games and control are not introduced as the thesis
does not require any knowledge of them. Chapter 1 concerns the well-posedness of
the McKean-Vlasov stochastic dierential equation in the absence of a common noise
and the existence of an invariant measure for its associated semi-group. Chapter
2 expounds on the mean eld limit in the context of common noise via the condi-
tional propagation of chaos. Chapter 3 concerns weak existence and uniqueness for
the McKean-Vlasov stochastic dierential equation with a common noise. Finally, a
short discourse on potential extensions of the work contained in this thesis is provided.
This thesis contains material from two articles [44] and [45] that are to appear in An-
nales de l'Institute Henri Poincaré (B) Probabilités et Statistiques and the Annals of
Probability, respectively. As such, these chapters are relatively self-contained, how-
ever there are some repeated statements and slight dierences of notational choice




 The law of a random element, say Z, will be denoted L (Z).
 Time indexes are denoted by I and will be either [0; T ] for some T < ∞ or
R+ := [0;∞) dependent on context.
 For a topological space E, the Borel sigma algebra on E is denoted B(E).
 Given a stochastic process X and a stopping time fi , the process X stopped at
time fi will be denoted X·∧fi := {Xt∧fi}t∈I . Let the ltration generated by X
be denoted as FX := {FXt }t∈I . Processes denoted by Roman letters, will be
real-vector valued.
 The space of continuous paths from I into Rd is denoted C := C(I;Rd) and
will be equipped with either the uniform or Skorokhod metric, depending on
context. Let P(C) denote the set of Borel probability measures on C.
 Coecients of stochastic dierential equations will usually be denoted b; ff and
. They are assumed to be (or are at least identied with) Borel measurable
functions from (possibly a subset of) I × C ×P(C) into Rd ;Rd×d1 and Rd×d2 ,
respectively (dimensions will be determined by context), that are always as-
sumed to be at least progressive. To clarify, a function f on I × C × P(C) is
called progressive if for any t ∈ I,
f (t; x;m) = f (t; x·∧t ; m ◦ ffi−1t ); where ffit : C 3 x 7→ x·∧t ∈ C:
A function f on I × C × P(C) is called Markovian if for any t ∈ I,
f (t; x;m) = f̃ (t; xt ; m ◦ ı−1t ); where ıt : C 3 x 7→ xt ∈ Rd ;
for a measurable function f̃ with domain I × Rd × P(Rd). In the case of
Markovian coecients, b, ff and  may instead be dened as their counterparts
with a tilde.
 The set of positive integers are denoted N and the non-negative integers as N0.
 Given a measure space (Ω;F ; —) and an integrable function f , let




 The transpose of a matrix a will be written as aT and the trace of a square
matrix is denoted tr(a). For two real valued column vectors, a and b, the inner
product aTb may be written as ab.
 Let the gradient be denoted as @x and the Hessian as @2x .
 All stochastic integrals in this thesis are Itô integrals.
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1.3 A Mean Field Particle System
An N-particle mean eld system (X1;N ; :::; XN;N), may satisfy the following stochastic
dierential equations, for i = 1; :::; N,





b(s; X i ;N ; —N)ds +
Z t
0








with Brownian motions W i and initial values X i0. The standard mean eld models
assume independence of the initial conditions and of the driving Brownian motions. A
crucial observation is that under these conditions (and those ensuring weak uniqueness
[98]), the particle system is exchangeable, i.e. the distribution of (X1;N ; :::XN;N) is
invariant under permutation of the indices. As an extension to the standard mean
eld models, one may consider cases where the inputs X i0 and W
i are correlated,1
introducing input noise common to all particles. These more complicated models are
the subject of the latter half of the thesis and their treatment is postponed.
1.4 The Mean Field Limit
Assume momentarily that as the number of particles N increases, —N has a determin-
istic limit — and the particles X i ;N converge pointwise to processes X i ;∞, satisfying
the equations





b(s; X i ;N ; —)ds +
Z t
0
ff(s; X i ;N ; —)dW is
These limit processes (at least in the strong solution setting) are independent, by
the independence assumption on the stochastic inputs X i0 and W
i . For continuous
and bounded f , E[f (X i ;N)] → E[f (X i ;∞)] and, due to the exchangeability of the
particle systems,
E[f (X i ;N)] = E[〈—N ; f 〉]→ 〈—; f 〉:
Therefore, one expects that a selection of particles from the mean eld systems
should converge to independent solutions of the following McKean-Vlasov stochastic
dierential equation,
Xt = X0 +
Z t
0
b(s; X; —)ds +
Z t
0
ff(s; X; —)dWs ;
— = L (X):
(MKV)
Equivalent characterisations of this candidate mean eld limit are available under cer-
tain assumptions as solutions to an associated non-linear Fokker-Planck-Kolmogorov
1A further extension may also be considered, where a small number of particles are distinguished.
In the game theoretic setting, these are mean eld games with major players [25, 46].
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equation or as solutions to a non-linear martingale problem. The former is called the
McKean-Vlasov equation and is dened via the action on test functions as
〈—t ; ffi〉 = 〈—0; ffi〉+
Z t
0
〈—s ; b(s; ·; —)@x f (ıs(·)) +
1
2
tr(ffffT (s; ·; —)@2x f (ıs(·)))〉ds
(FPK)
where ffi ∈ C20 and ıs are projections from C into Rd such that C 3 x 7→ xs ∈ Rd .
That such a characterisation is equivalent (subject to assumptions) to a solution of the
McKean-Vlasov stochastic dierential equation is due to the so called superposition
principle - see [37], the extension [97] and for superposition principles in the common
noise setting, [71]. A simpler equivalence of characterisation is available (again,
subject to assumptions) through an associated non-linear martingale problem:
Denition 1.4.1. Let X be the canonical process on C. A probability measure — on




b(s; X; —)@x f (Xs) +
1
2
tr(ffffT (s; X; —)@2x f (Xs)) (1.4.1)
is a martingale under — with respect to the natural ltration.
That a solution to the non-linear martingale problem gives rise to a solution of the
McKean-Vlasov stochastic dierential equation follows from an analogous procedure
to the classical case - see for example Proposition 5.4.6 in [57] for the classical case
and Proposition 3.1 in [77] for the McKean-Vlasov case.
1.5 The Propagation of Chaos
An equivalence given in Sznitman's `topics in propagation of chaos' [93], claries the
connection between nite mean eld particle systems and the above mean eld limits.
The following denition and proposition are taken from [93].
Denition 1.5.1. Let E be a separable metric space, and {uN}N∈N a sequence of
symmetric probability measures, each dened on a corresponding product space EN .
Say that uN is u-chaotic, for u a probability measure on E, if for ffii ∈ Cb(E), and
any k ∈ N,
lim
N→∞








i=1 ‹X i ;N (P(E)-
valued random elements on (EN ; uN), X
i ;N canonical coordinates on EN) converges
in law to the constant random variable u. It is also equivalent to condition (1.5.1)
with k = 2.
ii) Let E be a Polish space, and {mn}n∈N a sequence of probability measures on
P(E). Then tightness of the sequence {mn}n∈N is equivalent to tightness of the
sequence of the intensity measures I(mn) dened by
〈I(mn); f 〉 =
Z
P(E)
〈; f 〉mn(d); (1.5.2)
for any bounded measurable f .
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Remark 1.5.3. The proposition suggests the following well-known line of argumen-
tation:
1. Establish tightness of the sequence laws of —n in P(P(C)) or equivalently (by
Proposition 1.5.2ii), the tightness of the laws of {X1;N}N∈N in P(C).
2. Prove that the limits of convergent sub-sequences of L (—N) are supported
on the set of solutions to (FPK) or alternatively, solutions to the non-linear
martingale problem of Denition 1.4.1.
3. Establish the uniqueness of solutions to (FPK), the non-linear martingale prob-
lem or uniqueness in law for solutions to the McKean-Vlasov SDE (MKV).
Once uniqueness is established, then —N converge to a deterministic limit. As
a consequence of Proposition 1.5.2, the convergence of the empirical measure —N
towards a deterministic limit — is equivalent to the convergence of the induced dis-
tributions of a nite collection of k particles from each particle system towards the
k-fold product measure —⊗k for any xed k ∈ N. In other words, the collection of
any k particles converges in distribution to the law of k independent solutions to the
McKean-Vlasov stochastic dierential equation; in the innite particle limit, the initial
chaos propagates through the system. See [39, 40, 70, 83, 85, 93] for demonstrations
of this phenomenon in various contexts.
Alternatively, one may try to prove this convergence directly by constructing a
probability space supporting innitely many independent Brownian motions, each
with an associated solution to the McKean-Vlasov stochastic dierential equation.
Every i th Brownian motion is also the driving Brownian motion of the corresponding
i th particle from a sequence of solutions to the particle systems also supported on
this probability space. Then, through pathwise considerations, one demonstrates that
on this space, collections of k particles from the nite mean eld systems converge
towards the corresponding independent solutions to the McKean-Vlasov stochastic
dierential equation, see [83, 93]. The disadvantage of this approach is that it requires
stronger assumptions, as is expected when using pathwise techniques. However, it
does allow for the quantication of the rate of propagation of chaos. Providing a rate
of propagation of chaos is of high practical importance for numerical schemes. There
are however, relatively few results in this direction. See for example, [3, 4, 28, 52],
for methods of obtaining a rate.
The above discourse highlights the importance of the well-posedness of the McKean-
Vlasov limit. As previously mentioned, this question is the dominant topic of the
thesis. It is worth mentioning the connection to the propagation of chaos is not the
only motivation to study well-posedness of the McKean-Vlasov dynamics. One may
be interested only in the non-linear PDE for which there is a stochastic representation
through a McKean-Vlasov SDE. In this case, one may wish to study solutions via
discretisation schemes rather than considering a nite particle system approximation.
This approach is followed in the next chapter where the McKean-Vlasov dynamics are
treated in isolation from any related nite particle systems.
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1.6 Mean Field Models with Correlated Noise
The type of systemic/common noise considered in this thesis are those cases where the
particles have independent initial values and are each driven by independent Brownian
motions W i and a common Brownian motion, B, that is independent of all Brownian
motions W i . The corresponding particle system may be written as,





b(s; X i ;N ; —N) ds +
Z t
0












Since the Brownian motion B is common to all particles, one should not expect
the initial independence to propagate in the innite particle limit. As will be clar-
ied in Chapter 3, the decoupling of the system in this setting is conditional on a
ltration to which the systemic noise is adapted. The limiting dynamics for a tuple




b(s; X; —) ds +
Z t
0
ff(s; X; —) dWs +
Z t
0
(s; X; —) dBs ;
—t = L (X·∧t |FB;—t ):
(MKVCN)
The diculty of the analysis is elevated in this framework, as the inuence of the
common noise on the empirical distribution of the particles remains in the innite
particle limit. The now stochastic limit — for the empirical measures satises a xed
point condition that it should be the conditional distribution of the process X given
the ltration generated by the Brownian motion B and itself. This additional source
of randomness presents interesting challenges even in the case of dynamics, let alone
the extended models of control and mean eld games, especially when one abandons
the Lipschitzian/Monotone setting and considers weak solutions. Chapter 4 provides
weak existence and joint uniqueness in law for solutions in a particular framework
inspired by that of Mishura and Veretennikov [84].
Connecting solutions to (MFSCN) with solutions to (MKVCN) is the subject of
Chapter 3 where a notion of conditional propagation of chaos is introduced. Analogues
to the denition of u-chaoticity and the related Proposition (1.5.2) that suit this










In the standard McKean-Vlasov framework (without a common noise), the results pre-
sented in this thesis obtained in collaboration with David i²ka and ukasz Szpruch
pertain to Lyapunov-type criteria that enable access to estimates yielding the exis-
tence and continuous dependence on initial conditions of solutions. These results are
inspired by the method of Lyapunov as used for Itô's stochastic dierential equations
by Gyöngy and Krylov [41] and in the McKean-Vlasov setting by Funaki [39] and
Gärtner [40] for Lyapunov functions depending on the state. Due to the non-linearity
of the McKean-Vlasov equation it is natural to formulate criteria that embrace the
measure-dependence of the coecients. In this vein, Lyapunov functions that may
depend upon measure are introduced, requiring use of the Lions/Intrinsic derivative
in measure. However, the aforementioned non-linearity introduces subtle, yet critical
dierences from classical SDE theory, should one wish to depart from the Lipschitzian
setting. In particular, the technique of localisation may not be naïvely applied since
is it not true a priori that the law of a stopped McKean-Vlasov process is the same
as the law of the un-stopped process. Yet with carefully constructed approximations,
the rationale of localisation can be followed, resulting in the existence of solutions
(See Theorem 2.2.10). In addition to the criteria that enable existence, we introduce
conditions extending the usual monotonicity assumption enabling the uniqueness and
furthermore the continuous dependence of solutions on initial conditions (see Theo-
rem 2.3.3). As counterexamples to uniqueness of solutions exist for locally Lipschitz
coecients [90], our results narrow a gap in the literature. Finally, under the con-
ditions ensuring existence and uniqueness of solutions, the existence of an invariant
measure for an associated semi-group is established
The rest of this chapter and Appendix A are to appear in the Annales de l'Institut
Henri Poincaré (B) Probabilités et Statistiques under the title 'McKean-Vlasov SDEs
under measure dependent Lyapunov conditions'.
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2.1 Introduction and Literature Review
This chapter considers either the time interval I = [0; T ] for some xed T > 0 or
I = [0;∞). Let (Ω;F ;P) be a probability space and (Ft)t∈I a right continuous
ltration such that F0 contains all sets of F that have probability zero. Let w =
(wt)t∈I be an Rd
′
-valued an (Ft)t∈I-Wiener process. In this chapter, we consider the
McKean-Vlasov stochastic dierential equation (SDE) on an open domain D ⊆ Rd
and with Markovian coecients,
xt = x0 +
Z t
0
b(s; xs ;L (xs)) ds +
Z t
0
ff(s; xs ;L (xs)) dws ; t ∈ I : (2.1.1)
The law of such an SDE satises a nonlinear FokkerPlanckKolmogorov equation
(see also [11] and more generally [10]): writing —t := L (xt) and a := 12ffff
T , for
t ∈ I








ds ∀’ ∈ C20 (D) :
(2.1.2)
The aim of this chapter is to study the existence and uniqueness of solutions
to the equation (2.1.1). We will show that a weak solution to (2.1.1) exists for
unbounded and continuous coecients, provided that we can nd an appropriate
measure-dependent Lyapunov function. The work on SDEs with coecients that
depend on the law of the solution was initiated by McKean [80]. In [93], Sznitman
showed that if the coecients of (2.1.1) are globally Lipschitz continuous, a xed
point argument on Wasserstein space can be carried out, and consequently a solution
to (2.1.1) is obtained as the limit of classical SDEs. To extend this result, Funaki [39]
formulated a non-linear martingale problem for McKeanVlasov SDEs that allowed
him to establish the existence of a solution to (2.1.1) by studying a limiting law
of Euler approximations. His proof of existence holds for continuous coecients
satisfying a Lyapunov type condition in the state variable x ∈ Rd with polynomial
Lyapunov functions. Whilst we also assume continuity of the coecients, we allow for
a much more general Lyapunov condition that depends on a measure. Furthermore,
Funaki uses Lyapunov functions to establish integrability of the Euler scheme which
is problematic if one wants to depart from polynomial functions, see [94]. Gärtner
[40], uses an integrated Lyapunov condition with a Lyapunov function not dependent
on measure, to study the weak well-posedness of McKeanVlasov SDEs.
As explained in the previous chapter, an alternative approach to establishing exis-
tence of solutions to McKeanVlasov equations is to approximate the equation with
a particle system (a system of classical SDEs that interact with each other through
empirical measure) and show that the limiting law solves the martingale problem.
In this approach, one works with laws of empirical measures and proves their con-
vergence to a (weak) solution of (2.1.1) by studying the corresponding non-linear
martingale problem. We refer to [83] for a general overview and to [17, 38] and refer-
ences within for recent results exploring this method. A general approach to establish
the existence of martingale solutions has also been presented in [77]. We also refer
the reader to interesting new developments on existence and uniqueness of solutions
for McKean-Vlasov equations with non-smooth coecients found in [84, 29]. Here,
12
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inspired by [84], we tackle the problem using the Skorokhod representation theorem
and convergence lemma [91].
For classical SDEs (equations with no dependence on the law), the lack of suf-
cient regularity of the coecients, say Lipschitz continuity, proves to be the main
challenge in establishing existence and uniqueness of solutions. Lack of boundedness
of the coecients, typically, does not lead to signicant diculty, provided these are
at least locally bounded. In this case, one can work with local solutions and the only
concern is the possible explosion. Conditions that ensure that the solution does not
explode may be formulated by using Lyapunov function techniques as has been pio-
neered in [58]. The key observation is that if one considers two SDEs with coecients
that agree on some bounded domain then the solutions, if unique, also agree until
rst time the solution leaves the domain, see, for example [92, Ch. 10].
This classical localisation procedure does not carry over, at least directly, from
the setting of classical SDEs to McKeanVlasov SDEs. Indeed, if we stop a classical
SDE then until the stopping time the stopped process satises the same equation.
If we take (2.1.1) and consider the stopped process yt := xt∧fi , with some stopping
time fi , then the equation this satises is
yt = y0 +
Z t∧fi
0
b(s; ys ;L (xs)) ds +
Z t∧fi
0
ff(s; ys ;L (xs)) dws ; t ∈ I :
Clearly, even for t ≤ fi this is not the same equation since L (xs) 6= L (ys). This
could be problematic if one would like to obtain a solution to McKeanVlasov SDEs
through a limiting procedure of stopped processes. Furthermore, let Dk ⊆ Dk+1 be
a sequence of nested domains, and consider functions b̄ and ff̄ such that b̄ = b and
ff̄ = ff on Dk . The equation
x̄t = x̄0 +
Z t
0
b̄(s; x̄s ;L (x̄s)) ds +
Z t
0
ff̄(s; x̄s ;L (x̄s)) dws ; t ∈ I ;
is a McKeanVlasov SDE, but in general xt 6= x̄t even for t ≤ fī k , where fī k =
inf{t ≥ 0 : x̄t =∈ Dk}. This implies that if one considers a sequence of SDEs with
coecients that agree on these subdomains, one no longer has monotonicity for the
corresponding stopping times. We show that despite these diculties it still possible
to establish the existence of weak solutions to the McKeanVlasov SDEs (2.1.1) using
the idea of localisation, but extra care is needed.
2.1.1 Main Contributions
Our rst main contribution is the generalisation of Lyapunov function techniques to
the setting of McKeanVlasov SDEs. The coecients of the equation (2.1.1) de-
pend on (x; —) ∈ D × P(D) for D ⊆ Rd . Hence the class of Lyapunov functions
considered in this chapter also depend on (x; —) ∈ D ×P(D). See (2.2.1). Further-
more, it is natural to formulate the integrated Lyapunov condition, in which the key
stability assumption is required to hold only on P(D), see (2.2.2) and Section 2.1.2
for motivating examples. Note that it is not immediately clear how one can obtain
tightness estimates for the particle approximation under the integrated conditions we
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propose. To work with Lyapunov functions on P(D), we take advantage of the anal-
ysis on Wasserstein spaces, and in particular derivatives with respect to a measure
as introduced by Lions in his lectures at Collège de France, see [22] and [26, Ch.5].
This analysis is presented in the appendix where the measure derivative in a domain is
given. Furthermore, the calculus on Wasserstein spaces allows one to study a Fokker
PlanckKolmogorov-type equation on P2(D). Indeed, writing —t := L (xt) we have,
for ffi ∈ C(1;1)(P2(D)) (see Denition A.3.1) and t ∈ I, that








Following the remark by Lions from his lectures at Collège de France, the equa-
tion (2.1.3) can be interpreted as a non-local transport equation on the space of
measures. The reader may consult [26, Ch.5 Sec.7.4] for further details.
We formulate uniqueness results under the Lyapunov type condition and the inte-
grated Lyapunov type condition that is required to hold only on P(D). This extends
the standard monotone type conditions studied in literature e.g [14, 101, 79, 89]. In-
terestingly, in some special cases we are able to obtain uniqueness only under local
monotone conditions. We support our results with the example inspired by Scheut-
zow [90] who has shown that, in general, uniqueness of solution to McKeanVlasov
SDEs does not hold if the coecients are only locally Lipschitz. Finally, the results
obtained in this chapter imply existence of a stationary solution to (2.1.3) in the case
where b and ff do not depend on time. Note that we do not require a non-degeneracy
condition on the diusion coecient.
2.1.2 Motivating Examples
Let us now present some examples to motivate the choice of the Lyapunov conditions.









xt dwt ; x0 ∈ L4(F0;R) : (2.1.4)









v ′(x) : (2.1.5)
It is not clear whether one can nd a Lyapunov function such that the classical
Lyapunov condition holds i.e. L(x; —)v(x) ≤ m1v(x) +m2, with m1 < 0 in particular
and m2 ∈ R. However, with the Lyapunov function given by v(x) = x4 we can
establish that Z
R
L(x; —)v(x)—(dx) ≤ −
Z
R
v(x)—(dx) + 1: (2.1.6)
See Example 2.2.14 for details. We will see that this is sucient to establish inte-
grability of (2.1.4) on I = [0;∞). See Theorem 2.2.10 and condition (2.2.7).
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Another way to proceed, is to directly work with v(—) :=
R
R x
4 —(dx) as a Lya-
punov function on the measure space P(R). This requires the use of derivatives with
respect to a measure as introduced by Lions in his lectures at College de France,
see [22] or Appendix A. We note that derivatives with respect to a measure are de-
ned in P2(R), and therefore one cannot apply Itô formula for arbitrary measures
in P(D). However, we will only apply the Itô formula for measures supported on
compact subsets of Rd and hence, measures that are in P2(R). Then
@—v(—)(y) = 4y
3; @y@—v(—)(y) = 12y
2; y ∈ R :






















y 4—(dy) + 3x4
«
—(dx) :
We note that this yields the same expression as found when v(x) = x4 in (2.1.5) after
we integrate over — (and so (2.1.6) again holds). In this case using the Itô formula
for measure derivatives brings no advantages. However, the advantage of working
with a Lyapunov function on the measure space appears when the dependence on the
measure in the Lyapunov function is not linear.













for t ∈ I, ¸ and ff constants and with x0 ∈ L4(F0;R). Assume that m := −(6ff2 −
4 + 4¸) > 0. Since the drift and diusion are non-linear functions of the law and
state of the process, it is natural to seek a Lyapunov function v ∈ C2;(1;1)(R×P(R)).
See Denition A.3.3. The generator corresponding to the appropriate Itô formula,














See Example 2.2.15 for details. Thus the condition (2.2.7) holds. This is sucient
to establish existence of solutions to (2.1.4) on I = [0;∞) as Theorem 2.2.10 will
tell us.
Regarding our continuity assumptions for existence of solutions to (2.1.1) we note
that we only require a type of joint continuity of the coecients in (x; —) ∈ D×P(D),
and that allows us to consider coecients where the dependence on the measure does






inf{x ∈ R : —((−∞; x ]) ≥ s]} ds ;
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for ¸ > 0 xed. This quantity is known as the expected shortfall and is a type of
risk measure. See Example 2.2.16 for details. These motivating examples also satisfy
the Lyapunov type estimates, appearing in Section 2.3, that ensure the uniqueness of
solutions.
2.2 Existence Results
For an open domain D ⊆ Rd , we will use the notation P(D) for the space of
probability measures over (D;B(D)). We will consider this as a topological space
with the topology of weak convergence. We will write —n
w→ — if (—n)n converges
to — in the sense of weak convergence of probability measures. For p ≥ 1 we use
Pp(D) to denote the set of probability measures on D with nite pth moment (i.e.R
D
|x |p—(dx) < ∞ for — ∈ Pp(D)). We will consider this as a metric space with
the metric given by the pth Wasserstein distance, see (2.2.8). Denote by Cb(D)
and C0(D) the subspaces of continuous functions that are bounded and compactly
supported, respectively.
Recall that we are using the concept of derivatives with respect to a measure as
introduced by Lions in his lectures at Collège de France, see [22]. For convenience, the
construction and main denitions are in Appendix A. In particular, see Denition A.3.3
to clarify what is meant by the space C1;2;(1;1)(I ×D × P(D)). In short, saying that
a function v is in this space means that all the derivatives appearing imminently
in (2.2.1) exist and are appropriately jointly continuous so that we may apply the Itô
formula for a function of a process and a ow of measures, see Proposition A.3.4. The
use of such an Itô formula naturally leads to the following form of a diusion generator.
First, we note that throughout this chapter we assume that for the domain D ⊆ Rd
there is a nested sequence of bounded sub-domains. By this we mean a sequence of
bounded open subsets of Rd , (Dk)k such that
S
k Dk = D and Dk ⊂ Dk+1 for all k ,
i.e. d(Dk ; @Dk+1) := infx∈Dk ;y∈@Dk+1 |x − y | > 0 for all k ∈ N. For (t; x) ∈ I × D,
— ∈ P(Dk) for some k ∈ N and for some v ∈ C1;2;(1;1)(I × D × P2(D)) we dene



























We note that in the case v ∈ C1;2(I × D), i.e when v does not depend on the
measure, the above generator reduces to














2.2.1 Assumptions and Main Result
We assume that b : I×D×P(D)→ Rd and ff : I×D×P(D)→ Rd×Rd ′ are mea-
surable (later we will add joint continuity and local boundedness assumptions). We
require the existence of a Lyapunov function satisfying one of the following conditions:
Assumption 2.2.1 (Lyapunov Condition). There is a function v ∈ C1;2;(1;1)(I ×
D × P2(D)), v ≥ 0, and locally integrable, non-random functions m1 = m1(t) and
m2 = m2(t) on I such that for any k ∈ N, for all t ∈ I, x ∈ Dk and — ∈ P(Dk), we
have,
L—(t; x; —)v(t; x; —) ≤ m1(t)v(t; x; —) +m2(t): (2.2.2)
2.1a) We say that Lyapunov condition 2.2.1a holds if (2.2.2) holds and there is a
non-negative function V = V (t; x) such that for any k ∈ N, for all t ∈ I,
x ∈ Dk and all — ∈ P(Dk), we have,




V (s; x) →∞ as k →∞. (2.2.4)
2.1b) We say that Lyapunov condition 2.2.1b holds if (2.2.2) holds and there exists a
non-negative function V such that for any k ∈ N, for all t ∈ I and — ∈ P(Dk),
we have, Z
Dk
V (t; x)—(dx) ≤
Z
Dk
v(t; x; —)—(dx) (2.2.5)
and
V ck := inf
s∈I;x∈Dck
V (s; x) →∞ as k →∞. (2.2.6)
Assumption 2.2.2 (Integrated Lyapunov Condition).
There is a v ∈ C1;2;(1;1)(I ×D ×P2(D)), v ≥ 0, such that:
i) There are locally integrable, non-random, functions m1 = m1(t) and m2 = m2(t)
on I such that for any k ∈ N, for all t ∈ I and — ∈ P(Dk), we have,Z
Dk
L—(t; x; —)v(t; x; —)—(dx) ≤ m1(t)
Z
Dk
v(t; x; —)—(dx) +m2(t) (2.2.7)
ii) There is a non negative function V = V (t; x) satisfying (2.2.5) and (2.2.6).
Assumption 2.2.3 (Initial Distribution). We assume that for a given Lyapunov
function v , the initial distribution —0 := L (x0) is such that —0 can be approximated
by a sequence of probability distributions (—k0)k such that —
k
0
w→ —0 and for each
k ∈ N, —k0 is supported on Dk and for some increasing continuous function ’v :
[0;∞)→ [0;∞) such that ’v (x) ≥ x for all x ∈ [0;∞) we have,
〈—k0 ; v(0; ·; —k0)〉 ≤ ’v (〈—0; v(0; ·; —0)〉) <∞:
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Remark 2.2.4.
i) We have deliberately not specied the signs of the functions m1 and m2.
ii) Note that if —0 is supported on some DK for any K ∈ N, then Assumption
2.2.3 is satised after relabelling the sequence (Dk) to start from DK and setting
—k0 = —0.
iii) Regarding Assumption 2.2.3, it would be preferable to be able to prescribe an
approximating sequence —k0 . It is easy to imagine however, how this condition
should look in the case where D = R and v(x; —) := x2. One simply truncates
the measure —0 on Dk := (−k; k) and puts the mass of the measure —0 outside
Dk at the origin i.e. —k0(dx) := 1x∈Dk—0(dx)+—0(D
c
k)‹0. The increasing contin-
uous function ’v in Assumption 2.2.3 facilitates the nding of such a Lyapunov
function. The fact that searching for a Lyapunov function for a McKean-Vlasov
SDE should also depend upon the initial distribution and not just the form of
the coecients should not be too surprising given the dependence of the coef-
cients on the law of the solution. Also, in [13], Example 1.1 shows that the
existence and convergence to a stationary distribution of the non-linear Fokker
Planck equation depends not only on the form of the measure dependence of the
coecients, but also on the initial condition.
Regarding the continuity of coecients in (2.1.1) and their local boundedness we
require the following.
Assumption 2.2.5 (v -Continuity). Functions b : I × D × P(D) → Rd and ff :
I × D × P(D) → Rd × Rd ′ are jointly continuous in the last two arguments in the







v(t; x; —n)—n(dx) <∞
and if (xn → x; —n
w→ —) as n → ∞ then for any t ∈ I, b(t; xn; —n) → b(t; x; —)
and ff(t; xn; —n)→ ff(t; x; —) as n→∞.
Assumption 2.2.6 (Local v -Boundedness). There exist constants ck ≥ 0 such that
for any — ∈ P(D)
sup
x∈Dk















v(t; y ; —)—(dy)
«
:
Assumption 2.2.7 (Integrated v -Growth). There exists an increasing function ’c
from [0;∞) to [0;∞) such that for all — ∈ P(D), we have,Z
D





; ∀t ∈ I:
18
2.2. EXISTENCE RESULTS
Assumption 2.2.5 of v -continuity in the measure argument is very weak, but may
in practice be hard to verify. In the case of unbounded domains, the property (2.2.5)
will often hold for functions of the form V (x) = |x |p, p ≥ 1. In this situation, we
have —n ∈ Pp(D) for all the measures —n under consideration for convergence of
the coecients with a uniform bound on their pth moments. However, from [100,
Theorem 6.9], we know that for (—n)n ⊂ Pp(D) with uniform bound on their pth
moments, weak convergence of measures is equivalent to convergence in the pth
Wasserstein distance. Hence, in such case, it is enough to check that if xn → x and
Wp(—n; —) → 0 as n → ∞ then b(xn; —n) → b(x; —) and ff(xn; —n) → ff(x; —) as
n→∞. This will be satised in particular if
|b(xn; —n)− b(x; —)|+ |ff(xn; —n)− ff(x; —)| ≤ (|x − xn|) +Wp(—n; —);
for some function  = (x) such that (|x |) → 0 as x → 0. We note that this is
a common assumption, see e.g. [39]. At this point it may be worth noting that the











where Π(—; ) denotes the set of couplings between — and  i.e. all measures on
(D × D;B(D × D)) such that ı(B;D) = —(B) and ı(D;B) = (B) for every
B ∈ B(D).
Note that in the case of McKeanVlasov SDEs it is often useful to think of the
solution as a pair, consisting of the process x and its law i.e. (xt ;L (xt))t∈I . The
coecients of the McKeanVlasov SDE depend on the law of the solution and the
main focus of this chapter is on equations with unbounded coecients, therefore a
condition on integrability of the law is natural.
Denition 2.2.8 (v -Integrable Weak Solution).
A v -integrable weak solution to (2.1.1), on I in D is`
Ω;F ;P; (Ft)t∈I ; (wt)t∈I ; (xt)t∈I
´
;
where (Ω;F ;P) is a probability space, (Ft)t∈I is a ltration, (wt)t∈I is an (Ft)t∈I-
Wiener process, (xt)t∈I is an adapted process satisfying (2.1.1) such that x ∈ C(I;D)
a.s. and nally, for all t ∈ I we have E[v(t; xt ;L (xt))] <∞.
Before we state the main theorem of this chapter, we state the conditions on
m1; m2 that allow one to establish the requisite uniform estimates for our approxima-
tions, which, in the case where I = [0;∞) need to be uniform in time.





























Note that M(t) ≤ M+(t).
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Remark 2.2.9 (Conditions on m1 and m2 Ensuring Finiteness of M+).












s m1(r) dr |m2(s)|ds <∞ :
ii) If I = [0;∞),
m1(t) ≤ 0 ∀t ≥ 0 and
Z ∞
0












In both of these cases we have supt∈IM(t) <∞ and supt∈IM+(t) <∞.
Theorem 2.2.10. Let D ⊆ Rd and Assumptions 2.2.3, 2.2.5 and 2.2.6 hold. Then
the following statements are true:
i) If Assumption 2.2.1a holds and supt∈IM
+(t) < ∞, then there exists a v -
integrable weak solution to (2.1.1) on I.
ii) Let either Assumption 2.2.1b or Assumption 2.2.2 hold. If additionally Assump-
tion 2.2.7 holds and supt∈IM(t) < ∞, then there exists a v -integrable weak
solution to (2.1.1) on I.
In all of the above cases we also have,
sup
t∈I
E[v(t; xt ;L (xt))] <∞ :
We make the following comment. By virtue of Assumption 2.2.6 we have that
under the conditions of Theorem 2.2.10, the v -integrable weak solution to (2.1.1)
obtained by the theorem satises the forward nonlinear FokkerPlanckKolmogorov
equation (2.1.2), where —t = L (xt).
2.2.2 Proof of the Existence Results
We will use the convention that the inmum of an empty set is positive innity. We
extend b and ff in a measurable but discontinuous way to functions on R+ × Rd ×
P(Rd) by taking
b(t; x; —) = ff(t; x; —) = 0 if x ∈ Rd \D or if t =∈ I:
For t =∈ I we set m1(t) = m2(t) = 0. Consequently from here onwards let
I = [0;∞). We dene
bk(t; x; —) := 1x∈Dkb(t; x; —) and ff
k(t; x; —) := 1x∈Dkff(t; x; —) :
We now provide some results (Lemmas 2.2.11 and 2.2.13 and Corollary 2.2.12)




Lemma 2.2.11. Let Assumptions 2.2.3 and 2.2.6 hold. Let there exist a probability
space (Ω;F ;P) with ltration (Ft)t∈I , an adapted Wiener process w and adapted
processes (xk)k that satisfy, for all t ∈ I,
dxkt = b
k(t; xkt ;L (x
k
t )) dt + ff
k(t; xkt ;L (x
k
t )) dwt ; L (x
k
0 ) = —
k
0 : (2.2.11)
For any m; k ∈ N, let fi km := inf{t ∈ I : xkt =∈ Dm}.
i) If either Assumption 2.2.1a, Assumption 2.2.1b or 2.2.2 hold then for any t ∈ I,
sup
k
E[v(t; xkt ;L (xkt ))] ≤ M(t) :
ii) If either Assumption 2.2.1a, Assumption 2.2.1b or 2.2.2 hold then for any t ∈ I
and k ∈ N,
P(fi kk < t) ≤ M(t)V −1k :
iii) If Assumption 2.2.1a holds then for any t ∈ I,
sup
k
P(fi km < t) ≤ M+(t)V −1m + P(xk0 ∈ Dm):
iv) If Assumption 2.2.1b or Assumption 2.2.2 holds then for any t ∈ I,
sup
k
P(xkt =∈ Dm) ≤ M(t)V −1m :
Proof. i) Since —k0 is supported on Dk for each k ∈ N and the coecients bk and
ffk are zero outside Dk , we know that the support of xkt is contained within Dk
for all t ∈ I. Therefore L (xkt ) ∈ P2(D), and we can apply the Itô formula from
Proposition A.3.4 to ‚v with arguments t, xk and its law. Thus
‚(t)v(t; xkt ;L (x
k















s )) dws :
Due to the local boundedness of the coecients and either Lyapunov condition (2.2.2)
or (2.2.7) combined with Remark 2.2.4 ii) we get




This proves the rst part of the lemma.
ii) For the second part, noting that the coecients bk and ffk are zero outside Dk ,
once the process xk leaves Dk the process stops, yielding xkt = x
k
t∧fikk
for all t ∈ I,
which implies L (xkt ) = L (x
k
t∧fikk
) for all t ∈ I. We further observe using (2.2.5)
that,
E[v(t; xkt ;L (xkt ))] = E[v(t; xkt∧fikk ;L (x
k
t∧fikk
))] ≥E[V (t; xkt∧fikk )1fikk<t ]
=E[V (t; xkfikk )1fikk<t ]
≥VkP(fi kk < t) :
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Hence,






This completes the proof of the second statement.
iii) To prove the third statement we rst note that for m > k we have P(fi km <
t) = P(xk0 =∈ Dm) = 0. Thus we may assume that m ≤ k . We proceed similarly as
above but with the crucial dierence that xkt is no longer equal to x
k
t∧fikm
. Our aim is to
apply the Itô formula to the function v , evaluated over the process (xk
t∧fikm
)t∈I and the
ow of marginal measures (L (xkt ))t∈I . Note that L (x
k
t∧fikm
) 6= L (xkt ). Nevertheless
the Itô formula A.3.4 may be applied. After taking expectations this yields
E
ˆ
















We now use (2.2.2) to see that
E
h









≤ ’v (〈—0; v(0; ·; —0)〉) +
Z t
0




‚(s)E[v(t ∧ fi km; xkt∧fikm ;L (x
k
t ))] ≤ E[‚(t ∧ fi km)v(t ∧ fi km; xkt∧fikm ;L (x
k
t ))] ≤ M̄(t)
and so using (2.2.3) we see the following,
E[v(t ∧ fi km; xkt∧fikm ;L (x
k





≥VmP(0 < fi km < t):
Combining the above we have,





+ P(xk0 =∈ Dm) :







iv) To prove the fourth statement, rst note that for m > k , P(xkt =∈ Dm) = 0
and hence we take m ≤ k . Conditions (2.2.5) and (2.2.6) imply that
E[v(t; xkt ;L (xkt ))] ≥
Z
D
V (t; x)L (xkt )(dx) ≥
Z
D∩Dcm
V (t; x)L (xkt )(dx)
≥VmP(xkt =∈ Dm) :
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Since we are assuming that P(x0 ∈ D) = 1 we have
lim
k→∞
P(x0 =∈ Dk) = 1− lim
k→∞






Corollary 2.2.12. Let Assumption 2.2.6 hold. Let (Ω;F ; (Ft)t∈I ;P) be a ltered
probability space equipped with an (Ft)t∈I-Wiener process w and a sequence of
adapted processes (xk)k such that (2.2.11) holds for all t ∈ I, k ∈ N. Assume that




E[v(t; xt ;L (xt))] ≤ sup
t∈I
M(t) ;
where M is given in (2.2.9).
Proof. By Fatou's lemma, continuity of v and (2.2.9) we get
E[v(t; xt ;L (xt))] ≤ lim inf
k→∞
E[v(t; xkt ;L (xkt ))] ≤ sup
t∈I
M(t) :
The result follows after taking supremum over t.
Our aim is to use Skorokhod's method to prove the existence of a weak solution
to the equation (2.1.1). Before we proceed to the proof of Theorem 2.2.10, we need
to establish tightness of the family of laws of the processes dened by (2.2.11).
Lemma 2.2.13 (Tightness). Let Assumptions 2.2.3 and 2.2.6 hold and let there
exist a probability space (Ω;F ;P) with ltration (Ft)t∈I , adapted Wiener process w
and adapted processes (xk)k that satisfy, for all t ∈ I, (2.2.11).
i) If Assumption 2.2.1a holds with supt∈IM
+(t) < ∞, then the law of (xk)k is
tight on C(I;D).
ii) Let Assumptions 2.2.1b or 2.2.2 hold, with Assumption 2.2.7 and supt∈IM(t) <
∞, then the law of (xk)k is tight on C(I;D). Additionally for any " > 0, there
is m" such that for all m ≥ m"
sup
k
P(fi km ∈ I) ≤ ":
Proof. i) Under the Assumption 2.2.1a tightness of the law of (xk)k on C(I;D)
follows from the third statement in Lemma 2.2.11. Indeed given " > 0 we can nd









P(fi km < t) ≤ sup
t∈I




due to, in particular, our assumption that Vm → ∞ as m → ∞. By considering
Assumption 2.2.6 of local v -boundedness along with the rst statement of Lemma
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2:2:11, the stopped processes xk·∧fikm are tight in C([0; t];D) for any t ∈ I. Thus, as
supt∈I P(lim supk→∞ fi km < t)→ 0 as m→∞, we recover tightness of xk in C(I;D).
i i) First we observe that for every ‘ and (t1; : : : ; t‘) in I, the joint distribution of
(xkt1; : : : ; x
k
t‘
) is tight. Indeed, statement iv) in Lemma 2.2.11 guarantees tightness of
the law of xkt for any t ∈ I. Given " > 0, for any ‘ ∈ N we can nd m0 such that for
any m > m0
P(xkt1 =∈ Dm; : : : ; x
k
t‘
=∈ Dm) ≤ ‘ sup
t∈I
M(t)V −1m ≤ " ;
due to the assumption that Vm →∞ as m→∞. We will use Skorokhod's Theorem
(see [91, Ch. 1 Sec. 6]). This will allow us to conclude tightness of the law of (xk)k










| > ") = 0 :





















































which concludes the proof of tightness.
We will now prove the second statement in i i). Note that C(I;D) is open and
C(I;Dk−1) ⊂ C(I;Dk) and
S
k C(I;Dk) = C(I;D). We know that for any " > 0
there is a compact set K" ⊂ C(I;D) such that
sup
k
P(xk =∈ K›) ≤ ›:
Since K" ⊂ C(I;D) is compact and the set of (C(I;Dk))k is an open cover, there
must be some m" such that K" ⊂ C(I;Dm"). But this means that
P(xk =∈ C(I;Dm")) ≤ P(xk =∈ K")
and so P(fi km ∈ I) = P(xk =∈ C(I;Dm)) ≤ P(xk =∈ C(I;Dm")) ≤ P(xk =∈ K") ≤ " for
all m ≥ m".
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Proof of Theorem 2.2.10. Let us dene tni :=
i
n
, i = 0; 1; : : : and »n(t) = tni for
t ∈ [tni ; tni+1). Fix k . We introduce Euler approximations xk;n, n ∈ N,





















Let us outline the proof: As a rst step we x k and we show tightness of the
family of laws of the Euler approximations and apply Skorokhod's theorem to let
n→∞ in the above equation, obtaining solutions to the truncated SDE. The second
step is then to use Lemma 2.2.13 to show tightness with respect to k . Finally we can
use Skorokhod's theorem again to show that (for a subsequence) the limit as k →∞
satises (2.1.1) (on a new probability space).
First Step. Using standard arguments, we can verify that, for a xed k , the
sequence (xk;n)n is tight (in the sense that the laws induced on C([0;∞); D) are
tight). By Prohorov's theorem (see e.g. [8, Ch. 1, Sec. 5]), there is a subsequence
(which we do not distinguish in notation) such that L (xk;n) w→ L (xk) as n→∞.
Hence we may apply Skorokhod's Representation Theorem (see e.g. [8, Ch. 1,
Sec. 6]) and obtain a new probability space (Ω̃k ; F̃k ; P̃k) where on this space there
are new random elements (x̃n0 ; x̃
k;n; w̃n) and (x̃0; x̃k ; w̃) such that
L (x̃n0 ; x̃
k;n; w̃n) = L (x0; x
k;n; w) ∀n ∈ N; L (x̃0; x̃k ; w̃) = L (x0; xk ; w) and
(x̃n0 ; x̃




F̃kt := ff{x̃0} ∨ ff{x̃s ; w̃s : s ≤ t}
and dene F̃k;nt analogously. Then w̃n and w̃ are (F̃nt )t≥0 and (F̃t)t≥0-Wiener pro-
cesses, respectively. Dene
fĩ k;nk := inf{t ≥ 0 : x̃k;nt =∈ Dk} and fĩ kk := inf{t ≥ 0 : x̃kt =∈ Dk} :
These are F̃k;n and F̃k stopping times respectively. Moreover, due to the convergence
of the trajectories x̃k;n to x̃k we can see that,
lim inf
n→∞
fĩ k;nk ≥ fĩ kk :
From the fact that the laws of the sequences are identical we see that we still have









Using Skorohod's Lemma, see [91, Ch. 2, Sec. 3], together with the continuity
conditions in Assumption 2.2.5, we can take n→∞ and conclude that for all t ≤ fĩ kk
we have
dx̃kt = b
k(t; x̃kt ;L (x̃
k
t )) dt + ff
k(t; x̃kt ;L (x̃
k
t )) dw̃t : (2.2.13)
At this point we remark that the process x̃k stopped at fĩ kk , is well dened, continuous
on [0;∞) and satises (2.2.13) for t ∈ I. Abusing notation, let x̃k refer to this
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stopped process. Additionally, it satises the equation without the cutting applied to
the coecients i.e for all t ≤ fĩ kk :
dx̃kt = b
`











Second Step. Tightness of the law of (x̃k)k in C(I; D̄) follows from Lemma
2.2.13 and Remark 2.2.9. From Prohorov's theorem there is a subsequence (again,
not distinguished in notation) L (x̃k) w→ L (x̃) as k → ∞. From Skorokhod's
Representation Theorem we then obtain a new probability space (Ω̄; F̄ ; P̄) supporting
random elements (x̄k0 ; x̄
k ; w̄ k) and (x̄0; x̄ ; w̄) such that
L (x̄0; x̄ ; w̄) = L (x̃0; x̃ ; w̃) ;
L (x̄k0 ; x̄
k ; w̄ k) = L (x̃k0 ; x̃
k ; w̃ k) ∀k ∈ N;
and
(x̄k0 ; x̄
k ; w̄ k)→ (x̄0; x̄ ; w̄) as k →∞ in C(I;D × D̄ × Rd
′
) surely :
Let fī kk := inf{t : x̄kt =∈ Dk}, fī km := inf{t : x̄kt =∈ Dm} and fī∞m := inf{t : x̄t =∈ Dm}.
Since supt<∞ |x̄kt − x̄t | → 0 we get lim supk→∞ fī km−1 ≤ fī∞m surely. To see why this
holds, assume the contrary for nite fī∞m (!) since the innite case holds immediately.




m (!). Then, there exists




m for all j ∈ N. Consequently, |x̄
kj
fī∞m
− x̄fī∞m | ≥
d(Dm−1; @Dm) > 0. However, |x
kj
fī∞m
− x̄fī∞m | ≤ supt<∞ |x̄
kj
t − x̄t | → 0 as kj →∞ and
we have arrived at a contradiction.
Then from Fatou's Lemma, and either part iii) of Lemma 2.2.11 or part ii) of
Lemma 2.2.13 depending on the type of Lyapunov condition that holds, we have
that, for any s; t ∈ I, t < s,
P(fī∞m ≤ t) ≤ P((lim sup
k→∞
fī km−1) < s) ≤P(lim inf
k→∞
{fī km−1 < s})
≤ lim inf
k→∞
P(fī km−1 < s)
≤ sup
k
P(fī km−1 ∈ I)→ 0 as m→∞.
(2.2.14)
Then the distribution of fī∞m converges in distribution, as m → ∞, to a random
variable fī with distribution P(fī ≤ T ) = 0 for any T < ∞ and P(fī = ∞) = 1. In
general, convergence in distribution does not imply convergence in probability. But in
the special case that the limiting distribution corresponds to an almost surely constant
random variable we obtain convergence in probability (see e.g. [36, Ch. 11, Sec. 1]).
Hence fī∞m →∞ in probability as m →∞. From this we can conclude that there is
a subsequence that converges almost surely.
Since (2.2.13) holds for x̃k we have the corresponding equation for x̄k i.e. for
t ≤ fī kk ,











Fix m < k ′. We will consider k > k ′. Then (2.2.15) holds for all t ≤ infk≥k ′ fī km.
We can now consider x̄k
t∧fikm
(these all stay inside Dm for all k > k ′ > m) and use
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dominated convergence theorem for the bounded variation integral and Skorokhod's
lemma on convergence of stochastic integrals, see [91, Ch. 2, Sec. 3], and our
assumptions on continuity of b and ff to let k →∞. We obtain, for t ≤ infk≥k ′ fī km ∧
fī∞m ,
dx̄t = b(t; x̄t ;L (x̄t)) dt + ff(t; x̄t ;L (x̄t)) dw̄t : (2.2.16)





fī km ≥ fī∞m :
Finally we take m→∞ and since fī∞m →∞ we can conclude that (2.2.16) holds for
all t ∈ I. The last statement of the theorem follows from Corollary 2.2.12.
2.2.3 Examples
Example 2.2.14 (Integrated Lyapunov condition). Consider the McKeanVlasov









xt dwt ; x0 = ‰ > 0 :
Then for v(x) = x4 we have,
L(x; —)v(x) = 3x4 − 4x4
Z
R
y 4 —(dy) :
We see that the stronger Lyapunov condition (2.2.2) will not hold with m1 < 0 (at
least for chosen v , which seems to be a natural choice) and Dk = (−k; k). However,
integrating leads toZ
R








using this we will show that the integrated Lyapunov condition (2.2.7) holds i.e. thatZ
R




is satised. To see this we note that 3a − 4a2 ≤ 1 − a since −1 + 4a − 4a2 ≤
−(1 − 2a)2. Moreover, Assumption 2.2.7 is satised. Condition (2.1.6) allows us
to obtain uniform-in-time integrability properties for (xt) needed to study ergodic
properties.
Example 2.2.15 (Non-linear dependence of measure and integrated Lyapunov con-
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for t ∈ I and with x0 ∈ L4(F0;R). Assume that m := −(6ff2 − 4 + 4¸) > 0. The


































































and @z@—v(x; —)(z) = 0 :
Hence




































































Furthermore, Assumption 2.2.7 is readily satised.
Example 2.2.16 (Dependence on measure not through its moments). Let — be
probability measure on (R;B(R)) and let F−1— : [0; 1]→ R be the generalised inverse
cumulative distribution function for this law. Recall that the ¸-Quantile is given by
F−1— (¸) := inf{x ∈ R : —((−∞; x ]) ≥ ¸]} :






F−1— (s) ds :
Note that for xed ¸, Expected Shortfall is a Lipschitz continuous function of measure


















where the equality above follows from [99].















Here x0 satises P[x0 > 0] = 1 and »„ ≥ ff2.
Note that by dening D := (0;∞) and Dk := ( 1k ; k), we have boundedness
of the coecients on Dk and from the above observations and assumptions one can
easily verify that the conditions of Theorem 2.2.10 are satised. In particular consider








































x2 —(dx) + »„ + »x−2:
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Integrating with respect to — we see that condition (2.2.7) holds. Therefore, due to
Theorem 2.2.10, a weak solution to the above McKeanVlasov equation exists.
2.3 Uniqueness
In this Section we prove continuous dependence on initial conditions and uniqueness
under two types of Lyapunov conditions. For the novel integrated global Lyapunov
condition we provide an example that has been inspired by the work of [90] on non-
uniqueness of solutions to McKeanVlasov SDEs.
2.3.1 Assumptions and Results
Recall that Π(—; ) denotes the set of couplings between measures — and . In this
section we work with a subclass of Lyapunov functions v̄ ∈ C2(Rd) that has the
properties: v̄ ≥ 0, Ker v̄ = {0} and for all z ∈ Rd we have v̄(z) = v̄(−z). For this
class of Lyapunov functions we dene a 'Wasserstein semi-distance' on P(D) as,






v̄(x − y)ı(dx; dy)
«
: (2.3.1)
Indeed Wv is a semi-metric and the triangle inequality does not hold in general.
Note that v̄ does not depend on a measure. For (t; x; y) ∈ I × D × D, (—; ) ∈
P(D)×P(D), and any ’ ∈ C2(Rd), we dene
L(t; x; y ; —;)’(x − y)






(ff(t; x; —)− ff(t; y ; ))(ff(t; x; —)− ff(t; y ; ))T@2x’(x − y)
´
:
Assumption 2.3.1 (Global Lyapunov Condition). There exists v̄ ∈ C2(Rd) and
locally integrable, non-random, functions g = g(t) and h = h(t) on I, such that for
any two solutions (xt)t∈I and (yt)t∈I to (2.1.1), with L (xt) = —t and L (yt) = t ,
for all t ∈ I,
L(t; xt ; yt ; —t ; t)v̄(xt − yt) ≤ g(t)v̄(xt − yt) + h(t)Wv̄ (—t ; t) : (2.3.2)
Assumption 2.3.2 (Integrated Global Lyapunov Condition). There exists v̄ ∈ C2(Rd)
and a locally integrable, non-random function h = h(t) on I, such that for any two
solutions (xt)t∈I and (yt)t∈I to (2.1.1), with L (xt) = —t and L (yt) = t , for all
t ∈ I, and for all couplings ı ∈ Π(—t ; t)Z
D×D
L(t; p; q; —t ; t)v̄(p−q)ı(dp; dq) ≤ h(t)
Z
D×D
v̄(p−q)ı(dp; dq) : (2.3.3)
It can be shown that the three examples given in the previous section satisfy
Assumption 2.3.2 with v̄(z) = z2.
Theorem 2.3.3 gives a stability estimate for the solution to (2.1.1) with respect
to initial condition (continuous dependence on the initial conditions).
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Theorem 2.3.3 (Continuous Dependence on Initial Condition). Let Assumption 2.2.6
hold. Let x i , i = 1; 2 be two solutions to (2.1.1) on the same probability space such
that Ev̄(x10 − x20 ) <∞.
i) If Assumption 2.3.1 holds then for all t ∈ I
E[v̄(x1t − x2t )] ≤ exp
„Z t
0
[g(s) + h(s) + |h(s)|] ds
«
E[v̄(x10 − x20 )] : (2.3.4)
ii) If Assumptions 2.3.2 and either Assumption 2.2.1a, 2.2.1b or 2.2.2 hold and if
there are p; q with 1=p + 1=q = 1 and a constant » such that for all (t; x; —) in
I ×D ×P(D)
|@x v̄(x − y)|2p + |ff(t; x; —)|2q + |ff(t; y ; )|2q ≤ »(1 + v(t; x; —) + v(t; y ; ))
(2.3.5)
then for all t ∈ I





E[v̄(x10 − x20 )] : (2.3.6)
First we note that in the case when I is a nite time interval then the sign of
the functions g and h plays no signicant rôle. In relation to the study of ergodic
SDEs e.g. (18) in [15] we make the following observations. If I = [0;∞) and As-
sumption 2.3.1 holds with g + h + |h| < 0 then limt→∞ Ev̄(x1t − x2t ) = 0. However
we see that while the spatial dependence of coecients can play a positive rôle for
the stability of the equation (if g is negative) it seems that the measure dependence
never has such a positive rôle, regardless of the sign of h. If I = [0;∞) and we are
in the second case of Theorem 2.3.3 then negative h may contribute to stability (but
unlike the rst case we also need the condition (2.3.5)).







[g(s) + h(s)] ds
«
:
Applying the classical Itô formula to ’ v̄(x1 − x2) we have that for t ∈ I
’(t)v̄(x1t − x2t )






















s − x2s )(ff(s; x1s ;L (x1s ))− ff(s; x2s ;L (x2s )))dws :
(2.3.7)
Case i) Assumption 2.3.1 implies


















s − x2s )(ff(s; x1s ;L (x1s ))− ff(s; x2s ;L (x2s )))dws :
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Dene the stopping times {fi im}m≥1, i = 1; 2 and {fim}m≥1
fi im := inf{t ∈ I : x it =∈ Dm} ; i = 1; 2 and fim := fi1m ∧ fi2m :
By Denition 2.2.8 we know that x i ∈ C(I;D) a.s. and so fi im ↗∞ a.s. and hence
fim ↗ ∞ a.s. as m → ∞. The local boundedness of ff ensures that the stochastic
integral in the above is a martingale on [t ∧ fim], hence
E[’(t ∧ fim)v̄(x1t∧fim − x
2
t∧fim)]























where the last inequality follows from the denition of the semi-Wasserstein distance.
Since fim ↗∞ as m→∞, application of Fatou's Lemma gives
E[’(t)v̄(x1t − x2t )] ≤ E[v̄(x10 − x20 )] +
Z t
0
|h(s)|E[’(s)v̄(x1s − x2s )] ds:
From Gronwall's lemma we get (2.3.4).
Case ii) Taking expectation in (2.3.7), recalling that in this case g = 0 and then
using Assumption 2.3.2 we have
E
ˆ
’(t)v̄(x1t − x2t )
˜





s − x2s )(ff(s; x1s ;L (x1s ))− ff(s; x2s ;L (x2s ))) dws
–
:
Corollary 2.2.12 together with (2.3.5) and local integrability of g and h ensures that














|@x v̄(x1s − x2s )|2p +
1
q






















’(t)E[v̄(x1t − x2t )] ≤ E[v̄(x10 − x20 )] :





[g(s) + h(s) + |h(s)|] ds
”






spectively. If x10 = x
2
0 a.s. then the solutions to (2.1.1) are pathwise unique.
Proof. Since Ker v̄ = {0}, we have that for all t ∈ I, P(x1t = x2t ) = 1. Then, since
the processes have continuous paths, we can conclude that they are indistinguishable.
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2.3.2 Example due to Scheutzow
Consider the McKeanVlasov SDE of the form
xt = x0 +
Z t
0
B(xs ;E[b̄(xs)]) ds +
Z t
0
Σ(xs ;E[ff̄(xs)]) dws : (2.3.8)
Our study of this more specic form of McKeanVlasov SDE is inspired by [90], where
it has been shown that in the case when Σ = 0 and either of functions B or b̄ is
only locally Lipschitz continuous then uniqueness, in general, does not hold. We will
show that if we impose some structure on the local behaviour of the functions then
these, together with the integrability conditions established in Theorem 2.2.10, are
enough to obtain unique solution (2.3.8). To be more specic: we impose a local (in
the second variable) monotone condition on functions B and Σ, which is weaker than
the local (in the second variable) Lipschitz condition, and local Lipschitz conditions
on functions b̄ and ff̄.
Assumption 2.3.5.
i) Local Monotone condition:
there exists a locally bounded function M = M(x ′; y ′; x ′′; y ′′) such that ∀x; x ′;
x ′′; y ; y ′; y ′′ ∈ D
2(x − y)(B(x; x ′)− B(y; y ′)) + |Σ(x; x ′′)− Σ(y; y ′′)|2
≤ M(x ′; y ′; x ′′; y ′′)(|x − y |2 + |x ′ − y ′|2 + |x ′′ − y ′′|2)
There exists a constant » such that:
ii) ∀(t; x; —) ∈ I ×D ×P(D) |b̄(x)|+ |ff̄(x)| ≤ »(1 + v(t; x; —)), and
iii) ∀(t; x; y ; —) ∈ I ×D ×D ×P(D)
|b̄(x)− b̄(y)|+ |ff̄(x)− ff̄(y)| ≤ »(1 +
p
v(t; x; —) +
p
v(t; y ; —))|x − y | :
Theorem 2.3.6. If Assumptions 2.2.2 hold, if supt∈IM(t) < ∞ and if Assump-
tions 2.2.6, 2.3.5 hold then the solution to (2.3.8) is unique.
We will need the following observation: if ı ∈ Π(—; ) then, due to the theorem on
disintegration, (see for example [2, Theorem 5.3.1]) there exists a family (Px)x∈D ⊂
P(D) such thatZ
D×D








for any f = f (x; y) which is a ı-integrable function on D × D. In particular if
f = f (x) thenZ
D×D
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Proof. Our aim is to show that Assumption 2.3.1 holds, since uniqueness would follow
from Corollary 2.3.4. We know, from Lemma 2.2.11 that for any t ∈ I we have the
estimateR
D
v(t; x;L (xt)) L (xt)(dx) ≤ supt∈IM(t) and so it suces to verify (2.3.2) for
measures — such that
R
D
v(t; x; —)—(dx) ≤ supt∈IM(t). From Assumption 2.3.5 i),
we have
2(x − y)(B(x; —)− B(y; )) + |Σ(x; —)− Σ(y; )|2
≤ M(x ′; y ′; x ′′; y ′′)[|x − y |2 + |x ′ − y ′|2 + |x ′′ − y ′′|2] ;
where x ′ =
R
D
b̄(z)—(dz), y ′ =
R
D
b̄(z)(dz), x ′′ =
R
D
ff̄(z)—(dz) and y ′′ =R
D
ff̄(z)(dz). We note that each of |x ′|,|y ′|,|x ′′| and |y ′′| are in a compact sub-













v(t; z; —) (dz)
«
≤ 2»(1 + sup
t∈I
M(t)) :
As M maps bounded sets to bounded sets we can choose a constant g suciently
large so that M(x ′; y ′; x ′′; y ′′) ≤ g for all —; .
We apply the remark on disintegration to see that














From Assumption 2.3.5 iii), we get






v(t; x̄ ; —) +
p
v(t; ȳ ; —))2 ı(dx̄; dȳ)
Z
D×D
|x̄ − ȳ |2ı(dx̄; dȳ)





|x̄ − ȳ |2ı(dx̄; dȳ) :
Since the calculation for |x ′′ − y ′′|2 is identical we nally obtain
2(x − y)(B(x; —)− B(y; )) + |Σ(x; —)− Σ(y; )|2





|x̄ − ȳ |2ı(dx̄; dȳ)
as required to have Assumption 2.3.1 satised with v̄(z) = |z |2.
2.4 Invariant Measures
We will establish the existence of a stationary measure for semigroups on Cb(P2(D))
associated with the ow of laws of solutions to (2.1.1) where the coecients b and ff
do not depend on t, via the KrylovBogolyubov Theorem (see [86, Chapter 7]). One
cannot consider a semigroup acting on Cb(D) due to the measure-dependence of the
coecients. Let the conditions of Theorem 2.2.10 hold with suitable assumptions on
m1 and m2 such that we are within the regime where I = [0;∞).
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Dene the semigroup (Pt)t≥0 by
Ptffi(—) = ffi(L (x
—
t )) for ffi ∈ Cb(P2(D)) and t ≥ 0. (2.4.1)
Here x—t denotes a solution to (2.1.1) started from x0 ∼ —. To ensure that L (x—t ) ∈
P2(D) we assume that the conditions of Theorem 2.2.10 hold with V satisfying
V (t; x) ≥ |x |2. If D = Rd then we can apply the chain rule for functions of measures
from e.g. [19] or [27] to obtain that for ffi ∈ C(1;1)(P2(D))




〈L (x—s ); b(·;L (x—s ))@—ffi(L (x—s )) + tr [a(·;L (x—s ))@y@—ffi(L (x—s ))]〉 ds:
(2.4.2)
In the case that D ⊂ Rd we have to assume that there is k ∈ N such that V (t; x) ≥
|x |2 for x ∈ D \ Dk . We consider rst xk;— given by (2.2.11) started from —k (—
restricted to Dk with external mass moved to 0). By Proposition A.3.2 we have for
ffi ∈ C(1;1)(P2(D)) that




L (xk;—s ); b(·;L (xk;—s ))@—ffi(L (xk;—s ))
+ tr
»




From Lemma 2.2.11 we get that supk supt E|xkt |2 < ∞. Moreover Lemma 2.2.13
implies, together with Prohorov's theorem, convergence of a subsequence of the laws
(and since we know the limit of these is given by (2.1.1) due to the proof of Theo-
rem 2.2.10). We thus have W2(L (xkt );L (xt))→ 0 as k →∞. Due to continuity of
coecients b, ff and since ffi ∈ C(1;1)(P2(D)) we can take the limit k →∞ in (2.4.3)
to obtain (2.4.2).
The conditions for Krylov-Bogolyubov's theorem to hold are that the Markov
semigroup is Feller and a tightness condition. As we are not assuming any non-
degeneracy of the diusion coecient we cannot always guarantee that the semigroup
is Feller. See, however, Lemma 2.4.2 for a partial result.
Theorem 2.4.1. Let the conditions of Theorem 2.2.10 hold with I = [0;∞), and
V (t; x) ≥ |x |2 for x ∈ D \ Dk for some k ∈ N. If the semigroup (Pt)t≥0 given
by (2.4.1) is Feller then there exists an invariant measure.
Proof of Theorem 2.4.1. Fix — ∈ P2(D) and let x— be a solution to (2.2.16). Setting
ıt(—;B) := ‹L (x—t )(B), then from (2.4.1), we have that




















‹L (x—s )(B) ds ; B ∈ B(P2(D)) :
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To apply the KrylovBogolyubov Theorem we need to show that the family (m—t )t≥0
is tight. We observe that for all f ∈ B(D) we have,
〈I(m—t ); f 〉 =
Z
P(D)





〈L (x—s ); f 〉ds
By Proposition 1.5.2ii), it remains to show that family of intensity measures (I(mt))t≥0 ⊂
















P(x—s ∈ B) ds :
By Fatou's Lemma and Lemma 2.2.13 we know that for any " > 0 there exists
suciently large m0 such that for all m > m0 we have supt∈I P[x
—
t =∈ Dm] < ".
Therefore I(m—t )(D \ Dm) = 1t
R t
0




Lemma 2.4.2. Let the assumptions of Theorem 2.2.10 hold for I = [0;∞) along
with either Assumption 2.3.1 or 2.3.2. Assume further that
Wv̄ (—; ) <∞ for —;  in Pv (D) :=

— ∈ P(D) :
Z
D
v(0; x; —)—(dx) <∞
ff
:
Then the semigroup (Pt)t≥0 acting on Cb(Pv (D)) and dened as in (2.4.1) is Feller.
Note that here, we are considering a semigroup acting on space of measures possi-
bly dierent to that previously considered. In the case where v and v̄ are polynomials,
one may replace the assumption of the Feller property in Theorem 2.4.1 with the as-
sumptions of Lemma 2.4.2 and Wv̄ (—; ) < ∞ for any —;  ∈ Pv (D) is no longer
required.
Proof. Fix t ∈ I and —1; —2 ∈ Pv (D). From the continuous dependence on initial











v̄(x − y)ı(dx; dy) :





t )) ≤ ctWv̄ (—1; —2): (2.4.4)
Let " > 0 be given. For any ffi ∈ Cb(Pv (D)) and — ∈ Pv (D) there is ‹ffi;— such that
Wv̄ (—; ) < ‹ffi;— implies that |ffi(—)−ffi()| < ". Now, by the uniqueness of solutions
x—, for xed time t ∈ I, ‹—1(t) := c−1t ‹ffi;L (x—1t ). Then, due to (2.4.4), ifWv̄ (—1; —2) ≤








The Conditional Propagation of
Chaos and the McKean-Vlasov
Dynamics with Common Noise
The previous chapter concerned the limiting behaviour of mean eld interacting parti-
cle systems, where the particles were driven by independent (private) noises. In many
applications however, particularly in nance, the particles'/agents' dynamics are in-
uenced by the same random input. This may, for example, be a stock to which all
agents have access. A review of related literature is found in the next chapter. The
common noise to which particles will be subjected in this thesis will be modelled as a
Brownian motion, labelled B.
This chapter discusses the common noise analogue of the propagation of chaos.
This notion of conditional propagation of chaos is shown to hold for a particular family
of particle systems, exposing some of the intricacies of the systemic noise setting.
Recall the class of interacting particle systems introduced in Section 1.6. Each
system has a xed number of particles denoted N, and the dynamics of the i th
particle is given by the stochastic dierential equation (recall that the coecients are
progressive):





b(s; X i ;N ; —N) ds +
Z t
0












The i th particle within the system is driven by its private (idiosyncratic) Brownian
motion W i ;N of dimension dW and a common (systemic) Brownian motion B of
dimension dB. To be precise, the processes {W j;N}Nj=1 and B are N + 1 independent
Brownian motions of dimension dW and dB, respectively. Additionally, the initial
values {X i ;N}Ni=1 are assumed to be exchangeable. The particles interact through the





Intuitively one expects that, in general, the limit of the empirical measures should
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remain stochastic due to the inuence of the common noise B. The limit is identied
in the strong (Lipschitz) setting by Kurtz and Xiong [66, 67] as having corresponding




b(s; X; —)ds +
Z t
0




—t =L (X·∧t |FBt ):
(KX)
In this strong formulation, a solution is dened to be a complete probability space
supporting independent Brownian motions B and W along with X and — that are
adapted to FB;W;X0 satisfying (KX). In [66, 67], Kurtz and Xiong show that the
unique solution to (KX) arises as the limit of nite particle systems and they provide
a rate of convergence.
However, should one wish to obtain solutions via weak-convergence methods, this
equation is not generally appropriate due to the implicit adaptedness condition in the
equation —t = L (X·∧t |FBt ).
Earlier, Dawson and Vaillancourt [33, 98] characterised the empirical measures'
weak limit points as solutions to local martingale problems written on C([0;∞);P(Rd)).
As this characterisation is suited to weak convergence arguments, they only assume
ellipticity, a weak growth condition and continuity of the coecients. Furthermore,
they demonstrate that any such solution to their local martingale problem is the law
of a weak solution to a stochastic partial dierential equation. This connection is also
demonstrated by Kurtz and Xiong [67].
A weak form of (KX) was introduced by Lacker, Delarue and Carmona [24] in their
analysis of the corresponding mean eld games, by imposing a compatibility structure
on their solutions. This denition is very close to the one used in this thesis. Also,
Ledger and Søjmark use such a form which they call the 'relaxed problem' in [75, 76].
The notions of immersion and compatibility are recalled in the following denition.
The reader is referred to [7, 26, 65, 69] for more on these concepts and Appendix
B.1 for some equivalent conditions.
Denition 3.0.1 (Immersion and Compatibility). Let two ltrations F and G on a
probability space (Ω;F ;P) be such that F ⊂ G. Then F is said to be immersed in G
under P if every square integrable F martingale is a G martingale. For two stochastic
processes X and Y dened on this probability space, X is said to be compatible with
Y 1 if FY is immersed in FX;Y := FX ∨ FY under P.
3.1 McKean-Vlasov SDE with Common Noise





b(s; X; —) ds +
Z t
0
ff(s; X; —) dWs +
Z t
0
(s; X; —) dBs ;
—t = L (X·∧t |FB;—t ):
(MKVCN)
1Strictly speaking, one should say X is compatible with Y under P. However, no reference to
the probability measure is made if the context is unambiguous.
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The processes B and W are independent Brownian motions. The ltration {FB;—t }t∈I
is dened to be the natural ltration generated by the common noise B and the
measure valued process —. Let the regular conditional distribution of X·∧s given FB;—s
be denoted L (X·∧s |FB;—s ). It is sensible to dene a notion of a weak solution that is
achievable via weak convergence methods that maintains the correspondence to the
associated SPDEs. Such a denition is made as follows:
Denition 3.1.1 (Weak Solution to the McKeanVlasov SDE with Common Noise).
A weak solution to the McKean-Vlasov SDE with common noise consists of a ltered
probability space (Ω;F ;F;P) equipped with independent F Brownian motions B
and W , along with F adapted processes X and — that are RdX and P(C) valued




|b(s; X·∧s ; —s))|+ |ff(s; X·∧s ; —s))|2 + |(s; X·∧s ; —s))|2 ds <∞ P-a.s. for all
t ∈ I.
ii) X is compatible with (B;—), (X;—) is compatible with (B;W;X0) and for s; t ∈ I
with s ≤ t, ff(Wr −Ws : s ≤ r ≤ t) |= FB;—t ∨ FXs .2
iii) The equation (MKVCN) holds P almost surely for all t ∈ I.
Remark 3.1.2. The rst compatibility condition, in tandem with the equation —t =
L (X·∧t |FB;—t ) for all t ∈ I is equivalent to — = L (X·∧t |FB;—∞ ) for all t ∈ I - see
Proposition 4.1.5.
3.2 u-Chaoticity for Non-Constant u
Before dening the conditional propagation of chaos, a denition is made that pro-
vides an analogue - appropriate to this setting - to the u-chaoticity of Sznitman (see
Denition 1.5.1).
Denition 3.2.1 (u-Chaoticity (for non-constant u)). Let E be a Polish space, and
{uN}N∈N a sequence of symmetric probability measures, each dened on a corre-
sponding product space EN . Then, uN is said to be u-chaotic, for u a probability
measure on P(E), if for ffii ∈ Cb(E), and any k ∈ N,
lim
N→∞






With this denition, it is possible to prove a similar equivalence to that given in
part i) of Proposition 1.5.2:




i=1 ‹X i ;N (P(E)-valued random elements on (EN ; uN), X i ;N canonical co-
ordinates on EN) converges weakly in distribution to a random measure — with law
u.
2In an attempt to aid the readability of the denition, it is intentionally tautological: the second
compatibility condition is implied by the adaptedness criteria demanded earlier in the denition.
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The proof of Proposition 3.2.2 uses methods adapted to distributional statements.
Since the empirical measure no longer has a deterministic limit, one is unable to apply
the L2 convergence argument provided by Sznitman. If one tries to follow the proof
of Proposition 1.5.2, then one needs the convergence E[ffi(X1;N)〈—; ffi〉]→ E[〈—; ffi〉2]
for any ffi continuous and bounded and — a random measure with distribution u. This
would require at least an assumption of stable convergence, a notion of convergence
stronger than weak convergence, yet weaker than convergence in probability - see [12]
section 8.10(xi) or [53]. That this argument no longer works in this setting is not too
surprising since there is no longer weak convergence to a deterministic limit where
one would be able to elevate to convergence in probability.
Proof of Proposition 3.2.2. Necessity: In order to show that —N → — in distribu-
tion, it is enough to show that for all ffi ∈ Cb(C), 〈—N ; ffi〉
w→ 〈—; ffi〉, see [56]. Fix
ffi ∈ Cb(C). Since ffi is bounded, {〈—N ; ffi〉}N∈N and 〈—; ffi〉 are uniformly bounded
and therefore may be viewed as random variables valued in a compact space Iffi :=
[−||ffi||; ||ffi||]. Then, by the Stone-Weierstrass theorem, it suces to show that
EN [f (〈—N ; ffi〉)] → E[f (〈—; ffi〉)] for all polynomials on Iffi. By linearity of expecta-
tion it remains to prove the convergence for f (x) = xp for any p ∈ N. Fix p ∈ N
and consider N ≥ p. Then,































































→ E[〈—; ffi〉p] as N →∞:
(3.2.2)






p1! · · · pN!
:
The symbol O is the little-o Landau notation: for a positive function g , and a function
f , one says that f (N) = O(g(N)) for N → ∞ if limN→∞ f (N)g(N) = 0. The fourth
equality in (3.2.2) follows from the exchangeability and the following considerations.
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p1; :::; pN ∈ N0 :
NX
i=1





Within the above set, there are p − 1 choices for maxipi and one needs to account
for the multiplicity of the maximal exponent. This explains the rst two equalities in
the following:˛̨̨̨
p1;:::; pN ∈ N0 :
NX
i=1








p1; :::; pN ∈ N0 :
NX
i=1










p1; :::; pN ∈ N0 :
NX
i=1
pi = p; max
i









p1; :::; pN−k ∈ N0 :
N−kX
i=1











p1; :::; pN−k ∈ N0 :
N−kX
i=1









p − kj + N − k − 1









The rst inequality in the above follows from an over-estimate of the number of
choices for the k indices with exponent pi = j . The remaining inequalities are
straightforward and the third equality follows from counting the number of ways to


















= Np + O(Np).
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Suciency: By denition, see [56], 1
N
PN
i=1 ‹X i ;N → — in distribution is equiva-
lent to that 〈—N ; ffi〉 w→ 〈—; ffi〉 for all ffi ∈ Cb. For fi ∈ Cb, i = 1; :::k , write˛̨̨̨





























The second term on the right hand side of (3.2.3) converges to zero as N →∞ since
f () :=
Qk
i=1〈; fi〉 is a continuous function with respect to the topology of weak
convergence. The rst term of the right hand side of (3.2.3) follows the argument

















































→ 0 asN →∞:
(3.2.4)
The estimate follows from the fact that there are N!=(N − k)! injections from
{1; :::; k} into {1; :::; N}, each appearing (N − k)! times in the sum over the set
of permutations, but only once in the expansion of the product
Qk
i=1〈—N ; fi〉 and the
fact that there are Nk − N!=(N − k)! terms in the expansion of
Qk
i=1〈—N ; fi〉 where
there are repeated superscripts. The proof is complete.
3.3 Conditional Propagation of Chaos
For this section, assume that solutions to the McKean-Vlasov with common noise
(MKVCN) and the mean eld particle system (MFSCN) exist. The forthcoming
denition of conditional propagation of chaos is independent of the probability spaces
on which the solutions are realised as it is a statement regarding the distributions
of solutions. Nonetheless, it is convenient to introduce a particular coupling of the
particle systems and conditionally independent copies of the solutions to (MKVCN).
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To this end, let (Ω;F ;P) be a probability space supporting random elements
B;—; {W i ; X i ;∞}i∈N; {X i ;N ;W i ;N}i∈N and {BN}N∈N such that:
1. for each N, ({X i ;N}Ni=1; {W i ;N}Ni=1; BN) solves (MFSCN),
2. for each i ∈ N, (X i ;∞; —; B;W i) provides a weak solution to (MKVCN),
3. X i ;∞ are all conditionally independent given (B;—).
Denition 3.3.1 (Conditional Propagation of Chaos). Say that conditional propa-
gation of chaos occurs if and only if for any xed k ∈ N,
Law(X1;N ; :::; Xk;N)→ Law(X1;∞; :::; Xk;∞)
in the topology of weak convergence as N → ∞. Law(X1;∞; :::; Xk;∞) is the in-
duced law under P of k conditionally independent copies of a solution to (MKVCN).
Equivalently, for continuous and bounded fi ,
E[f1(X1;N) · · · fk(Xk;N)]→ E[f1(X1;∞) · · · fk(Xk;∞)]:
Notice that in this case, the sequence of induced distributions of the particle
systems are L (—)-chaotic. Therefore, inspired by the trilogy of arguments given in
Remark 1.5.3, and due to Proposition 3.2.2, the following heuristic is presented for
demonstrating the conditional propagation of chaos.
1. Prove the weak existence, uniqueness and exchangeability of solutions to the
particle systems (X1;N ; :::; XN;N)N∈N.
2. Establish tightness of the sequence of laws of —N in P(P(C)) or equivalently
the tightness of the laws of {X1;N}N∈N in P(C).
3. Prove that sub-sequential weak limits of L (X1;N ; —N ;W 1;N ; BN) are supported
on the set of solutions to (MKVCN).
4. Establish the uniqueness of solutions to (MKVCN).
3.4 A Case Study
In this section, the above procedure is carried out for a combination of assumptions.
Steps 1.-3. are veried for the simple case of boundedness, continuity and positive
deniteness. Step 4. is established in a more complicated setting within Chapter 4.
Assumption 3.4.1. Let the following conditions hold:
1. (b; ff; ) are bounded and jointly continuous.
2. ffffT + T is everywhere positive denite.
In the following proposition, Assumption 4.3.1 is only used for the weak uniqueness
of the weak solution to the McKean-Vlasov SDE with common noise.
43
CHAPTER 3. CONDITIONAL PROPAGATION OF CHAOS
Proposition 3.4.2. Let Assumptions 3.4.1 and 4.3.1 hold. Then for any N ∈
N, there exists a unique exchangeable family of weak solutions to (MFSCN) and a
unique weak solution to the McKean-Vlasov SDE with common noise (MKVCN).
Furthermore, there is conditional propagation of chaos.
Proof. The proof will be completed in four stages:
1. Existence and uniqueness of weak solutions to (MFSCN) follows from [92].
Exchangeability follows from Assumption 3.4.1 and Theorem 2.2. in [98].
2. The tightness of {L (—N)}N∈N or equivalently (by Proposition 1.5.2), the tight-
ness of {L (X1;N)}N∈N follows from the boundedness of the coecients.
3. Proving that any weakly convergent subsequence of {L (X1;N ; —N ;W 1;N ; BN)}
converges to a solution to (MKVCN) requires a little more work. Some of
the properties of a weak solution to the McKean-Vlasov with common noise are
preserved under weak limits and are satised by the tuple (X1;N ; —N ;W 1;N ; BN).
Namely, the second compatibility condition and the rst equation in (MKVCN)
are preserved under weak limits in this case, this will be seen in the proof of
Theorem 4.2.5. It remains to prove the second equation in (MKVCN) along
with the rst compatibility condition and the independence ff(Wr −Ws : s ≤
r ≤ t) |= FB;—t ∨ FXs .
The independence follows from a slight adjustment of an argument given in [68]
(Lemma 5.5). Let f ; g ; h be continuous bounded functions on the following spaces:
f is dened on the state space of the private Brownian motions, RdW , g is dened on
the path space C and h is dened on the product space C(I;RdB)×P(C). Introduce a
coupling similar to the one dened prior to Denition 3.3.1, such that the particle sys-
tems are all supported on the same probability space along with processes X;—;B;W
that have the distribution of the sub-sequential weak limit. Abusing notation, let N
denote the subsequence.
E[f (W 1;Nr −W 1;Ns )g(X1;N·∧s )h(BN ; —N)]− E[f (Wr −Ws)]E[g(X·∧s)h(B;—)]












E[f (W i ;Nr −W i ;Ns )g(X1;N·∧s )h(BN ; —N)]








3.4. A CASE STUDY
The rst term in the above may be handled using the following argument:





E[f (W i ;Nr −W i ;Ns )g(X1;N·∧s )h(BN ; —N)]|




E[|f (W 1;Nr −W 1;Ns )− f (W i ;Nr −W i ;Ns )|]
≤2||g || · ||h||E[|f (W 1;Nr −W 1;Ns )− f (Wr −Ws)|]




by introducing the probability space (Ω̃; F̃ ; P̃) due to Skorokhod's representation the-
orem on which W̃ 1;N converges almost surely to W̃ .





E[f (W i ;Nr −W i ;Ns )g(X1;N·∧s )h(BN ; —N)]
− E[f (Wr −Ws)]E[g(X1;N·∧s )h(BN ; —N)]
˛̨̨̨










Since the Brownian motions W i ;N are i.i.d., by the law of large numbers the right
hand side in the above converges to zero. The nal summand in (3.4.1) converges
to zero by the assumed weak convergence.
To prove the outstanding elements, by Remark 3.1.2, it is enough to show that
—t = L (X·∧t |FB;—∞ ). This follows from another argument found in [68]:
E[〈—t ; g〉h(B;—)] = lim
N→∞
[〈—N ; g〉h(BN ; —N)]
= lim
N→∞
E[g(X1;N·∧t )h(BN ; —N)]
=E[g(X·∧t)h(B;—)]
(3.4.4)
4. Uniqueness of weak solutions to (MKVCN) will be established by Theorem 4.3.3
in Chapter 4.
The conditional propagation of chaos follows from Proposition 3.2.2.
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Common Noise: Existence and
Uniqueness of Weak Solutions
This chapter demonstrates the existence and (joint) uniqueness of weak solutions
to the McKean-Vlasov SDE with a common Brownian motion. Complementary to
the previous chapter, justication of the denition of solutions used in this thesis
is provided as a characterisation of weak limits of time-discretisation approximation
schemes. The contents of this chapter and Appendix B are to appear in the Annals of
Probability under the title 'Weak Existence and Uniqueness for McKean-Vlasov SDEs
with Common Noise'.
4.1 Introduction and Literature Review
Throughout this chapter, let I := R+. Given a probability space supporting a random
element Y and a sub-sigma algebra G, let the regular conditional distribution of Y
given G, should it exist, be written L (Y |G). Henceforth, let X denote an RdX -
valued stochastic process and let — denote a stochastic process valued on the space
of probability measures on the path space of X. Additionally, ‰ will be an RdX -valued
random vector and processes B and W are assumed to be Brownian motions of
dimension dB and dW , respectively. The stochastic inputs B;W and ‰ are assumed
to be mutually independent. To establish the notation for this chapter, recall the




b(s; X·∧s ; —s) ds +
Z t
0
ff(s; X·∧s ; —s) dWs +
Z t
0
(s; X·∧s ; —s) dBs ;
—s =L (X·∧s |FB;—s ):
(MKVCN)
At rst sight, the equation satised by the random measure ow — seems strange,
however, should — be adapted to B, the measure ow satises —s = L (X·∧s |FBs ) and
(MKVCN) takes its more often seen form. Let C denote C(I;RdX ) equipped with the
topology of uniform convergence on compact time intervals and P(C) denote the set
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of Borel probability measures on C equipped with the topology of weak convergence.
Finally, let b; ff and  be measurable functions from I × C ×P(C) into RdX ;RdX×dW
and RdX×dB , respectively, that are always assumed to be at least progressive. Recall
that a function f on I × C × P(C) is called progressive if for any t ∈ I,
f (t; x;m) = f (t; x·∧t ; m ◦ ffi−1t ); where ffit : C 3 x 7→ x·∧t ∈ C:
Under appropriate compatibility conditions and further specialisation of the co-
ecients b; ff and  it will be demonstrated that weak solutions to (MKVCN) yield
measure valued solutions to the following SPDE that are both analytically and prob-
abilistically weak. Analytically weak means that the solution is dened via its action
on test functions and their derivatives. Probabilistically weak means that the measure
valued solution process is not necessarily adapted to the stochastic input (a Brownian
motion in this case). The SPDE solved is given as: P-a.s. for all t ∈ I and all
’ ∈ C2b(RdX )
〈t ; ’〉 = 〈0; ’〉+
Z t
0
〈s ; L’(s; ·; s)〉 ds +
Z t
0
〈s ; @x’(s; ·; s)〉 dBs ; (4.1.1)
where C2b(RdX ) is the set of real valued functions on RdX with continuous and bounded
mixed derivatives up to second order. Further, @x’ denotes the vector of rst order
derivatives of ’ with respect to the components of x and the operator L acts on
C2b(RdX ) test functions as follows:
L’(t; x; —) := b(t; x; —)@x’+
1
2
tr((ffffT + T )(t; x; —)@2x’);
where @2x’ is the matrix of mixed second order derivatives with respect the compo-
nents of x .
First Key Result: See Theorem 4.1.8 Assume that the coecients b, ff and 
are bounded and Markovian in the sense that (b; ff; )(t; x;m) = (b; ff; )(t; xt ; m ◦
 −1t ) where  t : C 3 x → xt ∈ RdX . Then, the existence of a weak solution (to be
dened) to the McKean-Vlasov SDE with common noise implies the existence of a
measure valued solution the SPDE (4.1.1).
Motivated by the weak formulation of mean eld games with common noise given
by Carmona, Delarue and Lacker in [24], careful denitions of strong and weak so-
lutions are given that facilitate this correspondence. In this framework, the state-
ments can be brought in line with the generalisation of the well known equivalence of
Yamada-Watanabe given by Kurtz in [65], justifying the form of the solution deni-
tions. Secondly, this framework enables one to keep track of the dependence structure
of approximations. This is key in allowing the use of compactness techniques, which
are core to the weak existence result for the McKean-Vlasov SDE with common noise
given in this chapter:
Second Key Result: See Theorem 4.2.5 There exists a weak solution to
(MKVCN) of the type given in Denition 4.1.3 under assumptions of boundedness
48
4.1. INTRODUCTION AND LITERATURE REVIEW
and joint continuity of the coecients and integrability of the initial vector ‰.
The above theorem can be used to help establish an existence result for a particular
class of coecients:
Third Key Result: See Theorem 4.2.7 Assuming integrability of the initial con-
dition and that the coecients are Markovian, satisfy a non-degeneracy condition and
their dependence on measure is of a linear integrated form with bounded measurable
interaction kernel, the corresponding McKean-Vlasov SDE with common noise has a
weak solution.
Strong uniqueness of solutions to the McKean-Vlasov SDE with common noise has
been long established under the conditions of monotonicity [33] or Lipschitz continuity
[67]. The nal and main contribution of this chapter is to shed light on the question
of uniqueness when the regularity of the coecients is relaxed. In a non-degenerate
setting, uniqueness in joint law for solutions to the McKean-Vlasov with common
noise may be established:
Fourth Key Result: See Theorem 4.3.3 Assume that the diusion coecients
ff and  do not depend upon measure and there exists a unique strong solution to the
drift-less equation. Let the private noise coecient ff satisfy a non-degeneracy condi-
tion and let ff−1b be total variation Lipschitz in the measure argument and bounded.
Then, the equation (MKVCN) satises uniqueness in joint law.
The assumptions in the above result allow for only measurability (progressive) in
the path argument of b with the price of non-degeneracy of the private noise coef-
cient ff. This extends a weak uniqueness argument employed in the case without
common noise [20, 52, 70, 82, 84] to the case with a common noise. This idea of
uniqueness proof, recently introduced by Mishura and Veretennikov [84], relies on rep-
resenting two solutions by Girsanov Transformations from an intermediary probability
space and estimating the total variation between the distribution of two solutions.
Here, a particular Monge-Kantorovich problem for the path-distributions of solutions
is studied, instead of the total variation distance, utilising a cost function tailored to
this setting. It is easy to see that there is a non-empty intersection of the family of
coecients satisfying the assumptions of Theorem 4.2.7 and Theorem 4.3.3 for which
joint weak existence-uniqueness holds.
Recently, there has been renewed interest in equations (MKVCN) and (4.1.1).
A brief summary is presented below. This is roughly separated into two categories.
The rst category comprises of results related to McKean-Vlasov SDEs with common
noise and/or stochastic partial dierential equations (SPDEs) and the second includes
those regarding mean eld games with common noise.
Firstly, in contexts a little dierent from that of this chapter, Barbu, Röckner and
Russo [6] consider a type of stochastic porous media equation and Briand et al. [18]
study the problem of forwards and backwards SDEs where the distribution of any
solution is constrained in some fashion and they extend their analysis to the common
noise setting, where instead the conditional distributions are constrained. For well-
posedness of a particular class of the McKean-Vlasov SDE with common noise and
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the corresponding SPDE, see the paper of Coghi and Gess [31] and see those of
Kolokoltsov and Troeva [59, 62] for the sensitivity of solutions to perturbation of
the initial data. For models motivated by application to nance and neuroscience,
see Hambly and Søjmark [42] and Ledger and Søjmark [75]. Crisan, Janjigian and
Kurtz [32] study a class of SPDEs that includes the Stochastic Allen-Cahn equation,
extending the earlier work of Kurtz and Xiong [67] where strong solutions to an innite
system of mean eld interacting particles driven by correlated noises are connected
to strong solutions to a non-linear stochastic partial dierential equation (SPDE) via
the empirical distribution of the particles. Another approach to studying the types of
SPDEs associated to particle systems driven by correlated noises is that of Dawson
and Vaillancourt [33] who obtain measure-valued solutions of the aforementioned
SPDE by studying the limit of empirical distributions to interacting systems of nitely
many particles as the particle number increases to innity.
In tandem, the mean eld game theoretic framework introduced by Huang, Mal-
hamé and Caines [47] and Lasry and Lions [74] has recently been subject to rapid
development in the direction of common noise. For general theoretical results per-
taining to well-posedness of the innite player equilibrium and its closeness to the
nite player equilibria, see [1, 24, 60, 61, 68] and the book of Cardaliaguet, Delarue,
Lasry and Lions [21]. To see how the presence of a common noise can restore unique-
ness to the mean eld game, see the papers of Delarue and Tchuendom [34, 35, 96].
Cardaliaguet and Souganidis tackle the case without idiosyncratic noises in [23]. A
substantial introduction to mean eld games with common noise can be found in the
second volume of the book of Carmona and Delarue [26]. The standard McKean-
Vlasov setting with no common noise remains a popular eld of study, with many
new results. To list but a few: [5], [16], [44], [49], [50], [51], [30] and [88].
In summary, the key contributions of this chapter are as follows: rst, an appro-
priate framework is developed which allows one to study weak solutions of McKean-
Vlasov SDEs with common noise and, using the compatibility of solutions, connect
them with weak solutions of SPDEs. Second, this framework allows the use of com-
pactness arguments to obtain weak solutions to said equations and nally, a weak
uniqueness result is obtained by a technique inspired by the method introduced in
[84].
4.1.1 Denitions of Solutions
To begin, let FB;W;‰ = {FB;W;‰t }t∈I be dened by FB;W;‰t := FBt ∨ FWt ∨ ff(‰) =
ff(Bs ;Ws ; ‰; 0 ≤ s ≤ t) for all t ∈ I and similarly FB;— = {FB;—t }t∈I := {FBt ∨
F—t }t∈I = {ff(Bs ; —s ; 0 ≤ s ≤ t)}t∈I . When dealing with a measure space (Ω;F)
equipped with multiple probability measures, say {Pi}i , denote the laws induced by a
random element X under these measures as L i(X). Vector and matrix norms will be
denoted as | · | and Lp norms as | · |Lp . Consider the following denition of a strong
solution to (MKVCN):
Denition 4.1.1 (Strong Solution to the McKeanVlasov SDE with Common Noise).
A ltered probability space (Ω;F ;F;P) equipped with F Brownian motions B and
W and initial condition ‰, all mutually independent, and an F adapted RdX valued
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process X is said to be a strong solution to the McKean-Vlasov SDE with common
noise if the following conditions hold:
i) P-a.s. for all t ∈ I,
R t
0
(|b|+ |ff|2 + ||2)(s; X·∧s ;L (X·∧s |FBs )) ds <∞:
ii) X is FB;W;‰ adapted.
iii) P-a.s. for all t ∈ I,
Xt = ‰ +
Z t
0
b(s; X·∧s ;L (X·∧s |FBs )) ds +
Z t
0




(s; X·∧s ;L (X·∧s |FBs )) dBs :
One can view a strong solution to the SDE (MKVCN) as a triple of stochastic
inputs (B;W; ‰) dened on some probability space and a Borel measurable mapping
F : C(I;RdB) × C(I;RdW ) × RdX → RdX such that F maps the stochastic inputs
(B;W; ‰) to an FB;W;‰ adapted stochastic process X := F (B;W; ‰) (the output) such
that (X;B;W; ‰) satises (MKVCN). In the language of Kurtz [65] this is a strong
compatible solution.
A guess at a good denition for a weak solution could be to remove the adapt-
edness requirement ii) from the above conditions and then ask that a weak solution
should consist of a ltered probability space with the rest of Denition 4.1.1 un-
changed. For clarity this is subsequently written (the choice of terminology `weak-
strong' will be justied after the denition).
Denition 4.1.2 (Weak-Strong Solution to the McKeanVlasov SDE with Common
Noise). A weak-strong solution to (MKVCN) consists of a ltered probability space
(Ω;F ;F;P) equipped with F Brownian motions B and W and initial condition ‰, all
mutually independent, along with an F adapted RdX valued process X that satises
the following conditions:
i) P-a.s. for all t ∈ I,
R t
0
(|b|+ |ff|2 + ||2)(s; X·∧s ;L (X·∧s |FBs )) ds <∞:
ii) P-a.s. for all t ∈ I,
Xt = ‰ +
Z t
0
b(s; X·∧s ;L (X·∧s |FBs )) ds +
Z t
0




(s; X·∧s ;L (X·∧s |FBs )) dBs :
There is an unfortunate shortcoming of such a denition. One can construct an
example where weak solutions are expected to exist, but there are none of the above
type. See counter-example 5.1 in [24] and Section ??. The issue is that one asks
that the ow of conditional distributions — from (MKVCN) should be adapted to
the ltration generated by B and so whilst the process X might not be adapted to
the stochastic inputs, the ow of conditional distributions must be. This justies the
terminology weak-strong. Since it is preferable to dene weak solutions in such a way
51
CHAPTER 4. MCKEAN-VLASOV DYNAMICS WITH COMMON NOISE
that they can be obtained under conditions comparable to the case without common
noise, the relaxation to equation (MKVCN) will be made, justied by the following
argument.
Since measurability is not generally preserved under weak limits, methods for
approximating the ow of conditional distributions break down. To expand upon this
point, imagine that one is solving a stochastic equation
Γ(Y; Z) = 0; Y ∼ :
The notation Y ∼  means that the stochastic input Y has distribution . Z is
the solution/output. Often, one seeks to solve the above by instead considering a
mollied equation Γn(Y; Z) = 0; Y ∼  such that “Γn → Γ” and ∀n the equation
is strong ly solvable; i.e. there is a measurable function F n such that Zn := F n(Y )
is a solution. Then, passing to the limit in some sense “Γn(Y; Zn) → Γ(Y; Z)” one
hopes to recover a solution to the original equation.
In the case of compactness arguments (weak existence), one may prove the weak
convergence of a subsequence of the joint distributions of approximate solutions
(Y; Zn) and represent the solutions on a another probability space (Ω̄; F̄ ; P̄) such
that (Ȳ n; Z̄n) → (Ȳ ; Z̄) pointwise. Since (Ȳ n; Z̄n) have the same distribution as
(Y; Zn), one gets F n(Ȳ n) = Z̄n. Therefore Z̄ is the pointwise limit of Ȳ n measurable
functions, but unfortunately, Ȳ n varies along the same limit, and one cannot conclude
that there is a measurable function F such that Z̄ = F (Ȳ ). In fact, the existence of
such a function corresponds to the existence of a strong solution.
The above observations give motivation to relax the measurability requirement of
the regular conditional distribution appearing in the equation (MKVCN). Rather than
asking that the measure argument of the coecients be a version of L (X·∧s |FBs ),
one should instead require that the argument be a ow of measures — such that for
any s ∈ I, —s = L (X·∧s |FB;—s ). This relaxation is natural as, in general, this is the
only way of identifying the limiting random measures obtained via weak convergence
arguments.
Compatibility however, is preserved under weak limits when the marginal distri-
bution of the stochastic inputs is xed (see [7]). Due to this fact and the above
motivation of connecting to the SPDE, a compatibility condition is introduced in the
following denition.
Denition 4.1.3 (Weak Solution to the McKeanVlasov SDE with Common Noise).
A weak solution to the McKean-Vlasov SDE with common noise consists of a ltered
probability space (Ω;F ;F;P) equipped with F Brownian motions B and W and an
F0 measurable random vector ‰, all mutually independent, along with F adapted





(|b(s; X·∧s ; —s)| + |ff(s; X·∧s ; —s)|2 + |(s; X·∧s ; —s)|2 )ds < ∞ P-a.s. for all
t ∈ I.
ii) X is compatible with (B;—), (X;—) is compatible with (B;W; ‰) and for s; t ∈ I
with s ≤ t, ff(Wr −Ws : s ≤ r ≤ t) |= FB;—t ∨ FXs .
iii) —t = L (X·∧t |FB;—t ) for all t ∈ I.
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iv) P-a.s. for all t ∈ I,
Xt = ‰ +
Z t
0
b(s; X·∧s ; —s) ds +
Z t
0
ff(s; X·∧s ; —s) dWs +
Z t
0
(s; X·∧s ; —s) dBs :
(4.1.2)
In this denition, there is now a pair of outputs, (X;—). As a weak solution, these
outputs are allowed to have randomness external to that of the stochastic inputs,
(‰; B;W ) (i.e. there is not a priori a Borel function G s.t. (X;—) = G(B;W; ‰)).
Further, see that if condition ii) were removed, it would remain implied that (X;—) is
compatible with (B;W; ‰) since the processes B and W are assumed to be Brownian
in the ltration F to which all processes are adapted and ‰ is assumed F0 measurable.
However, as these properties will need to be veried in the existence proof to prove
that the limiting Brownian motions remain Brownian in the full ltration (generated
by all limit processes), they are kept explicit in the denition.
To further justify considering the ow of measures — as part of the solution pair,
or `stochastic outputs', note that it is desirable for the denition of a weak solution
to be in accord with the Yamada-Watanabe principle.
Consider the solution as a pair (X;—). Dening pathwise uniqueness such that for
any two weak solutions (X;—;B;W; ‰) and (X ′; —′; B;W; ‰) dened on the same prob-
ability space, (X;—) and (X ′; —′) are indistinguishable. Then by way of the Yamada-
Watanabe generalisation of Kurtz [65], assuming pathwise uniqueness, (X;—) be-
comes FB;W;‰ adapted and therefore, due to the independence structure, one can
identify — = L (X|FB) and recover a strong solution of Denition 4.1.1. In keeping
with the concept of a strong solution used by Kurtz in [65], the following simple
proposition demonstrates that the notion of weak solution given by Denition 4.1.3
is appropriate.
Proposition 4.1.4. A strong solution given by Denition 4.1.1 is equivalent to an
FB;W;‰ adapted weak solution pair (X;—) of Denition 4.1.3.
Proof. Given a strong solution of the type of Denition 4.1.1, (B;W; ‰; X), dene a
measure ow — by —t := L (X·∧t |FBt ). By denition, (X;—;B;W; ‰) satises equa-
tion (4.1.2) and the integrability condition. Since — is FB adapted by construction,
one has FB;—t = FBt for all t ∈ I. Combining this fact with the FB;W;‰ adaptedness
of X, the conditions of Denition 4.1.3 are easily veried. For the converse direction,
note that the independence of (W; ‰) and (B;—) combined with the FB;W;‰ adapt-
edness of — implies that — is FB adapted. This in turn allows one to show that
—t = L (X·∧t |FB;—t ) = L (X·∧t |FBt ) for all t ∈ I and the equivalence follows.
Should one wish to obtain a weak solution via compactness arguments, when ver-
ifying the compatibility of X with (B;—) for the weak limit, it becomes advantageous
to work with —t := L (X·∧t |FB;—∞ ) and condition on the whole path of (B;—). How-
ever, with the condition that X is compatible with (B;—) in the sense that FXs is
conditionally independent of FB;—t given FB;—s for any s ≤ t ∈ I, there is the following
equivalence between characterisations of —.
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Proposition 4.1.5. Given a ltered probability space (Ω;F ;F;P) equipped with
continuous adapted processes X, B and —, valued in RdX , RdB and P(C) respectively,
the following are equivalent:
i) For all t ∈ I, —t = L (X·∧t |FB;—t ) and X is compatible with (B;—)
ii) For all t ∈ I, —t = L (X·∧t |FB;—∞ ):
Remark 4.1.6. A consequence of either condition in the above proposition is that
for all s ∈ I and any t ∈ I : s ≤ t, —s = L (X·∧s |FB;—t ). This property is proved in
the beginning of the second half of the following proof.
Proof of Proposition 4.1.5. First it is shown that i) =⇒ i i). Fix t ∈ I and let
f : C → R and g : C(I;RdB)×C(I;P(C))→ R all be bounded and Borel measurable.
Then,
E[f (X·∧t)g(B;—)] = E[E[f (X·∧t)g(B;—)|FB;—t ]]
= E[E[f (X·∧t)|FB;—t ]E[g(B;—)|FB;—t ]]
= E[〈—t ; f 〉E[g(B;—)|FB;—t ]]
= E[〈—t ; f 〉g(B;—)]:
The rst equality follows from elementary properties of conditional expectation, the
second from compatibility (see B.1.1 condition i), the third from denition of —
and the fourth from the measurability of the mapping —t 7→ 〈—t ; f 〉 and hence the
measurability of 〈—t ; f 〉 with respect to the sigma algebra FB;—t .
Since f and g are arbitrary bounded Borel measurable functions, the above equality
holds for indicator functions 1F and 1G where F ∈ B(C) and G ∈ B(C(I;RdB) ×
C(I;P(C))). Noting that —t is FB;—∞ measurable, —t satises the dening properties
of the regular conditional distribution of X·∧t given FB;—∞ .
Now it remains to prove that i i) =⇒ i). Using the fact that for s; t ∈ I :
s ≤ t, —s is FB;—t measurable, and that for any E ∈ FB;—t and F dened as above,
E[1F (X·∧s)1E] = E[—s(F )1E] by denition of —s , —s can be identied as a version
of the regular conditional distribution of X·∧s given FB;—t . I.e. for all s; t ∈ I: s ≤ t,
—s = L (X·∧s |FB;—t ).
The rst claim is immediate. To show compatibility, one needs to demonstrate
the conditional independence of FXt from FB;—∞ given F
B;—
t (see again B.1.1 condition
1.). For xed t ∈ I, let f and g be as dened above and another function h be
dened the same way as g . Then,
E[E[f (X·∧t)g(B;—)|FB;—t ]h(B·∧t ; —·∧t)]
= E[E[E[f (X·∧t)|FB;—∞ ]g(B;—)|F
B;—
t ]h(B·∧t ; —·∧t)]
= E[E[〈—t ; f 〉g(B;—)|FB;—t ]h(B·∧t ; —·∧t)]
= E[〈—t ; f 〉E[g(B;—)|FB;—t ]h(B·∧t ; —·∧t)]
= E[E[f (X·∧t)|FB;—t ]E[g(B;—)|FB;—t ]h(B·∧t ; —·∧t)]:
The rst and third equalities follow from standard properties of conditional expectation
and the second from the denition of —. Finally, the fourth equality holds due to the
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observation at the beginning of this part of the proof. The conclusion holds by the
uniqueness of conditional expectations.
4.1.2 Associated SPDE
As mentioned in the introduction, assuming further structure of the coecients, so-
lutions to the McKean-Vlasov SDE with common noise correspond to measure valued
solutions of a non-linear SPDE (4.1.1). The correspondence will be demonstrated in
this subsection.
Denition 4.1.7 (Weak Solution to the SPDE (4.1.1)). A weak solution to the
SPDE (4.1.1) is a ltered probability space (Ω;F ;F;P) equipped with an F Brownian
motion B F adapted P(RdX ) valued process  satisfying the equation (4.1.1), i.e.
〈t ; ’〉 = 〈0; ’〉+
Z t
0
〈s ; L’(s; ·; s)〉 ds +
Z t
0
〈s ; @x’(s; ·; s)〉 dBs
P-a.s. for all t ∈ I and for all test functions ’ ∈ C2b(RdX ).
Theorem 4.1.8. Assume that the coecients b, ff and  are bounded and Markovian
in the sense that (b; ff; )(t; x;m) = (b; ff; )(t; xt ; m ◦  −1t ) where  t : C 3 x →
xt ∈ RdX . Then, the existence of a weak solution to the McKean-Vlasov SDE with
common noise implies the existence of a weak solution the SPDE (4.1.1).








@x’(Xs)ff(s; Xs ; s) dWs +
Z t
0
@x’(Xs)(s; Xs ; s) dBs
where s := —s ◦  −1s = L (Xs |FB;—s ). Next, apply the conditional expectation with
respect to FB;—t on both sides of the above equality:
E[’(Xt)|FB;—t ] =E[’(X0)|FB;—t ] + E
» Z t
0


















Since ’ has continuous compactly supported derivatives, and the coecients b; ff; 
are bounded, the integrands in the above expression are bounded and predictable.
Therefore, one can apply the stochastic Fubini's theorem B.3.1 to the above stochastic





E[L’(s; Xs ; s)|FB;—s ] ds +
Z t
0




〈s ; L’(s; ·; s)〉ds +
Z t
0
〈s ; @x’(s; ·; s)〉dBs :
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Denition 4.1.9. A strong solution to the SPDE (4.1.1) is an FB-adapted weak
solution.
Remark 4.1.10. If one can conclude that the ow of measures — of a weak solution
to the McKean-Vlasov SDE with common noise yields a strong solution to the SPDE,
then one has a weak-strong solution of the type of Denition 4.1.2. This fact is
exploited in [31], where Coghi and Gess establish a well-posedness result for (4.1.1).
4.2 Weak Existence
4.2.1 Assumptions
Assumption 4.2.1 (Coecients). Functions b : I × C × P(C) → Rd , ff : I × C ×
P(C)→ Rd × RdW and  : I × C × P(C)→ RdX × RdB are progressive (i.e. for any
t ∈ I, (b; ff; )(t; x;m) = (b; ff; )(t; x·∧t ; m ◦ ffi−1t ), where ffit : C 3 x 7→ x·∧t ∈ C),
bounded and jointly continuous in the last two arguments in the following sense:
if (xn → x;mn
w→ m) as n → ∞ then (b; ff; )(t; xn; mn) → (b; ff; )(t; x;m) as
n→∞.
Assumption 4.2.2 (Initial Condition). For xed p ∈ (2;∞], |‰|Lp <∞.
Denition 4.2.3 (Euler-type Approximation Scheme). Let tni :=
i
n
for i ; n ∈ N, and
dene »n(t) := tni for t ∈ [tni ; tni+1). The sequence of Euler approximations Xn, are
dened as strong solutions to the following distribution dependent SDEs constructed
on a probability space supporting W; B and ‰. For all n ∈ N, each Xn satises P-a.s.
for all t ∈ I,

























Such solutions exist and can be constructed directly from the triple (‰; B;W ): Since
















Lemma 4.2.4 (A Priori Estimates). Let Assumptions 4.2.1 and 4.2.2 hold. If
{Xn}n∈N is a (the) sequence of continuous stochastic processes satisfying (4.2.1).

















|Xnu − Xns |q
–
≤ cq(t − s)
q
2 : (4.2.2)
Proof. Is standard in the literature. See, for example, the proof of Theorem 21.9 in
[55].
These estimate allow one to conclude tightness of the family {Xn}n∈N by applica-
tion of the Arzelà Ascoli characterisation of compact sets (see for example, problem
2.4.11 Karatzas and Shreve [57]) and prove that the family of ows of conditional
measures constructed for the Euler approximations have continuous versions that
induce a tight family of probability measures in P(C(I;Pp(C))).
4.2.3 Existence Theorem
Theorem 4.2.5 (Existence of a Weak Solution to McKean-Vlasov SDE with Com-
mon Noise). Let Assumptions 4.2.1 and 4.2.2 hold. Then there exists a weak solution
to the McKean-Vlasov SDE with common noise.
Proof. There exists a ltered probability space (Ω;F ;F;P) satisfying the usual condi-
tions, equipped with mutually independent F Brownian motions B and W and initial
condition ‰. Construct the sequence of approximations Xn satisfying the Euler ap-
proximation SDE (4.2.1). This construction is carried out iteratively, applying Lemma
B.3.2 on every interval of the approximation (of length 1=n for the nth approximation)
to ensure that the conditional distributions are valued in Pp(C). Note that the pro-
cesses Xn are continuous by construction and are compatible with (B;W; ‰). It will
now be demonstrated that the ow of measures (L (Xn·∧t |FBt ))t≥0 have continuous
Pp(C) valued versions by verifying the conditions of Theorem B.2.1. The following
holds for any s; t ∈ I such that |t − s| ≤ 1:
E[Wp(L (Xn·∧t |FBt );L (Xn·∧s |FBs ))p]
= E[Wp(L (Xn·∧t |FB∞);L (Xn·∧s |FB∞))p]
≤ E[E[ sup
s≤u≤t
|Xnu − Xns |p|FB∞]]
≤ E[ sup
s≤u≤t
|Xnu − Xns |p]




The equality follows from Proposition 4.1.5 and the inequalities follow consecutively
from the denition of Wp, Jensen's inequality, properties of conditional expectation
and Lemma 4.2.4. Since p > 2, there is a continuous modication (labelled —n) of
each ow of measures via Theorem B.2.1. Moreover, by viewing ‰ as the constant
process {Ξt := ‰}t∈I , see that L (Xn·∧0|FB0 ) = L (Xn·∧0) = L (Ξ) is tight in Pp(C) as
a Dirac mass and since the estimate (4.2.3) is uniform in n, the family of continuous
modications of the ows —n is tight in C(I;Pp(RdX )) by application of Theorem
B.2.2.
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The family of joint distributions L ((Xn; —n; B;W )) =: ”n consequently denes a
tight family of measures on C×C(I;Pp(C))×C(I;RdB)×C(I;RdW ). By application
of Prokhorov's theorem there is a subsequence {nk}k and a probability measure ”,
such that ”nk w→ ”.
Skorokhod's Representation theorem gives the existence of a probability space
(Ω̃; F̃ ; P̃ ) on which are dened random elements {Z̃nk}k and Z̃, valued on the above
product space such that
Z̃nk ≡ (X̃nk ; —̃nk ; B̃nk ; W̃ nk ) ∼ ”nk ; Z̃ ≡ (X̃; —̃; B̃; W̃ ) ∼ ”
and Z̃nk → Z̃ !̃-surely:
It is useful to note that independence/compatibility of one random element/process
with respect to another is a property of the joint distribution. This fact will be used
to verify a few properties of the constructed processes. Let the ltration F̃ be dened
as F̃t := ff(X̃s ; —̃s ; B̃s ; W̃s : s ≤ t). The adaptedness of the X and — with respect
to this ltration is immediate from the denition. That B̃ and W̃ are F̃ Brownian
motions will follow from the immersion of their natural ltrations in the ltration F̃
and this will be veried later in the proof.
The proof will be concluded once the components of Z̃, (X̃; —̃; B̃; W̃ ) have be
shown to satisfy items i) to iv) of Denition 4.1.3 with ‰̃ := X̃0. Item 1 follows from
the boundedness of b, ff and .
For the second item, it is easily checked that ff(W̃r−W̃s : s ≤ r ≤ t) |= F B̃;—̃t ∨F X̃s
(see [8] Theorem 2.8). To show that (X̃; —̃) is compatible with (B̃; W̃ ; ‰̃), one needs to
demonstrate the conditional independence of F̃ X̃;—̃t from F̃ B̃;W̃ ;‰̃∞ given F̃
B̃;W̃ ;‰̃
t . Let f :
C([0; t];RdX×Pp(C))→ R continuous and bounded, g : C(I;RdB×RdW )×RdX → R
and h : C([0; t];RdB ×RdW )×RdX → R measurable and bounded. Let X|[0;t] denote
the truncation of a process on I to its realisation on [0; t]. By application of Lemma
2.1 from [7],





f ((X̃nk ; —̃nk )|[0;t])
×
„
g(B̃nk ; W̃ nk ; ‰̃nk )− Ẽ[g(B̃nk ; W̃ nk ; ‰̃nk )|F B̃
nk ;W̃ nk ;‰̃nk
t ]
«






f ((Xnk ; —nk )|[0;t])
×
„





The nal equality holds since —nk is a modication of a FB adapted process on the
space (Ω;F ;P) and Xnk is a strong solution to the Euler scheme.
58
4.2. WEAK EXISTENCE
To see how to apply Lemma 2.1 from [7], notice that Ẽ[g(B̃; W̃ ; ‰̃)|F B̃;W̃ ;‰̃t ] is
by denition F B̃;W̃ ;‰̃t measurable and therefore by the Doob-Dynkin lemma (Lemma
B.0.1) there exists a measurable function G : C([0; t];RdB × RdW ) × RdX → R
such that G((B̃; W̃ )|[0;t]; ‰̃) = Ẽ[g(B̃; W̃ ; ‰̃)|F B̃;W̃ ;‰̃t ]. Since, (B̃; W̃ ; ‰̃) has the same
distribution as (B̃nk ; W̃ nk ; ‰̃nk ),
Ẽ[Ẽ[g(B̃nk ; W̃ nk ; ‰̃nk )|F B̃
nk ;W̃ nk ;‰̃nk
t ]h((B̃
nk ; W̃ nk )|[0;t]; ‰̃nk )]
=Ẽ[g(B̃nk ; W̃ nk ; ‰̃nk )h((B̃nk ; W̃ nk )|[0;t]; ‰̃nk )]
=Ẽ[g(B̃; W̃ ; ‰̃)h((B̃; W̃ )|[0;t]; ‰̃)]
Ẽ[Ẽ[g(B̃; W̃ ; ‰̃)|F B̃;W̃ ;‰̃t ]h((B̃; W̃ )|[0;t]; ‰̃)]
=Ẽ[G((B̃; W̃ )|[0;t]; ‰̃)h((B̃; W̃ )|[0;t]; ‰̃)]
=Ẽ[G((B̃nk ; W̃ nk )|[0;t]; ‰̃nk )h((B̃nk ; W̃ nk )|[0;t]; ‰̃nk )]:
Therefore, the bounded and measurable function G provides a version of the condi-
tional expectation appearing above, and the Lemma 2:1 from [7] can be applied.
It will be veried that for all t ∈ I, —̃t = L (X̃t |F B̃;—̃∞ ). Then, via Proposition
4.1.5, it holds that —̃t = L (X̃t |F̃ B̃;—̃t ) for any t ∈ I and X̃ is compatible with (B̃; —̃).
This veries item iii) and the outstanding element of item ii). First, note that since
—̃ is adapted to F̃B̃;—̃ (the natural ltration of the tuple B̃; —̃), all that needs to be
veried to show that —̃t = L (X̃t |F̃ B̃;—̃∞ ) for any t ∈ I is that for f : C → R and
g : C(I;RdB)× C(I;P(C))→ R continuous and bounded,
Ẽ[f (X̃·∧t)g(B̃; —̃)] = Ẽ[〈—̃t ; f 〉g(B̃; —̃)]:
It will hold for f and g bounded and measurable by a Lusin's theorem approximation.
The above equation holds since,
Ẽ[f (X̃·∧t)g(B̃; —̃)] = lim
k→∞






E[f (Xnk·∧t)g(B;L (Xnk |FB∞))]
= lim
k→∞
E[L (Xnk·∧t |FB∞)(f )g(B;L (Xnk |FB∞))]
= lim
k→∞
E[〈—nkt ; f 〉g(B;—nk )]
= lim
k→∞
Ẽ[〈—̃nkt ; f 〉g(B̃nk ; —̃nk )]
=Ẽ[〈—̃t ; f 〉g(B̃; —̃)]:
(4.2.4)
The rst and last equalities follow from dominated convergence, the second and
sixth from the fact that the joint distribution of (Xnk ; B; —nk ) is the same as that of
(X̃nk ; B̃nk ; —̃nk ), the third and fth equalities follow from the fact that {—nkt }t∈I is
a modication of {L (Xnkt |FBt )}t∈I and the compatibility of Xnk with B, the fourth
from the tower property of conditional expectation and denition of regular conditional
distributions and the adaptedness of {L (Xnkt |FBt )}t∈I to FB. The convergence of
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〈—̃nkt ; f 〉 to 〈—̃t ; f 〉 follows from the fact that —̃nkt → —̃t P̃-a.s. in (Pp(C);Wp) - see
Theorem 6.9 in [100].
Finally, the equation (4.1.2) will hold P̃-a.s. for all t ∈ I due to Lebesgue's
dominated convergence theorem and a theorem due to Skorokhod (pg.32 [91]).
All items in the denition of a weak solution have been veried and thus the proof
is concluded.
4.2.4 Weak Existence for Bounded Measurable Interaction
Kernel
Armed with Theorem 4.2.5, it is possible to prove the existence of weak solutions
to a particular class of McKean-Vlasov SDEs with common noise, namely where the
coecients are bounded, measurable, non-degenerate, Markovian (in the sense that
(b; ff; )(t; x;m) = (b; ff; )(t; xt ; m ◦  −1t ) where  t : C 3 x → xt ∈ RdX ) and the
dependence on measure is of the linear integrated form (this is sometimes referred
to as a mean eld interaction of scalar type). Hence, the spatial regularity of the
coecients can be relaxed at the price of a particular form of measure dependence.
To be precise, the following assumption on the coecients is formulated.
Assumption 4.2.6. The coecients b, ff and  take the following form:
f (t; x; ) :=
Z
f̃ (t; xt ; y) ◦  −1t (dy); (4.2.5)
where f can be replaced with either b, ff or . The functions (interaction kernels) b̃,





–TΣΣT– > 0: (4.2.6)
Theorem 4.2.7 (Weak Existence for Bounded Measurable Interaction Kernel). Un-
der Assumption 4.2.6, the corresponding McKean-Vlasov SDE with common noise
has a weak solution.
Proof Outline. Similar to the proof of Mishura and Veretennikov [84] in the case
without common noise, here the argument relies on a mollication of the interaction
kernels b̃, ff̃ and ̃. The resulting mollied McKean-Vlasov SDEs with common noise
have weak solutions by application of Theorem 4.2.5 and the solution processes satisfy
the estimates given in Lemma 4.2.4. Therefore, a weakly convergent subsequence
can be extracted from the sequence of joint laws of the approximate solutions. On a
probability space given by the Skorokhod Representation Theorem, the limit process
can be shown to be a solution to the original, un-mollied McKean-Vlasov SDE with
common noise via application of estimates due to Krylov [64] (Ch.2 Sec.3 Thm.4).
Proof. First, the coecients are mollied by replacing the interaction kernels with
kernels b̃n, ff̃n and ̃n that are dened by,
f̃ n(t; x; y) := n2dX“(nx; ny) ∗ f̃ (t; x; y);
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where “ is a non-negative smooth function, vanishing for |x |+ |y | > 1, withR
“(x; y)dxdy = 1. It is easy to see that the mollied coecients satisfy the condi-
tions of Theorem 4.2.5 and hence there exist weak solutions (Xn; —n; Bn;W n) to the
McKean-Vlasov SDEs with common noise dened by the mollied coecients. Since
the kernels' bounds are preserved by the mollication, the coecients of the mollied
McKean-Vlasov SDEs with common noise are uniformly bounded and therefore, by a
standard procedure, the conclusion of Lemma 4.2.4 holds for this sequence of weak
solutions. By the same argument from the proof of Theorem 4.2.5, one can extract
a weakly convergent subsequence of the laws of these solutions. It will be convenient
however, to consider another sequence of probability measures that gives access to
copies of the solutions that are conditionally independent given (—n; Bn).
Denote the laws of the solutions (with ‰i hidden inside X i since ‰i = X i0) by
L (Xn; —n; Bn;W n). Disintegrate these distributions (see Chapter 10 in volume II
of [12]) into the joint distribution of (—n; Bn) and the conditional distribution of
(Xn;W n) given —n; Bn. This is written as
L (Xn;W n; —n; Bn)(dx; dw; d; db) = pnX;W (dx; dw; ; b)L (—
n; Bn)(d; db):
Introducing a new sequence of probability distributions,




i ; dw i ; ; b)L (—n; Bn)(d; db)
and equipping the product space C × C(I;RdW ) × C × C(I;RdW ) × C(I;P(C)) ×
C(I;RdB) with ın, the canonical processes (X;W; X̂; Ŵ ; —; B) yields two weak solu-
tions (X;W;—;B) and (X̂; Ŵ ; —; B) with the property that (X;W ) is conditionally
independent of (X̂; Ŵ ) given (—;B). It is easy to see that the sequence ın is also
sequentially compact. As before, one extracts a weakly convergence subsequence
and applies Skorokhod's Representation Theorem. Then, abusing notation to let n
denote the subsequence, on some probability space there exists random elements
{(Xn;W n; X̂n; Ŵ n; —n; Bn) ∼ ın}n and (X;W; X̂; Ŵ ; —; B) ∼ ı = limn ın such that
(Xn;W n; X̂n; Ŵ n; —n; Bn) → (X;W; X̂; Ŵ ; —; B) surely. The aim is to show that
(X;W;—;B) is a weak solution to the un-mollied McKean-Vlasov SDE with com-
mon noise. The rst three items of Denition 4.1.3 are veried as in the proof of
Theorem 4.2.5. The nal item (that the SDE holds), however, requires additional
consideration. It remains to show thatZ t
0
bn(s; Xn; —n) ds →
Z t
0
b(s; X; —) ds;Z t
0
ffn(s; Xn; —n) dW ns →
Z t
0
ff(s; X; —) dWs andZ t
0
n(s; Xn; —n) dBns →
Z t
0
(s; X; —) dBs
P-a.s. for all t ∈ I, again allowing n to denote the further subsequence taken to
obtain this convergence. Consider some t ∈ I ∩ Q, and the following sequence of
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|bN(s; X; —)− b(s; X; —)|ds
–




















































































E[|b̃n − b̃N |(s; Xns ; X̂ns )]ds
≤ |b̃n − b̃N |L1+2d :
The above equalities hold due to the construction of the measures ın and the in-
equality by application of Theorem 4, Sec.3, Ch.2 of [64].
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Repeating the above sequence of estimates with the superscript n removed, the









≤ |b̃n − b̃N |L1+2d + E
» Z t
0
|bN(s; Xn; —n)ds − bN(s; X; —)|ds
–
+ |b̃N − b̃|L1+2d :
For any " > 0, there is an N large enough such that for n > N, |b̃n − b̃N |L1+2d +
|b̃N − b̃|L1+2d < "=2. Also, as n → ∞, by the continuity of bN , the middle term in
the above inequality vanishes. Therefore, for each N ∈ N, there is an nN such that







for any t ∈ I ∩ Q. This can be elevated to almost sure convergence along a sub-
sequence and to all t ∈ I by continuity. To prove the corresponding limits for the
stochastic integrals, one follows an analogous procedure to that of the drift conver-




f n(s; Xn; —n)dMns −
Z t
0










f N(s; Xn; —n)dMns −
Z t
0





(f N(s; X; —)− f (s; X; —))dMs
«2–
(4.2.8)
for some N ∈ N. To nish, apply the Itô isometry to the rst and third terms on
the right hand side of (4.2.8) and follow an almost exactly analogous procedure as
with the drift convergence, taking care of the second power appearing. Handle the
second term with Skorokhod's lemma for the convergence of stochastic integrals, see




f n(s; Xn; —n)dMns −
Z t
0
f (s; X; —)dMs
«2–
≤|f̃ n − f̃ N |2L2(1+2d) + E
»„Z t
0
f N(s; Xn; —n)dMns −
Z t
0
f N(s; X; —)dMs
«2–
+ |f̃ N − f̃ |2L2(1+2d)
<"
for suciently large n depending on the choice of " > 0.
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4.3 Uniqueness in Joint Law
In this section, a particular class of equations of the type (4.1.2) will be studied.
Namely, the case where the diusion coecients ff and  do not depend upon measure.
The authors expect that with similar techniques to those given in [82] and [84] the
result here can be extended to include some spatial growth. However, in the interest
of conveying how one overcomes the barriers of extending this method to the common
noise setting without becoming mired in additional technical diculties, the following
assumptions are made regarding the coecients.
Assumption 4.3.1. The coecients b, ff and  are measurable and progressive.
The coecients ff and  do not depend on the measure argument and are such that
there exists a unique strong solution to the driftless SDE:
dX0t = ff(t; X
0)dWt + (t; X
0)dBt : (4.3.1)
Further, dX = dW , ff is non-degenerate, invertible and ff−1b is bounded and Lipschitz
continuous in the measure component with respect to the total variation distance,
i.e. there is a constant cTV such that
|ff(t; x)−1b(t; x; —)− ff(t; x)−1b(t; x; )| ≤ cTVdTV(—; ):
Under the above assumption, the McKean-Vlasov SDE with common noise, (4.1.2),
takes the form:
Xt = ‰ +
Z t
0
b(s; X·∧s ; —s) ds +
Z t
0
ff(s; X·∧s) dWs +
Z t
0
(s; X·∧s) dBs : (4.3.2)
Denition 4.3.2 (Uniqueness in Joint Law). The McKean-Vlasov SDE with common
noise is said to satisfy `uniqueness in joint law' if any two weak solutions (in the sense
of Denition 4.1.3), (X1; —1; B1;W 1; ‰1) and (X2; —2; B2;W 2; ‰2) have the same joint
distribution.
Theorem 4.3.3. Under Assumption 4.3.1, the McKean-Vlasov SDE with common
noise of the form (4.3.2) satises uniqueness in joint law.
The proof of Theorem 4.3.3 will be given in Subsection 4.3.2. The following
subsection provides a lemma that establishes uniqueness in joint law for the SDEs
with random coecients obtained when one considers the measure valued process
provided by a weak solution to (4.3.2) as a stochastic input.
4.3.1 Auxiliary Lemma
Denition 4.3.4. A ltered probability space supporting Brownian motions W and
B, an adapted stochastic process — and an F0 measurable random vector ‰, such
that (B;—) |= (W; ‰) is said to be a weak solution on [0; T ] to the SDE with random
coecients:
Xt = ‰ +
Z t
0






(s; X)dBs ; (4.3.3)
if it also supports an adapted process X, such that
64
4.3. UNIQUENESS IN JOINT LAW
1. P-a.s. ∀ t ∈ [0; T ],
R t
0
|b(s; X; —)|+ |ff(s; X; —)|2 + |(s; X; —)|2 ds <∞:
2. X;—;B;W; ‰ satisfy (4.3.3) P-a.s. ∀ t ∈ [0; T ].
Lemma 4.3.5. Under Assumption 4.3.1, the SDE with random coecients (4.3.3)
satises joint uniqueness in law on [0; T ] for any T <∞.
Which is to say that given any two weak solutions of type of Denition 4.3.4,
(Ω1;F1;P1; X1; —1; B1;W 1; ‰1) and (Ω2;F2;P2; X2; —2; B2;W 2; ‰2) such that
L 1(—1; B1;W 1; ‰1) = L 2(—2; B2;W 2; ‰2), the joint distributions of the solutions
L 1(X1·∧T ; —
1; B1;W 1; ‰1) and L 2(X2·∧T ; —
2; B2;W 2; ‰2) are equal.
Proof. Given an arbitrary solution (X;—;B;W; ‰) to (4.3.3) on a probability space








ff−1(s; X)b(s; X; —)dWs
«
:
As (—;B; ‰) |= W , the tuple (—;B; ‰) has the same joint distribution under QT or P.
By Girsanov's Theorem, W̃ := W +
R ·∧T
0
ff−1(s; X)b(s; X; —)ds is a QT -Brownian
motion. Therefore, (—;B; W̃ ; ‰) ∼  under QT . Also, since X satises (4.3.1) on
[0; T ] under QT , with stochastic input (B; W̃ ; ‰), the process X·∧T has a uniquely
determined law on QT since (4.3.1) has a unique strong solution.
Combining these facts, under QT , (X·∧T ; —; B; W̃ ; ‰) has a joint distribution that
does not depend upon the choice of weak solution. This uniquely determines their
joint law with W and ET (
R ·
0
ff−1(s; Y )b(s; Y; G(U;B))dW̃s) under QT .
Since P and QT are equivalent,

































































which does not depend upon the choice of weak solution.
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4.3.2 Proof of the Uniqueness Theorem
To aid in the reading of this subsection, the strategy is briey outlined as follows:
Proof Outline
Steps 1.-2. Disintegrate the joint distributions of the solutions to identify the under-
lying randomness behind the ows of conditional distributions (—1 and
—2).
Steps 3.-4. Introduce a Monge-Kantorovich Problem with a tailored cost function
that forces the optimal coupling for this problem to constrain the under-
lying randomness to be the same for each solution.
Step 5. Show that it is possible to represent the distributions of the solutions
by a unique solution to the drift-less equation viewed on two probability
spaces related by Girsanov transformations. This requires the uniqueness
in law to a certain class of SDEs with random coecients as given by
Lemma 4.3.5.
Step 6. For a small time interval, estimate the distance between two processes'
distributions by studying the dual Kantorovich Problem, showing that for
a small time interval, there is uniqueness in joint law.
Step 7. Conclude by induction.
Proof of Theorem 4.3.3. Given two weak solutions to (4.3.2) of the form given by
Denition (4.1.3),
(X1; —1; B1;W 1; ‰1) and (X2; —2; B2;W 2; ‰2), denote the laws of the solutions (with
‰i hidden inside X i since ‰i = X i0) on their respective probability spaces by
L 1(X1; —1; B1;W 1) and L 2(X2; —2; B2;W 2);
where the superscript on L refers to the fact that these weak solutions may be
dened on dierent probability spaces. In order to compare the distributions of the
two solutions, one needs to couple the distributions on a probability space in such a
way that xes the underlying randomness of both —1 and —2 to be the same. This is
done as follows:
1. Disintegrate the joint distributions of the two solutions (see Chapter 10 in volume II
of [12]) into the joint distributions of (—i ; Bi ;W i) and the conditional distribution
of X i given —i ; Bi ;W i . This is written as
L i(X i ; —i ; Bi ;W i) = piX(dx; —; b; w)L
i(—i ; Bi)(d—; db)L i(W i)(dw);
using the independence of W i and (—i ; Bi).
2. From Blackwell and Dubins [9], there exists for each i ∈ {1; 2}; a measurable
function G i : [0; 1] × C(I;RdB) → C(I;P(C)), such that, if on some probability
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space there are elements U;B such that U ∼ Unif(0; 1) =: –, B ∼ L i(Bi) and
U |= B, then
L (G i(U;B); B) = L i(—i ; Bi):
Note that the functions G i cannot be claimed to be adapted in the sense that, if
for b1; b2 ∈ C(I;RdB) such that b1·∧t = b2·∧t for some t ∈ I, then G i(u; b1)t =
G i(u; b2)t . This is shown in Example 7.3 of [7].
Letting Wd denote Wiener measure on C(I;Rd), consider for i ∈ {1; 2},
ıi := piX(dx; —; b; w)‹Gi (u;b)(d—)–(du)WdB(db)WdW (dw):
Equipping the space E := (C × C(I;P(C)) × [0; 1] × C(I;RdB) × C(I;RdW ))
and its product ff-algebra with the measure ıi , the canonical random elements
(X;—; U;B;W ) are such that (X;—;B;W ) have distribution L i(X i ; —i ; Bi ;W i).




i(u; b); b; w)–(du)WdB(db)WdW (dw):
One can equip the product space E∗ := (C × [0; 1] × C(I;RdB) × C(I;RdW ))
(with product ff-algebra denoted B(E∗)) with ıiX and dene — := G i(U;B).
Then, the canonical random elements X;U;B;W along with — satisfy again,
L ı
i
X (X;—;B;W ) = L i(X i ; —i ; Bi ;W i) and consequently, denoting (Ω;F ;P) :=
(E∗;B(E∗); ıiX), for any A ∈ B(C) and bounded measurable f : C(I;P(C)) ×
C(I;RdB)→ R,
E[G i(U;B)t(A)f (G i(U;B); B)] =Ei [—it(A)f (—i ; Bi)]
=Ei [1A(X i·∧t)f (—i ; Bi)]
=E[1A(X·∧t)f (G i(U;B); B)]:
(4.3.5)
Hence, —t = G i(U;B)t = L (X·∧t |G i(U;B); B) = L (X·∧t |—;B) for all t ∈ I. An
important observation is that, since X is independent of U given ff(G i(U;B); B),
—t = L (X·∧t |U;B) for all t ∈ I.
3. On the product space E∗ × E∗, dene the lower semi-continuous cost function
c∗((x1; u1; b1; w 1); (x2; u2; b2; w 2)) :=
8><>:
1x1 6=x2 + d(w
1; w 2) ∧ 1
if (u1; b1) = (u2; b2);
∞ otherwise.
(4.3.6)
where d is the uniform metric on C(I;RdW ). Let W ∗ be the Monge-Kantorovich
Problem (see Chapters 4 and 5 in [100]) with cost function c∗:
W ∗(ı1X ; ı
2
X) := inf






There exists an optimal coupling for this problem (a coupling minimizing the
expected cost
R
c∗dı) since the cost function c∗ is lower semi-continuous, see
[100], Theorem 4.1. If W ∗(ı1X ; ı
2
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since c∗((x1; u1; b1; w 1); (x2; u2; b2; w 2)) = 0 if and only if (x1; u1; b1; w 1) =
(x2; u2; b2; w 2). Further, on the optimal coupling from (4.3.7), following the ar-
gument behind equation (4.3.5),
G1(U;B)t = L (X
1
·∧t |U;B) = L (X2·∧t |U;B) = G2(U;B)t ;
almost surely for all t ∈ I, which by the continuity of sample paths of G i(U;B)
is enough to claim that G1(U;B) and G2(U;B) are almost surely equal. It will
consequently be the aim to showW ∗(ı1X ; ı
2
X) = 0 for any two solutions to (4.3.2).
First, note that by the gluing lemma there exists a probability space (Ω̃; F̃ ; P̃) on
which there are random elements X̃1; X̃2; Ũ; B̃; W̃ 1; W̃ 2 with L̃ (X̃ i ; Ũ; B̃; W̃ i) =
ıiX . It is easy to see that
W ∗(ı1X ; ı
2
X) ≤Ẽ[c∗((X̃1; Ũ; B̃; W̃ 1); (X̃2; Ũ; B̃; W̃ 2))]
=Ẽ[1X̃1 6=X̃2 + d(W̃ 1; W̃ 2) ∧ 1]
≤2:
On the other hand, for any coupling of ı1 and ı2 such that P[(U1; B1) 6=
(U2; B2)] > 0, the quantity E[c∗((X1; U1; B1;W 1); (X2; U2; B2;W 2))] = ∞.
Therefore, the inmum (that is attained by some optimal coupling) in W ∗ may
be taken over all couplings ensuring P[(U1; B1) 6= (U2; B2)] = 0. By com-
pleting the probability space, it can be assumed that for the optimal coupling,
(U1; B1) = (U2; B2) surely and the superscripts will consequently be dropped.
To show that W ∗(ı1X ; ı
2
X) = 0, it will rst be shown that W
∗ = 0 for solutions
restricted to a short time interval. Dene piX;T as the image of p
i
X through the map




i(u; b); b; w)–(du)WdB(db)WdB(dw);
see that for E∗ equipped with ıiX;T , and again dening —
i := G i(U;B), the elements
X;—;B;W have distribution L i(X i·∧T ; —
i ; Bi ;W i). It will be shown that for some
small T , W ∗T := W
∗(ı1X;T ; ı
2
X;T ) = 0 by representing the two measures via Girsanov
transformations from the optimal coupling for W ∗T . Then, by repeating the argument,
W ∗(ı1X ; ı
2
X) = 0 will be established by induction on intervals [0; kT ]. The optimal
coupling for W ∗T , denoted P henceforth, satises X i = X i·∧T and for all t ≤ T ,
E[dTV (—1t ; —2t )] ≤ E[E[1X1·∧t 6=X2·∧t |F
B;U ]] = E[1X1·∧t 6=X2·∧t ] ≤E[1X1·∧T 6=X2·∧T ]




The following argument shows that for small T , W ∗T = 0:
4. By the Kantorovich Duality (see Theorem 5.10 in [100]), the primal and dual
Kantorovich problems for c∗ satisfy,










E[h(X1; U; B;W 1)− h(X2; U; B;W 2)]
(4.3.9)
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The second equality holds since P is a coupling of ı1X;T and ı2X;T . The denition
of c∗ convexity, can be found in [100] p.54, but for the purposes here it will suce
to consider the equivalence that, since c∗ satises the triangle inequality, h is
c∗-convex i
h(x1; u1; b1; w 1)− h(x2; u2; b2; w 2) ≤ c∗((x1; u1; b1; w 1); (x2; u2; b2; w 2)):
(4.3.10)
It will be necessary to consider an alternative, but equivalent supremum in the
right hand side of Equation (4.3.9), where one is able to assume that all functions
h in the supremum are non-negative and bounded. This will be arrived at by the
subsequent argument.
By the characterisation of c∗-convex functions, (4.3.10), for arbitrary but xed
x ′ ∈ C and w ′ ∈ C(I;RdW ), mapping every c∗-convex function h to a new c∗-
convex function h′ such that
h′(x; u; b; w) := h(x; u; b; w)− h(x ′; u; b; w ′) ≤ c∗((x; u; b; w); (x ′; u; b; w ′));
one can see that since c∗ is symmetric, |h′| ≤ 2. Finally, setting h′′ := h′ + 2
(again h′′ is c∗-convex), see that for every c∗-convex h,
E[h(X1; U; B;W 1)− h(X2; U; B;W 2)]
= E[h′′(X1; U; B;W 1)− h′′(X2; U; B;W 2)]
and h′′ is [0; 4] valued. Therefore, by sending every h to its corresponding h′′,
W ∗(ı1X;T ; ı
2
X;T ) = sup
h:E∗→[0;4]; c∗-convex
E[h(X1; U; B;W 1)− h(X2; U; B;W 2)]:
(4.3.11)
5. Now, on the optimal probability space (Ω;F ;P), enlarged to include another Brow-
nian motion W 0 (this is not necessary, since one could use W 1 or W 2 in place of
W 0, but arguably this eases notation), there is a strong solution X0 to the driftless
equation (4.3.1) by Assumption 4.3.1. Indeed, there is a process X0 such that
dX0t = ff(t; X
0)dW 0t + (t; X
0)dBt :
In order to estimate the right hand side of (4.3.11), it is critical to represent
the distributions of X i·∧T by the distributions of X
0
·∧T under suitable Girsanov










E(M)t denotes the Doléans-Dade exponential ofM at time t, E(M)t := exp{Mt−
1
2
[M]t}. These changes of probability measure are well dened due to the as-
sumption of boundedness of ff−1b. By Girsanov's Theorem, W 0;i := W 0 −R ·∧T
0
ff−1(s; X0)b(s; X0; —i)ds is a Qi Brownian motion on I, and on [0; T ] and
for each i = 1; 2,
dX0t = b(t; X
0; —i)dt + ff(t; X0)dW 0:it + (t; X
0)dBt :
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It is now claimed that, L i(X0·∧T ; U; B;W
0;i) = L (X i·∧T ; U; B;W
i), where L i
denotes the law on Qi (and continues to do so for the remainder of the proof).
This follows from the uniqueness in joint law on [0; T ] for solutions for SDEs with
random coecients of the form:
dYt = b(t; Y; —)dt + ff(t; Y )dWt + (t; Y )dBt ; (4.3.13)
where the joint distribution of (—;B;W ) is determined. This uniqueness is given
by Lemma 4.3.5, which is stated and proved at the end of the current proof.
6. Recalling the equation (4.3.11), and the two equivalent probability spaces Q1 and
Q2,





E[h(X1; U; B;W 1)− h(X2; U; B;W 2)]
= sup
h:E∗→[0;4]; c-convex
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ff−1(s; X0)b(s; X0; —2)dW 0s −
Z T
0















ff−1(s; X0)b(s; X0; —2)dW 0;1s −
Z T
0










































|ff−1(s; X0)b(s; X0; —1)− ff−1(s; X0)b(s; X0; —2)|2ds
ff
< 1:

























































CHAPTER 4. MCKEAN-VLASOV DYNAMICS WITH COMMON NOISE

























|ff−1(s; X0)b(s; X0; —1)− ff−1(s; X0)b(s; X0; —2)|2ds
–
































































TE1[dTV(—1T ; —2T )2]
=cBDGcTVT
1





TE[dTV(—1T ; —2T )2]
≤cBDGcTVT
1






























T )W ∗(ı1X;T ; ı
2
X;T ):








ff−1(s; X0)b(s; X0; —1)− ff−1(s; X0)b(s; X0; —2)ds
˛̨̨̨–
≤cTVTE1[dTV(—1T ; —2T )]
≤cTVTW ∗(ı1X;T ; ı2X;T ):
72
4.3. UNIQUENESS IN JOINT LAW
Putting the above two estimates together with (4.3.15),















W ∗(ı1X;T ; ı
2
X;T ):






T ) = ¸ < 1,
one has
W ∗(ı1X;T ; ı
2
X;T ) ≤ ¸W ∗(ı1X;T ; ı2X;T ):
This implies that W ∗(ı1X;T ; ı
2
X;T ) = 0. Importantly, this further implies that
almost surely, G1(U;B)·∧T = G2(U;B)·∧T . Indeed, since G i(U;B)t = —it =
L (X i·∧t |U;B), for any t ≤ T , and any A ∈ B(C),
E[—1t (A)f (U;B)] = E[1A(X1·∧t)f (U;B)] =E[1A(X2·∧t)f (U;B)]
=E[—2·∧t(A)f (U;B)]:
This means that the distribution of (G1(U;B)·∧T ; G2(U;B)·∧T ) is concentrated on
the diagonal (and will be on any probability space supporting (U;B) with the same
distribution).
7. The result of the proof will follow by an inductive argument. Assume that for some
k ∈ N W ∗(ı1X;kT ; ı2X;kT ) = 0, then repeating the above argument for ı1X;(k+1)T
and ı2X;(k+1)T , then, since —
1 = —2 almost surely on [0; kT ],
























































































W ∗(ı1X;(k+1)T ; ı
2
X;(k+1)T ):
Therefore W ∗(ı1X;(k+1)T ; ı
2
X;(k+1)T ) = 0. By induction, the proof is complete.
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Chapter 5
Extensions and Future Work
There are a few directions in which the work contained in this thesis could be extended:
1. The Lyapunov criteria from Chapter 2 are expected to be generalisable to the
common noise setting. After applying the corresponding, more involved Itô
formula for this setting (see Section 4.3 of Volume II of [26]) to a candidate
Lyapunov function, by use of the tower property, one sees that a condition such
as Assumption 2.2.2 remains appropriate in this setting.
2. It seems that one might be able to prove that the conditional propagation
of chaos occurs under the conditions of Theorem 4.3.3, as such a result is
established under similar conditions in the absence of a common noise in [70].
However, there are signicant obstacles in the common noise setting.
3. In [84], Mishura and Veretennikov allow for integration kernels that are locally
bounded, satisfying a linear growth condition in the argument that is not in-
tegrated over. One possible extension of the results in Chapter 4 would be to
allow for linear growth in the spatial variable.
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Appendix A
Measure Derivatives of Lions and
Associated Itô Formula
For the construction of the measure derivative in the sense of Lions we follow the
approach from [22, Section 6]. There are three main dierences: The rst dierence
is that we dene the measure derivative in a domain. More precisely we will dene
the measure derivative for any measure as long as it has support on Dk ⊂ D for some
k ∈ N (recall that Dk ⊂ Dk+1 and
S
k Dk = D and every Dk is bounded and open),
in practice for the processes xk , this may be Dk+1.
This is precisely what is needed for the analysis in Chapter 2. The second dierence
is that we are explicit in making it clear why the measure derivative is independent
of the probability space used to realise the measure as well as the random variable
used. The third dierence is in proving the Structure of the gradient, see [22,
Theorem 6.5]. Thanks to an observation by Sandy Davie (University of Edinburgh),
we can show as part iii) of Proposition A.1.2 that the measure derivative has the right
structure even if it only exists at the point — instead of for every square integrable
measure, as is required in [22]. The method of Sandy Davie also conveniently results
in a much shorter proof. We assume the same regularity as in [27], but less regularity
is assumed than in [19] following the observations of [77]
A.1 Lions' Measure Derivative on Dk
Consider u : P2(D)→ R. Here P2(D) is a space of probability measures on D that
have second moments i.e.
R
D
x2—(dx) <∞ for — ∈ P2(D). We want to dene the
derivative at points — ∈ P2(D) such that supp(—) ⊆ Dk . We shall write — ∈ P(Dk)
if — is a probability measure on D with support in Dk .
Denition A.1.1 (L-dierentiability at — ∈ P(Dk)). We say that u is L-dierentiable
at — ∈ P(Dk) if there is an atomless Polish probability space (Ω;F ;P) and an
X ∈ L2(Ω) such that — = L (X) and the function U : L2(Ω) → R given by
U(Y ) := u(L (Y )) is Fréchet dierentiable at X. We will call U the lift of u.
We recall that saying U : L2(Ω;D) → R is Fréchet dierentiable at X with
supp(X) ⊆ Dk means that there exists a bounded linear operator A : L2(Ω) → R
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= 0 : (A.1.1)
Note that Since L2(Ω) is a Hilbert space with the inner product (X; Y ) := E[XY ]
we can identify L2(Ω) with its dual L2(Ω)∗ via this inner product. Then the bounded
linear operator A denes an element DU(X) ∈ L2(Ω) through
(DU(X); Y ) := AY ∀Y ∈ L2(Ω):
Proposition A.1.2. Let u be L-dierentiable at — ∈ P(Dk), with some atomless
(Ω;F ;P), lift U and X ∈ L2(Ω) such that — = L (X). Let (Ω̄; F̄ ; P̄) be an arbitrary
atomless, Polish probability space which supports X̄ ∈ L2(Ω̄) and on which we have
the lift Ū(Y ) := u(L (Y )). Then
i) The lift Ū is Fréchet dierentiable at X̄ with derivative DŪ(X̄) ∈ L2(Ω̄).
ii) The joint law of (X;DU(X)) equals that of (X̄; DŪ(X̄)).
iii) There is ‰ : Dk → Dk measurable such that
R
Dk
‰2(x)—(dx) < ∞ and almost
surely,
‰(X) = DU(X); ‰(X̄) = DŪ(X̄) :
Denition A.1.3 (L-derivative of u at —). If u is L-dierentiable at — then we
write @—u(—) := ‰, where ‰ is given by Proposition A.1.2. Moreover we have @—u :
P2(Dk)×Dk → Dk given by
@—u(—; y) := [@—u(—)](y) :
To prove Proposition A.1.2 we will need the following result:
Lemma A.1.4. Let (Ω;F ;P) and (Ω̄; F̄ ; P̄) be two atomless, Polish probability
spaces supporting Dk-valued random variables X and X̄ such that L (X) = L (X̄).
Then for any › > 0 there exists fi : Ω → Ω̄ which is bijective, such that both fi and
fi−1 are measurable and measure preserving and moreover
|X − X̄ ◦ fi |∞ < › and |X ◦ fi−1 − X̄|∞ < › :
Proof. Let (An)n be a measurable partition of Dk such that diam(An) < ›. Let
Bn := {X ∈ An}; B̄n := {X̄ ∈ An} :
These form measurable partitions of Ω and Ω̄ respectively and moreover P(Bn) =
P̄(B̄n). As the probability spaces are atomless, there exist fin : Bn → B̄n bijective,
such that fin and fi−1n are measurable and measure preserving. See [43, Sec. 41,
Theorem C] for details. Let
fi(!) := fin(!) if ! ∈ Bn; fi−1(!̄) := fi−1n (!̄) if !̄ ∈ B̄n :
We can see that these are measurable, measure preserving bijections. Now consider
! ∈ Bn. Then fi(!) = fin(!) ∈ B̄n. But then X(!) ∈ An and X̄(fi(!)) ∈ An too.
Hence
|X(!)− X̄(fi(!))| < › ∀! ∈ Ω :
The estimate for the inverse is proved analogously.
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We use the notation L2 := L2(Ω) and L̄2 := L2(Ω̄).
Proof of Proposition A.1.2, part i).
For any h > 0 we have fih; fi
−1
h given by Lemma A.1.4 measure preserving and such
that |X − X̄ ◦ fih|∞ < h. This means that |X − X̄ ◦ fih|2 < h and we have the
analogous estimate with fi−1h . Our rst aim is to show that (DU(X) ◦ fi−1h )h>0 is a
Cauchy sequence in L̄2.
Fix › > 0. Then ∃ ‹ > 0 such that we have
|U(X+Y )−U(X)−(DU(X); Y )| < ›
2
|Y |2 for all |Y |2 < ‹ and supp(X+Y ) ⊆ D ;
since U is Fréchet dierentiable at X. Fix h; h′ < ‹=2 and consider |Ȳ |2 < ‹=2 and
supp(X̄ + Ȳ ) ⊆ D . Then, since the maps fi−1h are measure preserving, we have
(DU(X) ◦ fi−1h ; Ȳ ) = (DU(X); Ȳ ◦ fih) :
Note that the inner product on the left is in L̄2 but the one on the right is in L2.
This will not be distinguished in our notation. Let Zh := Ȳ ◦ fih − X + X̄ ◦ fih.
Then |Zh|2 ≤ |Ȳ |2 + |X̄ ◦ fih − X|2 < ‹ and since supp(X̄ + Ȳ ) ⊆ D, we have
supp(X + Zh) ⊆ D. Moreover
(DU(X) ◦ fi−1h −DU(X) ◦ fi−1h′ ; Ȳ ) = (DU(X); Zh)− (DU(X); Zh′)
+ (DU(X); X̄ ◦ fih − X) + (DU(X); X − X̄ ◦ fih′)
=− U(X + Zh) + U(X) + (DU(X); Zh) + [U(X + Zh)− U(X)]
+ U(X + Zh′)− U(X)− (DU(X); Zh′)− [U(X + Zh′)− U(X)]
+ (DU(X); X̄ ◦ fih − X) + (DU(X); X − X̄ ◦ fih′) :
But as fih is measure preserving and U and Ū only depend on the law, we have
U(X + Zh) = U(Ȳ ◦ fih + X̄ ◦ fih) = Ū(Ȳ + X̄) = U(X + Zh′):
Hence






|Zh|2 + 2|DU(X)|2 max(h; h′)
≤ ›|Y |2 + ›max(h; h′) + 2|DU(X)|2 max(h; h′) :
This means that
|DU(X) ◦ fi−1h −DU(X) ◦ fi−1h′ |2
= sup
|Ȳ |2=‹=2
|(DU(X) ◦ fi−1h −DU(X) ◦ fi−1h′ ; Ȳ )|
|Ȳ |2




Since we can choose h; h′ < ‹
2
and also h; h′ < ›‹
4|DU(X)|2 we have the required estimate
and see that (DU(X) ◦ fi−1h )h>0 is a Cauchy sequence in L̄2. Thus, there is  ∈ L̄2
such that
DU(X) ◦ fi−1h →  as h↘ 0:
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The next step is to show that Ū is Fréchet dierentiable at X̄ and  = DŪ(X̄).
To that end we note that Ū(X̄ + Ȳ ) = U(X + Zh) and
(DU(X); Ȳ ◦ fih) = (DU(X); Zh) + (DU(X); X − X̄ ◦ fih):
Hence
|Ū(X̄ + Ȳ )− Ū(X̄)− ( ; Ȳ )|
= |U(X + Zh)− U(X)− (DU(X); Ȳ ◦ fih) + (DU(X); Ȳ ◦ fih)− ( ; Ȳ )|
≤ "|Zh|2 + |DU(X)|2h + |DU(X) ◦ fi−1h −  ||Ȳ |2 ≤ 4›|Ȳ |2;
for h suciently small. Thus Ū is dierentiable at X̄ and  = DŪ(X̄) ∈ L̄2.
Proof of Proposition A.1.2, part ii). We rst note that
L (X ◦ fi−1h ; DU(X) ◦ fi−1h ) = L (X;DU(X))
since the mapping fi−1h is measure preserving. Moreover
(X ◦ fi−1h ; DU(X) ◦ fi−1h )→ (X̄; DŪ((X̄))) in L2(Ω̄;R2d) as h↘ 0.
Hence we get that L (X;DU(X)) = L (X̄; DŪ(X̄)).
Proof of Proposition A.1.2, part iii). Note that — is not necessarily atomless. Let us
rst consider the case where it is. Then, equipping (Ω̃; F̃) := (Dk ;B(Dk)) with P̃ :=
—, this probability space is atomless and the canonical random element X̃(x) := x
has law —. Further, there is an L2(Dk) random element DŨ(X̃) that is the Fréchet
derivative of the lift Ũ at X̃. Setting ‰(x) = DŨ(X̃)(x), then by the by uniqueness
of the joint distribution, for any probability space (Ω̄; F̄ ; P̄) with X̄ ∈ L2(Ω̄) s.t.
L (X̄) = —, we have ‰(X̄) = DŪ(X̄) almost surely.
To deal with the case where — is not necessarily atomless, we take –, the trans-
lation invariant measure on (S1;B(S1)), with S1 denoting the unit circle. Then, the
probability space (Ω̃; F̃ ; P̃) := (Dk × S1;B(Dk)⊗B(S1); —⊗ –) is atomless. Let L̃2
denote the space of square integrable random variables on this probability space. The
random variable X̃(x; s) := x is in L̃2 and has law —. With the usual lift Ũ we know,
from part i), that DŨ(X̃) exists in L̃2.
For all t ∈ S1, dene the translation operator on L̃2, by RtZ̃(x; s) = Z̃(x; s − t).
Note that RtX̃ = X̃. Moreover, L (RtZ̃) = L (Z̃) for all Z̃ ∈ L̃2 since, by translation
invariance of –,Z
Ω̃












Since the lift Ũ(Z̃) depends only on the distribution of the random element Z̃,
Ũ(Z̃) = Ũ(RtZ̃) and so Ũ(X̃ + RtZ̃) = Ũ(X̃ + Z̃). Then by uniqueness of the
Fréchet derivative, recalling equation (A.1.1), one can conclude that Ã = ÃRt on L̃2,
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for all t ∈ S1. Therefore, for all t ∈ S1 and Ỹ ∈ L̃2, ÃRt(Ỹ ) = Ã(Rt Ỹ ) = ÃỸ and
so,












R−tDŨ(X̃)(x; s)Ỹ (x; s)–(ds)—(dx) = (R−tDŨ(X̃); Ỹ ):
Hence, ‰̃(x; s) := DŨ(X̃)(x; s) does not depend on s for x in the support of —. Write
‰(x) := ‰̃(x; s0) for some s0 ∈ S1. Then,
1 = —⊗ –
“










since L (X̄; DŪ(X̄)) = L (X̃; DŨ(X̃)) due to part ii) and ‰(X̄) = DŪ(X̄) P̄-a.s. as
required.
A.2 Higher-Order Derivatives
We observe that if — is xed then @—u(—) is a function from Dk → Dk . If, for y ∈ Dk ,








If we x y ∈ Dk then @—u(·)(y) is a function from P(Dk) → Dk . Fixing j =
1; : : : ; d , if @—u(·)(y)j : P(Dk)→ R is L-dierentiable at some — then its L-derivative





Dk . The second order derivative in measure thus constructed is @2— : P(Dk)×Dk ×
Dk → Dk ×Dk given by










A.3 Itô Formula for Functions of Measures
Assume we have a ltered probability space (Ω;F ;P) with ltration (Ft)t≥0 satisfying
the usual conditions supporting an (Ft)t≥0-Brownian motion w and adapted processes
b and ff satisfying appropriate integrability conditions. We consider the Itô process
dxt = bt dt + fftdwt ; x0 ∈ L2(F0)
which satises xt ∈ Dk for all t a.s.
Denition A.3.1. We say that u : P2(D) → R is in C(1;1)(P2(D)) if there is a
continuous version of y 7→ @—u(—)(y) such that the mapping @—u : P2(D)×D → D
is jointly continuous at any (—; y) s.t. y ∈ supp(—) and such that y 7→ @—u(—; y) is
continuously dierentiable and its derivative @y@—u : P2(D)×D → D ×D is jointly
continuous at any (—; y) s.t. y ∈ supp(—).
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The notation C(1;1) is chosen to emphasise that we can take one measure derivative
which is again dierentiable (in the usual sense) with respect to the new free variable
that arises. Note that in [27] such functions are called partially C2.




|bt |2 + |fft |4 dt
–
<∞ :








—(dy) <∞ : (A.3.1)
















Note that since we are assuming that the process x never leaves some Dk , we have
supp(—t) ⊆ Dk for all times t. The proof relies on replacing —t by an approximation
arising as the empirical measure of N independent copies of the process x . For
marginal empirical measures there is a direct link between measure derivatives and
partial derivatives, see [27, Proposition 3.1]. One can then apply the classical Itô
formula to the approximating system of independent copies of x and take the limit.
This is done in [27, Theorem 3.5].
Proposition A.3.2 can be used to derive an Itô formula for a function which
depends on (t; x; —).
Denition A.3.3. By C1;2;(1;1)([0;∞) × D × P2(D)) we denote the functions v =
v(t; x; —) such that v(·; ·; —) ∈ C1;2([0;∞)×D) for each —, and such that v(t; x; ·)
is in C(1;1)(P2(D)) for each (t; x). Moreover all the resulting (partial) derivatives
must be jointly continuous in (t; x; —) or (t; x; —; y) as appropriate.
Finally, let C2;(1;1)(D × P2(D)) denote the subspace of C1;2;(1;1)([0;∞) × D ×
P2(D)) of functions v that are constant in t.
To conveniently express integrals with respect to the laws of the process taken
only over the new variables arising in the measure derivative we introduce another
probability space (Ω̃; F̃ ; P̃) a ltration (F̃t)t≥0 and processes w̃ , b̃, ff̃ and a random
variable x̃0 on this probability space such that they have the same laws as w , b, ff
and x0. We assume w̃ is a Wiener process. Then
dx̃t = b̃t dt + ff̃tdw̃t ; x̃0 ∈ L2(F̃0)
is another Itô process which satises x̃t ∈ Dk for all t a.s. Moreover, if we now
consider the probability space (Ω× Ω̃;F ⊗ F̃ ;P⊗ P̃) then we see that the processes
with and without tilde are independent on this new space.
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|bt |2 + |fft |4 dt
–
<∞ :










Then, for —t := L (x̃t),

































s @y@—v(s; xs ; —s)(x̃s)
˜–
ds :
Here we follow the argument from [19] explaining how to go from an Itô formula
for function of measures only, i.e. from Proposition A.3.2, to the general case. Note
that it is possible to assume that w̃ , b̃, ff̃ and x̃0 have the same laws as w , b, ff as
x0 above, but in fact this is not necessary. In this thesis, this generality is needed in
the proof of Lemma 2.2.11.
Outline of proof for Proposition A.3.4. Fix (t̄ ; x̄) and apply Proposition A.3.2 to the
function u(—) := v(t̄ ; x̄ ; —) and the law —t := L (x̃t). Then



















M(t̄ ; x̄ ; —s) ds :
We thus see that the map t 7→ v(t̄ ; x̄ ; —t) is absolutely continuous for all (t̄ ; x̄) and
so for almost all t we have @tv(t̄ ; x̄ ; —t) = M(t̄ ; x̄ ; —t). Note that for completeness
we would need to use the denition of C1;2;(1;1) functions and a limiting argument to
get the partial derivative for all t. See the proof of the corresponding Itô formula
in [27]. We now consider v̄ given by v̄(t; x) := v(t; x; —t). Then @t v̄(t; x) =
(@tv)(t; x; —t) +M(t; x; —t). Using the usual Itô formula we then have



















bs@xv(s; xs ; —s) dws :
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Appendix to Chapters 3 and 4
The following lemma is standard and numerous lemmas of this type are proved in the
note [95].
Lemma B.0.1 (Doob-Dynkin Lemma). Given measurable spaces (Ω;F), (X ;FX )
and (Y;FY), with measurable functions X : Ω 7→ X and Y : Ω 7→ Y, if the image
X(Ω) of function X is contained in a standard Borel space, and X is measurable
with respect to the initial ff-algebra of Y (the initial sigma algebra of Y is dened
as ff(Y −1(A) : A ∈ FY)), then there exists a measurable ffi : Y 7→ X such that
X = ffi(Y ).
B.1 Immersion and Compatibility
The following theorem comes from [7] where further equivalent conditions and refer-
ences can be found.
Theorem B.1.1 (Conditions equivalent to Immersion). On a given probability space
(Ω;F ;P), consider two ltrations F;G such that F ⊂ G. Then F is immersed in G
under P if and only if any of the following conditions holds:
1. Gt is conditionally independent of F∞ given Ft , for any t.
2. Every bounded F martingale is a G martingale.
3. For every t and every integrable F∞ measurable X, E[X|Ft ] = E[X|Gt ] P-a.s.
4. For every t and every integrable Gt measurable X, E[X|Ft ] = E[X|F∞] P-a.s.
B.2 Kolmogorov Continuity and Tightness
The following two theorems are taken from [55] on pages 57 and 313 respectively,
where they are proved in sucient generality for this thesis. The statements have
been adjusted, but remain true.
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Theorem B.2.1 (Kolmogorov Continuity). Let X be a process on I with values in a
Polish space (Y; dY) and assume that for some constants a; b; c > 0 and any s; t ∈ I
such that |t − s| ≤ 1
E[dY(Xt − Xs)a] ≤ c |t − s|1+b:
Then, X has a continuous version and for any ‚ ∈ (0; b=a) the latter is almost surely
locally ‚ Hölder continuous.
Theorem B.2.2. Let {Xn} be a family of continuous processes on I with values
in a Polish space (Y; dY). Assume that {Xn0} is tight and that for some constants
a; b; c > 0 and any s; t ∈ I such that |t − s| ≤ 1 and uniformly in n ∈ N,
E[dY(Xnt − Xns )a] ≤ c |t − s|1+b:
Then, {Xn} is tight in C(I;Y) and for any ‚ ∈ (0; b=a) the limiting processes are
almost surely locally ‚ Hölder continuous.
B.3 Lemmas B.3.1 and B.3.2
The authors expect that the following lemma has been proved elsewhere, but cannot
yet nd a reference.
Lemma B.3.1 (Fubini-type Theorem for Conditional Expectation and Itô Integrals).
Given a probability space (Ω;F ;P), three ltrations Fj := (F jt )t∈I j = 1; 2; 3 and
three processes B;H;W satisfying the following conditions:
i) F1 ⊆ F2 ⊆ F3 i.e. ∀t ∈ I, F1t ⊆ F2t ⊆ F3t .
ii) F1 is immersed in F2 under P.
iii) H is a bounded F2-predictable process.
iv) B and W are F3 Brownian Motions.
v) B is F1 adapted.
vi) For any s; t ∈ I, s ≤ t, ff(Wr −Ws : s ≤ r ≤ t) |= F1t ∨ F2s .



















E[Hs |F1s ] dBs : (B.3.2)
Proof of Lemma B.3.1. The proof will follow a monotone class argument. Firstly,
equations (B.3.1) and (B.3.2) are shown to hold for the family of simple predictable
processes.
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where n ∈ N, 0 ≤ t0 ≤ · · · ≤ ti ≤ · · · ≤ tn <∞ and Z i are bounded F2ti measurable





















E[E[(Wti+1∧t −Wti )|F1t ∨ F2ti ]Z
i |F1t ]
=0:
The rst equality follows from Hn being a simple predictable process, the second and
third from the tower and pull out properties of conditional expectation respectively,
the fourth from condition iv) and v i).


























E[Hns |F1s ] dBs :
The second equality can be seen to hold by considering separately the cases: t < ti ,
ti ≤ t ≤ ti+1 and ti+1 < t. The third equality holds from the immersion of F1 in F2
and the fourth from the denition of Hn.
Now that the desired equalities have been established for simple predictable pro-
cesses, it remains to show the equality holds for a predictable process H satisfying i i i)
with a sequence of simple predictable processes Hn → H in uniformly on compact
sets in probability (in ucp) as n→∞. Note that the sequence Hn can be chosen such
that for any n ∈ N, |Hn| < K, where K is the bound for H. Recall that convergence
in ucp means that for any t ∈ I, sup0≤s≤t |Hns − Hs | converges to 0 in probability.
Hence there exists a subsequence nk that elevates the convergence to almost sure
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convergence along this subsequence. Therefore, by application of the dominated con-
vergence for stochastic integrals [Theorem 32 p.145 [87]](with another subsequence)
and dominated convergence for conditional expectation, the lemma is proved.
Lemma B.3.2. Given a probability space (Ω;F ;P) supporting a continuous RdX
valued stochastic process X on the interval I. Suppose that for any T < ∞,
E[supt∈I:t≤T |Xt |p] < ∞. Then for a ltration F = (Ft)t∈I there is a Pp(C) val-
ued F adapted stochastic process — such that for all t ∈ I, —t = L (X·∧t |Ft)t∈I i.e.
—t is a regular conditional distribution of X·∧t given Ft .
Proof of Lemma B.3.2.
For each t ∈ I, use the existence theorem for regular conditional distributions to
get hold of a stochastic kernel »X·∧t ;Ft , a (Ω;Ft) → (P(C);B(P(C))) measurable
function.
Let Dt := {! : »X·∧t ;Ft =∈ Pp(C)}. To see that Dt is in Ft rst note that for
some xed ” ∈ Pp(C), the sets dened A”" := { ∈ Pp(C) : Wp(; ”) < "} for any
" > 0, are in B(P(C)). Note that Pp(C) = ∪">0A”" and so Pp(C) ∈ B(P(C)). This
means that Dct = {! : »X·∧t ;Ft ∈ Pp(C)} ∈ Ft by the aforementioned measurability
of »X·∧t ;Ft and therefore Dt is also in Ft .




|Xs |p] = E[ sup
0≤s≤t
|Xs |p(1Dt + 1Dt c )] =E[E[ sup
0≤s≤t
|Xs |p|Ft ](1Dt + 1Dt c )]
=∞;
which is a contradiction.
Finally, for some arbitrary but xed distribution — ∈ Pp(C) dening for all t ∈ I,
L (Xt |Ft) := »Xt ;Ft1Dct + —1Dt see that L (X·∧t |Ft) is an Ft-measurable Pp(C)
valued version of the regular conditional distribution of X·∧t given Ft for each t ∈ I.
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