In this paper, the Interference Network with General Message Sets (IN-GMS) is introduced in which several transmitters send messages to several receivers: Each subset of transmitters transmit an individual message to each subset of receivers. For such a general scenario, an achievability scheme is presented using the random coding. This scheme is systematically built based on the capacity achieving scheme for the Multiple Access Channel (MAC) with common message as well as the best known achievability scheme for the Broadcast Channel (BC) with common message. A graphical illustration of the random codebook construction procedure is also provided, by using which the achievability scheme is easily understood. Some benefits of the proposed achievability scheme are described. It is also shown that the resulting rate region is optimal for a class of orthogonal INs-GMS, which yields the capacity region. Finally, it is demonstrated that how this general achievability scheme can be used to derive capacity inner bounds for interference networks with different distribution of messages; in most cases, the proposed achievability scheme leads to the best known capacity inner bound for the underlying channel. Capacity inner bounds can also be derived for new communication scenarios.
INTRODUCTION
The interference networks are of the most important multiuser scenarios due to the wide range of practical communications systems for which these models are fitted. Up to know these networks have been extensively studied, however, our knowledge regarding the behavior of information flow in them is still limited. For instance, a computable characterization of the capacity region for the two-user Classical Interference Channel (CIC) is unknown [1] , unlike its simple configuration. The best achievability scheme for this channel is due to Han-Kobayashi (HK) [2] proposed in 1981. The multiuser interference networks recently have been widely investigated in the literature. Nevertheless, they are far less understood [3] .
In this paper, we introduce the Interference Networks with General Message Sets (IN-GMS), a network scenario where several transmitters send messages to several receivers: Each subset of transmitters transmit an individual message to each subset of receivers. In fact, this scenario unifies all interference channel models with diverse distribution of messages. For example, the two-transmitter/two-receiver IN-GMS contains the CIC, the Multiple Access Channel (MAC) with common message [4] , the Broadcast Channel (BC) with common message, the cognitive radio channel [5] , the X-channel [6] , the Z-channel [7] , the cognitive interference channel with degraded message sets [8] and etc, as special cases. In this paper, we present a random coding scheme for such a general scenario. Having at hand an achievable rate region for this channel in the general case sheds light on information flow, not only for the system itself but also for its subchannels. Specifically, we demonstrate that all previously derived achievable rate regions for different interference networks can be deduced from our general scheme [9] .
To building achievability schemes with satisfactory performance for such large networks, it is required:
1. To recognize the main building blocks involved in the network. 2. To know the best encoding/decoding strategy for each building block. 3. To combine systematically the best achievability schemes of the building blocks.
In this paper, regarding the first step, we justify that the MAC with common messages and the BC with common messages are two main building blocks of the IN-GMS, which should be focused on to derive a high performance achievability scheme for this network. We then discuss in details the best encoding/decoding strategy for these two models. Precisely speaking, for the MAC with common messages it was shown [4] that superposition coding achieves the capacity. Regarding the BC, the capacity region is still unknown; the best achievability scheme for the two-user BC is due to Marton [10] . In this paper, we provide a graphical illustration for the superposition structures among the generated codewords in a random coding scheme, by which the encoding procedure is easily understood. Based on this graphical representation, we argue that the superposition structures among the generated codewords in the Marton's coding for the two-user BC with common message is exactly the same as that one in the MAC with common message. We examine some other coding strategies for the two-user BC and mention that the resulting achievable rate region by them is equivalent to Marton's one or include in it as its subsets. Using these general insights, we propose a random coding scheme for the multi-receiver BC with common messages (for each subset of the receivers there exist a common message), in which the superposition structures among the generated codewords are exactly similar to the multitransmitter MAC with common messages.
As the last step, we combine systematically these two encoding strategies, i.e., the capacity achieving scheme for the MAC with common messages and the proposed coding for the BC with common messages, to building an achievability scheme for the IN-GMS. As one of the useful properties our achievability scheme is that the superposition structures among the RVs is such that each receiver decodes only its respective messages (using a jointly typical decoder) and it is not required to decode non-intended messages at some receivers. We also demonstrate that our achievable rate region is optimal for a class of orthogonal IN-MAC. Then, we describe that how our general achievability scheme can be used to derive capacity inner bounds for interference networks with diverse distribution of messages.
It should be mentioned that due to simplicity of exposition, in this conference version of our paper, we only discuss the achievability scheme for the two-transmitter/two-receiver case; nevertheless, our systematic approach is such that all the rules in derivation of the coding scheme directly extend to the case with arbitrary number of transmitters and receivers, as will be reported in [9] . Moreover, to analyze the error probability of the proposed coding, we exploit a covering lemma proved in [3, p. 15-40] . Using a novel application of this lemma the necessary conditions for vanishing the error probability in the encoding steps are readily derived, which makes the analysis significantly concise. Also, the analysis of the decoding steps is performed by constructing a table of decoding errors, in a clear framework with a few computations. In the rest of the paper, we briefly state the preliminaries and channel model definitions in Section II. The main results are given in Section III. Due to space limitations, some steps in the analysis of the coding scheme are omitted here, but they can be found in [11] . The generalization of the coding scheme for networks with arbitrary number of transmitters and receivers is given in [9] .
II. PRELIMINARIES AND DEFINITIONS
Throughout the paper the following notations are used: Random Variables (RV) are denoted by upper case letters (e.g. ) and lower case letters are used to show their realization (e.g. ).
The range set of a RV is represented by . The Probability Distribution Function (PDF) of a RV is denoted by , and the conditional PDF of given is denoted by | | ; also, in representing PDFs, the arguments are sometimes omitted for brevity. The probability of the event is expressed by . The set of nonnegative real numbers and positive integers are denoted by , and , respectively. The notation 1:
where is a positive integer, represents the set 1, … , . The set of all jointly -letter typical -sequences , with respect to the PDF , is denoted by , (To see the definition of such sequences and their properties refer to [12] ). Also, given the sequence , the set of all -sequences which are jointly typical with with respect to the PDF , , is denoted by | . Finally, denotes the minimum positive value of .
Interference Networks with General Message Sets:
Here, we briefly discuss the communications scenario of the IN-GMS in the two-transmitter/two-receiver case. The detailed definitions are given in [9] wherein the general network from the viewpoint of the number of transmitters and receivers is considered.
Consider a two-transmitter/two-receiver interference network wherein the transmitters intend to send nine messages over the channel; there exist three sets of triple messages where one message set is transmitted over the channel by both transmitters cooperatively, and the two other message sets are transmitted separately, one set by each transmitter. In each message set there exist three messages: two private messages, one for each receiver, and also a common message for both receivers. Therefore, each receiver is required to decode six messages three of which are common between both receivers. This channel indeed includes all possible schemes of transmitting messages over a two-user interference network. Hence, we refer to as Interference Network with General Message Sets (IN-GMS). Figure 1 illustrates the channel model. This network is determined by the conditional PDF , | , which describes the relation between inputs and outputs of the network. The network is assumed to be memoryless. For a length-block code, , the transmitter encodes its respective messages using the codewords and the receiver decodes its intended messages by the received sequence , , 1,2. The explicit definitions of the encoding and decoding procedures and the capacity region for the IN-GMS can be found in [9] . As usual, every subset of the capacity region of the network is called an achievable rate region.
In the next section, we present an achievable rate region for this network using the random coding.
III. MAIN RESULTS
In this section, we aim at establishing an achievability scheme for the IN-GMS depicted in Fig. 1 . Due to presence of several messages which are required to transmit over the channel, one can consider numerous achievability schemes for this network. But the question is that what is the best transmission strategy?
To respond to this question, first, we discuss the main building blocks involved in the network as well as the best encoding/decoding strategy for each one. To recognize the main building blocks of the IN-GMS, we look at the encoding and the decoding sides of the network. Let us examine Fig. 1 . From the viewpoint of the encoding side, we have a multiple access problem with common message. On the other hand, from the viewpoint of the decoding side, we have a broadcasting problem, (both common and private messages). Therefore, it is required to investigate the MAC with common message and also the BC with common message, in details. Consider the MAC with a common message, as shown in Fig. 2 .
The capacity region of this channel was determined in [4] which is given as:
For this channel, it was shown that the superposition coding achieves the capacity. As a brief discussion regarding this coding scheme, we mention that the common message is encoded by a codeword constructed by the RV based on . Then, for each of the private messages a codeword is generated superimposing on the common message codeword : The private message is encoded using a codeword constructed by based on | , 1,2. The transmitter, 1,2, then sends , over the channel. The decoder decodes the messages using a jointly typical decoder. Figure 3 graphically illustrates the encoding scheme. Figure 2 . The two-user MAC with a common message. Figure 3 . The graphical illustration of the generated codewords for the MAC with a common message. Every two codewords connected by an arrow build a superposition structure: The codeword at the beginning of the arrow is the cloud center and that one at the end of the arrow is the satellite. The ellipse beside each codeword shows what contains that codeword, in addition to those ones in its cloud centers.
In this illustration, we use a directed graph to represent the superposition structures among the generated codewords: Every two codewords connected by an arrow (directed age) build a superposition structure where the codeword at the beginning of the arrow is the cloud center and that one at the end of the arrow is the satellite. The ellipse beside each codeword shows what contains that codeword, in addition to those ones in its cloud centers. This graphical representation is very useful to understand an achievability scheme, especially for large networks.
Then, consider the two-user BC with common information, as shown in Fig. 4 . The capacity region of the BC is still an unsolved problem in network information theory. To date, the best capacity inner bound for this channel is due to Marton [10] , (see also [13] ) which is given by: 
Here, we briefly discuss the Marton's coding scheme. Roughly speaking, the common message is encoded by a codeword constructed of based on . For each of the private messages, a bin of codewords is randomly generated superimposing on the common message codeword : The bin respective to is constructed by based on | and that one for is constructed by based on | . These bins are explored against each other to find a jointly typical pair of codewords. Using the mutual covering lemma [3] , the sizes of the bins are selected sufficiently large such that the existence of such typical pair of codewords is guaranteed. Superimposing on the designated codewords , , , the encoder then generates its codewords constructed by based on | , and sends it over the channel. Each receiver decodes its respective codewords (the first one decodes , and the second one decodes , ) using a jointly typical decoder. The resulting achievable rate region is further enlarged and reaches to (2) by the fact that if the rate triple , , is achievable for the BC, then , , is also achievable. The graphical representation of the Marton's coding has been shown in Fig. 5 . The superposition structures among the generated codewords in the Marton's coding scheme for the two-user BC with common message are exactly the same as the MAC with common message, as shown in Fig. 3 . The only difference in the encoding scheme is that, unlike the MAC, for the BC since all the messages are available at one transmitter, it is possible to apply the binning technique. Using the binning scheme we can construct the transmitted codewords jointly typical with the PDF , which yields a larger achievable rate region than the case where the messages are encoded only using the superposition coding according to the PDF
It should also be mentioned that one can consider some new coding schemes for the two-user BC other than the Marton's one. For example, it is possible to encode all the messages (both common and private messages) only using the binning technique, i.e., without superposition coding. In this scheme, roughly speaking, respective to each message a bin of codewords is generated (the bins are generated independently) and then these three bins are explored against each other to find a jointly typical triple. Using the multivariate covering lemma [3] the sizes of the bins are selected such large to guarantee that there exists such triple of codewords. The transmitter then generates its codeword superimposing on this jointly typical triple and sends it over the channel. Each receiver decodes its respective messages using a jointly typical decoder. Other coding strategies are also available. We have examined these coding schemes [9] and found that all the resulting achievable rate regions are equivalent to the Marton's one or include in it as its subset. Therefore, we can conclude that to broadcasting both common and private messages, it is more beneficial to encode the private messages superimposing on the common messages.
Using this general insight, in [9] we propose an achievability scheme for transmission of the general message sets over the multi-receiver BC such that the superposition structure among the generated codeword is exactly similar to the multi-transmitter MAC with common messages [4] . To derive this superposition structure it is sufficient to look at the receivers of the BC from the viewpoint of the respective messages, as the transmitters of a MAC. The details can be found in [9] .
The Marton's achievable rate region (2) for the two-user BC is optimal in all special cases for which the capacity region is known; specifically, the degraded BCs, the more-capable BCs, the semideterministic BCs [3] . It is also optimal for the Gaussian multipleinput multiple-output BCs [3] . Now, let us turn to the IN-GMS depicted in Fig. 1 . In the following, we first derive an achievable rate region for this network and then we show that some known results, specifically, the HK rate region [2] for the two-user CIC can be derived from our coding scheme as special cases.
Consider the IN-GMS as depicted in Fig. 1 . In this model, three sets of messages, i.e., , , , , , , , , , are sent over the channel where from the view point of each set we have a broadcasting scenario: One private message for each receiver and a common message for both. As mentioned before, the main building blocks of the network are the two-user BC with common message and also the two-user MAC with common message. Therefore, to derive a satisfactory achievability scheme for this network, it is required to combine systematically the best coding schemes for these main building blocks. Note that by considering transmission of only one of the message sets , , , , , , , , , the IN-GMS reduces to the two-user BC; therefore, we build our achievability scheme such that when it is specialized for these sub-channels, the Marton's inner bound (2) for the two-user BC results.
Note that here we describe our coding scheme in details only for the two-transmitter/two-receiver IN-GMS; nevertheless, due to our systematic approach, all the rules applied here to establish the achievability scheme directly extend to the case of arbitrary number of transmitters and receivers, as will be reported in [9] . Also, it is worth noting that, however, our achievability scheme may seem complex at the first glance, but indeed this is not the case. Due to symmetry in the encoding and decoding steps, the analysis of the proposed random coding is very simple. In addition, in the encoding steps we exploit a multivariate covering lemma proved in [3, p. 15-40 ] to obtain an admissible source region for the two-user BC. Using a novel application of this lemma, the necessary conditions for vanishing error probability in encoding steps are readily derived, which makes the analysis significantly concise; see [11] for details. In the following theorem we state our main result.
Theorem 1) Define the rate region
as given in the next page. The set is an achievable rate region for the IN-GMS depicted in Fig. 1 .
Remarks:
1. The rate region is convex. considering  the  fact  that  if  ,  ,  ,  ,  ,  ,  , , is achievable, then the following 9-tuples are also achievable:
The rate region can be further enlarged by
where , , . This fact is adapted from the same observation for the BC, as discussed before.
3. One of the useful properties our achievability scheme is that the superposition structures among the RVs is such that each receiver decodes only its respective messages (using a jointly typical decoder) and it is not required to decode non-intended messages at some receivers. This is important, since usually decoding non-intended messages at one receiver causes rate loss.
For the special cases of the two-user MAC with common message and the BC with common message our achievable rat region (after applying the technique mentioned in Remark 2) reduces to the (1) and (2), respectively.
Proof of Theorem 1)
We derive the achievability of given by (7) 
Also, the "min" operator with respect to , denoted by min , is defined as follows. Let be a nonempty subset of . We have:
min min
where . denotes the inverse function. The "max" operator could be defined, similarly.
Let
, , , , , , , , , and the message , , 0,1,2, be a RV uniformly distributed over the set 1: 2
. Also, let : and : be two arbitrary bejections with the "min" operators min and min , respectively, as defined by (4) . As a convention, denote min 1,1 and min 1,1,1 .
Encoding steps:
The encoding is performed in three steps:
Step 
In other words, , is the minimum pair , (with respect to ) such that the codewords , , are jointly typical. If there is no such codewords, then , 1,1 .
In the first step, the designated codewords for transmission are:
Using the mutual covering lemma [3] , we can select the sizes of the bins , sufficiently large to guarantee that the codewords (6) are jointly typical with respect to . In the next two steps, the two message sets , , and , , which are sent by transmitter 1 and 2, respectively, are encoded. The codewords generated in Step 1 are now served as cloud centers for the new codewords (which are generated in Steps 2 and 3) in such a fashion as depicted in Fig. 6 . , , , 
where, ; | , ; | , ; | , , ; , | ; | , , ; | , , , ; | , , , 
Also, , … , and , … , are given similar to , … , and , … , , respectively, except should be replaced by and by , 0,1,2, everywhere. Moreover, denotes the set of all joint PDFs satisfying:
| |
In Fig. 6 , every two codewords connected by a directed edge are arranged in a superposition manner: The codeword at the beginning of the edge is the cloud center and the codeword at the end of the edge is the satellite. For example, the codeword is the cloud center for all other codewords. Also, in addition to , both the codewords and are cloud centers for the codeword . In other words, the codeword is superimposed on three codewords , , , where itself is also a cloud center for both , . Other relations among generated codewords can be understood from Fig. 6 , similarly. Figure 6 clearly depicts the systematic combination of the capacity achieving scheme for the MAC with common message with the Marton's coding for the BC with common message. The superposition structures among the generated codewords is such that each -triple (which performs a broadcasting) is configured in the Marton's scheme, while the triplets , , are configured in the capacity achieving scheme for the MAC with common message. This representation is also useful to clarify the factorization of the joint PDFs in consideration of which the resulting rate region is evaluated (10) . This factorization is derived as follows:
