Abstract-The goal of this work is twofold. First, we demonstrate that an advantage can be gained by using local cosine bases over wavelets to encode images that contain periodic textures. We designed a coder that outperforms one of the best wavelet coders [1] on a large number of images. The coder finds the optimal segmentation of the image in terms of local cosine bases. The coefficients are encoded using a scalar quantizer optimized for Laplacian distributions. This new coder constitutes the first concrete contribution of the paper. Second, we used our coder to perform an extensive comparison of several optimized bells [2]-[4] in terms of rate-distortion and visual quality for a large collection of images. This study provides for the first time a rigorous evaluation in realistic conditions of these bells. Our experiments show that bells that are designed to reproduce exactly polynomials of degree 1 resulted in the worst performance in terms of PSNR. However, a visual inspection of the compressed images indicates that these bells often provide reconstructed images with very few visual artifacts, even at low bit rates. The bell with the most narrow Fourier transform gave the best results in terms of PSNR on most images. This bell tends however to create annoying visual artifacts in very smooth regions at low bit rate.
I. INTRODUCTION

M
ANY classes of images have very diffuse representations in a standard wavelet basis. Images with oscillatory patterns are examples of non-wavelet-friendly signals. Rapid variations of the intensity can only be described by many small scale wavelet coefficients. Unfortunately, these small scale coefficients carry very little energy, and are often quantized to zero, even at high bit rates. In principle, the description of oriented periodic patterns can be best performed with local windowed Fourier or cosine bases. A lot of work has recently been expended in the design of orthonormal and biorthogonal bases that exploit a combination of overlapping bells and a Fourier-like transform [2] - [9] . While several variations exist, one focuses in this paper on the following family of local cosine basis functions where the function is a smooth window, or bell. If one accepts to use Riesz biorthogonal bases instead of orthonormal Manuscript received June 12, 2001 ; revised February 4, 2002 . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Nasir Memon.
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Publisher Item Identifier S 1057-7149(02)04789-9. bases, then one has much freedom to choose the bell . Recently, several authors have designed "optimized bells" [2] - [4] . The optimality of these bells has been claimed from a strictly theoretical point of view. The goal of this work is twofold. First, we wish to demonstrate that an advantage can be gained by using local cosine bases over wavelets to encode images that contain periodic textures. The most concrete product of this research is a compression algorithm that outperforms one of the best wavelet coder [1] on a large number of images. This new coder constitutes the first contribution of the paper. Second, we used our coder to perform an extensive comparison of several bells [2] - [4] in terms of rate-distortion and visual quality for a large collection of images. This paper is organized as follows. In Section II we review the construction of smooth localized cosine transforms. Several choices of optimized bells are presented in Section III. A theoretical comparison of the bells is performed in Section IV. In Section V we describe the new compression algorithm. Results of experiments are presented in Section VI.
II. ADAPTIVE SMOOTH LOCAL COSINE TRANSFORMS
We review here the construction of smooth localized cosine transforms (LCT) in the one-dimensional (1-D) case (references on the topic include for instance [6] , [9] , [10] ). In two dimensions, we use tensor products of 1-D bases. We consider the more general setting where we have two biorthogonal bases [4] , [6] , [11] . Let be a cover of . We define a neighborhood around each point :
, where are such that (see Fig. 1 We only consider the two overlapping case: the bell only talks to the bells and (see Fig. 1 ). Let (4) then the dual bell is defined as follows:
be the family of basis functions of the DCT-IV (6) We define the local cosine basis functions as (7) and the dual basis functions are defined as (8) One can use either one of the two bases to perform the analysis, and compute the coefficients, of a function . One can then use the other basis for the synthesis, or reconstruction, of the function.
Lemma 1: and are Riesz biorthogonal bases
Furthermore, such that
The constants and are called the Riesz bounds. If is an orthonormal sequence, then . If has unit norm, then (13) If is much smaller than 1, then the coefficients in (13) can be very large. Conversely, if is very large, the coefficients can become extremely small. In order to obtain decompositions that are numerically stable, and coefficients that neither explode nor vanish, one would like to have Riesz bounds close to one. 
A. Implementation by Folding
In practice, in order to expand a function into the basis we do not calculate the correlation between and the basis functions . Instead we transform restricted to into a smooth function onto with the adequate polarity (even around , and odd around ), and we expand it into the basis . To do this we fold the overlapping parts of the bells and back into the interval , across the end points of the interval, with some folding and unfolding operators [9] , and then use a fast DCT to calculate the expansion into the basis . The folding and unfolding with nonsymmetric bells [6] is a straightforward generalization of the folding defined in [9] . The folding operator that folds a function around is given by if if .
The unfolding operator , that unfolds a function around , is obtained in a similar way:
III. CHOICE OF THE BELL FUNCTION
In this section we describe several "optimized" bells that were constructed recently [2] - [4] . These bells require that . In the case where the bell is symmetric this condition implies that , and that all intervals need to have the same size. For the rest of the paper, one will assume that (16) All bells are obtained from a prototype bell by translation by , and by dilation by (17) The prototype bell is defined on [ 1/2, 3/2] (see Fig. 2 ). In this work, our application is image compression, and a good model for images is provided by piece-wise polynomial functions (where edges appear at the junction of two polynomials). Our aim should be to obtain good approximation of polynomials in the basis . One can first consider the simpler problem of reproducing the constant function with exactly one coefficient (18) with (19) It is natural (but not necessary) to choose . Then, the bell (20) satisfies the condition (19) and results in an orthonormal basis. Unfortunately, this bell is not differentiable at and 3/2, and therefore the Fourier transform, , of will decay very slowly. Because the decay of the bell in the frequency domain is directly related to the decay of the coefficients of the expansion of sine functions, it is critical to have the fastest decay of . Incidentally, is the only symmetric (with respect to 1/2) bell that satisfies (19) . Wickerhauser [9] made in (20) smoother by "flattening" it at both end points. For , and , he defines (21) This bell is symmetric: if we define (see Fig. 3 ). One can show by induction that has vanishing derivatives at 1/2 and 3/2, and thus . This bell gives rise to an orthonormal basis. The magnitude of the Fourier transform of the basis function (for an interval of samples) is shown in Fig. 3 . As increases the main lobe becomes slightly wider, but the side lobes become much smaller. Unfortunately, as soon as , one can no longer reproduce constant functions with . Two avenues can be pursued to try to fix this problem. Both avenues consist in constructing biorthogonal bases which leave us with more freedom to design the bell than the orthogonal setting. The first approach consists in replacing the condition (19) with an optimization problem: one should try to minimize the number of coefficients on each interval . This approach was followed by Matviyenko [4] , and is described in the next section. The other approach consists in relaxing the symmetry condition with respect to 1/2, and consider asymmetric bells. In this case, Bittner showed that one can find bells that satisfy (19) , and that generate biorthogonal bases. In [2] , Bittner also constructed bells that could reproduce linear functions with exactly three coefficients. These results are reviewed in Section III-B.
A. Optimized Bell of Matviyenko
We consider the approximation of over the interval generated from the first coefficients with (26) The are calculated numerically in [4] . influences the steepness of the bell. All bells are bounded by one, and the dual bells are bounded by . These bounds guarantee that the Riesz bounds will be and for all . Matviyenko argues in [4] that this family of bells should yield a sparse representation of oscillatory signals of the form . seems to indicate that a large should provide a smaller error, and a better frequency resolution. In practice, as shown in the experiments, small values of often provide better compression performances.
As stated in lemma 1, one can either choose to use (and therefore ) or (and ) to compute the coefficients. Because is optimized to minimize the residual error, one should use for the analysis and compute the coefficients with (27) and then use for the synthesis and reconstruct the image using (28) Our experiments confirmed that this choice resulted in the largest PSNR. One potential drawback is that may have a very irregular shape. In such a case, reconstructing the compressed image from a small number of would result in unpleasant visual artifacts. This issue was never encountered with any of the bells described in this work. 
B. Optimized Bells of Bittner
This bell satisfies (19) . The dual bell can be computed from (5) . One can easily check that the bells , and are now in . Unfortunately, the Riesz bounds for the basis are mediocre:
and .
2) Reproduction of Linear Functions:
It is natural to ask ourselves if we could improve upon the previous result and try to reproduce exactly polynomials of degree with a fixed number, , of coefficients on each interval . As is shown by Bittner in [2] , it turns out that this is only possible for polynomials of degree . We describe in the following the optimal bell that allows to reproduce exactly linear functions. 
The dual bell is computed using equation (5) . The Riesz bounds can be computed numerically and are equal to and . In the remainder of the paper we will call Bittner's bells the bells and that are optimized for linear functions, and are defined in (31). Fig. 6 (top) shows the bell and the dual bell . The magnitude of the Fourier transform of and (for an interval of samples) is shown in Fig. 6 (bottom) . As explained before one should use and therefore to compute the coefficients , and reconstruct the image from the compressed coefficients using .
C. Modulated Lapped Biorthogonal Transform (MLBT)
A simple way to smooth at both end-points is to take the square of the bell For and we clearly find the square of . The bell is in if . Because the bell is smoother, it will have a faster decay in the Fourier domain, and a better frequency selectivity of the associated basis functions [3] . As usual, the dual bell is defined by (5) . In this paper, we use the following values of the parameters:
, and . In [3] , Malvar uses as the synthesis bell, and as the analysis bell. This choice is motivated by the fact that the main application in [3] is audio compression, and, therefore, one needs to be able to reconstruct a signal using basis functions that have the best frequency localization. In our experiments we noticed that we obtained better compression is was used as the analysis bell, and was used as the synthesis bell. 
IV. COMPARISON OF THE OPTIMIZED BELLS
A. Reproduction of Low Degree Polynomials
We first compare the rate of decay of the coefficients of the expansion of the constant function , over a fixed 
interval
. We expect to have only one nonzero coefficient for the optimized bell of Bittner. We also expect a fast decay of the for the bell of Matviyenko. Fig. 8 displays the logarithm of the magnitude of the coefficients, normalized by the DC coefficient (36) as a function of the frequency for the first 50 (out of 1024) coefficients. Our experimental findings confirm the theoretical results. We also note that the MLBT performed very poorly. We then compare the rate of decay of the coefficients of the expansion of the function . As announced three terms only are necessary to reproduce if one uses the optimized bell of Bittner (see Fig. 9 ). The bell of Matviyenko performed reasonably well (exponential decay), and the MLBT bell performed very poorly. Finally, we compared the decay of the coefficients of the expansion of the function . While none of the bells were optimized for a quadratic function, Bittner's bell still provided a reasonably good decay (see Fig. 10 ).
B. Frequency Response
We then compared the Fourier transforms of the basis function , and with the four afore-mentioned bells. The Fourier transform tells us what the rate of decay of the coefficients of a sine function should be. Fig. 11 shows the magnitude of the Fourier transform of for Bittner's bell, and the orthonormal bell. Is clear that Bittner's bell results in a Fourier transform with a very wide main lobe. Fig. 12 shows the magnitude of the Fourier transform of for Matviyenko's bell , and the MLBT. Both bells yield remarkably similar main lobe. While the first side lobe of the MLBT appears to be slightly smaller, the other side lobes are larger than the ones generated with Matviyenko's bell. In general, the Fourier transform of the dual basis function is much broader than the Fourier transform of (see Figs. 13 and 14) . As shown in Fig. 14 , the dual MLBT's bell has a much better stop band attenuation than the dual bell of Matviyenko. 
V. COMPRESSION ALGORITHM
The compression algorithm is divided into three parts. In the first part, we select that local cosine basis which is best adapted to encode the image. The actual optimality of the basis depends to a large extent on the design of the cost function [12] . Our cost function computes an estimate of the actual cost of coding the coefficients for a given quantization level. The cost is therefore closely related to the actual rate , given a distortion . During the second part, the coefficients are quantized; we assume a Laplacian distribution and we use an efficient near optimal scalar quantizer [13] . Finally, the significance map is entropy coded using a higher order arithmetic coder [14] that relies on a context consisting of pixels in a causal neighborhood.
A. Adaptive Segmentation
In two dimensions, we consider the separable tensor products of the bases , and . We adaptively select the size and location of the windows with the best basis algorithm [15] : any cover of the image with local bases associated with a collection of sub-squares selected at several, possibly different, levels result in a valid basis. One could replace the squares with rectangles to obtain an anisotropic segmentation [16] . A fast dynamic programming algorithm, with order ( is the number of pixels in the image), searches for that best basis [15] which is optimal according to a given cost function .
B. Choice of a Cost Function
The metric defined by the cost function defines the optimality criterion. In this work, one basis is better than another if it provides a better reconstruction quality for the same number of bits spent in coding the coefficients.
Ramchandran and Vetterli [17] wedded the bit allocation algorithm of Shoham and Gersho [18] to the best basis algorithm [15] . Unfortunately their approach is extremely computationally intensive: the problem in [17] involves three layers of nonlinear approximations, only one of which lends itself to a fast algorithm). Instead of using the rate distortion framework, we designed a cost function that returns an estimate of the actual rate achieved by each node. The cost function mimics the actual scalar quantization, and entropy coding, which are presented in Section V-D. However, the cost function is much faster to compute. It is composed of two complementary terms:
• is the cost of coding the sign and the magnitude of the nonzero output levels of the scalar quantizer; • is the cost of coding the locations of the nonzero output levels (significance map). Let . A first order approximation of the cost of coding the magnitude of the output levels is given by the number of bits needed to represent the set (37)
The second term, , is calculated using the first order entropy of a Bernoulli process: each coefficient is significant with a probability , and we assume that the significance of the coefficients are independent events. We get (38)
The computation of the cost function requires to quantize the coefficients. A first estimate of the quantization step is required to compute the cost function. A second pass uses the actual quantization step obtained after quantization.
C. Boundary Extensions and Finite Image Size
In order to be able to apply the folding operator defined by (14) around the boundaries of the image, one needs to extend the image across the boundaries. A periodic extension gives rise to large coefficients (due to discontinuities) and results in poor compression performances. We describe the 1-D extension that is performed along the rows and columns.
We consider a finite interval . and one does not need on to recover .
D. Laplacian Based Scalar Quantization
The distribution of the cosine coefficients is approximated with a Laplacian distribution. The Laplacian distribution yields tractable computations of the optimal entropy constrained scalar quantizers [13] . We use a particularly efficient near optimal scalar quantizer, with a symmetric dead-zone, and a reconstruction offset [13] .
E. Ordering of the Coefficients
In order to exploit large scale correlations that may exist between adjacent blocks, we gather together coefficients with similar two-dimensional (2-D) frequencies. One first divides each LCT block into a fixed number of frequency subsets: in each subset the coefficients have similar 2-D frequencies. We then gather from all the LCT blocks all the coefficients that are in the same subset. We start with the subset with the smallest frequency, continue until we scan the subset with the highest frequency [we use a zigzag order to navigate in the frequency plane from the (0, 0) frequency until the largest frequency]. The signs of the output levels are not entropy coded, but are simply packed. The magnitude of the output levels are variable length encoded, using an arithmetic coder to encode the length. The best basis geometry is described by a quadtree. We code the quadtree, with an adaptive arithmetic coder.
VI. EXPERIMENTS
A. The Images
The following images have been used for the experiments (see Fig. 15 ).
1) Seismic image, 32 bpp, 192 640. This image contains rapid oscillations, as well as discontinuities. 2) Wood grain, 8 bpp, 512 512. This image is part of Brodatz's book. 3) Straw, 8 bpp, 512 512. This image is also part of Brodatz's book. It is extremely difficult to code: the intensity, as well as the orientation of the patterns are varying very rapidly. 
B. Comparison With Fixed Window Size
We first report the results of experiments conducted with a fixed window size. Because different bells can result in different best bases, one needs to separate the effect of the bell from the effect of the basis selection. For the orthonormal bell and Matviyenko's bell we only report the results obtained with the optimal value of and . In addition to comparing the three bells discussed in the previous section, we also included the results obtained with the abrupt cutoff bell: the characteristic function of the interval ; the other parts of the algorithm being equal. Finally, we also compared our coder to one of the best wavelet coder that was available to us [19] : the SPIHT wavelet coder of Said and Pearlman [1] .
Seismic: A fixed window size of 32 32 was used for all bells. Except for Bittner's bell, all bells performed equally well (see Table I ), and resulted in a 1 dB improvement over an abrupt cutoff bell (no bell). Interestingly, the optimized bell of Matviyenko did not result in any significant improvement over the orthonormal bell, even though the image contains many oscillatory patterns. Each pixel in the seismic image is encoded as a 4 byte floating number. The version of SPIHT that was available to us [19] could not process images encoded as floating numbers. Because the range of the intensity is quite large, we could not map the floating number to one-byte integers.
Wood Grain: A fixed window size of 32 32 was used for all bells. Almost all bells performed equally well (see Table II) , and resulted in a significant improvement of 1.5 to 2 dB over an abrupt cutoff bell. The LCT significantly outperformed SPIHT by 1.5 to 2.5 dB. As all coders, our coder introduces artifacts at low bit-rate. The wood grain image, compressed at 64 : 1 clearly illustrates the type of artifacts associated with our compression method: the main texture is very well preserved, but artifacts appear at block boundaries. These artifacts can be explained by observing that the expansion of the wood grain image creates two types of coefficients: 1) a small set of very large coefficients that describe the wood texture in the direction of the grain; 2) a set of small coefficients that encode the variations of the intensity created by the folding.
At low bit-rates, the small coefficients are quantized to zero, and the reconstructed image contains artifacts in the region where the folding occurs. Even at low bit-rates the large coefficients are preserved, and the main texture of the wood is very well rendered by our algorithm. As shown in Fig. 16 , the wavelet coder could not preserve the texture and smeared the patterns of the wood. In fact, even without a smooth bell, our coder performs on this image as well as SPIHT. Roof: A fixed window size of 16 16 was used for all bells. Because this image contains large regions with periodic texture such as the tiles on the roofs of the buildings, we expect the MLBT and Matviyenko's bell to perform well. In fact, these two bells only marginally outperformed the other bells (see Table III ). As expected for this type of image, Bittner's bell and SPIHT performed poorly in terms of PSNR (see Table III ). However, a visual inspection of Figs. 17 and 18 indicates that Bittner's bell is able to reconstruct the sky and the facades with very few visual artifacts. The MLBT bell (the best in terms of PSNR) leaves some very annoying artifacts (created by the folding) in the sky. Moreover, Fig. 18 shows that, as opposed to the wavelet coder, the LCT equipped with Bittner's bell could preserve the tiles on the roof in the background. A striking consequence of using an abrupt cutoff bell was a dramatic drop in the PSNR of 3.6 to 5.5 dB.
Straw: The straw image is quite difficult to compress. Neither the local cosine bases nor the wavelet basis are well adapted to the features present in this image: long lines.
A fixed window size of 16 16 was used for all bells. As expected, the PSNR degrades very rapidly as the rate decreases. Except for Bittner's bell, all bells performed in a similar way (see Table IV ). Even for this image, using an abrupt cutoff bell has the effect of a drop of 1 dB in the PSNR. Our coder again outperformed SPIHT in terms of PSNR. As shown in Fig. 19 the wavelet coder was unable to represent the long edges created by the straw. The LCT (see Fig. 19 ) provides a much crisper rendering of these edges.
C. Comparison With Adaptive Window Selection
The second set of experiments was designed to include the effect of the best basis selection. The best basis was selected using the cost function described in Section V-B. The smallest window size for the optimal segmentation was 16 16, while the largest window size was 512 512.
Fingerprints: As shown in Fig. 20 , the best basis was able to select windows according to the curvature of the patterns: small boxes are needed to approximate circles with small radius, and large boxes could be selected in regions where the lines are almost parallel (and thus can be well approximated by a planar wave). The MLBT bell marginally outperformed Matviyenko's bell and the orthonormal bell (see Fig. 21 and Table V) . Again, the wavelet coder did not perform well.
Barbara: We report here the results obtained with the image Barbara (see Table VI ). All the bells performed equally well, and resulted in a gain of 1 to 3 dB over an abrupt cutoff bell. Our coder outperformed SPIHT by 0.7 to 1 dB. The best basis is shown in Fig. 22 ; the decoded Barbara at 0.125 is shown in Fig. 23 . To further illustrate the gain obtained from using local cosine bases instead of the DCT, we compare in Table VI several DCT-based coders [20] - [22] that use very elaborate coding strategies. Despite its simple design our coder outperforms all these more complicated coders.
A "Wavelet Friendly" Image-Clown: Images that are composed of regions within which the intensity is smoothly varying can be very compactly represented with a wavelet transform. While the goal of this work is the coding of images that contain periodic textures, we wanted to benchmark our coder against a "wavelet-friendly" image. We report in Table VII the results obtained with the image "Clown." SPIHT only marginally outperformed our coder in terms of PSNR (improvement of 0.7 to 0.9 dB). The MLBT bell was the optimal bell, and resulted in a gain of 0.5 to 2.5 dB over an abrupt cutoff bell. Fig. 24 shows the decoded Clown at 0.125 bbp using SPIHT and the MLBT bell. The decoded SPIHT image is more blurred than the LCT image. In particular, the reflection of the Clown in the mirror, as well as the right hand of the Clown have been smeared by the wavelet coder. SPIHT was also unable to preserve the texture of the wallpaper or the texture of the Clown's shirt. The pens and brushes in the cups below the mirror have been almost erased by the wavelet coder, and are much crisper with our coder. While some ringing artifacts are visible on the top of the mirror (where the intensity abruptly changes) in the LCT encoded image, similar artifacts are visible in the wavelet coded image. In summary, this experiment demonstrates that-while the wavelet based coder (SPIHT) outperforms our coder in terms of PSNR-a careful choice of the window allows us to obtain results that are better in terms of visual quality than a wavelet coder.
VII. CONCLUSION
The first contribution of this work is a new compression algorithm that is based on an adaptive local cosine transform. The algorithm was compared to one of the best wavelet coder [1] . Our numerous experiments demonstrated that our algorithm could more efficiently encode textured images than wavelets. A critical component of the local cosine transform is the bell that is used to isolate blocks of pixels. We investigated the performances of several optimized bells [2] - [4] . These bells have all been designed in order to provide sparse representations of smooth or periodic signals. We first compared the bells from a theoretical point of view. We then performed a systematic comparison using our coder and a large number of images. Our experiments show that Bittner's bells, that are optimized for polynomials of degree 1, resulted in the worst performance in terms of PSNR. A visual inspection of the compressed images indicates however that Bittner's bells often provide reconstructed images with very few visual artifacts, even at low bit rates. The bell with the most narrow Fourier transform, the MLBT bell, gave the best results in terms of PSNR on most images. This bell tends however to create annoying visual artifacts in very smooth regions at low bit rate. We certainly expected these bells to perform very well with images that contain large patches of periodic textures, which can locally be modeled by a planar wave. Our coder used tensor products of 1-D cosine functions. In principle, coding a periodic texture (that behaves like a planar wave) with a tensor product of complex exponentials would result in four times fewer coefficients. We are currently investigating if this claim can be translated into an experimental reality.
