Consider an ensemble of N × N non-Hermitian matrices in which all entries are independent identically distributed complex random variables of mean zero and absolute mean-square one. If the entry distributions also possess bounded densities and finite (4 + ε) moments, then Z.D. Bai ([1]) has shown the ensemble to satisfy the circular law: after scaling by a factor of 1/ √ N and letting N →∞, the empirical measure of the eigenvalues converges weakly to the uniform measure on the unit disk in the complex plane. In this note we investigate fluctuations from the circular law in a more restrictive class of non-Hermitian matrices for which higher moments of the entries obey a growth condition. The main result is a central limit theorem for linear statistics of type
Introduction
Eigenvalues of random Hermitian matrices in the limit of large dimension have been widely studied on account of their relevance to Multivariate Statistics and Theoretical Physics. The study of non-Hermitian random matrix ensembles remains undeveloped by comparison. While considered as early as the mid 1960s by Ginibre ([15] ), only in the last several years has the non-Hermitian case been picked up with serious interest, notably in the physics community ( [10] , [24] , and [11] offer guides to that literature).
Regardless of symmetry considerations, the most basic object of study in any random matrix ensemble is the density of states, or the limiting spectral distribution of the eigenvalues. In the setting considered here, this may be described as follows. Consider an N × N matrix in which all entries are i.i.d. and standardized to have mean zero and mean-square one. If this matrix is normalized by a factor of 1/ √ N and the limit N →∞ taken, then (modulo perhaps additional technical assumptions) it is anticipated that the counting measure of eigenvalues will converge weakly to the uniform measure on the unit disk in the complex plane C. This is refered to as the circular law.
In the fundamental work [15] , the cases in which all entries are either i.i.d. complex or quaternion Gaussians are shown to be integrable. That is, the full joint density of the N eigenvalues is computed. Employing this explicit eigenvalue density, the first proper proof of the circular law for the complex Gaussian ensemble (Ginibre ensemble) may be found in [19] . See also [9] which contains a weaker form of the circular law for ensembles of real Gaussian entries. Using an important idea of Girko ([14] ), Bai ([1] ) has proved the most general result to date: the circular law holds for ensembles of i.i.d. complex entries such that the entry distribution possesses a bounded density and finite (4 + ε) moment.
This paper is concerned with fluctuations about the circular law. We focus on linear spectral statistics of the form
where λ 1 , λ 2 , · · · , λ N denote the ensemble eigenvalues. Note that X N (f ) = N f (λ) µ N (dλ) with µ N (dλ) the empirical spectral distribution. For ensembles of Hermitian matrices there is an enormous body of work on Gaussian distributional limits of X N (f ) as N →∞ for which a variety methods have been developed. We cite [7] , [23] , [27] , [20] , [16] , [28] , and [3] as a representative list. We should also mention a different class of ensembles for which the same type of investigations have been carried out. These are the classical groups: N × N unitary, orthogonal or symplectic matrices distributed according to Haar measure. While certain techniques may be imported from the Hermitian setting, these ensembles have their own structure and their analysis bears a separate set of tools. See for example [22] , [21] , [18] , [8] , and [31] . One common theme in all these results is how they manifest the rigidity of the point processes formed by random matrix eigenvalues. For smooth test functions f, the linear statistic need only be centered but not normalized to produce a central limit theorem. (Even for discontinuous test functions, the growth of variance of X N (f ) is much less than that for a set of N independent particles.) Thus far, fluctuation results for linear statistics of non-Hermitian random matrices have been relegated to Ginibre's complex ensemble where the explicit joint density of eigenvalues may be exploited. In [10] , advantage is taken of the particularly simple form of the density of the eigenvalue moduli in the Ginibre ensemble, and a central limit theorem is described for statistics X N (f ) − E[X N (f )] where f (λ) = f (|λ|) and f is differentiable. (Again the variance is O(1) as N →∞.) Reference [26] extends this picture to discontinuous statistics of the eigenvalue moduli, and also proves a collection of results in the case that f depends only on the eigenvalue phase. Here we are able to go beyond the Gaussian (Ginibre) setup and establish a central limit theorem for spectral statistics (1) in a class of non-Hermitian random matrices built out of more general entry distributions. The proof is inspired by the work of the second author and Z.D. Bai ([3] ). The method is fairly robust in terms of the underlying distribution of the matrix entries but does require the analyticity of the test function f in X N (f ).
The particular ensemble we consider, denoted by M , may be described as 1/ √ N × a base N × N matrixM . The latter is comprised of i.i.d. complex entriesm ij which are normalized in the usual way,
and also satisfy,
(iii) ℜ(m 11 ) and ℑ(m 11 ) posses a bounded joint density.
Condition (2.i) is a Gaussian-like assumption; it is analogous to requirements (ii) and (iii) in Theorem 1.1 of reference [3] . The moment condition (2.ii) supplies apriori control on the magnitude of the eigenvalues. In particular, (2.ii) implies that, with probability one as N →∞, the spectral radius of M converges to 1 and the spectral norm of M converges to 2, see [12] and [13] . While it is more natural to consider the spectral radius in the nonHermitian setting, it will be the spectral norm which figures more prominently below. Finally, the smoothness condition (2.iii) is of a technical nature. The same assumption was put to similar use in the proof of the circular law in [1] .
With the ensemble defined we may state our first result. 
converges in distribution to the mean zero multivariate Gaussian (X(f 1 ), X(f 2 ), . . . X(f k )) with covariances
in which D is the unit disk and
Note that X N (f ) has been centered about the asymptotic mean. For large N , E[X N (f )] is well approximated by N × the average of f against the Circular Law, and
is the same, as will come out in the course of the proof. The assumed analyticity of the test functions is a by-product of the strategy of proof: our main accomplishment in this note is actually a central limit theorem for the resolvent of the random matrix M . Central limit theorems for an analytic linear statistics are then inferred by way of the Cauchy Integral Formula. More to the point, for any domain D ⊂ C on which f is analytic, the equality,
holds on the event that the entirety of λ 1 , · · · , λ N are contained in D. Assuming that the probability of the complement of that event decays sufficiently fast (which is the content of estimate (10) below), Theorem 1.1 is a corollary of the next result.
Theorem 1.2 View the centered resolvent
as a process in z ∈ C, any fixed contour lying exterior to the disk of radius four. Then, the family {G N (z)} is tight in the space of continuous functions on C and converges weakly to the complex Gaussian process G(z) defined by
and E[G(z)] = 0.
To pass the central limit theorem for G N (z) onto X N (f ) requires only to note the continuity of the map G N → C f (z)G N (z)dz from the space of continuous functions on C into C. As for connecting the covariance structures (4) and (6), pick functions f and g analytic in a neighborhood of D. Also choose a contour C lying within the region of analyticity of both functions, but enclosing D. Then (4), applied to X(f ) and X(g), may be rewritten as
and the desired equality,
verified by expanding the integrand on the left hand side. We point out that the covariance of the limiting resolvent, (1 − zw) −2 , equals π × the Bergman kernel for D under that map z→1/z (for general background on the Bergman kernel [4] is recommended). The Bergman kernel also appears in the covariance of the zero process of a conformally invariant Gaussian analytic function on the unit disk recently studied in ( [25] ). In fact, the result of Theorem 1.2 shows that the limiting resolvent G(z) coincides, at least in the sense of finite-dimensional distributions, with the Gaussian analytic function,
in which {Z k } are independent unit complex Gaussians and the prescription is valid for |z| > 1. In this vein, it is also interesting to compare Theorem 1.2 with the work of [8] on the logarithmic derivative of the characteristic polynomial of a random unitary matrix. Finally, that Theorem 1.2 is stated for |z| > 4 (and thus the analyticity in Theorem 1.1 required for |z| ≤ 4), while the limiting covariance (6) as well as the appraisals (7) through (9) are on firm ground as soon as z lies in the exterior of D, demands explanation. Undoubtedly, |z| > 1 is the correct condition. In fact, for the complex Ginibre ensemble the authors can prove that the corresponding resolvent satisfies Theorem 1.2 for all |z| > 1; this work will appear elsewhere. Further, central limit theorems of the type outlined in Theorem 1.1 are anticipated to hold for test functions which are just once continuously differentiable. The stronger assumptions made here for more general entry distributions are an artifact of the method. Experts of Random Matrix Theory will appreciate the challenges in extending techniques from the study of Hermitian random matrices to the non-Hermitian setting.
Since the eigenvalues of M can lie throughout the complex plane, the first step in any proof of Theorem 1.2 is to establish an apriori control of the resolvent. With our assumptions granting that the spectral radius ≡ |λ max (M )| tends to one almost surely, it is natural to attempt to work on this event. That is, taking |z| larger than 1 + ε for some ε > 0, tr(z − M ) −1 is well behaved on the event that |λ max (M )| is less than say 1 + ε/2. The idea would be to prove a central limit theorem for this truncated object, then showing that the resolvent times the indicator of {|λ max (M )| > 1 + ε/2} goes to zero in probability in the appropriate norm. However, the mechanics of our proof do not allow us to take full advantage of the known estimates of the spectral radius.
The basic idea behind the proof of Theorem 1.2 is to find a martingale structure in tr(z − M ) −1 by successively conditioning on the sigma-fields generated by the columns of M . Given the desired structure, checking that the conditions of a standard martingale central limit theorem are satisfied requires estimates which compare the resolvent matrix of M and that of various rank-one perturbations of M . An example of such a perturbation is the matrix formed by setting the k-th column of M to zero, denoted by M k . The problem which arises is as follows. Having control of |λ max (M )| does not imply similar control over |λ max (M k )|. On the other hand, the spectral norm of M trivially bounds the spectral norm of M k for all k. Since assumption (2.ii) implies that the former lies under 2 with overwhelming probability, we can attain uniform control of tr(z − M ) −1 , tr(z − M k ) −1 , etc., if we are willing to take |z| larger than four.
The next section picks up this discussion, describes an overview of the proof of Theorem 1.2 and records various estimates needed therein. The proof itself then occupies Sections 3 and 4, along with a brief appendix.
Outline and preliminary facts
Henceforth we denote the resolvent matrix by
As indicated in the introduction, a characterizing feature of the proof is the procedure by which the norm of the eigenvalues of M are controlled. For this we define
in which || · || is the spectral norm and κ is a number larger than 2 which we now fix. Note that, for |z| > 4, there exists a constant K = K(κ, z) such that
Also from this point, whenever we write |z| > 4 it should be understood that z exceeds 4 by some fixed ε > 0. Thus, the K in the above bound is also fixed from this point on.
We reiterate that ||M || < κ implies that ||M k || < κ for any k, with the same implication holding for further perturbations of M (in which more than one column is removed, or set to zero). Such comparisons constitute the chief reason we are employing the spectral norm rather than the more natural spectral radius to control the support of the empirical eigenvalue distribution.
Since we wish to essentially work on Ω N , it is of course important that these events exhaust the space as N →∞. In this we are fortunate that the following estimate has been obtained by Geman [13] : under the moment assumption (2.ii),
for any α > 0. It should be noted that while the proof in [13] is made for real valued random entries, the extension to the complex case is immediate. Also, if the entries of M are drawn from a single doubly-infinite array, [32] proves that ||M ||→2 with probability one as soon as E|m 11 | 4 < ∞. However, this result does not come equipped with an estimate as sharp as (10) . The stage is set to describe the proof of the central limit theorem for
The Gaussian limit comes out of the first term on the right hand side, G 0 N (z), which is the original resolvent, truncated and recenterd. Let E k denote the conditional expectation with respect to the sigma field generated by the first k columns, m 1 , m 2 , . . . , m k of M , and write 
and
Then, as N →∞, the distribution of k N k=1 X N,k converges weakly to a Gaussian with mean zero and variance σ 2 .
Section 3 proves that appropriate linear combinations of G 0 N (z) satisfy the conditions of Lemma 2.1. Along with a tightness estimate, this will show that, over a fixed contour C exterior to the disk of radius four, G 0 N (z) converges weakly to the mean zero Gaussian process with covariance (1 − zw) −2 for z, w ∈ C. Theorem 1.2 then comes down to showing that
in probability, and lim
for the same given contour C. The proof of (13) occupies Section 4; it is convenient to dispense of (12) right away.
Since we have assumed that the densities of the individual entries of M are continuous it follows that sup z∈C |tr Ξ N (z) −1 | is finite with probability one. (With probabilty one, the spectrum of M does not intersect any predetermined contour.) Therefore,
which goes to zero as N →∞ by (10) . To complete the verification of (12) we must have
This however is a consequence of Hölder's inequality, (10) , and the following (rough) estimate, the proof of which is found in the appendix.
Lemma 2.2 For any p, 1 ≤ p < 2 and any z ∈ C,
The constant C(p) ↑ ∞ as p ↑ 2, but is independent of z. We note for later that the same
Finally, we conclude this section by recording the following estimate of which we will make repeated use.
Lemma 2.3 ([2], Lemma 2.7) For
for all p ≥ 2 and constant C 1 depending only on p.
Even more useful will be the related bound: with C 2 a new constant still depending only on p,
This follows from the above lemma upon recalling that tr (A * A) p/2 ≤ (tr A * A) p/2 for any matrix A.
3 Convergence of the truncated process
We establish the central limit theorem for the truncated (and recentered) resolvent G 0 N . Along with M k (or M kℓ ) denoting the matrix formed by setting the k-th column (or both the k-th and ℓ-th columns) of M to zero, we introduce the additional short hand:
(and so forth), for the corresponding resolvent matrices. Likewise, Ω N,k and Ω N,kℓ (and so forth) will denote the events on which M k and M kℓ have spectral norms bounded by κ. Note that K still serves as a bound for the spectral norm of Ξ N,k (z) −1 , or Ξ N,kℓ (z) −1 , on the event Ω N,k , or Ω N,kℓ .
Finite dimensional distributions
By the Cramer-Wold device, identifying the limiting finite dimensional distributions of
as multivariate Gaussian amounts to verifying the conditions of Lemma 2.1 for martingaledifference sums of the form
for any fixed K and any choice of z ℓ 's on C and complex (α ℓ , β ℓ ) such that the resulting object is real. As a first step, M N is simplified through a series of reductions in each of its terms. 
where e k is the canonical unit vector in R N . In other words, the difference of M N and M N goes to zero in probability.
The point of Lemma 3.1 is to introduce the independence between of m k and the 
in probability as N →∞.
Proof of Lemma 3.1
By Hölder's inequality, the estimate (10) of P (Ω C N ), and Lemma 2.2 we may conclude that
in which the constant C 0 is independent of the index k. That is, the second term on the right of (16) tends to zero in probability as N →∞ and thus may be neglected for questions of distributional convergence. For the first term, we bring in the usual resolvent identity along with the basic fact,
for any invertible A and vector v. Applied in succession this yields
Next, presuming control on the norm of Ξ N,k (z) −1 and the fact that m k is mean zero and normalized as in E||m k || 2 2 = N ℓ=1 E|m ℓk | 2 = 1, it is anticipated that e k T Ξ N,k (z) −1 m k tends to zero as N →∞. That is, we wish to replace δ k (z) with one in each appearance of the sum (16) , or that
in probabiity. Expanding a bit,
the sum in question is broken into four, the first three of which may be bounded in mean-square as follows. With p = 1, 2 or 3,
in which A N,k (z) and B N,k (z) are the Hermitian matrices.
Having replaced Ω N with Ω N,k ⊃ Ω N in line two of (20) , note that m k is independent of both A N,k (z) and B N,k (z). This makes way for an application of Lemma 2.3, or really its consequence (14) . We have
where the finiteness of the constant C 1 relies on the assumption that the entries of M have bounded moments. Since the expectation involving B N,k (z) in (20) may clearly be estimated in the same way, it follows that the last line of that display is bounded above by a constant multiple of N −p . As for the last sum resulting from the expansion of (19) , notice that on the set Ω N the simple bound
may be read off directly from the identity (18) . It follows that
This completes the verification of (19) .
To produce the advertised form of M N,k requires two more steps. First we have
, which goes to zero faster than any polynomial power of N , recall (10) . It remains to note that
the independence being the point of replacing Ω N with Ω N,k termwise. The proof is complete.
Proof of Lemma 3.2 Verifying the first condition of the martingale central limit theorem (Lemma 2.1) is immediate. In the previous proof we have already made repeated use of the fact that
for whatever z ∈ C and all k.
Hence,
Next, by the linearity of M N,k in the Z N,k 's, the covariance formula (15) follows from checking
in probability as N →∞. For the equality, using the independence of m k and the k-th row of
we find that
as both E[m ij ] and E[m 2 ij ] are assumed to vanish. On the other hand, with conjugates present in the second half of (23), the computation becomes
in which we removed the notation for a moment and written everything out in full for the sake of clarity. The next step is to replace the question of the convergence of (24) with that of its anti-derivative. In particular, what we proceed to prove is that
in probability. That this is sufficient follows from a theorem of Vitali (see [30] for example): If {f N (z)} is a sequence of uniformly bounded analytic functions on a domain D ⊂ C, converging at a collection {z} containing a limit point in D, then there is an analytic f (z) such that f N (z)→f (z) and f ′ N (z)→f ′ (z) throughout D. Denote the left hand side of (25) by φ N (z,w). This function is analytic in z (|z| > 4) for any fixedw (|w| > 4); in the same region it is analytic inw for any fixed z. That φ N (z,w) is bounded independently of N follows from the fact that
Now, if the convergence (25) takes place for given z andw, we can fix a collection {z k ,w k } with limit point in {|z|, |w| > 4} and a subsequence N ′ →∞ over which the convergence is almost sure, simultaneously for all points (z k ,w). On such a realization, the theorem of Vitali can be applied twice, one coordinate at a time, to obtain the convergence of φ N and its mixed partials over the full domain. Since the conclusion is independent of both the subsequence and the particular realization, (25) does indeed imply the latter half of (23) .
Moving on, we bring in some additional short-hand,
and focus on a fixed term of (24):
The method is rather laborious. First, successive columns of M are removed (effectively replacing A N,k (z) with A N,kℓ (z), etc.) in order to invoke the basic estimate, Lemma 2.3. Afterward, the removed columns are effectively restored, arriving at an equation for T N,k (z,w) which is approximately deterministic for large N . Invoking the matrix identity
(27) is expanded: with P k denoting the conditional probability with respect to m 1 , . . . m k ,
This, in turn, may be immediately reduced to read
, which is easily seen to go to zero in L 1 . Note also that the second and third terms of (29) are identically zero: both contain e k T e ℓ = 0 in each ℓ = k term of their defining sums. The reduction of the last term of (29) to the sum present in (30) follows similarly. As for that sum, we wish to replace the A N,k (·)'s with the corresponding A N,kℓ (·). The procedure and goal, which is to produce independence between the resolvent matrices and the columns of M , follows the outline of the proof of Lemma 3.1.
First note that, for ℓ = k,
recall (17) . Now write,
where
Similar to (21), i.e., by Lemma 2.3, we have that
for · = z, w. Next, note the equality
with a small error; we show below that
At this point the endgame is clear. If we could now restore the last column removed from the resolvent through an estimate along the lines (1), (41) the combined outcome of this statement with (30), (31), and (39) would be that
This is to say that the object under investigation, the left hand side of (25), satisfies
E N,k (z,w) → 0 in probability. The advertised limit follows from identifying the Riemann sum.
Returning to the bounds (40) and (41), we begin with the second. The arguments used in controlling the error E 2 N,k (z,w) above will show why
tends to zero faster than say N −1 . Next, to restore Ξ N,kℓ (·) −1 to Ξ N,k (·) −1 , note for example that
It will follow that the right hand side of (41) is of order N −1/2 for any k, ℓ. Finally, to verify (40), we take the mean-square of that error term written as
wherem ℓ = √ N m ℓ are the columns of the un-normalized matrix. Again by Lemma 2.3 we have that
for a fixed constant C 4 . Therefore the contribution from the diagonal terms of (42) is of order N −1 . Consideration of the off diagonal terms is complicated by the dependence between E k [A N,kℓ (·)] and E k [A N,kj (·)], forcing us to remove yet another column to arrive at the needed estimate. Note that, with j, ℓ < k, the typical cross term satisfies
where in D N,kjℓ (·, ·) each A N,kj (·) is replaced by A N,kjℓ (·). After two applications of Schwartz' Inequality and (43), the needed estimate will follow if
for N →∞. However, Lemma 2.3 bounds the left hand side of (44) in terms of the left hand side of (45). It remains to note that, after unravelling the notation, (45) is really the same as (41). Here we are comparing a combination of the resolvent with two columns removed,
* ]e k , to the same object in which a third column has been removed. (41) compares that same combination with one column removed to its image after a second column has been removed. An identical procedure used to bound (41) will then show that (45) is O(N −1/2 ). The proof is finished.
Tightness estimate
The previous section establishes the convergence in distribution of any finite collection
} of the truncated and re-centered resolvent,
sampled at any points z ℓ , 1 ≤ ℓ ≤ k exterior to the disk of radius four. The standard method of extending such finite dimensional convergence to the convergence of G 0 N (z) in the space of continuous processes over a predetermined contour C is to check the ArzelaAscoli criteria (see for example [5] ): verifying the estimate
for any α, β > 0 and all z, w ∈ C is enough. In the present case it is convenient to recenter once more before preceeding. Note that
for any z, while, for any C exterior to the disk of radius four,
in probability. The proof of the latter is the same as that for sup z∈C |G 1 N (z)| → 0 from Section 2. It follows that the tightness of G 0 N (·) in the space of continuous functions on a given contour C is equivalent to that of
The following estimate, along with Lemma 4.1 proved in the next section, completes the proof of Theorem 1.2.
Lemma 3.3 It holds that
with a constant independent of N or z, w such that |z|, |w| > 4.
Proof It is no surprise that considerations are much the same as those behind the proofs of Lemmas 3.1 and 3.2. We have at once that
and so,
We therefore wish to show that
and,
for whatever k, z or w (the last two terms of (46) are the same up to exchanging z and w).
We provide the full details behind (47) only, this being the more elaborate and both requiring the same strategy. Further, the strategy is familiar. In particular, the reader will recognize that the desired bounds follow directly from Lemma 2.3 if δ k (z) and δ k (w) can be replaced with 1 inside both expectations:
and likewise
Recall the notation δ k (z) = (1 + ε k (z)) −1 , and set
The key step in proving (47) is to notice the apriori bound:
Next, we know by now that E[|ε k (·)| 2p , Ω N,k ] ≤ C 4 N −p for p ≥ 1, and thus there is a constant
If we now write
in the left hand side of (47), successive applications of Schwartz' inequality along with (49) and (51) will show that each of the resulting first three terms are of order N −2 . For the fourth term, the bound (50) followed by the appraisal
will produce the order N −1 in (47). For (48), the argument is the following. Playing a similar roll to (50), the fact that
itself is expanded to third order with each term being handled in an identical manner to that just described for (48). The proof is finished.
Equivalence of the means
We prove the following.
Lemma 4.1 It holds that
uniformly for z ∈ any contour exterior to the unit disk.
In the notation of Section 2 this reads |G 2 N (z)|→0. Therefore, the central limit theorem is valid for linear statistics centered by the asymptotic mean as well as the N -th level mean. Note that the above result requires only that |z| > 1. As we have discussed, this is certainly the appropriate (i.e. optimal) condition for Theorem 1.2. While the technique used to prove the CLT rests on comparing rank one perturbations of the random matrix M , the present computation requires no such comparisons. Thus, rather than relying on bounds on the spectral norm to provide apriori control, we are able to use the spectral radius which is more natural to the problem.
Proof Denote by Λ N = max |λ| : λ is an eigenvalue of M .
Along with (10), Geman ([13] ) has also proved that: for any ρ > 1 and α > 0,
(Once again, [13] discusses the case that the entries of the matrix are real, but the extension to complex entries is effortless). Also from [13] (see the display after equation (6) of that paper), we record the bound
for a constant C 1 and p allowed to grow with N , up to p = O(ln N ). Now, fix a positive ρ larger than one but less than |z|. The bound (52), plus the often used Lemma 2.2 implies that
as N →∞. On the opposite event, Ξ N (z) −1 may be expanded inside of the expectation as in
The first term on the right hand side reads
, in which we see the desired result. Next, note that the remainder term is bounded by N (|z| − ρ) −1 (ρ/|z|) p , and thus goes to zero for p = p(N ) = C 2 ln N with a large enough constant C 2 . Further, on account of (53),
for all N large enough and all k < (C 2 /2) ln N . Therefore, it remains to prove an estimate of type lim
By the assumptions that
in which * denotes the sum over those choices of indices {ℓ 1 , ℓ 2 , . . . , ℓ s } such that any index pair (ℓ j , ℓ j+1 ), or entry type m ℓ j ℓ j+1 , which appears must do so at least three times. This object may be bounded in a crude but sufficient manner as follows *
The outmost sum indicates that k = 1, . . . , ⌊s/3⌋ distinct entry types can be present in any string being summed over. The second sum is over all possible numbers of each entry type: n 1 type 1 entries, n 2 type 2 entries, etc. We allow for all non-negative, ordered k-tuples n 1 , n 2 , · · · , n k summing to s, which results in an overestimate. The next factor, s!/n 1 ! · · · n k !, assigns each entry from left to right one of the k types. Afterwards, each type must be labeled by choosing the corresponding pair of indices. That is, the first entry in the string might have been assigned "type 3" at this point, but type 3 can be m 1,2 , or m 7,4 , etc. Note that not all such unrestricted type assignments will support a consistent labeling of indices; we have another overestimate. As for the number of ways to label the indices, the factor N k is an obvious upper bound. Moving from left to right, each time a new (unassigned) entry type is encountered, one of N possible choices for its first index is chosen. After the first index corresponding to each particular type is chosen, all of the second indices are determined by their neighboring entries. Again, we allow for the over-count produced by a number of inconsistent labelings which result from this procedure. The final product of expectations requires no explanation, and, by our assumptions (see (2.iii)), it is bounded as in This clearly goes to zero as N →∞ with s = O(ln N ), and does so fast enough that the sum over all such s will also vanish, recall (54). The proof is finished.
Appendix
We include here a proof of Lemma 2.2. Important use is made of the following fact which was established in ( [1] ) for a similar purpose. 
is the projection onto the orthogonal complement of the space spanned by columns 1, 2, . . . , k − 1, k + 1, . . . N of Ξ N (z). The second equality in (55) rests on the fact det( Ξ N (z) * Ξ N (z)) = det( Ξ N (k) (z) * Ξ N (k) (z)) × (ξ k (z) * Q k ξ k (z)), which is an instance of the Shur complement formula (see [17] , p. 21). Next, since the entries of M , and so X N (z), are continuous random variables, each Q k is rank 1 with probability one. Hence, there are complex unit vectors γ k such that Q k = γ k γ * k . Summarizing through this point,
Note that the vectors ξ k (z) and γ k are independent. By assumption, we also know that joint densities of the real and imaginary parts of each entry of the scaled vector √ N ξ k (z) are uniformly bounded. From Proposition 5.1 it follows that the density of the complex random variable ( √ N ξ k (z)) * γ k conditional on γ k is bounded by a constant multiple of N 2 . Since that constant is independent of the index k and z, we conclude that
which completes the proof.
