We develop a projected least squares estimator for the change point parameter in a high dimensional time series model with a potential change point. Importantly we work under the setup where the jump size may be near the boundary of the region of detectability. The proposed methodology yields an optimal rate of convergence despite high dimensionality of the assumed model and a potentially diminishing jump size. The limiting distribution of this estimate is derived, thereby allowing construction of a confidence interval for the location of the change point. A secondary near optimal estimate is proposed which is required for the implementation of the optimal projected least squares estimate. The prestep estimation procedure is designed to also agnostically detect the case where no change point exists, thereby removing the need to pretest for the existence of a change point for the implementation of the inference methodology. Our results are presented under a general positive definite spatial dependence setup, assuming no special structure on this dependence. The proposed methodology is designed to be highly scalable, and applicable to very large data. Theoretical results regarding detection and estimation consistency and the limiting distribution are numerically supported via monte carlo simulations.
Introduction
In many applications of current scientific interest the assumption of stationarity of the mean of a time series over an extended sampling period could be unrealistic and may lead to flawed inference. Dynamic time series characterized via mean changes across unknown change points form a simplistic yet useful tool to model such non-stationarity of large streams of data. With large amounts of data now being commonplace in a variety of scientific fields such as econometrics, finance and genomics, significant attention in the statistical literature is being paid for the estimation of change points in a high dimensional setting, where the dimension of the time series being observed may be diverging much faster than the number of observations. In this article we consider the simplest of change point models, characterized as a linear process with a single potential mean shift, i.e., y t = µ 0 1 + ε t , t = 1, ..., T τ 0 µ 0 2 + ε t , t = T τ 0 + 1, ..., T.
(1.1)
Here ε t ∈ R p , t = 1, ..., T are the unobserved noise random variables, which are assumed to be independent and identically distributed (i.i.d.) realizations of a p-dimensional zero mean subgaussian distribution a . The observed variable is y t ∈ R p , and the unknown parameters are the means µ 0 1 , µ 0 2 ∈ R p , and the change point parameter τ 0 ∈ (0, 1], with the latter being of main interest in this article. Note that, the case of 'no change' is allowed by the model (1.1), since we allow τ 0 = 1, in its parametric space. In this case, model (1.1) reduces to T observations of a stationary mean subgaussian distribution. Finally, we allow the dimension p to diverge potentially at an exponential rate, i.e., log p = o(T δ ), for some 0 < δ < 1/2, while making a sparsity assumption to be specified in the following section.
The two main inferential problems of interest on τ 0 of model (1.1) are, (a) whether a change point exists, i.e., test for the null hypothesis H 0 : τ 0 = 1, and (b) construction of a confidence interval for the parameter τ 0 when it exists, i.e., when τ 0 < 1. Despite the simplicity of model (1.1), the current literature discussing these inferential problems in the high dimensional setup is very sparse. Infact, in this high dimensional setting, solutions are available largely for problem (a), i.e., for the detection of a change point, see for e.g. Enikeeva and Harchaoui [2013] , Wang et al. [2019] , Li et al. [2019] and Steland [2018] among others. In context of problem (b), the articles of Bai [2010] and Bhattacharjee et al. [2019] consider the same linear single shift process as considered in this article. They develop inferential results using the ordinary least squares estimator applied directly on the p-dimensional model (1.1). The work of Bai [2010] allows the dimension p to diverge at an arbitrarily rate with T. The cost of such generality is paid by assuming a very large jump size ξ = µ 0 1 −µ 0 2 2 , wherein the article assumes a diverging jump size satisfying ξ/ √ p → ∞, in order to obtain T -consistency of the estimate. The article of Bhattacharjee et al. [2019] considers a similar least square estimator, and assumes the jump size to satisfy ξ √ (T /p) → ∞. While this assumption allows a diminishing jump size, however it does so only in the low dimensional case where p/T → 0. In the high dimensional setting, this condition again is only satisfied under a diverging jump. These two articles together illustrate the fact that either very large jump sizes, or low dimensions may be required in order to perform inference on the change point when the estimate is extracted from a high dimensional data set, without using any sparsity assumptions. On the other hand, it has also recently been shown in Liu et al. [2019] that assuming sparsity of the jump vector, much weaker signals in the jump size are detectable. Specifically, they show that the region of detectability (ROD) of the change point satisfies a minimax rate of ξ −1 √ s log(p ∨ T )/T ≤ c, upto other logarithmic terms in s and T, under restrictions on the sparsity parameter s. We refer to their article for the precise minimax rate which involves a tripe iterated log expression. In this more realistic high dimensional setup where the jump size is not arbitrarily large, Wang and Samworth [2018] provide a sparse projection estimator that yields a near optimal rate of convergence {log(log T )}/T. To the best of our knowledge, this is at present the a Recall that for α > 0, the random variable η is said to be α-subgaussian if, for all t ∈ R, E[exp(tη)] ≤ exp(α 2 t 2 /2). Similarly, a random vector ξ ∈ R p is said to be α-subgaussian if the inner products ξ, v are α-subgaussian for any v ∈ R p with v 2 = 1.
sharpest result regarding the rate of convergence of a change point estimate available in the literature, under high dimensionality, without a diverging jump assumption. In this setting, there is currently no available estimator of the change point τ 0 that yields an optimal rate of convergence (1/T ). Consequently there are no available limiting distribution results or methods to construct confidence regions for τ 0 . The overarching objective of this article is to propose a sufficiently well behaved projected least squares estimator for τ 0 , that is optimal (T -consistent) in its rate of convergence in the assumed high dimensional setting, while allowing the change point to potentially diminish under the restriction ξ −1 s log(p ∨ T ) √ T } ≤ c, i.e., the jump size potentially being near the boundary of the ROD upto a factor of √ s log(p ∨ T ) . Next, another important objective is to derive its limiting distribution in order to enable construction of confidence intervals for the change parameter τ 0 . Other more subtle advantages of the methodology to be proposed are: (i) the ability to consistently filter out the case of τ 0 = 1, in a preliminary regularized estimation step, thus eliminating the need for pre-testing for the existence of a change point. This boundary case shall be excluded for the discussion in Section 1 and Section 2 and shall be brought up in Section 3; (ii) Relaxing the assumption of gaussianity to subgaussianity, and additionally allowing for a general positive definite spatial dependence structure; Finally, (iii) to provide a computationally efficient and highly scalable methodology, specifically, the method to be proposed has no requirement of any algorithmic optimization for the entire procedure. Instead, we shall require only arithmetic operations and explicit identification of a minima amongst T numbers for implementation of the proposed methods.
We begin with the necessary groundwork to proceed further. For any z t ∈ R, t = 1, ..., T, let z = (z 1 , ..., z T ) T , and for any θ 1 , θ 2 ∈ R, and τ ∈ (0, 1), define the least squares loss, Q(z, τ, θ 1 , θ 2 ) = 1 T
T τ t=1
(z t − θ 1 ) 2 + 1 T
T t= T τ +1
(z t − θ 2 ) 2 .
(1.2) Additionally, let η 0 = µ 0 1 − µ 0 2 ∈ R p , θ 0 1 = η 0T µ 0 1 ∈ R, and θ 0 2 = η 0T µ 0 2 ∈ R. Then define a latent one dimensional projection of y t of (1.1) as,
where ψ t = η 0 ε t , t = 1, ..., T. Clearly the series {z t } T 1 is unobservable, since the nuisance parameters η 0 , is unknown. It may be of interest to note that the model (1.3) is the same latent projection that lies at the heart of the methodology of Wang and Samworth [2018] , wherein the authors proceed to recovery of the change point by seeking an optimal projection via a singular value decomposition together with a CUSUM transformation. In contrast, we take a more simpler route via least squares. Now, suppose estimatesμ 1 ,μ 2 , are available such that with probability at least 1 − o(1), the following bounds are satisfied.
where s is a sparsity parameter defined in Condition A of Section 2, and 0 < l T < 1/2 is sequence separating the unknown change point from the boundaries of (0, 1), i.e., (τ 0 ) ∨ (1 − τ 0 ) ≥ l T . The parameter σ ε is the variance proxy of the p-dimensional subgaussian vector ε t (Condition B). The availability of these mean estimates is assumed only for the time being (Section 1 and Section 2), and for the purpose of a clear presentation of the main idea enabling inference on τ 0 . In Section 3 we provide two distinct approaches to obtain such estimates via regularization. Letη =μ 1 −μ 2 ,θ 1 =η Tμ 1 andθ 2 =η Tμ 2 . Then define the observable one dimensional surrogateẑ = (ẑ 1 , ...,ẑ T ) T , of z, whereẑ t =η T y t , t = 1, ..., T. Under this setup we propose the projected least squares estimate defined as,
The two distinctions between the estimator (1.5) and the least squares estimator of Bai [2010] and Bhattacharjee et al. [2019] are that, first, we use regularized mean estimatesμ 1 andμ 2 satisfying (1.4) in the construction of the proposedτ , in comparison to ordinary empirical means as considered in (Bai [2010] ) and Bhattacharjee et al. [2019] . This distinction allows control certain empirical processes that show up as residual terms in the estimation of τ 0 . Secondly, the proposedτ estimate is extracted from a one dimensional projected series, instead of being extracted directly from the observed p-dimensional series. These improvements provide sufficient regularity to the change point estimateτ , and we shall show that despite using irregular estimatesμ 1 , andμ 2 that are not root-T consistent, the estimateτ satisfies an optimal rate of convergence, T ξ 2 (τ − τ 0 ) = O p (1), under mild conditions. Furthermore, we shall obtain its limiting distribution, given by,
where σ 2 = lim T →∞ (η 0T Σ ε η 0 /ξ 2 , Σ ε = cov(ε t ), and W (·) is a two-sided Brownian motion on R. It may be observed that the limiting distribution obtained here is the same as that of the least squares estimate of τ 0 in a one dimensional time series, (Bai [1994] ). The distribution of arg min v |v| − 2W (v) is infact well studied in the literature and approximations of its cumulative distribution function and thus its quantiles are readily available, (Yao [1987] ). Our results shall allow the validity of this discussion in the high dimensional regime under mild technical conditions. The jump size as before may potentially be near the boundary of the ROD. It is fairly unusual for irregular estimates of some parameters of a model that are slower than root-T, to yield an optimal estimate of another parameter of the model, as achieved by the proposedτ estimate. However, precedents for it are available in the recent high dimensional inference literature for static regression models. To describe this connection, first consider the following motivating heuristical insight. Localizing the change point estimate obtained from the projected series {ẑ t } T 1 , requires control on a noise term of the form | tη T ε t | T, which can be bounded as follows,
where A is a convex subset of R p to which (η − η 0 ) (η − η 0 ) 2 can be restricted to using regularization (discussed in Section 3). For illustration purposes, consider the simplified case where ξ = O(1) and l T ≥ c > 0. Then, clearly the first term on the right hand side (rhs) of
{s log(p∨T )/T } , and finally it can also be shown that the empirical process in second term of the rhs of (1.7) can be restricted
under the rate assumption s log p √ T → 0. Notice here that the noise term considered in (1.7) can be controlled at an optimal 1/ √ T rate, despite irregular estimateŝ µ 1 ,μ 2 that are slower than root-T. Note that, by nature of the estimators of Bai [2010] and Bhattacharjee et al. [2019] where ordinary empirical means are used, the same control on the desired noise process may not be achievable. Thus their methodologies instead require a much larger jump size so as to dominate such noise terms. This forms one of the main reasons for the proposed estimate to achieve the optimal rate, without assuming a diverging jump size. This effect is conceptually identical to that obtained by the use of orthogonal moment functions in the context of inference on regression parameters, which in the recent past have been utilized for the construction of confidence regions for mean parameters in high dimensional regression models, e.g. Belloni et al. [2011] , Belloni et al. [2014] , Van de Geer et al. [2014] , Belloni et al. [2017a] , and Ning et al. [2017] among others.
We conclude this section with a note on the computation ofτ . Given the availability of mean estimatesμ 1 andμ 2 , observe that the least squares loss function Q(ẑ, ·,μ 1 ,μ 2 ) is a step function in the interval (0, 1), with step changes occurring at the grid points {1/T, 2/T, ....(T − 1)/T }. This observation reduces computation of (1.5) to a discrete optimization on a one dimensional grid of (T − 1) points, i.e., we can equivalently obtainτ as,τ = arg min
,...
This optimization can be implemented simply by calculating Q(ẑ, τ,μ 1 ,μ 2 ), for each τ ∈ { 1 T , 2 T , ...
T −1
T } and then explicitly locating the minimizing argument, i.e, implementation of (1.8) involves only T arithmetic operations.
The following sections provide a rigorous presentation of the above discussion as well as the thus far disregarded aspect of obtaining computationally efficient nuisance estimates satisfying (1.4), which can additionally filter out the 'no change' case consistently.
Notation: Throughout the paper, R represents the real line. For any vector δ ∈ R p , δ 1 , δ 2 , δ ∞ represent the usual 1-norm, Euclidean norm, and sup-norm respectively. For any set of indices U ⊆ {1, 2, ..., p}, let δ U = (δ j ) j∈U represent the subvector of δ containing the components corresponding to the indices in U. Let |U | and U c represent the cardinality and complement of U. We denote by a ∧ b = min{a, b}, and a ∨ b = max{a, b}, for any a, b ∈ R. The notation · is the usual greatest integer function. We use a generic notation c u > 0 to represent universal constants that do not depend on T or any other model parameter. In the following this constant c u may be different from one term to the next. All limits in this article are with respect to the sample size T → ∞. We use the notation ⇒ to represent convergence in distribution.
Main results
In this section we state our assumptions and main theoretical results regarding T -consistency and the limiting distribution (1.6) of the project least squares estimator.
Condition A (assumption on model parameters): (i) Let S = S 1 ∪ S 2 , where S 1 = {j; µ 0 1j = 0} and S 2 = {j; µ 0 2j = 0}. Then for some s = s T ≥ 1, we assume that |S| ≤ s.
(ii) The model dimensions s, p, T, satisfy the rate s log p √ T → 0. (iii) Assume a change point exists and is sufficiently separated from the boundaries of (0, 1), i.e., for some positive sequence
is such that the jump size ξ = η 0 2 , together with l T satisfies the following restriction,
for an appropriately chosen small enough constant c u > 0. The sparsity assumption of Condition A(i) is typically made on the jump vector η 0 , as done in Wang and Samworth [2018] and Enikeeva and Harchaoui [2013] . In contrast we make this assumption directly on the mean vectors µ 0 1 and µ 0 2 . These two variations of the sparsity assumption are equivalent, which can be seen as follows. Consider y t of model (1.1) such that the jump η 0 is s-sparse, i.e., there is a mean change in at most s components. Then upon centering y t with columnwise empirical means, y * t = y t −ȳ, t = 1, ..., T, with y = T t=1 y t T, the sparsity of η 0 is transferred onto the new mean vectors µ * 1 = Ey * t , t ≤ T τ 0 , and µ * 2 = Ey * t , t > T τ 0 , in the sense of Condition A(i). All results of this article can also be developed by directly assuming sparsity of the jump vector. However we use Condition A(i) solely to easy notational complexity in some of the proofs. In the rest of this article we assume that the series y t has been centered, thus allowing Condition A(i) to be applicable. Condition A(ii) restricts the rate of divergence of model dimensions, this assumption is consistent with the recent literature on inference for regression coefficients in high dimensional linear regression models, see, e.g. Belloni et al. [2017a] , and Ning et al. [2017] among others. Condition A(iii) assumes existence of a change point within the sampling period and its sufficient separation from the boundaries of (0, 1). This assumption is made for the inference methodology of this section. However, we shall relax this condition in Section 3 to include τ 0 = 1 in the prestep estimation process and thus filter out this case consistently before the inference methodology is implemented. The remaining assumptions of Condition A(iii) puts us in the regime where the jump size is potentially close to the boundary of the ROD upto a factor of √ {s log(p ∨ T )}. This condition is only marginally stronger than (17) assumed in Wang and Samworth [2018] and plays a key role in yielding optimality of the proposed projected least squares estimator. No assumption on upper bounds for the jump size are made.
Condition B (assumption on the model distribution): The vectors ε t = (ε t1 , ..., ε tp ) T , t = 1, .., T, are i.i.d subgaussian with mean vector zero, and variance proxy σ 2 ε ≤ c u . Furthermore, the covariance matrix Σ ε := Eε t ε T t has bounded eigenvalues, i.e., 0
Condition B is fairly standard in the high dimensional literature. This condition assumes temporal independence and a general positive definite covariance structure spatially. It does not require any specific spatial dependence structure such as those in Liu et al. [2019] or the assumption of gaussianity as considered in Wang and Samworth [2018] . More specifically, this condition serves two purposes. Firstly, it allows the residual process in the estimation ofτ to converge weakly to the distribution in (1.6). Secondly, under a suitable choice of parameters, it allows estimation of nuisance parameters at the rates of convergence presented in (1.4) by one of several estimators. For the presentation of this section we are agnostic about the choice of the nuisance estimator and instead require the following condition.
Condition C (assumption nuisance parameter estimates): Let ∆ T → 0 be a fixed sequence. Then with probability 1−∆ T , the estimatorsμ 1 andμ 2 satisfy (1.4). Additionally, with the same probability, the vectors
Here A is a convex subset of R p defined as, A = δ ∈ R p ; δ S c 1 ≤ c u δ S 1 , with S being the set of indices defined in Condition A(i).
A few notations are necessary to proceed further. For any z ∈ R T , and τ, θ 1 , θ 2 ∈ R define,
where τ 0 ∈ (0, 1) is the unknown change point parameter and Q is the least squares loss as defined in (1.2). Also, for any non-negative sequences u T , and v T , with v T ≤ u T , define the collection,
We begin with a lemma that provides a uniform lower bound on the expression U(ẑ, τ,θ 1 ,θ 2 ), over the collection G(u T , v T ). This lower bound forms the basis of the argument used to obtain T -consistency of the proposed estimator.
Lemma 2.1. Suppose Conditions A, B and C hold. Let u T and v T be any non-negative sequences and let G(u T , v T ) be as defined in (2.1). Then for any 0 < γ < 1, there exists a constant c u1 , such that the following uniform lower bound holds.
, with probability at least 1 − γ − ∆ T − o(1).
Our first main result to follow establishes the T -consistency of the projected least squares estimatorτ . While the detailed proof of this result is provided in Appendix A, here we provide a brief sketch of the main idea. Overall the proof proceeds by a contradiction argument, which proves that the estimate Tτ cannot lie anywhere except an O(ξ −2 ) neighborhood of T τ 0 , in probability. More specifically, using Lemma 2.1 recursively, we show that for any v T slower in rate than O(T −1 ξ −2 ) we have,
in probability. Upon noting that by definitionτ must satisfy U(ẑ, τ,θ 1 ,θ 2 ) ≤ 0, the argument shall yield the desired T -consistency.
Theorem 2.1. Suppose Conditions A, B and C hold. Then the projected least squares estimateτ satisfies the bound,
A direct application of Theorem 2.1 under a diverging jump size directly yields perfect identifiability of the change point on the integer valued scale. This is stated in the following corollary.
Corollary 2.1. Suppose Conditions A, B and C hold and assume that ξ → ∞. Then,
Remark 2.1. Note that the results of Theorem 2.1 and Corollary 2.1 are very similar to many results in the classical change point literature. However these result points towards the following subtlety regarding the rates of convergence of change point estimates in the integer ( Tτ ) and continuous scales (τ ) that has often been disregarded in the literature. Note that we have the deterministic inequality
In the case where ξ = O(1), an application of this inequality together with the result of Theorem 2.1 directly implies that T ξ 2 (τ − τ 0 ) = O p (1). However, when ξ → ∞, this may not be true. Instead, in this case we obtain T (τ − τ 0 ) = O p (1). Consequently, when ξ → ∞, while perfect identification (in probability) of the integer scale change point can be guaranteed using Theorem 2.1, the same cannot be said for the change point in the continuous scale, where the result of Theorem 2.1 can only guarantee the rate
Theorem 2.1 establishes the optimality of the proposed method, despite irregular estimatesμ 1 ,μ 2 being used in its construction. Several important observations are discussed in the following. First and foremost is to note that Theorem 2.1 is established while allowing the jump size to possibly be nearly at the boundary of the ROD Condition A(iii) . An informative comparison illustrating the usefulness of the proposed estimator is with the least squares estimate applied to the entire p-dimensional data set, where Bai [2010] requires a diverging jump size satisfying ξ √ p → ∞, and Bhattacharjee et al. [2019] require ξ √ (T /p) → ∞, in order to obtain a similar optimality result. A closer comparison is with the related estimator of Wang and Samworth [2018] , which has been shown to satisfy the rate log log T /T (Theorem 1 of Wang and Samworth [2018] ). In comparison to the optimal rate obtained by our estimatorτ . However, we achieve this at the cost of being marginally further away from the boundary of the ROD by a factor of √ {s log(p ∨ T )} in comparison to their article. We believe that this points towards a delicate relationship between optimality of an estimator and the rate assumption on the jump size. Thus, it may very well be the case that the estimator of Wang and Samworth [2018] is also optimal under the marginally stronger Condition A(iii) on the jump size, as made in this article, especially since both methodologies are built upon the same latent projection (1.3). However, this connection is not pursued further in this article.
It may also be worth noting that the mean estimatesμ 1 andμ 2 used to constructτ do not require to satisfy oracle type properties in the sense of Fan and Li [2001] , i.e. the result of Theorem 2.1 remains valid despite a potentially imperfect recovery of the support of µ 0 1 and µ 0 2 . Furthermore no minimum separation from zero conditions on the means µ 0 1 and µ 0 2 are assumed. This is again in coherence with recent developments for inference on regression coefficients in high dimensional linear regression models, see e.g. Belloni et al. [2011] , Belloni et al. [2017a] , Van de Geer et al. [2014] and Ning et al. [2017] .
Corollary 2.1 provides the degenerate limiting behavior of the change point estimate on the integer valued scale. While the final conclusion of the result is identical to Theorem 3.2 of Bai [2010] and Theorem 2.2(a) of Bhattacharjee et al. [2019] , the important distinguishing factors from those articles is again its applicability under (i) much weaker jump signal and (ii) high dimensional setting, respectively. The following result establishes the limiting distribution of the proposed estimateτ , in the regime where the jump size diminishes with T.
Theorem 2.2. Suppose Conditions A, B and C hold, and assume that,
Additionally assume that the jump size ξ → 0, and that (η 0T Σ ε η 0 ξ 2 → σ 2 . Then the projected least squares estimateτ obeys the following limiting distribution.
where W (·) is a two sided Brownian motion b on R.
The assumption (2.2) is slightly stronger than that assumed in Condition A(iii) and is required to obtain the given limiting distribution. This requirement of a marginally stronger assumption in comparison to that required for T -consistency is inline with the classical literature, see, e.g. Condition (C) of Bai [1994] . The only condition here that may b A two-sided Brownian motion W (·) is defined as W (0) = 0, W (r) = W1(r), r > 0 and W (r) = W2(−r), r < 0, where W1(·) and W2(·) are two independent Brownian motions defined on the non-negative half real line, see e.g. Bai [1994] and Bai [2010] .
be considered out of the ordinary is (η 0T Σ ε η 0 ξ 2 → σ 2 . However this is a mild requirement given that under Condition B we have κ 2 ξ 2 ≤ (η 0T Σ ε η 0 ≤ φ 2 ξ 2 . Note also that (η 0T Σ ε η 0 is the expression for the variance of ψ t in the latent model (1.3).
The limiting distribution presented in Theorem 2.2 is classical and has been studied extensively in the literature, see, e.g. Picard [1985] , Yao [1987] , Bai [1994] , Bai [2010] , Jandhyala et al. [2013] among several others. The form of the distribution function is available in Yao [1987] . This enables straightforward computation of quantiles, which can in turn be utilized to construct confidence intervals with any desired asymptotic coverage level.
Computationally efficient nuisance parameter estimation via regularization
The main objective of this section is to provide computationally efficient estimatesμ 1 ,μ 2 for the nuisance parameters µ 0 1 and µ 0 2 , that satisfy the requirements of Condition C, so that the proposed projected least squares estimator of the previous section is viable. We propose using regularized stopped time estimates, in particular, soft-thresholded empirical means computed on each binary partition yielded by a preliminary near optimal change point estimate. This preliminary change point estimate can be an existing one from the literature, such as that of Wang and Samworth [2018] , or the new near optimal estimator proposed later in this section. A comparison between these two distinct approaches is also provided later in this section.
We begin by defining soft-thresholded empirical means. For this purpose we require the following notation. For any τ ∈ (0, 1), such that T τ ≥ 1, letȳ (0:τ ] , andȳ (τ :1] represent the stopped time empirical means defined as,
Next consider the soft-thresholding operator,
where sign(· ) and |· | are applied component-wise. Then for any λ 1 , λ 2 > 0, define regularized mean estimates,
Clearly, these soft thresholded estimates are negligible in their computational complexity, all they require are two arithmetic operations, namely, computation of the empirical mean and the operator k λ (·). In practice, the only significant computation time required here would be that of cross validation or other tuning parameter selection processes. It is well known in the literature , Donoho et al. [1995] ) that the soft-thresholding operation in (3.2) is equivalent to the following 1 regularization.
and similarly forμ 2 (τ ). The following result provides a uniform bound on these softthresholded means that reduce the problem of obtainingμ 1 andμ 2 that satisfy Condition C, to obtaining a preliminary near optimal estimate of the change point.
Theorem 3.1. Suppose Condition B holds and let τ 0 ∈ (0, 1]. Then we have the following.
with probability at least 1 − c u1 exp{−c u2 log(p ∨ T )}.
(ii) When τ 0 < 1, let u T > 0 be any sequence, and ξ ∞ > 0 be such that η 0 ∞ ≤ ξ ∞ . Additionally let
with probability at least 1 − c u1 exp{−c u2 log(p ∨ T )}. The same uniform upper bounds also hold for μ 2 (τ ) − µ 0 2 q , q = 1, 2.
The result of Theorem 3.1 provides validity of these regularized stopped time mean estimates. Its usefulness is quite apparent. Consider any preliminary near optimal estimator τ , that satisfies, 4) with probability at least 1 − o(1), i.e.,τ ∈ G(u T , 0), with u T = c u σ 2 ε ξ −2 s log(p ∨ T ) T, with the same probability. Then, under the assumption
, the result of Theorem 3.1 ensures that the mean estimatesμ 1 (τ ), andμ 2 (τ ) satisfy all requirements of Condition C. Consequently, these requirements are now reduced to the availability of a preliminary near optimal estimator of the change point satisfying (3.4). One example of such an estimator of the change point is that obtained from Algorithm 3 of Wang and Samworth [2018] . This is stated precisely in the following corollary along with the required assumptions from their article.
Corollary 3.1. Suppose the model (1.1), and assume ε t ∼ i.i.d. N (0, σ 2 ε I p×p ), t = 1, ..., T. Let τ 0 ∧ (1 − τ 0 ) ≥ l T , and µ 0 1 − µ 0 2 2 ≥ ξ, and assume that,
Letτ be the estimate obtained from Algorithm 3 of Wang and Samworth [2018] . Then upon choosing λ 1 and λ 2 as prescribed in Theorem 3.1, with u T = σ 2 ξ −2 log(log T ) T, the soft thresholded estimatesμ 1 =μ 1 (τ ), andμ 2 (τ ) satisfy the requirements of Condition C. c .
Remark 3.1. It may be observed that the assumption (3.5) is slightly stronger than the assumption σ ε (ξl T ) −1 √ {s log p log T } T ] ≤ c u , of Wang and Samworth [2018] . While the latter is sufficient to obtain a near optimal rate of convergence of the change point estimateτ , we require the marginally stronger version (3.5) to allow near optimality of the change point estimate to extend to the mean estimatesμ 1 andμ 2 . Here we also mention that article of Wang and Samworth [2018] also extends their result to some spatial and temporal dependence structures.
The availability of estimatorsμ 1 andμ 2 of Corollary 3.1 satisfying the requirements of Condition C makes the inference methodology of Section 2 viable, and allows us to achieve the larger objective of this article, i.e., to perform inference on the location of the change point τ 0 of the high dimensional model (1.1), while allowing the change point to be potentially near the boundary of the ROD. However, there still remains a significant room for improvement in several aspects of the nuisance parameter estimation methodology. For this purpose we propose an alternative near optimal estimator for the change point parameter and consequently alternative mean estimatesμ 1 andμ 2 . This is discussed in the following.
In the remainder of this article we provide an alternative near optimal nuisance estimation methodology. The method to follow provides the following advantages in comparison to the existing literature. (a) It is applicable under a subgaussian assumption and allows for any general positive definite spatial dependence structure. (b) It is applicable even if τ 0 = 1, and infact provides consistent detection of this 'no change' case, thus eliminating the need to pretest for existence of a change. Finally, (c) it is highly scalable and thus applicable to very large data sets. The cost associated with gaining these advantages shall only be a marginally stronger restriction on the sparsity parameter s, and the separation from boundary sequence l T .
A few more notations are necessary to describe our approach. Define the p-dimensional generalization of the least squares loss Q of (1.2), i.e., for any y t ∈ R p , let y = (y 1 , ..., y T ) T ∈ R T ×p , and for any vectors µ 1 , µ 2 , ∈ R p , and any τ ∈ (0, 1] define, 6) where the second term in the rhs of (3.6) is defined to be zero at τ = 1. Also define a modified 0 -norm on (0, 1], as τ * 0 = 0, if τ = 1 and τ * 0 = 1, if τ < 1. Then we propose Algorithm 1 to obtain a computationally efficient near optimal estimate of the change point parameter.
c There are a few additional minor requirements for the validity ofτ , of Wang and Samworth [2018] which appear to be artifacts of their proof, we refer to Theorem 1 of Wang and Samworth [2018] for further details.
Algorithm 1: Detection and near optimal estimation of the change point parameter
Step 0 (Initialize): Choose any valueτ ∈ (0, 1), satisfying Condition D below, and compute mean estimatesμ 1 =μ 1 (τ ), andμ 2 =μ 2 (τ ) using soft-thresholding, as defined in (3.2).
Step 1: Updateτ to obtain the change point estimateτ where,
To complete the description of Algorithm 1, we first provide Condition D, which is a mild initializing condition of Step 0, and is satisfied by nearly any arbitrarily chosenτ ∈ (0, 1), that is marginally away from the boundaries of this set.
Condition D: Letǔ T be any non-negative sequence defined as,
, and c u > 0.
Then assume that the initializerτ satisfies,
where l T is any sequence satisfying the rate assumptions of Condition A1. A detailed discussion illustrating the mildness of this condition has been provided in Appendix D of the supplementary materials. Additionally, a brief summary of Condition D is provided right after the following inter-related condition that is required for the theoretical validity of Algorithm 1. The condition to follow is a weaker version of Condition A of Section 2 in terms of ξ and p, and requires marginally stronger restrictions on the sparsity parameter s and the sequence l T .
Condition A1: Suppose condition A(i), additionally assume the following. Let τ 0 ∈ (0, 1], and assume that if a change point exists, i.e., when τ 0 < 1, then (τ 0 ) ∧ (1 − τ 0 ) ≥ l T , for the same l T as of Condition D d . Additionally let η 0 2 ≥ ξ, and η 0 ∞ ≤ ξ ∞ for any positive sequences ξ and ξ ∞ . Furthermore, assume that these sequences satisfy the following rate conditions,
for appropriately chosen small enough constant c u > 0, where k is the constant specified in Condition D.
We begin by emphasizing the mildness of the initializing Condition D and that nearly any user chosenτ will satisfy it. The first part of this requirement only assumes that the initial d For notational simplicity we assume lT to be the same sequence in both Condition A1 and D. This can be instead relaxed to only assuming the same order of these sequences.
choiceτ is marginally away from the boundaries of (0, 1), and is clearly innocuous. For the second part of this condition, the key is to note that the constant k may be arbitrarily large subject to k satisfying the rate restriction in Condition A1. The usefulness of this flexibility is that k can itself depend on the initial user chosenτ , i.e., the farther the initial guessτ , the larger k can be in order to satisfy Condition D. We shall show in the following that the rate of convergence of the estimateτ obtained from Step 1 of Algorithm 1, shall be free of k. This implies that the rate of convergence ofτ does not depend on the precision of the user chosen initializer. Following is a simplified example that clearly illustrates the mildness of Condition D. First note that the restriction (ii) of Condition A1 can be simplified to
Consider the case where s ≤ c u log T, and l T ≥ 1 c u log T. Now choose any 0 < c 1 < 0.5, then anyτ ∈ (c 1 , 1 − c 1 ) will satisfy Condition D for some large enough constant k > 0, furthermore any such constant k will in turn satisfy the rate condition of Condition A1 for T sufficiently large, and thus will be a theoretically valid choice for the initializer of Algorithm 1.
Simply stated, this roughly implies that Algorithm 1 initialized with any user choseň τ ∈ (0, 1) shall yield an estimateτ that lies in a near optimal neighborhood of τ 0 . The restriction (ii) of Condition A1 also brings out the following closely related subtle observation. Suppose √ sξ ∞ ≤ c u ξ, then (ii) of Condition A1 becomes free of the sparsity parameter s, consequently allowing the user chosenτ to be no longer restricted by the sparsity s. This points to an interesting observation that the proposed Algorithm 1 can allow a larger number of changes when these jumps are evenly spread out across s components of the jump vector η, as opposed to unevenly large jumps in a few of these s components. Nevertheless, Condition A1 allows the jump size to reach to the boundary of the ROD, upto the separation sequence l T and logarithmic terms in s and T. Additionally, this condition allows for the 'no change' case, i.e., τ 0 = 1, which was absent from Condition A. We can now state the following result which provides the theoretical validity of the estimateτ of Algorithm 1.
Theorem 3.2. Suppose Conditions A1, B and D hold and choose λ 1 , λ 2 as prescribed in Theorem 3.1 with u T =ǔ T for Step 0, and γ = c u σ ε ξ √ {s log(p ∨ T ) T } for Step 1. Then the estimateτ of Algorithm 1 satisfies the following relations. (i) When τ 0 = 1, thenτ = 1, with probability at least 1 − c u1 exp{−c u2 log(p ∨ T )}.
(ii) When τ 0 < 1, then,
This result provides the applicability of Algorithm 1, without prior knowledge on the existence of a change. In the case of 'no change',τ of Algorithm 1 provides consistent detection of this case. In the case where a change exists, it yields an estimate that lies in a near optimal neighborhood of the unknown change point. Importantly, the selection consistency and the rate of convergence ofτ , are free of the constant k of Condition D. Perhaps surprisingly, this implies that the estimateτ of Step 1 of Algorithm 1 is not influenced by the precision of the initial guessτ . Roughly speaking, this result is counterintuitive in the sense that it says a 'bad' initial guess in Step 0, will yield an estimate that is no worse in its rate of convergence than that obtained by starting the algorithm even at the true value τ 0 . An illustration of this surprising result is provided in Figure 1 in Appendix D of the supplementary materials..
The usefulness of Theorem 3.2 in context of the inference problem of Section 2 are the following. (a) If τ 0 = 1, then we will consistently recoverτ = 1, consequently, there is no further need to proceed to the inference methodology of Section 2. (b) If τ 0 < 1, thenτ provides a preliminary near optimal estimateτ , which can in turn be utilized to obtain the desired nuisance estimatesμ 1 =μ 1 (τ ), andμ 2 =μ 2 (τ ) satisfying Condition C, thus making the methodology of Section 2 viable. More specifically, for case (b), we have the following corollary which is a direct application of Theorem 3.1 and Theorem 3.2.
Corollary 3.2. Suppose the conditions of Theorem 3.2 and assume that a change point exists, i.e., τ 0 < 1. Letτ be the estimate obtained from Algorithm 1 andμ 1 =μ 1 (τ ), andμ 2 =μ 2 (τ ), be the corresponding regularized stopped time mean estimates. Then upon choosing λ 1 , and λ 2 as prescribed in Theorem 3.1 with u T = c u σ 2 ε ξ −2 s log(p ∨ T ) T we have thatμ 1 ,μ 2 ∈ A, for A as defined in Condition C. Additionally upon assuming,
the following bounds hold for q = 1, 2,
The above results provide all necessary machinery required to detect, estimate and perform inference on the change point parameter of the assumed model (1.1). We conclude this section with a final note on the computational efficiency of the proposed methodology. As discussed earlier, for each fixed λ 1 and λ 2 , Step 0 of Algorithm 1 is simply four arithmetic operations, same holds true for obtainingμ 1 , andμ 2 of Corollary 3.2.
Step 1 of Algorithm 1, and the projected least squares optimization in (1.5) can be reduced to explicit identification of minima amongst T + 1 numbers, as described earlier in (1.8). This simplicity of computation allows the proposed methods to be implemented on potentially very large data sets.
Numerical Results
This section empirically illustrates the results developed in the preceding sections. The three main objectives of this section are the following: (i) to evaluate the estimation performance of the proposed projected least squares (P LS) estimator, and the new nuisance parameter estimation methodology (Algorithm 1, referred to as AL1 in the following), while benchmarking the performance of these methods with the estimator (W S) of Wang and Samworth [2018] . (ii) To evaluate the detection performance method AL1, i.e., to evaluate its ability to consistently detect the existence of a change point. Finally, (iii) to evaluate the empirical inference performance of the proposed P LS estimator. The P LS method is applied in conjunction with AL1, which is used to obtain nuisance estimatesμ 1 ,μ 2 required for the implementation of P LS, in keeping with the result of Theorem 3.2. In all simulations we assume no prior knowledge of any underlying parameters, in particular the method AL1 is initialized withτ = 0.5 irrespective of the value of τ 0 . The first two objectives listed above are provided in Simulation A, and the results for the latter objective are provided in Simulation B.
In all our simulation designs, the unobserved noise variables ε t are generated as independent Gaussian r.v.'s, more precisely we set ε t ∼ N (0, Σ), where Σ is a p × p matrix with elements Σ ij = ρ |i−j| , and ρ = 0.5. The mean parameters of the model are set to be µ 0 1 = (1 1×s , 0 p−s ) T p×1 and µ 2 = (0 1×s , 1 1×s , 0 p−2s ) T p×1 , with s = 5. We let the model dimension to be p ∈ {50, 500, 750}. The remaining specifications of Simulation A and Simulation B are as follows. For Simulation A we consider two cases, Simulation A.I considers τ 0 ∈ {0.2, 0.4, 0.6, 0.8} and evaluates the estimation performance of the P LS, AL1 estimators, while benchmarking against the W S estimator. Simulation A.II evaluates the detection ability of method AL1 by considering the cases τ 0 ∈ {0.8, 1}, the first case meant to evaluate the true positive rate (existence of a change point is correctly identified) and the case of τ 0 = 1 to evaluate the true negative rate. In both cases of Simulation A, we consider the sample size T ∈ {100, 225, 350}. The tuning parameters λ 1 , λ 2 and γ of the method AL1 are chosen adaptively using a BIC type criteria, the pertinent details of which are provided in Appendix D of the supplementary materials.
Simulation B is dedicated to evaluating the inference performance of the P LS estimator. Using Theorem 2.2 we construct confidence intervals (Tτ − c α σ 2 /ξ 2 ), (Tτ + c α σ 2 /ξ 2 ) , for the change point parameter in the integer scale (T τ 0 ), where c α represents the 1 − α level critical value of the limiting distribution in (1.6). This critical value is evaluated as c α = 11.03 using its distribution function provided in Yao [1987] . For implementation of the confidence interval, we utilize plugin estimates of σ 2 and ξ 2 whose computational details are provided in Appendix D of the supplementary materials. In this simulation we consider τ 0 ∈ {0.2, 0.4, 0.6, 0.8} and the sample size T = 350. In all cases of this simulation we construct 95% confidence intervals (α = 0.05). For this simulation, we switch off the detection ability of AL1 by setting γ = 0. This is done solely to obtain as many confidence intervals as the number of replications (i.e., to avoid false negatives from AL1). In practice, when the AL1 methods detectsτ = 1, one would no longer pursue the inference objective of obtaining a confidence interval for its location.
To report our results we provide the following metrics which are computed based on 100 (for Simulation A) or 500 (for Simulation B) monte carlo repetitions: bias (|E(τ −τ 0 )|), root positive rate (TPR, pr(τ < 1), when τ 0 < 1) true negative rate (TNR, pr(τ = 1), when τ 0 = 1).
mean squared error (RMSE, E(τ − τ 0 ) 2 1/2 ), true positive rate (TPR, pr(τ < 1), when τ 0 < 1) true negative rate (TNR, pr(τ = 1), when τ 0 = 1), coverage (relative frequency of the number of times τ 0 lies in the confidence interval), and standard error (SE, average over replications of the computed standard error of Tτ , i.e,σ 2 /ξ 2 ). Partial results of Simulation A are provided in Table ? ? and Table ? ?, the results of all remaining cases of this simulation are provided in Table 4 -Table 6 in Appendix D of the supplementary materials. The results of Simulation B are provided in Table ? ?. The numerical findings support our theoretical results regarding detection and estimation consistency and limiting distribution behavior of the proposed methods. In terms of estimation performance from performance with increasing T, the proposed method P LS and the benchmark W S provide nearly uniformly better result in both bias and RMSE. This is not particularly surprising, since the near optimal rate of convergence of AL1 derived in Theorem 3.2 is indeed slower than that of W S and the optimal rate of P LS. There does not appear to be a uniform distinction amongst the proposed P LS and the benchmarking W S method, although the proposed P LS method does seem to provide a lower bias and RMSE for a large proportion of the cases considered. The detection results of Table ? ? bring out the important benefit of using AL1 in place of W S as a nuisance estimation method, since the latter does not posses the ability to detect the case of τ 0 = 1. In all cases for T = 225, 350, perfect detection of the change point in terms of both TPR and TNR is observed. However we do remark here that it is inevitable that TPR shall suffer when the change point moves closer to the boundary of (0, 1). Finally, from the coverage results of Table ? ?, the proposed P LS method provides good control on the nominal significance level and is in keeping with the limiting distribution result of Theorem 2.2. Furthermore, the standard error estimates appear to be stable accross increasing values of p.
Supplementary material
This supplementary material provides four appendices. Appendix A provides the proofs to the results of Section 2 and Section 3 of the main article. Appendix B provides necessary stochastic bounds that are utilized in the proofs of Appendix A. Appendix C provides some auxiliary results from the literature that have been utilized in proofs of this article. Finally Appendix D provides a detailed discussion of the initializing Condition D of Algorithm 1, this appendix also provides additional details and numerical results which were omitted from Section 4 of the main article.
Appendix A: Proofs Proofs of results in Section 2
Proof of Lemma 2.1. A couple of observations utilized in the arguments to follow. Observe the following algebraic expansion for any t ≥ τ 0 ,
Also, notice thatθ 1 −θ 2 = μ 1 −μ 2 2 2 , and that the following bound that hold with probability 1 − ∆ T ,
This bound is obtained by using Condition A and Condition C along with the bound c u1 ξ 2 ≤ (θ 1 −θ 2 ) ≤ c u2 ξ 2 , which in turn also holds with probability 1 − ∆ T , and as a consequence of Condition A and C again. Now, without loss in generality (wlog) assume thatτ ≥ τ 0 , (the case ofτ < τ 0 shall follow symmetrically) then,
with probability at least 1−γ −∆ T −c 1 exp{−c 2 log(p∨T )}. Here the last equality follows by using (A.1). The first inequality follows by an application of (A.2). The second to last and the last inequality follows by an application of Lemma A.4 and Condition A respectively. Uniformity over G(u T , v T ) is directly obtained since the stochastic bound of Lemma A.4 holds uniformly over the same collection. Repeating a similar argument withτ ≤ τ 0 , yields the statement of this lemma.
Proof of Theorem 2.1. For any v T > 0, apply Lemma 2.1 on the set G(1, v T ) to obtain,
with probability at least 1
T and reapply Lemma 2.1 for any v T > 0 to obtain,
Now upon choosing,
we obtain that inf τ ∈G(u T ,v T ) U(ẑ, τ,μ 1 ,μ 2 ) > 0, with probability at least 1
Note that the above recursion tightens the rate at each step. Continuing these recursions by resetting u T to the bound of the previous recursion, and applying Lemma 2.1, we obtain for the m th recursion,
Note that, despite the recursions in the above argument, the probability of the bound after every recursion is maintained to be at least 1 − γ − ∆ T − o(1). This follows since, the probability statement is arising from the stochastic bound of Lemma A.4 applied recursively, and with a tighter bound at each recursion. Note that this yields a sequence of events such that each event is a proper subset of the one at the previous recursion. We also refer to Remark A.1 in Kaul et al. [2019b] and Remark A.3 in Kaul et al. [2019a] for further details on this argument. To finish the proof, note that upon continuing the above recursions an infinite number of times we obtain a ∞ = ∞ j=1 1/2 j = 1, and b ∞ = ∞ j=0 1/2 j = 2, thus yielding the statement of this theorem.
For a clearer exposition of the proof of Theorem 2.2 below, we use the following additional notation. Denote bŷ
where U(z, τ, θ 1 , θ 2 ) is as defined in (2.1). The proof of this theorem shall also rely on the 'Argmax' theorem, see, Theorem 3.2.2 of Vaart and Wellner [1996] (reproduced as Theorem A.1).
Proof of Theorem 2.2. The structure of this proof is similar in spirit to the general approach typically used in the literature to prove this weak convergence, see, e.g. Bai [1994] , Bai [1997] , Bai [2010] , Bhattacharjee et al. [2019] among several others. However our specific setup involves a few more remainder terms that shall require a delicate analysis. Under the assumed regime of ξ → 0, recall from Remark 2.1 that we have T ξ 2 (τ − τ 0 ) = O p (1). It is thus sufficient to examine the behavior ofτ , such thatτ = τ 0 + rT −1 ξ −2 . Now in view of 'Argmax' theorem (Theorem A.1), in order to prove the statement of this theorem it is sufficient to establish the following results, for any |r| ≤ M, with M > 0,
, and
The remainder of the proof is separated into two steps.
Step 1 provides the result (i) of (A.5) and
Step 2 provides the result (ii) of (A.5). We prove both these steps for the case where r ≥ 0, the mirroring case of r < 0 shall follow by symmetry.
Step 1: We begin by defining the following,
(ẑ t −θ 2 )(θ 1 −θ 2 ) = R 11 − 2R 12 , and
Then we have the following algebraic expansion,
In the following we provide uniform bounds on the expressions ξ −2 R 11 −R 21 , and ξ −2 R 12 − R 22 . First consider,
Here the second to last inequality follows by using the bound (θ 1 −θ 2 ) ≤ c u ξ 2 , which holds with probability at least 1 − ∆ T , using Condition A and Condition C. The final inequality follows using the bound (
holds with probability at least 1 − ∆ T , again from Condition A and Condition C. The final equality holds by an application of Condition A(iii) and by using |r| ≤ M.
Next consider the term ξ −2 (R 12 − R 22 ). An algebraic rearrangement on this difference together with an application of the elementary triangle inequality on absolute values yields,
The term T 3 can be bounded above by
, with probability at least 1 − ∆ T . This is achieved by using the bounds (θ 1 −θ 2 ) ≤ c u ξ 2 , and the Cauchy-Schwartz inequality on the inner product (μ 1 −μ 2 ) T (μ 2 − µ 0 2 ). Term T 2 can be bounded as given in (A.21) in the proof of Lemma A.4. Upon combining this bound with the assumption (2.2) yields,
, with probability at least 1 − ∆ T − o(1). Term T 1 can be bounded above by utilizing the bound
together with the fundamental subgaussian bound on | ψ t |, that holds with probability at least 1
, with probability at least 1 − ∆ T − o(1). Combining these bounds for T 1, T 2 and T 3, we obtain a o(1) uniform bound for the term ξ −2 |R 21 − R 22 |. Substituting this result together with the bound (A.7) in (A.6), we obtain the assertion made in Part (i) of (A.5) for r ≥ 0. Repeating similar arguments for r < 0, yields the same bound and completes the proof of (i) of (A.5).
Step 2: Here we show that when r ≥ 0, we have T ξ −2 U(τ 0 + rξ −2 T −1 ) ⇒ r − 2σW (r) . Consider,
For notational simplicity assume that T τ 0 , and rξ −2 are integers, else one may resort to the inequality
, and show that the remainder is o(1) under the assumption ξ → 0. Clearly, the term T 1 = r, and term T 2 can be expressed as,
where ψ * t = ψ t /ξ. By the definition of ψ t , we also have that ψ * t , t = 1, ..., T are i.i.d. mean zero subgaussian r.v.'s with variance term given by, var(ψ * t ) = η 0T Σ ε η 0 ξ 2 . Additionally recall by assumption we also have that η 0T Σ ε η 0 ξ 2 → σ. Furthermore,
where the final equality follows by a change of index. The final term is now in a familiar form whose weak limit under ξ → 0 is well known, see, e.g. Theorem 5.5 of Hall and Heyde [1980] or (9) of Bai [1994] . In particular we have ξ rξ −2 t=1 ψ * T τ 0 +t ⇒ σW 1 (r), where W 1 (·) is a Brownian motion on [0, ∞). This completes the proof of Step 2. Repeating similar arguments for r < 0, yields (ii) of (A.5) and thus concludes the proof of this theorem.
Proofs of Section 3
Proof of Theorem 3.1. Although this result can be proved directly using the properties of the soft-thresholding operator k λ (· ), by building uniform versions of arguments such as those in Rothman et al. [2009] , or Kaul et al. [2017] . Instead, we provide an alternative and more illustrative proof directly using the construction (3.2).
We begin by first proving Part (ii) of this Theorem, i.e., for the case where τ 0 < 1. For any τ ∈ G(u T , 0), an algebraic rearrangement of the elementary inequality
then applying Lemma A.6 we obtain uniformly over τ ∈ G(u T , 0), (A.10) with probability at least 1−c u1 exp{−c u2 log(p∨T )}. Choosing λ 1 ≥ 2λ, leads to μ 1 (τ ) S c 1 ≤ 3 μ 1 (τ ) − µ 0 1 S 1 , which proves the first part of this theorem. From inequality (A.10) we also have that,
This directly implies that μ 1 (τ ) − µ 0 1 2 ≤ 3λ 1 √ s. To obtain the corresponding 1 bound, note that the relation μ 1 (τ ) S c 1 ≤ 3 μ 1 (τ ) − µ 0 1 S 1 also implies that μ 1 (τ )
To finish the proof of this part recall that the only stochastic bound used here is the uniform bound over G(u T , 0) of Lemma A.6, consequently the final bound also holds uniformly over the same collection. Part (i) of this Theorem, i.e. for the case where τ 0 = 1, can be proved by nearly identical arguments. The only change is the choice of λ 1 , and this arises due to the following observation. Note that, in this case we have the bound,
with probability at least 1 − c u1 exp{−c u2 log(p ∨ T )}, from (ii) of Lemma A.6.
Proof of Corollary 3.1. Note that we have by Theorem 1 of Wang and Samworth [2018] that, A.12) with probability at least 1 − o(1), i.e.,τ ∈ G(u T , 0), with u T = c u ξ −2 σ 2 log{log T } T, with the same probability. Combining the bound (A.12) with the assumption τ 0 ∧ (1 − τ 0 ) ≥ l T and (3.5) we have thatτ ∧ (1 −τ ) ≥ c u l T . Now applying Theorem 3.1 with the given choice of u T yields the following results forμ 1 =μ 1 (τ ). First, (μ 1 − µ 0 1 ) ∈ A, with probability at least 1 − o(1), and that
with probability at least 1 − o(1). The corresponding results forμ 2 can obtained by using similar arguments. This completes the proof of this corollary.
The overall structure of the proof of Theorem 3.2 below is similar to that of Theorem 2.1, however to present this proof we require the following additional notation and a preliminary lemma. Recall the p-dimensional version of the least squares loss Q from (3.6) and define the following for any µ 1 , µ 2 ∈ R p , τ ∈ (0, 1], and µ > 0,
Additionally, let l T be as defined in Condition A1, and for any non-negative sequence u T define the function,
Under these notations we have the following uniform lower bound, which is essentially a version of Lemma 2.1 in the p-dimensional setup. Versions of this result have also been presented in Kaul et al. [2019b] and Kaul et al. [2019a] in a high dimensional multi-phase linear regression setting with a single and multiple change points respectively.
Lemma A.1. Suppose the conditions of Theorem 3.2. Let u T , and v T be any non-negative sequences and let G(u T , v T ) be as defined in (2.1). Additionally letμ 1 , andμ 2 be the mean estimates of Step 0 of Algorithm 1. Then we have the following lower bounds.
Proof of Lemma A.1. We begin by proving Part (ii) of this lemma, i.e., for the case where τ 0 < 1. First note that under the given choice of λ 1 , and λ 2 , an application of Theorem 3.1 yields, .13) with probability 1 − c u1 exp{−c u2 log(p ∨ T )}, and similar forμ 2 . In this case note that the bound (A.13) together with Condition A1 lead to the following observations that are utilized in the argument of this proof. First, (A.14) with probability at least 1 − c u1 exp{−c u2 log(p ∨ T )}. Next, an application of CauchySchwartz inequality yields with the same probability,
Combining the bounds (A.14) and (A.15) we obtain that, (A.16) with probability at least 1 − c u1 exp{−c u2 log(p ∨ T )}. Now consider any τ ∈ G(u T , v T ) and wlog assume that τ ≥ τ 0 , (the case of τ < τ 0 shall follow symmetrically). Then, .17) with probability at least 1 − c u1 exp{−c u2 log(p ∨ T )}. Here the second to last inequality follows by using (A.16). The final inequality follows by using Lemma A.5 and together with the bound μ 1 −μ 2 1 ≤ c u ξ √ s, which holds with the same probability and can be obtained by using the properties ofμ 1 ,μ 2 provided in Theorem 3.1 and Condition A1. Finally recall by definition,
where τ * 0 − τ 0 * 0 ≤ 1. Also in this case where τ 0 < 1, we have by assumption τ 0 ∧ (1 − τ 0 ) ≥ l T . Thus when u T /l T → 0, then for any τ ∈ Γ(u T , 0), we have that τ * 0 = τ 0 * 0 = 1. The statement of part (ii) of this lemma is now immediate upon noting that the bound of Lemma A.5 used to obtain the bound (A.17) holds uniformly over G(u T , 0), which is a superset of G(u T , v T ). This completes the proof of Part (ii). The proof of Part (i), where τ 0 = 1 is quite straightforward. Under the given choice of λ 1 and λ 2 for this case, we have from Theorem 3.1 that,
(A.18) with probability at least 1 − c u1 exp{−c u2 log(p ∨ T )}, and similar forμ 2 . Since for this case by definition µ 0 2 = µ 0 1 , this directly implies that
with the same probability. Now proceeding similar to that in (A.17) we obtain, we obtain that inf τ ∈G(u T ,v T ) U * (y, τ,μ 1 ,μ 2 ) > 0, consequently yieldingτ ∈ G(v * T , 0). Continuing these recursions by resetting u T to the bound of the previous recursion, we obtain for the m th recursion,
Note that, despite the recursions in the above argument, the probability of the bound after every recursion is maintained to be at least 1 − c u1 exp{−c u2 log(p ∨ T )}. This follows since by the same reasoning as discussed in the proof of Theorem 2.1. To finish the proof, note that upon continuing the above recursions an infinite number of times we obtain a ∞ = ∞ j=1 1/2 j = 1, and b ∞ = ∞ j=0 1/2 j = 2, thus yielding the statement of this theorem.
Proof of Corollary 3.2. The proof of this result is a direct consequence of Theorem 3.1 and 3.2. In particular, we have from Theorem 3.2,
with probability at least 1 − c u1 exp{−c u2 log(p ∨ T )}, i.e.τ ∈ G(u T , 0), with u T = u σ 2 ε ξ −2 s log(p ∨ T ) T with the same probability. Using this bound together with the assumption τ 0 ∧ (1 − τ 0 ) and Condition A1 also yields thatτ ∧ (1 −τ ) ≥ c u l T with the same probability. The statement of this result now follows by an application of Theorem 3.1 with the given choice of u T and an application of condition (3.7).
Appendix B: Stochastic bounds
Lemma A.2. Suppose ε t , t = 1, ..., T are i.i.d r.v.'s satisfying Condition B for any T ≥ 1. Let K(c 2 u s) = {δ ∈ R p ; δ 0 ≤ c 2 u s; δ 2 = 1} be subset of R p , for s ≥ 1. Then we have the following uniform bound.
with probability at least 1 − c u1 exp − c u2 log(p ∨ T ) .
Proof of Lemma A.2. The arguments of this proof are essentially adopted from Lemma 15 of the Supplementary materials of Loh and Wainwright [2012] . Consider any subset U ⊆ {1, ..., p}, and define the set T U = {δ ∈ R p ; δ 2 ≤ 1, Supp(δ) ⊆ U }. Let W = {u 1 , ..., u m } be a 1/3-cover of T U , i.e., for every δ ∈ T U , there is some u i ∈ W such that ∆δ 2 ≤ 1/3, where ∆ = δ − u i . Note that it is well known (see, page 94 of Vaart and Wellner [1996] ) that we can construct W such that |W| ≤ 9 c 2 u s . Now consider,
By construction of W, we also have that 3∆δ ∈ T U , hence it follows that, which forms the basis for the construction of Condition D and the proposed Algorithm 1. Suppose the p-dimensional time series model (1.1), and first choose virtually any initial valueτ ∈ (0, 1), separated from its boundaries. Then compute the initial soft-thresholded mean estimatesμ 1 =μ 1 (τ ),μ 2 =μ 2 (τ ) on the basis of the corresponding binary partition yielded by the arbitrary choiceτ . Clearly,μ 1 , andμ 2 may be very poor estimates that may be nowhere near the true values µ 0 1 and µ 0 2 respectively. Nevertheless, upon performing a single update (Step 1 of Algorithm 1) of the change point estimate usingμ 1 , andμ 2 , yields a very precise estimate of the unknown change point, irrespective of the choice of the initial change point and irrespective of the location of the unknown change point. We present Figure 1 below, to provide a preliminary visual impression of the robustness of this procedure to the initial value which is the motivation of Algorithm 1 and the initializing Condition D, From Figure 1 , note that any value of the initializerτ ∈ (0.1, 0.9) (almost the entire parametric space (0, 1] of τ 0 ), yields estimatesτ which approximate τ 0 with nearly identical precision. This behavior is also true irrespective of the location of τ 0 , the true change-point. This goes against the natural intuition, that the 'better' the initial valueτ , the 'better' is the updated estimateτ , in which case, one would have expected a smooth S shaped transition from one end of the parametric space to the other. Instead a flat line behavior for nearly all values ofτ , with an abrupt change at the very edges is observed.
This observation is very surprising, since it suggests that any initialτ which carries any 'fractional amount of information' on the unknown τ 0 , can be utilized to obtain an estimatê τ which lies in a near optimal neighborhood of τ 0 . In other words, the update process pulls in the initial guessτ from a much wider neighborhood (nearly arbitrary) of τ 0 , to a near optimal neighborhood of τ 0 . Our main contribution in Section 3 of the main article is to develop a mathematical theory that supports this phenomenon and also to refine this process to allow for detection of absence of the change point. In the following points we show how the initializing Condition D assumed in Section 3, requires nothing more than the above described behavior, i.e., any initial valueτ separated from the boundaries of the parametric space of τ 0 , and carrying any small or marginal information on τ 0 satisfies this condition.
The main restriction in this condition is that (simplified here for clearer exposition, see Condition D in Section 3 for details),
, for any, k ∈ [1, ∞), and c u > 0. (A.26) Note that the constant k ∈ [1, ∞) may be arbitrarily large. f . This means that, if we first pick anyτ ∈ (0, 1), separated from its boundaries, then, the farther the user chosenτ is from the true change point τ 0 , the larger the value of k would be, in order to satisfy this initial condition. Furthermore, choosing c u = 1, if we consider the disallowed case of k = ∞, then for any τ 0 , and any initialτ ∈ (0, 1], the initial condition is trivially satisfied since the condition (A.26) requires |τ − τ 0 | ≤ 1, at k = ∞. This also implies that, if we pick virtually any initialτ ∈ (0, 1) away from its boundaries, then it will satisfy the required initial condition for some large enough k ∈ [1, ∞). In summary, all that the initial condition requires is the existence of some finite k < ∞, thereby illustrating that this initial condition is infact very mild.
The main novelty of Theorem 3.2 is to show that, irrespective of the value of k in the initializing condition, the updated change point estimateτ of Algorithm 1 will satisfy near optimal error bounds, i.e, |τ − τ 0 | = O(s log p/T ), under mild conditions. Importantly, note that error bound is free of k. To see the equivalence of this result with the observation from Figure 1 , note that, if we pick any two distinct initializersτ 1 andτ 2 , where first initial value is closer to the truth τ 0 , i.e., for some 1 ≤ k 1 < k 2 < ∞, then, the corresponding updated change point estimatesτ 1 , andτ 2 will both be in a near optimal neighborhood of τ 0 . This basically implies that the quality of the guess does not influence the updated estimate in its eventual rate of convergence. This is exactly the surprising behavior observed in Figure  1 . Furthermore, this also brings out the powerfulness of the proposed Algorithm 1 which is that there is not just one theoretically valid initializer, instead our results show that all values of the initializer in nearly the entire parametric space of τ 0 , are equally theoretically valid initializers.
To conclude this discussion on Condition D, in the following we explicitly describe the above observed property in a large class of problems. Consider the high dimensional model (1.1) where log p = o(T δ ), for some 0 < δ < 1, the sparsity parameter diverges at a sufficiently slow rate, s = o(log T ), and the change point τ 0 is such that it satisfies, τ 0 ∧ (1 − τ 0 ) ≥ 1/ log T, i.e. it does not converge to zero too fast. Now choose any constant 0 < c 1 < 0.5, then our results state that any value of the initializerτ ∈ (c 1 , 1 − c 1 ) will be f k ∈ [1, ∞) is arbitrarily large as long as Condition A1 in the manuscript is satisfied. This ensures the 'fractional information' inτ is not dominated by the noise terms in the analysis. If s is bounded above, then k is truly arbitrary. a theoretically valid choice, in the sense that for T large enough (how large a T is required will depend on the choice of c 1 ), the updatedτ will satisfy the localization error bound of Theorem 3.2. This can be confirmed by noting that for anyτ ∈ (c 1 , 1 − c 1 ) will satisfy Condition D of the article for some large enough constant k > 0, furthermore any such constant k will in turn satisfy the rate condition of Condition A1 of the article, thereby allowing applicability of our results. For the general case with s log p/T → 0, τ ≥ l n , for some positive sequence l n where the rate of divergence of s and the rate of convergence of l n are potentially faster than those assumed earlier. An explicit rule to choose a theoretically validτ cannot be provided, since all these rates together with the boundaries of the range of theoretically valid initializers shall be inter-related. Consequently, we have stated this inter-relationship between these rates by the means of Condition D and Condition A1 in the manuscript. Although, it is quite apparent, that even in this case the range of theoretically valid initializers will be almost the entire parametric space of τ. Furthermore, this conclusion is empirically verified in our manuscript with numerical simulations, where no prior knowledge of τ 0 is assumed (and we consider several cases of τ ranging from 0.2 to 0.8) and the initializer is simply chosen asτ = 0.5, which is the worst possible choice of the initializer assuming no prior information on the unknown change point τ 0 .
Numerical results: additional results and omitted details
Choice of tuning parameters: The regularizers λ 1 , λ 2 used to obtain soft thresholded mean estimates and the regularizer γ of Step 1 of Algorithm 1 are all chosen via a BIC type criteria suggested in Kim et al. [2012] , which we modify for the model under consideration. Specifically we set λ 1 = λ 2 = λ, and evaluateμ 1 (λ), andμ 2 (λ) over an equally spaced grid of 50 values in the interval (0, 0.5). Upon lettingŜ = {jμ 1j = 0} ∪ {jμ 2j = 0} we evaluate the criteria, BIC(λ 1 , τ ) = 
For
Step 0 of Algorithm 1, we choose that value of λ that minimizes BIC(λ,τ ). On the other hand, to obtain the final nuisance mean estimates of Corollary 3.2, we choose that value of λ that minimizes BIC(λ,τ ), whereτ is the change point estimate obtained from
Step 1 of Algorithm 1.
The regularizer γ of Step 1 of Algorithm 1 is evaluated quite analogously as above. Specifically, we obtainτ (γ), for each value of γ in a equally spaced grid of 50 values between (0, 1) and compute the criteria, BIC(γ) = Hereμ 1 andμ 2 represent mean estimates obtained on the binary partition yielded byτ (γ). Finally, we choose that value of γ that minimizes BIC(γ). Table 6 : Results of Simulation A.I: estimation performance of AL1, P LS and W S methods. Here, bias (|E(τ − τ 0 )|), and root mean squared error (RMSE, E(τ − τ 0 ) 2 1/2 )
