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Humans show a remarkable capacity to learn a variety 
of motor skills, ranging from tying shoelaces to hitting 
a tennis ball. Learning such skills involves a number of 
interacting elements. First, there are different task com-
ponents that must be learned for skilled performance, 
including efficient gathering of task-relevant sensory 
information, decision making and selection of strategies, 
and the implementation of both predictive and reactive 
control mechanisms. Second, there are different learning 
processes that apply to these components, which specify 
how errors and rewards drive learning. Finally, learn-
ing is strongly determined by the neural representations 
of motor memory that influence how we assign credit 
during learning and how learning generalizes to novel 
situations. In recent years, there have been substantial 
advances in our understanding of the computations that 
underlie these three elements. Here, we primarily focus 
on empirical and computational studies of the learning 
of sensorimotor behaviours rather than on studies of the 
neural circuits that underlie this behaviour.
Components of motor learning
Information extraction. Skilled performance requires 
the effective and efficient gathering and processing of 
sensory information relevant to an action. This is an 
active process because what we see, hear and touch is 
influenced by our movements. For example, the motor 
system controls the eyes’ sensory stream by orienting the 
fovea to points of interest within the visual scene. Studies 
have shown that eye movements can be driven both in 
a bottom-up, task-independent manner based on low-
level features of the visual scene1 (for example, towards 
moving high-contrast objects) as well as in a top-down, 
task-dependent manner2. In some laboratory-based 
visual search tasks it has been shown that the eye move-
ments are at least in qualitative agreement with an 
optimal extraction of task-relevant information3. That is, 
during visual search for a target among distractors, peo-
ple choose to saccade to the location that will minimize 
their uncertainty over possible target locations. This sug-
gests that the motor system is involved in active learn-
ing, choosing where to sample the sensory input in a 
way that is most informative to the task at hand. Studies 
of eye movements in motor tasks have also shown that 
gaze behaviour is highly task-specific. Although rela-
tively few studies have examined gaze behaviour during 
motor learning, in real-world tasks it has been shown 
that eye movements can betray the difference between 
skilled and amateur performers (for a review see REF. 4). 
For example, a cricket batsman will make a predictive 
saccade to the place where he expects a bowled ball to 
hit the ground, wait for it to bounce, and use a pursuit 
eye movement to follow the ball’s trajectory after the 
bounce5. A shorter latency for this first saccade distin-
guishes expert from amateur batsmen. When learning to 
control a cursor to hit targets under a novel visuomotor 
mapping, eye movements change across learning stages, 
with gaze reactively chasing the cursor in early learning 
and simply fixating the target after extensive practice6. 
This suggests that different information is required (and 
extracted) during different stages of learning.
After the motor system has been used to sample the 
sensory world, it is still critical to selectively extract 
task-relevant information, as attentional and processing 
resources are limited. This includes filtering the incom-
ing sensory information based on the current action 
(for example, REFS 7,8). One example of how the brain 
filters out task-irrelevant information in purely percep-
tual tasks is the phenomenon of inattentional blindness, 
in which people fail to notice prominent stimuli in the 
visual scene that are irrelevant to the task that they are 
performing9. Similarly, in motor tasks subjects are often 
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Optimal
A system is said to be optimal 
if it minimizes some cost 
function under given 
constraints.
Saccade
A rapid movement of the eyes 
that changes fixation from one 
point to another.
Visuomotor mapping
Typically, the relationship 
between the hand’s actual and 
visual locations that can be 
altered using devices (such as  
a prism) or virtual reality to 
examine visuomotor learning.
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Abstract | The exploits of Martina Navratilova and Roger Federer represent the pinnacle of 
motor learning. However, when considering the range and complexity of the processes that 
are involved in motor learning, even the mere mortals among us exhibit abilities that are 
impressive. We exercise these abilities when taking up new activities — whether it is 
snowboarding or ballroom dancing — but also engage in substantial motor learning on a 
daily basis as we adapt to changes in our environment, manipulate new objects and refine 
existing skills. Here we review recent research in human motor learning with an emphasis on 
the computational mechanisms that are involved.
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Noise
Random or unpredictable 
fluctuations and disturbances 
of neural, neuromuscular or 
environmental origin.
Bayesian inference
A method of statistical 
inference in which observations 
are used to calculate or update 
the probability distribution of 
hidden variables.
Visuo–haptic integration
The process that combines 
visual information (for example, 
the visual size of an object) and 
haptic information (for 
example, the felt size of a 
grasped object) into a single 
percept (for example, its size).
Efference copy
A copy of the outgoing 
(efferent) motor command that 
can be used in conjunction with 
a forward model to predict the 
sensory consequences of 
action.
Dynamics
The relationship between force 
and motion that can be altered 
using robotic interfaces to 
study the learning of novel 
dynamics.
Forward model
A neural simulator that 
predicts (in the causal — and 
hence, forward — direction) the 
sensory consequences of an 
action given the current state 
and efference copy of the 
motor command.
only aware of large sensory input changes that have a 
bearing on the task at the precise time of the change, and 
are unaware of such changes otherwise10. One possible 
interpretation of these results is that information may 
be extracted or processed only at the moment when it is 
needed to drive action.
Motor learning itself can also push the limits of what 
our perceptual system can do. For example, expert video 
game players develop an extraordinary ability to extract 
information and spread their attention over a wide 
spatial frame without any apparent decrease in atten-
tional performance11. In addition, recent studies have 
shown that motor learning can change basic sensory 
processing. For example, adapting speech motor com-
mands to compensate for forces that are applied to the 
jaw by a robotic manipulandum results in a change in 
the perceptual classification of speech sounds12.
Sensory streams are temporally delayed and tend to 
be corrupted by appreciable amounts of noise13. Given 
the stream of sensory input, there are at least three com-
putations that can improve the accuracy of the sensory 
information and that can be understood within the 
framework of Bayesian inference. First, multiple streams 
of sensory information, within and across modalities 
(for example, visual and tactile inputs), can be optimally 
combined to achieve estimates that reduce the effects of 
noise (for a review see REF. 14). Interestingly, this inte-
gration process can take into account the properties of 
external objects, such as tools, so that the visuo–haptic 
integration is optimal even when the tactile input comes 
through a hand-held tool15. Second, by learning the sta-
tistical distribution of possible states of the world — that 
is, different possible configurations or scenarios, termed 
the prior within Bayesian inference — the estimate can 
be further refined (for a review see REF. 16). Lastly, by 
combining these processes with internal models of 
the body that map the motor commands (as signalled 
through the efference copy) into the expected sensory 
inputs, Bayesian inference can be used to estimate the 
evolving state of our body and the world (for example, 
REF. 17). Such an estimator is termed a Kalman filter and 
aims to optimally estimate the state, given sensory feed-
back, efference copy and knowledge of the dynamics and 
properties of sensory and motor noise.
Decisions and strategies. Most motor tasks involve 
a sequence of decision-making processes that deter-
mine, based on information that is extracted during the 
unfolding task, when to make the next movement and 
which movement to make18,19. The skill of a footballer, 
for example, is not only determined by the precision 
with which he can pass the ball but also by the speed with 
which he can make the correct decision on where to pass 
it. Decision making that is related to movement selection 
has been extensively studied in the context of saccadic 
eye movements in which participants must decide 
whether to look left or right based on the motion of dots 
on a screen18. This task has been modelled by consider-
ing how the accumulated sensory evidence, termed the 
decision variable, supports one or the other alternative. 
This single decision variable represents the integral of the 
noisy evidence over time. Choice accuracy and reaction 
time are then explained by a bounded drift-diffusion 
model in which the decision variable reaches a positive 
or negative bound. It has been generally assumed that 
once the bound has been reached, the decision-making 
process is terminated. However, because there are sub-
stantial delays in the sensorimotor system, at the point of 
movement initiation there is sensory information in the 
processing pipeline that was not used to initiate the deci-
sion but could still be used to revise a decision. A recent 
study of reach target selection showed that this sensory 
information is processed and can even lead to subjects 
changing their mind mid-movement, usually to correct 
an error but sometimes also to spoil a good start20.
As researchers who are interested in sensorimotor 
control have broadened the scope of the tasks under 
study, the distinctions among sensorimotor, percep-
tual and cognitive components of the task have become 
blurred. For example, some studies have investigated 
how the motor system performs reward optimization. 
In many explicit cognitive tasks, people make subopti-
mal judgments when faced with a set of decisions with 
uncertain outcomes21. By contrast, when confronted 
with the motor variants of the same tasks, people often 
exhibit close to optimal decisions. For example, when 
pointing to target configurations that have different 
reward and penalty regions, it has been shown that peo-
ple are able to choose their average pointing location to 
minimize the loss that accrues through the variability of 
pointing22. However, in some motor tasks subjects can 
show a tendency to be risk averse or risk seeking; that is, 
accepting a lower average reward if the variance of the 
reward is decreased or increased, respectively23–25.
Although most studies of decisions and strategies 
have focused on an individual, more recent studies have 
examined two-person (dyadic) sensorimotor interactions 
(BOX 1).
Classes of control. In general, optimizing motor per-
formance is achieved through three classes of control: 
predictive or feedforward control, which is critical given 
the feedback delays in the sensorimotor system; reac-
tive control, which involves the use of sensory inputs to 
update ongoing motor commands; and biomechanical 
control, which involves modulating the compliance of 
the limb. In general, all three of these control processes 
are adaptable and can contribute to motor learning.
As a result of time delays associated with receptor 
transduction, neural conduction, central processing and 
muscle activation, skilled action often relies on predic-
tive control. For example, when lifting an object, people 
scale lifting force applied by the fingertips in anticipation 
of object weight. Such predictions, which are essential 
for smooth and dexterous manipulation26, require a sys-
tem that can effectively simulate the behaviour of our 
body and environment — the so-called forward model. 
Using a copy of the motor command (that is, efference 
copy), the forward model predicts the sensory conse-
quences. These predictions may also support a number 
of other movement-related functions including state 
estimation, likelihood estimation, sensory filtering, 
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agency attribution and mental simulation27. Prediction 
is supported by learned correlations, or priors. For exam-
ple, when lifting, people use information about material 
and size of an object to predict its weight.
Skilled sensorimotor behaviour also requires the 
prediction of the sensory consequences of motor com-
mands. For example, when lifting objects, the senso-
rimotor system predicts the sensory events that are 
associated with object lift-off — for example, the tactile 
afferents. If a mismatch between predicted and actual 
sensory information is detected, the system can launch 
appropriate, task-protective corrective actions and can 
also update the knowledge of object weight to improve 
future actions. Thus, through the prediction of sensory 
consequences, there is an intimate relationship between 
predictive and reactive control mechanisms28.
Fast reactive feedback loops, such as the monosynap-
tic stretch reflex, can rapidly drive motor responses but 
cannot be easily modified even by extended experience. 
By contrast, longer loop reflexes, which involve supraspi-
nal mechanisms, can be modified in a task-dependent 
manner and may also be tuned through learning29. For 
example, in arm movements, both the sign and size of 
the early component of the long-latency response to a 
force pulse perturbation depend on whether the pulse 
moves the hand towards or away from the intended 
Box 1 | Multi-person sensorimotor learning
Although most decision-making tasks involve a single subject, sensorimotor research has started to examine interaction 
between people and has even shown that two people can be as good as, if not better, than one in joint motor tasks116,117. 
Closing the sensorimotor loop between two people also allows an examination of strategy in tasks that are either 
combative118 or cooperative119. Such decision making is typically examined within the framework of game theory. For 
example, in classical prisoner’s dilemma, two prisoners each choose to cooperate (claim the other person is innocent)  
or defect (claim the other person is guilty). If both cooperate, they each receive a short sentence (3 years), whereas if both 
defect they each receive a moderate sentence (7 years), and if one cooperates and the other defects, the defector is freed 
and the cooperator receives a lengthy sentence (10 years). The globally optimal solution in which the players benefit the 
most is for both players to cooperate. However, if one of the players decides to defect, the defector reduces their sentence 
at the expense of the other player. In such a non-cooperative setting, the Nash solution — which minimizes each player’s 
maximum possible punishment — is for both players to defect. When people have to make decisions based on a set of rules 
such as these, they are typically sub-optimal.
Recently, such theoretic problems have been examined in the motor domain by translating years-in-prison into 
movement effort. In the motor version of this game, each player makes a reaching movement from a starting position to a 
target bar (see the figure, part a) and can choose any path between the bars. A robot simulates a stiff spring that resists the 
subjects’ movements and the spring constant for each subject depends on the lateral position of both players. The lateral 
position of each subject’s hand is mapped from fully cooperate at one extreme to fully defect at the other. The spring 
constant for each player matches the typical prisoner’s dilemma payoff at the extremes (see the figure, part b) and is 
linearly interpolated between these extremes. When a single subject controls both robots with their two arms (not shown) 
the dominant strategy is cooperative (see the figure, part c), whereas in the two-player game the Nash solution becomes 
dominant. Therefore, in contrast to the cognitive version of the game, in such two-player motor games, subjects rapidly 
develop near-optimal game-theoretic solutions — that is, the players adopt Nash equilibrium solutions in which they 
choose actions so that neither has anything to gain by changing only his or her strategy118. However, there are other 
game-theoretic tasks in which there are coordination patterns that are beneficial to both players (for example, when 
walking down a corridor; as long as each person moves in a different direction they can easily pass each other). In such 
cooperative games, subjects are able to find close-to-optimal coordination patterns119. Data from REF. 118.
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Optimal feedback control
Optimality that is applied to 
setting up time-varying 
feedback controllers to drive a 
movement so as to minimize  
a function that is typically a 
combination of accuracy and 
effort.
Impedance control
Impedance refers to the force 
produced by the limb to resist 
an externally induced motion 
(or deviation from desired 
motion). Impedance control 
changes this biomechanical 
behaviour of the limb by 
changing the configuration or 
stiffness through muscular 
co-contraction.
Force fields
A type of dynamic motor 
learning in which forces are 
applied to the hand by a 
robotic manipulandum and in 
which the force direction and 
magnitude depends on the 
state of the hand (for example, 
its position and velocity), 
allowing the perturbation to be 
plotted as a force field.
target30,31. Such intelligent, context-specific responses 
are consistent with the theoretical framework of optimal 
feedback control (for a review see REF. 32), which sug-
gests that the central nervous system sets up feedback 
controllers that continuously convert sensory inputs into 
motor outputs, and that these are optimally tuned to the 
goals of the task by trading off energy consumption with 
accuracy constraints. An elegant demonstration of such 
flexibility is when one hand is perturbed in a task that 
requires a bimanual reaching movement33. If each hand 
controls its own cursor, only the perturbed hand shows 
an appropriate response. However, when the two hands 
control a single cursor, located at the spatial average of 
the two hands, then the perturbation of one hand results 
in appropriate responses in both the perturbed hand 
and the other hand — that is, the corrective response is 
shared between the hands.
An important feature of the optimal feedback control 
model is the concept of minimum intervention34; that 
is, setting up feedback controllers that only correct for 
variation that is deleterious to the task goal. Corrections 
of task-irrelevant errors are not only wasteful but they 
can also generate task-relevant errors. The minimum 
intervention principle has now been demonstrated in 
a number of tasks including the seemingly simple task 
of generating a target force with the tip of the index 
finger35. The control of this task can be characterized 
within a seven-dimensional space representing the 
seven muscles that regulate index finger force. The 
variability in this space can be partitioned into a task-
relevant component that modulates force in the target 
direction and a task-irrelevant component that does 
not. During this task, task-irrelevant variability is con-
sistently larger than task-relevant variability, suggesting 
that at the muscle level there is a preferential control of 
task-relevant dimensions. An important question for 
future research is whether this reduction in variability 
arises through the feedback control process alone or also 
from pre-wired synergies that reflect the structure of the 
feedforward command.
A third form of control can be exerted by specifying 
the biomechanical properties of the body and tools with 
which we interact. For example, by varying the activa-
tions of the muscles in the arm it is possible to control 
the stiffness at the hand or the tip of a hand-held tool. 
Not only can people scale their overall hand stiffness, or 
compliance, but they can also shape the pattern of stiff-
ness either by varying muscle activations or the posture 
of the arm36,37. By modulating stiffness, the motor sys-
tem can exercise control over the immediate response 
to external perturbations. Although stiffness can be 
used to deal with some perturbations, it is limited in its 
flexibility and, because it often requires co-contraction 
of opposing muscles, it can be an effortful solution to 
maintaining stability.
Most action tasks involve a combination of all three 
control mechanisms, with the contribution of each 
depending on the nature of the task. In terms of the inter-
action between stiffness and predictive control, it has been 
proposed that when errors are large, stiffness increases but 
as the predictive component begins to learn, and errors 
reduce, stiffness decreases38. Recently, it has been pro-
posed that such impedance control can be brought within 
an optimal control framework by formulating impedance 
control as the optimal response in the face of uncertainty 
about the dynamics of the body and environment39.
Processes of motor learning
The previous section discussed how learning can occur 
at different levels of the motor hierarchy. To understand 
how these changes are implemented in neurons, we need 
theories of the processes and representations40 through 
which learning is achieved. The processes of motor 
learning can be distinguished by the type of information 
that the motor system uses as a learning signal. Although 
different sensory modalities, such as vision, propriocep-
tion and touch can all play an important part in motor 
learning, we focus here on the nature of the information, 
independent of modality, that is used during learning.
Error-based learning. When a movement is made, the 
sensorimotor system can sense the movement’s outcome 
and compare this to the desired or predicted outcome. 
The information contained in such sensory prediction 
errors not only tells the system that it missed the goal but 
also specifies the particular way in which the target was 
missed. To be able to use this information, the nervous 
system needs to estimate the gradient of the error with 
respect to each component of the motor command —that 
is, whether the error will go up or down as a component is 
increased or decreased. For example, when a thrown 
dart lands to the right of its intended goal, the system 
can adjust the motor command for the next throw by 
changing the orientation of the upper body, by adjusting 
the movement of the wrist or arm, or through any com-
bination of these components. If the system knew the 
true gradient, all of the components could be adjusted 
to reduce error. However, because the gradient can be 
only estimated with some noise, the same error can 
lead to very different adjustments, each of which may 
reduce the error.
Error-based learning is the driving force behind many 
well-studied adaptation paradigms, including prism adap-
tation41, saccade adaptation42, reaching in force fields43,44, 
visuomotor adaptation45 and grip force adaptation46. It can 
also drive motor learning and movement corrections in 
the absence of external perturbations47. A common feature 
across these different task domains is that the system can 
— and will — learn from an error on a single trial. Thus, 
adaptation is observable even when all perturbations 
are random and the subject is told not to adapt48–50.
There is extensive evidence that fast trial-by-trial 
error-based learning relies on the cerebellum. Patients 
with cerebellar lesions show substantial impairment in 
fast adaptation across many task domains51–55. Although 
transcranial magnetic stimulation of neocortical regions 
does not modify the initial learning in adaptation tasks56–58, 
adaptation can be sped up through transcranial direct 
current stimulation of the cerebellar cortex59. However, 
given that the neocortex and the cerebellum form a 
closed loop, they must both be involved in error-based 
learning. How the cerebellum and cortex interact 
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Solution manifold
The set of solutions that can 
each, on average (perhaps 
owing to noise), solve a task.
during error-based learning and where different types of 
adaptation are stored, remains an open question.
In many learning situations, the gradients of the 
error with respect to changes in the motor command 
are familiar. For example, when reaching under a dis-
placing prism, although the visually displayed hand is 
shifted relative to the true hand’s position, a movement 
of the hand to the left still moves the viewed hand in the 
same direction (to the left). By contrast, there are tasks 
in which the sensory error at each point in time is known 
but the gradient back to motor commands has to be 
learned6,60,61. For example, in a recent study the 19 joint 
angles in the human hand were mapped onto the motion 
of a two-dimensional cursor on a screen60,62. Successful 
performance in rapidly moving the cursor between 
targets requires subjects to learn — initially through 
undirected search — the mapping between hand con-
figurations and cursor motion as well as the gradient 
relating cursor errors to hand configuration changes.
In summary, during error-based learning the system 
exploits a directional (signed) error signal and follows an 
internal estimate of the gradient in this direction. Thus, 
error-based learning serves to keep behaviours well 
calibrated and corrects for any systematic biases.
Reinforcement learning. Error-based learning can 
reduce the average error to zero, but once this is achieved 
it does not provide a mechanism to systematically 
improve performance further. For example, consider the 
simple task of using two degrees of freedom, rotations of 
the upper and lower arm, to touch a target with a hand-
held stick (FIG. 1a). Such a task is redundant in that many 
combinations of two rotations can achieve the goal, lead-
ing to a solution manifold (FIG. 1b). Error-based learning 
provides a gradient to move the system onto the line, but 
once the error is nulled on average, error-based learning 
cannot improve the solution further. To achieve a reduc-
tion in, for example, the variability of the errors, other 
learning mechanisms are needed to move the system to 
the optimal location on the solution manifold (FIG. 1b). A 
reduction in the variability for a given movement speed 
can be considered the hallmark of skill learning63. One 
possible candidate signal that could drive such learning 
is information about the relative success and failure of 
the movement. In contrast to a signed error signal, rein-
forcement signals such as success or failure are inher-
ently unsigned, and therefore do not give information 
about the direction of required behavioural change64. 
Thus, the motor system needs to explore different pos-
sibilities to gradually improve its motor commands. Like 
error-based learning, reinforcement learning can also be 
used to guide learning towards the solution manifold, 
but as the signal (the reward) provides less information 
than in error-based learning (the vector of errors) such 
learning tends to be slow.
In situations in which a complex sequence of actions 
needs to take place to achieve a goal and the outcome 
or reward is far removed from the action (for example, 
learning the movements required to make a playground 
swing go higher), error-based learning cannot easily be 
applied and reinforcement learning techniques can 
be used to assign credit or blame, back in time, to actions 
that led to success or failure. A classic example of such 
a reinforcement learning task is to balance a rigid pen-
dulum that is attached, to pivot freely on the side of a 
cart. Forces can be applied to the cart with the aim of 
swinging the pendulum from a vertically downwards 
to an upwards configuration and maintaining it in a 
vertical position in the presence of noise on motor and 
sensory signals. Simply providing an error at each point 
in time, such as the angular deviation from vertical, 
does not lead to the task being solved because the pen-
dulum often has to go the wrong way initially to build 
up enough momentum to reach the vertical position. 
There have been some exciting advances in machine 
learning techniques for such reinforcement learning 
problems that achieve learning speeds that approach, 
if not exceed, human motor learning. For example, fast 
learning in the cart and pendulum task can be achieved 
by learning a probabilistic model of the input–output 
relationship so that it is possible to predict not only the 
expected response of the system to an action but also 
the confidence in all possible outcomes65. Although 
reinforcement learning in human motor tasks has not 
yet received much attention, recent evidence indicates 
that reaching movements and saccades can be changed 
through explicit rewards66,67. For skill learning, reward 
signals may also promote the subsequent consolidation 
of a motor behaviour68,69. However, in general we have 
yet to develop a full understanding of what constitutes a 
rewarding signal for the motor system.
A possible neural correlate of reward signals are 
dopaminergic projections from the ventral tegmental 
area to the primary motor cortex70. Disruption of these 
projections leads to profound deficits in the acquisition 
Figure 1 | Error-based learning in redundant systems. a | A simple redundant task in 
which a target has to be reached with a stick using two effectors; rotations of the upper 
and lower arms that together contribute to a combined outcome (see REF. 134). b | Many 
combinations of the two rotations (the result of motor commands) will on average 
produce the correct solution (the set of combinations that are on average correct is 
known as the solution manifold). The error signal indicates whether the last movement 
overshot or undershot the target. For error-based learning to occur, the system needs to 
assign the error to a combination of the two effectors — that is, follow the error-based 
learning gradient (shown by red arrows). However, to find a less variable or less effortful 
‘optimal’ solution (shown by a green circle) along the solution manifold (direction shown 
by a dashed arrow) different learning mechanisms, such as reinforcement learning, are 
needed. Data from REF. 134.
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After-effect
The deviations of a system 
from pre-perturbation 
behaviour after learning when 
the perturbation is first 
removed.
of forelimb reaching movements in the rat71. Although 
reinforcement learning must play an important part in 
the acquisition of skillful movements, its mechanisms are 
poorly understood compared with error-based learning.
Use-dependent learning. Use-dependent learning refers 
to the phenomenon that the state of the motor system 
can change through the pure repetition of movements, 
even if no outcome information is available. For exam-
ple, the repeated execution of thumb abduction move-
ments biases the direction of the movements elicited 
by transcranial magnetic stimulation over the thumb 
area of motor cortex72. This learning mechanism can be 
disrupted through GABA agonists73.
A recent study has shown that the repetition of a 
reaching movement to a target reduces the variability 
of such movements, and induces a bias towards this 
trained direction when reaching to neighbouring tar-
gets74. Similar influences of use-dependent learning 
towards the last executed movement solutions were 
found in a study that used visuomotor rotations to influ-
ence movement directions69. A third study showed that 
use-dependent learning can occur in parallel with error-
based learning75. Initially, participants made reaching 
movements to a horizontal target region located in 
front of them and tended to reach straight ahead to the 
centre of the target. Reaching movements were then con-
strained by a robot to move in a straight line to a loca-
tion on the right side of the target. Subjects generated 
leftward forces to resist the robot to no avail. When the 
robot was subsequently turned off, participants showed 
an after-effect — they initially reached to the left of cen-
tre. After a few reaches, this error-based after-effect wore 
off and reaching became biased towards the right until, 
eventually, reaches became centred again. The bias to 
the right was interpreted as an effect of use-dependent 
learning associated with the constrained reaches. These 
results suggest that error-based and use-dependent 
learning can occur in parallel and that, at least in this 
task, use-dependent learning wears off more slowly than 
error-based learning. An important question is whether 
such use-dependent learning is modulated by rewards, 
and if so, how.
The three forms of learning that are described above 
usually involve a subject interacting with the environment 
so as to experience their own errors, successes or failures, 
whereas recent work has examined the contribution 
of observing others to motor learning (BOX 2).
Representations in motor learning
Sensorimotor learning involves learning new mappings 
between motor and sensory variables. Such transfor-
mations are termed internal models, as they represent 
features of the body or the environment, such as the way in 
which a hand-held racquet responds to force and torques, 
or the way in which prism glasses change the visuo-
motor alignment. Numerous factors can change these 
mappings, such as muscle fatigue or a change in object 
weight, and successful performance requires adaptation 
to these factors.
The information that is obtained during a single 
movement, however, is often too sparse or too noisy 
to unambiguously determine the source of the error. 
Therefore, the information does not adequately specify 
the way in which the motor commands should be 
updated, leading to the so-called inverse problem76. 
To resolve this issue, the system does not start from a 
blank slate. Instead, it uses representations that reflect 
the internal assumptions about the task structure and 
that constrain the way in which the system is updated 
in response to errors. Such representations can be con-
ceptualized in two ways, either as a mechanistic or a 
normative model.
Mechanistic models specify the representations and 
learning algorithms directly. In this framework, repre-
sentations are often considered to be based on motor 
primitives (the neural building blocks out of which new 
motor memories are formed). Normative models sug-
gest that the nervous system optimally adapts when 
faced with an error. To determine this optimal adapta-
tion, the normative model must specify two key features 
of the world. First, how different factors, such as tools 
or levels of fatigue, influence the motor system — the 
so-called generative model. Second, how these factors 
are likely to vary over both space and time — that is 
the prior distribution. The structure of the generative 
model and the prior distribution together determine 
Box 2 | Observational learning
An important source of information in the development of motor skills is the 
observation of others. Since the discovery of mirror neurons that fire when performing 
and observing action tasks120, many studies have provided evidence that watching 
another person perform an action engages sensorimotor representations of the 
observed action121. This coupling can even be seen at the behavioural level; when 
watching an actor manipulate objects, the observer’s gaze behaviour closely 
corresponds to that of the actor122,123. It is well established that people can learn 
high-level information about what movements to make, and in what sequence, by 
observing actions (for example, REF. 124). However, more recent work has shown that 
people can also learn how to compensate for movement perturbations through action 
observation. Specifically, watching a video of arm movements that are initially perturbed 
and then slowly adapt, facilitates adaptation when the observer subsequently reaches 
with the same load125. This type of observational learning may involve learning from 
prediction errors. Specifically, the observer, like the actor, may generate predictions 
about movement outcomes, compare these predictions to actual outcomes and use the 
error to update an internal model of the perturbing load. One possible way in which  
the observer could generate such predictions would be to covertly simulate the motor 
commands of the observed action and pass these commands (similar to an efference 
copy) through a forward model of the controlled system126,127. Our ability to interpret 
the actions of others can depend on our skill set. For example, professional basketball 
players are more accurate at judging the success of an observed basket shot128. 
However, the question of whether simulation is used to predict movement outcomes 
remains a matter of debate128–130.
The neural correlates of motor learning through action observation have recently 
been examined. It has been shown that a network that is engaged in processing 
self-generated reach errors49 also seems to be involved in observing reach errors131. 
Specifically, when watching a video of an actor reaching with a novel hand-held load, 
activity in left intraparietal sulcus, left dorsal premotor cortex and right cerebellar 
cortex was modulated by the amplitude of observed kinematic errors. It has been 
suggested that observational learning involves processing two forms of prediction 
errors: errors that are associated with predicting the action chosen by the observed 
actor and errors that are associated with predicting the outcome of the action132. It was 
found that activity in the dorsolateral and the ventromedial prefrontal cortices, 
respectively, corresponded to these two learning signals.
R E V I E W S
744 | DECEMBER 2011 | VOLUME 12  www.nature.com/reviews/neuro
© 2011 Macmillan Publishers Limited. All rights reserved
Kinematics
This refers to the relationship 
between positional variables, 
such as joint angles and hand 
position.
how the motor system should attribute an error to the 
underlying causes and, therefore, how it should adapt. 
Next, we describe how both of these viewpoints explain 
how errors are credited both spatially and temporally, 
and how experience may change these representations 
of task structure.
Motor primitives. An important idea about the way 
in which internal models are represented is the idea of 
motor primitives. Motor primitives can be thought of as 
neural control modules that can be flexibly combined 
to generate a large repertoire of behaviours. For exam-
ple, a primitive might represent the temporal profile 
of a particular muscle activity. The overall motor out-
put will be the sum of all primitives, weighted by the 
level of the activation of each module77. The makeup 
of the population of such primitives then determines 
which structural constraints are imposed on learning. 
For example, a behaviour for which the motor system 
has many primitives will be easy to learn, whereas a 
behaviour that cannot be approximated by any set of 
primitives would be impossible to learn. This principle 
is elegantly demonstrated by a study in which partici-
pants’ arm movements were perturbed with forces that 
depended either on the velocity or on the position of 
the hand78. Confronted with such perturbations, par-
ticipants produced compensatory forces that included 
both a velocity- and a position-dependent component in 
the same direction. This pattern of adaptation could be 
modelled using motor primitives. For this task, the rel-
evant elements span the different combinations of veloc-
ity- and position-dependent forces (FIG. 2a). The authors 
assumed that the motor system has a biased distribution 
of such primitives that favours perturbations in which 
the velocity- and position-dependent components point 
in the same direction (FIG. 2b). This intrinsic correlation 
may reflect the tuning of peripheral sensors such as mus-
cle spindles78 or more central mechanisms that capture 
the statistics of natural loads. The model successfully 
explains the observed biases during the learning of pure 
velocity- or position-dependent force fields and also pre-
dicts which combinations of forces are easy and which 
are hard to learn (FIG. 2b).
Motor primitives also determine the way in which 
learning generalizes. Current models of adaptation seek 
to explain how an error on one trial changes the behav-
iour on the next, thereby modelling the learning process. 
This approach is based on state–space models in which, 
typically, the internal state represents the estimate of 
the perturbation44,48,79–81. The estimate is updated after 
each trial based on the error in the previous trial. To 
account for generalization of learning — for example, 
across different movement directions — each direction 
is associated with its own state representing the estimate 
of the perturbation for a movement in that direction. 
A generalization function specifies how an error that is 
experienced during a movement in one direction affects 
the states that are associated with other directions. Such 
generalization functions tend to be relatively narrow 
Gaussian-like functions so that learning in one direction 
has a decaying effect for movements that diverge from 
this direction. The shape of the generalization can be 
used as an indicator of the underlying motor primitives 
that form the motor memory.
Credit assignment. According to normative models, the 
process of motor learning can be understood as a credit 
assignment problem: the question of how to attribute an 
error signal to the underlying causes. For example, if a 
tennis player starts hitting shots into the net on the serve, 
the problem could be that the ball was not thrown high 
enough, was hit too early, that the racquet strings are 
loose or that he or she is fatigued. If the racquet dynam-
ics have changed, the player would do well to learn these 
dynamics and remember them for the next time that 
they use this particular racquet. Conversely, if the player 
is simply tired, the necessary adjustments should only 
be temporary but should be applied even if the racquet 
is changed at that moment. Recent work has examined 
such credit assignment in redundant systems (BOX 3). 
Two types of credit assignment can be distinguished: 
contextual and temporal credit assignment.
Many studies have shown that following adaptation 
of a reaching movement to loads that are applied to the 
hand through the handle of a robotic interface, large 
after-effects are seen when the load is suddenly turned 
off (for example, REF. 43). However, these after-effects 
are substantially reduced, but not eliminated, when 
participants release the robotic handle (hence remov-
ing the load) before making a movement82–85. This result 
suggests that most of the perturbation was credited to 
the context (the grasped handle, which is external to the 
body), with a smaller portion credited to other sources, 
including internal sources such as changes in the dynam-
ics of the arm. The proportion of the perturbation that is 
attributed to the robotic handle reduces when forces are 
slowly introduced over a number of trials so that partici-
pants are not aware of the perturbation84. These results 
have been formalized in a Bayesian model in which the 
relative allocation of credit to internal or external sources 
depends on both a prior shaped by previous experience 
as well as on the source that is most consistent with the 
perturbation86. A Bayesian model has also been used to 
account for the assignment of errors to either sensory 
or motor sources during motor learning87. This model 
confirmed a surprising prediction, that adaptation of 
reaching movement to perturbing forces elicits a change 
in the mapping between vision and proprioception (for 
example, REFS 88,89).
When we learn new dynamics or kinematics, we 
must also be able to link this learning to appropriate 
contextual cues such as objects, tasks or environments. 
As mentioned above, grasping and releasing an object 
(for example, a robot handle) can provide a powerful 
contextual cue for switching the internal model of the 
object dynamics90. Without such cues, it is difficult to 
learn novel opposing loads when these are applied to the 
hand91,92. Although some arbitrary contextual cues, such 
as colour, allow some slow learning of the two tasks93, 
behaviourally relevant contexts can lead to rapid con-
text-dependent learning85. For example, when opposing 
loads are linked to bimanual and unimanual contexts, by 
R E V I E W S
NATURE REVIEWS | NEUROSCIENCE  VOLUME 12 | DECEMBER 2011 | 745
© 2011 Macmillan Publishers Limited. All rights reserved
Savings
This refers to the phenomenon 
that relearning of a 
perturbation or skill for a 
second time is faster than 
initial learning.
having participants simultaneously move the other arm 
for one of the loads, the interference is reduced94. Even 
within bimanual movements, the relative motion direc-
tions of the two hands act as a strong contextual cue to 
learning95. Similarly, the motor system can learn sepa-
rate dynamics for movements in which a single object 
is jointly grasped with both hands, and movements in 
which each hand moves independently96. Several recent 
models have been developed to account for the reduc-
tion in interference in the presence of contextual cues80,97. 
These models propose multiple, overlapping internal 
representations that can be selectively engaged by each 
movement context. Although the field is starting to com-
pile a list of the cues that can or cannot serve as con-
textual switches, a general underlying principle of what 
determines this striking divide is still elusive.
Errors during motor learning can also be assigned 
to processes that act on different timescales. A recent 
model79 based on this idea of temporal credit assignment 
can account for a number of phenomena that are related 
to reach movement adaptation to perturbations as well as 
saccadic adaptation98. The key idea is that there are fast 
and slow learning processes acting in parallel (FIG. 3a). 
Each process receives the same error and incorporates 
a proportion of the error into its current estimate of the 
underlying perturbation. In addition, each state decays 
passively over trials. The fast and slow processes differ 
by their rates of learning and unlearning (or decay). This 
dual-rate model is able to account for several features 
of motor learning, such as the double exponential rate of 
learning, savings in relearning and the spontaneous 
recovery of previously learned memories (FIG. 3b). Using 
techniques in which errors are removed so that the fast 
process decays quickly, it is possible to identify the state 
of the slow process and thereby establish evidence for 
the dual-rate model79.
Figure 2 | Motor primitives and structural learning. a | The motor system may have primitives for the dependence of a 
force magnitude through the course of a reaching movement. Each primitive represents a time course of force production 
for the duration of the movement. The final output is the sum of the primitives weighted by their activation. Possible 
primitives are either purely position- or velocity-dependent (primitives on x and y axes, respectively) or represent a 
combination of the two force components (off axis). b | The motor system may have a prior that favours perturbations that 
combine position- and velocity-dependent forces in the same direction. This prior can be represented as a non-isotropic 
distribution of motor primitives with more primitives on the positive diagonal. The prior leads to faster learning of 
perturbations that lie along the preferred direction (for example, the green disk) compared to perturbations that lie off the 
diagonal (for example, the red disk). The prior also leads to a bias of learning towards the main axis of the distribution 
when pure position- or velocity-dependent perturbations (shown by black circles) are experienced78. c | Structural 
learning can be achieved by changing the prior distribution of primitives through experience. For example, in a 
visuomotor rotation learning experiment, two groups of participants were either exposed to random horizontal 
perturbations (left part; shown by the double-ended arrow) or to random vertical perturbations (right part; shown by the 
double-ended arrow). After experience, adaptation to the matching perturbation type was accelerated, suggesting that 
the primitives become aligned with the axis107.
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Declarative memory
Memories that can be 
consciously recalled, such as 
facts and events.
Procedural memory
Unconscious memories of skills 
and how to do things, such as 
being able to walk downstairs.
Recently, models with additional learning processes 
have been proposed. For example, one model proposes 
a single fast process combined with multiple slow pro-
cesses that are tuned for different learning contexts80. One 
advantage of having multi-rate learning processes is that 
these processes can parallel the temporal variations in the 
causes of sensorimotor errors. For example, some distur-
bances — such as muscle fatigue — arise and disappear 
on a short timescale, whereas others — such as muscle 
damage — tend to be long-lasting. The credit assignment 
problem can then be solved using Bayesian inference on a 
generative model that contains processes acting on these 
timescales99. In agreement with such a model, learning 
has been shown to be sensitive to the temporal statistics 
of the perturbation, with experience in a rapidly chang-
ing environment leading to motor memories that decay 
faster than motor memories resulting from experience in 
an environment with more gradual changes100. However, 
we have yet to determine whether the different time-
scales in motor learning are implemented by a system 
that contains a distribution of possible timescales, or by 
a finite set of qualitatively distinguishable neural and 
behavioural systems.
It has been suggested that the initial part of motor 
learning is more cognitively driven than later learning, 
and recent studies have started to explore this issue in 
more detail. For example, it has been shown that spatial 
working memory is particularly important for the early 
but not for the late stage of visuomotor learning101,102. 
In addition, a recent study suggests that the fast but not 
the slow learning process may share resources with the 
declarative memory system, leading to the fast process 
being disrupted by a task that engages declarative mem-
ory103. The fast and slow processes may be related to the 
declarative and procedural memory components that are 
observed in sequence learning tasks such as the serial 
reaction time (SRT) task. In the SRT task, disrupting the 
declarative component immediately following learning 
leads to slow off-line skill improvement or consolida-
tion104. This suggests that the declarative component 
interacts with, and in this case hinders, the procedural 
component.
Structural learning. We have discussed how represen-
tations (motor primitives or priors underlying credit 
assignment) change how we learn the parameters of a 
task. However, in general there are at least three levels 
of representation that are relevant: the structure of the 
task, its parameters and the relevant state. The struc-
ture represents the relevant inputs and outputs of the 
system and the functional form of the equations that 
relate them. For example, when we learn to play tennis 
or squash we have to identify the task-relevant inputs 
and outputs — such as arm motor commands and rac-
quet head motion — as well as the mapping between 
them, which depends on the geometry and dynamics 
of the racquet. Learning the structure in one task, such 
as tennis, can be beneficial for tasks that share a simi-
lar structure, such as other racquet sports. What differs 
between tennis, squash and badminton are the param-
eters of the structures, such as the racquet length, head 
size and weight. In principle, if the structure is known 
then the parameters of the system can be quickly identi-
fied, allowing rapid learning. However, if the structure 
is unknown, or one’s estimate of the structure is incor-
rect, learning will be impeded. Finally, estimating task-
relevant state information, such as the racquet head’s 
position and orientation is facilitated if the structure 
and parameters of the task are estimated correctly, but 
can be impaired or biased otherwise.
An example from the robotics field illustrates one 
way in which structural learning can take place105. A spi-
der-like robot knew only that it had a set of eight actua-
tors, each of which controlled a single joint angle in its 
body, but did not know the structure of its own body; 
that is, how many legs it had, how many segments each 
leg had or the geometry of its body and legs. Its only 
sensory input was a tilt sensor mounted on the body. 
The robot took random actions and considered possible 
kinematic structures, honing in on those that could best 
explain the joint-angles and tilt dataset. It then chose 
new actions that aimed to distinguish between possi-
ble structures. The robot was quickly able to learn its 
own structure.
Box 3 | Credit assignment in redundant systems
A particular form of the credit assignment problem occurs in redundant systems, in 
which the actions of multiple effectors contributes to the outcome. In this situation 
there is a fundamental ambiguity as to which particular body part or muscle caused 
the error. One particular assignment has been studied in a bimanual task (see the 
figure, part a) in which subjects control a visual cursor that is located at the spatial 
average of the positions of the two hands133. When a visual perturbation such as a 
rotation is applied to the cursor path (see the figure, part a; black path) the error can 
be credited to either the right or left hand, or any combination of the two hands. The 
paths taken by the left and right hands (see the figure, part a; blue and red paths, 
respectively) can be used to quantify the extent of correction taken up by the two 
hands. Examination of the correction asymmetry, which reflects the proportion of the 
correction taken up by the right hand, across subjects (see the figure, part b) showed 
that right-handed participants corrected errors more with their left hands (correction 
asymmetric <0.5), presumably because the left hand is more likely to make errors. 
Across participants, the hand that was most involved in the corrective response within 
a movement also showed the biggest adaptive change in the next movement 
(adaptation symmetry reflects the proportion of the total adaptation for which the 
right hand is responsible), suggesting that participants assigned errors in a unified 
manner for correction and adaptation. In a similar manner to structural learning, this 
credit assignment can be modulated by pre-exposing one of the hands to a high level 
of random perturbations during unimanual movements. This causes this hand to 
exhibit a greater corrective response when exposed to the bimanual redundant 
situation. Data from REF. 133.
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Recent studies have shown that new structures can be 
learned by exposing participants to a randomly varying 
set of tasks that share a common structure but vary in 
their parameter settings106–109. For example, after being 
exposed to horizontal (FIG. 2c) or vertical (FIG. 2d) visuo-
motor rotations in a three-dimensional reaching task, 
participants adapted more rapidly to new tasks that share 
the same structure. In this case, the new perturbation fell 
within their prior assumption about the distribution of 
possible perturbations, and they therefore only needed 
to adjust the key parameters that were appropriate for 
that structure. Whether we make optimal actions to 
facilitate the learning of new structures, and the identi-
fication of previously learned structures and parameters, 
is an open question110.
Many studies of motor learning have applied loads 
to the hand that have novel and unusual structures. One 
common example is the use of rotary viscous force fields 
that perturb the arm perpendicular to the direction of the 
movement with a magnitude that scales with hand speed 
(for example, REFS 91,111). In these situations, learning 
tends to be slow because the structure is new and because 
it is difficult to separate the structure from the parameters. 
Learning may only become faster if the learner experi-
ences more than a single example of the structure with 
different parameters; for example, racquets with different 
lengths or rotary viscous loads with different viscosities. In 
some cases, the structure of the task is so novel and com-
plex that an initial exploratory period is observed during 
which subjects must discover the structure of the task 
before they can apply error-based learning and show clear 
improvements in performance6,112. By contrast, most of 
the learning that we do in everyday motor tasks involves 
rapid learning of the parameters of familiar structures. 
For example, most of the new objects that we pick up are 
inertial loads and we must simply learn the mass. Cues 
combined with priors can be used to identify the structure 
(for example, familiar inertial or elastic loads) and we can 
then quickly estimate the parameters (for example, mass 
or elasticity) of the task28,113,114. It remains unclear whether 
the learning of structures and parameters relies on funda-
mentally different neural operations or whether they share 
the same neural machinery.
Conclusions and future directions
We have reviewed three key topics that are related to 
sensorimotor learning: what has to be learned, how it is 
learned and how knowledge developed during learning 
is represented. In reviewing these topics, we have tried 
to identify a number of specific research questions that 
remain unanswered. Here, we highlight three overarching 
challenges for the future of the field.
From laboratory learning to real-world learning. We now 
have a detailed understanding of the learning and con-
trol of a narrow range of tasks, including simple reaching 
tasks in which visuomotor and dynamics perturbations 
are applied. Although these tasks are amenable to analysis 
and modelling, they do not capture the full complexity 
of real-world motor control and it is not clear whether 
the learning models that are developed will generalize to 
tasks such as tying shoelaces or learning to skateboard. 
The study of sensorimotor control is fundamentally dif-
ficult because it deals with a dynamic, real-time control 
system that turns sensations and memory into action and 
vice versa. Given this complexity, it is understandable that 
the field has focused on a limited number of simplified 
tasks. However, expanding the range of tasks may help us 
deal with new challenges.
From sensorimotor control to robotics and brain–machine 
interfaces. Progress in sensorimotor control research is 
reflected in the successful implementation of learning 
and control models in robotic devices. Although robots 
have faster and less noisy sensors and actuators, and can 
perform rapid decision making and control, in general, 
Figure 3 | A dual-rate learning process. a | Both the state of the fast learner (x
f
) and 
slow learner (x
s
) decay over trials and incorporate part of the performance error into their 
state. The fast learner learns more rapidly (indicated by a higher learning rate, β
f
 > β
s
) and 
also ‘unlearns’ more rapidly (indicated by a lower retention factor, α
f
 < α
s
), compared to 
the slow learner. The motor output is the combination of both the fast and slow learners’ 
outputs. The performance error is the difference between this output and the task 
parameter setting, f(n) (for example, the magnitude of a force field). b | Simulations of 
learning in the dual rate model. When the task parameter is set to +1 the total motor 
output (shown in blue) increases to reduce the error. Initially, the fast learner (shown in 
red) contributes most to the learning but with time the slow learner (shown in green) 
takes over and the fast learner’s contribution decays. This leads to the typical double 
exponential learning curve that is seen in many learning studies. When the task 
parameter is set briefly to –1, the total motor output quickly falls to zero as the fast 
learner adapts. However, although the total motor output now has the same value as 
before learning, the states of the fast and slow learners are not back at baseline. When 
the original task parameter setting of +1 is reinstated, the overall learning is faster  
than the initial learning (compare the rise in the blue curves on the first and second 
occurrence of task parameter +1) as the slow learner has retained much of their learning, 
thereby demonstrating savings (for more details of this model see REF. 79).
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current robots lag far behind human performance. So 
far, relatively few principles from the study of biological 
sensorimotor control have been influential in the robot-
ics community. However, one notable example is the idea 
of incorporating adaptive passive properties into robot 
actuators (for example, adjustable springs) to enable the 
sort of impedance control of limb motion that humans 
exploit.
There has been substantial interest in trying to extract 
information from signals that are recorded from the 
brain to control external devices. The goal is to develop 
devices that will allow patients with neural impairments, 
including spinal cord injury, as well as amputees to effect 
movement. At present, such systems do not fully close 
the sensorimotor loop; although the patient can see the 
robotic interface and therefore guide it visually, effective 
tactile feedback, which may allow finer manipulation 
abilities, has yet to be developed.
From models to neuronal implementations. Although 
substantial progress has been made in computational 
sensorimotor control, the field has been less success-
ful in linking computational models to neurobiological 
models of control. For example, despite the plethora 
of experimental studies and extensive computational 
modelling, the fundamental computations performed 
by — for example — the motor cortex or the cerebellum 
remain elusive. The hope is that as models of sensori-
motor control and learning become more precise, the 
chances of linking these models to the underlying neu-
ral implementations will increase. For example, model-
based imaging studies (for example, REF. 49) and new 
theoretical concepts in neurophysiology (for example, 
REF. 115) are beginning to link models and neural data. 
Studying how these computations are implemented in 
the nervous system will also provide constraints for com-
putational theories.
In conclusion, over the past 10 years, tremendous 
progress has been made in our understanding of the 
computational aspects of motor learning. The excit-
ing challenges ahead are to understand the learning of 
real-world tasks and the neural implementation of the 
underlying processes. The success of this research field 
will be measured by whether the theories can inform 
behaviour training regimes in sports and rehabilitation, 
inspire new developments in the field of robots and con-
tribute to new treatments for neurological movement 
disorders.
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