





2.1 Studi Literatur 
 Pada tahap ini adalah mencari referensi dan mendalami literatur berupa 
jurnal, conference, karya tulis ilmiah, penelitian sebelumnya dan metode yang 
mendukung dalam penelitian. Berikut adalah hasil – hasil kajian penelitian 
sebelumnya yang digunakan untuk referensi pada penelitian ini: 
1. Penelitian Sruti el al. [4] yaitu “A Hybrid Approach to Brain Tumor Detection 
from MRI Iages using Computer Vision”. 
 Pada penelitian tersebut, peneliti melakukan analisi penggunaan hybrid 
approach untuk melakukan klasifikasi penyakit tumor otak berdasarkan gambar 
MRI. Yang dimaksud dengan hybrid approach adalah menggunakan metode 
Convolutional Neural Network (CNN) untuk melakukan feature extraction dan 
untuk melakukan klasifikasi penyakit tumor otak berdasarkan gambar MRI 
menggunakan metode Linear Support Vector Machine. Penelitian tersebut 
menggunakan dataset gambar MRI tumor otak sebanyak 253 gambar yang 155 
gambar termasuk kelas tumorous dan 98 gambar termasuk kelas non-tumorous. 
Dataset akan dilakukan preprocessing seperti mengubah ukuran gambar atau image 
resizing menjadi ukuran 1000 x 1000 pixels dan dilakukan proses pixel scaling, 
dimana semua dataset akan di scaling menjadi nilai 0 dan 1, lalu akan dibagi dengan 
255 agar secara komputasi lebih cepat. Hasil dari penelitian tersebut mendapatkan 
hasil 98.04% untuk nilai akurasi. 
2. Penelitian Mahua dan Minakshi [5] yaitu “A Comparative Analysis of 
Application of Niblack and Sauvola Binarization to Retinal Vessel 
Segmentation”. 
 Pada penelitian tersebut, peneliti melakukan analisis penggunaan metode 
Niblack dan Sauvola binarization untuk melakukan segmentasi pada pembuluh 
retina mata. Pada penelitian Mahua dan Minakshi melakukan preprocessing pada 
dataset dengan metode median filtering dan histogram equalization. Menurut 




secara komputasi lebih simpel dan efisien untuk diimplementasikan dalam 
melakukan segmentasi pembuluh retina mata. Penelitian tersebut menggunakan 
Online DRIVE dataset [11] yang diambil menggunakan kamera Canon CR5 non-
mydriatic 3CCD. Jumlah dataset ada 40 gambar dengan ukuran 565 x 584 dan 33 
gambar termasuk kelas “not show any sign of diabetic retinopathy” dan 7 gambar 
termasuk kelas “mild early diabetic retinopathy”. Hasil dari penelitian tersebut 
mendapatkan hasil akurasi sebesar 0.9434 untuk metode Sauvola dan akurasi 
sebesar 0.9323 untuk metode Niblack. 
3. Penelitian Geethu et al. [6] yaitu “A Novel Shadow Removal Algorithm using 
Niblack Segmentation in Satellite Images”. 
 Pada penelitian tersebut, peneliti melakukan analisis penggunaan metode 
segmentasi Niblack, Sauvola dan Otsu untuk melakukan segmentasi bayangan pada 
citra satelit. Menurut Geethu et al. penggunaan teknik thresholding, metode image 
based, teknik Colour Spectrum dan teknik Texture based sering dipakai untuk 
mendeteksi sebuah bayangan dari sebuah gambar. Selain itu, digunakan juga teknik 
morphological filtering untuk menghilangkan daerah bayangan yang salah agar bisa 
mendeteksi bagian daerah bayangan yang benar. Penelitian ini melakukan tiga 
skenario percobaan dimana pengujiannya dengan mengukur performa akurasi dari 
masing – masing metode yang diusulkan oleh Geethu et al. Hasil dari penelitian 
tersebut mendapatkan hasil akurasi sebesar 0.802 untuk metode Sauvola, akurasi 
sebesar 0.820 untuk metode Otsu dan akurasi sebesar 0.941 untuk metode Niblack. 
2.2 Tumor Otak 
 Tumor otak adalah sekumpulan sel abnormal yang berkembang secara tidak 
terkendali dan menyerang jaringan otak manusia. Tumor otak bisa terjadi kepada 
siapa saja, tidak memperhatikan umur dan bisa muncul di area mana saja dengan 
bentuk dan ukuran yang berbeda – beda. Pada umumnya tumor otak digolongkan 
menjadi dua jenis, yaitu benign (benignant) atau manignant. Tumor otak benign 
memiliki struktur sel yang homogen atau uniform dan tidak memiliki sel kanker 
yang aktif, sedangkan pada tumor otak malignant memiliki struktur sel yang 
heterogen atau non-uniform dan memiliki sel kanker aktif yang dinamakan sel 




menyebar ke jaringan yang lain, dibandingkan dengan tumor otak malignant jauh 
lebih berbahaya karena pertumbuhannya jauh lebih cepat. Untuk mengatasi tumor 
otak benign bisa dengan cara radiologis atau operasi, sedangkan untuk tumor otak 
malignant hanya bisa diatasi dengan chemotherapy, radiotherapy atau gabungan 
dari kedua metode tersebut [1], [2], [12]. 
2.3 Image Thresholding 
 Image thresholding adalah sebuah metode yang simpel, namun juga yang 
paling penting dan berguna ketika untuk membedakan antara objek dan 
background. Thresholding adalah sebuah metode mengubah gambar yang bersifat 
grayscale menjadi binary berdasarkan nilai threshold [13], [14]. 
2.3.1 Global Thresholding 
 Global thresholding terdiri dari pengaturan nilai threshold yang apabila 
nilai intensitas dari voxel dibawah nilai threshold maka akan menjadi satu kesatuan 
secara keseluruhan [15]. Hasil dari proses tresholding disebut binary image, dimana 
pixel dengan nilai intensitas 1 adalah sebagai objek dan pixel dengan nilai intensitas 
0 adalah background [16] seperti pada Gambar 1. Rumus perhitungan global 
thresholding dapat ditulis dengan Persamaan 1. 
𝑓𝐵(𝑖, 𝑗) = 𝑓(𝑥) = {
1, 𝑓𝑔(𝑖, 𝑗) ≤ 𝑇
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
      (1) 
Keterangan: 
𝑓𝑔(𝑖, 𝑗) adalah citra hitam putih. 
𝑓𝐵(𝑖, 𝑗) adalah citra biner. 





Gambar 1. Global Thresholding [17] 
2.3.1.1 Otsu Thresholding 
 Metode Otsu thresholding merupakan sebuah metode yang diperkenalkan 
oleh Nobuyuki Otsu. Metode Otsu thresholding adalah metode yang berdasarkan 
dari nilai histogram dan metode pendekatannya berupa automatic image 
thresholding dan termasuk metode yang sangat mudah untuk diimplementasikan. 
Cara kerja dari metode Otsu tresholding adalah dengan membagi gambar menjadi 
dua bagian, yaitu foreground dan background. Metode ini akan mendeteksi nilai 
terbaik dari threshold yang nantinya histogram akan membagi menjadi dua nilai, 
yaitu nilai minimum dan maximum [13]. Selain itu Otsu thresholding banyak dipilih 
karena metode yang paling praktis dan memakai nilai global untuk menghitung 
nilai threshold [18]. Gambar 2 merupakan contoh dari metode Otsu thresholding. 
Pada metode Otsu, untuk mencari nilai threshold yang meminimumkan nilai intra 
class variance dapat didefinisikan sebagai weighted sum of variance dari dua kelas 




2(𝑡)      (2)  
𝑤0(𝑡) = ∑ 𝑃(𝑖)
𝑡=1
𝑖=0         (3)  
𝑤1(𝑡) = ∑ 𝑃(𝑖)
𝐿=1










Weight 𝑤0 dan 𝑤1 adalah probabilitas dari dua kelas warna. 
𝑡 adalah nilai threshold. 
𝜎0
2dan 𝜎1
2 adalah varians dari dua kelas. 
𝑛𝑖 adalah jumlah pixel pada level ke i. 
𝑁 adalah total jumlah pixel pada citra.  
 
Gambar 2.  Otsu Thresholding [19] 
2.3.2 Local Thresholding 
 Local thresholding adalah metode thresholding yang membagi satu gambar 
menjadi n bagian, lalu dari masing – masing gambar akan dihitung nilai threshold 
seperti pada Gambar 3. Keuntungan dari membagi gambar menjadi beberapa bagian 
adalah bisa menggunakan metode thresholding yang berbeda – beda [20]. Dari 
beberapa penelitian menyebutkan bahwa metode local thresholding sukses untuk 
melakukan binarizing document images [21]. Rumus perhitungan local threshold 
dapat ditulis dengan Persamaan 6 
𝑏(𝑥, 𝑦) = 𝑓(𝑥) = {
0, 𝑖𝑓 𝐼(𝑥, 𝑦) ≤ 𝑇(𝑥, 𝑦)
1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                
     (6) 
Keterangan:  




𝐼(𝑥, 𝑦) adalah lokasi (x, y) intensitas sebuah pixel dari sebuah citra I. 
𝑇(𝑥, 𝑦) adalah nilai sebuah threshold. 
 
Gambar 3. Local Thresholding [17] 
2.3.2.1 Niblack Thresholding 
 Metode ini diusulkan oleh Niblack pada tahun 1986. Cara kerja dari Niblack 
thresholding adalah dengan menentukan nilai setiap window yang berdasarkan dari 
local mean, m dan local standard deviation yang dimana ukuran dari window ini 
ditentukan oleh user [22]. Metode ini sangat baik ketika mendeteksi tulisan pada 
dokumen gambar, tetapi memiliki kelemahan ketika pada empty window karena 
akan menghasilkan black noise [23]. Gambar 4 merupakan contoh dari Niblack 
thresholding. Rumus perhitungan Niblack thresholding dapat ditulis dengan 
Persamaan 7, dimana untuk rekomendasi nilai k adalah -0.2 menurut Niblack. 







𝑚 adalah nilai rata – rata (mean). 
𝑘 adalah nilai konstan. 
𝜎 adalah nilai standar deviasi (standard deviation).  
 
Gambar 4. Perbandingan Dokumen Teks Original dengan Niblack Thresholding 
[24] 
2.3.2.2 Sauvola Thresholding 
 Metode ini diusulkan oleh Sauvola et al. pada tahun 1997. Metode Sauvola 
thresholding adalah bentuk improvisasi dari metode Niblack yang berhasil 
mengatasi masalah mengenai black noise [23]. Gambar 5 merupakan contoh dari 
Sauvola thresholding. Rumus perhitungan Sauvola thresholding dapat ditulis 
dengan Persamaan 8, dimana nilai k ada di rentang [0.2, 0.5]. 
𝑇 = 𝑚 ∗ (1 − 𝑘 ∗ (1 −
𝜎
𝑅
)       (8) 
Keterangan: 
𝑚 adalah nilai rata – rata (mean). 
𝑘 adalah nilai konstan. 
𝜎 adalah nilai standar deviasi (standard deviation) 





Gambar 5. Perbandingan Dokumen Teks Original dengan Sauvola Thresholding 
[24] 
2.4 Image Classification 
 Image classification atau klasifikasi gambar adalah salah satu teknik di 
bidang Computer Vision untuk melakukan deteksi objek dan penilaian objek pada 
suatu gambar yang kemudian dikategorikan ke dalam kelas atau label tertentu dari 
beberapa kelas atau label yang tersedia. Tujuan dasar dari proses image 
classification adalah melakukan klasifikasi suatu gambar ke label tertentu [25].  
2.5 Convolutional Neural Network  
 Convolutional Neural Network (CNN) adalah salah satu jenis metode deep 
learning yang sering dipakai untuk mengelolah data gambar atau citra. CNN juga 
bisa disebut dengan Artificial Neural Network (ANN) atau Jaringan Syaraf Tiruan 
(JST), karena terdiri dari neuron yang dapat mengoptimalkan melalui learning. 
Yang membedakan antara CNN dan ANN adalah CNN memiliki sebuah proses 
konvolusi atau convolution yang dimana matriks memiliki fungsi untuk melakukan 
filter pada gambar [26]. Selain itu, keuntungan menggunakan CNN adalah 
menggunakan local connections, shared weights, pooling dan bisa menggunakan 
layer yang banyak [27]. Gambar 6 adalah bentuk arsitektur dari CNN yang terdiri 





Gambar 6. Arsitektur Convolutional Neural Network [28] 
2.5.1 Convolutional Layer 
 Tujuan dari convolutional layer adalah untuk melakukan feature extraction 
atau mengekstraksi fitur yang penting pada suatu data. Bentuk dari convolutional 
layer biasanya di representasikan dalam bentuk feature maps [27]. Convolutional 
layer akan menentukan tiap neuron akan terhubung ke local regions berdasarkan 
perhitungan dari scalar antara weight dan region yang terhubung oleh input. 
Gambar 7 adalah proses konvolusi. 
 
Gambar 7. Convolutional Layer [29] 
2.5.2 Rectifier Linear Unit (ReLU) 
 Merupakan fungsi aktivasi matematika yang biasanya dipakai setelah proses 
konvolusi. ReLU merupakan fungsi aktivasi non-linear yang sering dipakai karena 
bisa fungsi aktivasi ReLU bisa belajar di network yang memiliki layer yang banyak. 






Gambar 8. Fungsi Aktivasi ReLU [30] 
𝑓(𝑥) = max (0, 𝑥)        (9) 
2.5.3 Max Pooling 
 Max Pooling layer merupakan salah satu bentuk dari pooling layer. Fungsi 
dari pooling layer ini adalah untuk mengurangi jumlah parameter dan mereduksi 
komputasi. Max pooling juga bisa melakukan down-sampling untuk mendapatkan 
spatial invariance dengan cara membagi gambar menjadi persegi kecil (dengan 
ukuran 2x2 pada penelitian ini) yang akan memindahkan gambar dengan nilai step 
yang sudah ditentukan dan akan mengambil nilai paling tinggi atau nilai maksimum 
[31], [32]. Gambar 9 adalah bentuk dari max pooling. 
 
Gambar 9. Max Pooling 
2.5.4 Flattening 
 Flattening adalah sebuah proses dimana mengubah final feature map 
menjadi bentuk single feature vector atau juga bisa disebut sebuah layer yang 
berfungsi untuk mengubah data menjadi bentuk array 1-D. Gambar 10 adalah 





Gambar 10. Flattening 
2.6 Support Vector Machine (SVM) 
 Support Vector Machine (SVM) adalah termasuk model machine learning 
dengan teknik supervised learning yang digunakan untuk menganalisa data untuk 
klasifikasi dan analisis regresi. SVM dengan teknik supervised learning yang 
digunakan untuk mengklasifikasikan berbagai kategori data, seperti klasifikasi 
biner, klasifikasi data linier dan non-linier. Cara kerja dari metode SVM membuat 
hyperplane atau beberapa hyperplanes dalam ruang yang berdimensi tinggi, dan 
hyperplane yang terbaik adalah yang secara optimal dapat membagi data ke dalam 
kelas yang berbeda dengan pemisahan terbesar antar kelas [33], [34]. Gambar 11 





Gambar 11. Support Vector Machine (SVM) [35] 
2.7 Evaluasi yang digunakan 
 Metode pengujian dari tiga skenario yang diusulkan pada penelitian ini 
adalah menggunakan confusion matrix untuk mengukur kinerja model SVM dalam 
melakukan klasifikasi. Confusion matrix adalah tabel pengujian yang sering 
digunakan untuk mengukur kinerja dari model klasifikasi yang digunakan pada 
data train, Tabel 1 berikut adalah bentuk dari confusion matrix  
Tabel 1. Confusion Matrix 
 Ground Truth 
TRUE FALSE 










TP = Model memprediksi positif dan ground truth positif 
TN = Model memprediksi negatif dan ground truth negatif 




FN = Model memprediksi negatif tetapi ground truth positif 
Berdasarkan confusion matrix, pengukuran performa dari masing – masing skenario 
pada penelitian ini akan diukur menggunakan accuracy, recall, precision dan f1-
score 
1. Accuracy, mengukur tingkat kebenaran yang diprediksi oleh model yang 
diusulkan. Rumus perhitungan accuracy dapat ditulis dengan persamaan 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 
2. Recall, mengukur dari semua kelas yang diprediksi benar, berapa banyak 
yang dapat diprediksi oleh model dengan tepat. Rumus perhitungan recall 





3. Precision, mengukur dari semua kelas yang diprediksi benar, berapa banyak 






4. F1-score, mengukur nilai harmonic mean dari precision dan recall. Rumus 
perhitungan f1-score dapat ditulis dengan persamaan 
𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2 ∗ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)
 
2.8 Bahasa Pemrograman Python 
 Python adalah bahasa pemrograman yang diciptakan oleh Guido van 
Rossum. Python merupakan bahasa pemrograman yang interpreted, high-level dan 
general purpose, yang artinya lebih menekankan pada keterbacaan kode script agar 
lebih mudah dipahami. Python juga mendukung beberapa paradigma bahasa 
pemrograman, seperti structural, object-oriented dan functional. Bahasa 
pemrograman Python berbasis open source sehingga banyak digunakan untuk 
analisis data, membangun interface, hingga membangun Rapid Application 
Development [36].  
 
