We study multivariate integration of functions that are invariant under the permutation (of a subset) of their arguments. Recently, in Nuyens, Suryanarayana, and Weimar [10] (Adv. Comput. Math. (2016), 42(1):55-84), the authors derived an upper estimate for the nth minimal worst case error for such problems, and showed that under certain conditions this upper bound only weakly depends on the dimension. We extend these results by proposing two (semi-) explicit construction schemes. We develop a component-by-component algorithm to find the generating vector for a shifted rank-1 lattice rule that obtains a rate of convergence arbitrarily close to O(n −α ), where α > 1/2 denotes the smoothness of our function space and n is the number of cubature nodes. Further, we develop a semi-constructive algorithm that builds on point sets which can be used to approximate the integrands of interest with a small error; the cubature error is then bounded by the error of approximation. Here the same rate of convergence is achieved while the dependence of the error bounds on the dimension d is significantly improved.
Introduction
In recent times, the efficient calculation of multidimensional integrals has become more and more important, especially when working with a very high number of dimensions. It is well-known that such problems are numerically feasible only if certain additional assumptions on the integrands of interest are imposed. In this paper we seek to construct cubature rules to approximate integrals of d-variate functions which are invariant under the permutation of (subsets of) their arguments. Such a setting was studied earlier in [16] in the context of approximations to general linear operators and also recently in [10, 17] for the special case of integration. These investigations were motivated by recent research by Yserentant [19] , who proved that the rate of convergence rule for general RKHSs is derived. The corresponding error analysis can be found in Theorem 5.8. Finally, in Section 5.3, the obtained results are applied to the permutation-invariant setting described in Section 2. The paper is concluded with an appendix which contains the proofs of some technical lemmas needed in our derivation.
We briefly introduce some notation that will be used throughout the paper. Vectors are denoted by bold face letters, e.g., x, k, h. In contrast, scalars are denoted by, e.g., x, k, h. To denote multidimensional spectral indices we mainly use h or k. The elements of a d-dimensional vector are denoted as k = (k 1 , . . . , k d ). We use x · y to denote the inner product or the dot product of two vectors x and y. The prefix # is used for the cardinality of a set. Finally, the norm of a function f in a function space H d is denoted by f H d .
Setting
We study multivariate integration
for functions from subsets of some Hilbert space of periodic functions
Here f (k) are the Fourier coefficients of f , given by 
Note that the problem is said to be well scaled if β 0 = 1. The parameter α ≥ 0 describes the smoothness. Throughout this paper we assume that 1 c R R(m) ≤ R(n m) n ≤ R(m) for all n, m ∈ N, and some c R ≥ 1.
Moreover, we assume that (R(m) −1 ) m∈N ∈ ℓ 2α ; i.e.,
The functions f ∈ F d (r α,β ) possess an absolutely convergent Fourier expansion. Also, the above assumptions imply R(m) ∼ m and α > 1/2, and for these conditions, it is known that F d is a d-fold tensor product of some univariate reproducing kernel Hilbert space (RKHS) F 1 = H(K 1 ) with kernel K 1 , see, e.g., [6, Appendix A] . The inner product on the RKHS F d = H(K d ) is then given by
We now recall the definition of I d -permutation-invariant functions f ∈ F d (r α,β ), where I d ⊆ {1, . . . , d} is some fixed subset of coordinates. As discussed in [16, 17] and [10] these functions satisfy the constraint that they are invariant under all permutations of the variables with indices in I d ; i.e.,
f (x) = f (P (x)) for all x ∈ [0, 1]
where S d := S {1,...,d} (I d ) := P : {1, . . . , d} → {1, . . . , d} P a bijection such that P {1,...,d}\I d = id . (2) reduces to the condition f (x 1 , x 2 , . . . , x d ) = f (x 2 , x 1 , . . . , x d ). With slight abuse of notation, we shall use P also in the functional notation; i.e., we let P (x) := x P (1) , . . . , x P (d) , x = (x 1 , . . . ,
The subspaces of all I d -permutation-invariant functions in F d will be denoted by S I d (F d (r α,β )).
For fully permutation-invariant functions, we will simply write S(F d (r α,β )). It is known that if I d = {i 1 , i 2 , . . . , i #I d }, the set of all
with k from the set
constitutes an orthonormal basis of S I d (F d (r α,β )); see [16] for more details. Here,
..,d} (k, I d )! := #{P ∈ S d P (k) = k}, accounts for the repetitions in the multiindex k. Since the subspace S I d (F d (r α,β )) is equipped with the same norm as the entire space F d (r α,β ), it is again a RKHS. Moreover, from [10] we know that its reproducing kernel is given by
Finally, we mention that (using a suitable rearrangement of coordinates) the space
can be seen as the tensor product of the fully permutation-invariant subset of the #I d -variate space with the entire (d − #I d )-variate space; i.e.,
Hence, the reproducing kernel also factorizes like
For more details about the setting, we refer the reader to [10] .
Worst case error and tractability
We approximate the integral (1) by some cubature rule
that samples f at some given points t (j) ∈ [0, 1] d , j = 0, . . . , n − 1, where the weights w j are well-chosen real numbers. If w 0 = · · · = w n−1 = 1, then Q d,n is a quasi-Monte Carlo (QMC) rule which we will denote by QMC d,n := QMC d,n ( · ; t (0) , . . . , t (n−1) ). If K is the 2d-variate, real-valued reproducing kernel of some (separable) RKHS H d of functions on [0, 1] d , the worst case error of Q d,n is given by
see, e.g., Hickernell and Woźniakowski [3] . The nth minimal worst case error for integration on H d is then given by
Here the infimum is taken with respect to some class of cubature rules Q d,n which use at most n samples of the input function. We briefly recall the concepts of tractability that will be used in this paper, as described in Novak and Woźniakowski [6] . Let n = n(ε, d) denote the information complexity w.r.t. the normalized error criteion, i.e., the minimal number of function values necessary to reduce the initial error e(0, d; H d ) by a factor of ε > 0, in the d-variate case. Then a problem is said to be polynomially tractable if n(ε, d) is upper bounded by some polynomial in ε −1 and d, i.e., if there exist constants C, p > 0 and q ≥ 0 such that for all d ∈ N and every ε ∈ (0, 1)
If this bound is independent of d, i.e., if we can take q = 0, then the problem is said to be strongly polynomially tractable. Problems are called polynomially intractable if (6) does not hold for any such choice of C, p, and q. For the sake of completeness, we mention that a problem is said to be weakly tractable if its information complexity does not grow exponentially with ε −1 and d, i.e., if
In [10, Theorem 3.6 ] the following tractability result has been shown for the spaces
Consider the integration problem on the
• for all n and d ∈ N, the nth minimal worst case error is bounded by
where the constants V * and η * are chosen such that
• there exists a QMC rule which achieves this bound.
the integration problem is polynomially tractable (with respect to the worst case setting and the normalized error criterion).
•
and (9) holds for V * = 0, then we obtain strong polynomial tractability.
It is observed in [10] that for the periodic unanchored Sobolev space, i.e., β 0 = β 1 = 1 and R(m) = 2πm, the assumption (7) is fulfilled if α > 1/2. In addition, for sufficiently many permutation-invariance conditions and sufficiently large α, we even have strong polynomial tractability. Note that for α near 1/2, the factor (1 − η * ) −1/2 is extremely large, whereas for α = 1 we already have (1 − η * ) −1/2 ≤ 1.05. We stress the importance of the above tractability result by mentioning that the integration problem on the full space (I d = ∅) is not even weakly tractable. That is, in this case the information complexity n(ε, d) grows at least exponentially in ε −1 + d. We refer to [10] for a more detailed discussion about this result.
4 Component-by-component construction of rank-1 lattice rules
Definitions and known results
We briefly introduce unshifted and shifted rank-1 lattice rules. For n ∈ N, an n-point ddimensional rank-1 lattice rule Q d,n (z) is a QMC rule (i.e., an operator as given in (4) with w 0 = · · · = w n−1 = 1) which is fully determined by its generating vector
We will restrict ourselves to prime numbers n for simplicity. The following character property over Z d n w.r.t. the trigonometric basis is useful:
The collection of h ∈ Z d for which this sum is one is called the dual lattice and we denote it by L(z, n) ⊥ . It has been shown in [10, Corollary 4.7] that irrespective of the set I d , for standard choices of r α,β (such as in the periodic Sobolev space or Korobov space), the class of unshifted lattice rules Q d,n (z) is too small to obtain strong polynomial tractability. We thus consider randomly shifted rank-1 lattice rules in what follows.
For n ∈ N, an n-point d-dimensional shifted rank-1 lattice rule consists of an unshifted rule Q d,n (z) shifted by some shift ∆ ∈ [0, 1) d ; i.e., it's points are given by
We will denote such a cubature rule by Q d,n (z) + ∆.
The root mean squared worst case error helps in establishing the existence of good shifts. It is given by
The above error can be calculated using the shift-invariant kernel
. From [10, Proposition 4.8] we know that for d ∈ N and I d ⊆ {1, . . . , d} the shift-invariant kernel is given by
and, for every unshifted rank-1 lattice rule Q d,n (z) the mean squared worst case error satisfies
where c = 2β 1 µ R (α)/β 0 does not depend on d and n, see [10, Theorem 4.9] . Here H 
with c R as defined in Section 2 and
Remark 4.2. Some remarks are in order:
(i) In particular, for λ = 1, the above proposition implies that there exists a shifted rank-1 lattice rule such that
and it can be seen (cf. [10, Corollary 4.14] ) that this bound differs from (8) only by a small factor which does not depend on d, provided that (7) is fulfilled.
(ii) If 1 < λ < 2α, then (independent of I d ) there is an exponential dependence of C d,λ (r α,β ) on the dimension d which gets stronger as λ increases; this growth in the associated constant is typical and can be observed also when dealing with lattice rule constructions for classical spaces (without permutation-invariance). For λ → 2α, we even have
Nevertheless, without going into details, we mention that the dependence of this constant on the dimension can be controlled using additional constraints on the parameters β = (β 0 , β 1 ). We stress that these additional constraints are rather mild and would not achieve a similar tractability behavior for the full space. For an extensive discussion of lower and upper bounds for C d,λ (r α,β ) we refer to [10, Proposition 4.12].
The component-by-component construction
Here we derive a component-by-component (CBC) construction to search for a generating vector z * ∈ Z d n such that (for some well-chosen shift ∆ * ∈ [0, 1) d ) the corresponding shifted rank-1 lattice rule Q d,n (z * ) + ∆ * satisfies an error bound similar to the one given in Proposition 4.1. Our approach is motivated by similar constructions that exist for standard spaces defined via decay conditions of Fourier coefficients; see, e.g., [4, 13, 14] .
We will further make use of the following notation. Let d ∈ N and I d ⊆ {1, . . . , d}. For subsets ∅ = u ⊆ {1, . . . , d} and vectors h = (h 1 , . . . , h d ) ∈ Z d , we denote by h u := (h j ) j∈u the restriction of h to u. Hence, h u ∈ Z u is a #u-dimensional integer vector indexed by coordinates in u. Given h u ∈ Z u , its trivial extension to the index set {1, . . . , d} is denoted by (
Finally, the restriction of the set of admissible permutations and their associated multiplicities (see Section 2 for the original definitions) to the subset u will be abbreviated by
respectively.
To derive the component-by-component construction, we will need a little preparation. First, let us recall a technical assertion which can be found in [10, Lemma 4.10] .
, and n ∈ N be prime. Then
where L(z, n) ⊥ denotes the dual lattice induced by z and h ≡ 0 (mod n) is a shorthand for h ℓ ≡ 0 (mod n) for all ℓ = 1, . . . , d.
Proof. The proof is based on the character property given in (10) . We refer to [10] for the complete proof.
Furthermore, we will use a dimension-wise decomposition of the mean squared worst case error (11), as given below.
. . , d}, and n ∈ N be prime. Then for all generating
where we set
Proof. Let ∅ = u ⊆ {1, . . . , d} and assume that h = (h 1 , . . . , h d ) ∈ Z d \ {0} with h j = 0 if and only if j ∈ u and h j = 0 otherwise. Then, clearly,
Further, note that the collection of all non-empty u ⊆ {1, . . . , d} can be written as the disjoint union d ℓ=1 {u ⊆ {1, . . . , ℓ} ℓ ∈ u}. This gives rise to the disjoint decomposition
Next, observe that for every function G : Z d → C the following holds:
Using this and the permutation-invariance of M d (·)! and r α,β (·), we can express the mean squared worst case error (11) as
From the above considerations we thus infer that
which proves the result.
Now we are well-prepared to state and prove the main theorem of this section. It presents a component-by-component construction to search for a generating vector z * ∈ Z 
for all 1 ≤ λ < 2α, where C d,λ (r α,β ) is given by (13) .
Before presenting the proof of Theorem 4.5, we stress that our bound (17) for the CBC construction is only slightly worse than the error bound found in the general existence result of Proposition 4.1. It always depends on the number of permutation invariant variables and thus cannot be used to deduce strong polynomial tractability. This seems to be unavoidable, see also Remark 4.6 below. However, note that this additional linear dependence on d is a noticeable overhead only for the case of λ = 1; for λ > 1, the exponential growth in C d,λ (r α,β ) overshadows this dependence on d.
Proof of Theorem 4.5. Our proof is based on the dimension-wise decomposition of the mean squared worst case error given in Proposition 4.4. Once we have found z
such that the corresponding quantity E(Q d,n (z * )) 2 is upper bounded by the right-hand side of (17) , the result follows (as usual) by the mean value theorem which ensures the existence of a shift ∆ * with e
Step 1.
. . , d}, and n be a fixed prime. We apply Jensen's inequality (see Lemma A.1) with p = 1 ≥ 1/λ = q to the expression in (15) and obtain
with B I d ,ℓ as defined in (16) . In Step 2 and 3 below we will show that if we select z = z * component-by-component, then for all ℓ = 1, . . . , d, the summands in the estimate are bounded by
The recombination of these building blocks as in Proposition 4.4 then yields
such that the claim (17) is implied by (18) .
Step 2. To prove (19) we apply Jensen's inequality (again for p = 1 ≥ 1/λ = q) to (16) and obtain
. Now consider ℓ = 1 and assume z 1 = z * 1 ∈ {1, 2, . . . , n − 1} to be fixed arbitrarily. Then the sum over all subsets in the latter bound reduces to u = {1}. Accordingly, we have S u,I d = {id} and M u,I d (h u )! = 1 does not depend on h u . Moreover, for ℓ = 1 only those non-trivial indices h u belong to L(z u , n) ⊥ , i.e., satisfy h u · z u ≡ 0 (mod n), which can be written as h u = h 1 = n k for some k ∈ Z \ {0} because z u = z * 1 ∈ Z n and n is assumed to be prime. Hence, in this case we obtain that r
with c R /n ≤ (1 + c R ) max{1, #I d } 1/λ /n (recall that λ < 2α and n ≥ c R ). Consequently, we have
where k was relabeled as h u . In other words, (19) holds true for ℓ = 1.
Step 3. Now, assume that we have already determined z * 1 , . . . , z * ℓ−1 for some ℓ ∈ {2, . . . , d}. Then the best choice z * ℓ ∈ Z n , i.e., the minimizer of
where we used (20) and employed the notation v := u \ {ℓ} and z * v := (z * j ) j∈v , as well as the shorthands h v := (h u ; 0) v and h ℓ := (h u ) ℓ .
Next, we estimate the term in the brackets for every h u ∈ (Z \ {0}) u with u ⊆ {1, . . . , ℓ} which contains ℓ. The character property (10) yields
where
To exploit this estimate, given u = v ∪ {ℓ} as above, we split up the sum over all
) and obtain
In the first term every h ℓ equals n k for some 0 = k ∈ Z. Thus, we can perform a change of variables similar to what was done in Step 2 and replace the inner summation by a sum over all k ∈ Z \ {0}. Then from the product structure of r α,β (·) and the bound (21) it follows that
But now we also need to estimate
On the other hand, if ℓ ∈ I d , then, at least we know that
Hence, dropping the condition h ℓ ≡ 0 (mod n) in the second term finally yields
for every subset u ⊆ {1, . . . , ℓ} which contains ℓ. This immediately implies the desired bound (19) on
1/λ and the proof is complete.
Remark 4.6. Let us add some final remarks on the CBC construction:
(i) Note that this theorem asserts the existence of a z * that achieves the desired bound and gives a constructive way of finding it (by successively minimizing the quantities B I d ,ℓ (z 1 , . . . , z ℓ ) subject to z ℓ ).
(ii) As usual, all non-trivial choices for the first component z * 1 of the generating vector z * ∈ Z d n are equivalent.
(iii) For the remaining components we actually assumed more than we needed:
Step 3 in the above proof shows that instead of minimizing B I d ,ℓ (z * 1 , . . . , z * ℓ−1 , z ℓ ) for z ℓ ∈ Z n , ℓ ∈ {2, . . . , d}, it would be sufficient to select z * ℓ which performs better than the average (w.r.t. λ), i.e., which fulfills
Moreover note that from Hölder's inequality it easily follows that the latter estimate yields a corresponding bound for all λ ≤ λ. That is, selecting z * ℓ , ℓ = 2, . . . , d, according to (22) implies (17) (16)) will change such that the contributions of the subsets u ⊆ {1, . . . , ℓ} with ℓ ∈ u are different for every dimension. Hence, for fixed ℓ the optimal choice z * ℓ may change with varying d unless the set of permutation-invariant coordinates I d is independent of the dimension (which is the uninteresting case). Thus, to successfully apply the CBC construction, we need to know the target dimension in advance. Nevertheless, compared to a full search in Z (v) As mentioned earlier, our conjecture is that the dependence of (17) on the dimension d is inevitable and cannot be improved by alternate steps in our proof. The CBC construction tries to distinguish between otherwise identical dimensions; so no CBC construction of lattice rules for the integration of permutation-invariant functions can satisfy bounds like (14) , in our opinion. Indeed, (16) in Proposition 4.4 above already indicates the complicated influence of already selected components z * 1 , . . . , z * ℓ−1 on the error contribution induced by the choice of the current coordinate z ℓ (and forthcoming indicee). The fact that the problem is caused by the permutation-invariance assumption (M u,I d is not of product structure!) is nicely reflected by the factor max{1, #I d } in (17) which disappears for standard constructions, i.e., for spaces without symmetry constraints.
(vi) Finally, let us mention that slightly stronger assumptions allow to get rid of the maximum term in (17) . Indeed, a careful inspection of the proof shows that actually (17) can be improved to
Thus, if we assume that n ≥ c R max{1, #I d } 1/(2α−λ) , then we exactly recover the error bound (12) from Proposition 4.1.
An alternative construction
In this section we consider a completely different approach towards efficient cubature rules for the integration problem defined in Section 2. For this purpose, in Section 5.1 we collect some basic facts (taken from the monographs of Novak and Woźniakowski [6, 7, 8] ) about L 2 -approximation problems on more general reproducing kernel Hilbert spaces (RKHSs) H d = H(K) of d-variate functions and on somewhat larger Banach spaces B d ⊃ H d . Then, in Section 5.2, we show that some knowledge about the quantities related to these approximation problems allows us to (semi-explicitly) construct a sequence of cubature rules Q d,N for integration on H d with worst case errors that decay with the desired rate. Finally, this construction is applied to our original integration problem of permutation-invariant functions in Section 5.3.
The L 2 -approximation problem for RKHSs
Let K denote the reproducing kernel of some Hilbert space
The inner product on this space will be denoted by ·, · and · H d = ·, · is the induced norm. Then from the reproducing kernel property it follows that
see, e.g., Aronszajn [1] where a comprehensive discussion of RKHSs can be found. Hence, if
is finite, then the space H d can be continuously embedded into the space
serves as an upper bound for the operator norm
If, in addition, the embedding
is compact, then we can try to approximate App d by non-adaptive algorithms
which are linear combinations 1 of at most n information operations L 1 , . . . , L n from some class Λ and arbitrary functions a 1 , . . . , a n ∈ L 2 ([0, 1] d ). In the worst case setting, the error of such an algorithm is defined by
As long as we restrict ourselves to the class Λ = Λ all = H * 
Finally, its worst case error equals the nth minimal worst case error which can be calculated exactly:
We refer to [6] for a more detailed discussion. All the statements made so far are true for arbitrary Hilbert spaces
Taking into account the reproducing kernel property and using the definition of the adjoint operator App † d , it can be checked easily that W d takes the form of an integral operator,
Among other useful properties, we also have that if M 2,d as defined in (23) is finite, then
see, e.g., [ 
We stress that these assumptions imply a continuous embedding of H d into B d . For more details, the reader is referred to [6, Appendix B] and [7, Section 13.2] .
Again, we look for good approximations
. Thus, we formally approximate the operator
by algorithms of the form (24). Clearly, we need to make sure that
The difference to the worst case setting discussed above is that this time the error will be measured by some expectation with respect to µ d . For this purpose, we define
, which immediately implies that the initial error is given by
Since A d,0 ≡ 0 does not use any information on f , this holds for information from both classes Λ in {Λ all , Λ std }, where Λ std denotes the set of all function evaluation functionals and (as before) Λ all is the set of all continuous linear functionals.
In general it can be shown that for Λ = Λ all the nth optimal algorithm A * d,n is again given by (24) and (25). To see this, we define the Gaussian measure
is given by
which formally equals the definition of W d above, see [3, Formula (16) ]. Consequently, its eigenpairs {(λ d,m , η d,m ) m ∈ N} are known to be the same as in the worst case setting and it can be shown that the nth minimal error satisfies
for all n ∈ N 0 .
Quadrature rules based on average case approximation algorithms
We are ready to return to the integration problems, the main focus of this article. Given the space B d as above, let us define
and let
we are actually interested in. As before, we approximate this integral by some cubature rule Q d,n given by (4) . Then the average case error of such an integration scheme Q d,n on B d is defined by
. Now [7, Corollary 13.1] shows that this quantity is exactly equal to the worst case (integration) error for Q d,n on H d which is given by (5); i.e.,
Keeping the latter relation in mind, our final goal in this section is to construct a suitable quadrature rule using the following procedure: Given any algorithm A d,n that uses at most n ∈ N 0 function values (information from the class Λ std ) to approximate App d , and a set P
Note that this algorithm Q d,n+r denotes a cubature rule 2 for Int d (and Int d , respectively) which uses no more than n + r function evaluations. The basic idea behind this construction is a form of variance reduction and can already be found in [15] ; for a clever choice of A d,n , the maximum "energy" of f is captured by the approximation A d,n f (which is assumed to be integrated exactly) such that the remaining part f − A d,n f can be treated efficiently by a simple QMC method using r additional nodes. Therefore, it is obvious that the corresponding integration error caused by Q d,n+r will highly depend on the approximation properties of the underlying algorithm A d,n and the quality of the chosen point set P 
Remark 5.2. Of course, the sets P int, * d,r
are not uniquely defined and it may be hard to find these sets in practice. On the other hand, we can argue that although these bounds are nonconstructive, it is known that slightly larger bounds can be achieved with high probability by any random set of points, see, e.g., Plaskota et al. [11, Remark 2] , and hence we claim that a suitable set can be found semi-constructively, provided A d,n is given.
In view of Proposition 5.1 and our construction (28) we are left with finding suitable algorithms A d,n (based on at most n function evaluations) which yield a small average case L 2 -approximation error. This can be done inductively. For this purpose, observe that for each m ∈ N
defines a probability density on L 2 ([0, 1] 2 ). Here the ξ d,j 's denote the L 2 -normalized eigenfunctions η d,j of W d and C v d , respectively, as described in Section 5.1. Given m ∈ N, and an algorithm A d,s that uses s ∈ N 0 function values to approximate App d , and a set P
define another L 2 -approximation algorithm on B d that uses s+ q evaluations of f . Here we adopt the convention that 0/0 := 0. Without going into details we want to mention that A d,s+q basically approximates the mth optimal algorithm A * 
Remark 5.4. Again the proof of Proposition 5.3 is non-constructive since it involves an averaging argument to find a suitable point set P app, * d,q . However, once more, such a point set can be found semi-constructively at the expense of a small additional constant in the error bound above.
Hence, to construct an approximation algorithm A d,n (as required for our cubature rule (28)) inductively, in every step we need to choose positive integers m and q such that the right-hand side of (31) is minimized. Of course, this requires some knowledge about the mth minimal average case approximation error e avg (m; App d , Λ all ) which will be provided by the subsequent assumption. 
We note in passing that the bound for m = 0 shows that C d needs to be larger than M 2,d . On the other hand, in concrete examples C d will not be too large, as we will see in the remarks after Theorem 5.8 and in Section 5.3 below.
Based on Proposition 5.3 and Assumption 5.5 we now construct a sequence (A 
shows that ω(y) > 1 and thus 2 p+1 ω(y) 1+1/p > 2 for all y, p > 0. In particular this holds for the minimizer y p := p 1/(p+1) of ω. Now let
and let d ∈ N be fixed. Then our sequence of algorithms (A
where we set 
where 
where the algorithm A 
which can be found semi-constructively. Moreover, the subsequent error bound can be deduced by a straightforward computation. 
Proof. Obviously, the set
it thus follows that #P d,N ≤ N . In addition, (27) together with (29) and (37) yields
with c(p d ) as defined in Lemma 5.6.
Finally, let us recall a standard estimate which ensures the validity of Assumption 5.5. For this purpose, suppose that
is finite for some τ > 1. Then for k ∈ N, the non-increasing ordering of (λ d,j ) j∈N yields
Consequently, for all m ∈ N, we obtain
The case m = 0 can be handled using Jensen's inequality (Lemma A.1) and the fact that 2 y /y ≥ 1 for y > 0:
Thus, (32) in Assumption 5.5 is satisfied with 
where c ′ (τ ) := 2
Remark 5.10. Note that the factor c ′ (τ ) in the latter bound deteriorates, as τ tends to one or to infinity. However, it can be seen numerically that there exists a range for τ such that c ′ (τ ) is reasonably small. E.g., for τ ∈ [1.003, 2.04], we have c ′ (τ ) ≤ 350. Moreover, observe that in general τ might depend on d, whereas for the special case of d-fold tensor product spaces
ℓ=1 H 1 it can be chosen independent of d. On the other hand, in this case
which grows exponentially with the dimension, provided that the underlying space H 1 is chosen such that L 2 -approximation is non-trivial and well-scaled (i.e., if e wor (0; App 1 , Λ all ) 2 = 1 = λ 1 ≥ λ 2 > 0).
Application to spaces of permutation-invariant functions
We illustrate the assertions obtained in the preceding subsection by applying them to the reproducing kernel Hilbert spaces S I d (F d (r α,β )) defined in Section 2. For this purpose we first need to determine the sequence of eigenvalues (
where (3) . Afterwards, we can make use of Corollary 5.9 for all τ > 1 for which
is the d-fold tensor product of F 1 (r α,β ) and thus it suffices to find the univariate eigenvalues λ k = λ 1,k , k ∈ N, see Remark 5.10. From [6, p.184] it follows that these eigenvalues are given by
i.e., we have one eigenvalue β 0 of multiplicity one and a sequence of distinct eigenvalues β 1 /R(m) 2α , m ∈ N, of multiplicity two. If we assume that β 0 ≥ β 1 /R(m) 2α for all m ∈ N, then the latter list is ordered properly according to our needs. Consequently,
is finite if and only if the latter sum converges. Due to our assumptions on R it is easily seen that
where ζ denotes Riemann's zeta function. Therefore,
< ∞ if and only if 1 < τ < 2α. In addition, from Remark 5.10 and (13) we infer that 
which shows that in this case the new error bound from Corollary 5.9 is worse than the estimate known from Proposition 4.1.
If
) is a strict subspace of the tensor product space F d (r α,β ). However, in [16] it has been shown that still there is a relation of the multivariate eigenvalues λ d,j with the univariate sequence given in (40). In fact, for all
and hence the quantity of interest can be decomposed as
Moreover, it can be shown that this expression is finite if and only if
< ∞ which holds (as before) if and only if 1 < τ < 2α.
In order to exploit the decomposition (42) for Corollary 5.9 we proceed similarly to the derivation of [10, Proposition 3.1] . That is, we bound the second factor with the help of some technical lemma (see Lemma A.2 in the appendix below) and obtain that for all U ∈ N 0 it holds
Given 1 < τ < 2α let us define
Then the finiteness of (41) implies that there necessarily exists some U *
In conjunction with (42) and (43) this finally yields that
2 . Thus, Corollary 5.9 implies the subsequent result. On the other hand, similar to the lattice rule approach, the Monte Carlo rate of convergence is enhanced by a factor of τ . Hence, the construction given in Section 5.2 provides a cubature rule which achieves a worst case error of O(n −α ) while the implied constants grow at most polynomially with the dimension d, provided that we assume a sufficiently large amount of permutation-invariance (i.e., if d − #I d ∈ O(ln d)). In other words, it can be used to deduce (strong) polynomial tractability.
(iii) We stress that (in contrast to the rank-1 lattice rules studied in Section 4) Q d,N is a general weighted cubature rule and its integration nodes do not necessarily belong to some regular structure such as an integration lattice. However, as exposed in Section 5.2, they can be found semi-constructively.
(iv) Finally, we mention that the condition (44) improves on (7) by a factor of two.
Appendix A
In this final section we collect auxiliary results, as well as some technical proofs we skipped in the presentation above.
A.1 Auxiliary estimates
For the reader's convenience let us recall a standard estimate which is sometimes referred to as Jensen's inequality. 
with equality at least for U = 0.
A.2 Postponed proofs
We . But now Step 2 yields that also m Kp+1 ≥ 1 such that the same reasoning as before implies (47) for k = K p + 2 as well, and (by induction) for any further k.
In conclusion these arguments show that the tail sequence (A (k) d ) k>Kp is well-defined and that it satisfies the claimed error bound. Since in the construction we add at most 2 k−1 points when turning from k − 1 to k, each operator A (k) d obviously uses no more than 2 k sample points. Hence, the proof is complete.
