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2. Einleitung
Massenbewegungen werden heute als hangabwärts gerichtete Bewegungen einer Erd- oder Fels-
masse definiert, wobei als Auslöser eine Veränderung des Gleichgewichtes zwischen haltenden
und treibenden Kräften wirkt. Massenbewegungen stellen mit ihren verursachten Schäden und
Todesopfern eine der aktivsten Naturkatastrophen mit einer weltweiten Verteilung dar. In Indo-
nesien sind im Januar 2006 ca. 200 Menschen und im März 2007 ca. 70 Menschen durch Mas-
senbewegungen ums Leben gekommen. In den USA beträgt die durchschnittliche Anzahl der
jährlichen Todesopfer 25 bis 50 Personen und die Sachschäden ca. 3,5 Mrd. $ (berechnet 2001,
USGS (2004)). In Deutschland sind viele Gebiete wie der Alpenraum oder Rheinland-Pfalz eben-
falls stark von Massenbewegungen betroffen, welche zum Teil mit hohen Sachschäden verbunden
sind. Die Anzahl der Massenbewegungsereignisse und deren Schäden werden in den nächsten
Jahren eher zu als abnehmen, da einerseits die Menge der gefährdeten Objekte im Rahmen der
weiteren zunehmenden Siedlungsdichte auch zunimmt und anderseits extrem Wetterereignisse
im Zuge des Klimawandels ebenfalls zunehmen werden.
Trotz des Fortschritts in der Forschung auf diesem Gebiet liegt das Beherrschen des Problems,
besonders in flächenhafter Form, weit entfernt. Westen et al. (2006) beschreibt beispielhaft die
Schwierigkeiten für die flächenhafte Gefahreneinschätzung hinsichtlich Massenbewegungen. Sie
betrachten die Erkennung der suszeptiblen Flächen in einem betroffenen Gebiet als wesentliche
Schwierigkeit in dem Prozess der Gefährdungseinschätzung. In der Vergangenheit wurden be-
reits Methoden zur Erkennung von gefährdeten Flächen auf Basis von statistischen Verfahren
bzw. unter Verwendung von Tools aus dem Data Mining entwickelt. Diese Ansätze haben sich
inzwischen als Forschungsrichtung, was auch an der breiten Verfügbarkeit geeigneten Daten und
Datenverarbeitungssysteme liegt, etabliert. Gleichzeitig hat sich gezeigt, das es notwendig ist,
flexible Systeme zu entwickeln, die mit Problemen wie Datenzufluss, Datenqualität und Daten-
mangel umgehen können und zugleich zuverlässige Ergebnisse erzeugen.
1
2 Einleitung
2.1. Aufgabenstellung
Diese Arbeit befasst sich mit der Massenbewegungsproblematik aus der Sicht der flächenhaften
Gefahreneinschätzung und hat das Ziel, ein zuverlässiges und gleichzeitig flexibles System zur
Erkennung von massenbewegungsgefährdeten Flächen zu entwickeln. Die Erkennung der gefähr-
deten (suszeptiblen) Flächen erfolgt mit Methoden der künstlichen Intelligenz aus dem Bereich
der vorklassifizierten Flächen und aus den noch vermuteten gefährdeten Flächen. Dies geschieht
durch die Einbeziehung aller verfügbaren Informationsquellen und ihrer Untersuchung in einer
passenden Form.
Die Zuverlässigkeit des prognostizierten Ergebnisses bedingt, dass das Endresultat mit der Rea-
lität gut bis sehr gut übereinstimmt. Mit Flexibilität ist gemeint, dass sich das analytische
System den mathematisch analyseabhängigen Gegebenheiten und den lokalen Besonderheiten
eines Gebietes anpasst. Die zuverlässige Anpassung wird durch den Aufbau von speziellen Ver-
arbeitungsmodulen sicher gestellt.
2.2. Systemaufbau
Die Systematik dieser Arbeit liegt in der Vorstellung, einen methodischen Weg mit eingelagerten
Hilfszentren zu generieren, mit dem Daten analysiert und verarbeitet werden können und als
Ergebnis eine Gefährdungskarte hervorbringt. Die Aufgabe der Hilfszentren (Module) ist es,
Unterstützung für die Behebung von Problemen im Ablaufprozess zu liefern.
Für eine flächenhafte Untersuchung eines bestimmten Gebietes ist eine Mindestinformations-
dichte hinsichtlich des Einschätzungs- bzw. Klassifizierungsprozesses erforderlich. Diese Basis-
informationen werden in ein Modul eingespeist, wobei ein Modul aus Data Mining Tools und/oder
einem Analysesystem bestehen und eine bestimmte Aufgabe wie zum Beispiel statistische Ana-
lysen abarbeiten kann. Das Ergebnis aus einem Modul stellt eine neue Informationsbasis für
das Folgemodul dar, sodass diese Informationen mit neu akquirierter Kenntnis die Anforderun-
gen für die Analysetools erfüllen. Die Aufteilung in Verarbeitungsmodule hat den Vorteil, dass
Teilergebnisse erzeugt werden, die beliebig weiter verarbeitet oder kombiniert werden können.
Dabei stellen diese Ergebnisse an manchen Stellen eine initiale Klassifikation dar, die eine erste
Einschätzung, unabhängig von anderen Modulen, ermöglicht. Mit anderen Worten wird durch
die Module der Einschätzungsprozess in kleine, voneinander unabhängige Prozessen unterteilt,
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die je nach Anforderung frei kombiniert werden können. Auf diese Weise kann Datenmangelpro-
blemen und Datenheterogenitäten begegnet werden, da je nach Anforderung ein geeignetes Data
Mining Tool abrufbar ist.
Am Anfang des Prozesses werden sogenannte Ausschlusskriterien aus einem Kriterienkatalog
benutzt. Dabei werden Flächen, die diese Kriterien erfüllen, aus der Analyse ausgeschlossen.
Die nicht ausgeschlossenen Flächen werden mit Hilfe des Moduls regelbasierte Systeme oder
des Moduls Analytische Hierarchische Prozesse (AHP) klassifiziert und anschließend validiert.
Bei der Akquisition neuer Daten werden andere Module wie zum Beispiel Künstliche Neuro-
nale Netze (KNN) aufgerufen und zur Erkennung von massenbewegungsgefährdeten Gebieten
verwendet. Sollte während der Datenanalyse ein Datenproblem wie zum Beispiel Datenman-
gel oder Datenrauschen auftreten, wird das Problem mit dem Modul unscharfes Schließen
(Fuzzy-Logik) gelöst. In Abb. 2.1 ist die Struktur der Arbeit in Form eines Flussdiagramms
schematisiert.
 
Ausschlusskriterien
zusätzliche 
Daten 
Modul 1 
Modul 2 
 
 
 
Modul n
…
…Probleme 
      Validierung 
Informations-
katalog 
Suszeptibilitätskarte 
vorhandene  
Basisdaten 
Abbildung 2.1.: Schematische Darstellung des vorgestellten Systems
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3. Arbeitsgebiete
Es wurden mehrere Gebiete zu Test- und Überprüfungszwecken in dieser Arbeit betrachtet.
Davon sind:
• Lauterecken-Wolfstein,
• Bernkastel-Kues, und
• Mainzer Becken.
3.1. Untersuchungsgebiet Lauterecken-Wolfstein
Das Gebiet Lauterecken-Wolfstein in Rheinland-Pfalz wurde am Lehrstuhl für Ingenieur- und
Hydrogeologie an der RWTH-Aachen im Rahmen einer Diplomarbeit (Senz, 2004) untersucht,
und seine Rutschungen wurden durch Berechnungsverfahren mittels mehrerer Klassen kartiert.
Das untersuchte Gebiet erstreckt sich über die topographische Blätter Wolfstein (TK25: 6411)
und Lauterecken (TK25: 6311) und hat eine Fläche von ca. 42 km2.
3.1.1. Geographisch-morphologischer Überblick
Das Arbeitsgebiet ist ca. 30 km von Kaiserslautern entfernt und liegt im Nordpfälzer Bergland.
Es ist nördlich vom Rheinischen Schiefergebirge und im Süden durch die Westriche Niederung
begrenzt, und östlich davon liegt die Rheinhessische Tafel und das Hügelland (Senz, 2004). Mor-
phologisch erreicht die maximale Höhe im Gebiet 568 m und die minimale Höhe 145 m und somit
beträgt der maximale Höhenunterschied 423 m. Statistisch beträgt der Mittelwert der Höhenlage
310 m. Einen morphologischen Überblick über das Gebiet bietet Abb. 3.1.
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Abbildung 3.1.: Topographische Karte des untersuchten Gebietes Lauterecken-Wolfstein
3.1.2. Stratigraphie
Die Stratigraphie des Arbeitsgebietes wird nachfolgend beschrieben:
3.1.2.1. Oberkarbon (Karbon)
Das Oberkarbon besteht aus der/den:
• Ottweiler Gruppe (Stefan): Es sind hier Heusweiler- und Breitenbach-Schichten zu
finden, die in der Ottweiler Gruppe eingestuft sind.
• Heusweiler-Schichten: Sie erreichen im Bereich Lauterecken eine Ausstrichbreite von
maximal 250 m und stehen im umlaufenden Streichen steil.
• Breitenbach-Schichten: Sie bilden den obersten Teil des Oberkarbons und erreichen bis
zu 70 m Mächtigkeit.
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3.1.2.2. Unterrotliegendes (Perm)
Zum Unterrotliegenden gehören die:
• Kuseler Gruppe: Sie besteht aus den Remigiusberger, Altenlager, Quirnbacher und
Lautereckener Schichten.
• Lebacher Gruppe: Sie besteht aus den Jekenbacher, Odernheimer und Disibodenberger
Schichten.
3.1.3. Geologischer Überblick
Das Arbeitsgebiet liegt in der Saar-Nahe-Senke. Diese entstand als Innensenke des variskischen
Gebirges an der Wende Unter-/Oberkarbon (Atzbach (1976) und Atzbach (1986)). Im Oberkar-
bon und Rotliegenden wurde die Senke mit Abtragungsmaterial aufgefüllt. Allerdings wechseln
diese Ablagerungen mit Sedimenten, die sich an Ort und Stelle gebildet haben (Senz, 2004). In
der Quartärzeit entwickelten sich das vorläufige Gewässernetz und seine Terrassen (geologisches
Landesamt Rheinland-Pfalz 1976). Die geologische Karte ist in Abb. 3.2 dargestellt.
Abbildung 3.2.: Geologie des Arbeitsgebiets
Beim Oberkarbon erreichen die Heusweiler Schichten bis zu 250 m Breite und bestehen haupt-
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sächlich aus Sandstein, Arkosen und sandigem Tonstein. Die Gliederung im Perm beginnt mit
grobkörnigem Konglomerat und gröberem bis feinerem Sandstein und Arkosen, folglich kommen
feinkörnige Sedimente aus Sandstein, die oft mit Kalken oder Schiefern ausklingen.
3.1.4. Rutschungskarte
Das Gebiet wurde in Form einer Diplomarbeit (Senz, 2004) untersucht und seine Rutschungen
berechnet. Das verwendete Verfahren betrachtete nur die geomorphologischen Gegebenheiten,
wodurch seine Aussagekraft eingeschränkt ist. Dazu wurde die Klassifizierung einiger Parameter
nach freier Einteilung durchgeführt. Allerdings fand eine Validierungs-Geländebegehung statt,
die einen positiven Eindruck bezüglich des Ergebnisses erbrachte. Das Verfahren erkannte alle
vorhandenen Rutschungen im Gebiet, dazu wurden zahlreiche Flächen als gefährdet kartiert,
obwohl darüber nur eine vage Aussage getroffen werden konnte. Die Rutschungskarte ist in
Abb. 3.3 dargestellt. Der Grund der Verwendung der Rutschungskarte in dieser Dissertation liegt
in der Absicht, aus informationsschwachen Quellen eine aussagekräftigere Suszeptibilitätskarte
zu erstellen.
Abbildung 3.3.: Berechnete Rutschungen nach Senz (2004). Der topographische Untergrund wurde der
Karte unterlegt.
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3.1.5. Hangneigungsverteilung im Untersuchungsgebiet:
Die Hangneigung stellt einen der Hauptparameter dar, welcher die Hangstabilität beeinflusst.
Daher ist es sinnvoll, durch Überprüfung der Datensets eine genaue Untersuchung der Hang-
neigung zu erzielen. In Abb. 3.4 ist die Hangneigungsverteilung im Untersuchungsgebiet im
Zusammenhang mit der Stabilität dargestellt. Die Verteilung bietet durch die rotblaue Fär-
bung Informationen über die Flächen. Die rot markierten Balken sind als rutscht und die blau
markierten Balken sind als rutscht nicht definiert. Das Histogramm zeigt, dass die maximale
Hangneigung im Gebiet 42◦ beträgt, dazu liegen Hangneigungen zwischen 0◦ und 10◦ inner-
halb stabiler Flächen. Die instabilen Flächen der Rutschungskarte (Senz, 2004) stellen 16 % der
gesamten Flächen dar und haben Hangneigungen zwischen 11◦ und 29◦.
Abbildung 3.4.: Häufigkeitsverteilung der Hangneigung im Zusammenhang mit der Stabilität im Ar-
beitsgebiet. Die X-Achse stellt die Hangneigung in Grad dar.
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3.1.6. Hangexposition
Wie bei der Hangneigung wird eine Häufigkeitsverteilung der Exposition erstellt, was einen bes-
seren Überblick auf den geomorphologischen Einfluss verschafft. In der Abb. 3.5 ist die Häufig-
keitsverteilung der Exposition im Arbeitsgebiet im Zusammenhang mit der Stabilität dargestellt.
Im Gegensatz zu zahlreichen Literaturhinweisen zeichnen sich die südost- bis südwest exponierten
Hänge als stabil aus, s. Kapitel 8.1.3, obwohl sie die Minderheit der Hangexpositionen in diesem
Gebiet darstellen. Hingegen sind ost- und west- als auch nord exponierte Hänge weniger stabil.
Dieser Hinweis ist von Bedeutung und wird im Laufe der Arbeit ausführlicher untersucht. Ob-
wohl die Hangexposition allein nur geringe Auswirkungen auf die Hangstabilität hat, beeinflusst
sie die Hangstabilität in Verbindung mit anderen Parametern wie z. B. der Strahlungsintensität
und somit der Evapotranspiration und der Vegetation.
Abbildung 3.5.: Häufigkeitsverteilung der Exposition im Arbeitsgebiet im Zusammenhang mit der Sta-
bilität.
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3.2. Untersuchungsgebiet Bernkastel-Kues
Das Arbeitsgebiet Mittelmosel erstreckt sich über das Blatt (6008) Bernkastel-Kues und das
Blatt Wittlich (6007) in Rheinland-Pfalz. Die Daten der Hangstabilitätskarte wurden von Möbus
(2005) im Auftrag des Landesamtes für Geologie und Bergbau Rheinland-Pfalz ingenieurgeolo-
gisch in den Jahren 2003-2004 aufgenommen und im Maßstab 1:20000 herausgegeben. Rasterda-
ten wurden vom Landesamt für Geologie und Bergbau Rheinland-Pfalz in 25 Rastergrößen zur
Verwendung in der vorliegenden Untersuchung zur Verfügung gestellt.
3.2.1. Geographisch-morphologischer Überblick
Das Untersuchungsgebiet hat eine Fläche von ca. 116 km2 und liegt etwa südöstlich von Wittlich
und nördlich von Morbach. Im Norden liegt Alf und im Osten wird das Gebiet von Sohren
begrenzt. Die Mosel schlängelt sich durch das Arbeitsgebiet von Nordost nach Südwest und
damit teilt sie das Gebiet in zwei Teile. Die Morphologie des Arbeitsgebiets wechselt zwischen
steilen, felsigen Hängen und flachem Gelände. Die minimale Höhe ist 94 m und die maximale
Höhe beträgt 435 m, mit einem Höhendurchschnitt von 237 m. Einen topographischen Überblick
verschafft Abb. 3.6.
3.2.2. Geologischer Überblick
Geologisch gehört das Gebiet zum Devon und zwar seiner mittleren Stufe Hunsrückschiefer (tuw)
(Leppla, 1901), die etwa 3000 m mächtig ist (Möbus, 2005) und überwiegend aus Tonschiefer
besteht. Das Festland und sein Abtragungsgebiet gehen auf das Perm zurück. Im Nordwesten
erscheinen rot verwitterte Untergrundskonglomerate, die als Ausläufer der Wittlicher Senke zu
Tage treten (Möbus, 2005). Die Rutschungen entstanden durch Unterspülung sowie durch die
Verwitterung der steilen Hänge, besonders an den engen Moselbögen. Diese Verwitterung und
Unterspülung führen zum Verlust der Unterlagen des Schieferfels und damit seines Haltes, was
das Abrutschen der Tonschiefermassen bis zu tausenden von Kubikmetern verursacht (Leppla,
1901). Die Geologie des Arbeitsgebiets wird in Abb. 3.7 dargestellt.
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Abbildung 3.6.: Topographische Karte des Arbeitsgebiets Bernkastel-Kues
Abbildung 3.7.: Geologie des Arbeitsgebiets Mittelmosel nach Leppla (1901)
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3.2.3. Hangstabilitätskarte
Die Erstellung der Hangstabilitätskarte wurde durch eine stereoskopische Auswertung von Luft-
bildern im Maßstab 1:13000, durch die Auswertung der Mainzer Diplomarbeiten und Daten aus
dem Archiv des Landesamtes für Geologie und Bergbau Rheinland-Pfalz mit Ergänzungen von
Geländebegehungen durchgeführt vorgenommen. Zusätzlich wurden die gefährdeten Gebiete in
drei Klassen eingeteilt (Möbus, 2005):
1. Rutschgebiete (nachgewiesen), wo Rutschkörper erkennbar sind.
2. Rutschgebiete (vermutet), wo Rutschungsmerkmale nicht deutlich erkennbar sind.
3. Felssturzgebiete, die durch Steinschlag oder Felssturz gefährdet sind.
In vorliegender Arbeit wurden die Rutschgebiete vermutet und nachgewiesen zusammenge-
fasst als Rutschgebiete (Abb. 3.8). Der Grund hierfür ist die Erhöhung der Anzahl der nützlichen
Informationen für die Analysen.
Abbildung 3.8.: Hangstabilitätskarte nach Möbus (2005). Der Untergrund wurde der Karte unterlegt.
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Eine genaue Betrachtung der Rutschgebiete und der topographischen Karte zeigt, dass die gefähr-
deten Gebiete eine deutlich unebene und unruhige Landschaft besitzen. Es werden in Abb. 3.9b
und Abb. 3.9c die Profile A-A1 und in Abb. 3.9d das Profil B-B1 durch einen dieser Hänge zum
Verdeutlichen der Geomorphologie dargestellt. Der Anschnitt A-A1 in Abb. 3.9b verläuft entlang
des Hanges (Abb. 3.9a) und zeigt eine allgemeine Neigung von 30◦, allerdings zeigt eine genaue
Betrachtung der Hangoberfläche (Abb. 3.9c) starke Änderungen der Neigung, was der Grund für
die hügelige Oberfläche ist. Bei dem Profil B-B1 (Abb. 3.9a) wird ein zur Exposition paralleler
Anschnitt (senkrecht auf dem Profil A-A1) skizziert, der in Abb. 3.9d gezeigt ist und ebenso
unebene Geländeoberflächen des Hangs repräsentiert.
Abbildung 3.9a.: Position der zwei ausgewählten Profile A-A1 und B-B1
Abbildung 3.9b.: Profil A-A1 entlang eines Hangs
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Abbildung 3.9c.: Änderungen der Neigung auf dem Hangoberflächenprofil A-A1
Abbildung 3.9d.: Profil B-B1 quer im Hang zeigt eine starke Veränderung der Hangoberfläche
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3.3. Untersuchungsgebiet Mainzer Becken
Das Gebiet umfasst die Blätter TK 25: 6013, 6015, 6116, 6215 und 6314 und wurde bereits
im Jahr 1983 von Krauter und Steingötter (1983) untersucht und ihr Gefährdungspotential im
Maßstab 1:50 000 kartiert. Das Arbeitsgebiet wurde vom Landesamt für Geologie und Bergbau
Rheinland-Pfalz (LGB-RLP, 2006) weiter untersucht und entsprechend ergänzt. Die Relevanz
des Gebietes lässt sich auf aktive Rutschungen zurückführen, so kamen im Jahr 1981 und Anfang
1982 in wenigen Tagen über 200 Rutschungen vor (Krauter und Steingötter, 1983). Rasterdaten
wurden vom Landesamt für Geologie und Bergbau Rheinland-Pfalz in 25 Rastergrößen für die
Untersuchungen in dieser Arbeit zur Verfügung gestellt.
3.3.1. Geographisch-morphologischer Überblick
Das Arbeitsgebiet hat eine Fläche von ca. 396 km2 und liegt nördlich vom Oberrhein und
wird durch die Städte Bingen, Mainz und Worms umrahmt. Der Taunus liegt im Norden, im
Nordwesten liegt der Hunsrück und im Südwesten folgt die Saar-Nahe-Senke.
Morphologisch ist das Gebiet überwiegend flach mit einer Höhendifferenz von ca. 219 m und einer
maximalen Höhenlage von etwa 321 m. Die heutige Geländeform stammt aus dem Pleistozän
und ist auf Erosion, Soliflukation und Massenbewegung zurückzuführen (Krauter und Steingötter,
1983) (Abb. 3.10).
3.3.2. Geologischer Überblick
Die Geologie des Arbeitsgebietes des Mainzer Beckens besteht aus tertiären Ablagerungen. Das
Mainzer Becken ist nördlich vom Rheinischen Schiefergebirge und vom Nahebergland im Südwe-
sten und vom Oberrheingraben im Osten begrenzt (Becker, 2005).
Krauter und Steingötter (1983) beschreiben den geologischen Aufbau in zwei Aufteilungen:
• Obere Wechsellagerung von klüftigen Kalken und Mergeln mit 120 m Mächtigkeit
• Untere überkonsolidierte oligozäne Tone und Mergel mit Feinsandeinschaltungen mit etwa
300 m Mächtigkeit
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Abbildung 3.10.: Topographische Karte des Arbeitsgebiets Mainzer Becken
3.3.3. Hangstabilitätskarte
Die von Krauter und Steingötter (1983) erstellte Hangstabilitätskarte des linksrheinischen Main-
zer Beckens wurde bereits von dem Landesamt für Geologie und Bergbau Rheinland-Pfalz ergänzt
und die kartierten Rutschungen in nachgewiesene Rutschgebiete und vermutete Rutschgebiete
unterteilt (LGB-RLP, 2006) (Abb. 3.11).
Zur Erstellung der Karte wurden Daten aus den Veröffentlichungen, geologischen Karten, Gut-
achten, archivierte ingenieurgeologische Stellungnahmen aus dem Archiv des Landesamtes für
Geologie und Bergbau sowie von Diplomarbeiten des Fachbereiches Geologie der Universität
Mainz und sonstige Unterlagen des Landesamtes für Geologie und Bergbau für etwa 200 Rut-
schungsereignisse gesammelt und ausgewertet. Obwohl die kartierten Rutschungen im Gebiet
nur zum Teil durch Geländebegehung oder Laboruntersuchung erforscht sind, wird die Karte mit
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einer Treffquote von 98,5% bewertet (Krauter und Steingötter, 1983). Dabei ist es wichtig dar-
auf hinzuweisen, dass sehr flache Hänge < 5◦ durch die Kartierung von Krauter und Steingötter
(1983) ausgeschlossen worden sind.
Abbildung 3.11.: Hangstabilitätskarte nach Krauter und Steingötter (1983). Der topographische Un-
tergrund wurde der Karte unterlegt.
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3.3.4. Hangneigungsverteilung
Die Verteilung der Hangneigungshäufigkeit wird in Verbindung mit der Hangneigung in Abb. 3.12
dargestellt. Dabei wurde die Anzahl der gezählten Rasterzellen auf 100% normalisiert, was
den Vorteil der prozentualen Zählung der Rasterzellen eines jeden Neigungsgrades bringt. Die
maximale Hangneigung beträgt ca. 32◦, allerdings stellen Hangneigungen zwischen 18◦ und 31◦
einen geringen Anteil des gesamten Hangneigungsbereichs dar, zudem sind sie kaum gefährdet,
wie in Abb. 3.12 dargestellt ist.
Abbildung 3.12.: Häufigkeitsverteilung der Hangexposition im Zusammenhang mit der Stabilität auf
100 % normalisiert. Das bedeutet, dass z. B. knapp 40 % aller Rasterzellen mit 9◦
Hangneigung rutschungssicher sind.
Becker (2005) wies darauf hin, dass die Hangneigung im Gebiet in Relation zu geologisch stati-
stischen Faktoren steht und berechnete bezüglich der Hangneigung eine Failure-Rate, die als die
relative Häufigkeit durch die gesamte Verteilung der Hangneigung im Gebiet definiert ist. Bei
einer Failure-Rate größer 1 wird angenommen, dass die Hangneigung einen bedeutenden Einfluss
auf die Rutschungsereignisse im Gebiet hat. Dazu übernahm Becker (2005) eine Klassifizierung
der Hangneigung in vier Klassen nach Steingötter (1984) und fand heraus, dass die Hangnei-
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gungsklasse 3, die zwischen 7◦ und 15◦ liegt, die größte Failure-Rate von 8,7 besitzt (68,2 % des
gesamten Arbeitsgebietes).
Abb. 3.12 zeigt dazu, dass extrem flache Hänge (zwischen 0◦ und 5◦) ebenfalls an den Rutschungs-
prozessen beteiligt sind, obwohl sie von Krauter und Steingötter (1983) zum Teil ausgeschlossen
sind.
3.3.5. Hangexpositionsverteilung
Die Darstellung der Häufigkeitsverteilung der Hangexposition in diesem Testgebiet zeigt, dass
die Hangexposition im Vergleich zu der Hangexpositionsverteilung im Testgebiet Lauterecken-
Wolfstein relevant ist. Abb. 3.13 zeigt diese Häufigkeitsverteilung im Zusammenhang mit dem
Hangstabilitätsparameter.
Im Gegensatz zu der berechneten Rutschungskarte von Lauterecken-Wolfstein nach Senz (2004),
wo süd- bis südexponierte Hänge als rutschungssicher berechnet sind, besitzen süd- bis südwest-
exponierte Hänge im Gebiet des Mainzer-Beckens ein Gefährdungspotential.
Abbildung 3.13.: Häufigkeitsverteilung der Hangexposition
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4. Theoretische Grundlagen der
Massenbewegung
Der englische Terminus Mass Movements fand, im Gegensatz zu dem englischen Begriff Lands-
lides, seinen Weg in die deutschen Sprache buchstäblich als Massenbewegung. Der Begriff
Landslides wird als Rutschungen oder manchmal als Massenbewegungen übersetzt. Für
die vorliegende Arbeit wird der Ausdruck Massenbewegung als Übersetzung für den Begriff
Landslide verwendet. Massenbewegungen sind nach der Definition von Cruden (1991) für die
Working Party on Landslide Inventory die Bewegungen von Fels-, Boden- oder Schuttmassen
abwärts eines Hangs. Varnes (1978) definiert die Massenbewegung als die auswärts- und abwärts
gerichtete Bewegung der Hangmaterialien unter dem Einfluss der Gravitationskraft. Sidle und
Ochiai (2006) definieren die Massenbewegungen als verschiedene Prozesse. Demnach sind diese
Auswärts- und Abwärtsbewegungen der Hangmaterialien wie Naturfels, Naturboden, künstliche
Aufschüttungen oder eine Kombination all dieser Materialien.
4.1. Klassifikation von Massenbewegungen
Massenbewegungen werden häufig nach der Art ihrer Bewegung klassifiziert, wobei in der Litera-
tur die Klassifikation von Varnes (1978) stark verbreitet ist. In Europa scheint die Klassifikation
des EPOCH-Programms, das von der European Community Programme EPOCH 1993 ent-
wickelt wurde, häufiger verwendet zu werden (Tabelle 4.1). In dieser Klassifikation wird die Art
der Bewegung im Zusammenhang mit der Gesteinsart verbunden und entsprechend klassifiziert.
Abb. 4.1 zeigt eine schematische Darstellung der Massenbewegungsarten nach Geomorphological
Services Limited (1986) und wird ähnlich wie bei EPOCH klassifiziert.
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Tabelle 4.1.: Massenbewegungsklassifikation (Bearbeitet und übersetzt nach EPOCH (1993))
Material
Festgestein
Lockergestein
Art der Bewegung grobkörnig (Geröll) feinkörnig
Fallen Felssturz Steinschlag Lockergesteinsturz
Kippen Felskippung Kippung im Lockergestein
Rutschen
rotativ Felsgleiten Schuttrutschung Erdrutsch
translativ Felsgleiten Schuttrutschung Erdrutsch
Driften Felsdriften Schuttdriften Bodendriften
Fließen Bergzerreißung Murgang Mure
komplexe Bewegung z.B. Bergsturz, Sturzstrom , Steinlawine, usw.
Festgestein Lockergestein(grobkörnig) Lockergestein(feinkörnig)
Felssturz Bergsturz Lockergesteinsturz
Felskippung Kippung im Lockergestein Kippung im Lockergestein
Bergzerreißung Murgang Mure
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Felsgleiten (rotativ) Schuttrutschung (rotativ) Erdrutschung (rotativ)
Felsgleiten (nicht rotativ) Schuttrutschung (nicht rotativ) Erdrutschung (nicht rotativ)
Felsgleiten (planar) Schuttrutschung (planar) Erdrutschung (planar)
Abbildung 4.1.: Schematische Darstellung der Massenbewegungsarten (übersetzt nach Geomorphlolo-
gical Services Ltd. 1986)
Andere Klassifikationsmöglichkeiten der Massenbewegungen erfolgen nach der Geschwindigkeit
der Bewegung. Es wird auf eine Skala von 1 bis 7 die Geschwindigkeit der Bewegung beschrie-
ben, wobei die Klasse 7 die schnellste Bewegung ohne Geschwindigkeitsbegrenzung darstellt.
Die Klasse 1 beschreibt die langsamste Bewegung, die einer Geschwindigkeit von etwa 16 mm
im Jahr entspricht. Tabelle 4.2 präsentiert die Einteilung der Massenbewegung nach ihrer Ge-
schwindigkeit und die dazu entsprechenden Auswirkungen (WLI, 1995) und (Cruden und Varnes,
1996).
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Tabelle 4.2.: Klassen der Bewegungsgeschwindigkeit für Massenbewegung nach WLI (1995), Cruden
und Varnes (1996)
Klasse Beschreibung
der Bewe-
gung
Geschwindigkeit
[mm/sec]
typische
Geschwin-
digkeit
Auswirkung
7 schnellste katastrophale Folgen, totale Zer-
störung der betroffenen Gebäude
sowie Todesfälle
6 sehr schnell 5× 103 5 m/s große Zerstörung der betroffenen
Anlagen und Todesfälle
5 schnell 5× 101 3 m/min Evakuierung und Fliehen sind mög-
lich, allerdings große Zerstörung
der betroffenen Anlagen
4 moderat /
angemessen
5× 10−1 1,8 m/St unempfindliche Anlagen sind repa-
rierbar, wenn sie nicht direkt be-
troffen sind. Anlagen, die im Weg
der bewegten Massen liegen, haben
folglich große Schäden.
3 langsam 5× 10−3 13 m/Mon Straßen und unempfindliche An-
lagen können bei dauerhaften Sa-
nierungsmassnahmen erhalten blei-
ben.
2 Sehr lang-
sam
5× 10−5 1,6 m/Jhr sanierbare Risse in Gebäuden
1 langsamste 5× 10−7 16
mm/Jhr
keine Schäden für Anlagen mit
Schutzmaßnahmen
Dennoch gibt es unzählige Klassifikationen von Massenbewegungen, die lokal ausgeprägt sind
und sich auf die regionalen Gegebenheiten beziehen.
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4.1.1. Rutschungsmorphologie
In Abb. 4.2 und Abb. 4.3 wird eine komplexe Massenbewegung im idealisierten Fall mit einer
Darstellung im Profilschnitt gezeigt. In Abb. 4.3 ist der Profilschnitt dargestellt. Die hiernach
nummerierten Elemente werden im Folgenden nach Lee und Jones (2004) übersetzt und definiert:
Abbildung 4.2.: Komplexe Massenbewegung im idealisierten Fall (Lee und Jones, 2004)
1. Abrisskante (Crown): Ist der unverformte Teil einer Rutschung. Er liegt unversehrt oben-
auf.
2. Hauptabriss (Main scarp): Die steile Fläche, der unverformte Teil unter der Abrisskante (1)
3. Gipfel (Top): Ist der höchste Punkt und der Kontakt zwischen der Rutschmasse (13) und
dem Hauptabriss (2).
4. Kopf (Head): Der oberste Teil einer Rutschung entlang des Kontakts zwischen dem ver-
setzten Teil und dem Hauptabriss
5. Nebenabriss (Minor scarp): Die steile Fläche im Rutschungskörper, die durch die differen-
tiale Bewegung entstanden ist.
6. Hauptrutschkörper (Main body): Der Teil der versetzten Materialien über der Gleitfläche
zwischen dem Hauptabriss (2) und dem höchsten Punkt der Abrisskante (1)
7. Rutschungsfuß (Foot): Der versetzte Teil über den Gleitflächenzeh (11), der die ursprüng-
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Abbildung 4.3.: Darstellung des Profilschnitts (Lee und Jones, 2004)
liche Geländeoberfläche (12) abdeckt
8. Abkippstelle (Tip): Der weiteste Punkt auf dem Rutschungszeh (9) im Bezug auf den
Gipfel (3)
9. Rutschungszeh (Toe): Der untere Bereich der Rutschmasse (13), häufig ist er kurvenförmig.
10. Gleitfläche (Surface of rupture): Die untere Grenzfläche der Rutschmaterialien (13) vor
dem Versagen
11. Gleitflächenzeh (Toe of surface of rupture): Die Schnittlinie zwischen der Gleitfläche (10)
und der ursprünglichen Geländeoberfläche (20)
12. Trennfläche (Surface of separation): Der Teil der ursprünglichen Geländeoberfläche (20),
der von der Rutschmasse (13) zugedeckt ist.
13. Rutschmasse (Displaced material): Das durch die Massenbewegung versetzte Material
14. Abtragszone (Zone of depletion): Der Bereich, wo die Rutschmasse (13) unter der ur-
sprünglichen Geländeoberfläche (20) liegt.
15. Akkumulationszonen (Zone of accumolation): Der Bereich, an den die Rutschmasse (13)
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über der ursprünglichen Geländeoberfläche (20) liegt.
16. Abtragsvolumen (Depletion): Das Volumen zwischen dem Hauptabriss (2), der Abtrags-
masse (17) und der ursprünglichen Geländeoberfläche (20)
17. Abtragsmasse (Depleted mass): Das Volumen der Rutschmasse (13), das über der Gleit-
fläche (10) liegt. Sie ist die ursprüngliche Geländeoberfläche (20).
18. Akkumulationsvolumen (Accumulation): Das Volumen der Rutschmasse (13), das über der
ursprünglichen Geländeoberfläche (20) liegt.
19. Flanke (Flank): Die unversetzten Bereiche auf beiden Seiten des Gleitens
20. ursprüngliche Geländeoberfläche (Original ground surface): Die Geländeoberfläche vor der
Rutschung
4.1.2. Problematik von Massenbewegungen
Massenbewegungen stellen einen wesentlichen Teil der Naturkatastrophen dar. Trotz der Zu-
nahme der Forschung auf diesem Gebiet bleiben noch viele Fragen offen, besonders bezüglich
der Mechanismen und der Auslöser. Der Anstieg von Massenbewegungskatastrophen verläuft
proportional zu Klimaänderungen und der Ausdehnung der menschlichen Aktivitäten, wie Be-
siedlungen und Infrastrukturerweiterung. Die Folgen solcher Katastrophen variieren zwischen
hohen Kosten und Todesfällen. Tabelle 4.3 zeigt eine Zusammenfassung der destruktivsten Mas-
senbewegungen in den letzten 100 Jahren. Die Anzahl der Todesopfer sowie die hohen Schäden ist
deutlich angestiegen, und ist im Vergleich zu andern Naturkatastrophen nicht zu unterschätzen.
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Tabelle 4.3.: Beispiele über die Massenbewegungen weltweit mit Zahlenspiegel der Todesopfer und Schä-
den nach Sidle und Ochiai (2006)
Land Datum Versagens-
mechanismus
Auslöser Todesfälle bzw.
Schaden
Indones-
ien
1919 Murgänge rapide Wasserabsen-
kung
5160 Todesopfer und
104 zerstörte Dörfer
China 1920 Fließbewegung
im kohä-
sionslosen
Lockergestein
Erdbeben 180000 Todesopfer
Tadschiki-
stan
1949 Sacking Erdbeben 18000 Todesopfer
Japan 1958 Mure Taifun 1094 Personen
Peru 1962 Sturzstrom
und Mure
Eislawinen und Fels-
stürtze
40005000 Todesop-
ferund 200 Mio. $
Schäden
Italien 1963 Felsgleiten Grundwasserzunahme
nach starken Nieder-
schlägen
1899 Todesopfer mehr
als 200 Mio. $ Schäden
Brasilien 1967 tausende
Murgänge,
Fließbewegung
intensive und starke
Niederschläge
1200 Todesopfer
USA 1969 Murgänge starke Niederschläge 18 Todesopfer und mehr
als 40 Mio. $
Guate-
mala
1976 mehr als
10000 Mure,
Felssturz
Erdbeben 250 Todesopfer
China 1979 Rutschungen starke Niederschläge 800 Todesopfer
Kolumb-
ien
1985 Mure rapide Schneeschmelzen
durch Vulkaneruption
23000 Todesopfer und
5000 Verletzte
Ecuador 1987 Bergzerreißung
und Schlamm-
ströme
zwei Erdbeben 1000 Todesopfer und
1 Mrd. $
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Land Datum Versagens-
mechanismus
Auslöser Lebensverluste bzw.
Schaden
Iran 1990 mehr als 7
Rutschungen
und Sandflie-
ßen
Erdbeben 300 Todesopfer
Venezuela 1999 Murgänge und
Oberflächen-
rutschungen
1 m Niederschlags-
menge in 3 Tage
30000 Todesopfer
Sri
Lanka
2003 viele Rut-
schungen und
Mure
stets intensive Nieder-
schläge
mehr als 260 Todesopfer
Philipp-
inen
2006 große, tief
liegende Rut-
schung und
Murgang
starke Niederschläge 1800 Todesopfer
Dazu zeigt Abb. 4.4 die Krisenherde der Massenbewegungen weltweit nach NGI und ICG (Na-
dim, 2000). Die betrachteten Parameter bei dieser Untersuchung sind Hangneigung, Lithologie,
Bodenfeuchtigkeit, Niederschlagesmenge, seismische Faktoren und die Temperatur.
Abbildung 4.4.: Krisenherde der Massenbewegungen und Schneelawinen weltweit nach Nadim (2000)
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4.1.3. Ursachen von Massenbewegungen
Unabhängig von der Massenbewegungsart, ist die Massenbewegung ein komplizierter Prozess
und ihr Versagensmechanismus wird von zahlreichen Faktoren beeinflusst. Die Ursachen der
Massenbewegung können in zwei Gruppen eingeteilt werden (Popescu, 1994):
1. Vorbereitende Faktoren, die einen Hang empfindlich für Massenbewegung machen.
2. Auslösende Faktoren, die die Bewegung verursachen.
Diese Faktoren werden in vier Gruppen eingeteilt (Abb. 4.5):
Bodeneigenschaften
Klüftigkeit
Durchtrennungsgrad
Permeabilitität
Boden- / Gesteinsvoraussetzungen
tektonische Aktivitäten
vulkanische Aktivitäten
Erosion
Auflast
Vegetationsverhältnis
Geomorphologische Prozesse
Niederschläge
schnelle Schneeschmelzen
rapide Wasserabsenkung bei Dämen
Vulkanausbrüche
Permafrost
Erdbeben
künstliche Anschnitte
Auflast
Wasserabsenkung bei Dämmen
defekte Abwassersysteme
Entwaldung
alter Bergbau
künstlich dynamische Belastung
Physikalische Prozesse
Antropogene Prozesse
vorbereitende
 Faktoren
auslösende
 Faktoren
Abbildung 4.5.: Schematische Darstellung der hangstabilitätsbeeinflussenden Faktoren nach Popescu
(1994)
1. Bodenvoraussetzungen: Sie stellen die Bodencharakteristika dar, die an der Massenbewe-
gungsoberfläche kartiert oder durch Bohrungen untersucht werden können.
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2. Geomorphologische Prozesse: Sie können durch Vermessung, Luftbilder, oder Geländebe-
gehung dokumentiert werden.
3. Physikalische Prozesse: Sie betrachten die Umwelt, als auch die Umgebung der Massenbe-
wegung und können durch vor Ort Instrumentierung dokumentiert werden.
4. Antropogene Prozesse: Sie können durch vor Ort Beobachtungen oder während der Bau-
arbeiten dokumentiert werden. Wichtig ist dazu die Identifizierung der natürlichen Hänge
als auch der Anschnitte.
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4.2. Risikoeinschätzung von Massenbewegungen und der
Risikomanagementprozess
Mit dem Anstieg der Massenbewegungskatastrophen steigt auch der Bedarf an einer gemeinsa-
men Sprache aller in dieser Problematik involvierten an. Häufig stoßen Forscher auf verschie-
dene Definitionen und Terminologien dieser Wissenschaft, was wiederholt zu Verwirrung und
Missverständnissen unter den Forschern führt. Trotz vieler Versuche verschiedener Institutionen
wie zum Beispiel IUGS (International Union of Geological Sciences) oder ICOLD (International
Commission on Large Dams) eine einheitliche Terminologie zu finden, erscheinen ständig neue
Definitionen der alten Konzepte. Begründungen dafür können durchaus die neu erworbenen
Kenntnisse oder die Widerspiegelung lokaler Erfahrungen bezüglich der Problematik sein. Für
diese Arbeit wird die Terminologie des technischen Komitees (TC32) der International Society
for Soil Mechanics and Geotechnical Engineering (ISSMGE) verwendet, da diese Terminologie
auf verschiedenen anerkannten Definitionen beruht. Die in dieser Arbeit verwendeten wichtigen
Definitionen sind in Tabelle 4.4 erläutert.
Tabelle 4.4.: Ausgewählte Definitionen nach Fell et al. (2005)
Begriff (Englisch) Begriff (Deutsch) Definition
Danger Gefahr Natürliche Phänomene, die zu Schäden füh-
ren können. Sie können permanent wie z.B.
Hangkriechen oder spontan wie z.B. Fels-
stürze sein.
Element at Risk Gefährdete Objekte Menschen, Gebäude, Konstruktionen, Infra-
struktur, Umweltanlagen oder wirtschaftliche
Aktivitäten, die indirekt oder direkt in Ge-
fahr geraten können.
Hazard Gefährdung (Hasard) Wahrscheinlichkeitsauftritt einer Gefahr in-
nerhalb eines bekannten Zeitraums
Risk Risiko Maß der Wahrscheinlichkeit und Stärke der
Gefährdung auf gefährdeten Objekte
Susceptibility Suszeptibilität Anfälligkeit eines Hanges gegenüber Gefähr-
dung
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Begriff (Englisch) Begriff (Deutsch) Definition
Vulnerability Vulnerabilität Schadensanfälligkeitsgrad eines Objektes in
der Hasardzone. Er wird zwischen 0 (kein
Schaden) und 1 (Totalschaden) ausgedrückt.
Der Risikomanagementprozess ist ein hierarchischer Prozess, an dessen Spitze eine einfache Er-
kennung der Massenbewegungsproblematik (Suszeptibilität) steht. Die Hierarchie aus Abb. 4.6
geht tief durch verschiedene Prozesse bis zum Fundament, wo sich das Risikomanagement befin-
det.
Abbildung 4.6.: Schematische Darstellung des Risikomanagementprozesses nach Fell et al. (2005).
Der gesamte Prozess lässt sich in 4 Phasen (übersetzt und bearbeitet nach Fell et al. (2005))
einteilen:
1. Gefährdungsanalyse.
2. Risikoanalyse.
3. Risikoeinschätzung.
33
4 Theoretische Grundlagen der Massenbewegung
4. Risikomanagment.
4.2.1. Gefährdungsanalyse
Die Reihenfolge der Gefährdungsanalyse wird wie folgt geschildert:
4.2.1.1. Beschreibung und Abgrenzung des Arbeitsgebiets
Sie erfolgt durch die Antwort auf folgende Fragen:
• Wer und was ist von der Analyse betroffen? Ist die Analyse für einen bestimmten Bereich
z.B. eine Autobahn oder für mehrere Gebiete?
• Welche geographischen Grenzen haben die betroffenen Gebiete?
• Ist die Analyse nur für die Infrastruktur oder betrachtet sie gleichermaßen die Gefährdung
von Menschenleben?
• Welchen Umfang haben die ingenieurgeologischen und geotechnischen Untersuchungen?
• Welche Ansätze für die Erstellung der Suszeptibilitätskarten kommen in Frage?
• Ist die Analyse qualitativ oder quantitativ?
• Was bestimmt die Risikoakzeptanzkriterien?
• Wie ist die Zugänglichkeit des Gebietes?
• Wie sieht das Analyseendprodukt aus?
4.2.1.2. Hasardanalyse
Sie besteht aus zwei Teilen:
1. Charakterisierung der Massenbewegungsgefahr und somit die Erstellung der Suszeptibili-
tätskarten, daher sind verschiedene Schritte denkbar wie:
• Klassifizierung der verschiedenen Typen der Versagensmechanismen
• Einschätzung des Massenbewegungsumfangs wie Ort oder Fläche
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• Identifizierung der möglichen Vorversagenssignale, die überwacht werden können
2. Häufigkeitsanalyse: Die Häufigkeit der Massenbewegungen kann durch verschiedene Be-
griffe beschrieben werden (IUGS, 1997) wie:
• Die Anzahl der Massenbewegungen eines bestimmten Typs in einem Gebiet pro Jahr
• Die Wahrscheinlichkeit einer einzigen Hangbewegung pro Jahr
4.2.2. Risikoanalyse
Die Risikoanalyse beinhaltet die Konsequenzanalyse und die dazugehörige Risikobewertung
4.2.2.1. Konsequenzanalyse
Die Konsequenzanalyse beinhaltet:
• Identifizierung und Quantifizierung der gefährdeten Elemente
• Einschätzung der Treffwahrscheinlichkeit der gefährdeten Elemente
• Einschätzung der Vulnerabilität der gefährdeten Elemente
4.2.2.2. Risikobewertung
Die Risikobewertung besteht aus drei Phasen:
• Risikokalkulation
• Sensitivitäts- und Ungenauigkeitsanalyse
• Qualitative Risikobewertung
4.2.3. Risikoeinschätzung
Die Risikoeinschätzung besteht aus dem Risikoeinschätzungsprozess und aus so genannten Risi-
koakzeptanzkriterien:
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4.2.3.1. Risikoeinschätzungsprozess
In dieser Phase werden die Ausgaben bei der Risikoanalyse als Eingaben angenommen und
anschließend Risikoeinschätzungen mit Betrachtung der folgenden Werte durchgeführt:
1. Materieller Verlust
• jährliche Risikokosten
• Finanzierungsmöglichkeiten
• Versicherungsmöglichkeiten
• Unfallhäufigkeit für Schienen- und Straßenverkehr
• indirekte Kosten wie Wiederaufbau neuer Straßenanlagen.
2. Verlust von Menschenleben
• Individuelles Risiko pro Menschenleben
• Soziales Risiko durch Berechnung der Relation zwischen Häufigkeit und Opferzahl
(f-N Diagramm, (Abb. 4.7))
• Berechnung der möglichen Verlust von Menschenleben
4.2.3.2. Betrachtung der Risikoakzeptanzkriterien
Es wird zwischen akzeptablen und tolerablen Risiken unterschieden, dafür werden Risikoakzep-
tanzkriterien durch die Berechnung des individuellen und sozialen Risikos betrachtet.
4.2.4. Risikomanagement
Risikomanagement wird je nach den Risikoakzeptanzkriterien durchgeführt, daher wird zwischen
(in)tolerierbarem Risiko unterschieden. Zuletzt wird der gesamte Ablauf des Risikomanagement-
prozesses als Flussdiagramm in Abb. 4.8 dargestellt.
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(a) ALARP Variante1 (b) ALARP Variante2
Abbildung 4.7.: Zwei Varianten der Einschätzungskriterien ALARP (As Low As Resonably Practica-
ble) des sozialen Risikos
4.3. Detaillierte Beschreibung der Suszeptibilitätskarten
Die Bedeutung der Suszeptibilität eines Hanges ist die Anfälligkeit bzw. die Empfindlichkeit
eines Teiles (DUDEN, 1994) oder des gesamten Hanges für eine gravitative Bewegung. Der
Begriff Suszeptibilitätskarte bedeutet in diesem Sinne die Kartierung der untersuchten Gebiete
und ihre Anfälligkeits-Klassifikation entsprechend ihrer Empfindlichkeit gegenüber einer Mas-
senbewegung. Die Erstellungsverfahren der Suszeptibilitätskarten lassen sich nach Aleotti und
Chowdhury (1999)in qualitativ oder quantitativ einteilen.
Die Entscheidung, welches Verfahren für eine Analyse geeignet ist, lässt sich aus folgenden Fak-
toren erkennen:
1. Art und Anzahl der beteiligten Parameter
2. Datenquantität, Datenursprung und Anzahl der Datensets
3. Datenqualität, in dem Sinne, dass, je genauer die Datensets sind, desto mehr werden die
deterministischen Verfahren bevorzugt.
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4. Erzieltes Ergebnis, bezüglich seiner Form und Genauigkeit, ob eine Übersichtskarte oder
eine detaillierte Beschreibung einzelner Rutschungen erwünscht ist.
5. Maßstab der vorhandenen Daten, sowie der gewünschte Auswertungsmaßstab
6. Versagensmechanismus
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Beschreibung und Abgrenzung des Arbeitsgebiets
Charakterisierung der Massenbewegungsgefahr
Häufigkeitsanalyse
Konsequenzbewertung
Wahrscheinlichkeitsanalyse
Risikobewertung
Betrachtung der Risikoakzeptanzkriterien
Risikoabminderungsmaßnahmen
Risikoevaluierung im
 Bezug zu 
Risikoakzeptanzkriterien 
 Überprüfen 
der 
Risikominderungsvariante 
Implementierung der 
Risikoabminderungsmaßnahmen 
Monitoring, Bewertung 
und eventuell Rückmeldung 
Hasardanalyse
Konsequenzanalyse
R
is
ik
oa
na
ly
se
R
isi
ko
ei
ns
ch
ät
zu
ng
R
is
ik
om
an
ag
em
en
t
G
ef
äh
rd
un
gs
an
al
ys
e
Abbildung 4.8.: Flussdiagramm des Risikomanagementprozesses nach Fell et al. (2005)
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5. Vorgehensweise
Gefährdungskarten bilden eine wichtige Grundlage für die Risikoeinschätzung bei der Risikoe-
valuation, da die wesentliche Informationen über die Gefahrenherde und somit die gefährdeten
Objekte bereitstellen. Die Bestimmung der aktiven Herde von Massenbewegungen erfolgt haupt-
sächlich anhand dieser Karten, sodass die Qualität der Karten einen großen Einfluss auf das
Ergebnis der Risikoevaluation hat. Die Erstellung einer flächenhaften Gefährdungskarte eines
Gebietes ist sowohl mit mathematischen Schwierigkeiten als auch mit speziellen ingenieurgeolo-
gischen Anforderungen verbunden. Weiterhin stehen häufig wenig Informationen zur Verfügung
und/oder die vorliegenden Informationen sind mangelhaft. Bei den klassischen quantitativen
und Analyseverfahren werden statistische Ansätze wie zum Beispiel eine multivariate Statistik
oder einzelne Werkzeuge aus dem Data Mining verwendet. In dieser Arbeit werden verschiedene
Verfahren in Form von Modulen kombiniert und gemeinsam oder einzeln für den Einschätzungs-
prozess abgerufen. Das hat den Vorteil, dass der Analyseprozess wesentlich flexibler im Vergleich
zu den klassischen Verfahren ist. Für die graphische Darstellung der Ergebnisse wird das Geo
Informationssystem ArcMap verwendet.
Der Ablauf des vorgestellten Analyseansatzes ist in Abb. 5.1 dargestellt und kann wie folgt
beschrieben werden:
Zu Beginn des Analyseprozesses wird regelbasiert  durch den Ausschluss von ungefährdeten
Gebieten anhand einfachen Kriterien  versucht, die Gebietsgröße und die damit verbundene
Zahl der Datensätze zu reduzieren. Sie werden in einem Kriterienkatalog zusammengefasst und
auf den Analyseprozess angewandt. Diese Kriterien bestimmen durch ihre Entscheidungen, wel-
che Flächen weiter in der Analyse bleiben und welche aus der Analyse ausgeschlossen werden
sollen. Zugegen reichen mitunter die Kriterien in ihrer Bildungsform für weitere Entscheidungen
nicht mehr aus, weil sie wenige Bearbeitungsinformationen beinhalten. Daher werden komplexe
Kriterien in die Analyse einbezogen, die als einschränkende Kriterien bezeichnet werden. Durch
weitere ingenieurgeologische Voraussetzungen in den einschränkenden Kriterien werden weiter-
hin Flächen ausgeschlossen. Allerdings ist die Zahl der ausgeschlossenen Flächen in diesem Fall
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Expertenwissen 
Optimierung mit 
Hilfe von AHP 
Suszeptibilität 
Ausschlusskriterien 
  Basisinformationen
Betrachtung 
 neuer geomorphologischer 
Parameter 
Klassifizierung 
Betrachtung neuer 
Parameter 
 Validierung 
Künstliche Neuronale Netze 
Abbildung 5.1.: Aufbau des Systems
42
geringer als bei den einfachen Ausschlusskriterien.
Wenn anhand der Ausschlusskriterien keine weiteren Flächen aus der Analyse ausgeschlossen
werden können, kann mit der Klassifizierung der übrig gebliebenen Flächen begonnen werden.
Es wird zu Beginn Expertenwissen  zum Beispiel aus Fachberichten  ausgewertet, sodass die
Erstellung einer ersten Klassifikation möglich wird. Das Expertenwissen wird hinsichtlich sei-
ner Generalisierbarkeit geprüft, um sicher zu stellen, dass keine Sonderfälle als allgemeine Regel
in die Klassifikation einfließen. Aus diesen Parametern wird versucht allgemeingültige Regeln
abzuleiten, die für möglichst viele Massenbewegungsarten gelten. Die Erfahrung zeigt, dass es
nur wenige Parameter gibt, die diese Bedingung erfüllen, und die meisten geeigneten Klassifika-
tionsparameter geomorphologisch ausgeprägt sind. Dazu beeinflussen die ingenieurgeologischen
Besonderheiten eines Gebietes in einigen Fällen stark die Klassifikationsergebnisse, sodass die
Ergebnisse nicht aussagekräftig werden. Hier wird auf ein Modul zurückgegriffen, um einen
Optimierungs- bzw. Korrekturprozess durchzuführen. Der Optimierungsprozess wird mit Hilfe
des Analytischen Hierarchischen Prozesses (AHP) unter Beibehaltung der alten Klasseneintei-
lung für die Erstellung einer neuen Klassifikation durchgeführt. Da die Klassifikation mit dem
Experten- oder AHP-Modul stark geomorphologisch geprägt ist, muss sie als Anfangszustand
betrachtet werden und anschließend ein weiterer Prozess, mit einem Modul zur Erkennung des
Gefährdungspotentials, gestartet werden. Der Erkennungsprozess findet mittels künstlicher In-
telligenz statt, weil neben verschiedenen Vorteilen, die Integration aller vorliegenden Parameter
in der Analyse möglich ist. Der Einsatz von Künstlichen Neuronalen Netzen ermöglicht alle
akquirierten Parameter in einer Analyse zu integrieren und diese im Rahmen des Lernprozesses
zu reduzieren oder aus diesem neuen Parameter zu erzeugen. Im Vergleich zu vielen anderen
Verfahren ist bei diesem die Integration von unterschiedlichen Datenarten durch eine geeig-
nete Codierung möglich. Durch ihre Lernfähigkeit und ein gutes Generalisierungspotential kön-
nen Neuronale Netze bei einer Erweiterung des Erkennungsprozesses auf benachbarten Gebieten
ebenso die Gefährdung erkennen, selbst wenn wenige Parameter vorliegen.
Das Endprodukt des vorgestellten Systems ist ein lernfähiges System mit einer Klassifizierungs-
fähigkeit hinsichtlich ungefährdeter und gefährdeter Flächen von über 80 % der untersuchten
Gebiete und eine - in drei Klassen - eingeteilte Gefährdungskarte.
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6. Theoretische Grundlagen der verwendeten
Techniken
Im Rahmen dieser Arbeit wurden folgende Techniken verwendet:
1. Data Mining
2. Multikriterien-Entscheidungen (MCE)
3. Analytische Hierarchische Prozesse (AHP)
4. Künstliche Neuronale Netze (KNN)
6.1. Einführung in Data Mining Methoden
Data Mining ist die Analyse der beobachteten bzw. gesammelten Datensätze, um sowohl uner-
wartete sowie nicht lineare Korrelationen herauszufinden als auch die Zusammenfassung dieser
Datensätze in neuen Methoden analysieren zu können, wodurch sie nützlich und gleichzeitig
verständlich für den Datennutzer sind (Larose, 2005)
6.1.1. Definitionen
• Daten sind alle Fakten, Zahlen oder Texte, die verschiedene Formen haben und vom
Rechner bearbeitet werden können. Sie können operational, nicht operational oder Meta
Daten sein. Bei einer Vorstellung der Daten als Matrix stellen die Spalten die verschiedenen
Parameter und die Zeilen die Datensätze dar.
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
a1 b1 c1 d1
a2 b2 c2 d2
a3 b3 c3 d3
a4 b4 c4 d4

• Informationen sind Muster, Assoziationen oder Relationen zwischen den vorhandenen
Daten.
• Datensatz wird hier als Vektor definiert, der einen einzigen Wert jedes Parameters enthält.
In eine Matrix ist eine Zeile ein Datensatz.
[
a3 b3 c3 d3
]
.
6.1.2. Leistung des Data Mining
Data Mining verbindet Transaktionen und analytische Systeme durch Tools wie statistische Soft-
ware, Maschinen Lernen und Neuronale Netze, indem es die Relationen zwischen den Datensätzen
herstellen. Die folgenden vier Relationsarten werden vielfach beim Data Mining verwendet:
• Klassen: Daten werden in vorbestimmte Gruppen (nach bestimmten Kriterien) aufgeteilt.
• Cluster: Daten werden nach logischen Relationen oder bestimmten Präferenzen in Gruppen
aufgeteilt.
• Assoziationen: Daten werden zur Herstellung von Relationen verwendet.
• Sequentielle Muster: Daten werden für das Verhalten und die Entwicklung der Muster
antizipiert (UCLA, 2008).
Dafür existieren verschiedene Analysemethoden, wie z. B. in Abb. 6.1 aufgeführt:
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Abbildung 6.1.: Häufig verwendete Tools beim Data Mining
6.1.3. Datenerkundung
Datenerkundung ist ein multistufiger Prozess, in dem ein strukturiertes Verfahren zum Erkennen
und zur Evaluierung der zugehörigen Probleme verwendet wird. Auf dieser Grundlage werden
Lösungen und Strategien bestimmt und daraus Ergebnisse abgeleitet (Pyle, 1999). Die Datener-
kundung ist ein wichtiger Prozess, und der Erfolg einer Analyse hängt zum großen Teil von ihr
ab. Pyle (1999) schilderte die prozentuale Einteilung des Zeitaufwands der einzelnen Schritte
beim Aufbau eines Modells und ihre Relevanz für den Erfolg der Analyse (Tabelle 6.1).
Aus der Tabelle ist ersichtlich, dass die Vorbereitung für die Analyse nur 20 % der gesamten
Zeit in Anspruch nimmt, wobei ihre Relevanz für eine erfolgreiche Analyse 80 % beträgt. Die
Analyse dagegen verlangt 80 % des Zeitaufwandes, wobei ihre Relevanz jedoch nur 20 % des
Erfolgs darstellt.
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Tabelle 6.1.: Aufwand bei einem Data Mining-Projekt in Prozent nach Pyle (1999)
Zeitaufwand % Relevanz für den Erfolg %
Vorarbeit
Erkennung des Problems 10 15
Erkennung der Lösung 9 14
Implementierung der Spezifikation 1 51
Summe 20 80
Data Mining
Datenaufbereitung 60 15
Datenprüfung 15 3
Modellierung 5 2
Summe 80 20
6.1.4. Datenaufbereitung
Eine gute Datenaufbereitung ist gegeben, wenn die aufbereiteten Daten ihre maximale Nütz-
lichkeit für die Modellierung erreicht haben, bei der gleichzeitig ihre ursprüngliche Anordnung
minimal verstreut ist bzw. ihre ursprüngliche Struktur möglichst erhalten bleibt. In die Daten-
aufbereitung wird eine sogenannte Umwelt der aufbereiteten Information (engl. The Prepared
Information Environment, PIE) generiert. Dabei gilt, je besser die Generierung der PIE ist,
umso besser ist die nachfolgende Analyse. Die PIE betrachtet die folgenden Faktoren:
6.1.4.1. Repräsentatives Muster (Representative Samples)
Eine der wichtigen Fragen in der Datenaufbereitung besteht darin, ob ausreichend Daten für das
Modell vorhanden sind. Aus der Sicht der Dateninhaber ist es durchaus vorteilhaft, wenn alle
Daten verwendet werden können. Das ist aber nicht immer möglich und auch nicht praktka-
bel. Die Modellierung benötigt mindestens zwei Datensätze, einen zum Training und einen zum
Validieren, wobei in beiden Fällen die Datensätze repräsentativ sein müssen.
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6.1.4.2. Kategorische Werte (Categorical Values)
Wenn Kategorien wie Gesteinsarten, Bewuchsarten, usw. in die Analyse eingegeben werden
sollen, müssen ihnen numerische Werte (Zahlen) zugeordnet werden. Allerdings sind Datensätze
mit kategorischen Werten häufig problematisch bei der Modellierung. Ein Beispiel kann hier die
Lithologie sein, denn sie besteht aus verschiedenen Kategorien, die die Gesteinsarten beschreiben.
In diesem Fall bekommt jede Gesteinsart eine Zahl, die  wie vorher erwähnt wurde  möglichst
repräsentativ sein muss. Probleme können entstehen, wenn ein Gebiet zum Beispiel aus zehn
verschiedenen Gesteinsarten besteht. Dies könnte dazu führen, dass diese zehn lithologischen
Parameter bei einer Data Mining Analyse gegenüber anderen Eingaben dominieren.
6.1.4.3. Normalisierung (Normalization)
Unter Normalisierung versteht man eine effiziente Organisation der Daten mit dem Ziel reationale
Datenbanken zu erhalten und die Redundanzen der Daten zu reduzieren. Die Normalisierung mit
ihrer Artbestimmung ist ein sehr wichtiger Schritt für die Modellierung. Bei einigen Modellen
ist die Normalisierung unerlässlich, wie zum Beispiel bei Neuronalen Netzen. Andere Modelle
können von der Normalisierung profitieren, aber die Datensätze müssen nicht notwendigerweise
normalisiert werden. Die Normalisierung liegt immer zwischen den Datengrenzen und wird häufig
in Form einer Verteilung durchgeführt, wobei bei der Verteilung verschiedene Probleme, wie zum
Beispiel eine Verzerrung der Datensätze oder Sonderwerte auftauchen können. Eine andere
Form der Normalisierung ist eine Art Datencodierung. Diese Art der Datencodierung wird
ausführlicher im Kapitel 8.2 Datenaufbereitung beschrieben.
6.1.4.4. Fehlende Werte (Missing Values)
Die Behandlung von fehlenden Werten ist wichtig für die Modellierung, weil diese Werte ge-
legentlich einen negativen Einfluss auf die Analyse haben können. Es gibt kein automatisches
Verfahren zur Behandlung von Fehlenden Werten. Sie müssen daher öfter manuell behandelt
werden. Die Behandlung von Fehlenden Werten in den Datensätzen variiert hier zwischen der
Eliminierung des ganzen Datensatzes und der manuellen Ersetzung durch andere logische Werte
(häufig bei binären Datensätzen).
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6.1.5. Datenprüfung (Surveying the Data)
Bei der Datenprüfung werden die Eigenschaften der Daten geprüft und wenn möglich gra-
phisch dargestellt. Die Datenprüfung ermöglicht vor allem die Untersuchung der Datenqualität.
Abb. 6.2 zeigt ein Beispiel zur Überprüfung von Datenqualität nach der Datenaufbereitung, da-
bei ist besonders relevant, dass bei einer gesamten Datenmenge von 192.000 Datensätzen keine
fehlenden Werte vorhanden sind. Viele andere Informationen über die Daten werden durch Da-
tenprüfung akquiriert, wie z.B. deren statistische Verteilung oder Skalierungsformen. Abb. 6.3
zeigt ein Beispiel zur Kontrolle während einer Datenaufbereitung. Dabei ist zu erkennen, dass
aller fehlenden Werte mit der Zahl -9999 definiert wurden.
Abbildung 6.2.: Beispiel zur Überprüfung der Datenqualität
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Abbildung 6.3.: Verschiedene statistische Darstellungen der Datensätze
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6.2. Grundlagen der Multikriterien-Entscheidungen (MCE)
Gestützte Multikriterien-Entscheidungssysteme (Multicriteria Decision Support Systems, MCDS)
sind Verfahren zur Analyse von Problemen mit verschiedenen Kriterien und Alternativen mit
mehreren Zielen. Sie helfen dem Entscheidungsträger aus allen wichtigen subjektiven und objek-
tiven Faktoren eine konsistente Entscheidung zu treffen (Mustajoki und Hämäläinen, 2007). Die
Ziele in diesen Entscheidungssituationen stehen häufig in einem Konfliktverhältnis zueinander
(Zimmermann und Gutsche, 1991).
Nach Hwang und Yoon (1981) sind die Multi Criteria Probleme in zwei Klassen eingeteilt.
Zur ersten Klasse gehören die Multi-Attribut-Entscheidungen (Multi Attribute Decsion Making,
MADM) und zur zweiten die Multi-Objektiven-Entscheidungen (Multi Objective Decision Ma-
king, MODM). Während ein MADMVerfahren das Problem durch eine Auswahl von Hand-
lungsalternativen behebt, löst ein MODM-Verfahren das Problem durch die Berechnung einer
Alternative. Daher ist bei dem MADM-Verfahren die Menge der zulässigen Handlungsalternati-
ven vorbestimmt.
6.2.1. Definitionen
• Die Entscheidung ist die Auswahl zwischen zwei oder mehreren Alternativen, in dem
diese Entscheidung auf multiplen Kriterien oder Bedarfsfällen bezüglich der Alternativen
basiert. Die ausgewählte Alternative wird die Handlungsalternative genannt.
• Die Handlungsalternative ist die Alternative, die der Entscheidungsträger im Hinblick
auf alle Ziele am meisten bevorzugt.
6.2.2. Massenbewegungsproblematik und MCE
Da für ein Massenbewegungsereignis viele Faktoren in verschiedenen Ebenen zur unterschied-
lichen Zeiten zusammenspielen, entspricht die Fragestellung der Massenbewegung einem Multi
Criteria Problem, sodass die MCE-Methode in vielen Fällen zur Bearbeitung der Massenbewe-
gungsproblematik gut verwendbar ist. In Tabelle 6.2 werden die charakteristischen Merkmale der
Multi Criteria Probleme mit einigen Eigenschaften der Massenbewegungsproblematik als Beispiel
erläutert.
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Tabelle 6.2.: Charakteristische Merkmale der Multi Criteria Probleme im Zusammenhang mit einigen
Eigenschaften der Massenbewegungsproblematik. Bearbeitet und ergänzt nach Zimmer-
mann und Gutsche (1991).
charakteristische Merk-
male der Multi Criteria
Probleme
Beschreibung Massenbewegungs-
problematik
mehrere Ziele Probleme besitzen verschie-
denen Ziele
z.B. Hangexposition Norden
spricht in vielen Fällen gegen
Rutschungen, in einigen Fäl-
len nicht.
Zielkonflikt Widerspruch der Ziele in dem
Sinne, dass eine Verbesserung
hinsichtlich eines Zieles das
Ergebnis bzgl. eines anderen
Zieles verschlechtert
Besonders bei der Erkennung
vom Versagensmechanismus,
wenn hinter einem Versagens-
mechanismus verschiedenen
Eigenschaften ohne deutliche
Korrelation stehen.
ungleichmäßige Einheiten Messen der Ziele mit unter-
schiedlichen Maßstäben, die
untereinander nicht vergleich-
bar sind.
z.B. Die Einwirkung der
Hangneigung [◦] auf die
oberflächliche Fliessge-
schwindigkeit [m/sec]
Berechnung/Bevorzugung ei-
ner Lösung
Die Lösung des Entschei-
dungsproblems durch die Be-
rechnung oder die Auswahl
einer besten Handlungsalter-
native.
z.B. wenn die untersuch-
ten Eigenschaft Stabilität für
ein bestimmtes Gebiet ausge-
wählt wurde, wird der Para-
meter Rutschung als Tea-
cher verwendet
Sicherheit Entscheidungen bei
Ungewissheit werden hier
ausgeklammert und aus-
schließlich Entscheidungs-
situationen bei Sicherheit
behandelt
Sollte die Einwirkung eines
Faktors auf die Stabilität
nicht spürbar sein, könnte
dieser Faktor aus der Analyse
ausgeschlossen werden.
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6.3. AHP-Verfahren
Der Analytische Hierarchische Prozess (Analytic Hierarchy Process, AHP) ist ein MADM-Verfahren
aus der Multikriterien-Entscheidungsanalyse (Saaty, 2007), das den Entscheidungsträgern bei
der Entscheidung zwischen den Alternativen hilft. Bei der AHP werden die Prioritäten der
Alternativen bezüglich des obersten Zieles angesetzt, sodass der Entscheidungsträger das Mo-
del hierarchisch aufbaut, wobei an dessen Spitze das Ziel steht. Eine Ebene tiefer werden die
Entscheidungskriterien angesetzt und es folgen  falls erforderlich  eine Ebene tiefer weitere
Subkriterien. Alternativen kommen erst in der tiefsten Ebene (Abb. 6.4) vor.
 
Kriterien 
Alternativen 
Oberziel 
Subkriterien 
Abbildung 6.4.: Darstellung der Hierarchie
Ein Paarvergleich zwischen den Attributen wird zur Priorisierung verwendet, wo die Verwendung
einer 9-Saaty-Skala (Tabelle 6.3) zur Herstellung einer Paarvergleichsmatrix möglich ist. Im AHP
wird die relative Wichtigkeit unter den Attributen auf einer kardinalen Skala darstellt, in der
jede Wichtigkeit ein Gewicht bekommt, wobei ein Gewicht wj ≥ 0 ist. Das Gewicht spiegelt
auf einem kardinalen Skalenniveau die Größe wieder, von dem dazugehörenden Attribut Cj im
Vergleich zu den restlichen Attributen unterscheidet (Zimmermann und Gutsche, 1991).
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Tabelle 6.3.: Punkte und ihre Interpretationen nach Haedrich et al. (1986).
Skalenwert Definition Interpretation
1 gleiche Bedeu-
tung
Beide verglichenen Elemente haben die gleiche
Bedeutung für das nächsthöhere Element.
3 etwas größere Be-
deutung
Erfahrung und Einschätzung sprechen für eine et-
was größere Bedeutung eines Elements im Ver-
gleich zu einem anderen.
5 erheblich größere
Bedeutung
Erfahrung und Einschätzung sprechen für eine
erheblich größere Bedeutung eines Elements im
Vergleich zu einem anderen.
7 sehr viel größere
Bedeutung
Die sehr viel größere Dominanz eines Elements
hat sich in der Vergangenheit klar gezeigt.
9 absolut dominie-
rend
Es handelt sich um den größtmöglichen Bedeu-
tungsunterschied zwischen zwei Elementen.
2,4,6,8 Zwischenwerte Zwischen zwei benachbarten Urteilen muss eine
Übereinkunft getroffen werden, ein Kompromiss.
1, 1/2, 1/3, 1/4, 1/5, 1/6, 1/7, 1/8, 1/9 Kehrwerte
6.3.1. Vorteile der Hierarchie
Das AHP strukturiert das Entscheidungsproblem in Ebenen, die dem Verständnis des Entschei-
dungsträgers entsprechen, nämlich in Ziele, in Kriterien, Unterkriterien und Alternativen. Es
gibt genau ein Ziel (Oberziel oder Erfolgsziel), das allen anderen Zielen übergeordnet ist. Aus
diesem Oberziel auf der höchsten Hierarchieebene leiten sich alle anderen Ziele als Unterziele
ab. Dadurch kann sich der Entscheidungsträger auf kleine, überschaubare Teile des Problems
konzentrieren und die wirksamen Beziehungen zwischen den Elementen der Hierarchie näher
untersuchen. Demzufolge bietet die Hierarchie folgende Vorteile (Saaty, 1989):
• Die hierarchische Darstellung ermöglicht den Unterschied und die Änderungen in den Prio-
ritäten zwischen den verschiedenen Niveaus zu bemerken.
• Eine Hierarchie bietet viele Informationen über die Struktur und die Funktion eines Systems
an, sowie einen Überblick über die aktiven Parameter in den oberen Niveaus.
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• Die Hierarchie ist stabil und gleichzeitig flexibel. Stabil heißt, für kleine Änderungen gibt
es kleine Effekte und gleichzeitig sind sie flexibel, sodass die Leistung der Analyse nicht
gestört werden kann.
6.3.2. Prozessablauf
In Abb. 6.5 ist das Ablaufschema zur Erklärung der nötigen Schritte zum Aufbau eines Analy-
tischen Hierarchischen Prozesses dargestellt. Die Priorisierung zwischen den Elementen erfolgt,
wenn zwei Elemente in einer Ebene bezüglich ihrer Elternelemente miteinander verglichen wer-
den, indem die beiden Elemente eine direkte Verbindung zu den Elternelementen haben. Durch
den Paarvergleich entsteht die Paarvergleichsmatrix und daraus werden die Gewichtungsvekto-
ren berechnet. Die Priorität ergibt sich aus der Berechnung der gesamten Gewichtungen der
Hierarchie.
 
ne
in
 
Abbildung der Hierarchie 
Paargleichbewertung der Elemente in einer Ebene im Bezug zu nächsthöheren Ebene  
Berechnung des Gewichtungsvektors für jede Paarvergleichsmatrix 
Überprüfung der Konsistenz der Bewertung < 0,1 ?
Berechnung der Gewichtungen der Alternativen für die gesamte Hierarchie
ja 
Abbildung 6.5.: Ablauf des AHP Verfahrens nach Zimmermann und Gutsche (1991)
Der Prozessablauf wird anhand eines Beispieles im Folgenden näher beschrieben.
6.3.3. Beispiel: Kauf eines Autos
Das Beispiel ist an Zimmermann und Gutsche (1991) angelehnt: Zum Kauf eines günstigen Autos
werden folgende Kriterien betrachtet:
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• Kaufpreis (Kf)
• Versicherung und Steuer (VSt)
• Dieselkosten (D)
• Sonstiges (S)
Es stehen drei verschiedene Autos zur Wahl Tabelle (6.4) .
Tabelle 6.4.: Variante
Kosten Kf VSt D S
VW 6000 1800 4500 1500
BMW 8000 1200 2250 750
Audi 10000 600 1125 500
Die Berechnung der gesamten Kosten ergibt für jedes Auto:
VW : 6000 + 1800 + 4500 + 1500 = 13800
BMW : 8000 + 1200 + 2250 + 750 = 12200
Audi : 10000 + 600 + 1125 + 500 = 12225
Demnach stellt das Fahrzeug der Marke BMW das günstigeste Auto dar.
6.3.3.1. Die Lösung mit AHP
Bildung der Hierarchie
Die Hierarchie wird in Abb. 6.6 dargestellt
Der Wert für den Paarvergleich zwischen zwei Alternativen i und j aus einer bestimmten Alter-
nativenmenge As wird wie folgt gegeben:
aij =
1
aji
; i, j ∈ As (6.1)
wobei aij nicht unendlich sein darf. Dabei entsteht die Paarvergleichmatrix. sie wird beispiels-
weise für die Alternativen im Hinblick auf das Kriterium Kaufpreis in der Tabelle 6.5 berechnet.
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Autokosten
Kaufpreis DieselkostenVersicherung u. Steuer Sonstiges
AudiBMWVW
Abbildung 6.6.: Hierarchie für den Kauf eines Autos nach Zimmermann und Gutsche (1991)
Tabelle 6.5.: Paarvergleichsmatrix im Hinblick auf das Kriterium Kaufpreis
Kf VW BMW Audi
VW 60006000 = 1
6000
8000 = 3/4
6000
10000 = 3/5
BMW 80006000 = 4/3
8000
8000 = 1
8000
10000 = 4/5
Audi 100006000 = 5/3
10000
8000 = 5/4
10000
10000 = 1
Ebenso werden die Paarvergleichsmatrizen für im Hinblick auf allen anderen Kriterien berechnet:
• Versicherung und Steuer VSt 
1 3/2 3
1/3 1 2
1/3 1/2 1

• Dieselkosten D 
1 2 4
1/2 1 2
1/4 1/2 1

• Sonstiges S 
1 2 3
1/2 1 3/2
1/3 2/3 1

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Zum Vergleich der Alternativen im Hinblick auf das Oberziel werden die gesamte Kosten für die
Alternativen bezüglich eines Kriteriums als Vergleichgrößen betrachtet:
Kaufpreis 6000 + 8000 + 10000 = 24000
Versicherung und Steuer 1800 + 1200 + 600 = 3600
Dieselkosten 4500 + 2250 + 1125 = 7875
Sonstiges 1500 + 750 + 500 = 2750
Die Paarvergleichmatrix hier wird in der folgenden Matrix wiedergegeben:

Oberziel Kf V St D S
Kf 1 20/3 64/21 96/11
V St 3/20 1 16/35 72/55
D 21/64 35/16 1 63/22
S 11/96 55/72 22/63 1

Die Gewichte zwischen der Alternativen- und der Oberkriterienebene können nach der folgenden
Gleichung ermittelt werden Wi =
aij
n∑
k=1
akj
.
Die Gewichtungsvektoren der Paarvergleichsmatrix lassen sich durch die Normierung einer Spalte
berechnen. Zum Beispiel wird der Gewichtungsvektor der Paarvergleichsmatrix für den Kaufpreis
wie folgt berechnet:∑k=1
3 ak1 = 1 + 4/3 + 5/3 = 4
⇒ w1 = a114 = 1/4, w2 = a214 = 1/3, w3 = a314 = 5/12
⇒ wK =

1/4
1/3
5/12

Ähnlich werden die Gewichte für die gesamte Hierarchie berechnet (Abb. 6.7).
Die Prioritäten werden nach folgender Gleichung ermittelt:
WA =
∑
WKriterien ·WOberziel (6.2)
WVW = 1/4 · 0.6279 + 1/2 · 0.0942 + 4/7 · 0.206 + 6/11 · 0.0719 = 552/1529 ≈ 0.3610
WBMW = 1/3 · 0.6279 + 1/3 · 0.0942 + 2/7 · 0.206 + 3/11 · 0.0719 = 488/1529 ≈ 0.3191
WAudi = 5/12 · 0.6279 + 1/6 · 0.0942 + 1/7 · 0.206 + 2/11 · 0.0719 = 489/1529 ≈ 0.3198
Die kleinste Priorität (BMW) ergibt die Handlungsalternative.
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Autokosten
K DVSt S
AudiBMWVW
1/4
1/3
1/5 1/2
1/3
1/6 4/7
2/7 1/7
6/11
3/11 2/11
0.07190.2060.0942
0.6279
Abbildung 6.7.: Die Hierarchie mit allen Gewichtungen
6.3.4. Kommentare zum AHP-Verfahren
• Die wesentliche Kritik an dem AHP-Verfahren liegt in der 9-Punkte-Skala, die nicht ra-
tional aufgebaut ist, da bei der Verwendung von anderen Skalen andere Rangfolgen der
Alternativen herauskommen (Zimmermann und Gutsche, 1991).
• Vorteilhaft ist, dass durch die Nacharbeit von Saaty die Anwendung des AHP-Verfahrens
 durch verschiedene Software  programmierbar wird, sodass von den Anwendern weniger
Aufwand verlangt wird.
6.3.5. Stand des Wissens
Das AHP-Verfahren wird bei verschiedenen Problemlösungen in den Geowissenschaften verwen-
det und häufig mit GIS (Geo-Informationssysteme) kombiniert. Kiker et al. (2005) nennen Bei-
spiele für die Anwendung von AHP bei verschiedenen Umweltproblemen (Tabelle 6.6). Hierbei
werden drei Beispiele zur Anwendung von AHP näher beschrieben.
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Tabelle 6.6.: Anwendungen von AHP-Verfahren im Umweltbereich, verändert nach Kiker et al.
(2005).MAUT = multi attribute utility theory
Anwendungs-
gebiet
Verfahren Projekt Leistungsträger
Priorisierung von
Standorten, indu-
striellen Anlagen
oder militärischen
Aktivitäten
AHP + GIS Eignungsprüfung des Ge-
ländes für militärische
Zwecke/Übungen
U.S. Army
AHP + GIS Auswahl der Begrenzung für
ein Tierschutzgebiet
International Institute
for Geoinformation
Science and Earth Ob-
servation, Niederlande
AHP + GIS Ortsauswahl der Deponie
Umwelt-
technologie
MAUT + AHP Regulierung des Wasserzuflus-
ses in ein See-Fluss-System
Academy of Finnland
Einschätzung der
Umweltbelastung
AHP Einschätzung der sozioökono-
mischen Belastung eines Kon-
struktionsprojektes in Indien
Indira Gandhi Institute
of Development Rese-
arch, Indien
AHP +MAUT Einschätzung der Umweltbe-
lastung für zwei Wasserpro-
jekte an einem Fluss
Finnish Environmental
Agency
Management von
Naturressourcen
AHP Management für Naturparks USDA Forest Services
AHP Management eines klei-
nen Waldgebietes in North
Carolina, USA
USDA Forest Services
AHP Einschätzung der Umweltvul-
nerabilität einer mid-Atlantic
Region
USEPA/USDOE
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6.3.5.1. Beispiel I
Jabr und El-Awar (2007) verwendeten das AHP-Verfahren mit Hilfe von GIS bei der Suche
nach einem Wasserreservoirstandort im Libanon. Durch ein Rankingsystem wurden Kriterien
wie Wasserbilanz, Topographie, Bodeneigenschaften, Bodengüte und die grüne Umgebung als
Sub-Kriterien ausgewählt. Die Hydrologie und die Bodenbedeckung stellten die Hauptkriterien
dar. Das Oberziel war der Reservoirstabilitätsindex. Jedes Subkriterium wurde in drei Klassen
eingeteilt, welche die Alternativen darstellen. Die Klassen sind hoch, mittel und niedrig und
beschreiben den Einfluss des Subkriteriums auf das Oberziel, sodass die letzte Entscheidung die
Findung des höchsten Rankings ist (Abb. 6.8).
 
Reservoirstabilitätsindex
Bodenbedeckung Hydrogeologie 
Wasserbilanz Topographie Bodeneigenschaften Bodengute grüne Umgebung
hoch  mittel  niedrig  hoch  mittel  niedrig  hoch  mittel  niedrig  hoch  mittel  niedrig  hoch  mittel  niedrig  
Abbildung 6.8.: Ablauf des AHP zur Auswahl eines Wasserreservoirs nach Jabr und El-Awar (2007)
6.3.5.2. Beispiel II
Ein anderes Beispiel zur Verwendung von AHP stammt aus Japan und wurde von Yoshimatsu
und Abe (2006) dokumentiert. Eine Gefahreneinschätzungsanalyse für Massenbewegung mit
Hilfe des AHP-Verfahrens ist hier zur Ermittlung der Suszeptibilität durchgeführt worden. In der
Analyse wurde die Suszeptiblität in vier Ebenen eingeteilt, jede Ebene hat einen entsprechenden
Stabilitätsgrad und wurde durch ein Punktzahlsystem mit Hilfe des AHP ermittelt. Das AHP-
Verfahren berechnet nach der Kriterieneinteilung Punkte, die die Prioritäten der Alternativen
darstellen, welche nach Tabelle 6.7 bewertet wurden.
Das Oberziel der Analyse war, die Ermittlung des Suszeptibilitätsfaktors für die Massenbewe-
gung, wobei die geomorphologischen Parameter die Kriterien darstellen (Abb. 6.9). Dazu wurden
Daten wie topographische und geologische Informationen sowie Bewegungsfaktoren gesammelt
und mit Hilfe von Expertenwissen in die Analyse integriert worden.
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Tabelle 6.7.: Ranking der Massenbewegungssuszeptiblität durch AHP-Punktzahlen. Der prozentuale
Anteil ist die prozentuale Menge aus der gesamten Massenbewegungen in Japan (Yoshi-
matsu und Abe, 2006).
Suszeptibilitätsebene AHP-Punktzahl prozentualer Anteil %
Ebene 1 (hoch) 62 < AHP-Punktzahl 5
Ebene 2 (etwas höher) 38 < AHP-Punktzahl 25
Ebene 3 (weniger stabil) 24 < AHP-Punktzahl 30
Ebene 4 (stabil) 24 > AHP-Punktzahl 40
6.3.5.3. Beispiel III
Das AHP-Verfahren wurde in Griechenland in der Kombination mit der Fuzzy Logik zur Ent-
scheidungsfindung des Standortes einer Deponie verwendet (Gemitzi et al.). Es wurden insge-
samt neun Merkmale untersucht: Siedlungsgebiete, Landnutzung, Strassen- und Schienennetze,
Naturschutzgebiete, Grundwasserleitung, Oberflächenwasser, Brunnen und Wasserquellen, geo-
logische Voraussetzungen und der Abstand zu Land und Küsten. Diese Merkmale wurden in der
Analyse als einschränkende Kriterien betrachtet, sodass die Entscheidung durch den Ausschluss
von Gebieten gefunden wurde.
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Definition of the 
scarp 
Susceptiplity 
factor of 
landslide 
Condition of 
landslide surface 
Occurrence 
position on large 
landslide 
Position on and 
condition of 
crack and ground 
Clear 
Slightly clear 
Unclear 
Wave type 
Irregular surface type 
Disclosed flat type 
Toe 
Middle 
Head 
No-relation 
Low Part 
Middle Part 
Upper Part 
Nothing 
Eroded 
Condition 
Stability of 
landslide 
Toe 
Strong 
Slightly Strong 
weak 
Nothing Condition of 
Landslide Toe 
Unstable 
Slightly Stable 
Stable 
0,028 
0,010 
0,008 
0,130 
0,038 
0,032 
0,072 
0,029 
0,013 
0,018 
0,151 
0,063 
0,038 
0,000 
0,130 
0,044 
0,011 
0,000 
0,130 
0,055 
Weight 
0,000 
Abbildung 6.9.: Beispiel zur Verwendung des AHP-Verfahrens für eine Gefahreneinschätzungsanalyse
im Hinblick auf eine Massenbewegung.
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6.4. Künstliche Neuronale Netze
Ein Künstliches Neuronales Netz (KNN) ist eine Art der Informationsverarbeitung, die das Funk-
tionsprinzip der biologischen Informationsverarbeitung simuliert. Die Künstlichen Neuronalen
Netze wurden durch Generalisierung aus mathematischen Modellen der neuronalen Biologie mit
folgenden Annahmen abgeleitet (Fausette, 1994):
1. Verarbeitung der Informationen findet an vielen kleinen Verarbeitungselementen, die Neu-
ronen heißen, statt.
2. Informationssignale werden durch gewichtete Verbindungen zwischen den Neuronen über-
tragen.
3. Jedes Neuron hat eine mathematische Funktion (Aktivierungsfunktion) zur Ermittlung von
Ausgaben (Outputs) in Abhängigkeit von Eingaben (Inputs)
Jedes neuronale Netz hat drei Eigenschaften:
1. Verbindungen zwischen den Neuronen (die Architektur)
2. Methoden zur Bestimmung von Gewichten (das Trainieren, Lernen, Algorithmen)
3. Aktivierungsfunktionen (z.B. Sigmoid oder Tangenshyperbolicus)
6.4.1. Aufbau eines neuronalen Netzes
Der Ansatz der Künstlichen Neuronalen Netze unterscheidet sich von anderen Methoden durch
zwei wichtige Punkte und zwar wann und wie ihre Verwendung von ihnen möglich ist (Fausette,
1994) (Abb. 6.10).
Jedes Neuron steht mit anderen Neuronen in direkter Verbindung und jede Verbindung hat
ein Gewicht. Das Neuronale Netz selbst bildet die Lösung für ein Problem ab und wird im
Grunde von drei Parametern bestimmt: Den Ausgangsneuronen (liefern die Eingabesignale),
dem Zielneuron (die Ausgabe) und einer Zahl (Bias) (Abb. 6.11). Gewichte mit positiven Zahlen
erregen die Aktivität des empfangenen Neurons und Gewichte mit negativen Zahlen dämpfen die
Aktivität (Callan, 2002).
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Abbildung 6.10.: Multi-Layer neuronales Netz
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Abbildung 6.11.: Aufbau eines Neurons nach Haykin (1998)
Zum Anfang des Analyseprozesses und nach der Einspeisung der Eingaben in die Neuronen befin-
det sich jedes Neuron in einer Aktivierungssituation, d. h. in Berechnung seines Ausgangswerts,
welche in der Aktivierungsfunktion stattfindet. Jedes Neuron sendet seinen Ausgangswert in
Form eines eindeutigen Signals aus. Das bedeutet, dass jedes Neuron nur ein eindeutiges Signal
zu einem bestimmten Zeitpunkt aussendet, auch wenn das gleiche Signal an mehreren Neuronen
gleichzeitig gesendet wird (Abb. 6.10)
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Die versendeten Signale aus aller Neuronen in der ersten Schicht werden vor einem Neuron
jeweils mit einem Gewicht multipliziert und anschließend aufsummiert, sodass die Summe den
Eingangswert im neuen Neuron darstellt.
Für die Netzeingabe wird häufig die Identitätsfunktion (Abb. 6.12) verwendet, was bedeutet,
dass die Aktivierung identisch mit der Netzeingabe ist (Callan, 2002).
1
f(net)
0
0,5
0 0,5 1
net
Abbildung 6.12.: Identitätsfunktion
Als Aktivierungsfunktion in der verdeckten Schicht als auch in der Ausgabeschicht kommen viele
Funktionen in Frage, wie z.B. die logistische Funktion (Abb. 6.13(a)) oder der Hyperbolische
Tangens (Abb.6.13(b)).
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(a) Logistische Funktion f(net) = 1
1+exp(−net)
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(b) Hyperbolischer Tangens f(net) = 1−exp(−net)
1+exp(−net)
Abbildung 6.13.: Aktivierungsfunktionen
Betreffend der Auswahl einer Aktivierungsfunktion gibt es keine bestimmten Regeln, allerdings
muss die Funktion mit der Art des Eingaberaums übereinstimmen. Zum Beispiel ist die Ver-
wendung des Tangens Hyperbolicus bei einer Eingabe sinnvoll, wenn diese Eingabe positive und
negative Werte zwischen −1 und +1 umfasst, da die Funktion des Tangens Hyperbolicus den
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Bereich −1 bis +1 abdeckt. Zur Verbesserung des Lernprozesses wird bei der Normalisierung
der Eingabewerte allerdings keine Codierung in der Form −1 bis +1 gewählt, sondern in Form
−0, 9 bis +0, 9. Generell ist es wichtig darauf hinzuweisen, dass die Verwendung des Tangens
Hyperbolicus das Lernen im Netz erleichtert (Zell, 1994).
6.4.2. Architektur des Künstlichen Neuronalen Netzes
Es gibt verschiedene Klassifikationen für Künstliche Neuronale Netze. So wird zum Beispiel
zwischen einem Einzelschicht-Netz (GLN) und einem Multischicht-Netz (MLP) unterschieden.
In der vorläufigen Arbeit werden ausschließlich Multischicht-Netze verwendet und daher nur auf
diese näher eingegangen. Weitere Informationen zu den Arten von Neuronalen Netzen finden
sich in Zell (1994). Ein Multischicht-Netz besteht aus mehreren Schichten (Layer) (Abb. 6.10):
1. Einer Eingabeschicht (input layer), die aus Eingabeneuronen (input neurons) besteht,
2. einer (oder mehreren) verdeckten Schicht(en) (hidden layers), die aus so genannten ver-
deckten (hidden) Neuronen bestehen
3. und einer Ausgabeschicht (output layer), die aus den Ausgabeneuronen (output neurons)
besteht.
Die Multischicht-Netze können im Gegensatz zu den Einzelschicht-Netzen auch komplexe und
nichtlineare Probleme lösen (Fausette, 1994).
6.4.3. Lernen
Unter Lernen wird die Anpassung der inneren Parameter des Systems verstanden, bis das ge-
wünschte Ergebnis erreicht ist (Goerke, 2000). Es gibt drei wesentliche Lernverfahren: über-
wachtes, unüberwachtes und hybrides Lernen (Jain et al., 1996). Beim überwachten Lernen wird
die Ausgabe anhand eines Lernmusters (Teacher) optimiert. Das Lernen bzw. Optimieren findet
anhand definierter Regeln statt, z.B. der Fehleroptimierung/Reduktion mit Hilfe des Gradien-
tenabstiegsverfahrens. Die Fehlerkorrektur bzw. Optimierung wird rückwärts propagiert, d. h.
die Gewichte im Netz werden von den Ausgaben zu den Eingaben hin so verändert, dass sich
der Ausgabefehler verringert. Der Lernalgorithmus wird Perzeptron (Back-propagation of error)
genannt (Goerke, 2000), weshalb die Architektur dieser Netze Multi-Layer-Perzeptron (MLP)
heißt.
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Die Datenverarbeitung im Netz zwischen den verschiedenen Schichten ist vorwärts gerichtet
selbst. Neuronale Netze werden häufig zur Mustererkennung, Funktionsapproximation und für
Vorhersageaufgaben verwendet. Das Ablaufschema (Abb. 6.14) erläutert die Vorgehensweise
beim Lernen an Beispielen (Goerke, 2000).
 
Anpassende Datenaufbereitung für das Netz und die Analyse 
Auswahl eines Musters )~,~( YXP =  
X~  als Eingabe ins Netz eingeben 
Berechnung des Netzes mit X~ und Erhalten von Y als Ergebnis
Vergleich von Y~  mit dem Y und Berechnung des Fehlerwertes 
2)~(2/1 YYF −=  
Rückrechnung zur Änderung in den Gewichten W mit dem Ziel 0→F  
Änderung der Gewichte
Ist der Fehler F klein genug?
Analyse ist zu Ende
ja 
nein 
Abbildung 6.14.: Ablaufschema beim Lernen an Beispielen nach Goerke (2000). X˜ ist die Eingabe und
Y˜ ist die Ausgabe
Der Fehler wird als Funktion beschrieben und in Form einer Fehleroberfläche dargestellt
F (W1,W2,. . . ,Wn)
Die optimale Lösung ist dann gefunden, wenn der Fehler zum absoluten Minimum auf der Feh-
leroberfläche tendiert (Goerke, 2000) (Abb. 6.15). Problematisch ist allerdings, falls das Netz ein
scheinbares Optimum in einem Nebenminimum gefunden hat und aufgrund der Lernparameter
dieses nicht verlassen kann. Ein anderes Problem ist das auswendig Lernen von Trainingspara-
meter (Overfitting), das zu sehr geringen Fehlern im Training, aber bei unbekannten Mustern zu
hohen Fehlerraten führt.
68
6.4 Künstliche Neuronale Netze
 
Nebenminimum 
absolutes 
Minimum 
F(Wn) 
 (Wn) 
Abbildung 6.15.: Fehleroberfläche nach Goerke (2000)
6.4.4. Multi Layer Perceptron (MLP)
Die Neuronalen Netze vom Typ Multi Layer Perceptron (MLP) werden wegen ihrer guten An-
passungsfähigkeit und ihrem Lernverhalten für Aufgaben wie z.B. die Mustererkennung oder
Musterklassifikation verwendet. Da die Architektur eines MLP aus einer Eingabeschicht, einer
verdeckten Schicht und einer Ausgabeschicht besteht, ist die Bestimmung der Netzarchitektur
äußerst wichtig und wird wie folgt definiert:
1. Eingabeparameter und somit die Neuronenanzahl in der Eingabeschicht
2. Anzahl der verdeckten Schichten mit der Neuronenanzahl in jeder verdeckten Schicht
3. Neuronenanzahl in der Ausgabeschicht
4. Aktivierungsfunktion
5. Art der Vernetzung
Die Struktur wird mit drei Ziffernblöcken dargestellt, sodass zum Beispiel MLP 33-18-1 bedeutet,
dass die Zahl der Eingabeneuronen 33, die Neuronenanzahl in der verdeckten Schicht 18 und
der Ausgabeneuronen 1 beträgt. Die Neuronenanzahl in der Eingabeschicht wird durch die
Dimensionen des Eingabevektors bestimmt, sodass jeder Parameter durch ein Neuron in der
Eingabeschicht präsentiert wird. Die Neuronenanzahl in der Ausgabeschicht wird durch die
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Dimensionen des Ausgabenvektors bzw. des Trainingsmusters bestimmt.
6.4.5. Muster
Bei der Erkennung von Rutschungen handelt es sich um eine typische Aufgabe der Mustererken-
nung. Ein Muster besteht aus einem Eingabevektor (Parametervektor) und einem Ausgabewert.
Um vergleichbare Daten zu erhalten, werden alle relevanten Informationen in einem GIS darge-
stellt und dann über ein geographisches Raster (GRID) abgefragt. Der Parametervektor wird
aus den Werten aller relevanten Daten in einer einzigen Rasterzelle gebildet. Der Mustererken-
nungsprozess selbst beginnt mit der Eingabe eines Parametervektors als Eingabe in das Netz. An
der Ausgabeseite des Netzes steht das Merkmal Rutschung mit einem einzigen Wert für dieselbe
Rasterzelle. Dieser kann zum Beispiel binär sein und den Zahlenraum −0, 9 bis +0, 9 abdecken,
wobei −0, 9 die Situation Diese Rasterzelle rutscht nicht und +0, 9 die Situation Diese Raster-
zelle rutscht darstellen. Das Netz versucht jetzt im Rahmen des Lernprozesses möglichst viele
Muster richtig in den Ausgabenvektor des Lernprozesses umzusetzen.
6.4.6. Beispiel
In diesem Beispiel wird das AND-Problem mit Hilfe eines einfachen Netzes gelöst. Das AND-
Problem ist in der Tabelle 6.8 beschreiben.
Tabelle 6.8.: AND-Problem
1 1 1
1 0 0
0 1 0
0 0 1
Das AND-Problem ist linear und kann mit einem 2-Schichtnetz simuliert werden (Abb 6.16). Die
Aktivierungsfunktion in der Eingabeschicht ist die Identitätsfunktion, d.h. die Eingaben fließen
mit ihren ursprünglichen Werten ins Netz. Die Aktivierungsfunktion in der Ausgabeschicht ist
die Schwellenfunktion.
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f(net) = 1 wenn net ≥ 0
f(net) = 0 wenn net < 0
Die Eingabe in der Ausgangsschicht erfolgt als Aufsummierung aller Gewichte
netj =
n∑
j=1
xi.wij (6.3)
1,5
-0,5
x
1
x
2
Eingabe Ausgabe
Identitätsfunktion
Identitätsfunktion
Schwellenfunktion
∑
i=1
n
xi.wij
-0,5
Abbildung 6.16.: Simulation des AND-Problemes mit einem einfachen Netz
Eine
• Netzeingabe 1 1⇒ net = 1 ∗ −0, 5− 1 ∗ 0, 5 + 1 ∗ 1, 5 = 0, 5 ergibt eine Ausgabe von 1
• Netzeingabe 1 0⇒ net = 1 ∗ −0, 5− 0 ∗ 0, 5 + 0 ∗ 1, 5 = −0, 5 ergibt eine Ausgabe von 0
• Netzeingabe 0 1⇒ net = 0 ∗ −0, 5− 1 ∗ 0, 5 + 0 ∗ 1, 5 = −0, 5 ergibt eine Ausgabe von 0
• Netzeingabe 0 0⇒ net = 0 ∗ −0, 5− 0 ∗ 0, 5 + 1 ∗ 1, 5 = 1, 5 ergibt eine Ausgabe von 1
Bei diesem Beispiel sind die Gewichte so vorgegeben, dass das gewünschte Ergebnis sofort erhlat-
bar ist. Normaleweise werden die Gewichte durch den Lernprozess optimiert.
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7.1. Software für Multikriterien-Entscheidung SuperDecisions
Software-Produzenten stellen verschiedene spezifische Produkte für Multi-Kriterien-Entscheidungen
zur Verfügung. Die Mehrheit davon ist unspezifisch für Analytische Hierarchische Prozesse. Un-
geachtet dessen wird die AHP-Analyse oft als ein additives Tool mitgeliefert.
Die Universität Helsinki bietet das Web-HIPRE (2008) als ein Frontend im Webbrowser an, das
allerdings den Nachteil hat, dass alle Datei nur online bearbeitet werden können.
In den vorliegenden Analysen wurde das Programm SuperDecisions V 1.6.0 für die Analytischen
Hierarchischen Prozesse verwendet. Die Software ist von Bill Adams und Creative Decision
foundation entwickelt worden und steht zurzeit noch als Freeware zur Verfügung. Die Software
SuperDecisions wurde hauptsächlich für Analysen wie z.B. Analytische Hierarchische Prozesse
(AHP) entwickelt. Sie ist einfach zu bedienen, so dass der Anwender wenig Erfahrung in den
theoretischen Grundlagen der AHP haben muss, um das Programm dennoch bedienen zu können.
Die Software ermöglicht einen schnellen Aufbau von Hierarchien durch sogenannte Cluster und
Nodes. Ein Cluster kann als ein Behälter in einer Hierarchieebene verstanden werden, in dem
sich die einzelnen Komponenten der hierarchischen Ebenen Oberziel, Kriterien und Alternativen
befinden (Abb. 7.1).
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Abbildung 7.1.: Aufbau der Hierarchie in Form von Clustern und Nodes im Programm SuperDecisions
Dazu bietet die Software ein einfaches Paarvergleichstool in Form von einer 9-Punkte-Skala oder
einer freien Skala (Matrixform) (Abb. 7.2), s. Kapitel 6.3.
Abbildung 7.2.: Paarvergleichtool in einer 9-Punkte-Skala und als Matrixeingabe
Durch den Befehl: Computations Synthesize (Synthetisieren = Anordnung der Alternativen)
werden die Alternativen für jeden einzelnen Cluster berechnet und normalisiert (Abb. 7.3).
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Abbildung 7.3.: Ergebnis und Anordnung der Alternativen
Desweiteren hilft der Befehl: Computations Priorities (Prioritätenberechnung) (Abb. 7.4) zum
Anordnen der Prioritäten nach ihrem Maximalwert.
Abbildung 7.4.: Ergebnis und Anordnung der Prioritäten
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7.2. Data Mining Software Clementine
Data Mining Software ist sowohl für die Datenaufbereitung als auch für die Datenbearbeitung
und Datenanalyse unerlässlich, denn ohne eine derartige Software ist es fast unmöglich, ein
rationales und zuverlässiges Ergebnis zu bekommen.
Bei der Auswahl der Data Mining Software sollte zuerst auf die leichte Bedienbarkeit geachtet
werden, weil einige Programme langwierige Einarbeitung von dem Anwender verlangen. Auf
der anderen Seite soll die Software in der Lage sein, extrem große Datensätze aufzunehmen,
jedoch gleichzeitig für ihre Modifizierung relativ wenig Zeitaufwand benötigen. Die Software
Clementine V.9,0 erfüllt zum größten Teil diese Voraussetzungen. Zudem wird die Software für
Forschungszwecke günstig angeboten, sodass diese für die Datenaufbereitung im Rahmen dieser
Arbeit ausgewählt wurde.
Das Programm Clementine ist eine Data Mining Software, die von der Firma SPSS entwickelt
wurde und durch die bedienerfreundliche Oberfläche eine wesentliche Erleichterung bietet, sodass
der Anwender einen geringen Zeitaufwand benötigt, um die Hauptfunktionen der Software zu
verstehen.
7.2.1. Beschreibung der Funktionalität der Software
Das Programm verwendet Datenbearbeitungsknoten (Nodes), die miteinander verbunden sind,
sodass eine oder mehrere Datenketten daraus entstehen. Die Datensätze durchströmen diese
Ketten, wobei in jedem Knoten eine bestimmte mathematische Aufgabe geleistet wird.
Zur Beschreibung der Hauptelemente in dem Hauptfenster werden die wichtigsten Elemente in
Abb. 7.5 nummeriert.
1. Arbeitsfeld: In dem interaktiven Arbeitsfeld werden alle Datenketten aufgebaut.
2. Knotenpaletten: Jede Knotenpalette besteht aus einigen Datenbearbeitungsknoten und
befindet sich unter dem Arbeitsfeld.
3. Dateneingabeknoten: Die Datensets werden durch diese Knoten abgerufen, sodass dieser
Bereich Eingabebereich genannt werden kann.
4. Datentestknoten: Die Daten werden hier nach bestimmten Kriterien getestet, zum Beispiel
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Abbildung 7.5.: Benutzeroberfläche der Hauptfenster in Clementine
zur Erkennung von fehlenden Werten oder zur Durchführung von bestimmten statistischen
Analysen.
5. Datenbearbeitungsketten: Eine Kette besteht aus funktionellen Knoten, die die Data Mi-
ning Modelle beinhalten.
6. Datenausgabeknoten: Das Ergebnis kommt aus derartigen Knoten je nach gewünschter
Form (Tabelle, Databasedatei, usw.).
Die Hauptfunktionen und Bedienelemente in Clementine V.9,0 sind in Anhang A näher beschrie-
ben.
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7.3. Stuttgart Neural Network Simulator
Der Stuttgart Neural Network Simulator (SNNS) ist eine Software zur Simulation von Künst-
lichen Neuronalen Netzen, die an der Universität Stuttgart entwickelt wurde. Die Software
kennzeichnet sich durch eine einfache Benutzeroberfläche, sodass sie gut geeignet für die Zwecke
dieser Arbeit ist. Die Software ist in Java programmiert, wodurch nicht nur mit Windows Kom-
patibilität gegeben ist (SNNS, 2008)
Die wichtigsten Hauptelemente des SNNS, die in dieser Arbeit verwendet wurden, werden im
Folgenden näher beschrieben.
7.3.1. Erzeugung der Netze
Das Programm bietet eine Toolbox zur Erstellung der Schichten (Layern) und eine zur Erstellung
der Verbindungen. Zur Erzeugung von Schichten gehören die Bestimmung der Schichtart (Input-,
Hidden- oder Outputschicht) und der Aktivierungsfunktion in jeder Schicht (Anhang B.1).
7.3.2. Netzdarstellungsfenster
Nach dem Anlegen der Verbindungen zwischen den Neuronen erscheint das komplette Netz mit
seiner Struktur und den Gewichten im Darstellungsfenster (Anhang B.2).
7.3.3. Control Panel
Es hat die Aufgabe, die Einstellung der Netzparameter wie die Lernrate, Anzahl der Lernepochen
oder die Bestimmung der Trainings- und Validierungsdaten vorzunehmen. Die Validierungsdaten
können dazu in einer *.txt Datei gespeichert und damit extern ausgewertet werden. Wegen
dieses Ausgabeformats ist die Weiterverarbeitung mit allen anderen Programmen möglich.
7.3.4. Fehlerkurve
Dieses Fenster ist sehr wichtig zum Erkennen des Lernablaufs. Eine nähere Beschreibung der
Fehlerkurve folgt in der Auswertung des neuronalen Netz-Ergebnisses in Kapitel 9.4.1.
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Die Vorbereitung der Analyse besteht aus zwei Phasen:
1. Auswahl der Einflussgrößen
2. Datenaufbereitung
8.1. Auswahl der Einflussgrößen
Obwohl sowohl die vorbereiteten, als auch die auslösenden Faktoren für eine Massenbewegung
zum größten Teil bekannt und klassifiziert sind, bleibt die Auswahl der Einflussgrößen schwierige
Aufgabe, weil die Auswahl von vielen Faktoren beeinflusst wird:
1. lokale Gegebenheiten eines untersuchten Gebietes, wie Wetterbedienungen oder Zugäng-
lichkeit des Gebietes,
2. vorhandene Daten und ihre Qualität, insbesondere ob digitale Karten und/oder Laborwerte
vorliegen,
3. Bereitschaft der Auftraggeber, neue Laborversuche durchzuführen bzw. neue Datenquellen
zu akquirieren.
Dazu zählen die technischen Faktoren, die die Art der Analyse beeinflussen können, s. Kapitel 8.2.
Es wird eine Reihe von Einflussgrößen mit aufgenommen, die die vorher genannten Faktoren
mit einbindet, sodass zuerst lokale Gegebenheiten mit Datenmängeln erfasst werden. In der
darauffolgenden Phase werden mehr Daten akquiriert, wodurch sich die Gefährdungsanalyse
verbessern lässt. Im Allgemeinen werden häufig Einflussgrößen verwendet, die aus dem Digitalen
Höhen Modell extrahierbar sind, weil sie folgende Vorteile in sich bergen:
1. Sie sind mit Hilfe entsprechender Software leicht zu bearbeiten.
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2. Sie ermöglichen flächendeckende Analysen und die Verwendung zahlreicher Ansätze aus
der Statistik oder Multivariate-Statistik.
3. Das daraus entstehende Ergebnis lässt sich in beliebige Darstellungsformen transferieren.
Es müssen allerdings auch einige Nachteile benannt werden:
1. Die Extrahierung der Datenschichten ist von den verwendeten vorprogrammierten Algo-
rithmen abhängig, sodass in einigen Fällen nicht die gewünschte Ausgabeversion erzielt
werden kann.
2. Die Qualität des Ergebnisses ist von der Rasterqualität abhängig.
3. Es werden ständig neue Informationen aus vorhandenen Informationsschichten mit Hilfe
von Algorithmen abgeleitet und somit entsteht eine algorithmisch abhängige Korrelation
zwischen den bearbeiteten Informationsebenen.
Zur Vermeidung solcher Probleme sollen gelegentlich externe Informationsquellen mitbetrachtet
werden bzw. die Extrahierung einiger Schichten mit Hilfe externer Algorithmen durchgeführt
und mit dem Ergebnis anderer extrahierter Informationsschichten verglichen werden.
Die Verwendung von Laborwerten, wie der Scherfestigkeit, des Reibungswinkels, der Durchläs-
sigkeit, usw. erhöht die Qualität einer Gefährdungsanalyse. Allerdings sind solche Werte schwie-
rig und kostenaufwändig zu erwerben, dazu ist eine flächendeckende Untersuchung - wegen der
möglichen Unzugänglichkeit der Rutschgebiete - arbeitsaufwändig durchzuführen. Eine andere
Möglichkeit ist die Verwendung von Literaturwerten statt reale Versuche im Labor durchzufüh-
ren, wobei die ingenieurgeologischen bzw. geotechnischen Besonderheiten des Gebietes verloren
gehen. Des Weiteren liegen für die untersuchten Gebieten keine klimatischen Informationen wie
zum Beispiel Niederschlagsmengen oder Temperaturänderungen vor. Daher werden die Gefähr-
dungsanalysen ohne diese Laborwerte durchgeführt.
8.1.1. Die Hangneigung
Zur Bewertung der Hangstabilität stellt die Hangneigung eines der Hauptkriterien dar, da eine
deutliche Korrelation zwischen der Hangneigung und der Gefährdung vorhanden ist. Es sind
bereits einige Studien vorhanden, die die Korrelation zwischen Hangneigung und Versagens-
wahrscheinlichkeit weltweit untersucht haben. Baruah und Mohapatra (1996) versuchten eine
Bestimmung der Grenze der Hangneigungen in verschiedenen Gebieten weltweit im Bezug zum
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Versagensmechanismus darzustellen (Abb. 8.1).
 0°
10°
20°
30°
40°
50°
60°
70°
Murgänge
Rutschungen
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Kriechen
Abbildung 8.1.: Grenzbereiche der Hangneigung an verschiedenen Orten weltweit für verschiedene Ver-
sagensmechanisen, übersetzt und bearbeitet nach Baruah und Mohapatra (1996).
Moser (1986) und Campbell (1974) bestimmten den Bereich für Hangbrüche bei Schuttrutschun-
gen zwischen 20◦ und 50◦. In Tabelle 8.1 ist die Hangneigung mit ihrer Beziehung zur Entstehung
von Hangbrüchen für schwachbindiges bis rolliges Lockergestein nach Moser (1986) aufgeführt.
Tabelle 8.1.: Wahrscheinlichkeit des Auftretens von Massenbewegungen in der Überlagerung von Misch-
böden an natürlichen Hängen nach Moser (1986)
Grad 0 11 18 20 26 35 45 50 60 90
nach
Campbell
unwahr-
scheinlich
selten häufig sehr häufig weniger
häufig
unwahr-
scheinlich
nach Mo-
ser
unwahr-
scheinlich
selten häufig weniger
häufig
unwahr-
scheinlich
Aus Tabelle 8.1 ist es ersichtlich, dass die Klassifikation von Campbell einen größeren Bereich
des Hangneigungswinkels als potentiell gefährdeter betrachtet als die Klassifikation von Moser.
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8.1.2. Betrachtung der Hanghöhe
Die Hanghöhe betrachtet sowohl die absolute Höhenlage als auch die relative Hanghöhe:
8.1.2.1. Die absolute Höhenlage
Die absolute Hanghöhe ist die Höhe in Bezug zum NN. Es sind bereits einige Versuche verfügbar,
in denen eine Relation zwischen der absoluten Höhenlage und der Rutschungsintensität nach-
gewiesen wurden. Schoger (1989) untersuchte die Relation zwischen der absoluten Hanghöhe
und der Anbruchhäufigkeit und kam in seinem Arbeitsgebiet zum Ergebnis, dass die meisten
Hangbewegungen in Höhen zwischen 1000 m und 1100 m liegen.
In einer anderen von dem USGS (United States Geological Service) durchgeführten Studie in
einem Gebiet in Guatemala wird ein anderes Höhenverhältnis dargestellt, in dem der Einfluss
des Hurrikan Mitch die Bewegungen ausgelöst hat. Die Gebiete in Höhen zwischen 1200 m und
2800 m waren während des Hurrikans deutlich stärker suszeptibel als die anderen Gebiete (Coe
et al., 2004). Aus beiden oben erwähnten Studien ist jedoch die Klassifizierung der Massenbewe-
gungen bezüglich ihrer Suszeptibilität auf Grund ihrer großen Unterschiede - ungeachtet von den
Gebietseigenschaften - unmöglich. Das bedeutet nicht, dass die absolute Hanghöhe unwesentlich
sei, sondern ihre Bedeutung ist, im Zusammenhang mit anderen lokalen auslösenden Faktoren,
verknüpft. Diese Feststellung wurde ebenso von anderen Autoren erwähnt, sodass die absolute
Hanghöhe allein die Ursache von Massenbewegung nicht beschreiben kann (Sidle und Ochiai,
2006). In Hongkong wird die absolute Hanghöhe in dem Massenbewegungs-Auswertungssystem
mit einer niedrigeren Punktzahl im Vergleich zu andern Parametern gewichtet (Sun und Evans,
2001).
8.1.2.2. Die relative Hanghöhe
Die Höhe eines Hanges bei natürlichen Hängen bietet an sich keine plausible physikalische Erklä-
rung für den Versagensauftritt und reicht deswegen nicht aus, um eine Aussage über die Stabilität
zu treffen. Erst im Zusammenhang mit anderen Parametern wie Hangneigung, Lithologie, Ver-
witterung, Niederschläge usw. ist eine Bewegung möglich (Sidle und Ochiai, 2006).
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8.1.3. Die Hangexposition
Die Betrachtung der Hangexposition als wesentlichen Faktor bezüglich der Hanginstabilität kann
keinen aussagekräftigen Hinweis für eine Suszeptibilitätseinschätzung liefern. Erst die Interaktion
zwischen den verschiedenen Eigenschaften der Gegebenheiten erhöht bzw. senkt die Suszepti-
bilität. Der Hangexpositionseinfluss erscheint deutlich relevanter im Hinblick auf hydrologische
Prozesse - durch die Evapotranspiration und ihre Folgen wie Verwitterungsprozesse und die
Entwicklung der Vegetation - zu wirken, besonders in trockenen Gebieten (Sidle und Ochiai,
2006). Auf der nördlichen Halbkugel der Erde sind absolute Hanghöhen bei Gebirgen mit Nord-
ausrichtung höher und ihre Feuchtigkeit weniger variabel als bei Hängen mit Südausrichtung.
Studien zeigen, dass Rutschungen mit Südausrichtung in Gebirgen häufiger sind, als die mit
Nordausrichtung. Der trocken-feucht Wechselzyklus führt in feuchten Gebieten zur Entwicklung
von Makroporen, hohen Infiltrationen und hohem Porenwasserdruck. Diese Zyklen führen zur
vermehrten Rissbildung im Boden, was die Wasseraufnahmekapazität erhöht, sodass Böden auf
sonnigen Hängen bei Regenereignissen expandieren können (Selby, 1993).
8.1.4. Hangform (Curvature)
Die Hangform übt einen starken Einfluss auf die Hangstabilität durch die Konzentration bzw.
Dispergation des Oberflächen- und Grundwassers in gebirgigen, steilen Geländen aus. Bei der
Einschätzung der Hangstabilität gibt es drei wichtige hydrogeomorphische Formen: divergente,
planare und konvergente (Abb. 8.2).
(a) divergente Hangform (b) planare Hangform (c) konvergente Hangform
Abbildung 8.2.: Verschiedene Hangformen
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Divergente Landschaften dispergieren das Oberflächen- und Grundwasser, sodass ein flacher
Grundwasserspiegel selten ist. Daher ist der Porenwasserdruck niedriger als in planaren Land-
schaften. Dadurch sind divergente Landschaften bei konstanten anderen Variablen stabiler als
planare Landschaften und konvergente Landschaften. Die konvergente Landschaften sind am we-
nigesten stabil. Roering et al. (2005) stellten in ihren Untersuchungen im Gebiet Oregon bei den
Tyee Formationen fest, dass tiefe Rutschungen häufiger bei planaren Formation auftreten. Kon-
vergente Landschaften neigen eher dazu, Grundwasser in kleinen Flächen im Böschungsbereich
zu konzentrieren. Das hat zur Folge, dass ein rapider Anstieg des Porenwasserdrucks während
eines Sturms oder bei der Schneeschmelze erfolgt (Montgomery und Buffington, 1997).
8.1.5. Hanglänge und LS-Faktor
Die Hanglänge wird als der Abstand entlang des Fließwegs vom Anfangspunkt bis zum Abla-
gerungspunkt definiert. Die Hanglänge hat eine Bedeutung für die Bodenerosion, weil sie zum
Verlust der oberen Bodenschichten und somit zur Abminderung der Schutzfunktion der Bodeno-
berfläche führt. Das Oberflächenwasser dringt schneller in die Bodenschichten ein und füllt die
vorhandenen Klüfte sowie Gleitflächen aus. Die Hanglänge an sich kann kein entscheidender
Faktor für die Stabilität sein, sondern erst ihre Kombinationen mit anderen Parametern. Ein
Berechnungsverfahren der kumulativen Hanglänge wurde von Hickey et al. (1994) veröffentlicht.
Sie wird durch externe Algorithmen mit Hilfe von (Arc Macro Language in GIS, AML-Skripten)
berechnet und auch in dieser Arbeit verwendet. Abb. 8.3 zeigt ein Beispiel mit berechneten
Hanglängen im Testgebiet Lauterecken-Wolfstein. Allerdings zeigen die Ergebnisse in dieser
Arbeit keine deutliche Korrelation zwischen Hanglänge und Massenbewegung.
Im Gegensatz zur Hanglänge, zeigt der so genannte LS-Faktor (LS: Length and Slope) eine
deutliche Korrelation mit der Massenbewegung. Der LS-Faktor ist ein dimensionsloser Faktor
und beschreibt die Kombination von Hangsteilheit und Hanglänge. Er wird mit der folgenden
Funktion berechnet (Wischmeier und Smith, 1986):
LS = λ/72, 6m · (65, 41 · sin2 β + 4, 56 · sinβ + 0, 065)
λ : kumulative Hanglänge
β: Hangneigung
m: neigungsabhängige Variable (Sie kann aus Tabelle C.1 entnommen werden).
Die Berechnung des LS-Faktors wurde mit Hilfe von AML-Skripten, die ebenso von Hickey
et al. (1994) entwickelt wurden, durchgeführt. Das Ergebnis ist in Abb. 8.4. für das Testgebiet
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Abbildung 8.3.: Berechnung der kumulativen Hanglänge im Testgebiet Lauterecken-Wolfstein
Bernkastel-Kues dargestellt.
8.1.6. Abstand zu Bächen
Der Abstand einer Rasterzelle zu umgebenden Bächen hilft vor Allem bei der Einschätzung
der Suszeptibilität im Hinblick auf Erosionsprozesse. Fernerhin ändern sich die hydraulischen
Eigenschaften der Rasterzellen, wenn diese unterschiedliche Abstände zu einem oder mehreren
Bächen haben.
8.1.7. Streichen, Einfallswinkel und Einfallsrichtung der Schichten
Solange Informationen über Streichen und Einfallswinkel vorliegen, können beide Parameter für
die Erstellung der Suszeptibilitätskarten in der Analyse betrachtet werden. Es reicht bei der Ana-
lyse die Einfallsrichtung oder das Streichen zu beachten, weil ein Parameter aus dem anderen
abgeleitet werden kann. Wichtiger ist die Integration des Einfallswinkels in den Untersuchungs-
prozess und die Berechnung seiner Auswirkung auf die Stabilität. Die Charakterisierung des
Einfallswinkels erfolgt durch die Berechnung des scheinbaren Einfallswinkels, weil er eine große
Bedeutung für die Stabilität eines Hangs hat (Abb. 8.5).
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Abbildung 8.4.: Berechnung des LS-Faktors mit Hilfe von AML-Skripten für das Gebiet Bernkastel-
Kues. Aus rechentechnischen Gründen wurden die resultierenden Werte mit 100 mul-
tipliziert.
Das scheinbare Einfallen wird mit der folgenden Funktion berechnet:
tan ε´ = tan ε · sin δ
ε´: scheinbare Schichtneigung
ε: Schichtneigung
δ: Winkel zwischen Einfallsrichtung und Hangrichtung
Bei der Berechnung von δ wird auf die Differenz von 90◦ geachtet und nur Werte unter 90◦
oder über 270◦ betrachtet, weil die Schichten außerhalb des Hangs einfallen, wenn die Differenz
nicht in den oben genannten Bereichen liegt. Dazu muss der Hangneigungswinkel mit dem
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Abbildung 8.5.: Scheinbares und wahres Einfallen nach Gwinner (1995)
scheinbaren Einfallswinkel verglichen werden, weil das Verhältnis zwischen beiden Winkeln eine
wichtige Bedeutung für die Stabilität hat (Abb. 8.6). Turrini und Visintainer (1998) betrachten
die Böschungen als instabil, wenn der scheinbare Einfallswinkel 10◦ bis 15◦ geringer ist als der
Hangneigungswinkel. In dieser Arbeit wird der Einfluss des scheinbaren Einfallswinkels auf die
Stabilität untersucht, solange die Hangneigung größer als das scheinbare Einfallen ist. Eine
Ausnahme stellen flache Schichten dar.
(a) Die Schichten fallen in den
Hang ein (stabil).
(b) Das Einfallen ist mit der Hang-
neigung identisch (Gefahr bei dün-
nen Schichten und reibungslosen
Trennflächen)
(c) Das Einfallen ist geringer als die
Hangneigung (instabil).
Abbildung 8.6.: Bedeutung des Einfallens im Vergleich zur Hangneigung
87
8 Vorarbeiten der Analyse
8.1.8. Abrisskante
Abrisskanten werden als Hilfsmerkmal für die Erkennung von Rutschungen betrachtet, sofern sie
kartiert werden können. Dazu weisen kaskadenförmige Abrisskanten auf sukzessive Rutschungen
bzw. aktive Rutschungen hin (Abb. 8.7). Die Charakterisierung von sukzessiven Rutschungen
als aktiv hat den Vorteil, dass die Rutschungsaktivitäten in dem untersuchten Gebiet erfassbar
sind. Trotzdem ist eine Vorhersage der Rutschungsaktivitäten im Gebiet immer noch nicht mög-
lich, weil die Quantität diesbezüglich vorliegender Informationen (Teacher) gering ist. Darüber
hinaus ist die Bestimmung des aktiven Bereiches ohne genaue Erfassung der Rutschungsmerk-
male fast unmöglich.
Abbildung 8.7.: Sukzessive Abrisskanten weisen auf eine aktive Rutschung im Testgebiet Bernkastel-
Kues hin.
8.1.9. Vegetation
Der Einfluss der Vegetation auf die Böschungsstabilität ist unterschiedlich und von verschiedenen
Faktoren abhängig. Der positive Einfluss der Vegetation entsteht im Wesentlichen aus drei
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Effekten:
1. Entzug der Bodenfeuchtigkeit durch Evapotranspiration (Gray, 1981)
2. Verbesserung der Bodenkohäsion durch Wurzeln (Colin O'Loughlin, 1982)
3. Erosionsschutz durch das Rückhaltevermögen von Niederschlägen durch Baumkronen (Rickli
et al., 2001)
Für eine aussagekräftige Einschätzung des Vegetationseinflusses auf die Stabilität sind Informa-
tionen wie Art der Vegetation, Zug- und Scherkraft der Wurzeln, Evapotranspiration, Anteil der
Biomasse im Boden oder die Niederschlagsintensität und Menge bedeutsam. Es ist hier wichtig
darauf hinzuweisen, dass in den letzten zwei Jahren Massenbewegungskatastrophen in Südost
Asien, auf den Philippinen (im Jahr 2006, 1500 Todesopfer) und in Indonesien (im Jahr 2006
und 2007) stattgefunden haben, deren Ursachen auf die Entwaldung zurückzuführen sind (Evans
et al., 2007).
In der vorliegenden Arbeit wird die Vegetation in binärer Form in dem untersuchten Gebiet
Bernkastel-Kues betrachtet, was die allgemeine Auswirkung der Vegetation auf die Massenbewe-
gungen in dem Gefährdungsmodell aufzeigt.
8.1.10. Flusssysteme und Einzugsgebiete
Flusssysteme sind hinsichtlich der hydraulischen Eigenschaften eines untersuchten Gebietes von
wesentlicher Bedeutung und wurden daher in dieser Arbeit digitalisiert und in der Gefährdungs-
analyse binär betrachtet.
Das berechnete Einzugsgebiet aus dem GIS wird anderes als bei der hydrogeologischen Definition
als Gebiet des Oberflächenabflusses definiert. Es ist daher als ein bedeutsamer Faktor für die
Bodenerosion zu verstehen. Das GIS liefert für das Einzugsgebiet Werte, die die Abflussrichtung
darstellen, welche nicht mit dem Einzugsgebiet im hydraulischen Sinn verwechselt werden dürfen
(Becker, 2005).
8.1.11. Besiedlung
Die Besiedlung ist als anthropogener Einfluss auf ein Gebiet zu verstehen, wobei sich die Aktivi-
täten der Siedlungen und der Aufbau der Infrastruktur häufig negativ auf die Böschungsstabilität
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auswirken. In Abb. 8.8 ist eine Rutschung im Ortsteil Hirsau aus dem Testgebiet Lauterecken-
Wolfstein zu sehen, wo möglicherweise der anthropogene Einfluss der Hauptauslöser war. Es
wurde in der 80-er Jahren eine Hauptwasserleitung beschädigt, wodurch einige tausend Kubik-
meter Wasser in die Böschung flossen, bevor dies zu erkennen war (Senz, 2004).
Abbildung 8.8.: Rutschung und Abrutschkante im Ortsteil Hirsau, wo eine defekte Wasserzuleitung
den Auslöser für die Rutschung darstellte.
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8.2. Datenaufbereitung
Korrekt aufbereitete Daten sind eine wichtige Vorraussetzung für eine genaue Analyse, die auch
zu einer zweckmäßigen Interpretation der Ergebnisse führt. Sie erfolgt normalerweise mit Hilfe
von verschiedenen Software, die diesbezüglich unterschiedlich strukturiert sind. Das führt häufig
zu Problemen in der Interaktion zwischen den verschiedenen Programmen. Diese Probleme
betreffen vor allem die Erkennung der Datenart in der verwendeten Softwareprodukten. Sie sind
oft aufwendig zu beheben, sodass je nach der verwendeten Software manchmal die Datensätze neu
aufbereitet werden müssen. Aus diesen Gründen ist es wichtig die Datenaufbereitung als einen
stark heterogenen Prozess zu verstehen und ihm entsprechend Bedeutung und Zeit einzuräumen.
Tabelle 8.2 zeigt die in dieser Arbeit verwendeten Programme, sowie ihre Aufgaben bei der
Bearbeitung und Aufbereitung der Datensätze:
Tabelle 8.2.: Aufgaben der verschiedenen Programme in der Datenaufbereitung und Analyse
Art der Software Name Leistung
Geoinformationssystem
(GIS)
-ArcMap
-ArcInfo Workstation
Herleitung der Informationen aus
dem Geländemodell DGM sowie aus
den digitalisierten Karten.
Geoinformationssystem
(GIS)
ArcInfo Station Schnittstelle zum Exportieren von
GIS Daten in das ASCII-Format
Dateieditor -Programmer's File Edi-
tor
-Vim
Datenaufbereitung und Zeichenan-
passung
Data Mining Clementine Datenaufbereitung für die Analyse
(z.B. Bearbeitung von Fehlwerten)
Aufbau des Expertensystems
Neuronale Netze Analyse Stuttgart Neural Network
Simulator (SNNS)
Analyse mit Hilfe der Neuronalen
Netze
Analytische Hierarchische
Prozesse
Super Decision Analyse zur Reklassifizierung der
Rutschklassen
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Einige Programme wie der Stuttgart Neural Network Simulator (SNNS), zeigen eine hohe Sen-
sibilität bezüglich ihrer Datenform und Datenstruktur. So wird zum Beispiel in dieser Software
nur der Dot (.) als Kommazeichen bei Zahlenstrings akzeptiert. Im Gegensatz dazu akzeptiert
das Programm ArcMap nur das europäische Komma (,). Müssen Datensätze, wie das Ergeb-
nis der neuronalen Netz Analyse, wieder in ArcMap importiert werden, so werden alle Dots
von der Software automatisch vernachlässigt, was zum Wegfall der Kommata (,) und somit zur
Veränderung der Nachkommastellen führt. Ein Beispiel sind Geokoordination mit zweistelligem
Nachkommagenauigkeit, bei denen der Wegfall der Kommata zu einer falschen Georeferenzierung
führt.
Diese Probleme treten häufig bei der Bearbeitung von heterogenen Datensätzen auf und sind
nicht vermeidbar. Deshalb ist oft die Verwendung von zusätzlichen Software zur Konvertierung
für das Data Mining erforderlich. Der größte Nachteil dabei ist der Zeitaufwand, da es sich
bei diesen Arbeiten um eine vorbereitende Arbeit handelt noch bevor eine Analyse überhaupt
stattgefunden hat. Da der Zeitaufwand für die Homogenisierung der Daten sehr hoch ist, ist eine
sinnvolle Datenreduzierung vor der Data Mining Analyse generell von Vorteil.
8.2.1. Datenaufbereitung in GIS
Es gibt zwei mögliche Datenquellen, um GIS mit Daten zu speisen:
• Geodaten aus Gelände- oder Geologiemodellen, die häufig digital geocodiert sind und direkt
in GIS importiert werden können.
• Analoge Informationen aus Karten (Besiedlung, Vegetation, usw.), die durch Referenzieren,
Digitalisieren, usw. erst umgewandelt werden müssen.
Aus dem digitalen Höhen Modell (DHM) können weitere Informationen gewonnen und in Schich-
ten angeordnet werden. Jede Schicht (Layer) enthält homogene Informationen wie Hangneigung
oder Hangexposition. Geodaten können entweder als frei skalierbare Vektordaten oder in fester
Auflösung als Rasterdaten vorliegen. Die Daten können frei in die unterschiedlichen Formate
überführt werden. Die Umwandlung ist von Bedeutung bei der Geodatenkartierung, da nur
homogene Daten zusammenverarbeitet werden können. In der vorliegenden Arbeit werden die
Daten als Rasterdaten verarbeitet, um den Ortsbezug und die Referenzgrößen sicher zu stellen.
Dafür müssen die Vektordaten in homogenen Ebenen angeordnet werden.
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Jede Datenart oder jeder Parameter kann als individuelle Ebene in Rasterdaten umgerechnet
und für weitere Berechnungen oder Analysen bereitgestellt werden.
Die Rasterdaten sind metrisch skaliert und werden in dieser Arbeit in 20 m oder 25 m Raster-
zellen verarbeitet. Je kleiner das Raster ist, desto präziser ist die Datenanalyse. Mit steigender
Rastergröße wächst der negative Einfluss auf das erzielte Ergebnis. Der Einfluss der Rastergröße
wird in Kapitel 9.2 genauer beschrieben.
Für das Gebiet Lauterecken (Blatt 6311) wurde ein Modell mit Rasterweite von 20 m verwendet.
Sowohl das Geländemodell als auch die geologische Karte wurden am Lehrstuhl für Ingenieur-
geologie und Hydrogeologie der RWTH-Aachen erstellt und wurden bereits in der Diplomarbeit
von Senz (2004) verwendet. Für die Gebiete Bernkastel-Kues (Blatt 6008) und Mainzer Becken
wurde das DHM mit einer Rasterweite von 25 m verwendet und die entsprechende geologische
Karte vom Landesamt für Vermessung und Geobasisinformation Rheinland-Pfalz erworben.
8.2.2. Extrahieren der Parameter in ArcMap
Hangneigung, Hangexposition, Hangform, Richtung der Flusssysteme und die absolute Höhe
können direkt aus dem DGM abgeleitet werden. Die Einzugsgebiet und der Abstand zu Bächen
werden indirekt mit Hilfe anderen Rasterdaten wie zum Beispiel der Fließrichtung abgeleitet. Der
LS-Faktor wurde mit Hilfe von AML-Skripten durch das Programm ArcInfo aus dem DGM mit
Hilfe von hydrologischen Parametern extrahiert. Die Topographie wurde ebenso durch ArcInfo
mit Hilfe des DGM extrahiert. Die Geologie, Besiedlungen und die Vegetation sind als Vektor-
daten aus analogen Karten digitalisiert und anschließend in Rasterform umgewandelt worden.
Streichen, Einfallsrichtung und Einfallswinkel der Schichten sind als Punktdaten aus analogen
Karten in Rasterdaten umgewandelt worden. Anschließend wird der scheinbare Einfallswinkel
mit Hilfe des Berechnungsalgorithmus durch den Rasterkalkulator bestimmt. Rutschungen wur-
den für die Gebiete Bernkastel-Kues und das Mainzer-Becken jeweils aus den Karten Möbus
(2005) und Krauter und Steingötter (1983) entnommen. Für das Gebiet Lauterecken wurden
die Rutschungen aus der Diplomarbeit Senz (2004) entnommen. Abb. 8.9 zeigt die Extrahierung
der Datensätze aus den Datenquellen.
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Abbildung 8.9.: Herleitung der Informationsschichten in GIS
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Je nach dem, ob in der Analyse Analytische Hierarchische Prozesse (AHP) oder Künstliche
Neuronale Netze (KNN) verwendet werden, müssen die verschiedenen Daten in den Informati-
onsebenen von ArcMap angeordnet und durch Verschneidung daraus neue Layer wie z.B. die
Klassifikation erstellt werden.
Zuletzt müssen alle benötigten Layer für eine Analyse außerhalb von ArcMap standardisiert
und für die Analyse bereitgestellt werden. Der Export als Textdatei erfolgt durch eine ASCII-
Schnittstelle mit Hilfe des Sample-Befehls in ArcInfo. Der Vorteil bei dem Sample-Befehl
liegt darin, dass Daten aus beliebig vielen Rasterebenen gestapelt und zusammen exportiert
werden können. Das bedeutet, dass für jede Rasterzelle ein Datensatz erzeugt wird, der aus
Geokoordinaten und ingenieurgeologischen Merkmalen besteht.
8.2.3. Fehlende Werte und ihre Behandlung
Bei dem Exportieren von Daten erscheinen Felder, mit der Bezeichnung MISSING, die auf feh-
lende Werte (Missing Values) hinweisen. Diese fehlende Werte entstehen, wenn in den Geodaten
in ArcMap für diese Rasterzellen keine Daten vorliegen. Die Behandlung dieser Werte muss in
Abhängigkeit von ihrer Ursache und Bedeutung je nach Parameter spezifisch erfolgen. Es sind
im Wesentlichen drei Fälle zu unterscheiden:
1. Durch eine Verschneidung oder eine Klassifizierung können Nullwerte entstehen, wenn in
den einzelnen Datensätzen Informationen fehlen oder außerhalb des Klassifikationsbereichs
liegen. Solche Werte sind manchmal notwendig, denn NoData können in speziellen Ebe-
nen die ausgeschlossenen Gebiete repräsentieren. Die Behandlung der fehlenden Werte wird
hier verwendet, um sie später mit ihrem ganzen Datensatz aus der Analyse auszuschließen.
2. Bei einer Betrachtung von NoData, die durch das Digitalisieren entstanden sind, bedeutet
NoData, dass diese Information für diese Stelle nicht vorliegt. Dieser fehlende Wert wird
nachfolgend mit 0 bezeichnet und repräsentiert in der Analyse einen Nullwert für die
betroffene Eigenschaft an dieser Stelle.
3. Beim Exportieren von verschiedenen Ebenen können eine, oder können mehrere Ebenen
unterschiedliche Abdeckungen aufweisen. Dieser Abdeckungsunterschied entsteht zum Bei-
spiel, wenn eine Schicht durch Verschneidung oder externes Geoprozessing kleiner oder
größer als alle anderen ist. Der Fehleffekt entsteht ebenfalls bei falscher Einstellung der
Option Extend in ArcMap. Diese Abweichung zwischen den Schichten ist manchmal
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unvermeidbar und akzeptabel, solange sie nicht zu größeren Datenverlusten führt.
8.2.4. Datenaufbereitung für Künstliche Neuronale Netze
Nachdem die Datensätze in ASCII-Form exportiert und die Fehlwerte bearbeitet sind, beginnt
die Aufbereitung der Datensätze für die Neuronale-Netz-Analyse, die Codierung genannt wird.
Darunter sind Skalieren und Normalisieren der Daten sowie Aufbereitung der Datensätze zu
verstehen, sodass diese von den Künstlichen Neuronalen Netzen verarbeitet werden können. Die
Daten müssen in ein verarbeitbares Datenformat und einer interpretierbaren Codierungsform für
die Neuronale Netz-Analyse exportiert werden. Diese Aufbereitung der Daten für die Neuronale
Netz Analyse wird Datencodierung genannt.
8.2.4.1. Datencodierung
Die Datencodierung ist die Aufbereitung und Umwandlung der Datensätze, damit sie in ihrer
neuen Form für eine Analyse verwendbar werden. Ausser der Skalenvereinigung begrenzt die
Codierung den Datenbereich, sodass dieser in sinnvollen, numerischen Bereichen bleibt und keine
zu großen numerischen Unterschiede untereinander zeigt.
Bei der Codierung der Parameter spielt die Datenart eine wichtige Rolle. Daher ist es wich-
tig, zuerst die Parameter nach ihrer Skala anzuordnen. In Tabelle 8.3 werden die Skalierung,
Einheiten sowie der Datenbereich aller Parameter dargestellt.
Die Art der Codierung richtet sich nach der Datenart, sodass generell die folgenden Codierungs-
möglichkeiten unterschieden werden können:
1. Für rational skalierte Daten wie Hangneigung, absolute Höhe, oder Abstand zu Bächen
werden lineare Codierungsfunktionen verwendet.
2. Für intervall skalierte Parameter wie Hangexposition oder LS-Faktor werden ebenfalls li-
neare Codierungsfunktionen verwendet.
3. Für nominal skalierte Parameter wie Rutschung oder Lithologie wird eine binäre Codierung
verwendet.
4. Für Parameter wie Fließrichtung oder Topographie wird eine linearskalierte Codierung
verwendet, obwohl sie nominal skaliert sind, weil sie numerisch im Programm ArcMap ver-
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arbeitet werden. Daher bekommt die Hangform trotz ihrer ordinalen Skalierung ebenfalls
eine linear skalierte Codierung, s.Kapitel 8.1.
Tabelle 8.3.: Einteilung der Parameter nach ihrer Datenart
Datenart Parameter Einheit / Beschreibung Bereich
rational
Hangneigung Grad [] 090
absolute Höhe Meter [m] >> 0
Einfallswinkel sowie
scheinbarer Einfalls-
winkel
Grad [] 090
Abstand zu Bächen Meter [m] ≥ 0
Intervall
Hangexposition Grad [] 0360
Streichen Grad [] 0360
Einfallsrichtung Grad [] 0360
LS-Faktor keine > 0
nominal
Fliessrichtung keine > 0
Rutschung binär 0 oder 1
Siedlung binär 0 oder 1
Wald binär 0 oder 1
Fluss binär 0 oder 1
Lithologie binär 0 oder 1
Topographie keine > 0
Einzugsgebiet >> 0
Bäche binär 0 oder 1
ordinal Hangform konkav, konvex und planar −x bis 0 bis +x
8.2.4.2. Datencodierungsarten
Eine lineare Skalierung der Codierung führt zur Linearität in den Gewichtungen, was bei der
Rückrechnung der Gewichte wichtig ist. Die linear skalierte Codierung erfolgt durch Erstellung
von linearen Transferfunktionen, die die Relation zwischen den Parametern und den Codewer-
ten beschreibt. Häufig werden solche Funktionen in der Fuzzy Logic (unscharfes Schließen) mit
Membershipfunktion bezeichnet. In dieser Arbeit werden vier verschiedene lineare Codierungs-
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formen verwendet:
1. Kontinuierliche lineare Codierung Bei rational skalierter Codierung stellt die x-Achse
die Parameterwerte und die y-Achse die Codierungswerte dar. Daraus ergibt sich eine
lineare Funktion zwischen beiden Achsen als y = a+bx wie in Abb. 8.12 dargestellt (wobei
a = 0 ist).
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(a) Codierung der Hangneigung mit der Funktion
y = x/90. Die Codewerte liegen im Bereich 01.
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(b) Codierung des Abstandes zu Bächen mit der linea-
ren Funktion y = x/1000. Die Codewerte variieren in
diesem Fall in dem Bereich 02.
Abbildung 8.10.: Lineare Codierung durch eine einfache lineare Funktion, sodass jeder Wert auf der
x-Achse einen entsprechenden Codewert auf der y-Achse hat
2. Diskontinuierliche lineare Codierung
Bei intervallskalierten Parametern, die Kreisfunktionen darstellen, wie zum Beispiel Hang-
exposition und Einfallsrichtung muss eine spezielle Lösung gefunden werden. Dieser Ansatz
muss die gleichzeitige Betrachtung zweier Werte (z. B. 0 und 360 für die Nordrichtung)
ermöglichen. Daher ist eine Codierung wie im ersten Fall nicht sinnvoll, da eine linear
stetige Funktion für dasselbe Argument nicht zwei Werte aufweisen kann (Abb. 8.11).
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Abbildung 8.11.: Eine einzige lineare Funktion für das Kreis-Problem. Die Werte 0◦ und 360◦ (Nord-
richtung) haben verschiedene Codierungswerte.
Ein nichtlinearer/nichtstetiger Lösungsansatz ist nicht einfach, denn bei der Wahl einer Si-
nusfunktion als Transferfunktion würde der Wert 0 zu drei Werten (0◦, 180◦, 360◦) gehören
(Abb. 8.12(a)). Bei der Kosinusfunktion taucht das Problem in anderer Form auf. Hier
erhalten die beiden Richtungen Ost und West den Wert Null. Dazu wiederholt sich jeder
codierte Wert bei Sinus mindestens 2 Mal und manchmal sogar 3 Mal. Bei dem Kosinus
ist die Wiederholung stetig bis max. 2 Mal.
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(a) Codierung durch Sinusfunktion
0 6
0,8
1
0 2
0,4
,
g s
w
e r
t
‐0,2
0
,
0 45 90 135 180 225 270 315 360
[°]
C
o d
i e
r u
n g Ost West
‐0,6
‐0,4
C
‐1
‐0,8
(b) Codierung durch Kosinusfunktion
Abbildung 8.12.: Nicht lineare Codierungsformen
Fernández-Steeger (2002) löste das Problem durch die Auswahl einer Kosinusfunktion unter
der Annahme, dass östliche und westliche Hänge rutschungsunempfindlich sind (Abb. 8.12(b)).
Der verwendete Lösungsansatz für Winkelfunktionen in dieser Arbeit basiert auf der Er-
stellung von zwei oder mehr voneinander getrennten linearen Funktionen mit einem Sprung
bei dem Wert 180◦ mit einer anschließenden speziellen Lösung zur Reduzierung des Ein-
flusses dieses Sprunges. Abb. 8.13 a und b referieren wie die linear skalierte Codierung
erstellt werden kann und die dazu vorgeschlagenen Reduzierungsmöglichkeiten.
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Abbildung 8.13.: a. Reduzierung des Sprunges durch ±3◦ Verlängerung der Funktion in beide Rich-
tungen und Verdopplung der Datensätze in diesem Bereich. b. Reduzierung des
Sprunges durch die Auswahl eines 6◦ kleinen Bereiches mit einer zusätzlichen linea-
ren Funktion.
Bei der Variante a müssen alle Datensätze im Bereich 177◦-183◦ verdoppelt werden und
somit lernt das Netz zwei Werte für jeden Winkel in diesem Bereich, was an sich eine
Reduzierung des Nebeneffektes im Sprungbereich erzeugt.
Bei der Variante b wird eine lineare Verbindungsfunktion für den Bereich 177◦-183◦ ge-
wählt, sodass keine zusätzliche Verdoppelung der Datensätze erforderlich ist. Allerdings
muss vorher genau geprüft werden, wie groß der Anteil der Daten in diesem Bereich im
Verhältnis zu allen Daten ist, da dieser möglichst niedrig gehalten werden sollte.
3. Binäre Codierung im eindimensionalen Raum
Die binäre Codierung ist für nominal skalierte Parameter geeignet, da sich jede Eigenschaft
eines Parameters in einem eindimensionalen Raum bewegt. Diese Eigenschaft darf nur
einen von zwei Werten annehmen, die eine entgegengesetzte Bedeutung haben. Hier können
zum Beispiel Werte wie 0 und 1, -1 und +1 oder -0,9 und +0,9 auftreten.
Diese Annahme wird in dieser Arbeit so umgesetzt, dass der kleinere Wert (0 oder -1) immer
bedeutet, dass diese Eigenschaft an diesem Punkt nicht vorhanden ist und umgekehrt.
Das gilt für die Codierung der Parameter Lithologie, Siedlungen, Waldgebiete, Flüsse und
Bäche.
Für den Parameter Rutschungen wird eine andere binäre Codierung eingeführt, da diese
als Ausgabemuster für das Trainieren von hoher Bedeutung ist.
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Eine Codierung von Ausgaben wie -0,9 und +0,9 bzw. -0,8 und +0,8 ist in diesem Fall
sinnvoller und praktischer.
In der Abb. 8.14 wird eine Codierungsmöglichkeit der Rutschungen dargestellt. Die Grenz-
werte +0,9 und -0,9 stellen die Eigenschaften jeweils rutscht und rutscht nicht dar.
Sobald diese Grenzwerte bei der Eingabecodierung zwischen -0,9 und +0,9 liegen, bewegt
sich das Ergebnis nur noch im selben Bereich. Werte, die nah am Nullwert sind, bilden
eine graue Zone (Dead Zone), da in dieser keine deutliche Aussage über das Vorhandensein
von Rutschungen getroffen werden kann. Diese Zone wird empirisch für den Bereich -0,5
bis +0,5 festgelegt. Daraus folgt die Annahme, dass alle Ausgangswerte, die sich im Be-
reich -0,5 bis +0,5 einschließlich befinden, nicht bewertet werden können. Für eine solche
Festlegung gibt es weder Erfahrungswerte noch Regeln. Der graue Bereich könnte auch
asymmetrisch oder deutlich kleiner sein.
-0,5
+0,9 Teacher
-0,9 Teacher
+0,5
Abbildung 8.14.: Eindimensionale Darstellung der Ausgabecodierung
4. Binäre Codierung im zweidimensionalen Raum
Eine andere Codierungsart für Rutschungen kann über einen zweidimensionalen Ausga-
beraum erfolgen (Abb. 8.15). Bei dieser Codierung muss jede der beiden Eigenschaften
zwei Werte sammeln, damit sie codiert werden können. Demzufolge wird die Eigenschaft
einer Rasterzelle rutscht auf der Y-Achse angeordnet und der Kehrwert rutscht nicht
auf der X-Achse angelegt. Zur Lagebestimmung einer Rasterzelle mit rutscht muss der
Wert +0,8 auf der X-Achse und der Wert -0,8 auf der Y-Achse sein und umgekehrt für den
Kehrwert (Tabelle 8.4)
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Tabelle 8.4.: Betrachtung des Teachers im zweidimensionalen Raum
Teacher ja (x-Achse) nein (y-Achse)
rutscht +0,8 -0,8
rutscht nicht -0,8 +0,8
Eine Dead Zone für die Werte nahe zum Nullwert wird ebenso betrachtet und variiert zwi-
schen -0,5 und +0,5. Für diese Zone ist es unmöglich eine Aussage über die Rutschungssi-
tuation zu treffen. Die Grenzwerte (Rutschung: ja/nein) bei dieser Betrachtung liegen bei
-0,8 und +0,8. Außer dem verbesserten Lernverhalten, ermöglicht eine solche Codierungs-
art eine bessere Analysemöglichkeit (Entscheidungsfindung) hinsichtlich des Ergebnisses
(Abb. 8.15).
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rutscht 
ja 
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Abbildung 8.15.: Zweidimensionale Darstellung der Ausgabecodierung
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9. Durchgeführte Analysen und Ergebnisse
In diesem Kapitel werden die entwickelten Module nach dem Prozessablauf näher beschrieben:
1. Modul Expertenwissen
2. Analytische Hierarchische Prozesse-Modul (AHP-Modul)
3. Künstliche Neuronale Netze-Modul (KNN-Modul)
9.1. Modul Expertenwissen
Zum Anfang der Analyse sollen die gesamten vorliegenden Kenntnisse und Erfahrungen auf eine
einfache Art und Weise mit Hilfe der entsprechenden Fachkenntnisse zum Verschaffen eines er-
sten Eindrucks über die Problematik verwendet werden. Diese Fachkenntnisse werden hier als
Expertenwissen bezeichnet und in zwei Formen als Hilfestellung zur Erstellung von Suszeptibili-
tätskarten genutzt
9.1.1. Ausschlussverfahren und Ausschlusskriterien
Mit dem Begriff Ausschlussverfahren wird ein Verfahren definiert, das bestimmte Ausschlus-
skriterien zum Verkleinern oder zum neuen Anordnen eines Problems einsetzt. Die Kriterien
enthalten die nötigen Informationen, um eine Entscheidung über die Wertung einer bestimm-
ten Eigenschaft zu treffen. Sie werden bei Einschätzung der Massenbewegungssuszeptibilität
hauptsächlich zum Verkleinern der untersuchten Gebiete verwendet, in denen alle Flächen, die
eine Eigenschaft für ein bestimmtes Ausschlusskriterium erfüllen, aus der Analyse ausgeschlossen
werden dürfen.
Für die einfachen Kriterien wird ein Katalog erstellt, in dem alle Fälle zusammengefasst sind.
Ihre Zusammenfassung im Katalog bedeutet nicht, dass die untersuchten Flächen alle vordefi-
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nierten Kriterien erfüllen müssen, sondern sie werden je nach den vorliegenden Informationen
entsprechend selektiert. Diese können zum Beispiel die Beschreibung der Hangneigung enthal-
ten. Sie können ebenso die Eigenschaft einer Gesteinsart beschreiben, wobei diese Gesteinsart
aus Gründen von nicht ausreichend vorliegenden Informationen ausgeschlossen werden darf.
Bei dem ersten Ausschlusskriterium werden alle Flächen, die mit einer Neigung von unter 5◦
extrem flach sind , ausgeschlossen. Die Wahrscheinlichkeit eines Rutschungsereignisses mit der-
artiger Hangneigung ist sehr gering. Diese Aussage wird von vielen Autoren wie Moser (1986),
Campbell (1974), Krauter und Steingötter (1983) unterstützt. Daher wurde dieses Kriterium zu-
erst angewendet, wobei durch den Ausschluss aller flachen Flächen in dem Untersuchungsgebiet
Bernkastel-Kues eine Reduzierung der Datensätze um ca. 20 % erreicht wurde.
Ein anderes Ausschlusskriterium liegt darin, wenn der Unterschied zwischen der Einfallsrichtung
der Schichten und der Hangexposition bei über 90◦ liegt, s. Kapitel 8.1.7.
Wenn der Unterschied unter 90◦ liegt, wird zwischen dem scheinbaren Einfallswinkel der Schich-
ten und der Hangneigung verglichen, sodass Flächen deren scheinbares Einfallen größer ist als
die Hangneigung ausgeschlossen werden dürfen. Diese Ausschlusskriterien sind in dem Unter-
suchungsgebiet Bernkastel-Kues angewendet worden, weil die nötigen Informationen dafür aus
der geologischen Karte ablesbar sind. Dadurch wurde eine weitere Reduzierung der Datensets
um etwa 20 % erreicht, wobei 3 % davon in rutschgefährdeten Flächen lagen.
Durch die Verwendung dieser Kriterientests entsteht ein regelbasiertes System mit verschiedenen
Ebenen, sodass in jeder Ebene ein Kriteriumserfüllungstest für die Eigenschaften durchgeführt
und anschließend zu der nächststehenden Ebene weitergeleitet werden kann (Abb. 9.1). In der
Praxis tauchen häufig Fälle auf, in denen die Erfüllung eines einfachen Kriteriums für einen
kompletten Ausschluss nicht ausreichend ist. Als Beispiel ist hier das dritte Ausschlusskriterium
in Abb. 9.1 zu benennen, wo die Flächen, die dieses nicht erfüllen, durch andere Ausschlusskri-
terien in einer unteren Ebene geprüft werden sollen. Flächen, deren Hangneigung identisch mit
der Schichtneigung ist, können unter bestimmten Annahmen ebenso ausgeschlossen werden. Die
Annahme setzt zum Beispiel voraus, dass eine dünne Schichtung und eine relativ steile Hangnei-
gung erforderlich sind, um einen Knick-Versagensmechanismus stattfinden zu lassen (Abb. 9.2).
Für solche Fälle muss deshalb ein eingeschränkendes Ausschlusskriterium zu erstellen, wobei die
Besonderheiten jeder Situation betrachtet werden müssen.
Die Anwendung des Kriterienkatalogs führt bei dem Gebiet Bernkastel-Kues (Abb. 9.5) zu einer
Reduzierung der gesamten Flächen um ca. 40 %, woraus sich der Vorteil ergibt, mit wenigen
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Abbildung 9.1.: Ablaufschema bei der Anwendung der Ausschlusskriterien
Abbildung 9.2.: Bei identischer Hang- und Schichtneigung sind dünne Schichten bei bestimmten Nei-
gungen durch Knicken gefährdet.
Datensätzen arbeiten zu können.
9.1.2. Klassifizierung durch Expertenwissen
Die Vorteile des Kriterienkataloges liegen im Anfang einer Gefährdungsanalyse, weil die Kri-
terien, ungeachtet von regionalen Bedingungen, eine aktive Wirkung auf die gesamte Analyse
haben. Allerdings muss die Gefährdungsanalyse im Anschluss mit anderen Modulen ergänzt wer-
den, die dazu dienen, eine logische Klassifikation zu erstellen. Wie bei Kriterienkatalogen wird
die Klassifikation in diesen Modulen auf der Basis vorhandener Kenntnisse aufgebaut. Zuerst
soll durch eine umfangreiche Recherche in Forschungsunterlagen nach neuen Kriterien, wie z. B.
Klassifikationen, gesucht und ihre Anpassung an das untersuchte Gebiet geprüft werden. Die An-
passung der Klassifikation an ein bestimmtes Gebiet ist eine wichtige Frage, weil die regionalen
Eigenschaften des untersuchten Gebietes die entscheidenden Faktoren beinhalten. Diese Phase
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Abbildung 9.3.: Summe aller ausgeschlossenen Gebiete (in weiß dargestellt) im Testgebiet Bernkastel-
Kues, die durch einfache Ausschlusskriterien erstellt wurden.
bei der Erstellung der passenden Klassifikation ist schwierig und verlangt erfahrene Schätzungs-
arbeiten, in denen die vorliegenden Kenntnisse und vorhandene Erfahrungen einfließen müssen
(Carrara, 1995).
9.1.2.1. Auswahl der Parameter zur Klassifikation
Zur Auswahl der Einflussgrößen wurde in vorhandenen Literatur nach Parametern gesucht, die
- bei möglichst vielen Massenbewegungsereignissen - ein ähnliches Verhalten bewirken oder eine
bestimmte Eigenschaft haben. Dabei wurde die Hangneigung, Hangexposition, Hangform und
Höhe ausgewählt, die in Kapitel 8.1 beschrieben sind. Bei der Auswahl wurde das Expertenwissen
herangezogen, sodass für jeden Parameter möglichst viele ähnliche Erfahrungen und Einschät-
zungen bezüglich seiner Teilnahme übereinstimmen. Wegen Widersprüchen in der gegenwärti-
gen Literatur und der starken Lokalitätsabhängigkeit eines Parameters wurde die Einflussgröße
Höhe aus dem vorgesehenen System ausgeschlossen. Zur Vereinheitlichung der Klassen wurden
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für jedes Merkmal drei Klassen angenommen, wobei die Klasse 1 kaum Gefährdung und die
Klasse 3 die stärkste Gefährdung bedeutet. Die Einteilung der Klassen und ihrer Bedeutung
sind wie folgt beschrieben:
1. Für die Hangneigungsklassifizierung wurde die Klassifikation von Campbell (1974) bei
Moser (1986) entnommen, s. Kapitel 8.1.1, und anschließend in drei Klassen eingeteilt
(Tabelle 9.1).
Tabelle 9.1.: Die Einteilung der Hangneigung in drei Klassen. Die Klasse 0 stellt die ausgeschlossenen
Flächen dar und wurde nicht in der Analyse betrachtet.
Hangneigung [◦]
0-5
5-18 18-45 45-60
60-90
Klasse 0 1 3 2
2. Für die Hangexposition wurde die nördlichen Halbkugel der Erde betrachtet und somit die
diesbezüglichen Expertenwerte in drei Klassen eingeteilt (Tabelle 9.2).
Tabelle 9.2.: Die Einteilung der Hangexposition in drei Klassen.
Richtung Süd Ost, West Nord
Grad 157,5-247,5
67,5-157,5 0-67,5
247,5-337,5 337,5-360
Klasse 3 2 1
3. Für die Hangform kommen nur drei Formen in Frage, die die drei Klassen bilden (Tabelle
9.3).
Tabelle 9.3.: Die Einteilung der Hangexposition in drei Klassen
Hangform Konvergenz Planar Divergenz
Klasse 3 2 1
Die Erstellung der Gefährdungsklassen erfolgt, wenn die einzelnen Klassen der drei verschiedenen
Merkmale miteinander  mit Hilfe von GIS  verschnitten werden. Durch die Verschneidung
entstehen 3-stellige Zahlen, die hier als SEC bezeichnet wird, wobei die erste Zahl auf die
Hangneigung, die zweite Zahl auf die Hangexposition und die dritte Zahl auf die Hangform
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hinweist. Dies bedeutet, dass S, E und C nur zwischen 1 und 3 variieren dürfen, und somit
variieren die Klassen zwischen 111 und 333. Je niedriger die Zahl ist, desto stabiler ist die
betroffene Fläche und je höher, desto suszeptibler ist die Fläche.
9.1.2.2. Anwendung des SEC-Systems im Gebiet Bernkastel-Kues
Das SEC-System wurde im Gebiet Bernkastel-Kues getestet und das Ergebnis ist in Abb. 9.4
dargestellt. Dabei ist die Gefährdung ansteigend von grün bis rot klassifiziert. Die Klassenkarte
zeigt graduelle Einteilung der gefährdeten Gebiete, allerdings ohne deutliche Trennung zwischen
den verschiedenen Klassen. Die Klasse 333 ist definitionsgemäß als hochgefährdet klassifiziert
und taucht so häufig in den instabilen Flächen auf der Karte auf. Dazu ist die Klasse 111 als
stabil klassifiziert und erscheint ebenso häufig in den rutschungsfreien Flächen. Klassensets wie
zum Beispiel 123 bis 133 oder 313 bis 323 stellen logischerweise die Übergangsbereiche darstellen,
wobei das erste Set den Übergang von stabil (sicher) in semi-stabil (mittel gefährdet) anzeigt.
Es ist schwierig festzustellen, bei welcher Klasse die Flächen nicht mehr als stabil bezeichnet
werden sollen, weil keine zusätzlichen unterstützenden Informationen vorliegen. Zur Berechnung
der Hitrate in diesem Modul wurden die Klassen qualifiziert und in die drei Kategorien stabil,
keine Aussage und instabil eingeteilt (Abb. 9.5). Daraus hat sich eine Gesamterkennungsrate
von 59,18% und eine falsche Erkennungsrate von 35,12% ergeben.
9.1.2.3. Ergebnis der Anwendung des Systems für das Gebiet Bernkastel-Kues
Die Hitrate von insgesamt 59,18 % ist nicht wirklich befriedigend, allerdings ist sie zum Verschaf-
fen eines ersten Eindrucks über die Gefährdung des Gebiets ausreichend. Die SEC-Klassifizierung
ist von den ausgewählten geomorphologischen Parametern deutlich ausgeprägt. Obwohl die Geo-
morphologie eine wichtige Bedeutung für die Hangstabilitätsproblematik darstellt, reicht sie al-
lein nicht aus, um eine aussagekräftige Beurteilung der Stabilitätsfrage zu beantworten. Daher
wurde zusätzlich die Klassifizierung der Flächen als Anfangszustand für weitere Module betrach-
tet. Zusätzlich dazu wurde das Neuronale Netz Modul zur Erkennung von gefährdeten Gebieten
im Kapitel 9.4 verwendet.
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Abbildung 9.4.: Klasseneinteilung nach dem SEC-System im Gebiet Bernkastel-Kues
9.1.3. Spezieller Ansatz zum Ausschluss von stabilen Flächen im
Expertenwissensmodul
Trotz der graduellen Klasseneinteilung sind keine deutlichen Grenzen zwischen den Klassen zu
definieren. Dadurch sind die Vorteile dieses Ergebnisses begrenzt. Wenn die stabilen Klassen
deutlich abtrennbar wären, könnten sie aus den weiteren Analysen ausgeschlossen werden. Daher
wird nachfolgend versucht, einen empirischen Ansatz zu entwickeln, wodurch einige der stabilen
Klassen aus der Analyse ausgeschlossen werden können (Abb. 9.6). Dazu wird eine Erkennungs-
analyse mittels Neuronalen Netzen durchgeführt. In dem Fall, dass eine hohe endgültige Gesamt-
erkennungsrate vorliegt, ist dieser empirische Ansatz gerechtfertigt. Der wesentliche Vorteil liegt
dabei in der Reduzierung der Anzahl der passiven Datensätze und somit in der Erhöhung der
aktiven Datensatzanzahl. Die Überprüfung mit weiteren Modulen erfolgt in Kapitel 9.4.6.
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Abbildung 9.5.: Endergebnis mit drei Gefährdungsklassen nach dem SEC-System bei der Betrachtung
des empirischen Ansatzes
9.1.4. Anwendung des Systems im Gebiet Lauterecken
Zur Überprüfung der Flexibilität des Expertensystems SEC wurde es in weiteren Arbeitsgebieten
getestet. Dabei wurde das System zuerst im Testgebiet Lauterecken überprüft. Die Klassenein-
teilung wurde hier mit Hilfe von GIS durchgeführt. Das Ergebnis ist in Abb. 9.7 dargestellt.
Die Klasseneinteilung in der Abb. 9.7 zeigt im Vergleich zu den von Senz (2004) berechne-
ten Rutschungen einen deutlichen Unterschied. Es sollte theoretisch bei den niedrigen Klassen
keine Gefährdung vorhanden sein, was bei dem Vergleich zwischen den Klassen und den Rut-
schungen auf der Karte nicht übereinstimmt. Eine mögliche Begründung liegt hier im Alter
des Gebirges. Während das Gebirge von Bernkastel-Kues ein relativ altes Gebirge (Devon) ist,
ist das Gebirge von Lauterecken (Perm und Karbon) jünger. Darüber hinaus ist das SEC-
System geomorphologisch ausgeprägt und betrachtet andere wichtige Faktoren wie zum Beispiel
die Gesteinsarten nicht. Ein weiterer möglicher Faktor für diese Fehlklassifizierung wurde im
Kapitel 3.3 erwähnt, wobei es einige Unterschiede zwischen den Rutschungsmerkmalen in zwei
ähnlichen Gebieten (Lauterecken-Wolfstein und Mainzer-Becken) gibt. Bei der Rutschungskarte
des Mainzer-Beckens haben die südexponierten Hänge eine wichtige Bedeutung für die Insta-
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Abbildung 9.6.: Durch den empirischen Ansatz ausgeschlossene Flächen
bilität (Krauter und Steingötter, 1983). Im Gegensatz dazu haben die südexponierten Hänge
bei den berechneten Rutschungen von Senz (2004) wenig Bedeutung für die Instabilität. Für
den Umgang mit solchen Widersprüchen wurde entschieden, die Verwendung der Rutschungs-
karte Lauterecken-Wolfstein (Senz, 2004) zum Training des Systems und die Rutschungskarte
des Mainzer-Beckens (Krauter und Steingötter, 1983) zum Validieren zu benutzen.
Für eine genauere Betrachtung der Klasseneinteilung zeigt Abb. 9.8 die prozentuale Verteilung
der Klassen. Die blaue Farbe weist auf die als stabil und die rote Farbe auf die als instabil
klassifizierten Flächen hin. Dabei haben niedrige Klassen wie zum Beispiel die Klasse 121 oder
123 eine hohe Anzahl von rutschgefährdeten Rasterzellen und umgekehrt zeigen Klassen wie 333
stabile Rasterzellen.
Zur Anwendung von diesem Klassifikationssystem ist eine Optimierung des SEC-Systems zwin-
gend erforderlich. Das System wird daher mit Hilfe des Analytisch Hierarchischen Prozesses
optimiert.
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Abbildung 9.7.: Klasseneinteilung der Gefährdung nach dem SEC-System im Gebiet Lauterecken
Abbildung 9.8.: Prozentuale Verteilung der SEC-Klassifikationssystem
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9.2. AHP-Anwendung zur Klassifikation von Massenbewegungen
in gefährdeten Gebieten
Das AHP-Modul hat das Ziel einer Reklassifizierung der vorhandenen Klasseneinteilung, sodass
die neu erstellten Klassen möglichst nah an dem realen Zustand angepasst sind. Dies wird
als Optimierungsprozess bezeichnet. Dabei stellt der Stabilitätszustand das Entscheidungskri-
terium dar, indem die Lage einer Rasterzelle (rutscht: ja) als Oberziel (Teacher) zur Bildung
der Klassen festgesetzt wird. Wie in Kapitel 6.3 erwähnt wurde, ist der AHP eine Technik der
Multi-Kriterien-Entscheidungen (MCD), in dem Prioritäten zwischen verschiedenen Alternativen
eingesetzt werden. Es wird dann zwischen den Alternativen im Bezug zu den angegebenen Kri-
terien verglichen. Dabei werden die Alternativen nach ihrem negativen Einfluss auf die Stabilität
geordnet (rutschgefährdte Gebiete) und somit die Klassen gebildet.
9.2.1. Struktur des AHP
Die AHP-Hierarchie besteht aus drei Ebenen (Abb. 9.9):
 
rutscht ja 
Hangform Hangneigung Hangexposition 
N
ord 
Süd 
O
st/W
est
< 5° und > 60°
>18° und < 45°
>45° und <60°
konvergent
plan 
divergent
Abbildung 9.9.: Hierarchieaufbau für die Reklassifizierung
1. Ebene des Oberziels (rutscht: ja), wobei ein negativer Einfluss auf die Stabilität erzielt
wird.
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2. Kriterienebene, die die Hangneigung, die Hangexposition und die Hangform, enthält. Diese
Kriterien beinhalten die Voraussetzungen für die Alternativen bei ihrem Paarvergleich zum
Erreichen des Oberzieles.
3. Alternativenebene, die die Alternativen in Form von Klassen enthält.
In der Alternativenebene werden die Klassen aus dem Expertenwissensmodul entnommen und
hiermit als Alternativen betrachtet. Bei der Reklassifizierung behält jede Klasse ihre ursprüng-
liche Grenzung, wird aber durch diesen Prozess eine neue Anordnung bekommen. Das hat den
Vorteil, die Änderungen der alten Klassifizierung nachverfolgen zu können.
Die Erstellung der Paarvergleichmatrix erfolgt durch eine statistische Analyse zur Ermittlung der
Korrelationen zwischen den Alternativen, den Kriterien und dem Oberziel. Es wurde die Kor-
relation zum Oberziel untersucht, und dabei geprüft, inwieweit eine Klasse wichtiger ist als die
mit ihr verglichene Klasse. Für die Kriterienebene ist die Erstellung von Paarvergleichen schwie-
riger. Hier wird zwischen der Hangneigung, der Hangexposition und der Hangform nach ihrer
Teilnahme an dem Versagensereignis unterschieden. Es liegt bisher kein aussagekräftiges Exper-
tenwissen diesbezüglich vor, sondern es wurde bisher nur in Forschungsberichten häufig erwähnt,
dass zum Beispiel die Hangneigung mehr Einfluss hat als die anderen beiden Kriterien (Sidle und
Ochiai, 2006). Dazu reicht eine rein statistische Bewertung nicht aus, sondern erst beim Testen
von beiden Methoden wird eine Optimierung gefunden. Zuletzt wird darauf hingewiesen, dass
die statistische Analyse auf dem Ergebnis der Diplomarbeit im Gebiet Lauterecken-Wolfstein
basiert (Senz, 2004).
9.2.2. Ergebnisse
Der AHP Prozess wurde mehrmals durchgeführt, um ein besseres Ergebnis der Optimierung zu
erreichen. Bei jedem Durchlauf wurde die Relation zwischen den Kriterien geprüft und je nach
gewonnener Kenntnis diese Relation optimiert.
Da die Alternativen die Klassen darstellen, die nach dem Prozess priorisiert werden, entsteht
als Endergebnis eine neue Klassifizierung, in der die alten Klassen eine neue Anordnung bekom-
men. Die neuen Klassen sind je nach Teilnahme an dem Rutschungsprozess priorisiert, d.h. die
beste Alternative ist in diesem Fall die Klasse mit dem höchsten Einfluss auf die Instabilität
(Tabelle 9.4). Das erstellte Klassifikationssystem wurde für das Gebiet Lauterecken-Wolfstein
verwendet (Abb. 9.10).
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Tabelle 9.4.: Berechnete Prioritäten mit Hilfe des AHP-Verfahrens
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Prioritäten 0.478 0.165 0.159 0.0670 0.067 0.027 0.027 0.010 0.000
Aus der Klassifikationskarte in Abb. 9.10 ist ersichtlich, dass die niedrigen Klassen wie zum
Beispiel 111 oder 133 in der Karte fehlen, weil sie durch die Priorisierung ihre Relevanz verloren
haben. Daher wurden diese Klassen ausgeschlossen. Die erreichten Hit- und Falschraten sind
als Endergebnis in Tabelle 9.5 gezeigt. Dabei stellt die Hitrate die Rate der  als gefährdet
markierten  Flächen dar, bei denen tatsächlich Rutschungen stattfinden bzw. stattgefunden
haben.
Abbildung 9.10.: Die mit Hilfe des AHP-Verfahrens erstellten Klassen
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Tabelle 9.5.: Hit- und Falschrate für das AHP-Klassifikationssystem
Hitrate Falschrate Übergang Nicht erfasst
57,00% 11,00% 3,00% 32,00%
9.2.3. Diskussion der Ergebnisse
1. Eine Hitrate von 57 % ist relativ niedrig, wenn sie als totale Hitrate angenommen wer-
den soll. Im Gegensatz dazu spiegelt die Falschrate von 11 % ein gutes Ergebnis wieder,
was bedeutet, dass nur 11 % der kartierten Rutschungen nicht erfasst sind. Die scheinbar
niedrige Hitrate wird durch das Feld nicht erfasst begründet, wobei die Lage der 32 %
dieser Flächen nicht bekannt ist. Das Feld nicht erfasst bedeutet, dass die betroffene
Fläche von dem Klassifikationssystem nicht erkannt wurde. Dieser technische Fehler ist
durch die Betrachtung der Hänge als einzelne Hänge im Programm ArcMap entstanden.
Dabei wurde jeder Hang durch den Befehl Shrink eingegrenzt, was den Effekt einer Aus-
fransung des Hanges - rund um seine Grenze - hat. Der Befehl Shrink ist wichtig für
die Trennung zwischen den Hängen und funktioniert rasterweise, wobei jedes Mal 25 m
Raster verloren gegangen sind. Der Effekt wird deutlich, wenn der Befehl zum Beispiel
bei einem Hang zwei Mal verwendet wird. Dies führt zu einem Verlust von insgesamt 100
m entlang des Hangdiameters, wenn 50 m an jeder Seite verloren gehen. Dieser Verlust
kann durch Verwendung von einer besseren Rasterauflösung vermieden werden, wodurch
ein besseres Ergebnis erzielt wird. Die 32 % wurden genau untersucht, um festzustellen,
wieviel davon in die Hit- bzw. in die Falschrate gelangt. Die Untersuchung ergab, dass ca.
14 % als richtig und 10 % falsch klassifiziert sind. Das erhöhte die Hitrate auf 71 % und
die Falschrate auf 21 %, wobei immer noch 8 % als undefiniert blieben.
2. Die Klassifizierung des AHP erreicht ein Optimum, bei dem eine qualitative Verbesserung
der Klassifikation nicht mehr möglich ist. Dies ist durch die Linearität des AH-Prozesses zu
begründen, wobei die Klassen durch gerade Linien eingeteilt sind. Abb. 9.11 ist ein Beispiel
zur Verdeutlichung der Linearität, in der die Hangneigung in einem Verhältnis zur Hang-
exposition steht. Die Relation wird im Zusammenhang mit der Lage einer Flächeneinheit
abgebildet, wobei die rote Farbe auf instabile und die blaue Farbe auf stabile Flächen hin-
weist. Durch die AHP-Klassifizierung werden Linien zur Trennung der Klassen voneinander
verwendet. Diese Linien sind nichts anderes als die Gewichte im AHP. Zur Optimierung der
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Klassifizierung werden die Gewichte modifiziert, was zu einer horizontalen bzw. vertikalen
Bewegung der Linien führt, um ein lokales Optimum zu finden. Eine absolute Optimierung
ist zu erreichen, wenn Flächeneinheiten mit Gemeinsamkeiten miteinander zusammenge-
fasst sind (Abb. 9.12). Das kann der AHP wegen seiner Gewichtungsform nicht, daher ist
eine Modifizierung der Gewichte der effizienteste Weg zur Verbesserung der Ergebnisse.
Abbildung 9.11.: Beispiel zur linearen Klassifizierung durch den AHP
Abbildung 9.12.: Beispiel zur gewünschten Eingrenzug der Flächeneinheiten in genaue Klassen
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9.2.4. Anwendung des AHP-Systems im Testgebiet Mainzer-Becken
Die Überprüfung des Expertenwissensmoduls im Gebiet Mainzer-Becken führte zu einem ähn-
lichen Ergebnis wie im Gebiet Lauterecken. Daher wurde das AHP-System verwendet, wobei
gleichzeitig eine Validierung des Systems durchgeführt wurde (Abb. 9.13). Durch die Annahme,
dass die geomorphologische Gegebenheiten im Gebiet Mainzer-Becken ähnlich sind - wie im Ge-
biet Lauterecken - ist eine Hitrate von ca. 65 % erreicht worden.
Abbildung 9.13.: Validierung des AHP-Systems im Untersuchungsgebiet Mainzer-Becken
Im Vergleich zur Hitrate von 71 % im Lerngebiet Lauterecken, stellt die Hitrate von 65 % im
Validierungsgebiet Mainzer-Becken ein akzeptables Ergebnis dar. Dabei bleibt diese Rate immer
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noch höher als die Hitrate im Expertenwissensmodul. Im Allgemeinen ist eine Verbesserung
des Ergebnisses durch Einbeziehung von anderen Parametern, die nicht nur geomorphologisch
ausgeprägt sind, hier zu empfehlen. Bei der Verwendung von geologischen Parametern sollte
auf die geologischen Unterschiede zwischen dem Trainings- und Testgebiet besonders geachtet
werden.
9.3. Fazit zu den Expertenwissen- und AHP-Modulen
Das Expertenwissen- als auch das AHP-Modul hatten die Aufgabe der Erstellung von Klas-
sifikationen mit einfachen Mitteln. Die Verwendung der Ergebnisse erfolgte beim Testen des
empirischen Ansatzes im Gebiet Bernkastel-Kues. Das Ergebnis des AHP-Modules zeigt, wie
beim Expertenwissenmodul, das Problem der Definition der Grenze zwischen den Klassen. Es
sollte bestimmt werden, wo eine Gefährdungsklasse endet und wie viel Gefährdung eine Klasse
tatsächlich beinhaltet. Das System zeigt akzeptabel bis gut, dass zum Beispiel die Klasse 333
deutlich gefährdeter ist als zum Beispiel die Klasse 221. Eine mögliche Variante war die Qualifi-
zierung der Klassen, sodass es möglich war, eine Berechnung der Hitrate, wie beim Ergebnis von
Bernkastel-Kues, vorzunehmen.
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9.4. Neuronale Netz-Module
Es wurden verschiedene Modelle zur Analyse mit Hilfe der Neuronalen Netze während der Arbeit
entwickelt. Das entwickelte KNN-Modul im Testgebiet Bernkastel-Kues stellt einen wichtigen
Punkt im Ablaufprozess der Erstellung von Gefährdungskarten dar. Dabei wird die Klassifi-
kation des Expertenwissensmoduls in Kapitel 9.1.2 als Ausgangszustand betrachtet, womit es
ausführlich beschrieben ist (Abb. 9.14).
Für Neuronale Netze Analyse wird ein Mustererkennungsmodell mit 33 Eingaben (alle aufberei-
teten Parametern) und einer Ausgabe entwickelt. Als Ausgabemuster wird hier meist der Vektor
ja/nein verwendet, sodass ein Ausgabeneuron zur Abbildung ausreicht.
Ja/Nein Rutschungen 
(Teacher)
33-XX-1
MLP
33
 E
in
ga
be
n
Abbildung 9.14.: Aufbau des MLP 33-xx-1 Neuronalen Netzes
Die Bestimmung der Neuronenanzahl in der verdeckten Schicht ist schwierig, weil keine Regeln
dafür vorhanden sind. Bei einer zu geringen Anzahl an Neuronen kann es zu einer schlechten
Generalisierungsfähigkeit des Netzes kommen, da das Netz das Problem nicht darstellen kann.
Bei einer zu hohen Anzahl an Neuronen besteht die Gefahr, dass die Generalisierungsfähigkeit
ebenso schlecht ist, weil das Netz zum so genannten Overfitting neigt, d.h. das Netz lernt
auswendig, da es das Muster komplett abbilden kann. Zur Bestimmung der Neuronenanzahl in
der verdeckten Schicht wird zu Begin meist mit einer niedrigen Anzahl und anschließend mit
einer deutlich höheren Anzahl an Neuronen die Leistungsfähigkeit getestet. So kann die obere
und die untere Grenze der Generalisierung getestet werden. Die Generalisierung des Netzes wird
mit Hilfe der Fehlerentwicklung überprüft (Abb. 9.15), wonach der Verlauf des Graphen den
ersten Eindruck wiedergibt.
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Abbildung 9.15.: Typische Fehlerkurve während des Lernprozesses eines MLP 33-12-1 Netzes
Die Fehlerkurve liefert Informationen über den Verlauf des Lernprozesses im Netz wieder. So
bedeutet eine Fehlerkurve mit einem harmonischen und glatten Abstieg einen stetig durchgehen-
den Fehlerminimierungsprozess. Im Gegensatz dazu deutet eine Fehlerkurve mit unregelmäßigen
Schwankungen beim Abstieg auf einen nicht durchgehenden Lernprozess hin. Dieser kann zum
Beispiel durch Einstellung der Lernrate optimiert werden, wobei mit einer hohen Lernrate ein
starkes Lernen des Netzes erzielt wird. Dabei wird bei der Auswahl einer relativ niedrigen Lern-
rate eine langsame Konvergenz der Fehlerminimierung erzielt (Iwe, 2008). Bei der Erkennung
von Rutschungen handelt es sich um eine typische Aufgabe der Mustererkennung. Ein Muster
besteht aus einem Eingabevektor (Parametervektor) und einem Ausgabewert. Um vergleichbare
Daten zu erhalten werden alle relevanten Informationen in einem GIS dargestellt und dann über
ein geographisches Raster (GRID) abgefragt. Der Parametervektor wird aus den Werten aller
relevanten Daten in einer einzigen Rasterzelle gebildet. Der Mustererkennungsprozess selbst be-
ginnt mit der Eingabe eines Parametervektors als Eingabe in das Netz. An der Ausgabeseite
des Netzes steht das Merkmal Rutschung mit einem einzigen Wert für diese Rasterzelle. Dieser
kann z.B. binär sein und den Zahlenraum -0,9 bis +0,9 abdecken, wobei -0,9 die Situation Diese
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Rasterzelle rutscht nicht und +0,9 die Situation Diese Rasterzelle rutscht darstellen, s. Kapi-
tel 8.2.4.2 . Das Netz versucht jetzt im Rahmen des Lernprozesses möglichst viele Muster richtig
in den Ausgabenvektor umzusetzen.
Die optimale Neuronenanzahl bzw. Netztopologie muss immer im Bezug zur Fähigkeit des Netzes
bewertet werden. Die Fähigkeit des Netzes, Muster richtig zu bewerten, wird durch die Erken-
nungsrate festgelegt, die in Prozent korrekt erkannten Muster angegeben wird. Es wird getrennt
eine Erkennungsrate für instabile (Rutschungen) und stabile (standfeste) Gebiete entwickelt. Die
beiden Erkennungsraten sind als gleichwertig anzusehen, d.h. die Klassifizierung eines Gebietes
als standsicher ist genau so wichtig wie die Klassifizierung eines Gebiets als instabil. Die gesamte
Erkennungsrate ergibt sich dann aus der Summe der beiden Erkennungsraten.
9.4.1. Neuronale Netz-Modul für das Testgebiet Bernkastel-Kues
Das KNN-Modul besteht aus den folgenden Komponenten
9.4.1.1. Datenvorbereitung und Erstellung von Trainingsdaten
Aus den Ergebnissen der Analysenmodule, die auf dem Expertenwissen basieren, ergibt sich
auf Grund des Ausschlussverfahrenes bei eindeutigen bewertbaren Daten eine Reduzierung der
Datensätzeanzahl um 40 %, was einige Vorteile bringt. Die reduzierten Datensätze gehören
meist zu den Gebieten, die als standsicher angesehen werden können. Dadurch erhöht sich
die relative Anzahl an instabilen Gebieten im Vergleich zu den stabilen Gebieten, wodurch die
extreme Asymmetrie in den Datensätze reduziert wird, da es im Allgemein weniger Rutschungen
als standfeste Gebiete gibt. Durch diese Vorverarbeitung erhöht sich der Anteil an Rutschungen
in den Musterdaten auf 20 %, was für das Lernen ausreichend ist. Die Daten werden in zwei
Kategorien eingeteilt, eine zum Trainieren und eine zum Validieren. Die Einteilung der Daten
sollte nicht an Hand einer geometrischen Form wie zum Beispiel einem Rechteck oder einem
Polygon erfolgen, sondern zufällig und muss das gesamte Gebiet abdecken. Die Auswahl mit Hilfe
einer geometrischen Form kann dazu führen, dass nicht alle Eigenschaften, welche Einfluss auf
die Rutschungsentstehung haben, in den Trainingsdaten erfasst sind, so dass das Neuronale Netz
dies nicht lernen kann. Ein Beispiel wird in Abb. 9.16 erläutert, in dem das Untersuchungsgebiet
in zwei Teile eingeteilt wird. Der Teil in dem roten Rechteck wird zur Validierung und der Rest
des Gebietes zum Trainieren verwendet. Die untersuchte Eigenschaft ist hier die Hangexposition.
Da nicht alle Expositionsformen in dem Trainingsgebiet und in dem Testgebiet vorhanden sind,
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werden beim Training Expositionsmuster gelernt, die nicht überprüft werden können. Umgekehrt
werden andere Expositionsmuster nicht gelernt und können deshalb auch nicht erkannt werden.
Abbildung 9.16.: Einteilung des Untersuchungsgebiets in zwei Teile durch ein Polygon
Daher ist es wichtig eine zufällige Auswahl aller Datensets mit Hilfe eines Zufallsgenerators zu
nutzen, da somit eher garantiert wird, dass alle Ausprägungen einer Eigenschaft in der verwende-
ten Datensätzen während der Entwicklung präsentiert sind (Abb. 9.17). Die gesamten Datensätze
(119000) sind mit Hilfe des Zufallsgenerators der Software Clementine aufgeteilt worden, wobei
65 % der Daten für das Training zur Verfügung standen und 35 % zur Validierung. Sie wurden
in die passende Datenstruktur für die Neuronalen Netze Software gebracht. Sie repräsentieren
insgesamt 33 Merkmale, die als Inputs in die Eingabeschicht eingegeben werden, davon sind
19 Merkmale, die die Lithologie beschreiben. Für die Ausgabe steht das Merkmal Rutschung
(ja/nein) als Teacher und wurde binär codiert. Die Inputs und das Output mit ihrer Codierungs-
form sind in Tabelle 9.6 aufgelistet.
9.4.1.2. Analyse und Ergebnis
Zur Bestimmung der optimalen Neuronenanzahl in der verdeckten Schicht sind verschiedene
Netztopologien, bis zum Erreichen der besten Generalisierung, getestet worden. Die Zahl der
Neuronen in der verdeckten Schicht wurde zwischen 12 und 500 Neuronen variiert. Bei 12
Neuronen war die Generalisierungsleistung wie zu erwarten deutlich schlecht, sodass das Netz
nur eine Gesamterkennungsrate von 59,53 % erreicht hat (Abb. 9.18). Der Fehlergraph Abb. 9.15
des 33-12-1 Netzes deutet durch die starken vertikalen Schwankungen auf einen schwierigen
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Tabelle 9.6.: Codierungsformen und Bereichen des untersuchten Gebietes Bernkastel-Kues
Merkmal Codierungsform Codierungsbereich
Hangneigung, scheinbarer Einfallswinkel Linear [0, 1]
Hangexposition, Einfallsrichtung Linear [-1, 1]
Hangform Linear [-1, 1]
LS-Faktor, Einzugsgebiet, Abstand zu Bä-
chen, absolute Höhe
Linear [0, 2]
Siedlung, Bach, Wald, Lithologie Bin.5är -0,1
Rutschung Binär (-0,9, 0,9)
Abbildung 9.17.: Einteilung der gesamten Datensets in Test- und Trainingsdatensets. Die weißen Flä-
chen sind die ausgeschlossenen Gebiete.
Lernprozess hin.
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Abbildung 9.18.: Ergebnis des MLP 33-12-1 Netzes mit einer Erkennungsrate von 59,53 % im Vergleich
zu den kartierten Rutschungen
Eine allmähliche Erhöhung der Neuronenanzahl bis zu 100 Neuronen in der verdeckten Schicht
verbessert das Ergebnis, allerdings nur in begrenzen Umfang. In Abb. 9.19 wird das Verhält-
nis zwischen Neuronenanzahl und Gesamterkennungsrate zwischen 12 und 100 Hiddenneuronen
dargestellt.
Bei weiterer Erhöhung der Neuronenanzahl in der verdeckten Schicht verbessert sich das Er-
gebnis stetig und erreicht die beste Erkennungsrate (optimale Generalisierung des Netzes) bei
300 Neuronen. Die Generalisierungsleistung nimmt dann allmählich - bei weiterer Erhöhung der
Neuronenzahl - wieder ab. Bei einer Neuronenanzahl von 500 Neuronen erreicht das Netz die
Overfitting-Situation, was bedeutet, dass Trainingsdaten auswendig gelernt werden können und
keine Generalisierung mehr stattfindet (Abb. 9.20).
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Abbildung 9.19.: Die Relation zwischen der Neuronenanzahl (max. 100 Neuronen) und der Erken-
nungsrate
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Abbildung 9.20.: Einfluss der Zahl der Hiddenneuronen auf die Erkennungsrate
Abb. 9.21 und Abb. 9.22 ermöglichen einen Vergleich der Generalisierungsleistung der Netze und
ermöglichen die Auswirkungen des Overfitting besser zu erkennen. Die Gesamterkennungsrate
bei demMLP 33-300-1 beträgt 80,13 %, wovon 30,67 % korrekt als Rutschungskörper und 49,46 %
korrekt als stabile Flächen klassifiziert wurden. Der Rest ist entweder falsch erkannt oder liegt
in der grauen Zone und wird als keine Aussage möglich klassifiziert. Der Grund für die hohen
Erkennungsraten bei den stabilen Flächen liegt darin, dass diese in den Lernmustern deutlich
besser repräsentiert sind (80 %).
Bei dem MLP 33-500-1 Netz liegt die Gesamterkennungsrate bei nur ca. 50 %. Stabile Flächen
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Abbildung 9.21.: Ergebnis des MLP 33-300-1 Netzes mit einer Erkennungsrate von 80,13 % im Ver-
gleich zu den kartierten Rutschungen
wurden fast ausschließlich richtig klassifiziert und alle Rutschungskörper fälschlicherweise ebenso
als stabil klassifiziert. Durch die hohe Anzahl der Neuronen werden die Trainingsdaten zu genau
abgebildet und das Netz stark spezialisiert. Das kann an dem Konvergieren der Fehlerkurve für
die Trainings- und Testdaten bis zur sogenannten Sättigungsphase erkannt werden (Abb. 9.23).
Hingegen zeigt die Fehlerkurve beim MLP 33-300-1 Netz in Abb. 9.24 einen durchlaufenden Lern-
und Validierungsprozess.
9.4.2. Hinweise zum Ergebnis des MLP 33-300-1
1. Die von dem Analysemodul des Expertenwissens nicht erkannte kleine Fläche (Abb. 9.21
Fläche 1) hat einen überproportional großen Einfluss auf die Erkennungsrate. Das Er-
gebnis von 80,13 % könnte verbessert werden, wenn diese Flächen in den Datensätzen
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Abbildung 9.22.: Ergebnis des MLP 33-500-1 Netzes mit einer Erkennungsrate von 49,5 % im Vergleich
zu den kartierten Rutschungen. Die meisten richtig erkannten Flächen liegen in den
stabilen Bereichen.
integriert wären, da dadurch die Anzahl der relevanten Trainingsmerkmale (Rutschung)
erhöht würde.
2. Die nicht erkannten Rutschungen in dem Rutschkörper in Abb. 9.21 (Fläche 2) erfordern
weitere Untersuchungen, um die Ursachen dieser Erkennungsfehler festzustellen. Die Form
des Erkennungsfehlers weist darauf hin, dass die Ursache dafür bestimmte - ansonsten
selten repräsentierte - Parameter sein können, die diesen Effekt ausgelöst haben.
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Abbildung 9.23.: Fehlerkurve bei 33-500-1 MLP beschreibt das Overfitting
Abbildung 9.24.: Fehlerkurve bei 33-300-1 MLP
9.4.3. Sensitivitätsanalyse
Bei der Sensitivitätsanalyse soll getestet werden, wie sensibel die Erkennungsrate im Bezug auf
die Anzahl der Eingabeparameter, Neuronenanzahl, Codierungsform und/oder der Netzarchitek-
tur ist. Die durchgeführte Optimierung der Neuronenanzahl in der verdeckten Schicht ist eine
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Art Sensitivitätsanalyse und wurde hier speziell zur Verbesserung der Erkennungsrate durch-
geführt. In einer Sensitivitätsanalyse für die Eingabeparameter wird untersucht, wie sich die
Erkennungsrate beim Aussortieren einzelner Einflussgrößen verändern wird. Das hat Einfluss
auf die Eignung des Netzes für die Untersuchung von benachbarten Gebieten, da dort mögli-
cherweise einige Einflussgrößen fehlen oder anderes verteilt sein können. Ein weiterer Vorteil ist,
dass die Lernzeit bei der Reduktion der Eingabeparameter abnimmt. Dies sollte aber keinen
oder einen möglichst kleinen Einfluss auf die Erkennungsrate haben. Zuvor sollte der Einfluss
dieser Größe auf die Versagensfälle und deren Anteil an der Bewertung bekannt sein. Es sind
automatische als auch wissensbasierte Methoden hierfür notwendig
1. Automatische Methoden:
a) Neuronale Netze haben die Eigenschaft, die Gewichte der Eingaben, die niedrigen
Einfluss auf die Analyse haben, zu verkleinern, sodass nur Eingaben mit hoher Kor-
relation zur Ausgabe einen größeren Anteil am Lernprozess haben. Diese Eigenschaft
ermöglicht bei einigen Netzen die Aussortierung der nicht aktiven Eingaben. Der
wesentliche Nachteil dieser Methode entsteht, wenn die Mehrheit der Gewichte bzw.
alle Gewichte kleine Werte haben, sodass in diesem Fall das Ausschließen keinen Sinn
macht. Weiterhin gibt es keine Regel zur Bestimmung der Parameterwerte, bei denen
dieses Ausschließen stattfinden darf. Die einzigen vorliegenden Erfahrungswerte wei-
sen darauf hin, dass für eine solche Ausklammerung ein Mindestunterschied von zwei
Zehnerpotenzen zwischen zwei Parametern sein sollte. Zusätzlich sollten die Gewichte
in einer Größe von mindestens 10−4 vorliegen (Goerke, 2000). Hinzu kommt als ein
weiterer Nachteil, dass gegebenenfalls wichtige aktive Parameter für die Problematik
ausgeklammert werden, wie zum Beispiel die Hangneigung oder die Niederschlags-
menge.
b) Eine andere Möglichkeit zum Ausschließen von Parametern ist durch eine Korrelati-
onsanalyse gegeben (Fernández-Steeger, 2002), durch die zwei gut korrelierte Parame-
ter (A und B) erkannt werden. Für die Neuronale Netze Analyse wird dann nur einer
von beiden Parameter verwendet, da dieser den zweiten auch repräsentieren kann.
Der wesentliche Nachteil in diesem Verfahren liegt in der Bestimmung des Korrelati-
onskoeffizienten, bei dem ein Parameter den anderen ersetzen kann. Weiterhin ist es
selten, dass nur zwei Parameter (A und B) miteinander korrelieren. Es liegt häufig
eine zusätzliche Korrelation zwischen einem der beiden Parameter (z.B. A) mit einem
weiteren Parameter (z.B. C) vor. Beim Ersetzen von A durch B gehen Informationen
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verloren (Schnittzone zwischen A und C in Abb. 9.25). Beim Ersetzen von B durch A
gehen andere Informationen verloren (graue Zone B in Abb. 9.25). Außerdem entste-
hen Scheinkorrelationen zwischen Parametern (z.B. A und B), wenn einer davon (A)
mit Hilfe des anderen Parameters (B) hergeleitet ist, obwohl jeder Parameter unter-
schiedliche Eigenschaften beschreibt. Solche Arten von Korrelationen sind bei einer
einfachen Korrelationsanalyse oft deutlich festzustellen.
 
C
B 
A 
Abbildung 9.25.: Korrelationsbeispiel
A und B stehen in guter Korrelation zusammen. Trotz-
dem darf keiner von ihnen ausgeschlossen werden, da
noch eine gemeinsame Schnittmenge zu C vorhanden
ist.
2. Wissensbasiertes Verfahren
Die automatischen Verfahren sind aus den oben genannten Gründen für die Reduzierung
der Einflussgrößenanzahl bei der Erkennung von Massenbewegung nicht verwendet. Bei
den vorliegenden Analysen hat das Expertenwissen sowie die praktische Erfahrung eine
wesentlich größere Bedeutung, sodass v. a. diese für das Ausklammern von Parametern
herangezogen wurden. Denoch kann eine Kombination mit dem automatischen Verfahren
sinnvoll sein, v. a. wenn die miteinander stark korrelierten Parameter durch einen re-
präsentativen Parameter ersetzt werden können. Dieses Verfahren wurde getestet und es
konnten einige - durch Algorithmen erzeugte Merkmale - die gleichzeitig keinen deutlichen
Einfluss auf das Versagen hatten, aus der Analyse ausgeschlossen werden. Die Eigenschaft
Einzugsgebiet s. Kapitell 8.1 stellt allein keine wichtige Eigenschaft für die Suszeptibili-
tät dar. Die Eigenschaft Fliessrichtung kann durch den LS-Faktor vertreten werden und
stellt ebenso kein entscheidendes Merkmal für die Instabilität dar. Die Analyse zeigte eine
leichte Absenkung der Erkennungsrate von etwa 0,5 % bis 1 % bei dem Aussortieren beider
Parameter. Beim zusätzlichen Aussortieren des Merkmales Einfallswinkel der Schichten
sinkt die Erkennungsrate um deutlich 4,5 % ab.
9.4.4. Ausblick
Neuronale Netze Module können für eine Massenbewegungsprognose in ähnlichen Gebieten ver-
wendet werden, allerdings ist die Durchführung von Analysen in unbekannten Gebieten an die
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Überprüfung der Sensitivität gebunden. Die Überprüfung der Sensitivität in ihren verschiedenen
Formen bietet Vorteile, die einen positiven Einfluss auf das Ergebnis haben. Die Sensitivität der
Neuronalen Netze bezüglich der Einflussgrößen ermöglicht die Erweiterung des Untersuchungs-
gebiets auf benachbarte Gebiete (z.B. Wittlich 6007 oder Alf 5908). Bei der Erweiterung werden
die vorhandenen Informationen geprüft und mit einer Sensitivitätsanalyse auf dem ursprüng-
lichen Blatt (Bernkastel-Kues) getestet, sodass die optimale Erkennungsrate ermittelt werden
kann. Diese Erkennungsrate gibt einen ersten Eindruck, wie gut die Erkennungsrate im neuen
Gebiet sein wird. So kann vorab entschieden werden, ob die Analyse mit diesem Modul sinnvoll
ist und ob die Erstellung einer Massenbewegungsprognose erfolgreich möglich sein wird. Bei
einer schlechten Erkennungsrate sollen zuerst die Eingaben geprüft werden, um festzustellen, ob
sie Parametern abhängig sind und gegebenenfalls durch Anpassung behoben werden kann. Sollte
die Erkennungsrate weiterhin nicht befriedigend sein, kann die Massenbewegungsprognose immer
noch mit der Einschätzung einer Verifizierung im Gelände durchführbar werden. Durch eine Ge-
ländebegehung wird die Zuverlässigkeit und Richtigkeit der Erkennungsrate, unter geologischen
Gesichtspunkten, festgestellt, sodass die Neuronalen Netz Module an geeigneten Musterdaten
für eine verbesserte Erkennungsaufgabe modifiziert werden können (Abb. 9.26).
9.4.5. Weitere Neuronale Netze Modelle
Neben dem vorherig beschriebenen KNN-Modell sind einige spezielle Modelle zur Lösung ver-
schiedener Aufgaben entwickelt worden. Davon werden hier zwei erklärt:
1. Das Modell zur Erkennung von gefährdeten Flächen basiert auf dem Ergebnis eines em-
pirischen Ansatzes, aus der Anwendung des Analysemoduls des Expertenwissens in Kapi-
tel 9.1.3.
2. Modelle zur Validierung des entwickelten AHP-Systems.
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Abbildung 9.26.: Ablaufschema der Verwendung von Neuronalen Netze Modulen für eine Massenbe-
wegungsprognose in neuen Gebieten
9.4.6. Auf einem empirischen Ansatz basierendes Modell zur Erkennung von
gefährdeten Flächen
In Kapitel 9.1.3 wird ein empirischer Ansatz vorgeschlagen. Dabei sind einige stabile Klassen
ausgeschlossen. Es sind die ersten fünf Klassen, die durch das Expertensystem als stabil klas-
sifiziert werden. Mit diesem Ausschluss wird die Anzahl der nützlichen Datensätze erhöht und
dadurch eine Verbesserung des Lernprozesses erzielt. Für die Neuronale Netze Analyse bedeutet
das eine Erhöhung des Prozentsatzes an Lernmustern rutscht ja auf 36,25 % im Vergleich zu
20 % ohne den empirischen Ansatz. Zum Durchführen der Analyse wird das Modell MLP 33-
133
9 Durchgeführte Analysen und Ergebnisse
300-1 verwendet. Dabei bleibt die Einteilung von Trainings- und Testdaten mit 65 % zu 35 %
gleich.
Das Ergebnis zeigt eine Gesamterkennungsrate von 86,03 %. Sie ist deutlich höher als im Ver-
gleich zu der Gesamterkennungsrate von 80,13 % in dem vorherigen Modell im Gebiet Bernkastel-
Kues.
9.4.7. Modelle zur Validierung des entwickelten AHP-Systems
Zur Überprüfung des AHP-Verfahrens wurden verschiedene Neuronale Netze Modelle entwickelt.
Auf der Basis des überwachten Lernens muss ein Modell mittels AHP beim Überprüfen durch
Neuronale Netze auswendig lernen. Obwohl das auswendig Lernen bei einer Mustererkennung
nicht erwünscht ist, ist es in diesem Fall ein aussagekräftiges Tool zum Überprüfen eines anderen
Systems. Dabei werden die drei verwendeten Parameter bei dem AHP als Eingabe und die
Rutschung (ja/nein) als Ausgabe dargestellt (Abb. 9.27).
 
KNN 
9-5-1 
MLP 
AHP 
333 ××  
ja/nein 
Hangneigung 
Hangform  
Hangexposition 
Abbildung 9.27.: KNN-Modell zur Validierung des AHP-Systems
Die KNN-Muster entsprechen den Klasseneinteilungen nach der AHP-Klassifizierung. Wenn
die Klassifikation mittels AHP richtig ist, sollte die Fehlerkurve gegen Null gehen (auswendig
Lernen). Das auswendig Lernen tritt hier ein, weil die Anzahl der Klassen vorgegeben und damit
die Anzahl der Fälle ebenso vorbestimmt ist. Es sind verschiedene Methoden der Codierung
dabei getestet und ebenfalls eine Sensitivitätsanalyse durchgeführt worden.
Das Ergebnis bei allen vorgeschlagenen Modellen zeigte einen raschen Abfall der Fehlerkurve
gegen Null (Abb. 9.28). Damit erfolgt eine positive Validierung des durchgeführten Analytischen
Hierarchischen Prozesses.
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Abbildung 9.28.: Die Fehlerkurve bei der Validierung sinkt für alle untersuchten Modelle gegen Null
(auswendig Lernen).
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10. Zusammenfassung
In dieser Arbeit wird ein neues modulares Verfahren zur flächenhaften Ermittlung des Ge-
fährdungspotentials von Massenbewegungen vorgestellt. Dazu sind die Gebiete Lauterecken-
Wolfstein, Mainzer Becken und Bernkastel-Kues in Rheinland-Pfalz zur Evaluierung des Verfah-
rens ausgewählt worden. Das Wissen und die Daten aus den untersuchten Gebiete stammen
aus unterschiedlichen Quellen, sodass eine vollständige Automatisierung des Verfahrens nicht
möglich ist.
Die Grundidee des Verfahrens liegt in der Verteilung des Einschätzungsprozesses der Massenbe-
wegungsgefährdung auf verschiedene Module. Diese Verteilung verbessert den Analyseprozess,
indem jedes Modul die Bearbeitung eines Teiles der gesamten Aufgabe übernimmt und somit
eine Optimierung auf ein Problem innerhalb des Moduls realisiert werden kann. Der wesentliche
Vorteil dieses Ansatzes liegt in der Flexibilität der Analyse, sodass je nach Bedarf gezielt ein
bestimmtes Modul aufgerufen wird. Die Module sind so aufgebaut, dass sie sich je nach Informa-
tionsart und Datenqualität anpassen können. Die Bearbeitungszeit kann so  ohne die Qualität
des Ergebnisses zu beeinträchtigen  reduziert werden.
Der Analyseprozess beginnt mit dem Modul Expertenwissen, in dem das vorhandene Wissen
über das Gebiet und die damit zusammenhängende Problematik abgefragt wird. Bei der Betrach-
tung der Basisinformationen des Untersuchungsgebietes Bernkastel-Kues werden Ausschlusskri-
terien in einem Kriterienkatalog zusammengefasst, sodass ungefährdete Flächen entsprechend
den Kriterien direkt ausgeschlossen werden können. Der Ausschluss dieser Flächen führt zu
einer erheblichen Verkleinerung des gesamten Untersuchungsgebietes. Bei den verwendeten Da-
tensätzen führte dies zu einer Reduktion der Datenmenge um bis zu 40 %, was einen wesentlichen
Vorteil hinsichtlich des Analyseaufwands, der Lernfähigkeit der Modelle und der Ergebnisqualität
erbringt.
Die nicht ausgeschlossenen Flächen in einem Gebiet werden mit Hilfe eines neuen Moduls klas-
sifiziert. Die Klassifikation erfolgt durch entsprechendes Expertenwissen, wobei drei Merkmale
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betrachtet werden. Die Parameter Hangneigung, -exposition und -form werden als geomorpho-
logische Klassifikatoren zum Aufbau des Klassifikationssystems SEC verwendet. Die SEC-
Klassifikation wurde in allen Testgebieten verwendet und erreichte eine Gesamterkennungsrate
von 59,18 % im Gebiet Bernkastel-Kues. Einerseits ist diese Erkennungsrate relativ niedrig,
was daran liegt, dass nur drei geomorphologische Parameter betrachtet und somit alle weiteren
Faktoren vernachlässigt wurden. Allerdings könnte die Erkennungsrate durch das Einbeziehen
von anderen Merkmalen wie zum Beispiel der Geologie verbessert werden. Andererseits ist das
SEC-System so aufgebaut, dass es für möglichst viele Fälle geeignet ist.
Bei der Validierung des SEC-Systems in geologisch, relativ alten Gebirgen (Testgebiete Lauterecken-
Wolfstein und Mainzer Becken) ist das Ergebnis relativ schlecht, sodass ein Korrekturprozess
erforderlich ist. Dafür wird ein Modul basierend auf dem Analytischen Hierarchischen Prozess
(AHP) verwendet und mit diesem ein Optimierungs- bzw. Reklassifizierungsprozess durchge-
führt. Dabei werden keine neuen Klassen entwickelt, sondern die alten Klassen nur neu ange-
ordnet. Die Erkennungsrate wurde in diesem Fall deutlich besser und variierte zwischen 54 %
und 71 % im Gebiet Lauterecken-Wolfstein. Die Erkennungsrate von 54 % ist mit der niedrigen
Rasterauflösung zu begründen, wobei die Erkennungsrate bei einer manuellen Behandlung dieses
Grundes auf 71 % erhöht werden konnte. Eine andere Validierung des AHP-Moduls im Ge-
biet Mainzer Becken führt zu einer Erkennungsrate von 65 %. Die relativ hohe Erkennungsrate
bei der Anwendung des AHP-Moduls im Vergleich zum Modul Expertenwissen ist dadurch zu
begründen, dass das AHP-Verfahren die Technik des überwachten Lernens verwendet.
Sowohl die vom Modul Expertenwissen  als auch die nach dem AHP-Modul erzeugten Klas-
sen  werden durch eine entsprechende Datencodierung für eine Musteranalyse der Massenbewe-
gungsgefährdung mittels neuer Module vorbereitet. Die Erkennung der Gefährdung erfolgt im
Testgebiet Bernkastel-Kues mit einem Künstlichen Neuronalen Netz, das ebenso ein Werkzeug
aus dem Bereich des überwachten Lernens ist. Bei der Vorbereitung für die Erkennungsanalyse
können zwei Fälle unterschieden werden. Im ersten Fall ist das Klassifikationsergebnis der vorhe-
rigen Module der Anfangszustand für die Musteranalyse. Im zweiten Fall werden die - als stabil
klassifizierten - Flächen mit dem Ziel der Datenreduktion ausgeschlossen. Anschließend wird die
Analyse für beide Fälle durchgeführt, um einen Vergleich zu erhalten und die Validierung zu
ermöglichen.
Im ersten Fall sind verschiedene Netztopologien getestet worden, mit dem Ergebnis, dass für
die optimale Netztopologie 300 Neuronen in der verdeckten Schicht eingefügt werden müssen.
Damit beträgt die Gesamterkennungsrate ca. 80 %. Die optimierte Netzstruktur wird zum Testen
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des zweiten Falles verwendet und eine Gesamterkennungsrate von 86 % erreicht. Dadurch wird
bewiesen, dass der Ausschluss der zuvor als stabil klassifizierten Flächen  zur Erhöhung der
Anzahl der nützlichen Datensätze  einen positiven Einfluss auf den Lernprozess hat.
Des Weiteren ist eine Sensitivitätsanalyse bezüglich der verwendeten Parameter durchgeführt
worden, um festzustellen, wie sich diese auf den Lernprozess auswirken. Diese zeigt beim Redu-
zieren einiger Parameter erwartungsgemäß Änderungen bezüglich der Lernfähigkeit des Netzes.
Allerdings ist die Lernfähigkeit nicht in allen Fällen beeinträchtigt, sodass der Ausschluss ein-
zelner Parameter wie zum Beispiel des Einzugsgebiets nur zu einer leichten Reduzierung der
Lernfähigkeit führt. Die Sensitivitätsanalyse hat darüber hinaus den Vorteil, dass sie zur Vorab-
analyse von Gebieten ähnlicher Geologie verwendet und aus dem Ergebnis auf die vermutliche
Klassifikationsgüte des Modells geschlossen werden kann. Für diese Voranalyse werden die in
dem neuen Gebiet zur Verfügung stehenden Parameter analysiert.
Durch das Lernen nehmen im Modul der Neuronalen Netz-Analyse alle Flächen am Lernprozess
teil, da alle gespeicherten Daten in den Mustern durch das Netz durchfließen müssen. Im Ge-
gensatz dazu werden bei dem Modul Expertenwissen und dem AHP-Modul die Flächen nach
einem bestimmten Klassifikationssystem vorklassifiziert, wobei die gespeicherten Daten im Ana-
lytischen Hierarchischen Prozess durch verschiedene Korrelationsanalysen an dem Lernprozess
beteiligt sind. Der Lernprozess zeigt seinen Vorteil deutlich durch seine höheren Erkennungsraten
beim AHP und KNN im Vergleich zum Expertenwissen.
Die erzielten Ergebnisse zeigen insgesamt, dass das in dieser Arbeit entwickelte Analysesystem
ein starkes Werkzeug für die Einschätzung der Gefährdung durch Massenbewegungen darstellt.
Das System ist besonders geeignet zur Unterstützung von Frühwarnsystemen für die Überwa-
chung eines Massenbewegungsrisikos. Die ersten Module (Expertenwissen und AHP) eignen
sich hauptsächlich zur Bestimmung der aktiven Herde in einem Gebiet. Die Modifizierungsmög-
lichkeit der Klassifizierung - mit Hilfe des zweiten Moduls - bietet ebenso ein hilfreiches Tool
zur Reklassifizierung der Gefährdung, parallel zum Überwachungsprozess. Eine automatisierte
Neuronale Netz-Analyse hilft bei der Vorhersage von unbekannten Gebieten mit einer ähnli-
chen geologischen Struktur, was für den optimierten Einsatz von Überwachungssystemen oder
Voruntersuchungen von Bedeutung sein kann.
Die, in der vorliegenden Arbeit getesteten und überprüften Modelle zeigen neue Anwendungen
von mehreren Data Mining Tools und regelbasierten Systemen zur Erstellung von Karten für
Massenbewegungsgefährdungen und können in Zukunft durch weitere Modelle ergänzt werden.
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11. Abstract
Integrated method for the mapping of the potential hazard of landslides using data
mining tools
This dissertation is designed to present a new modular method of hazard assessment of landslides
for big study areas using rule based systems and data mining tools like analytical hierarchy
process AHP and Artificial Neural Networks ANN. To evaluate this method three regions were
chosen in the Palatinate area in Germany. The knowledge and the available data are of different
origin which means that the creation of an automatic system to solve the problem is not possible.
Accordingly, the main idea of the method depends on the division of the whole assessment process
into many small processes. Each of them will be called a module. Every division will form part of
the whole process. The main advantage of this method is the high flexibility as regards analyzing
so that one specific module depending on the problem is available. The modules are designed
to be compatible with the type of available information and the data quality, reducing the time
of the processing without affecting the quality of the results. The first module uses expertise
enabling the usage of the available knowledge on the respective research area. A catalogue of
criteria was used based on this particular expertise to exclude all the stable areas aiming at
reducing the research area. More than 40 % of the complete data sets could be reduced using
this excluding criteria. In order to create a classification general knowledge of classifying the
landslides based on slope, exposition and curvature, which is called SEC-system was used. The
hit rate of classified areas made up more than 59 %. In other cases the SEC-system could
not achieve the desired results, so that another module was called depending on multi criteria
decision MCD. The analytical hierarchy process AHP was applied in order to optimize the SEC-
System from MCD .This could bring a hit rate up to 71 %. As the other hazard areas had to
be recognized a new module which used the artificial neural networks ANN was designed. Using
pattern recognition a 86 % hit rate could be achieved. Using a sensitivity analysis enables the
usage of the ANN to predict new area with the same regional circumstances. The results in this
study show that the whole assessment processes a strong tool for hazard assessment of landslides
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which could be useful for the application of early warning systems of landslides (EWSL).
Key words: Landslides, Artificial Neural Networks (ANN), Analytical Hierarchy Process (AHP),
Multi Criteria Decision (MCD), Hazard Mapping.
141
142
A. Hauptfunktionen und Bedienelemente in
Clementine V.9.0 (Beschreibung der
Knotenpaletten)
Es sind 7 Knotenpaletten vorhanden, die die Hauptfunktionen des Programms darstellen und
die Bedienelemente enthalten:
1. Eingabepalette (Sources): Dieser Palette ermöglicht durch die Eingabeknoten die Da-
teneingabe in unterschiedlichen Formen wie: SQL, SAS, SPSS, usw. (Abb. A.1).
Abbildung A.1.: Eingabepalette mit ihren verschiedenen Dateneingabemöglichkeiten
2. Aufzeichnungsoperationen (Record Ops): Bei der Betrachtung der Daten als Matrix,
wo die Datensätze die Zeile und die Parametervektoren die Spalten sind, ist diese Palette
durch ihre Knoten zur Modifizierung der Zeilen Datensätze zuständig Einige Funktionen
wie: Datensätzeauswahl nach bestimmten Kriterien sowie Kombinieren verschiedenen
Datensätze miteinander befinden sich hier (Abb. A.2)
Abbildung A.2.: Aufzeichnungsoperationenpalette
3. Feldoperationen (Field Ops): Die Knoten Nodes in dieser Palette sind für die Bear-
beitung der Spalten Felder in der Datenmatrix zuständig (Abb. A.3). Die Funktionen der
143
A Hauptfunktionen und Bedienelemente in Clementine V.9.0 (Beschreibung der Knotenpaletten)
Extrahierung neuer Felder nach bestimmten Kriterien, der Erstellung neuer Anordnung der
Datensets, der Datenpartitionierung sowie des Filterns und der Änderung der Datenskala
befinden sich hier.
Abbildung A.3.: Felderoperationenpalette
4. Darstellung (Graphs): Diese Palette bietet verschiedene Datendarstellungsmöglichkei-
ten wie Verteilung, Histogramme und mehrdimensionale Darstellungen (Abb. A.4).
Abbildung A.4.: Verschiedene Darstellungsmöglichkeiten in der Darstellungspalette
5. Modellierung (Modeling): Die Data Mining Modelle befinden sich in dieser Palette wie:
Neuronale Netze, Entscheidungsbäume, Clusterverfahren, Faktorenanalyse oder Regressi-
onsanalyse (Abb. A.5).
Abbildung A.5.: Modellierungspalette
6. Ausgabepalette (output): Die verschiedenen Ausgabemöglichkeiten lassen sich durch
Knoten dieser Palette bestimmen. Die Palette enthält auch Testknoten, die die Qualität
der Datensets überprüft als auch statistische Auswertung ausgewählter Felder durchführt
(Abb. A.6).
Abbildung A.6.: Ausgabepalette
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In jedem Knoten in den vorig beschriebenen Paletten sind mathematische Einstellungs- und
Selektionsoptionen integriert, die gezielt den Anwender unterstützen. In der Abb. A.7. ist ein
Beispiel eines Eingabeknotens, in dem die Art des Datensets durch eine Liste geändert werden
kann, dazu sind verschiednen Optionen zur Initialisierung der Datensets vorhanden.
Abbildung A.7.: Fensterbeispiel mit ihrer Optionen aus dem Programm Clementine
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B. Abbildungen SNNS
Abbildung B.1.: Toolbox der Schichtenerzeugung mit vereinfachten Eingabenmöglichkeiten durch Li-
sten
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Abbildung B.2.: Darstellung eines Netzes im Java SNNS
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C. Tabelle der neigungsabhängigen Variable
Tabelle C.1.: m-Wert: die neigungsabhängige Variable
Hangneigung 0,57 0,571,72 1,722,86 > 2,86
m-Wert 0,2 0,3 0,4 0,5
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