Abstract-Constrained optimization is one of the popular research areas since constraints are usually present in most real world optimization problems. The purpose of this work is to develop a gradient free constrained global optimization methodology to solve this type of problems. In the methodology proposed, the single objective constrained optimization problem is solved using a Multi-Objective Evolutionary Algorithm (MOEA) by considering two objectives simultaneously, the original objective function and a measure of constraint violation. The MOEA incorporates a penalty function where the penalty parameter is estimated adaptively. The use of penalty function method will enable to further improve the current best solution by decreasing the level of constraint violation, which is made using a gradient free local search method. The performance of the proposed methodology was assessed on a set of benchmark test problems. The results obtained allowed to conclude that the present approach is competitive when compared with other methods available.
I. Introduction and Motivation
T HERE are many optimization problems, manly in the field of economics, engineering, decision science and operations research, where the objective function and/or some constraint functions can be formulated as non-convex and nonlinear functions. Application examples include areas like transportation, signal processing, production planning, robotics, project management, structural optimization, and VLSI design etc. [1] , [2] , [3] to name a few. The main motivation of the present work is to develop an efficient methodology to obtain a global solution for these type of optimization problems.
The mathematical formulation of the problem is:
minimize f (x), subject to g(x) ≥ 0,
where f : R n → R and g : R n → R m are nonlinear continuous functions defined on the search space Ω ⊆ R n . Usually, the search space Ω is defined as Ω = {x ∈ R n : −∞ < l ≤ x ≤ u < ∞}. Problems with equality constraints, h(x) = 0, are reformulated into the above form using a couple of inequality constraints h(x) + γ ≥ 0 and −h(x) + γ ≥ 0, where γ represents a positive small tolerance (0 < γ ≪ 1). The set F = {x ∈ Ω : g(x) ≥ 0} defines the feasible region. Since, it is not assumed that the objective and constraint functions are convex, many global and local solutions can exist in the set F.
Initially, evolutionary algorithms (EAs) were designed to solve global unconstrained optimization problems, after being extended to handle constraints [4] , [5] , [6] , [7] . One of the most popular and simple class of methods to solve globally non-convex constrained optimization problems are based on penalty functions [4] , [8] . In these methods, the penalty function is defined combining a measure of constraint violation with the objective function.
A penalty function method works by increasing the fitness value of the infeasible solutions proportionally to their level of constraint violation. Some of the penalty function based evolutionary research works are available in [9] , [10] , [11] . One of the drawbacks of the penalty function method is that, it needs a proper estimation of penalty parameter to handle the constraints efficiently, throughout the iterative process. If the penalty parameter is too large, an arbitrary feasible solution can be returned. On the other hand, if the parameter is too small, more emphasis is given to the objective function and, thus, the constraints can be neglected, which can result in an infeasible solution. These drawback of the penalty function approach motivated researchers to develop alternative methods to deal with constraints in global optimization problems.
Deb in [7] proposed a penalty-parameter-less EA approach which efficiently handles constraints using the following criteria: (i) if there are two feasible solutions, the one with less objective function value is selected, (ii) if there are two solutions, of which one feasible and the other infeasible, the feasible solution is selected, (iii) if there are two infeasible solutions, the one with less constraint violation is selected. Some other penalty parameter less constraint handling approaches are available in [5] , [12] , [13] , [14] , [15] .
In addition to the penalty function approach, another idea, that received the attention among evolutionary research community, was to convert the constrained optimization problem into a bi-objective optimization problem. In the bi-objective approach two objectives are simultaneously minimized, one is a measure of the constraint violation and the other is the original objective function. Coello in [16] proposed an approach in which all constraints are treated as objectives. Herein, instead to solve a bi-objective problem, the method solved a multi-objective problem. However, this idea is not always appropriate in real world scenarios, since the complexity of the problem increases considerably with the number of constraints. Some other studies in bi-objective based constraint handling approaches can be found in [6] , [17] , [18] , [19] , [20] , [21] .
Although evolutionary based optimization methods have proven their efficiency in a large number of problems, they have the weakness of exact convergence. To overcome this issue some hybrid evolutionary algorithms have been proposed. Usually, EAs are coupled with other optimization techniques or heuristic methods. To perform this hybridization both the techniques are integrated intelligently to retain the good properties of both techniques. Some hybrid evolutionary methods are available in [22] , [23] , [24] , [25] , [26] .
Recently in [27] , to solve non-convex and non-linear constrained global optimization using an evolutionary technique, the constrained optimization problem was converted into a biobjective problem:
where θ is a non-negative continuous aggregate constraint violation function defined by
In this approach, a penalty function method is applied to improve the performance EA. Herein, at pre-defined generations of EA, a penalty function is solved by a local approach. First, a cubic polynomial is fitted (using a nonlinear least square formulation) to a set of non-dominated solutions, that were obtained between the measure of the constraint violation and the objective function -the Pareto-optimal front. The slope of this polynomial is used as an approximation to the penalty parameter. Thereafter, given as initial point the best current point (the lesser infeasible point in the Pareto front), the penalty function is solved by a local gradient based approach. Finally, the minimizer of the penalty function is used to replace the worst point in the current Pareto front. This process is repeated until convergence is achieved.
The structure of the present paper is as follows; in section II the details of the proposed hybrid evolutionary coupled with a pattern search method is described, hereafter called EA-PS method. In section III, we report the results of the numerical experiments with a set of benchmark problems. Finally, the paper finishes with conclusions and future work in section IV.
II. Proposed Hybrid Evolutionary and Pattern Search Method
In this section the hybrid methodology (EA-PS) used to compute the global solution of problem (1) is described. The hybridization is made by coupling an evolutionary algorithm with a gradient free pattern search method to optimize the penalized function.
A. No Gradient Information
In [27] the local search uses gradient information to optimize the penalty function. However, often the gradient information may not be available. For instance, in black-box applications the gradient information of constraints and the objective function are not available and are forbidden to be used. In such situations the herein proposed derivative free local search integrated into the EA, target these type of optimization problems. Therefore in this work, constrained optimization problems are solved using a derivative free method.
B. Pattern Search for Bound Constrained Problems
Direct search methods for unconstrained optimization problems generate a sequence of points {x k } in R n with nonincreasing objective function values. At each iteration, the objective function is computed at a finite set of trial points to try to find one that yields a lower objective function than the current point. Direct search methods works without using any gradient information and additionally not any derivative approximation is made. Pattern search are one of the popular direct methods in which trial points are computed follow an exact calculations. In the present work we apply a pattern search method, more specifically the Hooke and Jeeves pattern search method [28] , to minimize the penalty function:
where r ≥ 0 is the penalty parameter. In this section we describe details related to our implementation of this method, in particular, the scheme used to keep the iterates in the set Ω and the termination criteria. In the Hooke-Jeeves method two types of movements are performed iteratively, namely exploratory moves and heuristic pattern moves. In the exploratory move a coordinate search with a step length of ∆ k around the current point x k is performed. Herein, one coordinated at time of the current point x k is modified along of positive and negative coordinate directions and the best point (a point with a lower function value) is recorded. The point is updated to the best position at each variable modification. The iteration is considered successful if a best pointx k+1 is found at the end of all variables modifications. Otherwise it is an unsuccessful iteration and the step length ∆ k is reduced.
When the iteration is successful the current and the best points are used to make a pattern move. Thex k+1 − x k entity defines a promising direction and the pattern search move jump from the best pointx k+1 along that direction and it carries out an exploratory move around the new trial point x k+1 + (x k+1 − x k ) instead of the current bestx k+1 . Thereafter, in case of a successful exploratory move, a new best point is accepted. Otherwise, in case of an unsuccessful exploratory move, the pattern search move is not accepted, and the method reduces to an exploratory move around x k+1 ←x k+1 .
In order to maintain the iterates in set Ω in the Hooke Jeeves pattern search method, the iterates are projected into this set component-wise, (
To deal with variables with different magnitude, the Hooke Jeeves algorithm implementation uses a step length vector ∆. Given an initial guess x 0 ∈ Ω, the vector ∆ 0 is initialized component-wise as follows:
where ρ is a positive parameter. Let α > 1 be a step reduction factor. The stopping criterion of the pattern search method is defined by ∆ k < ǫ, where ǫ > 0 is the termination parameter. The Hooke-Jeeves pattern search method is described in Algorithm 1.
C. Hybrid EA-PS method
Flowchart 1 describes the steps of the proposed approach. First, a single objective constrained optimization is converted into a bi-objective problem. Here, Non-dominated Sorting Genetic Algorithm-II (NSGA-II) [29] is used to solve the bi-objective problem and for obtaining the Pareto-optimal front. After every 5 generations, non-dominated solutions are identified and a cubic polynomial is fitted to those nondominated solutions. The slope of this cubic polynomial is used to estimate the penalty parameter of (2) . Taking the best current point as the initial guess, the penalty function (2) is minimized using the Hooke and Jeeves pattern search method. The optimal solution of the penalty function is used to replace the worst point in the current Pareto-optimal front. This process is repeated until two consecutive optimal local searched solutions of the penalty functions are less than small positive tolerance and the hybrid EA-PS stops.
III. Simulation Results and Discussions
To validate the proposed EA-PS, a set of six problems is used, out of which five are shown in the Appendix A. One of these problems is shown below.
The C programming is used for the evolutionary algorithm and Hooke and Jeeves is implemented in Matlab. The simulations are performed on a PC with 2.1 GHz Intel core i3 and 2 GB of RAM. The parameters have been set as follows after an empirical study:
Population size = 16n, SBX probability= 0.9, SBX index = 10, Polynomial mutation probability = 1/n, and Mutation index = 100.
The hybrid algorithm is allowed to runs 50 times with different initial populations. First, EA-PS is tested in a two for i = 1 to n do 6:
if P(x k+1 ) < minP then 8: set minP = P(x k+1 ) 9:
if P(x k+1 ) < minP then 12: set minP = P(x k+1 ) 13 :
end if 16: end if 17: end for 18: set x k+1 =x k+1 .
19:
if P(x k+1 ) < P(x k ) then 20: set f lag = 1 (Exploratory move was successful.) 21: end if 22: (If it makes some improvements, pursue that direction.) 23: [Pattern search move (output: x k+1 )] 24 :
while P(x k+1 ) < P(x k ) do 26: set x k+1 =x k+1 and minP = P(x k+1 ) 27: (Perform the exploratory move around the pointx p k .) 28: setx p k = max(l, min(x k+1 + (x k+1 −x k ), u)) 29: setx k =x k+1
30:
for i = 1 to n do 31: set (x
if P(x p k+1 ) < minP then 33: set minP = P(x p k+1 ) 34 :
if P(x p k+1 ) < minP then variable problem. Thereafter, the efficiency of the algorithm is tested with the remaining five problems. When difference between the absolute values of two consecutive local searched solutions are less than 10 −4 we terminated the algorithm.
A. Problem P1
First, the following two-variable problem is tested. The problem has two inequality constraints. The constraints are non-linear and non-convex and the first one is active at the optimum [27] : Table I shows the total number of function evaluations (FE), which is the sum of the number of function evaluations taken by EA and the Hooke-Jeeves method, and the corresponding objective function values (f). We compare the results with the previous hybrid method [27] that uses gradient information. The Table I clearly shows that our best number of function evaluation is better than the previous reported one. However, in terms of median and worst of the number of function evaluations the previous method outperform the EA-PS, which is expected since EA-PS does not use gradient information. But the results are comparable. We can conclude that EA-PS method performs successfully. Table II shows similar results for other five problems. In Table II we compare our results with the results obtained by three previously developed evolutionary algorithms based constraint handling techniques. This comparison is again made in terms of total number of function evaluations and the corresponding objective values. Table III reports [30] , [31] , [32] , [33] , [34] , [35] , [36] . Based on the results we may conclude that EA-PS has a good performance. EA-PS is able to reach the global optimal solution with the desired accuracy, beside using any gradient information, except with problems TP4 and TP8. [7] , [27] , [37] . Function evaluations by NSGA-II and local search have been shown separately. [30] , [31] , [32] , [33] , [34] , [35] , [36] .
Problem Optima HM [30] SR [31] ASCHEA [32] SMES [33] FSA [34] ATMES [35] NM-PSO [36] EA-PS 
IV. Conclusions
A hybrid evolutionary approach coupled with a pattern search method for global nonlinear constrained optimization is proposed. The advantage of the this method lies on the fact that the local search does not need any gradient information, which may not be available in many instances. In the proposed hybrid method, an evolutionary algorithm is used to generate the Pareto-optimal front. At every five generations, a penalty function is minimized, in which its penalty parameter is estimated by the slope of a cubic polynomial that is fitted to the points defined by the Pareto-front. To minimize the penalty function, Hooke and Jeeves pattern search method is used, taking as initial point the best current point in the Pareto-optimal set (the point which has the lesser constraint violation measure). The minimizer of the penalty function is used to replace the worst point in the Pareto-front. The proposed method is tested with a set of six constrained optimization problems very well known in literature. In the test, the robustness of the hybrid algorithm is tested using different initial populations. The total number of function evaluations is compared with three evolutionary based constraint handling methods. In addition to that the best, average and the worst objective function value is also compared with seven previously developed methods. Results show that the proposed hybrid method is efficient. Since most practical problems are expected to be non-differentiable or discrete, evolutionary algorithms are better off in hybridizing with gradient-free methods, such as Hooke-Jeeves method. The results here are promising and the combined method needs further testing and analysis. In future we plan to apply it to solve problems having equality constraints and some real life constrained optimization problems.
E. Problem TP8
The problem is given as follows:
min. f (x) = x 
