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Abstract
In this paper, the diagonal sweeping domain decomposition method (DDM) [26] for solving the
high-frequency Helmholtz equation in Rn is re-proposed with the trace transfer method [37], where
n is the dimension. The diagonal sweeping DDM [26] uses 2n sweeps of diagonal directions on
the checkerboard domain decomposition based on the source transfer method [7], it is sequential
in nature yet suitable for parallel computing, since the number of sequential steps is quite small
compared to the number of subdomains. The advantages of changing the basic transfer method
from source transfer to trace transfer are as follows: first, no overlapping region is required in
the domain decomposition; second, the sweeping algorithm becomes simpler since the transferred
traces have only n cardinal directions, whereas the transferred sources have all 3n − 1 directions.
We proved that the exact solution is obtained with the proposed method in the constant medium
case, and also in the two-layered medium case provided the source is on the same side with the
first swept subdomain. The efficiency of the proposed method is demonstrated using numerical
experiments in two and three dimensions, and it is found that numerical differences of the diagonal
sweeping DDM with the two transfer methods are very small using second-order finite difference
discretization.
Keywords: Helmholtz equation, domain decomposition method, diagonal sweeping, perfectly
matching layer, trace transfer, parallel computing
1. Introduction
In this paper, a new domain decomposition method is introduced for the Helmholtz problem in
the full space of Rn (n = 2, 3) with Sommerfeld radiation condition:
∆u+ k2u = f, in Rn (1)
r
n−1
2
(∂u
∂r
− iku
)
→ 0, as r = |x| → ∞, (2)
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where k(x) is the wave number and defined by k(x) := ω/c(x) with ω denoting the angular frequency
and c(x) the wave speed. The Helmholtz equation has varies applications, including acoustics,
elasticity, electromagnetics and geophysics. The main computation of these applications involves
solving the discrete system of the Helmholtz equation, however, it is hard to find an efficient and
robust solver for the Helmholtz equation especially for large wave number, since the discrete system
is highly indefinite and the Green’s function of the Helmholtz operator is quite oscillatory [16].
Many numerical methods have been developed to solve the discrete system of the Helmholtz
equation, including the direct methods [13, 22] with the sparsity of the matrix exploited [36], the
multigrid method with the shifted Laplace as the preconditioner [19, 17, 18, 34, 30, 2], the domain
decomposition method with different transmission conditions [10, 9, 21, 11, 4, 29, 33], and in this
paper we focus on the DDM for the Helmholtz problem.
The sweeping type DDM is first proposed by Engquist and Ying in [14, 15], and then further
developed in [31, 35, 37, 7, 20]. The sweeping type DDMs are very effective to solve the Helmholtz
problem using two ingredients, the first is employing the PML boundary condition on each sub-
domain, and the second is the correct transmission conditions between subdomains, which are the
main differences between these DDMs. In the sweeping type DDMs, the domain is partitioned into
layers in one direction, and the layered subdomain problems are solved one after another in the
forward and backward sweeps. The subdomain problem is preferred to be solved with the direct
method, which greatly reduces the computation cost in the sweeps, however, the factorization of
the direct method for the subdomain problem is computationally expensive in the 3D case.
To overcome the difficulty brought by the one dimensional partition in the sweeping type DDMs,
the structured subdomains along all spatial directions (i.e., checkerboard domain decomposition)
are then under consideration. One obvious way to build the sweep DDM for the checkerboard
partition is to use recursion as in [28, 12], however, the sequential steps in the recursive sweeping
is proportional to number of subdomains, thus not practical for real applications.
Inspired by the source trace method [7], the corner directional transfer for the checkerboard
domain decomposition is first introduced in the additive overlapping DDM [25]. Following this
work, the L-sweeps method [32] are proposed base on the corner directional transfer, sweeps of
2n − 1 directions are performed to construct the total solution, where n is the dimension, and
the sequential steps in the method is reduced to be proportional to the n-th root of the number
of subdomains, thus the method is suitable for parallel computing. The diagonal sweeping DDM
with source transfer is then proposed in [26], only diagonal sweep are need in the method instead
of all direction sweeps in L-sweeps method, meanwhile the reflections in the medium is handled
more properly. In this paper, we re-propose the diagonal sweeping DDM with trace transfer other
than source transfer. The overlapping of subdomains is optional for trace transfer method, while
it is essential for the source transfer method. Moreover, the DDM with trace transfer is simpler,
since the transferred traces are of only cardinal directional, while the transferred sources are of all
directional. We proved that the DDM solution is indeed the solution to the problem, in the case of
constant medium, and also in the case of two-layered medium if the source position satisfies certain
conditions.
The rest of the paper is organized as follows. In Section 2, the trace transfer technique is first
reviewed, then the diagonal sweeping DDM with trace transfer in R2 is proposed, and we prove
that the DDM solutions are exactly the solutions of the PML problems in the constant medium
case. Then the proposed method in the two-layered medium case is studied, and the exactness of
the DDM solutions is proved under certain conditions on sources in section 3. The extension of
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the diagonal sweeping DDM with trace transfer to R3 are presented in Section 4. Using extensive
numerical experiments in R2 and R3, we verify the convergence of the method both in constant
and two-layered medium case and demonstrate the efficiency and effectiveness of the method as a
preconditioner in Section 5. Finally, some concluding remarks are drawn in Section 6.
2. The diagonal sweeping DDM with trace transfer in R2
In this section, first the Perfect Match Layer (PML) formulation for the Helmholtz equation
is recalled and the trace transfer technique is stated, then the diagonal sweeping DDM with trace
transfer is proposed in R2, finally the DDM solution is proved to be exact in the constant medium
case.
2.1. PML and trace transfer
Suppose the source f is supported in a rectangular box in R2 defined as B = {(x1, x2)T : aj ≤
xj ≤ bj , j = 1, 2}, then the Sommerfeld radiation condition (2) in R2 could be replaced by the
PML boundary outside the box, and the solution to the Helmholtz equation (1) in R2 can still be
obtained inside the box. We adopt the uniaxial PML [3, 8, 24, 5, 7], and use the PML medium
profile defined as follows. Let {σj}2j=1 be piecewise smooth functions such that
σj(x) =

σ̂(xj − bj), if bj ≤ xj ,
0, if aj < xj < bj ,
σ̂(aj − xj), if xj ≤ aj ,
(3)
where σ̂(t) is a smooth medium profile function, then the complex coordinate stretching x˜(x) for
x = (x1, x2) is defined as
x˜j(xj) = cj +
∫ xj
cj
αj(t) dt = xj + i
∫ xj
cj
σj(t) dt, j = 1, 2, (4)
where cj =
aj+bj
2 , for j = 1, 2, and α1(x1) = 1 + iσ1(x1), α2(x2) = 1 + iσ2(x2). The PML equation
can be derived from (1) by using the chain rule,
J−1B ∇ · (AB∇u˜) + k2u˜ = f, in R2, (5)
where u˜ is the PML solution and
AB(x) = diag
(
α2(x2)
α1(x1)
,
α1(x1)
α2(x2)
)
, JB(x) = α1(x1)α2(x2).
It has been prove in [6, 7] that the PML equation (5) is well-posed and the PML solution decays
exponentially outside the box, both in the constant medium and also the two-layered medium case.
From now on, the PML problem (5) associated with a rectangular box B is denoted by PB, and
the linear operator associated with PB is denote by LB := J−1B ∇ · (AB∇ ·) + k2. The fundamental
solution of PB is denoted as GB(x, y), which satisifies LBGB(x, y) = −δy(x). Note that it is proved
in [27] that GB(y, x) is the fundamental solution to the adjoint PML equation, and it is shown that
GB(y, x) =
JB(x)
JB(y)
GB(x, y). (6)
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Figure 1: Divide R2 and the box B with γ.
The trace transfer technique used in the polarized trace method is stated as follows. Suppose
a piecewise smooth curve γ divides R2 into two parts Ω1 and Ω2, and also divides the rectangular
box B into two parts, as is shown in Figure 1 (left). Define the discontinuous cutoff function µΩ′
associated with a region Ω′ as
µΩ′(x) =

1, if x ∈ Ω′ \ ∂Ω′,
1/2, if x ∈ ∂Ω′,
0, if x /∈ Ω′ ∪ ∂Ω′,
which is the counterpart of the smooth cutoff function in the source transfer technique. Base on the
exponential decay of the fundamental solution to the PML problem, we have the following Lemma
on trace transfer technique,
Lemma 2.1. Suppose the support of f is in Ω1 ∩B. Let u be the solution to the problem PB with
the source f (i.e, LBu = f in R2), and let u2 be the potential using the transferred trace of u on γ,
defined as
u2 :=
∫
γ
J−1B GB(x, y)
(
AB∇u(y) · n
)− u(y)(AB∇(J−1B GB(x, y)) · n)dy, (7)
where GB(x, y) is the fundamental solution of PB and n is the normal of γ pointing to Ω2. Then
we have that
uµΩ1 + u2µΩ2 = u, in Rn, (8)
where n = 2, 3. Moreover, u2 = 0 in Ω1 \ γ.
Remark 1. The following convention is used for the potential integral (7) throughout this paper:
the function u and its derivative in the integrand on γ is defined as their limits from the positive n
side, and the value of the integral on γ is also defined as its limits from the positive n side.
Similar to the diagonal source transfer method, the Lemma 2.1 is applied in DDM for horizontal
or vertical interfaces and quadrant region interfaces, as is shown in Figure 1 (middle and right). The
Lemma 2.1 of trace transfer implies a procedure of two subdomains solving, suppose we only know
the solution in Ω1, and smoothly extend it to Ω2, then the solution in Ω2 could be obtained using
potential (7), together they form the total solution with (8). Building a domain decomposition
method further requires to change the global problem solving in the procedures to subdomain
problems solving, that is, substitute the fundamental solution GB(x, y) of global domain in (7) to
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the ones of subdomains. Assume that Ω2 ∩ B is also a rectangular, which is denoted by B2, then
the subdomain PML problem for B2 could be built, however, the wave number of the subdomain
problem, which is denoted by k2, could be different from k. We have the following lemma,
Lemma 2.2. Suppose f and u satisfies the conditions in Lemma 2.1. Assume that the wave number
k2 satisfies the following two conditions: (i) k2 = k in Ω2, (ii) k2 is either constant, or two layered
in horizontal or vertical direction. Let u˜2 be the potential associated with the subdomain PML
problem of B2 with wave number k2, defined as
u˜2 :=
∫
γ
J−1B2GB2(x, y)
(
AB2∇u(y) · n
)− u(y)(AB2∇(J−1B2GB2(x, y)) · n)dy, (9)
then u˜2 = u2 in R2.
Proof. By the definition of uPML, it is clear that JB2 = JB and AB2 = AB on γ, and also
GB2(x, y) = GB(x, y) for x ∈ Ω2, y ∈ γ , thus u˜2 = u2 in Ω2. Since u2 = 0 in Ω1, we will show that
u˜2 = 0 in Ω1 using the source transfer argument as follows.
We define Ωε2 := {x|ρ(x,Ω2) ≤ ε}, which is an extended region of Ω2 by a distance of ε, and let
Ωε = Ωε2 \Ω2. A smooth function βε exists such that βε = 1 in Ω1 \Ωε, and βε = 0 in Ω2. Denote
uε as the solution to problem PB with the source f ·χΩ1\Ωε , and vε as the solution to the following
problem,
LBvε = −LB(uεβε)χΩε , in R2, (10)
then clearly
LBvε = f − LB(uεβε), in R2,
which imples
vε = uε(1− βε), in R2. (11)
Let the extended rectangular of B2 be defined as B
ε
2 = Ω
ε
2 ∩ B, then by (10) and (11), it is
shown that vε is also the solution to the following subdomain problem associated with Bε2,
LBε2vε = −LB(uεβε)χΩε , in R2. (12)
Using Lemma 2.1 on the problem (12), we have that for x ∈ Ω1,∫
γ
J−1Bε2GB
ε
2
(x, y)
(
ABε2∇uε(y) · n
)− uε(y)(ABε2∇(J−1Bε2GBε2(x, y)) · n)dy = 0, (13)
where we have used the fact that uε = vε on γ. Clearly, JBε2 = JB2 , ABε2 = AB2 on γ. By the
well-posedness of the PML problem, we know that lim
ε→0
uε(y) = u(y), and lim
ε→0
∇uε = ∇u on γ.
Moreover, by the properties of the fundamental solution with the wave number k2, for x ∈ Ω1
and y ∈ γ, we have that lim
ε→0
GBε2(x, y) = GB2(x, y), and limε→0
∇(JBε2GBε2(x, y)) = ∇(JB2GB2(x, y)).
Therefore we have that for x ∈ Ω1,∫
γ
J−1B2GB2(x, y)
(
AB2∇u(y) · n
)− u(y)(AB2∇(J−1B2GB2(x, y)) · n)dy = 0, (14)
that is, u˜2 = 0 in Ω1. This completes the proof.
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We use the following domain decomposition of the rectangular domain Ω = (−l1, l1)× (−l2, l2)
in R2. Denote ∆ξ = 2l1/N1, ξi = −l1 + (i − 1)∆ξ for i = 1, 2, . . . , N1 + 1, and ∆η = 2 l2/N2,
ηj = −l2 + (j − 1)∆η for j = 1, 2, . . . , N2 + 1, then the N1 × N2 nonoverlapping rectangular
subdomains are
Ωi,j := [ξi, ξi+1]× [ηj , ηj+1], i = 1, 2, . . . , N1, j = 1, 2, . . . , N2.
We define Ωi0,i1;j0,j1, 1 ≤ i0 ≤ i1 ≤ N1 + 1, 1 ≤ j0 ≤ j1 ≤ N2 + 1, as the union of the subdomains
as follows:
Ωi0,i1;j0,j1 :=
⋃
i0≤i≤i1
j0≤j≤j1
Ωi,j .
The decompostion of the source f is defined as
fi,j = f · χΩi,j , i = 1, 2 . . . , N1, j = 1, 2, . . . , N2.
The PML problem PΩi,j for the subdomain Ωi,j uses a wavenumber denoted as ki,j , which is defined
as the extension of the subdomain interior wavenumber, namely,
ki,j(x) = k(x
′+), (15)
where x′ = arg min
y∈Ωi,j
ρ(x, y) and x′+ stands for the limit from outside of the subdomain. With this
definition, the subdomain lying in the interior of one medium will have a constant wave number.
We note that in the special case that the layered medium interface coincides with the interface of
two subdomains, both the subdomains will have the wave number of the layered medium.
2.2. Diagonal sweeping for the constant problem
The following notations are introduced. Define the one-dimensional cutoff functions as,
µ
(1)2;i(x1) =
{
H(ξi − x1), 2 = −1,
H(x1 − ξi+1), 2 = 1, µ
(2)
M;j(x2) =
{
H(ηj − x2), M= −1,
H(x2 − ηj+1), M= 1,
for i = 1, . . . N1, j = 1, . . . , N2, and the two-dimensional cutoff functions as
µi,j(x1, x2) = µ
(1)
−1;i(x1)µ
(1)
+1;i(x1)µ
(2)
−1;j(x2)µ
(2)
+1;j(x2).
These cutoff functions are the discontious counterpart of the smooth cutoff functions in the diagonal
sweeping DDM with source transfer. Denote by Gi,j(x, y) the fundamental solution to the problem
PΩi,j , and define the four boundaries of Ωi,j as
γ2,M;i,j =

{(x1, x2)|x1 = ξi}, if (2,M) = (−1, 0) and i > 1
{(x1, x2)|x1 = ξi+1}, if (2,M) = (+1, 0) and i < N1
{(x1, x2)|x2 = ηj}, if (2,M) = (0,−1) and j > 1
{(x1, x2)|x2 = ηj+1}, if (2,M) = (0,+1) and j < N2
∅, otherwise,
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where (2,M) = (±1, 0), (0,±1), and the normal direction associated with them are defined as
n2,M = −(2,M). Using the above cutoff functions and fundamental solutions, we are able to define
the potential operators as follows:
Φ2,M; i,j((v, w)T ) :=
∫
γ2,M; i,j
J−1i,j Gi,j(x, y)w(y) (16)
− v(y)
(
Ai,j∇y
(
J−1i,j Gi,j(x, y)
) · n2,M)dy (17)
and
Ψ2,M; i,j(v) = Φ2,M; i,j
(
(v,Ai,j∇v · n2,M)T
)
(18)
where (2,M) = (±1, 0), (0,±1).
Four diagonal sweeping directions are used in the 2D diagonal sweeping method, which are
(2,M), 2,M= ±1, and the sweeping order is the the same with [26], that is,
(+1,+1), (−1,+1), (+1,−1), (−1,−1). (19)
Defining that two vectors d1 and d2 in R2 are in the similar direction if d1 · d2 > 0, the following
rules on the transferred sources in sweeps in R2 are introduced, which is also the same with [26].
Rule 2.3. (Similar directions in R2) A transferred trace which is not in the similar direction of
one sweep in R2, should not be used in that sweep.
Rule 2.4. (Opposite directions in R2) The transferred trace generated in one sweep in R2 should
not be used in a later sweep if these two sweeps have opposite directions.
The diagonal sweeping DDM with trace transfer in R2 is stated as follows.
Algorithm 2.1 (Diagonal sweeping DDM with trace transfer in R2).
1: Set the sweep order as (+1,+1), (−1,+1), (+1,−1), (−1,−1)
2: Set the local trace of each subdomain for each sweep as gl2,M;i,j = 0, l = 1, 2, 3, 4
3: for sweep l = 1, . . . , 4 do
4: for step s = 1, . . . , N1 +N2 − 1 do
5: for subdomain Ωi,j in the step s of the sweep l do
6: If fi,j 6= 0, then solve the local solution Li,j(uli,j) = fi,j,
or else set uli,j = 0 without solving
7: Set fi,j = 0
8: Add potentials to the local solution
uli,j +=
∑
(2,M)=(±1,0),(0,±1)
Φ2,M; i,j(gl2,M;i,j) (20)
9: for each direction (2,M) = (±1, 0), (0,±1) do
10: Compute new transferred trace
(
uli,j , Ai,j∇uli,j · n2,M
)T ∣∣∣
γ2,M;i,j
11: Find the smallest sweep number l′ ≥ l, such that the transferred trace could be
used in sweep l′, according to Rule 2.3 and 2.4
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12: Add the transferred trace to the l′-th local trace of the corresponding neighbor
subdomain
gl
′
−2,−M;i+2,j+M +=
(
uli,j , Ai,j∇uli,j · n2,M
)T ∣∣∣
γ2,M;i,j
13: end for
14: end for
15: end for
16: end for
17: Summarize the DDM solution as
uDDM =
∑
l=1,...,4
∑
i=1,...,N1
j=1,...,N2
uli,jµi,j
We note that the subdomain problem (20) is solved with several potentials, however, in the
numerical discretization, these potentials are not computed individually and sum together, instead,
the line integrals of the potentials are discretized as sources as in the polarized trace method [37],
then the sources are sum as one RHS and solved, therefore the subdomain problem (20) is solved
only once in one step.
2.3. Verification of the DDM solution
In this subsection, we will verify that the DDM solution in Algorithm 2.1 is exactly the solution
to the problem PΩ with source f . We start by assuming that the source lies in only one subdo-
main, i.e., supp(f) ⊂ Ωi0,j0 , and verify the DDM solution in such a case. The subdomain solution
construction in the first sweep is considered first, focusing on the application of the cardinal direc-
tional and corner directional trace transfer, then the subdomain solution construction in all sweeps
is considered, focusing on the movement of the transferred traces in sweeps.
The following notations are introduced for convenience. For the source f lying in Ωi0,j0 , we can
define the regional solution ui1,i2;j1,j2 as the solution to the problem PΩi1,i2;j1,j2 with the source f ,
where i1 ≤ i0 ≤ i2 and j1 ≤ j0 ≤ j2, obviously, ui1,i2;j1,j2 = u in Ωi1,i2;j1,j2 , where u is the solution
to problem PΩ.
The cardinal directional and corner directional trace transfers in the subdomain solution con-
struction of the first sweep is considered. The nonzero subdomain solve starts at step i0+j0−1, the
subdomain problem PΩi0,j0 is solved with the source f , and in the following steps, the subdomain
problem PΩi,j , i ≥ i0, j ≥ j0, is solved at step i+ j − 1.
For those subdomains to the right of Ωi0,j0 , i.e., Ωi;j0 , i = i0+1, . . . , N1, the subdomain solutions
u1i,j0 are obtained one per step from left to right. By applying the horizontal trace transfer repeatedly
on the region Ωi0,i;j0,j0 , i = i0 + 1, . . . , N1, one can show that for i
′ > i0,∑
i=i0,...,i′
u1i,j0µi,j0 = ui0,i′;j0,j0 , in Ωi0,i′;j0,j0 . (21)
Similarly, for the subdomains on the top of Ωi0,j0 , we have that for j
′ > j0,∑
j=j0,...,j′
u1i0,jµi0,j = ui0,i0;j0,j′ , in Ωi0,i0;j0,j′ . (22)
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The following lemma holds for the solutions of the subdomains in the upper right direction of
the subdomain Ωi0,j0 ,
Lemma 2.5. For the constant medium problem, suppose the source satisfies supp(f) ⊂ Ωi0,j0, then
for any i′ > i0 and j′ > j0, we have∑
i=i0,...,i′
j=j0,...,j′
u1i,jµi,j = ui0,i′;j0,j′ in Ωi0,i′;j0,j′ . (23)
Proof. First we consider the subdomain Ωi0+1,j0+1, of which the local problem is solved at step
i0 + j0 + 1 in the first sweep, as is shown in Figure 2. The local problems of its lower left neighbor
subdomain Ωi0,j0 is solved two steps before, as is shown in Figure 3 (a). The local problems of its
lower neighbor subdomain Ωi0+1,j0 , and its left neighbor subdomain Ωi0,j0+1, are solved one step
before, as are shown in Figure 3 (b) and (d), respectively. Consequently, for the region Ωi0,i0+1;j0,j0+1
with 2 × 2 subdomains, three subdomain problems have been solved and the solutions within
have been constructed, while one subdomain problem in the corner direction is left to be solved.
For convenience, in this proof we let µ→ = µ
(1)
+1;i0
, µ↑ = µ
(2)
+1;j0
, µ← = µ
(1)
−1;i0+1, µ↓ = µ
(2)
−1;j0+1,
Ω̂ = Ωi0,i0+1;j0,j0+1, û = ui0,i0+1;j0,j0+1, and omit the superscripts of the subdomain solutions which
indicate the first sweep, i.e., ui,j = u
1
i,j .
Ωi0,j0
Ωi0,j0+1
Ωi0+1,j0
Ωi0+1,j0+1
O
x2
x1
ηj0
ηj0+1
ηj0+2
ξi0 ξi0+1 ξi0+2
Figure 2: The corner direction trace transfer for solving subdomain problem of Ωi0+1,j0+1. The red
line (solid and dotted) denotes γ−1,0;i0+1,j0+1, the blue line (solid and dotted) denotes γ0,−1;i0+1,j0+1,
and the solid line (blue and red) denotes γ↗.
By applying the horizontal direction trace transfer on Ωi0,i0+1;j0,j0 , we know that
ui0,j0µ→ + ui0+1,j0µ← = û, in (−∞,+∞)× (−∞, ηj0+1) (24)
as is shown in Figure 3 (c). Similarly, we have
ui0,j0µ↑ + ui0,j0+1µ↓ = û, in (−∞, ξi0+1)× (−∞,+∞) (25)
as is shown in Figure 3 (e).
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(a) ui0,j0 (b) ui0+1,j0 (c) ui0,j0µ→ + ui0+1,j0 (d) ui0,j0+1
(e) ui0,j0µ↑ + ui0,j0+1 (f) ûµ↗ (g) ui0+1,j0+1 (h) û
Figure 3: Illustration of the process of source transfer in the upper-right corner direction.
The subdomain problem of Ωi0+1,j0+1 is solved with the upward transferred trace from subdo-
main Ωi0+1,j0 , and the rightward transferred trace from subdomain Ωi0,j0+1, by (24), (25) and the
fact that ui0+1,j0 = 0 on (−∞, ξi0+1)×{ηj0+1}, and ui0,j0+1 = 0 on {ξi0+1}× (−∞, ηj0+1), we show
that
ui0+1,j0+1 =Ψ0,−1;i0+1,j0+1(ui0+1,j0) + Ψ−1,0;i0+1,j0+1(ui0,j0+1)
=
∫
γ↗
J−1i0+1,j0+1Gi0+1,j0+1(x, y)
(
Ai0+1,j0+1∇û · n↗
)
− û
(
Ai0+1,j0+1∇y
(
J−1i0+1,j0+1Gi0+1,j0+1(x, y)
) · n↗)dy,
where γ↗ = {(x1, x2)|x1 = ξ2, x2 ≥ η2 or x1 ≥ ξ2, x2 = η2}, and n↗ is the normal of γ↗ pointing
to Ωi0+1,j+0+1, as shown in Figure 2.
By applying the corner direction trace transfer on Ω̂, we know that
ûµ↗ + ui0+1,j0+1µ←µ↓ = û, (26)
where µ↗ = 1− (1− µ→)(1− µ↑), as is shown in Figure 3 (f)-(h). This implies that,
ui0,j0µ→µ↑ + ui0+1,j0µ↑µ← + ui0,j0+1µ→µ↓ + ui0+1,j0+1µ←µ↓ = û,
thus we known that (23) holds for the case i′ = i0 + 1 and j′ = j0 + 1. Note that the upward
and rightward transferred traces are then generated from the subdomain Ωi0+1,j0+1, while both the
leftward and downward transferred traces are zero.
Next we prove (23) by induction. We will prove that for any s > 0, (23) holds for i′ and
j′ that i′ + j′ ≤ i0 + j0 + s, i′ ≥ i0, j′ ≥ j0. The case that s = 1, 2 has been proved, now
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assume (23) holds for s ≤ t , we will prove it also holds for s = t + 1. For subdomain Ωi′,j′ that
i′+ j′ = i0 + j0 + t+ 1, i′ ≥ i0, j′ ≥ j0, we can divide the region Ωi0,i′;j0,j′ into four regions, namely
Ωi0,i′−1;j0,j′−1, Ωi0,i′−1;j′,j′ , Ωi′,i′;j0,j′−1 and Ωi′,j′ , apply a similar argument of 2× 2 subdomians as
Ωi0,i0+1;j0,j0+1, and obtain that in Ωi0,i0;j0,j′
ui0,i′;j0,j′ =Ui0,i′−1;j0,j′−1µ
(1)
+1;i′−1µ
(2)
+1;j′−1 + Ui′,i′;j0,j′−1µ
(1)
−1;i′µ
(2)
+1;j′−1
+ Ui0,i′−1;j′,j′µ
(1)
+1;i′−1µ
(2)
−1;j′ + ui′,j′µ
(1)
−1;j′µ
(2)
−1;j′ ,
where Ui1,i2;j1,j2 =
∑
i1≤i≤i2
j1≤j≤j2
ui,jµi,j , thus we have (23). This completes the proof.
The application of cardinal directional and corner directional trace transfers have been demon-
strated in the construction of the subdomain solutions in the first sweep, and it is similar for the
rest sweeps. However, we need to ensure that each subdomain problem is solved with the right
transferred traces passed to it, thus next we focus on the movement of transferred traces, and have
the following Lemma.
Lemma 2.6. Suppose that supp(f) ⊂ Ωi0,j0, then DDM solution uDDM of Algorithm 2.1 is indeed
the solution to the problem PΩ in the constant medium case.
The verification of the above Lemma is similar to the verification in [26] in the source transfer
case, the main difference is that the case of trace transfer is simpler since the transferred traces have
only cardinal directions while the transferred sources have all directions. Without loss of generality,
a 5 × 5 (N1 = N2 = 5) domain partition and a source lying in Ω3,3 (i0 = j0 = 3) are used in the
verification, and the movement of transferred traces in each sweep is checked as follows.
In the first sweep of direction (+1,+1), the solution in the upper-right region Ωi0,N1;j0,N2 =
Ω3,5;3,5 is to be constructed. The sweep contains N1 + N2 − 1 = 5 + 5 − 1 = 9 steps, and the
subdomain problems of {Ωi,j} with (i−1) + (j−1) + 1 = s in the region are solved at the s-th step
of the sweep. The subdomain solutions are all zeros in the first (i0 − 1) + (j0 − 1) = 4 steps since
the local sources are all zeros. Then at the step (i0− 1) + (j0− 1) + 1 = 5, the subdomain problem
of Ωi0,j0 = Ω3,3 is solved with the original source f = f3,3, and four transferred source in cardinal
directions are generated, as is shown in 4-(a). At step 6, the subdomain problems in Ω4,3 and Ω3,4
are solved, each of them takes one transferred trace from Ω3,3, and generates three new transferred
traces, as shown in 4-(b). At step 7, the subdomain problems of Ω5,3 and Ω3,5 are solved similar
to the previous step, while the subdomain problem of Ω4,4 is solved with the transferred traces
from Ω3,4 and Ω4,3, and two new ones are generated, as shown in 4-(c). In the following steps, the
subdomain problems are solved similarly, after N1 + N2 − 1 = 9 steps the exact solution in the
upper-right region is obtained.
In the second sweep of direction (−1,+1), the solution in the upper-left region Ω1,i0−1;j0,N2 =
Ω1,2; 3,5 is to be constructed, and the subdomain problems of {Ωi,j} in the region with (N1 − i) +
(j−1)+1 = 5− i+j = s are solved at the s-th step of the sweep. Among all the unused transferred
traces from the previous sweep, the ones in the similar direction with current sweep are needed,
while the others are not, as is shown in Figure 4-(d). The needed unused transferred traces is
selected by the similar direction Rule 2.3, and it’s obvious the opposite direction Rule 2.3 doesn’t
apply. The steps of the sweep are similar to the steps of the previous sweep, hence the details are
omitted, the step 6 and 7 are shown in Figure 4-(e) and (f), after N1 +N2 − 1 = 9 steps the exact
solution in the upper-left region are obtained.
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(a) First sweep: step 5 (b) First sweep: step 6 (c) First sweep: step 7
(d) After first sweep (e) Second sweep: step 6 (f) Second sweep: step 7
Figure 4: The first sweep (+1,+1) and the second sweep (−1,+1) of the diagonal sweeping DDM
in R2 with trace transfer. The source is supported in Ω3,3. The arrows denote the transferred traces
with their directions, the red ones are in the similar direction of the current sweep, while the green
ones are not, thus only the red ones are used in the current sweep due to similar direction Rule 2.3.
In the third sweep of direction (+1,−1), the solution in the lower-right region Ωi0,N1;1,j0−1 =
Ω3,5;1,2 is to be constructed. Among all the unused transferred traces from the previous sweeps,
the ones from the upper-right region are need, while the ones from the upper-left region are not,
as is shown in Figure 5-(a). The unused transferred traces from the upper right region are selected
since they stratify both the Rule 2.3 and 2.4, on the other hand, the unused transferred traces
from the upper left region are excluded by the opposite direction Rule 2.4, since they are from the
second sweep which is in the opposite direction of the current sweep. The steps of the sweep are
similar to the steps of previous sweeps, and the step 6 and 7 are shown in Figure 5-(b) and (c),
after N1 +N2 − 1 = 9 steps the exact solution in the lower-right region is obtained.
In the fouth sweep of direction (−1,−1), the solution in the lower-left region Ω1,i0−1;1,j0−1 =
Ω1,2;1,2 is to be constructed. All the unused transferred traces from the previous sweeps are needed,
as is shown in Figure 5-(d). They are all selected by the similar direction Rule 2.3, and since they
are not from the opposite sweep, i.e., the first sweep, the opposite direction Rule 2.4 does not apply
to them. The steps of the sweep are similar to the steps of the previous sweeps, and the step 7 of
the sweep are shown in Figure 5-(e), and finally after N1 +N2 − 1 = 9 steps, the exact solution in
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(a) Before third sweep (b) Third sweep: step 6 (c) Third sweep: step 7
(d) After third sweep (e) Fourth sweep: step 7 (f) After fourth sweep
Figure 5: The third sweep (+1,−1) and the fourth sweep (−1,−1) of the diagonal sweeping DDM
in R2 with trace transfer. The source is supported in Ω3,3. The arrows denote the transferred
traces with their directions, the red ones are in the similar direction to the current sweep and not
against the opposite direction Rule 2.3, the green ones are in the similar direction but against the
opposite direction Rule 2.3, and the blue ones are not in the similar direction, thus only the red
ones are used in the current sweep.
the total region is obtained, as is shown in Figure 5-(f).
For the case of general f , clearly u(f) =
∑
i,j
u(fi,j), where u(g) denotes the solution to the
problem PΩ with the source g, therefore we have the following theorem by Lemma 2.6,
Theorem 2.7. The DDM solution uDDM of Algorithm 2.1 is the solution to the problem PΩ in the
constant medium case.
The above theorem general no longer holds in the inhomogeneous case, however, in the two-
layered medium case and under certain conditions, the exactness of the DDM solution can still be
achieved, which is discussed in the next section.
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3. The diagonal sweeping DDM with trace transfer in R2 in the two-layered medium
case
The layered medium problem is one of the basic problems in many applications involving the
Helmholtz equation, for example, in seismology, the seismic wave traveling in the layered structure
is extensively studied for imaging the earth interior. The diagonal sweeping DDM handles the
layered medium in a proper way that, by average, the forward sweep for the incident and the
backward sweep for the reflection is accomplished in one iteration for the multilayered medium
problem, while the L-sweep method [32] only deals the forward sweep for the incident in one
iteration. Such property of the diagonal sweeping DDM has been studied numerically in [26], here
the DDM solution is analyzed in detail in the two-layered medium case. Suppose the medium has
an interface x2 = ηL, so that the wave number k satisfies that
k =
{
k2, x2 > ηL,
k1, x2 ≤ ηL, (27)
as is demonstrated in Figure 6 (left). The well-posedness and convergence of such a PML problem
with two-layered medium have been proved in [6]. In this section, the case of 1× 2 partition is first
discussed for sweeping type DDM to establish some basic properties of the trace transfer in layered
medium case, then the case of general partition is considered.
Figure 6: Two-layered medium problem (left) and its 1 × 2 (middle) or 2 × 2 (right) domain
decomposition.
3.1. Two subdomains
The sweeping DDM with trace transfer with two subdomains uses one forward sweep and
one backward sweep, which is stated below. Suppose the domain Ω = (−l1, l1) × (−l2,−l2) is
partitioned into two subdomains Ω1 = (−l1, l1)× (−l2, 0) and Ω2 = (−l1, l1)× (0, l2), by the the x
axis, which is denoted by γ, as is shown in Figure 6 (middle). The upper half-plane is defined as
Ω+ = {(x1, x2)|x2 > 0}, and the lower half-plane Ω− = {(x1, x2)|x2 < 0}. We denote G1 and G2
the fundamental solution to problem PΩ1 and PΩ2 , respectively. The potential associated with the
subdomain Ω1 and Ω2 are defined by
Ψi(λ)(x) =
∫
γ
J−1Ωi Gi(x, y)
(
AΩi∇yλ(y) · ni
)
− λ(y)
(
AΩi∇y
(
J−1Ωi Gi(x, y)
) · ni)dy,
where i = 1, 2, n1 = (0,−1) and n2 = (0,+1).
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In the first sweep of upward direction, at step 1, the subdomain problem of Ω1 is solved with
the source f · χΩ1 , and the solution is denoted u1. Then at step 2, subdomain problem of Ω2 is
solved with the transferred trace in addition to the source f · χΩ1 , and the solution is denoted u2,
which is given by
u2 = L−1Ω2 (f · χΩ2) + Ψ2(u1). (28)
In the second sweep of downward direction, the subdomain solution is zero at the step 1, and
at the step 2, the subdomain problem of Ω1 is solved with the transferred trace from Ω2, and the
solution is denoted u′1, which is given by
u′1 = Ψ1(u2). (29)
After the upward and downward sweep, the DDM solution is formed as
uDDM = (u1 + u
′
1)µΩ− + u2µΩ+ . (30)
(a) u1 (b) u2 (c) u
′
1 (d) u
Figure 7: Illustration of sweeping DDM in two-layered medium case in R2 with 1× 2 partition.
The DDM solution steps are demonstrated in Figure 7 in the case that ηL > η2 and f lies in
Ω1, the subdomain solution u1 contains the up going wave of Ω
−, the subdomain solution u2 is
already exact in Ω+, and the subdomain solution u′1 contains the reflection in Ω− from Ω+, as are
shown in Figure 7 (a)-(c), respectively. We have the following Lemma,
Lemma 3.1. For smooth source f , the sweeping DDM solution (30) is the solution to PΩ with
source f in the two-layered medium case.
Proof. In the case that the medium interface coincides with the subdomain interface, i.e., ηL = η2,
it is obvious that the DDM solution (30) is exact due to the wave number definition (15) and
Lemma 2.1. Thus we suppose that ηL > η2, it is easy to see that the lemma also holds in the case
that supp f ⊂ Ω2, therefore we only consider the case that supp f ⊂ Ω1.
Some notations are introduced first as follows. The solution to the problem PΩ of wave number
k with source f is denoted by u. Define the following two PML problems which are associated with
Ω, PkΩ is the PML problem with two-layered medium k(x), while Pk1Ω is the PML problem with
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constant medium k1. Let G
k and Gk1 be the fundamental solutions to PkΩ and Pk1Ω , respectively.
Then define the potential associated with PkΩ as,
Ψk±(λ)(x) =
∫
γ
J−1k G
k(x, y)
(
Ak∇λ(y) · n±
)
− λ(y)
(
Ak∇(J−1k Gk(x, y)) · n±)dy, (31)
where n± = (0,±1). The potential Ψk1± associated with Pk1Ω is defined similarly.
First we prove that the sweeping DDM solution is exact in the upper half-plane, that is,
u2 = u, in Ω
+. (32)
To prove this, we start by consider the case f is a delta function δ(x− x′), where x′ ∈ Ω1. In this
case, the subdomain solution of Ω1 at step 1 is G
k1(x, x′) in Ω−, and denoted Gk1x′ for short. Then
at step 2, the subdomain solution of Ω2 is Ψ2(G
k1
x′ ). In the upper plane Ω
+, by the property of
uPML, we have that for any x′′ ∈ Ω+ and y ∈ γ, G2(x′′, y) = Gk(x′′, y), thus Ψ2(Gk1x′ ) = Ψk+(Gk1x′ ).
Then by (31) and (6) we have that for any x′′ ∈ Ω+,
Ψk+(G
k1
x′ )(x
′′)
=
∫
γ
J−1k (y)G
k(x′′, y)
(
Ak∇Gk1(y, x′) · n+
)
−Gk1(y, x′)
(
Ak∇
(
J−1k (y)G
k(x′′, y)
) · n+)dy
=
Jk1(x
′)
Jk(x′′)
∫
γ
J−1k1 (y)G
k1(x′, y)
(
Ak1∇Gk(y, x′′) · n−
)
−Gk(y, x′′)
(
Ak1∇
(
J−1k1 (y)G
k1(x′, y)
) · n−)dy
=
Jk1(x
′)
Jk(x′′)
Ψk1− (G
k
x′′)(x
′), (33)
where Gkx′′ is the fundamental solution to problem PkΩ with delta source δ(x−x′′). Moreover, using
the source transfer argument, we obtain that Ψk1− (Gkx′′)(x
′) = Ψk−(Gkx′′)(x
′), and by Lemma 2.1,
Ψk−(Gkx′′)(x
′) = Gkx′′(x
′). Therefore, with the fact that Jk1(x′) = Jk(x′), (33) implies that for any
x′′ ∈ Ω+,
Ψk+(G
k1
x′ )(x
′′) =
Jk1(x
′)
Jk(x′′)
Gkx′′(x
′) = Gkx′(x
′′). (34)
This indicates that (32) holds in the case f is a delta function δ(x− x′) in Ω1.
Now for general smooth f in Ω1, one can show that by Fubini’s theorem, for any y ∈ γ,
∇yu1(y) =∇y
∫
Ω1
f(x′)Gk1(y, x′)dx′
=
∫
Ω1
f(x′)∇yGk1(y, x′)dx′. (35)
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Then by (34) and (35), we can show that for any x′′ ∈ Ω+,
u2(x
′′) =Ψk+(u1)(x
′′)
=
∫
γ
J−1k (y)G
k(x′′, y)
(
Ak(y)∇yu1(y) · n2
)
− u1(y)
(
Ak(y)∇y
(
J−1k (y)G
k(x, y)
) · n2)dy
=
∫
γ
(
J−1k (y)G
k(x′′, x′)
(
Ak(y)
∫
Ω1
f(x′)∇yGk1(y, x′)dx′ · n2
)
− ( ∫
Ω1
f(x′)Gk1(y, x′)dx′
)(
Ak(y)∇y
(
J−1k (y)G(x
′′, y)
) · n2))dy. (36)
The fundamental solution Gk1 , Gk and their derivatives are singular at x = x′, but still integrable
on Ω1, furthermore, they decay exponentially outside of Ω1, consequently, the order of integration
in (36) can be changed by Fubini’s theorem, therefore we can show that for any x′′ ∈ Ω+,
u2(x
′′) =
∫
Ω1
f(x′)dx′
(∫
γ
J−1k (y)G
k(x′′, y)
(
Ak(y)∇Gk1(y, x′) · n2
)
−Gk1(y, x′)
(
Ak(y)∇y
(
J−1k (y)G
k(x′′, y)
) · n2)dy)
=
∫
Ω1
f(x′)Gkx′(x
′′)dx′
=u(x′′).
Having proved that the sweeping DDM solution is exact in the upper half-plane Ω+, next we
prove that it is also exact in the lower half-plane Ω−, that is,
u1 + u
′
1 = u, in Ω
−. (37)
From (29) we know the limit value of subdomain solution u2 = Ψ2(u1) on γ from the Ω
− side is
needed to evaluate u′1.
Since the medium interface is away form the subdomain interface, where the distance is denoted
dk, we can introduce a smooth cutoff function βk(x2) = β(
x2−dk
dk/2
), which is nonzero only in the region
(−∞,∞)× (dk/2, dk), denoted by Ωβ. Let
v = (u− u1)βk, in R2, (38)
and it is clear that
Lkv = 0 in R2/Ωβ. (39)
This indicates that v is the solution to the problem Pk with the source lying in Ωβ. Let v˜ be the
solution to the problem PΩ2 of wave number k with the same source, that is,
LΩ2 v˜ = Lkv, in R2, (40)
which implies using Lemma 2.1 that,
Ψ2(v˜) = −v˜, in Ω−. (41)
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Besides, since the problem PΩ2 is a subdomain problem of PkΩ, while v and v˜ shares the same
source, we know that v = v˜ on γ, this imples by (38) and (41) that,
Ψ2(u− u1) = −v˜, in Ω−.
By Lemma 2.2, Ψ2(u) = 0 in Ω
−, consequently,
Ψ2(u1) = v˜, in Ω
−. (42)
Therefore we know that
lim
x2→0−
u2 = u− u1. (43)
On the other hand, v also satisfies that
Lk1v = 0 in R2/Ωβ, (44)
thus using Lemma 2.1 we have that
Ψ1(v) = Ψ
k1− (v) = v, in Ω
−, (45)
this shows by (38), (43) that
Ψ1(u2) = u− u1, in Ω−, (46)
and (37) is porved. This completes the proof.
3.2. General partition
For the general checkerboard partition of N1 ×N2, the solution of the diagonal sweeping DDM
with trace transfer is exactly the solution to PΩ in the two-layered medium case, provided the source
and the first swept subdomain are on the same side of the medium interface. For example, with
the sweeping order of Algorithm 2.1, the DDM solution is exact if the source is supported below
the medium interface. In the case the source is above the medium interface, one more iteration
is needed to construct the exact solution. Without loss of generality, the 2 × 2 partition case is
considered for demonstration. Again, the solution of diagonal sweeping DDM is exact in the case
that the medium interface coincides with the subdomain interface, i.e., ηL = η2, the proof is quite
similar to the case of constant medium and thus omitted. Then we assume that the ηL > η2, and
since the cases that the source lies in one of the four subdomains while below the medium interface
are similar, here we suppose the source lies in Ω1,1.
For simplicity, the following notations are used for the 2 × 2 partition of the domain Ω =
(−l1, l1) × (−l2,−l2). Let Ω−1 and Ω+1 be the left and right half-plane, while Ω−2 and Ω+2 be the
lower and upper half-plane, respectively. The characteristic functions for half-planes are defined as
χ±i = χΩ±i , i = 1, 2. The four quadrants are denoted as Ω
+;+, Ω−;+, Ω−;− and Ω+;−, and the x and
y axes are denoted γ1 and γ2, respectively, as is shown in Figure 6 (right).
It is clear that the problem PΩ1,1;1,2 of the left half region is a two-layered medium problem
using 1× 2 partition, of which the solution to source f is denoted uLf, as is shown in Figure 8 (a).
On the other hand, taking the region Ω1,2;1,1 and Ω1,2;2,2 as two subdomains, the problem PΩ is
also a two-layered medium problem using 1 × 2 partition, of which the lower subdomain solution
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(a) uLf (b) uPr (c) uRf (d) u˜Rf
Figure 8: Illustration of partial solutions of diagonal sweeping DDM in the two-layered medium
case in R2 with 2× 2 partition.
in the first sweep is the prediction of the total solution with constant medium, thus is denoted
uPr (shown in Figure 8 (b)). The lower subdomain solution in the second sweep is the reflection
from medium interface, thus is denoted uRf (shown in Figure 8 (c)). Since the reflection in lower
subdomain is caused by the medium change in the upper subdomain, or equivalently, caused by
a source in the upper subdomain, we can define the PML solution of the reflection for the upper
subdomain problem as u˜Rf, which is illustrated in Figure 8 (d), which satisfies uRf = u˜Rf on γ1 and
u˜Rf decays exponentially in the lower half-plane.
In the first sweep of direction (+1,+1), at step 1, the subdomain problem of Ω1,1 is solved with
the source f , the solution u11,1 is obtained, as is shown in Figure 9 (a). At step 2, the subdomain
problem in Ω2,1 is solved with the transferred trace from Ω1,1, the solution u
1
2,1 is obtained, as is
shown in Figure 9 (b), and by applying x-directional trace transfer on Ω1,2;1,1, we can show that
u12,1 =
{
uPr, in Ω
+;−
0, in Ω−;− (47)
thus one upward transferred traces are generated from Ω2,1. In addition, the subdomain problem
in Ω1,2 is solved with the transferred trace from Ω1,1, the solution u
1
1,2 is obtained, as is shown in
Figure 9 (c), and by applying y-directional trace transfer for two-layered medium on Ω1,1;1,2, we
can show that
u11,2 =
{
u, in Ω−;+
u˜Rf, in Ω
−;− (48)
This shows that two transferred traces are generated from Ω1,2, one is rightwards, and one is
downwards.
At step 3, the subdomain problem in Ω2,2 is solved with the transferred trace from Ω1,2 and
Ω2,1 , the solution u
1
2,2 is obtained, as is shown in Figure 9 (d), and we will show that u
1
2,2 = u in
Ω2,2. By (47) and (48), it is easy to see that
u12,2 =Φ−1,0;2,2(u
1
1,2) + Φ0,−1;2,2(u
1
2,1)
=Φ−1,0;2,2(uχ+2 + u˜Rfχ
−
2 ) + Φ0,−1;2,2(uPrχ
+
1 )
=
(
Φ−1,0;2,2(uχ+2 ) + Φ0,−1;2,2(uχ
+
1 )
)
+
(
Φ−1,0;2,2(u˜Rfχ−2 )− Φ0,−1;2,2((u− uPr)χ+1 )
)
. (49)
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(a) u11,1 (b) u
1
2,1 (c) u
1
1,2 (d) U
1
2
(e) u12,2 (f) U
1 (g) u31,1 (h) U
3
(i) u32,1 (j) U
4
Figure 9: Illustration of diagonal sweeping DDM with trace transfer in the two-layered medium
case in R2 with 2× 2 partition. U (l), l = 1, 2, 3, 4 denotes the DDM solution after sweep l, and U (l)i
denotes the DDM solution at i-th step of sweep l.
Applying corner direction trace transfer on Ω2,2, for the first term of RHS of (49), we have that
Φ−1,0;2,2(uχ+2 ) + Φ0,−1;2,2(uχ
+
1 ) = uχ
+
1 χ
+
2 , (50)
Moreover, we can show that for the second term in RHS of (49)
Φ−1,0;2,2(u˜Rfχ−2 )− Φ0,−1;2,2((u− uPr)χ+1 ) = u˜Rfχ+1 χ−2 , (51)
where we have used the fact that uRf + uPr = u on γ1, and the corner directional trace transfer on
Ω2,1. Therefore,
u12,2 = uχ
+
1 χ
+
2 + u˜Rfχ
+
1 χ
−
2 , (52)
which implies that the exact solution in Ω2,2 is obtained, as is shown in Figure 9 (e), and a downward
transferred trace is generated on γ1. After the first sweep, the subdomain solutions in Ω1,2 and Ω2,2
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are exact, while the reflection waves are missing in the subdomain solutions in Ω1,1 and Ω2,1, as is
shown in Figure 9 (f). Besides, two downwards transferred traces from Ω1,2 and Ω2,2 are generated
and will be used in the following sweeps.
All the subdomain sources and solutions are zero in the second sweep of direction (+1,−1),
since the two transferred traces are not used in the sweep due to the similar direction rule. In the
third sweep of (−1,+1), the subdomain solution is zero in step 1. Then at step2, the subdomain
problem of Ω1,1 with the transferred trace from Ω1,2 is solved, and the solution u
3
1,1 is obtained.
By the argument of the two-layered subdomains, we obtain that
u31,1 =
{
uRf, in Ω
−;−
0, in Ω+2 ,
(53)
as is shown in Figure 9 (g). This implies that the missing reflections in Ω1,1 is recovered, as is
shown in Figure 9 (h), and a rightward transferred trace is generated. At step 3, the subdomain
problem in Ω2,1 with the transferred traces from Ω1,1 and Ω2,2 is solved, and the solution u
3
2,1 is
obtained. By (52) and (53) , we know that
u32,1 =Φ−1,0;2,1(u
3
1,1) + Φ0,+1;2,1(u
1
2,2)
=Φ−1,0;2,1(uRfχ−2 ) + Φ0,+1;2,1(uRfχ
+
1 ) (54)
=uRfχ
+
1 χ
−
2 , (55)
thus the missing reflection in Ω2,1 is obtained, as is shown in Figure 9 (i), and no more transferred
traces are generated. All subdomain solutions in the final sweep are zero, and at last the total
exact solution is constructed in Ω, as is shown in Figure 9 (j). Thus the verification of the exactness
of the solution is finished.
4. The diagonal sweeping DDM with trace transfer in R3
In this section, the diagonal sweeping DDM with trace transfer in R2 is extended to R3. The
PML equation in R3 for the cuboidal box B = {(x1, x2, x3)T : aj ≤ xj ≤ bj , j = 1, 2, 3} could be
defined as
J−1B ∇ · (AB∇u˜) + k2u˜ = f, in R3, (56)
with
AB(x) = diag
(
α2(x2)α3(x3)
α1(x1)
,
α1(x1)α3(x3)
α2(x2)
,
α1(x1)α2(x2)
α3(x3)
)
, JB(x) = α1(x1)α2(x2)α3(x3),
where α3(x3) = 1 + iσ3(x3) and σ3(x3) is defined in the same way as (3).
With the z-direction partition as ζk = −l3 + (k − 1)∆ζ for k = 1, . . . , N3 + 1, where ∆ζ =
2 l3/N3, the cuboidal domain Ω = (−l1, l1) × (−l2, l2) × (−l3, l3) in R3 is partitioned into N1 ×
N2 × N3 nonoverlapping subdomains Ωi,j,k, and the source is decomposed into fi,j,k = f · χΩi,j,k ,
i = 1, 2, . . . , N1, j = 1, 2, . . . , N2, k = 1, 2, . . . , N3. Let the one-dimensional cutoff functions in z
direction be
µ
(3)#,k(x1) =
{
H(ζi − x3), # = −1,
H(x3 − ζi+1), # = 1,
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and the cutoff functions for each subdomain be
µi,j,k = µ
(1)
−1,i(x1)µ
(1)
+1,i(x1)µ
(2)
−1,j(x2)µ
(2)
+1,j(x2)µ
(3)
−1,k(x3)µ
(3)
+1,k(x3). (57)
Denote by Gi,j,k(x, y) the fundamental solution of the problem PΩi,j,k , and let the six boundaries
γ2,M,#;i,j,k, (2,M,#) = (±1, 0, 0) , (0,±1, 0), (0, 0,±1), of Ωi,j,k be
γ2,M,#;i,j,k =

{(x1, x2, x3)|x1 = ξi}, if (2,M,#) = (−1, 0, 0) and i > 1
{(x1, x2, x3)|x1 = ξi+1}, if (2,M,#) = (+1, 0, 0) and i < N1
{(x1, x2, x3)|x2 = ηj}, if (2,M,#) = (0,−1, 0) and j > 1
{(x1, x2, x3)|x2 = ηj+1}, if (2,M,#) = (0,+1, 0) and j < N2
{(x1, x2, x3)|x3 = ηk}, if (2,M,#) = (0, 0,−1) and k > 1
{(x1, x2, x3)|x3 = ηk+1}, if (2,M,#) = (0, 0,+1) and k < N3
∅, otherwise,
and the normal direction associated with them be n2,M,# = −(2,M,#). Then the trace operators
are defines as
Ψ2,M,#; i,j,k(v) :=
∫
γ2,M,#; i,j,k
J−1i,j,kGi,j,k(x, y)(Ai,j,k∇yv(y) · n2,M,#) (58)
− v(y)
(
Ai,j,k∇y
(
J−1i,j,kGi,j,k(x, y)
)
· n2,M,#
)
dy (59)
where Ji,j,k = JΩi,j,k , Ai,j,k = AΩi,j,k and (2,M,#) = (±1, 0, 0), (0,±1, 0), (0, 0,±1).
Eight diagonal directions, namely (2,M,#), 2,M,# = ±1, are used in 3D diagonal sweeping,
and the sweep along each direction contains a total of N1 +N2 +N3− 2 steps. The sweeping order
is the same with [26], i.e.,
(+1,+1,+1), (−1,+1,+1), (+1,−1,+1), (−1,−1,+1),
(+1,+1,−1), (−1,+1,−1), (+1,−1,−1), (−1,−1,−1). (60)
The similar direction of vectors in R3 is defined as in [26]: two vector d1 and d2 in R3 are called in
the similar direction if d1 · d2 > 0 and d1(k)d2(k) ≥ 0 for k = 1, 2, 3, where d1(k) and d2(k) are
the k-th components of d1 and d2, respectively. The rules on transferred source in sweeps in R3
are also as in [26]:
Rule 4.1. (Similar directions in R3) A transferred source which is not in the similar direction of
one sweep in R3, should not be used in that sweep.
Rule 4.2. (Opposite directions in R3) Suppose a transferred source with direction dsrc is generated
in one sweep with direction d1, then it should not be used in the later sweep with direction d2,
if under any of x − y, x − z, y − z plane projections, the projection of dsrc has exactly one zero
components and the projections of d1 and d2 are opposite.
The diagonal sweeping DDM with trace transfer in R3 is stated as follows.
Algorithm 4.1 (Diagonal sweeping DDM with trace transfer in R3).
1: Set the sweep order as list (60)
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2: Set the local trace of each subdomain for each sweep as gl2,M,#;i,j,k, l = 1, . . . , 8
3: for sweep l = 1, . . . , 8 do
4: for step s = 1, . . . , N1 +N2 +N3 − 2 do
5: for subdomain Ωi,j,k in the step s of the current sweep do
6: If fi,j,k 6= 0, solve the local solution Li,j,k(uli,j,k) = fi,j,k,
or else set uli,j,k = 0
7: Set fi,j,k = 0
8: Add potentials to the local solution
uli,j,k +=
∑
(2,M,#)=(±1,0,0),
(0,±1,0),(0,0,±1)
Ψ2,M,#; i,j,k(gl2,M,#;i,j,k)
9: Compute new transferred trace
(
uli,j,k, Ai,j,k∇uli,j,k · n2,M,#
)T ∣∣
γ2,M,#;i,j,k , (2,M,#) =
(±1, 0, 0), (0,±1, 0), (0, 0,±1)
10: for each direction (2,M,#) = (±1, 0, 0), (0,±1, 0), (0, 0,±1) do
11: Find the smallest sweep number l′ ≥ l, such that the transferred trace could be
used in sweep l′, according to Rule 4.1 and 4.2
12: Add the transferred trace to the l′-th trace of the corresponding neighbor
subdomain
gl
′
−2,−M,−#;i+2,j+M,k+# +=
(
uli,j,k, Ai,j,k∇uli,j,k · n2,M,#
)T ∣∣∣
γ2,M,#;i,j,k
13: end for
14: end for
15: end for
16: end for
17: Summarize the DDM solution as
uDDM =
∑
l=1,...,8
∑
i=1,...,N1
j=1,...,N2
k=1,...,N3
uli,j,kµi,j,k
The DDM solution of the above algorithm is exactly the solution to PΩ with the source f , in
the constant medium case and also the two-layered medium case provided the source lies below
medium interface. The verification in the constant medium case is similar to the source transfer
case in [26], in fact, it is simplified since only cardinal directions need to be considered with the
transferred traces. On the other hand, the verification of the two-layered medium case follows the
same line of argument in the R2 case. Therefore the verifications of both cases are omitted.
Remark 2. The diagonal sweeping DDM is a highly efficient method in terms of computational
complexity and weak scalability. When we increase the number of subdomains while fixing the
subdomain problem size, the computational complexity of solving one RHS with Krylov subspace
solver using the diagonal sweeping method as a preconditioner becomes O(Nniter), where N is
the size of global system and niter is the number of iterations of Krylov subspace. If niter grows
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proportionally to logN , which is to be investigated in the numerical test section, then the method
is of O(N logN) complexity.
Although the method is sequential, for problems with many RHSs, it is possible to set up a
pipeline to solve all the RHSs in sequence, and the average solving time for one RHS in the method
is
8T0niter
(
1 +
N1 +N2 +N3 − 2
NRHS
)
, (61)
where T0 is the time cost of one subdomain solve, and NRHS is number of RHSs. Thus to produce
an efficient pipeline, the number of RHSs is only required to be several times of N1 +N2 +N3. We
use the ideal parallel time cost, defined by Tpar := 2
nT0niter, to approximate the time cost of our
method for one RHS in many RHSs problem, and if niter grows proportionally to logN , the weak
scalability of the method will be quite satisfactory for large scale Helmholtz problem with large wave
number.
5. Numerical test
The numerical test of the diagonal sweep algorithm with trace transfer is presented in this
section. First, the convergence of the algorithm is tested in the following sense. The error of the
numerical solution of the DDM consists of errors from the numerical discretization, the truncation of
the PML layer and the DDM algorithm, however, in the constant medium case and the two-layered
medium case under certain conditions, there is no error from the DDM algorithm. Therefore, using
appropriate PML medium parameters to keep the PML truncation error relatively small (which
is easy since the truncation error decays exponentially away from the region), the total error will
be dominated by the numerical discretization error, which could be checked using the convergence
order. Second, the performance of the algorithm is tested as a preconditioner. The DDM solution
of the algorithm is an approximate solution to the problem in general case, hence it could be used as
a preconditioner for the Krylov subspace method, and the effectiveness of the DDM preconditioner
is measured by the iteration number. In the end, we use the algorithm as a preconditioner to solve
the 2004 BP model, which is a more complicate problem from real applications.
The finite difference discretization (FD) scheme on the structured mesh is adopted in all the
numerical tests, the five points scheme and the seven points scheme are employed in two and three
dimensions respectively, both of the schemes are of second order accurate. The mesh density is
defined as the number of nodes per wave length, and a minimum mesh density is used to ensure
the accuracy of the 2nd order FD scheme. The parallel DDM algorithms are implemented using
Message Passing Interface (MPI), and the spare direct solver “MUMPS” [1] are used to solve local
subdomain problems. The numerical tests are carried out on the “Lssc-IV” cluster at the State
Key Laboratory of Scientific and Engineering Computing, Chinese Academy of Sciences, each node
of the cluster has two 2.3GHz Xeon Gold 6140 processors with 18 cores, and 192G shared memory.
5.1. Convergence tests of the discrete DDM solutions
In this subsection, the convergence of the proposed algorithm is tested in the constant medium
case and the two-layered medium case. The error of the DDM solution is expected to be dominated
by the discretization error, hence we fixed both the wave number and the number of subdomains,
and increase the mesh resolution to check the convergence order.
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5.1.1. 2D example of constant medium
A 2D constant medium problem is used to test the proposed Algorithm 2.1. The computational
domain is BL = [0, 2L] × [0, 2L] with L = 1/2, and the interior domain without PML is Bl =
[0, 2l]× [0, 2l] with l = 25/56. For the wave number k = 50pi, a series of uniformly refined meshes
is used, of which the mesh density increases approximately from 11 to 173 . The domain partition
is fixed to be 4× 4 for all the meshes, and the source is defined as,
f(x1, x2) =
16k2
pi3
e−(
4k
pi
)2((x1−r1)2+(x2−r2)2),
where (r1, r2) = (0.28, 0.27), such that it is supported in four subdomains Ωi,j , i = 1, 2, j = 1, 2.
The optimal second order convergence of the errors in L2 and H1 norms along the mesh refine-
ment are obtained, as is reported in Table 1, which implies the total error is indeed dominated by
the 2nd order finite difference discretization error in the constant medium case. The results of the
algorithm with trace and source transfer are very close to each other, the differences in error are in
the fourth digits, hence they are not shown in the table.
Mesh Local Size
L2 Error
Conv.
H1 Error
Conv.
Size without PML Rate Rate
2702 602 1.38×10−2 2.13×100
5402 1202 3.43×10−3 2.0 5.35×10−1
10802 2402 8.51×10−4 2.0 1.33×10−1 2.0
21602 4802 2.12×10−4 2.0 3.33×10−2 2.0
43202 9602 5.30×10−5 2.0 8.32×10−3 2.0
Table 1: The errors and convergence rates of the solutions of proposed DDM for the constant
medium problem in R2.
5.1.2. 2D example of two-layered medium
Next we test the Algorithm 2.1 with the Helmholtz problem in R2 using the same setting as the
first example, except that the wave number is changed. The two-layered medium profile is chosen
as follows,
k =

k2 x2 > ηL + ε
k1(1− w) + k2w ηL ≤ x2 ≤ ηL + ε
k1 x2 < ηL
where k1 = 50pi, k2 = 62.5pi, ηL = 0.65 and ε = 0.01, so that the wave number changes from k1
to k2 in a thin layer with width ε, as is show in Figure 10 (a). The real part of the discrete DDM
solution on the mesh of 10802 is shown in Figure 10 (b), the optimal second order convergence of
the errors in L2 and H1 norms along the mesh refinement are obtained, as is shown in Table 2,
which implies the total error is indeed dominated by the 2nd order finite difference discretization
error in the two-layered medium case. Again the result of the algorithm with trace and source
transfer are very close to each other and not shown in the table.
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Figure 10: Velocity profile (left) and the real part of the DDM solution (right) of the 2D two-layered
medium.
Mesh Local Size
L2 Error
Conv.
H1 Error
Conv.
Size without PML Rate Rate
2702 602 1.37×10−2 1.97×100
5402 1202 3.39×10−3 2.0 4.91×10−1 2.0
10802 2402 8.41×10−4 2.0 1.22×10−1 2.0
21602 4802 2.10×10−4 2.0 3.05×10−2 2.0
43202 9602 5.25×10−5 2.0 7.63×10−3 2.0
Table 2: The errors and convergence rates of the solutions of proposed DDM for the two-layered
medium problem in R2.
5.2. Performance tests with the DDM as a preconditioner in R2
The DDM Algorithm 2.1 is then tested as a preconditioner for solving the discrete linear system
of the Helmholtz problem in the constant medium and multi-layered medium case, where each
preconditioner solving consists four diagonal sweeps, and each sweep has N1 + N2 − 1 sequential
steps. The effectiveness and efficiency of the proposed method as preconditioner are tested for
the increasing number of subdomains and frequencies, while the subdomain problem size and mesh
density is fixed. The performance of the proposed method is also compared to the diagonal sweeping
method with source transfer. In all the tests, the stopping criteria is that the relative residual is
less than 10−8.
5.2.1. Constant medium problem
The proposed method is tested in a constant medium problem on the square domain [0, 1]×[0, 1]
with a series of uniformly refined meshes. The source contains four approximated delta sources,
that is
f(x1, x2) =
∑
i=1,...,Nx
j=1,...,Ny
∑
s=1,...,4
1
h1h2
δ(xs1 − ih1)δ(xs2 − jh2), (62)
where (xs1, x
s
2) = (1/4, 1/4), (1/4, 3/4), (3/4, 1/4) and (3/4, 3/4), for s = 1, . . . , 4, and h1 and h2
are the grid spacing in x and y direction, respectively. The frequencies and number of subdomain
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increases as the mesh resolution increase, while the size of the subdomain problems is fixed to be
300 × 300, and the mesh density is kept 10. The PML layer is of 30 points, which is of 3 wave
length.
The results of the diagonal sweeping method for both source transfer and trace transfer are
reported in Table 3. As we can see, both the GMRES iterative steps (denoted by niter) and the
ideal parallel solving time grows roughly proportionally to log(N1 + N2) or log(ω), which shows
that the solvers with both transfer methods are highly efficient. It is also shown in the table that
the performance of the diagonal sweeping DDMs with different transfer method are very close using
the 2nd order finite difference discretization, in particular, the GMRES iterative steps are the same
with two methods.
Mesh
Size
N1 ×N2 Freq.ω/2pi
Source transfer Trace transfer
GMRES
niter
Tit Tpar
GMRES
niter
Tit Tpar
6002 2 × 2 65.9 3 32.0 10.7 3 29.3 9.8
12002 4 × 4 126 3 73.8 10.5 3 64.4 9.2
24002 8 × 8 246 3 136 9.1 3 124 8.2
48002 16 × 16 486 3 286 9.2 3 268 8.7
96002 32 × 32 966 4 766 12.2 4 715 11.4
Table 3: The performance of the proposed DDM as an iterative solver for the 2D constant medium
problem with the subdomain problem size being fixed.
5.2.2. Layered medium problem
The proposed method is then tested in a multi-layered medium problem on the square domain
[0, 1] × [0, 1] with a series of uniformly refined meshes, the medium consists of five titled layers,
where the largest value of velocity is twice of the smallest, as shown in Figure 11. The source
(62) is used again, and the series of uniformly refined mesh and domain partition are the same the
previous test. The frequencies increase as the mesh refines, while the minimum mesh density is
kept to be 10.
The results of the diagonal sweeping methods with both transfer methods are reported in Table
4. The performances of the diagonal sweeping DDMs with different transfer methods are very
close again. Compare to the constant medium test, the GMRES iterative steps are larger in this
multi-layered medium test, since the convergence rate is limited by the reflection rate of the layer
interfaces [26]. Both the GMRES iterative steps and the ideal parallel solving time grows roughly
proportionally to log(N1+N2) or log(ω), which demonstrates the efficiency of the proposed method.
5.3. The BP-2004 model
At last, the performance of the proposed method is tested with the 2D BP-2004 velocity model
[23], which is a popular benchmark problem in seismic exploration to study reverse time migration.
The middle part of the model that contains the slat body is used, which is 24km in length and 12km
in depth, and the velocity range is [1, 5] km/s, as is shown in Figure 12. A delta source locates at
((N12 +
1
3)∆ξ,−13∆η) is chosen as the source function. A series of uniformly refined mesh is used,
and the domain is partitioned into subdomain that always containing 300×300 grid points without
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Figure 11: Velocity profile of the 2D five-layered medium problem.
Mesh
Size
N1 ×N2 Freq.ω/2pi
Source transfer Trace transfer
GMRES
niter
Tit Tpar
GMRES
niter
Tit Tpar
6002 2 × 2 33 6 56.3 18.8 6 51.4 17.1
12002 4 × 4 63 8 160 22.9 8 145 20.7
24002 8 × 8 123 8 298 19.9 8 273 18.2
48002 16 × 16 243 9 701 22.6 9 650 21.0
96002 32 × 32 483 10 1678 26.6 10 1556 24.7
Table 4: The performance of the diagonal sweeping DDM as a preconditioner for the 2D five-layered
medium problem with the subdomain problem size being fixed.
PML. The frequencies increase as the mesh refines, while the minimum mesh density is kept to be
10.
The discrete solution with the frequency ω/2pi = 14.6 is shown in Figure 13, and the performance
results of diagonal sweeping method with both transfer methods are reported in Table 5. Again
the performances of the diagonal sweeping DDMs with different transfer methods are very close.
The GMRES iterative steps are even larger in this case compared to the five-layered medium case
in the previous subsection, since the medium profile is more complicated, nevertheless, both the
GMRES iterative steps and the ideal parallel solving time still grows roughly proportionally to
log(N1 +N2) or log(ω), which shows that the proposed method is effective and highly efficient for
real applications.
6. Conclusions
In this paper, the diagonal sweeping DDM is re-proposed with trace transfer method, the over-
lapping subdomain decomposition is relaxed to be non-overlapping, and less number of directions
of transferred solution information is required, which makes the new proposed method more effi-
cient than its counterpart with source transfer. We proved that the proposed method forms the
exact solution in the constant medium case, and also the two-layered medium case under certain
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Figure 12: The velocity profile of the BP-2004 model.
Figure 13: The real part of the approximate DDM solution of the BP-2004 model on the mesh of
size 2400× 1200.
Mesh
Size
N1 ×N2 Freq.ω/2pi
Source transfer Trace transfer
GMRES
niter
Tit Tpar
GMRES
niter
Tit Tpar
6002 2 × 2 3.9 6 54.9 18.3 6 46.9 15.6
12002 4 × 4 7.5 7 145 20.7 7 128 18.3
24002 8 × 8 14.6 8 305 20.3 8 274 18.2
48002 16 × 16 28.9 10 775 25.0 10 713 23.0
96002 32 × 32 57.5 11 1844 29.3 11 1681 26.7
Table 5: The performance of the diagonal sweeping DDM as a preconditioner for the BP-2004
problem with the subdomain problem size being fixed.
conditions, which lays down the theoretical foundation of the method. The implementation of
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higher order discretizations for the diagonal sweeping method with source transfer is quite straight
forward, while the implementation of the DDM with trace transfer requires more investigation,
for example, the high order numerical quadrature for the potential computation with the singular
integrand need to be developed, and the special treatment of the quadrature around the crossing
of subdomain interfaces need to be found. The PML boundary for sweeping DDM has been shown
to be effective, however, the absorption deteriorates for the near-grazing incident waves that come
from the source near the boundary, which may cause the sweeping DDM less effective. Another
difficulty involving PML emerges when extending the method to Maxwell’s equation and the elastic
equation, that is, the required number of grid points in the PML is too many to reach satisfactory
absorption effect, which brings too much extra computation in the subdomain problem. Therefore,
the development of more effective PML is another vital direction of our future research. The opti-
mization of the proposed method follows the same line with its counterpart with source transfer,
where the pipeline setup, parallel computing strategy, and sparse direct solver need to be carefully
designed and implemented, which is another direction of our future research.
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