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ABSTRACT

The amount of spatio-temporal data produced everyday has sky rocketed in the recent
years due to the commercial GPS systems and smart devices. Together with this, the need
for tools and techniques to analyze this kind of data have also increased. A major task
of spatio-temporal data analysis is to discover relationships and patterns among spatially
and temporally scattered events. However, most of the existing visualization techniques
implement a top-down approach i.e, they require prior knowledge of existing patterns. In
this dissertation, I present my novel visualization technique called Storygraph which supports

bottom-up discovery of patterns. Since Storygraph presents and integrated view, analysis of
events can be done with losing either of time or spatial contexts. In addition, Storygraph can
handle spatio-temporal uncertainty making it ideal for data being extracted from text. In
the subsequent chapters, I demonstrate the versatility and the effectiveness of the Storygraph
along with case studies from my published works. Finally, I also talk about edge bundling
in Storygraph to enhance the aesthetics and improve the readability of Storygraph.
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PART 1

INTRODUCTION

Spatio-temporal datasets include all datasets consisting of location and time. Depending on the source of the data these datasets may or may not contain other attributes. These
remaining attributes, in turn, might differ drastically from one dataset to another. In addition, time and location might also differ in precision. For instance, the location could be in
form of precise latitude and longitude for real geographic locations (or simply X-Y coordinates for some coordinate space. For simplicity, I will use latitude and longitude in all the
subsequent chapters). However, the location can also be expressed as a reference to another
location like ‘round the corner from Downtown’. These kinds of referential locations are
common in datasets extracted from text documents and often times cannot be pinpointed
to an exact location. Similar examples can be generated for imprecision in time.
Similar to the diversity in the sources and the precision of these datasets, their use-cases
differ as well. A satellite launching system might require data precise to microseconds, while
an urban planner may only require data precise to events taking place per day but for a long
span of time. Human rights workers trying to analyze patterns of violation may work with
even less precise data.
Many domain specific algorithms have been developed for transforming and analyzing this data. However few algorithms, like visualization and visual analytics, spans across
these domains. Spatio-temporal data visualizations are specifically geared towards visualizing datasets having location and time. Though these visualization techniques focus on
highlighting different aspects of the data, all of these share a common goal of uncovering
hidden patterns in the dataset.

2
2
1
0
Jan Feb Mar Apr May Jun Jul

Latitude, Longitude, Month,
33.756256, -84.388473, Jan,
33.756256, -84.388473, Feb,
33.756256, -84.388473, Jul,

Accidents
1
2
1

Figure (1.1) Same dataset represented using different visualizations.

Figure 1.1 shows three well established visualizations created using the same spatiotemporal dataset. The left visualization shows a map. The top-right visualization shows a
histogram of the data and the bottom-right visualization shows the data in a tabular format.
Since maps ignore temporal information, all the events happening at that location during
different times and merged into a single point. Similarly the histogram only shows time and
the frequency of events but does not show location. The tabular view shows both pieces
of the information but the readability of the tables does not scale well with the size of the
data. Each of these visualizations have their own strengths and limitations. However, the
choice of visualization(s) greatly affect the impression of the viewers regarding the data. It
is also important to note that, in this particular figure, three visualizations are presented
together. In many real-world scenarios, this might not be possible due to the size of the
data or other factors. When one of the dimensions is ignored in the spatio-temporal data,
much information is lost resulting in different perspective (imagine just viewing the map). I
present state-of-art spatio-temporal visualization techniques in the following Chapter 3 and
discuss their advantages and shortcomings.
My work in this dissertation focuses on visualizing time and space using my novel twodimensional view called Storygraph. It is a generic spatio-temporal visualization technique

3

and is able to visualize both precise and imprecise data.
I begin my presenting a primer on data visualizations in Chapter 2. This chapter
gives a brief introduction on what is visualization, and why and how is it useful to present
information. Chapter 3 lists the existing work on visualizing spatio-temporal data. In this
chapter, I analyze the state of art works visualizing time, space, and both space and time.
I demonstrate the effectiveness of the Storygraph with the case studies in Chapter 5.
These case studies are from my published work and include interesting patterns that were
previously undocumented in any known formal reports. In the subsequent two chapters,
Chapter 6 and 7 I apply Storygraph to other domains like Open Source Softwares and
Computer Networks. I also discuss preprocessing steps required for the data arriving from
these sources and how they can be transformed and fed into Storygraph. Chapter 9 is another
effort to extend storygraph and make it more readable, especially when the size of the data
becomes bigger.
Finally I conclude in Chapter 10 with my findings and also state some possible future
directions for Storygraph.

4

PART 2

DATA VISUALIZATION

2.1

What is visualization?
Visualization can be defined as the visual representation of the data using algorithms.

It is important to note the term “using algorithms” in the definition since it distinguishes
visualizations in computer science from other disciplines. More importantly, visualizations
created by using algorithms ensures reproducibility: the same visualization can be obtained
irrespective of the user, platform or the choice of programming language as long as the
underlying data does not change and the steps in the algorithm are followed precisely.
Often, visualization is seen as a process of generating pretty pictures from the datasets.
This is a myth. Good data visualizations provide great insights on the data. One fitting
example in this case is Anscombeś Quartet. Anscombeś quartet consists of four datasets
having nearly identical properties but they appear differently when visualized. Wikipedia
[1] describes the quartet as,
“Anscombeś quartet comprises four datasets that have nearly identical statistical
properties, yet appear very different when graphed. Each dataset consists of
eleven (x, y) points. They were constructed in 1973 by the statistician Francis
Anscombe to demonstrate both the importance of graphing data before analyzing
it and the effect of outliers on statistical properties. ”
Table 2.1 shows the Anscombe’s Quartet with four sets of I - IV each containing 11 x
and a y values. In each of these sets,
• mean of x and y, µx = 9 and µy = 7.50
• variance, σx2 = 11 and σy2 = 4.1
• linear regression in each case is y = 3.00 + 5.00x
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I
x

II

III

IV

y

x

y

x

y

x

y

10.0 8.04
8.0 6.95
13.0 7.58
9.0 8.81
11.0 8.33
14.0 9.96
6.0 7.24
4.0 4.26
12.0 10.84
7.0 4.82
5.0 5.68

10.0
8.0
13.0
9.0
11.0
14.0
6.0
4.0
12.0
7.0
5.0

9.14
8.14
8.74
8.77
9.26
8.10
6.13
3.10
9.13
7.26
4.74

10.0
8.0
13.0
9.0
11.0
14.0
6.0
4.0
12.0
7.0
5.0

7.46
6.77
12.74
7.11
7.81
8.84
6.08
5.39
8.15
6.42
5.73

8.0
8.0
8.0
8.0
8.0
8.0
8.0
19.0
8.0
8.0
8.0

6.58
5.76
7.71
8.84
8.47
7.04
5.25
12.50
5.56
7.91
6.89

Table (2.1) Anscombeś Quartet data points

If one were to just look at the statistics, they would probably conclude that the points
points must be similar. But as soon as the x-y values are plotted on the graph as shown
in Figure 2.1, it reveals a totally different picture of the underlying datasets. Anscombe’s
Quartet is one of many examples that highlights the importance of visualization.
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Figure (2.1) Figure adapted from Wikipedia page on Anscombeś Quartet showing the scatter
plots for all four datasets. Even though the all four sets are statistically really identical, their
graphs really differ from each other.

Besides revealing hidden patterns in the data, visualizations also often aid in accumulating information unconciously from the data or pre-attentive processing [2]. Few pre-attentive
attributes include position, orientation, scale, color, brightness, saturation etc. A simple example of pre-attentive processing is shown in Figure 2.2. The subfigure in the left consists
of blue squares acting as distractors and on the right, one blue square has been changed to
red. Studies [2] have shown that the information that the red square is present in the figure
is obtained as soon as one looks at the image as opposed to brain having to process and
identify the target. This adds to the value of visualizations.
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Figure (2.2) Simple example of pre-attentive processing: searching for a target square with
a different hue. Left: The target is absent, Right: the target is present.

Figure 2.3 shows a simple example of information visualization involving pre-attentive
learning.
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Figure (2.3) How many 9 are there in 100 Decimal places of π? Left: the 100 decimal
places of π listed. Right: 100 decimal places of π with all 9 highlighted so that it assists in
pre-attentive learning. There are eight 9 in 100 decimal places of π.

2.2

Information Visualization
Data visualization can be broadly classified into Information visualization and Scientific

visualization. Scientific visualization deals with data coming from natural and physical sci-
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ences. The visualization work deals more with creating meshes and simulating how different
phenomenons work. An example of scientific visualization would be creating a 3D model of a
volcano in Geology or creating 3D mechanical model of airplanes to test it in a virtual wind
tunnel in Aerospce engineering. Information visualization on the other hand deals more with
the data coming from social sciences. A great example of information visualization is the
Naepolean’s march to Russia in the eighteenth century, drawn by Minard [3] as shown in
Figure 2.4. From the figure it can be seen that the army decreased to half when Naepolean
reached Russia and continued to decrease while returning. The line chart at the bottom,
showing temperature, correlates the death of the soldiers to the temperature. This visualization is impressive since it portrays multiple dimensions on a single chart. The dimensions
being size of the army, location and temperature.

Figure (2.4) Naepolean’s march to Russia by Minard (adapted from Tufte[3]. The pale yellow
polyline denotes the march towards Russia and the black polyline denotes the march from
Russia. The width of the lines corresponds to the size of the army at that point. The bottom
line graph shows the temperature (inverse).
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Figure (2.5) Examples of 2D visualizations adapted from Google Chart Examples [4].

Information visualization is a broad area which further branches different categories;
2D visualization, 3D visualization, color theory being the top ones. 2D visualizations, as
the name states, spans along 2 axes. Hence they are planar. Examples of 2D visualizations
include bar charts, pie charts, line charts, etc as shown in Figure 2.5. Maps and tables are
other great examples of 2D visualization.
Many times, the dimension of the data exceeds two dimensions. In such cases, either
different visual attributes like size, shape and color might be changed or 3D visualizations
might be used. The data from the GPS device that we use in the vehicle would be a nice
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example to visualize in 3D since it collects the latitude and longitude, which paired with maps
provides the altitude information. Although 3D visualizations make it more convenient to
plot high dimensional data, it does come with a price. 3D visualizations commonly suffer from
occlusion, glyph cluttering and overplotting. These are generic 3D visualization problems
which does not limit to information visualization. A clever way to over come these problems
include adding user interactivity to the visualizations. These include zooming, panning and
filtering. Zooming refers to enlarging or contracting different areas of the visualization.
Panning refers to moving the objects within the visualization so that they can be viewed
from different angles. Filtering refers to the selection of relevant data. Google Earth [5] is a
good example of a 3D visualization which offers all these levels of interactivity. Color theory
deals with choosing the proper color so as to enhance the readability or assist the visual
analysis of data. It also aids in the pre-attentive learning as in case of Figure 2.3.
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PART 3

BACKGROUND AND RELATED WORK

In this chapter, I present a literature review of the existing spatio-temporal data visualization techniques. I begin with discussing visualization techniques that only focus on
temporal data, followed by techniques only focusing on spatial data. Later, I move on to
techniques that present spatio temporal data classifying them based on their presentation multiple views, isosurfaces, and hybrid and outlying techniques.

3.1

Visualizing time
Time is generally visualized using two temporal primitives - time point or time interval

[6]. Different types of questions can be answered depending on the use of these primitives.
Time points are limited to answering questions like whether two events took place at the
same time or whether one even took place before the other. Similarly, time intervals are
useful for answering questions like whether the events started/ended together, whether events
overlapped in time including all the questions that time points could answer. The theoretical
and practical approaches to modeling time has been studied in literatures [7][8].
A common goal, irrespective of the choice of primitives, in time visualization is to
compare data at different points in time and observe the changes. To achieve this goal,
besides the choice of data, other factors that affect the visualizations include whether the
data is real or abstract, whether the time is portrayed linearly or non-linearly (including
cyclically) and whether the interactivity is required [9]. Figure 3.1 adapted from Aigner’s
study [9] show different techniques of visualizing time oriented data.
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Figure (3.1) Figure adapted from Aigner et al [6] showing different time visualization techniques. The authors have described and categorized the figures (in their own words) as:
(a) animated flow visualization[10]: smooth animations created from streamline images; (b)
feature and event based flow visualization [11]: animated visualization based on data abstraction and iconic representations; (c) ThemeRiver [12]: static representation of thematic
changes in document collections; (d) TimeWheel [13]: axes-based visualization of multivariate data with focus on temporal dependencies; (e) helix glyphs on maps [14] emphasis of
cyclic patterns in spatiotemporal human health data; (f) flocking boids [15] stock market visualization based on simulation and animation of flocking behavior; (g) cluster and calendar
based visualization [16]: visualization of univariate time series on different levels of aggregation; (h) PlanningLines [17]: visualization of project plans with temporal uncertainty;(i)
SimVis [18]: larger system that combines several views to facilitate flow visualization
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Similarly, www.timeviz.net [19] by Aigner et al. hosts a comprehensive survey of techniques used for visualizing time as shown in Figure 3.2 including details of some notable
visualizations like ThemeRiver[12] and Flocking Boids [15] . Along with the visualizations,
the site also allow users to filter the visualizations according to the aforementioned categories.

Figure (3.2) Screenshot showing a collection different techniques to visualize time, listed at
timeviz.net.

Few other related works not mentioned in the website include Narratives[20], EventRiver[21],
Activitree [22], KronoMiner [23, 24], CloudLines[25], SchemaLine [26]. Narratives by Fisher
et al. and EventRiver by Luo focus more on how topics in different corpora evolved over
time. The output of Narratives is a line chart with the frequency of topics within documents
on the vertical axis and time on the horizontal. EventRiver and Cloudlines as shown in Figure 3.3 and Figure 3.4, use similar axes as the Narratives but the each topic is displayed as
a bubble with the width corresponding to the time frame span and the height corresponding
to the document frequency. However, EventRiver implements a bag of words approach and
then predetermines the height, while Cloudlines calculate the point overlaps and increases
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the height of the bubble correspondingly.

Figure (3.3) EventRiver generated from 2006 Lebanon War (adapted from [21]).

Figure (3.4) CloudLines visualization of key politicians appearing in the news during February 2011 (adapted from [25]).

ActiviTree generates a graph where each event is represented as vertex. Events occurring
linearly are placed adjacently and directed edges are drawn between them to show the
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sequence as shown in Figure 3.5. Similarly, the opacity of the angles are changed to reflect
the frequency in that category.

Figure (3.5) Activity tree of query Travel by car to work with a linked view (adapted from
[22]).

KronoMiner, is a radial visualization like ActiviTree, that shows events as segments
of ring where events taking place at the same time are displayed as concentric segments.
Figure 3.6 shows a visualization created from stock market dataset using KronoMiner. Kronominer, also consists of linked views to provide more information regarding the data.

Figure (3.6) Exploration of four stock market datasets using KronoMiner (adapted from
[23]).
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SchemaLine is a recent work by Phong et al. which generates visualizations close to
timelines as shown in Figure 3.7. SchemaLines however, group the tasks into schema and use
their layout algorithms to visualize these schema together. Further their layout algorithm
also allows dynamic addition of other schema.

Figure (3.7) SchemaLine (adapted from [26]).

3.2

Visualizing space
Visualizing physical space has always been dominated by maps. Maps are theme based

graphic representation of spatial concepts [27]. The earliest known maps in form of Babylonian clay tablets dates back to 2300 B.C. Over the centuries, the developments in cartography
continued to transform the representation of maps. During this period, statistics and paper
maps were the most prominent tools to study the geospatial data. One of the prominent
technique developed during this time is Hagerstrand’s time-geography [28]. The development of Geographic Information System (GIS) in 1960’s [29] opened up new opportunities
for spatial data analysis and also transformed the concept of maps from presentation device
to interactive tools to explore the spatial data [30, 31, 32, 33]. Following the advent of the
internet, many online mapping tools like Google Maps [34], Google Earth[5], Bing Maps[35],
Open Street Maps[36] etc have been developed. Google Maps and Bing maps also provide
actual satellite images (not realtime) as layers while Open Street maps are only limited to
vector maps with outlines. In addition to satellite maps, Google Earth also provides actual 3D views of the buildings and also support animations via scripts. All these mapping
applications allow users to search, zoom, pan and filter locations, out of the box. These
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functionalities can be further extended via scripts to fulfill the needs of the user.

3.3

Visualizing spatio-temporal data
The techniques in spatio-temporal data visualization can be classified into Multiple

views, isosurfaces, and animations. Multiple views show change in a certain parameter at
the same location with time. Generally each view corresponds to the state of that parameter
at a given time. Isosurface techniques use map in the X-Y axis and the time in Z-axis.
Animations show the change in the parameter at a location with time. In this section, I
categorize the works in this same order. However, since Storygraph lies somewhere between
multiple views and isosurfaces, I will only discuss techniques implementing multiple views,
isosurfaces and hybrid/outlying techniques.
3.3.1 Multiple views
Many visualization methods present time and space in separate views, vast majority of
them employ Tufte’s ‘small multiples’ [37] technique - having multiple snapshots of a certain
parameter in time. In [38] Powsner and Tufte use this technique to show the medical status of
a patient over time as shown in Figure 3.8. In this case, each view represents one parameter
changing with time. However, this technique can also be used, as in coplots by Cleveland
[39] and its extension, comaps by Brunsdon [40, 41, 42] where the views represent change in
one single entity. Figure 3.9 shows the comap generated from the rainfall distribution over
time in Scotland.
Other recent extensions and applications of coplot and comap include work by Asgary
et al. [43] and Plug et al.[44]. Asgary presents multiple view for both time and space for his
case study of fire incidents and causes in Toronto, Canada as shown in Figures 3.10. They
use comaps as in Brunsdon’s work to display changes in time. Same techniques have been
applied by Plug for crash analysis.
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Figure (3.8) Example of Small multiples technique: one chart for each parameter showing
changes in time. (adapted from [38]).
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Figure (3.9) Brunsdon’s comap showing rainfall in Scotland (adapted from [40]).

Figure (3.10) Multiple radial views showing the changes in different parameters with time
of day (adapted from [43]).
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In [45], Jern et al. implement parallel coordinates together with series of heatmaps to
show variations over time as shown in Figure 3.12. The parallel coordinates are used to
visualize other parameters within the set. Others [46] used a Gantt chart to link temporal
data with spatial data. In this case, each small map view corresponds to a bar in the Gantt
chart. [46] [47] used an interactive synchronized views. When the user clicks on a data
points in the temporal view, the corresponding point in the spatial view is automatically
highlighted, and vice versa.

Figure (3.11) Jern’s work with parallel coordinates, each axis representing time. (adapted
from [45]).

3.3.2 Isosurface
Isosurfaces has also been a popular method of visualizing spatio-temporal data since it
inherently supports three dimensions (X-Y to represent Lat-Long and Z to represent time).
Literature in this area is dominated by space time cubes and its variants [48, 49, 50]. An
example of space time cube is shown in Figure 3.13. The size and the shape of the dots
represent additional data attributes. In the space-time cube method by Gatalsky [50], a
synchronized 3D time line is plotted above a 2D map. Similarly, Tominski et al. [51] placed
3D icons on a 2D map to visualize events that happen on the same location over a period
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of time as shown in Figure 3.14. Survey by Andrienko el al. [49] discusses the existing
techniques and the queries these visualizations support.

Figure (3.12) Space-time cube. (adapted from [49]).

Figure (3.13) Space-time cube. (adapted from [50]).
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Figure (3.14) Space-time cube. (adapted from [50]).

3.3.3 Hybrid/Outlying techniques
In the recent years, many authors have developed techniques that combine isosurfaces
with multiple views to provide supplementary information to the users [52, 53]. Figure 3.15
shows multiple views including isosurfaces from Andrienko’s work [52] where the authors
are trying to visualize the traffic patterns in the city. Similarly, Figure 3.16 shows the
parallel coordinates together with isosurface, adapted from Landesberger’s recent work [53].
Landesberger et al. were trying to analyze the cell phone calls using parallel coordinates
(top figure) and movement patterns and using the isosurfaces in the bottom figure.
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Figure (3.15) Hybrid views (adapted from [52]).
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Figure (3.16) Parallel coordinates and linked isosurface views (adapted from [53]).

Excluding parallel coordinates, there are only few outlying techniques to visualize spatiotemporal data. Recent work by Kristensson [54], which falls in this category, is shown
Figure 3.17. The authors use labels to mark the time over a map, different colors representing
different people. Another interesting visualization is Growth Ring Maps by Bak et al. [55]
as shown in Figure 3.18. Their work is related to analyzing the number of visitors moving
in three floors using sensors and visualizing the logs. The size rings in the figure directly
correspond to the number of visitors in that place and the color of the visitor correspond
to the floors in the building. Thudt et al. present map-timeline views [56] as shown in
Figure 3.19, where the timeline shows the amount of spent at a particular place - longer
time resulting in a bigger circle.
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Figure (3.17) Labels over the map, show time (adapted from [54]).

Figure (3.18) Growth ring maps. (adapted from [55]).

Figure (3.19) Map-timeline view. (adapted from [56]).
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My work, Storygraph, lies in this area. Compared to multiple views, since Storygraph
is a single view chart, it reduces the cognitive load on the viewers. In addition since many
statistical estimators are used for preventing the generation of too many views, multiple
views often fail to present subtle temporal changes. Many authors have used interactive
multiple views, however, they still fail to represent continuous correlation between spatial
and temporal data. Similarly, comparing storygraph to isosurfaces, the benefits of using
isosurface is that the time graph do not occlude the 2D map. If there are many data points
at one location, there is a third dimension to accommodate the icons. Despite of this feature,
it’s difficult to align time data with location in 3D. It’s hard to read and compare the data
value in the vertical dimension. These are the inherent problems of 3D data visualization.
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PART 4

STORYGRAPH

4.1

Model
Storygraph is a 2D diagram consisting of two parallel vertical axes Vlatitude ⊂ < and

Vlongitude ⊂ < and an orthogonal horizontal axis T ⊂ <. All three of the axes, as in Cartesian
graphs, are unbounded at both ends. The values in the axes are ordered in ascending order:
from left to right in horizontal axis and bottom to top in vertical axes. The vertical axes
Vlatitude and Vlongitude represent geographic latitude and longitude or Northing and Easting on
a map. They can also be generalized to represent x and y coordinates of a point in a Euclidean
plane. The horizontal axis, T , represents time. Thus a point plotted on Storygraph, which
shall be referred to as event in the rest of the proposal will have at least three dimensions:
latitude, longitude and timestamp.

Vlatitude

Storygraph

Vlongitude

Cartesian Coordinate

Y
At time t,

( , )

X
Tmin

t

Tmax

Figure (4.1) Left: A point in the Cartesian coordinate system such as a location on a map
at time t, Right: Same point represented in a Storygraph.
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For any event occurring at (α, β) in time t as shown in Figure 4.1, our algorithm first
draws a location line by connecting the points on the two axes, α ∈ Vlatitude and β ∈ Vlongitude .
The algorithm then returns the point on this line at time t.
The function f (α, β, t) → (xstorygraph , ystorygraph ) which maps an event to the 2D Storygraph plane can be formally written as follows:

ystorygraph =

(β − α)(xstorygraph − Tmin )
+α
Tmax − Tmin
xstorygraph = t

(4.1)
(4.2)

where Tmin and Tmax are the maximum and minimum timestamps within the dataset.
Figure 4.1 illustrates how a location on a regular 2D map, coded with a Cartesian
coordinate, is presented in the Storygraph. Equation 7.1 and 6.2 is used to convert a location
on a regular map to a Storygraph plane, and vice versa.
Assuming Tmin = 0 and Tmax = T without loss of generality, (7.1) simplifies to,

ystorygraph =

(β − α)(xstorygraph )
+α
T

(4.3)

Lemma 4.1.1 A right rectangular region at time t on a Euclidean plane can be represented
by a vertical line segment on the Storygraph at t.
Proof Given a right rectangular region bounded by four corners (α1, β1), (α1, β2), (α2, β2)
and (α2, β1) at any time, t, from (6.2) we can see that since all the events occur at time t,
result in a vertical line segment on the Storygraph. In addition, since ∀α : α1 ≤ α ≤ α2 and
∀β : β1 ≤ β ≤ β2, this line segment consists of all the vertices.
Figure 4.2 illustrates 4.1.1.
Theorem 4.1.2 An enclosed area of arbitrary shape at time t on a Euclidean plane can be
represented by a vertical line segment on a Storygraph at t.
Proof Construct a right rectangle bounding the shape. From 4.1.1, we get a vertical line
on the Storygraph.
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Vlongitude

At time t,
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1

1

2

T
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t

Figure (4.2) Left: An area filled with events in the Cartesian coordinate at time t, Right:
Same area represented in a Storygraph.

4.2

Location lines
Location lines are the line segments connecting the two vertical axes in the storygraph.

Each location line represents one real world location or a geographic coordinate and vice
versa. However in some cases, location lines might result in overplotting. To avoid this, the
implementation of storygraph can be made interactive so that users can hide/show location
lines. In absence of locations lines, the mapping function f is not one-to-one. Thus, the
Storygraph has the following properties:
Lemma 4.2.1 Without location lines, a point on a Storygraph at time t corresponds to a
line segment on a map.
Proof We can rewrite equation (4.3) as

β = (1 −

T
yT
)α −
x
x

(4.4)

Thus a fixed point (x, y) on the Storygraph corresponds to many points (α, β) on the Cartesian map at time t = x: those αmin ≤ α ≤ αmax and βmin ≤ β ≤ βmax satisfying (4.4).
Plotting these values of (α, β) results in a line segment with non-positive slope since x ≤ T
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as illustrated in Figure 4.3.

Vlat

Vlng
max

max

Y
2

2

1

1
min

t

At time t,

max

min

X

min
min

max

Figure (4.3) Left: A point in the Storygraph at time t and the corresponding location lines the
point can belong to shaded, Right: The line segment generated in the Cartesian coordinate
by mapping the point.

Lemma 4.2.2 Without location lines, a vertical line segment at time t on a Storygraph
corresponds to an area on a map.
Proof Consider a vertical line segment, with end coordinates (x, y1 ) and (x, y2 ), y1 ≤ y2 .
Using 4.2.2, these extremes of the line segment in (4.4) we get two straight line equations

β = (1 −

y1 T
T
)α −
x
x

(4.5)

β = (1 −

T
y2 T
)α −
x
x

(4.6)

Hence the vertical line segment between (x, y1 ) and (x, y2 ) on the Storygraph corresponds to an area between two parallel lines (4.5) to (4.6) on the Cartesian map. As in
Lemma 4.2.1, this area is also bounded by the maximum and minimum values of α and β –
this results in a polygon as illustrated in Figure 4.4.
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Figure (4.4) Left: A vertical line in Storygraph at time t and the corresponding location
lines the line segment can belong to shaded, Right: The bounded region generated in the
Cartesian coordinate by mapping the line segment.

Lemma 4.2.3 Without location lines, a vertical line segment at t on the Storygraph corresponds to a projected area, Astorygraph ≥ Aactual , the actual area on a Euclidean plane at
t.
Proof If the area on the plane is bounded by right rectangle, since ∀α : α1 ≤ α ≤ α2 and
∀β : β1 ≤ β ≤ β2, Astorygraph = Aactual . For any other shape, the vertical line segment
in the Storygraph represents a rectangular bounding box (from 4.1.2). Thus, ∃α : α ∈
Astorygraph − Aactual . Hence, Astorygraph > Aactual
Note: The point of intersection of the location lines do not have any meaning or
significance. However, the crossing of the lines denote that the two locations are diagonally
apart. In addition especially in cases of interactive Storygraph, the two events may or may
not be close. Closeness is a relative measure and its up to the users of the Storygraph to
decide when to call two locations close or far apart. Figure 4.5 shows two figures to illustrate
this fact. In the left figure, two locations appear to be close in the storygraph but their
location lines are far apart relative to the figure on the right.
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Longitude

Latitude

Longitude

55.55
116.25
E1

E3

8.41

53.33
E2

50.70

10.20

E4

-3.10
39.55
Dec 25, 2013

Dec 25, 2013

Figure (4.5) Left: Two events seemingly close in the storygraph but far apart due to their
location lines, Right: Two events close to each other in the storygraph as well as geographically.

The closeness of the events depend on location lines and closeness of location lines in
turn depend upon the scale of the graph. If the latitude axis in the right figure was stretched
so that the max and min values in the axis was 53.33 and 50.70, then the generated location
lines will have different slopes - one positive and one negative. More, it would seem like the
the same two events occurred in far apart locations. Hence it is often important to note the
scales in all the axes during interpretation.

4.3

Storyline
Storyline is a series of events associated with a person or a group of people. In the sto-

rygraph and rest of the text, people associated with event are called actors. Hence, drawing
storylines require dataset having actors in addition to latitude, longitude and timestamps.
Storylines are drawn on storygraph by connecting all the events associated with an actor
sequentially resulting in a polyline. If there is more than one actor, a storyline is created for
each of these actors as shown in Figure 4.6.
Figure 4.6 show the storylines of two fictional actors Jake and Amanda. It also shows
a map on the left side with locations A, B, C and D. Amanda starts from point A at t1
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D(1,2)

C(2,2)

Latitude

Map

A(1,1)

Longitude

2

2

1

1

B(2,1)

t1

t2

t3

t4

Figure (4.6) Storylines of two characters Jack and Amanda plotted on Storygraph. Amanda
travelling from A to C and staying at C, Jake travelling from D to C via A and B.

and then reaches B at t2 , C at t3 and stays at C. Jake starts from D and then reaches C
via A and B. The storylines plotted on the storygraph shows the same information. From
this figure, users can not only trace the pattern of the movement but also instances where
two or more characters might have met; C in this case. Hence it allows users to visualize
the relationship and interactions between the actors, which are often difficult to extract
from the textual description. Storylines are especially helpful in visualizing movement as in
[57][58][59] because a user can see how different actors meet at certain events and then move
on to different directions.
Storylines can be compared to well established space-time paths from timegeography
[60][48][28]. A direct side by side comparison of storylines to space-time paths is shown in
Figure 4.7. The figure shows three co-location phenomenons namely: co-location in time,
co-location in space and co-locations in time and space. Co-location in time means that two
actors might have been in the different places but both of them were at the same place for
a given period of time. Co-location in space means that both actors were at the same spot
but during different times. Co-location in time and space means that both actors were at
the same location at the same time period.
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Co-location in time
Latitude

time

Longitude

t2
t1

t1

Map

t2

time

Co-location in space
Latitude

time

Longitude

time

Map

Co-location in time and space
Latitude

time

Longitude

t2
t1

Map

time

t1

t2

Figure (4.7) Side by side comparision of storylines to space-time paths. All the left figures
show different concepts in time geography using space time paths (adapted from [61]). All
the figure in right show the information using storylines in Storygraph.
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PART 5

CASE STUDIES

In this chapter, I present few case studies visualized using Storygraph, published in various computer science and humanities conferences. I also discuss on previously undocumented
patterns that observed in these datasets.

5.1

Afghanistan War Log (2004-2010)
The War Diary comprises U.S. military significant activity reports from Afghanistan

during the period 2004-2010 [62]. Consisting of approximately 60K highly structured records,
the data provides a rigorously categorized and unprecedented look at the daily conduct of
war.
Afghanistan War Logs have been visualized by many organizations and leading news
agencies like Guardian.co.uk and CNN as shown in Figure 5.1 and Figure 5.2. While these
visualizations are express all the statistics and the evolution of the conflict, I noticed that
these visualizations do have a fine grained timeline. Figure 5.1 does give a sense of time
using small multiples but then again since each of the mini maps show what happened over
a period of an entire year, fine grained information is lost. CNN focuses more on the magnitude of the event rather than what happened when. Another graph by plumegraph.org
show in Figure 5.3 presents the information in an interactive 3D view similar to Galatsky’s
technique[50]. Limitations of this particular visualization that I experienced are: the interactivity is limited to zooming and rotating it along Z-axis (as opposed to free rotation). In
addition, the zooming does not change the base map, it just makes the figure bigger. Lastly,
events are groups according to some range of date so that they from planes. This does not
add any extra information compared to the Guardian visualization; only makes the data
harder to read in 3D. These motivated me to apply Storygraph on the Afghanistan war logs.
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Figure (5.1) Visualization of war in Afghanistan by Guardian.co.uk
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Figure (5.2) Interactive visualization of war in Afghanistan and Iraq by CNN

Figure (5.3) Interactive visualization of war in Afghanistan by plumegraph.org

Afghanistan data consisted of approximately 92, 000 records and more than 30
dimensions.

A detailed description of more all these fields have been provided by

Guardian.co.uk[63]. For Storygraph, I wanted to answer ‘what happened where’ and ‘what
types of incidents dominated the war period’ using visual analytics. Hence, I only used
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Latitude,Longitude, Time and Type of action. Type of action was represented by the color
of the glyph. Any rows with null values for any of these fields were ruled out during the
implementation. This included “Air Strikes” under T ype as it had no latitude and longitude
values associated with it. This resulted in the image shown in Figure 5.4.

Figure (5.4) Storygraph showing all the events during Afghanistan war from 2004 to 2009
across different regions of the country. Patterns A, B and C show many events taking place
within a short time frame. Patterns 1-3 show periodic ‘holes’

Figure 5.4 consists all types of events (total number of events totaling to 15). These
included “Friendly Action”, “Suspicious Incident”, “Enemy Action”, “Explosive Hazard”
etc. Next I wanted to explore how much of these plotted events contribute to the last two:
“Enemy Action” and “Explosive Hazard”. So, when these were plotted, resulted in Figure 5.5
- both were similar leading to a conclusion a significant amount of these events were due to
the type “Enemy Action” and “Explosive Hazard”.
From Figure 5.5, two sets of distinct patterns marked by A-C and 1-3 are observed.
The vertical bands marked by A-C are formed due to the events clustering between Aug-Nov
2004, Jul-Oct 2005 and near Sept 2009. They indicate widespread and coordinated ”Enemy
Action” and ”Explosive hazards” events at a very short period of time. By correlating these
dates to broader events in Afghanistan, we discovered that these clusters were proximal
to elections; our hypothesis is that the incidence of violence, and therefore the number of
activity reports, increases during elections.
With the discovery of elections, we were also interested to see the whether the frequency
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Figure (5.5) Storygraph showing “Enemy Action” and “Explosive Hazards” during
Afghanistan war from 2004 to 2009 across different regions of the country. Again, patterns
from Figure 5.4 are also present in this figure.

of diplomatic cables incoming and outgoing cables from US Embassy at Kabul change. I
downloaded this data from cablegatesearch.net[64]. Since all the cables originated from
Kabul, I just plotted a line if there was a cable on that date and change the thickness of the
line directly corresponding to the frequency. When I overlayed this layer over the Storygraph
and zoomed at the latest election, I obtained Figure 5.6. An interesting find was that with
so much events taking place during the election, the frequency of cables were not that high
as compared to around July 2009 mark.
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Figure (5.6) Storygraph zoomed with the latest election in 2009 centered. The frequency of
cables have been overlayed.

Numbers 1-3 in the figure shows a periodicity of voids, or a lack of reports in those
areas. These ”holes” seem to appear around the end of the year. From location lines, we
found that the geographic location by these holes correspond to a section of the KabulKandahar highway, a key portion of Afghanistans national road system and a main target
of attacks. The Storygraph visualization shows that there have been regular quiet periods
for that section of the highway around the end of 2005, 2006, 2007, and 2008. Since the
data set does not extend beyond December 2009, we are unable to confirm if the pattern
repeated in 2009. An interview with an Afghanistan War veteran suggested that these holes
were probably because during the winter the sub-zero temperatures resulted in formation of
solid layer of ice which was impossible to dig and plant IED’s - thus resulting in no action.
To our knowledge, this pattern has not been identified or discussed in any published report.
Figure 5.7 shows the death toll as the war progressed. We observed that the frequency
of death rose with time. A more interesting observation however, as in case of Figure 5.5, is
the periodicity in the number of deaths. With this we can directly correlate the number of
deaths with the number of explosive hazards and enemy actions. Although this is not new
information, it demonstrates Storygraphs ability to help identify significant event patterns.
Next, I drew storylines of random seven Afghanistan based combat units to see if any
patterns can be seen resulting in Figure 5.8. It can be seen that TF Protector and TF
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Figure (5.7) Storygraph of Afghanistan war showing periodicity in the total number of deaths.
The lighter shades denote events with less than one death reported while darker shades denote
events with more than one death.

Cyclone were working close by and they meet several times. Similarly TF White Eagle is
continuously moving from one location to another while TF Protector is stationed constantly
at the same place. This storylines not only show which two units met but also shows the
mobility of units in the scene.

Figure (5.8) Storylines of seven Afghanistan based combat units from October 1 - 20, 2009.
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5.2

Unexploded Ordnance Laos (1964-1973)
An ongoing problem in war torn regions is the persistence of unexploded ordnance.

Established by the Lao government with support by various NGOs, the Lao National Unexploded Ordnance Programme (UXO Lao) addresses this ongoing problem so as to reduce
the number of new casualties and increase the amount of land available for agriculture. This
data set details bombings in Laos by the USAF during the period of the war, 1968-1975 and
is also a military, descriptive log of the bombings. It consists of 60,000 reports documenting
approximately 2 million tons of ordnance [65]. Figure 5.9 shows the graph obtained from
this dataset.

Figure (5.9) Storygraph generated from the Laos dataset. Each event corresponds to a
bombing. The color signifies the number of bombs dropped as shown in the legend.

The Storygraph obtained from this dataset shows three distinct patterns.
1. The bombings intensified during October 1969 - Mar 1970 (A).
2. From the start of the data to June, 1966 show cluster of events that form distinct
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Figure (5.10) All the bombings in Laos (superset of Figure 5.9) annotated by A-D and size of
the marker reduced to 1 × 1 pixel. ‘A’ shows possible intensification of bombing. ‘B’ shows
few locations were regularly bombed. ‘C’ and ‘D’ show voids which could have resulted from
data being redacted or pausing of bombing.

lines. These lines signify that the bombings were focused at certain locations at almost
regular intervals (B).
3. The bombings reduced drastically after March 1972 when most US troops left Vietnam.
4. The vertical bands above the 03/1970, 03/1971 and 02/1972 show the periodicity in
the bombings (C and D).
5. The patterns of bombing data are interspersed with periodic bands of white.
We have two hypothesis for those voids: either they could mean that bombings were
paused during that range of time, it could also mean that the data correlated to those raids
during that period was redacted from the set. Like much military data, classified operations such as those by special forces are frequently not contained within general operation
activity reports. It is beyond the scope of this paper to test these hypotheses. However, it
demonstrates the ability of Storygraph to discover patterns and form hypotheses.
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Identifying the focal locations of bombing campaigns helps groups like UXO Lao address
the areas most in need of remediation. By their estimates, approximately 80 million unexploded bombs remain in Laos as a result of U.S. Air Force (USAF) bombing missions during
the Vietnam Conflict. These bombs affect 25% of all villages, all 17 provinces, and have
resulted in approximately 25,000 injuries and fatalities in the post-war period, 1974-2008.

5.3

World Trade Center (9/11)
Following the attacks of September 11, 2001, interviews were conducted with first re-

sponders to the World Trade Towers. Each of those 503 interviews describes one witness
account of the event – skyscrapers collapsing, choking dust, chaotic communications, fatal desperation. Although focused on individual narratives, each interview corresponds to
a larger sequence of events: two massive violations of the right to life that took place in
New York City. In this particular work [66], we were more interested in visualizing how the
events progressed throughout the day. The ‘events’ here were manually extracted from the
documents and the time for all the other events between documented events like the towers
falling, were interpolated.
The vertical patterns marked by t1-t4 in the Storygraph in Figure 5.11 shows the key
events - planes crashing into towers and the towers collapsing. The horizontal funnel layout
of the points, with the mouth to the left axis, indicates that documentation shows people
converging from a wider geographic area to the narrow area around Ground Zero. In essence,
Figure 5.11 shows first responders converging on the scene of two terrorist attacks.
Figure 5.12 uses the same data to show Storylines of four emergency personnel as they
move throughout the spatio-temporal corpus domain. Four features in Figure 4.6 are of
particular importance. First, the geographic domain is highly constrained and covers an
area from Staten Island to Central Park. Second, with just 10 − 20 extracted fabula, a
sense of the path of these individuals through the event emerges. The chaotic jumble of
points in the period from 8 : 39 AM to 9 : 30 AM corresponds to the event’s most chaotic
moments. Third, the lines of Firefighters Loutsky and Smith stabilize at two locations as

45

Figure (5.11) Left: Storygraph showing approximately 7000 events within 12 hours during
9/11 attack on WTC. Annotations t1 − t4 mark the key events: t1(8 : 46), first plane crashes
into the North Tower; t2(9 : 03), second plane crashes into South Tower; t3(9 : 59), South
Tower collapses; t4(10 : 28), North Tower collapses. At each of these times, events occurred
simultaneously at multiple locations (marked by vertically aligned events). In addition, it can
also be observed that the events clustered around the location (40.70, −74.00). Right: Same
set of events plotted on the map. Maps supplement Storygraphs as identifying locations on
maps is relatively more intuitive.

they move from emergent crisis to emergency care. And finally, there is the blue storyline of
Chief Ganci, which ends at 10 : 12 at 40.71, −74.01, approximately 16 minutes prior to the
collapse of WTC Tower 1. Chief Ganci, the highest ranking uniformed fire officer in FDNY,
died in that collapse. What Storygraph enables is the identification and organization of
fragments from other’s statements to reveal the story of what happened to him that day.

5.4

Trans-Atlantic Slave Trade Voyages (1514-1865)
The Voyages dataset obtained from Emory’s Slave Trade Voyage database [67] contains

the specifics of slave trade voyages in 276 fields of data variables and inputted variables for
each voyage, including the ship name, captain name, where the slaves were purchased, and
where they were sold. Begun in the late 1960s, and radically enriched by new data from
Spanish and Portuguese sources in 2001-2005, this multi source database describes in detail
the specifics of what is widely regarded as amongst the most horrendous of mass violations
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Figure (5.12) Storylines of three firefighters and one EMT.

of human rights in history. The 2010 version of this data describes 34,948 voyages.

Figure (5.13) Storylines showing the voyages of five different slave trader ships during 1700
A.D. The near vertical lines have been formed as only year was mentioned in the voyages.
Hence if a ship went from one place to another within a year, they are lined up vertically.

The generated Storylines for the locations at which six ships conducted their purchases
of slaves can be seen in Figure 5.13. Vertical transits in the storyline are caused by missing
month and day values for the date; absent more specific temporal data, a ship making two
transits in one year would show as being at two locations. From this figure, it can be seen
that few locations were significant, and even fewer represented convergence points at which
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multiple ships bought simultaneously. These significant locations emerge as the slopes upon
which data points fall, and where many Storylines converge. One such point can be seen
near the left side of the graph, near Dec 1764. What is suggested by that convergence is an
event at which so many individuals were sold into bondage, that it required otherwise usually
independent ships to converge. One research question this type of graph could facilitate the
answer to is the role of individual ships in the diasporic fragmentation of communities; if a
specific ship frequently originated from a port of purchase, and then disembarked slaves at
sale points throughout the new world, it would indicate the specific role of that ship and its
captain in the social and linguistic fragmenting of a community.
Figure 5.15 shows the events where the slaves were bought across all records from
the dataset. Figure 5.15 shows the same information plotted in a our linked map view.
Navigating between the map and graph view would allow for a researcher to highlight the
routes, ships, captains, and destinations of all ships embarking from a particular point of sale,
further enabling the study of the role of these voyages in the fragmentation of communities.

Figure (5.14) Storygraph generated from slave voyage dataset where each event is denotes
where the ships got the slaves.
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Figure (5.15) Supplement map view for Figure 5.15 showing where the voyages got their
slaves from.
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PART 6

BEYOND SPATIO-TEMPORAL DATA:
VISUALIZING TIME AND GEOGRAPHY OF OPEN SOURCE SOFTWARE
WITH STORYGRAPH

6.1

Introduction
Free/Libre and Open Source Software (FLOSS) are in most cases created and main-

tained by developers voluntarily. Since the collaboration between developers takes place
online without any governing institutions, detailed designs, project plan or list of deliverables, developers globally can contribute to the software[68]. This is further facilitated by
online open source repositories like GitHub, SourceForge, Google code, CodePlex, etc. Even
though open source software projects may seem to involve developers from all around the
world, literature show a strong geographic bias of these developers towards North America
and Europe [69][70][71][72].
FLOSS provide good platforms for studying distributed software development since
most of them are global efforts. Prior work has studied how the difference in geographical
locations and time affect the nature of collaboration and the quality of the product. However,
most of these analyses did not use data visualization, even though visualization is a valuable
technique for analyzing geographical information. Heller, et al. [73] and Xu, et al. [74]
developed methods to visualize geographic locations and the collaboration or relationships
among the developers. However, these methods do not include time information. Our work
improves on the previous work by integrating geographic and temporal information in one
visualization.
In this section I demonstrate the application of Storygraph to visualize the geographic
location of the developers in FLOSS projects together with their time of commits.
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6.2

Concept
The Storygraph is composed of two parallel vertical axes Vlat and Vlng and an orthogonal

horizontal axis H. As in Cartesian coordinates, the values in the axes are ordered in ascending order from top to bottom in the vertical axes and from right to left in the horizontal
axis. The vertical axes represent latitude and longitude of a location while the horizontal
axis represents time. In order to plot a point on a Storygraph, a precise location and a time
stamp is required. Given a commit time stamp together with the location of the developer,
a line segment connecting the latitude and longitude on the vertical axes corresponding to
the developer’s location is drawn in the Storygraph. A marker is then placed on this line
at the time of the commit. Multiple commits from the same developer are represented as
multiple markers along that location line. We assume that the location of the developers are
fixed in this paper.
An example of Storygraph is shown in Figure 6.1. The top figure shows code commits
from developers in three locations (x1, y1), (x2, y2) and (x3, y3) at different times t1 − t5.
The bottom figure shows the same coordinates plotted on the Storygraph. It can be observed
that the temporal aspect is more evident in the Storygraph as compared to the traditional
map.

6.3

Mathematical model
Given a code commit at time t by a developer in a location with geo-coordinates (α, β),

first a line segment connecting latitude and longitude on the two vertical axes is drawn.
This line is called a location line and represents real geographic location. Second, a marker
is placed along this location line at time t.
The function f (α, β, t) → (x, y) which maps an event to the 2D Storygraph plane can
be formally written as follows:

y=

(β − α)(x − Tmin )
+α
Tmax − Tmin

(6.1)
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Figure (6.1) Top: A geographic map showing commits from three locations L1 − L3 at
different times t1 − t5. L1 and L2 share the same longitude, lng2 and L2 and L3 share the
same latitude, lat2. Bottom: Same set of events plotted on the Storygraph.

x=t

(6.2)

where Tmin and Tmax are the maximum and minimum time stamps within the data set.
6.3.1 Interpretation
One of the important properties of Storygraph is its ability to show code commits from
multiple locations and times on a single chart. This helps to show where the developers are
most active and also when the developers are most active during the software life cycle.
Different locations, same time Multiple code commits at a unit time are represented as a vertical cluster of points at that time. An example of many code commits at
one time can be observed in Figure 6.1 (bottom) at t2 and the areas pointed by B and C in
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Figure 6.2.
Same location, different time Multiple code commits from a certain location are
represented as a cluster of points along the location line eg. Figure 6.1(bottom) - all three
location lines have two events each. This can also be observed in Figure 6.3 in location lines
marked by U S and U K.
6.3.2 Location lines
Location lines are a crucial part of Storygraph. Without location lines, a point marker
on the graph could belong to multiple locations. By geometry, the location lines of two
proximal locations on a map are also close on a Storygraph. Despite this, in situations
where data is dense enough to reveal meaningful patterns, drawing location lines may lead
to over plotting. In such cases, the location lines may be turned off. Storygraph without
location lines only shows the number of commits per unit time.
To prevent cluttering resulting from the location lines, we paint the lines with varying
intensity of the same color as shown in Figure 6.2 and Figure 6.3. The intensities in this
case directly correspond to the frequency of commits from a location - higher the number
of commits, darker the location line. Thus given the maximum and minimum number of
commits for a repository, nmax and nmin , and a tuning parameter p, the color c of the location
line is given by:
c=(

n − nmin
∗ 255(1/p) )p
nmax − nmin

(6.3)

where n is the number of commits for the current line and p is the tuning parameter.
Increasing the values of p highlights the outliers (locations which have large number of
commits). However, Equation 6.3 requires the location data to be noiseless when using large
values for p.

6.4

Implementation
Our implementation of the Storygraph consisted of a three stage pipeline.
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Figure (6.2) Storygraph of Rails development based on the GitHub VCS. Up until time
marked by A, there were only few developers, majority of them in United States. After A,
there were many commits from all over. B and C show many code commits within a short
span of time from many locations. U S, Europe and Asia show the bands formed due to
the clustering of location lines. Location lines have been painted with p = 0.8 to subdue
locations with smaller number of commits.

Stage I: Getting the log and the location of the developers. For this purpose, we chose
GitHub.com since it also had developer profiles with location. We used git to get the list
of the commit logs from the server. Obtaining the names of the contributors from the log,
we wrote a script to query GitHub for profiles of each user. We used an XML parser to
extract the location of the users from the resulting pages. One of the challenges that we
faced in this stage was when developers did not have an address. In these cases, we queried
the LinkedIn.com database and personal websites if listed.
Stage II: Removing noise and using Google Map API for geocoding. This stage was automated using script which called the geocoding function in Google Map API. The challenges
we faced in this stage included multiple locations and vague addresses. Many developers had
more than one location listed in their profiles e.g. ”London, Tokyo, San Francisco”, ”Atlanta,
New York” etc. Having more than one location resulted in more than one pair of latitude and
longitude. For simplicity we only considered the first location and discarded the remaining
locations to address this issue. Developers who had vague addresses e.g. ”Somewhere in
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Figure (6.3) Storygraph of D3.js development based on the GitHub VCS. It can be observed that developers from locations marked by U S and U K have the highest number of
contributions. The location lines have been painted with p = 0.18 to include locations with
smaller number of commits.

Earth”, ”Dark side of the moon” etc, were either looked up manually or discarded based on
their number of commits.
Stage III: Setting up database and visualizing the Storygraph. We implemented the
Storygraph in Microsoft .NET using WPF Framework. The data was stored in MySQL
database.

6.5

Application
We plotted the commit history of three projects from GitHub: Rails, D3.js and

Homebrew on the Storygraph.
Figure 6.2 shows the Storygraph of Rails. Also known as Ruby on Rails, Rails is a
framework running on Ruby programming language. Rails facilitates the communication
between pages/applications and servers. The first version of Rails was released in December
13, 2005 and is still active. From the figure, we can see that until the time marked by A, most
of the code commits were centralized in the US with few being in Europe and Asia. After
time A, there were many code commits from developers all over the world. Markers B and
C show multiple code commits within a short span of time from many different locations.
This is generally the case before or after a major version release.
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Figure (6.4) Storygraph of Homebrew development based on the GitHub VCS. The number
of developers starts to increase after time marked by A.

The Storygraph of D3.js is shown in Figure 6.3. D3, standing for Data-Driven Documents is a W3C compliant Javascript visualization library. The first version of D3 was
released in 2011 and remains active. Unlike Rails or Homebrew, two dominating contributors can been seen in the figure marked by U S and U K. The set of commits marked by U S
corresponds to Michael (Mike) Bostock, the founder of the project from United States and
U K corresponds to Jason Davies from United Kingdom.
Figure 6.4 shows the Storygraph of the OS X package manager Homebrew. Even though
Homebrew has yet to release version 1.0 yet, it has been able to attract a lot of developers in
US, Europe and Asia. Similar to Rails, it can been seen from the figure that after a certain
period of time marked by A, a lot of people started contributing to the code from different
locations.
Few inferences can be made from Figures 1-3:
• There is a time period in the start of open source projects where there is only a sole
developer working on the project. After that point, the contributors tend to increase
rapidly.
• In most cases, the developers contributing at the start of the project continue to
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contribute to the code actively till the end. This trait is more clearly observed in
Figure 6.3.

6.6

Related Work
Some previous works [75][76] have tried to create storylines for open source projects.

But they focus on timelines without considering geographical locations of the developers.
However, some works [71, 69, 77] have shown that geographical location is important for
analyzing the nature of collaborations and the effectiveness of distributed software development. These works, however, have not used visualization for their geographical location
analysis. Heller, et al. [73] proposed three techniques (map with links, small multiples, and
matrix diagrams) to visualize the geographical locations of the developers as well as their
collaborations. However, their methods do not have integrated time information. Xu, et al.
[74] proposed a graph chart to visualize the relationships among developers from different
regions. That method did not integrate temporal information.

6.7

Discussion and Conclusion
We presented Storygraph and applied our technique to visualize the time of the commits

and the location of developers on a single chart. Our visualization shows a narrative of how
the developers all over the world collaborated to create FLOSS based on the data from
GitHub. The main advantage of Storygraph over maps or timelines is that it can show the
temporal aspect of the data without losing the big picture. However, it does not consider
the user contribution when highlighting the location lines and also does not show where and
which files were modified. We intend to incorporate these in our future design. We also
intend to create a web version and collect user feedback to evaluate the effectiveness of our
visualization.
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PART 7

BEYOND SPATIO-TEMPORAL DATA:
DDOS ATTACK ANALYSIS USING STORYGRAPH VARIANT

7.1

Introduction
Denial of Service (DoS) attacks or Distributed Denial of Service (DDoS) attacks are

carried out by the adversaries to make the host/target unavailable to the intended users in
the internet. DoS attacks are launched using single computer whereas DDoS attacks are
launched using multiple computers. The main goal of DoS or DDoS attacks are to render
the target computer(s) unable to provide service to the legitimate users by either obstructing
communication between users and the target or by exhausting the resources in the target
so that it can no longer serve the intended users or by forcing the target to reset/shutdown.
DDoS attacks in internet take advantage of the huge number of computers available in the
internet by rendering them as bots, and then using these bots to generate ‘useless’ traffic
directed towards the target. This many-to-one attack results in the server being inaccessible
to the genuine traffic. Furthermore, the massive amount of traffic generated also makes
it impossible to differentiate genuine packets from the compromised ones thus making the
defense mechanisms of the target irrelevant.
DDoS has become a major network security threat because the attackers often target
high profile Web sites, causing significant disruptions that affect a large population. For
example, in the months of September to December 2012 some of the biggest U.S. banks
suffered a series of coordinated DDoS attacks. On June 19, 2014, Facebook was shut down for
30 minutes by a DDoS attack. In recent years, the scale of DDoS has also grown significantly.
For example, the DDoS attack on the web security company CloudFlare in February 2014
reached a record-breaking 400Gbps, affecting CloudFlare’s entire global network.
The key defensive measures against DDoS attacks include detection, traffic classification,
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traffic filtering, and post-event analysis. Although much of the defensive measures are carried
out automatically by hardware and computer programs, human monitoring and analysis
is still crucial because the attacks have grown increasingly more sophisticated. This is
particularly true for post-event analysis, where experts are needed to identify patterns in
both network traffic and timing. Here data visualization can be a useful tool that convert
network data into a more intuitive and readable big-picture view.
A typical network security data visualization includes the display of the source and
destination IP, volume of network traffic, and types of network traffic. However, in most
network security visualizations the time dimension is not integrated well with the network
traffic data. In many cases, the time is presented in unintuitive and unfamiliar methods,
such as snapshots, small multiple views, animation, or special glyphs. In some cases, time
is not displayed at all. This makes it difficult to study time related attack patterns.
To address this issue, we forked Storygraph to create NetTimeView. NetTimeView
provides an integral view of network traffic data and time. It is particularly useful for
analyzing time related patterns in post-event analysis. NetTimeView also provides two
levels of traffic data visualizations that give users an ”overview first, details on demand”
type control. We demonstrate the effectiveness of our method through a case study using
the CAIDA UCSD ”DDoS Attack 2007” dataset.

7.2

Related Work
Network security visualization is an active research area and many methods have been

proposed [78]. This review focuses on the visualization methods pertinent to the DDoS data.
DDoS related security visualizations can be classified into the following groups based on their
techniques:
• Chart based visualizations [79, 80, 81, 82, 83]. Common types of charts used for
network security visualization include scatterplots, histograms, bar charts, matrix, etc.
• Graph based visualizations [84, 85, 81, 83]
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• Map based visualizations [81, 86]
• Parallel coordinates [81, 87, 88, 80, 89, 90]
NetTimeView is different from previous network security methods in two areas: the
handling of the time dimension and the handling of large IP space. In most previous methods,
the time dimension is often presented in unnatural and unintuitive ways. For example, some
methods present time as an animation [86], small multiple views [91, 79], the radius of
rings [85], a vertical axis in a parallel coordinates [90], or special clock-like glyphs [80].
Some visualizations only show data for a specific point in time (i.e. a snapshot) [79, 83].
Some visualizations don’t present the time dimension explicitly [81, 84, 89, 88]. The unique
strength of NetTimeView is that it presents the time dimension in the most intuitive and
familiar way – a horizontal timeline. Therefore, NetTimeView is particularly helpful for time
related pattern analysis.
Visualizing large IP space is a common problem in network security visualization.
Kintzel, et al. [80] pointed out that many security visualization techniques cannot handle large IP space. Typical methods for handling large IP space include using minimized
glyphs [79, 80] or space saving layout, such as a matrix layout [82, 79, 80]. To handle large
IP space, the resolution of the time dimension often has to be compromised [81]. In NetTimeView, we take a different approach. We divide each IP address into two parts: the two
higher order octets and two lower order octets. First, the two higher order octets are plotted
on the two vertical axes in NetTimeView. The user can click on any octet pair or a group
of octet pairs to see the corresponding lower order octets in NetTimeView. This creates a
multi-resolution visualization of the IP space with no compromise in the time dimension and
no minimization of network event glyphs.

7.3

Data Preprocessing
Our visualization technique is based on the data extracted from the pcap files. Figure 7.1

shows a portion of row from such a file. Other fields in the file include packet id, segment,
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16:49:50.662088 IP 192.120.148.227 > 71.126.222.64: ICMP echo request
Time of packet
arrival

Source IP

Destination IP

Figure (7.1) A sample row in the extracted pcap file showing the time of the packet arrival,
source IP address, destination IP address and protocol. Other fields in the row not shown
in the figure include packet id, segment, length and the payload.
...
16:49:50.662088 IP 224.84.148.227 > 71.126.222.64: ICMP echo request
16:49:50.662089 IP 224.84.148.227 > 71.126.222.64: ICMP echo request
16:49:50.678501 IP 224.84.148.227 > 71.126.222.64: ICMP echo request
16:49:52.123336 IP 224.84.220.158 > 71.126.222.64: ICMP echo request
16:49:52.805269 IP 224.84.220.158 > 71.126.222.64: ICMP echo request
16:49:54.998756 IP 224.84.32.05 > 71.126.222.64: ICMP echo request
16:49:50.555896 IP 100.15.148.227 > 71.126.222.64: ICMP echo request
16:49:54.225648 IP 100.15.12.5 > 71.126.222.64: ICMP echo request
16:49:50.662088 IP 16.230.148.227 > 71.126.222.64: ICMP echo request
17:01:30.662088 IP 16.230.148.227 > 71.126.222.64: ICMP echo request
...

grouping

16:49:50,3,224.84.148.227,ICMP
16:49:52,2,224.84.220.158,ICMP
16:49:54,1,224.84.32.05,ICMP
16:49:50,1,100.15.148.227,ICMP
16:49:54,1,100.15.12.5,ICMP
16:49:50,1,16.230.148.227,ICMP
17:01:30,1,16.230.148.227,ICMP
time floored
to the lower
second

frequency of the
packets that arrived
in that second (due
to flooring)

Figure (7.2) Left: The raw data. Right: The processed data with the time floored to
the lowest second, number of packets in the group, source IP address and protocol. The
destination IP address is truncated and so are other fields like segment, length and payload.
The protocol description is also shortened for easier processing.

length and the payload of the packet. In case of general network traffic, there are multiple
sources sending packets to multiple destinations, but in case of DOS attacks, all the packets
are sent to a single target. Hence our visualization focuses on only the source IP address
of the attack. To begin, we first extract the time of arrival, the source IP address and the
protocol using tcpdump.
Following this, we use the floor function to bin all the milliseconds in the time stamp
to the lower second. The program further counts the number of items floored and stores it
along with the timestamp. This process is illustrated in Figure 7.2. In the figure, the first
three IP addresses from the same source are group together by flooring the milliseconds to
the lowest seconds. Similarly, the fourth and the fifth rows are also grouped together. The
number of entries grouped together are stored as frequency in an adjacent column.
The cleansed data is then passed on to the visualization engine for rendering.
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7.4

Method
The NetTimeView comprises of NetTimeViewU and NetTimeViewL, and is based on the

philosophy of presenting ‘Overview of first and details on-demand’ [92]. The NetTimeViewU
provides the users with the overview of the IP region of the attackers along with the time of
the packet arrival and number of packets sent from that source. Users can obtain detailed
information regarding particular nodes that are acting as bots within that region by clicking
on the desired IP line in the NetTimeViewU. An IP line is a the line segment joining the
coordinates in the two vertical axes. This line also serves as a timeline for the IP region
in NetTimeViewU or IP address in the NetTimeViewL. The clicking on the IP line renders
NetTimeViewL showing all the nodes within that region. The NetTimeViewL provides the
information on the individual nodes in that particular IP region. This concept is similar to
‘zooming’ in computer graphics.
Both of these graphs consists of two vertical axes yu and yl as in case of parallel coordinates with the addition of one horizontal axis. The vertical axes pair in NetTimeViewU
display the upper 16 bits, and the NetTimeViewL displays the lower 16 bits; 8 bits on each
axis in both the graphs. Likewise, the horizontal axis displays time of the packet arrival.
Given packet, p arriving at time t, with the IP address u1 : u2 : l1 : l2, for NetTimeViewU,
The extents u1max , u1min and u2max ,u2min and computed first and mapped to the height
of the canvas H such that, u1min , u2min → 0 and u1max , u2max → H. Similarly tmin and tmax
is mapped to the width of canvas, W such that tmin → 0 and tmax → W . The mapping for
x is straight forward. The y coordinate is given by first computing the slope of the IP line
and getting the y value at x as in Equation 7.1.

y=

x(y2 − y1 )
+ y1
W

(7.1)

The same set of equations and mappings can be drawn for the NetTimeViewL by substituting u1, u2 by l1, l2.
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NetTimeViewU NetTimeViewU shows the IP addresses of the attacking nodes
grouping them into regions as shown in Figure 7.3. The grouping done by only considering
the upper 16 bits of the IP addresses. Thus, in Figure 7.3 three IP lines can be observed for
224.84.x.x, 100.15.x.x and 16.230.x.x. Any packets arriving from these locations are plotted
on the IP line. Further, the color saturation of the packets co-relates to the packet count.
Higher the frequency, darker the point.
upper 8 bits

UGraph

frequency co-relates to
the brightness of a point

lower 8 bits

230

224
lower 8 bits

16:49:50,3,224.84.148.227,ICMP
16:49:52,2,224.84.220.158,ICMP
16:49:54,1,224.84.32.5,ICMP
16:49:50,1,100.15.148.227,ICMP
16:49:54,1,100.15.12.5,ICMP
16:49:50,1,16.230.148.227,ICMP
17:01:30,1,16.230.148.227,ICMP

upper 8 bits

100
84

16

15
16:49:5016:49:54

17:01:30

Figure (7.3) Left: The processed data. Right: NetTimeViewU drawn from the processed
data. Only the upper 16 bits of the IP address is considered while drawing NetTimeViewU. In
addition, the color saturation of the points directly corresponds to the frequency of packets.
Higher the frequency, more saturated or darker the point.

NetTimeViewL When a IP line is selected in the NetTimeViewU, an NetTimeViewL
is drawn showing all individual nodes within that IP region. Though NetTimeViewL only
requires the lower 16 bits of the IP address, the information about the upper 16 bits of the
IP address from the NetTimeViewU is mandatory for disambiguating the region. Figure 7.4
shows the traffic within in the region 224.84.x.x from Figure 7.3. The points have been
painted with a different color in the NetTimeViewL to make it easier for the users to distinguish between the two graphs. However, the packet count information is still retained using
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the color saturation of the points.

upper 8 bits
frequency co-relates to
the brightness of a point
lower 8 bits

16:49:50,3,224.84.148.227,ICMP
16:49:52,2,224.84.220.158,ICMP
16:49:54,1,224.84.32.5,ICMP

LGraph (224.84.x.x)

lower 8 bits

227
220

158
148

upper 8 bits

32
5
16:49:50 16:49:5216:49:54

Figure (7.4) left: The processed data. Right: The NetTimeViewL drawn for the IP region
224.84.x.x Only the lower 16 bits are considered for the NetTimeViewL for a given the upper
16 bits. NetTimeViewL can also be interpreted as the zoomed view of a particular IP region.

IP Lines Depending on the the graph, the IP lines denote an IP region or IP address.
IP lines play an important role in NetTimeViews as it associates packets to their corresponding regions or addresses. However, in case of DDoS attacks, potentially the number of IP
lines, n → (255)2 . At the same time, the arrival time of the packets are so close to each
other that often times give a sense of the IP line. Thus, our visualization tool allows the
users to enable/disable the IP lines during runtime. Figure 7.5, 7.6 are two examples where
the IP lines have been disabled to reduce cluttering. Figure 7.7 provides and example where
the IP lines have been enabled to disambiguate the IP address.

7.5

Case study
To test the effectiveness of the visualization, we implemented it on the the CAIDA

DDoS dataset [93]. The contains an hour long traffic traces divided among 5-minute pcap
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Figure (7.5) NetTimeViewU showing the start of DDoS between 17 : 15 : 45 and 17 : 16 : 59
marked C. normal web traffic before that. Few other patterns include the spike between
16 : 59 : 34 and 17 : 00 : 49 at A. The line segments marked by B denote constant traffic
from these sources.

files. The total size of uncompressed dataset amounts approximately to 21GB. The dataset
only includes the attack traffic to and from the victim with the payload removed from all of
the packets.
Figure 7.5 shows the NetTimeViewU created from the first 500K entries. The first
pattern that can be immediately observed is the start of DDoS which occurs between 17 :
15 : 45 and 17 : 16 : 59 marked by C. The number of packets all of a sudden rises sharply.
Though the IP lines have been disable for cleaner image, few lines can still be seen in the
image. It means that these sources were communicating constantly with the server and
may be non-compromised nodes. The duration between the packets are smaller than a
second, resulting them to form a line when rendered. Few subtler patterns include the spike
between 16 : 59 : 34 and 17 : 00 : 49. This means that a number of source sent packets
to this computer at the same time marked by A. Similar pattern can be observed between
17 : 14 : 30 and 17 : 15 : 45 before the attack commenced near C. Pattern B shows IP
regions that were sending packets continuously to the server.
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Figure (7.6) NetTimeViewU showing the end of DDoS attack. First pattern that can be
observed in this figure is the high volume of traffic coming from nodes within IP regions like
192.x.x.x to 220.x.x.x. Second, there are vertical bands of higher saturation points followed
by a band of lower saturation points which denote the amount of packets received per second.
The thin white vertical lines are caused due the the flooring of the milliseconds during the
cleaning process.

Figure 7.6 shows NetTimeViewU of the last 500K entries logged by the server. From
the figure, a trapezoidal shape can be observed with the end points 192,220 in yu and 0,255
in yl . In addition, the points within this trapezoid have high saturation values. This means
that a large part of traffic is coming from nodes within the IP regions, 192.x.x.x to 220.x.x.x.
The second pattern that can be seen in the figure are the alternation of light and dark
bands of points. The dark points denote higher number of packets while the light points
denote relatively fewer number of packets. One reason for this might be congestion control
algorithms. Finding the exact cause is out of the scope of this paper.
The thin white vertical lines are introduced due to the flooring of the milliseconds during
the data cleaning process.
Figure 7.7 shows the NetTimeViewL of the the IP region 229.50.x.x with IP lines enabled. It can be observed that not all nodes were active for the entire period of time and
the nodes started attacking at different times.
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Figure (7.7) NetTimeViewL showing the traffic from the time when attack started to the
time when it ended within the IP region 229.50.x.x with IP lines enabled.

7.6

Discussion
Few limitations of NetTimeView include the ambiguity caused due to the absence of IP

lines and cluttering due to line crossings. As in Figure 7.5, the each packet at time marked
by A could belong to a number of IP regions. In our visualization, we address this issue first
by providing the filters for IP addresses and time stamps. Users can implement these filters
reducing the IP range resulting in less clutter when the IP lines are turned on. Second,
similar to points, we modify the alpha channel of the brushes to paint the IP lines. This
results in darker IP lines for IP regions/ addresses with high traffic.
For the issue of overlapping points, our visualization prioritizes IP regions/addresses
with large number of packets over the smaller ones. Thus we begin by plotting the IP
regions/addresses with fewer number of points first and then plot the regions/addresses with
higher number of packets. This results in the points of darker color overlapping the lighter
colors.
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7.7

Conclusion and Future Work
In this chapter, we presented our technique NetTimeView for post-event analysis of

DDoS attacks. NetTimeView better integrates the temporal dimension with the IP views as
compared to previous works, making it easier for users to analyze time related attack patterns. In addition, NetTimeView also handles the very large IP address space by providing an
”overview first” using NetTimeViewU and then ”details on demand” using NetTimeViewL.
In the future, we plan to conduct a user evaluation of our technique. Further, we also intend
to extend this technique to apply it in real-time scenarios to aid in DDoS prevention.
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PART 8

EXTENDING STORYGRAPH:
VISUALIZING SPATIO-TEMPORAL UNCERTAINTY

In the previous chapters, I introduced the model of Storygraph and demonstrated the
benefits of using it on datasets containing precise geolocations and time. However, when
applying this method to spatio-temporal data extracted from witness testimonies and field
reports, we encountered problems of uncertainty in space and time. For example, our study
of 511 interviews with first responders during the attack on World Trade Center (WTC)
on September 11, 2001 showed that the narratives of these interviewees, who were trained
to report incidences, still contained a fair amount of uncertainty in their descriptions of
locations and times.
To address these issues, we extended Storygraph to visualize uncertainty. We first begin
by categorizing uncertainty into two categories: (1) event uncertainty and (2) betweenevent uncertainty. We designed our method to distinguish and visualize these two types
of uncertainty. Event uncertainty is the spatio-temporal uncertainty about the event itself,
including events with poorly specified spatial and/or temporal attributes. Between-event
uncertainty is the uncertainty between two precisely recorded events, which we call them
key events. This concept is in part influenced by Hagerstrand’s Time Geography [94][28][95].
After specifying the key events, the between-event uncertainties are visualized as space-time
prisms between the key events. Through this process, our visualization technique can be
used to study the interactions between people (or characters) in both space and time.

8.1

Classification of Uncertainty
Different classifications of uncertainty have been proposed [96][97]; however, most of

these classifications are about uncertainties introduced in scientific experiments or proba-
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bilistic models. In our case, uncertainties are introduced in narratives. Thus, we classify this
kind of uncertainty into three categories:
Uncertainty about time and/or location of the event. This type of uncertainty is characterized by the presence of phrases denoting uncertainty before temporal or spatial description. An example is “I got there maybe around 11 am.” The phrase ‘maybe around’ adds
uncertainty to ‘11 am’ in this example. Such uncertainties may also arise from ambiguity in
language. For example, in “I was in Brooklyn when the plane hit the building,” the word
‘Brooklyn’ does not give a precise location. We call these types of uncertainties as event
uncertainty which can be further divided into three sub-categories:
• Spatial uncertainty. This category includes events that have precise time stamps but
uncertain location.
• Temporal uncertainty. In addition to uncertain phrases (e.g. maybe, about), temporal
uncertainty may come from the language itself. For example, in “I was at the station
in the all day,” the phrase “all day” without any modifier can refer to a wide range of
time introducing uncertainty.
• Spatio-temporal uncertainty. This category includes events that have uncertainty in
both time and location. For example, in “It was in the afternoon, I was heading
south.” The words ‘afternoon’ and ‘south’ are uncertain.
Uncertainty between two events. In “It was 8 in the morning I was at home. As soon as
I heard about it, I reached the site at 10.”, the first event (“at home”) and the second event
(“reached the site”) are both certain. However, what happened between the two events is
unknown. We call this type of uncertainty between-even uncertainty
Uncertainty about the even taking place. In the WTC corpus, we often encounter sentences like “I think Chief pulled me back”. The word ‘think’ indicates an uncertainty about
whether the event has ever happened. Detecting this type of uncertainty is difficult and
beyond the scope of this paper. Instead, we focus only on visualizing event uncertainty and
between-event uncertainty.
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8.2

Event Uncertainty

Latitude
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Figure (8.1) Three kinds of glyphs used to represent spatial, temporal and spatio-temporal
uncertainty. Left: Dashed I-beam is used to represent spatial uncertainty. The slope of the
top and bottom of the beam disambiguates the range of locations in the geographical space.
Middle: parallel lines are used to denote the temporal uncertainty. Right: Box showing
spatio-temporal uncertainty. The slope of the edges of the box maps to a fixed geographical
area within a certain time.

In this section, we discuss the extraction and visualization of event uncertainty. To
extract event uncertainty, we compiled a list of English words that may indicate location
uncertainty, such as “around,” “near,” “close to,” “maybe,” “perhaps,” etc. We then gave
each word an uncertainty score in the range of 1 − 100 [98][99][100]. The same process was
repeated for temporal information. We extracted the named entities from WTC corpus using
Stanford NER [101] and time using SuTime [102]. TARSQI [103] was used to extract the
temporal sequence of the events, and locations were geocoded using Google Maps API. The
results were then verified and corrected.
In the WTC corpus, we observed all three types of event uncertainties: spatial, temporal,
and spatio-temporal. Some key events with precise spatio-temporal information were used
as anchor events. These include the first and second plane hitting the tower, and the plane
crashing into the pentagon. These events were chosen as key events because all of the
interviews described more local events in reference to these global events. Examples include
“When the second plane hit the tower, I was running towards Vesey,” and “I was at the
station when the news about the first explosion was on TV.” When considering these key
events in the context of the first example, the time is certain but the location is uncertain.
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Additionally, in a sentence that references no key events like “When the EMS arrived at the
scene, I began heading south”, both location and time would be considered uncertain.
For each event, latitude, longitude, date/time, color, spatial uncertainty, and temporal
uncertainty were fed to the visualization program, which then visualized the uncertainty
information along with other information.
Spatial Uncertainty. Spatial uncertainty is visualized as a vertical dashed I-beam. From
Chapter 4, we know that an area on a map corresponds to a line in Storygraph. The length
of the I-beam is proportional to the area of possible locations. More importantly, the top
and the bottom of the beam disambiguate the range of locations in geographical space. This
is shown by the left sub-figure in Figure 8.1.
Temporal Uncertainty. We use sloped double lines to represent temporal uncertainty.
Each double line is drawn along the location line for the corresponding event, which can be
seen in the middle sub-figure in Figure 8.1. A double line indicates that the event happens
at a particular location within a certain time frame. In contrast, a single solid line along the
location line means that the character stayed at the specified location for a period of time.
Through these representations, the two cases are visually distinct.
Spatio-temporal Uncertainty.

We use a semi-transparent box to visualize spatio-

temporal uncertainty, which means both location and time are uncertain. The sloped top
and bottom sides of the box indicate the range of locations while the vertical sides of the
boxes shows the temporal bound. The box is drawn as semi-transparent to prevent glyph
occlusion. This is shown by the right sub-figure in Figure 8.1.
Figure 8.6 shows this concept applied to the events extracted from WTC corpus.

8.3

Between-event uncertainty
The purpose of visualizing between-event uncertainty is to display the space-time con-

straints between two key events. Any activity takes place within a certain span of time and
a certain geographical region. Individuals participating in these activities have to trade time
for space or vice versa. For example, during a workday lunch hour a person could walk
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to a nearby restaurant for a longer meal or drive to distant restaurant for a shorter meal.
Visualizing between-event uncertainty can assist planning, scheduling, analyzing possible
overlapping in people’s activities.
Our between-event visualization technique is partially based on Hagerstrand’s Time
Geography, a conceptual framework which focuses on constraints and trade-offs in the allocation of time among activities in space [95]. However, Time Geography is a map based 3D
visualization. Therefore it suffers from the typical problems associated with 3D visualizations, such as 3D occlusion and difficulty of navigation. Besides, space and time are not well
integrated in Time Geography. Our work is an attempt to address these issues.
8.3.1 Space-time paths and space-time prisms

Figure (8.2) An example of space time path adapted from [95]. Space time paths trace the
movement of an individual moving from one location to another. Space-time paths also show
the amount of time spent at a location by the individual before moving to the next location.
We adapted two important concepts from Time Geography: space-time paths and spacetime prisms. Space-time path traces the movement of a character in space and time. Figure 8.2 shows an example of a space time path adapted from [95]. The base plane is the
geographical space and the orthogonal axis is time. In this example, an individual travels
from location 1 to 2, spends some time at 2 and then moves on to 3. The time and location
of the starting or end point are known as control points or key events. The straight line
segments connecting two control points are known as path segments. Path segments are represented by straight line segments for simplicity [104][105]. In our earlier work, we adapted
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the concept of space-time paths in Storygraph using storylines[106]. Here, Storylines become
space-time paths, connecting two consecutive key events via dotted line segment.
Time

t2

d
1/v

T

t1

Potential
Path Space

o
Potential
Path Area
Geographical space

Figure (8.3) Space-time prism. In this figure, the individual is at location o at t1 needs to
be at the same location d at t2 (o origin of travel ). (S)he has the time budget of T . The
red dotted cone shows the possible path space starting from o with the maximum velocity,
v. Similarly the blue dotted cone shows the path space towards d. The intersection of these
two cones gives the potential path space under the given time budget T . The potential path
area is shown by the gray area on the geographic space.

Space-time prisms extend space time paths to create a 3D space consisting of all the
possible routes an individual can take while moving from one point to another. This space is
known as the potential path space. The prism between t1 and t2 in Figure 8.3 demonstrates
this concept. The slope of the edges of this prism is determined by the inverse of maximum
velocity. That is, the possible paths are constrained by the maximum velocity of the individual, a fixed time frame, and fixed destinations. In our implementation, the maximum
velocity is set by the user.
If an individual is at origin, o, at to and needs to reach destination, d, at td , the time
budget is T = td − to . The path space from the origin under the time budget is shown by
the red inverted dotted cone. This space shows all the possible paths and all the possible
locations that can be reached within the time budget with maximum velocity v. Let this
region be denoted by Ro (T ). Similarly, the blue dotted cone shows the path space towards
d under the time budget. This 3D space gives all the locations from where d can be reached
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under time T . Let this region be Rd (T ). The intersection of these cones give the potential
path space for individual traveling from o to d [107]. Hence,

Rod (T ) = Ro (T ) ∩ Rd (T )

(8.1)

The projection of the space time prism on the geographical space, as shown by a gray
circle in the figure, shows all the possible locations that the user can reach. This area is
called the potential path area.
Given all the control points within a specific time window, τ , the construction of spacetime prism requires the destination d to lie within the Ro (T ) and vice versa. Stating it
formally,

∀o, d ∈ φτ : (o ∩ Rd (T )¬∅) ∧ (d ∩ Ro (T )¬∅)

(8.2)

In Time Geography, space-time paths and space-time prisms are generally drawn inside
a 3D space-time cube [48] (Figure 8.3). In our work, space-time paths and space-time prisms
are drawn on Storygraph in a 2D view.
8.3.2 Visualizing between-event uncertainty
Storygraph draws space-time prisms based on Equations 8.1 and 8.2. From Chapter 4,
we know that an area in the geographical space is mapped to a line in Storygraph. Thus
starting from a location, o(α, β), at t0 and taking a snapshots of the potential path area at
each time step we get a set of areas sequentially increasing at the rate of the velocity. The
top sub-figure in Figure 8.4 shows an individual at point (α, β) at t0 and his/her possible
path area after each time step t1 − t5. The figure simplifies the drawing of the potential path
areas by representing them with squares rather than circles. The bounding of the actual
potential path by squares introduces some uncertainty itself [108] but greatly simplifies the
drawing and the calculations.
Hence, if the time step, ∆t → 0, then conical region Ro (T ) would be reduced to a
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Figure (8.4) Above: Starting from the origin of travel, α, β, at t0, the potential path areas in
each time step t1 − t5 (assuming a certain velocity and regular time intervals). Below: The
same data plotted in Storygraph. Each potential path area is mapped to a line segments in
Storygraph. For continuous time, this would result in an area enveloped by two gray lines.
The slope of the gray lines is equal to the maximum velocity.

triangular region in Storygraph. This region is shown by the area enveloped by two gray
lines in the bottom sub-figure in Figure 8.4.
Figure 8.5 shows the result of mapping the space-time prism in Figure 8.3 in Storygraph.
The mapping process resembles the drawing of the space-time prism inside the space-time
cube. Given two control points, maximum velocity and a time budget, these parameters are
plugged into Equation 8.2 to check whether the control points satisfy this criteria. If the
criteria is satisfied, we compute the extents (latmax , lngmax ) and (latmin , lngmin ) of the Ro (T )
with the following sets of equations,
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Figure (8.5) The space-time prism shown in Figure 8.3 drawn in Storygraph.

p
latmax = maxlatr [ (latr − lato )2 + (lngr − lngo )2
p
lngmax = maxlngr [ (latr − lato )2 + (lngr − lngo )2
p
latmin = minlatr [ (latr − lato )2 + (lngr − lngo )2
p
lngmin = minlngr [ (latr − lato )2 + (lngr − lngo )2

= vT ]

(8.3)

= vT ]

(8.4)

= vT ]

(8.5)

= vT ]

(8.6)

Similarly, the extents for the Rd (T ) is calculated. Finally, Rod (T ) is obtained from the
intersection of these regions.
8.3.3 Intersections of prisms in Storygraph
Space-time paths and prims are both based on the movement data of characters. Given
a dataset containing the movement data of two or more individuals, it is likely that the
space-time prisms will overlap. However, since Storygraph does not preserve event proximity
(Chapter 4), it is important to note that these overlaps may not necessarily mean that these
prisms intersect in geographical space.
Hence, given a point p and a prism Ra (T ) in the Storygraph, we first establish the
conditions for a valid point-prism intersection. Building on this, we then present the validity
of intersection between two prisms.
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Let Ra (T ) : Ra (T ) = Ro (T ) ∪ Rd (T ), be all the possible locations that the individual
can travel within the time budget T with a maximum velocity v. Then following cases for
point-prism intersection could arise:
1. The point is not inside the prism but the location line is inside Ra (T ). This case implies
that the event occurred within the geographical bounds but the individual may not
have been involved in the event due to the travel constraints.
2. The point is inside the prism but the location line is not inside Ra (T ). This implies
that the event occurred within the time span, T , but at some other location 6∈ Ra (T ).
3. The point is inside the prism and location line is inside Ra (T ). This is the only case
where the individual could have been involved in the event.
Theorem 8.3.1 For a valid point-prism intersection, the point should be inside the prism
and the location line should lie inside Ra (T ).
Proof Assume that this is not a valid intersection. It means that the point representing
the event is either spatially or temporally incorrect. This is temporally incorrect because
for a point to lie inside the prism, it has to occur within the time budget. This is spatially
incorrect since Ra (T ) defines the maximum distance an individual can travel at within a
time T .
Hence, given two prisms, P 1 and P 2, the prism-prism intersection is only valid if there
exists a point p on location line l such that l ∈ RaP 1 (T ) ∧ l ∈ RaP 2 (T ) ∧ p ∈ P 1 ∩ P 2.
8.4

Case Study: WTC 9/11
In the immediate aftermath of the attacks in New York on September 11, 2001, the NYC

Fire Department convened a task force to interview first responders to the affected areas.
These 511 interviews, conducted in the two months following the attacks, were later released
by the New York Times. Each interview was conducted by staff from the New York Fire
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Department assigned to the task force and ran anywhere from 8-20 minutes with the aim
to elicit from first responders their activities on September 11. The language of the reports
is typical of event interviews and oral histories. Despite having a population with high
area knowledge and normalized reporting practices, locations and times were predominately
referred to referentially. Known individuals seen by the interviewee are named, but most are
either not named or referred to solely by rank. The primary reason to visualize this data is
to enable historians and investigators to identify accurate and inaccurate information and to
allow for more ready recognition of corroborating evidence. When viewed as a corpus rather
than separate interviews, it becomes possible to identify overlaps in the reported events of
the witnesses. The challenge posed to this task by the referential language usage of the
witnesses is pervasive in oral history and other investigatory work reliant on interviewing.
Event Uncertainty Visualization. Time, location, and characters (or people) in this
corpus were extracted using Java code and the aforementioned natural language processing
tools. Each event was given an uncertainty score using the method described in Section 8.2.
We first drew a Storygraph without uncertainty information (Figure 5.11). In this figure,
key events – such as when the first and second plane hit and when the towers collapsed –
are shown by t1 − t4. There are many co-occurring events around 15 : 00 hrs, but the causes
of these patterns are not yet clear.
Next, we plotted the storylines of four fire fighters before the South Tower collapsed
with event uncertainty (Figure 8.6). It should be noted that two storylines crossing does not
necessarily mean the two characters encounter each other; rather, it only means that two
people were moving in directions diagonal to each other. One limitation of using uncertainty
glyphs is that they might result in occlusion and ambiguity for large datasets. When the
dataset is large, the bigger glyphs (e.g. the ones representing spatio-temporal uncertainty)
could occlude the smaller ones.
Between-event Uncertainty Visualization. Figure 8.7 visualizes the between-event uncertainty for two victims: Father Judge and Chief Ganci. The space-time prisms in Storygraph enable users to see the possibilities of individuals encountering each other between key
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Figure (8.6) Storylines of four firefighters before the second tower collapsed along with event
uncertainty. The dashed vertical I-beam shows the spatial uncertainty. The slope of the top
and bottom portion of the beam shows the possible range of locations. The parallel lines
show temporal uncertainty. The boxes represent spatio-temporal uncertainty and the circles
show certain events.

events. There are two patterns in this figure: (1) the prisms are only present between some
key events, and (2) some prisms overlap. The first pattern indicates that locations of the two
events are too far apart in that it would be impossible for a person to cover that distance at
the maximum velocity. It does not necessarily mean that part of the story is false; rather,
it may be the result of missing information between two events or uncertainty in the events
themselves. From overlapping prisms (from Theorem 8.3.1), we can also deduce that Chief
Ganci and Father Judge might have encountered each other within that time frame and
region.
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Figure (8.7) Storylines of WTC victims Chief Ganci and Father Judge. Father Judge was
officially identified to be the first victim of the incident. Only a few key points have prisms
between them. For other key points, the distance between them cannot be travelled within
the given time at a velocity set by the user. This could either mean missing data points,
change in velocity, or data reporting error.
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PART 9

EXTENDING STORYGRAPH:
VISUAL CLUTTERING REDUCTION IN STORYGRAPH

Often, many visualization tools that work well with small to medium datasets, fail to
produce good results when the size of data increases. Though Storygraph has high tolerance,
at some point, the noise generated from visual clutter overshadows the information. To
address this issue, in this chapter, I present our work on the application of edge bundling
techniques in Storygraph. Our goal of bundling the edges is to to reduce the visual cluttering
and help users identify patterns and trends in their data sets. In addition, we also investigate
the criteria where visual clustering produces visually superior results.
For big data sets, the number of location lines is very large, which often leads to large
number of line crossings. Too many line crossings creates visual cluttering that can significantly reduce the readability of the data visualization. One way to address this issue is
to cluster the locations before feeding them into the visualization, using techniques such as
K-means clustering. However, finding the optimal data clusters is often computationally
expensive. Instead, we propose a visual clustering technique that bundles location lines
together using forces. This method reduces visual cluttering by reducing the number of
line crossings and grouping location lines by proximity. We demonstrate the benefits of our
method using two large datasets: Cablegate data and D3.js data.

9.1

Related Work
A common problem in visualizing big data sets is visual cluttering. Too many visual

glyphs will reduce readability of the visualization, making it difficult to identify patterns
and relationships. There are two methods to deal with this problem. One method is data
clustering, which happens early in the data preparation stage. The other method is visual
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clustering, which happens later in the visualization stage.
Data clustering methods attempt to reduce a big data set into data groups (clusters)
and then plot the data groups instead of the individual data items. Data clustering has its
own drawbacks. First, a data clustering method may introduce errors into the data. Patterns
that are visible in the reduced data set may be introduced by the data clustering method
itself and may not reflect the relationship in the original data sets. Second, multidimensional
data clustering is a very difficult problem and effectiveness methods are often hard to find.
Visual clustering attempts to reduce the number of visual glyphs to improve the readability of the visualization. Our work falls into this category. Since our work is related to
visual clustering in parallel coordinates, we first review the visual clustering techniques used
in the parallel coordinates, and then review some relevant clutter reduction techniques in
graphs (node-link diagrams) using force-based edge bundling techniques.
Parallel coordinates is a technique for visualizing large, multi-dimensional database. It
uses vertical axes to represent multiple dimensions and ”poly-lines” to represent data entries
in the database. The visual clustering methods for parallel coordinates can be roughly
divided into two groups: numerical approach and physical approach. Numerical approaches
attempt to detect line crossings or closely bundled lines through numerical means. For
example, Palmas [109] used density based clustering for parallel coordinates.
Physical approaches attempt to use simulated physical forces to untangle line crossings
or closely bundled lines. For example, Guo et al. [110] used attractive as well as repulsive
forces on the edges depending on the user criteria. Zhou, et al. [111] also used physical
forces and an overall energy function to facilitate line clustering. Our method falls into this
category.
Another way to classify the visual clustering methods is based on how they display
the ”line clusters”. Some methods replace the line clusters (line bundles) with different
shapes. For example, Palmas [109] rendered the bundles using polygons for faster rendering.
Andrienko and Andrienko [112] used envelope and ellipse plots. Other methods maintain the
poly-lines by rendering them as curves. For example, in [113] [114], Heinrich et al. clustered
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the lines in the parallel coordinates by replacing the poly-lines with piecewise continuous
Bezier curves. Zhou, et al. [111] rearranged poly-lines as curves. Our method also falls into
this category.
Edge clustering is also widely implemented in graphs (node-link diagrams). A few
notable works include hierarchical edge bundling [115], force-directed edge bundling [116],
skeleton-based edge bundling [117], winding roads [118], bundling of directional links for
network data [119] and image based edge bundles [120].
Out method is different from previous methods in two ways. First, in previous methods,
the poly-line itself is the visual glyph that represents data. In our case, both the location lines
and event marks on the location lines are the visual glyphs. Therefore our method is more
sophisticated than previous works and has higher data density. Second, our method preserves
location proximity for the location lines during the clustering. This poses further constraints
on how the lines can be reordered vertically. In previous methods, such constraints are not
taken into consideration. Our method is the first to address these issues.

9.2

Method
To reduce cluttering, we apply simulated physical forces on the location lines so they

naturally form bundles. Let E be the set containing all the location lines. Given two location
lines, P ∈ E and Q ∈ E, and K segments, K − 1 charged particles are placed evenly on each
of these locations lines.
T
·i
|K|

(9.1)

(β − α)
xp i + α
T

(9.2)

xp i =
ypi =
for 0 ≤ i ≤ K

The end points p0 and pK remain intact. The forces are then computed for each of these
particles and repeated for M iterations.
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For any particle pi in P , the total force exerted is given by the equation,
Fpi = Fpei + Fpmi

(9.3)

where Fpei is the electrostatic force and Fpmi is the mechanical force.

Fpei =

X
ei ∈E

1
||pi − ei ||

(9.4)

Similarly the spring forces on the particle is given by
Fpmi =

X

||pi − pj ||

(9.5)

i6=j

9.2.1 Simplifications
Unlike node-link diagrams in [116], our visualization has a structure similar to parallel
coordinates. Taking advantage of this structure, force calculations can be greatly simplified.
Graphs generally consider all-to-all interactions for force based layouts and bundling. But in
our method, the position of the end points are fixed. Since the distance between the vertical
axes is constant, all the end points of the location lines have the same x coordinate in the
plane and only y coordinates differ.
Let pi (x, y) be the coordinate of the ith particle on the location line P . Thus, ∀Q ∈ E
and Q 6= P . This simplification greatly speeds up force calculation.

pi (x) = qi (x)

(9.6)

where 0 ≤ i ≤ K.
Considering only adjacent particles Previous literatures [115][116] have shown
that incorporating the effects of particles farther away while computing forces does not
produce a drastic difference in the rendered image. Hence, we only consider the adjacent
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Figure (9.1) Two visualizations of the Cablegate dataset (events hidden) to demonstrate
the bundling of the edges without application of any constraints. The curves in red are the
bundled location lines while gray straight line segments show the unmodified location lines.
In the left sub-figure, each line was divided into 60 segments while in the right, the line was
divide into 3 segments i.e. K = 60 and K = 3 respectively.

particles while calculating the mechanical force. Thus, (9.5) gets reduced to,

Fpmi = (||pi−1 − pi || + ||pi − pi+1 ||)

(9.7)

Considering only the vertically aligned particles Calculating the effect of forces
from all other particles on a particular particle is computationally intensive. In addition,
formation of a cluster attracts other particles towards it, skewing the location lines considerably. As a result the events plotted on these location lines also gets cluttered. Therefore,
to compute Fpei , for particle pi we ignore the effect of all other particles qj where i 6= j. From
(9.4) and (9.6), we get

Fpei =

X
q∈E,0≤i≤K

1
||pi − qi ||

(9.8)
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9.2.2 Constraints
Figure 9.1 demonstrates the effect of segmentation on the location lines as the value of
K increases. Both of the visualizations were drawn from the same dataset and in both cases,
events have not been drawn to highlight the bundling. It can be observed that without
placing any constraints in the edges and computing the compatibility of the edges, as K
increases, so does the branching in the bundled curves. Branching adds to the ambiguity
making it hard to trace the origin and the end of location line.
Many parallel coordinates prefer bundling technique as shown in the right sub-figure
with K = 3 as it tends to make the clusters more prominent in the overall figure [121][122].
However, in our method, it leads to location lines bundled in the center, resulting in unnecessary overlap of the events. This problem can be observed in the two location lines from
−22.5880 to −48.6529 which are more readable when not bundled.
To address this issue, we apply a few constraints on the bundling.
Non-uniform stiffness of the edges Since each location line contains a number of
events, we set the stiffness of the location lines directly proportional to the frequency of the
events in that location. Thus, (9.7) becomes,

alat

alng

blat

blng

Figure (9.2) The location lines with the higher number of events are more stiff than the
location lines with fewer events. The gray straight lines are the original lines and the red
curves show the same lines after the forces have been applied. The gray points on the location
lines represent events. Since (alat , alng ) has more number of events than (blat , blng ), the latter
is more curved.

Fpmi = kp · (||pi−1 − pi || + ||pi − pi+1 ||)
where kp = c · eventF requency(p)

(9.9)
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Varying the stiffness results in the location lines with lower frequency being attracted
to the lines with higher frequency as shown in Figure 9.2.
Distance between the locations Two location lines P and Q can only be bundle
if ||P − Q|| < ψ, where ψ is a cut-off distance set by the user as shown in Figure 9.3.

alat

alng

blat
clat

blng
clng
b
c
a

Figure (9.3) Top: The location lines within a certain cut-off distance are allowed to bundle
together. This is demonstrated by (blat , blng ) and (clat , clng) above. Since (alat , alng ) is beyond
the cut-off distance from both locations, it does not participate in the bundling. Bottom:
Same set of (hypothetical) events plotted on the map. The squares represent the cut-off
distance.

In the map, this is equivalent to drawing a square with sides equal to ψ and the location
as the center. This is shown in the bottom sub-figure. Only those events within the square
contribute the to the force calculation of that location line. In the illustration b and c are
within the bounding box of each other. Thus only b influences in the force calculation of c
and vice versa.
Any arbitrary shape on the map at time t, with maximum latitude latmax and longitude
lngmax , and minimum values latmin and lngmin is represented by a vertical line segment at
time t in our visualization. with the end points of the segment being (latmax , lngmax ) and
(latmin , lngmin ). This transformation is equivalent to drawing a rectangular bounding box
around the shape on the map and then plotting the bounding box in our visualization.
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Angle between the location lines Two location lines P and Q with the interior
angle between them θ = arccos |PP.Q
, θ < α where α is a threshold angle also set by the
||Q|
user. Previous studies have shown that the lines with the intersection angle, α closer to right
angle, are easier to read than with smaller angles [123] [124] [122]. Figure 9.4 demonstrates
this concept with four location lines a − d. The angle between bc, being smaller than the
threshold results in these location lines getting bundled while location lines a and d remain
unchanged.

alat

dlng

blat
clat

blng
clng

dlat

alng

Figure (9.4) Four location lines a − d where the interior angle between bc < α resulting in
bc to be bundled.

9.2.3 Colors and Alpha channel
The locations in the Cablegate as well as D3js dataset consisted of places from all over
the globe. Since assigning a color to each location would result in a lot of noise, we chose to
assign a color for each continent. A qualitative color scheme was picked from Color Brewer
for the task [125].
The modification of the spring constant kp makes the higher frequency edges to be
stiffer. However, we observed that when the two location lines are very close (with a small
α), brushing alone adds to the confusion on which location had higher number of events.
Thus to tackle this problem, we modified the alpha channel of the location lines. Our
implementation compares to the work by Artero et al. [126] for parallel coordinates.
u
u
Given two alpha values αmin
and αmax
by the user, we first compute the normalized
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alpha value of the edge,
αn = (

X

e)/maxe

(9.10)

e∈Events

where e = 1 if e is in the location and 0 otherwise and maxe is the largest number of events
in one location. We map this value to the user given range as

α=(

u
αn − αmin
)p
u
u
αmax
− αmin

(9.11)

where p is the tuning parameter. The tuning parameter highlights the high frequency edges
over the lower frequencies.

9.3

Case Studies
We demonstrate our method with two big data sets: Cablegate data and D3.js data.
9.3.1 Cablegate
The Cablegate dataset (also known as the United States diplomatic cables leak) con-

sists of cables between US State Department and 274 US embassies or diplomatic missions
around the world. The data set has 251, 287 cables that amount to 261, 276, 536 words [64].
According to Wikileaks, this is “the largest set of confidential documents ever released into
the public domain”. Amongst other parameters, the dataset consists of the location of the
origin, the location of the destination, and the time the message was sent. This is a good
datasets for spatial-temporal data visualization because it contains both location and time
information.
In the Cablegate dataset, all the destinations and many of the origins are encoded. The
remaining locations are in plain text. We filtered out the encoded locations and obtained a
dataset of about 20, 000 entries. The locations were geocoded using the Google Maps API.
We only used the fields ‘origin’ and ‘date’ for the visualizations.
Figure 9.5 and Figure 9.6 show two visualizations of this dataset. The first one shows
the visualization with no edge bundling, and no brushing of the location lines as well as
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Figure (9.5) Visualization of the Cablegate material without edge bundling. The location
lines and the events have been assigned using uniform color.

events. It can be observed that there are many location line crossings in Figure 9.5 than
in the improved version. However, they are not as aggressively bundled as in Figure 9.1.
Annotations A − F show the location lines that are more prominent than others. These
are locations from where more cables are originated. A few lines only have events from the
midpoint onwards, such as location lines ending in E and F in Figure 9.6. The main reasons
for this kind of patterns are either missing data or inactivity at that location.
9.3.2 D3js
The D3js dataset contains the software commit history of the popular Javascript library
called d3.js from 2010 to 2013. The dates and the commits were extracted from the Git
based commit history. The locations of these commits are the locations of the developers
who committed them, which we extracted from their public GitHub profile. The authors
without location information were ignored in the process. The authors without location
information typically had less than 5 commits on average. The dataset consisted of 4, 200
data entries.
Figure 9.7 shows a side by side comparison of two visualizations generated from the
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Figure (9.6) Visualization of the Cablegate data with edges bundled and constraints applied.
The edges as well as the events on those edges have been assigned the same color according
to the continent they belong. Annotations A − F show few locations which were actively
sending cables.

D3js dataset. The left image shows the original visualization and the right one shows the
improved visualization with edge-bundling. It can be observed that the image on the right
has more edges bundled together enhancing the readability.

9.4

Implementation
We implemented our visualization method using the .Net 4.5 framework for the controls

and Direct2D for rendering. The curved edges were drawn as Bezier curves. The rendering
pipeline consisted of the following stages: edge segmentation, computation compatibility
matrix, calculation of forces, and rendering. The main bottlenecks in this pipeline are the
computation of the compatibility matrix and the force computation. The computability
matrix requires an all-to-all comparison for all the unique edges, resulting in computations
in the order of O(n2 ). We achieved some speed-up through parallel computing. The force
calculation is in the order of O(n2c × K × M ), where nc is the number of unique compatible
edges, K is the number of segments, and M is the total number of iterations. It should
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Figure (9.7) (Left) Visualization based on the commit history of the Javascript library D3.js
without bundling. (Right) Same graph with the edges bundled.

be noted that as nc → n, the order of the computation will increase to O(n2 × K × M ),
significantly affecting the performance of the algorithm. Both the segmentation and the
rendering are of order O(N ). In addition, vector graphics is used to speed up the rendering.

9.5

Discussion
In the process of plotting these two datasets we observed that increasing the bundling

also increases the chances of glyphs overlapping like (as location line ending in B and eu line
ending in C) in Figure 9.6. Our program addresses this issue by providing users with filtering
options so that the users can filter the range of latitude, longitude and date. Each time a
user applies a filter, the graph is rendered again with the modified extents, thus minimizing
the crossings. The same technique can be used for overlapping glyphs that are not caused
by bundling, such as (af location line ending in C and na line ending in D).
We also noticed that edge bundling in our visualization is more effective for large number
of events taking place at small clustered regions. This difference can be observed in Figure 9.7
in comparison to Figure 9.6. For the D3js dataset, most commits were either from California,
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USA (clusters painted in red) or from London, UK (clusters painted in blue). Though
commits were from multiple locations within California, the location lines are clustered
to form a single bundle. Similar observations can be made for London. In contrast, the
Cablegate dataset consists of distinct locations that are far apart from each other. Therefore
the number of bundled location lines is small.
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PART 10

CONCLUSION

In this dissertation, I showcased my novel visualization technique called Storygraph.
Storygraph addresses one of the most crucial questions in Information visualization research
area - ‘How do we present time and space together?’. It overcomes the generic difficulties
that the 3D diagrams run into like occlusion and cluttering by transforming the 3D space
into 2D, consisting of two parallel vertical axes and one horizontal axis. By doing this,
although many we were able to discover and publish previously undocumented patterns in
the data, deciphering information from Storygraph needs prior training.
Storygraph is not as intuitive as map, which have been around for hundreds of centuries.
In some cases it might take longer to decode the information from Storygraph as compared
to timeline. However, Storygraph provides unique insight to the data compared to any
other visualization, as it preserves both spatial and temporal contexts. Storygraph when
supplemented with maps, and timeline (or vice versa) provides a complete picture for better
spatio-temporal data analysis.
Like any other visualization techniques, more precise the data, better the visualization.
However, many sources produce data with high amount of uncertainty. To address this,
I added the uncertainty module in Storygraph. This module, based on Time-Geography,
visualizes continuity and uncertainty in time and space. It can also plot space-time prisms
thus allowing powerful visual queries like whether two people met at a certain place within
a set span of time. A setback of space time prisms on Storygraph is that if the analyst is not
careful enough, its easy to generate false positives. As one of my future works, I’m working
on minimizing these visual false positives.
As the size of the data grows, so does the cluttering in any visualization. The cluttering
at some point generates so much noise that it overshadows the patterns. Storygraph also
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suffers from this trend. Therefore, to minimize the cluttering, I also implemented an edge
bundling technique on Storygraph. Compared to normal graphs, edge bundling in Storygraph
was tricky since more bundling resulted in reduced readability. It also caused ambiguity in
which lines did the points belong to. I found that bundling produces better results when
there are geographic clusters with a good amount of distance between these clusters. Datasets
with just one big cluster in some cases failed to produce visible results.
In the latter chapters, I applied Storygraph to datasets which have an abstract location like IP addresses and was able to produce some good results leading to publications.
Storygraph could also be a viable option for visualizing the data from natural sciences like
genetics where it is not possible to draw physical maps. I want to explore this further in
future.
Lastly, I want to test the Storygraph with actual users and domain experts to observe
where does it perform better than the existing spatio-temporal visualization techniques. I
want to use this study to improve and extend the current version of Storygraph.
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Appendix A

SOFTWARE PROTOTYPE

Working prototype of Storygraph is available as Free and Open Source Software at
http://www.github.com/sayush/E2. I wrote this software using in C#. The UI is created
using WPF framework and I used Direct2D (DirectX v9) for rendering the charts. The
current state of the prototype supports CSV files and SQLite databases. A minor limitation
at this moment is that, at the very least, there needs to be four columns labelled Lat,
Lng, Color and Label. Other additional columns are optional. The prototype generates
Storygraph, timeline and map from the same data. The Storygraph also supports edge
bundling and uncertainty visualization. Figure A.1 shows a screenshot of the prototype.

Figure (A.1) Screenshot of the software prototype.

