All the experimental data presented in this manuscript has been made publicly available and may be accessed using the following link: <http://raimondolab.com/2020/05/07/chloride-dynamics-data/>. All the code to generate the modelling data has been made publicly available and may be accessed using the following link: <https://github.com/ChrisCurrin/chloride-dynamics-io-neuron>.

Introduction {#sec001}
============

Neurons in the brain communicate with one another via synaptic signalling, which relies on the activation of receptor proteins that permit rapid transmembrane fluxes of ions. A neuron's principal operation is to transform synaptic inputs into action potentials. The rate at which action potentials are generated, a neuron's output firing rate, is a primary means by which neurons encode information \[[@pcbi.1007932.ref001]\]. The manner in which a neuron integrates rate-coded synaptic input, and transforms it into an output firing rate, is referred to as its input-output function \[[@pcbi.1007932.ref002]\].

Synaptic inhibition is crucial for shaping this input-output transformation \[[@pcbi.1007932.ref003],[@pcbi.1007932.ref004]\]. For example, inhibitory inputs can perform a divisive operation by reducing the slope (gain) of the input-output function, or a subtractive operation by offsetting the input-output function to the right \[[@pcbi.1007932.ref005],[@pcbi.1007932.ref006]\]. Previous work has demonstrated that this differential algebraic effect of synaptic inhibition can be realised through targeting inhibitory inputs to different areas of the pyramidal cell. Proximally located inhibition close to the soma can have a divisive effect on the input-output function whilst spatially distributed, dendritically targeted inhibition supports subtractive effects of inhibition \[[@pcbi.1007932.ref007]\].

At the receptor level, synaptic inhibition in the brain is primarily mediated by type A γ-aminobutyric acid receptors (GABA~A~Rs), which are selectively permeable to chloride ions (Cl^-^) and, to a lesser extent, bicarbonate ions (HCO~3~^-^, see [Table 1](#pcbi.1007932.t001){ref-type="table"} for a list of abbreviations) \[[@pcbi.1007932.ref008]\]. As a result, the reversal potential for GABA~A~Rs (EGABA), is largely a function of the transmembrane Cl^-^ gradient. Together with the membrane potential, this sets the driving force for Cl^-^ flux across these receptors and hence represents a fundamental property of inhibitory signaling \[[@pcbi.1007932.ref009]\]. Intracellular Cl^-^ concentration (\[Cl^-^\]~i~), and hence EGABA, can differ between subcellular neuronal compartments, which has been suggested to result from spatial differences in the function or expression of cation-chloride cotransporters in the neuronal membrane \[[@pcbi.1007932.ref010]--[@pcbi.1007932.ref012]\]. That is, synaptic activation of GABA~A~Rs can have different effects on the neuronal membrane potential because of differential expression of Cl^-^ homeostatic mechanisms.
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###### Abbreviations.

![](pcbi.1007932.t001){#pcbi.1007932.t001g}

  ----------- -------------------------------------
  Cl^-^       Chloride ion(s)
  GABA~A~R    Type A γ-aminobutyric acid receptor
  HCO~3~^-^   Bicarbonate ion(s)
  ----------- -------------------------------------

In addition to spatial differences in EGABA, inhibitory synapses also exhibit a form of short-term plasticity that involves changes in the ionic driving force for post-synaptic ionotropic receptors driven by short-term alterations in intracellular Cl^-^ concentration \[[@pcbi.1007932.ref013],[@pcbi.1007932.ref014]\]. Ionic plasticity occurs when GABA~A~R-mediated Cl^-^ influx overwhelms local Cl^-^ extrusion via the canonical Cl^-^ extruder KCC2 \[[@pcbi.1007932.ref015]--[@pcbi.1007932.ref017]\]. Previous work has shown how ionic plasticity is regulated on a spatial level with different neuronal subcellular compartments having differing susceptibility to activity-induced chloride accumulation. For example, both experimental and modelling studies have shown how small volume dendritic compartments are particularly prone to ionic plasticity \[[@pcbi.1007932.ref016],[@pcbi.1007932.ref018]--[@pcbi.1007932.ref021]\].

Although the vast majority of theoretical models of inhibitory signalling and neuronal computation assume static values for EGABA, previous studies have explored the relevance of dynamic Cl^-^ in multiple contexts. For example, studies have investigated the biophysical underpinnings of Cl^-^ homeostasis via active ion transport, cation-chloride cotransporters, or impermeant anions \[[@pcbi.1007932.ref020],[@pcbi.1007932.ref022]\], the effects of neuronal morphologies on Cl^-^ accumulation \[[@pcbi.1007932.ref019],[@pcbi.1007932.ref021],[@pcbi.1007932.ref023]\], and how dynamic Cl^-^ affects neural coding by degrading mutual information \[[@pcbi.1007932.ref024]\]. However, how differences in the spatial targeting of synaptic inhibition interact with ionic plasticity to dynamically modulate the input-output function of neurons is not well understood. To address this, we developed computational models of multi-compartment neurons, which incorporated experimentally parametrised mechanisms to account for neuronal Cl^-^ extrusion and ionic plasticity. Firstly, we show that ongoing structured synaptic input (either excitatory, inhibitory, or both) can lead to spatial variations in EGABA independent of differences in Cl^-^ extrusion. Secondly, we find that accounting for dynamic chloride has a significant effect on the ability of dendritically targeted inhibition to offset neuronal input-output curves. Thirdly, we demonstrate that due to ionic plasticity, the neuronal input-output function is not static but varies significantly as a function of time. Finally, we find that the observed effects of dynamic chloride on the neuronal output function are entirely mediated by changes in EGABA. Our results provide a framework for understanding how Cl^-^ dynamics alter the computational properties of spatially targeted synaptic inhibition.

Results {#sec002}
=======

Experimental characterisation of neuronal chloride extrusion {#sec003}
------------------------------------------------------------

To explore the relevance of Cl^-^ dynamics for the computational properties of synaptic inhibition, we developed multi-compartment models in NEURON that explicitly accounted for changes in \[Cl^-^\]~i~ across time and space. As a result, an important parameter within our model which we needed to determine was the rate of Cl^-^ extrusion, which is mediated by the canonical Cl^-^ cotransporter in mature neurons, KCC2 \[[@pcbi.1007932.ref025]\]. We utilised gramicidin perforated patch-clamp recordings in conjunction with optogenetic manipulation of \[Cl^-^\]~i~ to experimentally characterise Cl^-^ extrusion in hippocampal neurons from mature rat organotypic brain slices ([Fig 1A](#pcbi.1007932.g001){ref-type="fig"}, schematic). Organotypic hippocampal brain slices possess mature Cl^-^ homeostasis mechanisms, as evidenced by their hyperpolarising EGABA \[[@pcbi.1007932.ref026],[@pcbi.1007932.ref027]\] and the fact that KCC2 is the major active Cl^-^ transporter in these neurons \[[@pcbi.1007932.ref028]\]. Activation of the inward Cl^-^ pump halorhodopsin from *Natronomonas pharaonis* (halorhodopsin, eNpHR3.0 or eNpHR) using a green laser (532 nm) for 15 s resulted in a profound increase in \[Cl^-^\]~i~. \[Cl^-^\]~i~ was determined by performing gramicidin whole-cell patch-clamp recordings (which do not disturb \[Cl^-^\]~i~) in conjunction with activation of GABA~A~Rs using pressurised ejection of GABA ([Fig 1A](#pcbi.1007932.g001){ref-type="fig"}). This allowed \[Cl^-^\]~i~ to be calculated from EGABA measurements. We found that \[Cl^-^\]~i~ recovered to baseline levels over the course of approximately a minute following the 15 s eNpHR photocurrent. This recovery curve could be fitted using a single exponential function and replotted with Cl^-^ extrusion rate (mM/s) as a function of Cl^-^ concentration ([Fig 1B](#pcbi.1007932.g001){ref-type="fig"}). As Cl^-^ extrusion by KCC2 is a function the transmembrane gradient for both K^+^ and Cl^-^, we modelled Cl^-^ extrusion in the manner proposed by Fraser and Huang \[[@pcbi.1007932.ref029]\]: $$V = P_{KCC2}\left( {{\lbrack K^{+}\rbrack}_{i}\ {\lbrack{Cl^{-}}\rbrack}_{i} - {\lbrack K^{+}\rbrack}_{o}\ {\lbrack{Cl^{-}}\rbrack}_{o}} \right)$$ where V is the Cl^-^ extrusion rate and P~KCC2~ is the Cl^-^ extrusion constant, or "pump strength", of KCC2. The gradient of the line in [Fig 1B](#pcbi.1007932.g001){ref-type="fig"} can be used to calculate P~KCC2~. We measured P~KCC2~ as 1.0 ± 0.16 1/(M·s) (mean ± SEM, N = 8). P~KCC2~ was reformulated as a function of surface area by assuming recorded pyramidal cells had a volume of 1.058 pL with a surface area of 529 x 10^−8^ cm^2^ \[[@pcbi.1007932.ref030]\] and current by multiplying by Faraday's constant, F, such that P~KCC2~ = 1.9297 x 10^−5^ mA/(mM^2^·cm^2^) (see [S1 Text](#pcbi.1007932.s001){ref-type="supplementary-material"}. Converting KCC2 "pump strength" parameter from $\frac{1}{mM\ s}$ to $\frac{mA}{mM^{2}\ cm^{2}}$). This was then used to calculate the Cl^-^ extrusion rate (V) for each compartment of our model at each point in time depending on the surface area of the compartment concerned and time-varying \[Cl^-^\]~i~. Combined with mechanisms to describe Cl^-^ flux via both constitutively active Cl^-^ leak channels and synaptic activation of Cl^-^ permeable GABA~A~Rs, as well as Cl^-^ diffusion between compartments (see [Methods](#sec010){ref-type="sec"}), we were able to model how changes in \[Cl^-^\]~i~ both affects, and is affected by, spatially distributed patterns of synaptic drive.

![Optogenetic quantification of chloride extrusion in hippocampal neurons.\
(A) Left, schematic of the experimental setup where a gramicidin perforated patch is made from an eNpHR-expressing hippocampal pyramidal neuron. Green light is delivered via the objective and GABA puffs (blue) directed at the cell soma. Right, top, gramicidin perforated patch voltage-clamp recording from a neuron expressing eNpHR3.0-EYFP. GABA~A~R currents recorded at different times, on different trials following 15s of Cl^-^ load induced by light activation of eNpHR. Right bottom, EGABA and \[Cl^-^\]~i~ were calculated from each GABA~A~R current (squares, see [Methods](#sec010){ref-type="sec"}) and plotted as a function of time after the photocurrent for a single cell. \[Cl^-^\]~i~ recovery was fitted by a single-exponential function (black). (B) From the data in 'A', KCC2 Cl^-^ extrusion rate (V) as a function of \[Cl^-^\]~i~ was calculated. This allowed for the Cl^-^ extrusion constant, P, to be calculated. (C) Population data from 8 neurons resulted in an average value of P of 0.001 mM^-1^ · s^-1^. A single compartmental model was then created using the NEURON simulation environment. By accounting for Cl^-^ dynamics including Cl^-^ extrusion via KCC2, a Cl^-^ recovery curve and simulated GABA~A~R currents could be generated (orange curves in 'A'). These closely match our experimental data.](pcbi.1007932.g001){#pcbi.1007932.g001}

Spatial variation in intracellular chloride concentration is affected by the pattern of synaptic drive {#sec004}
------------------------------------------------------------------------------------------------------

In pyramidal neurons, synaptic excitation is predominantly located relatively far from the soma on the branches of the dendrites \[[@pcbi.1007932.ref031]\]. In contrast, synaptic inhibition either targets proximal structures (soma or proximal dendrites) or is co-located with excitation on peripheral dendrites \[[@pcbi.1007932.ref031]\]. Extensive evidence exists to suggest that different neuronal subcellular compartments (e.g. soma vs distal dendrites) can have different \[Cl^-^\]~i~. For example, experiments using genetically encoded Cl^-^ sensors \[[@pcbi.1007932.ref032]\], gramicidin perforated patch-clamping with photo-uncaging of GABA \[[@pcbi.1007932.ref033]\] or Cl^-^ sensitive dyes \[[@pcbi.1007932.ref034]\] have shown different \[Cl^-^\]~i~ in the soma vs dendrites of neurons. It is therefore likely that GABAergic inputs to these compartments may have different functional effects \[[@pcbi.1007932.ref019]--[@pcbi.1007932.ref022]\]. Typically, these differences have been suggested to be driven by differences in the action of cation-chloride cotransporters such as KCC2 \[[@pcbi.1007932.ref010],[@pcbi.1007932.ref011],[@pcbi.1007932.ref035],[@pcbi.1007932.ref036]\], however, it has also been well described that GABAergic input itself causes differential shifts in \[Cl^-^\]~i~ depending on the particular subcellular target location \[[@pcbi.1007932.ref016]\]. What has not been elucidated is how relative amounts of inhibitory and excitatory synaptic drive may drive spatial variations in \[Cl^-^\]~i~ despite uniform expression of cation-chloride cotransport.

To investigate this, we generated a multi-compartmental, conductance-based neuron with a short (50 μm), thick (2 μm), 'proximal' dendrite connected to a long (500 μm), thin (0.5 μm), 'distal' dendrite as in \[[@pcbi.1007932.ref007],[@pcbi.1007932.ref037]\]. Synapses were modelled as conductance-based receptors receiving input at a particular input frequency (see [Methods](#sec010){ref-type="sec"}). Excitatory synapses were distally distributed, whilst inhibitory synapses were placed either distally ([Fig 2A](#pcbi.1007932.g002){ref-type="fig"}, inset) or proximally ([Fig 2D](#pcbi.1007932.g002){ref-type="fig"}, inset). Tonic "leak" currents for the three major ions (K^+^:Na^+^:Cl^-^) with relative permeabilities of (1:0.23:0.4) established the steady-state membrane voltage (-71.35 mV) and resulted in an input resistance of 365 MΩ. In order to select a particular synaptic input configuration, the number of excitatory and inhibitory synapses used was determined by tuning the number of synapses, each receiving an input at a mean frequency of 5 Hz from independent Poisson processes, until the neuron produced an output firing rate of 5 Hz (white areas in [Fig 2B](#pcbi.1007932.g002){ref-type="fig"}) to simulate a network with average firing rates in the theta frequency range \[[@pcbi.1007932.ref038],[@pcbi.1007932.ref039]\]. \[Cl^-^\]~i~ was initialized at 4.25 mM but allowed to evolve dynamically over the course of the 1 s simulation as a function of Cl^-^ extrusion by KCC2 (uniformly distributed across all compartments), flux though Cl^-^ leak channels, GABAergic synapses, and diffusion between compartments (see [Methods](#sec010){ref-type="sec"}). Note that multiple candidate sets of excitatory-inhibitory (E:I) synapses matched this objective ([Fig 2B](#pcbi.1007932.g002){ref-type="fig"}, blue squares).

![The relative amounts of inhibitory and excitatory drive produce spatial variations in neuronal chloride concentration.\
(A) Top, schematic depicting the model with an axon, soma, short thick 'proximal' dendrite connected to a long thin 'distal' dendrite. Both excitatory (red) and inhibitory (blue) synaptic input were evenly distributed across the distal dendrite. Bottom, \[Cl^-^\]~i~ concentration at the end of the 1 s simulations as a function of distance from the soma. Both inhibitory synaptic input alone (blue trace) and excitatory input alone (red trace) caused selective increases in \[Cl^-^\]~i~ in the distal dendrite. Balanced input (purple trace) caused an even greater increase in dendritic \[Cl^-^\]~i~. (B) Heatmap of neuronal firing rates as a function of different numbers of excitatory and inhibitory synapses used to select "balanced" synaptic configurations: i.e. pairs of excitatory-inhibitory (E:I) synapse numbers that could transform 5 Hz balanced input into 5 Hz output under conditions of dynamic Cl^-^ (pale squares). (C) Heatmaps of \[Cl^-^\]~i~ (shades of green) in the distal dendrite, proximal dendrite, soma, and axon at the end of the 1 s simulations when Cl^-^ was allowed to evolve dynamically for three pairs of synaptic numbers reflecting "weak" inhibition (left, E:I-- 200:30), "moderate" inhibition (E:I-- 250:300) and "strong" inhibition (E:I-- 300:800) at different balanced input frequencies. Spatial variations in \[Cl^-^\]~i~ are dictated by the number of synapses and exaggerated by higher frequencies. (D) Top, schematic as in 'A' but with excitatory synapses targeted at the distal dendrite and the inhibitory synapses targeted at the proximal dendrite. Bottom, as in 'A', peri-somatic inhibitory synaptic input also produces spatial variations in \[Cl^-^\]~i~, but of smaller magnitude than when inhibitory synapses are distally located. (E) Heatmap as in 'B' but with proximal inhibition. This allowed E:I synapse pairs which produced 5 Hz output following 5 Hz input to be identified (pale squares). (F) While functionally similar to synapse pairs with distally targeted inhibition in 'C', pairs with proximal inhibition produced more modest changes in \[Cl^-^\]~i~ as a function of the subcellular domain.](pcbi.1007932.g002){#pcbi.1007932.g002}

Picking a synaptic configuration of 250 excitatory and 300 inhibitory synapses (250:300, E:I), the excitatory synapses alone ([Fig 2A](#pcbi.1007932.g002){ref-type="fig"}, red trace), inhibitory synapses alone (blue trace), or both combined (purple trace) were driven at 5 Hz and the final \[Cl^-^\]~i~ at the end of the 1 s simulation plotted as a function of distance from the soma ([Fig 2A](#pcbi.1007932.g002){ref-type="fig"}). We found that all three modes of synaptic drive produced shifts in \[Cl^-^\]~i~ in the dendrites relative to other subcellular compartments. Excitatory drive alone was sufficient to cause dendritic shifts in \[Cl^-^\]~i~ due to an increase in the driving force for Cl^-^ influx via tonic Cl^-^ currents ([Fig 2A](#pcbi.1007932.g002){ref-type="fig"} red trace), which in this case was similar to the \[Cl^-^\]~i~ shifts driven by inhibitory input alone (blue trace). Interestingly, given balanced input (equal amounts of excitatory and inhibitory input, purple trace), \[Cl^-^\]~i~ was elevated in the distal compartment more than the sum of the excitatory and inhibitory components. This could be accounted for by the shift in driving force for GABAergic input caused by the EPSPs, even at a low 5 Hz activity.

To further explore how synaptic drive affects the subcellular distribution of \[Cl^-^\]~i~, we utilised multiple sets of synaptic configurations ([Fig 2C](#pcbi.1007932.g002){ref-type="fig"}) as well as different frequencies of balanced input. This included higher frequencies of input to simulate short bursts of feedforward activity. The distal dendrite, receiving all the input, had the highest \[Cl^-^\]~i~ along the neuron, which was exacerbated by larger balanced input frequencies (50 Hz). This was true for all synapse pairs, but \[Cl^-^\]~i~ accumulation was most pronounced for 300:800 E:I synapses, given the greater number of GABAergic synapses ([Fig 2C](#pcbi.1007932.g002){ref-type="fig"}, right). These simulation results demonstrate that synaptic drive to the dendrites is an important factor in determining the subcellular distribution of \[Cl^-^\]~i~ within neurons.

As proximal dendrites tend to have larger diameters, and hence larger volumes we speculated that proximally targeted GABAergic input may have a differing effect on \[Cl^-^\]~i~. Relative amounts of excitatory and inhibitory synapses were chosen as before to maintain an output of 5 Hz following balanced 5 Hz input ([Fig 2E](#pcbi.1007932.g002){ref-type="fig"}, green squares over white). Inhibitory input at 5 Hz caused a small increase in \[Cl^-^\]~i~ in the proximal dendrite, with minor accumulation in the soma and early part of the distal dendrite due to diffusion ([Fig 2D](#pcbi.1007932.g002){ref-type="fig"}, blue). With excitatory input placed distally and inhibitory input placed proximally, their combined balanced input caused small accumulations of \[Cl^-^\]~i~ in the proximal dendrite. \[Cl^-^\]~i~ accumulation from proximal inhibition was lower overall given a similar number of inhibitory synapses and more excitatory synapses (260:30 proximal vs 200:30 distal, or 780:330 proximal vs 250:300 distal), despite the same frequencies of synaptic drive ([Fig 2F](#pcbi.1007932.g002){ref-type="fig"}).

Together these results demonstrate that despite a uniform subcellular distribution of Cl^-^ extrusion by KCC2, spatial variations in \[Cl^-^\]~i~ can arise because of inhomogeneous distribution of synapatic drives across the dendrites. Furthermore, excitatory drive plays an important role in setting the neuron's \[Cl^-^\]~i~ by altering the driving force of Cl^-^ flux through both tonic Cl^-^ leak channels and GABA~A~ synapses.

Dynamic chloride accumulation compromises the effectiveness of inhibition during balanced distal synaptic input {#sec005}
---------------------------------------------------------------------------------------------------------------

Given the substantial effects of balanced synaptic drive on subcellular \[Cl^-^\]~i~ we observed in our simplified model of a pyramidal neuron, we next set out to determine how accounting for dynamic Cl^-^ might affect neuronal output given differing frequencies of balanced synaptic drive. As in [Fig 2B and 2E](#pcbi.1007932.g002){ref-type="fig"}, different sets of excitatory and inhibitory synaptic configurations were chosen such that 5 Hz balanced input resulted in a 5 Hz output of the neuron under conditions of static \[Cl^-^\]~i~. This was done for both proximally targeted inhibitory synapses (green) and distally targeted inhibition (blue, [Fig 3](#pcbi.1007932.g003){ref-type="fig"}).

![Dynamic chloride accumulation compromises the effectiveness of inhibition during balanced distal synaptic input.\
(A) Inner left, schematic of the model, depicting excitatory synaptic input targeted toward the distal dendrite and inhibitory synapses targeted at the proximal dendrite. Left, average output firing rates over the course of a 1 s simulation as a function of balanced synaptic input for different pairs of E:I synaptic numbers (shades of green, right). Each pair resulted in a 5 Hz output following 5 Hz balanced input (as in [Fig 2](#pcbi.1007932.g002){ref-type="fig"}). Simulations were performed either with \[Cl^-^\]~i~ able to vary dynamically ("dynamic chloride", solid lines) or with \[Cl^-^\]~i~ held at a constant value ("static chloride", dashed lines). Insets with example voltage traces for simulation runs at 20 Hz input for both dynamic (top inset) and static (bottom inset) Cl^-^ as well as \[Cl^-^\]~i~ for the dynamic Cl^-^ simulations (middle inset). These show that accounting for Cl^-^ dynamics results in obvious changes in spike timing. However, chloride dynamics did not result in large changes in output firing rates. (B) Inner left, schematic demonstrating excitatory and inhibitory inputs co-targeted toward the distal dendrite. Left, output firing rates following different balanced input frequencies with different pairs of E:I synaptic numbers (shades of blue, right) as in 'A', but with distally targeted inhibition. Dynamic Cl^-^ resulted in large changes to output firing rates (solid vs dashed lines) as well as spike timing (inset, example simulation runs). (C) Output firing rate given 20 Hz balanced input for different numbers of inhibitory synapses targeted to the proximal dendrite (left) or the distal dendrite (right). Adding more inhibitory synapses in the case of distally targeted inhibtion did not meaningfully impact the firing rate when Cl^-^ was dynamic. This was not the case for static Cl^-^ where increasing the number of inhibitory synapses continued to decrease output.](pcbi.1007932.g003){#pcbi.1007932.g003}

For neurons with proximally targeted inhibitory synapses ([Fig 3A](#pcbi.1007932.g003){ref-type="fig"}), the average output firing rate over the course of a 1 s simulation was recorded as a function of balanced synaptic input at multiple frequencies for different synaptic configurations (shades of green) and where Cl^-^ was either allowed to evolve dynamically (solid line) or was held static (dashed lines). Although accounting for dynamic Cl^-^ changed the exact timing of spikes compared to the static Cl^-^ condition ([Fig 3A](#pcbi.1007932.g003){ref-type="fig"}, inset), the overall effect of dynamic Cl^-^ on average firing rates was negligible at low frequencies (± 2 Hz difference at 10 Hz input), modest at medium frequencies (± 5 Hz at 20 Hz input), and only noticeably impactful at high frequencies for a small range of E:I synapse pairs (330:90 had ± 22 Hz difference, but 780:330 had 1 Hz difference).These overall small differences were likely due to the minimal changes in \[Cl^-^\]~i~ driven by proximally targeted inhibition as demonstrated in [Fig 2E](#pcbi.1007932.g002){ref-type="fig"} and the inset in [Fig 3A](#pcbi.1007932.g003){ref-type="fig"}.

In contrast, the results of the previous section suggest that balanced synaptic input with distally targeted inhibitory synapses has significant effects on dendritic \[Cl^-^\]~i~. To test the functional implications of this, we again measured the output firing rate during the 1 s simulation as a function of multiple balanced input frequencies and different synaptic configurations (shades of blue), but now with distally targeted inhibition either with \[Cl^-^\]~i~ allowed to evolve dynamically, or held static at its initial value (4.25 mM). We observed clear differences in both the timing and rates of action potential generation between simulations run with dynamic vs static Cl^-^ ([Fig 3B](#pcbi.1007932.g003){ref-type="fig"}, inset). Dynamic Cl^-^ resulted in higher output firing rates, particularly for medium balanced input frequencies (20 Hz, [Fig 3B](#pcbi.1007932.g003){ref-type="fig"}). Incorporating Cl^-^ dynamics meant that for a wide range of balanced input frequencies, increasing the number of inhibitory synapses had a negligible effect on output firing rates ([Fig 3C](#pcbi.1007932.g003){ref-type="fig"}, right, solid line), with more GABAergic synapses having no additional "inhibitory" effect. That is, when Cl^-^ is dynamic, inhibitory efficacy can not be recovered by simply increasing the number of inhibitory synapses. These data demonstrate that Cl^-^ accumulation compromises the effectiveness of inhibition for controlling output firing rates in response to balanced synaptic input, especially when inhibition is distally targeted.

Chloride dynamics differentially alter the neuronal input-output function based on inhibitory synaptic location {#sec006}
---------------------------------------------------------------------------------------------------------------

We next investigated how Cl^-^ dynamics affect the ability of spatially targeted inhibition to alter the input-output function of a neuron. Previous work has demonstrated that dendritically located inhibition, by co-locating inhibition with excitation, can offset a neuron's input-output curve by increasing the threshold for firing \[[@pcbi.1007932.ref007],[@pcbi.1007932.ref040],[@pcbi.1007932.ref041]\]. In this manner, inhibition performs a subtractive operation on the neuronal output function \[[@pcbi.1007932.ref002]\]. In contrast, inhibition located more proximally than excitation can perform a divisive scaling of the neuronal output, by suppressing action potential generation \[[@pcbi.1007932.ref002],[@pcbi.1007932.ref007],[@pcbi.1007932.ref040]\]. How Cl^-^ dynamics affect these operations however is unknown.

To explore this issue, we used the same morphologically simplified model of a pyramidal neuron as before ([Fig 4A](#pcbi.1007932.g004){ref-type="fig"}) to generate a classic input-output curve by plotting average neuronal firing rate during a 1 s simulation as a function of the number of recruited excitatory synapses ([Fig 4B](#pcbi.1007932.g004){ref-type="fig"}). Excitatory synapses were targeted at the distal dendrites and stimulated at 5 Hz from a Poisson distribution. By adding increasing numbers of distally targeted inhibitory synapses (also at 5 Hz) the input-output function could be shifted, or offset, to the right, particularly when \[Cl^-^\]~i~ was held constant during the simulations ([Fig 4B](#pcbi.1007932.g004){ref-type="fig"}, left). As has been previously described, distal inhibition did not alter the gain or maximum firing rate of the neuron. We observed that allowing Cl^-^ to change during the course of the simulation (dynamic Cl^-^) reduced the ability of distally targeted inhibition to offset the input-output curve ([Fig 4B](#pcbi.1007932.g004){ref-type="fig"}, right).

![The input-output function of peripherally targeted inhibition is more susceptible to the effects of chloride accumulation than proximally targeted inhibition.\
(A) Schematic showing the model where both synaptic excitation and inhibition were located on the distal dendrite. Each synapse provided 5 Hz stochastic input to the neuron. (B) Left, average output firing rate over the 1 s simulation as a function of the number of excitatory synapses for different numbers of peripherally located inhibitory synapses, and where Cl^-^ was static (dashed lines). Each dot represents the result from 1 simulation (averaged over 3 trials). Increasing the number of inhibitory synapses (shades of blue) offset the neuronal input-output curve to the right (a subtractive operation on the input-output function). Right, allowing \[Cl^-^\]~i~ to vary in the simulations meant that increasing the number of inhibitory synapses had a reduced ability to offset the input-output curve. (C) Schematic, showing a slightly altered version of the model with synaptic inhibition located on the proximal dendrite. (D) Left, as in 'B' but inhibition located proximal to excitatory input, i.e. peri-somatically. With static Cl^-^, increasing the number of inhibitory synapses (shades of green) generated divisive gain modulation by both offsetting the threshold and reducing the maximum firing rate of the neuron. Right, output firing rates for the same number of inhibitory synapses were moderately altered with dynamic Cl^-^, yet with sufficient numbers of inhibitory synapses complete suppression of output could still be achieved.](pcbi.1007932.g004){#pcbi.1007932.g004}

In contrast, simulations with inhibition shifted to a more proximal location ([Fig 4C](#pcbi.1007932.g004){ref-type="fig"}) resulted in inhibition divisively modulating input-output function ([Fig 4D](#pcbi.1007932.g004){ref-type="fig"}). Whilst accounting for dynamic Cl^-^ affected the input-output curves in this condition (e.g. with 2507 inhibitory synapses), the effectiveness of proximal inhibition for divisively modulating the input-output curve remained intact for a broader range of inhibitory synapses than when inhibition was distally located (contrast [Fig 4B](#pcbi.1007932.g004){ref-type="fig"} with [Fig 4D](#pcbi.1007932.g004){ref-type="fig"}). These simulations reveal that Cl^-^ dynamics affect the neuronal input-output function, particularly when inhibition is targeted distally.

Chloride loading causes rapid degeneration of signalling {#sec007}
--------------------------------------------------------

A neuron's input-output function is typically construed as a relatively stable property. However, as demonstrated in [Fig 2](#pcbi.1007932.g002){ref-type="fig"}, continuous synaptic input causes Cl^-^ accumulation and a resultant shift in EGABA, which could progressively affect the input-output function over relatively short timescales. To test this idea, we repeated similar simulations to those described in [Fig 4](#pcbi.1007932.g004){ref-type="fig"} but with synaptic drive modelled as persistently fluctuating conductances and a distal dendritic diameter of 1.0 μm. Instead of measuring the average firing rate over the entire simulation, we instead calculated the instantaneous firing rate in 20 ms time bins. This allowed us to construct input-output curves as a function of time as the simulations progressed.

We then performed multiple simulations calculating the instantaneous firing rate over time with different levels of excitatory conductances ([Fig 5](#pcbi.1007932.g005){ref-type="fig"}, x-axis of heat maps) and inhibitory conductances ([Fig 5](#pcbi.1007932.g005){ref-type="fig"}, y-axis of heat maps) with \[Cl^-^\]~i~ as a dynamic variable ([Fig 5](#pcbi.1007932.g005){ref-type="fig"}, upper row) or held static ([Fig 5](#pcbi.1007932.g005){ref-type="fig"}, second row). By calculating the difference between the dynamic and static Cl^-^ conditions ([Fig 5](#pcbi.1007932.g005){ref-type="fig"}, third row), and measuring distal dendritic \[Cl^-^\]~i~ within the various time bins ([Fig 5](#pcbi.1007932.g005){ref-type="fig"}, bottom row), we were able to observe how Cl^-^ dynamics affect the input-output curves over time. We noticed that for simulations where neurons received appreciable excitatory and inhibitory synaptic drive, even after as little as 100 ms following the start of the simulation, obvious differences in instantaneous firing rate were evident. That is to say, dendritic inhibition's control over the neuronal firing rate was progressively compromised over time ([Fig 5](#pcbi.1007932.g005){ref-type="fig"}, lower row). However, the change in IFR (ΔIFR [Fig 5](#pcbi.1007932.g005){ref-type="fig"}, third row) was mostly stable after 1 s, having little further change at 10 s ([Fig 5](#pcbi.1007932.g005){ref-type="fig"}, rightmost panel). For cases where inhibitory and excitatory input was finely balanced, Cl^-^ dynamics could result in firing rate changes even within 20 ms. In general, however, these simulations demonstrate that at very short durations (\<20 ms) of synaptic drive, Cl^-^ dynamics do not typically affect the input-output function of neurons, but if this synaptic input continues, changes in \[Cl^-^\]~i~ progressively affect the neuronal input-output curve, with the potential for large differences in instantaneous firing rate to emerge over one second.

![Chloride accumulation has a progressive degenerative effect on the input-output function of neurons.\
Neuronal input-output curves from instantaneous firing rate (IFR) represented as heatmaps using synapses with continuous fluctuating conductances instead of discrete inputs. Top, example traces of neuronal membrane potential showing action potential firing over 1 s (and at 10 s) from 5 repeated simulation runs (grey-bordered squares in the heatmaps). The IFR of the neuron was taken at 20 ms, 100 ms, 500 ms 1000 ms and 10000 ms using a backward integration window (Δt) of 20 ms as an average of the 5 simulation runs. Input-output curves represented as heatmaps of IFR for relative excitatory (different columns in an individual heatmap) and inhibitory (different rows in an individual heatmap) conductances. The top row of heatmaps is where simulations were conducted with dynamic Cl^-^. The second row is for identical simulations with static Cl^-^. The third row is the difference in IFR (ΔIFR) between the two. The bottom row is the \[Cl^-^\]~i~ at the time point for that panel (a logarithmic scale was used to visualise the small changes at 20 ms). Right inset, example input-output curve for simulations with (solid trace) and without (dashed trace) dynamic Cl^-^over 1 s. Note how differences in IFR and input-output curves emerge relatively rapidly over 1 second indicating a clear and progressive effect of dynamic Cl^-^ on signalling.](pcbi.1007932.g005){#pcbi.1007932.g005}

Quantification of the impact of chloride dynamics in models {#sec008}
-----------------------------------------------------------

In order to determine precisely how Cl^-^ dynamics affect the neuronal input-output function for the case of distally targeted inhibition, we established what we term the "chloride index". This measure quantifies the extent to which including Cl^-^ dynamics affects the input-output function of a neuron as compared to a condition where \[Cl^-^\]~i~ is held constant. That is, the "chloride index" is defined as the input-output function shift in a model where Cl^-^ is allowed to evolve dynamically during the simulation (dynamic Cl^-^) as compared to a model with static Cl^-^, relative to the case of no inhibition, as is shown schematically in [Fig 6A](#pcbi.1007932.g006){ref-type="fig"}. This shift is measured from the relative excitatory conductance at the half-max firing rate, *x*~50~, for a given amount of inhibition *i*.

![Chloride dynamics shift the neuronal input-output function via changes to EGABA.\
(A) As in Figs [4](#pcbi.1007932.g004){ref-type="fig"} and [5](#pcbi.1007932.g005){ref-type="fig"}, increasing peripherally targeted inhibition (shades of blue) offset the input-output function, with this effect reduced when Cl^-^ was modelled as dynamic over the course of 1 s simulations (solid lines) as compared to when it was static (dashed lines). The effect of Cl^-^ dynamics on the neuronal input-output curve was quantified using the "chloride index". Orange traces, and equation (right) demonstrates how the chloride index is calculated using the example of a simulation with a relative inhibitory conductance of 4. Higher Cl^-^ indices (closer to 1) indicate a reduced effect of inhibition due to Cl^-^ being modelled as dynamic instead of static. (B) Chloride index (blue, traces) and the change in dendritic EGABA (ΔEGABA, orange traces) after a 1 s simulation for different KCC2 pump strengths (P~KCC2~, 100% = 1.9297 x 10^−5^ mA/mM^2^/cm^2^) as a function of differing levels of peripherally targeted inhibition. Simulations with increased amounts of inhibition resulted in larger shifts in chloride index and ΔEGABA. (C) As in 'B' but with P~KCC2~ held at the default level (100%, 1.9297 x 10^−5^ mA/mM^2^/cm^2^) and the diameter of the distal dendrite varied between 0.5 and 2 μm. Small dendritic diameters resulted in larger shifts in chloride index and ΔEGABA during the simulation. (D) Chloride index versus ΔEGABA for all the simulation runs in 'B' and 'C' as well as manipulations where we altered input resistance ([S1A Fig](#pcbi.1007932.s002){ref-type="supplementary-material"}), distal KCC2 strength ([S1B Fig](#pcbi.1007932.s002){ref-type="supplementary-material"}), the duration of the simulation ([S1C Fig](#pcbi.1007932.s002){ref-type="supplementary-material"}) and also modelled K^+^ as being dynamic ([S1D Fig](#pcbi.1007932.s002){ref-type="supplementary-material"}). The relationship between chloride index--the functional result of accounting for Cl^-^ dynamics--and ΔEGABA is directly proportional and independent of underlying neuronal properties such as KCC2 strength or diameter (r = 0.94281, p \< 0.00001, Pearson correlation, N = 292 simulations).](pcbi.1007932.g006){#pcbi.1007932.g006}
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Where $$a = x_{50,i}^{\Delta Cl^{-}} - x_{50,i = 0}$$ and $$b = x_{50,i}^{\overline{Cl^{-}}} - x_{50,i = 0}$$

$x_{50,i}^{\Delta Cl^{-}}$ is the relative excitatory conductance at the half-max firing rate where Cl^-^ is dynamic,

$x_{50,i}^{\overline{Cl^{-}}}$ is the relative excitatory conductance at the half-max firing rate where Cl^-^ is static and

*x*~50,*i*\ =\ 0~ is the relative excitatory conductance at the half-max firing rate where there is no inhibition.

In these simulations, synaptic drive was modelled as persistently fluctuating conductances over the full 1 s of each simulation. Firing rates were taken as the average firing rate over the full 1 s simulation. Similarly to the case in Figs [4](#pcbi.1007932.g004){ref-type="fig"} and [5](#pcbi.1007932.g005){ref-type="fig"}, increased inhibitory drive to the distal dendrite offset the input-output curve to the right, with this being reduced by incorporating dynamic Cl^-^. This effect was quantified using the chloride index described above ([Fig 6A](#pcbi.1007932.g006){ref-type="fig"}).

We then repeated these simulations whilst adjusting the model in various ways which were predicted to alter the dynamics of Cl^-^ accumulation. First, we systematically adjusted the strength of KCC2 (P~KCC2~), whilst measuring the chloride index as well as EGABA in the distal dendrite ([Fig 6B](#pcbi.1007932.g006){ref-type="fig"}). As demonstrated in [Fig 6B](#pcbi.1007932.g006){ref-type="fig"}, simulations with increased distally targeted inhibition, and in cases where KCC2 activity was reduced, had a greater chloride index because these conditions promote Cl^-^ accumulation. In these simulations, we also measured average EGABA in the distal dendrite at the end of the simulations. We noted a close association between dendritic EGABA ([Fig 6B](#pcbi.1007932.g006){ref-type="fig"}, orange) and the chloride index ([Fig 6B](#pcbi.1007932.g006){ref-type="fig"}, blue). We then repeated these simulations, but instead of adjusting the strength of KCC2, we held KCC2 strength constant and systematically adjusted the diameter of the distal dendrite. Reducing the diameter of the distal dendrite (thereby reducing the volume of this section) also increased the chloride index for any given simulation ([Fig 6C](#pcbi.1007932.g006){ref-type="fig"}). Again, we noticed a close correspondence between the chloride index and EGABA in the distal dendrite. In addition, previous research has found that Cl^-^ accumulation depends on a neuron's leak conductance \[[@pcbi.1007932.ref042]\], that neurons have inhomogeneous KCC2 expression, with more in distal dendrites \[[@pcbi.1007932.ref033],[@pcbi.1007932.ref035],[@pcbi.1007932.ref036]\], and \[K^+^\] changes can affect KCC2's \[Cl^-^\]~i~ regulation \[[@pcbi.1007932.ref043]\]. Therefore, other manipulations performed included: systematically adjusting the neurons input resistance by globally changing ionic leak conductances while holding the ratio of K^+^:Na^+^:Cl^-^ conductances constant ([S1A Fig](#pcbi.1007932.s002){ref-type="supplementary-material"}), specifically enhancing KCC2 strength in the distal dendrite relative to the rest of the neuron ([S1B Fig](#pcbi.1007932.s002){ref-type="supplementary-material"}), changing the duration of the simulation itself between 500 ms to 10 000 ms ([S1C Fig](#pcbi.1007932.s002){ref-type="supplementary-material"}) and adding dynamic K^+^ (see [Methods](#sec010){ref-type="sec"}, [S1D Fig](#pcbi.1007932.s002){ref-type="supplementary-material"}). When including all simulations, we found a very close, almost linear, relationship between the change in EGABA during the simulation in the distal dendrite and the chloride index (r = 0.94281, p \< 10^−140^, Pearson correlation, N = 292 simulations, [Fig 6D](#pcbi.1007932.g006){ref-type="fig"}). This clearly demonstrates that regardless of the underlying mechanism, the effect of Cl^-^ dynamics on the input-output function of a neuron can be predicted from the change in EGABA.

Discussion {#sec009}
==========

The transmembrane Cl^-^ concentration is critically important for regulating the properties of fast synaptic inhibition in the brain. Here we have used computational models of morphologically simplified, multi-compartment neurons that incorporated experimentally parametrised neuronal Cl^-^ extrusion in order to provide a framework for investigating the impact of Cl^-^ dynamics on the input-output properties of neurons. We found that continuous excitatory or inhibitory synaptic input can result in subcellular spatial differences in \[Cl^-^\]~i~, and that shifts in \[Cl^-^\]~i~ during synaptic input can affect the input-output properties of neurons.

The idea that \[Cl^-^\]~i~ can differ spatially within a particular neuron, depending on the subcellular compartment concerned, is important for understanding the effect of spatially targeted synaptic inhibition \[[@pcbi.1007932.ref010]\], as well as the consequences of the latest optogenetic silencing strategies which utilise light-activated Cl^-^ channels \[[@pcbi.1007932.ref044]\]. Many interacting variables determine resting \[Cl^-^\]~i~ in neurons \[[@pcbi.1007932.ref020],[@pcbi.1007932.ref022]\], but subcellular differences \[Cl^-^\]~i~ are typically attributed to differences in the activity of cation-chloride cotransporters such as KCC2 or NKCC1. For example, these may be differentially active across the somato-dendritic axis of different cell types with important implications for the cell-type specific properties of spatially targeted inhibitory synaptic transmission \[[@pcbi.1007932.ref045]\]. In support of previous work \[[@pcbi.1007932.ref020],[@pcbi.1007932.ref021]\], we show that the relative amounts of inhibitory and excitatory drive can also produce spatial variations in \[Cl^-^\]~i~ despite uniform Cl^-^ extrusion capacity. Notably, we show that even dendritic excitatory synaptic input alone is sufficient to drive shifts \[Cl^-^\]~i~ by changing the driving force for Cl^-^ flux via tonic Cl^-^ channels. This framework will be useful for experimentalists interpreting data collected using the latest tools to observe subcellular \[Cl^-^\]~i~ *in vivo* \[[@pcbi.1007932.ref046]\], where different activity states will likely affect synaptic drive onto neurons.

Previous experimental and computational work has demonstrated that for a given Cl^-^ load via activated synaptic GABA~A~Rs, Cl^-^ accumulation occurs more readily in smaller volume peripheral dendrites than more proximal dendritic and somatic compartments \[[@pcbi.1007932.ref016],[@pcbi.1007932.ref018],[@pcbi.1007932.ref019],[@pcbi.1007932.ref021]\]. The effect of this on the input-output properties of neurons, however, has not previously been explored. We found that accounting for Cl^-^ dynamics has a more pronounced effect on dendritically targeted inhibition than proximally located inhibition. This is for several intuitive reasons. Firstly, inhibitory inputs occur on smaller volume structures, which means that for a given Cl^-^ load, there is a greater shift in \[Cl^-^\]~i~ and EGABA. Secondly, inhibitory inputs are co-located with excitatory inputs so the driving force for Cl^-^ influx is typically greater for the combined excitatory and inhibitory synaptic drive. The result is that the effectiveness of distal inhibition is more susceptible to the weakening effect of Cl^-^ accumulation than proximal inhibition and may be part of the reason why the bulk of hippocampal and cortical pyramidal neuron inhibitory synapses are typically located on their proximal dendrites and somata \[[@pcbi.1007932.ref031]\].

In our models, including Cl^-^ dynamics reduced the ability of distally targeted inhibition to offset the neuronal input-output function. That is, it reduced the ability of distally targeted inhibition to perform a subtractive operation. And because greater inhibitory synaptic drive enhances Cl^-^ accumulation and counterintuitively weakens inhibition further, it is not possible to overcome this inhibitory weakening by increasing the strength of distal inhibitory synaptic drive. That is, beyond a certain level, simply increasing GABAergic synaptic activation had no additional "inhibitory" effect. We also show that this perturbation of the input-output function happens progressively over time. Particularly under conditions where inhibitory and excitatory input is finely balanced, Cl^-^ dynamics can rapidly and substantially alter instantaneous firing rates. This underscores the fact that even for neurons with a fixed structure of synaptic input, dynamic Cl^-^ progressively alters the neuronal input-output function. This supports previous work, using single-compartment neurons, that demonstrates how, and under which paradigms, Cl^-^ dynamics can degrade neuronal coding \[[@pcbi.1007932.ref024]\]. This also confirms previous modelling studies that show how shifts in EGABA compromise the inhibitory control of firing rates and, in turn, suggest the targeting of Cl^-^ extrusion mechanisms and GABA~A~ receptors as part of therapies for neuropathic pain and spinal cord injury \[[@pcbi.1007932.ref047],[@pcbi.1007932.ref048]\]. By using a measure we termed the "chloride index" we were able to demonstrate that across various conditions (i.e. different KCC2 pump strengths or dendritic diameters) the shift in dendritic EGABA during synaptic input predicts how Cl^-^ dynamics affect the neuronal input-output function.

Whilst we have demonstrated that Cl^-^ dynamics compromise the ability of distally targeted inhibition to control neuronal output in the form of action potential generation at the soma and axon, in some cell types, particularly pyramidal neurons, it is clear that dendrites host active conductances and that non-linear input summation and integration also occurs within the dendritic tree itself \[[@pcbi.1007932.ref049],[@pcbi.1007932.ref050]\]. Given this, it is likely that an important function of peripherally targeted inhibition is to control local non-linear summation of excitatory input, which may be more resistant to the effects of Cl^-^ dynamics. Future work will need to determine how Cl^-^ dynamics affects, and is affected by, active dendritic conductances.

We have shown how changes in \[Cl^-^\]~i~ have significant importance for the control of neuronal output. This is predicted to have important implications for the regulation of network excitability under both physiological and pathological conditions \[[@pcbi.1007932.ref051]\]. As we demonstrate here, for the case of distally targeted dendritic inhibition, even small activity-driven changes in dendritic \[Cl^-^\]~i~ can affect neuronal output, with likely implications for network activity. One notable example is the cortical up-state, when both excitatory and inhibitory synaptic drives on to pyramidal neurons are markedly elevated \[[@pcbi.1007932.ref052]\]. Our simulations predict that over the course of these events, which typically last between 0.5--1 s, intracellular Cl^-^ may increase significantly, with a pronounced effect on the input-output function of these cells, and also on the flow of information through the cortical network \[[@pcbi.1007932.ref053]\]. As a pathological example, the intense, simultaneous excitatory and inhibitory input received by pyramidal neurons during the initiation or spread of epileptic seizures results in severe Cl^-^ accumulation that initially weakens inhibition before resulting in paradoxical GABAergic excitation that perpetuates epileptiform activity \[[@pcbi.1007932.ref051],[@pcbi.1007932.ref054],[@pcbi.1007932.ref055]\]. Together, our results highlight the importance of accounting for changes in Cl^-^ concentration in theoretical and computer-based models that seek to explore the computational properties of dendritic inhibition.

Methods {#sec010}
=======

Experimental procedures {#sec011}
-----------------------

Rat organotypic hippocampal slice cultures were prepared using a method similar to that described by Stoppini and colleagues \[[@pcbi.1007932.ref056]\]. All experiments using animal tissue were in accordance with regulations from United Kingdom Home Office Animals (Scientific Procedures) Act. 7 day old male Wistar rats were killed and the brains extracted and placed in cold (4°C) Geys Balanced Salt Solution (GBSS), supplemented with D-glucose (34.7 mM). The hemispheres were separated and individual hippocampi were removed and immediately sectioned into 350 μm thick slices on a McIlwain tissue chopper. Slices were rinsed in cold dissection media, placed onto Millicell-CM membranes and maintained in culture media containing 25% EBSS, 50% MEM, 25% heat-inactivated horse serum, glucose, and B27 (Invitrogen). Slices were incubated at 36°C in a 5% CO~2~-humidified incubator before transfection. Neurons were biolistically transfected after 5--6 days *in vitro* using a Helios Gene Gun (120 psi; Bio-Rad) with pLenti-hSyn-eNpHR3.0-EYFP (eNpHR3.0 fused to EYFP and driven by the human synapsin I promoter, generously provided by the Deisseroth lab, Stanford University). 50 μg of target DNA was precipitated onto 25 mg of 1.6 μm diameter gold microcarriers and bullets generated in accordance with the manufacturer's instructions (Bio-Rad). At the time of recording, transfected neurons were equivalent to postnatal day 14--17. Previous work has shown that the pyramidal neurons in the organotypic hippocampal brain slice have mature Cl^-^ homeostasis mechanisms, as evidenced by their hyperpolarizing EGABA \[[@pcbi.1007932.ref026],[@pcbi.1007932.ref027]\] and that KCC2 is the major active Cl^-^ transporter in these neurons as EGABA is affected by KCC2-blocking drugs, but not by NKCC1-blocking drugs \[[@pcbi.1007932.ref028]\].

Hippocampal slices were transferred to the recording chamber and continuously superfused with 95% O~2~−5% CO~2~ oxygenated artificial cerebrospinal fluid (ACSF), heated to 30°C. The ACSF was composed of (in mM) NaCl (120), KCl (3), MgCl~2~ (2), CaCl~2~ (2), NaH~2~PO~4~ (1.2); NaHCO~3~ (23); D-Glucose (11) and the pH was adjusted to be between 7.38 and 7.42 using NaOH (0.1 mM). Glutamatergic receptors and GABA~B~Rs were blocked with kynurenic acid (2 mM) and CGP55845 (5 μM). Neurons within the pyramidal cell layer of the CA1 and CA3 regions of the hippocampus were visualized under a 20x water-immersion objective (Olympus) and targeted for recording. Patch pipettes of 3--7 MΩ tip resistance were pulled from filamental borosilicate glass capillaries with an outer diameter of 1.2 mm and an inner diameter of 0.69 mm (Harvard Apparatus Ltd, Hertfordshire, UK), using a horizontal puller (Sutter). For gramicidin perforated patch-clamp recordings\[[@pcbi.1007932.ref057]\], pipettes were filled with a high KCl internal solution whose composition was (in mM): KCl (135), Na~2~ATP (4), 0.3 Na~3~GTP (0.3), MgCl~2~ (2), and HEPES (10). Gramicidin (Calbiochem) was dissolved in dimethylsulfoxide to achieve a stock solution of 4 mg/ml. This was then diluted in internal solution immediately prior to experimentation (10 min before attaining a patch) to achieve a final concentration of 80 μg/ml. The resulting solution was vortexed for 1 min, sonicated for 30 s and then filtered with a 0.45 μm pore cellulose acetate membrane filter (Nalgene). The osmolarity of internal solutions was adjusted to 290 mOsm and the pH was adjusted to 7.38 with KOH.

GABA~A~Rs were activated by delivering short 'puffs' of GABA (100 μM) in the presence of glutamate receptor blockers and GABA~B~R blockers (see above). The agonist was applied via a patch pipette positioned close to the soma and connected to a picospritzer (20 psi for 20 ms; General Valve). To measure \[Cl^-^\]~i~ recovery following a photocurrent-induced \[Cl^-^\]~i~ load, it was important to estimate EGABA, and hence \[Cl^-^\]~i~, from single GABA~A~R currents. To achieve this, the resting EGABA and GABA~A~R conductance (gGABA) were calculated before each experiment and these values were then used to estimate EGABA for a single GABA~A~R current by assuming a consistent gGABA across GABA puffs and solving the equation $I_{GABA_{A}} = g_{GABA}\left( {Holding\ potential - E_{GABA}} \right)$. EGABA was converted to \[Cl^-^\]~i~ using the Nernst equation and assuming a GABA~A~R Cl^-^ to HCO~3~^-^ permeability ratio of 4 to 1, with \[HCO~3~^-^\]~i~ = 10 mM and \[HCO~3~^-^\]~o~ = 25 mM. Photoactivation of NpHR to generate 15 s Cl^-^ photocurrents was achieved via a diode-pumped solid state (DPSS) laser, with a maximum output of 35 mW and a peak at 532 nm (Shanghai Laser Optic Century). The laser was attenuated via a 5 % neutral density and coupled to a 1000 μm diameter mulitimode optic fiber via a collimating lens (Thorlabs).

Modelling {#sec012}
---------

A multi-compartmental, conductance-based neuron model was constructed in NEURON \[[@pcbi.1007932.ref058]\]. Unless The neuron was constructed as a soma extending to a short (50 μm length), thick (2 μm diameter), 'proximal' dendrite connected to a long (500 μm length), thin (0.5 μm diameter unless stated otherwise), 'distal' dendrite as in \[[@pcbi.1007932.ref007],[@pcbi.1007932.ref037]\]. Spikes were recorded from the end of the 500 μm long axon (0.1 μm diameter). The neuronal morphology used is depicted to scale in [Fig 1](#pcbi.1007932.g001){ref-type="fig"}. The membrane potential was updated at each time step according to transmembrane ion currents from channels and pumps, taking into account the membrane capacitance, together calculated as $C_{m}\frac{dV_{m}}{dt} = - {\sum I}$. Some simulations used NEURON's variable time step integrator, 'CVODE', but the default time step of 0.025 ms was typically used.

Synapses were modelled as either conductance-based receptors receiving input from independent stochastic Poisson processes providing an input frequency ('f-in') or as persistent fluctuating conductances ('gclamp'). The reversal potentials of excitatory and inhibitory synapses matched those in \[[@pcbi.1007932.ref007]\]: E~excitation~ = 0 mV; E~inhibition~ = -74 mV. Excitatory f-in synapses were modelled as mixed AMPA and NMDA receptors, similar to \[[@pcbi.1007932.ref059]\], using dual-exponential kinetics with NMDA Mg^2+^ dependence on membrane voltage \[[@pcbi.1007932.ref060]--[@pcbi.1007932.ref062]\] (see [Table 2](#pcbi.1007932.t002){ref-type="table"}). Inhibitory f-in synapses were modelled as GABA~A~ receptors based on the simple conceptual model of transmitter-receptor interaction where transmitter binds to a closed receptor channel to produce an open channel with a forward binding rate α and backward unbinding rate β \[[@pcbi.1007932.ref063]\](see [Table 2](#pcbi.1007932.t002){ref-type="table"}). The g~max~ values for mixed AMPA+NMDA and GABA~A~ receptors were 1 nS and 350 pS, respectively, and strength increased by adding synapses. Each f-in synapse received input at a particular mean frequency with a standard deviation of $\sqrt{mean}$ with spike time intervals sampled from a negative exponential distribution \[[@pcbi.1007932.ref058]\]. Gclamp synapses, modelled as in \[[@pcbi.1007932.ref007],[@pcbi.1007932.ref037]\], had their strength increased by multiplying their baseline passive conductance, 0.0001 μS, by a factor ('relative conductance'). Fluctuations in conductance, 'noise', was set as a coefficient of variance of 0.1. Excitatory synapses were placed on the distal dendrite. Inhibitory synapses were placed either on the proximal or distal dendrite. The number of synapses varied by experiment but were evenly distributed along the respective dendrite.

10.1371/journal.pcbi.1007932.t002

###### Constants, parameters, and default steady state values for variables.

![](pcbi.1007932.t002){#pcbi.1007932.t002g}

  ------------------------------------------------------------------------------------------------------------------------------------------
  Symbol                                    Value                              Description
  ----------------------------------------- ---------------------------------- -------------------------------------------------------------
  Constants                                                                    

  F                                         96485.33 C mol^-1^                 Faraday constant

  R                                         8.31446 J K^-1^ mol^-1^            Universal gas constant

  T                                         310.15 K                           Absolute temperature (= 37˚C)

  Parameters                                                                   

  τ~riseAMPA~                               0.2 ms                             AMPA rise time constant \[[@pcbi.1007932.ref059]\]

  τ~decayAMPA~                              1.7 ms                             AMPA decay time constant \[[@pcbi.1007932.ref059]\]

  τ~riseNMDA~                               2.04 ms                            NMDA rise time constant \[[@pcbi.1007932.ref062]\]

  τ~decayNMDA~                              75.2 ms                            NMDA decay time constant \[[@pcbi.1007932.ref062]\]

  α~GABA~                                   5 mM^-1^ ms^-1^                    GABA~A~ receptor binding rate \[[@pcbi.1007932.ref063]\]

  β~GABA~                                   0.18 ms^-1^                        GABA~A~ receptor unbinding rate \[[@pcbi.1007932.ref063]\]

  P~KCC2~                                   0.001 mM^-1^ s^-1^\                Pump strength for potassium-chloride cotransporter 2 (KCC2)
                                            1.9297 x 10^−5^ mA mM^-2^ cm^-2^   

  \[K^+^\]~i~                               140 mM                             Internal potassium concentration

  \[Na^+^\]~i~                              10 mM                              Internal sodium concentration

  \[HCO~3~^-^\]~i~                          12 mM                              Internal bicarbonate concentration

  \[Cl^-^\]~o~                              135 mM                             External chloride concentration

  \[K^+^\]~o~                               4.0 mM                             External potassium concentration

  \[Na^+^\]~o~                              140 mM                             External sodium concentration

  \[HCO~3~^-^\]~o~                          23 mM                              External bicarbonate concentration

  Variables (default steady state values)                                      

  ECl^-^                                    -92.42 mV                          Reversal potential for chloride

  \[Cl^-^\]~i~                              4.25 mM                            Internal chloride concentration

  EGABA                                     -77.41 mV                          Reversal potential for GABA~A~R

  V~m~                                      -71.35 mV                          Membrane Voltage
  ------------------------------------------------------------------------------------------------------------------------------------------

GABA~A~ receptors, regardless of f-in or gclamp, were modelled as being selectively permeable to both Cl^-^ and HCO~3~^-^ ions (4:1 ratio) and used the Ohmic formulation for current $I_{GABA_{A}} = I_{Cl^{-}} + I_{HCO_{3}^{-}}$, where $I_{Cl^{-}} = \frac{4}{5}g_{GABA}\left( {V_{m} - E_{Cl^{-}}} \right)$ and $I_{HCO_{3}^{-}} = \frac{1}{5}g_{GABA}\left( {V_{m} - E_{HCO_{3}^{-}}} \right)$. Where applicable, the reversal potential for chloride was updated throughout the simulation using the Nernst equation, $E_{Cl^{-}} = \frac{R \bullet T}{F}{\ln\left( \frac{\left\lbrack {Cl^{-}} \right\rbrack_{i}}{\left\lbrack {Cl^{-}} \right\rbrack_{o}} \right)}$. The reversal potential for HCO~3~^-^ was held constant, and EGABA calculated as $E_{GABA} = \frac{4}{5}E_{Cl^{-}} + \frac{1}{5}E_{HCO_{3}^{-}}$.

The axon had channels with Hodgkin-Huxley style kinetics, as in \[[@pcbi.1007932.ref037]\], governing the sodium (Na^+^) channel, $I_{Na^{+}} = m^{3}h\ g_{NA^{+}}\left( {V_{m} - E_{Na^{+}}} \right)$; potassium (K^+^) channel, $I_{K^{+}} = n\ g_{K^{+}}\left( {V_{m} - E_{K^{+}}} \right)$; potassium M-current responsible for the adaptation of firing rate and the afterhyperpolarization, $I_{M} = m\ g_{M}\left( {V_{m} - E_{K^{+}}} \right)$; and leak conductances fitted for an input resistance of 365 MΩ with a K^+^:Na^+^:Cl^-^ ratio of 1:0.23:0.4. Leak conductances were also in the soma and dendrites and, with KCC2, set the resting \[Cl^-^\]~i~ to 4.25 mM. Unless stated as 'static chloride', \[Cl^-^\]~i~ was allowed to vary ('dynamic Cl^-'^). Transmembrane Cl^-^ fluxes due to Cl^-^ currents through GABA~A~Rs, KCC2 co-transporter (as in [Fig 1](#pcbi.1007932.g001){ref-type="fig"}), as well as changes due to longitudinal diffusion, were calculated as $$\frac{d\left\lbrack {Cl^{-}} \right\rbrack_{i}}{dt} = \frac{I_{Cl^{-}}}{F \bullet Vol} + P_{KCC2}\left( {\left\lbrack K^{+} \right\rbrack_{i} \bullet \left\lbrack {Cl^{-}} \right\rbrack_{i} - \left\lbrack K^{+} \right\rbrack_{o} \bullet \left\lbrack {Cl^{-}} \right\rbrack_{o}} \right) + D_{Cl^{-}}\frac{d\left\lbrack {Cl^{-}} \right\rbrack_{i}}{dx}$$ where P~KCC2~ is the "pump strength" of chloride extrusion, $D_{Cl^{-}}$ is the diffusion coefficient for chloride in water, F is Faraday's constant, Vol is the volume of the compartment, and x is the longitudinal distance between the midpoint of compartments (see [Table 2](#pcbi.1007932.t002){ref-type="table"} for parameter values).

For simulations where the strength of KCC2 was adjusted ([Fig 6](#pcbi.1007932.g006){ref-type="fig"} and [S1 Fig](#pcbi.1007932.s002){ref-type="supplementary-material"}), we varied P~KCC2~. For simulations where we also modelled K^+^ as dynamic, we set the K^+^ current through KCC2 to be opposite that of the Cl^-^ current such that the net current through KCC2 was zero \[[@pcbi.1007932.ref020]\]. Additionally in dynamic K^+^ simulations, previously described leak channels were replaced with a passive leak conductance ('gpas') and tonic currents that maintained the initial \[Cl^-^\]~i~ and \[K^+^\]~i~ (see [Table 2](#pcbi.1007932.t002){ref-type="table"}).

The firing rate of a neuron was determined by counting the number of action potentials at the tip of the axon over a 1000 millisecond period. Where applicable, the instantaneous firing rate (IFR) was calculated as $$IFR\left( t \right) = \frac{1}{K\Delta t}{\sum\limits_{k = 1}^{K}{n_{k}^{sp}\left( t \right)}}$$ where *K* (number of trials) = 5, *Δt* (time bin) = 20 ms, and $n_{k}^{sp}\left( t \right)$ was the number of spikes recorded in trial *k* over the time window \[*t*−*Δt*,*t*\].

Supporting information {#sec013}
======================
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###### Chloride dynamics shift the neuronal input-output function via changes to EGABA under multiple conditions.
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Please return the revised version within the next 60 days. If you anticipate any delay in its return, we ask that you let us know the expected resubmission date by email at <ploscompbiol@plos.org>. Revised manuscripts received beyond 60 days may require evaluation and peer review similar to that applied to newly submitted manuscripts.

In addition, when you are ready to resubmit, please be prepared to provide the following:

\(1\) A detailed list of your responses to the review comments and the changes you have made in the manuscript. We require a file of this nature before your manuscript is passed back to the editors.

\(2\) A copy of your manuscript with the changes highlighted (encouraged). We encourage authors, if possible to show clearly where changes have been made to their manuscript e.g. by highlighting text.

\(3\) A striking still image to accompany your article (optional). If the image is judged to be suitable by the editors, it may be featured on our website and might be chosen as the issue image for that month. These square, high-quality images should be accompanied by a short caption. Please note as well that there should be no copyright restrictions on the use of the image, so that it can be published under the Open-Access license and be subject only to appropriate attribution.

Before you resubmit your manuscript, please consult our Submission Checklist to ensure your manuscript is formatted correctly for PLOS Computational Biology: <http://www.ploscompbiol.org/static/checklist.action>. Some key points to remember are:

\- Figures uploaded separately as TIFF or EPS files (if you wish, your figures may remain in your main manuscript file in addition).

\- Supporting Information uploaded as separate files, titled Dataset, Figure, Table, Text, Protocol, Audio, or Video.

\- Funding information in the \'Financial Disclosure\' box in the online system.

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com> PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>.

To enhance the reproducibility of your results, we recommend that you deposit your laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see [here](http://journals.plos.org/ploscompbiol/s/submission-guidelines#loc-materials-and-methods). 

We are sorry that we cannot be more positive about your manuscript at this stage, but if you have any concerns or questions, please do not hesitate to contact us.

Sincerely,

Hugues Berry

Associate Editor

PLOS Computational Biology

Kim Blackwell

Deputy Editor

PLOS Computational Biology

A link appears below if there are any accompanying review attachments. If you believe any reviews to be missing, please contact <ploscompbiol@plos.org> immediately:

\[LINK\]

Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: The paper combines experimental work and computer simulations to investigate the impact of fluctuations in Cl- concentration on neural signalling which is an important topic. I congratulate the authors for an interesting an well written paper. I like the concept of Cl- index. I however had the following questions/comments

1\) The simulations last for 1 second. If I understand correctly, intracellular Cl concentration starts at a low level and then accumulates throughout the simulations. For the results to be relevant, Cl concentration must have reached some kind of steady-state or mean steady state level by the end of the simulations. How do they authors ensure that Cl concentration has converged during the 1s timespan of the simulation? Since dynamics of ionic concentrations are typically very slow, it is not clear to me a priori that 1 second is enough? I suggest the authors increase the duration of the simulations or at least provide a convincing argument for the convergence of Cl concentration.

2)Cl concentration is taken as dynamical while other ionic concentrations are taken as constant. While in some cases this can be a good approximation, this assumption is ultimatey inconsistent with assumptions of constant osmolority and the almost electroneutrality of the intracellular space. Given the importance of intracellular potassium in particular, I suggest the author consider intracellular K+ as dynamically evolvoing in their model. A reasonable guess is that the sum of intracellular Cl- and K+ concentrations would be roughly constant. This would impact KCC2 tranport by making the impact of Cl increase on the rate of transport less important. Maybe this could be done just for a few simulations at least to estimate how large would the impact of fluctuating potassium concentration would be.

3\) The authors adjust parameters so the mean firing rate is 5 Hz when each of the synapse receives input at 5 Hz. This seems reasonable, and seems to come from a steady-state assumption such as every neuron in a network firing at 5Hz. However this is not satisfactorily justified or referenced in the paper.

4\) In the discussion, the author refer to epilepsy. While the design of the paper is good is it stands, the impact of the paper could be increased if relvance of the results with respect to a particular pathology or physiological scenario would be more fleshed out.

Reviewer \#2: In their computational study, the authors studied how chloride dynamics affects distal and proximal inhibition and how it modulates subtractive or divisive changes of the input-output function of neurons, which are driven by concurrent balanced excitatory synaptic drive. They found that spatial variations in chloride concentration can emerge despite uniform expression of chloride pumps. In addition, they observed that whereas chloride accumulation in dendrites diminishes the ability of distal inhibition to trigger subtractive shifts in the input-output curve, the ability of proximal inhibition to trigger divisive changes of the input-output curve remained largely unaffected by dynamical chloride. The methods are well described and the results are appropriately interpreted.

Major points:

\* The authors show convincingly that concurrent inhibitory and excitatory synaptic drive may lead to spatial variations in chloride despite uniform expression of chloride pumps. However, experimental data show that the expression of chloride pumps may not be uniform leading to a dendro-somato-axonal gradient in EGABA with chloride concentration becoming progressively higher toward soma (Gulyas et al. Eur J Neurosci 2001, Szabadics et al. Science 2005, Khirug et al. J Neurosci 2008). The authors should explore such scenario in their model -- e.g. by making the KCC2 pump strength spatially inhomogeneous with a higher expression in dendrites/soma and low/zero expression in the axon. Can enhanced KCC2 pump strength in dendrites counteract the inhibition-compromising effects of dendritic chloride accumulation?

\* Line 155: "Combined with mechanisms to describe Cl- influx via both tonic and synaptic activation of GABAARs..." In Methods, the authors describe the synaptic models of phasic GABA-A responses. Did they include also tonic GABA-A receptors/conductances in their models? I could not find the description of them. They probably mean tonic chloride currents via leak chloride channels. This has to be clearly distinguished and described in the paper.

\* Line 582-583: The authors report that they modelled excitatory synapses as voltage-dependent NMDA conductances. Were AMPA synapses not included? If not, why? Mixed AMPA/NMDA synaptic models would be biologically more realistic than pure NMDA inputs. Recent compartmental modelling of chloride concentration changes used stochastic AMPA/GABA-A inputs (Lombardi et al. Front Cell Neurosci 2018, Lombardi et al. IMJS 2019). Are the results of the current paper in line with this modelling or are there some important differences when NMDA synapses are included?

\* Lombardi et al. IMJS 2019 showed that membrane resistance (determined by gpas) critically influences the amount of chloride changes. Is that the case in the authors' model? Do their conclusion hold for a wide range of gpas values? (Modeling in the paper was performed only for a selected input resistance of 350 Mohm.)

\* Prescott, Sejnowski and De Koninck (Mol Pain 2006) showed that inhibitory regulation of firing can be compromised by decreasing hyperpolarization and/or shunting. The authors should discuss their results in the light of this paper/ these findings.

\* Figure 4 illustrates subtractive and divisive effects of distal and proximal inhibition, respectively. Subtractive inhibition should result in a rightward shift of the IO curve without affecting its slope whereas divisive inhibition should alter the slope of the IO curve. However, in the figure it seems that distal inhibition affects the slope, whereas proximal inhibition shifts the curve and only minimally affects the slope. Can authors comment on this?

Minor points:

\* Figure 5: Replace "Excitatatory" by "Excitatory" (twice).

\* Line 265: Add "blue"

Reviewer \#3: Major concerns:

The study examines the effect of dynamic changes in \[Cl\]i on neuronal input-output relationship. Although there are some interesting aspects in this work, much of the results are intuitive and lack significant insight to be gained from a modeling study. For example, it is expected that the effect of inhibition on input-output function is weaker when inhibition is inter-mixed with excitation. Similarly, if \[Cl\]i is dynamically changing, any time delay in these changes could minimize the effects on the input-output relationship when excitation/inhibition are colocalized (Fig 4B). Most importantly, the model does not seem to reproduce the divisive effects of proximal inhibition on input-output relationship (Fig. 4D). This limits the confidence in the model itself. Model innovation is minimal. Overall, the results are not significant to improve our understanding of inhibitory effects on input-output processing in neurons.

Minor comments:

Lines 85: "inputs can perform a divisive operation by changing the slope (gain) of the input-output function, or"

What is the direction of this "change" -- be specific.

Lines 97 -- 99: "Intracellular Cl- concentration (\[Cl-\]i), and hence EGABA, can differ between

subcellular neuronal compartments, which has been suggested to result from spatial differences in

the function or expression of cation-chloride cotransporters in the neuronal membrane (10--12)."

Clarify the above statement.

Lines 110 -- 113: "Whilst the vast majority of theoretical models of inhibitory signalling and neuronal computation assume static values for EGABA, previous studies have addressed the biophysical underpinnings of Cl homeostasis and ionic plasticity in neurons (20,22), the effects of neuronal morphologies on Cl accumulation (19,21,23), and how dynamic Cl- affects neural coding (24)."

Please summarize briefly what these studies suggest on Cl- dynamics rather than simply stating that Cl- dynamics has been explored.

Lines 135 -- 141: Please clarify the rational for using organotypic slices as a suitable preparation to measure Cl-extrusion. These sentences are too long and should be restructured for readability.

Lines 177 -- 180: The sentence begins with "Extensive evidence....", but there are no relevant citations provided. Clarifying what type of methods and preparations revealed differential \[Cl\]i in those experimental studies would also be pertinent.

Line 224: It may be better to call "synaptic structure" as "synaptic configuration" here and elsewhere.

Lines 235 -- 237: This sentence is too long and cryptic. Please explain clearly.

Lines 243 -- 244: "predicted" must be replaced with "speculated"

Lines 202 -- 222: Some of the descriptions provided here in the Figure legend (e.g., balanced input) can go in the main manuscript. Figure legends must be very brief only describing the graphic components of the figure.

It would be useful to provide a figure panel showing the time series of \[Cl\]i in the model in response to balanced input with different synaptic configurations.

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.

Reviewer \#1: Yes

Reviewer \#2: Yes

Reviewer \#3: Yes

\*\*\*\*\*\*\*\*\*\*

PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/ploscompbiol/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: Yes: Nicolas Doyon

Reviewer \#2: No

Reviewer \#3: No
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Berry, Blackwell

This is an open access article distributed under the terms of the

Creative Commons Attribution License

, which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.

20 Apr 2020

Dear Dr Raimondo,

Thank you very much for submitting your manuscript \"Chloride dynamics alter the input-output properties of neurons\" for consideration at PLOS Computational Biology. As with all papers reviewed by the journal, your manuscript was reviewed by members of the editorial board and by several independent reviewers. The reviewers appreciated the attention to an important topic. Based on the reviews, we are likely to accept this manuscript for publication, providing that you modify the manuscript according to the review recommendations.

Please prepare and submit your revised manuscript within 30 days. If you anticipate any delay, please let us know the expected resubmission date by replying to this email. 

When you are ready to resubmit, please upload the following:

\[1\] A letter containing a detailed list of your responses to all review comments, and a description of the changes you have made in the manuscript. Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out

\[2\] Two versions of the revised manuscript: one with either highlights or tracked changes denoting where the text has been changed; the other a clean version (uploaded as the manuscript file).

Important additional instructions are given below your reviewer comments.

Thank you again for your submission to our journal. We hope that our editorial process has been constructive so far, and we welcome your feedback at any time. Please don\'t hesitate to contact us if you have any questions or comments.

Sincerely,

Hugues Berry

Associate Editor

PLOS Computational Biology

Kim Blackwell

Deputy Editor

PLOS Computational Biology

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

A link appears below if there are any accompanying review attachments. If you believe any reviews to be missing, please contact <ploscompbiol@plos.org> immediately:

\[LINK\]

Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: I feel the authors have satisfactorily answered the comments of the reviewers and that the current version of the manuscript is worthy of publication as it is.

A few minor comments:

1\) At several places, when the authors write Cl- and K+, the - and + are not in exponent format. Please verify.

2\) I\'m still uneasy with p values such as 10\^(-140). Is it different from 0 then? Is it within some numerical uncertainty? Or if the p-value is so small, can we say that something is certain? Also, just above the discussion sectio, -140 should be in exponent

3\) Page 19, line 560, what are \' mature and stable Cl- homeostasis mechanisms\'?

4\) line 579, is it mOsm or mOsM?

5\) Line 606, could the authors specify what is the meaning of (\\\\xi=1)?

6\) Figure 1 c, the units are written as (1/mMs) which can be misleading. Would it possible to write mM\^-1 s\^-1 or (1/(mM\\\\cdot s))?

Reviewer \#2: The authors have addressed all my concerns. Minor points:

\* A new important experimental study on dendritic inhibition has recently been published - the authors might want to cite it: <https://www.nature.com/articles/s41467-019-13533-3>

\* The authors performed new simulations with manipulations of ionic leak conductances and the associated input resistance (Fig. 6 & S1A). However, they don\'t mention the rationale or the motivation for it - namely previous results of Lombardi et al. <https://www.ncbi.nlm.nih.gov/pubmed/30897846> For a better understanding of the background for these simulations, this could be mentioned at the beginning of the relevant results section.

\* L. 464 - replace \"stength\" by \"strength\"

Reviewer \#3: The authors have made significant changes to the manuscript since last review which has greatly improved the manuscript and satisfactorily clarified much of the reviewer concerns. However, there are a few minor points to be addressed as noted below:

1\) Ref Fig 2 and other related simulations. Please provide the stdev of the input firing rates and note whether it differs for different mean input firing rates (e.g.., mean rate of 5 Hz versus 20 Hz).

2\) Line 414: As per the illustration in Fig 6A inset, the authors have to spell out x50 as the relative excitatory conductance at half-maximal firing rate in the results section. Currently it seems like they call the half-maximal firing rate as x50 which is not the case.

3\) Figure 3, panels A and B: Please change Y-axis label to Firing Rate (Hz).

4\) Line 513: Previous work such as Venugopal S, J Neurophysiol, 2011 has to be cited.

Line 189 Remove \"well\" or provide multiple references

Line 206 Begin sentence with \"Note that multiple candidate\...\"

Line 207 Remove extra period

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.

Reviewer \#1: Yes

Reviewer \#2: None

Reviewer \#3: Yes

\*\*\*\*\*\*\*\*\*\*

PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/ploscompbiol/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: Yes: Nicolas Doyon

Reviewer \#2: No

Reviewer \#3: No

[Figure Files:]{.ul}

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, [[https://pacev2.apexcovantage.com](https://pacev2.apexcovantage.com/)]{.ul}. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at [<figures@plos.org>]{.ul}.

[Data Requirements:]{.ul}

Please note that, as a condition of publication, PLOS\' data policy requires that you make available all data used to draw the conclusions outlined in your manuscript. Data must be deposited in an appropriate repository, included within the body of the manuscript, or uploaded as supporting information. This includes all numerical values that were used to generate graphs, histograms etc.. For an example in PLOS Biology see here: <http://www.plosbiology.org/article/info%3Adoi%2F10.1371%2Fjournal.pbio.1001908#s5>.

[Reproducibility:]{.ul}

To enhance the reproducibility of your results, PLOS recommends that you deposit laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see [[http://journals.plos.org/ploscompbiol/s/submission-guidelines\#loc-materials-and-methods](http://journals.plos.org/plospathogens/s/submission-guidelines)]{.ul}
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6 May 2020

Dear Dr Raimondo,

We are pleased to inform you that your manuscript \'Chloride dynamics alter the input-output properties of neurons\' has been provisionally accepted for publication in PLOS Computational Biology.

Before your manuscript can be formally accepted you will need to complete some formatting changes, which you will receive in a follow up email. A member of our team will be in touch with a set of requests.

Please note that your manuscript will not be scheduled for publication until you have made the required changes, so a swift response is appreciated.

IMPORTANT: The editorial review process is now complete. PLOS will only permit corrections to spelling, formatting or significant scientific errors from this point onwards. Requests for major changes, or any which affect the scientific understanding of your work, will cause delays to the publication date of your manuscript.

Should you, your institution\'s press office or the journal office choose to press release your paper, you will automatically be opted out of early publication. We ask that you notify us now if you or your institution is planning to press release the article. All press must be co-ordinated with PLOS.

Thank you again for supporting Open Access publishing; we are looking forward to publishing your work in PLOS Computational Biology. 

Best regards,

Hugues Berry

Associate Editor

PLOS Computational Biology

Kim Blackwell

Deputy Editor

PLOS Computational Biology
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Chloride dynamics alter the input-output properties of neurons

Dear Dr Raimondo,

I am pleased to inform you that your manuscript has been formally accepted for publication in PLOS Computational Biology. Your manuscript is now with our production department and you will be notified of the publication date in due course.

The corresponding author will soon be receiving a typeset proof for review, to ensure errors have not been introduced during production. Please review the PDF proof of your manuscript carefully, as this is the last chance to correct any errors. Please note that major changes, or those which affect the scientific understanding of the work, will likely cause delays to the publication date of your manuscript.

Soon after your final files are uploaded, unless you have opted out, the early version of your manuscript will be published online. The date of the early version will be your article\'s publication date. The final article will be published to the same URL, and all versions of the paper will be accessible to readers.

Thank you again for supporting PLOS Computational Biology and open-access publishing. We are looking forward to publishing your work!

With kind regards,

Laura Mallard

PLOS Computational Biology \| Carlyle House, Carlyle Road, Cambridge CB4 3DN \| United Kingdom <ploscompbiol@plos.org> \| Phone +44 (0) 1223-442824 \| [ploscompbiol.org](http://ploscompbiol.org) \| \@PLOSCompBiol
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