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Zusammenfassung
Kohlenstoffnanoröhren sind Nanostrukturen, deren Form einer einatomigen Lage Graphit,
aufgerollt zu einem Hohlzylinder, entspricht. Die Ladungsträger in halbleitenden Kohlen-
stoffnanoröhren bilden stark gebundene Elektron-Loch-Paare (Exzitonen), die Photolumi-
neszenz vom Rand des sichtbaren Spektrums bis in das Telekom-Band emittieren. Häufig
sind Exzitonen in Kohlenstoffnanoröhren lokalisiert, z. B. an künstlichen Kristalldefekten.
Ihre physikalischen Eigenschaften werden dann durch die Gesetze der Quantenmechanik
bestimmt, was sie in Verbindung mit ihrer variablen Wellenlänge zu vielversprechenden
Kandidaten für Anwendungen in der Quanteninformationsverarbeitung macht.
Lokalisierte Exzitonen sind starken Wechselwirkungen mit ihrer Umgebung ausgesetzt,
die einen Einblick in ihre physikalischen Eigenschaften erlauben. Die vorliegende Disser-
tation erarbeitet ein tieferes Verständnis dieser Wechselwirkungen, das auch hilfreich für
technische Anwendungen ist. Dafür wurden sowohl schwach gebundene Exzitonen in fla-
chen Potentialmulden als auch an künstlichen Defekten lokalisierte Exzitonen untersucht.
Kohlenstoffnanoröhren werden häufig mit Tensidmolekülen ummantelt, die eine chemi-
sche Aufbereitung erlauben. Die spektrale Linienform von schwach lokalisierten Exzitonen
in Kohlenstoffnanoröhren mit Tensidhülle ist oft auffallend asymmetrisch. In dieser Arbeit
wurde ein quantenmechanisches Modell entwickelt, um die Holstein-Wechselwirkung zwi-
schen dem Dipolmoment des lokalisierten Exzitons und Molekülschwingungen des Tensids
zu beschreiben. Charakteristika der relevanten Molekülschwingungen wurden anhand von
Dichtefunktionaltheorie berechnet und Photolumineszenzspektren durch die Kombination
mit dem Modell simuliert. Simulation und Messdaten stimmten über einen weiten Bereich
von Probentemperaturen und Anregungslaserleistungen hervorragend überein.
In kovalent funktionalisierten Kohlenstoffnanoröhren sind Exzitonen an künstlichen Kris-
talldefekten stark lokalisiert. Zwar ist die Photolumineszenz dieser Zustände ungewöhnlich
intensiv, aber zwischen einzelnen Kohlenstoffnanoröhren variieren die Spektren erheblich.
Magnetophotolumineszenzmessungen zeigten, dass diese Unterschiede, anders als für freie
Exzitonen, nicht durch dunkle Zerfallskanäle erklärbar sind. Durch Photonenkorrelations-
spektroskopie wurden zwei Arten von Emittern mit starken bzw. schwachen Korrelationen
zwischen den beiden Ladungszuständen der lokalisierten Exzitonen identifiziert. Dieses
Resultat ergab Niveauschemata zur Beschreibung der exzitonischen Besetzungsdichte und
zeigte, dass häufig mehrere Defektstellen in unmittelbarer Nachbarschaft auftreten und
durch Coulomb-Abstoßung miteinander korreliert sind.
Die Ergebnisse dieser Arbeit identifizierten dipolare und elektrostatische Wechselwirkun-
gen als bedeutende Kopplungsmechanismen lokalisierter Exzitonen in Kohlenstoffnanoröh-
ren. Dies bietet eine Orientierung für das Design künftiger Techniken zur Funktionalisierung
und Tensidumhüllung von Kohlenstoffnanoröhren, um deren nächste Generation von An-




Carbon nanotubes are a one-dimensional allotrope of carbon that can be imagined as a
single-atomic layer of graphite rolled up to a hollow cylinder. The charge carriers in semicon-
ducting carbon nanotubes form strongly bound electron-hole pairs (excitons) that support
photoluminescence emission ranging from the edge of the visible spectrum into the tele-
com band. Frequently, the excitons are localized, e. g. at intentional defect sites, and their
photophysical properties are then dominated by the laws of quantum mechanics. Along
with their wavelength tunability, this feature makes localized excitons in carbon nanotubes
promising candidates for quantum information processing applications.
Localized excitons in carbon nanotubes are subject to strong interactions with their en-
vironment that provide insights into their fundamental physical properties. This thesis is
aimed at providing a deeper understanding of these couplings that is also beneficial for the
improvement of carbon nanotube technologies. Both weakly confined excitons in shallow
potential minima and excitons localized intentionally at covalent defect sites were studied.
Carbon nanotubes are frequently wrapped with surfactant molecules that enable wet-
chemical purification processes. The photoluminescence lineshapes of weakly localized
excitons in surfactant-wrapped carbon nanotubes often feature a peculiar asymmetry. In
this work, a quantum-mechanical model was developed that describes the Holstein-like
interaction between the dipole moment of localized excitons and molecular vibrations of
the surfactant. Photoluminescence spectra were simulated by combining this model with
the characteristics of the relevant molecular vibrations that were calculated by means of
density functional theory. An excellent agreement between the simulations and the data
was obtained over a broad range of sample temperatures and excitation laser irradiances.
Covalently functionalized carbon nanotubes host strongly localized excitons confined at
intentional lattice defects. While photoluminescence emission from these states is excep-
tionally bright, the spectral response shows significant variations on the level of individual
carbon nanotubes. Magneto-photoluminescence experiments established that in contrast
to diffusive excitons these variations cannot be attributed to the presence of nonradiative
decay channels. Photon correlation measurements identified two classes of emitters with
strongly and weakly pronounced correlations between the two possible charge states of the
localized excitons. This finding guided the formulation of level schemes describing the exci-
ton population dynamics and revealed the frequent presence of multiple proximal defect
sites that are correlated by repulsive Coulomb interactions.
Both studies in this work identified dipolar and electrostatic interactions as important
coupling mechanisms of localized excitons in carbon nanotubes. These results provide
guidance in the design of future carbon nanotube functionalization techniques and sur-
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Almost 75 years ago, the first successful construction of a solid-state transistor started a
technological revolution [1]. It initiated the success of integrated circuits that continue to
grow in complexity following the predictions of Moore’s law [2]. This development laid the
foundations for the information age that is sometimes also called the silicon age after the
enabling raw material [1], putting it in line with the stone age, the bronze age, and the iron
age [3, p. V]. Interestingly, the most versatile chemical element is not on this list of names.
Carbon forms more than 10 million known chemical compounds compared to “only” about
1.7 million compounds that comprise the other 117 chemical elements [4, p. 308]. Recently,
carbon-based technologies have attracted growing attention, e. g. in the field of organic
electronics [5–7], for energy storage applications [8–10], for sensing [P6, 11–13], or even
in smart textiles [14–17]. It was proposed that the widespread replacement of metals and
alloys by carbon composites [18–20] could convert the primary metal production, which
is responsible for more than 10 % of world’s primary energy consumption, into a climate-
neutral fabrication of carbon materials [21]. In view of these advances, it is possible that the
next technological revolution will be based on carbon.
One of the most remarkable allotropes of carbon are carbon nanotubes (CNTs) that were
first described in 1991 [22], although they had likely been produced and observed much
earlier [23, p. 3]. These one-dimensional crystals can be imagined as a single-atomic, two-
dimensional layer of graphite – graphene – rolled up to a cylinder with sub-nanometer to
few-nanometer diameters [23, p. 35] and reported lengths of up to half a meter [24]. Along
with their exceptional aspect ratio, CNTs feature outstanding electric [25, 26, 27, p. VI] and
thermal conductivity [27, p. VI, 28, 29], tensile strength, and hardness [27, p. 5, 30] that pro-
mote their application in many technological areas [31]. A peculiar property of CNTs from
the perspective of solid-state physics is the dependence of their electronic band structure
on the geometry. Dictated by the crystal structure, CNTs either show metallic behavior or
are semiconductors with diameter-dependent band gaps [23, pp. 61, 69, 32] that correspond
to a fundamental photoluminescence (PL) emission wavelength ranging from the edge of
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the visible spectrum into the near infrared [33–35]. These properties make CNTs promis-
ing candidates for the fields of optoelectronics and photonics [36], where they have been
employed in applications such as all-optical sensing [P6, 37, 38], infrared photodetectors
[39–41], photovoltaic cells [42–44], light-emitting diodes [45, 46], and quantum light emitters
tunable over the entire telecom window [47, 48].
Due to their exceptionally large binding energy the charge carriers in CNTs form bound
electron-hole pairs – excitons – that dominate the photophysical properties of CNTs [49–51].
While the excitons may diffuse freely along the CNT axis in pristine samples [52–55], fre-
quently they also become localized at intentional crystal defects [48, 56–59] or in shallow
potential traps at low temperatures [60–62]. In this localized regime the exciton dynamics is
governed by their quantum nature that make them interesting candidates for quantum in-
formation processing applications [47, 63–65]. At the same time, PL emission from localized
CNT excitons is subject to strong interactions with the environment [66–68] that give rise to
variations in emission energy [60, 61], spectral wandering [P6], and intensity fluctuations
[69], amongst others. The study of these coupling mechanisms provides insights into the
fundamental physical properties of localized excitons and has evolved to an active field of
research [P6, 38, 59, 60, 70, 71]. In addition, a thorough knowledge of the environmental in-
teractions is beneficial for the realization of CNT-based nonclassical devices. Routes towards
the deterministic control of the PL properties of localized excitons in CNTs have been identi-
fied that include the minimization of environmental influences in freely suspended [67, 72]
or polymer-embedded CNTs [73, 74] and the protection of excitonic states in deep potential
traps [47, 48, 56, 58, 64]. While these techniques have enabled the realization of many novel
device applications for CNTs, however, the control of the experimental parameters to the
level required for quantum information processing applications remains challenging [65].
This thesis is aimed at providing a deeper understanding of the most significant envi-
ronmental interactions of localized excitons in CNTs. Both excitons trapped at intentional
crystal defects and unintentionally localized excitons in shallow potential traps have been
studied with a combination of complementary spectroscopic techniques. Weakly localized
excitons in polymer-wrapped CNTs exhibited a peculiar asymmetric lineshape that was
attributed to a previously unreported dipolar coupling mechanism to molecular vibrations
of the surfactant molecules. Time-resolved studies of the PL from defect-trapped excitons
in covalently functionalized CNTs revealed the presence of electrostatic interactions that
modify the exciton population dynamics in the frequent case of multiple defect sites in close
proximity. Both effects provide novel insights into the interaction mechanisms of localized
excitons in CNTs.
The structure of this work is as follows: Chapter 2 introduces the crystal structure and
electronic properties of CNTs and their building block graphene. The excitonic states in
CNTs are given special attention. Furthermore, second order time-correlation functions are
introduced and their experimental characteristics are reviewed. In Chapter 3, the design and
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the specifications of the home-built confocal microscope used for cryogenic PL spectroscopy
of individual CNTs and a description of the different detection setups is presented. Also,
details of the sample preparation are introduced.
Chapter 4 discusses the influences of surfactants on the PL lineshape of localized excitons
in CNTs. After a review of proposed exciton-phonon coupling mechanisms in the literature,
a quantum-mechanical description of dipolar interactions between localized excitons and
molecular vibrations of surfactants is presented. This model was used to simulate PL spectra
by combining it with characteristic quantities of the molecular vibrations calculated by
density functional theory (DFT). The excellent agreement between model and data over a
broad range of sample temperatures and excitation laser irradiances is illustrated. These
results are complemented by an introduction to the DFT method employed in this work
and the derivation of a conversion formula between molecular dipole moments and the
integrated molar absorptivity in Appendix A.
In Chapter 5, covalently functionalized CNTs are studied that host strongly defect-local-
ized neutral and negatively charged excitons. The exceptional brightness of PL from these
states is attributed to the absence of nonradiative decay channels, contrasting the properties
of free or weakly localized CNT excitons. Time-resolved PL decay and photon correlation
measurements revealed the existence of two different classes of emitters with distinct prop-
erties. By comparing with model predictions for the photon correlation data, we identified
the two scenarios as solitary and multiple defect sites in the focal spot of our confocal mi-
croscope. This result established photon correlation spectroscopy as a powerful tool for the
investigation of exciton population dynamics. Appendix B presents the numerical analysis
of the relevant rate models that is omitted in Chapter 5 for the sake of brevity.
A summary of the results obtained in this thesis and an outlook that highlights possible
future directions of research is given in Chapter 6.
3

2 Fundamentals of photoluminescencespectroscopy of single-walled carbonnanotubes
Single-walled carbon nanotubes can be pictured as a single sheet of graphene rolled to a
seamless cylinder. Many characteristics of carbon nanotubes are therefore inherited from
the physical properties of the hexagonal graphene lattice that are briefly revisited in this
chapter. The electronic band structure of graphene is obtained in a tight-binding descrip-
tion of the carbon pi orbitals, resulting in a linear, Dirac-like dispersion at the K and K ′
points of the Brillouin zone. The geometric structure of a single-walled carbon nanotube is
determined by the chiral vector that represents the displacement of two carbon atoms that
coincide after the imagined rolling process. The chiral vector accordingly also determines a
number of properties like the carbon nanotube diameter, the rolling angle, and the shape
of the unit cell. The electronic band structure of carbon nanotubes is obtained from the
graphene band structure in a zone-folding approach. The quantization of momentum in the
circumferential direction gives rise to discrete energy bands that yield metallic or semicon-
ducting behavior depending on the chiral vector. In one-dimensional systems, the density
of states exhibits a peculiar divergent behavior, resulting in the concentration of optical tran-
sitions to the band edges in semiconducting carbon nanotubes. In addition, pronounced
Coulomb interactions give rise to the formation of bound electron-hole pairs (excitons)
that dominate the photoluminescence response of carbon nanotubes. Of the 16 possible
exciton configurations only one state may decay radiatively in the absence of symmetry
breaking. Since this optically bright state is not the lowest in energy, the optical quantum
yield of carbon nanotubes is low, particularly at cryogenic temperatures. Magnetic fields
parallel to the nanotube axis brighten the optical response of carbon nanotubes due to the
breaking of time-reversal symmetry. Time-resolved measurements of photoluminescence
light are often characterized by the analysis of correlations in the photon emission. The
definition and properties of the second order time-correlation function are briefly revisited
and experimental differences to the temporal correlation of single-photon detection events
are highlighted.
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2.1. Graphene – the building block of carbon nanotubes
Single-walled carbon nanotubes (CNTs) can be imagined as a sheet of graphene that is rolled
to a seamless cylinder (cf. Figs. 2.1 (a)–(c)). For that reason, many physical characteristics
of CNTs are inherited from graphene. This section provides a short review of the crystal
structure and the electronic properties of graphene that serve as the starting point for the
subsequent discussion of these aspects for single-walled CNTs.
2.1.1. Crystal structure and Brillouin zone
From the 118 chemical elements, there exist more than 10 million known compounds con-
taining carbon – organic compounds – compared to “only” about 1.7 million inorganic
compounds [4, p. 308]. Part of the reason for this wealth of organic chemical species is
the ability of carbon to form several distinct types of chemical bonds depending on the
hybridization of its electronic orbitals [23, p. 1]. Of the six electrons of carbon, two electrons
each occupy the 1s2, the 2s2, and the 2p2 orbital in the electronic ground state. While the
1s2 electrons are strongly bound to the atomic core, the more weakly bound 2s2 2p2 valence
electrons participate in chemical reactions [23, p. 5]. Since the ∼4 eV energy separation
between the 2s and the 2p electrons is smaller than chemical bond energies, one of the 2s
electrons can be excited to the 2p state to enhance the binding energy of a carbon atom with
its neighboring atoms [23, p. 9].
When carbon forms chemical bonds, the wave functions of the 2s and 2p states mix and
form either sp, sp2, or sp3 hybrid orbitals that are given by the linear combination of the
remaining single 2s electron with one, two, or three of the 2p electrons, respectively [23,
pp. 5–9]. The sp, sp2, or sp3 hybridized electrons form σ bonds with the neighboring atoms
that obtain their strength from an increased electron density between the atomic nuclei. By
contrast, unpaired 2p electrons form weaker pi bonds in which two lateral lobes of electron
density overlap [76, pp. 321–324]. In the absence of steric interactions the σ bonds adopt
orientations that maximize their respective distance. For sp orbitals this results in linear
(a) (b) (c)
Figure 2.1.: Illustrative sketch of the formation of a single-walled CNT starting from (a) a flat
sheet of graphene that is (b) being rolled up in order to (c) form a seamless cylinder. Graphics
(a)–(c) are reproduced from [75].
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Figure 2.2.: Real and reciprocal-space lattice of graphene. (a) Hexagonal real-space lattice
of graphene spanned by the unit vectors a1 and a2 (green). The unit cell (gray shaded area)
comprises two carbon atoms A and B that belong to the two graphene sublattices colored in
blue and red, respectively. (b) Corresponding reciprocal-space lattice spanned by the recipro-
cal unit vectors b1 and b2 (green). The hexagonal first BZ is highlighted in gray and features
the high-symmetry points Γ, M , K , and K ′ at the center, the center of the edge and the two
distinct corners of the BZ, respectively. Graphics (a)–(b) were adapted from [23, p. 25] and are
reproduced from [75].
molecules with 180° bond angle, for sp2 orbitals in a trigonal planar geometry with 120°
bond angles, and for sp3 orbitals in a tetrahedral molecular geometry with 109.5° bond
angles [76, pp. 319–321, 77].
Thanks to the versatile binding dynamics of carbon not only an unmatched quantity of
carbon compounds exist, but also a large number of carbon allotropes, the most prominent
being diamond for sp3 hybridized carbon and graphite for sp2 hybridized carbon [78]. Due
to the trigonal planar geometry of the sp2 orbitals in graphite, it consists of covalently bound
layers that are stacked and linked by significantly weaker van der Waals interactions [79].
While these individual layers of graphite – graphene – have been studied theoretically for a
long time [80–82], they were not isolated intentionally until 2004 [83, 84].
Due to the 120° bond angles of the sp2 orbitals, graphene forms a two-dimensional hexag-
onal Bravais lattice (cf. Fig. 2.2 (a)). The rhombic unit cell (gray shaded area in Fig. 2.2 (a))
consists of two carbon atoms that belong to the A and B sublattices, colored in blue and red,
respectively, in Fig. 2.2 (a). For the orientation chosen in Fig. 2.2 (a), where the two atoms

















Here, the lattice constant a = |a1| = |a2| =
p
3aC−C = 2.46Å is given by the carbon-carbon
bond length aC−C = 1.42Å in graphene [23, p. 25].1
1 In CNTs the carbon-carbon bond length aC−C = 1.44Å is slightly larger than in graphene due to curvature
effects [23, p. 38].
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The unit vectors b1 and b2 in reciprocal space are defined by their orthogonality to the
real space vectors a1 and a2,
ai ·bj = 2piδi j for i , j = 1,2, (2.2)


















corresponding to the reciprocal lattice constant 4pi/
p
3a [23, p. 26]. The reciprocal vectors
span a Brillouin zone (BZ) of hexagonal shape (gray shaded area in Fig. 2.2 (b)), where
the hexagon in reciprocal space is rotated by 90° compared to the real-space hexagonal
graphene lattice. Fig. 2.2 (b) also highlights the high-symmetry points Γ, M , K , and K ′ at the
center, the center of the edge and the two distinct corners of the BZ, respectively [23, p. 26].
2.1.2. Electronic properties and band structure
The electronic properties of graphene are dominated by the unhybridized pi electrons of the
two A and B carbon atoms per unit cell in Fig. 2.2 (a) [23, p. 26]. A tight-binding approach
shows that the quantum-mechanical superposition of the respective pi orbitals forms a
bonding pi band and an antibonding pi∗ band that constitute the lowest-energy valence and
conduction bands in graphene, respectively. The tight-binding energy dispersion relation is
given by [23, p. 27]
Eg2D(k)=
ε2p ±γ0 ·w(k)
1± s ·w(k) , (2.4)
where ε2p is the energy of an electron in the 2p orbital, γ0 and s are the nearest-neighbor
hopping matrix element and the overlap integral of the two pi orbitals, respectively, and the












for k= (kx ,ky ). (2.5)
The + and the − sign in Eq. (2.4) correspond to the valence and the conduction band that
are shown in red and blue, respectively, in Fig. 2.3 (a), where ε2p was set to zero and the
parameters γ0 = −3.033eV and s = 0.129 were fit to first principles calculations [23, p. 27].
The first BZ and the high-symmetry points Γ, M , K , and K ′ are indicated in green. Fig. 2.3 (b)
shows the same bands along the edges of the triangle ΓMK together with the four lowest-en-
ergy of the six graphene σ bands (black) that were calculated following [23, pp. 29–33]. Since
even the lowest-energy sigma bands feature a band gap of ∼6 eV, the electronic properties
of graphene are dominated by the pi bands and the σ bands are often neglected [23, p. 26].
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Figure 2.3.: Electronic band structure of graphene. (a) Dispersion of the graphene valence (red)
and conduction band (blue) formed from the unhybridized carbon pi orbitals. The hexagonal
first BZ featuring the high-symmetry points Γ, M , K , and K ′ is highlighted in green. (b) Disper-
sion of the graphene valence band (red), conduction band (blue), and the four lowest-energy
σ bands along the edges of the triangle ΓMK . Graphics (a)–(b) were adapted from [23, pp. 28,
32] and graphic (a) is reproduced from [75].
Note that the accuracy of this tight-binding description decreases with increasing distance
to the K and K ′ points in the BZ [86].
At the K and K ′ points the conduction and the valence band of graphene touch in a single




3|γ0|a/2ħ≈ 1×106 m/s is the Fermi velocity, q is given by q= k−kK for wave
vectors close to the K point and by q = k−kK ′ for wave vectors close to the K ′ point, re-
spectively, and |q|¿ |kK |, |kK ′ |must be fulfilled [82, 87]. Since the effective mass in a crystal
is given by the second derivative of the energy dispersion, the linear form of Eq. (2.6) for-
mally describes a massless or an ultrarelativistic particle and correspondingly the charge
carrier dynamics in graphene near the K and K ′ points can be formulated in terms of a
massless Dirac-like Hamiltonian [87, 88]. At the same time, the density of states (DOS) D(E ),











is the area per carbon atom [82, 87]. By consequence, there exists no band gap in graphene,
but the DOS is zero around the intersection of valence band and conduction band, ren-
dering graphene a semimetal [87]. Due to the inversion symmetry of the graphene lattice,
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the K and K ′ points are generally equivalent in graphene, contrasting materials like mono-
layer transition metal dichalcogenides (TMDs) that lack inversion symmetry and offer e. g.
optical access to their valley degree of freedom [89, 90]. To address the K and K ′ points inde-
pendently in graphene, inversion symmetry must be explicitly broken, e. g. by introducing
defects or edges or by applying lateral electric fields [91–93].
2.2. Chirality and crystal structure of single-walled carbon nano-
tubes
A single-walled CNT can be described as a sheet of graphene rolled into a seamless cylinder
(cf. Figs. 2.1 (a)–(c)). The fundamental structure of a single-walled CNT is determined by its
diameter that typically ranges between 0.7 nm and ∼10.0 nm [23, p. 35] and the orientation
of the hexagonal graphene lattice with respect to the tube axis. Both characteristics are gov-
erned by the chiral vector Ch that represents the displacement between two carbon atoms
in the graphene lattice that come to lie on each other after the imagined rolling process. In
the rolled CNT, by consequence, the chiral vector points around the CNT circumference
and is orthogonal to the CNT axis [23, p. 37].
Since the chiral vectorCh connects two carbon atoms from the same sublattice – otherwise
a seamless cylinder could not be formed – it can be expressed as a linear combination of the
graphene lattice vectors from Eq. (2.1) as
Ch = n ·a1+m ·a2 ≡ (n,m). (2.8)
The pair of integers (n,m) is also referred to as the chiral index or the chirality of a CNT. Due
to the hexagonal symmetry of the graphene carbon lattice, it is sufficient to consider only
combinations of nonnegative integers n and m that satisfy 0≤m ≤ n [23, p. 37].
By definition, the length |Ch | of the chiral vector is equal to the circumference of the
corresponding CNT and thus the CNT diameter dt can be calculated as







where the lattice constant a = |a1| = |a2| =
p
3aC−C = 2.49Å is given by the carbon-carbon
bond length aC−C = 1.44Å in CNTs [23, p. 38].2 The chiral angle θ is defined as the angle
between the chiral vector Ch and the graphene lattice vector a1. It denotes the tilt angle of
the hexagonal graphene lattice with respect to the CNT axis and is restricted to the range
0°≤ θ ≤ 30°, when 0≤m ≤ n. The value of θ is related to the chiral index by [23, p. 39]






2 See footnote 1.
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Figure 2.4.: Schematic construction of CNTs from a graphene sheet. The chirality of a CNT is
defined by the chiral vector Ch that is a linear combination with integer coefficients n and m
of the graphene lattice vectors a1 and a2 (green arrows). Together with the translation vector T
the chiral vector Ch spans the CNT unit cell (red framed areas) that is rolled along Ch to form
a seamless cylinder (insets), resulting in a CNT of chirality (n,m). The depicted examples are
a chiral (6,5)-CNT (top left), a chiral (9,1)-CNT (top right), an armchair (5,5)-CNT (bottom
left), and a zigzag (9,0)-CNT (bottom right). The graphic was adapted from [75].
Based on the value of θ, single-walled CNTs are often categorized into three classes of
geometrical structure [23, pp. 36–37] that are illustrated in Fig. 2.4.
• CNTs with chiral angle θ = 0° corresponding to a chiral index of (n,0) for some n > 0
are named zigzag CNTs. This term stems from the characteristic zigzag edge of the
carbon lattice around the CNT circumference (cf. bottom right CNT in Fig. 2.4).
• CNTs with chiral angle θ = 30° corresponding to a chiral index of (n,n) for some n > 0
are named armchair CNTs. As for the zigzag CNTs, this term originates from the shape
of the carbon lattice around the CNT circumference that resembles the backrest and
the armrests of an armchair (cf. bottom left CNT in Fig. 2.4).
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• All other CNTs with 0°< θ < 30° are called chiral CNTs. For chiral CNTs the tube axis
is tilted with respect to the hexagonal graphene lattice, resulting in a lower crystal
symmetry than for zigzag and armchair CNTs. Fig. 2.4 shows the chiral (6,5)-CNTs and
(9,1)-CNTs that were used for the studies in this work.
Since translational symmetry in CNTs is only given along the tube axis, CNTs feature a
one-dimensional crystal lattice with a cylindrical unit cell. The unit vector of this lattice is
the translation vector T that is perpendicular to the chiral vector Ch and whose length is
determined by the distance of the first carbon atom through which a line perpendicular to
Ch passes. Introducing the greatest common divisor dR = gcd(2n+m,2m+n) the vector T






·a2 ≡ (t1, t2). (2.11)
The length of T is given by |T| =p3|Ch |/dR resulting in the area |Ch ×T| =
p
3|Ch |2/dR of
the unit cell and a number of carbon atoms N per unit cell of [23, p. 40]





Depending on the common divisors of n and m, the value of N can vary significantly even
for similar CNT diameters dt = |Ch |/pi. For the zigzag (9,0)-CNT and the armchair (5,5)-CNT
in Fig. 2.4 the translation vectors T are given by T= (1,−2) and T= (1,−1), corresponding
to 36 and 20 carbon atoms per unit cell, respectively. By contrast, for the less symmetric
chiral (6,5) and (9,1)-CNTs, Eqs. (2.11) and (2.12) yield translation vectors T= (16,−17) and
T = (11,−19), respectively, as well as the equal number N = 364 of carbon atoms per unit
cell. Similarly, the number of electronic energy bands or phonon dispersion branches differs
significantly between the CNT chiralities [23, p. 45].
The reciprocal lattice vectors K1 and K2 of a CNT can be found by formulating an orthogo-
nality criterion analogous to Eq. (2.2) that takes the form
Ch ·K1 = 2pi, T ·K1 = 0, (2.13a)
Ch ·K2 = 0, T ·K2 = 2pi. (2.13b)
Employing Eqs. (2.8), (2.11) and (2.12) the solution for the vectors K1 and K2 can be written
as [23, p. 47]
K1 = 2
N
· (−t2 ·b1+ t1 ·b2) and K2 = 2
N
· (m ·b1−n ·b2), (2.14)
where b1 and b2 are the reciprocal lattice vectors of graphene from Eq. (2.3). While the defini-
tions of K1 and K2 are similar, their physical significance is very distinct. Since translational
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Figure 2.5.: First BZs (gray lines) of (a) a chiral (4,2)-CNT, (b) a zigzag (9,0)-CNT, and (c) an
armchair (5,5)-CNT spanned by the reciprocal lattice vector K2 and the vector K1 (red) ad-
dressing discrete wave vectors corresponding to the periodic boundary conditions along the
CNT circumference. The graphene Γ points and reciprocal unit vectors b1 and b2 are indicated
in black and green, respectively. Graphics (a)–(c) were reproduced from [75].
symmetry in CNTs is only established along the translation vector T, only K2 is a reciprocal
lattice vector, while K1 gives rise to discrete wavenumbers in the direction of Ch owing to
the periodic boundary conditions along the CNT circumference.
Since the real-space lattice vectorsCh andT are orthogonal – unlike a1 and a2 in graphene –
the length of the reciprocal lattice vector K2 can be calculated as [23, p. 47]








Compared to the reciprocal-space unit vectors b1 and b2 in graphene of length 4pi/
p
3a the





than the b1 and b2 vectors.3 In particular for chiral CNTs with small values of dR the size of
the BZ can be significantly smaller than in graphene.
In circumferential direction, the periodic boundary conditions require a discretization
of wave vectors into multiples of K1. Since t1 and t2 are integers,
N
2 ·K1 = −t2 ·b1+ t1 ·b2
is a reciprocal lattice vector of graphene and any wave vectors with difference N2 ·K1 are
equivalent. Furthermore, since the numbers t1 and t2 are coprime, none of the multiples
µ ·K1 for µ= 0, . . . , N2 −1 is a reciprocal lattice vector of graphene and wave vectors with a
difference of µ ·K1 for any µ= 0, . . . , N2 −1 are distinct [23, p. 47].
By consequence, the first BZ of a CNT is composed of N2 parallel line segments of length
|K2| that are displaced by K1. The first line segment corresponding to µ = 0 is centered
around the Γ point and extends 12 · |K2| in the directions parallel and antiparallel to K2. The
other N2 −1 line segments are shifted by µ ·K1, orthogonal to K2, for µ= 1, . . . , N2 −1.
3 This follows from d 2R = gcd(2n+m,2m+n)2 ≤ (2n+m)(2m+n)= 2n2+5nm+2m2 ≤ 3(n2+nm+m2). For
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Fig. 2.5 (a) shows the corresponding first BZ (gray lines) for a (4,2)-CNT, one of the smallest
chiral CNTs that can be stabilized in nature [94–96]. Due to the relatively small number of
N = 56 carbon atoms per unit cell, the first BZ of a (4,2)-CNT consists of 28 parallel line
segments compared to a significantly larger number of 182 parallel lines for (6,5)-CNTs and
(9,1)-CNTs [23, p. 47]. The black dots in Fig. 2.5 (a) indicate the position of the equivalent
Γ points at zero wave vector (left) and at a wave vector of N2 ·K1 (right). Figs. 2.5 (b) and (c)
show the respective first BZs of a (9,0)-CNT and a (6,5)-CNT. Due to the larger value of dR for
these zigzag and armchair CNTs the length of the line segments constituting the respective
first BZs are significantly longer than for the (4,2)-CNT in Fig. 2.5 (a).
2.3. Electronic properties and band structure of single-walled
carbon nanotubes
The band structure of CNTs can be derived from the band structure of graphene discussed
in Section 2.1.2 by a zone-folding approach [23, p. 59] that is presented in the following.
Neglecting effects of the CNT curvature, the electronic bands of a CNT are obtained by
evaluating the dispersion relation of graphene on the N2 parallel line segments constituting
its first BZ. As for graphene, the electronic structure of CNTs is determined by the pi orbitals
whose dispersion is given by Eq. (2.4). Using the description of the first BZ of a CNT from






for µ= 0, . . . , N2 −1 and −
pi
|T| ≤ k ≤
pi
|T| , (2.16)
where Eg2D is the dispersion relation of graphene from Eq. (2.4) and T, N , K1 and K2 are
given by Eqs. (2.11), (2.12) and (2.14), respectively. The N2 dispersion relations Eµ(k) are
usually considered as “folded” to the interval
[−pi/|T|,pi/|T|] of real numbers for all branches
µ= 0, . . . , N2 −1 instead of treating them as functions on the N2 different line segments.
Figs. 2.6 (a)–(c) show the band structures resulting from Eq. (2.16) for a chiral (4,2)-CNT
(left panel), a zigzag (9,0)-CNT (central panel), and an armchair (5,5)-CNT (right panel)
[23, p. 63]. While the three band diagrams show the same energy range, the respective
scales of the wave vector axes vary corresponding to the different sizes of the BZs for the
individual CNT chiralities. Since the dispersion relation of graphene given by Eqs. (2.4)
and (2.5) is an even function, the dispersion of CNTs is symmetric around zero. Accordingly,
the three panels show wave vectors between 0 and pi/|T|, i. e. the positive half of the interval[−pi/|T|,pi/|T|], where the value 0 represents the Γ point that is centered in the line segment
corresponding to µ= 0 in Figs. 2.5 (a)–(c) and the maximum value pi/|T| represents the edge
of the first BZ. Using Eq. (2.11) the maximum wave vectors pi/|T| evaluate to 1/p84= 0.109
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Figure 2.6.: Electronic band structures of (a) a chiral (4,2)-CNT, (b) a zigzag (9,0)-CNT, and
(c) an armchair (5,5)-CNT. While all three panels show the same energy range, the respective
scales of the wave vector axis vary corresponding to the different sizes of the BZs for the
individual CNT chiralities. The chiral (4,2)-CNT in (a) features a band gap, while the zigzag
(9,0)-CNT and the armchair (5,5)-CNT in (b) and (c), respectively, exhibit band crossings.
Graphics (b)–(c) were adapted from [23, p. 63].
for the chiral (4,2)-CNT in Fig. 2.6 (a), to 1/
p
12= 0.289 for the zigzag (9,0)-CNT in Fig. 2.6 (b),
and to 1/2 for the armchair (5,5)-CNT in Fig. 2.6 (c) in units of 2pi/a.
The number of branches in Figs. 2.6 (a)–(c) is given by N2 (cf. Section 2.2), where incidental
degeneracies may occur [23, pp. 62–64]. For the chiral (4,2)-CNT in Fig. 2.6 (a) this number
N
2 = 28 is significantly larger than N2 = 18 and N2 = 10 for the zigzag (9,0)-CNT and the arm-
chair (5,5)-CNT in Figs. 2.6 (b) and (c). At the same time the translation vector T scales with
N (cf. Eq. (2.12)) such that a larger number of electronic bands is associated with a narrower
first BZ. For the chiral (6,5)-CNTs and (9,1)-CNTs studied in this work, the resulting N2 = 182
(partially degenerate) branches are almost constant over the narrow interval
[−pi/|T|,pi/|T|]
constituting the respective first BZs.
Another striking characteristic in Figs. 2.6 (a)–(c) is the presence or absence of a band cross-
ing at zero energy. While the chiral (4,2)-CNT in Fig. 2.6 (a) features a band gap, the zigzag
(9,0)-CNT and the armchair (5,5)-CNT in Figs. 2.6 (b) and (c) exhibit band crossings at wave
vectors 0 and 1/3 in units of 2pi/a, respectively [23, p. 64]. As illustrated in Figs. 2.7 (c)–(b),
the origin of this difference follows from the dispersion relation of graphene near the K
and K ′ points, where the graphene valence and conduction bands can be approximated
by two touching cones following Eq. (2.6). If one of the N2 line segments in Figs. 2.5 (a)–(c)
passes through the K or the K ′ point of graphene as in Fig. 2.7 (a), then the corresponding
one-dimensional CNT energy bands exhibit a zero energy gap (cf. Fig. 2.7 (b)). By contrast,
if none of the line segments passes through either the K or the K ′ point as illustrated in
Fig. 2.7 (c), then the CNT features a finite energy gap Egap between valence and conduction
band (cf. Fig. 2.7 (d)) [23, p. 60].
The condition for a zero-gap energy band is that the distance of the K or the K ′ point of
graphene from the line segment corresponding to µ= 0 in Eq. (2.16), which passes through
15













Figure 2.7.: Conditions for band crossings and band gaps in the band structure of CNTs. (a) A
line segment of the first BZ of a CNT passing through the K or the K ′ point of graphene results
in (b) a band crossing of the valence band (red) and the conduction band (blue) at the Fermi
energy EF. (c) No line segment of the first BZ of a CNT passing through the K or the K ′ point of
graphene results in (d) a band gap between the valence band (red) and the conduction band
(blue) centered around the Fermi energy EF. Graphics (a)–(d) were adapted from [97] and are
reproduced from [75].
the Γ point, is an integer multiple of |K1| [23, p. 60]. Due to the symmetry of the first BZ of
graphene, for both the K and the K ′ point this requirement results in the prerequisite that
2n+m is a multiple of 3, or equivalently, that4
n−m ≡ 0 (mod 3). (2.17)
Other than for graphene, the DOS at the band crossing was shown to be nonzero for CNTs
owing to their different dimensionality [23, p. 68]. While graphene is considered a semimetal
(cf. Section 2.1.2), CNTs featuring a band crossing therefore show metallic behavior, whereas
CNTs with a band gap are semiconducting. From Eq. (2.17) it follows that about one third
of all CNTs are metallic, while the remainder is semiconducting [23, p. 61]. In particular, all
armchair CNTs are metallic, while zigzag CNTs are only metallic if n is a multiple of 3.
This work focused on spectroscopic experiments that require a nonzero band gap and ac-
cordingly employed semiconducting (6,5)-CNTs and (9,1)-CNTs. The quadratic dispersion
of semiconducting CNTs together with their one-dimensional geometry gives rise to a DOS
that diverges as D(E)∝ 1/pE at the band extrema [98], a feature known as Van Hove singu-
larity (VHS) [99]. Due to this strong concentration of the electronic states, optical transitions
preferentially occur between the band minima c1,c2, . . . of the conduction bands and the
band maxima v1, v2, . . . of the valence bands as illustrated in Fig. 2.8 (c) [23, p. 69]. Here, the
band edges cj and vi are numbered by increasing distance from the Fermi energy EF and
the corresponding optical transitions are denoted by Ei j .
4 This condition can be derived by writing the vector from the Γ point to the K point as 32 ·b1+ 12 ·b2. The
distance of the K point from the line segment passing through the Γ point in units of |K1| can then be
calculated as
( 3
2 ·b1+ 12 ·b2
) ·K1/|K1|2 and using |K1| = 2pi/|Ch | together with Eqs. (2.3) and (2.9) this evaluates
to (2n+m)/3.
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Figure 2.8.: Band-to-band transitions of CNTs. (a)–(b) Illustration of electric dipole selection
rules for optical transitions with light polarization parallel (left) and orthogonal (right) to
the CNT axis, respectively. (c) Optical transitions between the first two valence band (v1, v2)
and conduction band (c1,c2) VHSs, respectively, that are numbered with increasing distance
from the Fermi energy EF. The transitions E11 (red) and E22 (blue) between valence and
conduction band states of equal number are dominant, while the transitions E12 and E21 (gray)
are suppressed. (d) Kataura plot of the transition energies for E11 and E22 of semiconducting
CNTs as a function of the CNT diameter dt . The data points follow the empirical formulas
from [35]. Graphics (a)–(d) are reproduced from [75].
Optical selection rules for CNTs restrict the possible electric dipole transitions between a
conduction band state c j and a valence band state vi to i − j = 0 for light polarized parallel
(cf. Fig. 2.8 (a)) and to i − j =±1 for light polarized orthogonal (cf. Fig. 2.8 (b)) to the CNT
axis [100, 101]. While transitions corresponding to i − j = ±1 have been observed experi-
mentally [102], the CNT antenna effect and pronounced depolarization effects suppress the
interaction between CNTs and light polarized orthogonal to their axis [102, 103] as well as
the corresponding optical transitions Ei j with i 6= j (indicated in gray in Fig. 2.8 (c)). By con-
sequence, the optical transitions Ei i between valence and conduction bands with the same
number i , corresponding to light polarized parallel to the CNT axis, are the predominant
electric dipole transitions in CNTs.
Combining the linear approximation of the graphene dispersion relation near the K and
K ′ points from Eq. (2.6) with the observation that the closest line segment in Eq. (2.16) passes
the K or K ′ point at a distance of 13 |K1| yields an indirectly proportional dependence of the




where aC−C = 1.44Å is the carbon-carbon bond length in CNTs.5 Similarly, with the second
closest line segment passing the K or K ′ point at a distance of 23 |K1|, the E22 energy (blue
5 See footnote 1.
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arrows in Fig. 2.8 (c)) is predicted to be twice as large as the E11 energy. When using a value
of |γ0| = ∼2.75eV obtained for CNTs [49, 104–107], E11 emission below ∼1000 nm in the
range of silicon photodetectors would require diameters smaller than 6.4 Å. In spectroscopic
measurements, the experimental focus therefore lies on the narrowest CNTs.
A plot of the E11 energy as a function of the CNT diameter was first introduced by KATAURA
et al. [104]. Due to the curvature of the CNT lattice, however, experimental E11 energies devi-
ate significantly from the scaling formula Eq. (2.18), particularly for small CNT diameters [33,
108]. Since a small dt implies a large value of |K1|, deviations from the linear approximation
in Eq. (2.6) occur for the narrowest CNTs, a result known as trigonal warping effect [109,
110]. In addition, for pronounced curvatures of the two-dimensional graphene lattice the
hexagonal symmetry is broken and the tight-binding derivation of the electronic bands loses
its accuracy [111]. This discrepancy was addressed by the introduction of extended tight-
binding schemes [112, 113]. Finally, the ratio of E22 to E11 energy has been found to deviate
from the theoretical value of 2 [34], which was attributed to many-body electron and hole
interactions [114–117].
Based on these findings, a refined Kataura plot in good agreement with experimental data
was introduced in [35] that is presented in Fig. 2.8 (d). In particular for small CNT diameters,
the spread around the 1/dt dependency from Eq. (2.18) is significant. A systematic descrip-
tion capturing the deviations was achieved by introducing CNT families. Within each family
the number 2n+m is constant, resulting in similar diameters but different chiral angles
for the CNTs in the same family [118]. In this framework, the E11 emission energies of the
(9,1)-CNTs and the (6,5)-CNTs employed in this work are predicted at 912 nm and 976 nm,
respectively, and fall inside the silicon window below ∼1000 nm [33, 35].
2.4. Excitonic states in single-walled carbon nanotubes
Photoluminescence (PL) experiments study the light emitted in the radiative recombination
of electrons and holes after their optical excitation, typically by a suitable laser. Section 2.3
introduces the single-particle electronic properties of electrons and holes in CNTs by treating
these charge carriers as independent particles. While this description is sufficient for many
bulk semiconductors, the low dimensionality of CNTs strongly enhances electron-hole
interactions [49–51, 115, 119, 120]. An accurate description of PL from CNTs must therefore
include the Coulomb attraction between the oppositely charged electrons and holes.
An exciton is a quasiparticle composed of an electron and a hole that are bound by at-
tractive Coulomb interaction, similar to a hydrogen atom [122]. In CNTs, excitons were first
observed in two-photon excitation spectroscopy experiments employing optical selection
rules that allow for controlled excitation of excitonic p orbital states [50, 119, 120]. These
measurements together with other theoretical and experimental studies confirmed that the
18


































Figure 2.9.: Continuum and excitonic states in single-walled CNTs. (a) Schematic illustration
of optical excitation (black arrow) and PL (green arrow) across the single-particle band gap
corresponding to the E11 transition. (b) Schematic illustration of optical excitation (black
arrows) into different excitonic levels and continuum states, capture of independent charge
carriers into excitonic states (gray arrows), PL across the single-particle band gap (blue arrow)
and radiative exciton decay (red arrows). (c) Energy dispersion of the four singlet exciton
states of a (9,4)-CNT comprising one bright (solid line) and three dark states (dashed lines)
using the values given in [121]. Graphics (a)–(c) were adapted from [75].
exciton binding energies in CNTs are substantial and reach values of ∼300 meV for CNTs
with diameters of ∼1 nm [50, 119–121, 123–126].
Figs. 2.9 (a) and (b) illustrate the difference between the two scenarios. In the single-parti-
cle picture in Fig. 2.9 (a), electrons are excited from the energetically highest valence band
VHS, leaving behind a hole, to the energetically lowest conduction band VHS (black arrow)
and decay radiatively in the reverse process (green arrow), corresponding to the E11 transi-
tion in CNTs. The introduction of Coulomb interactions modifies the band gap as discussed
below and adds additional bound exciton states below the continuum that are characterized
by quantum numbers similar to hydrogen orbitals. The population dynamics now include
optical excitation (black arrows) from the valence band VHS into the conduction band VHS
as well as the different excitonic levels, capture of independent charge carriers into excitonic
states (gray arrows), PL across the single-particle band gap (blue arrow) and radiative exci-
ton decay (red arrows). At low temperatures, the exciton ground state (n = 1 in Fig. 2.9 (b))
dominates due to the large exciton binding energy [51].
Since electrons and holes can either occupy the K or the K ′ valley and the spin of both may
attain one of two possible directions, a total number of 16 different exciton configurations is
possible in the exciton ground state. These 16 configurations decompose into a spin singlet
manifold comprising 4 states and a spin triplet manifold comprising the remaining 12 states
[127]. While all 16 states are degenerate in the single-particle picture, the introduction of
Coulomb interactions partially lifts this degeneracy [121]. The triplet states lie all energeti-
cally lower than the singlet states, but cannot be excited by the absorption of a photon or
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decay under emission of a photon due to total angular momentum conservation and are
therefore called optically dark [127, 128].
The four singlet states are superpositions of the spin-up and spin-down configuration
[128] that are characterized by the valley in which electron and hole reside. The two interval-
ley exciton states |K K ′〉 and |K ′K 〉 both feature nonzero (angular) momentum and are there-
fore also optically dark [121]. Of the two intravalley exciton states K± = 1p
2
(|K K 〉± |K ′K ′〉),
the bonding superposition K+ is of odd and the antibonding superposition K− is of even
parity.6 The energetically lower state K− therefore is a dipole-forbidden dark state, while
the energetically higher state K+ is the only optically bright CNT exciton state [129–132].
Fig. 2.9 (c) illustrates the energy dispersion of the four singlet exciton states in a (9,4)-CNT
for zero energy fixed to the energy minimum of the dark K− exciton that is located few meV
below the minimum of the bright K+ exciton [121].
Since transitions from the singlet to the triplet manifold are suppressed in the absence of
symmetry breaking [130], transitions among the exciton singlet states are most relevant for
optical experiments. At low temperatures, the exciton population is expected to accumulate
in the lowest-energy, optically dark state |K−〉, thereby suppressing pronounced PL response
[117]. Accordingly, low quantum yields (QYs) of ∼10−3 were observed in PL experiments
[34, 133, 134]. In temperature-dependent PL studies, the maximum QY was observed at
intermediate temperatures of 10–40 K, since at lower temperatures most of the exciton
population is trapped in the dark |K−〉 state, while at higher temperatures also the dark |K K ′〉
and |K ′K 〉 states become populated and compromise the optical conversion efficiency [127,
129, 130, 135, 136].
The energy Eexc of the bright exciton |K+〉 can be expressed as a correction of the single-
particle band gap Egap using the formula
Eexc = Egap+EBGR+Ebind, (2.19)
where Ebind is the exciton binding energy of the |K+〉 state and EBGR is the band gap renor-
malization energy that represents a shift of the free-particle band gap due to multi-particle
electronic interactions [51, 137]. The two contributions are opposite in sign – while Ebind is
negative, EBGR is positive and increases the band gap – and EBGR is only slightly larger than
Ebind. By consequence, EBGR and Ebind almost cancel and only lead to a slight increase of
Eexc compared to Egap of ∼100 meV [49, 51, 108, 138].
Similar to Eq. (2.18), several scaling relations have been found that approximate Eq. (2.19),
which is difficult to evaluate exactly in many cases. Like the E11 transition energy, the exciton
binding energy Ebind scales as 1/dt [108, 123, 125, 138, 139]. By contrast, both the splitting
6 By virtue of the hexagonal crystal symmetry, the parity operator Pˆ maps the state |K K 〉 to α|K ′K ′〉with some
phase factor α. Using the equality of the velocity operator matrix elements 〈K K |vˆ |g 〉 = 〈K ′K ′|vˆ |g 〉 from [128],
where |g 〉 is the ground state, the identity 〈K K |vˆ |g 〉 = 〈K K |Pˆ Pˆ vˆ |g 〉 =α∗〈K ′K ′|(−vˆ)|g 〉 can be used to fix the
value α=−1. Similarly, Pˆ |K ′K ′〉 =−Pˆ Pˆ |K K 〉 =−|K K 〉. These results imply PˆK+ =−K+ and PˆK− =K−.
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between the bright and dark exciton states |K+〉 and |K−〉 and the splitting between the
singlet and the triplet exciton states scale as 1/d 2t [139, 140].
Apart from the diameter scaling also dependencies of the exciton energy on the dielectric
constant ε of the CNT environment have been reported [68, 141, 142]. In [139, 143] this
dielectric screening has been modeled by a ε−1.4 scaling of the exciton binding energy Ebind.
By contrast, in [137] the exciton binding energy Ebind was modeled to scale as ε
−1.2 with
a simultaneous scaling of the band gap renormalization EBGR as ε−1. Finally, a shift of the
exciton energy by few meV with temperature has been observed [135] and was attributed
to a temperature dependence of the band gap energy Egap that cannot be expressed by a
simple scaling relation [144].
Magnetic fields aligned parallel to the CNT axis result in an Aharonov-Bohm flux [145–147]
through the CNT that also causes modifications of the band gap energy Egap [103, 148, 149].
More importantly, however, the presence of a magnetic field breaks time-reversal symmetry
and thereby enables radiative decay from the exciton state |K−〉 that is parity forbidden at
zero magnetic field [121]. By consequence, an increase in QY together with a shift of the
exciton energy is expected [128]. Studies of CNT ensembles in magnetic fields accordingly
reported both PL brightening [130, 132, 150, 151] and redshifts of the emission energy
[132, 150, 151]. On the level of individual CNTs the emergence of a new emission peak
energetically slightly below the E11 exciton was observed in agreement with the expected
brightening of the dark state |K−〉 [131]. For magnetic fields orthogonal to the CNT axis, no
such modifications have been observed [131, 132]. The energy splitting ∆ between the |K+〉
and the |K−〉 state also depends on the magnetic field an can be expressed by the hyperbolic
relation ∆2 = ∆20+∆2AB [121, 131, 132, 150]. Here, ∆0 is the zero-field bright-dark splitting
and the field-induced splitting ∆AB =µϕ is given by the magnetic coupling constant µ and
the Aharonov-Bohm flux ϕ= 14pid 2t B∥, where B∥ =B cosθ is the magnetic-field component
parallel to the CNT axis.
As first proposed by LAMPERT [152], excitons can capture a third charge carrier – either
a second electron or a second hole – and analogously to H – or H2+ form a three-particle
bound state called trion. The excess charge and the unpaired spin in trions open promising
routes to the electronic control of optical properties and spin manipulation techniques
[153, 154]. In bulk semiconductors, however, trions are elusive, since their binding energies
compared to the neutral exciton state are typically below 1 meV [155, 156]. As has been
predicted theoretically, trions are more stable in low-dimensional systems [157]. They are
therefore routinely observed in semiconductor quantum dots, but the corresponding trion
binding energies of ∼3–10 meV still require low temperatures to achieve deterministic con-
trol [158–162]. In CNTs, by contrast, the trion binding energy is enhanced by strong Coulomb
exchange interactions [163]. The diameter-dependent trion binding energy reaches values
of ∼130 meV for CNTs diameters of 1 nm that stabilizes trions even at room temperature,
rendering CNTs a particular promising platform for the study of trion physics [163–165].
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2.5. Second order time-correlation functions
In Section 3.1 a Hanbury Brown-Twiss (HBT) setup comprising two superconducting single-
photon detectors (SSPDs) is introduced that acts as an intensity interferometer, measuring
correlations in the temporal intensity fluctuations of the light being studied. The signal of
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where 〈 · 〉 is the average over time t , I (t) is the measured intensity at time t , ni (t) is the
number of photon counts on detector i = 1,2 at time t , and τ is the time difference between
detection events at the two detectors [166]. While the two averages in the denominator eval-
uate to the time-independent intensity I0 of the light source, the numerator 〈I (t)I (t +τ)〉
contains information about the dynamics governing the temporal fluctuations of the light
intensity. This is the case even though the g (2) function only correlates intensities but neither
electromagnetic field vectors nor phases – as opposed to the first-order correlation function
g (1) that correlates fields instead of intensities –, as was first demonstrated in astronomical
observations of Sirius by HANBURY BROWN and TWISS [167] that clearly showed the capa-
bility to capture coherence effects. The measured bunching behavior for this classical light
source (see Fig. 2.10 (a)) was explained purely by wave mechanical effects [168, 169]. Only
later, these results were reinterpreted in the photon picture as the interference of probabili-
ties [170] and cast into the theoretical framework of coherence functions by GLAUBER [166],
opening the route towards the application in photon-counting experiments.
In several experiments it was established that the emission from a classical (or chaotic)
light source generally features bunching [167, 169], i. e. that given the detection of a photon
at some time t0 the probability to detect another photon at time t0+τ is increased for short
time delays τ. In other words, the photons preferentially arrive in packets, or bunches. By
consequence, the number of photons in a classical light beam is subject to strong variations,
resulting in super-Poissonian light statistics, for which the variance of the photon number
Var(n) is larger than the expectation value 〈n〉 [171, pp. 82–87]. The resulting second-order
correlation function g (2) sketched in Fig. 2.10 (a) correspondingly shows a peak around
zero delay time with a width given by a timescale τ0 that is determined by the dynamics
of the light source. Since g (2)(τ) approaches unity for large time delays as a signature of
uncorrelated behavior, classical or generally bunched light is often identified by the criterion
g (2)(0)> 1.
By contrast, for coherent light like the single mode of a laser, the probability of photon
emission is constant and independent of the emission of other photons, resulting in a flat
g (2) function (cf. Fig. 2.10 (b)) with a value of unity [166, 172]. This property of laser light is
based on the fact that its photon statistics is given by a Glauber state for which the photon
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Figure 2.10.: Exemplary shapes of the second-order correlation function g (2)(τ) for (a) bunch-
ing with timescale τ0, (b) fully coherent light, (c) antibunching with timescale τ0, (d) bunching
with timescale τ0 superimposed by antibunching of timescale
1
5τ0, and (e) conditional emis-
sion with timescale τ0.
occupation number follows a Poisson distribution such that the expectation value of the
photon number 〈n〉 is equal to its variance Var(n) and it is therefore referred to a Poissonian
light [173]. This description is complemented by the experimental finding that the g (2)
function changes from the classical bunching behavior to the Poissonian statistics when
the pump of a laser is increased above the lasing threshold, while additional intermediate
regimes have also been observed [174]. As for classical light, the condition g (2)(0) = 1 is
frequently employed to identify coherent light.
While these two scenarios may be described by classical means, the case of photon anti-
bunching, i. e. the suppression of simultaneous photon emission, is only possible for quan-
tum mechanical emitters. In this scenario, given the observation of a first photon at time t0,
the probability to detect another photon at time t0+τ is reduced for short delay times τ. The
corresponding g (2) function shows a dip around zero time delay (cf. Fig. 2.10 (c)) with a width
given by the timescale τ0 that is required to reset the emitter to its initial state [175–177]. The
criterion for antibunched light may therefore be formulated as g (2)(0)< 1. The absence of
simultaneous photon emission events can be interpreted as a more equal temporal spac-
ing of photons as is the case for classical light sources or lasers, which is reflected by sub-
Poissonian light statistics, i. e. the variance of the photon number Var(n) is smaller than its
expectation value 〈n〉 [178]. For many emitters the classical blinking behavior is combined
with quantum mechanical antibunching, resulting in intermittent single-photon emission
[67, 73]. Fig. 2.10 (d) illustrates the corresponding functional form of g (2)(τ) for a blinking
timescale 5 times larger than the antibunching timescale.
More complex examples of second-order correlation functions include the case of biexci-
ton-exciton cascades, for which photons are emitted in a defined order [179–182]. In this
scenario, the probability to detect a photon is reduced just before, but increased after the
emission of the first photon, resulting in an asymmetric shape of g (2)(τ) as illustrated in
Fig. 2.10 (e). Note that for this result the photons need to be distinguishable, e. g. by means
of different wavelengths.
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While the condition g (2)(0) < 1 stated above is indicative of antibunching, the perfect
single-photon emitter in Fig. 2.10 (c) is characterized by the stronger requirement g (2)(0)= 0.
By consequence, antibunching of light and single-photon emission are not synonymous.
For practical purposes, however, the requirement g (2)(0)= 0 is too strict, since experimental
imperfections or an uncorrelated background often compromise the single-photon purity.
For this reason the threshold value g (2)(τ)= 0.5 is usually considered to distinguish between
the scenario of antibunched light and single-photon emission. To arrive at this value, con-
sider a number of N ideal, uncorrelated single photon emitters with respective intensities
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By assuming an equal time-averaged intensity 〈Ii (t )〉 = I0 for all i = 1, . . . , N the two factors





〈Ii (t )〉 =N · I0 and
〈∑N
j=1I j (t +τ)
〉= N∑
j=1
〈I j (t +τ)〉 =N · I0. (2.22)
To similarly calculate the numerator in Eq. (2.21), note that 〈Ii (t )I j (t +τ)〉 = I 20 for all N 2−N
combinations with i 6= j , since the N single-photon emitters are uncorrelated by definition,
while 〈Ii (t )Ii (t+τ)〉 = I 20 ·g (2)(τ) for all i = 1, . . . , N following Eq. (2.20). Inserting these results
into Eq. (2.21) yields
g (2)N (τ)=
(
N 2−N) · I 20 +N · I 20 g (2)(τ)
N 2 · I 20
= N




· (g (2)(τ)−1). (2.23)
The assumption that all N single-photon emitters are ideal implies g (2)(0) = 0, so g (2)N (0)
evaluates to
g (2)N (0)= 1−
1
N
= 1, 12 , 23 , 34 , . . . for N = 1,2,3,4, . . . . (2.24)
By consequence, the condition g (2)(0)< 0.5 is necessary to unambiguously identify an iso-
lated single-photon emitter, since already two equally bright single-photon emitters imply
g (2)(0) = 0.5. This insight also illustrates the difference between single-photon emission
and antibunching. The scenario 0.5< g (2)(0)< 1 can be related to an ensemble of multiple
single-photon emitters for which simultaneous photon emission is not strictly forbidden
but nonetheless suppressed, giving rise to antibunching without single-photon emission.
So far the mode of operation of the HBT setup in Section 3.1 has not been discussed
in detail. One important limitation of this setup is its restriction to performing start-stop
measurements instead of unconstrained time-correlation experiments. This means that the
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electronic correlator time-tagging photon detection events only relates subsequent counts
on the two channels, while the g (2) function in Eq. (2.20) calculates correlations between
any two photons arriving at any times. The relation between the measured second-order
correlation function of subsequent photons c(2)(τ) and the desired g (2) function was found
in [183] to equal
c(2)(τ)= g (2)(τ) ·exp(−Γ|τ|), (2.25)
where Γ is the rate of incoming photons. In all experiments reported in this work the
timescales of bunching and antibunching were much shorter than Γ−1 with typical val-
ues for Γ ranging in the order of 104 s−1. By consequence, exp(−Γ|τ|) ≈ 1 held true on all
relevant timescales and the difference between c(2) and g (2) could be ignored. The long-time
exponential decay of c(2)(τ) was noticeable in some data sets, however.
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3 Experimental methods for confocalmicroscopy of individual carbon nano-tubes
Photoluminescence spectroscopy experiments on individual carbon nanotubes were per-
formed with a home-built cryogenic confocal microscope. Isolated emitters were addressed
by focusing a titanium-sapphire laser with a low-temperature apochromatic objective to a
diffraction-limited spot on the sample that was displaced with nanometer precision using a
slip-stick piezo positioning unit and cooled to the temperature of liquid helium. Directional
emission of the photoluminescence light in the presence of a solid immersion lens acting
as a numerical-aperture-increasing lens was exploited to maximize the signal collected by
the objective. Tunable optical long- and shortpass filters were employed to select spectral
regions of interest in the carbon nanotube photoluminescence emission. A modular setup
based on single-mode fibers allowed for effortless switching between microscope alignment,
spectroscopic measurements with a silicon or a indium gallium arsenide detector, or time-
resolved photoluminescence decay or photon correlation measurements.
Purified carbon nanotube samples of chiralities (9,1) and (6,5) were produced by aqueous
two-polymer phase extraction and gel chromatography, respectively. The carbon nano-
tubes of chirality (9,1) were coated with either sodium deoxycholate or poly[9,9-dioctylflu-
orenyl-2,7-diyl] surfactant, while the carbon nanotubes of chirality (6,5) were covalently
functionalized by attaching hexyl substituents with a novel chemistry approach based on
sodium dithionite. Suitable degrees of dilution for the carbon nanotube suspensions were
determined using a scanning electron microscope in order to produce samples with indi-
vidualized emitters by drop-casting onto solid immersion lenses. The performance of the
cryogenic confocal microscope was optimized by analyzing the directional light emission
induced by the high refractive index of the solid immersion lenses.
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3.1. Cryogenic confocal microscope
For all confocal photoluminescence (PL) measurements on individual carbon nanotubes
(CNTs), optical excitation was performed with a titanium-sapphire (Ti:sapphire) laser (Co-
herent Mira 900 pumped by a Coherent Verdi-G8 laser diode) that was wavelength tunable in
the range 690–1000 nm. The laser was either operated in continuous wave (CW) or in pulsed
mode with a repetition rate of 76.0 MHz and a pulse duration of ∼200 fs. The output power
was stabilized and regulated by a home-built intensity stabilization setup based on double-
passing an acousto-optic modulator, whose detailed description is given in [184].
The intensity-stabilized laser beam was coupled into an optical single-mode fiber and its
polarization axis was manipulated by a three-paddle fiber polarization controller. The laser
light was guided to the horizontal side arm of the microscope, where it was collimated with a
numerical aperture (NA)-matched home-built collimator (green beam in Fig. 3.1) and longer-
wavelength Raman photons generated by the light passing through the optical fiber were
removed by a shortpass filter (filter edge at 858 nm, 898 nm, or 950 nm). A beam sampler
with antireflective coating split the excitation beam into a reflected and a transmitted part,
where for an incidence angle of 45° the reflectance ranges between 1–10 % depending on
the polarization of the incident light. For an s-polarized incident beam, which was set
by the help of the polarization paddles for all measurements, the reflected to transmitted
intensity ratio attained 10% : 90%. The intensity of the transmitted part was measured by a
photodiode and served as reference value for the laser-power stabilization loop.
The reflected light was directed towards the sample and its polarization state was adjusted
by passing through a half-wave plate (HWP) to rotate the polarization plane and optionally
through a removable quarter-wave plate (QWP) to transform linear into circular polarization.
Measurements on individual CNTs were performed under linear excitation and the polar-
ization axis was aligned with the CNT axis by maximizing the PL intensity. Automated two-
dimensional scans were recorded with circularly polarized excitation to retain sensitivity for
all CNTs irrespective of their orientation.
The CNTs samples were dispersed on the flat side of a hemispherical solid immersion lens
(SIL) as detailed in Section 3.2 that acted as a numerical-aperture-increasing lens (NAIL).
The SIL was fixed inside a home-built titanium holder and mounted on a slip-stick piezo
positioning unit (attocube systems ANPxy101 (2×) and ANPz102) that allowed displacement
in all three spatial dimensions with sub-micrometer precision. The sample was then placed
in the focus of a low-temperature apochromatic objective (attocube systems LT-APO/IR/0.81)
with an NA of 0.81 and a confocal spot size of ∼1.1µm [75]. A photodiode below the sample
was used to monitor the transmitted excitation laser power.
To allow for measurements with a fraction of the randomly oriented dispersed CNTs co-
linear with the magnetic field axis, the sample could optionally be rotated by 90° to the
so-called Voigt geometry [185], as opposed to the previously described sample mounting
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Figure 3.1.: Schematic of the cryogenic confocal microscope setup. A single-mode fiber
equipped with a three-paddle fiber polarization controller guides the light of a Ti:sapphire
laser, operated in pulsed or CW mode, to the side arm of the microscope. A beam sampler
transmits 90 % of the light towards a photodiode serving as reference for the laser-power
stabilization loop, while the other 10 % are reflected towards the sample. A variable HWP and
a removable QWP allow for polarization control of the laser light. The sample is deposited on
the flat side of a hemispherical SIL, mounted beneath the apochromatic objective on an xyz
slip-stick piezo positioning unit inside a sealed steel tube filled with helium gas for thermal
coupling to the surrounding LHe bath, and positioned at the center of the superconducting
solenoid magnet. A small fraction of the light collected by the objective from the sample is
reflected by another beam sampler in the top arm of the microscope for imaging with a CCD
camera, while the transmitted light passes a longpass filter before it is coupled into a single-
mode fiber. The fiber is either connected to an alignment setup comprising a fiber beamsplit-
ter with two photodiodes and a diode laser of 960 nm or 1311 nm, a spectroscopy or a time-
correlation setup. For spectroscopy, the light is dispersed with a spectrometer grating and
detected by an LN-cooled InGaAs detector or an LN-cooled silicon CCD. For time-resolved
measurements, a beamsplitter divides the signal into two channels that are both purified with
tunable bandpass filters, detected by two SSPDs, and time-tagged by an electronic correlator.
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in Faraday geometry [186]. For this purpose, an L-shaped titanium adapter was inserted
between the slip-stick piezo positioning unit and the sample. In this scenario, the apochro-
matic objective was replaced by a unit containing a prism that reflected laser beam and PL
signal by 90° and, owed to reduced space in the rotated geometry, an aspherical lens (Geltech
aspheric lens 350570 with NA 0.67) for focusing to the sample. Since the use of a single lens
came at the cost of a wavelength-dependent focal length, all measurements that did not
require magnetic fields were performed in the aforementioned Faraday geometry, in order
to facilitate the experiments.
Sample, objective/lens, and positioning unit were mounted inside a steel tube terminated
by a vacuum-sealed anti-reflection-coated window for optical access. The tube was evacu-
ated to a pressure of ∼5×10−5 mbar and subsequently filled with helium gas at ∼20 mbar to
achieve thermal coupling of the sample to liquid helium (LHe) (4.2 K). The steel tube was
then inserted into the LHe bath cryostat and positioned to place the sample in the center
of the superconducting solenoid. For temperature-dependent measurements a resistive
heater was attached to the sample holder and connected to a power supply with tunable
output voltage. For readout, a carbon-composite resistor with nonlinear dependence of the
resistance on temperature was thermally coupled to the sample and monitored in a two-
point measurement.
Reflected laser light and PL emitted from the sample were collected and collimated by
the objective/lens and passed through the QWP, the HWP and the lower beam sampler to
the top arm of the microscope (red beam in Fig. 3.1). A second anti-reflection-coated beam
sampler reflected part of the light towards a charge-coupled device (CCD) board camera that
was used to image the focal spot for alignment purposes or to allow for coarse orientation
on the sample. The fraction of the beam transmitted through the second beam sampler
passed an optical longpass filter blocking the scattered laser light (filter edge at 860 nm,
900 nm, or 950 nm) and optionally a second, wavelength-tunable long- or bandpass filter
(Semrock VersaChrome Edge TLP01-995-25x36, TSP01-995-25x36, TLP01-1116-25x36, or
TSP01-1116-25x36) removing unwanted fractions of the PL signal. The remaining signal was
coupled into an optical single-mode fiber with an NA-matched home-built collimator and
guided to the detection devices.
For alignment purposes (lower box in Fig. 3.1), the single-mode fiber from the top arm
of the microscope was connected to one port of a fiber beamsplitter with two photodiodes
and a diode laser of either 960 nm or 1311 nm wavelength, depending on the desired target
wavelength, attached to the three other ports. While blocking the Ti:sapphire laser, the re-
spective diode laser was coupled into the microscope at a fixed power monitored by one
of the photodiodes (left in Fig. 3.1) and reflected light was detected by the other photodi-
ode (right in Fig. 3.1). By maximizing the reflected intensity aided by monitoring the focal
spot with the CCD board camera, this setup allowed for beam alignment and focal plane
adjustment with the slip-stick piezo positioner moving in vertical direction.
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Spectroscopic measurements (upper box in Fig. 3.1) were performed by dispersing PL from
the sample by a grating monochromator (Roper Scientific Acton SP2500). The wavelength-de-
pendent intensity was recorded with either a liquid nitrogen (LN)-cooled silicon CCD (Roper
Scientific Spec-10:100BR/LN) for signals below ∼1050 nm or an LN-cooled InGaAs array
(Roper Scientific OMA V:1024-1.7 LN) for signals above ∼1000 nm by changing the position
of a flip mirror. For broadband spectra, a grating with 150 grooves/mm was used that allowed
for a spectral resolution of ∼450µeV at 950 nm and of ∼240µeV at 1300 nm. For spectrally
finer measurements, also two other gratings with 300 grooves/mm and 1200 grooves/mm
were available, providing two and eight times higher resolution, respectively.
For time-resolved measurements a Hanbury Brown-Twiss (HBT) setup was used (central
box in Fig. 3.1), where the light in the single-mode fiber was again collimated and passed
through a beamsplitter with a 50% : 50% splitting ratio. Tunable bandpass filters (Semrock
VersaChrome Edge TLP01-995-25x36, TSP01-995-25x36, TLP01-1116-25x36, or TSP01-1116-
25x36) could be inserted in the pathway of both fractions of the beam and allowed for
spectral selection of the different emission features in the PL of CNTs. For the analysis of
different wavelength ranges in the two channels, the beamsplitter could also be replaced
by a dichroic beamsplitter (Semrock BrightLine Di02-R1064-25x36) to increase the photon
count by a factor of two each. Both beams were coupled again into single-mode fibers that
guided the light to the input-ports of a two-channel superconducting single-photon detec-
tor (SSPD) (Scontel TCOPRS-CCR-SW-85). Time-correlation measurements were performed
by time-tagging the electronic output signals from both SSPDs with an electronic correlator
(PicoQuant PicoHarp 300). For PL decay measurements under pulsed excitation, the elec-
tronic trigger signal of the Ti:sapphire laser and the output signal of only one SSPD were
time-tagged, instead.
3.2. Sample preparation
The photophysical properties of CNTs are not only determined by their crystal structure
(cf. Section 2.3), but also depend strongly on environmental effects that are enhanced by
their exceptional surface-to-volume ratio [68, 187, 188]. Accordingly, previous studies have
established that experiments based on chemical vapour deposition (CVD)-grown, freely-
suspended CNTs that are subject to minimum environmental influences yield particularly
undistorted results [67, 189]. These advantages, however, are diminished by chirality purity
requirements. For example, applications in CNT-based electronics allow for no more than
0.0001 % contamination by metallic CNTs [190]. Despite recent advances in the tuning of
CVD parameters [P8] and the discovery of methods for chirality-deterministic CVD growth
of selected CNT chiralities [191–194], these approaches currently cannot provide sufficiently
pure CNT samples.
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As an alternative approach, a number of methods have been developed that purify CNT
samples after their CVD synthesis, including density-gradient ultracentrifugation, chro-
matography, aqueous two-phase extraction, and selective polymer wrapping [194–199], that
are summarized under the phrase chirality sorting and allow for purities above 99.9 % [198].
To avoid the formation of CNT bundles in these wet-chemical treatments, however, the
CNTs are generally coated with surfactants, accompanied by ultrasonication [200, 201]. By
consequence, chirality purified CNTs cannot compete with the clean environmental condi-
tions of CVD-grown, freely suspended CNTs. This brings about the need to either improve
the understanding of the interaction between the CNT and the surfactant (see Chapter 4) or
to introduce protected states in the CNT that are less susceptible to environmental effects
(see Chapter 5).
The studies in this work were based on chirality purified (9,1)-CNTs coated with sodium
deoxycholate (DOC) or poly[9,9-dioctylfluorenyl-2,7-diyl] (PFO)1 and on chirality purified
(6,5)-CNTs functionalized by covalent sidewall chemistry2 that are introduced in the follow-
ing.3 To produce (6,5)-CNTs with DOC and PFO surfactant wrapping, carbon soot (Chasm
Technologies SG65i) was dispersed into 2 % DOC via tip sonication in ice bath for 1 h at
∼0.9 W/mL followed by centrifugation (Beckman Coulter Ja-20 rotor) at 18 krpm for 2 h, col-
lecting the supernatant, and rate zonal centrifugation to isolate the cleanest CNT material
[202]. The CNTs were isolated via multistep gradient aqueous two-polymer phase extrac-
tion (ATPE) using surfactants (fraction 4B[Mt+MbMt]Mt3BT) [203, 204] followed by forced
dialysis using an ultrafiltration cell (Merck Millipore Amicon) with a 100 kDa membrane to
remove the ATPE polymers and to exchange to 10.0 g/L DOC in H2O.
For the exchange of DOC for PFO surfactant, 200µL of CNTs in 1 % DOC were spun to
dry in a 30 kDa centrispin filter (Merck Millipore), redispersed with 50µL of 18 MΩ H2O,
overlayed with 200µL ethanol and allowed to sit for 10 min to flocculate before centrifuging
6 min at 17×103g to pellet. Next, after 200µL of ethanol removed, 200µL of ethanol added
to rinse the pellet, it was spun again and,∼200µL of ethanol removed, 200µL of ethyl acetate
added, the pellet was spun down. After removal of∼200µL of ethyl acetate and rest for 5 min
for evaporation of residual, 200µL toluene were added and the pellet was spun down. After
removal of ∼150µL of toluene, 250µL of toluene with 200µL of 2.5 mg/mL PFO in toluene
were added and the sample was tip sonicated with a 1/16 inch tip for 5 min at∼1–2 W power
without cooling.
To produce the (6,5)-CNTs-enriched sample, CNTs with sodium dodecyl sulfate (SDS)
surfactant dispersed in D2O were sorted for high-purity by gel chromatography [205]. To
1 This sample was kindly provided by Jeffrey Fagan from the National Institute of Standards and Technology.
2 This sample was kindly provided by the group of YuHuang Wang from the University of Maryland.
3 Parts of this section are based on the publication [P2] available at https://pubs.acs.org/doi/10.1021/


















Figure 3.2.: (a) Image of isolated surfactant-wrapped CNTs (white lines) dispersed from so-
lution onto a silicon chip with a 100 nm thermal silicon oxide capping layer captured by an
SEM with 0.7 kV acceleration voltage. A bundle of aggregated CNTs is located in the top right
corner. The scale bar is 4µm. (b)–(c) Radiation patterns (red curves) of the emitted intensities
of a horizontally oriented dipole embedded in a layer of DOC on top of a silicon chip with a
100 nm silicon oxide capping layer (left) and below a hemispherical SIL (right), as illustrated by
the insets. No intensity is emitted towards the bottom for the intransparent silicon substrate
as compared to the symmetric radiation pattern of a dipole in vacuum (black dashed line,
multiplied by a factor of 5 for clarity). For the SIL substrate, more light is emitted to the top
than to the bottom due to near-field effects. The higher integrated intensity originates from
field enhancement due to constructive interference of reflected light at the position of the
dipole. The dominant emission close to the angle of total internal reflection is illustrated by
the blue curve that shows the radiation profile divided by a factor of 5. The gray shaded areas
correspond to the NA of the apochromatic objective.
prepare the covalent sidewall functionalization, sodium bicarbonate (NaHCO3), acetonitrile
(C2H3N) and 1-iodohexane (C6H13I) were added successively to the (6,5)-CNTs. A reaction
between the (6,5)-CNTs and the 1-iodohexane was then initiated by adding sodium dithion-
ite (Na2S2O4), resulting in the formation of hexyl-functionalized carbon nanotubes (hCNTs)
that are characterized in Section 5.2.
To obtain samples with dispersed CNTs, a suitable degree of dilution was estimated from
the known carbon contents of the CNT suspensions. For all CNT samples a dilution series
around this estimation was produced by admixing water with 1 % DOC for all samples with
DOC surfactant, or pure water for the sample with PFO surfactant. Of the resulting thinned
suspensions 1µL each was drop-cast onto cleaned n-doped silicon chips with a 100 nm
thermal silicon oxide capping layer and analyzed under a scanning electron microscope
(SEM) (Raith e_Line). Using a low acceleration voltage of 0.7 kV the dispersed CNTs were
visible as white lines on a dark background (cf. Fig. 3.2 (a)) due to charging of the surrounding
substrate [206, 207]. Comparing the different distributions of CNTs on the silicon chips, an
optimum degree of dilution was chosen that produced results like the sample shown in
Fig. 3.2 (a), where all CNTs (white lines) are well-separated from the surrounding CNTs,
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except for a single bundle of CNTs in the top right corner. Such bundles were present on all
produced samples, but were easily identified in cryogenic PL measurements based on their
broad spectral response and excluded from our studies.
The samples for cryogenic PL spectroscopy were then prepared by drop-casting 1µL
of the respective CNT suspension with optimized degree of dilution on the flat side of a
hemispherical SIL with 2 mm diameter. The use of a SIL instead of a conventional substrate
like a silicon chip improved the operation of the cryogenic confocal microscope in two
respects. First, by virtue of its hemispherical geometry the SIL acted as a NAIL [208, 209] and
thereby increased the optical resolution that was limited by the Rayleigh criterion 0.61λ/NA,
where λ is the wavelength of the light and NA is the numerical aperture of the objective in
Fig. 3.1 [210]. At the same time, not only the spatial resolution but also the collected fraction
of light was increased by the larger NA. Both effects would be even more pronounced for the
alternative Weierstrauss SIL configuration, but due to the absence of chromatic aberrations
hemispherical SILs are generally preferred [208].
The second modification arises from the observation that a dipole emitter in the vicinity
of a phase boundary emits preferentially into the medium with higher refractive index [211].
The SIL above the sample accordingly modified the dipole emission characteristics and
directed the PL from the CNTs towards the objective [211–213]. This effect was particularly
pronounced due to the thin layer consisting of CNTs and surfactant that featured a refractive
index in between that of vacuum and that of the SIL material, thereby forming a light-
channeling waveguide-like structure [214].
Fig. 3.2 (b) illustrates the simulated radiation pattern of a CNT acting as a dipole emitter
embedded in a thin layer of DOC surfactant with refractive index ∼1.5 on top of a silicon
chip with a 100 nm silicon oxide capping layer (cf. inset in Fig. 3.2 (b)), the substrate that was
used for the SEM imaging in Fig. 3.2 (a). In vacuum, the CNT would emit with the radiation
pattern of a dipole (dashed line in Fig. 3.2 (b) shows the average over the azimuth angle)
with maximum intensity directed to the top and to the bottom, orthogonal to the CNT axis,
and minimum intensity in horizontal direction, due to zero field in the direction parallel to
the CNT axis. This shape is modified in the presence of the silicon substrate, where all light
emitted downwards is reflected at the interface between silicon oxide and the intransparent
silicon such that only the upper lobe of the radiation profile remains. The apochromatic
objective with an NA of 0.81 would collect a fraction of 0.68 of the emitted intensity in this
configuration.
The radiation pattern for the case of CNTs dispersed on the flat side of a SIL (cf. inset
in Fig. 3.2 (c)) is shown in Fig. 3.2 (c) and features significant modifications compared to
Fig. 3.2 (b). While only a small fraction of the light is emitted downwards into the region
with lowest refractive index [214], most light is directed towards the objective and emitted
close to the angle of total internal refraction at the interface between the CNTs embedded
in surfactant and the SIL [215]. Since the corresponding critical angle is smaller than the
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collection angle of the objective with NA 0.81, all light emitted upwards enters the objective,
resulting in a collection efficiency of 0.75.
While the collection efficiencies of 0.68 and 0.75 for the two scenarios are similar, also
dissipation effects [215] and light trapped by total internal reflection in the layers with
highest refractive index in Fig. 3.2 (b) need to be considered. Using a framework based on
decomposition of the dipole radiation into plane waves and the assumption of a fixed dipole
radiation power [215–217] a 3.3 times higher intensity for the configuration employing the
SIL in Fig. 3.2 (c) is predicted despite the similar light collection efficiencies. This difference
can be attributed to field enhancement of the PL emission due to constructive interference
of reflected light at the position of the dipole in the geometry of Fig. 3.2 (c).
To maximize both the NA augmentation and the increase in the collected light intensity,
SILs fabricated from a quartz glass (Schott LASF35) with a high refractive index of 2.022
were chosen [214]. The SILs with dispersed CNTs were mounted on the slip-stick piezo
positioning unit introduced in Section 3.1 with their curved side facing the objective. The
center of the apex was located under the objective by monitoring the reflection of the
focused alignment laser spot off the curved SIL surface. To perform measurements, the SIL
was then moved upwards to focus the laser on its flat side. In this configuration, the focal
point lies at the center of the sphere and all light rays are perpendicular to the spherical
surface. By consequence, no diffraction occurs and the SIL acts as an achromatic optical
element by design. To minimize any (chromatic) aberrations, the sample area was restricted
to ∼100×100µm2 around the central point of the SIL.
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4 Photoluminescence lineshapes of lo-calized excitons in polymer-decoratedcarbon nanotubes
This chapter discusses the influences of environmental effects on the photoluminescence
response of localized excitons in cryogenic carbon nanotubes that give rise to a wealth of
experimentally observed spectral lineshapes. Earlier studies attributed these variations to a
modification of the interactions between excitons and carbon nanotube lattice phonons me-
diated by mechanical contact to the substrate. This model, however, relies on an implausible
value for the exciton-phonon deformation potential coupling. Here, we propose a Holstein-
like interaction of the exciton dipole moment with vibrational degrees of freedom in adsor-
bate molecules as an alternative mechanism responsible for the experimentally observed
photoluminescence line shapes. A quantum-mechanical description was developed that
captures the dipole-dipole interactions between localized carbon nanotube excitons and dy-
namical molecular dipoles that are induced by charge displacements in vibrating surfactant
molecules. A quadratic damping of the vibronic sidebands with increasing energy difference
from the zero phonon line is predicted, providing an explanation for the fading of spec-
tral wings frequently observed experimentally. Density functional theory simulations were
performed to calculate the relevant characteristics of molecular vibrations and combined
with an estimation of the model parameters from literature values. The comparison with
cryogenic spectra of polymer-decorated carbon nanotubes showed an excellent agreement
with our model description that is essentially free of fitting parameters. We extended our
discussion to also capture the effects of a thermal occupation of vibronic modes at nonzero
temperatures. Experiments where the sample temperature and the laser irradiance were
varied systematically established an excellent correspondence with the simulated spectra
over a broad range of parameters.
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4.1. Introduction
Due to the exceptionally large binding energy that stabilizes excitons in carbon nanotubes
(CNTs) even at room temperature (cf. Section 2.4), photoluminescence (PL) emission from
CNTs predominantly originates from these quasiparticles. At elevated temperatures, the
excitons may diffuse freely and explore variations in the potential landscape along the CNT
axis [52–55, 218–222]. In cryogenic CNTs, by contrast, a thermal energy bath is absent and
exciton localization in shallow potential traps of few meV depth is ubiquitous [60–63, 67, 70,
72, 73, 223, pp. 232–244]. Hallmarks of this localization in the PL response of individual CNTs
are single-photon emission [63, 67, 72, 73, 224] and the decomposition of thermally broad-
ened spectra at room temperature into multipeak spectra with occasionally asymmetric
lineshapes at cryogenic temperatures [61, 135, 225].
The observation of asymmetric spectral lines at low temperatures is incompatible with the
simplistic picture of thermally broadened PL from CNTs at room temperature that would
narrow symmetrically upon cooldown [61]. The spectral asymmetry has been attributed
to the coupling of excitons to a one-dimensional phonon reservoir [226–228]. More com-
plex lineshapes were explained by the confinement of low-energy acoustic phonon modes,
resulting in a gap in the phonon dispersion [70, 229, 230]. While a compelling agreement
between simulated and experimental CNT spectra can be obtained [70], the required value
for the exciton-phonon deformation potential coupling as an important model parameter
deviates significantly from theoretical values [227, 228].
With their exceptional surface-to-volume ratio, CNTs couple particularly strongly to their
environment [66–68]. In particular, the observation of permanent electric dipole moments of
excitons in CNTs [38] revealed an efficient interaction mechanism with microscopic charge
fluctuations in the vicinity of the CNT [P6]. This excitonic dipole moment also allows for
pronounced coupling mechanisms to phonons in polar materials similar to the Fröhlich
interaction [231, 232, 233, pp. 133–135], or for Holstein-like couplings to molecular vibrations
[234, 235, 236, pp. 38–43]. Akin to the interaction with a one-dimensional phonon reservoir,
both of these effects would result in asymmetric modifications of the exciton lineshape.
Based on this finding, we explore dipolar couplings as an alternative explanation for the
variations in the spectral lineshapes of cryogenic CNTs in this chapter.
4.2. Origins of the spectral lineshape of localized excitons in
cryogenic carbon nanotubes
At room temperature, the PL response from CNTs that are significantly longer than an optical
spot size is evenly distributed along the CNT axis [60]. This finding indicates that optically
generated excitons (cf. Section 2.4) diffusively explore the potential landscape along the
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entire CNT length at elevated temperatures. Upon cooldown to cryogenic temperatures,
however, the spatially homogeneous PL fragments into emission hot spots [60]. Experimen-
tal shifts of the emission peak energy revealed deviations from a temperature-dependent
theory of the CNT band gap renormalization (cf. Section 2.4) and established the presence
of shallow potential traps with a depth ranging between few and few tens of meV [60, 144].
In the absence of a thermal energy bath, these shallow traps localize the excitons and inhibit
their diffusion along the CNT axis.
At the same time, single-photon emission from cryogenic CNTs was observed, confirming
the localized nature of the photoexcited states [63, 67, 72, 73, 224]. In addition, spectral
variations emerge at lower temperatures that contrast the symmetric, thermally broadened
lineshapes at room-temperature [61, 135, 225]. The observed variations include position-de-
pendent emission energies, asymmetric lineshapes and multipeak spectra [223, pp. 233–234].
Also, the cryogenic linewidth was found to vary between broad, asymmetric peaks of more
than 10 meV full width at half maximum (FWHM) and narrow symmetric peaks with less
than 40µeV FWHM [61, 67, 70, 72, 135, 227]. This puzzling wealth of spectral profiles has
been addressed in a framework of excitons coupling to the one-dimensional phonon reser-
voir of CNTs [70, 226–230], as sketched in the following.
Asymmetric CNT lineshapes were observed both for the case of unintentional exciton
localization [61, 63, 227, 237] and deterministic generation of trapping potentials via co-
valent functionalization [59, 238]. The model proposed by GALLAND et al. [227] therefore
includes localized excitons as a key ingredient and studies their coupling to phonons in
a one-dimensional crystal. This description builds upon an extension of the independent
boson model from [226] that expresses the exciton absorption spectrum as the imaginary
part of the Fourier transform of the linear dipole susceptibility, which has the form
χ(t )=−Θ(t ) · i |M |
2
ħε0
·e−i sΩt · χ˜T (t )χ˜0(t ). (4.1)
The PL lineshape is then obtained as the mirror image of the absorption spectrum [227].
In Eq. (4.1),Θ(t ) is the Heaviside step function that reflects the excitation with a δ-shaped
laser pulse at t = 0, M is the dipolar coupling strength to the laser field, ε0 is the vacuum per-
mittivity and sΩ is the polaron-shifted exciton transition frequency [226, 227, 239]. The two
factors χ˜T (t ) and χ˜0(t ) are the temperature-dependent and the temperature-independent
contribution to the linear susceptibility, respectively, that are given by [227]
χ˜T (t )= i exp
[∑
q
∣∣γ(q)∣∣2(−n(q) · ∣∣e−iω(q)t −1∣∣2)], (4.2a)
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Here, n(q)= (eħω(q)/kB T −1)−1 is the Bose-Einstein phonon occupation number at temper-
ature T , with kB being the Boltzmann constant. The phonon dispersion ω(q) is assumed
to have the linear form ω(q)= v ·q , where v = 19.9km/s is the speed of sound, and q is the
phonon wave vector. Finally, γ(q)= g (q)/ħω(q) is the dimensionless coupling strength that
comprises the exciton-phonon-coupling matrix element g (q).
The coupling matrix element can be decomposed as g (q)=G(q) ·F (q), where F (q) is the
Fourier-transformed exciton form factor [226, 227, 239],
F (q)=
∫
dz |ψ(z)|2e i q·z . (4.3)
Here, ψ(z) is the exciton wave function and z is the coordinate pointing along the CNT
axis, such that |ψ(z)|2 denotes the probability density of the exciton location in the CNT.
GALLAND et al. [227] modeled the scenario of exciton localization by assuming a Gaussian
probability density, ψ(z)= pi−1/4σ−1/2 ·exp(−z2/2σ2), where σ is the exciton confinement








The factor G(q) is the bulk exciton-phonon-coupling matrix element [226, 239], which is
dominated by the deformation-potential coupling for the case of CNTs [227]. In this scenario
G(q) can be written as [226, 227, 239]
G(q)= Dq√
2ρLħω(q) , (4.5)
where D is the deformation-potential coupling constant, ρ is the CNT linear mass density
and L is the CNT length.
Due to the coupling to acoustic phonons, this model predicts asymmetric lower-energy
wings for spectral lines at cryogenic temperatures [227]. It is therefore best suited to explain
broad, asymmetric PL peaks of CNTs. The spectrum presented in Fig. 4.1 (a) (black data
points) features an FWHM of ∼3 meV and is well reproduced by the model fit (solid red line)
obtained for T = 4.1K, D = 13.0eV and σ= 3.2nm in good agreement with the values given
in [227]. Note that the asymmetric line shape is a characteristic feature of the coupling to
a one-dimensional phonon reservoir, while simulated spectra using the same parameters
but a higher dimension for the phonon bath result in a markedly different line shape [223,
pp. 242–243, 227].
Spectra of cryogenic CNTs frequently also feature other spectral shapes like that presented
in Fig. 4.1 (b) (black data points) [70, 229, 230]. While this PL spectrum also exhibits a lower-
energy wing, unlike for the spectrum in Fig. 4.1 (a) a pronounced gap separates the wing
from the narrow central peak that exhibits an FWHM of only ∼50µeV. The model presented
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Figure 4.1.: Fits of extended independent boson models to cryogenic PL spectra of CNTs.
(a) Asymmetric spectrum with an FWHM of ∼3 meV (black data points) reproduced by a fit
using the form factor F0 for confined excitons (solid red line) using the parameters T = 4.1K,
D = 13.0eV, and σ= 3.2nm. (b) Spectrum featuring a narrow central peak with an FWHM of
∼50µeV and a lower-energy wing separated by a pronounced gap (black data points) repro-
duced by a fit using the form factor Fa for a barrier of finite length (solid red line) using the
parameters T = 8.7K, D = 15.4eV, σ= 2.4nm, ħωc = 1.3meV, and a = 37nm.
above cannot account for such line shapes, however, since the coupling to a reservoir of
acoustic phonons always includes arbitrarily small corrections to the exciton energy and
therefore does not allow for a gap in the PL spectrum.
VIALLA et al. [70] extended this model by including a suppression of the coupling to
the lowest-energy phonons. The reduction of this coupling removes the smallest energy
corrections to the exciton emission energy and would therefore result in a spectral gap
that matches the shape of the PL spectra observed experimentally. Physically, the reduced
coupling can be implemented by assuming an acoustic barrier that prevents the free prop-
agation of low-energy phonons due to mechanical clamping of the CNT to the substrate
[70, 223, p. 243]. In the mathematical formulation presented above, this modification gives
rise to a different exciton form factor F (q). For the case of a symmetric barrier of length a
around the exciton location that suppresses phonons below a threshold frequency ωc , the








where ω˜(q) is the complex number ω˜(q)=
√
ω(q)2−ω2c . The fit of this model in Fig. 4.1 (b)
(solid red line) was obtained by using the parameters T = 8.7K, D = 15.4eV, σ = 2.4nm,
ħωc = 1.3meV, and a = 37nm and well reproduces the data. Note that the values for D and
σ are similar to the values used for the fit in Fig. 4.1 (a).
While the agreement between model and data in Figs. 4.1 (a)–(b) is compelling, there
remains a discrepancy regarding the value of the exciton deformation potential coupling D .
The values used for the fits in Figs. 4.1 (a)–(b) and in [70, 227] lie in the range D = 12–16 eV
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Figure 4.2.: Cryogenic spectra of individual CNTs with (a) DOC, (b) DNA, and (c) PFO surfac-
tant wrapping. Graphics (a) and (c) are reproduced from [P1], graphic (b) is reproduced from
[241].
that agrees well with reported electron deformation potential couplings of D = 14eV in CNTs
[240]. For excitons, however, the hole contribution to the deformation potential coupling is
expected to cancel the electron contribution, resulting in a significantly smaller coupling
constant D = ∼1.5eV that is mediated via the carbon-carbon bond-length change [223,
p. 244, 228]. With this reduced deformation potential coupling, however, the fit quality of
the independent-boson model cannot be maintained.
One possible resolution of this discrepancy could be given by a modification of the defor-
mation potential coupling constant for excitons in a localization potential as proposed in
[223, p. 244]. Another possible scenario is the dominance of an alternative coupling mecha-
nism, other than the deformation potential coupling to the one-dimensional CNT phonon
bath. One candidate for such couplings is promoted by the observation that localized exci-
tons in CNTs exhibit permanent electric dipole moments as large as 0.7 eÅ [38]. This exciton
dipole moment was shown to provide an efficient interaction mechanism with microscopic
charge fluctuations in the CNT environment [P6]. Similarly, dipolar Fröhlich interactions
with phonons in polar materials [231, 232, 233, pp. 133–135] or Holstein-like couplings to
molecular vibrations [234, 235, 236, pp. 38–43] appear plausible.
Since the CNT lattice only consists of a single atomic species, however, any polar cou-
pling to CNT lattice vibrations is expected to be very small. Efficient dipolar interactions
of localized CNT excitons therefore require the presence of external vibrational degrees
of freedom. Figs. 4.2 (a)–(c) compare the spectra of three cryogenic CNTs that were pre-
pared to be wrapped by three different surfactants, while all other experimental parameters
were kept identical. Fig. 4.2 (a) shows the symmetric PL peak with 1.1 meV FWHM of a CNT
with sodium deoxycholate (DOC) surfactant. The spectrum of a CNT with deoxyribonucleic
acid (DNA) surfactant in Fig. 4.2 (b) also features a dominant symmetric peak with 1.2 meV
FWHM, but additionally exhibits a weaker secondary peak. Spectra of other CNTs with
DNA wrapping occasionally showed an even higher peak multiplicity with several weak sec-
ondary peaks [241]. Finally, the spectrum of a CNT with poly[9,9-dioctylfluorenyl-2,7-diyl]
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(PFO) wrapping in Fig. 4.2 (c) features a significantly narrower central peak with ∼450µeV
FWHM and a lower-energy wing that is separated from the central peak by an energy gap of
∆E = 1.8meV.
The different line shapes in Figs. 4.2 (a)–(c) suggest a significant influence of the CNT
environment on their spectral response. This line of reasoning is in contrast to the extended
independent boson model discussed above, where only internal degrees of freedom in the
form of CNT phonons are considered. While environmental effects should be negligible for
pristine samples, this limit is presumably reached only rarely for the case of CNTs. Many
studies of CNTs are performed on chirality purified samples that require a wet-chemical
treatment [195–199]. By consequence, unintentional surface contamination of CNTs appears
plausible as a residue of such preparation steps. Also the observation of narrow and stable
lines for highest-purity CNTs that are freely suspended [67, 72] or located on electrostatically
calm substrates [P6] is compatible with this picture. In this chapter we therefore investigate
possible implications of dipolar couplings between localized excitons in CNTs and their
surfactant wrappings.
4.3. Quantum-mechanical description of exciton-vibron interac-
tions in carbon nanotubes
This section presents a quantum-mechanical model for the dipolar coupling between local-
ized excitons in CNTs and vibrational degrees of freedom. While the framework is valid also
for Fröhlich interactions with polar phonons, the focus lies on Holstein-like couplings to
molecular vibrations of CNT surfactants. The total Hamiltonian for the interacting system
of a localized exciton in a CNT, molecular vibrations (vibrons) in a surfactant molecule and
the photon field can be written as
Hˆ = Hˆexc+ Hˆph+ Hˆvib+ Hˆexc-ph+ Hˆexc-vib, (4.7)
where Hˆexc, Hˆph, and Hˆvib are the exciton, photon, and vibron contributions to the total
energy and Hˆexc-ph and Hˆexc-vib describe the exciton-photon and the dipolar exciton-vibron
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Here, bˆ†K and bˆK are the creation and annihilation operators for an exciton with wave vectorK
and energy EK. Similarly, aˆ
†
k and aˆk are the creation and annihilation operators for a photon
with wave vector k and energy ħωk. Finally, Ck is the exciton-photon coupling constant at
wave vector k. Note that for simplicity, the possibility to observe excitons in different bands
or photons of different polarization has been disregarded in this description.
Due to the concentration of the density of states at the Van Hove singularities (VHSs) (cf.
Section 2.3), the simplifying assumption EK ≈ Eexc = const. may be made, where Eexc is the
energy of the E11 excitonic transition. To find the value of Ck, the discussion is limited to the
special case relevant for localized excitons, where either a single exciton or no exciton can be
present. This scenario can be formulated by assuming Fermionic creation and annihilation
operators bˆ†K = |e〉〈g | and bˆK = |g 〉〈e|, where |g 〉 denotes the excitonic ground state (no
exciton present) and |e〉 denotes the excitonic excited state (one exciton present).
Consider the initial state |i 〉 = |e,0〉 comprising one exciton but no photon and the final
state | f 〉 = |g ,1〉 comprising one photon with appropriate wave vector k but no exciton. The
coupling constant Ck can then be expressed by the oscillator strength per sample volume,








where e is the elementary charge, ε0 is the vacuum permittivity, and me is the free electron
mass. One can use the transition dipole moment 〈g |rˆ|e〉 to write f|e〉→|g 〉 as
f|e〉→|g 〉 =
2meωexc
3ħ · |〈g |rˆ|e〉|
2, (4.12)
where rˆ is the position operator and Eexc = ħωexc is the energy of a photon emitted by the
decay of an exciton with energy EK ≈ Eexc [245]. Using the density of photon states of a given





where ω is the angular frequency and c is the speed of light, the transition rate Γ|i 〉→| f 〉 from
initial state |i 〉 to final state | f 〉 can be calculated with Fermi’s golden rule.
Γ|i 〉→| f 〉 =
2pi
ħ
∣∣〈 f |Hˆexc-ph|i 〉∣∣2 · g (Eexc)=
= 2piħ · |Ck|

























· |〈g |rˆ|e〉|2 (4.14)
The result in the last line is just the Einstein A coefficient [245] that denotes the rate of
spontaneous emission from the initial state |i 〉 = |e,0〉, connecting the value of Ck to the
theory of optical transitions in atoms and molecules.
To find expressions for Hˆvib and Hˆexc-vib we follow the discussion of molecular vibrations
in [236]. Consider a molecule performing a vibration that is given by the temporal evolu-
tion of the displacements ∆x1,∆y1,∆z1, . . . ,∆xN ,∆yN ,∆zN from the rest position of its N
constituting atoms in Cartesian coordinates. When the respective masses of these atoms
are denoted by m1,m2, . . . ,mN , the classical kinetic energy Tvib of this vibration can be




































m2∆z2, . . . (4.16)







In this set of coordinates the expression for the potential energy due to the distortion of













While this representation is generally not diagonal, i. e. fi j 6= 0 for i 6= j , there exists an orthog-
onal transformation, i. e. an orthogonal matrix (lni )ni of real numbers and a transformed set




lni qi for n = 1,2, . . . ,3N , (4.19)
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The set of coordinates Q1,Q2, . . . ,Q3N is called normal coordinates [236, pp. 19–20] and
will be used exclusively in the following. The result in Eq. (4.20) can be interpreted as an
effective decoupling of the molecular vibration into 3N independent classical harmonic
oscillators, the normal modes of the molecular vibration, corresponding to independent
oscillations along the normal coordinates Q1,Q2, . . . ,Q3N with respective angular frequen-
ciesΩ1,Ω2, . . . ,Ω3N . This decoupling translates into the quantum mechanical description,











Here cˆ†n and cˆn are the creation and annihilation operators for a vibron in normal mode n
with energy ħΩn corresponding to a molecular vibration along normal coordinate Qn .
To derive the dipolar interaction Hamiltonian Hˆexc-vib, consider the classical electric field
at point r induced by an exciton at the origin with dipole moment pexc [246, p. 147],
Fexc(r)= 1
4piε0
· 3(pexc ·er)er−pexc|r|3 , (4.22)
where er is a unit vector pointing towards r. Molecular vibrations are generally accompanied
by a relative displacement of charges due to the different electron affinities of the constitut-
ing atoms [236, pp. 38–43]. By consequence, a vibration along normal coordinate Qn induces
a dynamic molecular dipole moment
pn = ∂
∂Qn
µ(Q) ·Qn = ∂Qnµ(Q) ·Qn , (4.23)
where µ(Q) is the molecular electric dipole moment as a function of the displacement
from the relaxed geometry in normal coordinates. Similarly, a superposition of vibrations in











· pexc−3(pexc ·er)er|r|3 ·Qn . (4.25)
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By quantization of the normal coordinates Q1,Q2, . . . ,Q3N we finally obtain an expression








· pexc−3(pexc ·er)er|r|3 · bˆ
†
KbˆK ·Qˆn , (4.26)
where the introduction of the exciton number operator bˆ†KbˆK indicates that the coupling is
only effective in the presence of an exciton. Note that pexc, r and ∂Qnµ are not quantized in
this description. We proceed by expressing the normal coordinate operators Qˆn in terms of









for n = 1,2, . . . ,3N . (4.27)
A factor of 1/
p
m usually present in the definition of the quantum harmonic oscillator ladder
operators was omitted here in accordance with Eq. (4.16). With this definition we arrive at a


























For the interpretation of PL spectra, the intensity ratio of the vibronic sidebands to the
zero phonon line (ZPL), i. e. the spectral line originating from light emitted without coupling
to the vibrational degrees of freedom, is of particular interest. The photon emission rate for




· |〈g |rˆ|e〉|2. (4.29)
Similarly, consider a second-order process, where an exciton in the CNT first excites a vibron
via dipolar coupling and then decays into a photon. The initial state |i 〉 = |e,0ph,0vib〉 for this
process comprises one exciton, zero photons and zero vibrons. The system then transfers
to the transient state |tn〉 = |e,0ph,1n〉 with one exciton, zero photons and one vibron in
normal mode n. Finally, the exciton decays to the final state | fn〉 = |g ,1k,1n〉 comprising
zero excitons, one photon of wave vector k and one vibron in normal mode n.
To calculate the corresponding photon emission rate, we use the generalization of Fermi’s
golden rule to second-order order transitions [233, pp. 395–398] from an initial state |i 〉 to a
final state | f 〉,
Γ= 2piħ
∣∣∣∣∣∑|t〉 〈 f |Hˆ |t〉〈t |Hˆ |i 〉Ei −Et
∣∣∣∣∣
2
g (E f ) ·δ(Ei −E f ), (4.30)
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where the sum runs over all possible transient states |t〉with corresponding energies Et and
the delta function δ(Ei −E f ) enforces conservation of energy by requiring the same initial
and final energies Ei and E f . In the case of a PL spectrum with a vibronic sideband the
intermediate state |t〉 is fixed, since the different vibronic modes are spectrally resolved and
therefore distinguishable. To calculate the transition rate ΓS,n for a Stokes sideband photon
[247] after generation of a vibron in mode n, the summation is therefore omitted.
ΓS,n = 2piħ
∣∣∣∣〈 fn |Hˆ |tn〉〈tn |Hˆ |i 〉Ei −Et
∣∣∣∣2 g (E f ) ·δ(Ei −E f )=
= 2piħ
∣∣∣∣〈g ,1k,1n |Hˆexc-ph|e,0ph,1n〉〈e,0ph,1n |Hˆexc-vib|e,0ph,0vib〉Eexc− (Eexc+ħΩn)





























· |〈g |rˆ|e〉|2 · 1
2ħΩ3n
∣∣∣∣∂Qnµ4piε0 · pexc−3(pexc ·er)er|r|3
∣∣∣∣2δ(ħωk− (Eexc−ħΩn)) (4.31)
As one might expect, the photon energy has to satisfy ħωk = Eexc−ħΩn to fulfill the conser-
vation of energy imposed by the delta function. Using the approximation ωk/ωexc ≈ 1 the
intensity ratio IS,n/IZPL can be calculated as
IS,n/IZPL = ΓS,n/ΓZPL ≈ 1
2ħΩ3n
∣∣∣∣∂Qnµ4piε0 · pexc−3(pexc ·er)er|r|3
∣∣∣∣2. (4.32)
Note that in spite of the term 1/Ω3n in Eq. (4.32), generally a dependence 1/Ω
2
n can be
expected for the intensity ratio IS,n/IZPL, since the dynamic molecular dipole moment scales
like





i. e. |∂Qnµ|2 cancels one factor 1/Ωn . By consequence, a quadratic suppression of the vibron
sideband for increasing energy difference to the ZPL can be expected.
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4.4. Spectral signatures of exciton-vibron interactions in poly-
mer-decorated carbon nanotubes
To study effects of polymer wrapping on the spectral lineshape of CNTs, we compared
the cryogenic PL of chirality-purified (9,1)-CNTs with either DOC or PFO surfactant. To
exclude that spectral differences stem from details of the sample preparation and sorting
procedure, we performed surfactant substitution on parts of the DOC-wrapped CNT sample
(cf. Section 3.2 for details). Figs. 4.3 (a) and (b) compare the cryogenic PL spectra of the CNTs
with DOC and PFO surfactant from Figs. 4.2 (a) and (c) in Section 4.2, respectively. The DOC-
wrapped CNT in Fig. 4.3 (a) featured a symmetric emission profile with an FWHM of 1.2 meV
obtained from a Lorentzian fit. By contrast, the PL spectrum of the CNT with PFO surfactant
in Fig. 4.3 (b) shows a significantly narrower central peak with an FWHM of ∼450µeV and
a pronounced lower-energy wing that is separated from the central peak by an energy gap
∆E of 1.8 meV. The inset in Fig. 4.3 (b) illustrates that the value of ∆E is distributed around
1.7 meV for all observed CNTs with PFO surfactant.
Comparing the FWHM of the central emission peak for CNTs with DOC and PFO surfac-
tant, respectively, reveals a significant difference also at the statistical level. For the sam-
ple with DOC-wrapped CNTs, the FWHM scattered between 1 meV and 5 meV (top row in
Fig. 4.3 (c)), while PFO-wrapped CNTs from the sample with substituted surfactant con-
sistently exhibited an FWHM below 1 meV (red data in bottom row of Fig. 4.3 (c)). In the
latter sample, a small number of CNTs featured emission profiles similar to Fig. 4.3 (a) and
were interpreted as emitters where the surfactant exchange was unsuccessful. The FWHM
of these CNTs is shown as blue data in the bottom row of Fig. 4.3 (c) and falls between 1 meV
and 5 meV consistent with the data for DOC-wrapped CNTs in the top row of Fig. 4.3 (c).
To establish that these contrasting spectral signatures do not originate from different
optically active states like in Chapter 5, we also compared the emission energy of the central
PL peaks for CNTs with DOC (top row in Fig. 4.3 (d)) and PFO (bottom row in Fig. 4.3 (d))
surfactant, respectively. While the respective means of the PL peak energies of 1.371 eV for
DOC and 1.377 eV for PFO are significantly different, we illustrate that both are compatible
with the expected E11 exciton energies under moderate amounts of mechanical strain on
the CNT lattice and modifications of the dielectric environment.
In a room-temperature absorption measurement of (9,1)-CNTs with DOC surfactant in
aqueous solution (data not shown), we identified the E11 peak at 1.354 eV in good agreement
with the reported E11 energy of 1.359 eV for (9,1)-CNTs with sodium dodecyl sulfate (SDS)
wrapping [33, 35]. Since the latter value was reported both for aqueous solution in [35] and
for solution in heavy water in [33], corresponding to refractive indices of 1.333 and 1.328 for
the solvent, we assume that the dielectric environment of wrapped CNTs is predominantly
governed by the refractive index of the surfactant and less by that of the solvent.
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Figure 4.3.: Spectral signatures of CNTs with DOC and PFO surfactant. (a) Cryogenic PL spec-
trum of a DOC-wrapped CNT featuring a symmetric emission profile. (b) Cryogenic PL spec-
trum of a PFO-wrapped CNT featuring a narrow central emission peak and a lower-energy
wing separated by an energy gap ∆E . The inset illustrates that the value of ∆E for different
CNTs is distributed around 1.7 meV. (c) Histograms of FWHMs for the central PL peaks of
DOC-wrapped (blue) and PFO-wrapped (red) CNTs, respectively, for the CNTs samples be-
fore (top row) and after (bottom row) surfactant substitution of PFO for DOC, respectively.
(d) Histograms of emission energies for the central PL peaks of DOC-wrapped (blue) and
PFO-wrapped (red) CNTs, respectively. The dashed vertical lines show the calculated emis-
sion energies at 1.355 eV and 1.389 eV, respectively, while the gray shaded areas highlight the
spread of E11 energies consistent with at most 1 % mechanical strain. Graphics (a)–(d) are
reproduced from [P1].
Using a refractive index of 1.540 for DOC [248], the analytic formula from [139], and
the scaling relation from [143], we calculate an exciton binding energy for DOC-wrapped
(9,1)-CNTs of 1.110 eV and obtain a renormalized single-particle band gap of 2.464 eV at
room temperature (cf. Section 2.4). Upon cooldown to cryogenic temperatures the band
gap is expected to blue-shift by 6.2 meV [144], while a realignment of H2O dipoles inside the
CNT is predicted to cause a red-shift of about 5 meV [249]. Disregarding any modifications
due to a change in dielectric environment or due to mechanical strain, we therefore expect
a single-particle band gap of 2.465 eV at cryogenic temperatures and an E11 emission energy
of 1.355 eV. Similarly, we assume a refractive index of 1.575 for PFO [250, 251] and obtain an
exciton binding energy of 1.076 eV. Together with the previously calculated cryogenic single-
particle band gap of 2.465 eV we find a value of 1.389 eV for the E11 emission of cryogenic
PFO-wrapped CNTs.
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In Fig. 4.3 (d) the observed deviations from these values are at most 35 meV for DOC
and 68 meV for PFO surfactant and can be readily explained by the hitherto disregarded
influence of mechanical strain and change of dielectric environment due to drop-casting
of the aqueous solution of wrapped CNTs onto a substrate. Both the E11 dependency of
53 meV per percent mechanical strain [252, 253] and of about 99 meV per 0.1 refractive
index change [143] are large enough to capture the observed spread. For reference, the gray
shaded areas in Fig. 4.3 (d) highlight the emission energies accessible through a relatively
small mechanical strain of 1 %. We conclude that the central PL peak energies are consistent
with the properties of the E11 excitonic state for both surfactants. Weak localization of the
E11 exciton was confirmed by the observation of photon antibunching (data not shown).
With the PL of the CNTs in Figs. 4.3 (a) and (b), respectively, being attributed to the same
excitonic state, we associate the different PL lineshapes with the different surfactants that
wrap the corresponding CNTs. This interpretation contrasts the studies discussed in Sec-
tion 4.2, where phonon modes of the CNT lattice were held responsible for the PL lineshape
[70, 227, 229, 230]. Contrary to DOC, surfactant wrapping by PFO is known to form particu-
larly ordered geometries [199, 254–256]. We therefore propose that the symmetric PL peak
in Fig. 4.3 (a) originates from inhomogeneous broadening due to coupling to an unordered
ensemble of DOC molecules, while the peculiar lower-energy wing in Fig. 4.3 (b) that was
observed for all PFO-wrapped CNTs is caused by dipolar interactions with ordered PFO
polymers. In the following we focus on the latter case and study the model of exciton-vibron
interactions introduced in Section 4.3 for the case of molecular vibrations in PFO.
Fig. 4.4 (a) shows a PFO monomer (blue) close to an exciton (orange) in a (9,1)-CNT (gray).
The relaxed molecular geometry obtained by density functional theory (DFT) respects the
presence of van der Waals-like interactions with the CNT that manifest in the bending of
the octyl residue protruding to the left. The interaction between the exciton dipole moment
pexc and the dynamic molecular dipole pvib that are separated by distance r is illustrated in
Fig. 4.4 (b). The coupled system of CNT and PFO surfactant, is modeled by the level scheme
in Fig. 4.4 (c), where an exciton in the excited state |e〉 can decay to the ground state |g 〉
either directly under emission of a photon with energy Eexc or in a second order process by
generation or absorption of a vibron of energy ħΩ in the surfactant molecule and emission
of a Stokes scattered photon with energy Eexc−ħΩ or an anti-Stokes scattered photon with
energy Eexc+ħΩ, respectively [247].
Using the results from Section 4.3, the transition rate for the emission of a Stokes (anti-




where Fexc is the electric dipole field of the exciton [P6, 38] and pvib is the dynamic molecular
dipole moment of the vibron (cf. Section 4.3 for details). The notable 1/Ω2 dependence in
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Figure 4.4.: Spectral signatures of exciton-vibron interactions. (a) Sketch of an exciton (orange)
in a (9,1)-CNT (gray) coupled to a PFO monomer (blue) in relaxed geometry respecting the
presence of van der Waals-like interactions. (b) Illustration of the interaction between the
exciton dipole moment pexc and the dynamic molecular dipole pvib. (c) Level-scheme for
an excitonic excitation with ground state |g 〉 and excited state |e〉 coupled to a harmonic
oscillator of vibrational modes. The exciton energy Eexc is reduced by ħΩ upon generation of
a vibron with angular frequencyΩ. (c)–(g) Cryogenic PL spectra (red) of two CNTs with weak
(left column) and pronounced (right column) oscillations in their lower-energy sidebands,
respectively. The simulated spectra include vibron processes up to 1st order (gray) and up
to 4th order (black) and are calculated using the BP86 (top row) and B3LYP (bottom row)
functionals, respectively. Graphics (a)–(g) are reproduced from [P1].
this expression provides a simple explanation for the decrease of the lower-energy wing
in Fig. 4.3 (b) for increasing energy difference to the central PL peak. While Fexc can be
calculated from quantities reported in literature as illustrated below, the dynamic molecular
dipole moment pvib is not readily available and has to be found by other means. To derive
this molecular quantity we used DFT simulations employing the BP86 [257–259] or the
B3LYP [260, 261] functional.
With both DFT functionals a geometry optimization was performed initially, in order to
determine the relaxed molecular geometry of PFO interacting with a CNT (cf. Section A.2
for details). In this geometry, the vibrational normal modes were obtained by diagonalizing
the Hessian matrix of the potential energy change with respect to the molecular coordinates.
For each normal mode n of vibration, the dynamic molecular dipole moment ∂Qnµ was
calculated from the change in dipole moment between relaxed molecular geometry and a
slight displacement along the corresponding normal coordinate.
This general approach was applied to two different scenarios. First, a PFO monomer
interacting with a (9,1)-CNT was considered to obtain the vibrational energies and dynamic
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molecular dipole moments of the monomer itself. In a second step, also PFO dimers and
trimers were investigated to also account for vibrations of the PFO polymer chain, e. g.
stretch or breathing modes. In the latter case, we found that the dynamic dipoles are at
least one order of magnitude smaller than for the PFO monomer vibrations. We therefore
disregard any vibrations of the PFO polymer chain in the following, since their influence on
the PL spectra is expected to be negligible.
To determine the distance |r| between exciton and molecular dipole, we assume that the
exciton is centered around the CNT axis and that the molecular dipole is centered around
the PFO center of mass. The distance between these two points can be extracted from the
relaxed geometry of a PFO monomer in the vicinity of a CNT that is obtained from the DFT
simulations and was found to equal |r| = 6.9Å. By introducing the unit vector eexc pointing
into the same direction as pexc the term pexc−3(pexc ·er)er in Eq. (4.32) can be rewritten as
|pexc|(eexc−3(eexc ·er)er), where pexc = |pexc|eexc. Apart from the value of |pexc| it is therefore
necessary to determine the angles between the vectors eexc, er and ∂Qnµ. We fix eexc and er
by the assumption that the exciton dipole moment is aligned along the CNT axis and that er
is orthogonal to the CNT axis, since the exciton is expected to couple most strongly to the
spatially closest PFO monomer.
The direction of ∂Qnµ is computed by DFT in a coordinate system coupled to the geometric
orientation of the molecule. Therefore, the rotation between the PFO monomer and the
CNT needs to be considered as an additional parameter. In earlier reports on molecular
dynamics simulations of CNTs interacting with PFO it has been found that the backbone of a
PFO polymer wraps around CNTs lying flatly on the carbon lattice with a preferred winding
angle of about 20–30° [254, 256]. Consistently, we obtained best results for a yaw angle of
25–30° and a small pitch angle of less than 10° of the PFO monomer with respect to the CNT
axis.
It remains to find the value of |pexc|. In a first step one can express this quantity through






where the elementary charge e, the free electron mass me and the exciton energy Eexc
are known quantities. The exciton oscillator strength can be calculated as the product of
the oscillator strength per carbon atom and the number of carbon atoms in the exciton
coherence length σ [67, 143], resulting in
fexc = 0.014eV−1 ·Eexcpid(9,1)σ/AC, (4.36)
where d(9,1) = 0.757nm is the diameter of a (9,1)-CNT [35], AC = 34
p
3 ·a2C−C is the area per
carbon atom, and aC−C = 0.144nm is the carbon-carbon bond length [23, p. 38]. Finally,
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we assume that the exciton coherence length σ is determined by the CNT dielectric en-
vironment, which is dominated by the PFO surfactant. We therefore expect decoherence
effects on the length scale of one winding of the PFO polymer backbone. From [254, 256] we
estimate a helix pitch of about 50 carbon-carbon bond lengths and therefore expect a value
of the order σ≈ 50 ·aC−C = 7.2nm.
To obtain a simulated spectrum from these parameters and the vibrational modes found
by DFT, a Lorentzian peak with FWHM γ for the ZPL,
f (E)= γ/2
pi · [(E −Eexc)2+ (γ/2)2] , (4.37)
and vibron replica of the former that are intensity-scaled following Eq. (4.32) are summed
for all normal modes. The FWHM γ is extracted from the ZPL in the measured spectra and
additionally from the onset of the lower-energy sideband at the spectral gap that separates
it from the ZPL. This procedure generally yielded a value γrep of the FWHM for the sideband
slightly larger than γZPL for the ZPL, which is attributed to a vibronic broadening of the ZPL
replica, presumably due to limited vibron lifetimes [262–264].
Figs. 4.4 (d) and (f) show a cryogenic PL spectrum (red data points) of the CNT from
Fig. 4.3 (b) (CNT A) together with spectra obtained from DFT simulations employing the
BP86 (upper panel) and the B3LYP functional (lower panel), respectively, including vibron
processes up to 1st order (gray) and up to 4th order (black). For both functionals we find that
the 1/Ω2 damping suppresses the lower-energy wing too strongly, whereas the inclusion of
higher-order vibron processes restores the damping behavior observed in our data. Note
that the only free parameter for the simulated spectra is the exciton coherence length σ
that determines the intensity of the lower-energy sideband. The values of σ = 7.2nm for
the BP86 functional and σ = 12nm for the B3LYP functional that were found as best fits
to the data are in excellent agreement with the estimated coherence length of σ= 7.2nm.
Furthermore, the Lorentzian FWHMs γZPL ≈ 500µeV and γrep ≈ 700µeV were determined
from the experimental spectra.
We also observed that the individual vibronic modes predicted by DFT differ for the BP86
and the B3LYP functional. While the BP86 functional yields a relatively smooth lower-energy
wing in Fig. 4.4 (d) in agreement with our data, the B3LYP functional predicts a strongly
oscillating sideband that is incompatible with our measurements. The spectrum of another
PFO-wrapped CNT (red data points in Figs. 4.4 (e) and (g), CNT B), however, exhibits such
pronounced oscillations and is fit remarkably well by the spectrum simulated with the B3LYP
functional in Fig. 4.4 (g). As detailed below, the differing results of the two DFT functionals
originate from slight variations of the predicted relaxed geometry of PFO interacting with the
CNT. This finding suggests that the spectral differences of CNT A and CNT B also originate
from different geometric conformations of the PFO surfactant. Note that due to the more
pronounced lower-energy sideband of CNT B slightly larger values of σ = 10nm for the
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BP86 functional and σ = 16nm for the B3LYP functional were employed. The Lorentzian
linewidths were determined as γZPL ≈ 600µeV and γrep ≈ 800µeV.
When comparing the spectra obtained with the BP86 functional in Figs. 4.4 (d) and (e) and
with the B3LYP functional in Figs. 4.4 (f) and (g), it appears surprising that the individual
vibrational modes predicted by DFT are quite different, while at the same time the width of
the spectral gap ∆E between the ZPL and the vibronic sideband, which is ultimately given
by the lowest-energy vibrational mode, are similar and consistent with the experimental
data. To resolve this puzzle, we study the robustness of the DFT results for ∆E .
We first analyze the origin of the different vibrational modes found by DFT simulations
with different functionals. By comparing the results of BP86 and B3LYP we found that the
geometry optimization detailed in Section A.2 yields slightly different results. Given the
observation that DFT predicts vibrations up to about 400 meV, finding the lowest-energy
vibrations around 5 meV amounts to finding almost-degenerate eigenvalues close to zero of
the Hessian matrix of the potential energy change with respect to the molecular coordinates.
This insight explains the limited reliability of DFT results for low-energy vibrations that are
highly sensitive to the precise geometrical input [265].
Yet, the respective lowest-energy vibrational modes only differ by 150µeV for BP86 and
B3LYP. The underlying reason for this can be attributed to the fact that both functionals
identify a scissoring motion of the two octyl ligands in the PFO monomer as the lowest-
energy vibration. We proceed by showing that the energy of this particular vibrational mode
is well-defined an can be obtained even by crude estimates to a remarkable precision.
We model the vibration given by the scissoring motion of the octyl ligands by the simplify-
ing assumption that both the PFO backbone and one of the octyl ligands are fixed due to the
van der Waals-like interaction with the CNT as illustrated in Fig. 4.4 (a), while the other octyl
ligand performs a rotary motion around the carbon atom it is attached to. The potential
energy of this motion can be written as
V = 12 HΛθ2, (4.38)
where θ is the deflection angle from the equilibrium position and HΛ is the bending force
constant of the bond that connects the octyl ligand with the carbon atom it is attached
to. Using a valence force field approximation, a value of HΛ = 1.086mdyn Å/rad2 has been
found for sp3 hybridized carbon atoms with four other carbon atoms as bond partner [266].
The kinetic energy of the rotary motion of one octyl ligand can be expressed as
T = 12 I θ˙2, (4.39)
where I is the moment of inertia of the ligand with respect to the carbon atom it is bound
to. To calculate the moment of inertia, we assume that the octyl ligand has a zigzag shape
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with the tetrahedral angle as kink angle and that at each kink one carbon and two hydrogen






n ·aCC sin τ2
)2+mH(9 ·aCC sin τ2 )2 = 7.72×10−44 kg m2, (4.40)
where mC = 1.993×10−26 kg and mH = 1.674×10−27 kg are the masses of 12C and 1H, where
aC−C = 154pm is the alkane carbon-carbon bond length, slightly different from the graphene
carbon-carbon bond length, and where τ= 109.47° is the tetrahedral angle. The expressions





= 3.751×1012 s−1, (4.41)
which amounts to a quantum mechanical energy of ħω= 2.469meV.
In spite of the crudeness of our estimate, this value is close to the mean value of 1.7 meV
in the histogram in Fig. 4.3 (b). We attribute this result to the simplicity of the scissoring
motion making a more complex analysis obsolete. Given the assumption that the scissoring
motion of PFO is its lowest-energy vibrational mode, which appears plausible in the light of
its simple geometrical nature, we can therefore conclude that its energy in DFT simulations
is not expected to depend strongly on the detailed geometrical structure resulting from
the different DFT functionals. This finding explains the very similar gap energy ∆E for the
spectra obtained from BP86 and B3LYP.
By contrast, already the third vibrational mode – following the two possible scissoring
motions in orthogonal directions – has a strong torsional component both for the BP86 and
the B3LYP functional, suggesting a much stronger influence of the precise relaxed geometry.
This finding agrees well with the observation that the first two respective vibrational modes
are similar in energy (1.746 meV and 2.258 meV for BP86 and 1.893 meV and 2.233 meV for
B3LYP), while the subsequent modes are more volatile in view of the specifics of the chosen
DFT method (cf. Figs. 4.4 (d)–(g)).
In conclusion we found an excellent agreement between the cryogenic spectra of PFO-
wrapped CNTs and simulated spectra based on the vibrational modes of a PFO monomer
obtained from DFT and a model describing the exciton-vibron interaction that is essen-
tially free of fit parameters. The only variable parameter σ is estimated accurately from the
geometric structure of PFO documented in literature [254, 256]. The comparison of simu-
lated spectra based on the BP86 and the B3LYP functional suggests that spectral variations
of the lower-energy sideband in Figs. 4.4 (d)–(g) can be explained by different geometric
conformations of the PFO surfactant. By contrast the gap energy ∆E was identified to be
determined by two scissoring modes of the PFO monomer that are expected to be largely
independent of details of the geometric structure and explain the consistent value of ∆E
even for a substantial variety of different PL spectra.
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4.5. Temperature dependence of exciton-vibron interactions in
polymer-decorated carbon nanotubes
Complementary to the cryogenic spectra presented in Section 4.4 we also performed tem-
perature-dependent measurements to illuminate the increasing intensity of Stokes and
anti-Stokes [247] sidebands at higher temperatures. This section introduces the necessary
modifications to the quantum-mechanical description in Section 4.3 that is limited to zero
temperature, in order to also cover finite temperatures. While the Hamiltonian in Eq. (4.7)
is temperature independent, the initial state |i 〉 = |e,0ph,0vib〉 in the derivation of the tran-
sition rate ΓS,n for a Stokes sideband photon in Eq. (4.31) can be generalized to include a
temperature dependence. Due to thermal excitation, we may assume that initially a num-
ber of s vibrons is present in mode n such that the initial state reads |in(s)〉 = |e,0ph, sn〉.
To calculate the transition rate Γ(s)S,n for a Stokes sideband photon in the presence of s vi-
brons in mode n, the transient state |tn〉 and the final state | fn〉 are adapted accordingly as
|tn(s+1)〉 = |e,0ph, (s+1)n〉 and | fn(s+1)〉 = |g ,1ph, (s+1)n〉. Using the properties of the creation
and annihilation operators cˆ†n and cˆn , the matrix elements in Eq. (4.31) are then modified to
〈
t (s+1)n
∣∣Hˆexc-vib∣∣i (s)n 〉=ps+1 ·〈t (1)n ∣∣Hˆexc-vib∣∣i (0)n 〉=ps+1 ·〈tn∣∣Hˆexc-vib∣∣i〉 (4.42)
and 〈
f (s+1)n
∣∣Hˆexc-ph∣∣t (s+1)n 〉= 〈 f (0)n ∣∣Hˆexc-ph∣∣t (0)n 〉= 〈 fn∣∣Hˆexc-ph∣∣tn〉. (4.43)
The Stokes transition rate Γ(s)S,n for s initial vibrons in mode n is obtained by following the
calculation in Eq. (4.31) using the modified matrix elements that results in
Γ(s)S,n = (s+1) ·ΓS,n . (4.44)
At a given temperature T the probability pn(s) to find s vibrons in vibrational mode n is





where β= 1/kB T is the thermodynamic beta, kB is the Boltzmann constant, andΩn is the
angular frequency of the vibration in normal mode n. The transition rate Γ〈·〉βS,n for a Stokes
sideband photon in the presence of a thermal occupation of vibrons in mode n can be
calculated as the expectation value of the transition rates Γ(s)S,n :
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= [1−exp(−βħΩn)] ·ΓS,n · ∞∑
s=0
(s+1)exp(−sβħΩn)=






In the presence of thermally excited vibrons, also an anti-Stokes sideband is expected. To
formulate this scenario, consider an initial state |in(s)〉 = |e,0ph, sn〉with a number of s vibrons
in mode n together with the corresponding transient and final states |tn(s−1)〉 = |e,0ph, (s−1)n〉




∣∣Hˆexc-vib∣∣i (s)n 〉=ps ·〈t (0)n ∣∣Hˆexc-vib∣∣i (1)n 〉=ps ·〈t (1)n ∣∣Hˆexc-vib∣∣i (0)n 〉=ps ·〈tn∣∣Hˆexc-vib∣∣i〉
(4.47)
and
〈 f (s)n |Hˆexc-ph|t (s)n 〉 = 〈 f (0)n |Hˆexc-ph|t (0)n 〉 = 〈 fn |Hˆexc-ph|tn〉. (4.48)
Following the calculation in Eq. (4.31), the anti-Stokes transition rate Γ(s)AS,n for s initial
vibrons in mode n is found to equal
Γ(s)AS,n = s ·ΓS,n . (4.49)
The transition rate Γ〈·〉βAS,n for an anti-Stokes sideband photon in the presence of a thermal










= [1−exp(−βħΩn)] ·ΓS,n · ∞∑
s=0
s ·exp(−sβħΩn)=
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The temperature dependence of the ZPL linewidth γZPL in Eq. (4.37) has been extensively
studied in semiconductor quantum dots and was found to follow the functional form




whereαac andαop are the coupling constants to acoustic and optical phonons in the CNT lat-
tice, respectively, and Eop is the energy of the lowest-energy optical CNT phonon [268–271].
The value ofαac was calculated in [228] for CNTs and the expressionαac = 2piαkB was found,








Here, d(9,1) = 0.757nm is the diameter and θ(9,1) = 5.21° is the chiral angle of a (9,1)-CNT
[35]. The off-diagonal electron-phonon coupling constant g2 = 1.5eV, the graphene mass
density ρG = 7.6×10−7 kg/m2, the Poisson ratio ν= 0.2 and the graphene 2D Young modulus
YG = 340N/m are all given in [228] and allow to compute the result
αac = 7.37×10−6 eV/K. (4.52)
The most prominent optical phonon in CNTs is the unique radial breathing mode (RBM)
[23, pp. 172–173] that features an energy of 37.2 eV in (9,1)-CNTs in the absence of envi-
ronmental effects [272]. Accordingly, we assume Eop = 37.2eV in Eq. (4.51). Note, however,
that for (6,5)-CNTs, whose RBM energy also lies at 37.2 eV [35, 272], three optical phonon
modes energetically below the RBM at about 3.1 meV, 9.2 meV, and 26 meV have been re-
ported [273]. For (9,1)-CNTs we are not aware of a comparable study of all low-energy
phonons. The existence of similar optical phonon modes energetically below the RBM in
(9,1)-CNTs would either imply a smaller value for Eop or the contribution of multiple terms
αop/(exp(βEop)−1) to Eq. (4.51). As illustrated below, however, a good agreement with the
data is obtained even when such modifications are disregarded. The two remaining parame-
ters γ0 and αop in Eq. (4.51) have not been reported for CNTs to the best of our knowledge
and are therefore treated as free fit parameters.
Also the broadening of the ZPL replica, ∆γ = γrep −γZPL, is a temperature-dependent
quantity. The evolution with increasing temperature was modeled by a linear relation
∆γ= δ0+αδ ·T (4.53)
that was found to provide a satisfactory description for the linewidths of molecular vibra-
tions and phonon couplings in CNTs or semiconductor quantum dots [263, 268, 274–276].
Figs. 4.5 (a)–(d) show spectra of the CNT discussed in Figs. 4.3 (b), 4.4 (d), and (f) at temper-
atures of 4 K, 10 K, 30 K, and 105 K (red data points). The simulated spectra (solid black lines)
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Figure 4.5.: Temperature dependence of PL spectra of PFO-wrapped CNTs. (a)–(d) PL spectra
at different temperatures of the PFO-wrapped CNT from Figs. 4.3 (b), 4.4 (d), and (f) (red data
points) with simulated spectra including 4th order vibron processes (solid black lines) that
were calculated using the BP86 functional. Measured heater temperatures are noted in in
the respective top right corners. (e) ZPL linewidth γZPL (red data points) and ZPL linewidth
broadening ∆γ (blue data points) obtained from fits of the ZPL and the vibronic sideband
or their merger at different sample temperatures. Error bars are occasionally covered by the
symbol size. The solid red line models the temperature dependence of γZPL according to
Eq. (4.50), while the solid blue line shows a linear fit to the temperature dependence of ∆γ.
Graphics (a)–(e) are reproduced from [P1].
obtained with the BP86 functional include vibron processes up to 4th order and capture
both the increasing intensity of the Stokes and the anti-Stokes sideband up to 30 K and the
merging of the ZPL with the sidebands at even higher temperatures. Note that the readout
values of the temperature sensor (cf. Section 3.1) and σ= 7.2nm from Fig. 4.4 (d) were used
in the simulation such that only the quantities γ0, αop, δ0, and αδ, modeling the broadening
of the ZPL and the vibronic replica, are free model parameters.
For sample temperatures up to ∼40 K the linewidths γZPL and γrep were directly obtained
from the PL spectra. At higher temperatures they were indirectly accessible, since both values
influence the width of the broad PL peak originating from the merging of the ZPL and the
vibronic sidebands. The red and blue data points in Fig. 4.5 (e) show the best fits for γZPL and
∆γ, respectively, and their uncertainties that were obtained with this procedure. The solid
red line in Fig. 4.5 (e) shows the best fit of Eq. (4.50) to the optimum values of γZPL, excluding
the data point at 190 K, for which the temperature readout was considered unreliable due
to the large temperature gradient between the sample and the liquid helium bath. The
corresponding best fit parameters were determined as γ0 = 438µeV and αop = 360meV.
The relatively large value of αop compared to αacT is consistent with values reported for
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semiconductor quantum dots [270, 277], were the ratio αop/αacT has been found to range
within the same order of magnitude.
The solid blue line in Fig. 4.5 (e) shows the best fit of Eq. (4.53) to the values obtained for
∆γ. The corresponding best fit parameters were identified as δ0 = 53µeV and αδ = 15µeV/K.
Note that data points for ∆γ are missing for higher temperatures, since this parameter is dif-
ficult to estimate for fully merged ZPL and vibron sidebands. In this region, the extrapolation
of Eq. (4.53) with the determined values of δ0 and αδ was used to simulate the spectra.
4.6. Effect of excitation power on spectral characteristics of
polymer-decorated carbon nanotubes
The study of GALLAND et al. [227] not only analyzed the effects of varying temperature on the
spectral lineshape of individual CNTs but also compared them to the effects of increasing
excitation laser power. The observed changes in lineshape in their work are consistent with
a local heating of the sample that gives rise to an increased effective temperature of the CNT
phonon bath. Figs. 4.6 (a)–(f) similarly compare the effects of an increase in temperature
(top row) and in excitation laser power (bottom row) on the spectral response of the CNT
from Figs. 4.5 (a)–(d). To analyze also spectral features of weak intensity a logarithmic scale
was chosen. The experimental parameters in the three respective columns were selected to
yield similar intensities of the Stokes sideband.
Figs. 4.6 (a)–(c) show three spectra (red data points) recorded at a fixed excitation laser
power of 2µW for sample temperatures of 4 K, 10 K, and 20 K, respectively. In the three panels
a gradual increase of the Stokes sideband is evident together with the emergence of an anti-
Stokes sideband that is absent in Fig. 4.6 (a), but clearly visible in Fig. 4.6 (c). The simulated
spectra (solid black lines) including 4th order vibron processes were calculated using the
BP86 functional and reflect this behavior. Note that instead of the Lorentz peak in Eq. (4.37)
a Voigt profile was used here to best reproduce the base of the ZPL.
The spectra in Figs. 4.6 (d)–(f) (red data points) were measured at a fixed temperature of 4 K
and excitation laser powers of 2µW, 80µW, and 240µW and feature a similar increase of the
Stokes sideband as in Figs. 4.6 (a)–(c). The emergence of the anti-Stokes sideband, however,
is much less pronounced than in Figs. 4.6 (a)–(c). Note that the ZPL peak position has shifted
by∼4 meV between the two series of measurements. The solid black and dotted black lines in
Figs. 4.6 (d)–(f) show simulated spectra that were optimized to fit the Stokes and anti-Stokes
sideband, respectively. While in Fig. 4.6 (d) the two fits are practically identical (effective
temperature of 4.2 K, each), they show a significant difference in Fig. 4.6 (e). For the latter
spectrum the solid black line (effective temperature of 12.0 K) is in good agreement with
the Stokes sideband, except for an underestimation of the wing intensity far from the ZPL
that can be attributed to the omission of even higher order vibronic processes. For the anti-
61
4. SPECTRAL LINESHAPES OF EXCITONS IN POLYMER-DECORATED CARBON NANOTUBES
0.01
0.1







































Figure 4.6.: Comparison of PL spectra of the PFO-wrapped CNT from Figs. 4.5 (a)–(d) (red
data points) recorded at (a)–(c) different sample temperatures denoted in the respective top
right corners with fixed excitation laser power of 2µW and at (d)–(f) fixed sample temperature
of 4 K with different excitation laser powers denoted in the respective top right corners. The
black lines show simulated spectra including 4th order vibron processes that were calculated
using the BP86 functional. Solid and dotted lines in the bottom panels indicate fitting to the
Stokes and anti-Stokes vibronic sidebands, respectively. Note that instead of the Lorentz peak
in Eq. (4.37) a Voigt profile was used to best reproduce the base of the ZPL.
Stokes sideband, however, a prominent wing with a secondary peak is predicted that is
absent in the data. The black dotted line (effective temperature of 4.2 K), by contrast, follows
the anti-Stokes sideband well, but underestimates the entire Stokes sideband. Note that on
the chosen logarithmic scale this deviation appears smaller than on a linear scale. The same
trend is observed in Fig. 4.6 (f), although the difference is smaller (effective temperatures of
16.0 K and 4.2 K, respectively).
The unequal evolution of the Stokes and anti-Stokes sidebands indicates that the influence
of the excitation power cannot be solely attributed to a local heating of the sample that
would result in spectra similar to Figs. 4.6 (a)–(c). Another common effect of an increase in
the excitation power is the induced spectral jitter of the emission peak energy [P6, 278]. We
illustrate how a combination of local sample heating and power-induced spectral wandering
on short timescales conclusively explain the spectral shapes in Figs. 4.6 (d)–(f).
Figs. 4.7 (a)–(c) illustrate how jitter acting on timescales below the temporal resolution
of the spectrometer modifies the recorded spectral shape. The spectrum in Fig. 4.7 (a) that
is identical to the black dashed line from Fig. 4.6 (e) is taken as a model for the spectral
response of a PFO-wrapped CNT in the absence of spectral wandering. Jittering on short
timescales is implemented by the assumption that the entire spectrum including vibronic
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Figure 4.7.: Effects of spectral jitter on the PL shape of PFO-wrapped CNTs. (a) Simulated spec-
trum from Fig. 4.6 (e). (b) Spectrum from (a) unaltered (gray) and smoothed by convolution
with a Gaussian peak featuring an FWHM of 500µeV (black). (c) Spectrum from (a) unaltered
(gray) and smoothed as in (b), then normalized to the ZPL maximum (black). (d)–(f) PL spectra
from Figs. 4.6 (d)–(f) (red data points) fit by simulated spectra including 4th order vibron pro-
cesses calculated using the BP86 functional that were additionally smoothed by convolution
with a Gaussian (solid black lines).
sidebands statistically wanders around a central position and that the spectrometer time-
averages these shifted spectra. For the assumption of purely random jitter, this behavior
is simulated by convoluting the spectrum from Fig. 4.7 (a) with a Gaussian function. The
spectrum obtained for a Gaussian featuring an FWHM of 500µeV is shown as solid black line
in Fig. 4.7 (b) together with the spectrum from Fig. 4.7 (a) in gray. The Gaussian smoothing
washes out the spectral features of the Stokes sideband but also reduces the maximum
intensity of the ZPL. For the comparison of spectra with different intensities, all spectra
in this chapter are normalized to the peak intensity of the ZPL. The result of this step is
shown as solid black line in Fig. 4.7 (c) together with the spectrum from Fig. 4.7 (a) in gray.
Comparing the two curves illustrates that the Gaussian smoothing results in an apparent
increase of the Stokes sideband, while the rest of the spectrum is largely unaltered.
Figs. 4.7 (d)–(f) show simulated spectra including 4th order vibron processes calculated
using the BP86 functional that were additionally smoothed by convolution with a Gaussian
(solid black lines) to fit the spectra from Figs. 4.6 (d)–(f) (red data points). The corresponding
effective temperatures and Gaussian FWHMs are 4.2 K, 4.2 K, and 6.2 K and 9µeV, 414µeV,
and 407µeV, respectively. For all three panels the agreement between fit and data is signif-
icantly better than in Figs. 4.6 (d)–(f). In particular, in Fig. 4.7 (e) the anti-Stokes sideband
is almost absent in agreement with the low effective temperature of 4.2 K. The weakly de-
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veloped anti-Stokes sideband in Fig. 4.6 (f), by comparison, can be attributed to a slightly
higher effective temperature of 6.2 K that is owed to the even higher excitation laser power.
The spectrum in Fig. 4.6 (f) therefore illustrates that both local heating of the sample and
laser-induced jitter must be taken into account to correctly interpret the PL dependency on
the excitation laser power.
4.7. Conclusion
In this chapter, we presented an elaborate analysis of environmental effects on the spec-
tral response of localized excitons in cryogenic CNTs. At low temperatures the diffusive
excitons in CNTs localize in shallow potential traps or at defect sites and exhibit PL with
a wealth of individual lineshapes. Earlier studies attributed these variations to different
coupling mechanisms of localized excitons to the CNT phonon modes [70, 227, 229, 230].
While the agreement between these models and the data is compelling, a discrepancy re-
mains regrading the value of the exciton-phonon deformation potential coupling that is in
disagreement with theoretical results [228]. The observation of permanent electric dipole
moments in CNTs [38] provides another coupling mechanism that may account for the
lineshapes observed in PL spectra. We developed a model based on dipolar couplings to
vibrational degrees of freedom in surfactant molecules as the origin of different spectral
responses. This mechanism is conceptually similar to exciton-ligand couplings in colloidal
quantum dots [279], but was previously unreported for the case of CNTs.
A quantum-mechanical description was developed that captures the dipole-dipole in-
teraction between the exciton and dynamical molecular dipole moments that are induced
by charge displacements in a vibrating molecule. A coupling term was derived that resem-
bles the form of a Holstein interaction. The intensity of Stokes and anti-Stokes sideband
photons were found to exhibit a quadratic damping with increasing energy difference from
the ZPL that explains the fading of spectral wings frequently observed in experiments. The
model parameters were estimated from literature values, while the characteristics of the
involved molecular vibrations were simulated with DFT for the case of a PFO surfactant.
Comparison with cryogenic spectra of PFO-wrapped CNTs revealed that our model is in
excellent agreement with the data, while it is also essentially free of fit parameters. Details of
the chosen DFT method were found to give rise to modifications of the predicted spectral
response that were attributed to differences in the calculated relaxed molecular geometry
and related to similar variations in the experimental spectra. The spectral gap between ZPL
and vibronic sidebands observed for PFO-wrapped CNTs was identified as a robust quantity
across different DFT approaches.
The quantum-mechanical description was extended to capture the dependence of the
Stokes and anti-Stokes sidebands on the sample temperature. The broadening of the ZPL
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with temperature was modeled by a description established for semiconductor quantum
dots, using parameters that were reported for CNTs where available. The comparison with
experimental spectra showed an excellent agreement and resulted in fit values of the re-
maining parameters that are consistent with reports for semiconductor quantum dots. In
a similar experiment we varied the excitation laser power and observed an increase of the
Stokes sideband, while the anti-Stokes sideband did not emerge accordingly. This discrep-
ancy was resolved by taking into account laser-induced spectral jitter that results in an
asymmetric enhancement of the blue and red PL sidebands.
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5 Excitonic properties of quantum de-fects in covalently functionalizedcarbon nanotubes
This chapter presents studies of the photophysical properties of chirality-purified carbon
nanotubes that were covalently functionalized by the attachment of hexyl substituents. In
the functionalized carbon nanotube samples two new peaks in the photoluminescence
response were observed with energies below the diffusive exciton emission. These spec-
tral features were attributed to neutral excitons and negatively charged trions localized at
the generated defect sites. The novel photoluminescence emission exhibited signatures of
nonclassical light statistics coupled with an exceptional brightness, rendering the localized
trion state the brightest trion reported in carbon nanotubes to date. Cryogenic photolu-
minescence spectroscopy of individual hexyl-functionalized carbon nanotubes revealed
pronounced diversity on the level of single emitters, both in terms of spectral position of
the emission features and in terms of time-resolved photoluminescence decay. Magneto-
photoluminescence experiments established that in contrast to diffusive excitons in carbon
nanotubes optically dark states are not responsible for these variations in the optical re-
sponse of the localized states. Furthermore, photon correlation measurements divided the
hexyl-functionalized carbon nanotubes into two classes of emitters with strong and weak
crosscorrelations between the exciton and trion emission. By numerical analysis of rate
models, the two cases were found to be captured by models comprising either a single de-
fect site or multiple interacting defect sites that exchange population with an optically dark
shelving state. In the latter scenario, the interaction mechanism was attributed to Coulomb
repulsion that is effective due to the expected proximity of neighboring defect sites given
their progressive generation on the same carbon nanotube via lattice destabilization in the
course of the chemical functionalization. Building on this result, the observed variations in
the optical response were interpreted in this framework of different defect configurations.
67
5. PROPERTIES OF QUANTUM DEFECTS IN FUNCTIONALIZED CARBON NANOTUBES
5.1. Introduction
Future applications of carbon nanotubes (CNTs) in photonics-based quantum technologies
require detailed control of their photophysical properties to accomplish bright and tempo-
rally stable emission of nonclassical light. While the photoemission from diffusive excitons
in CNTs is characterized by a low quantum yield (QY) due to the presence of an energetically
lower dark state (cf. Section 2.4) and exciton quenching [55, 280], the localization of excitons
promotes bright photoluminescence (PL) featuring nonclassical photon statistics [60, 63, 67,
73]. The incorporation of intentional defects into the sp2 carbon lattice of CNTs constitutes
a route towards deterministic exciton localization opening the path to tailored CNT based
quantum light emitters. Covalent functionalization has been established as a versatile tool
for the generation of such defects that provides ample freedom in the design of the desired
emission characteristics.
Earlier reports focused on the incorporation of oxygen defects into the CNT lattice [56,
281] that boost the QY [57, 238] and allow for room-temperature single-photon emission
[64], but suffer from PL intensity and energy fluctuations and laser-induced bleaching
[238]. More recently, sp3 defects in the sp2 CNT lattice have attracted growing attention.
Functionalization with aryl groups via diazonium chemistry [58] has been established as
a platform for broadband tunable emitters covering the whole telecom range [59, 71] and
featuring room-temperature single-photon emission of exceptional purity [47].
However, the mentioned reaction pathways are limited in the choice of the chemical
residue [48], restricting the freedom to engineer the quantum defect properties. Building on
these insights, we based our studies on CNTs that are functionalized using a novel flexible
chemistry approach driven by sodium dithionite (Na2S2O4) [48]. In this chapter, we report
the excitonic properties and the non-classical light emission statistics of CNTs with sp3
defects created by this method. The investigated CNT samples were kindly provided by the
group of YuHuang Wang from the University of Maryland.
5.2. Preparation and characterization of hexyl-functionalized
carbon nanotubes
This section sketches the preparation and characterization of (6,5)-CNTs that were function-
alized by covalently attaching hexyl groups to produce sp3 defects in the CNT sp2 carbon
lattice.1 The resulting hybrid system of CNT and hexyl group is referred to hereafter as
hexyl-functionalized carbon nanotube (hCNT).
1 Parts of this section are based on the publication [P2] available at https://pubs.acs.org/doi/10.1021/
acscentsci.9b00707. Permission for any further reuse of the excerpted material must be granted by the
American Chemical Society.
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Figure 5.1.: Characterization of hCNT samples. (a) Schematic of a (6,5)-CNT (bottom) func-
tionalized by an attached hexyl chain (top) with an exciton trapped in the corresponding
defect state (orange). (b) Second-order correlation function g (2)(τ) for the trion emission
of an isolated hCNT at 4.2 K under pulsed excitation at 850 nm with 50µW laser power.
(c)–(e) Room-temperature ensemble PLE maps of pristine (6,5)-CNTs (top) and hexyl-func-
tionalized (6,5)-CNTs in the hole-doped (middle) and the electron-doped regime (bottom).
(f) Spectrally integrated PL intensity emitted along a ∼7µm long hCNT, recorded by hyper-
spectral imaging under off-resonant excitation at 730 nm with 2.9µW laser power at room-
temperature. Scale bar is 2µm. (g)–(i) Individual spatial PL intensity maps of the hCNT in (f) at
the spectral maxima of E11 (1.25 eV, left), X (1.13 eV, middle) and T (1.01 eV, right) recorded un-
der the same experimental conditions as in (f). The measurements in (c)–(e) were performed
by the group of YuHuang Wang from the University of Maryland. The measurements in (f)–(i)
were performed by the group of Stephen Doorn from the Los Alamos National Laboratory.
Graphics (b)–(i) are reproduced from [P2].
The chemical synthesis of hCNTs introduced in the following was performed by the
group of YuHuang Wang from the University of Maryland and is reproduced from [48],
where the procedure is described in more detail. Initially, CNTs with sodium dodecyl sul-
fate (SDS) surfactant dispersed in D2O were sorted for high-purity (6,5)-CNTs by gel chro-
matography [205]. Successively, sodium bicarbonate (NaHCO3), acetonitrile (C2H3N) and
1-iodohexane (C6H13I) were added to the (6,5)-CNTs. The reaction between the (6,5)-CNTs
and the 1-iodohexane was then initiated by adding sodium dithionite (Na2S2O4), resulting
in the formation of hCNTs schematically shown in Fig. 5.1 (a). Based on the same chemistry,
quantum defects in CNTs generated by attaching a different residue may be obtained by
substituting 1-iodohexane by virtually any hydrocarbon precursor containing iodine [48].
The room-temperature photoluminescence excitation (PLE) maps in Figs. 5.1 (c)–(e) il-
lustrate the changing PL response of (6,5)-CNTs in the course of this reaction.2 In the map
2 This data was recorded by the group of YuHuang Wang from the University of Maryland.
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in Fig. 5.1 (c) that was recorded before the addition of sodium dithionite only a single PL
peak at 1.25 eV (992 nm) is present, in good agreement with literature values for the E11
emission [33, 35]. Sodium dithionite was then admixed, starting the formation of hCNTs and
giving rise to two new emission features X at 1.13 eV (1095 nm) and T at 1.01 eV (1226 nm),
as shown in Fig. 5.1 (e).
The route towards understanding the nature of these two new emitting states lies within
the observation that sodium dithionite not only initiates the formation of hCNTs but also
acts as a reducing agent that introduces excess electrons into the CNTs [P2]. By tuning the
system to a hole-doped regime instead, e. g. by lowering pH, the intensity of T emission was
reduced significantly compared to the intensity of X emission, as indicated in Fig. 5.1 (d).
This observation indicates that X and T are different charge configurations of the newly
created defect sites in hCNTs.
The origin of emission in the X spectral band was already investigated in an earlier study of
CNTs functionalized with the same chemistry as discussed above [48]. That work combined
recording of PL in the course of the chemical reaction with simultaneous Raman scattering
and X-ray photoelectron spectroscopy (XPS) measurements. It was found that the rise of
PL in the X spectral band is accompanied by an increase of the disorder-induced Raman
D band (∼1300 cm−1) that is a direct measure of covalent generation of defects in the CNT
sp2 lattice [282–284]. Similarly, XPS revealed the simultaneous appearance of a sp3 carbon
1s peak as a shoulder of the sp2 carbon 1s peak [48]. In conjunction, this proves that the X
emission originates from sp3 defects introduced by functionalizing the CNTs with hexyl.
PL in the T spectral band, however, was not discussed in [48], since the functionalizing
substituent employed in that work featured practically no T emission, as detailed below.
Nonetheless, systematic studies of PL intensities of X and T as a function of pH in [P2]
revealed that X and T can be attributed to an electrically neutral and a negatively charged
regime, respectively. This result suggests that X corresponds to electrically neutral excitons
localized at the generated sp3 defects, while T corresponds to similarly localized negative
trions comprising two electrons and one hole.
Room-temperature hyperspectral maps of dispersed hCNTs were recorded to gain deeper
insight into the nature of the X and T emission.3 Fig. 5.1 (f) shows the spectrally integrated
PL intensity emitted along a ∼7µm long hCNT. In the individual hyperspectral maps for
E11, X and T in Figs. 5.1 (g)–(i) the spatial intensity variations in Fig. 5.1 (f) decompose into
homogeneous E11 emission (cf. Fig. 5.1 (g)) and hot spots of PL in the X and T spectral band
(cf. Figs. 5.1 (h) and (i)) that are spatially correlated. Unlike the uniform E11 emission, PL in
the X and T spectral bands therefore must originate from the same localized emitting sites.
These findings provide strong evidence that also PL in the T spectral band originates from
the same sp3 defects in the CNT lattice as the X emission.
3 This data was recorded by the group of Stephen Doorn from the Los Alamos National Laboratory.
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To further establish the localized nature of T emission, we performed cryogenic photon
correlation measurements in the corresponding spectral band. Fig. 5.1 (b) shows normalized
T photon coincidence counts for an individual hCNT at 4.2 K under pulsed laser excitation at
850 nm with 50µW (red histogram). The fit of the second-order correlation function g (2)(τ)
to the data (black line) reveals pronounced bunching and a strong antibunching dip at
zero time delay corresponding to a single-photon purity of η= 0.89 [P2]. This hallmark of
quantum light statistics for PL in the T spectral band is yet another proof of localization
of the photoexcited states, which constitutes a prerequisite for the suppression of simul-
taneous photon emission. For PL in the X spectral band we obtained similar results (data
not shown). In conjunction, the above findings prove that X and T emission originate from
neutral excitons and negatively charged trions, respectively, both trapped at the sp3 defects
generated by the covalent attachment of hexyl residues to the sp2 lattice of (6,5)-CNTs.
After the nature of the X and T emission features has been established, a short outlook
shall highlight the versatility of the presented functionalization approach. Quantitative
ensemble PL measurements showed that the T emission from hCNTs is exceptionally bright,
more than three times brighter than E11 [48]. This finding is in contrast to free trions in
unfunctionalized CNTs (cf. Section 2.4) that can only be observed for high excitation powers
[164] or strong doping [285] with intensities significantly below that of E11. Already in earlier
studies, localized trions were found to exceed the brightness of free trions, but even the
strongest previously reported trion PL was more than seven times weaker than in hCNTs
[286], rendering the T emission from hCNTs the brightest reported trion to date [48].
Furthermore, systematic studies of (6,5)-CNTs functionalized with different fluorinated
residues identified a route towards deterministic tunability of X and T emission energies.
The experiments in [48, P2] found that both EX and ET redshift linearly with increasing Taft
constant σ∗ [287–289], which measures the influence of a substituent through polar effects
[290, 291]. Since σ∗ is a function of electronegativity [291], the substitution of fluorine for
hydrogen in the hexyl residue varies σ∗ over a broad range of values, allowing EX and ET to
range from 133 meV to 190 meV [48] and from 253 meV to 277 meV [P2], respectively.
At the same time, for deep trapping of T corresponding to a large Taft constant σ∗, the
PL intensity of T becomes weak due to the pronounced electron-withdrawing nature of
highly fluorinated residues, depleting the trap of excess negative charges that are required
for the formation of trions [P2]. Since the earlier study in [48] employed perfluorinated hexyl
residues to functionalize (6,5)-CNTs, T emission was almost absent and the Raman and XPS
experiments mentioned above focused on the properties of X only.
In conclusion, the presented methods pave the way to a flexible chemistry for the covalent
functionalization of CNTs that creates materials hosting both trapped neutral excitons
and trapped negative trions with exceptionally bright PL. The microscopic nature of the
corresponding defect states and the pronounced quantum characteristics of light emitted
from individual hCNTs are discussed in the following sections.
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5.3. Multiplicity of defect states in cryogenic hexyl-functional-
ized carbon nanotubes
In Section 5.2 the properties of hCNTs were mainly discussed in terms of ensemble char-
acterizations at room temperature. This section focuses on studies of isolated hCNTs at
cryogenic temperatures and aims to highlight variations in their physical properties at the
single-tube level.4,5
For these measurements, we dispersed hCNTs prepared as introduced in Section 5.2 from
an aqueous suspension onto the flat side of a hemispherical solid immersion lens (SIL) with
an average spatial density of less than one hCNT per focal spot area of ∼1µm diameter (cf.
Section 3.2). The sample was then cooled to cryogenic temperatures and placed into the
focus of the confocal microscope as detailed in Section 3.1 to record PL of individual hCNTs.
The room-temperature ensemble PLE map of the investigated hCNT batch in Fig. 5.2 (a)
shows three broad emission maxima of PL in the E11, X, and T spectral bands at 1.25 eV,
1.13 eV, and 1.01 eV, respectively, with ∼50 meV full width at half maximum (FWHM) line-
width.6 By contrast, these features decomposed into much narrower peaks of variable emis-
sion energy and intensity at the individual level at 4.2 K (Fig. 5.2 (b)). The variety of PL spectra
included examples with a single dominating peak (topmost spectrum in Fig. 5.2 (b)), two
peaks with comparable intensity (second spectrum from top in Fig. 5.2 (b)) or multipeak
spectra (third spectrum from top in Fig. 5.2 (b)).
A statistical analysis of the recorded peak positions for all observed hCNTs in the histogram
in Fig. 5.2 (c) (gray) revealed an accumulation in three emission bands that closely resembled
the room-temperature ensemble spectrum (blue line) obtained from the line cut (white
dashed line) in the PLE scan in Fig. 5.2 (a). The microscopic origin of these spectral variations
contributing to the ∼50 meV broadening at room temperature was further investigated by
the experiments described in the following.
Time-resolved PL decay measurements were performed by exciting individual hCNTs with
the Ti:sapphire laser in pulsed mode, selecting the spectral bands corresponding to E11, X,
and T emission by suitable combinations of optical long and short pass filters, and time
correlating laser trigger signals and PL events detected by a superconducting single-photon
detector (SSPD) (cf. Section 3.1). As for the PL spectra in Fig. 5.2 (b), we found differing
characteristics for the PL decay of single hCNTs.
4 Parts of this section are based on the publication [P2] available at https://pubs.acs.org/doi/10.1021/
acscentsci.9b00707. Permission for any further reuse of the excerpted material must be granted by the
American Chemical Society.
5 Parts of this section are based on the publication [P3] available at https://pubs.acs.org/doi/10.1021/
acs.nanolett.9b02553. Permission for any further reuse of the excerpted material must be granted by the
American Chemical Society.
6 This data was recorded by the group of YuHuang Wang from the University of Maryland.
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Figure 5.2.: Room-temperature and cryogenic hCNT spectra. (a) Room-temperature ensemble
PLE map of hCNTs in the electron-doped regime showing E11, X, and T emission with peak
energies at 1.25 eV, 1.13 eV, and 1.01 eV, respectively. (b) Selection of normalized PL spectra
of individual hCNTs at 4.2 K, offset vertically for clarity. The spectral bands of E11, X, and T
emission are shaded in blue, green, and red, respectively. (c) Histogram of emission peak en-
ergies of all recorded cryogenic hCNT PL spectra (gray) compared with the room-temperature
ensemble spectrum (dark blue) obtained from the line-cut indicated by the dashed line in (a).
The graphics (a)–(c) are reproduced from [P3].
Figs. 5.3 (a)–(c) show representative PL decay measurements in the E11, X, and T spectral
band (blue, green, and red, respectively) of an individual hCNT. Biexponential fits to the data
revealed the presence of a dominating decay component with a corresponding lifetime τ1
for each of the three emission features, while the amplitude of the second decay component
was found to equal zero within the fit error bounds. This second decay component was
therefore neglected, resulting in the monoexponential fits shown in Figs. 5.3 (a)–(c) (solid
lines) with lifetimes τ1 = 50 eV, 410 eV, and 390 eV for E11, X, and T, respectively. Note that
particularly for E11 in Fig. 5.3 (a) a small part of the PL decay of relative magnitude ∼10−3
is not captured by the monoexponential fit. However, also a biexponential fit is not able to
fully reproduce this fraction of the data. Instead, it could be attributed to the instrument
response function (IRF) (gray) that flattens at similar time delays.
Analogous PL decay measurements for another hCNT are presented in Figs. 5.3 (d)–(f).
Unlike the PL decay in Figs. 5.3 (a)–(c), both decay components of biexponential fits to the
data (solid lines) were pronounced with short to long lifetime component ratios of 89% : 11%
for E11, 55% : 45% for X, and 67% : 33% for T. The corresponding short and long lifetimes
were determined as τ1 = 70 eV, 230 eV, and 120 eV and τ2 = 200 eV, 590 eV, and 450 eV for
E11, X, and T, respectively. Note that the different excitation laser powers of 20µW and 1µW
73






























































Figure 5.3.: Time-resolved PL decay measurements of individual hCNTs at 4.2 K. (a)–(c) PL
decay for the E11 (blue, left), X (green, middle), and T (red, right) emission of an hCNT charac-
terized by monoexponential fits (solid lines) within error bars with corresponding lifetimes τ1.
The hCNT was excited off-resonantly at 850 nm with 20µW laser power. The IRF is shown in
gray. (d)–(f) PL decay for the E11 (blue, left), X (green, middle), and T (red, right) emission of
an hCNT characterized by biexponential fits (solid lines) with corresponding lifetimes τ1 and
τ2. The hCNT was excited off-resonantly at 842 nm with 1µW laser power. The IRF is shown
in gray. The graphics (d)–(f) are reproduced from [P3].
in Figs. 5.3 (a)–(c) and in Figs. 5.3 (d)–(f), respectively, cannot account for the different decay
dynamics, since care was taken to excite the hCNTs in the linear-response regime.
To allow for an overview of the variations in the PL decay dynamics, Figs. 5.4 (a)–(c) present
the fraction of the total PL decay intensity associated with the shorter lifetime τ1 (closed
circles) and the longer lifetime τ2 (open circles) in the E11 (left), the X (middle), and the T
(right) spectral band for all analyzed hCNTs. Note that for emitters with monoexponential
decay characteristics the longer lifetime τ2 was omitted, explaining the different number of
closed and open symbols in Figs. 5.4 (a)–(c).
The significantly prolonged PL lifetimes for X and T as compared to E11 are consistent
with previous reports identifying this characteristic as a hallmark of exciton localization at
covalent sp3 defects in CNTs [292]. By contrast, the observation of both monoexponential
and biexponential PL decay requires closer inspection. Already in earlier studies, pristine
CNTs have been observed to occasionally exhibit either monoexponential [225, 293] or bi-
exponential [63, 294, 295] PL decay behavior. Both limits were captured within the same
framework in [296] by assuming the existence of a dark state and, in the case of monoexpo-
nential decay, the presence of an extrinsic nonradiative decay channel due to coupling to
the environment or exciton trapping at defects.
While a dark state slightly below the E11 energy in CNTs is well-established (cf. [36, 139]
and Section 2.4) and the E11 lifetimes measured here coincide with earlier reports on pristine
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Figure 5.4.: Fraction of the total PL decay of hCNTs associated with the shorter lifetime τ1
(closed circles) and the longer lifetime τ2 (open circles) in (a) the E11, (b) the X, and (c) the T
spectral band. Note that for a number of hCNTs the fraction associated with τ2 was zero within
error bounds, explaining the different number of closed and open symbols. The graphics
(a)–(c) are reproduced from [P3].
CNTs at cryogenic temperatures [225], dark states in the energetic vicinity of X and T appear
implausible in view of the exceptional brightness of these states. Assuming a similar dark
state mechanism for X and T characterized by predominantly nonradiative decay would
imply brighter PL from E11 than from X and T owing to the shorter E11 lifetimes, which is not
in agreement with experimental findings. Furthermore, based on the bright PL emission,
X and T QYs were estimated to exceed the value expected for a complete conversion of the
bright E11 population to the trapped states [P2]. This finding indicates an efficient radiative
relaxation mechanism for X and T that is incompatible with the presence of a dark state
governing the PL decay dynamics.
To test this reasoning we placed the sample in the center of a superconducting solenoid
and probed the presence of dark states in the energetic vicinity of X and T using magneto-
photoluminescence (MPL) spectroscopy on individual hCNTs. To illustrate the effects of
a magnetic field on the E11 dark state, Fig. 5.5 (d) shows the PL response of an individual
(6,5)-CNT from an unfunctionalized control sample for magnetic fields between 0 T and 8 T.
The E11 spectral shape evolved in agreement with the effects of an increasing Aharonov-
Bohm flux [145–147] colinear with the CNT axis. Below the E11 emission peak at 1.296 eV a
second PL peak at 1.291 eV emerged that was previously identified as the parity-forbidden
lowest-energy singlet exciton state, being optically inactive at zero magnetic field but gaining
increasing optical intensity with growing magnetic flux (cf. [128] and Section 2.4). Fig. 5.5 (a)
presents the corresponding spectra for magnetic fields of 0 T, 4 T, and 8 T. Lorentzian fits to
the bright and dark exciton peaks were performed for all magnetic fields (solid gray lines)
with their respective sums (solid dark blue lines) reproducing the data. The areas under the
individual Lorentzian fits revealed that the dark exciton exceeds the intensity of the bright
exciton for magnetic fields above ∼4 T.
From the peak centers of the two respective Lorentzian functions also the bright-dark
splitting ∆was obtained for all magnetic fields. In a plot of ∆2 as a function of squared mag-
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Figure 5.5.: MPL spectroscopy of pristine and covalently functionalized CNTs. (a)–(c) Normal-
ized PL spectra of E11 emission from a pristine (6,5)-CNT (blue, left panel), as well as X (green,
central panel) and T (red, right panel) emission from hCNTs at zero magnetic field (bottom
row), 4 T (middle row), and 8 T (top row). The solid gray lines in (a) show Lorentzian fits to the
bright and dark exciton peaks with their sum plotted as solid dark blue line. (d)–(f) Evolution
of the PL response in the E11 (left panel), X (central panel), and T (right panel) spectral bands
of the respective CNTs in (a)–(c). The inset in (d) illustrates the magnetic-field dependency of
the singlet E11 bright-dark splitting ∆. The graphics (a)–(f) are reproduced from [P2].
netic field B 2 (inset in Fig. 5.5 (d)) the fit values (blue data points) were well reproduced by
the hyperbolic relation∆2 =∆20+∆2AB (solid white line) [150]. Here,∆0 is the zero-field bright-
dark splitting and the field-induced splitting ∆AB =µϕ is given by the Aharonov-Bohm flux
ϕ= 14pid 2(6,5)B∥ (cf. [150]) with d(6,5) = 0.757nm being the diameter of a (6,5)-CNT [35] and
B∥ =B cosθ being the magnetic-field component parallel to the CNT axis. By determining
the angle θ between the CNT axis and magnetic field through the CNT PL antenna effect
[297] to 45°, the magnetic coupling constant and the zero-field bright-dark splitting were
found to equal µ= 1.8meV/T ·nm2 and ∆0 = 4.5meV, respectively, similar to values previ-
ously reported in literature [131, 132]. In conjunction, these findings prove the presence of a
E11 dark state in unfunctionalized (6,5)-CNTs (cf. Section 2.4).
By contrast, neither the X (Figs. 5.5 (b) and (e)) nor the T emission peaks (Figs. 5.5 (c)
and (f)) of individual hCNTs showed any significant change subject to magnetic fields up
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to 8 T. Both emission features remained solitary peaks throughout the entire magnetic
field sweep and also no splittings or systematic energy shifts were observed within the
experimental limits given by the spectral resolution limit of our spectrometer (∼300µeV)
and random temporal fluctuations of the emission energy (∼2 meV). In agreement with the
exceptional brightness of the hCNT defect PL, this finding supports the interpretation that
X and T are the respective lowest-energy states of the neutral and negatively charged trap,
increasing the QY of the radiative relaxation pathway. The absence of a prominent dark-
state contribution to X and T emission, however, calls for a different mechanism explaining
the frequent occurrence of two pronounced decay components in Figs. 5.4 (b) and (c).
The lack of a systematic shift in the PL energy for T in Figs. 5.5 (c) and (f) is remarkable
given the observation that an unpaired spin of the excess electron contained in the trion
state should couple to the magnetic field (cf. Section 2.4), causing a Zeeman splitting of the
emission energy [298, 299]. This puzzle is resolved by considering the intervalley nature of
trions in CNTs. Due to the weak spin-orbit coupling in CNTs [300] the exchange interaction
favors the intervalley configuration of the two electrons (both electrons in opposite valleys)
over the intravalley configuration (both electrons in the same valley). In the recombination
process, the electron with unpaired spin is thus effectively a spectator of an exciton residing
in the opposite valley.
By consequence the total spin projections along the magnetic field axis are the same for
the initial state (trion) and the final state (excess electron), resulting in the same energy
difference for the optical transition irrespective of the orientation of the unpaired spin.
This scenario is conceptually similar to optical transitions in monolayer transition metal
dichalcogenide (TMD) crystals, in which the splitting induced by magnetic fields is entirely
due to the valley Zeeman effect, while the spin Zeeman contribution is zero [301, 302]. By
contrast, the valley Zeeman effect in CNTs is expected to be very small due to the electron-
hole symmetry inherited from graphene [303].
With pronounced couplings of X and T to a dark state being excluded, a straightforward
explanation for the presence of two different PL lifetimes lies within the scenario of simulta-
neously observing two distinct emitters in the focal spot of the confocal microscope. While
the occurrence of two hCNTs in close proximity was disfavored by choosing a low spatial
concentration of CNTs on the substrate, other studies have established that the chemistry for
covalent functionalization of CNTs promotes the generation of proximal defects within the
same CNT via defect-assisted local destabilization of the carbon lattice [48, 304]. As opposed
to earlier reports discussing also divalent functionalization, i. e. binding of residues to more
than one CNT carbon atom [305], the more deterministic sodium dithionite chemistry used
for this works is expected to preferentially give rise to monovalent defects in close proximity.
The validity of the hypothesis that biexponential PL decay for X and T may be explained by
the presence of more than one defect site per focal spot is investigated further by means of
PL time correlation measurements in Section 5.4.
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5.4. Photon correlation spectroscopy of defect states in cryo-
genic hexyl-functionalized carbon nanotubes
The MPL spectroscopy measurements presented in Section 5.3 suggested the absence of
dark states in the energetic vicinity of X and T in hCNTs and motivated the hypothesis that
biexponential PL decay for X and T as in Figs. 5.3 (e) and (f) are caused by two proximal
covalent defects in the focal spot of the confocal microscope. In order to test this hypothesis,
we performed photon correlation spectroscopy of E11, X, and T emission from individual
cryogenic hCNTs and employed characteristic features in the correlation data as guidelines
for the formulation of a model capturing the population dynamics among the E11, X, and T
states.7 To this end, hCNTs were excited with the Ti:sapphire laser in continuous wave (CW)
mode, spectral bands in the PL corresponding to E11, X, and T were selected by suitable
combinations of optical long and short pass filters, and PL was detected and time-correlated
with two SSPDs in a Hanbury Brown-Twiss (HBT) configuration (cf. Section 3.1). For auto-
correlation measurements, both SSPDs were set to detect PL in the same spectral band of
either E11, X, or T, whereas for crosscorrelation measurements different spectral bands were
selected for the two single-photon counting channels. This configuration allowed for the
measurement of photon coincidence counts in both autocorrelation and crosscorrelation,
as introduced in Section 2.5.
For reference, we first performed E11 autocorrelation measurements on single hCNTs
at 4 K that are presented in Figs. 5.6 (a)–(c). To examine the different degrees of photon
antibunching and bunching, we considered a model of a bright exciton state that exchanges
population with a reservoir of dark excitons [67, 73, 306].8 In this framework, the g (2) function



















where also a derivation from a three-level system is presented. In Eq. (5.1), τ0 is an effective
timescale that determines the duration at which single-photon emission prevails, κs = 1/τs
and κd = 1/τd are the shelving and deshelving rates for transitions from the bright state to
the dark state and vice versa, and η is the degree of photon antibunching correlation (cf.
Section B.1 for details).
7 Parts of this section are based on the publication [P3] available at https://pubs.acs.org/doi/10.1021/
acs.nanolett.9b02553. Permission for any further reuse of the excerpted material must be granted by the
American Chemical Society.
8 Note that the notion of a dark state in this model is different from the dark state employed in [296] that was
ruled out for X and T in Section 5.3. While here the dark state is a shelving state without a decay channel that
would compromise the QY, the dark state in [296] is solely characterized by nonradiative decay. For details
refer to Figs. B.1 (a) and (b) in Section B.1.
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Figure 5.6.: Normalized photon coincidence counts g (2)(τ) for the E11 autocorrelation of dif-
ferent hCNTs featuring (a) bunching only with no antibunching, (b) weak bunching with weak
antibunching, and (c) weak bunching with moderate antibunching. The hCNTs were excited
off-resonantly at 840 nm, 852 nm, and 838 nm with 10µW, 20µW, and 25µW laser power, re-
spectively. Fits to the data (solid blue lines) and degrees of autocorrelation η were obtained
from the model g (2) function from Eq. (5.1). The graphics (a)–(c) are reproduced from [P3].
As a measure for the degree of bunching due to PL intermittency we define g (2)max = 1+τd/τs
as the maximum value of the second factor in Eq. (5.1) at τ= 0. When κs > κd, bunching is
predominant in the sense that the emitter spends more time in the dark state than in the
bright state, and this scenario is captured by g (2)max > 2. By contrast, for g (2)max < 2 the emitter
spends more time in the bright state than in the dark state. While in the absence of bunching
the condition g (2)(0)< 0.5 is considered an evidence for single photon emission (cf. [63, 67]
and Section 2.5), this requirement is not applicable in the presence of blinking due to the
multiplication with the second term in Eq. (5.1). Instead, the degree of correlation η can be
obtained from the g (2) function by calculating η= 1−g (2)(0)/g (2)max, and the condition η> 0.5
is indicative of single photon emission.
The model g (2) function from Eq. (5.1) was employed to obtain fits9 (solid blue lines) to the
data presented in Figs. 5.6 (a)–(c) and to derive the degree of autocorrelation η. As evident
from the different shapes of the fit functions and the values of η noted in the respective
panels, we occasionally observed bunching with no antibunching (left panel, η = 0.00),
weak bunching with weak antibunching (central panel, η= 0.45), and weak bunching with
moderate antibunching (right panel, η= 0.64). While the varying strength of bunching just
as the differing fraction of biexponential decay in Fig. 5.4 (a) may be ascribed to extrinsic
effects [74], the incidental observation of E11 antibunching [63] in conjunction with PL
energy redshifts of few meV [60] are indicative of weak E11 exciton localization.
Figs. 5.7 (a)–(d) show normalized photon coincidence counts for X (green, upper panels)
and T (red, lower panels) autocorrelation, respectively, for two different hCNTs denoted
hCNT A (left column) and hCNT B (right column) in the following. The autocorrelation data
9 Note that there is a fundamental difference between the measured photon coincidence counts and the g (2)
function for high photon count rates. Here, the count rates were low enough to neglect this difference and
the two terms will sometimes be used synonymously in this section. For details refer to Section 2.5.
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Figure 5.7.: Autocorrelation data of individual hCNTs. (a)–(d) Normalized photon coincidence
counts g (2)(τ) for the autocorrelation of X (green, upper panels) and T (red, lower panels) for
two different hCNTs A and B, excited resonantly via their respective E11 states at 975 nm and
960 nm with 1µW and 3µW laser power. The insets illustrate that g (2)(τ) approaches unity on
long time scales. Fits to the data (solid lines) were obtained with the DS1 model (left column)
and the DS2 model (right column), respectively. The values for the degree of autocorrela-
tion η were determined using Eq. (5.1). (e)–(f) Distribution of the degrees of correlation η
obtained from Eq. (5.1) for autocorrelations of X (green, upper panel) and T (red, lower panel),
respectively. The graphics (a)–(f) are reproduced from [P3].
for both spectral features exhibited antibunching (g (2)(τ) < 1) on timescales shorter than
∼1 ns and bunching (g (2)(τ) > 1) on timescales longer than ∼1 ns, respectively, character-
istic for intermittent single-photon emission [67, 73, 307, 308]. For sufficiently large delay
times, photon emission from both states was uncorrelated, as illustrated by the insets in
Figs. 5.7 (a)–(d) with g (2)(τ) approaching unity on long time scales. These signatures identify
the X and T states in both hCNTs as single photon emitters subject to PL intermittency.
The model g (2) function in Eq. (5.1) was employed to fit the autocorrelation data of all
investigated hCNTs. For the hCNTs A and B the resulting best fit functions (solid lines in
Figs. B.2 (a)–(d) in Section B.1) yielded degrees of autocorrelation η of 0.90 and 0.96 for X,
and 0.69 and 0.88 for T, respectively. At the statistical level, the histograms in Figs. 5.7 (e)
and (f) show that η > 0.5 was observed for all hCNTs, except for one single hCNT with
η= 0.3 in X autocorrelation. This finding identifies the X and T states in cryogenic hCNTs as
strongly correlated single-photon emitters. In a similar manner, the shelving and deshelving
timescales τs and τd were analyzed and exhibited ranges of 10–900 ns (with medians of 37 ns
and 53 ns for τs and τd) for X emission, and 10–100 ns (with similar medians of 37 ns and
47 ns for τs and τd) for T emission.
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In order to relate the PL intermittency of the X and T states to the corresponding distri-
butions of exciton population, we first considered a model where the two states are their
mutual dark reservoirs, subsequently termed ME model. In this scenario, trapping and
release of an additional charge at the defect site would switch the hCNT PL between the
charged and neutral exciton emission and render X and T the respective dark states of each
other, conceptually similar to earlier correlation studies on spectral wandering [73, 308]
and charge hopping in semiconductor quantum dots [181, 309, 310]. According to this mi-
croscopic picture, both X and T emission would naturally be subject to blinking and thus
exhibit bunching in autocorrelation measurements as in Figs. 5.7 (a)–(d) without the need to
introduce a separate dark reservoir. The blinking time scale would correspondingly reflect
the defect charging dynamics, with the PL photons providing snapshots of the defect charge
configuration within the subnanosecond timescale of radiative decay.
The level scheme in Fig. B.3 in Section B.2 was constructed as a description for this sce-
nario of mutually exclusive emission from X and T and the corresponding rate equation was
solved numerically to obtain g (2) fit functions to the autocorrelation data in Figs. 5.7 (a)–(d).
The resulting best fits in Figs. B.4 (a)–(f) in Section B.2, however, are unable to reproduce
the data, since the bunching behavior is only correctly reproduced for either X (Figs. B.4 (a)
and (b)) or T (Figs. B.4 (d) and (e)), but not for both at the same time. This result can be
understood by the observation that the autocorrelation data of both X and T assume values
greater than 2 in the vicinity of zero time delay, implying g (2)max > 2 for both X and T. Turning
back to the definition g (2)max = 1+κs/κd, however, it is evident that this outcome is impossible
within the ME model, where blinking is explained by the mutual exclusiveness of emission
from X and T, rendering the ratios of shelving and deshelving rate κs/κd from the perspective
of X and T the inverse of each other. Consequently, g (2)max > 2 for X automatically implies
g (2)max < 2 for T and vice versa (cf. Section B.2 for details).
More strikingly, the ME model is unable to capture the characteristics of X and T cross-
correlation measurements. While the crosscorrelation data of hCNTs A (Fig. 5.8 (a)) and B
(Fig. 5.8 (c)) featured a combination of antibunching on timescales shorter than ∼1 ns and
bunching on timescales longer than ∼1 ns, respectively, just like the autocorrelation data,
the ME model yields a too broad antibunching dip on the time scale of blinking and no
bunching at all (solid gray lines in Figs. 5.8 (a), (c), B.4 (c), and (f)). This result is in agree-
ment with earlier studies of charge-fluctuating quantum emitters [181, 307–310] and proves
that the assumption of mutually exclusive emission from X and T cannot account for the
bunching in the crosscorrelation data.
By contrast, the pronounced bunching in Fig. 5.8 (a) rather indicates that both X and T
blink independent of the defect charge configuration. Unlike for the ME model, this observa-
tion suggests a blinking mechanism distinct from the defect states. To capture this scenario,
we considered a model based on the level scheme presented in Fig. 5.8 (d), in the following
named DS1 model, where in addition to the ground state |0〉, the free exciton continuum
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Figure 5.8.: Crosscorrelation data of individual hCNTs. (a) and (c) Normalized photon coinci-
dence counts g (2)(τ) for the crosscorrelation of X and T emission from hCNTs A (left) and B
(right) from Figs. 5.7 (a)–(d), excited resonantly via their respective E11 states at 975 nm and
960 nm with 1µW and 3µW laser power. Fits to the data (solid lines) illustrate the predictions
for the g (2) function given by the ME model (gray), the DS1 model (pink), and the DS2 model
(violet) discussed in the main text. (b) Histogram of the degree of antibunching in the cross-
correlation of X and T. The dashed line at η= 0.5 separates the CNTs with low (type B, violet)
and high degrees of correlation (type A, pink). (d)–(e) Schematic of defect PL from a single and
a double trap state, respectively, corresponding to type A and B hCNTs. The respective level
schemes comprise the ground state |0〉, the free exciton continuum |E11〉, the defect localized
states |X〉 and |T〉, and a shelving state |S〉. Transitions between these states are indicated by
arrows with the model-relevant rates. The graphics (a)–(e) are reproduced from [P3].
|E11〉, and a single defect site comprising the states |X〉 and |T〉 an additional shelving state |S〉
is included that acts as a dark reservoir constituting the origin of PL intermittency.10 While in
our PL experiments the exciton population was excited either resonantly or nonresonantly,
higher energy states were eliminated in Fig. 5.8 (d) for simplicity by introducing an effective
10 See footnote 8.
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absorption rate γabs for the generation of E11 excitons that feature a radiative decay rate γ11.
This photoexcited bright exciton population can either interconvert with the dark reservoir
at shelving and deshelving rates κs and κd or give rise to PL from X and T states at radiative
decay rates γX and γT upon capture at rates κX and κT by a neutral or charged defect site,
respectively.
As for the ME model, the corresponding rate equation was solved numerically to obtain
g (2) fit functions (cf. Section B.3). The respective best fits for hCNT A are shown as solid green
and red lines for the autocorrelation data of X and T in Figs. 5.7 (a) and (c) and as solid pink
line for the crosscorrelation data of X and T in Fig. 5.8 (a). It should be emphasized that all fit
parameters were fixed by the fits to autocorrelation data, leaving no free parameters for the
crosscorrelation data in Fig. 5.8 (a) (cf. Section B.3 for details). The overall good agreement
between data and model therefore supports the assumption of an additional shelving state
|S〉 as the origin of PL intermittency in X and T auto and crosscorrelation.
For hCNT B, however, the DS1 model is not able to produce an equally good agreement
with the data. While the X and T autocorrelation measurements for hCNT B (Figs. 5.7 (b)
and (d)) yielded results similar to the corresponding data for hCNT A (Figs. 5.7 (a) and (c)),
the respective crosscorrelation results in Figs. 5.8 (a) and (c) were strikingly different. Where-
as for hCNT A both bunching (g (2)max > 2) and antibunching (η= 0.64) were pronounced (cf.
Fig. 5.8 (a)), both characteristics were weakly developed (g (2)max < 2, η= 0.38) for hCNT B (cf.
Fig. 5.8 (c)). In consequence, we found a poor agreement between the hCNT B crosscorre-
lation data and the g (2) fit function predicted by the DS1 model that overestimated both
the degree of bunching and antibunching (solid pink line in Fig. 5.8 (c)), when fixing all fit
parameters through the X and T autocorrelation data.
The contrasting behavior between hCNTs A and B was found to be a universal property of
photon crosscorrelation measurements on individual hCNTs. While the degree of antibunch-
ing in X or T autocorrelation was generally found to exceed the threshold for single-photon
emission, η> 0.5 (Figs. 5.7 (e) and (f)), the corresponding value for X and T crosscorrelation
showed a distribution between 0 and 1 with a majority of emitters falling into the regime
η< 0.5. Depending on the value of η in X and T crosscorrelation, all investigated hCNTs were
categorized as either type A (of which hCNT A is a representative), where η > 0.5, or type
B (of which hCNT B is a representative), where η< 0.5. Regarding the PL intermittency, we
similarly observed strong photon bunching for all X and T autocorrelation measurements,
whereas for the crosscorrelation case bunching was generally strong only for hCNTs of type
A and weak for type B.
Among the different characteristics between hCNTs of type A and type B the varying
degree of bunching is particularly directive. Since the value g (2)max may be interpreted as
the ratio of time intervals an emitter spends in a bright or dark configuration, respectively,
the weak bunching in X and T crosscorrelation for type B hCNTs is particularly puzzling.
Strong bunching in both X and T autocorrelation would imply that for both X and T emission
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the emitter spends more time in the dark configuration than in the bright configuration.
The same emission, however, when recorded in a crosscorrelation measurement would
exhibit only weak bunching implying that the joint emission from X and T is bright for a
greater fraction of time than dark. Not surprisingly, modifications to the DS1 model like the
incorporation of additional shelving states as for the MSS model discussed in Section B.4
are unable to resolve this discrepancy.
Turning back to the observation that multiple covalent defects on the same CNT preferen-
tially form in close proximity [48, 304], we consider another microscopic description. Two
hexyl defects in sufficient proximity, both within the focal spot of the confocal microscope,
would give rise to PL emission from their respective X and T states subject to time corre-
lations governed by interactions between the neighboring sites. This scenario is depicted
schematically in Fig. 5.8 (e), where the interaction between two defects is given by anticor-
relation of their respective charge states due to repulsive Coulomb interaction between
excess electrons residing on covalent hexyl chains [P2]. In the level scheme of Fig. 5.8 (e),
this situation is represented by an electron hopping between the two defect sites.
Analogously to the DS1 model, a rate equation was formulated and solved numerically
to obtain g (2) fit functions (cf. Section B.5). Other than for the DS1 model, best fits for
this model, in the following termed DS2 model, were found by using both autocorrelation
and crosscorrelation data. For the autocorrelation data this procedure resulted in the g (2)
functions shown as solid lines in Figs. 5.7 (b) and (d). The corresponding g (2) fit for the
crosscorrelation is shown as solid violet line in Fig. 5.8 (c) and reproduces the data signifi-
cantly better than the fit based on the DS1 model (solid pink line in Fig. 5.8 (c)). We therefore
conclude that the DS2 model represents an adequate description of hCNTs of type B.
We proceed to give an intuitive interpretation of the fits in Figs. 5.7 (b), (d), and 5.8 (c) that
pair strong autocorrelation with weak crosscorrelation. While pronounced antibunching
in PL autocorrelation, indicative of single-photon emission from two different emitters,
appears implausible at first glance, this feature is preserved by the suppression of equal
charge states for the two defects in the DS2 model. Under this prerequisite, PL in the X and T
spectral bands, respectively, originates predominantly from only one of the two defect sites
at a given time. In other words, an autocorrelation measurement would detect photons from
the two traps in random alteration, effectively summing the g (2) functions of two blinking
single photon emitters, resulting in both dominant bunching and antibunching.
For crosscorrelation measurements, by contrast, the two photon detection channels in
the X and T spectral bands, respectively, would typically record photons from different
defect sites and a change in charge configuration would swap the mapping between the
traps and the detectors. In this scenario, both the degree of bunching and antibunching are
compromised, since the photon emission events being correlated originate predominantly
from two different defect sites with temporally independent emission statistics. A residual
correlation is still present in the data due to events where after the detection of a first photon
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Figure 5.9.: Spectra of individual hCNTs with varying degree of crosscorrelation. (a)–(c) Cryo-
genic spectra of three hCNTs with strong crosscorrelations. The spectrum in (a) corresponds
to hCNT A from Figs. 5.7 (a), (c), and 5.8 (a). (d)–(f) Cryogenic spectra of three hCNTs with
weak crosscorrelations. The spectrum in (d) corresponds to hCNT B from Figs. 5.7 (b), (d),
and 5.8 (c). The spectral regions of E11, X and T emission are shaded in blue, green and red,
respectively. The graphics (a)–(f) are reproduced from [P3].
the traps change their charge configuration and a second photon in the other spectral band
from the same trap is recorded. Interestingly, our analysis of the fit quality showed that the
suppression of strong crosscorrelation based on this mechanism requires the two emissive
sites to differ in their respective charging and discharging rates.
In conclusion, we found that PL from both the X and T states exhibits strong signatures
of single-photon emission and that the variety of results for the crosscorrelation measure-
ments can be interpreted by the presence of a single or multiple defect sites within one focal
spot that are subject to varying degrees of interaction. We also review other experimental re-
sults within the context of this finding. Figs. 5.9 (a)–(f) present spectra of hCNTs with strong
crosscorrelations (pink, upper panels) and weak crosscorrelations (violet, lower panels),
respectively. The blue, green and red shaded areas indicate the spectral bands of emission
from E11, X, and T, respectively. Note that the PL intensities within the different spectral
bands were not corrected for the spectrally varying quantum efficiency of the InGaAs de-
tector. The spectra in Figs. 5.9 (a) and (d) correspond to the hCNTs A and B discussed in
Figs. 5.7 (a)–(d), 5.8 (a), and (c), respectively.
Based on the finding that strong X and T crosscorrelations correspond to a single defect
site, generally one PL peak per X or T spectral band would be expected in Figs. 5.9 (a)–(c).
While this is the case for Figs. 5.9 (b) and (c), the spectrum of hCNT A in Fig. 5.9 (a) features
a double-peak in the spectral band of X. Since the pronounced antibunching in Fig. 5.7 (a)
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excludes the possibility of two different emitters, this spectral signature likely originates
from a temporally switching single-defect configuration as previously reported for cryogenic
nanotubes with exciton-localizing unintentional defects [63] and defect-functionalized
CNTs [59].
For hCNTs with weak crosscorrelation in Figs. 5.9 (d)–(f), by contrast, potentially unequal
emission energies of neighboring defect sites caused by local variations of mechanical strain
or dielectric screening would give rise to multiple PL peaks per X or T spectral band. Indeed,
in the spectrum of hCNT B in Fig. 5.9 (d) two peaks are visible in each of the X and T spectral
bands. The spectra in Figs. 5.9 (e) and (f), however, feature a pronounced double peak only
for X but not for T and for none of the two states, respectively. These latter cases are therefore
either characterized by incidentally equal emission energies of the two neighboring defects
or time intervals during acquisition of the spectra in Figs. 5.9 (e) and (f), where PL from one
defect site was switched off.
This selection of spectra highlights the rich variety of features that may arise due to
the time-averaging manner of the corresponding experiments. While the time-correlation
measurements discussed above clearly separated all hCNTs into two groups, a categorization
based on spectral signatures appears difficult in view of hCNTs with similar spectra like in
Figs. 5.9 (a) and (e) but clearly distinct degrees of X and T crosscorrelation. We conclude
that the interpretation of time-averaged PL spectra is limited and inferior to time-resolved
correlation spectroscopy.
To reveal possible correlations of the degree of correlation, η, and the degree of bunching,
g (2)max, between the different auto and crosscorrelation measurements, we present scatter
plots for the values of η in Figs. 5.10 (a)–(c) and for the values of g (2)max in Figs. 5.10 (d)–(f). We
first consider the degree of correlation, η, which in the framework of the DS1 and DS2 models
is determined by the intensity ratio of the PL signal and an uncorrelated background signal
within the X and T spectral bands (cf. Sections B.3 and B.5 for details). Since these spectral
bands are disjoint, we expect no correlation between the value of η for the autocorrelation
of X and T. Indeed, the corresponding values scatter in the entire top right quadrant of
Fig. 5.10 (a), where η> 0.5 holds for the autocorrelation of both X and T. While the finding
η> 0.5 shows that both X and T are single photon emitters, there is no indication that a high
degree of correlation for X also implies a high degree of correlation for T or vice versa. In
that case, the data points would follow a diagonal line in Fig. 5.10 (a).
In a comparison of η between the autocorrelation of X or T and the crosscorrelation of X
and T, for emitters captured by the DS1 model a positive correlation for the autocorrelation
and the crosscorrelation values of η is expected, as the emission background from the
autocorrelation contributes “half” to the emission background in the crosscorrelation. If all
emitters were properly described by the DS1 model, the data points in Figs. 5.10 (b) and (c)
would therefore follow diagonal lines indicative of this positive correlation. By contrast, no
such correlation was observed in Figs. 5.10 (b) and (c). Instead, we find emitters with η> 0.5
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Figure 5.10.: Comparison of auto and crosscorrelation characteristics. (a)–(c) Scatter plots
of the degree of correlation, η, obtained for autocorrelation of X and T (left panel), autocor-
relation of X and crosscorrelation of X and T (central panel), and autocorrelation of T and
crosscorrelation of X and T (right panel). Dashed lines indicate the threshold value η= 0.5 for
single photon emission. (d)–(f) Scatter plots of the bunching amplitude, g (2)max, obtained for
autocorrelation of X and T (left panel), autocorrelation of X and crosscorrelation of X and T
(central panel), and autocorrelation of T and crosscorrelation of X and T (right panel). Solid
lines indicate equal values of g (2)max. Violet data points correspond to η< 0.5 in the crosscorre-
lation of X and T, while pink data points correspond to η> 0.5 in the crosscorrelation of X and
T. The graphics (a)–(f) are reproduced from [P3].
(pink data points) and η< 0.5 (violet data points) in the crosscorrelation of X and T for any
value η in the autocorrelation of X or T. This finding constitutes another proof that the DS1
model is not applicable to data featuring η< 0.5 in the crosscorrelation of X and T.
The introduction of the DS2 model resolves this inconsistency. In the case where η< 0.5
in the crosscorrelation of X and T (violet data points in Figs. 5.10 (b) and (c)), the degree of
correlation is not only governed by the presence of an additional background signal, but
also by the charging dynamics of the two defect sites. Therefore, no correlation between
the autocorrelation and the crosscorrelation measurements is expected due to the different
mechanisms determining the value of η. For the remaining emitters with strong crosscor-
relation (pink data points in Figs. 5.10 (b) and (c)), the weak positive correlation between
the auto and crosscorrelation values of η is still anticipated, but was not identified, possibly
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due to a too small number of observed emitters that fall into the category η > 0.5 for the
crosscorrelation of X and T.
Similar comparisons were performed for the values of g (2)max, measuring the amplitude
of bunching, between the different auto and crosscorrelation measurements. Both in the
DS1 and the DS2 model, the bunching mechanism for X and T is attributed to the same
shelving state |S〉. We therefore expect equal values for g (2)max in the autocorrelation of X and
T irrespective of the value of η in crosscorrelation, which is confirmed by both the pink and
the violet data points in Fig. 5.10 (d) following the solid gray line that indicates equal time
scales.
For the comparison of g (2)max between the autocorrelation of X or T and the crosscorrelation
of X and T in Figs. 5.10 (b) and (c) we distinguish between strong crosscorrelation, η> 0.5
(pink data points), and weak crosscorrelation, η< 0.5 (violet data points). For the case η> 0.5,
just like for the comparison between X and T autocorrelation, the DS1 model predicts equal
values for g (2)max due to population shelving in the same state |S〉, which is confirmed by the
pink data points in Figs. 5.10 (b) and (c) following the solid gray line.
For η< 0.5 in the crosscorrelation of X and T, however, we observe smaller values for g (2)max
for the crosscorrelation of X and T than for the autocorrelation of X or T (violet data points
in Figs. 5.10 (b) and (c)). This finding is consistent with the blinking dynamics expected for
emitters that are captured by the DS2 model. Due to the suppression of equal charge states of
the two defect sites, in autocorrelation measurements only one of the two defect sites emits
in the monitored spectral band at a time and therefore the population transfer between
a single trap and the shelving state governs the blinking dynamics. In crosscorrelation
measurements, however, emission from both defect sites is recorded at the same time and
therefore the emitter is considered in the off state only when the exciton population of both
traps transfers to the shelving state. Since the transitions between trap and shelving state
are independent for both defect sites, this scenario effectively results in a less pronounced
blinking behavior.
We also investigated potential dependencies of the degrees of correlation and bunching on
the excitation laser power. For quantum-dot like emitters it has been reported previously that
spectral diffusion [P6, 278], intensity fluctuations [311, 312] and the purity of single-photon
emission [313] may all depend on the excitation laser power. To test for such dependencies,
we plot the degree of correlation, η, and the shelving and deshelving rates, κs and κd, as a
function of the excitation laser power in Figs. 5.11 (a)–(f).11
Figs. 5.11 (a)–(c) show the degree of antibunching η as a function of the excitation laser
power for X autocorrelation (Fig. 5.11 (a)), T autocorrelation (Fig. 5.11 (b)) and the crosscor-
11 Note that for most auto and crosscorrelation measurements excitation was performed resonantly with the
E11 transition such that the excitation laser energy was not systematically varied. Fig. B.2 (f) in Section B.1,
however, shows the dependence of the blinking timescale on the detuning of the excitation laser from the
E11 energy that was recorded for the X and T autocorrelation.
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Figure 5.11.:Dependence of auto and crosscorrelation characteristics on excitation laser power.
(a)–(c) Degree of correlation, η, as a function of excitation laser power for X autocorrelation
(left panel), T autocorrelation (central panel) and X and T crosscorrelation (right panel). In
(c), violet and pink data correspond to η < 0.5 and η > 0.5, respectively. (d)–(f) Shelving
and deshelving rates, κs,eff (black symbols) and κd,eff (gray symbols), obtained from fits with
Eq. (5.1) as a function of the excitation laser power for X autocorrelation (left panel), T auto-
correlation (central panel) and X and T crosscorrelation (right panel). The graphics (a)–(f) are
reproduced from [P3].
relation of X and T (Fig. 5.11 (c)), respectively. In the latter plot, violet and pink data points
correspond to η< 0.5 and η> 0.5 in the crosscorrelation of X and T, respectively. In all three
cases no obvious dependence of the degrees of correlation η on the excitation power was
found, supporting our interpretation of X and T states as quantum-dot-like emitters in linear
response.
Figs. 5.11 (d)–(f) show the effective shelving rate κs,eff (black data points) and the effective
deshelving rate κd,eff (gray data points) obtained from fits with Eq. (5.1) as a function of the
excitation laser power for X autocorrelation (Fig. 5.11 (d)), T autocorrelation (Fig. 5.11 (e))
and the crosscorrelation of X and T (Fig. 5.11 (f)).12 Also this set of data shows no obvious
dependence on the excitation power. While the absence of excitation power dependency is
plausible for the degree of antibunching η, the fits found in the framework of the DS1 model
in Figs. B.6 (a)–(c) and the DS2 model in Figs. B.10 (a)–(c) changed their shape significantly




abs while keeping the rates κs, κ
L
s , and κ
R
s constant at the same
12 Note that the rates κs,eff and κd,eff obtained from fits with Eq. (5.1) are generally not equal to the rates κs and
κd in Eq. (B.27) or Eq. (B.39) and are therefore considered as effective rates here. Nonetheless, κs,eff and κd,eff
are convenient quantities to detect trends in the blinking dynamics.
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but leave the shelving and deshelving rates unaltered would seem to contradict the absence
of such dependencies in Figs. 5.11 (d)–(f).
This discrepancy is resolved by also considering Fig. B.2 (f) in Section B.1, where a depen-
dence of the blinking time on the detuning of the excitation laser energy from the energy
of E11 was observed. This finding indicates that relaxation from higher energy states after
non-resonant excitation or capture of diffusive exciton population at the defect sites act as a
time-limiting factor, thereby governing the effective rate γabs. In other words, while a change
of γabs is expected to alter the values of κs,eff and κd,eff, a change in excitation laser power
does not necessarily imply a change of the rate γabs. Based on this interpretation, a change
of γabs would only be observed for very low excitation powers for which time-correlation
experiments are unfeasible due to insufficient signal.
In summary we find that within the limits given by our experimental setup, no dependence
of the degree of correlation or the blinking dynamics on the excitation laser power was
observed. This finding proves that the microscopic origin of the PL intermittency in hCNTs is
different from that in self-assembled quantum dots, where substantial power dependencies
have been reported [307, 309]. Also, a decrease in photon-antibunching purity, as observed
for other CNT-based emitters [313], could not be reproduced. These findings illustrate the
stability of our results over a broad range of the detected photon flux.
5.5. Conclusion
In this chapter we reviewed the photophysical properties of (6,5)-CNTs that were covalently
functionalized with a novel chemistry approach based on sodium dithionite. The intro-
duction of sp3 defects in the sp2 carbon lattice of the CNTs gives rise to two new emission
features X and T at 1.13 eV and 1.01 eV, respectively, in addition to the pristine E11 emis-
sion at 1.25 eV. A combination of experimental methods established X and T as neutral
excitons and negatively charged trions, respectively, trapped at the same sites of covalent
functionalization [48, P2]. The two defect states were also identified as sources of single-
photon emission in agreement with their localized nature [P2]. The brightness of T emission
was found to be exceptional, rendering the T emission from hCNTs the brightest reported
trion emission in CNTs to date [48]. Furthermore, flexible tunability of the X and T emission
energies through modification of the functionalizing substituent was demonstrated [48, P2].
In our experiments, we observed substantial spectral variation of the PL from hCNTs at
the individual level. Time-resolved measurements revealed the occurrence of hCNTs with
both mono and biexponential PL decay characteristics in the X and T spectral bands with
consistently longer PL lifetimes than for E11. While biexponential decay in pristine CNTs is
commonly attributed to the presence nonradiative decay channels, high QYs of X and T dis-
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favor this scenario for the hCNT defect emission. MPL experiments, while clearly showing a
brightening of the E11 dark state with increasing Aharonov-Bohm flux, additionally excluded
the possibility of nonradiative PL decay. Instead, the generation of multiple proximal defects
within one CNT assisted by local destabilization of the carbon lattice was identified as a
possible source of biexponential PL decay characteristics.
Photon correlation measurements of X and T emission revealed pronounced photon
bunching and antibunching in X and T autocorrelation for all observed hCNTs. By contrast,
crosscorrelation measurements of X and T separated all hCNTs into two classes of strong
(type A) and weak (type B) crosscorrelation, respectively. The numerical analysis of differ-
ent rate models and fits of the corresponding g (2) functions to the normalized coincidence
counts narrowed down the choice of potential level schemes modeling the exciton popula-
tion dynamics between the considered electronic states. Consistent results were obtained by
attributing hCNTs of type A to a model comprising a single defect site coupled to a shelving
state and by extending this model for hCNTs of type B to include multiple interacting defect
sites. The analysis of correlations in the degrees of bunching and antibunching between
the different detection channels was found to support this interpretation, which is also in
agreement with the observation of both mono and biexponential PL decay characteristics.
Contrasting other quantum-dot-like emitters, no dependencies of these properties on the
excitation laser power were observed, proving the robustness of our results over a broad
range of PL intensities. In addition, the variations in the spectral response of individual
hCNTs were found to be of little significance in the identification of single or multiple trap
states.
Our results provide valuable input for the future design of covalently functionalized CNTs
as sources of nonclassical light. We identified pronounced interaction mechanisms of prox-
imal defect sites that substantially modify the dynamics of localized excitons. To achieve
detailed control over the excitonic states in CNT-based single-photon emitters, we suggest
further research to identify routes towards the deterministic generation of solitary defects in
the CNT lattice. Mastering this technique would allow for substantial improvements in the




6 Summary and outlook
The tunability of their photoluminescence (PL) emission wavelength renders semiconduct-
ing carbon nanotubes (CNTs) interesting candidates for applications in optoelectronics
and photonics [36]. Due to their exceptionally large binding energy the charge carriers in
semiconducting CNTs form bound electron-hole pairs – excitons – that dominate the photo-
physical properties of CNTs [49–51]. The excitons are frequently confined in local potential
traps, e. g. at intentional defect sites in covalently functionalized CNTs or in shallow poten-
tial minima at low temperatures [48, 57, 58, 60, 62]. This localization is accompanied by
exciton dipole moments as large as ∼1 eÅ [38] and exciton population dynamics that are
governed by their quantum-mechanical nature [63]. The latter property qualifies localized
excitons in CNTs for quantum information processing applications [47, 64, 65]. At the same
time, couplings of the localized excitons to the environment give rise to variations in emis-
sion energy [60, 61], spectral wandering [P6], and intensity fluctuations [69] that provide
insights into their fundamental physical properties [P6, 38, 59, 60, 70, 71]. In addition, a
thorough understanding of the relevant interaction mechanisms is beneficial for the further
development of CNT-based nonclassical devices [65].
In this thesis, the interaction mechanisms of localized CNT excitons were studied for two
different classes of samples. In both scenarios, chirality purified CNTs were used in order to
eliminate spectral variations originating from different CNT crystal structures. In the first
part of this work we focused on (9,1)-CNTs that were wrapped with poly[9,9-dioctylfluo-
renyl-2,7-diyl] (PFO) surfactants. This sample featured weakly localized excitons in shallow
potential traps originating from variations in the dielectric CNT environment that is domi-
nated by the surfactant. The second study investigated covalently functionalized (6,5)-CNTs
that hosted strongly localized neutral excitons and negatively charged trions. Both CNT
materials were drop-cast from aqueous solution onto the flat side of a hemispherical solid
immersion lens (SIL) and placed in the focus of a home-built confocal microscope. The
resulting sparse distribution of CNTs allowed to address individual emitters, on which spec-
trally resolved and time-resolved PL studies were performed.
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In Chapter 4, the peculiar asymmetric PL lineshape of PFO-wrapped (9,1)-CNTs was com-
pared with earlier studies attributing the spectral response to variations of the deformation-
potential coupling of localized excitons and acoustic CNT phonon modes [70, 227, 229,
230]. While the agreement between these models and the data is compelling, the required
value for the deformation-potential coupling strength is in disagreement with theoretical
estimates [228]. We proposed a dipolar interaction mechanism between the exciton dipole
moment and molecular vibrations of PFO as an alternative explanation for the observed line-
shapes. A quantum-mechanical description of this coupling was developed that resembles
the form of a Holstein interaction. This mechanism is conceptually similar to exciton-ligand
couplings in colloidal quantum dots [279], but was previously unreported for the case of
CNTs. The relevant properties of the molecular vibrations in PFO were simulated with den-
sity functional theory (DFT), while the exciton dipole moment was estimated from literature
values. The resulting model is essentially free of fit parameters and yielded simulated spectra
in excellent agreement with the data. Furthermore, the correspondence between simulation
and experiment was robust over a broad range of sample temperatures and excitation laser
irradiances.
In Chapter 5, we studied (6,5)-CNTs that were covalently functionalized to introduce sp3
defects into the sp2 CNT carbon lattice. This functionalization gives rise to two new emis-
sion features that correspond to localized neutral excitons and negatively charged trions
trapped at the defect sites. In our experiments we observed substantial variations in spectral
shape and PL decay characteristics at the level of individual CNTs. Magneto-photolumi-
nescence (MPL) experiments established that in contrast to diffusive CNT excitons, these
differences cannot be attributed to parity-dark states. In addition, photon correlation mea-
surements of the defect states revealed pronounced photon bunching and antibunching for
all studied emitters, but varying degrees of exciton-trion crosscorrelation that grouped the
functionalized CNTs into two categories. The numerical analysis of different rate models
narrowed down the choice of potential level schemes describing the corresponding exciton
population dynamics. Consistent results were obtained by attributing emitters with strong
crosscorrelations to CNTs with a single defect site and emitters with weak crosscorrelations
to multiple interacting defect sites on the same CNT, respectively. The interaction mecha-
nism was attributed to Coulomb repulsion between proximal defect sites that are generated
progressively on the same CNT via lattice destabilization in the course of the chemical
functionalization.
Both studies identified dipolar and electrostatic couplings as important interaction mech-
anisms of localized excitons in CNTs with their environment. This finding is in agreement
with earlier results on CNT excitons confined in a localization potential [P6, 38]. The combi-
nation of our studies on two different classes of samples provides guidelines for the future
design of CNT-based quantum light emitters. To obtain narrow PL lineshapes, an electro-
statically calm substrate is required, as suggested elsewhere [P6]. For chirality purification,
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however, CNTs are routinely wrapped in surfactant molecules [200, 201]. Our results show
that apart from the emission energy [241] these surfactants also strongly modify the PL
lineshape. While for aqueous processing of CNT samples the use of surfactants appears
indispensable, the surfactant molecules can be engineered to minimize influences on the
spectral shape. For polymer surfactants the results of Chapter 4 suggest to seek for stiff
monomers that support no low-energy vibrations, since the influence of polymer backbone
vibrations was found to be of inferior importance. The absence of low-energy vibrations
would suppress the intensity of vibronic spectral sidebands due to the pronounced damping
of higher-energy modes.
At the same time, covalent functionalization of CNTs paves the way to protected, strongly
bound excitonic states that support quantum characteristics even at room temperature
[47, 64]. However, the generation of proximal defect sites in the course of the chemical
functionalization strongly modifies the exciton population dynamics. Therefore, we suggest
further research to identify routes towards the deterministic generation of solitary defects in
the CNT lattice. Mastering this technique would constitute an important step in the creation
of CNT lattice defects with reproducible properties. Together with narrow PL emission lines
engineered by the choice of suitable surfactants, these advances would allow for substantial
improvements in the future generation of luminescing quantum defects in the CNT lattice
with tailored photophysical properties.
The prospective routine generation of CNT-based emitters with reproducible quantum
properties is envisioned to allow for the fabrication of superior nonclassical devices. Through
the coupling to photonic resonators, a sizable Purcell enhancement of PL brightness and
single-photon purity together with a pinning of the emission wavelength to the cavity mode
has been demonstrated [65, 224, 314–317]. These advances bring the characteristics of PL
from CNTs close to the regime of photon indistinguishability, which, however, has yet to be
demonstrated [65]. With the expected further improvements in this field of research, the
integration of CNTs into larger photonic circuits is within reach [315] that would allow for
complex applications like quantum repeaters, quantum simulators, or quantum teleporta-
tion [318]. These developments demonstrate that CNTs are at the forefront of the envisioned
success of carbon-based technologies.
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A Aspects of density functional theorysimulations
A.1. Fundamentals of density functional theory
This section provides an overview of the working principles of density functional theory
(DFT) and introduces nomenclature and descriptions of the different parameters used for
the simulations performed in this work. The discussion follows the excellent perspective by
BECKE [319] unless stated otherwise.
In the following discussion we generally assume the Born-Oppenheimer approximation
[320] that states that in a system of atomic nuclei and electrons the spatial positions of the
nuclei are frozen and constitute the external potential Vext governing the evolution of the
















4piε0|r j − ri |
, (A.1)
where i and j run from 1 to the total number N of electrons, me is the electron mass, e is the
elementary charge, ε0 is the vacuum permittivity and ri is the coordinate vector of electron
i . The typical task of DFT simulations is to derive key quantities like the ground state energy
or the molecular dipole moment of this system after finding the correct electron distribution
in the presence of Vext.
Such quantities may naturally be derived from the multi-particle electron wave function
Ψ that is accessible through (approximate) solution of the corresponding Schrödinger equa-
tion, e. g. in the framework of the Hartree-Fock method [321–324]. From a computational
perspective, however, this approach is undesirable due to the nonlocal exchange operator in
the Hamiltonian that impedes an efficient numerical treatment [319, p. 2]. A computation-
ally more feasible approach was proposed by HOHENBERG and KOHN [325] and KOHN and
SHAM [326] by considering the total electron density ρ instead of the multi-particle electron
wave functionΨ as discussed in the following.
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While the total electron density ρ can be readily computed from Ψ, which in turn is
determined by Vext, it was proven in [325, 327] that this line of argument can be inverted
and that for any given functional form of ρ there exists a unique external potential Vext for
which the corresponding ground state has the total electron density ρ. This means that the
three functionals Vext,Ψ and ρ are equivalent in the sense that any of the three determines
the other two and therefore that any of the three can serve as the starting point to derive
secondary quantities like the ground state energy or the molecular dipole moment. The
basic concept of DFT lies within the approach to find ρ instead ofΨ.
Exploiting the finding that the multi-particle electron wave functionΨ is a functional of
the total electron density ρ it is furthermore possible to express the kinetic energy T and the













as functionals of ρ and to define the functional F [ρ] = T [ρ]+U [ρ]. Most notably, F is a
universal functional of ρ, i. e. its definition is independent of Vext, such that the total energy




This energy functional also fulfills the variational principle [325] stating that E [ρ] attains its
minimum for the total electron density ρ that corresponds to the external potential Vext.
For any given external potential Vext the corresponding total electron density ρ can there-
fore be determined by requiring that the functional derivative δE [ρ]/δρ be zero. In spite
of the proven existence of E as a functional of ρ, however, expressions for T and U and
therefore for E are only known in terms ofΨ but not in terms of ρ such that it is not possible
to write down a closed expression for δE [ρ]/δρ [319, p. 3].
To proceed, consider the ansatz that ρ can be written as the density of a Slater determinant





where for simplicity an even number N of electrons has been assumed that occupy each
orbital ψi in pairs of opposite spin, giving rise to the factor of 2 on the right hand side in
Eq. (A.4) [319, p. 3]. Note that there is no direct connection between the orbitals ψi and the
multi-particle electron wave functionΨ.
In practical calculations the ψi are typically taken from a basis set of atomic orbitals in a
linear combination of atomic orbitals (LCAO) approach, turning the considered differential
equations into algebraic equations. While exponentially decaying Slater-type orbitals [328]
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are a natural choice motivated by the solutions of the Schrödinger equation for the hydrogen
atom, the calculation of the related integrals is computationally difficult. As an alternative,
Gaussian-type orbitals have been proposed [329], for which explicit formulas for integrals
and gradients are known [330]. Commonly, the valence atomic orbital that is mainly con-
tributing to chemical bonding is represented by more than one basis function. The resulting
split-valence basis sets are named double, triple or quadruple-zeta bases, following the
common use of ζ as exponent in Slater-type orbital basis functions [331].
Using the representation of ρ in Eq. (A.4) the total kinetic energy TS of the Slater determi-

















can be introduced as an approximation to the kinetic energy T and the Coulomb interaction
energy U [319, p. 3]. Defining the exchange-correlation energy,
EXC [ρ]= T [ρ]+U [ρ]−TS[ρ]−C [ρ], (A.6)
we arrive at the representation of the total energy from [319, p. 3],
F [ρ]= TS[ρ]+C [ρ]+EXC [ρ]. (A.7)
Using the definition in Eq. (A.4), the requirement δE [ρ]/δρ = 0 can be reformulated as
δE [ρ]/δψi = 0 for all i . Given the definitions of TS and C , their functional derivatives with




∇2ψi +VK Sψi = εiψi , (A.8)
where εi is the orbital energy of the i th Kohn-Sham orbital and the effective Kohn-Sham









Eq. (A.8) has the form of a Schrödinger equation of independent particles subject to the
effective potential VK S , a posteriori justifying the choice to write ρ as the density of a Slater
determinant in Eq. (A.4). Hence, DFT is an independent-particle theory, as opposed to e. g.
the Hartree-Fock method. Note, however, that VK S is dependent on ρ such that Eq. (A.8)
needs to be solved in a self-consistent field (SCF) approach in an iterative manner, starting
from an initial assumed total electron density ρ0 [326].
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The crucial part in this description is the functional EXC that captures all correlation and
exchange contributions in F that are not contained in TS and C . Although one can expect
that the relative magnitude of EXC is small compared to TS and C , precise DFT simulations
rely on good approximations for the functional EXC , since “[w]e are assured of its existence,
but no explicit expression is known” [319, p. 4]. We will therefore briefly discuss different
approaches to find suitable expressions for EXC .
Local density approximation. A straightforward approach to express EXC was given in [325,
326] in terms of the local density approximation (LDA), where the spatial exchange-





The LDA is evidently best-suited for a slowly varying total electron density ρ.
Lowest-order gradient correction. Using the adiabatic connection method, EXC can be split
into an exchange part EX and a correlation part EC as EXC = EX +EC , where |EX | can











is therefore an obvious candidate for improvement. In the framework of the lowest-
order gradient correction (LGC), E LDAX is replaced by a functional including the gradient
of ρ [332, 333],








where β= 0.003–0.004 is a numerical parameter [319, p. 6].
Generalized gradient approximation. To account for divergence issues in the LGC, more gen-





d3rρ(r)4/3 fX (s), (A.13)
where fX is an even function of the reduced density gradient s = |∇ρ|/ρ4/3 with
fX (0)= 1, have been investigated. Such functionals are termed generalized gradient
approximation (GGA), since they can be viewed as an expansion in s2 beyond the LGC
[319, p. 7].
The BP86 functional used in this work falls into this class with the exchange energy
EX given by fX (s)=βs/(1+6βsinh−1 s) with β= 0.0042 [258], a choice capturing the
long-range −1/r dependency of the Coulomb potential [319, p. 7]. The correlation
energy EC is similarly given by a GGA expression [257, 259].
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Meta-GGA functionals. Functionals that in addition to the density gradient∇ρ also comprise







are known as meta-GGA functionals [319, p. 8]. In the framework of DFT these func-
tionals require additional attention, since τ is not known as a functional of ρ. This
limitation may be circumvented by applying differentiation with respect to orbitals
instead of functional derivatives [334, 335]. Therefore, meta-GGA functionals are not
formulated purely within DFT, as they require input other than the total electron
density ρ.
Hybrid functionals. All types of functionals discussed so far depend on the local value of ρ,
∇ρ or τ and by consequence are not well suited to capture delocalization effects that
are important in many systems [319, p. 9]. One approach to account for this defect is















Functionals of this form are named hybrid functionals, as they combine the GGA ex-
change energy with the Hartree-Fock exchange energy [319, p. 10]. As for the meta-GGA
functionals, E exactX needs to be calculated by differentiation with respect to orbitals,
meaning that it is not part of the exchange energy in the Kohn-Sham formulation [319,
p. 10].
The B3LYP functional [261] employed in this work falls into this class by combining
the B3 hybrid exchange functional [260] with the LYP correlation functional [336].
Hyper-GGA functionals. In systems with strong nonlocal effects the partial incorporation of
exact exchange as performed in hybrid functionals may be insufficient [319, p. 10]. The
use of purely exact exchange is able to lift this limitation, but requires the introduction
of entirely new correlation functionals that are also nonlocal [319, p. 10]. The resulting
functionals are termed exact-exchange based functionals or hyper-GGA functionals
and generally have a rather high computational cost.
A limitation that is common to all mentioned local density DFT functionals lies within
their failure to reproduce the long-range London −C6/r 6 interaction [337–339], inhibiting
the accurate description of van der Waals forces and similar interactions [319, p. 12]. Differ-
ent strategies have been pursued to add a dispersion term with −C6/r 6 long-range behavior
to the existing DFT functionals. An overview over these strategies is given in [319, p. 13].
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A.2. Details of density functional theory simulations
This section discusses computational details of the DFT approach used to calculate the
frequencies Ωn and the electric dipole moments ∂Qnµ of the vibrational normal modes
in the system of poly[9,9-dioctylfluorenyl-2,7-diyl] (PFO) interacting with a (9,1)-carbon
nanotube (CNT), as discussed in Section 4.3. All calculations reported here were performed
with the general-purpose quantum chemistry program package ORCA [340].
Starting point for any DFT simulation was one or more PFO monomers in approximately
relaxed geometry that was obtained from a chemical database. These were placed close
to a (9,1)-CNT designed with the nanotube builder in the molecule editor and visualizer
Avogadro [341]. The result was used as an approximate starting point for all subsequent DFT
calculations.
As the next step, a geometry optimization at the DFT level was performed. In this pro-
cedure the energy of the electronic system is calculated together with its gradient with re-
spect to the nuclear coordinates. The latter are then updated e. g. using the BFGS algorithm
[342–345] until an energetic minimum is reached. To avoid unnecessary and computation-
ally expensive optimization of the CNT structure, all atoms comprising the CNT lattice were
assigned to a separate fragment which was excluded from geometry optimization. Also,
atoms estimated to contribute only weakly to the interaction between CNT and PFO were
removed from the CNT lattice to account for the polynomial scaling of the runtime with
input size of DFT algorithms.
The selection of the specific DFT method was guided by the observation that due to
the Ω−2n proportionality in the intensity ratio in Eq. (4.32) in Section 4.3 the low-energy
vibrations of PFO are of highest interest. Given the limited reliability of DFT results for low-
energy vibrations [265], two different DFT approaches were selected to test the robustness
of our results. To this end one GGA and one hybrid DFT functional (cf. Section A.1) were
chosen.
Based on the comprehensive benchmark in [346] the well-performing and robust BP86
functional [257–259] was selected from the GGA functionals. From the hybrid functionals
we chose B3LYP with 20 % Hartree-Fock exchange [260, 261, 336] because of its frequent use
[347] and in spite of a rather mediocre result in the aforementioned benchmark [346]. This
choice was founded on the expectation that these two functionals with different working
mechanisms and levels of precision can provide a reasonable estimate for the accuracy of
our DFT results for low-energy vibrations. For both functionals we selected the Ahlrichs’
type triple-zeta def2-TZVP basis set of atomic orbitals [348]. Note that it was established in
[346] that there is practically no benefit in using more complex quadruple-zeta basis sets for
the type of calculations performed in this work.
For more efficient calculations we employed the resolution of the identity (RI) approx-
imation [349–352] for the BP86 functional that approximates products of Gaussian-type
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basis functions with the help of an auxiliary basis set, thereby reducing computational cost
[353]. For the B3LYP functional RI was combined with the chain of spheres exchange (COSX)
approach that reduces the number of evaluations needed to compute the exchange energy
by constructing a number of shells around each basis function and disregarding pairwise
overlaps for any basis function that drops below a predetermined threshold outside a given
shell [354]. In conjunction, RI and COSX are known as the RIJCOSX approximation [354–356].
For both functionals the def2/J RI auxiliary basis set was used [357].
As discussed in Section A.1 the ability of local density DFT functionals to reproduce the
long-range London−C6/r 6 interaction is limited. In order to include a proper description of
the van der Waals-like interaction between PFO and CNT, we explicitly included dispersion
correction with the Becke-Johnson damping scheme (D3BJ) [358, 359].
The selected computational parameters in ORCA for the BP86 functional were Tight SCF
convergence and the Grid4 and FinalGrid6 numerical integration grids. For the B3LYP
functional we used slightly stronger constraints with VeryTight SCF convergence and in-
tegration grids Grid5, GridX6 and FinalGrid6 to compensate for the uncertainties intro-
duced by the additional RIJCOSX approximation.
After finding the relaxed molecular geometry with the BP86 or the B3LYP functional
using the sketched DFT approach, in a next step the associated molecular vibrations were
analyzed. Generally, the vibrational normal modes of a molecule in relaxed geometry can
be computed through diagonalization of the Hessian matrix of the potential energy change
with respect to the molecular coordinates that is readily available in ORCA through the Freq
and NumFreq keywords.
This approach, however, would also calculate vibrations of the CNT lattice that are tabu-
lated in literature and therefore not desired for this work. A seemingly easy solution to this
issue lies within removing all CNT lattice atoms for the sake of any vibrational frequency
calculations. Yet, this method fails entirely, since the previously calculated geometry is no
relaxed geometry without the presence of the CNT, whereas the computation of vibrational
frequencies strongly relies on starting from an energetic minimum.
Therefore, a different approach needs to be pursued. With the Partial_Hess keyword
ORCA offers the possibility to freeze a number of atoms in a NumFreq calculation and to
derive the vibrational frequencies associated only to the remaining atoms. This functionality
is employed to freeze any CNT lattice atoms and to thereby disregard any vibrations of the
CNT lattice.
The well-known formula stating that there exist 3N −6 molecular vibrations in a system
of N atoms [236, pp. 22–27] translates to this scenario as follows. Since no vibrations of the
CNT lattice are being calculated, the CNT can be viewed as a single particle without internal
structure. Together with the N atoms in the molecule, consequently there is a total number
of N +1 particles in the system, giving rise to 3(N +1)−6= 3N −3 vibrational modes. Due to
the interaction between CNT and the molecule there exist 3 vibrational modes more than for
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the isolated molecule. For N = 71 in the case of a PFO monomer, this results in 210 distinct
vibrational modes to consider.
Unfortunately, due to a limitation of ORCA, in conjunction with the Partial_Hess key-
word only the vibrational normal modes and the corresponding frequencies but not the
infrared activities are being returned. To work around this problem, a helper tool was pro-
grammed in Python that introduces small displacements of the molecular coordinates from
the relaxed geometry along the previously calculated normal modes of vibration. For each
coordinate displacement, another run of ORCA was then initiated to calculate the energy
and the molecular dipole moment of the given configuration.
By combining these calculations, both the frequencies and the dynamic molecular dipole
moments of all normal modes can be obtained. While the frequencies found by this method
can be used to cross check with the frequencies from the Partial_Hess calculation, the
dynamical molecular dipole moments allow to compute the infrared activities as detailed in
Section A.3.
A.3. Conversion between molecular dipole moments and inte-
grated molar absorptivity
Any results of DFT simulations are properties of individual molecules, whereas many exper-
imentally accessible quantities are measured on a large number of molecules. In this work,
we most notably employ the dynamic molecular dipole moment associated with a molecular
vibration in a given normal mode that corresponds to the wavelength-dependent extinction
coefficient in macroscopic samples. The latter is often expressed by means of the integrated
molar absorptivity in km/mol, a quantity computed by many quantum chemistry software
packages, including ORCA. In this section we discuss the conversion between these two
molecular and macroscopic quantities that requires some deeper insights into the physics
of molecular vibrations. The discussion in this section follows [236, pp. 162–166], unless
stated otherwise.
V A
L = c · t
Iout Iin
Figure A.1.: A beam of light with incoming spectral irradiance Iin enters a cuboidal volume
V = A ·L orthogonally through a face with area A and is attenuated to the outgoing spectral
irradiance Iout after length L = c · t .
104
A.3. MOLECULAR DIPOLE MOMENT AND MOLAR ABSORPTIVITY
To formulate the attenuation of light due to interaction with a chemical species, consider
a cuboidal volume V = A ·L as shown in Fig. A.1 and a beam of light entering the volume
orthogonally through a face of area A. The light travels along the length L = c ·t of the volume
in time t , where c is the speed of light. When expressing the total energy E in volume V
through the spectral energy density ε(ω) as a function of the angular frequency ω= 2piν, the
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∫














Here, Iin(ω) = I (L0,ω) and Iout(ω) = I (L0 + L,ω) are the spectral irradiances of the light
beams entering and leaving the volume V at positions L0 and L+L0, respectively. Using the
transition rate Γi→ j from a quantum state |i 〉 of the molecule to a quantum state | j 〉, the




|i 〉,| j 〉
NiΓi→ j ·ħωi j ·δ(ω−|ωi j |), (A.17)
where |i 〉 and | j 〉 run over all possible quantum states, Ni is the number of molecules in
quantum state |i 〉 in volume V , ħωi j is the energy difference for a transition from state |i 〉 to
state | j 〉, in particular ωi j =−ω j i , and δ is the Dirac delta function. Note that both sides of
this equation have unit J/s−1/s= J, since the delta function has unit 1/s−1.
We proceed by transforming the expression for ∂tε(ω) in Eq. (A.17). In a first step we




|i 〉,| j 〉
NiΓi→ j ·ħωi j ·δ(ω−|ωi j |)
= ∑
|i 〉,| j 〉
NiΓi→ j ·ħωi j ·δ(ω−ωi j )+ (terms with ωi j > 0)
+ ∑
|i 〉,| j 〉










NiΓi→ j ·ħω j i ·δ(ω−ω j i ) (A.18)
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Here, the sums of the form
∑
Ek>El run over all states |k〉with an energy Ek larger than the
energy El of state |l〉. For a single possible transition between states |i 〉 and | j 〉 the transition
rate Γi→ j can be expressed by Fermi’s golden rule as
Γi→ j = 2piħ ·
∣∣〈i |Hˆ | j 〉∣∣2, (A.19)
which is symmetric in i and j . Therefore, a swap of variables i and j allows to combine the







(Ni −N j )Γi→ j ·ħωi j ·δ(ω−ωi j ). (A.20)
By introducing the total number of particles N in volume V and the canonical partition























Γi→ j ·ħωi j ·δ(ω−ωi j ), (A.21)
whereβ is the thermodynamic beta. Eq. (A.21) shows that ∂tε(ω) is a temperature-dependent
quantity in general. For most practical purposes, however, ħωi j is much larger than the
thermal energy and the term exp(−βħωi j ) can be neglected [236, p. 165]. This is particularly
the case for the desired conversion rule between dynamic molecular dipole moment and
integrated molar absorptivity, for which zero temperature is assumed.
Exploiting the delta function in Eq. (A.21), ω can be substituted for ωi j and Γi→ j can be
written as the product of the Einstein B coefficient Bωi j [245] and the spatio-spectral energy









e−βE j ·Bωi jρ(ω) ·ħω ·δ(ω−ωi j ). (A.22)
When considering an infinitesimal length dL instead of the finite length L, the difference
of spectral irradiances in Eq. (A.16) can be formulated as a differential,∫








·dL · A. (A.23)
By employing the fact that I (L,ω)= c ·ρ(ω) [236, p. 163] we can finally combine Eq. (A.22)
















e−βE j ·Bωi j · I (L,ω) ·
ħω
c
·δ(ω−ωi j ), (A.24)
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where the spatial density n = N /V of molecules has been used. By introducing the molar
concentration C = n/NA, where NA = 6.022×1023 mol−1 is the Avogadro constant, Eq. (A.24)






=−ε(ω) ·C · I (L,ω). (A.25)
Here, ε(ω) is the molar attenuation coefficient or absorptivity at angular frequency ω that



















e−βE j ·Bωi j ·
ħω
c
·δ(ω−ωi j ). (A.26)
In many cases, however, it is more appropriate to consider the weight of a spectral line














e−βE j ·Bωi j ·
ħω
c
·δ(ω−ωi j ). (A.27)
To perform integration over the delta function, for every state | j 〉we define the interval of












As a spectral line is typically composed of a number of related transitions [236, pp. 163–166],
the summation over Ei can be carried out by defining an effective Einstein B coefficient
Bω
δω, j (ω0) such that B
ω
δω, j (ω0)ρ(ω0) is the summed transition probability from any state with

















where 〈 · 〉β is the canonical ensemble average.
In a similar way as the Einstein B coefficient Bωi j [245], the integrated molar absorptivity
is dependent on the domain that is used to measure frequencies, as indicated by the in-
dex ω. For spectroscopic purposes, wavenumbers ν˜ are frequently used instead of angular
frequencies ω. Using the relation ν˜ = ω/2pic the integrated molar absorptivity Ψν˜ in the
wavenumber domain can be calculated as
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WhileΨω has unit m2/mol · s, the unit ofΨν˜ is m/mol. For numerical values in a practical
range, the latter can also be given in km/mol.
For the purpose of a conversion rule between dynamic molecular dipole moment and inte-
grated molar absorptivity, we again assume zero temperature such that Eq. (A.29) simplifies
to




where |g 〉 is the ground state of the considered molecule. Also, in quantum chemistry simu-
lations the resulting spectral lines are not limited by resolution and therefore well separated,
except for perfectly degenerate cases, so the summed transition probability Bω
δω,g (ω0) re-
duces to the Einstein B coefficient Bωeg of a specific single transition from an excited state |e〉
to the ground state |g 〉 that corresponds to the energy difference ħω0. Note that unlike the
discussion in [236, pp. 165–166], the summation over degenerate higher excitations of the
harmonic oscillators corresponding to molecular vibrations in the respective normal modes
n is explicitly disregarded here, as those are discussed separately in Section 4.5.








∣∣µeg ∣∣2 = pi3ε0ħ2 · ∣∣µeg ∣∣2, (A.32)
where ε0 is the vacuum permittivity [245]. As in Section 4.3 we consider the excited state
|e〉 = |1n〉 with one vibron in normal mode n and the ground state |g 〉 = |0vib〉 comprising
zero vibrons and write the transition dipole moment as





with Qn being the normal coordinate for a molecular vibration in mode n with angular




· ∣∣∂Qnµ∣∣2 · ħ2Ωn = pi6ε0ħΩn · ∣∣∂Qnµ∣∣2 (A.34)
and by inserting into Eq. (A.31) and employing that ω0 =Ωn by definition we finally find the
result
Ψω =NA · pi
6cε0
∣∣∂Qnµ∣∣2. (A.35)
For the wavenumber domain we use the conversion formula Eq. (A.30) to derive
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Since the output of frequency and dynamic molecular dipole calculations in ORCA returns
the value ofΨν˜ in km/mol, in the output file named T**2, a formula for µeg as a function of


















When µeg is given in Debye,Ψν˜ is given in km/mol and ħΩn is given in meV, then Eq. (A.37)
yields the following conversion formula for the numerical values.







B Photon emission statistics of car-bon nanotube defect sites in theframework of rate models
To connect the level schemes shown in Figs. 5.8 (d) and (e) with the fits to the normalized
coincidence counts g (2)(τ) presented in Figs. 5.7 (a)–(d), 5.8 (a), and (c), a formalism is
required to convert the schematic considerations into mathematical models that allow for
(numerical) solution and fitting to the data. A common approach lies within the assumption
that the dynamics between different states in a level scheme satisfy the Markov property
[363], meaning that the system is memoryless in the sense that the probability for a transition
from one state to another is only dependent on the current state of the system but not
on the history of events that preceded the current configuration. In this scenario, for the
case of a level scheme with a finite number of discrete states, the Chapman–Kolmogorov








Wmn pm(t )−Wnm pn(t )
]
, (B.1)
where pn(t) is the probability to find the system in state n at time t , Wmn is the (constant)
transition probability per unit time from state m to state n, and summation is performed
over all accessible states m = 1, . . . , M [364, pp. 96–97].
For a physical system, the transition rate Γmn between two states m and n is connected to
the transition probability by Γmn =N ·Wmn , where N is the total number of occupations. By
the additional assumption N = 1, effectively excluding exciton-exciton interactions for the
case of hexyl-functionalized carbon nanotubes (hCNTs), thereby limiting the analysis to the
weak-excitation regime, Γmn may be substituted for Wmn in Eq. (B.1), turning the master







Γmn pm(t )−Γnm pn(t )
]
. (B.2)
Note that both Eq. (B.1) and Eq. (B.2) are gain-loss equations, where the positive terms
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represent gain of state n due to transitions from other states m and the negative terms
account for losses from state n into other states [364, p. 97].
By interpreting the summation over m as a matrix multiplication, Eq. (B.2) may be written
as a system of first-order ordinary differential equations (ODEs),
d
dt
p(t )=A ·p(t ), (B.3)
where p(t )= (p1(t ), . . . , pM (t ))T is the column vector of all occupation probabilities and the
square matrix A is given by
Ai j = Γ j i −
M∑
m=1
Γi m ·δi j , (B.4)
where i , j = 1, . . . , M and δi j is the Kronecker delta.
This chapter approaches different level schemes that are used to interpret the exciton
dynamics in hCNTs through the mathematical description as a system of first-order ODEs
like in Eq. (B.3).1 Apart from the DS1 and DS2 models presented in Figs. 5.8 (d) and (e),
also other models and their failures are examined, in order to allow for a more intuitive
interpretation on how the different constituents act in the considered level schemes and as
a result influence the shape of the corresponding g (2) function.
B.1. Blinking single-photon source with one emissive state
To illustrate the working mechanism of intermittent single photon emission from hCNTs
and to derive the key figures η and g (2)max measuring the prevalence of antibunching and
bunching, respectively, we employed the three-level system in Fig. B.1 (b) comprising the
ground state |0〉, a bright state |B〉 and a dark shelving state |S〉. Note that this kind of shelv-
ing state is sometimes ambiguously referred to as simply a dark state, which, however, is
fundamentally different from the type of dark state that is ruled out for X and T in Section 5.3.
This latter kind of dark state was employed in [296] to capture both mono and biexponential
photoluminescence (PL) decay characteristics by the level scheme that is replicated from
[296] in Fig. B.1 (a).
In both level schemes in Fig. B.1 the exciton population may interconvert between the
bright state |B〉 and the dark state |D〉 or the shelving state |S〉 with rates γ↑ and γ↓ or κs
and κd, respectively. However, the two models differ strikingly regarding their decay char-
acteristics from the states |D〉 and |S〉, respectively. In the model from [296] in Fig. B.1 (a)
direct decay from the dark state |D〉 to the ground state |0〉 occurs with rate ΓD, while in the
1 Parts of this chapter are based on the publication [P3] available at https://pubs.acs.org/doi/10.1021/
acs.nanolett.9b02553. Permission for any further reuse of the excerpted material must be granted by the
American Chemical Society.
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Figure B.1.: (a) Level system employed in [296] to capture mono and biexponential PL decay
characteristics in one model comprising the ground state |0〉, a bright state |B〉, and a dark
state |D〉with corresponding transition rates subject to an extrinsic nonradiative decay chan-
nel with varying rate ΓexNR. (b) Three-level system comprising the ground state |0〉, a bright state
|B〉, and a shelving state |S〉 with corresponding transition rates. The two-level subsystems
comprising the states |0〉 and |B〉, and comprising the states |B〉 and |S〉 are used to model pho-
ton antibunching due to single-photon emission and bunching arising from PL intermittency
(blinking), respectively. The graphic (a) is a replica of the level scheme discussed in [296], the
graphic (b) is reproduced from [P3].
three-level system in Fig. B.1 (b) no direct decay from the shelving state |S〉 to the ground
state |0〉 is possible. By consequence, the decay channel in Fig. B.1 (a) from |B〉 via |D〉 to |0〉
compromises the quantum yield (QY) of the system, while the QY in Fig. B.1 (b) is equal to 1
by design. Instead, the decay time from |B〉 to |0〉 may be prolonged by transient shelving
to state |S〉. The loss of QY in Fig. B.1 (a) is particularly pronounced for the case where |D〉
is energetically lower than |B〉, which is generally assumed for carbon nanotubes (CNTs) as
discussed in Section 2.4, such that γ↓ is much larger than γ↑. In addition to this mechanism,
nonradiative decay with variable rate ΓexNR caused by extrinsic effects is considered in the
model of [296]. By consequence, the exceptional PL brightness of X and T discussed in Sec-
tion 5.3 excludes pronounced nonradiative decay channels for these states and invalidates
the model from [296] shown in Fig. B.1 (a), but does not conflict with the level scheme in
Fig. B.1 (b) as an explanation for intermittent single photon emission from hCNTs.
To analyze the characteristic properties of this level scheme, we followed the approach in
Eq. (B.3) and formulated the master equation governing the population dynamics in terms












where p|0〉(t), p|B〉(t), and p|S〉(t) are the probabilities to find the system in state |0〉, |B〉, or
|S〉, respectively, and γabs, γrad, κs, and κd are the transition rates indicated in Fig. B.1 (b).
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A general analytic solution of Eq. (B.5) was found to lead to lengthy expressions that im-
pede an intuitive interpretation of the dynamics in the level scheme of Fig. B.1 (b). For many
realistic scenarios, however, additional assumptions can be used to simplify the theoretical
description. Typically, the dynamics between the bright state |B〉 and the shelving state |S〉 is
slower than both excitation and relaxation, such that γabs,γrad À κs,κd. In this case, higher
order terms of the form κ/γ can be omitted, where κ stands for either κs or κd and γ stands
for either γabs and γrad.
Based on this simplification, a product form for the second-order correlation function g (2)
can be derived, Eq. (B.15), where the two factors describe the contributions of PL intermit-
tency (blinking) and single-photon emission, respectively. In particular, this result shows
that in the simple framework of the three-level system in Fig. B.1 (b) single-photon emission
is solely determined by the dynamics within the two-level subsystem comprising the states
|0〉 and |B〉, while the blinking behavior originates from the two-level subsystem comprising
the states |B〉 and |S〉.
For brevity, the lengthy derivation of a general solution to Eq. (B.5) is skipped here and
instead the contributions from both two-level subsystems in Fig. B.1 (b) are considered
separately. This ansatz implicitly assumes a perfect decoupling of the dynamics in both two-
level subsystems that is only accurate in the case γabs À γrad. Corrections that arise when
γabs À γrad does not hold, are discussed after the derivation of Eq. (B.15).
For both two-level subsystems master equations of the form given by Eq. (B.3) allow to
solve for the vector p of occupation probabilities. To arrive at expressions for the second-
order correlation function g (2), we employed the representation
g (2)(τ)=
〈
I (t )I (t +τ)〉〈
I (t )
〉〈
I (t +τ)〉 =
〈





〉 = 〈p(t )p(t +τ)〉〈
p(t )
〉〈
p(t +τ)〉 , (B.6)
where 〈 · 〉 is the average over time t , I (t) is the measured intensity at time t , I0 is the time-
averaged emission intensity and p(t ) is the probability to detect a photon at time t [166].
First, consider the two-level subsystem comprising the states |B〉 and |S〉 (top part in
Fig. B.1 (b)) that describes shelving from a bright state |B〉 into a dark state |S〉with rate κs

















yielding solutions for p|B〉(t) and p|S〉(t) that allow for the computation of g (2)(τ) using
Eq. (B.6). In the steady state limit, both 〈p(t )〉 and 〈p(t+τ)〉 in Eq. (B.6) are given by the time-
independent probability p|B〉(∞) to find the system in the bright state |B〉, since there is no
photon emission from the shelving state |S〉. For the numerator in Eq. (B.6) we find
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〈
p(t )p(t +τ)〉= 〈p|B〉(t ) ·p|B〉→|B〉(t +τ|t )〉= 〈p|B〉(t ) ·p|B〉→|B〉(τ)〉
= p|B〉(∞) ·p|B〉→|B〉(τ), (B.8)
where p|B〉→|B〉(t+τ|t ) is the probability to find the system in state |B〉 both at time t and t+τ,
and p|B〉→|B〉(τ) is the probability for returning from state |B〉 to state |B〉 after time difference




and with the inverse rates τs = 1/κs and τd = 1/κd we obtain the result of SANTORI et al. [306]
for blinking self-assembled quantum dots,
g (2)(τ)= 1+ κs
κd











For the case of single photon emission consider the two-level subsystem comprising the
















The condition of single photon emission is imposed by introducing the additional require-
ment that immediately after emission of a photon the system is projected into the ground
state |0〉. While 〈p(t )〉 and 〈p(t+τ)〉 in Eq. (B.6) are given by the time-independent probability
p|B〉(∞) as before, for the numerator in Eq. (B.6) we now find〈
p(t )p(t +τ)〉= 〈p|B〉(t ) ·p|0〉→|B〉(t +τ|t )〉= 〈p|B〉(t ) ·p|0〉→|B〉(τ)〉
= p|B〉(∞) ·p|0〉→|B〉(τ), (B.12)
where p|0〉→|B〉(t +τ|t ) is the probability to find the system in state |0〉 at time t and in state
|B〉 at time t +τ and p|0〉→|B〉(τ) is the probability for a transition from |0〉 to |B〉 after time





and with the abbreviation τ0 = 1/(γabs+γrad) we obtain the result of HOFMANN et al. [67] for
single-photon emission from CNTs,
g (2)(τ)= 1−e−(γabs+γrad)|τ| = 1−e−|τ|/τ0 . (B.14)
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To formulate a model that captures both bunching due to PL intermittency and antibunch-
ing due to single-photon emission, we finally consider the g (2) function that is given by the
product of Eq. (B.14) and Eq. (B.10). Moreover, in order to describe imperfect antibunching
given by g (2)(0)> 0, the term exp(−|τ|/τ0) is multiplied with an additional factor η≤ 1, re-
sulting in the expression given by WALDEN-NEWMAN et al. [73] for single-photon emission



















The derivation of Eq. (B.15) no longer yields the correct result when the implicit assump-
tion from above, γabs À γrad, is relaxed, since the formal decoupling of both two-level sub-
systems in Fig. B.1 (b) is lost. The general solution of Eq. (B.5) shows, however, that Eq. (B.15)
still holds to lowest order in κ/γ, when τs = (γabs+γrad)/(γabs ·κs) is used instead of τs = 1/κs.
This modification can be interpreted as the introduction of an effective shelving time that
takes into account that the shelving state |S〉 is not directly accessible from the ground state
|0〉 by weighting 1/κs with the occupation probability γabs/(γabs+γrad) of the excited state
|B〉.
We employed the three-level system in Fig. B.1 (b) to model the normalized coincidence
counts g (2)(τ) of hCNTs A and B from Section 5.4 by finding fits of Eq. (B.15) the data. The
resulting best fits for hCNT A (Figs. B.2 (a) and (c)) and hCNT B (Figs. B.2 (b) and (d)) were
used to determine the degree of correlation η (noted in the top right respective corners of
Figs. B.2 (a)–(d)), the time constant τ0, the shelving time τs and the deshelving time τd.
Applying this procedure to all hCNTs of our study, we found that τ0 ¿ τs,τd holds for all
examined emitters (data not shown), verifying the previous assumption γabs,γrad À κs,κd.
Furthermore, in a plot of deshelving time τd against shelving time τs (Fig. B.2 (e)) for X and
T (green and red data points, respectively) the data scattered around the solid gray line
of equal time scales and mostly fell within the gray shaded area corresponding to values
between 1/2 and 2 for τs/τd.
The individual timescales τs for shelving and τd for deshelving can therefore be replaced
by a single blinking time τblink that represents the characteristic timescale after which the
emitter transitions from its bright to its dark configuration or vice versa. Complementary
to the laser excitation power dependency presented in Figs. 5.11 (a)–(f) we investigated the
dependence of τblink on the detuning between E11 and the excitation laser energy. Fig. B.2 (f)
shows the results for X and T autocorrelations (green and red data points, respectively)
together with the center-of-mass for three groups of data points around 0 meV, 70 meV, and
190 meV detuning (black diamonds). We observed an increase of the blinking time with
increasing laser detuning and discuss in the following how this finding can be explained by
a variation of the rate γabs.
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Figure B.2.: (a)–(d) Normalized photon coincidence counts g (2)(τ) for the autocorrelation
of X (light green) and T (light red) for hCNTs A and B (left and right column, respectively)
reproduced from Figs. 5.7 (a)–(d). Fits to g (2)(τ) (solid lines) were obtained with Eq. (B.15). The
insets illustrate that g (2)(τ) approaches unity on long timescales. (e) Shelving and deshelving
time scales τs and τd for X and T (green and red data points, respectively) scatter around the
solid gray line of equal time scales. (f) Blinking time scales of X and T (green and red data
points, respectively) as a function of the energy difference between the E11 exciton energy Eexc
and excitation laser energy Elaser. Black diamonds show the center-of-mass for three groups
of data points around 0 meV, 70 meV, and 190 meV detuning, respectively. The solid gray line
shows a linear fit of the blinking time scale as a function of laser detuning. The graphics (a)–(f)
are reproduced from [P3].
Since γabs was introduced in Section 5.4 as an effective rate capturing the actual excitation
path via relaxation from a higher energy state, this rate is expected to decrease with increas-
ing detuning due to a less efficient relaxation mechanism with growing energy mismatch.
We quantified this decrease by finding a confidence interval for γabs by employing an affine
invariant Markov chain Monte Carlo ensemble sampler [365, 366] for fits of Eq. (B.15) to
normalized photon coincidence counts featuring different blinking times τblink. Indeed, we
observed a decrease of γabs by a factor of 1.5 when assuming the range 39–91 ns for τblink
given by the three center-of-mass points introduced in Fig. B.2 (f).
Interestingly, we found no dependence of the blinking time on the laser excitation power
(cf. Figs. 5.11 (d)–(f)). This finding proves that the microscopic origin of the PL intermittency
is different in hCNTs than in self-assembled quantum dots, where substantial power depen-
dencies have been observed [307, 309], and may indicate that relaxation from higher energy
states in hCNTs is a time-limiting factor that determines the value of the effective rate γabs.
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B.2. Blinking single-photon source with two competing emissive
states
The scenario discussed in Section 5.4, where T is the negatively charged counterpart of X,
and emission from X and T is mutually exclusive, is formulated in terms of the level scheme
in Fig. B.3. The system is assumed to exhibit switching between a neutral state (left hand
side) and a negatively charged state (right hand side) with rates κXT and κTX, respectively.
In the neutral state, emission from the trap state is attributed to X, while in the negatively
charged state, emission from the trap state is attributed to T. In addition, the ground state
|0〉 and the exciton continuum state |E11〉 are split into two respective states |0〉X, |0〉T and
|E11〉X, |E11〉T of different charge, in order to support a “memory” of the current trap charge
state, even if the trap is not occupied. For brevity, this model of mutual exclusive emission is
called ME model in the following.
For numerical analysis, we formulated the master equation describing the dynamics of
the level-scheme in Fig. B.3 in terms of the system of first-order ODEs
d
dt
pME(t )=AME ·pME(t ), (B.16)











p|ψ〉(t) is the probability to find the system in state |ψ〉 at time t as in Eqs. (B.5), (B.7)
and (B.11) in Section B.1, and AME is given by
AME =

−γabs−κXT κTX γ11 0 γX 0
κXT −γabs−κTX 0 γ11 0 γT
γabs 0 −γ11−κXT−κX κTX 0 0
0 γabs κXT −γ11−κTX−κT 0 0
0 0 κX 0 −γX 0
0 0 0 κT 0 −γT

. (B.18)
Note that in this rate equation the transition between the neutral and charged trap states
is excluded if the trap is occupied, since the rates κTX and κXT do not appear in the lower
right (2×2) matrix subblock of AME. This choice is motivated by the observation that the trap
state changes its energy upon charging and discharging, thereby suppressing this transition
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Figure B.3.: Level scheme used to model mutually exclusive emission from X and T. The left
hand side corresponds to a neutral state of the defect site with (neutral) ground state |0〉X,
(neutral) exciton continuum |E11〉X and neutral trap state |X〉. The right hand side corresponds
to a negatively charged state of the defect site with (charged) ground state |0〉T, (charged)
exciton continuum |E11〉T and charged trap state |T〉. The graphic is reproduced from [P3].
in the absence of a thermal energy bath. Depending on the details of the charging and
discharging mechanisms, there are other suitable choices respecting this energy difference,
e. g. by only including the transition from X to T but not from T to X or by introducing
unequal rates preferring the transition from X to T and suppressing the transition from T
to X. These scenarios have been investigated, but no significant differences to the results
discussed below have been found.
Inserting p|X〉(t) and p|T〉(t) into Eq. (B.6), the normalized coincidence counts g (2)XX(τ),
g (2)TT (τ) and g
(2)
XT (τ) for the autocorrelations of X and T as well as the crosscorrelation of X and

























As before, 〈p|ψ〉(t)〉 = p|ψ〉(∞) and 〈p|ψ〉(t +τ)〉 = p|ψ〉(∞) hold true for any state |ψ〉 in the
steady state limit and single photon emission is implemented by the assumption that the
system is projected into the ground state after a photon was emitted. Furthermore, the
numerators in Eq. (B.19) are given by〈
p|ψ〉(t )p|φ〉(t +τ)
〉= 〈p|ψ〉(t )p|0(ψ)〉→|φ〉(t +τ|t )〉= 〈p|ψ〉(t ) ·p|0(ψ)〉→|φ〉(τ)〉
= p|ψ〉(∞) ·p|0(ψ)〉→|φ〉(τ), (B.20)
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where |0(ψ)〉 is the ground state that the system is projected into after the emission of a
photon from state |ψ〉, p|χ〉→|φ〉(t +τ|t) is the probability to find the system in state |χ〉 at
time t and in state |φ〉 at time t +τ, and p|χ〉→|φ〉(τ) is the probability for a transition from











To calculate the probabilities of the form p|ψ〉(∞) and p|χ〉→|φ〉(τ) we expressed solutions
of Eq. (B.16) as pME(t )= exp(t ·AME) ·pME(0) using the matrix exponential exp(A). By choos-
ing a suitable initial condition pME(0) of the form (0, . . . ,0,1,0, . . . ,0) this allowed for direct
numerical calculation of p|χ〉→|φ〉(τ), while p|ψ〉(∞) could be found from limt→∞exp(t ·AME).
Any rate model that is solved by this approach yields perfect antibunching, since single-
photon emission from a given state |ψ〉 is introduced by the assumption that after the
emission of a photon the system is instantaneously projected into the ground state such
that p|ψ〉→|0〉(0)= 0 by definition and therefore g (2)(0)= 0 by generalization of Eq. (B.21). For
experimental data, however, this is often not the case, mainly due to finite bin width of time-
correlation steps or due to a stray background signal.
To include the possibility of imperfect antibunching in our models, we considered an







〉〈I2(t +τ)〉 , (B.22)
where I1(t ) and I2(t ) are the time-dependent emission intensities in two (possibly identical)
spectral bands 1 and 2, each intensity Ii (t) may be decomposed into a time-dependent
contribution I|i 〉(t ) from an emitter state |i 〉 and a time-independent background intensity
I Bi by writing Ii (t )= I|i 〉(t )+ I Bi . Eq. (B.22) can then be transformed as
g (2)(τ)=
〈(
I|1〉(t )+ I B1
)(
I|2〉(t +τ)+ I B2
)〉〈
I|1〉(t )+ I B1
〉〈





〉+〈I|1〉(t )〉I B2 + I B1 〈I|2〉(t +τ)〉+ I B1 I B2(〈
I|1〉(t )




〉+ I 0|1〉I B2 + I B1 I 0|2〉+ I B1 I B2(
I 0|1〉+ I B1
)(
I 0|2〉+ I B2
) , (B.23)
where I 0|1〉 and I
0
|2〉 are the time-averages of the time-dependent intensities I|1〉(t ) and I|2〉(t ),
respectively. By introducing the “pure” second-order correlation function of the emitter
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I 0|1〉+ I B1
)(
I 0|2〉+ I B2
) · g (2)pure(τ)+ I 0|1〉I B2 + I B1 I 0|2〉+ I B1 I B2(
I 0|1〉+ I B1
)(
I 0|2〉+ I B2
) . (B.25)
Defining the background intensity ratios ζ1 = I 0|1〉/I B1 and ζ2 = I 0|2〉/I B2 finally yields
g (2)(τ)= 1
(1+1/ζ1)(1+1/ζ2)
· g (2)pure(τ)+ 1+ζ1+ζ2
(1+ζ1)(1+ζ2)
. (B.26)
We illustrate the limits of the ME model by showing its failure to reproduce the data of
hCNT A from Section 5.4. In Figs. B.4 (a)–(f), the solid lines show plots of g (2)(τ) obtained by
substituting g (2)XX(τ), g
(2)
TT (τ) and g
(2)
XT (τ) from Eq. (B.21) for g
(2)
pure(τ) in Eq. (B.26) and introduc-
ing two background intensity ratios ζX and ζT for the spectral bands of X and T, respectively.
In Figs. B.4 (a)–(c) a fitting procedure was used to find the best fit of g (2)(τ) to the autocorre-
lation data of X (light green), thereby fixing all parameters in Eqs. (B.16) and (B.26) except
γT, κT and ζT. By varying only these three remaining parameters, however, the resulting
functional dependencies of g (2)TT (τ) and g
(2)
XT (τ) were unable to reproduce the autocorrelation
data of T (light red) and the crosscorrelation data of X and T (orchid) as shown for an ex-
emplary set of rates #1 in Figs. B.4 (b) and (c). In a complementary way, in Figs. B.4 (d)–(f),
a fitting procedure was used to find the best fit of g (2)(τ) to the autocorrelation data of T
(light red). As before, a variation of the still undetermined parameters γX, κX and ζX could
not reproduce the autocorrelation data of X (light green) and the crosscorrelation data of X
and T (orchid) as shown for a set of rates #2 in Figs. B.4 (c) and (d).
From a closer inspection of the level scheme in Fig. B.3 we determined the origin of the
failure to reproduce the data in Figs. B.4 (a)–(f), proving that the ME model is conceptually
unable to explain our measurements. For the autocorrelation of X and T we observed a
contrasting behavior for the functional form of g (2)(τ) in Figs. B.4 (a), (b), (d), and (e): if
g (2)(τ) well reproduces the bunching behavior for the autocorrelation of X, it falls short to do
so for the autocorrelation of T (gray curve too flat in Fig. B.4 (b)) and vice versa (gray curve
too flat in Fig. B.4 (d)). In particular we found that the autocorrelation data of both X and
T assume values greater than 2 in the vicinity of zero time delay, whereas g (2)max > 2 is only
possible for the autocorrelation of either X or T in the framework of the ME model. Turning
back to the definition g (2)max = 1+κs/κd this observation is readily understood: since blinking
in the ME model is explained by the mutual exclusiveness of emission from X and T, the
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Figure B.4.: Normalized coincidence counts g (2)(τ) for the autocorrelation of X (light green)
and T (light red) as well as the crosscorrelation of X and T (orchid) for hCNT A reproduced
from Figs. 5.7 (a), (c), and 5.8 (a). Solid lines show plots of g (2)(τ) predicted by the ME model
for (a)–(c) a set of rates in Fig. B.3 optimized to reproduce the autocorrelation of X (top
row, rate set #1) and (d)–(f) a set of rates in Fig. B.3 optimized to reproduce the autocorrela-
tion of T (bottom row, rate set #2). The corresponding rates have values γ11 = 1.0×1011 s−1,
κX = 2.0×107 s−1, κT = 2.3×1013 s−1, γX = 2.0×109 s−1, γT = 2.0×109 s−1, κXT = 2.3×107 s−1,
κTX = 9.1×106 s−1, ζX = 2.2, and ζT = 1.6 for rate set #1 as well as γ11 = 1.0×1011 s−1,
κX = 4.5×1013 s−1, κT = 7.7×106 s−1, γX = 2.0×109 s−1, γT = 2.0×109 s−1, κXT = 4.7×106 s−1,
κTX = 2.9×107 s−1, ζX = 1.5, and ζT = 0.8 for rate set #2. The dependence on γabs was weak
and γabs = 1.0×108 s−1 was chosen for both cases. The graphics (a)–(f) are reproduced from
[P3].
ratios of shelving and deshelving rate κs/κd from the perspective of X and T are the inverse
of each other. Consequently, g (2)max > 2 for X implies g (2)max < 2 for T and vice versa.
For the crosscorrelation of X and T, the ME model fails to explain the occurrence of bunch-
ing combined with antibunching on a shorter timescale, but instead shows a too broad
antibunching dip and no bunching (Figs. B.4 (c) and (f)). This feature is intuitively under-
stood by the observation that bunching in crosscorrelation is caused by PL intermittency
of both X and T, which cannot be accounted for by the assumption of mutually exclusive
emission, where a mere switching between X and T instead of a global blinking behavior
is to be expected. This finding is in agreement with earlier reports on competing emission
from two different emissive states [181, 308–310].
In summary, the ME model is unable to reproduce our measurement results for the cross-
correlation of X and T. In addition, for all emitters with strong bunching in the autocorrela-
tion of X and T, indicated by g (2)max > 2, the ME model also fails to capture the autocorrelation
data. We conclude that the ME model is conceptually inapt to explain our observations.
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B.3. Emission from a single defect site in the presence of a
shelving state
As an alternative to the ME model we introduce the model discussed in Section 5.4, where
an additional shelving state |S〉 constitutes the origin of PL intermittency. We begin with
the scenario illustrated in Fig. B.5 where only a single defect site is present, for brevity
termed DS1 model, to fit the data with pronounced bunching and antibunching in the
crosscorrelation of X and T. Formulating the master equation of the level scheme in Fig. B.5











−γabs γ11 0 γX γT
γabs −γ11−κs−κX−κT κd 0 0
0 κs −κd 0 0
0 κX 0 −γX 0














As before we used solutions of Eq. (B.27) of the form pDS1 (t )= exp(t ·ADS1 ) ·pDS1 (0) to find
numerical expressions for the normalized coincidence counts for the autocorrelations of X











derived by calculations similar to Eqs. (B.19) to (B.21). To account for imperfect antibunch-











Figure B.5.: Level scheme used to model a single defect site in the presence of a shelving state.
The exciton continuum |E11〉, the localized states |X〉 and |T〉, and the shelving state |S〉 are
populated from the ground state |0〉with the indicated rates. The graphic is reproduced from
[P3].
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Figure B.6.: Normalized coincidence counts g (2)(τ) for (a) the autocorrelation of X (light green),
(b) the autocorrelation of T (light red), and (c) the crosscorrelation of X and T (orchid) for
hCNT A from Section 5.4. Fits to g (2)(τ) were obtained with the DS1 model (solid lines)
and resulted in γ11 = 4.2×1010 s−1, κX = 4.0×1010 s−1, κT = 1.5×1011 s−1, γX = 2.0×109 s−1,
γT = 2.0×109 s−1, κd = 1.0×107 s−1, ζX = 1.9, and ζT = 2.1. The fits were found to depend only
on the effective transition rate from |0〉 to |D〉, leaving freedom for the individual values of
γabs and κs. Choosing γabs = 1.0×108 s−1 resulted in the best-fit value κs = 1.4×1011 s−1. The
graphics (a)–(c) are reproduced from [P3].
g (2)(τ)= 1
(1+1/ζ1)(1+1/ζ2)
· g (2)pure(τ)+ 1+ζ1+ζ2
(1+ζ1)(1+ζ2)
, (B.29)
where ζ1 = I 0|1〉/I B1 and ζ2 = I|2〉0/I B2 are the background intensity ratios in two (possibly
identical) spectral bands 1 and 2.
We obtained fits to the data of hCNT A from Section 5.4 by substituting g (2)XX(τ), g
(2)
TT (τ) and
g (2)XT (τ) for g
(2)
pure(τ) in Eq. (B.29) and introducing two background intensity ratios ζX and ζT for
the spectral bands of X and T. This choice allowed to fix all model rates, ζX, and ζT by fitting
to the autocorrelation data of X and T and to subsequently test the model by comparing the
crosscorrelation data with the resulting functional dependency of g (2)XT (τ). As a representative
for hCNTs with pronounced bunching and antibunching in the crosscorrelation of X and T,
the autocorrelation of X (light green) and T (light red) as well as the crosscorrelation of X and
T (orchid) of hCNT A from Section 5.4 are plotted in Figs. B.6 (a)–(c). The solid lines show the
predictions for g (2)(τ) according to the DS1 model using the fitting method described above.
We emphasize the good agreement between model fit and data obtained without additional
parameters for the crosscorrelation of X and T in Fig. B.6 (c).
B.4. Emission from a single defect site in the presence of multi-
ple shelving states
Fig. 5.8 (c) in Section 5.4 shows that the DS1 model is unable to explain the low degree of
bunching for hCNTs with weak crosscorrelation, of which hCNT B is a representative. A
natural approach to resolve this mismatch between model and data therefore is the consid-
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Figure B.7.: Level scheme used to model a single defect site in the presence of multiple shelving
states. The exciton continuum |E11〉 and the localized states |X〉 and |T〉 exchange population
with the shelving states |S11〉, |SX〉, and |ST〉 and the ground state |0〉with the indicated rates.
eration of a more complex blinking dynamics. Fig. B.7 shows a level scheme where instead of
a single shelving state |S〉 three individual shelving states |S11〉, |SX〉, and |ST〉 are considered
that exchange population with the states |E11〉, |X〉, and |T〉, respectively. In this section we
investigate whether the more complex shelving dynamics arising from this model, termed
MSS model in the following, is able to explain the blinking characteristics that differ between
the autocorrelation and the crosscorrelation measurements for hCNTs of type B.
As in Eq. (B.3), the dynamics in the level scheme of Fig. B.7 were formulated in terms of
the system of first-order ODEs
d
dt
pMSS(t )=AMSS ·pMSS(t ), (B.30)












p|ψ〉(t) is the probability to find the system in state |ψ〉 at time t as in Sections B.2 and B.3
and the square matrix AMSS is given by
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Figure B.8.: Normalized coincidence counts g (2)(τ) for (a) the autocorrelation of X (light green),
(b) the autocorrelation of T (light red), and (c) the crosscorrelation of X and T (lavender) for
hCNT B from Section 5.4. Fits to g (2)(τ) were obtained with the MSS model (solid lines) and
resulted in fit parameters with values γ11 = 1.7×1011 s−1, κX = 1.3×1011 s−1, κT = 1.4×1011 s−1,
γX = 2.0×109 s−1, γT = 2.0×109 s−1, κs = 3.0×1011 s−1, κd = 1.6×107 s−1, κXs = 3.2×106 s−1,
κXd = 1.0×1015 s−1, κTs = 9.0×108 s−1, κTd = 3.4×108 s−1, ζX = 2.2×103, and ζT = 6.0. The fits
were found to depend only weakly on γabs and a value of γabs = 1.0×108 s−1 was chosen.
AMSS =

−γabs γ11 0 γX γT 0 0
γabs −γ11−κs−κX−κT κd 0 0 0 0
0 κs −κd 0 0 0 0
0 κX 0 −γX−κXs 0 κXd 0
0 κT 0 0 −γT−κTs 0 κTd
0 0 0 κXs 0 −κXd 0
0 0 0 0 κTs 0 −κTd

. (B.32)
Analogous to Section B.3, solutions of Eq. (B.30) of the form pMSS(t )= exp(t ·AMSS)·pMSS(0)
were used to express the normalized coincidence counts for the autocorrelations of X and T











To account for imperfect antibunching, following Eqs. (B.23) to (B.26) the results for g (2)XX(τ),
g (2)TT (τ) and g
(2)





· g (2)pure(τ)+ 1+ζ1+ζ2
(1+ζ1)(1+ζ2)
, (B.34)
and for ζ1 = I 0|1〉/I B1 and ζ2 = I|2〉0/I B2 the respective background intensity ratios ζX and ζT for
the spectral bands of X and T were inserted.
Figs. B.8 (a)–(c) show fits of Eq. (B.34) (solid gray lines) to the normalized coincidence
counts of hCNT B from Section 5.4 for the autocorrelation of X (light green), the autocorre-
lation of T (light red), and the crosscorrelation of X and T (lavender). As in Section B.3, all
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rates in the model as well as ζX and ζT were fixed by fitting to the autocorrelation data of X
and T and the MSS model was then tested by comparing the crosscorrelation data of X and
T with the resulting functional dependency of g (2)XT(τ).
While the quality of the fits to the autocorrelation data in Figs. B.8 (a) and (b) is compa-
rable to that obtained with the DS2 model in Figs. 5.7 (b) and (d), the prediction for g
(2)
XT(τ)
in the framework of the MSS model is unable to reproduce the crosscorrelation data for
hCNT B in Fig. B.8 (c). Not only is the degree of bunching overestimated as is the case for
the DS1 model in Fig. 5.8 (c), but also the symmetry for reversal of the time delay axis is
broken. While the measured photon coincidence counts were symmetric in Fig. B.8 (c), the
bunching characteristics of the model prediction resembles that of the unequal X and T
autocorrelation for negative and positive time delays, respectively.
This result is understood by observing that for the crosscorrelation measurements a pos-
itive time delay corresponds to the emission of a photon first in the X and then in the T
spectral band, while for negative time delay the order of the emission events is reversed. In
the first case, the system is projected into the ground state after the emission of a photon
from |X〉 and the exciton population must transfer from the ground state to |T〉 for a second
photon to be emitted in the T spectral band. Population trapping into one of the shelving
states is therefore particularly relevant for the |ST〉 state that is directly accessible from |T〉
and the blinking dynamics is governed by the corresponding rates κTs and κ
T
d.
Similarly, for negative time delays the exciton population must transfer from the ground
state to |X〉 and the shelving state |SX〉 with the corresponding rates κXs and κXd determines







unsurprisingly produces asymmetric bunching with respect to the reversal of delay time.
Conversely, the strictly symmetric crosscorrelation data for all investigated hCNTs of both
type A and B provide a strong indication for the absence of multiple shelving states in
the exciton dynamics of hCNTs. Apart from the bunching in crosscorrelation being too
pronounced also in the framework of the MSS model, this finding strongly disfavors any
models that implement additional shelving mechanisms and in particular invalidates the
MSS model.
B.5. Emission from two correlated defect sites in the presence
of a shelving state
To explain the data with weak bunching and antibunching in the crosscorrelation of X and T,
we extended the DS1 model by the introduction of a second defect site. In order to preserve
pronounced antibunching in the autocorrelation of X and T, we further assumed that the
two defect sites are favored to be in opposite charge states. For brevity, this model is termed
the DS2 model in the following.
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Figure B.9.: Simplified sketch of the level scheme used to model a double defect site in the
presence of a shelving state. The charge states of the left and the right defect site change
with rates ΓL and ΓR , respectively, and transitions into equal charge states of both traps are
suppressed by a factor ε< 1. For each charge configuration we consider the ground state |0〉,
the exciton continuum |E11〉, the localized states of the left (|X〉L or |T〉L) and the right (|X〉R
or |T〉R ) defect site and the shelving state |S〉 with their corresponding transition rates. The
graphic is reproduced from [P3].
While the level scheme in Fig. 5.8 (e) in Section 5.4 illustrates this behavior schematically,
a theoretical description of the DS2 model requires a “memory” of the charge state of both
defect sites, even if they are not occupied. A suitable level scheme including this feature is
sketched in Fig. B.9, where a left and a right defect site, L and R, are considered. The two
traps change their charge state with rates ΓL and ΓR , respectively, while a transition resulting
in two equal charge states is suppressed by a factor ε< 1. For fixed charges, the dynamics of
the two defect sites are equivalent to the dynamics in Fig. B.5. Excitation and decay of E11
occur with rates γiabs and γ
i
11, where i is either L (left trap) or R (right trap). The trap states
are populated with rates κiX or κ
i




T depending on their current
charge state. The shelving state |S〉 is populated with rate κis and depopulated with rate κid.
Note that although there are different rates κLs and κ
L





right defect site in the DS2 model, this choice does not conflict with the observed asymmetry
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in the crosscorrelation fit of the MSS model in Fig. B.8 (c). The crucial difference between
both scenarios is that in the MSS model there are different shelving states for X and T, while
for the DS2 model the two defect sites interact with the shelving state with different rates, but
for both defect sites the rates for X and T are identical. By consequence, no strong asymmetry
for g (2) in crosscorrelation is expected for the DS2 model.
The numerical solution of the rate model corresponding to the level scheme in Fig. B.9
can be obtained by solving the system of first-order ODEs from Eq. (B.3), conceptually
identical to the solutions found for the ME, the DS1, and the MSS model. However, there are
64 possible states to be considered making a more structured approach necessary. First, a
master equation for the left defect site as a function of its charge state, succinctly denoted










−γLabs γL11 0 γLΛ(χL)
γLabs −γL11−κLs −κLΛ(χL) κLd 0
0 κLs −κLd 0











`(χL , t )
, (B.35)
where |Λ(χL)〉L is the current configuration of the left localized state depending its charge
state χL , i. e. |Λ(0)〉L = |X〉L and |Λ(−)〉L = |T〉L . Next, a master equation for both defect sites




r(χR ,χL , t )=R(χR ,χL) · r(χR ,χL , t ). (B.36)
Here, the 16×1 vector r(χR ,χL , t ) of occupation probabilities reads
r(χR ,χL , t )=

p|0〉R (t ) ·`(χL , t )
p|E11〉R (t ) ·`(χL , t )
p|S〉R (t ) ·`(χL , t )
p|Λ(χR )〉R (t ) ·`(χL , t )
 (B.37)
and the 16×16 square matrix R(χR ,χL) has the form
R(χR ,χL)=






I4 κRd I4 04
04 κRs I4 L(χL)−κRd I4 04
04 κRΛ(χR )I4 04 L(χL)−γRΛ(χR )I4
 ,
(B.38)
where I4 is a 4× 4 identity matrix, 04 is a 4× 4 zero matrix and |Λ(χR )〉R is the current
configuration of the right localized state depending on its charge state χR , i. e. |Λ(0)〉R = |X〉R
and |Λ(−)〉R = |T〉R .
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Finally, the system of first-order ODEs for r(χR ,χL , t ) is combined with the charging and
discharging dynamics of the two defect sites. As discussed in Section B.2, there is only a
weak dependence of g (2)(τ) on the choice of rates modeling the charging and discharging
dynamics for the case of an occupied trap state. In order not to further increase complexity,
the simplest approach is chosen here, where the corresponding rates are independent of
the occupation of the defect site. This yields the master equation
d
dt
pDS2 (t )=ADS2 ·pDS2 (t ), (B.39)








and the 64×64 square matrix ADS2 has the form
ADS2 =

R(0,0)− (ΓR +ΓL)I16 εΓRI16 εΓLI16 016
ΓRI16 R(−,0)−ε(ΓR +ΓL)I16 016 ΓLI16
ΓLI16 016 R(0,−)−ε(ΓR +ΓL)I16 ΓRI16
016 εΓLI16 εΓRI16 R(−,−)− (ΓR +ΓL)I16
 .
(B.41)
Analogous to I4 and 04 from above, I16 is a 16×16 identity matrix and 016 is a 16×16 zero
matrix.
In order to calculate the g (2) function from the vector pDS2 (t ) of occupation probabilities
using the expression derived in Eq. (B.6),
g (2)(τ)=
〈
I (t )I (t +τ)〉〈
I (t )
〉〈





p(t +τ)〉 , (B.42)
it is now important to observe that there are different states in the system that contribute to
the emission in the X and T spectral bands. In a measurement of the normalized coincidence
counts g (2)(τ), time correlations between start and stop events of all photons detected in
the corresponding spectral bands are performed as discussed in Section 2.5 and therefore
the respective signals are added up. The probabilities in Eq. (B.42) may thus be found by









p| f 〉(∞), (B.43)
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Figure B.10.: Normalized coincidence counts g (2)(τ) for (a) autocorrelation of X (light green),
(b) autocorrelation of T (light red), and (c) crosscorrelation of X and T (lavender) for hCNT B
from Section 5.4. Fits to g (2)(τ) were obtained with the DS1 model (solid pink lines) and the
DS2 model (solid violet lines). The fit parameters for the DS1 model are γabs = 1.0×108 s−1,
γ11 = 4.9×1010 s−1, κX = 5.4×1011 s−1, κT = 2.9×109 s−1, γX = 2.0×109 s−1, γT = 2.0×109 s−1,
κs = 7.8×1011 s−1, κd = 2.9×109 s−1, ζX = 5.8, and ζT = 1.7. The fit parameters for the DS2
model are γLabs = 3.6×109 s−1, γRabs = 3.7×109 s−1, γL11 = 1.3×1010 s−1, γR11 = 1.0×1010 s−1,
κLX = 3.6×107 s−1, κRX = 1.0×108 s−1, κLT = 6.1×106 s−1, κRT = 8.4×106 s−1, γLX = 9.9×109 s−1,
γRX = 3.8×109 s−1, γLT = 1.2×109 s−1, γRT = 1.0×109 s−1, κLs = 3.3×108 s−1, κRs = 1.0×108 s−1,
κLd = 5.4×106 s−1, κRd = 1.8×107 s−1, ΓL = 1.3×107 s−1, ΓR = 2.9×109 s−1, ε = 0.22, ζX = 8.9,
and ζT = 4.9. As in Figs. B.6 (a)–(c), the values of γabs and κs, γLabs and κLs as well as γRabs and
κRs are interdependent and the same fit quality can be achieved with different values for these
rates. The graphics (a)–(c) are reproduced from [P3].
where the sums run over all initial states |i 〉 and final states | f 〉 that contribute to the emis-








p|i 〉(∞) ·p|0(i )〉→| f 〉(τ), (B.44)
where the third sum runs over all possible ground states |0(i )〉 that the system is projected
into after emission from the state |i 〉. This summation is necessary, since |0(i )〉 is not neces-
sarily unique. For example, if both traps are in state |X〉, then after emission of a photon in
the spectral band of X it is undetermined whether the left or the right defect site has been
projected into the corresponding ground state.
We used solutions of Eq. (B.39) of the form pDS2 (t) = exp(t ·ADS2 ) ·pDS2 (0) to compute
Eqs. (B.43) and (B.44) and inserted the results into Eq. (B.42) to obtain the respective g (2)
functions g (2)XX(τ), g
(2)
TT (τ), and g
(2)
XT(τ) for the autocorrelations of X and T as well as the cross-
correlation of X and T. To account for imperfect antibunching, we followed the calculations
in Eqs. (B.23) to (B.26) in order to substitute the simulated g (2) functions g (2)XX(τ), g
(2)
TT (τ) and
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and introduced two background intensity ratios ζX and ζT for the spectral bands of X and T
for ζ1 = I 0|1〉/I B1 and ζ2 = I|2〉0/I B2 .
In Figs. B.10 (a)–(c) we compare the fits obtained with the DS1 and the DS2 model for
the correlation data of hCNT B discussed in Section 5.4 as a representative for the class of
hCNTs with weak bunching and antibunching in the crosscorrelation of X and T. For the
autocorrelation measurements of X and T we found a comparable fit quality for the DS1
model (solid pink lines) and the DS2 model (solid violet lines) in Figs. B.10 (a) and (b). For
the crosscorrelation of X and T (Fig. B.10 (c)), however, the DS1 model overestimates both
bunching and antibunching (solid pink line), whereas the DS2 model reproduces the data
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