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Abstract
Particle chance constrained rapidly-exploring random trees (PCC-RRT) is a sampling-
based path-planning algorithm which uses particles to approximate an uncertainty
distribution. In this thesis, we study the use of PCC-RRT on an autonomous parafoil.
Specifically, we explore the behavior of PCC-RRT in a computationally constrained
environment by studying the tradeoff between the number of samples and number of
particles per sample and its effect on miss distance in single-threaded coded with a
time constraint. We compare the results generated with the PCC-RRT planner to the
equivalent data from a nominal planner using rapidly-exploring random trees (RRT)
to determine the effect of robustness.
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Chapter 1
Introduction
Payload delivery via autonomous parafoil is currently used by the U.S. military. Al-
gorithms must be devised to guide the parafoil to its target location. Existing parafoil
guidance systems use the BLG (band-limited buidance) algorithm. A disadvantage of
BLG is that it is not robust to wind, whereas PCC-RRT (particle chance constrained
rapidly-exploring random trees) plans using uncertainty. This research uses PCC-
RRT to make the parafoil more robust to uncertainty, specifically in the wind that
confronts the parafoil. This thesis focuses on the performance of PCC-RRT under
the time constraint posed by the parafoil system design.
1.1 Motivation for Payload Delivery Via Parafoil
The U.S. Army must deliver food and supplies to its troops in Afghanistan. Truck
and helicopter are two possible means of delivery. However, these methods are prone
to attack by enemy forces and risk the loss of human life [3]. An alternative delivery
method, autonomous parafoil, has numerous advantages. Most importantly, its au-
tonomous nature minimizes the risk of casualties in the delivery of the goods. It can
deliver thousands of pounds of payload from a high altitude, removing the aircraft
which carries the parafoil from the risk of being shot down [6]. The challenge of
delivery by autonomous parafoil is navigating difficult terrain with uncertain wind
conditions and arriving at a precise location. The repercussions for missing the goal
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are enormous; financial loss is suffered and payload may be retrieved by the wrong
people. Algorithms must be devised to plan a trajectory and guide the payload from
the time that it is dropped from an airplane until it reaches the goal. These algo-
rithms must account for terrain, wind, and other obstacles as they plan and direct
the parafoil’s motion.
1.2 Existing Solution
The current sequence of events in a parafoil drop is as follows [4]. When a parafoil
is dropped from its carrier aircraft, it enters the homing stage, where it moves away
from the airplane toward its goal. Once it is roughly in the vicinity of the goal, it
enters the energy management phase, where it travels in a figure-eight pattern over
the goal as its altitude decreases. When the altitude of the parafoil is sufficiently low,
the parafoil enters final approach, or lookup phase, which is where the path planning
algorithm, such as BLG or PCC-RRT, plans and guides the parafoil. Lastly, the
parafoil enters the flare phase, where it prepares to land at its target, facing into the
wind. Figure 1-1, from [5], section III, illustrates the five phases of parafoil descent.
Draper Laboratory has developed an algorithm called band-limited guidance (BLG)
to plan trajectories for the parafoil in the lookup mode. It works reasonably well, but
its use has resulted in a high number of outliers [5]. The existence of these outliers is
oftentimes due to BLG’s lack of robustness to wind variation [5]. The BLG algorithm
is also restricted to starting at a particular altitude due to its computational needs [7].
1.3 General Approach and Computational Con-
straints
The goal of this project is to develop a planner which addresses the deficiencies of
BLG while offering numerous other advantages [7] [8]. We use PCC-RRT, a sampling-
based probabilistic algorithm [14]. PCC-RRT maintains robustness to various forms
of uncertainty, including wind, by maintaining a set of particles for each sample.
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Figure 1-1: Parafoil Flight Phases, from [5], Section III
The particles are simulated forward to predict the effects of the uncertainty on the
vehicle’s trajectory in future. The particles represent the parafoil’s state distribution
at a particular point. The degree of allowed risk can be specified, and PCC-RRT
ensures in real time that each predicted trajectory’s uncertainty does not exceed this
value [7].
PCC-RRT offers many other advantages in addition to its robustness to wind. As a
sampling-based algorithm, it has the ability to quickly explore high dimensional state
spaces without needing to discretize the state space. Paths are created incrementally
and the algorithm scales well to large problems. Additionally, as a sampling-based
algorithm, PCC-RRT can handle vehicles with complex dynamics in an environment
with obstacles and other complex constraints [7].
PCC-RRT replaces BLG for planning the parafoil trajectories and guiding the
parafoil in the lookup mode of the parafoil’s descent. The system design is such that
the planning algorithm is called at 1 Hz [5] with the current state of the system.
Thus, not only must the planning algorithm compute a feasible path, but it must
return a commanded heading rate within a constrained amount of time.
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The CC-RRT algorithm scales with the time and space allotted to it. With more
time, more nodes will be added to the tree, further exploring the sample space. In
PCC-RRT, there is a tradeoff between increasing the number of nodes and better
representing the uncertainty distribution for each node by using more particles per
node. Thus, with a fixed amount of computation time, we can either grow a tree
with more nodes and fewer particles per node, or we can grow a tree with fewer nodes
and more particles per node. The computational constraints of PCC-RRT result
from the way RRT algorithms function in general. RRT algorithms grow the tree
continually, select paths occasionally, and prune the tree as the nodes are traversed.
The computational resources, time and space, are fixed in this problem, necessitating
the samples-particles tradeoff.
1.4 Contributions
We explore the effect of computational constraints on the performance of PCC-RRT in
a software simulation of the parafoil drop. The number of particles used in PCC-RRT
is a tunable parameter. Under a time constraint, increasing the number of particles
per sample will decrease the number of samples generated due to the amount of
time required to maintain the particles. We study the tradeoff between number of
samples and number of particles under the 1 Hz computation constraint. We compare
the results against the results generated from running RRT, which is not robust to
uncertainty.
Although RRT is not robust to uncertainty, it has advantages in the parafoil
problem. Since particles do not have to be maintained in RRT, the algorithm has
more time to add samples to the tree. Thus, RRT generally produces more paths than
PCC-RRT does given the same amount of computational resources. Additionally,
RRT can deal with wind by replanning at every timestep.
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1.5 Structure of Thesis
In subsequent chapters, we explain algorithms used, parafoil environment, software
setup, and simulation results. Chapter 2 describes the three path planning algorithms
discussed in the paper: BLG, the existing solution developed by Draper Laboratory,
RRT, the algorithm upon which our parafoil planner is based, and PCC-RRT, the
solution we use. Chapter 3 describes the physical setup of the payload delivery via
parafoil problem. Chapter 4 notes the changes made to the existing RRT software to
make it compatible with this problem. Chapter 5 discusses the performance of the
algorithm under the timing constraint. Specifically, it explores the tradeoff between
nodes and particles in PCC-RRT. We compare these results against those from RRT.
Chapter 6 explores the implications of our results and proposes future work.
19
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Chapter 2
Path Planning Algorithms
In this chapter, we discuss path planning algorithms. We start with BLG, the algo-
rithm currently used for planning during the lookup phase of the parafoil guidance
system developed by Draper Laboratory. We then describe the RRT path-planning
algorithm [13], which forms the basis for PCC-RRT. Lastly, we describe PCC-RRT,
developed by Luders, Kothari, and How in 2010 [14], which accounts for uncertainty
when planning. PCC-RRT is the algorithm used for the simulation results discussed
in Chapter 5. All three path planning algorithms are used to solve the same problem,
that of guiding a parafoil from an initial state to a goal state while handling terrain
and wind uncertainty.
2.1 Band-Limited Guidance (BLG)
Band-limited guidance, developed by Draper Laboratory as part of the parafoil guid-
ance system, is a deterministic path-planning algorithm [5]. It is invoked during
the lookup phase of the parafoil’s flight, when the parafoil is a few hundred meters
above the goal. BLG is an optimization-based algorithm which chooses a heading
rate command to minimize a weighted sum of miss distance and improper heading.
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2.1.1 BLG Algorithm
As input, BLG takes current state values: position, heading, descent rate, current
wind, and the derivative of heading with respect to altitude as a function of altitude.
It returns a heading rate command. It requires knowledge of the parafoil dynamics
and terrain. As with all the algorithms discussed in this chapter, the objective of
BLG is to guide the parafoil to the goal given the terrain and wind.
BLG first integrates the equations governing parafoil dynamics to calculate the
anticipated miss distances x and y, and heading ψ when the parafoil hits the ground.
BLG then parameterizes the heading rate with ψ′(h) =
∑M
k=0 ψ
′
k
sin(ξk)
ξk
, where ξk =
pi(h−∆h)
∆h
. ∆h and M are constants, chosen based on the initial altitude, goal altitude,
and descent rate [17]. Thus, in order to compute ψ′(h), BLG must find the five
parameters ψ′k, which are the turning rates at multiples of ∆h. To do so, BLG
minimizes a weighted sum of x2, y2, and sin(∆ψ/2)2 in order to penalize improper
northing, easting, and heading at goal. The results of the minimization are the
ψ′k parameters, from which we can compute ψ
′(h), the derivative of heading with
respect to altitude as a function of altitude. Since BLG must return a heading rate
command, it multiplies ψ′(h) by the derivative of altitude with respect to time to
generate a heading rate command. BLG repeatedly solves this optimization problem
at 1 Hz during the lookup phase of the parafoil’s descent to guide the parafoil toward
the goal.
2.1.2 Advantages/Disadvantages of BLG
Advantages of BLG include its deterministic nature and that it lands the parafoil
within a reasonable distance from the goal most of the time. A disadvantage of BLG
is that it results in a number of drops with a large miss distance [5]. Results from
running BLG on a parafoil show that nine out of twelve drops were within a three
hundred meter radius of the goal [5], and the other three were more than four hundred
meters away from the goal. It is believed that the landing dispersion is caused by a
lack of knowledge of the current and future wind [5].
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2.2 Rapidly-Exploring Random Trees (RRT)
As an alternative to BLG, we discuss RRT, which is the baseline algorithm for our
parafoil simulations. RRT is a randomized sampling-based path planning algorithm
and thus offers the advantages of such algorithms, such as the ability to verify complex
contraints path-wise and no need to discretize the state space [8]. It forms the basis
for PCC-RRT, discussed in the subsequent section.
RRT plans paths in real time by sampling the space and growing a tree of feasible
trajectories. It periodically chooses the best path in the tree to be executed, where
the best path is determined by some cost function. RRT prunes tree nodes as the
vehicle passes them.
2.2.1 RRT Algorithm
The RRT algorithm requires a start state x0 and a goal region Xgoal along with time-
dependent obstacle regions and input constraints. It also requires a state transition
equation for the system, xt+1 = f(xt, ut, wt), where xt is the state vector, ut is the
input vector, and wt is the disturbance. It is assumed that wt itself is unknown, but
its probability distribution is known.
The objective of the RRT algorithm is twofold. Firstly, the algorithm must return
a path that reaches the goal region while avoiding obstacles and satisfying the input
constraints at every time step. Additionally, if there are many possible paths, RRT
must return a path which minimizes a given cost function [13].
To solve the path-planning problem described above, the algorithm constructs a
rapidly-exploring random tree data structure rooted at xt, where each vertex of the
tree is in the non-obstacle region. These vertices are feasible states of the parafoil;
any point can be sampled, but it is only put in the tree if it is feasible. Each edge
of the tree corresponds to a path from one state to another that avoids intermediate
obstacle states. Thus, the tree contains feasible trajectories from the current state
toward the goal. After every iteration of tree growth, the algorithm chooses the best
path to be executed by the system and tree growth repeats.
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More precisely, the RRT algorithm for growing the tree proceeds as shown in
Algorithm 1 [13].
Algorithm 1 Tree Expansion Algorithm for RRT
1: Pick a random sample xsamp
2: Find the M nodes in the tree that are nearest to xsamp
3: for m ≤M nearest nodes, sorted do
4: Let Nnear be the current node in the nearest nodes list and let xt+k be the
final state of Nnear
5: while xt+k is not in the obstacle region at time t+ k and has not yet reached
xsamp do
6: Select an input from the set of valid inputs
7: Simulate the state at the next step using vehicle dynamics
8: Create intermediate nodes if necessary
9: Increment k
10: end while
11: for each feasible node N in the tree do
12: Update cost estimates for N
13: Add N to the tree
14: Try connecting N to the goal region
15: if exists a feasible connection to the goal region then
16: Update the upper-bound cost-to-go of N and its ancestors
17: end if
18: end for
19: end for
The algorithm selects a sample, finds the nodes in the tree nearest to it, and tries
to connect the sample to the tree by simulating trajectories. Once the sample is
connected to the tree, the algorithm tries to connect the new nodes directly to the
goal.
Various sampling strategies, both global and local, are probabilistically used in
line 1. Similarly, the distance metric for computing nearest nodes is determined
probabilistically. An exploration metric, based on cost-to-go, is sometimes used, and
a path optimization metric, based on predicted total path length, is sometimes used.
Additionally, m, the number of times the algorithm tries to connect the node to the
sample (in line 3), must be strategically chosen. Pruning of the tree is done in line
16 to eliminate paths that will never be chosen based on their costs.
A vehicle planning with the RRT algorithm must execute the plan while growing
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the tree, adapting to the changing environment. Algorithm 2 presents an algorithm
which grows the tree and executes the path concurrently in real time [13].
Algorithm 2 Real-Time RRT Algorithm
1: Initialize the tree
2: while current state is not in goal region do
3: Update the current state and state constraints
4: Propagate the state forward by one timestep using vehicle dynamics
5: while time remaining for this timestep do
6: Use the above algorithm to grow the tree
7: end while
8: Determine best path
9: if no feasible paths then
10: Do a default action and skip to line 18
11: end if
12: Repropagate the best path (result from line 4) using vehicle dynamics
13: if Repropagated best path is feasible then
14: Apply best path
15: else
16: Remove infeasible portion of best path and go to line 8
17: end if
18: Increment time by one timestep
19: end while
The real-time RRT algorithm advances at a given timestep (in seconds). Between
each advance, the algorithm updates the state and propagates it to the end of the
timestep. RRT roots the tree at the node whose trajectory it has chosen to follow and
grows the tree for the rest of the time available. After the tree growth, the best path
is selected based on the path costs, and the trajectory is repropagated to ensure its
feasibility. If the path is feasible, the algorithm executes it. Otherwise the infeasible
path is pruned and the algorithm searches for a new path.
2.2.2 Advantages/Disadvantages of RRT
There are several advantages of using RRTs for path-planning. In contrast with other
probabilistic algorithms, RRT is biased toward exploring previously unexplored states
[10]. Additionally, if the states xrand are sampled from a particular probability density
function, the vertices of the RRT will be distributed according to that function,
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which is helpful for biasing a search. The RRT algorithm works well for real-time
path planning in high-dimensional spaces in systems with complex dynamics [13].
Another advantage of RRT is its dynamic feasibility. Since the planner uses the
vehicle’s dynamics, every path in the tree can be followed by the vehicle.
The main disadvantage of the RRT algorithm is that it does not incorporate
uncertainty in the planner; either a state is feasible or it is not feasible. RRT copes
with wind and other uncertainties by replanning at every step. However, replanning
is not always sufficient, such as in the case where a vehicle must maneuver around
an obstacle. RRT will usually generate paths which are very close to the side of the
obstacle. At any point along a path close to the side of an obstacle, the vehicle has
a high probability of colliding into the obstacle before the next step. RRT’s coping
with uncertainty by replanning, rather than by incorporating uncertainty into the
planner, is insufficient in such a case. PCC-RRT improves upon this deficiency in its
robustness to uncertainty.
2.3 Particle Chance Constrained Rapidly-Exploring
Random Trees (PCC-RRT)
CC-RRT uses chance constraints to make RRT robust to uncertainty. The moti-
vation for using chance constraints for the path-planning problem stems from the
uncertainty present in many environments. Ideally, a planner would find a path that
is guaranteed to be safe. However, that path may not exist when there is a high level
of uncertainty in the system. Thus, [14] uses probabilistic constraints to ensure that
the algorithm properly trades off between conservatism in the planner and the risk of
path infeasibility. The CC-RRT algorithm contains a notion of the feasibility of an
entire path in addition to the feasibility of a particular state.
CC-RRT theory assumes linear systems and Gaussian noise. CC-RRT is built on
RRT, but instead of growing a tree of feasible states, it grows a tree of state distri-
butions which have a sufficiently high probability of being feasible. CC-RRT picks a
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sample, propagates it forward, and checks to see if the new path is probabilistically
feasible. Under Gaussian noise and linear dynamics, the state distribution of the
vehicle is Gaussian [14], so the algorithm propagates the state distribution forward
by maintaining the conditional mean and covariance at each step.
In this section, we describe the particle version of CC-RRT, introduced in [12],
which, unlike CC-RRT, allows for non-linear systems and non-Gaussian noise. In
contrast to CC-RRT, which grows a tree of state distributions, PCC-RRT approx-
imates state distributions with particles. Increasing the number of particles better
represents the true uncertainty. The feasibility of a particular state can be computed
by comparing the number of feasible particles with the total number of particles at a
node.
PCC-RRT plans paths in real time by sampling the space and growing a tree of
probabilistically feasible paths. Each node in the tree consists of a set of particles
which approximate the state distribution at that point. Particles are propagated
forward using the vehicle dynamics and the predicted wind, and feasibility of a node
is computed by considering the feasibility of its particles. Each path in the tree has
an average likelihood of feasibility above a specified amount, and the same is true for
each node in the tree. PCC-RRT chooses the best path in the tree for the vehicle to
execute.
2.3.1 PCC-RRT Algorithm
Much like RRT, the PCC-RRT algorithm requires a state transition equation for the
system, xt+1 = f(xt, ut, wt), where xt is the state vector, ut is the input vector, and
wt is the disturbance. It is assumed that x0 and wt are from some known probability
distribution but their exact values are not known. Thus, the uncertainty is in the
initial state x0 and in the noise wt. The noise does not have to be Gaussian but the
wt’s must be independent and identically distributed. CC-RRT also requires a goal
region Xgoal and allows for time-dependent obstacle regions and input constraints.
The objective of the PCC-RRT algorithm is twofold. Firstly, the algorithm must
return a path that reaches the goal region while avoiding obstacles and satisfying
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the input constraints at every time step. The path must also satisfy a minimum
probability of feasibility for each timestep and for the path as a whole. Additionally,
if there are many possible paths, must RRT return a path which minimizes a given
cost function.
The number of particles at each node is denoted by Pmax. The minimum likelihood
of feasibility required for a given node to be considered feasible is psafenode. Similarly, p
safe
path
is the minimum likelihood of path feasibility required for a given path to be considered
feasible. Computation of node and path feasibility takes the particle weights into
account.
The tree expansion algorithm for PCC-RRT is shown in Algorithm 3 [12]:
Algorithm 3 Tree Expansion Algorithm for PCC-RRT
1: Pick a random sample xsamp
2: Find the M nodes in the tree that are nearest to xsamp
3: for m ≤M nearest nodes, sorted do
4: Let Nnear be the current node in the nearest nodes list
5: Let xt+k|t, wt+k|t be the set of feasible particles at Nnear with their respective
weights
6: while
∑
pwt+k|t ≥ psafenode and P pathk ≥ psafepath and xt+k|t has not yet reached xsamp
do
7: Resample particles up to count of Pmax, using weights wt+k|t
8: Select an input from the set of valid inputs
9: for each particle p do
10: Simulate the particle state xt+k+1|t using vehicle dynamics and sampled
disturbance wt+k
11: Assign weight wt+k+1|t to the particle
12: end for
13: Remove infeasible particles
14: Let P pathk+1 = P
path
k ∗
∑
pwt+k|t
15: Increment k
16: end while
17: for each probabilistically feasible node N in the tree do
18: Update cost estimates for N
19: Add N to the tree
20: Try connecting N to the goal region
21: if exists a probabilistically feasible connection to the goal region then
22: Update the upper-bound cost-to-go of N and its ancestors
23: end if
24: end for
25: end for
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Note that the PCC-RRT tree expansion algorithm is very similar to the RRT tree
expansion algorithm. One of the main differences is that PCC-RRT uses a notion of
probabilistic feasibility rather than absolute feasibility. Additionally, each particle in
a node, rather than a fixed state in a node, must be simulated forward and there is
a notion of weights on the various particles. A path is only added to the tree if its
individual nodes meet the psafenode requirement and if the entire path meets the p
safe
path
bound.
The execution loop for PCC-RRT is identical as the execution loop for RRT
described above, except that instead of updating and propagating the state, PCC-
RRT updates and propagates the particles, which approximate the state distribution.
2.3.2 Advantages/Disadvantages of PCC-RRT
PCC-RRT offers all the advantages of RRT listed above. In addition, PCC-RRT
effectively plans in environments with uncertainty by using chance constraints to
balance planner conservatism and path infeasibility. The use of particles allows the
algorithm to handle non-linear dynamics and non-Gaussian noise. The algorithm
ensures that probabilistic bounds on the feasibility of the entire path as well as on
the feasibility of nodes at each timestep are met.
A disadvantage of PCC-RRT relative to RRT is the increased time needed to
maintain a large set of particles for each node. Since each particle in a node must be
simulated forward rather than one state per node, maintaining each node in PCC-
RRT requires more time than the same task in RRT. Thus, the number of nodes in
a PCC-RRT tree will be smaller than the number of nodes in an RRT tree given the
same amount of computing time.
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Chapter 3
Details of PCC-RRT on Parafoil
The PCC-RRT algorithm was discussed in the previous chapter. In this chapter,
we discuss the adaptation of PCC-RRT to the parafoil. We specifically describe the
parafoil, the wind model, and integration of the terrain.
3.1 Parafoil
The path planning problem we explore is posed in terms of Para-Flite’s Firefly parafoil
[1]. Thus, we use the dynamics and controller of the Firefly parafoil for the software
simulation. The Firefly parafoil (Figure 3-1) is capable of carrying 500 to 2,200 lbs
of payload.
Figure 3-1: Firefly Parafoil from [2]
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3.2 Wind Model
To simulate paths forward in PCC-RRT, the algorithm must determine the expected
disturbance. Since the main disturbance in the parafoil problem is wind, an effective
wind model is needed to predict the future wind. A two-pronged approach is used to
dealing with the wind disturbance [15]. The wind that has been seen until the current
point is first classified into one of three groups. This classification is then used to
determine the level of conservatism that should be used in predicting the future wind.
3.2.1 Wind Classification
PCC-RRT keeps track of the wind it has experienced. Specifically, it records the
altitude and the x, y, and z components of the wind for each timestep. Then, PCC-
RRT classifies a given wind history into one of three classes using a six-dimensional
feature vector [9].
The features are wind magnitude, maximum wind magnitude, change in wind
magnitude with respect to altitude, maximum change in wind magnitude with respect
to altitude, change in wind angle with respect to altitude, and maximum change in
wind angle with respect to altitude. The feature vectors are classified using linear
discriminant analysis into three groups, representing a steady, average, or gusty wind
profile. Figures 3-2, 3-3, and 3-4 show sample profiles that are classified as steady,
average, and gusty, respectively.
3.2.2 Wind Propagation
Given one of these three classes for a particular wind history, we need to simulate
wind of a particular type. We apply a simulated wind of the given type to each
particle to determine where the particle will land. Wind profiles are simulated using
a colored noise model.
The wind propagation step is summarized by the following equation:
wk+1 = wk + ∆h(Awk +Bµ)
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Figure 3-2: Steady Wind Profile from [9]
Figure 3-3: Average Wind Profile from [9]
Figure 3-4: Gusty Wind Profile from [9]
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The planner’s knowledge of the current wind at a particular state is w0 and wk is
the wind propagated k steps forward. The A matrix represents the propagation of
the current wind forward. The B matrix depends on the wind class and determines
how much randomness to include in the particles’ descent. The more windy the
conditions, the larger B will be, and the larger the particle cloud will be when the
parafoil lands. This represents the fact that the parafoil’s landing place has a broader
range of possibilities than if there was less wind. µ is a random sample from a normal
distribution N (0, 1).
3.2.3 Three Modes of Operation
With the wind model in place, we develop three modes of operation for the PCC-RRT
algorithm, each requiring a different setting of the variables in the wind model.
1. Mode 1: w0 = 0, µ = 0. This represents the RRT algorithm. There is no notion
of wind in the planner, although there is wind in the simulation. RRT handles
displacement due to wind by replanning at every step.
2. Mode 2: w0 6= 0, µ = 0. This represents RRT with wind modelling. The current
wind is propagated forward with the wind model, but there is no noise intro-
duced from the sampled Gaussian. Thus, the wind propagation is deterministic
in this case and all particles will have the same predicted result.
3. Mode 3: w0 6= 0, µ 6= 0. This represents full-fledged PCC-RRT. The cur-
rent wind is propagated forward with the wind model and there is a sampled
Gaussian which is scaled by the value of the wind class.
Since RRT is a special case of PCC-RRT in this implementation, we use mode
1 when executing the RRT algorithm rather than using a separate piece of code to
simplify the implementation and testing process.
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3.3 Terrain
Artificial terrain was generated for testing with the PCC-RRT simulation [11]. The
terrain was used to simulate the actual conditions under which the parafoil would fly.
The idea is to randomly generate N two dimensional Gaussian distributions and add
the N peaks with different centers, magnitudes, and variances together for every grid
cell.
The algorithm for generating this terrain is shown in Algorithm 4.
Algorithm 4 Terrain Generating Algorithm
1: Create a 2D grid, initialized to 0, representing initially flat terrain
2: Choose a fixed number of 2D normal/Gaussian peaks to add
3: for each peak do
4: Randomly sample the peak center somewhere in the environment
5: Randomly sample the magnitude and the variance of the peak (mean and
variance both bounded)
6: end for
7: for each cell in the grid do
8: Add elevation from each of the peaks
9: end for
10: Renormalize as needed to be within min and max terrain altitude
Figure 3-5 shows sample simulated terrain. It uses twenty Gaussian distributions.
The blue areas are of low altitude and the red areas are of high altitude.
Figure 3-5: Terrain from [11], in meters
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Chapter 4
Compatibility with
Draper-Developed Parafoil
Guidance System Architecture
An important aspect of this project was the compatibility of our software with the
Draper-developed parafoil guidance software, described by Carter et al. in [5] and
[4]. We will discuss the architecture of the flight software, focusing on the inputs
to and outputs from our planner. Additionally, we will note the changes made to
our software to make it compatible with the flight software and we will discuss the
challenges resulting from the constraints posed by the system.
4.1 Structure of Draper-Developed Guidance Soft-
ware
Figure 4-1, taken from [5], section II, illustrates the architecture of the guidance
system for parafoils. This system was developed by Draper Laboratory for the Joint
Precision Airdrop System (JPADS) program.
In the original verison of the system, the BLG algorithm runs in the guidance
block during lookup phase of the parafoil’s descent, taking the navigation state and a
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Figure 4-1: Architecture of Guidance System, from [5], Section II
wind table as input and returning a heading rate command as output. As previously
noted, the guidance block is called at a rate of 1 Hz.
4.2 Changes Made to Our Software
4.2.1 Code Structure
Since the goal of this project is to replace BLG with PCC-RRT, our software simula-
tion needs to retain the same inputs, outputs, and call rate as the original algorithm
when replacing it.
The original RRT software is written in Java and uses two threads for computation.
The first thread continually grows the tree and selects the best path at a rate of 1
Hz. The second thread simulates the vehicle’s motion at a rate of 50 Hz. The two
threads interact when the simulated vehicle accesses the selected path to execute it.
Additionally, the threads interact when the tree accesses the new state information
to properly prune the tree. The second thread checks whether it has reached a node
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Figure 4-2: Architecture of Original RRT Code
in its current path. When a node in the path has been reached, the second thread
tells the first to prune that node. The first thread then prunes parts of the tree that
are no longer feasible given the new state of the vehicle. Figure 4-2 shows the original
structure of the RRT software. The solid arrows represent the logical flow through
the code. The dashed arrows represent the data passing between the two threads.
The division between the two threads is denoted by the vertical line separating them.
The multi-threaded version of the code is problematic for use in this project since
it does not use the correct inputs, outputs, call rate and threadedness. Thus, a signif-
icant amount of time was spent converting the software into a single threaded entity
which takes the vehicle’s state and returns a commanded heading rate. Figure 4-3
shows the structure of the RRT software after the restructuring. The dashed line
surrounds the Draper-compatible planner, which can be used with our simulation or
with the Draper simulation.
Instead of growing the tree in parallel to processing the new state information,
the Draper-compatible version of the code must execute three tasks every time the
guidance block is called. It must process the new state information, grow the tree,
and select the best path to return.
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Figure 4-3: Architecture of Restructured RRT Code
The most notable challenge in the move from the previous version to the current
version is the introduction of a time constraint. The multithreaded version of the
code does not impose a time constraint on any of the algorithm components since
each thread can retrieve whatever information it needs from the other thread at
any time. In the Draper-compatible version of the code, though, the entire update-
grow-select process must occur within the time alloted for the guidance block to
run. Limiting tree updates and growth to a particular amount of time proved to
be a programming and memory allocation challenge, especially when the number of
particles in PCC-RRT is high and much time is consumed in creating each node.
4.2.2 Methods Used to Impose Real-Timeness
The main method used to introduce real-timeness into our system is time checks
incorporated into the code. Time is checked before each call to grow the tree by
one sample. This one check is not sufficient, however, since generating one sample
with many particles may consume more time than we have. Alternatively, we might
start the call to tree growth just before the end of our allotted time, thus violating
the time constraint. These concerns motivate adding another time check inside the
tree growth function. Since the majority of time spent in tree growth is used for
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Figure 4-4: Distribution of Time Spent in Main Function
simulating the vehicle forward, we check the amount of time remaining whenever we
simulate the vehicle. If we have run out of time, we set the current node to infeasible,
which terminates the vehicle simulation loop and exits the tree growth.
We ran simulations to test the extent to which we achieved real-timeness in our
system. The time cap for the main function was set to 600 ms, to ensure that even
if some cycles ran overtime, they would still be below the 1 second goal. Figure 4-4
shows the distribution of how much time the algorithm spent inside the main function
for a setup with 35 particles. The time spent inside the main function for this setup
is between 600 and 700 ms, illustrating the success of the methods used to ensure
real-timeness in the system. Similar results hold for other problem scenarios.
4.2.3 Simulation and Planner
The post-restructuring RRT software consists of two parts, the planner and the simu-
lation. The planner accepts the parafoil state and returns the heading rate command,
whereas the simulation takes the command and returns a new state. The simulation
was designed to mimic the Draper SWIL simulation, while the planner was designed
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to replace the existing BLG guidance algorithm. Although we only needed to imple-
ment the RRT plannner to replace BLG, implementing the simulation along with the
RRT planner proved to be useful for testing purposes.
4.2.4 Code Language
The original RRT sofware is written in Java. This enables the code to use object-
oriented design and allows programmers to quickly introduce changes without con-
cerning themselves with memory management. Additionally, the Java code uses many
useful classes, such as ArrayList and TreeMap. The Draper-developed flight software
is written in C. Thus, the RRT software’s structural changes were made in Java and
the code was ported to C to be compatible with the Draper guidance software.
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Chapter 5
Performance of PCC-RRT under
Computational Constraints
5.1 Setup
The performance of PCC-RRT was measured by running simulations in C with various
winds, numbers of samples, and numbers of particles, and recording where the parafoil
landed.
5.1.1 Computing Power
The simulations were run using Eclipse and Cygwin on a Dell Latitude D630 laptop
running Windows XP. The laptop runs an Intel Core2 Duo CPU T9300 @ 2.50 GHz,
at 1.97 GHz, and with 3.50 GB of RAM.
5.1.2 Scenario
The simulations were run under the following scenario. The start location was at (-
167, -175, 500) and the goal was at (150, 123, terrain altitude). This goal was chosen
due to its difficulty; it is in a rough area of the terrain. Figure 5-1 shows the terrain
used with the start and end points noted. The initial state is the small blue circle
and the goal is the green circle. Note the roughness of the terrain.
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Figure 5-1: Terrain Marked with Initial State and Goal
5.1.3 Wind Profiles
Two hundred runs were conducted for each data point. A baseline set of twenty
five wind profiles was used in the simulations; each was used eight times. These
profiles were released to us by Draper Laboratory. These wind profiles included those
representing constant wind of various strengths in varying directions, as well as no
wind, and profiles representing wind data gathered from actual parafoil drops.
5.1.4 Tradeoff Between Samples and Particles
In PCC-RRT, more particles will give us a more accurate uncertainty distribution for
the parafoil, whereas more samples will create a better path. Due to the 1 Hz time
constraint, a tradeoff between having many particles per node and generating many
samples exists in the algorithm. Thus, it is important to tune the number of particles
per node to optimize performance. This optimal number of particles will give us a
rich enough tree to properly explore the sample space while providing a sufficiently
detailed measure of the uncertainty at each node.
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5.1.5 Motivation for Increasing Number of Particles
To compute the optimal value for the number of particles, simulations were run using
1, 5, 10, 15, 25, 35, 45, 55, and 65 particles per node. We use increasing numbers
of particles to give us a more accurate uncertainty distribution for the parafoil. Fig-
ures 5-2, 5-3, and 5-4 motivate the use of many particles. These figures show the CDFs
of the distribution of miss distances using the wind model for each wind class [16].
Figure 5-2: Wind Class 1 Figure 5-3: Wind Class 2 Figure 5-4: Wind Class 3
For each of the three classes, the parafoil descent was simulated under the wind
conditions described in the wind profiles in a given class. The miss distances are rep-
resented by the blue bars in the figure. Next, the analytic distribution was computed,
generated by choosing specific A and B wind matrices. The analytic distribution is
denoted by the red curve.
From the figures, we note that the distribution described by the model (red)
accurately reflects the actual miss distances (blue). We also note that the CDFs for
the three classes are different, validating the choice of three wind classes. If we were to
run an infinite number of particles generated using the A and B matrices, we would
get the red line. Thus, including more particles in the planner allows us to more
accurately approximate the uncertainty distribution. This is why we run simulations
using increasingly large numbers of particles.
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5.1.6 Samples Per Cycle
Instead of using the system clock to impose the 1Hz time constraint on the C code, we
ran the equivalent real-time Java code and recorded the average number of samples
generated per cycle for a given number of particles. We then used those averages in
the C code, growing the tree for the average number of cycles from Java. This method
was chosen because the C code is not optimized for time. Thus, the Java code was
used as a baseline for the amount of computation time that the C code should have.
5.2 Results
We present the samples versus particles tradeoff curve in Figure 5-5. Each point
represents the average number of samples per timestep in the Java code corresponding
to a given number of particles per node. Table 5-6 presents the results in tabular form.
Figure 5-5: Samples vs. Particles curve
particles samples/cycle
1 108
5 46
10 19
15 14
25 7
35 4
45 3
55 2
65 2
Figure 5-6: Average Samples Per Cycle
We present simulation results from three modes of PCC-RRT operation as dis-
cussed previously: mode 1 (RRT, 1 particle), mode 2 (RRT with wind, 1 particle),
mode 3 (PCC-RRT, varied numbers of particles). Increasing the number of particles
in modes 1 and 2 will not improve performance since the particles are determinstic
in those modes and are thus identical to each other.
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Figure 5-7: RRT, Mode 1 Figure 5-8: RRT with Wind, Mode 2
Figure 5-9: PCC-RRT, Mode 3, 1 particle Figure 5-10: PCC-RRT, 5 particles
Figure 5-11: PCC-RRT, 10 particles Figure 5-12: PCC-RRT, 15 particles
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Figure 5-13: PCC-RRT, 25 particles Figure 5-14: PCC-RRT, 35 particles
Figure 5-15: PCC-RRT, 45 particles Figure 5-16: PCC-RRT, 55 particles
Figure 5-17: PCC-RRT, 65 particles
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simulation type mode particles mean min max std. dev.
RRT 1 1 125.5 1.5 693.3 123.7
RRT with wind model 2 1 87.1 .2 474.7 84.3
PCC-RRT 3 1 110.6 4.4 517.5 101.3
PCC-RRT 3 5 90.2 3.3 431.0 86.7
PCC-RRT 3 10 112.9 3.6 542.2 95.5
PCC-RRT 3 15 120.5 2.4 648.5 120.3
PCC-RRT 3 25 120.2 6.6 586.4 114.9
PCC-RRT 3 35 124.9 5.1 597.3 111.5
PCC-RRT 3 45 128.7 7.6 561.1 109.1
PCC-RRT 3 55 134.6 4.8 591.4 116.3
PCC-RRT 3 65 122.0 6.1 574.6 111.7
Table 5.1: Summary of Simulation Results (m)
5.3 Conclusion from Results
5.3.1 Optimal Number of Particles
We can determine a good setting for the number of particles from the mode 3 com-
parisons. The number of particles that resulted in simulations with the smallest mean
and standard deviation is 5, with a mean of 90.2 and a standard deviation of 86.7.
Considering the samples and particles tradeoff curve, we see that number of samples
per growth cycle decreases quickly as the number of particles increase. 1 particle
allows for 108 samples per cycle and 15 particles allows for 14 particles per cycle.
Under the conditions of the problem, it seems clear that a large number of samples
is critical for the health of the tree and thus the quality of the best path. More
particles are helpful only when they do not come at the expense of many samples.
The optimal tradeoff between these two factors seems to lie in the 1 particle to 10
particle range, since that enables enough particles to achieve some robustness while
maintaining enough nodes in the tree to select a good path. More work should be
done to determine exactly which number of particles is optimal and whether this is
true under other terrains and parafoil start states.
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5.3.2 Robustness
We can consider the effects of robustness to wind by comparing the performance of
mode 1, mode 2, and mode 3, all with one particle and 108 samples per cycle. Thus,
the difference between the three modes directly compares the effect of inclusion of
the wind model, since the number of samples and particles is constant throughout.
The data show that modes 2 and 3 perform significantly better than mode 1. This
demonstrates that explicitly modeling the wind in the planner is beneficial.
Mode 2 performs significantly better than mode 3. This can be explained by noting
that one particle is not an accurate representation of the uncertainty distribution.
Mode 2 uses one particle with zero mean to estimate the uncertainty, whereas mode
3 uses a random-walk particle. By using zero mean for its one particle, mode 2 will
give a more consistent representation and better results than mode 3.
5.4 Java Versus C Codebases
5.4.1 Correctness of C Code
It should be noted that the majority of the author’s effort was in rewriting the Java
code in C to be compatible with the Draper parafoil guidance system. The behavior
of the C code base is identical to that of the Java code, validating the correctness of
the rewriting effort. Figures 5-18 and 5-19 illustrate the correctness of the C RRT
software relative to the Java software. To test correctness, deterministic versions of
the Java and C codes were used. The code was made deterministic by removing the
dependency on the system clock as well as mocking out the random number generator.
The code was run twenty five times, once on each of the wind profiles used above. As
expected, the resulting histograms are identical.
5.4.2 Speed of C Code
The C code does not run as quickly as the Java code due to the fact that it uses
dynamic memory allocation, which is relatively slow in C. Additionally, the simula-
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Figure 5-18: Deterministic Java Code Figure 5-19: Deterministic C Code
tions were run using Cygwin, which performs slowly relative to C on Linux. As noted
above, slow performance of the C code was accounted for in the simulations by using
the computational constraints from the Java code rather than from the system clock.
5.4.3 Improving Upon Results
Since the code bases perform identically in an algorithmic sense and the timing differ-
ence is accounted for, any undesirable behavior in the RRT simulation results, such
as the long tails of the distributions, is due to the evolving nature of the Java code.
As the parafoil problem is better understood, the sampling strategy, cost function,
and wind model are refined, thereby improving the overall results.
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Chapter 6
Conclusion and Future Work
6.1 Conclusion
In this work, we explore the effect of computational constraints on the parafoil path-
planning problem using PCC-RRT. We first motivate the parafoil path-planning prob-
lem. We then describe BLG, the algorithm used by Draper Laboratory to guide the
parafoil, as well as RRT, the algorithm upon which this work is based, and PCC-
RRT, the main algorithm used in this work. The parafoil itself, as well as the wind
model and terrain, are next introduced. We note the changes made to the existing
RRT software to make it compatible with this problem. Lastly, we show results from
simulations, exploring the tradeoff between samples and particles. We compare the
performance of one-particle PCC-RRT against RRT using the three modes that were
developed. We also note that the C version of the code is faithful to the Java version
in terms of correctness, although it is not optimized for speed and thus runs slower
than the Java version.
We conclude from the results of the simulations that incorporating uncertainty
into the planner in the form of PCC-RRT using a wind model improves performance.
Increasing the number of particles per node is helpful in capturing uncertainty, but
has to be traded off against increasing the number of samples, which are essential for
developing a feasible path. The optimal number of particles appears to be between 1
and 10.
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We see the effects of robustness to uncertainty clearly from the comparisons of
mode 1, which does not contain a wind model, against modes 2 and 3, which do
include a wind model. Even with one particle, modes 2 and 3 perform better than
mode 1. This supports the claim that PCC-RRT’s robustness to uncertainty in the
form of wind helps plan a feasible path for a parafoil to the goal in rough terrain
and uncertain wind conditions. Rather than solely relying on replanning to deal with
wind, as RRT does, modes 2 and 3 model the wind explicitly to be robust to it. The
data thus show wind modeling to be advantageous in dealing with uncertainty. With
46 samples generated per cycle and 5 particles per node in mode 3, we achieve an
average miss distance of 90.2 meters under rough terrain and various wind conditions,
better than the other combinations of samples and particles tested. More work can
be done to optimize the code and improve performance.
6.2 Future Work
6.2.1 Algorithm Improvements
Much work can be done in the future to improve the performance of PCC-RRT under
a time constraint. Firstly, there are other aspects of the algorithm to tune aside
from the number of particles. For example, the sampling strategy, cost function, and
wind model can be adjusted to better solve the planning problem. Specifically, the
algorithm performs poorly on constant wind profiles since it assumes that wind has
zero mean. As the constant wind blows, it shifts the existing tree, causing nodes
which were previously close to the goal drift away from it. Incorporating a non-zero
mean into the wind model will stop the tree from shifting under persistent winds and
will enable the algorithm to find paths which lead closer to the goal. Another area
for future work is in generalizing the particle results to other terrains and parafoil
start points and goals.
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6.2.2 Code Optimizations
Since the PCC-RRT algorithm is heavily time-dependent, increasing the speed at
which the code runs is an important task. Faster code will generate more samples per
timesep, thus better exploring the sample space and returning a better path. Future
optimizations can be divided into two categories. The first are within the realm of
dynamic memory allocation. Improvements can be made to better predict how much
memory will be used at various point in the code and pre-allocate it accordingly
rather than allocate memory only at the point in the code when it is needed. The
other kind of optimization relies on the premise that dynamic memory allocation in
C is slow and thus should be avoided. Therefore, the C code should be restructured
to remove the use of dynamic memory allocation entirely, using data structures other
than dynamic arrays and dynamically allocated tree nodes.
55
56
Bibliography
[1] Firefly - autonomously guided parafoil based load delivery system. http://
defense-update.com/products/f/Firefly_pads.htm.
[2] Firefly guided precision aerial delivery system. http://www.airborne-sys.com/
files/pdf/firefly_1132010_updated.pdf.
[3] Draper laboratory — 2010: Transitioning technology, 2010.
[4] D. Carter, S. George, P. Hattis, M. McConley, S. Rasmussen, L. Singh, and
S. Tavan. Autonomous large parafoil guidance, navigation, and control system
design status. In Proceedings of the 19th AIAA Aerodynamic Decelerator Systems
Technology Conference and Seminar, Williamsburg, Virginia, pages 21–24, 2007.
[5] D. Carter, L. Singh, L. Wholey, S. Rasmussen, T. Barrows, S. George, M. Mc-
Conley, C. Gibson, S. Tavan, and B. Bagdonovich. Band-limited guidance and
control of large parafoils, 2009.
[6] P. Hattis, S. Tavan, and A.N. Soldier. Precision airdrop. Aerospace America,
pages 38–42, 2007.
[7] J. P. How. Draper fiscal year 2012 (dfy12) university r&d (urad) abstract. Pro-
posal for URAD.
[8] J. P. How. Draper fiscal year 2013 (dfy13) university r&d (urad) abstract. Pro-
posal for URAD.
[9] S. Klerman, B. Luders, I. Sugel, and J. P. How. Robust collision avoidance
planning algorithms for an autonomous parafoil. Slides presented at Draper
URAD mid-year review.
[10] S.M. Lavalle. Rapidly-exploring random trees: A new tool for path planning.
1998.
[11] B. Luders. personal communication via e-mail, 2012.
[12] B. Luders and J. P. How. Probabilistic feasibility for nonlinear systems with
non-Gaussian uncertainty using RRT. In AIAA Infotech@Aerospace Conference,
St. Louis, MO, March 2011. (AIAA-2011-1589).
57
[13] B.D. Luders, S. Karaman, E. Frazzoli, and J.P. How. Bounds on tracking error
using closed-loop rapidly-exploring random trees. In American Control Confer-
ence (ACC), 2010, pages 5406–5412. IEEE, 2010.
[14] B.D. Luders, M. Kothariyand, and J.P. How. Chance constrained rrt for proba-
bilistic robustness to environmental uncertainty. 2010.
[15] I. Sugel. Wind model formulation for parafoil cc-rrt. Description of wind model
used for CC-RRT on parafoil.
[16] I. Sugel. personal communication via e-mail, 2012.
[17] O.A. Yakimenko and N.J. Slegers. Using direct methods for terminal guidance
of autonomous aerial delivery systems. Technical report, DTIC Document, 2009.
58
