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ROKHLIN DIMENSION FOR ACTIONS OF RESIDUALLY
FINITE GROUPS
GA´BOR SZABO´, JIANCHAO WU AND JOACHIM ZACHARIAS
Abstract. We introduce the concept of Rokhlin dimension for actions
of residually finite groups on C∗-algebras, extending previous such no-
tions for actions of finite groups and the integers by Hirshberg, Winter
and the third author. We are able to extend most of their results to a
much larger class of groups: those admitting box spaces of finite asymp-
totic dimension. This latter condition is a refinement of finite asymptotic
dimension and has not been considered previously. In a detailed study
we show that finitely generated, virtually nilpotent groups have box
spaces with finite asymptotic dimension, providing a large class of ex-
amples. We show that actions with finite Rokhlin dimension by groups
with finite dimensional box spaces preserve the property of having fi-
nite nuclear dimension when passing to the crossed product C∗-algebra.
We then establish a relation between Rokhlin dimension of residually
finite groups acting on compact metric spaces and amenability dimen-
sion of the action in the sense of Guentner, Willett and Yu. We show
that for free actions of infinite, finitely generated, nilpotent groups on
finite dimensional spaces, both these dimensional values are finite. In
particular, the associated transformation group C∗-algebras have finite
nuclear dimension. This extends an analogous result about Zm-actions
by the first author to a significantly larger class of groups, showing that
a large class of crossed products by actions of such groups fall under the
remit of the Elliott classification programme. We also provide results
concerning the genericity of finite Rokhlin dimension, and permanence
properties with respect to the absorption of a strongly self-absorbing
C∗-algebra.
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Introduction
Since its very beginning, the theory of operator algebras has been strongly
influenced and even motivated by ideas of dynamical nature. The study
of C∗-dynamical systems, i.e. group actions of locally compact groups on
C∗-algebras, is interesting in many ways. An ample reason for this is cer-
tainly the crossed product construction, which naturally associates a new C∗-
algebra to a C∗-dynamical system, reflecting the structure of the group, the
coefficient algebra, and the action. This construction has, by now, proved
to be a virtually inexhaustible source of interesting examples of C∗-algebras.
As such, it is not surprising that the crossed product construction is harder
to understand than most other standard constructions to create new C∗-
algebras. Moreover, crossed products are often simple C∗-algebras of im-
portance in the Elliott classification programme. In view of the astonishing
progess of C∗-algebra classification over the last few years [18, 13, 12, 73],
which is largely driven by the discovery of various regularity properties (see
for example [83, 81, 82, 59, 48, 36, 75, 65, 50, 84, 66, 5]), a natural and
important question appears, which can be regarded as the main motivation
of this paper:
Question. Given a C∗-dynamical system α : Gy A, under what conditions
on α does regularity pass from A to A⋊α G?
Of course, the vague term ‘regularity’ leaves some room for interpreta-
tion, but this question is interesting for all possible versions of regularity.
Within this paper, we will mainly focus on the regularity property of having
finite nuclear dimension, which is an approximation property stronger than
nuclearity. We will also have a secondary focus on D-stability in section 9,
for a chosen strongly self-absorbing C∗-algebra D.
General results on nuclear dimension of crossed products are hard to
come by. What seems to be required is a certain regularity property of the
action. As evidenced by recent developments, Rokhlin-type properties ap-
pear to be very good candidates for such a regularity property. The idea
of defining a Rokhlin property stems from a basic early result in the dy-
namics of group actions on measure spaces, the so-called Rokhlin Lemma.
This result states that a measure-preserving, aperiodic integer action can
be approximated by cyclic shifts in a suitable sense. A von Neumann the-
oretic translation of this approximation was used successfully by Connes
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as a key technique towards classifying automorphisms on the hyperfinite
II1-factor up to outer conjugacy, see [9, 10]. Since then, lots of general-
izations and reinterpretations have emerged within the realm of von Neu-
mann algebras. Preliminary variants of the Rokhlin property emerged in
works of Herman-Jones [22] and Herman-Ocneanu [23] for cyclic group ac-
tions on UHF algebras. Eventually, Kishimoto was successful in fleshing
out the Rokhlin property for integer actions on C∗-algebras, see for in-
stance [37, 39, 38, 40, 41]. Then Izumi started his pioneering work on finite
group actions with the Rokhlin property, see [29, 30]. For a selection of
other papers related to Rokhlin-type properties for C∗-dynamical systems,
see [57, 58, 54, 63, 51, 64, 47, 49, 42, 6, 26, 17]. (This list is not exhaustive)
As powerful as these earlier Rokhlin properties are, most variants share a
common disadvantage. As their definition involves Rokhlin towers consisting
of projections, they impose strong restrictions on the C∗-algebra in question,
ruling out important examples such as the Jiang-Su algebra Z or any other
sufficiently projectionless C∗-algebra. To circumvent this problem, Hirsh-
berg, Winter and the third author introduced the concept of Rokhlin dimen-
sion for actions of finite groups and the integers in [27]. See also [70] for an
extension to Zm-actions. The concept of Rokhlin dimension yields a gener-
alization of many of the commonly used Rokhlin-type properties, motivated
by the idea of covering dimension. Instead of requiring one (multi-) tower
consisting of projections to reflect a shift-type behaviour in the given dynam-
ical system, one allows boundedly many of such towers consisting of positive
elements, the bound defining the dimensional value. It turns out that this
generalization provides a much more flexible concept, while still being strong
enough to be compatible with the regularity property of having finite nu-
clear dimension. For a selection of other papers that, at least in large part,
emerged out of the ideas within [27], see [2, 70, 16, 15, 24, 44, 43, 28, 25, 7].
The main results in [27] are a bound on the nuclear dimension of crossed
products by single automorphisms (i.e. Z-actions) of finite Rokhlin dimen-
sion, a bound for the Rokhlin dimension for minimal actions on finite dimen-
sional compact metric spaces, as well as a permanence result for Z-stability
and a genericity result for finiteness of Rokhlin dimension in the set of all
actions on a given algebra. The first two results were generalized by the first
author to Zm-actions in [70], who also gave a better framework for establis-
ing a bound for the Rokhlin dimension on compact metric spaces requiring
only freeness of the action. This used some crucial topological arguments
inspired by [45, 21], the result of which can be regarded as a topological
version of the classical Rokhlin Lemma. Combined with the nuclear dimen-
sion bound, it shows that C∗-algebras associated to such free and minimal
dynamical systems have finite nuclear dimension and thus fall within the
scope of Elliott’s classification programme. Such nuclear dimension results
were first obtained by Toms and Winter in [77] by different methods.
The main purpose of this paper is to generalize the concept of Rokhlin
dimension to actions of all countable, discrete and residually finite groups
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and to extend the results from [27] and [70] to this setting. Moreover, we
enlarge the class of C∗-dynamical systems under consideration to non-unital
C∗-algebras, and cocycle actions instead of ordinary actions.
Definition A. Let A be a separable C∗-algebra, G a countable, residually
finite group and (α,w) : Gy A a cocycle action. The (full) Rokhlin dimen-
sion of α is defined as the infimum of natural numbers d such that for any
finite-index subgroup H of G, there exist equivariant c.p.c. order zero maps
ϕl : (C(G/H), G-shift) −→ (F∞(A), α˜∞) , for l = 0, . . . , d
with ϕ0(1) + · · ·+ ϕd(1) = 1.
Here the left-hand side involves the canonical action of G on the algebra
of functions over the finite quotient G/H, while on the right-hand side,
F∞(A) is Kirchberg’s central sequence algebra and α˜∞ is the action on
F∞(A) naturally induced from α (see Definition 4.8). The definition can
be refined by considering only a sufficiently separating sequence σ of finite-
index subgroups, and the separability of A is not an essential prerequisite
for the definition (see Definition 4.4). In fact, the whole setting can be
generalized to include also uncountable groups. We also give an equivalent
characterization involving approximate towers of positive elements on the
algebraic level, in the spirit of [27] (see Proposition 4.5).
The benefit of this generalization is threefold: it not only allows us to
study a wider class of examples, but also unifies all the arguments made
(so far separately) for finite groups and the integers, and provides a clearer
conceptual picture for how the Rokhlin dimension relates to C∗-algebraic
regularity properties such as the nuclear dimension. The crucial insight is
that the applications of the Rokhlin dimension require a complementary
ingredient of coarse geometric nature, namely the box space σG (in the
sense of Roe, see [60, 11.24]) associated to a residually finite group G and
some chosen sequence of finite-index subgroups σ = (Gn)n. It turns out
that a group yields an interesting Rokhlin dimension theory if it admits
a box space with finite asymptotic dimension. This insight culminates in
Theorem 5.2, where we establish the following upper bound for the nuclear
dimension of (twisted) crossed products:
Theorem B. For every C∗-algebra A and every cocycle action (α,w) : Gy
A, we have the upper bound
dim+1nuc(A⋊α,w G) ≤ asdim+1(σG) · dim+1Rok(α, σ) · dim+1nuc(A) .
In the above inequality, the dimensions appearing on the right-hand side
are the asymptotic dimension of the box space for σ, the Rokhlin dimen-
sion of α along σ, and the nuclear dimension of the coefficient algebra A,
respectively. For notational convenience, each dimension in the formula is
increased by 1, as denoted by the superscripts. By introducing box spaces
in this context, this bound is improved and gives a coarse geometric inter-
pretation of the ad-hoc constants appearing in previous such estimates.
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The asymptotic dimension and the box space construction have individ-
ually played significant roles in coarse geometry and have had remarkable
applications to the Baum-Connes conjecture; however, to the best of the
authors’ knowledge, this is the first time the effects of combining these two
notions come under careful investigation. We conduct such an investigation
from a general point of view in Section 2, even before we can generalize the
Rokhlin dimension theory. It turns out that some care has to be taken in
the choice of the finite-index subgroups featuring in the box space but that
good choices always exist (see Definition 2.5 and Corollary 2.10). We also
give a key characterization of the asymptotic dimension in terms of parti-
tions of unity in Lemma 2.13 that is geared towards our main application
in Theorem 5.2.
A central question in Sections 2 and 3 is what groups admit box spaces
with finite asymptotic dimension, a condition that is vital for the applica-
tions of our Rokhlin dimension theory. This is certainly satisfied for finite
groups and the integers, and was already (implicitly) crucial in the exist-
ing theory for these groups. On the other hand, it follows from classical
results in coarse geometry that such a condition implies the amenability of
the group. We devote the entire Section 3 to proving the following (see
Theorem 3.10):
Theorem C. Every finitely generated, virtually nilpotent group admits a
box space with finite asymptotic dimension.
This provides a reasonably large class of groups to which Theorems B
and F can be applied. Our proof is done by developing a criterion for a
discrete subgroup of a locally compact group to have finite dimensional box
spaces that involves the existence of a sequence of expanding automorphisms
of the group. For nilpotent groups, we then apply this to known embeddings
into certain Lie groups. For further examples of groups with finite dimen-
sional box spaces, see a preprint by Finn-Sell and the second author [14],
which was inspired by and improves the results on box spaces in this paper.
Among other things, it is shown there that for every virtually polycyclic
group, there exists some box space whose asymptotic dimension is at most
the Hirsch length of the group.
There are further interesting connections of our work to ongoing devel-
opments in dimension theory for topological dynamics. Recently, Guentner,
Willett and Yu have invented various stronger versions of amenability of
discrete group actions on compact metric spaces, see [19, 20]. In particular,
they introduced for such actions a notion that may be termed amenabil-
ity dimension1. This is a dynamical analogue of asymptotic dimension, the
1Our choice of this terminology “amenability dimension” is based on an early draft of
Guentner, Willett and Yu, where they used the term “d-amenable” to denote what we call
having amenability dimension at most d. Since then, they have generalized the notion to
what they call “d-BLR”, which is closely related to the dynamic asymptotic dimension
defined in the same paper (see [20, Remark 4.14]).
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finiteness of which may be regarded as a strong form of amenability of the
action. The original motivation to introduce amenability dimension was
to facilitate the computation of K-theoretic invariants, and in particular to
prove the Farrell-Jones conjecture or the Baum-Connes conjecture in certain
cases. In fact, their work is in part inspired by the pioneering work of Bar-
tels, Lu¨ck and Reich on the Farrell-Jones conjecture for hyperbolic groups
in [4]. Somewhat surprisingly, there is a theorem among Guentner-Willett-
Yu’s results that showcases the compatibility of amenability dimension with
nuclear dimension, in a similar fashion as for Rokhlin dimension. This raises
the question to what extent amenability dimension and Rokhlin dimension
are related concepts. After examining amenability dimension in rather C∗-
algebraic terms, we show that for groups with finite dimensional box spaces,
the two dimensional invariants are of the same order of magnitude (see The-
orem 6.2):
Theorem D. Let A be a C∗-algebra, G a residually finite group admitting
a box space with finite asymptotic dimension, and (α,w) : Gy A a cocycle
action. Then the Rokhlin dimension of (α,w) is finite if and only if its
amenability dimension is finite.
As a major application of this result together with techniques developed
in [70] and some geometric group theory, we extend the finiteness results for
Rokhlin dimension to free actions of infinite, finitely generated, nilpotent
groups on finite dimensional compact metric spaces, see Corollary 7.6. When
combined with the astounding recent progress in the Elliott programme
by many hands [18, 13, 12, 73], this shows that a large class of simple
transformation group C∗-algebras associated to actions of nilpotent groups
is classifiable (see Theorem 7.9):
Theorem E. Let G be a finitely generated, infinite, nilpotent group and X a
compact metric space of finite covering dimension. Let α : Gy X be a free
and minimal action. Then the transformation group C∗-algebra C(X) ⋊α G
is a simple ASH algebra of topological dimension at most 2.
This considerably extends results which previously have only been known
for Z and Zm-actions. We point out that some time after the initial preprint
version of this paper was published, Bartels [3] independently proved a simi-
lar finiteness result for more general actions of virtually nilpotent groups, by
using slightly different methods. As a consequence, Theorem C can be ex-
tended from nilpotent groups to virtually nilpotent groups (cf. Theorem 8.8).
In the case of noncommutative coefficient algebras, we also explore gener-
alizations of some other results from [27]. Firstly, we investigate the notion
of Rokhlin dimension with commuting towers and its relation to another type
of important C∗-algebraic regularity property — D-stability for a strongly
self-absorbing C∗-algebra D. We show that for groups with finite dimen-
sional box spaces, finite Rokhlin dimension with commuting towers allows
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D-stability to pass from the coefficient C∗-algebra to the (twisted) crossed
product (see Theorem 9.6):
Theorem F. Let A be a separable, D-stable C∗-algebra, let G be a countable,
residually finite group admitting a box space with finite asymptotic dimen-
sion, and let (α,w) : G y A be a cocycle action having finite Rokhlin di-
mension with commuting towers. Then the twisted crossed product A⋊α,wG
is D-stable.
Secondly, we examine the genericity of cocycle actions with small Rokhlin
dimension on Z-stable or UHF-stable C∗-algebras (see Theorem 10.10 and
Theorem 10.14):
Theorem G. Let G be a discrete, finitely generated and residually finite
group and let A be a separable C∗-algebra. Then among all cocycle actions
(α,w) : Gy A,
(1) those with Rokhlin dimension 0 are generic if A tensorially absorbs
the universal UHF algebra;
(2) those with Rokhlin dimension at most 1 are generic if A tensorially
absorbs the Jiang-Su algebra.
The paper is organized as follows. In Section 1, we fix some notations
and review the existing Rokhlin dimension theories for finite groups and
Zm. Section 2 develops the theory for the asymptotic dimension of box
spaces from a general point of view, while Section 3 focuses on its finiteness
for finitely generated virtually nilpotent groups. Section 4 discusses the
definitions and basic properties of the Rokhlin dimension for residually finite
groups. Section 5 elaborates its application to the nuclear dimension of
crossed products. Sections 6 and 8 study the amenability dimension and
relate it to the Rokhlin dimension, while Section 7 applies our theory to
free minimal actions of nilpotent groups on finite dimensional metric spaces.
Section 9 investigates Rokhlin dimenison with commuting towers and its
application to D-stability. Section 10 establishes the genericity of finite
Rokhlin dimension for actions on D-stable algebras.
Acknowledgements. The authors would like to express their gratitude
to Rufus Willett and Guoliang Yu for some very helpful discussions. More-
over, the authors are grateful to Siegfried Echterhoff, Stuart White and
Wilhelm Winter for pointing out a number of inaccuracies in a previous
preprint version of this paper.
1. Preliminaries
Notation 1.1. Unless specified otherwise, we will stick to the following
notations throughout the paper.
• A denotes a C∗-algebra.
• α denotes a group action on a C∗-algebra or a compact metric space.
• G denotes a countable, discrete group.
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• If M is some set and F ⊂M is a finite subset, we write F⊂⊂M .
• For ε > 0 and a, b in some normed space, we write a =ε b as a
shortcut for ‖a− b‖ ≤ ε.
• Assume that “dim” is one of the notions of dimension that appear
in this paper, and X an object on which this dimension can be eval-
uated. Then we sometimes use the convenient notation dim+1(X) =
1 + dim(X).
First we recall the existing notion of Rokhlin dimension for finite group
actions and Zm-actions on unital C∗-algebras:
Definition 1.2 (cf. [27, 1.1]). Let A be a unital C∗-algebra, G a finite group
and let α : Gy A be an action. We say that α has Rokhlin dimension d, and
write dimRok(α) = d, if d is the smallest natural number with the following
property:
For all F⊂⊂A, ε > 0, n ∈ N, there exist positive contractions (f (l)g )l=0,...,dg∈G
in A satisfying the following properties:
(a) 1A =ε
d∑
l=0
∑
g∈G
f (l)g ;
(b) ‖f (l)g f (l)h ‖ ≤ ε for all l = 0, . . . , d and g 6= h in G;
(c) αg(f
(l)
h ) =ε f
(l)
gh for all l = 0, . . . , d and g, h ∈ G;
(d) ‖[f (l)g , a]‖ ≤ ε for all l = 0, . . . , d , g ∈ G and a ∈ F .
If there is no such d, we write dimRok(α) =∞.
Notation. When considering actions of Zm in this section, we denote
Bn = {0, . . . , n− 1}m ⊂ Zm.
Definition 1.3 (cf. [70, 1.6]). Let A be a unital C∗-algebra, and α : Zm y A
an action. We say that α has Rokhlin dimension d, and write dimRok(α) = d,
if d is the smallest natural number with the following property:
For all F⊂⊂A, ε > 0, n ∈ N, there exist positive contractions (f (l)v )l=0,...,dv∈Bn
in A satisfying the following properties:
(a) 1A =ε
d∑
l=0
∑
v∈Bn
f (l)v ;
(b) ‖f (l)v f (l)v′ ‖ ≤ ε for all l = 0, . . . , d and v 6= v′ in Bn;
(c) αv(f
(l)
w ) =ε f
(l)
v+w for all l = 0, . . . , d and v,w ∈ Bn;
(Note that f
(l)
v denotes f
(l)
(v mod nZm), whenever v /∈ Bn.)
(d) ‖[f (l)v , a]‖ ≤ ε for all l = 0, . . . , d , v ∈ Bn and a ∈ F .
If there is no such d, we write dimRok(α) =∞.
Using central sequences, there is an elegant reformulation of these defini-
tions. We will omit the easy proofs for the sake of brevity2. Let ω be a free
2However, a more general statement is proved in detail in 4.5.
ROKHLIN DIMENSION FOR ACTIONS OF RESIDUALLY FINITE GROUPS 9
filter on N. As usual, let Aω = ℓ
∞(N, A)/cω(N, A) denote the ω-sequence
algebra for a C∗-algebra A. A itself embeds into Aω as (representatives of)
constant sequences. The relative commutant of A inside Aω is called the
central sequence algebra of A and is denoted Aω ∩A′. If α is a group action
of a discrete group on A, component-wise application of α yields well-defined
actions on both Aω and Aω ∩A′, which we will both denote by αω. In what
follows, we will mostly work with ω being the filter of all cofinite subsets in
N, and in this case we will insert the symbol ∞ in these notations.
Lemma 1.4. Let A be a separable, unital C∗-algebra.
(1) Let α : Gy A be an action of a finite group. Let d ∈ N be a natural
number. Then dimRok(α) ≤ d if and only if there are equivariant
c.p.c. order zero maps
ϕl : (C(G), G-shift) −→ (A∞ ∩A′, α∞) (l = 0, . . . , d)
such that ϕ0(1) + · · ·+ ϕd(1) = 1.
(2) Let α : Zm y A be an action. Let d ∈ N be a natural number. Then
dimRok(α) ≤ d if and only if for all n ∈ N, there are equivariant
c.p.c. order zero maps
ϕl : (C(Zm/nZm),Zm-shift) −→ (A∞ ∩A′, α∞) (l = 0, . . . , d)
such that ϕ0(1) + · · ·+ ϕd(1) = 1.
Remark 1.5. The above perspective 1.4 about the existing notions of finite
Rokhlin dimension makes the similarities a lot more apparent. Regarding
(2), it is not immediately clear why one would have to use the sequence of
subgroups nZm, instead of any other suitable separating sequence of finite-
index subgroups. When we define Rokhlin dimension for residually finite
groups in the upcoming sections, we will introduce a little more flexibility
concerning this point.
We note that for integer actions, there have originally been several ver-
sions of Rokhlin dimension, see [27, 2.3]. The above definition for Zm-
actions [70, 1.6] extends the single tower version for Z-actions, see [27, 2.3c),
2.9].
As we will also treat cocycle actions in this paper, we remind the reader
of some basic definitions:
Definition 1.6 (cf. [8, 2.1] or [55, 2.1]). Let A be a C∗-algebra and G
a discrete group. A cocycle action (α,w) : G y A is a map α : G →
Aut(A), g 7→ αg together with a map w : G×G→ U(M(A)) satisfying
αr ◦ αs = Ad(w(r, s)) ◦ αrs
and
αr(w(s, t)) · w(r, st) = w(r, s) · w(rs, t)
for all r, s, t ∈ G.
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One may always assume α1 = id and w(1, t) = w(t, 1) = 1 for all t ∈ G.
If w = 1 is trivial, then this just recovers the definition of an ordinary action
α : Gy A.
Definition 1.7 (cf. [55]). Let A be a C∗-algebra and G a discrete group. Let
(α,w) : G y A be a cocycle action. Then one defines the maximal twisted
crossed product A⋊α,w G to be the universal C
∗-algebra with the property
that it contains a copy of A, there is a map G→ U(M(A⋊α,w G)), g 7→ ug
satisfying
ugau
∗
g = αg(a) and uguh = w(g, h) · ugh
for all a ∈ A and g, h ∈ G.
The reduced twisted crossed product A ⋊r,α,w G is defined as the C
∗-
algebra inside B(ℓ2(G)⊗H) generated by the following two representations:
Let A −֒→ B(H) be faithfully represented on a Hilbert space. Then
consider
ι : A→ B(ℓ2(G) ⊗H) via ι(a)(δt ⊗ ξ) = δt ⊗ αt−1(a)ξ
and
λ : G→ U(B(ℓ2(G)⊗H)) by λs(δt ⊗ ξ) = δst ⊗w(t−1s−1, s)ξ.
If G is amenable, then the maximal and reduced twisted crossed products
always coincide.
Remark 1.8. In a more symbolic notation using A-valued infinite matrices
(that we will use later) one can also write
aus =
∑
t∈G
et,s−1t ⊗ αt−1(a)w(t−1, s) ∈ A⋊r,α,w G
for all a ∈ A, s ∈ G.
2. Box spaces and asymptotic dimension
Definition 2.1. Let G be a countable, discrete group. Let Gn ≤ G be a
decreasing sequence of subgroups with finite index, i.e. [G : Gn] < ∞ and
Gn+1 ≤ Gn for all n ∈ N. We say that the sequence (Gn)n is separating if⋂
n∈NGn = {1G}. G is (by definition) residually finite if and only if such a
sequence exists.
Remark 2.2. A well-known fact in group theory is that for any finite-index
subgroup H ≤ G, there is a normal finite-index subgroup N ≤ H such that
[G : N ] ≤ [G : H]!. It follows that a group G is residually finite if and only
if it has a separating decreasing sequence of normal finite-index subgroups.
Before we come to the next definition, we need to recall some facts. If
(X, d) is a metric space and we have a discrete group G acting on X from the
right, then the orbit space X/G is defined as the quotient of X by identifying
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any two points in the same orbit. Let π : X → X/G be the corresponding
quotient map. One can define a quotient pseudometric by
π∗(d)(π(x1), π(x2)) = inf{d(x1 · g1, x2 · g2) | g1, g2 ∈ G}.
In good cases, this will be a metric inducing the quotient topology, such as
for geometric actions, i.e. isometric, properly discontinuous and cobounded
actions, see [11, 3.20].
Recall also the definition of a coarse disjoint union of finite metric spaces [52,
1.4.12]. Moreover, recall that a metric on a discrete set is called proper, if
balls are finite sets.
Definition 2.3 (following [60, 11.24] and [34]). Let G be a countable, dis-
crete, residually finite group and let σ = (Gn)n be a decreasing sequence
of subgroups of G. Let us equip G with a proper, right-invariant metric
d. For each n ∈ N, let πn : G → G/Gn be the quotient map and (πn)∗(d)
the quotient metric on G/Gn. Then the box space σG associated to σ is
defined as the coarse disjoint union of the sequence of finite metric spaces
(G/Gn, (πn)∗(d)). More precisely, it is a coarse space whose underlying set
is the disjoint union
⊔
n∈NG/Gn, and whose coarse structure is determined
by a metric dB such that for all n, the metric dB restricts to (πn)∗(d) on the
subset G/Gn, and such that we have
distdB (G/Gn, G/Gm)→∞
as n 6= m and n+m→∞.
Remark 2.4. Box spaces associated to a family of normal finite-index sub-
groups have seen a fair amount of study. It is known to coarse geometers
that any countable, discrete group admits a proper right-invariant metric,
and that the choice of the proper right-invariant metric d on G and the
metric dB does not affect the coarse equivalence class of the resulting box
space. This justifies the absence of d and dB in the notation σG. For a
rigorous and comprehensive proof of this, we refer the reader to [69, Section
1.2, Proposition 1.3.3]. We remark that even though in the statement of [69,
Proposition 1.3.3], the sequence σ is assumed to be separating and made up
of normal subgroups, the actual proof does not make use of these conditions.
Although for us, σ is not required to consist of normal subgroups, one
needs a condition that rules out certain pathological examples where the
coarse structure of the box space σG behaves badly with regard to that of
G itself.
Definition 2.5 (cf. [14, 3.1]). A decreasing sequence σ of finite-index sub-
groups of G is called semi-conjugacy-separating if for any nontrivial element
g ∈ G, there is H ∈ σ such that H ∩ gGH = ∅, where gG is the conjugacy
class of g.
Notation 2.6. For the sake of brevity, we shall call a semi-conjugacy-
separating decreasing sequence of finite-index subgroups of G a regular resid-
ually finite approximation of G or simply a regular approximation .
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Lemma 2.7. Let G be a group and σ a decreasing sequence of finite-index
subgroups of G. Then the following are equivalent:
(1) σ is semi-conjugacy-separating.
(2)
⋂
H∈σ
⋃
k∈G kHk
−1 = {1}.
(3) For any finite subset F ⊂ G, there is H ∈ σ such that the quotient
map G→ G/H is injective on F · k for any k ∈ G.
Proof. (1) ⇔ (2): Condition (2) can be rewritten as: for any nontrivial
element g ∈ G, there is H ∈ σ such that for any k ∈ G, g 6∈ kHk−1. But the
statement at the end is equivalent to k−1gk 6∈ H, which is in turn equivalent
to k−1gkH ∩H = ∅. Thus the entire statement is equivalent to (1).
(2) ⇒ (3): Given any finite subset F ⊂ G and g1, g2 ∈ F with g1 6= g2,
then g−11 g2 6= 1, so by (2) we can find H ∈ σ such that g−11 g2 6∈ kHk−1 for
all k ∈ G. With σ decreasing and F finite, we can find H ∈ σ which works
for all pairs of different elements in F simultanously, thus verifying (3).
(3) ⇒ (2): With F and H as in condition (3), it follows that F−1F ∩
kHk−1 = {1} for all k ∈ G, which implies condition (2). 
Remark 2.8. Although we are only interested in decreasing sequences,
Definition 2.5 and Lemma 2.7 work equally well for any collection of finite-
index subgroups of G that is closed under forming intersections.
After we fix a proper, right-invariant metric on G and replace F by ar-
bitrarily large balls around 1G, the last condition in the above Lemma says
that the family of maps {G → G/H}H∈σ achieves arbitrarily large injec-
tivity radii. This suggests the importance of this condition regarding the
coarse geometric information of the box space and the group. On the other
hand, condition (2) directly implies the following.
Corollary 2.9. Every separating family of finite-index normal subgroups is
semi-conjugacy-separating.
Since a group is residually finite if and only it has a separating family of
finite-index normal subgroups, we also have:
Corollary 2.10. A group is residually finite if and only if it has a semi-
conjugacy-separating family of finite-index subgroups.
The condition of having large injectivity radii is relevant to the coarse
geometry of the box spaces, because here it actually implies the gener-
ally stronger condition of having large isometry radii, as shown in the next
Lemma:
Lemma 2.11. Let (X, dX ) be a metric space with an isometric right-action
of a group H, let (Y, dY ) be the quotient space by the group action with the
induced pseudo-metric, and let π : X → Y be the corresponding projection.
Let x ∈ X and R > 0 be such that π is injective when restricted to B3R(x).
Then π|BR(x) is an isometry from BR(x) onto BR(π(x)).
ROKHLIN DIMENSION FOR ACTIONS OF RESIDUALLY FINITE GROUPS 13
Proof. For any x1, x2 ∈ BR(x) and h1, h2 ∈ H with h1 6= h2, we have
dX(x1 · h1, x2 · h1) = dX(x1, x2) ≤ 2R,
while dX(x1 ·h1, x2 ·h2) = dX(x1, x2 ·h2h−11 ) > 2R because x2 ·h2h−11 , being
different from but having the same image under π as x2, must lie outside
B3R(x). It follows that
dY (π(x1), π(x2)) = inf
h1,h2∈H
dX(x1 · h1, x2 · h2) = dX(x1, x2).
On the other hand, for any y ∈ BR(π(x)), we may pick some x′ ∈ π−1(y).
As
R ≥ dX(π(x), y) = inf
h,h′∈H
dX(x · h, x′ · h′) = inf
h,h′∈H
dX(x, x
′ · h′h−1),
we see that x′ · h′h−1 ∈ π−1(y) ∩BR(x) and thus π|BR(x) is onto BR(π(x)).
This completes the proof. 
Our main use of this Lemma will be to perform lifts of uniformly bounded
covers, a crucial step in the proof of the upcoming main Lemma of this
section.
Remark 2.12. It is well-known that the box spaces of G, as coarse metric
spaces, encode important properties of G. For instance, σG has property
A if and only if G is amenable (see [60, 11.39] and [52, 4.4.6])3. For us, the
finiteness of asymptotic dimension is the more relevant condition. Let us
briefly recall the relevant definition: the asymptotic dimension of a metric
space (X, d) is defined to be the smallest non-negative integer n such that for
every R > 0 there exists a uniformly bounded cover V = V(0) ∪ · · · ∪ V(n) of
X with Lebesgue number R such that each V(l) consists of pairwise disjoint
sets (one may even assume R-disjointness, meaning that any two different
sets in V(l) have distance bounded below by R). Finiteness of asymptotic
dimension always implies property A, see [52, 4.3.6]; hence in the case of
box spaces, it also implies the amenability of G. When a box space has
finite asymptotic dimension, one might be tempted to think that this value
encodes the complexity of the group in some sense. This is demonstrated in
the main technical result of this section:
Lemma 2.13. Let G be a residually finite group. Consider the action of G
on itself by right multiplication and fix a proper, right-invariant metric. Let
σ = (Gn)n be a decreasing sequence of finite-index subgroups of G. Then the
following conditions are equivalent for all s ∈ N:
(1) σ is semi-conjugacy-separating and the box space σG has asymp-
totic dimension at most s.
3Although these authors only studied box spaces associated to families of normal sub-
groups, we remark that the proof of this result requires only a condition of large in-
jectivity radii, as formulated in the previous Lemmas, whence the proofs also work for
semi-conjugacy-separating families.
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(2) For any R > 0, there exists n and a uniformly bounded cover U =
U (0)∪· · ·∪U (s) of G with Lebesgue number at least R, such that each
U (l) is Gn-invariant (with regard to the right multiplication) and has
mutually disjoint members.
(3) For every ε > 0 and M⊂⊂G, there exists n and finitely supported
functions µ(l) : G → [0, 1] for l = 0, . . . , s satisfying the following
properties:
(a) For every l = 0, . . . , s, one has
supp(µ(l)) ∩ supp(µ(l))h = ∅ for all h ∈ Gn \ {1} .
(b) For every g ∈ G, one has
s∑
l=0
∑
h∈Gn
µ(l)(gh) = 1.
(c) For every l = 0, . . . , s and g ∈M , one has
‖µ(l) − µ(l)(g · )‖∞ ≤ ε.
In the style of [27, Section 2], we will refer to a system
{
µ(l)
}
l=0,...,s
of
functions satisfying the properties in part (3) of Lemma 2.13 as a system of
decay functions.
Remark. Compared with the definition of asymptotic dimension, condition
(2) can be viewed as a periodic variant of asymptotic dimension. On the
other hand, condition (3) reflects the standard fact that covers with large
Lebesgue number give rise to very flat partitions of unity, but again in a
periodic way.
Proof of 2.13. For the entire proof, let us fix the following notation: For
each n ∈ N, denote by πn : G → G/Gn the quotient map. Let d be a
proper, right-invariant metric on G and let dB be an induced metric on
σG =
⊔
n∈NG/Gn as specified in Definition 2.3.
(1) =⇒ (2) : Given R > 0, there is a cover V = V(0) ∪ · · · ∪ V(s) of σG
with Lebesgue number at least R, such that the diameters of members of V
are uniformly bounded by some R′ ≥ R and each V(l) has mutually disjoint
members. Let V ′ = V ′(0) ∪ · · · ∪ V ′(s) denote the induced finite cover on the
finite subspace G/Gn ⊂ σG for some n.
Applying Lemma 2.7(3), we may choose n ∈ N such that for any g ∈ G,
πn is injective when restricted to B3R′(g) = B3R′(1G)g. It then follows from
Lemma 2.11 that πn restricts to an isometry between BR′(g) and BR′(πn(g))
for any g ∈ G. Applying Lemma 2.7(2), let us also assume that
B3R′(1) ∩
⋃
k∈G
kGnk
−1 = {1} .
By uniform boundedness, each V ∈ V ′ is contained in BR′(πn(g)) for some
g ∈ G, and thus we may find UV ⊂ BR′(g) that is mapped isometrically onto
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V under πn. Hence π
−1
n (V ) can be written as a disjoint union
⊔
h∈Gn
UV ·h.
Define
U (l) :=
{
UV · h | V ∈ V ′(l), h ∈ Gn
}
for all l = 0, . . . , s. Then each U (l) is Gn-invariant (with regard to mul-
tiplication from the right), uniformly bounded and has mutually disjoint
members. Moreover, we claim that U = U (0) ∪ · · · ∪ U (s) covers G with
Lebesgue number at least R. Indeed, Let X ⊂ G be a subset with diameter
less than R. Since the cover V ′ of G/Gn has Lebesgue number at least R
and πn is contractive, there is some V ∈ V ′ such that πn(X) ⊂ V , whence
X ⊂ π−1n (πn(X)) ⊂ π−1n (V ) =
⊔
h∈Gn
UV · h .
By construction, the set UV has diameter at most R, and the subgroup
Gn satisfies the equation
B3R′(1) ∩
⋃
k∈G
kGnk
−1 = {1} .
Thus, for h1 6= h2 in Gn and g1, g2 ∈ UV , we have
d(g1h1, g2h2) = d(g1h1h
−1
2 g
−1
1 , g2g
−1
1 ) > d(g1h1h
−1
2 g
−1
1 , 1G)− 2R ≥ R.
So we get distd(UV · h1, UV · h2) > R. But this implies that X must be
entirely contained in UV · h ∈ U for some h ∈ Gn, which shows the claim.
(2) =⇒ (3) : Let ε > 0 and M⊂⊂G be given. Choose R > 2(2s+3)ε big
enough so that M is contained in BR(1G). By assumption, there exists n
and a uniformly bounded cover U = U (0) ∪ · · · ∪ U (s) of G with Lebesgue
number at least R, such that each U (l) is Gn-invariant and has mutually
disjoint members. For each l = 0, . . . , s, upon combining several members
of U (l) into one, we may assume that U (l) is of the form {U (l) · h | h ∈ Gn}
for some (necessarily finite) set U (l) ⊂ G such that U (l) ∩ (U (l) · h) = ∅ for
any h ∈ Gn \ {1}. Now define
µ(l) : G→ [0, 1], g 7→ distd(g,G \ U
(l))∑
V ∈U distd(g,G \ V )
.
It is easy to see that supp(µ(l)) = U (l) and
{
µ(l)( · h) | h ∈ Gn, l = 0, . . . , s
}
forms a partition of unity for G. This proves properties (a) and (b). By [52,
4.3.5], each µ(l) is Lipschitz with constant 2(2s+3)R ≤ ε, i.e. (c) is satisfied.
(3) =⇒ (1) : Given R > 0, pick ε > 0 with ε < 1(s+1) . Choose n
and finitely supported functions µ(l) : G → [0, 1] for l = 0, . . . , s satisfying
the requirements of (3) with respect to the pair ε and M = BR(1G). By
choosing n large enough, we may also assume that the distance between any
two of the subsets
⋃n−1
k=1 G/Gk and G/Gm for m ≥ n is at least R in σG.
Define U (l) := supp(µ(l)). Then U (l) ∩ (U (l) · h) = ∅ for all l = 0, . . . , s and
h ∈ Gn \ {1}, and
{
U (l) · h | h ∈ Gn, l = 0, . . . , s
}
covers G.
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We claim that for any g ∈ G, there are l ∈ {0, . . . , s} and h ∈ Gn such that
BR(g) ⊂ U (l)h. Indeed, since g is in the support of at most (s+1) members
of the partition of unity
{
µ(l)( · h) | h ∈ Gn, l = 0, · · · , s
}
(at most one for
each l), it follows that there exist h ∈ Gn and l ∈ {0, . . . , s} such that
µ(l)(g · h−1) > 1s+1 . Thus for any g′ ∈ BR(g),
µ(l)(g′ · h−1) ≥ µ(l)(g · h−1)− ε > 1
s+ 1
− 1
s+ 1
= 0.
This shows that BR(g) ⊂ U (l) · h.
Note that in particular, this claim implies that πn is injective when re-
stricted to BR(g). Since R and g are arbitrary and n only depends on R, it
follows from Lemma 2.7(3) that σ is semi-conjugacy-separating.
Now for each m ≥ n, define the collection V(l)m :=
{
πm(U
(l) · h) | h ∈ Gn
}
,
which consists of [Gn : Gm] disjoint subsets of G/Gm. Define a cover V =
V(0) ∪ · · · ∪ V(s) of σG by
V(0) :=
{
n−1⋃
k=1
G/Gk
}
⊔
∞⋃
m=n
V(0)m and V(l) :=
∞⋃
m=n
V(l)m for l = 1, . . . , s.
The diameters of its members are bounded by
max
{
diam
( n−1⋃
m=1
G/Gm
)
,diam(U (0)), . . . ,diam(U (s))
}
and each V(l) consists of disjoint sets. Finally let us show that its Lebesgue
number is at least R. Given any non-empty subset X ⊂ σG with radius
at most R, if we fix any x ∈ X, then X ⊂ BR(x). By our choice of n, we
know that BR(x) falls entirely in one of the subsets
⋃n−1
k=1 G/Gk or G/Gm
for m ≥ n. In the first case, BR(x) ⊂
⋃n−1
k=1 G/Gk ∈ V(0). In the case
where BR(x) ⊂ G/Gm for m ≥ n, choose some g ∈ G such that πm(g) = x.
By the claim we proved above, there are l ∈ {0, . . . , s} and h ∈ Gn such
that BR(g) ⊂ U (l)h, whence X ⊂ BR(x) ⊂ πm(U (l) · h) ∈ V(l). Therefore
V = V(0) ∪ · · · ∪ V(s) is a uniformly bounded cover of σG with Lebesgue
number at least R and each V(l) made up of disjoint members, which shows
that asdim(σG) ≤ s. 
Corollary 2.14. Let G be a countable, discrete, residually finite group and
σ = (Gn)n a regular approximation. Let G be equipped with some proper,
right-invariant metric, which gives it the structure of a coarse metric space.
Then asdim(G) ≤ asdim(σG).
Proof. This follows immediately from 2.13(2). 
Corollary 2.15. Let G be a countable, discrete, residually finite group and
σ = (Gn)n a regular approximation. Let H ⊂ G be a subgroup. Then
(1) κ = (H ∩Gn)n defines a regular approximation of H;
(2) we have asdim(κH) ≤ asdim(σG);
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(3) if H ⊂ G has finite index, then κH and σG are coarsely equiva-
lent, and in particular asdim(κH) = asdim(σG).
Proof. To prove (1), we observe that for any n ∈ N, we have a natural
embedding H/(H ∩ Gn) ⊂ G/Gn, and for any h ∈ H, we have hH ⊂ hG.
Consequently κ is also semi-conjugacy-separating by definition.
Statement (2) follows directly from 2.13(2) by restricting the obtained
cover to H.
As for (3), we note that given any proper, right-invariant metric d on G,
the finite-index condition implies that there exists R > 0 such that H is an
R-net in G: for any g ∈ G, there exists h ∈ H such that d(g, h) ≤ R. It
follows that as quotient metric spaces, H/(H ∩Gn) ⊂ G/Gn is an R-net for
every n ∈ N. Fixing a concrete metric space realization of σG, we may
realize κH as the metric subspace
⊔
n∈NH/(H∩Gn) ⊂
⊔
n∈NG/Gn, which
is then also an R-net. Since an R-net is always coarsely equivalent to the
ambient space, the assertion is then a consequence of the coarse invariance
of asymptotic dimension. 
Definition 2.16. Let G be a countable, discrete and residually finite group.
The set of all decreasing sequences of finite-index subgroups of G carries a
natural preorder: we say (Hn)n dominates (Gn)n, and write (Gn)n - (Hn)n,
if for all n ∈ N, there exists m ∈ N with Hm ⊂ Gn. We say that two
sequences are order equivalent, and write (Gn)n ∼ (Hn)n, if (Gn)n - (Hn)n
and (Hn)n - (Gn)n.
We denote by Λ(G) the set of all regular approximations (cf. 2.6) of G.
It follows from Lemma 2.7(2) that Λ(G) is upward closed: if (Gn)n ∈ Λ(G)
and (Gn)n - (Hn)n, then (Hn)n ∈ Λ(G).
We call a regular approximation (Gn)n ∈ Λ(G) dominating, if it is domi-
nating with respect to the above order, i.e. (Hn)n - (Gn)n for all (Hn)n ∈
Λ(G). This is the case if and only if, for every finite-index subgroup H ⊂ G,
there exists n such that Gn ⊂ H.
Example 2.17. Let us consider G = Z from the point of view of the above
definition. Every element in Λ(Z) has the form (knZ)n for an increasing
sequence of natural numbers with kn|kn+1. One has (knZ)n - (lnZ)n if and
only if for all n, there exists m such that kn|lm.
Recall that a supernatural number p is a formal product p =
∏
pnp , where
the product runs over all primes and np ∈ N∪{0,∞}. Another supernatural
number q =
∏
pmp divides p if mq ≤ np for all p. We can then establish the
following correspondence.
(Λ(G)/∼ , -) ∼= (supernatural numbers , dividing relation),
by sending (knZ)n to the supernatural number p defined by
pm|p ⇐⇒ pm|kn for some n,
where p is any prime natural number. Hence, a sequence (knZ)n ∈ Λ(Z) is
dominating if and only if every prime power devides some member of the
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sequence (kn)n. An immediate example of this is (n! · Z)n.
Example 2.18. We may generalize the last statement of the previous ex-
ample to any m ∈ N: the sequence (n! · Zm)n is a dominating regular
approximation of Zm.
Proof. It suffices to show that any finite-index subgroup of Zm contains a
subgroup of the form nZm for some n ∈ N. So let H ⊂ Zm be a subgroup
with finite index. Then H is free abelian with rankm. Let v1, . . . , vm denote
a set generators for H. If we view H and Zm as subsets of Qm, then we
claim that the vectors v1, . . . , vm form a Q-basis. Indeed, let λ1, . . . , λm ∈ Q
be given with 0 = λ1v1 + · · · + λmvm. Then we can find a positive integer
k > 0 such that kλ1, . . . , kλm ∈ Z, and we have 0 = (kλ1)v1+ · · ·+(kλm)vm.
Since H is free abelian of rank m, it follows that kλi = 0 for all i, which
implies λi = 0 for all i. This shows that the vectors v1, . . . , vm ∈ Qm are
linearly independent in Qm, and thus form a basis.
Let e1, . . . , em denote the standard generators of Z
m. We claim that
for each i = 1, . . . ,m, there is a positive integer ki such that kiei ∈ H.
Indeed, we can find some λ1, . . . , λm ∈ Q with ei = λ1v1 + · · · + λmvm. If
we choose ki large enough such that kiλj ∈ Z for all j = 1, . . . ,m, then
kiei = (kiλ1)v1 + · · ·+ (kiλm)vm ∈ H.
After having found these numbers, let n be the least common multiple
of k1, . . . , km. Then for all i = 1, . . . ,m, it follows that
n
ki
∈ Z and thus
nei =
n
ki
· ki · ei ∈ H. In particular, we have nZm ⊂ H. 
In applications, the existence of a dominating regular approximation can
be quite useful. In the case of finitely generated groups, this turns out to be
automatic:
Proposition 2.19. Let G be a finitely generated and residually finite group.
Then G has a dominating regular approximation consisting of normal sub-
groups.
Proof. Let S⊂⊂G be a finite generating set. Given some finite group E,
there are at most as many group homomorphisms from G to E as there
are maps from S to E, of which there are |E||S|. Now up to isomorphism,
there are only countably many finite groups. Since any normal subgroup
of G with finite index arises as a kernel of a homomorphism into a finite
group, this implies that G has at most countably many normal subgroups
of finite index. Let {Nn}n∈N be an enumeration of this set, and define
(Gn)n ∈ Λ(G) recursively via G1 = N1 and Gn+1 = Gn ∩ Nn+1 for all
n ∈ N. By construction, any normal subgroup must contain a member of
this sequence as a subgroup, so this sequence is indeed dominating. 
Remark 2.20. Let (Gn)n, (Hn)n ∈ Λ(G) be two sequences with (Gn)n -
(Hn)n. Then it follows from 2.13(2) that asdim({Hn}G) ≤ asdim({Gn}G).
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In other words, the map
Λ(G) −→ N, σ 7−→ asdim(σG)
is order-reversing.
This implies that the values of asymptotic dimension for all box spaces
associated to dominating sequences are the same, and they take the lowest
value among all possible box spaces associated to decreasing, separating
sequences of finite-index subgroups.
If (Hn)n ∈ Λ(G) is any dominating sequence, we will call the associated
box space {Hn}G a standard box space, and will sometimes denote it by
sG when G is finitely generated. While there might a priori be some
ambiguity, we will exclusively be interested in the asymptotic dimension
of these spaces, so the above argument shows that there is no ambiguity
concerning the asymptotic dimension of a standard box space.
3. Box spaces of nilpotent groups
In this section, we show that the standard box space of a finitely gen-
erated, virtually nilpotent groups has finite asymptotic dimension. Recall
that a group G is called nilpotent if it has a central series of finite length,
i.e. there is a sequence of subgroups {1G} = G0 E G1 E · · · E Gr = G such
that [G,Gi] ≤ Gi−1 for i = 1, · · · , r. Furthermore, a group is called virtually
nilpotent if it contains a nilpotent subgroup of finite index.
We begin this section by recording a few technical observations:
Lemma 3.1. Let G be a locally compact group with a proper, right-invariant
metric d. Let H ⊂ G be a discrete, cocompact subgroup. Let G have finite
covering dimension m ∈ N. Then there exists a uniformly bounded, open
cover W of G with positive Lebesgue number and a decomposition W =
W(0) ∪ · · · ∪ W(m), such that for each l = 0, . . . ,m, the collection W(l)
consists of mutually disjoint members and is H-invariant with respect to
multiplication from the right.
Proof. Consider the quotient map π : G → G/H, which is a local homeo-
morphism. Then m = dim(G/H). Since H ⊂ G is discrete, there exists
η > 0 with d(h, 1G) ≥ 3η for all h ∈ H \ {1G}. By right-invariance of d, this
implies d(h1, h2) ≥ 3η for all h1 6= h2 in H.
For every x ∈ G/H, choose g ∈ G with x = π(g), and then choose an open
neighbourhood Ux of g with diameter at most η. Now the collection of the
images of these sets {Vx}x∈G/H is an open cover of G/H. By compactness,
there exists some finite subcover. Using m = dim(G/H), we can choose an
open cover U of G/H refining {Vx}x∈G/H with the following properties:
• There is a decomposition U = U (0) ∪ · · · ∪ U (m) such that for each
l = 0, . . . ,m, one has U ∩ V = ∅ for all U 6= V in U (l).
• For all V ∈ U , there exists an open set UV ⊂ G with π(UV ) = V
and diam(UV ) ≤ η.
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Since G/H is compact, we can apply the Lebesgue number theorem (see [67,
7.2.12]) to deduce that this cover has some positive Lebesgue number µ > 0
with respect to the push-forward metric π∗(d). Set r = min(µ, η).
Now consider the uniformly bounded, open cover W =W(0) ∪ · · · ∪W(m)
of G given by
W(l) =
{
UV · h | V ∈ U (l), h ∈ H
}
for all l = 0, . . . ,m.
Claim 1: For each l = 0, . . . , s, the members in W(l) are mutually disjoint.
Indeed, let W1 6= W2 in W(l). Let V1, V2 ∈ U (l) and h1, h2 ∈ H with
W1 = UV1h1 and W2 = UV2h2.
Case 1: V1 6= V2. In this case, we get π(W1) = V1 and π(W2) = V2, which
are disjoint, so W1 and W2 have to be disjoint.
Case 2: h1 6= h2. Then d(h1, h2) ≥ 3η. Now W1 is an open neighbourhood
of h1 with diameter at most η, and likewise W2 is an open neigh-
bourhood of h2 with diameter at most η. It follows by the triangle
inequality that W1 and W2 have distance at least η, so they must be
disjoint.
Claim 2: The Lebesgue number of W is at least r.
Let X ⊂ G be some set of diameter less than r with respect to d. Then
π(X) has diameter less than r with respect to π∗(d). Since r ≤ µ, there is
some V ∈ U with π(X) ⊂ V . But then we have
X ⊂ π−1(π(X)) ⊂ π−1(V ) =
⋃
h∈H
UV · h.
As we have observed earlier, for all h1 6= h2, the distance between UV h1 and
UV h2 is at least η with respect to d. Since r ≤ η, it follows that X must be
contained in exactly one set of the form UV h, which is a member of W. 
The following is the key technical Lemma that will allow us to prove
that finitely generated virtually, nilpotent groups have finite-dimensional
box spaces:
Lemma 3.2. Let G be a locally compact group G with a proper, right-
invariant metric d. Let H ⊂ G be a discrete and cocompact subgroup. Sup-
pose that there exists a sequence of continuous automorphisms σn ∈ Aut(G)
satisfying
(a) for all n ∈ N, the map σn restricts to an endomorphism on H;
(b) for every compact set K and open neighbourhood U of 1G, there
exists n ∈ N with K ⊂ (σn ◦ σn−1 ◦ . . . ◦ σ0)(U).
Then H is residually finite and admits a regular approximation σ with
asdim(σH) ≤ dim(G). In particular, if H is finitely generated, then
asdim(sH) ≤ dim(G).
Proof. Observe that each subgroup Hn = (σn ◦ σn−1 ◦ . . . ◦ σ0)(H) ⊂ H
must have finite index in H. Indeed, since Hn is the image of H under an
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automorphism on G, the subgroup Hn is cocompact in G. Let K ⊂ G be a
compact subset with G =
⋃
h∈Hn
K ·h. Let πn : G→ G/Hn be the quotient
map. Then the restriction of πn|K is surjective. Now we may identify H/Hn
as a subset of G/Hn in the obvious way, and then the restriction of πn yields
a surjective map from K∩H onto H/Hn. But since K∩H is the intersection
of a compact set and a discrete set, it is finite, and thus H/Hn is finite. Since
H is discrete, there exists an open neighbourhood U ⊂ G of the unit with
U ∩H = {1G}. Then given any predescribed finite set F⊂⊂H containing the
unit, there exists n with F ⊂ (σn ◦ . . . ◦ σ0)(U), from which it follows that
F ∩ Hn = {1}. As F is arbitrary, it follows that
⋂
n∈NHn = {1}, and in
particular H is residually finite.
Without loss of generality, assume that G has finite covering dimension.
Set m = dim(G). Apply 3.1 to choose a uniformly bounded, open cover W
of G with positive Lebesgue number δ > 0 and a decompositionW =W(0)∪
· · · ∪ W(m), such that for each l = 0, . . . , s, the collection W(l) consists of
mutually disjoint members and is H-invariant with respect to multiplication
from the right.
For each n, consider the uniformly bounded coverWn =W(0)n ∪· · ·∪W(m)n
of G given by W(l)n = (σn ◦ . . . ◦ σ0)(W(l)) =
{
(σn ◦ . . . ◦ σ0)(U) | U ∈ W(l)
}
for all l = 0, . . . ,m. Then any two distinct members ofW(l)n are disjoint. The
first property of (σn)n ensures that for all n and l = 0, . . . ,m, the collection
W(l)n is right-invariant with respect to Hn = (σn ◦ . . . ◦ σ0)(H) ⊂ H. Now
let R > 0. Since the metric d is proper, the second property of the sequence
(σn)n ensures that we find some n such that
BR(1G) ⊂ (σn ◦ . . . ◦ σ0)(Bδ/3(1G)).
Since W has Lebesgue number δ, any ball of radius δ/3 is contained in a
member ofW. By our choice of n, any ball of radius R is therefore contained
in a member ofWn, which shows that the Lebesgue number ofWn is at least
R.
If we now restrict the cover Wn =W(0)n ∪ · · · ∪W(m)n to a cover on H, we
see that condition 2.13(2) is met for R. Since R > 0 was arbitrary, we see
that asdim({Hn}H) ≤ dim(G). If H is finitely generated, the last part of
the claim then follows from 2.20. 
Corollary 3.3. For all m ∈ N, we have asdim(sZm) = m.
Proof. Apply 3.2 for G = Rm,H = Zm and the sequence of automorphisms
given by σn(x) = n · x. This shows asdim(sZm) ≤ m. On the other hand,
we have asdim(sZ
m) ≥ asdim(Zm) = m. 
Remark 3.4. Let us now list a few well-known facts about (virtually) nilpo-
tent groups, which in particular make them interesting from the point of view
of the previous section:
(1) Finitely generated, virtually nilpotent groups are residually finite.
(see [79, 2.10, 2.13])
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(2) A subgroup or quotient of a finitely generated, (virtually) nilpotent
group is finitely generated and (virtually) nilpotent. (see [62, 5.35
and 5.36])
(3) Any finitely generated, virtually nilpotent group contains a torsion-
free nilpotent subgroup of finite index. (see [56, 10.2.4] or [79, 2.6,
p. 22])
(4) The center of an infinite, finitely generated, nilpotent group is infi-
nite. (see [56, 11.4.3(ii)])
By 2.19, it follows that a finitely generated, virtually nilpotent group admits
a dominating regular approximation, and thus has a standard box space.
Let us now consider a prominent class of examples for nilpotent groups:
Definition 3.5. Let R be a commutative, unital ring and d ∈ N. The
unitriangular matrix group of size d over R is defined by
Ud(R) = {x = (xi,j)1≤i,j≤d | xi,j ∈ R,xi,j = 0 for i > j and xi,i = 1} .
The multiplication is given by
(x · y)i,j =
j∑
m=i
xi,mym,j for all 1 ≤ i < j ≤ d,
as the usual matrix product. By slight abuse of notation we will write
Ud(R) = {x = (xi,j)1≤i<j≤d | xi,j ∈ R}.
These groups are known to be finitely generated and nilpotent, with nilpo-
tency class equal to d− 1. Some of these groups will play an important role
for the remainder of this section. This is due to the following embedding
theorem:
Theorem 3.6 (see [32, 5.2] and [68]). Let G be a finitely generated, torsion-
free nilpotent group. Then G embeds as a subgroup into Ud(Z) for some
d ≥ 2.
Definition 3.7. Let r > 0 be a real number. Then the map αr : Ud(R)→
Ud(R) defined by
αr(x)i,j = r
j−ixi,j for all 1 ≤ i < j ≤ d
yields a well-defined endomorphism. Moreover, it is immediate that αrs =
αr ◦ αs for all r, s > 0 and α1 = id, thus
α : R>0 → Aut(Ud(R)), r 7→ αr
yields a group action on Ud(R).
Remark 3.8. (1) Observe that if r > 0 is an integer, then αr restricts
to an endomorphism on Ud(Z).
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(2) It is a well-known fact that Ud(Z) is a discrete and cocompact sub-
group in Ud(R). In fact, one has Ud(R) = K ·Ud(Z) for the compact
set
K =
{
x = (xi,j)1≤i<j≤d ∈ Ud(R)
∣∣∣ |xi,j| ≤ 1
2
}
in Ud(R), see [1, 8.2.2].
Theorem 3.9. One has asdim(sUd(Z)) = d(d− 1)/2 for all d ≥ 2.
Proof. We shall apply 3.2 for G = Ud(R),m = d(d − 1)/2,H = Ud(Z) and
σn = αn+1. Indeed, since Ud(R) is homeomorphic to R
d(d−1)/2 by evaluation
of the matrix components, it has covering dimension d(d− 1)/2. Moreover,
Ud(Z) is a discrete, cocompact subgroup such that each automorphism σn
of Ud(R) restricts to an endomorphism on Ud(Z). Lastly, let K ⊂ Ud(R) be
any compact set and U ⊂ Ud(R) any open neighbourhood of the unit. Then
there are positive numbers R, δ > 0 such that
K ⊂
{
x = (xi,j)1≤i<j≤d ∈ Ud(R)
∣∣∣ |xi,j| ≤ R}
and {
x = (xi,j)1≤i<j≤d ∈ Ud(R)
∣∣∣ |xi,j| ≤ δ} ⊂ U.
Then any natural number n with (n + 1)! ≥ Rδ clearly satisfies K ⊂ (σn ◦
. . .◦σ0)(U). Thus, we have verified the conditions in 3.2, and thus the claim
follows. 
Theorem 3.10. Let G be a finitely generated, virtually nilpotent group.
Then asdim(sG) <∞.
Proof. Let G′ be a nilpotent subgroup of G with finite index. By 3.4, G′
contains a torsion-free group H of finite index, which is then necessarily also
finitely generated and nilpotent. By combining 3.6, 3.9 and 2.15, we obtain
asdim(sH) < ∞. Since H also has finite index as a subgroup in G, it
follows from 2.15 that asdim(sG) <∞. 
Remark 3.11. Using a somewhat more involved approach, one can show
by induction that for any elementary amenable group G, the dimension
asdim(sG) is bounded above by the Hirsch length of G. So for example,
it is finite for all virtually polycyclic groups, or the lamplighter group. This
result is a considerable improvement of 3.10 and is shown by Finn-Sell and
the second author in [14].
4. Rokhlin dimension for residually finite groups
In this section, we define Rokhlin dimension for cocycle actions of residually
finite groups. First, we will recall the definition of a (corrected) relative cen-
tral sequence algebra in the non-unital case, based on Kirchberg’s pioneering
work [35] on central sequences of C∗-algebras.
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Definition 4.1 (cf. [35, 1.1]). Let A be a C∗-algebra. Let D ⊂ A∞ be a
C∗-subalgebra. Consider
A∞ ∩D′ = {x ∈ A∞ | xd = dx for all d ∈ D}
and
Ann(D,A∞) = {x ∈ A∞ | xd = dx = 0 for all d ∈ D} .
Then Ann(D,A∞) ⊂ A∞ ∩D′ is an ideal, and one defines
F (D,A∞) = (A∞ ∩D′)/Ann(D,A∞)
the central sequence algebra of A relative to D. One writes F∞(A) =
F (A,A∞) as a shortcut.
Remark 4.2. Let A be a C∗-algebra andD ⊂ A∞ a separable C∗-subalgebra.
(1) Using that D has a countable approximate unit, one can apply a
standard reindexation argument and see that there is some positive
contraction e ∈ A∞ with ed = d = de for all d ∈ D. In particular,
the image of e defines a unit of F (D,A∞), hence this is a unital
C∗-algebra.
(2) If (α,w) : G y A is a cocycle action and D ⊂ A is α-invariant and
closed under multiplication with the cocycles {w(g, h) | g, h ∈ G},
then componentwise application of the family of automorphisms
{αg}g∈G on representing bounded sequences defines a genuine ac-
tion α˜∞ : Gy F (D,A∞). To see this, we observe for x ∈ A∞ ∩D′,
d ∈ D and g, h ∈ G that
w(g, h)xw(g, h)∗d = w(g, h)x(w(g, h)∗d) = dx = xd.
In particular, x − w(g, h)xw(g, h)∗ ∈ Ann(D,A∞), showing that
the automorphism on F (D,A∞) induced by Ad(w(g, h)) is indeed
trivial.
Remark 4.3 (cf. [35, 1.1]). Let A be a C∗-algebra and D ⊂ A a separable
C∗-subalgebra. Then there is a canonical ∗-homomorphism
F (D,A∞)⊗max D → A∞ via
(
x+Ann(D,A∞)
)⊗a 7→ x · a.
The image of 1⊗ a under this ∗-homomorphism is a for all a ∈ D.
Now if we assume additionally that α : G y A is an action of a discrete
group such that D is α-invariant, then the above map becomes an equivari-
ant ∗-homomorphism from (F (D,A∞)⊗maxD, α˜∞⊗α|D) to (A∞, α∞). In
particular, it makes sense to multiply elements of F (D,A∞) with elements
of D to obtain an element in A∞, and this multiplication is compatible with
the naturally induced actions by α. We will implicitly make use of this
observation throughout this section.
We shall now turn to the definition of Rokhlin dimension for cocycle
actions of residually finite groups.
ROKHLIN DIMENSION FOR ACTIONS OF RESIDUALLY FINITE GROUPS 25
Definition 4.4. Let A be a C∗-algebra, G a countable group and (α,w) :
Gy A a cocycle action. Let H ⊂ G be a finite-index subgroup. Let d ∈ N
be a natural number. We say that α has Rokhlin dimension at most d
relative to H, and write dimRok(α,H) ≤ d, if the following holds:
For all separable, α-invariant C∗-subalgebras D ⊂ A closed under multi-
plication with {w(g, h) | g, h ∈ G}, there exist equivariant c.p.c. order zero
maps
ϕl : (C(G/H), G-shift) −→ (F (D,A∞), α˜∞) (l = 0, . . . , d)
with ϕ0(1) + · · · + ϕd(1) = 1. The value dimRok(α,H) is defined to be the
smallest d ∈ N such that dimRok(α,H) ≤ d, or ∞ if no such d exists.
Let us consider a few equivalent reformulations of the above definition.
Proposition 4.5. Let A be a C∗-algebra, G a countable group and α : Gy
A an action. Let H ⊂ G be a subgroup with finite index and d ∈ N a natural
number. Then the following are equivalent:
(1) dimRok(α,H) ≤ d.
(2) For every separable, α-invariant C∗-subalgebra D ⊂ A, there exist
positive contractions (f
(l)
g¯ )
l=0,...,d
g¯∈G/H in A∞ ∩D′ satisfying
(2a)
(∑d
l=0
∑
g¯∈G/H f
(l)
g¯
)
· a = a for all a ∈ D;
(2b) f
(l)
g¯ f
(l)
h¯
∈ Ann(D,A∞) for all l = 0, . . . , d and g¯ 6= h¯ in G/H;
(2c) α∞,g(f
(l)
h¯
) − f (l)
gh
∈ Ann(D,A∞) for all l = 0, . . . , d, h¯ ∈ G/H
and g ∈ G.
(3) For all ε > 0 and finite sets M⊂⊂G and F⊂⊂A, there are positive
contractions (f
(l)
g¯ )
l=0,...,d
g¯∈G/H in A satisfying
(3a)
(∑d
l=0
∑
g¯∈G/H f
(l)
g¯
)
· a =ε a for all a ∈ F ;
(3b) ‖f (l)g¯ f (l)h¯ a‖ ≤ ε for all a ∈ F, l = 0, . . . , d and g¯ 6= h¯ in G/H;
(3c) αg(f
(l)
h¯
) · a =ε f (l)
gh
· a for all a ∈ F, l = 0, . . . , d, h¯ ∈ G/H and
g ∈M ;
(3d) ‖[f (l)g¯ , a]‖ ≤ ε for all a ∈ F, l = 0, . . . , d and g¯ ∈ G/H.
Moreover, it suffices to check these conditions for M being contained
in a given generating set of G.
Proof. (1) =⇒ (2) : Suppose dimRok(α,H) ≤ d. Choose equivariant
c.p.c. order zero maps
ϕl : (C(G/H), G-shift) −→ (F (D,A∞), α˜∞) (l = 0, . . . , d)
with ϕ0(1)+ · · ·+ϕd(1) = 1. Then, by definition, each positive contraction
of the form ϕl(χ{g¯}) ∈ F (D,A∞) for g¯ ∈ G/H has a representing element
f
(l)
g¯ ∈ A∞ ∩D′ with f (l)g¯ +Ann(D,A∞) = ϕl(χ{g}). By functional calculus,
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we may assume that each f
(l)
g¯ is a positive contraction. Then we have
ϕ0(1) + · · ·+ ϕd(1) =
d∑
l=0
∑
g¯∈G/H
f
(l)
g¯ +Ann(D,A∞),
and thus the property ϕ0(1) + · · · + ϕd(1) = 1 translates to condition (2a)
by 4.3. For each l = 0, . . . , d and g¯ 6= h¯ in G/H, the characteristic functions
χg¯, χh¯ ∈ C(G/H) are orthogonal. Since ϕl is an order zero map, we thus
have f
(l)
g¯ f
(l)
h¯
+Ann(D,A∞) = ϕl(χg¯)ϕl(χh¯) = 0+Ann(D,A∞). This implies
condition (2b). Since ϕl is equivariant with respect to the G-shift on G/H,
we get for all g ∈ G, h¯ ∈ G/H that
α∞,g(f
(l)
h¯
)+Ann(D,A∞) = α˜∞,g(ϕl(χ{h¯})) = ϕl(χ{gh}) = f (l)gh +Ann(D,A∞).
This implies condition (2c).
(2) =⇒ (1) : Let (f (l)g¯ )l=0,...,dg¯∈G/H be positive contractions in A∞ ∩ D′ sat-
isfying the conditions (2a), (2b) and (2c). Then the same calculations as
above, only read in the reverse order, show that conditions (2b) and (2c)
imply that for l = 0, . . . , d, the linear map ϕl : C(G/H) → F (D,A∞)
given by ϕl(χ{g¯}) = f
(l)
g¯ + Ann(D,A∞) is c.p.c. order zero and equivariant
with respect to the G-shift and α˜∞. Moreover, condition (2a) implies that
1 = ϕ0(1) + · · ·+ ϕd(1) in F (D,A∞).
(2) =⇒ (3) : Let ε > 0, M⊂⊂G and F⊂⊂A be given. Let D ⊂ A
be a separable, α-invariant C∗-subalgebra containing F . Choose positive
contractions (f
(l)
g¯ )
l=0,...,d
g¯∈G/H in A∞∩D′ satisfying the conditions (2a), (2b) and
(2c). For each l = 0, . . . , d and g¯ ∈ G/H, the element f (l)g¯ has a representing
sequence (f
(l)
g¯,n) ∈ ℓ∞(N, A), which we may assume by functional calculus
to consist of positive contractions. Then conditions (2a), (2b) and (2c)
translate to
•
(∑d
l=0
∑
g¯∈G/H f
(l)
g¯,n
)
· a n→∞−→ a for all a ∈ D;
• f (l)g¯,nf (l)h¯,na
n→∞−→ 0 for all a ∈ D, l = 0, . . . , d and g¯ 6= h¯ in G/H;
• (αg(f (l)h¯,n)− f (l)gh,n) ·a
n→∞−→ 0 for all a ∈ D, l = 0, . . . , d, h¯ ∈ G/H and
g ∈ G.
Moreover, the fact that f
(l)
g¯ ∈ A∞ ∩D′, translates to
• [f (l)g¯,n, a] n→∞−→ 0 for all a ∈ D, l = 0, . . . , d and g¯ ∈ G/H.
Since F is a subset of D, and both F and M are finite, we can choose some
large number n such that the elements (f
(l)
g¯,n)
l=0,...,d
g¯∈G/H satisfy conditions (3a),
(3b), (3c) and (3d).
(3) =⇒ (2) : Let S ⊂ G a be a generating set of G. Assume that (3)
holds for all finite subsetsM of S. Since S is countable, choose an increasing
sequence of finite sets Mn⊂⊂S with S =
⋃
n∈NMn.
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Let D ⊂ A be a separable, α-invariant C∗-subalgebra. Let Fn⊂⊂D be an
increasing sequence of finite subsets whose union
⋃
k∈N Fn ⊂ D is dense. For
every n, choose positive contractions (f
(l)
g¯,n)
l=0,...,d
g¯∈G/H in A satisfying conditions
(3a), (3b), (3c) and (3d) for the triple (ε,M,F ) = ( 1n ,Mn, Fn). Set f
(l)
g¯ =
[(f
(l)
g¯,n)n] ∈ A∞ for each l = 0, . . . , d and g¯ ∈ G/H. Then by choice of the
sequence (f
(l)
g¯,n)n, we have:
•
(∑d
l=0
∑
g¯∈G/H f
(l)
g¯,n
)
· a n→∞−→ a for all a ∈ ⋃k∈N Fk;
• f (l)g¯,nf (l)h¯,na
n→∞−→ 0 for all a ∈ ⋃k∈N Fk, l = 0, . . . , d and g¯ 6= h¯ in G/H;
• (αg(f (l)h¯,n)−f (l)gh,n)·a
n→∞−→ 0 for all a ∈ ⋃k∈N Fk, l = 0, . . . , d, h¯ ∈ G/H
and g ∈ ⋃k∈NMk = S;
• [f (l)g¯,n, a] n→∞−→ 0 for all a ∈
⋃
k∈N Fk, l = 0, . . . , d and g¯ ∈ G/H.
For the correspond elements in the sequence algebra, we thus have
(2a’)
(∑d
l=0
∑
g¯∈G/H f
(l)
g¯
)
· a = a for all a ∈ ⋃k∈N Fk;
(2b’) f
(l)
g¯ f
(l)
h¯
a = 0 for all a ∈ ⋃k∈N Fk, l = 0, . . . , d and g¯ 6= h¯ in G/H;
(2c’) αg(f
(l)
h¯
) · a = f (l)
gh
· a for all a ∈ ⋃k∈N Fk, l = 0, . . . , d, h¯ ∈ G/H and
g ∈ ⋃k∈NMk = S;
(2d’) [f
(l)
g¯ , a] = 0 for all a ∈
⋃
k∈N Fk, l = 0, . . . , d and g¯ ∈ G/H.
Since the union
⋃
k∈N Fk ⊂ D is dense, it follows by continuity of multipli-
cation that f
(l)
g¯ ∈ A∞ ∩D′ for all l = 0, . . . , d and g¯ ∈ G/H, and that the
elements (f
(l)
g¯ )
l=0,...,d
g¯∈G/H satisfy conditions (2a), (2b) and (2c). Since condition
(2c’) holds for all g in a generating set and this condition passes to products
of elements, it follows that condition (2c’) even holds for all g ∈ G. 
Applying 4.5(3), we can now see that our definition of Rokhlin dimension
indeed extends the original definitions (cf. 1.2 and 1.3) due to Hirshberg,
Winter and the third author.
Remark 4.6. Let A,G and (α,w) : G y A be as above. In the case that
A is separable, we make two observations:
(1) The map g 7→ α˜g,∞ ∈ Aut(F∞(A)) defines a genuine action, which
we denote by α˜∞.
(2) If H is a finite-index subgroup in G, then dimRok(α,H) ≤ d if and
only if there exist equivariant c.p.c. order zero maps
ϕl : (C(G/H), G-shift) −→ (F∞(A), α˜∞) (l = 0, . . . , d)
with ϕ0(1) + · · · + ϕd(1) = 1.
Proof of (2). In this case, A is trivially the maximal separable, α-invariant
C∗-subalgebra in itself. The “only if” part is obvious. For the “if” part,
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choose positive contractions (f
(l)
g¯ )
l=0,...,d
g¯∈G/H in A∞ ∩ A′ satisfying the condi-
tions (2a), (2b) and (2c) from 4.5 for A in place of D. Given any other
separable, α-invariant C∗-subalgebra D of A, we then have f
(l)
g¯ ∈ A∞ ∩D′
and the conditions (2a), (2b) and (2c) hold for this subalgebra. Hence
dimRok(α,H) ≤ d. 
Lemma 4.7. Let A,G and (α,w) : G y A be as before. If H2 ⊂ H1 ⊂ G
are two finite-index subgroups, then dimRok(α,H1) ≤ dimRok(α,H2).
Proof. Since there exists an equivariant and unital ∗-homomorphism
(C(G/H1), G-shift) −֒→ (C(G/H2), G-shift),
this follows from the definition. 
Definition 4.8. Let A be a C∗-algebra, G a countable, residually finite
group and (α,w) : G y A a cocycle action. Let σ = (Gn)n ∈ Λ(G) be a
regular approximation. We define the Rokhlin dimension of α along σ as
dimRok(α, σ) = sup
n∈N
dimRok(α,Gn).
Moreover, we define the (full) Rokhlin dimension of α as
dimRok(α) = sup {dimRok(α,H) | H ≤ G, [G : H] <∞} .
Remark 4.9. It follows from 4.7 that if σ is dominating in the sense of 2.16,
then dimRok(α, σ) = dimRok(α).
The next example shows that in general, the value dimRok(α, σ) can in-
deed depend on σ. Later in Section 6, however, we will see that this depen-
dence is rather mild for certain groups.
Example 4.10. Let p ≥ 2 be a natural number. Consider the UHF algebra
Mp∞ =
⊗
N
Mp ∼=
⊗
n∈N
⊗
N
Mpn .
For all n ∈ N, let un ∈Mpn be the shifting unitary given by
un = e1,pn +
pn∑
k=2
ek,k−1.
Consider
α ∈ Aut(A) via α =
⊗
n∈N
⊗
N
Ad(un).
This automorphism defines an action of G = Z. For the sequence of sub-
groups Gn = p
nZ, one has dimRok(α,Gn) = 0. One can see this by using the
equivariant, unital diagonal inclusion (C(Z/pnZ), G-shift) ⊂ (Mpn ,Ad(un)),
the rest follows from the construction of the action. However, if q ≥ 2 is a
number that does not divide p, it is easy to see that dimRok(α, qZ) > 0, since
otherwise the unit would be divisible by q in the K0-group of Mp∞ . But
this is not true. In particular, one has dimRok(α,H) > 0 for all H 6= pnZ.
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However, it will be a consequence of 6.2 that dimRok(α) = 1. We remark
that this fact also follows from an early unpublished result by Matui and
Sato, see the introduction of [27]. Moreover, this would also follow from a
more recent result due to Liao [44].
5. Nuclear dimension of the crossed product C∗-algebra
In this section, we show a permanence property of cocycle actions with
finite Rokhlin dimension with respect to C∗-algebras of finite nuclear dimen-
sion, under the assumption that the acting group has a finite dimensional
box space. This extends important results from [27] and [70]. But first, we
need a slightly more flexible characterization of nuclear dimension:
Proposition 5.1 (cf. [74, 2.5] and [27, A.4]). Let A be a C∗-algebra and
r ∈ N a natural number. Then dimnuc(A) ≤ r, if and only if the following
holds:
For all F⊂⊂A and δ > 0, there exists a finite dimensional C∗-algebra F , a
c.p.c. map ψ : A→ F and c.p.c. order zero maps ϕ(0), . . . , ϕ(r) : F → A∞
such that
a =δ
r∑
l=0
ϕ(l) ◦ ψ(a) for all a ∈ F.
Proof. Since the ’only if’ part is trivial, we show the ’if’ part. Let F⊂⊂A and
δ > 0 be arbitrary. Find F , ψ, ϕ(0) , . . . , ϕ(r) as in the assertion. Since the
cone over F is projective [46, 10.1.11 and 10.2.1], we can find sequences of
order zero maps ϕ
(l)
n : F → A for l = 0, . . . , r with ϕ(l)(x) = [(ϕ(l)n (x))n] for
all x ∈ F . (This follows from the structure theorem for order zero maps [85,
2.3 and 3.1] or [80, 1.2.4].) In particular, it follows that
lim sup
n→∞
‖a−
r∑
l=0
ϕ(l)n ◦ ψ(a)‖ ≤ δ for all a ∈ F.
So there exists n with
a =2δ
r∑
l=0
ϕ(l)n ◦ ψ(a) for all a ∈ F.
Since F and δ were arbitrary, this shows dimnuc(A) ≤ r. 
Theorem 5.2 (cf. [27, 4.1] and [70, 1.10]). Let A be a C∗-algebra, G a
countable, residually finite group and (α,w) : G y A a cocycle action. Let
σ = (Gn)n be a regular approximation of G. Then the following estimate
holds:
dim+1nuc(A⋊α,w G) ≤ asdim+1(σG) · dim+1Rok(α, σ) · dim+1nuc(A).
In particular, if G is finitely generated, we get the estimate
dim+1nuc(A⋊α,w G) ≤ asdim+1(sG) · dim+1Rok(α) · dim+1nuc(A).
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Proof. We may assume that s = asdim(σG), r = dimnuc(A) and d =
dimRok(α, σ) are all finite, or else the statement is trivial. As a first con-
sequence of this assumption, G is seen to be amenable by 2.12, and thus
A⋊α,w G is naturally isomorphic to A⋊r,α,w G.
Let F⊂⊂A⋊α,w G and δ > 0 be given. In order to show the assertion, we
show that there exists a finite dimensional C∗-algebra F with a c.p. approx-
imation (F , ψ, ϕ) for F up to δ on A⋊α,w G as in 5.1.
Since the purely algebraic crossed product is dense in A ⋊α,w G and is
linearly generated by terms of the form aug for a ∈ A and g ∈ G, we may
assume without loss of generality that F ⊂ {aug | a ∈ F ′, g ∈M} for two
finite sets F ′⊂⊂A1 and M⊂⊂G.
The square root function
√· : [0, 1] → [0, 1] is uniformly continuous.
Hence, we may choose ε > 0 so small that |√s − √t| ≤ δ, whenever |s −
t| ≤ ε. Recall that the sequence (Gn)n admits decay functions in the sense
of 2.13(3). Hence there exists n ∈ N and functions µ(j) : G → [0, 1] for
j = 0, . . . , s such that
supp(µ(j)) ∩ supp(µ(j))h = ∅ for all j = 0, . . . , s and h ∈ Gn \ {1} ;(5A)
s∑
j=0
∑
h∈Gn
µ(j)(gh) = 1 for all g ∈ G;(5B)
‖µ(j) − µ(j)(g−1 · )‖∞ ≤ ε for all j = 0, . . . , s and g ∈M.(5C)
Consider the finite sets
(5D) B(j)n = supp(µ
(j)), Bn =
s⋃
j=0
B(j)n ⊂⊂G
and
F˜ =
{
αh−1(a)w(h
−1, g) | a ∈ F ′, g ∈M, h ∈ Bn
}⊂⊂A.
Let A act faithfully on a Hilbert space H and let A⋊α,w G ∼= A⋊r,α,w G
be embedded into B(ℓ2(G) ⊗H) as in 1.8. Let Qj ∈ B(ℓ2(G) ⊗ H) be the
projection onto the subspace ℓ2(B
(j)
n ) ⊗ H. Then x 7→ QjxQj defines a
c.p.c. map Ψj : A ⋊r,α,w G → M|B(j)n |(A). More specifically, we have for all
a ∈ A, g ∈ G and j = 0, . . . , s that
(5E)
Ψj(aug) = Qj
[∑
h∈G
eh,g−1h ⊗ αh−1(a)w(h−1, g)
]
Qj
=
∑
h∈B
(j)
n :
g−1h∈B
(j)
n
eh,g−1h ⊗ αh−1(a)w(h−1, g)
=
∑
h∈B
(j)
n ∩gB
(j)
n
eh,g−1h ⊗ αh−1(a)w(h−1, g).
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For j = 0, . . . , s, define the diagonal matrices Dj ∈M|Bn|(C) by (Dj)h,h =
µ(j)(h). By our choice of ε and (5C), we have
(5F) ‖
√
µ(j) −
√
µ(j)(g−1 · )‖∞ ≤ δ for all g ∈M.
It follows for all g ∈M and a ∈ A that
‖[√Dj , QjaugQj]‖
(5E)
=
∥∥∥∥∥∥
∑
h∈Bn∩gBn
(√
µ(j)(h) −
√
µ(j)(g−1h)
)
eh,g−1h ⊗ αh−1(a)w(h−1, g)
∥∥∥∥∥∥
≤ max
{ ∣∣∣√µ(j)(h) −√µ(j)(g−1h)∣∣∣ ∣∣ h ∈ Bn ∩ gBn} · ‖a‖
(5F)
≤ δ‖a‖.
Define the c.p.c. map θj : A⋊r,α,wG→M|B(j)n |(A) by θj(x) =
√
DjΨj(x)
√
Dj .
By the previous calculation, we have
(5G) ‖θj(aug)−DjQjaugQj‖ ≤ δ · ‖a‖ for all g ∈M and a ∈ A.
By (5E), we have for each aug ∈ F that the matrix coefficients of θj(aug) ∈
M
|B
(j)
n |
(A) are all in F˜ . Choose an r-decomposable c.p. approximation
(F , ψ, ϕ) for F˜ up to δ/[G : Gn], i.e. a finite dimensional C∗-algebra F
and c.p. maps A
ψ→ F ϕ
(i)
→ A for i = 0, . . . , r such that ψ is c.p.c., the maps
ϕ(i) are c.p.c. order zero and
(5H) ‖x− (ϕ ◦ ψ)(x)‖ ≤ δ
[G : Gn]
for all x ∈ F˜ ,
where ϕ denotes the sum ϕ = ϕ(0) + · · ·+ ϕ(r).
For all j = 0, . . . , s and i = 0, . . . , r let
(5I) ψj = id|B(j)n |
⊗ψ :M
|B
(j)
n |
⊗A→M
|B
(j)
n |
⊗F
and
(5J) ϕj,i = id|B(j)n |
⊗ϕ(i) :M
|B
(j)
n |
⊗F →M
|B
(j)
n |
⊗A
denote the amplifications of ψ and ϕ(i).
Let D ⊂ A be a separable, α-invariant C∗-algebra containing F˜ , the image
of ϕ(i) for each i = 0, . . . , r and such that D is closed under multiplication
with {w(g, h) | g, h ∈ G}. Since dimRok(α,Gn) ≤ d, we can use 4.5(2) and
32 GA´BOR SZABO´, JIANCHAO WU AND JOACHIM ZACHARIAS
find positive contractions (f
(l)
h¯
)l=0,...,d
h¯∈G/Gn
in A∞ ∩D′ satisfying the relations
( d∑
l=0
∑
h¯∈G/Gn
f
(l)
h¯
)
a = a for all a ∈ D;(5K)
f
(l)
g¯ f
(l)
h¯
a = 0 for all a ∈ D, g¯ 6= h¯ and l = 0, . . . , d;(5L)
α∞,g(f
(l)
h¯
)a = f (l)
gh
a for all a ∈ D, l = 0, . . . , d and g, h ∈ G.(5M)
Now fix any j ∈ {0, . . . , s} and l ∈ {0, . . . , d}. Define the map
(5N) σj,l :M|B(j)n |
(D)→ (A⋊α,wG)∞ by σj,l(eg,h⊗a) = u∗g−1f (l)1 auh−1 .4
Note that it is c.p. since σj,l(x) = vj,lxv
∗
j,l for the 1× |B(j)n |-matrix vj,l =
(u∗h−1f
(l)1/2
1 )h∈B(j)n
. We now show that σj,l is order zero. We denote f
(l) =∑
h¯∈G/Gn
f
(l)
h¯
, which, by virtue of (5M), is an element fixed by α∞ upon
multiplying with an element in D. Let h1, h2, h3, h4 ∈ B(j)n and a, b ∈ A.
We have
σj,l(eh1,h2 ⊗ a)σj,l(eh3,h4 ⊗ b)
= u∗
h−11
f
(l)
1 auh−12
· u∗
h−13
f
(l)
1 buh−14
= u∗
h−11
uh−12
(αh−12
)−1∞ (af
(l)
1 ) · (αh−13 )
−1
∞ (f
(l)
1 b)u
∗
h−13
uh−14
(5M)
= u∗
h−11
uh−12
(αh−12
)−1(a)f
(l)
h¯2
f
(l)
h¯3
(αh−13
)−1(b)u∗
h−13
uh−14
(5L)
= δh¯2,h¯3 · u∗h−11 uh−12 (αh−12 )
−1(a) · (f (l)
h¯2
)2 · (αh−12 )
−1(b)u∗
h−12
uh−14
(5M)
= δh¯2,h¯3 · u∗h−11 uh−12 (αh−12 )
−1
∞ (a(f
(l)
1 )
2) · (αh−12 )
−1(b)u∗
h−12
uh−14
= δh¯2,h¯3 · u∗h−11 (f
(l)
1 )
2auh−12
· u∗
h−12
buh−14
(5M)
= δh¯2,h¯3 · (f
(l)
h¯1
)2u∗
h−11
abuh−14
(5L)
= δh¯2,h¯3 · f (l)f
(l)
h¯1
u∗
h−11
abuh−14
(5M)
= δh¯2,h¯3 · f (l)u∗h−11 f
(l)
1 abuh−14
(5M),(5A),(5D)
= f (l) · σj,l
(
(eh1,h2 ⊗ a)(eh3,h4 ⊗ b)
)
.
4Keep in mind that in a twisted crossed product, the unitaries ug and u
∗
g−1
do not neces-
sarily coincide.
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Note that for the last step of the above calculation, we have used (5A) in
that the canonical map G −։ G/Gn is injective on each set B(j)n . Since
this calculation involves linear generators of the C∗-algebra M
|B
(j)
n |
(D), we
obtain the equation
σj,l(x)σj,l(y) = f
(l) · σj,l(xy) for all x, y ∈M|B(j)n |(D).
Hence each σj,l is order zero and so is σj,l◦ϕj,i for all i = 0, . . . , r, j = 0, . . . , s
and l = 0, . . . , d. Note that this composition makes sense because of our
assumption that D contains the images of each ϕ(i), and so the image of
each ϕj,i is contained in the domain of σj,l.
As the next step, we would like to show that the maps in the diagram
(5O) A⋊α,w G //
⊕
j ψj◦θj=:Θ
''P
PP
PP
PP
PP
PP
P
(A⋊α,w G)∞
⊕s
j=0M|B(j)n |
(F)
∑
j,l,i σj,l◦ϕj,i=:Φ
66♠♠♠♠♠♠♠♠♠♠♠♠♠
give rise to a good c.p. approximation of F . For this, we first calculate that
for every contraction x ∈ D and every g ∈M that∥∥∥ s∑
j=0
∑
h∈B
(j)
n \gB
(j)
n
µ(j)(h)f
(l)
h¯
x
∥∥∥(5P)
(5D)
≤ (s+ 1) · max
0≤j≤s
∥∥∥ ∑
h∈B
(j)
n \gB
(j)
n
µ(j)(h)f
(l)
h¯
x
∥∥∥
(5L)
≤ (s+ 1) ·max
{
µ(j)(h)
∣∣ h ∈ B(j)n \ gB(j)n , j = 0, . . . , s}
(5D)
= (s+ 1) ·max {‖µ(j) − µ(j)(g−1 · )‖∞ ∣∣ j = 0, . . . , s}
(5C)
≤ (s+ 1)ε ≤ (s+ 1)δ.
Observe that by the properties of the functions µ(j), we have for all l that
f (l) =
∑
g¯∈G/Gn
f
(l)
g¯
(5B)
=
∑
g¯∈G/Gn
s∑
j=0
∑
h∈g¯
µ(j)(h)f
(l)
g¯
(5D)
=
s∑
j=0
∑
h∈B
(j)
n
µ(j)(h)f
(l)
h¯
.
(5Q)
Note that the last equation follows from the fact that for each j = 0, . . . , s,
the set B
(j)
n is contained in a finite set of representatives of G/Gn by (5A)
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and (5D). It follows for all g ∈M and x ∈ D that
(5R)
∥∥∥x− ( d∑
l=0
s∑
j=0
∑
h∈B
(j)
n ∩gB
(j)
n
µ(j)(h)f
(l)
h¯
)
· x
∥∥∥
(5Q),(5K)
=
∥∥∥( d∑
l=0
s∑
j=0
∑
h∈B
(j)
n \gB
(j)
n
µ(j)(h)f
(l)
h¯
)
· x
∥∥∥
(5P)
≤ (s + 1)(d + 1)δ .
Now let aug ∈ F and recall the definition of the maps Θ and Φ from the
approximation diagram (5O). To simplify notation in the following calcu-
lation, the sums over the indices l, j, and i always stand for
d∑
l=0
,
s∑
j=0
and
r∑
i=0
, while the symbol
∑
h
stands for
∑
h∈B
(j)
n ∩gB
(j)
n
. With such conventions,
we have
Φ ◦Θ(aug)
(5O)
=
∑
l,j,i
(σj,l ◦ ϕj,i ◦ ψj ◦ θj)(aug)
(5G)
= (s+1)(d+1)(r+1)δ
∑
l,j,i
(σj,l ◦ ϕj,i ◦ ψj)(DjQjaugQj)
(5E)
=
∑
l,j,i
(σj,l ◦ ϕj,i ◦ ψj)
(∑
h
µ(j)(h) · eh,g−1h ⊗ αh−1(a)w(h−1, g)
)
(5I),(5J)
=
∑
l,j,i
σj,l
(∑
h
µ(j)(h) · eh,g−1h ⊗ (ϕ(i) ◦ ψ)
[
αh−1(a)w(h
−1, g)
])
(5N)
=
∑
l,j,i
∑
h
µ(j)(h) · u∗h−1f (l)1
[
(ϕ(i) ◦ ψ)(αh−1(a)w(h−1, g))]uh−1g
(5M)
=
∑
l,j
∑
h
µ(j)(h)f
(l)
h¯
· u∗h−1
[
(ϕ ◦ ψ)(αh−1(a)w(h−1, g))]uh−1g
(5H)
= (
(s+1)(d+1)|B
(j)
n |·
δ
[G:Gn]
) ∑
l,j
∑
h
µ(j)(h)f
(l)
h¯
· u∗h−1αh−1(a)w(h−1, g)uh−1g︸ ︷︷ ︸
=aug
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=

∑
l,j
∑
h
µ(j)(h)f
(l)
h¯

 · aug
(5R)
= (s+1)(d+1)δ aug.
Summing up these approximation steps and using (5A) in the form of the
inequality |B(j)n | ≤ [G : Gn], it follows for all aug ∈ F that
aug =3(s+1)(d+1)(r+1)δ Φ ◦Θ(aug).
Now let us summarize what we have got. We have constructed a c.p. ap-
proximation 
 s⊕
j=0
M
|B
(j)
n |
(F), Θ, Φ


of tolerance 3(s + 1)(d+ 1)(r + 1)δ on F , where the map
Φ =
r∑
i=0
d∑
l=0
s∑
j=0
σj,l ◦ ϕj,i :
s⊕
j=0
M
|B
(j)
n |
(F)→ (A⋊α,w G)∞
is a sum of (s + 1)(d + 1)(r + 1) c.p.c. maps of order zero. Since d, s, r are
constants and F⊂⊂A ⋊α,w G and δ > 0 were arbitrary, it follows from 5.1
that
dim+1nuc(A⋊α,w G) ≤ (s+ 1)(d+ 1)(r + 1),
which is what we wanted to show. 
The following is a nice test case for the above theorem:
Remark 5.3. Let G be a countably infinite, residually finite and amenable
group. Let σ = (Gn)n be a regular approximation of G consisting of normal
subgroups. Then the generalized Bunce-Deddens algebra associated to G
and σ (see [53]) has nuclear dimension at most asdim(σG).
This is because the associated generalized Bunce-Deddens algebra arises
as the crossed product of the dynamical system
(C(X), α) = lim
−→
(C(G/Gn), G-shift),
where the connecting maps are induced by the natural maps G/Gn −։
G/Gn+1 and X turns out to be homeomorphic to the Cantor set. From the
definition, it is trivial that the resulting action α has Rokhlin dimension 0
along σ. Hence it follows from 5.2 that
dimnuc(C(X) ⋊α G) ≤ asdim+1(σG) · 1 · 1− 1 = asdim(σG).
In particular, this is independent of the other results within [53]. On the
other hand, it is easy to see that generalized Bunce-Deddens algebras are sep-
arable, unital, nuclear, quasidiagonal, have a unique tracial state and satisfy
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the UCT. A combination of these facts with [50, 6.2] gives an alternative
proof that Bunce-Deddens algebras, associated to regular approximations
yielding a box space of finite asymptotic dimension, are classifiable.
However, we should mention that it is known by now that all generalized
Bunce-Deddens algebras are classifiable. It follows from the detailed study
of the transformation groupoid, which was carried out in [53], that all gener-
alized Bunce-Deddens algebras have strict comparison of positive elements.
This, in turn, is sufficient to deduce from [50, 6.2] that they are classifiable.
6. Dependence on the approximation sequence
In this section, we discuss the dependence of the Rokhlin dimension on
the approximation sequence. In order to do so, we introduce a related invari-
ant dimam(α) which does not depend on any residual finite approximation.
Later in Section 8, we shall see that for topological actions, this invariant
corresponds to the notion of amenability dimension that appeared in the
work of Guentner, Willett and Yu [20].
Definition 6.1. Let A be a C∗-algebra, G a countable discrete group and
(α,w) : G y A a cocycle action. We define dimam(α) to be the smallest
natural number d with the following property:
For any ε > 0 and any finite sets M⊂⊂G and F⊂⊂A, there exist finitely
supported maps µ(l) : G→ A1,+, g 7→ µ(l)g for l = 0, . . . , d satisfying:
(a)
( d∑
l=0
∑
g∈G
µ(l)g
)
· a =ε a for any a ∈ F ;
(b) µ
(l)
g µ
(l)
h = 0 for all l = 0, . . . , d and g 6= h in G;
(c)
∥∥∥∑
h∈E
(
αg(µ
(l)
h )− µ(l)gh
) · a∥∥∥ ≤ ε for all a ∈ F, l = 0, . . . , d, g ∈M and
every finite subset E⊂⊂G;
(d)
∥∥∥[∑
g∈E
µ(l)g , a
]∥∥∥ ≤ ε for all a ∈ F, l = 0, . . . , d and every finite subset
E⊂⊂G.
If no such d exists, then we set dimam(α) =∞.
Note that the sum in the first condition is a finite sum because each
function µ(l) is finitely supported. Meanwhile, the third condition expresses
a kind of almost equivariance for each µ(l), and in particular has the con-
sequence that the function µ(l) tapers off near the edge of its support. As
in 4.8, we drop the cocycle w in the notation because the definition of dimam
only depends on α.
Note also that the definition of dimam(α) does not require residual finite-
ness of the group. If the group is residually finite, this notion allows us to
compare the Rokhlin dimension associated to various regular approximation
sequences, via the following intertwining inequalities.
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Theorem 6.2. Let A be a C∗-algebra, G a residually finite group and
(α,w) : G y A a cocycle action. Let σ = (Gn)n ∈ Λ(G) be a regular
approximation of G. Then one has the following estimates:
dim+1Rok(α) ≤ dim+1am(α) ≤ asdim+1(σG) · dim+1Rok(α, σ).
In particular, if the right-hand side is finite for some regular approximation
σ, then it follows that dimRok(α) <∞.
Proof. Denote d = dimam(α), s = asdim(σG) and r = dimRok(α, σ). Let
us prove the first inequality, assuming that d < ∞. Let M⊂⊂G, F⊂⊂A and
ε > 0 be given. By Definition 6.1, we can find finitely supported maps
µ(l) : G → A1,+ for l = 0, . . . , d with the given properties depending on
(M,F, ε). Let H ⊂ G be a subgroup of finite index. For l = 0, . . . , d and
g¯ ∈ G/H, we define f (l)g¯ =
∑
h∈g¯ µ
(l)
h , where the sum is in fact finite. Then
one easily verifies that 4.5(3) is satisfied for the parameters (M,F, ε): for
any a ∈ F , we have( d∑
l=0
∑
g¯∈G/H
f
(l)
g¯
)
· a =ε a ;(6A)
and for all l = 0, . . . , d, we have
f
(l)
g¯ f
(l)
h¯
= 0 for all g¯ 6= h¯ in G/H;(6B) ∥∥(αg(f (l)h¯ )− f (l)gh ) · a∥∥ ≤ ε for all h¯ ∈ G/H and g ∈M ;(6C)
‖[f (l)g¯ , a]‖ ≤ ε for all g¯ ∈ G/H.(6D)
As H,M and ε were arbitary, we can deduce dimRok(α) ≤ d by 4.5.
Let us prove the second inequality, assuming that s, r < ∞. Let M⊂⊂G
and ε > 0 be given. By 2.13(3), there is some n such that there exist finitely
supported functions ν(j) : G → [0, 1], for j = 0, . . . , d, that satisfy the
three conditions in 2.13(3) in place of µ(j), with regard to the pair (M,ε).
Moreover, given a finite subset F ⊂ A1 and setting N = [G : Gn], we
apply 4.5(3) and choose positive contractions f
(l)
g¯ in A1,+ for l = 0, . . . , r
and g¯ ∈ G/Gn such that for every a ∈ F , we have
d∑
l=0
∑
g¯∈G/Gn
f
(l)
g¯ · a =ε a ;(6E)
and for all l = 0, . . . , d, we have
‖f (l)g¯ f (l)h¯ · a‖ ≤
ε
N
for all g¯ 6= h¯ in G/Gn;(6F)
α¯g(f
(l)
h¯
) · a = ε
N
f (l)
gh
· a for all h¯ ∈ G/Gn;(6G)
‖[f (l)g¯ , a]‖ ≤
ε
N
for all g¯ ∈ G/H.(6H)
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Now the cone over CN is projective by [46, 10.1.7]. Since in the relations
(6E) - (6H), ε may be arbitrarily small, we can use a projectivity argument
and strengthen (6F) to
(6F’) f
(l)
g¯ f
(l)
h¯
= 0 for all l = 0, . . . , d and g¯ 6= h¯ in G/Gn.5
Now consider the functions µ(l,j) for l = 0, . . . , r and j = 0, . . . , s such that
µ(l,j)g = ν
(j)
g · f (l)g¯ for all g ∈ G.
Notice that the support of each µ(l,j) is contained in the support of ν(j),
which consists of no more than N elements. Thus one directly computes
that the conditions of 6.1 are satisfied for M , F and 3ε. For example, to
check (3), we compute∥∥∥∑
h∈E
(
αg(µ
(l,j)
h )− µ(l,j)gh
) · a∥∥∥
=
∥∥∥∑
h∈E
(
αg(ν
(j)
h · f (l)h¯ )− αg(ν
(j)
h ) · f (l)g¯h + αg(ν
(j)
h ) · f (l)g¯h − ν
(j)
gh · f (l)g¯h
)
· a
∥∥∥
≤
∑
h∈E∩supp(ν(j))
‖αg(ν(j)h )‖
∥∥(αg(f (l)h¯ )− f (l)g¯h ) · a∥∥
+
∑
h∈E∩
(
supp(ν(j))∪g·supp(ν(j))
) ‖αg(ν(j)h )− ν(j)gh ‖‖f (l)g¯h · a‖
≤ N · ε
N
+ 2N · ε
N
= 3ε .
The other conditions are checked similarly, and in fact these condition hold
with respect to the tolerance ε instead of 3ε. Since M , F and ε were arbi-
trary, we get d+ 1 ≤ (s+ 1)(r + 1). 
This shows that the mere finiteness of the Rokhlin dimension is, in a
sense, independent of the regular approximation. In particular, for a system
(A,α,w), whenever Theorem 5.2 applies nontrivially (i.e., G admits a reg-
ular approximation σ such that the right-hand side of the first inequality,
asdim+1(σG) · dim+1Rok(α, σ) · dim+1nuc(A), is finite), all versions of Rokhlin
dimension are automatically finite.
7. Free topological actions of nilpotent groups
In this section, we study free actions of finitely generated, nilpotent groups
on finite dimensional spaces, and show that their Rokhlin dimension is finite.
First, we have to establish an important technical property of nilpotent
groups:
5Fix the index l. For a shrinking sequence of ε, the elements f
(l)
g¯ give rise to a ∗-
homomorphism from C0(0, 1]
⊕N to the sequence algebra A∞. Due to projectivity, this
lifts to a sequence of ∗-homomorphisms to A, meaning that we may find honestly orthog-
onal elements close to the original ones.
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Lemma 7.1. Let G be a finitely generated, nilpotent group. Let ℓ be the
Hirsch-length of G and set m = 3ℓ. Then for any finite subset M⊂⊂G, there
is a finite subset F⊂⊂G containing the unit and g1, . . . , gm ∈ G, such that
for any g ∈ F−1F , we have Mg ⊂ gjF for some j ∈ {1, . . . ,m}.
Proof. Before we delve into the somewhat technical proof, let us summarize
the approach. It is easy to see that this is true for G = Z. If we pretend
for a moment that G is torsion-free and nilpotent, then the idea boils down
to representing G as an iterated central extension by copies of Z, and in-
ductively define F in such a way that, in the direction of a newly-added
generator, each new F is long enough that commutators of the old gener-
ators have relatively minute impact. This process describes an induction
argument by the Hirsch-length of G.
So let us apply induction by ℓ. If ℓ = 0, then G is finite, and we may
simply take F = G and m = 1.
Now suppose G has Hirsch-length ℓ+1 for some ℓ ≥ 0, and the statement
has been proved for all nilpotent groups with Hirsch length at most ℓ. By 3.4,
G has a central element t ∈ G of infinite order. Set H = G/〈t〉. This yields a
finitely generated, nilpotent group of Hirsch-length ℓ. Denote by π : G→ H
the quotient map and set m = 3ℓ.
Now let M⊂⊂G be a finite subset. We apply our induction hypothesis on
H to get a finite set F0⊂⊂H containing the identity and h1, . . . , hm ∈ H such
that for each h ∈ F−10 F0, we have π(M)h ⊂ hjF0 for some j ∈ {1, . . . ,m}.
Pick some cross section σ : H → G such that σ(1H) = 1G. Decompose
M into
(7A) M =
⊔
k∈π(M)
Mk · σ(k)
for some finite subsets Mk⊂⊂〈t〉. Define the finite sets
(7B) T =
⋃
k∈π(M)
⋃
k1,k2∈F0
σ(kk−11 k2)
−1σ(k)σ(k1)
−1σ(k2)Mk
and
(7C) S =
m⋃
j=1
⋃
k∈π(M)
⋃
k1,k2∈F0
σ(h−1j kk
−1
1 k2)
−1σ(hj)
−1σ(kk−11 k2).
Since σ is a cross section, we have S, T ⊂ 〈t〉. Moreover, ST is finite, so
there exists n ∈ N such that
(7D) ST ⊂ {ti | − n ≤ i ≤ n} .
We set
(7E) F1 =
{
ti | − 3n ≤ i ≤ 3n} , F = σ(F0) · F1
and
(7F) gi,j = t
4niσ(hj)
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for i = −1, 0, 1 and j = 1, . . . ,m. We will show that the set F and the
elements gi,j satisfy the desired property of the assertion.
Let us choose an element x ∈ F−1F . By (7E), this element has the form
(7G) x = tl1−l2σ(k1)
−1σ(k2)
for certain k1, k2 ∈ F0 and −3n ≤ l1, l2 ≤ 3n. By assumption, we have
(7H) π(M)k−11 k2 ⊂ hj0F0
for some j0 ∈ {1, . . . ,m}. For the number
i0 =


−1 , if − 6n ≤ l2 − l1 < −2n
0 , if − 2n ≤ l2 − l1 ≤ 2n
1 , if 2n < l2 − l1 ≤ 6n
we have
(7I) l2 − l1 + {−n, . . . , n} ⊂ 4ni0 + {−3n, . . . , 3n} .
Combining all this, we observe that
Mx
(7A),(7G)
=
⊔
k∈π(M)
Mk · σ(k)tl1−l2σ(k1)−1σ(k2)
=
⊔
k∈π(M)
σ(k)σ(k1)
−1σ(k2)Mkt
l1−l2
=
⊔
k∈π(M)
σ(kk−11 k2)σ(kk
−1
1 k2)
−1σ(k)σ(k1)
−1σ(k2)Mkt
l1−l2
(7B)⊂
⊔
k∈π(M)
σ(kk−11 k2)T t
l1−l2
=
⊔
k∈π(M)
σ(hj0)σ(h
−1
j0
kk−11 k2)σ(h
−1
j0
kk−11 k2)
−1σ(hj0)
−1σ(kk−11 k2)T t
l1−l2
(7C)⊂
⊔
k∈π(M)
σ(hj0)σ(h
−1
j0
kk−11 k2)STt
l1−l2
(7H)⊂ σ(hj0)σ(F0)STtl1−l2
(7D),(7I),(7E)⊂ σ(hj0)σ(F0)F1t4ni0
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(7E),(7F)
= gi0,j0 · F .
By the definition of the elements gi,j in (7F), we see that there are 3m = 3
ℓ+1
lower indices. This finishes the induction step and the proof. 
Recall the following marker property Lemma:
Lemma 7.2 (see [70, 3.8, 4.4]). Let G be a countable, discrete group and X
a compact metric space of finite covering dimension d ∈ N. Let α : Gy X
be a free action. Let F⊂⊂G be a finite set, and let g1, . . . , gd ∈ G be elements
such that the sets
F−1F, g1F
−1F, . . . , gdF
−1F ⊂⊂ G
are pairwise disjoint. Set g0 = 1G. Then there exists an open set Z ⊂ X
such that
X =
d⋃
l=0
⋃
g∈F−1F
αglg(Z)
and
αg(Z) ∩ αh(Z) = ∅ for all g 6= h in F.

We need one more Lemma characterizing the value dimam(−) in the case
of a topological action.
Lemma 7.3. Let G be a countable, discrete group, X a locally compact
Hausdorff space, and d ∈ N a natural number. Let α : G y X be a free
action and α¯ : G y C0(X) the induced action on the C∗-algebra. Then
dimam(α¯) ≤ d if and only if for every ε > 0, every finite subset M⊂⊂G and
every compact subset K ⊂ X, there exist finitely supported maps µ(l) : G→
Cc(X)1,+ for l = 0, . . . , d satisfying:
(a)
d∑
l=0
∑
g∈G
µ(l)g ≤ 1 and
d∑
l=0
∑
g∈G
µ(l)g |K = 1;
(b) µ
(l)
g µ
(l)
h = 0 for all l = 0, · · · , d and g 6= h in G;
(c) µ
(l)
h ◦ αg−1 =ε µ(l)gh for all l = 0, · · · , d, g ∈M and h ∈ G.
When X is compact, it suffices to check the conditions for K = X.
Proof. Suppose dimam(α¯) ≤ d. Then given any ε > 0, any finite subset
M⊂⊂G and any compact subset K ⊂ X, there exists a quasicentral approx-
imate unit for C0(X) ⋊ G inside Cc(X), so there is a ∈ Cc(X)1,+ such that
a|K = 1 and a ◦ αg−1 =ε a for all g ∈ M . Let us assume without loss of
generality that ε ≤ 1/4. Setting F = {a}, we obtain finitely supported maps
ν(l) : G→ Cc(X)1,+, g 7→ ν(l)g for l = 0, . . . , d satisfying the conditions in 6.1
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for M , ε and F . In particular, we have
∑d
l=0
∑
g∈G µ
(l,j)
g |K =ε 1. Now we
define, for l = 0, . . . , d, the functions
µ(l) =
ν(l) · a
max
{
1
2 ,
∑d
j=0 ν
(j) · a
} .
A direct computation shows that the maps µ(l) satisfy (a) and (b) in the
statement of the lemma. As for (c), we see that(
ν(l) · a) ◦ αg−1 =ε ν(l) ◦ αg−1 · a =ε ν(l) · a
and similarly
max

12 ,
d∑
j=0
ν(j) · a

 ◦ αg−1 =(d+2)ε max

12 ,
d∑
j=0
ν(j) · a

 ,
which implies that
µ
(l,j)
h ◦ αg−1 =
(
ν(l) · a) ◦ αg−1
max
{
1
2 ,
∑d
j=0 ν
(j) · a
}
◦ αg−1
=4ε
ν(l) · a
max
{
1
2 ,
∑d
j=0 ν
(j) · a
}
◦ αg−1
=4(d+2)ε
ν(l) · a
max
{
1
2 ,
∑d
j=0 ν
(j) · a
}
= µ
(l,j)
h .
Note that in the second estimate, we used the fact that the denominator is
at least 12 . Since ε was arbitary, we see that condition (c) is also satisfied.
To prove the converse, let again ε > 0 and finite subsets M⊂⊂G and
F⊂⊂C0(X) be given. Without loss of generality, we may assume F ⊂ C0(X)1.
Choose a compact set K ⊂ X such that for any a ∈ F and x ∈ X \K, we
have |a(x)| < ε. By our assumption, we may find finitely supported maps
µ(l) : G → Cc(X)1,+ for l = 0, . . . , d satisfying the conditions (a), (b), and
(c) in the statement of the lemma. It is clear that the functions µ(l), for
l = 0, . . . , d, satisfy conditions (a), (b) and (d) in 6.1 (the last condition is
automatic). For condition (c), we see that for any l ∈ {0, . . . , d}, any finite
subset E⊂⊂G and any x ∈ X, the set{
h ∈ E | µ(l)gh(x) 6= 0
}
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consists of at most one element because of orthogonality. Thus∣∣∣∑
h∈E
(
α¯g(µ
(l)
h )− µ(l)gh
)
(x)
∣∣∣ ≤ ∑
h∈Ex∪Eα
g−1
(x)
∣∣(α¯g(µ(l)h )− µ(l)gh)(x)∣∣ ≤ 2ε .
Since ε was arbitary, we conclude that dimam(α¯) ≤ d. 
Combining these Lemmas, we can obtain the following result:
Theorem 7.4. Let G be a finitely generated, infinite, nilpotent group and
X a compact metric space of finite covering dimension. Let α : G y X be
a free action. Then the induced C∗-algebraic action α¯ : Gy C(X) satisfies
dim+1am(α¯) ≤ 3ℓHir(G) · dim+1(X).
Proof. Let d be the covering dimension of X and ℓ the Hirsch-length of G,
and denote m = 3ℓ. Suppose we are given ε > 0 and finite sets M⊂⊂G and
F⊂⊂C(X). Without loss of generality, we may assume that F consists of
contractions. We are going to show that there exist finitely supported maps
µ(l,j) : G→ C(X)1,+ for l = 0, . . . , d and j = 1, . . . ,m satisfying:
(a)
d∑
l=0
m∑
j=1
∑
g∈G
µ(l,j)g = 1;
(b) µ
(l,j)
g µ
(l,j)
h = 0 for all l = 0, . . . , d, j = 1, . . . ,m and g 6= h in G;
(c) µ
(l,j)
h ◦ αg−1 =ε µ(l,j)gh for all l = 0, . . . , d, j = 1, . . . ,m, g ∈ M and
h ∈ G.
By 7.3, these conditions are sufficient to imply dim+1am(α¯) ≤ m(d + 1).
Since G is amenable, we can choose a Følner set
(7J) J⊂⊂G with |J∆gJ | ≤ ε|J | for all g ∈M.
By 7.1, we can find a finite subset F⊂⊂G containing the unit and h1, . . . , hm ∈
G such that for every x ∈ F−1F , we have Jx ⊂ hjF for some j ∈ {1, . . . ,m}.
Since G is infinite and nilpotent, so is its center by 3.4. Thus we can find
g1, . . . , gd in the center of G such that the sets
F−1F , g1F
−1F , . . . , gdF
−1F ⊂⊂ G
are pairwise disjoint. By 7.2, there exists an open set Z ⊂ X with
(7K) αg(Z) ∩ αh(Z) = ∅ for all g 6= h in F
and
(7L) X =
d⋃
l=0
⋃
g∈F−1F
αglg(Z).
For l = 0, . . . , d and j = 1, . . . ,m, define the finite sets
N (l,j) = {g ∈ G | Jg ⊂ glhjF}⊂⊂G.
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For each g ∈ N (l,j), define the open set
Z(l,j,g) = αg(Z) ⊂ X.
We now claim that
X =
d⋃
l=0
m⋃
j=1
⋃
g∈N(l,j)
Z(l,j,g).
For any x ∈ X, we can apply (7L) and find some l ∈ {0, . . . , d} and g ∈ F−1F
with x ∈ αglg(Z). By our choice of F and the elements h1, . . . , hm, we can
find j ∈ {1, . . . ,m} with Jg ⊂ hjF . But then Jglg ⊂ glhjF , so we see that
glg ∈ N (l,j) and x ∈ Z(l,j,glg).
We may find a partition of unity{
ν(l,j,g) | g ∈ N (l,j), l = 0, . . . , d, j = 1, 2, . . . ,m
}
of X subordinate to the open cover{
Z(l,j,g) | g ∈ N (l,j), l = 0, . . . , d, j = 1, 2, . . . ,m
}
.6
For the sake of convenience, let us set ν(l,j,g) = 0 for all l = 0, . . . , d and
j = 1, . . . ,m, whenever g /∈ N (l,j).
For every l = 0, . . . , d and j = 1, . . . ,m, we now define the finitely sup-
ported maps µ(l,j) : G→ C(X)1,+ via
µ(l,j)g =
1
|J |
∑
h∈J
ν(l,j,h
−1g) ◦ αh−1
We claim that these satisfy the desired properties. Firstly, the support of
each map µ(l,j) is contained in J ·N (l,j), and is hence finite. Secondly, since
each map ν(l,j,g) has values in [0, 1], so does each µ
(l,j)
g by triangle inequality.
We have
d∑
l=0
m∑
j=1
∑
g∈G
µ(l,j)g =
d∑
l=0
m∑
j=1
∑
g∈G
1
|J |
∑
h∈J
ν(l,j,h
−1g) ◦ αh−1
=
1
|J |
∑
h∈J
( d∑
l=0
m∑
j=1
∑
g∈G
ν(l,j,h
−1g)
︸ ︷︷ ︸
=1
)
◦ αh−1
= 1.
It follows that condition (a) holds.
6Note that we allow repetions with this notation.
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Next we observe that for all l = 0, . . . , d, j = 1, . . . ,m and g ∈ G, the
open support of µ
(l,j)
g satisfies
supp(µ(l,j)g ) ⊂
⋃
h∈J
αh
(
supp(ν(l,j,h
−1g))
)
⊂
{⋃
h∈J αh(αh−1g(Z)) = αg(Z) , if g ∈ J ·N (l,j)
∅ , if g /∈ J ·N (l,j).
By definition of the set N (l,j), we have J · N (l,j) ⊂ glhjF . So let g′ ∈ G
be an element different from g. If g /∈ J · N (l,j) or g′ /∈ J · N (l,j), then we
trivially have µ
(l,j)
g µ
(l,j)
g′ = 0 because one of the functions is zero already. If
g, g′ ∈ J ·N (l,j) ⊂ glhjF , then we can write g = glhjf1 and g′ = glhjf2 for
some f1 6= f2 in F . By (7K), it follows that αf1(Z) ∩ αf2(Z) = ∅, and thus
αg(Z) ∩ αg′(Z) = ∅. In particular, the two functions µ(l,j)g and µ(l,j)g′ have
disjoint open supports and are therefore orthogonal. This verifies condition
(b).
Lastly, for all l = 0, . . . , d, j = 1, 2, . . . ,m, g ∈M and g′ ∈ G, we calculate
‖µ(l,j)g′ ◦ αg−1 − µ(l,j)gg′ ‖
=
1
|J |
∥∥∥∑
h∈J
ν(l,j,h
−1g′) ◦ αh−1 ◦ αg−1 −
∑
h∈J
ν(l,j,h
−1gg′) ◦ αh−1
∥∥∥
=
1
|J |
∥∥∥∑
h∈J
ν(l,j,(gh)
−1gg′) ◦ α(gh)−1 −
∑
h∈J
ν(l,j,h
−1gg′) ◦ αh−1
∥∥∥
=
1
|J |
∥∥∥ ∑
h∈gJ
ν(l,j,h
−1gg′) ◦ αh−1 −
∑
h∈J
ν(l,j,h
−1gg′) ◦ αh−1
∥∥∥
=
1
|J |
∥∥∥ ∑
h∈gJ\J
ν(l,j,h
−1gg′) ◦ αh−1 −
∑
h∈J\gJ
ν(l,j,h
−1gg′) ◦ αh−1
∥∥∥
≤ 1|J |
( ∑
h∈gJ\J
‖ν(l,j,h−1gg′) ◦ αh−1‖+
∑
h∈J\gJ
‖ν(l,j,h−1gg′) ◦ αh−1‖
)
≤ |J∆gJ ||J |
(7J)
≤ ε.
This verifies condition (c) and finishes the proof. 
Corollary 7.5. Let G be a finitely generated, infinite, nilpotent group and
X a compact metric space of finite covering dimension. Let α : Gy X be a
free action. Then the C∗-algebraic action α¯ : G y C(X) has finite Rokhlin
dimension, and in fact
dim+1Rok(α¯) ≤ 3ℓHir(G) · dim+1(X).
Proof. This follows directly from 7.4 and 6.2. 
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Corollary 7.6. Let G be a finitely generated, infinite, nilpotent group and
X a compact metric space of finite covering dimension. Let α : Gy X be a
free action. Then the transformation group C∗-algebra C(X)⋊αG has finite
nuclear dimension, and in fact
dim+1nuc(C(X) ⋊α G) ≤ 3ℓHir(G) · asdim+1(sG) · dim+1(X)2.
Proof. This follows directly from 7.5, 3.10 and 5.2. 
Remark 7.7. We remark that one can generalize the above results 7.5
and 7.6 to actions on locally compact spaces. A rigorous treatment of this
can be found in the first author’s dissertation [69], which follows a very
similar approach, using a generalized version of 7.2. (Note that a variant of
this can be found in the appendix of [28].)
Remark 7.8. Through recent groundbreaking progress in the Elliott pro-
gramme by many hands, the combined main results of [18, 13, 12, 73] have
completed the classification of separable, unital, simple C∗-algebras that
satisfy the UCT and have finite nuclear dimension. Now transformation
group C∗-algebras of amenable groups are well-known to satisfy the UCT
due to [78], and they are further known to be simple if the action is free
and minimal [33]. Therefore, the main result of this section implies the
classifiability of a large class of simple transformation group C∗-algebras:
Theorem 7.9. Let G be a finitely generated, infinite, nilpotent group and
X a compact metric space of finite covering dimension. Let α : G y X
be a free and minimal action. Then the transformation group C∗-algebra
C(X)⋊α G is a simple ASH algebra of topological dimension at most 2.
8. Amenability dimension for topological actions
In this section, we show that for topological actions, the invariant dimam(α¯)
defined in 6.1 coincides with a dimension concept studied by Guentner, Wil-
lett and Yu in [20]7. We remark that before this work, a similar concept had
been defined, at least implicitly, in the pioneering work [4] of Bartels, Lu¨ck
and Reich on the Farrell-Jones conjecture for hyperbolic groups.
Definition 8.1. Let G be a countable, discrete group and let X be a com-
pact metric space. Let α : G y X be an action. Then we denote by
∆ : Gy G×X the diagonal action defined by ∆g(h, x) = (hg−1, αg(x)).
Definition 8.2 (see [20, 4.10, 4.14]). Let G be a countable, discrete group
and let X be a compact metric space. Let α : Gy X be a free action. The
amenability dimension of α, denoted dimam(α), is defined to be the smallest
natural number d with the following property: For any finite subset M⊂⊂G,
there exists an open cover U of G×X satisfying:
7Note that instead of writing “dimam(α¯) ≤ d” they write “α is d-BLR”. Our terminology is
inspired by an earlier draft of their paper. Another closely related notion they introduced
in the same paper is termed dynamic asymptotic dimension.
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(a) U is a so-called free G-cover with regard to the diagonal action ∆;
that is, for any U ∈ U and 1 6= g ∈ G, we have ∆g(U) ∈ U and
U ∩∆g(U) = ∅.
(b) The multiplicity of U is at most d+ 1.
(c) For any x ∈ X, the set M × {x} is contained in a member of U .
If no such d exists, we write dimam(α) =∞.
Next we shall see that this definition is a special case of 6.1, thus rec-
onciling the potential conflict of notation. To this end, let us fix some
terminology:
Definition 8.3. For us, an abstract G-simplicial complex Z consists of:
• a set Z0, called the set of vertices, which comes equipped with a
G-action, and
• a G-invariant collection of its finite subsets closed under taking sub-
sets, called the collection of simplices.
We often write σ ∈ Z to denote that σ is a simplex of Z. The dimension
of a simplex is the cardinality of the corresponding finite subset minus 1,
and the dimension of the abstract G-simplicial complex is the supremum
of the dimensions of its simplices. The geometric realization of an abstract
G-simplicial complex Z, denoted as |Z|, is the set of formal sums
|Z| =
{∑
v∈σ
λvv
∣∣∣ σ ∈ Z and λv ≥ 0 with ∑
v∈σ
λv = 1
}
.
By convention, λv is defined to be zero for v ∈ Z0\σ. Similarly for a simplex
σ of Z, we define its geometric realization |σ| to be{∑
v∈σ
λvv
∣∣∣ λv ≥ 0 with ∑
v∈σ
λv = 1
}
⊂ |Z|.
The space |Z| carries a natural G-action, where
g ·
∑
v∈σ
λvv =
∑
v∈σ
λv(g · v) ∈ |g · σ|
for any g ∈ G, σ ∈ Z and∑v∈σ λvv ∈ |σ|. If this action is free, then we call
Z an abstract free G-simplicial complex. Usually Z is equipped with the
weak topology, but for our purposes we consider the ℓ1-topology, induced
by the ℓ1-metric d1 : Z × Z → [0, 2] given by
d1
(∑
v∈σ
λvv,
∑
v∈σ′
µvv
)
=
∑
v∈σ∪σ′
|µv − λv|.
This metric is obviously G-invariant.
Lemma 8.4. Let G be a countable, discrete group and let X be a compact
Hausdorff space. Let α : G y X be a free action and d ∈ N a natural
number. Then the following are equivalent:
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(1) The amenability dimension of α is at most d.
(2) For every M⊂⊂G and ε > 0, there exists a free G-simplicial complex
Z of dimension at most d together with a continuous map ϕ : X →
|Z| that is (M,ε)-approximately equivariant8, i.e. d1(ϕ(αg(x)), g ·
ϕ(x)) ≤ ε for all x ∈ X and g ∈M .
(3) For the induced action α¯ : Gy C(X), we have dimam(α¯) ≤ d.
Proof. (1) =⇒ (2) : We follow the proof of [20, 4.6, (ii) =⇒ (i)], though
some extra care is necessary as the authors of that paper did not discuss
free simplicial complexes, but rather complexes whose vertex stabilizers are
from a fixed collection F of subgroups of G (e.g., the collection of all finite
subgroups; see [20, 4.3]).
Let M⊂⊂G and ε > 0 be given. Replacing M by M ∪M−1 ∪{1}, we may
assume thatM is symmetric and contains the identity element. Pick n with
(2d+ 2)(4d + 6)
n
< ε .
Since the amenability dimension of α is at most d, we can find a cover U of
G×X as in Definition 8.2 with M replaced by Mn. Let Z be the nerve of
this cover, i.e. Z0 = U and a finite subset {U1, U2, . . . , Uk} of U is in Z if
and only if
⋂k
i=1 Ui 6= ∅. Since U is G-invariant, we see that Z becomes a
G-simplical complex under the G-action on the vertex set U . The dimension
of Z is simply the multiplicity of U minus 1 and thus is at most d. We also
observe that the action of G on |Z| is free. Indeed, if this were not the case,
we would be able to find a nontrivial element g ∈ G and a point z such
that g · z = z. Write z = ∑v∈σ λvv with λv > 0 for each v ∈ σ. Then the
simplex σ is fixed by g, too. Thus picking an element U in σ, viewed as an
element of U , we would have g · U ∩ U 6= ∅, which is a contradiction to the
fact that U is a free G-cover. In summary, Z is a free G-simplicial complex
of dimension at most d.
The construction of the continuous map ϕ : X → |Z| is identical to that
in the proof of [20, 4.6, (ii) =⇒ (i)] and is thus omitted.
(2) =⇒ (3) : Given any free G-simplicial complex Z of dimension no
more than d, there is a canonical G-invariant cover U constructed as follows.
For all l = 0, . . . , d and every l-dimensional simplex σ of Z, we define an
open subset
Uσ =

∑
v∈Z0
λvv | λv > λv′ for all v ∈ σ and v′ ∈ Z0 \ σ

 .
Then Ug·σ = g ·Uσ and Uσ ∩Uσ′ = ∅ for σ 6= σ′ of the same dimension. Now
U is defined to be the collection U = {Uσ | σ ∈ Z}, which gives us an open
cover of |Z| of multiplicity at most d+ 1.
8In [20], the terminology “(M, ε)-equivariant” is used instead.
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This allows us to define a partition of unity {νσ}σ∈Z subordinate to U by
setting
νσ : |Z| → [0, 1] , z 7→ d
1(z, |Z| \ Uσ)∑
σ′∈Z d
1(z, |Z| \ Uσ′) .
Observe that νg·σ = g · νσ for all σ ∈ Z and νσ · νσ′ = 0, whenever σ 6= σ′
are two simplices of the same dimension.
Moreover, we claim that each νσ is Lipschitz with respect to the constant
(d+ 1)(d+ 2). Since |Z| is a geodesic space, with geodesics being piecewise
linear paths in |Z|, it suffices to show that all the directional derivatives of
νσ along linear paths are bounded by this constant. Observe that for any
z =
∑
v∈Z0
λvv ∈ Uσ, the point in |Z| \Uσ that is closest to z differs from z
only by replacing one of the (dim(σ) + 1)-th greatest coordinates of z and
one of the (dim(σ) + 2)-th greatest coordinates of z by the average of the
two values, and thus we have
d1(z, |Z| \ Uσ) = λ(dim(σ)+1) − λ(dim(σ)+2) ,
where λ(l) is the value of the l-th greatest coordinate of z for all l ∈ N.
Hence for any z =
∑
v∈Z0
λvv ∈ |Z|, we have
νσ(z) = χUσ(z)·
λ(dim(σ)+1) − λ(dim(σ)+2)∑card(Z0)
l=2 (λ
(l−1) − λ(l))
= χUσ(z)·
λ(dim(σ)+1) − λ(dim(σ)+2)
λ(1)
,
where χUσ is the characteristic function for Uσ and card(Z0) is the cardinality
of Z0 (in fact, we are only dealing with a finite sum). Since z has no more
than d+ 1 positive terms and they sum up to 1, it follows that λ(1) ≥ 1d+1 .
Thus for any finite sum w =
∑
v∈Z0
ηvv with
∑
v∈Z0
|ηv | = 1 and z+tw ∈ |Z|
for any t in a small neighborhood of 0 in R≥0, we have∣∣∣d νσ(z + tw)
dt
∣∣∣
t=0+
∣∣∣ ≤ 1
λ(1)
+
1
(λ(1))2
≤ (d+ 1)(d + 2),
which proves what we claimed.9
Now given any finite subset M⊂⊂G and ε > 0, we apply the assumption
to get a free G-simplicial complex Z of dimension no more than d and a
(M−1, ε2(d+1)(d+2) )-approximately equivariant continuous map ϕ : X → |Z|.
Since X is compact, by [20, 4.5], we may assume without loss of generality
that the image of ϕ intersects finitely many simplices in Z. Let {νσ} be
the partition constructed above. For every l = 0, . . . , d, pick a set Σ(l) of
representatives for the G-action on the set of l-dimensional simplices in Z,
and define ν(l) =
∑
σ∈Σ(l) νσ. Since there is only one non-zero summand at
every point z ∈ |Z|, the sum is well defined and we see that each ν(l) is also
9Another way to give an estimate of the Lipschitz constant is by showing that the cover
U has Lebesgue number at least 2
(d+1)(d+2)
and use [52, 4.3.5].
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Lipschitz with respect to the constant (d+1)(d+2). Additionally, we have
ν(l) · (g · ν(l)) = 0 for all g ∈ G \ {1} and
d∑
l=0
∑
g∈G
(g · ν(l))(z) = 1 for all z ∈ |Z|.
We define the maps µ(l) : G→ C(X)+ as the pullbacks µ(l)g = (g ·ν(l))◦ϕ for
all l = 0, . . . , d and g ∈ G. We claim that these maps satisfy the conditions
in 7.3. As assumed above, the image of ϕ intersects only finitely many
simplices in Z. Since, moreover, each simplex intersects only finitely many
Uσ’s, it follows that the image of ϕ intersects only finitely many Uσ’s and thus
there are only finitely many g ∈ G such that µ(l)g 6= 0. Conditions (a) and
(b) follow directly from the above properties of the collection
{
ν(l)
}
l=0,...,d
.
Finally we check that for all l = 0, . . . , d, g ∈M , h ∈ G and x ∈ X, we have
α¯g(µ
(l)
h )(x) = µ
(l)
h (αg−1(x))
= (h · ν(l)) ◦ ϕ ◦ αg−1(x)
=ε/2 (h · ν(l))(g−1 · ϕ(x))
= (gh · ν(l)) ◦ ϕ(x) = µ(l)gh(x).
Note that for the intermediate approximation step, we have used that the
function h · ν(l) is Lipschitz with respect to the constant (d + 1)(d + 2),
combined with d1(g−1 ·ϕ(x), ϕ◦αg−1(x)) ≤ ε/2(d+1)(d+2). Hence condition
(c) follows.
(3) =⇒ (1) : Given any finite subset M⊂⊂G, we use the assumption
to get finitely supported maps µ(l) : G → C(X)+ satisfying the conditions
in 7.3 for (M, 1d+1). For l = 0, . . . , d, define an open set
U (l) =
{
(g, x) ∈ G×X | µ(l)g (αg(x)) > 0
}
and put U (l) := {∆g(U (l)) | g ∈ G}. We claim that U := U (0) ∪ · · · ∪ U (d) is
an open cover satisfying the conditions in 8.2.
First we observe that the G-invariance of U is built into the definition.
Now it holds for any (h, x) ∈ G ×X, l = 0, . . . , d and g ∈ G that (h, x) ∈
∆g
(
U (l)
)
if and only if µ
(l)
hg(αh(x)) > 0. Since for two distinct g, g
′ ∈ G,
one has µ
(l)
hgµ
(l)
hg′ = 0, it follows that (h, x) cannot be in both ∆g(U
(l)) and
∆g′(U
(l)). This proves that for each l = 0, . . . , d, the collection U (l) is G-
invariant and consists of pairwise disjoint sets.
Finally, we observe that for any (h, x) ∈ G × X, there is g0 ∈ G and
l0 ∈ {0, . . . , d} such that µ(l)hg0(αh(x)) ≥ 1d+1 . This is because we have
1 =
∑d
l=0
∑
g∈G µ
(l)
g (αh(x)) and the collections of functions
{
µ
(l)
g | g ∈ G
}
consist of pairwise orthogonal functions for all l = 0, . . . , d. It follows from
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condition (c) that for any b ∈M ,
µ
(l)
bhg0
(αbh(x)) > µ
(l)
hg0
(αh(x))− 1
d+ 1
≥ 0.
But this is equivalent to (bh, x) ∈ ∆g0(U (l)). Hence it follows thatMh×{x}
is contained in a member of U . In particular, U indeed covers G×X. This
yields all the conditions in order to deduce dimam(α) ≤ d. 
It turns out that amenability dimension for free actions is a notion that
generally behaves well with respect to the nuclear dimension of the transfor-
mation group C∗-algebra. The following result is due to Guentner, Willett
and Yu:
Theorem 8.5 (see [20, 8.6, 4.11]). Let G be a countable, discrete group and
X a compact metric space. Let α : Gy X be a free action. Then
dim+1nuc(C(X) ⋊α G) ≤ dim+1am(α) · dim+1(X).
This theorem allows us to provide a better estimate for 7.6 when X is
compact. In view of Definition 6.1 and Lemma 8.4, it is interesting to ask
in what generality this formula holds beyond the commutative case, with
dimam(α) replaced by dimam(α¯).
Corollary 8.6. Let G be a finitely generated, infinite nilpotent group and
X a compact metric space of finite covering dimension. Let α : Gy X be a
free action. Then the transformation group C∗-algebra C(X)⋊αG has finite
nuclear dimension, and in fact
dim+1nuc(C(X) ⋊α G) ≤ 3ℓHirsch(G) · dim+1(X)2.
Proof. This follows directly from 7.4, 8.4 and 8.5. 
Remark 8.7. Some time after the initial preprint version of this paper
was published, Bartels [3] has independently proved a more general version
of 7.4 with slightly different methods. In particular, his result [3, 1.10] in
conjuction with 8.5 implies that the finiteness part of 7.4 holds for virtually
nilpotent groups, although no specific estimate is obtained this way. Using
his results instead of ours, we thus obtain the following improvement of 7.9:
Theorem 8.8. Let G be a finitely generated, infinite, virtually nilpotent
group and X a compact metric space of finite covering dimension. Let α :
Gy X be a free and minimal action. Then the C∗-algebra C(X) ⋊α G is a
simple ASH algebra of topological dimension at most 2.
9. Rokhlin dimension with commuting towers
In this section, we consider the notion of Rokhlin dimension with commut-
ing towers, in analogy to what has been done in [27, Section 5]. Similarly
as in [27, Section 5], it turns out that cocycle actions with finite Rokhlin
dimension with commuting towers preserve Z-stability. Moreover, borrow-
ing a technique from [25], this turns out to be true even for D-stability, for
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any strongly self-absorbing C∗-algebra D. Let us first recall some relevant
notions.
Definition 9.1 (see [76, 1.3]). A separable, unital C∗-algebra D is called
strongly self-absorbing, if there is an isomorphism ϕ : D → D ⊗ D that is
approximately unitarily equivalent to idD ⊗ 1D : D → D ⊗D, i.e. there is a
sequence of unitaries un ∈ D ⊗D such that
ϕ(x) = lim
n→∞
un(x⊗ 1D)u∗n
for all x ∈ D.
A C∗-algebra A is called D-stable if A ∼= A⊗D.
Strongly self-absorbing C∗-algebras are always simple and nuclear. Known
examples are the Jiang-Su algebra Z, any UHF algebra of infinite type, the
Cuntz algebras O∞ and O2, as well as countable tensor products of these.
They play an important role in the Elliott classification programme in that
D-stability can be considered as an important regularity property. Most
notably, Z-stability appears as a prerequisite for a C∗-algebra to be inside
a classifiable class. We are thus led to the problem of determining cases in
which D-stability is preserved under forming crossed products.
Next we introduce the main definition of the section, which is a strength-
ening of 4.6 and 4.8.
Definition 9.2. Let A be a separable C∗-algebra, G a residually finite group
and (α,w) : G y A a cocycle action. Let H ⊂ G be a subgroup of finite
index. We say that α has Rokhlin dimension d with commuting towers and
relative to H, and write dimcRok(α,H) = d, if d is the smallest number such
that there exist equivariant order zero maps
ϕl : (C(G/H), G-shift)→ (F∞(A), α˜∞) (l = 0, . . . , d)
with pairwise commuting ranges and 1 = ϕ0(1) + · · ·+ ϕd(1).
Let σ = (Gn)n ∈ Λ(G) be a regular approximation of G. We define
dimcRok(α, σ) = sup
n∈N
dimcRok(α,Gn)
and
dimcRok(α) = sup {dimcRok(α,H) | H ⊂ G, [G : H] <∞} .
Before we can prove the main theorem of the section, we need two results
from the literature. The first may be called a folklore result. Note that
the unital case of it was already implicitly at the core of the results of [31,
4.6], [47, 4.8] and [49, 4.9]. The proof essentially goes by a similar method
as in [76, 2.3], [35, 4.11] or [61, 2.3.5, 7.2.1, 7.2.2]. A detailed treatment has
been given by the first author in [72] for more general (cocycle) actions.
Theorem 9.3 (see [72, 3.8]). Let G be a countable, discrete group, A a
separable C∗-algebra and let D be a strongly self-absorbing C∗-algebra. Let
(α,w) : G y A be a cocycle action. Then (α,w) is cocycle conjugate to
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(α⊗ idD, w ⊗ 1D) if and only if there exists a unital ∗-homomorphism from
D to the fixed point algebra F∞(A)α˜∞ .
The second is an important technical lemma for proving the existence of
∗-homomorphisms from strongly self-absorbing C∗-algebras.
Lemma 9.4 (see [25, 5.8]). Let D be a strongly self-absorbing C∗-algebra.
Let B be a unital C∗-algebra. Suppose that ψ1, . . . , ψn : D → B are c.p.c. or-
der zero maps with pairwise commuting ranges such that ψ1(1D) + · · · +
ψn(1D) = 1B. Then there exists a unital ∗-homomorphism from D to B.
Remark 9.5. We note that one can use [36, 7.6] to see that 9.4 holds, if
one replaces D either by a matrix algebra or a dimension drop algebra. This
would be enough to prove 9.6 for D being either Z or a UHF algebra of
infinite type10.
The main theorem of the section is a generalization of [27, 5.8, 5.9]:
Theorem 9.6. Let D be a strongly self-absorbing C∗-algebra and A a sepa-
rable, D-stable C∗-algebra. Let G be a countable, residually finite group and
(α,w) : G y A a cocycle action. Assume that σ ∈ Λ(G) is a regular ap-
proximation with asdim(σG) <∞ and dimcRok(α, σ) <∞. Then (α,w) is
cocycle conjugate to (α⊗ idD, w⊗1D), and in particular the twisted crossed
product A⋊α,w G is D-stable.
Proof. Denote s = asdim(σG) and d = dim
c
Rok(α, σ). Denote σ = (Gn)n.
As A is D-stable, there exists a unital ∗-homomorphism from D to F∞(A).
By a standard reindexation trick (such as [35, 1.13]), we may find unital
embeddings ιl,j : D → F∞(A) for l = 0, . . . , d and j = 0, . . . , s such that
[ιl1,j1(x), α˜∞,g(ιl2,j2(y))] = 0 for all x, y ∈ D, g ∈ G and (l1, j1) 6= (l2, j2).
Let M⊂⊂G and ε > 0 be arbitrary. By 2.13(3), we can find n and finitely
supported functions ν(j) : G→ [0, 1] for j = 0, . . . , s satisfying
(a) For every j = 0, . . . , s, one has
supp(ν(j)) ∩ supp(ν(j))h = ∅ for all h ∈ Gn \ {1} .
(b) For every g ∈ G, one has
s∑
j=0
∑
h∈Gn
ν(j)(gh) = 1.
(c) For every j = 0, . . . , s and g ∈M , one has
‖ν(j) − ν(j)(g · )‖∞ ≤ ε.
In order to shorten the notation for the rest of the proof, we will write
ν
(j)
h = ν
(j)(h) for all j = 0, . . . , s and h ∈ G.
10In fact, this was done in a previous preprint version of this paper.
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By definition, there are equivariant c.p.c. order zero maps
ϕl : (C(G/Gn), G-shift)→ (F∞(A), α˜∞) (l = 0, . . . , d)
with pairwise commuting ranges and 1 = ϕ0(1) + · · ·+ϕd(1). Without loss
of generality, we may assume that the image of each map ϕl commutes with
the image of each map of the form α˜∞,g ◦ ιl′,j for l, l′ = 0, . . . , d, j = 0, . . . , s
and g ∈ G.
For each g¯ ∈ G/Gn, let eg¯ ∈ C(G/Gn) denote the characteristic function
of {g¯}. For each j = 0, . . . , s and l = 0, . . . , d, define the maps ψl,j : D →
F∞(A) via
ψl,j =
∑
g∈G
ν(j)g · ϕl(eg¯) · α˜∞,g ◦ ιl,j.
Then each of the maps ψl,j is c.p.c. order zero. They also have pairwise
commuting ranges because we have
‖[ψl1,j1(x1), ψl2,j2(x2)]‖ ≤ sup
g1,g2∈G
∥∥[α˜∞,g1(ιl1,j1(x1)), α˜∞,g2(ιl2,j2(x2))]∥∥ = 0
for all (l1, j1) 6= (l2, j2) and all x1, x2 ∈ D. We have moreover
d∑
l=0
s∑
j=0
ψl,j(1) =
d∑
l=0
s∑
j=0
∑
g∈G
ν(j)g · ϕl(eg¯) · α˜∞,g ◦ ιl,j(1)
=
d∑
l=0
s∑
j=0
∑
g∈G
ν(j)g · ϕl(eg¯)
=
d∑
l=0
∑
g¯∈G/Gn
ϕl(eg¯) ·
s∑
j=0
∑
h∈g¯
ν
(j)
h
=
d∑
l=0
ϕl(1) = 1.
Condition (c) of the functions ν(j) ensures that for all l = 0, . . . , d, j =
0, . . . , s and g ∈M , we have ‖ψl,j − α˜∞,g ◦ ψl,j‖ ≤ ε.
Since M⊂⊂G and ε > 0 were arbitrary, we can apply a standard diagonal
sequence argument to construct new c.p.c. order zero maps ψl,j : D →
F (A)α˜∞ for l = 0, . . . , d and j = 0, . . . , s with pairwise commuting ranges
and
d∑
l=0
s∑
j=0
ψl,j(1) = 1.
We can now apply 9.4 to obtain the existence of some unital ∗-homomorphism
from D to F∞(A)α˜∞ . The claim now follows from 9.3. 
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Remark 9.7. The usefulness of a result like 9.6 is showcased in the following
two non-trivial applications:
(1) Let G be a finite group. If α : G y O2 is an arbitrary action with
dimcRok(α) < ∞, then it follows from 9.6 that α absorbs the trivial
G-action on O2. Thus by [29, 4.2], α is uniquely determined up to
conjugacy. In fact, the same argument works for residually finite
groups with asdim(sG) <∞ due to [71, 5.5].
(2) In contrast to the above, nice torsion-free groups such as G = Zn
exhibit a different behavior. There are results such as [44, 43] show-
ing that strongly outer actions of G on nice, classifiable finite C∗-
algebras have finite Rokhlin dimension; although commuting towers
are not arranged in the cited articles, this will be done in the first
author’s forthcoming work. It then follows from 9.6 that equivari-
ant D-absorption is an automatic phenomenon for nice, torsion-free
group actions on classifiable D-stable C∗-algebras, as one would ex-
pect from K-theoretic considerations; cf. [71, 4.12 and 4.16].
In light of the fact that all outer G-actions on a Kirchberg algebra have
Rokhlin dimension at most one (see [71, 6.3]), the above discussion supports
the idea that, as compared to the condition of finite Rokhlin dimension, finite
Rokhlin dimension with commuting towers is a more rigid notion when the
acting group has torsion. See [24], where such a phenomenon was discovered
much earlier by K-theoretic methods.
10. Genericity of finite Rokhlin dimension on Z-stable
C∗-algebras
In this section, we investigate the genericity of cocycle actions with finite
Rokhlin dimension on C∗-algebras absorbing either Z or a certain UHF
algebra of infinite type, in analogy to what has been done in [27, Section
3]. As we will see, the main argument in the proof of generecity relies on
a more general principle that has nothing to do with Rokhlin dimension in
particular. For instance, we also prove that for every strongly self-absorbing
C∗-algebra D and every separable, D-stable C∗-algebra A, a cocycle action
on A will generically absorb the trivial action on D tensorially.
Let us first establish some notation.
Definition 10.1. Let G be a countable, discrete group and A a C∗-algebra.
Consider the set CoAct(G,A) of all cocycle actions (α,w) : G y A. For a
pair of F⊂⊂A and M⊂⊂G, the map
dF,M : CoAct(G,A) × CoAct(G,A)→ R≥0
given by
dF,M
(
(α1, w1), (α2, w2)
)
= max
a∈F,g∈M
‖α1g(a)− α2g(a)‖
+ max
a∈F,g∈M
(‖(w1g − w2g)a‖+ ‖a(w1g − w2g)‖)
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defines a pseudometric on CoAct(G,A). We equip CoAct(G,A) with the
topology induced by all these pseudometrics. In other words, a net (αλ, wλ)
of cocycle G-actions on a C∗-algebra A converges to a cocycle action (α,w),
if αλg → αg in point-norm and wλg → wg strictly, for all g ∈ G.
Remark 10.2. By choosing a countable, dense set, one can see that when
A is separable, this topology is metrizable, and in fact CoAct(G,A) be-
comes a Polish space with any such metric. A subset of cocycle actions in
CoAct(G,A) is called generic, if it contains a countable intersection of dense
open subsets.
Proposition 10.3. Let G be a countable, discrete group and A a separable
C∗-algebra. Let D be a strongly self-absorbing C∗-algebra. Assume that
A ∼= A⊗D. Let d ∈ N be a natural number. Then
(1) The set of all cocycle actions (α,w) : G y A, that are cocycle con-
jugate to (α⊗ idD, w ⊗ 1D), forms a Gδ-subset in CoAct(G,A).
(2) For every subgroup H ⊂ G of finite index, the set of all cocycle
actions (α,w) : Gy A with dimRok(α,H) ≤ d forms a Gδ-subset in
CoAct(G,A).
(3) Assume that G is residually finite. Given a regular approxima-
tion σ of G, the set of all cocycle actions (α,w) : G y A with
dimRok(α, σ) ≤ d forms a Gδ-subset in CoAct(G,A).
(4) Assume that G is residually finite and finitely generated. The set
of all cocycle actions (α,w) : G y A with dimRok(α) ≤ d forms a
Gδ-subset in CoAct(G,A).
Proof. (1) We make use of 9.3. Let Sn⊂⊂D be an increasing sequence of
finite subsets whose union is dense in D, and let Fn⊂⊂A1 be an increasing
sequence of finite subsets whose union is dense in the unit ball of A. Let
Mn⊂⊂G be an increasing sequence of finite subsets whose union is G. For
each n ∈ N, define the set Vn ⊂ CoAct(G,A) by saying that (α,w) ∈ Vn, if
there exists a *-linear map ϕ : D → A satisfying:
(a) ‖[a, ϕ(d)]‖ < 1n for all a ∈ Fn and d ∈ Sn;
(b) ‖(ϕ(d1d2)− ϕ(d1)ϕ(d2))a‖ < 1n for all a ∈ Fn and d1, d2 ∈ Sn;
(c) ‖ϕ(d)a‖ < n+1n ‖d‖ for all a ∈ Fn and d ∈ Sn;
(d) ‖ϕ(1D)a− a‖ < 1n for all a ∈ Fn;
(e) ‖((αg ◦ ϕ)(d) − ϕ(d))a‖ < 1n for all a ∈ Fn, d ∈ Sn and g ∈Mn.
Looking at the above conditions (in fact only the last one), it is clear
that each Vn defines an open subset of CoAct(G,A) with respect to the
topology from 10.1. A cocycle action (α,w) ∈ CoAct(G,A) admits a unital
∗-homomorphism D → F∞(A)α˜∞ if and only if (α,w) ∈
⋂
n∈N Vn.
(2) In a similar fashion as (1), this follows directly from the equivalent
reformulation of dimRok(α,H) ≤ d in 4.5.
(3) Let σ = (Gn)n. By definition, we have that
{(α,w) ∈ CoAct(G,A) |dimRok(α, σ) ≤ d}
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coincides with⋂
n∈N
{(α,w) ∈ CoAct(G,A) |dimRok(α,Gn) ≤ d} .
So it follows from (2) that one obtains a Gδ-set.
(4) follows from (3) by applying 2.19, 4.9 and inserting a dominating
regular approximation. 
Notation 10.4. Let G be a countable, discrete group. Consider the cat-
egory CG of all (twisted) C∗-dynamical systems (A,α,w) for separable C∗-
algebras A and cocycle actions (α,w) : G y A, where the morphisms are
equivariant, non-degenerate ∗-homomorphisms respecting the cocycles. We
have a natural (maximal) tensor product between (twisted) C∗-dynamical
systems given by
(A,α,w) ⊗max (B, β, v) = (A⊗max B,α⊗max β,w ⊗ v).
Now let S be a strictly full11 subcategory of CG. We call S tensorially
absorbing, if whenever (α,w) : G y A and (β, v) : G y B are cocycle
actions with (B, β, v) in S, then (A,α,w) ⊗max (B, β, v) is also in S.12
Let us record a general observation that will lead to the genericity of
various properties of cocycle actions:
Theorem 10.5. Let G be a countable, discrete group. Let S be a strictly
full subcategory of CG that is tensorially absorbing in the above sense. Let
A and D be two separable C∗-algebras with D being unital and strongly self-
absorbing. Assume that A ∼= A ⊗ D. If there is some action γ : G y D
such that (D, γ) is in S, then the set of all cocycle actions (α,w) : G y A
yielding an object in S is dense in CoAct(G,A).
Proof. Let (α,w) : G y A be a cocycle action. Let ϕ : A → A ⊗ D be an
isomorphism that is approximately unitarily equivalent to idA⊗1, see [76,
2.3]. Let un be a sequence of unitaries in the unitalization (A ⊗ D)∼ with
unϕ(a)u
∗
n
n→∞−→ a ⊗ 1 for all a ∈ A. Put ϕn = Ad(un) ◦ ϕ. Then for every
pair of non-degenerate ∗-endomorphisms ψ : A → A and θ : D → D, we
have for all x ∈ A that
‖ϕ−1n ◦ (ψ ⊗ θ) ◦ ϕn(x)− ψ(x)‖
≤ ‖ϕn(x)− x⊗ 1‖+ ‖ϕ−1n (ψ(x) ⊗ 1)− ψ(x)‖
= ‖ϕn(x)− x⊗ 1‖+ ‖u∗n(ψ(x) ⊗ 1)un − ϕ(ψ(x))‖
n→∞−→ 0.
11This means that S retains all morphisms from CG between its objects and that S is
closed under isomorphism in CG. In this case, two systems are isomorphic if they are
conjugate.
12Since we will only apply this in the case when B is nuclear, the choice of maximal tensor
product is rather arbitrary.
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An analogous calculation shows that ϕ−1n (m⊗1) converges to m strictly for
every m ∈ M(A). In particular, the sequence of cocycle actions
(α(n), w(n)) =
(
ϕ−1n ◦ (α⊗ γ) ◦ ϕn, ϕ−1n (w ⊗ 1)
)
converges to (α,w) in the topology from 10.1. By the assumptions on S, each
cocycle action (α(n), w(n)) yields an object in S. This finishes the proof. 
Remark. By the same proof as above, an analogous variant of 10.5 is true
even if G is assumed to be a σ-compact, locally compact group. One merely
has to pay attention to the topology on the set of all point-norm continuous
cocycle G-actions on a C∗-algebra, since it is defined in a slightly different
way than in the discrete case 10.1.
Corollary 10.6. Let G be a countable, discrete group and A a separable
C∗-algebra. Let D be a strongly self-absorbing C∗-algebra. Assume that
A ∼= A ⊗ D. Then the set of all cocycle actions (α,w) : G y A that are
cocycle conjugate to (α⊗ idD, w⊗ 1D) is generic in CoAct(G,A). Hence so
is the set of all cocycle actions (α,w) : Gy A the crossed products A⋊α,wG
of which are D-stable.
Proof. The only thing left to show is that such cocycle actions are dense
in CoAct(G,A). But this follows from 10.5. Firstly, the given property of
cocycle actions is trivially invariant under conjugation, and in fact defines
a strictly full and tensorially absorbing subcategory of CG. Secondly, the
trivial action of G on D is clearly conjugate to its tensorial product with
itself. 
Proposition 10.7. Let G be a countable, discrete and residually finite group
with a regular approximation σ. Let d ∈ N be a natural number. Then the
full subcategory defined by all (twisted) C∗-dynamical systems (A,α,w) with
dimRok(α, σ) ≤ d is strictly full and tensorially absorbing.
Proof. This follows directly from the definitions 4.6, 4.8. 
Remark 10.8. Let G be a countable, discrete and residually finite group.
Let σ = (Gn)n be a regular approximation consisting of normal subgroups.
For each n ∈ N, denote by λn : Γn → U(M|Γn|) the left-regular repre-
sentation of Γn = G/Gn. For each n ∈ N, let πn : G −։ Γn be the
canonical surjection. Let Mσ =
⊗∞
n=1M|Γn|∞ and define β
σ : G y Mσ
via βσg =
⊗∞
n=1
(⊗
NAd
(
(λn ◦ πn)(g)
))
. By design, this yields an action of
Rokhlin dimension zero along σ.
Theorem 10.9. Let G be a countable, discrete and residually finite group.
Let σ = (Gn)n be a regular approximation consisting of normal subgroups.
Assume that A is a separable C∗-algebra with A ∼= A⊗Mσ. Then the cocycle
actions (α,w) : Gy A with dimRok(α, σ) = 0 are generic in CoAct(G,A).
Proof. By 10.3, we only have to show that said actions are dense. But this
follows directly from 10.5, 10.7 and 10.8. 
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Theorem 10.10. Let G be a discrete, finitely generated and residually finite
group. Assume that A is a separable C∗-algebra that tensorially absorbs the
universal UHF algebra. Then the cocycle actions (α,w) : G y A with
Rokhlin dimension zero are generic in CoAct(G,A).
Definition 10.11. Let Γ be a finite group. Identifying Z ∼= ⊗Γ Z, we
define the noncommutative Bernoulli shift γΓ : Γy Z via
γΓg
(⊗
h∈Γ
ah
)
=
⊗
h∈Γ
agh.
Proposition 10.12. For all finite groups Γ, the action γΓ has Rokhlin
dimension 1.
Proof. First, let us observe⊗
g∈Γ
Z ∼=
⊗
g∈Γ
(⊗
N
Z
) ∼=⊗
N
(⊗
g∈Γ
Z
)
.
With this rearrangement of tensor factors, we get that γΓ is conjugate to⊗
N γ
Γ. Since γΓ is a faithful action, its infinite tensor power is pointwise
strongly outer. Now it follows from [47, 3.4] that γΓ has the weak Rokhlin
property in the sense of [47, 49]. Let σ : Γy C(Γ) denote the canonical Γ-
shift action. Let ω ∈ βN \N be a free ultrafilter. In this particular instance,
the weak Rokhlin property means that there is an equivariant c.p.c. order
zero map
ψ : (C(Γ), σ)→ (Zω, γΓω)
with τZ,ω(ψ(1)) = 1. (Recall the definition of Zω, γΓω from the first section.)
Now notice that the fixed point algbera ZγΓ is separable, unital, nuclear,
simple and has a unique tracial state. Moreover, the element ψ(1) is an
element of (ZγΓ)ω and has full trace. Let h0 ∈ Z be a positive contraction
with full spectrum [0, 1], and define h1 = 1Z − h0. It follows from [66, 4.3]
that there are unitaries u0 and u1 in (ZγΓ ⊗Z)ω with
ui(ψ(1) ⊗ hi)u∗i = 1⊗ hi for i = 0, 1.
Viewing these as unitaries in (Z ⊗ Z)ω, we define the two c.p.c. order zero
maps
ψ0, ψ1 : C(Γ)→ (Z ⊗ Z)ω via ψi(x) = ui(ψ(x) ⊗ hi)u∗i for i = 0, 1.
As ψ was equivariant and the unitaries u0, u1 are both fixed by (γ
Γ⊗ idZ)ω,
this actually yields two equivariant c.p.c. order zero maps
ψ0, ψ1 : (C(Γ), σ) →
(
(Z ⊗ Z)ω, (γΓ ⊗ id)ω
)
with ψ0(1) + ψ1(1) = 1.
Now by [47, 4.7, 4.8], γΓ is conjugate to γΓ⊗ idZ . Since γΓ is also conjugate
to its own infinite tensor power, this verifies dimRok(γ
Γ) ≤ 1. Note that
dimRok(γ
Γ) = 0 is impossible, since Z contains no non-trivial projections.

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Remark 10.13. Let G be a countable, discrete and residually finite group.
Let σ = (Gn)n be a regular approximation consisting of normal subgroups.
For each n ∈ N, let Γn = G/Gn and πn : G−։ Γn the canonical surjection.
Identifying Z ∼=⊗NZ, we define
γσ : Gy Z via γσg =
⊗
n∈N
γΓnπn(g).
Notice that by design (i.e. by 10.12), this action has Rokhlin dimension 1.
Theorem 10.14. Let G be a countable, discrete and residually finite group
with a chosen regular approximation σ consisting of normal subgroups. Let
A be a separable C∗-algebra with A ∼= A ⊗ Z. Then the cocycle actions
(α,w) : G y A with dimRok(α, σ) ≤ 1 are generic in CoAct(G,A). If G is
finitely generated, then the cocycle actions (α,w) : Gy A with dimRok(α) ≤
1 are generic in CoAct(G,A).
Proof. By 10.3, we only have to show that said actions form a dense subset.
But this follows directly from 10.5, 10.7 and 10.13. 
Remark 10.15. It is very straightforward to see that if one restricts one’s
attention to genuine actions, then the genericity results of this section (in
particular, 10.6, 10.10, 10.14 and the general principle 10.5) remain true
within the Polish space of all genuine G-actions on a separable C∗-algebra
A. In order to modify the proofs, one merely has to omit the cocycles.
Remark 10.16. We would like to emphasize that unlike most of the previ-
ous results concerning genericity (such as in [27] or [58]), the results of this
section were proved rather directly. In particular, we did not have to appeal
to a Baire category argument in order to show denseness of any subsets in
CoAct(G,A).
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