Earthquake rupture process generally involves several faults activities instead of a single fault. A new method using both fuzzy clustering and principal component analysis makes it possible to reconstruct three dimensional structure of involved faults in earthquake if the aftershocks around the active fault planes distribute uniformly. When seismic events are given, the optimal faults structures can be determined by our new method. Each of sub-fault planes is fully characterized by its central location, length, width, strike and dip. The resolution determines the number of fault segments needed to describe the earthquake catalog. The higher the resolution, the finer the structure of the reconstructed fault segments. The new method successfully reconstructs the fault segments using synthetic earthquake catalogs. By taking the 28 June 1992 Landers earthquake occured in southern California as an example, the reconstructed fault segments are consistent with the faults already known on geological maps or blind faults that appeared quite frequently in longer-term catalogs.
Introduction
In recent years, a large number of studies have devoted to physical mechanisms between the faulting and seismicity. However, the relations between them are still not very clear. Such study results have been proved important and effective to improve our understanding of seismic risk, especially that of potential destructive seismic events in the future. Seismic data include much underground information and study on the seismic data is one of the most important ways to invert for seismotectonic map.
Most of information available on the fault distribution comes from surface mapping with different scales.
However, the information only from the surface rupture is often incomplete because earthquake catalogs generally include large quantities of events which seem associated with blind faults instead of those we can see on Earth surface. For example, the community fault model (CFM) of the Southern California Earthquake Center (SCEC), obtained a three-dimensional structure with strike-slip, blind-thrust, and oblique-reverse faults of southern California by integratively using surface traces, seismicity, seismic reflection profiles, borehole data, and other subsurface imaging techniques (Plesch and Shaw, 2002) . In general, a fault only represented by a simple surface cannot meet the needs of the fine structure in fault zones and in drilling experiments of active faults (Scholz, 2002; Faulkner et al., 2003) . These results suggest that fault zone should be actually consisted of narrow earthquake-generating cores, possibly accompanied by small subfaults. Detailed structure and seismicity analyses also revealed that many events still cannot be attributed to any known brittle structure (Guzofski et al., 2007) . Using distribution of the small earthquakes, proposed an algorithm to determine fault parameters and regional stress field and applied it to Tangshan earthquake sequence. However, their aftershocks clusters partition method is subjective for only using naked eyes. Wang et al. (2008 Wang et al. ( , 2010a ) also proposed some methods for fault plane parameters estimation based on aftershocks, but these methods deal with multiple fault planes simultaneously. Ouillon and Sornette (2011) applied Gaussian Mixture Modelling(GMM) and expectation maximization(EM) algorithm to divide the Mount Lewis event (1986, M L =5.7) in California, however, the procedure is quite complex.
It is necessary to use more effective and objective data mining tools for reliable seismological interpretations. The clustering analysis is an efficient tool to decrease the dimensionality of information and to extract hidden information and pattern included in huge amount of observations (Berkhin, 2002) , and to reduce the uncertainty of the focal mechanism solutions in many other applications (Ekström and England, 1989, Hardebeck and Shearer, 2002; Wang et al., 2009) .
Hard clustering and fuzzy clustering are both very important data mining methods. The main difference between them is as follows. In the hard clustering, each datum can belongs to one and only one cluster, while in fuzzy clustering, each datum belongs to different clusters with different membership degrees. In this paper, we intend to examine the efficiency of Gustafson and Kessel (GK) fuzzy clustering algorithm by clustering the partial data of Landers aftershock sequence.
We propose a general method to identify and locate active faults in seismically active region by using a rigorous approach based on mathematics and seismicity, aiming to gain a better understanding of the relationship between fault structures and earthquakes.
In section 2, the principles of fuzzy clustering and mathematical frame of unsupervised clustering algorithm proposed by Gustafson and Kessel (1979) are reviewed. In section 3, we test the effectivity of this new method through a synthetic data set. In section 4, we apply GK fuzzy clustering and principal component analysis method to partial Landers aftershock sequence and present the number of clusters and parameters of sub-fault planes corresponding to the clusters. In section 5, the discussion and conclusion are given, and the potential use is also discussed.
Fuzzy clustering methods
In order to divide the aftershocks sequence data into several clusters, we firstly introduce fuzzy clustering method. In this paper, we assume that the data set X consists of latitude, longitude and depth. Because clusters can be seen as subsets of the data set, clustering methods can be classified into fuzzy or hard clustering methods according to whether the subsets are fuzzy or hard. Hard clustering method is based on classical set theory, i.e., an object only belong to a single cluster. Hard clustering in a data set X means that the data set is into several mutually exclusive subsets, as we see in the traditional K-means clustering method. Fuzzy clustering method allows an object belong to several clusters simultaneously, with different membership degrees. In fact, fuzzy clustering is generally closer to practice than hard clustering, because objects on the boundaries between several clusters are not always included to one of the clusters, but usually belong to several clusters with different membership degrees between 0 and 1. Because objective function of hard clustering method isn't differentiable, it is difficult to design a fast convergence and high quality algorithm.
Fuzzy c-means (FCM) clustering algorithm
The fuzzy c-means clustering algorithm is to minimize an objective function called c-means function. It is defined as
where U =(μ ik ) c×n is partition matrix, μ ik is membership function value between the k-th object and ith fuzzy subset of X, the sum of each column of U is 1,
is a vector group of cluster centers, which have to be computed, and
Statistically, equation (1) can be seen as a measure of the total variance from x i to v k . The minimization of the c-means function (1) is a nonlinear optimization problem that can be solved by various optimization methods, such as simulated annealing, genetic algorithms and particle swarm algorithm. However, the most popular method is Picard iteration. This method tries to find stationary points of objective function (1) by the first-order conditions. This method is called as the fuzzy c-means (FCM) algorithm.
The stationary points of the objective function (1) can be found by adjoining the constraint (2) to J m by means of the Lagrange multiplier method:
and by setting gradients ofJ with respect to U , V and λ as zero. If D 2 ikA >0, then for ∀i, k and m>1, (U , V ) may minimize equation (1) only if
and
This solution also satisfies the remaining constraints of equation (2). The v i in equation (5) is weighted mean of the i-th cluster. The weights are the membership degrees. That is why the algorithm is called "c-means". In fact, the FCM algorithm is a simple iteration method through formulas (4) and (5). The FCM algorithm computes with the standard Euclidean distance norm, which induces hyper-spherical clusters. Hence it can only detect clusters with the same shape and orientation. In this case, the common choice of norm inducing matrix is A=I. More generally, the norm inducing matrix A also can be chosen as a diagonal matrix that accounts for different variances in the directions of the coordinate axes of X:
In order to detect hyper-planar cluster, the norm inducing matrix A can be defined as the inverse of the n×n covariance matrix A=F −1 , with
wherex is defined as the sample mean of the data X. In this case, A represents the Mahalanobis norm on R p .
The algorithm is described in detail as follows. For the data set X, we choose the number of clusters 1<c<n, the weighting exponent m>1, the termination tolerance ε>0 and the norm-inducing matrix A, and then initialize partition matrix randomly to meet equation (2), finally repeat the below steps for l=1, 2, · · ·
Step 1 Compute the cluster means:
Step 2 Compute the distances:
Step 3 Update the partition matrix:
When the algorithm terminates, the center of each cluster and partition matrix U are attained. If the number of the objects in the data set X is n, the clusters number is chosen as c, the iterations number is q, and partitioning the data set X with the standard FCM algorithm, then the time complexity is O(qcn 2 ). Moreover, although FCM algorithm is an unsupervised clustering algorithm, it requires a priori knowledge about the number of clusters. Otherwise FCM algorithm will produce a misleading result. So in this case, the algorithm's unsupervised learning and adaptability is damaged.
Principles of Gustafson and Kessel (GK)
fuzzy clustering algorithm In order to overcome the drawbacks of the standard FCM algorithm, Gustafson and Kessel (1979) revised the FCM algorithm by employing an adaptive distance norm, which can detects clusters of different geometrical shapes in one data set. Each of the clusters has its own norm-inducing matrix A i , which yields the following inner-product norm:
The matrices A i are used as optimization variables in the c-means function, allowing each cluster to adapt the distance norm to the local topological structure of the data. Let A denote a c-tuple of the norm-inducing matrices:
The objective function of the GK algorithm is defined as
For a fixed A, condition (2) can be directly applied. However, the objective function (9) cannot be directly minimized with respect to A i , since it is linear in A i . This means that J can be as small as desired by simply making A i less positively definite. To obtain a feasible solution, A i must be constrained in some way. The usual way is to constrain the determinant of A i . Allowing the matrix A i to vary with its determinant fixed corresponds to optimizing the cluster's shape while its volume remains constant:
where ρ i is fixed for each cluster. Using the Lagrange multiplier method, the following expression for A i is obtained:
where F i is the fuzzy covariance matrix of the i-th cluster defined as
Substituting equations (11) and (12) into equation (8) yields a generalized squared Mahalanobis distance norm between x k and the cluster mean v i , in which the covariance is weighted by the membership degrees in U . For the purpose of avoiding that the cluster covariance matrices are singular, Babuška et al. (2002) proposed a modified Gustafson-Kessel algorithm. The algorithm is described as follows. When the data set X is given, we choose the number of clusters 1<c<n, the weighted exponent m∈[1.5, 2.5], the termination tolerance ε>0 and the norminducing matrix A, and then initialize the partition matrix randomly. Subsequently, we repeat the following steps for l=1, 2, · · ·
Step 1 Calculate the cluster centers.
Step 2 Compute the cluster covariance matrices.
Add a scaled identity matrix:
Extract F i from eigenvalues λ ij and eigenvectors φ ij , find λ imax = max 1≤j≤n λ ij and set λ imax =λ ij /β, λ imax /λ ij >β for ∀j. In this paper, we set β=10 15 . Reconstruct F i by
Step 3 Compute the distances.
Step 4 Update the partition matrix
Cluster validity
It is very important to determine the cluster numbers (Pal and Bezdek, 1995; Bensaid et al., 1996; Xie and Beni, 1991) in advance. When the number of clusters is fixed, Bensaid et al. (1996) , Xie and Beni (1991) proposed cluster validity indexes for finding the best partition of the data set X by the GKFCM algorithm.
Although there are several different validity indexes proposed in the literatures, none of them can copy with all the situations. Therefore, we use three indexes in this paper, in order to have mutual confirmation each other. These indexes are described as follows:
Partition index (S C ): Partition index (S C ) is the ratio of the sum of compactness to separation of the clusters. It is a sum of individual cluster validity measures normalized through division by the fuzzy cardinality of each cluster (Bensaid et al., 1996) .
S C is useful when different partitions have equal number of clusters. A lower value of S C indicates a better partition.
Separation index (S): On the contrary of partition index (S C ), the separation index S uses a minimumdistance separation for partition validity (Bensaid et al., 1996) .
Xie and Beni's index (XB): This index aims to quantify the ratio of the total variation within clusters to the separation of clusters (Xie and Beni, 1991) .
The optimal number of clusters should minimize the values of these validity indexes.
In order to assess the goodness of the obtained partitions, we compute the above three validity indexes for different numbers of clusters c. After an upper bound c max of c is estimated, the GKFCM algorithm and the above three validity indexes have to run with each c=2, 3, · · · , c max . We compare directly with the validity indexes and select the most suitable numbers of the clusters. The criterion is that a lower index value indicates a better partition of the data set X.
Simulations
To test whether the algorithm is capable to discover the characteristics of faults related to earthquake sequence, we simulate an earthquake sequence using synthetic catalogs. In 3D space, two hundreds earthquakes in synthetic catalogs distribute randomly uniformly on three vertical planes, two of which are parallel to each other and the both are perpendicular to the third plane, each plane is 20 km long and 10 km wide (Figure 1) . We assume each earthquake have distance error to this plane no more than 100 m. We then compute cluster validity index as shown in Figure 2 . It can be seen the appropriate cluster number is three or four. Figures 3 and 4 show simulating results for cluster number of 3 and 4 respectively. We can find that the fault planes by simulation are consistent with the three planes. In Figure 4 , two of the assumed planes are found to be consistent with simulation fault, while the third one has simply been split into two sub-planes, but the positions and orientations of all planes still show a very nice inversion of the data, which would not modify a tectonic interpretation.
We find that the strike, dip, length, width and center of the reconstructed fault structure have high accuracy for each case. Our synthetic test has been performed under the condition of seismicity uniformly distributed on the fault planes. 
Applications to the Landers aftershock sequence
On the basis of the above-mentioned high accuracy simulation, we apply this method to 1992 Landers earthquake occurred in southern California. We use the locations provided by Lin et al. (2009) 
Aftershocks data processing
For each event, we define (θ i , ϕ i , h i ) to represent its epicentral location, where θ i is latitude in degree, ϕ i is longitude in degree, and h i is focal depth in kilometer. Before clustering analysis, the units of latitude and longitude must be translated into kilometer. The approximate conversion formula is as follows:
The length of each degree in latitude is approximated as c l =111.199 km, the means of latitude, longitude and depth are respectively expressed
Method for parameters determination of fault plane
We employ GK-FCM cluster analyses on data set D={(x i , y i , z i ), i=1, 2, · · · , n} and obtain a series of sub-fault planes. The parameters of fault planes can be determined as follows. For each sub-data set S i ={x 1 ,
we run principal compnents analysis (PCA), computê
nalizing the covariance matrixΣ i can get three eigenvalues λ 1 ≥λ 2 ≥λ 3 ≥0 and their associated eigenvectors u 1 , u 2 , u 3 . The largest eigenvalue λ 1 gives information on the largest dimension of the cluster (thereafter considered as its length of fault), and its associated eigenvector u 1 provides the direction of vector. The second largest eigenvalue λ 2 (and its eigenvector u 2 ) gives the width of the cluster (and direction), while the smallest eigenvalue λ 3 (and its eigenvector u 3 ) gives information on the thickness of the cluster (and direction).
The relationship between an eigenvalue and the dimension of the fault along the associated direction is related to the specific distribution of data points on the plane. In the following, for simplicity, we assume that data points are distributed uniformly over a plane. It is easily shown that if random variable ξ is a 1-D random variable distributed uniformly over the interval [0, L] , then the variance of random variable ξ is ξ=L 2 /12,, and L can be estimated as L= √ 12ξ. We extend the above derivation to a 2-D space, and obtain L is equal to √ 12λ 1 and W is equal to √ 12λ 2 if events are uniformly distributed over a fault of length L and width W .
The square root of the third eigenvalue is the standard deviation of the event locations in the direction perpendicular to the fault plane. Therefore, for the simulated fault plane can agree to real fault plane as better as possible, the sum of all λ 3 values for each clustering should be minimum. This procedure defines a set of fault-like objects in the most natural way possible. For each cluster, the third eigenvector u 3 is sufficient to determine the strike and dip of the fault.
If fault plane's strike is φ (0≤φ≤2π) and dip is δ (0≤δ≤π/2), its unit normal vector is n 0 = (sin ϕ sin δ, − cos ϕ sin δ, cos δ) (Wan et al., 2000) . Ac-cording to principal components analysis (PCA), u 3 = (u 31 , u 32 , u 33 ) is another unit normal vector of fault plane and u 3 is parallel to n 0 . So, when u 33 >0, let u 3 =u 0 and u 33 <0, let −u 3 =u 0 . Suppose u 33 >0 and then u 3 =u 0 , therefore, strike φ and dip δ can be computed by the following formula:
The mean ofμ i , λ 1 , u 1 , λ 2 and u 2 can be used to estimate the center, length, width and edges and four vertexes of fault plane, respectively.
After the above parameters are solved, we convert the parameters data (x, y, z) to origin format (θ, ϕ, h) by the following formulas θ=θ 0 +y/c l , ϕ=ϕ 0 +x/(c l cos(θ r )), h=z+h 0 .
Implementation 4.3.1 Determining the number of clustering
Before partition, we should firstly determine clustering number. Using Gustafson-Kessel algorithm in section 2.3, we set m=2, ε=10 −8 , ρ=1 for each cluster, c is from 2 to 14, and obtain indexes values of S C , S and S XB as shown in Figure 5 . We have to mention again the clustering number using only one validation index is not reliable, thus it is necessary to obtain the optimum clustering number through comparison among the three results. We consider that partition with fewer clustering number is better, Figure 5 Values of partition index, separation index and Xie and Beni's index. when the differences between the values of validation indexes are minor. Figure 5 shows that S C and S hardly decrease at the c=12. The S XB index reaches this local minimum at c=11. Considering that S C and S are more useful and comparing different clustering methods with the same c, we choose the optimal number of clusters to 12. 4.3.2 The sub-fault planes and parameters of partial Landers earthquake When GK-FCM procedure is completed, we can get the membership matrix U of earthquake data set and divide the data set into c clusters based on U . In some cases, one event belongs to one certain cluster. In practice, however we find this partition method is sensitive to outliers, that is to say, some events seem not to belong to any fault plane. To eliminate the outliers' effects, we give a threshold T =0.3 which is related to the cluster number. When the event's membership value to v i is bigger than threshold value T , it should be assigned to the i-th cluster. In Figure 6b , the aftershock sequence and fault planes' projection on the ground distribution are given. The clusters aftershocks are marked with 'circles' and the outliers aftershocks are marked with 'cross'. The fault planes scope and aftershocks agree well. Figure 6a shows the optimal 12 faults structure by fitting the data set of aftershock epicenters. The northern part now appears to be fitted very nicely, while the southern part looks quite complex. It is important to realize that some fault planes are nearly vertical, which make them barely visible in the projection shown in Figure 6 . In order to describe the fault structure, it is convenient to label the 12 faults from A to L, which allows us to discuss this pattern fault by fault. The parameters of the 12 fault planes (position, size and orientation) are given in Table 1 .
These fault planes will now be classified into three different categories, namely, (1) misleading planes (which have no apparent significance), (2) previously known planes (that correspond to mapped faults), and (3) unknown planes (that may correspond to blind faults or structures unmapped for whatever reason). Table 1 reveals that most planes dip close to vertical. Two planes, E and H, have rather abnormal dips, which leads us to suspect that they are misleading. Indeed, E and H are nearly perpendicular to plane A, G and J, which are located in a zone with rather weak seismicity in the direction perpendicular to those planes. It is likely that those planes have no tectonic significance, and are found due to the algorithm to satisfy the Note: Each fitting plane is named with the label given in Figure 6 . The name of the corresponding natural fault (if it is known) is given. Misleading indicates that the plane has no tectonic significance, while blind means that the natural fault does not intersect the free surface and was not known before this study. Each plane is characterized by the latitude, longitude, and depth of its epicenter, as well as by its strike, dip, and dimensions in kilometer. The values are given of λ 3 of the corresponding cluster and the total number of events in that cluster.
criterion. All other 10 fault planes out of the 12 have dips larger than 50
• , so we have no reason to doubt their existence. Figure 6 shows the 2-D epicentral distribution of the two misleading faults and the other 10 planes.
Discussion and conclusions
We introduce a new powerful method based on GK-FCM and PCA. The method allows us to divide earthquake epicenters data into distinct clusters which can be interpreted as fault planes. The method is first applied to synthetic data set, and confirmed be able to recover correctly the existing faults with high accuracy. Subsequently, the method is applied to the partial aftershocks sequence of the 1992 Landers earthquake in California. It is possible that by using this method we can find not only the fault which is in accordance with that shown by surface mapping, but also some blind faults. It should be emphasized that, although the clustering analyses are unsupervised methods and powerful data mining tools which can be used for better and more reliable interpretations about observations, it is not enough only using the method for a reliable and correctly geological and seismological interpretation, field investigation should also be considered. These methods only provide mathematical, objective tools for better geological and seismological interpretations.
Because the focal depth of aftershocks have significant impact on the dips, and the depths of aftershocks are not very precise in general, thus the dips have lower accuracy than strikes. We can use bootstrap method to determine the parameters errors in the future.
Triggered earthquakes are able to trigger other earthquakes and small earthquakes can trigger large earthquakes (Ogata 1998 , Helmstetter 2003 , Wang et al., 2010b . Using the probabilities in the partition matrix, fuzzy clustering may also help scientists to better understand the bias physics of earthquake triggering.
In our procedure, few aftershocks may be attributed to two even more adjacent faults when the threshold value T is too small. In fact, the threshold value T depends on both data distribution and cluster number c. This topic is interesting and will be discussed in the future.
The faults structure in the vicinity of large event is helpful to test different hypothesis on stress mechanisms in seismic hazard assessment and earthquake forecasting (Wan et al., 2002 (Wan et al., , 2004 (Wan et al., and 2010 . Moreover, imaging accurately 3-D structure of faults make it possible to understand static or dynamic earthquake triggering, as well as the mechanics of faulting in time scale up to a few decades.
