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ABSTRACT 
Let P be an n x n nonnegative, irreducible, and stochastic matrix, and consider 
the associated singular and irreducible M-matrix Q = I - P. We show that without 
further restrictive spectral or combinatorial ssumptions on P, it is reasonable to 
expect hat the group inverse Q# of Q will be an M-matrix only when P lies in a 
small wedge about a rank 1 nonnegative matrix, a wedge whose existence is itself 
dependent on P. We go on to consider the question of when Q has a nonzero 
generalized inverse, not necessarily the group inverse, which is an M-matrLx. We give 
examples of all sorts of classes of P for which such is the case, but point out that the 
general problem remains unsolved. © Elsevier Science Inc., 1997 
1. INTRODUCTION 
A known property of singular and irreducible M-matrices is that they 
possess a nonnegative nonsingular {1}-inverse. This makes them, in the 
language of Campbell  and Poole [4], MP-matrices. The existence of a 
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different kind of a generalized inverse is raised in the following question: 
When does a singular and irreducible M-matr ix  possess a nonzero generalized 
inverse which  is itself an M-nuztrix ? 
For various classes of singular and irreducible M-matrices, the question of 
when their group inverse is an M-matrix has been considered in several 
papers; see, for example, Deutsch and Neumann [8], Chen, Kirkland, and 
Neumann [6, 7], and Kirkland and Neumann [11]. In these works A was 
assumed to have some special combinatorial or spectral structure. We men- 
tion that a principal motivation in these works has been the connection 
between the convexity or concavity of the Perron root, r = r (A ) ,  of a 
nonnegative and irreducible matrix A as a function of a given entry of A and 
the sign of the symmetrically placed entry of the group inverse, Q#, of the 
singular and irreducible M-matrix Q = r I -  A which was found in [8, 
Equation (3.4)]. 
The purpose of this paper is twofold. First, to investigate what sorts of 
conditions, which are not too spectrally or combinatorially restrictive on A,  
lead to the group inverse of Q = r (A ) I  - A being an M-matrix. We shall 
see that one is quite naturally led to matrices A which lie in a vicinity of a 
certain rank 1 matrix, the latter being itself dependent on A. This investiga- 
tion will illustrate why the problem of characterizing a general nonnegative, 
stochastic, and irreducible matrix A for which Q# is an M-matrix is quite 
difficult. Second, because the general problem just described is difficult, we 
shall also consider the question of when Q = r l  - A possesses a generalized 
inverse which is an M-matrix. At this point we have not found a counterex- 
ample of a singular and irreducible M-matrix which does not possess a 
generalized inverse which is an M-matrix, but we are not able to prove the 
implied conjecture. We have, however, been able to demonstrate several 
classes of matrices whose group inverses are not M-matrices, but at the same 
time possess a {1,2}-inverse that is an M-matrix. A particularly striking 
example is the class of irreducible tridiagonal M-matrices. 
Let A be an n × n nonnegative and irreducible matrix. Then the matrix 
A/ r  is diagonally similar, via a positive diagonal matrix D, to a nonnegative, 
stochastic, and irreducible matrix P (see Berman and Plemmons [2, Theorem 
2.5.4]). We therefore see that any matrix Y is a generalized inverse of 
Q = r! - A if and only if the matrix rD-  1YD is a generalized inverse of the 
matrix D- I (Q / r )D  = I - P. Moreover, Y and rD-1YD have the same sign 
pattern, and they also satisfy the same subset of the defining equations for 
generalized inverses (1) CXC = C, (2) XCX = X, and (3) XC = CX which 
are of interest in this paper. It is thus clear that, without loss of generality, we 
can assume that we need only consider the generalized inverses of singular 
and irreducible matrices Q of the form Q = I - P, where P is an n × n 
nonnegative, irreducible, and stochastic matrix. 
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Virtually all background material and properties concerning nonnegative 
matrices, M-matrices, and generalized inverses used in this paper are stan- 
dard to these topics. Therefore they will not be summarized here. All 
prerequisite material can be found in the books of Berman and Plemmons 
[2], Ben-Israel and Greville [1], and Campbell and Meyer [5]. 
2. SUFFICIENT CONDITION FOR AN M-MATRIX 
GROUP INVERSE 
Let P E R"' n be irreducible stochastic nonnegative matrix, and partition 
P as follows: 
Pl.l a ] 
P = [ /3T p.,,, ], (2.1) 
' P . . . .  and a and /3 are (n - 1)-vectors. Let where Ptt l E ~n-1 ,  n -1  E 
7rT = [Trn- l, tOn] be the left Perron vector of P normalized so that eT~ " = 1, 
_ e T where 7r n 1 ~ ~n-  1 and e = [ n - 1, 1]T is the n-dimensional vector of all l's. 
Then according to Meyer [12] (see also Hunter [10]), ( I  - P)# is given by 
I -- en_l rz_l)( I -- P l ,1 ) - l (  I -- en_lTrT_l) 
- -T rT_ l ( I - -  e l ,1 ) - l ( I - -en_177"T_ l )  
--On( I -- en_lT"g T_I)( I -- e l ,1) - len_ l  ] 
P - '  1 ] tonTT- I (  / - 1 ,1 )  en- 
From the above representation for ( I  - P)# and the fact that ( I  - P )% = 0, 
it follows that if ( I -  P)# is in Z n'", then it is an M-matrix. We thus 
immediately observe the following: 
LEMMA 2.1. Let P be an n x n irreducible, stochastic, and nonnegative 
matrix, and partition P as in (2.1). Then ( I  - P)# is an M-matrix if and only 
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if the following conditions hold: 
( I - -en_ lTr ,  T l ) ( I  - P I . I ) - I ( /  - en_lgT~T 1) ~Z (n-l)×(n-1), (2.2) 
( I  --  e,,_ 17r,~' , ) ( I  - -  Pl ,1)- len_l  >1 O, (2.3) 
~T_ 1(I -- el, l ) - l ( I  -- en_ 17r,,V_,) >i 0. (2.4) 
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In [8], the authors have shown that if P is a rank 1 matrix, then ( I  - P)# 
is always an M-matrix. This result has been extended in [11] to certain 
stochastic irreducible nonnegative matrices P possessing few eigenvalues. 
For a general stochastic and irreducible matrix P, the fact that ( I  - P)# is 
not always an M-matrix has been illustrated in several papers; see, for 
example, Meyer [12] and Chen, Kirkland, and Neumann [6]. We give here a 
further example which will subsequently be used to discuss some of our 
observations. Notice that in this example, rank P :/: 1, but rank P1, 1 = 1. Let 
p = 
0 0.9 0 0.1 
0 0.8 0 0.2 
0 0.9 0 0.1 
0.3 0.1 0.5 0.1 
(2.5) 
The group inverse of I - P is found to be 
(x  - e ) "  = 
0.8841 -0 .4740 -0 .1932 -0.21691 
-0 .0905 0.3735 - 0.1508 -0 .1321 
-0 .1159 -0 .4740 0.8068 -0 .2169 
0.1637 - 1.1520 0.2729 0.7153 
which is clearly not an M-matrix. 
In our first result we show that if P1,1 is of rank 1 of a certain kind, then 
( I  - P)# is an M-matrix. 
PROPOSITION 2.2. Suppose that P is an n × n irreducible, stochastic, 
nonnegative matrix, and partition P as in (2.1). Assume that P1,1 = 
£e,_ lqr~V_l for some ~ >10. Then (I  - P)# is an M-matrix if and only if 
0 1 + ,o,,. (2.6) 
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Proof. Since P is an n × n irreducible M-matrix with r(P) = 1, we 
have ¢(1 - to )  = r(P1,1) < 1. On expanding in a Neumann series we obtain 
that 
( I  - -  P l ,1 )  -1  =I+pl~+p 2 +...  , 1,1 
= I + ¢en_ lT rT  1 + ¢2(1  -- ~ . )e  n I"/TnT 1 q- "'" 
I + 1 - ¢(1 - ton) en-17rT-l" 
According to Lemma 2.1, it suffices to show that the conditions (2.2), (2.3), 
and (2.4) hold. Now 
( I  -- en_xTr,  T_ l ) ( I  -- P l ,1 ) - len  1 
= ( I  - e,_ 17r, _1)[ e,,_?,5 ]en I+  1 -  ¢ (1 -  to,,) 1 - 
= en_  1 "b 
¢ ¢(1 - to,,) 
1 
1 -  so (a -  w,,) 1 -  sO( l -  to.) 
en - 17rT- len  - 1 
O-I n 
1 - ¢(1 - ton) en-l" 
By similar calculations, we have that 
(-O n 
ITT- l ( I  -- P I ' I ) - I ( I  - en- lTgrT 1) = 1 - ¢(1 - to . )  7FT-1 
and 
( I - -  en_l"l 'giT 1 ) ( I  - -  P I .1 ) - I (  I - -  en_lT" l 'nT_l)  
- I  
1+w. -¢  
_ .T  
1 - ~(1 - ton) en-17Tn-l" 
Therefore the conditions (2.3) and (2.4) hold if and only if 
- - .  (2.7) 
¢< 1__ to  n 
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Finally, the condition (2.2) holds if and only if 
< - -  and ~< 1 +o9 n, (2.8) 
1 - ton 
which demands that 
1 + to.. (2.9) 
The conclusion ow follows immediately from (2.7), (2.8), and (2.9). • 
Notice that the conditions in the above proposition require that if 
P~, 1 4= 0, then P1,1 be a positive matrix. Hence we see that for the matrix P 
in (2.5), in which 
0 0.9 i )  
P~,I = 0 0.8 (2.10) 
0 0.9 
has rank 1, P1, 1 is not positive and hence that the matrix P does not meet 
the sufficient conditions of the above proposition. 
We shall next examine to what extent we can remove the condition that 
P1.1 be a matrix of rank 1 satisfying the inequality (2.6). We begin by 
considering conditions on P1, ~ which ensure the satisfaction of the inequali- 
ties (2.3) and (2.4). 
LEMMA 2.3. Let P be an n × n irreducible, stochastic, and nonnegative 
matrix and partition P as in (2.1). Suppose there exists a number m 
[0, 1/(1 - to,,)) such that for 
to,~ + m(1 - o9,,) 2 
t (m) := (2.11) 
] - -  (.O n 
one has 
'H)Nn-17rTT 1 ~ JPI,I ~ t(m)e,, 17rf_1. (2.12) 
Then the conditions (2.3) and (2.4) hold. 
Proof. First we note that if 0 ~< m < 1/(1 - ton), then m <~ t(m), 
making the inequality (2.12) possible. As r(t(m)e,,_ 17r, _ ~) < 1 for all m 
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[0, 1/(1 - ton)), we see that if (2.12) holds, then by the order properties of 
inverse M-matrices we have that 
( [  -- /7/~'n_lTl'T_l) -1  ~< ( I - -  e l ,1 ) - I  ~< [ I - -  t (m)e .  I"/TT 1] -1  
As in the proof of Proposition 2.2, we can now apply the following computa- 
tions to the matrices me,, 17r,~_1 and t (m)e  n lrr, r_ l: 
(1  -- e n 17y~T_I)(/ -- Pl ,  l ) - l en_ l  
= (J[ -- e l , l )  - l en  1 - -  en-17" l 'T  l (  I -- e l , l )  l e . _  1 
>j ( I  T -1  e .  17r,~ "_ [I t(m)en_17r, T_l] 1 - -  n len -  ITYn 1 ) en  - 1 - -  1 - -  en - 1 
m(1 - ton) 
=e" - I  + l -m(1-  to,)e,, 1-e,,-17r,,r le,~-1 
- -  e n _ 171"t T 
t (m) (1  - to . )  
1 1 -- t (m) (1  - to,,) en-1 
1 
1 - -  m(1  - -  to , , )  e .  1 - -  
1 -- ton 
1 - t (m) (1  - to . )  en-1 =0.  
This yields (2.3). The validity of (2.4) is similarly proved. II 
We next determine a condition on P1, 1 which ensures that (2.2) holds: 
LEMMA 2.4. Let P be an n × n irreducible, stochastic, and nonnegative 
matrix, and partition P as in (2.1). Suppose there exists a number m 
[0, 1 + to, ] such that for  
1 -~- o) n -~- m(1 - ton) 2 
s (m)  := 3 - 2 ,% - m(1  - to,,) (2.13) 
one has  
/7/'en-l"~T 1 ~< P I , I  -~< s (m)en  I'wT 1 " (2.14) 
Then the condition (2.2) holds. 
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Proof. It can be readily checked that for the quantity s (m)  defined in 
(2.13), the Z"' "-matrix I - s(m)e, ,_  1% r_ l satisfies [ I - s (m)e ,_  l~r _ 1]e = 
[1 - (1 - ¢On)S(m)]e >> 0, making it a nonsingular M-matrix. Thus, once 
again making use of the order properties of inverse M-matrices, we have that 
T 1 1 -1  
(/--men-17r,[ 1) ~< ( I -  PI.1)- ~< [ I - s (m)e , , -17rn~-1]  
Hence 
( I  -- er,_ frr. v t)( I -- P l , , ) - ' ( I  - e. 13"g~ "_ 1) 
-1  p -1  
= ( I  -- P , . , )  - e , , -xTr ,~,( I  - 1.,) en-177"rT1 
- -  e ._ l¢ r f _ l ( I  - -  P I ,1 )  -1  - ( I  - P I ,1 )  len-17"/ '~T-1 
<-N [ I  - s(m)e,_lvr,7,'_l] - '  
,/zT 1 
+ e°_ ,  ._  ,[ Z - s (m)en  1] 
7' -1  T -1  
- -e  n 17r,~_l(I- me,,_lTr,~_l) - - ( l - -me.  ,7r, i 1) e. 17r,~_1 
=I+ 
s (m)  + 1 -  w,, 2 
1 - s (m) (1  - w,,) l -m(1-  ca.) 
e,,_l%r_, = I, 
whence (2.2) holds. • 
The two previous lemmas now yield the main result of this section: 
THEOREM 2.5. Let P be an n x n irreducible, stochastic, and nonnega- 
tive matrix, and partition P as in (2.1). Suppose there exists a number  
m ~ [0, 1 + to ] such that fo r  
M(m)  := min{t(m),  s (m)},  (2.15) 
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where t (m)  and s (m)  are given in (2.11) and (2.13), respectively. 
me,,-17rw-, <~ e,,1 <~ M(m)en ,rr, r- I  • (2.16) 
Then ( I  - P)# is an M-matrix. 
REMARK 2.6. Observe that P1,1 is the example (2.5) as given in (2.10) 
does not meet the condition (2.16) of the above theorem. To see this note 
that as P1,1 has some zero entries, the only m for which the leftmost 
inequality in (2.16) can hold is m = 0. As ~r = [0.0058 0.6949 0.0847 
0.1695], a simple computation shows that M(0) = rain{t(0), s(0)} = 
min{0.2041, 0.4132} = 0.2041, where t(0) and s(0) have been computed from 
(2.11) and (2.13), respectively. But for this value of M(O), the right inequality 
in (2.16) also does not hold. 
REMARK 2.7. The condition (2.16) can be very tight for large n in the 
sense that, depending on to n, the entries of P1,1 may have to be constrained 
to lie in a very small wedge about the matrix e n_ 17r r_ 1. For example, suppose 
P is a 9 × 9 doubly stochastic and irreducible matrix, so that to 9 = ~. In 
Table 1 we give values of M(m)  as specified in (2.16) and of M(m)  - m at 
11 equally spaced values of  m in [0, 1019 . The table shows a very narrow range 
for the entries of P1,1- It can also be easily deduced that in the doubly 
stochastic ase the range narrows further as n tends to infinity. This type of 
phenomenon occurred in a paper by Willoughby [18], who investigated 
sufficient conditions for inverses of n × n positive matrices whose entries lie 
in some interval (an,/3,) ,  with an,/3n > 0, to be M-matrices. There too the 
differences /3, - ot n have to tend to 0 as n tends to infinity. 
TABLE 1 
0.0000 0.1111 0.1111 
0.1111 0.2111 0.1000 
0.2222 0.3111 0.0889 
0.3333 0.4111 0.0778 
0.4444 0.5111 0.0667 
0.5556 0.6111 0.0556 
0.6667 0.7111 0.0444 
0.7778 0.8111 0.0333 
0.8889 0.9100 0.0211 
1.0000 1.0053 0.0053 
1.1111 1.1111 0.0000 
m M(m) M(m) - m 
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3. OTHER GENERAL IZED INVERSES 
Let us recall a formula due to Hunter  [10] for the general form {1}- 
inverse of I - P: 
( I -  e)<t) :  ( I -  P ) -+ efT + [go]1rr , (3.1) 
where 
[ 00] ( I -P )  = ( I -  1,1) (3.2) 
0 
On choosing g = 0 and f r  = [U~(I _ Pl, t) -~ 0], with u an arbitrary (n - 
1)-vector, we get upon substituting for f in (3.1) that the matrix 
G(u) = [ ( I - e"- luT)( I - ( I - Pt,1) -1 00] (3.3) 
is in fact a {1, 2}-inverse of I - P, according to a characterization, due to 
Bjerhammer [3] (see also Ben-Israel and Greville [1, p. 19]), for a {1}-inverse 
to be a {2}-inverse as rank G(u) = rank( / -  P). 
We shall now make use of the following lemma, which can probably be 
found in the literature, and no originality is claimed in its respect: 
LEMMA 3.1. Suppose A is a singular M-matrix of index not exceeding 1
and B is an M-matrix such that A <~ B. Then AB-1 is an M-matrix. 
Proof. Consider the splitting of A into A = B - (B - A). As B >/A, 
so that B -  A >t 0, the splitting is regular. The claim now follows by 
Neumann and Plemmons [15, Corollary 2]. • 
In Section 2 we showed that if rank P1, i = 1 and Pl, 1 lies in a certain 
vicinity of e n_  l"n'T_ 1, then ( I  - P)# is an M-matrix. We shall next prove that 
if rank P1,1 = 1, then I - P always has a {1, 2}-inverse which is an M-matrix. 
Indeed, we shall show a somewhat stronger esult. 
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PROPOSITION 3.2. Suppose P is an irreducible and stochastic nonnegative 
matrix, and partition P as in (2.1). I f  rank Pj, 1 = 1, then there is at least one 
{1, 2}-inverse of  I - P which is an M-matrix. Moreover, i f  S is any stochastic 
irreducible nonnegative matrix such that in its confor•uTl partitioning with P 
one has S1, ~ ~ P1, ~, then I - S too has a {1, 2}-inverse which is an M-matrix. 
Proof. We may write that P,,I = abr, where a, b are nonnegative 
(n - D-vectors and where b has been normalized so that bre,~_ 1 = 1. As 
P1, le , - l  <~ e,_  1, we see that 
e,_~ >~ Pl,~e,_l  = (abr )en_ ,  = (bTe ,_ l )a  = a. 
Hence PI, 1 ~ e , -1  br and so I - e , _ lb  r ~ I - P,,l. As rank(e,_ lb r) = 1, 
I - (e,_  lb r) is an M-matrix of  index 1, showing by the Lemma 3.1 that 
( I  - e , _ lb rX I  - Pl, ,) -1 is an M-matrix. Now choose f~ N" to be the 
vector f r  = [ _br ( I  _ pl, 1)- l )  0]. We conclude as in (3.3) that G(b)  is a 
{1, 2}-inverse of I - P. To prove the remaining part of the claim, notice that 
now $1, 1 <~ P1,1 ~ en-1 br, so that ( /  - e, ,_ lbr ) ( I  -- $1,,) - I  is an M-matrix, 
again because I -  e , _ ib  r is an M-matrix of  index 1. Then on choosing 
f r  = [ _br (1  _ $1,1)-~ 0jr ~ ~, ,  we once again infer that I - S has a 
{1, 2}-inverse which is an M-matrix. • 
Before we continue let us show that Proposition 3.2 can be used to assure 
us that the 4 × 4 example I - P, where P is given in (2.5), does possess a 
{1, 2}-inverse which is an M-matrix. For this purpose consider P~, 1 given in 
(2.10). Then for 
[i 0, il [0 0, 01 [il  P~.t = 0.8 ~ 0 0.9 0 = 0 0.9 0.0] =PI ,~.  
0.9 0 0.9 0 
Clearly JPl, 1 can be made theleading 3 × 3 principal submatrix of a 4 × 4 
irreducible stochastic matrix P to which the proposition is applicable. In- 
deed, we find that the matrix 
1 0 0 0 
0 0.5 0 0 
0 0 1 0 
0 -4 .5  0 0 
is a {1, 2}-inverse of I - P for the matrix P given in (2.5). 
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Next we consider general irreducible and stochastic matrices P given in 
(2.1), in which P~, ~ is not necessarily dominated by a rank 1 substochastic 
matrix as in Lemma 3.2. Applying Hunter's formula for {1}-inverses, we are 
searching for vectors g, _ l, f ,  - ) ~ R'~_- 1 and a scalar f,, ~ R+ such that 
( I - p)(1) 
=[  (1 -P l '~) - l -e" - f f ' r - ' -g" - '~r ' [ -~  _f,r_~ - (w"g" -~ - f "e" - l )  ] f .  
(3.4) 
is an M-matrix. A necessary condition for this to happen is that we can find 
g~- , , L -~ ~ R~- '  and f,, ~ R+ satisfying: 
(a) The matr ix ( /  - Pl, t) - t  - e,_J,r,_~ - g ,_ l r r r l  is an M-matrix. 
(b) g,,-1 >~ f , ,e, ,_ Jw. .  
It is evident that a sufficient condition for ( I  - p)O) to be an M-matrix is 
that f,, = 0 and that we can find g, ,_~, f , , _~ R"+ -1 with f , ,_ l  = 0 or 
g . -1  = 0 for which the ensuing expression in (a) is an M-matrix. Consider 
therefore a {1,2}-inverse of I -  P, ( I -  p)(1.2), whose (1, 1) block is the 
(n - 1) x (n - 1) matrix chosen according to the specification: 
( I -P~,1) - :  -e , , - l f ,  l-r : when g , , - l=0 ,  
(3 .5 )  
p -1 7r r ( I -  1,1) -g , -~  ,,-1 when f~_ l=0.  
We see that in the case of the first alternative in (3.5), a necessary condition 
for ( I  - p)O,2) to be an M-matrix is that it is a Z-matrix, and that for this to 
happen we must have that 
( f .  ~) j>  max[ ( l -P l , , )  -t] - i * j  c ) '  j = i . . . . .  n - 1 .  (3 .6 )  
A necessary condition for ( I  - p)(l,2) given in the second branch of (3.5) to 
be an M-matrix is that 
[ -'] >t max ( I  , , j ,  i=  1 . . . . .  n -  1. (3 .7 )  
j . i  
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We shall now consider two examples of  classes of  M-matrices which do 
not generally possess a group inverse which is an M-matrix, but which 
possess a {1,2}-inverse which is an M-matrix whose existence is made 
possible via a good choice of  fn -  I ~ ~+- ~ in (3.6) or g , _  1 E ~n+- l in (3.6). 
EXAMPLE 1. The class of symmetric tridiagonal matrices. Consider the 
family of  symmetric singular and irreducible tricliagonal M-matrices which 
can be obtained as follows. Suppose that P is an n x n symmetric, nonnega- 
tive, stochastic, and irreducible tridiagonal matrix, viz., 
p = 
'a  l b 1 0 
b~ a 2 b 2 
0 b 2 
0 . . . . . .  0 b,,_ l 
0 
0 
b n-- l 
a n 
>i o, (3.8) 
with Pe = e and b i > 0, i = 1 , . . . ,  n - 1. We are interested in constructing 
a general ized inverse of  I - P which is an M-matrix. We comment hat the 
structure of the group inverse of I - P has been investigated in [6]. 
In our construction we shall require the following quantities: For  P in 
(3.8) and for i = 1,2 . . . . .  n - 1, set 
S i :~  - -  
1 1 1 
+ +. - -+ 
Notice that s 1 >s  z > ". >s ,_~ > O. 
LEMMA 3.3. Let P1, 1 be the (n - 1) × (n - 1) leading principal sub- 
matrix of  the matrix P given in (3.8). Then 
p -1  
( I -  = 
S1 82 83 . . . . . .  Sn -1  
82 82  83  . . . . . .  8n-1  
83 83 S 3 . . . . . .  S n -1  
Sn-  1 Sn-  1 8n-  1 . . . . . .  Sn - 1 
=: y (3.9) 
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We know that 
bi_~(s~_ ~ - s i )  = 1, i=2 ,3  . . . . .  n -  1. 
x:= ( t -  v l)Y= (x, j). 
We shall show that X = I. For  i > j ,  we see that 
x, ; = [ -b , _  ~ t),-1 + bi -b i ]  I s, 
Si+ l 
while for i < j ,  we see that 
=0,  
whence X = I. • 
REMARK 3.4. In [6] the inverse I -  Pt, 1 was given in terms of the 
entries of the Perron vector of P. Thus (3.9) is an alternative form for 
( I  - PI, 1 )-1 more suitable for our purposes here. 
( I  - p)<~,z) = 
THEOREM 3.5. 
stochastic matrix given in (3.8), and partition P as. in (2.1). Then 
¢0 S 2 - -  S 1 S 3 - -  81 " '"  Sn_  1 - -  S 1 
0 0 83 - -  S2 " '"  Sn - I  - -  S2 
0 . . . . . . . . .  0 --Sn_ 1 
0 . . . . . . . . .  0 0 
Suppose P is the n × n symmetric tridiagonal irreducible 
- -8  l 
is a {1, 2}-inverse of  I - P which is an M-matrix. 
[si] 
xi, i=[-bi- i  bi- l+bi  -bi] si =1, 
Si+ 1 
Finally, 
x;,j=[-b~_~ b;_~+b, -b;] sj =0, 
[ JJ 
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Proof. We know from [10] that for any (n  - 1)-vector, the matrix 
( I -  P ) - - [g 'o  1]e r, (3.10) 
where ( I  - P ) -  is given in (3.2), is a (1}-inverse of I - P. Now choose 
Is11 8 2 gn-1 ~ 
Sn! 1 
(3.11) 
Subst itut ing gn-1 in (3.10) now yields the matrix in (3.8). As s 1 > s 2 > 
• -" > s,,_ 1 > 0, ( I  - p)O,2) is clearly an M-matrix. Finally, since rank( / -  
p)(~,2) = n - 1 = rank( / -  P), (I - p)(l,2) is also a {2} of I - P according 
to the characterization for a {1}-inverse to be a {2}-inverse due to Ben- Israel  
and Grevil le [1] and ment ioned  earlier. [] 
As an example consider the matrix 
p = 
0.5 0.5 0 0 / 
J 0.5 0 0.5 0 0 0.5 0 0.5 " 
0 0 0.5 0.5 
We f ind that 
( t -  e)" = 
1.75 0.25 - 0.75 - 1.25 / 
0.25 0.75 - 0.25 - 0.75 [ 
- 0.75 - 0.25 0.75 0.25 | ' 
- 1.25 - 0.75 0.25 1.75 ] 
so ( I  - P)# is not an M-matrix. However,  the matrix ( I  - p)O,2) of (3.10) 
yields via (3.9) and (3.11) 
( I - e)(~'2) = 0 0 -2  
0 0 
0 0 
which is clearly an M-matr ix and easily checked to be a {1, 2}-inverse of 
I - P .  
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EXAMPLE 2 (A class of circulant matrices). We next consider a circulant 
singular and irreducible M-matrices which possess a {1, 2}-inverse which is an 
M-matrix. 
To introduce the class let Z be the n x n simple cycle permutation 
matrix: 
Z = 
0 1 0 
0 . . . . . .  0 
1 . . . . . .  0 i/ 
Suppose now that n = 2k, and let 
l k -1  
i=0 
and 
1 k 
V = ~ ~ Z 2'-~. 
i=1 
For a ~ [0, 1] set 
P,~ = aU + (1 - a)V .  (3.12) 
We see that P,~ is a nonnegative symmetric irculant matrix on two symbols: 
ot and (1 - a).  Now put 
po .-= I - e~ = ~(1  - u )  + (1 - ~) ( I  - v ) .  (3.13) 
In Chen, Kirkland, and Neumann [6] it was shown that for a ~ [0, 0.75] 
and a = 1, (Q,~)# is an M-matrix. We shall next show that for all a ~ [0, 1], 
Q~ has a {1, 2}-inverse which is an M-matrix. 
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PROPOSITION 3.6. 
circulant M-matrix 
[ f~, f2 . . . . .  f2~] by 
Suppose n = 2k and the matrix Q~ = I - P~ is the 
constructed in (3.12) and (3.13). Define f r= 
2a-1  
f2 , -~ = 1+ k(1 -  or) for i = 1 ,2  . . . . .  k,  
f~i=l for  i=1 ,2  . . . . .  k - l ,  
f2k = O. 
Then 
= - ef r, (3.14) 
0 
where (Q~)I, 1 is the (n - 1) X (n - 1 ) lead ing  principal matrix of Q~, is an 
M-matrix for  all a ~ [0, 1] which is a {1, 2}-inverse of Q~. 
Proof. It is not too diff icult to show that the inverse of  (Q , ) I ,  1 is given 
by 
( (Qot) l ,1)  1 = 
2+ 
1+ 
2a-  1 2a -  1 
1 1+ 1 ... 
k (1  - a)  k (1  - or) 
1 2 1 1 ... 
2a -  1 2a -  1 
1 2+ 1 .-- 
k (1  - o~) k (1  - o~) 
2a  - 1 2a  - 1 
1+ 1 1+ 1 " 
k(1  - k (1  - 
Let  q~ = [f~ f2 "'" fn-~]Z" Then,  as can be easily seen, 
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where 
L = 
0 0 0 0 ... 
2or -  1 2a -  1 
0 0 "-. k(1- k(1- 
0 0 0 0 .-- 
2a -  1 2a -  1 
0 0 "-  
k(1 -  k (1 -  
0 0 0 0 -.. 
Using a determinantal expansion, it is quite easy to show that the characteris- 
tic polynomial of T~ is just A" and so all eigenvalues of T~ are zero. Thus 
[(Q~)l,1] - l=  I -T~ is clearly a nonsingular M-matrix. But then Q(2,2) 
given in (3.14) is an M-matrix. Furthermore, by Hunter's results [10] men- 
tioned earlier, Q~L2) has the form of a {1}-inverse of Q, .  Finally, as the ranks 
of Q~, and (Q~)¢,2) are equal, once again we conclude that Q(1,2) is a 
{1, 2}-inverse of Q~ for all a ~ [0, 1]. The proof is now complete. • 
We conclude this paper with the statement that any singular irreducible 
M-matrix of order not exceeding 4 × 4 has a {1, 2}-inverse which is an 
M-matrix. Suppose first that the (1, 2)-block o~ of P given in (2.1) is positive. 
Then using the first branch in (3.5) with f,, 1 specified as in (3.6) and the 
fact that because ( I  - Pl, 1)e,, 1 = a,  ( I  - Pl, 1 )-1~ = e,_ 1, we observe that 
[ (  I -- P l ,1 )  -1 -- Cn_ l f l / _ l ]  ol = (1 - f f f l a )e . _ l .  (3.15) 
Thus if 
(1 - f~_ ,a )  ~ O, (3.16) 
then by the theory of M-matrices (see Berman and Plemmons [2, Chapter 6]) 
( I -P1,1) -1 -e,,  if, r,_1 is an M-matrix with "property c." I f  o~= 
(oq . . . . .  a,,_ 1) T is not a positive vector, then as P is irreducible and so has a 
positive entry in every row, it follows that for each index 1 ~< i ~ n - 1 for 
which a i = 0, P has an entry Pi,j, > 0 for some index 1 <~Ji ~< n - 1. ( I f  
there is more than one nonzero entry in this portion of the row, select one 
such entry and fix the index ji)" Now let • > 0 be sufficiently small so that 
the Pi,j,- • > 0 for all 1 ~ i  ~<n-  1 such that ~i =0,  and define the 
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(~( ' ) )  via matrix P~ = t'~,j 
p(•) = 
i , j  
Pi,j, l~<i~<n-1 ,  a~:0 ,  l <~j <~ n, 
P i, j ,  i = n, 1 <~j <~ n, 
p~.j, l~<i~<n-1 ,  a~=0,  l~<j~<n-1 ,  
Pi,j - ~, 1 <<, i <<. n - 1, a i = O, j = J i ,  
~, l <~ i <~ n -1 ,  ot~=0,  j = n. 
j ~ j i ,  
(3.17) 
Then P, is irreducible and stochastic. Moreover, as I - Pl. 1 is invertible, we 
have that ( I  - p(,)1-1 ~ ( I  - Pl 1) -~ as e ---) 0. Moreover, if f,([)l is the 1,1 ~ 
(n - D-vector given by 
( f ( ' _ ) l ) j=  max( ( ( I -P ( ' ) ) l ,1 )~,~},  
i -#:j  ~-  
l <<.ju <~ n -1 ,  
then clearly ~c(,) __)f .  1 i n -1  as E "-) 0. 
PROPOSITION 3.7. Suppose P is an n X n (n <<. 4) irreducible and 
stochastic nonnegative matrix. Then there is at least one {1, 2}-inverse o f  
I - P which  is an M-matr ix.  
Proof. Let f~ = 0 and g, 1 =0,  and let (f~_,)j  = max, , j ( ( I -  
P~,j)~,)}, so that ( I  P~,I)- '  - en- l f ,~- i  is a Z-matrix. We shall show that 
f,,-1 satisfies (3.16). The case when n = 2 holds trivially. Suppose then that 
n = 3 so that ( I  - PI, I) -1 is now a 2 x 2 nonnegative ntrywise column 
diagonal dominant matrix. Hence 
( I  -- P l ,1)  1 _ e._ l f ,~_ 1 
= [((I-P)l)l 1 ((*- P) ~), ~] 
((1 P) ~)~,, ((z P )  1)2,~ 
_[((I-P) ')21 ((i-P) 1)12 ] 
[ ((, P)')~, ((~ P) '),~] 
is simply a diagonal matrix with nonnegative diagonal entries and hence an 
M-matrix. 
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Suppose now that n = 4, so that ( I  - PI,~) -1 is a 3 × 3 matrix. Assume 
at first that the (1, 2) block a in (2.1) is a positive vector. There are two 
possibilities. Either two of the maximal column off-diagonal entries in ( I  - 
P1, 1) -1 occur in the same row or all maximal column off-diagonal entries of 
( !  - P1, 1 )-1 occur in different rows. Assume first that two of the maximal 
column off-diagonal ( I -  PI, 1 ) - I  occur in the same row. Without loss of 
generality we can suppose that 
fT_ 1= [(( I -- P1,1) -1)2,1 (( I-P1,~)-1)1,2 ( ( I -P l ,1) - l ) t .3] .  
Then as ( ( I  - e1,1)-l)e,1 ~< ( ( I  - Pz, l ) - l ) l ,1 and (I - Pl, 1)e3 = or, we can 
write that 
fnT 10t ~< 
((I -- el,l)-l)l,1] T 
(( I - e l , l )  1)1,2 og = 1, 
( ( I  - e l ,1 ) - l ) l ,3  
and this case is proved. 
We now move to the second possibility, which is that in the maximal 
column off-diagonal entries of ( I  - PI, 1)-1 occur in different rows of ( I  - 
P1, 1) -1- Without loss of generality we can suppose that they occur in 
positions (2, 1), (3,2), and (1,3), so that f[ = [ ( I -  PI,~)~,~ ( I -  P1,1)3,~ 
( I  - P1, ~)~,~]. Then we see that f [a  ~< 1 if and only if 
[ -p ,31 [1 pl,1 - det -P2 '  1 -Pa.1  1 Pa,3 P l ,4 -  det - -P3,1 -P3,21 P2,4 
det[ - -P l ,2 --]91,3 ] 
+ [1 - P2,2 -P2,3 P3,4 ~< det ( I  - P1,1). 
Simple determinantal expansions yields that the difference between the right 
and the left hand sides of the above inequality is 
0 ~ Pl,2 P2,4P3,4 + Pl,4P2,3P3,4 + Pl,4P2,4P3,1 + Pl,4P2,4P3,4. 
Since P is nonnegative, we at once conclude that f ra  <~ 1, leading to our 
desired conclusion. 
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Finally, if a is not a positive vector, let e be sufficiently small and 
consider the matrix P~ given in (3.17). As above, we show that the 4 × 4 
M-matrix I - P, possesses a {1, 2}-inverse which is an M-matrix of the form 
where P(~) is the (n - 1) x (n - 1) principal submatrix of P('). The fact 1, I 
that I - P has a {1, 2}-inverse which is an M-matrix follows now by letting 
e-~O.  • 
We shall now give an example where the choice of the vector f,,_ 1 as in 
(3.6) and g,_  1 = 0 or fn -  1 = 0 and gn- 1 as in (3.7) yields only a Z-matrix, 
not an M-matrix. Let 
p = 
_5 & 0 0 
7 14 
± _5 ± 0 
14 7 14 
1 5 1 
0 - -  -- 14 7 14 
1 5 
0 0 77 5 
1 0 0 0 ~ 
0 0 0 0 
3 1 1 1 
o o 
1 0 0 ~ 
1 0 0 ~ 
± 0 ! 14 7 
5 1 1 
7 14 7 
1 5 3 
17 ~ T~ 
1 3 0 
For  P~ 
( i  - e )S  = I 
3.7513 1.0052 0.2693 0.0721 0.0192 0.0048] 
1.0052 4.0206 1.0773 0.2886 0.0769 0 .0192|  
0.2693 1.0773 4.0398 1.0821 0.2886 0.0721[ 
0.0721 0.2886 1.0821 4.0398 1.0773 0.2693[" 
0.0192 0.0769 0.2886 1.0773 4.0206 1.0052[ 
0.0048 0.0192 0.0721 0.2693 1.0052 3.7513J 
Ta~ng 
f~= [1.0052 1.0773 1.0821 1.0773 1.0052 1.0052] 
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as specified by (3.6), we get that 
( I - P1 1)  - 1 - -  e6f~ 
2.7461 -0.0721 -0.8128 -1.0052 -0.9859 -1 .0003]  
0.0000 2.9433 -0.0048 -0.7887 -0.9282 -0 .9859|  
-0.7358 0.0000 2.9577 0.0048 -0.7166 -0.9330 /
-0.9330 -0.7887 0.0000 2.9626 0.0721 -0.7358 /
-0.9859 - 1.0003 -0.7935 0.0000 3.0155 0.0000| 
- 1.0003 - 1.0581 - 1.0100 -0.8080 0.0000 2.7461J 
is a matrix whose eigenvalues are 
-0.2139, 5.0853, 4.1991, 2.4130, 3.1496, 2.7383. 
Thus we see that for the choice off6 specified via (3.6), ( I  - P1.1) -1 - e6f J" 
is not an M-matrix. The symmetry of ( I -  /gkl)-i means that the same 
would occur if we chose fn-J  = 0 and g,,_ 1 to be the vector specified by 
(3.7). 
Continuing with the above example, it can be shown that with the choices 
[ 0 ] [0.8392] 
0.1660 / 1.0052 | 
/ 0.5386 / / 0.9113 / 
f=  10.9065] and g= |0.54351, 
| 1.0003 | | 0.1708 | 
1_0.8343 J /0.0048 J 
the (n - 1) × (n - 1) leading principal submatrix o f ( I  - p)(1) given in (3.4) 
is a nonsingular M-matrix, but for no 0 -N<f,, ~< o9,, mini,<|,<,_ 1 gj is (I - 
p)(1) itself an M-matrix. Thus the problem whether, for n > 5, an n x n 
singular and irreducible M-matrix Q has a nonzero generalized inverse which 
is an M-matrix remains open. 
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