1. Introduction. Many diophantine problems can be reduced to (ordinary) unit equations and S-unit equations in two unknowns (for references, see e.g. [15] (with explicit constants). These led to a lot of applications.
* S . The case s = 1 being trivial, we assume throughout the paper that s ≥ 2. We denote by R S the S-regulator of K (for its definition, see Section 3). We note that for S = S ∞ (i.e. t = 0), we have O S = O K and R S = R K .
For any algebraic number α, we denote by h(α) the (absolute) height of α (cf. Section 3). There exists a δ K > 0, depending only on K, such that d log h(α) ≥ δ K for any α ∈ K \ {0} which is not a root of unity (cf. Section 3).
Throughout this paper, we use the notation log * a for max{log a, 1}. Let α, β be non-zero elements of K with
max{h(α), h(β)} ≤ H (H ≥ e).
Consider the S-unit equation (1) αx + βy = 1 in x, y ∈ O * S . When S = S ∞ (i.e. t = 0) then (1) is an (ordinary) unit equation.
Theorem. All solutions x, y of (1) satisfy (2) max{h(x), h(y)} < exp{c 1 P d R S (log * R S )(log * (P R S )/ log * P ) log H}, where
Further , if in particular S = S ∞ (i.e. t = 0), then the bound in (2) can be replaced by
R e m a r k 1. It is clear that the factor (log * (P R S )/ log * P ) in (2) does not exceed 2 log * R S , and if log * R S ≤ log * P , then it is at most 2. Further, by Lemma 3 (cf. Section 3), we have
R e m a r k 2. As is known, R K h K can be estimated from above in terms of d and D K , the discriminant of K. Denote by q the number of complex places of K, and put ∆ = (2/π)
. If d ≥ 2, then we have e.g. (cf. [21] ) ( 
5)
R
Our theorem provides a considerable improvement of earlier estimates of Kotov and Trelina [19] , Győry [13] , [14] , Schmidt [23] and Sprindžuk [25] for S-unit equations.
For α ∈ K \ {0}, the ideal generated by α can be uniquely written in the form a 1 · a 2 where the ideal a 1 (resp. a 2 ) is composed of prime ideals outside (resp. inside) S. Then the S-norm of α, denoted by N S (α), is defined as N (a 1 ). In the particular case S = S ∞ , we have
In some applications, it is more convenient to consider the following equation instead of (1):
where
denote the numbers specified in the Theorem. Then we have
Further , if S = S ∞ , then the bound in (7) can be replaced by
Our Corollary considerably improves the earlier bounds of Győry [13] , [14] concerning equation (6).
Bounds for S-units and S-regulators.
Keeping the notations of Section 2, denote by M K the set of places on K. In every place v we choose a valuation | · | v in the following way: if v is infinite and corresponds to an embedding σ : K → C then we put, for every α ∈ K,
where d v = 1 or 2 according as σ(K) is contained in R or not; if v is a finite place corresponding to the prime ideal p in K then we put |0| v = 0 and, for
The (absolute) height of an algebraic number α contained in K is defined by
This height is independent of the choice of K. If the algebraic number α is of degree n with minimal polynomial a ([20] , p. 54), we have
There is a positive constant δ K , depending only on K, such that for every non-zero algebraic number α ∈ K which is not a root of unity we have log h(α) ≥ δ K /d (we recall that d denotes the degree of K). Further, if α is not an algebraic integer then (8) implies that log h(α) ≥ log 2/d. Hence we have δ K ≤ log 2.
It is easy to see that we can take
where r denotes the unit rank of K. Further, it follows from results of Blanksby and Montgomery [2] and of Dobrowolski [7] , [8] that both 
There are several quantitative results in the literature for units and Sunits of small height; for references, see e.g. [24] , [5] and [18] . The following lemma is in fact due to Hajdu [18] . It is an extended version of an earlier theorem of Brindza [5] . For convenience of the reader, we give here a proof for Lemma 1 with a slightly better value for c 4 than in [18] . Put
and
There exists in K a fundamental system {ε 1 , . . . , ε s−1 } of S-units with the following properties:
the absolute values of the entries of the inverse matrix of
P r o o f. We shall combine some arguments from the proofs of [5] and [18] .
is a symmetric convex distance function (cf. [6] , Ch. IV), i.e. it is non-negative, continuous,
By a theorem of Minkowski (cf. [6] , Ch. VIII) the successive minima λ 1 , . . . , λ s−1 of Λ with respect to F have the property
Further, there are multiplicatively independent S-units η 1 , . . . , η s−1 for which
It follows (cf. [6] , p. 135, Lemma 8) that there exists a fundamental system
which implies that
Hence, by (12) , (11), (10) and (9), we have
which proves (i).
(ii) follows immediately from (i) and log h(
, where E ij denotes the matrix obtained from E by omitting the ith row and jth column. It follows from (13) and Hadamard's inequality that
Together with (12) 
, which completes the proof.
The next lemma has various versions in the literature (for references, see e.g. [15] , [24] , [10] , [18] ). Our lemma is an explicit version of Lemma 10 of [10] .
Let c 3 = c 3 (d, r, K) denote the constant specified in the Corollary.
Lemma 2. For every α ∈ O S \ {0} and every integer n ≥ 1 there exists an S-unit ε such that (14) h
Consider the system of linear equations
which implies (14) . The general case of our lemma follows from the case S = S ∞ as in the proof of Lemma 10 of [10] .
Denote by p 1 , . . . , p t the prime ideals in K corresponding to the finite places in S. We recall that P denotes the largest of the rational primes lying below of these prime ideals.
The following lemma is an improvement of some estimates of Pethő [22] and Hajdu [18] for R S . It should, however, be remarked that Pethő's estimate was established in a more general situation, for some S-orders instead of O S .
where c 7 = 0.2052.
K is a free abelian group of rank t which is isomorphic to the multiplicative group of principal ideals in K generated by the elements of O * S . This latter group is a subgroup of finite index, say i S , of the multiplicative group generated by p 1 , . . . , p t and we have i S ≤ h K . Hence, as is known (see e.g. [4] , pp. 85 and 125), this subgroup has a basis of the form
with rational integers a ij such that a ii > 0 for i = 1, . . . , t and that a 11 . . . a tt = i S . It now follows that if {ε t+1 , . . . , ε t+r } is a fundamental system of units in O K then {ε 1 , . . . , ε t , . . . , ε t+r } is a fundamental system of S-units in K. Consequently, it is easy to see that
which gives (16) . Inequalities (17) follow from (18) and the estimate R K ≥ c 7 of Friedman [12] .
We remark that, in our Theorem and its Corollary, the improvements of the previous bounds in terms of R K , h K and P are mainly due to the use of fundamental systems of S-units, S-regulators as well as Lemmas 1 to 3.
Estimates for linear forms in logarithms.
In our proofs, we shall use the best known estimates, due to Waldschmidt [26] and Kunrui Yu [27] respectively, for linear forms in logarithms in the complex and in the p-adic case. We shall formulate them in a more convenient form for our purpose. These estimates enable us to considerably improve the previous bounds for the solutions of equation (1) in terms of d, r and s.
Let α 1 , . . . , α n (n ≥ 2) be non-zero algebraic numbers and let
. . , A n be real numbers such that (19) log
where log denotes the principal value of the logarithm. Let b 1 , . . . , b n be rational integers and put B = max{|b 1 |, . . . , |b n |, 3}. Further, set
n − 1. In Proposition 1, it will be convenient to make the following technical assumptions: (20) B ≥ log A n exp{4(n + 1)(7 + 3 log(n + 1))} and (21) 7 + 3 log(n + 1) ≥ log d.
Proposition 1 is a consequence of Corollary 10.1 of Waldschmidt [26] .
Proposition 1 (M. Waldschmidt [26] ). If Λ = 0, b n = 1 and (20), (21) hold , then
where c 8 (n) = 1500 · 38
We remark that a recent explicit estimate of Baker and Wüstholz [1] for linear forms in logarithms would give here a smaller value for c 8 (n) in terms of n. However, the lower bound in (22) is better in terms of A n , which is essential for our present applications. After some calculations and under the conditions (20), (21), Corollary 10.1 of [26] implies the following inequality with the choice E = e, f = 1/(3.3d) and g = 2:
Together with (23) this implies (22) .
In Proposition 2, let v = v p be a finite place on K, corresponding to the prime ideal p of K. Let p denote the rational prime lying below p, and denote by | · | v the non-archimedean valuation normalized as in Section 3. Instead of (19) , assume now that A 1 , . . . , A n are real numbers such that (24) log
The following proposition is a simple consequence of the main result of Kunrui Yu [27] .
where c 9 (n) = 22000(9.5(n + 1))
2(n+1)
Further , if b n = 1 and A n ≥ A i for i = 1, . . . , n − 1, then A can be replaced by max{A 1 , . . . , A n−1 , e} and for any δ with 0 < δ ≤ 1, we have
P r o o f. This is a reformulation of the result presented in the introduction of Kunrui Yu [27] . R e m a r k 6. We remark that, in Propositions 1 and 2, the condition K = Q(α 1 , . . . , α n ) can be removed. It is enough to assume that K is an algebraic number field of degree d which contains α 1 , . . . , α n . This observation will be needed in Section 5.
Proofs of the Theorem and the Corollary
P r o o f o f t h e T h e o r e m . Let x, y be an arbitrary but fixed solution of Let {ε 1 , . . . , ε s−1 } be a fundamental system of S-units in K with the properties specified in Lemma 1. Then we can write 
whence, by (iii) of Lemma 1 and (12), we get
with the c 6 = c 6 (d, s, K) specified in Lemma 1. Let v ∈ S for which |x| v is minimal. Setting α s = ζβ and b s = 1, we deduce from (1) that (27) |αx| v = |ε
First assume that v is infinite. In order to apply Proposition 1, put
It is easy to check that 7 + 3 log(s + 1) ≥ log d. Further, we may assume that ( 
29)
B ≥ log A s exp{4(s + 1)(7 + 3 log(s + 1))}.
Indeed, (1) implies that
Further, it follows from (25) and (ii) of Lemma 1 that
Hence, if (29) does not hold, we get at once a bound for h(x) which is better than that in the Theorem. (33) h
Hence it follows from (32), (26) and
where c 12 = 2dc 6 c 11 . This gives (
We remark that in the particular case S = S ∞ , i.e. when t = 0, (34) implies the second part of the Theorem.
Next assume that v is finite. To apply Proposition 2, we put now
Using (i) of Lemma 1, we get
Together with the second inequality of Lemma 3 this gives
( 2 ) In certain applications (e.g. in case of practical solutions of S-unit equations), it can be more useful to work with our upper bounds of B, provided by (26), (34) and (43).
We distinguish two cases. First assume that log H < c 5 . We now apply to (27) the first part of Proposition 2. Putting Φ = c 16 P
, we infer that
whence, by (33), (26) and
follows with c 17 = 2d 2 c 6 . Together with (36), (37) and log H < c 5 R S this gives Then x = −ε 3 /ε 1 , y = −ε 3 /ε 2 is a solution of equation (1). We have max{h(α), h(β)} ≤ exp{2c 3 (R K + th K log * P + log(HN ))}.
Now our Theorem provides an explicit upper bound for max{h(x), h(y)}.
Together with (44), this implies (7) with the choice ε = −ε 3 .
