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Resum
Aquest projecte e´s un Treball Final de Grau que prete´n donar una solucio´ per a la si-
mulacio´ de nodes heterogenis (acceleradores/GPU) per l’eina Dimemas. Es tracta d’una
eina de simulacio´ de gra gruixut que permet estimar el rendiment d’una aplicacio´ sota la
configuracio´ d’una ma`quina ja existent o dissenyada per l’usuari (entorn hardware, xarxa i
sistema de fitxers). Es tracta d’oferir la nova funcionalitat seguint la filosofia de simulacio´
de Dimemas i, tambe´, de l’eina d’extraccio´ de traces d’execucions reals: Extrae. Dimemas
inclou l’eina Prv2dim per traduir les traces d’Extrae a esdeveniments, comunicacions i
sincronitzacions de Dimemas. Per abordar el projecte s’ha estudiat pre`viament el funcio-
nament de Dimemas per adaptar, amb el mı´nim de canvis possibles, la simulacio´ de nodes
heterogenis, seguint la te`cnica GPGPU (CPU + GPU). La necessitat sorgeix del projecte
europeu Mont-Blanc, que investiga millores en l’eficie`ncia energe`tica en computacio´ d’alt
rendiment (HPC). Aix´ı, es millora l’ana`lisi i es realitza una simulacio´ me´s en profunditat
de les aplicacions HPC i el hardware de baix consum de Mont-Blanc.
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Aquest projecte e´s un Treball Final de Grau (TFG) desenvolupat a la Facultat d’Informa`tica de
Barcelona (FIB) en col·laboracio´ amb el Barcelona Supercomputing Center (BSC). L’objectiu del
projecte e´s implementar la simulacio´, en Dimemas, de nodes heterogenis en l’entorn de High Per-
formance Computing (HPC).
Dimemas [1] e´s una eina d’ana`lisi i prediccio´ de rendiment per a programes de pas de missat-
ges, creada pel BSC. El seu nom prove´ de DIstributed MEmory MAchine Simulator i alhora del
vocable dime ma´s en llengua espanyola. Es tracta d’un simulador que permet ajustar aplicacions
paral·leles per tal de realitzar prediccions del rendiment en diferents escenaris. El simulador Dime-
mas treballa a partir de traces i i modela el comportament d’aplicacions paral·leles amb l’objectiu
de modelar la late`ncia de la CPU (Central Processing Unit) i l’ample de banda de les comunica-
cions. La modelitzacio´ es basa en els para`metres de l’arquitectura definida (de tipus What if...? ),
tant a nivell hardware (CPU, busos, nodes, xarxa) com en l’assignacio´ de tasques per node. Cal
destacar que es tracta d’una eina d’ana`lisi de grau gruixut que te´ com a objectiu la realitzacio´ de
mu´ltiples simulacions de curta durada. Per a les comunicacions, s’utilitzen models lineals, cons-
tants o logar´ıtmics i es tenen en compte conflictes de xarxa, com ara la congestio´ de busos. Les
classes d’arquitectura compatibles inclou sistemes en xarxa, SMP (Symmetric Multiprocessors)
simples o en grup (clu´sters), computadors paral·lels de memo`ria distribu¨ıda i, fins i tot, sistemes
heterogenis (diferents caracter´ıstiques).
Figura 1: Model d’arquitectura de Dimemas.
Existeixen tambe´ altres eines que estan estretament lligades a Dimemas. La trac¸a d’entrada de
l’aplicacio´ que simula Dimemas conte´ la informacio´ extreta de l’execucio´ amb l’eina Extrae [2] del
BSC. Extrae fa una ana`lisi post-mortem i captura estats de la CPU, temps d’execucio´ i comu-
nicacions. Tambe´ s’inclou els esdeveniments que generen les crides dels models de programacio´
que es desitgen analitzar: MPI (Message Passing Interface), OpenMP (Open Multi-Processing),
CUDA (Compute Unified Device Architecture), OpenCL (Open Computing Language), o Pthreads
(POSIX threads) entre d’altres. I, per a realitzar l’ana`lisi de rendiment de les traces obtingudes es
fa amb la trac¸a final generada per Dimemas, en l’eina Paraver [3], tambe´ del BSC. Aquesta eina
permet analitzar l’execucio´ de l’aplicacio´ per tal d’avaluar el rendiment i entendre el comportament
de l’aplicacio´: ana`lisi detallat i quantitatiu del rendiment de l’aplicacio´, comparacio´ concurrent de
diferents traces de la mateixa aplicacio´, creacio´ de me`triques derivades, etc.
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Per acabar, per poder traduir la trac¸a de sortida que genera Extrae en format Paraver a format
Dimemas e´s necessari utilitzar l’eina prv2dim, integrada en l’entorn de Dimemas.
Figura 2: Diagrama de les eines de Performance Tools del BSC.
En l’entorn de HPC ja fa anys que s’ha redissenyat l’u´s de la CPU com a element de computacio´
massiva. Ara, es treballa amb nodes heterogenis formats per CPU i acceleradores (o Graphic Pro-
cessor Units). En el seu origen, les GPU eren unitats de processament de gra`fics per a renderitzacio´
2D i 3D; actualment, el disseny de l’arquitectura massivament paral·lela i altament segmentada
amb gran quantitat d’unitats funcionals i milers de nuclis ha perme`s utilitzar les GPU com a unitat
intensiva de ca`lcul. Aquesta te`cnica, coneguda com GPGPU [4] (General-purpose computing on
GPU ) descarrega a la CPU de la feina de ca`lcul i millora notablement el rendiment dels nodes de
computacio´, no nome´s en HPC, sino´ tambe´ en dispositius mo`bils, cotxes o tauletes electro`niques.
1.2 Projecte Mont-Blanc
El BSC e´s un centre de supercomputacio´ amb moltes l´ınies de recerca. Moltes d’aquestes l´ınies
sorgeixen de la col·laboracio´ en projectes europeus com el cas de Mont-Blanc[5]. Mont-Blanc e´s
un projecte de la Unio´ Europea per a la investigacio´ i disseny d’arquitectura HPC basada en
l’eficie`ncia energe`tica, una de les claus pel futur Exascale. El projecte va sorgir l’octubre de 2011 i
e´s coordinat pel BSC. A me´s, hi participen grups d’investigacio´ de Bull, ARM, Allinea, CINECA,
la Universitat de Bristol o la Universitat de Versalles, entre d’altes. Concretament, en la tercera
entrega del Projecte, centrada en l’ana`lisi de rendiment i consum energe`tic, se li ha encarregat al
BSC incloure en l’eina Dimemas la simulacio´ de dispositius GPU.
1.3 Models de programacio´ de GPU
Avui en dia, els dispositius GPU no so´n programables amb models de programacio´ paral·lela de
propo`sit general tal i com s´ı es do´na en les CPU (MPI, OpenMP o Pthreads). Fabricants de GPU
com NVIDIA o AMD han creat diferents models de programacio´ paral·lela de propo`sit general
(no gra`fics) per a GPU per tal d’explotar l’alt grau de paral·lelisme de l’arquitectura en codis de
paral·lelisme intensiu. Per a la implementacio´ s’han escollit dos dels models de programacio´ de
GPU me´s utilitzats: CUDA i OpenCL.
9
1.3.1 CUDA
Compute Unified Device Architecture [8] (CUDA) e´s un model de programacio´ paral·lela desen-
volupat pel ma`xim fabricant de GPU: NVIDIA. E´s per aixo` que te´ suport per a la majoria de
dispositius del mercat i e´s codi obert. Esta` implementat per a C, C++ i Fortran a trave´s d’una
API (Application Programming Interface) per a transfere`ncies de memo`ria entre el host (CPU)
i el device (GPU) i l’execucio´ de kernels (tasques paral·leles) en la GPU. En CUDA s’especifica
un kernel dins una funcio´ amb la paraula clau kernel . El codi dins del kernel treballa amb
un subconjunt de les dades. Per partionar les dades que tractara` un nombre concret de threads
s’utilitzen els blocks, definits pre`viament a l’execucio´ del kernel. Cada bloc defineix un subconjunt
de dades i un subconjunt de threads.
CUDA e´s un model senzill de programacio´ que t´ıpicament segueix el segu¨ent patro´:
1. Assignar memo`ria i inicialitzar-la en el host.
2. Assignar memo`ria en el device.
3. Copiar les dades del host al device.
4. Executar el kernel a la GPU.
5. Esperar a la finalitzacio´ del kernel.
6. Copiar les dades del device al host.
1.3.2 OpenCL
Open Computing Language [9] (OpenCL) e´s un model de programacio´ per a diferents tipus de
processadors com CPU, GPU, DSP (Processador Digital de Senyals) i FPGA (Field Programmable
Gate Array). OpenCL ha estat desenvolupat pel consorci Khronos Group, que inclou Apple,
Intel, Qualcomm, AMD, NVIDIA, Imagination Technologies i ARM, entre d’altres. OpenCL esta`
implementat com una llibreria per a C i C++ per al host i te´ un compilador espec´ıfic per al
dispositiu. E´s un model de codi obert, posterior a CUDA, amb l’objectiu de ser portable entre
diferents dispositius. Tot i que, el codi programat e´s portable, no ho e´s tant el rendiment entre
diferents dispositius. El me`tode de programacio´ segueix la filosofia de CUDA, pero` es complica
degut a la portabilitat. Una difere`ncia remarcable d’aixo` e´s que el codi del kernel (o stream) e´s
compilat en run-time (execucio´), i no durant el temps d’execucio´, a trave´s d’una API espec´ıfica.
1.3.3 Implementacio´
Degut a aquesta simplicitat respecte OpenCL, s’ha decidit comenc¸ar la implementacio´ del projecte
en el model de programacio´ CUDA.
1.4 Actors implicats
En el context d’aquest projecte hi ha una se`rie de persones implicades, ja sigui directament o




E´s l’actor me´s actiu en el projecte i la que s’encarregara` d’implementar la solucio´. No nome´s aixo`,
sino´ que tambe´ s’encarregara` de realitzar la gestio´ del projecte (GEP), redactar la memo`ria i fer
la presentacio´ final. Per a tota aquesta feina a realitzar i per a la presa de decisions necessita el
consens amb la cap de departament i el director del projecte.
1.4.2 Director i cap de departament
El director, Jesu´s Labarta, e´s l’encarregat de guiar i orientar al desenvolupador en la realitzacio´ de
la tasca. A me´s, hi ha un tercer actor que e´s la cap del departament Performance Tools del BSC,
Judit Gimenez, que do´na el suport necessari per assolir cada fita interme`dia.
1.4.3 Desenvolupadors d’altres eines
Actualment no existeix cap desenvolupador que s’encarregui de mantenir l’eina Dimemas i, per
tant, qualsevol adaptacio´ del codi per la implementacio´ del projecte ha de ser per part del mateix
desenvolupador. Pero`, les modificacions d’Extrae per a esdeveniments CUDA i OpenCL necessa`ries
seran a ca`rrec d’un dels responsables del manteniment de l’eina, Harald Servat. Com es tracta
de petites tasques que no es poden considerar que involucrin a aquest projecte, sino´ que e´s la
pro`pia eina que ja ofereix suport a models de programacio´ GPU, no es tindran en compte alhora
de calcular-ne els costos i depende`ncies.
1.4.4 Usuaris
L’objectiu del projecte e´s aportar a Dimemas la funcionalitat de simulacio´ de nodes heterogenis
amb GPU per tal que els investigadors del projecte Mont-Blanc puguin analitzar me´s acuradament
les execucions de les seves aplicacions. Aquests so´n, des dels mateixos desenvolupadors del BSC
que treballen en el projecte com els d’altres centres. A me´s, els usuaris de Dimemas, externs a
Mont-Blanc, disposaran d’aquesta nova funcionalitat.
1.4.5 Beneficiaris
Tot projecte te´ beneficiaris. En aquest cas se’n poden distingir dos tipus:
- Directes: so´n els propis desenvolupadors o investigadors del projecte Mont-Blanc que utilitzen
Dimemas. A trave´s de la nova funcionalitat podran analitzar me´s acuradament els temps
d’execucio´ dels dispositius GPU i avaluar-ne l’eficie`ncia energe`tica.
- Indirectes: els usuaris de Dimemas fora del projecte Mont-Blanc: investigadors del BSC o
d’altres centres d’investigacio´. Reduint els temps d’execucio´ de les aplicacions, els nodes
de computacio´ de HPC tindran una disponibilitat me´s alta, reduint el consum i oferint els
resultats en terminis me´s curts (en els casos on sigui possible millorar la paral·lelitzacio´ de
l’execucio´).
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1.5 Estat de l’art
Actualment existeix una necessitat d’ana`lisis d’aplicacions en entorns HPC. Aquest tipus d’aplica-
cions, en general, so´n costoses en ca`lcul i temps i, per tant, e´s important que tinguin un rendiment
alt i estiguin altament paral·lelitzades per aprofitar al ma`xim els recursos i reduir el temps d’exe-
cucio´. Per realitzar aquesta ana`lisi s’usen eines com Paraver per poder analitzar, en les traces de
l’aplicacio´, els temps d’execucio´, l’u´s de la CPU, el pas de missatges entre nodes, tasques o fluxos.
Pero`, per a un bona ana`lisi e´s tambe´ necessari utilitzar eines com Dimemas per modelar altres
escenaris al d’execucio´.
Extreme-scale Simulator [10] (xSim) e´s un simulador per a HPC que ofereix l’execucio´ en un
escenari controlat a gran escala sense disposar d’aquest. Basa la simulacio´ en esdeveniments (si-
milar a Dimemas) a trave´s d’un rellotge virtual, extraient informacio´ del processador i la xarxa.
Esta` orientat a la simulacio´ de sistemes MPI.
SimGrid [11] e´s un simulador de sistemes distribu¨ıts de gran escala desenvolupat per Inria i de
codi obert. E´s un simulador versa`til ja que te´ una API i models que permet simular clu´sters,
xarxes local (LAN) i de gran abast (WAN), peers en connexions DSL o centres de processament
de dades (data centers). E´s o`ptim per simular sistemes de tipus grid, p2p (point-to-point commu-
nications), MPI i cloud.
Tant xSim com SimGrid, o d’altres com BigSim [12], so´n simuladors utilitzats en el mo´n de HPC per
modelar sistemes MPI, pero` no disposen de models per representar sistemes heterogenis amb GPU.
D’altra banda, Gem5-gpu [13] e´s una eina me´s actual que barreja dos simuladors tambe´ popu-
lars: Gem5 [14] i Gpgpu-sim [15]. Gem5 e´s un altre simulador basat en esdeveniments i traces,
pero` amb representacio´ de models CPU exclusivament. Gpgpu-sim, en canvi, e´s un simulador per
a sistemes amb GPU basat en la simulacio´ de cicles, no d’esdeveniments. Va ser desenvolupat per
la University of British Columbia i te´ suport per a CUDA i OpenCL.
Per acabar, MacSim [16], e´s un simulador d’arquitectures heteroge`nies, basat en traces i cicles
d’execucio´. Modela comportaments d’arquitectura tals com els estats del pipeline, execucions
multi-flux i sistemes de memo`ria (controladors, cache´, etc.). Suporta arquitectures x86 i ISA
(Instruction Set Architectures). El sistema utilitza dos tipus de trac¸a:
- Traces emulades de la GPU, mitjanc¸ant l’eina GPUOcelot [17] (emulador GPU).
- Traces de la CPU, mitjanc¸ant Pin (binari).
1.6 Similaritats
L’eina que me´s analogia te´ amb aquest projecte e´s xSim, ja que e´s un simulador de gra gruixut,
pero`, com ja s’ha comentat, no disposa d’un model de representacio´ de dispositius GPU. En canvi,
MacSim i Gem5-gpu tenen suport per a CUDA i OpenCL, pero` so´n simuladors que es basen en
cicles i instruccions i, per tant, realitzen simulacions molt detallades i de llarga duracio´ (me´s llargues
que les pro`pies execucions). Aixo` fa que no comparteixin filosofia de simulacio´ amb Dimemas, que
e´s de gra gruixut.
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Tambe´ e´s important tenir en compte que el BSC ja disposa d’una eina molt completa i uns models
(CPU, comunicacions, late`ncies) en els quals basar-se alhora de desenvolupar la nova funcionalitat,
i no fa necessari buscar similituds en d’altres eines.
2 Abast del projecte
2.1 Objectius
El BSC utilitza l’eina Dimemas per a la modelitzacio´ i posterior ana`lisi d’aplicacions per a la mi-
llora de rendiment en l’execucio´. En entorns HPC la majoria d’aplicacions so´n intensives en ca`lcul
i, aquest, e´s realitzat en nodes heterogenis per la GPU o acceleradores seguint el model GPGPU i,
actualment, no es disposa de cap model de representacio´ de dispositius GPU ni les comunicacions
entre la CPU i la GPU.
En la tercera entrega del Projecte Mont-Blanc es requereix una eina de simulacio´ d’aplicacions
que permeti analitzar el ra`tio rendiment/energia i, e´s per aixo`, que sorgeix la necessitat d’incloure
en Dimemas la simulacio´ de dispositius GPU.
Aquesta necessitat e´s sustentada per diversos estudis com el de la Universitat de Stanford, que
va publicar el document General Purpose Computation on GPU [6] on Mike Houston explica com
usant dispositius GPU es pot obtenir un temps d’execucio´ 11 cops me´s ra`pid que usant CPU per
al 80% dels ca`lculs d’una aplicacio´. En l’estudi Software and Hardware Cooperative Computing -
GPGPU del Georgia Tech[7] es conclou que la millor manera de paral·lelitzar tasques e´s usant la
te`cnica GPGPU i que en les pro`ximes generacions de HPC (Exa-scale), seguira` sent una te`cnica a
tenir en compte. D’aquesta manera, tant es poden millorar els ana`lisi de les aplicacions per intentar
reduir-ne el temps d’execucio´ o avaluar el rendiment de les arquitectures del projecte Mont-Blanc.
Figura 3: Execucio´ en CPU vs GPU, segons NVIDIA.
Existeixen diferents models de programacio´ de GPU, pero` s’ha decidit centrar-se en el me´s usat i
en el me´s versa`til: CUDA i OpenCL, respectivament.
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2.2 Requeriments
- El model GPGPU ha de ser representat pel simulador Dimemas, tal que es modeli la CPU
(ja implementat), la GPU i les comunicacions CPU-GPU.
- prv2dim ha de suportar la traduccio´ d’esdeveniments en el host, el kernel i la traduccio´ de
comunicacions.
- La trac¸a inicial de l’aplicacio´ i la trac¸a simulada amb Dimemas sota un entorn amb les ma-
teixes caracter´ıstiques que el de l’execucio´ han de ser equivalents o pra`cticament equivalents
(possibles desviacions).
- Degut a que l’equip informa`tic del desenvolupador no disposa d’una GPU de NVIDIA en la
que realitzar les execucions CUDA, es disposara` del clu´ster MinoTauro [18]: petit clu´ster de
servidors d’alta densitat (blades) amb dispositius GPU NVIDIA. Forma part de la xarxa de
MareNostrum del BSC.
- La implementacio´ i la representacio´ dels models s’ha d’ajustar als requeriments i decisions
de la Cap de departament de Performance Tools del BSC i el Director del projecte.
- El treball consisteix en la tasca Dimemas accelerator support i s’ha d’incloure en l’entrega
F2F del projecte Mont-Blanc2 (2015-2018).
2.3 Riscos i possibles solucions
En el transcurs del projecte poden produir-se potencials riscos derivat de l’u´s d’eines hardware i/o
software. Per a cada tipus de risc s’intentara` donar una solucio´ satisfacto`ria i eficient.
No s’ha tingut en compte l’aturada del servei d’internet ja que el BSC disposa d’una xarxa redun-
dada i me´s d’un operador ISP (Internet Service Provider). Encara me´s, al realitzar el projecte al
Campus Nord, es disposen d’altres xarxes d’internet com XSF-UPC o Eduroam.
2.3.1 No disponibilitat de MinoTauro
Degut a problemes te`cnics el clu´ster MinoTauro pot no estar disponible durant un per´ıode de temps
indeterminat, des d’hores fins a dies.
Solucio´: No hi ha una solucio´ efectiva, pero` si e´s important anar guardant totes les traces i
altre feina fora dels nodes per risc a no tenir-ho disponible. Tot i aix´ı, el BSC assegura la integritat
de les dades a trave´s de sistemes de backup (co`pies de seguretat).
Degut a actualitzacions -hardware o software- el clu´ster MinoTauro pot no estar disponible durant
per´ıodes de temps determinat. Els administradors del clu´ster avisen amb anterioritat durant quin
per´ıode de temps deixara` d’estar disponible. A me´s, sempre intenten deixar un nombre mı´nim de
nodes per no deixar el clu´ster totalment inoperant.
Solucio´: La solucio´ me´s efectiva e´s reprogramar les tasques relacionades en l’execucio´ i extraccio´
de traces a MinoTauro per a per´ıodes de total operabilitat.
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2.3.2 Augment de temps en la implementacio´
Hi ha certes tasques me´s complexes que d’altres que poden augmentar el temps dedicat a realitzar-
les. Aixo` pot significar un retard en el temps total del projecte.
Solucio´: Intentar planificar temporalment be´ totes les tasques i ajustar-se als terminis marcats.
Si fa falta, dedicar-hi me´s hores i reajustar la planificacio´ per no afectar als l´ımits de temps. Si
tot i aix´ı no fos possible, es podria acordar fer exclusivament la implementacio´ en un u´nic model
de programacio´ de GPU: CUDA.
2.3.3 Temps d’espera d’execucio´
MinoTauro e´s un clu´ster utilitzat per molts grups de treball del BSC. Per gestionar la capacitat
del sistema s’usa un sistema de cues d’execucio´ de tipus Slurm [19]. Aixo` provoca que execucions
d’aplicacions per aquest projecte no tinguin tanta prioritat com d’altres i el desenvolupador hagi
d’esperar per obtenir-ne els resultats. Els temps d’espera poden ser de minuts fins a hores.
Solucio´: E´s important planificar aquest tipus de tasques per tal de realitzar-les amb prou anterio-
ritat respecte a les tasques que en depenen (ana`lisi de les dades o testeig de les implementacions).
En l’u´s de cues Slurm s’obte´ millor prioritat quan es reserven pocs recursos. Altrament, aprofitar
les hores de poca demanda.
2.3.4 Models de programacio´ CUDA i OpenCL i entorn Dimemas
L’entorn en que funciona Dimemas (prv2dim, Paraver, Extrae) i els models de programacio´ CUDA
i OpenCL so´n desconeguts per al desenvolupador.
Solucio´: Documentar-se suficient sobre els models.
2.4 Me`todes de treball
2.4.1 Metodologia Scrum
Per al desenvolupament i gestio´ del projecte es fara` servir la metodologia o marc de treball Scrum
[20]. E´s un model a`gil pensat per al desenvolupament de programari o aplicacions en un temps
determinat. Scrum te´ una se`rie de caracter´ıstiques adequades per a la gestio´ d’aquest projecte:
- Estrate`gia de desenvolupament incremental: la planificacio´ es pot anar adaptant al llarg del
projecte.
- Superposicio´ de les tasques del projecte: en determinades fases del projecte pot interessar
solapar tasques.
Els beneficis me´s rellevants per a aquest projecte que Scrum ofereix:
- Flexibilitat a canvis.
- Prediccio´ de temps.
- Reduccio´ de riscos concrets.
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Figura 4: Diagrama Scrum.
2.5 Eines de desenvolupament
Per validar les fites parcials i abordar i discutir les decisions preses durant la implementacio´ es
realitzaran reunions cada dues setmanes amb el Director i la Cap de Departament. A me´s, es
realitzara` al llarg del projecte un informe amb tots el passos, canvis i decisions preses per tenir un
control de l’evolucio´ del projecte i les alternatives que s’han tingut en compte o s’han descartat.
Per tal de tenir un control dels canvis en el codi s’utilitzara` SVN, en un servidor del BSC. SVN o
Subversion e´s un sistema de control de versions de codi font. D’aquesta manera es pot mantenir un
histo`ric dels fitxers i directoris, guardant totes les modificacions al llarg del temps. Aixo` permet
al desenvolupador tenir un control dels canvis en cas de voler tornar a versions anteriors del codi
o simplement restaurar el codi en cas de pe`rdua dels u´ltims canvis en la ma`quina local.
2.6 Me`todes de validacio´
Per tal d’assegurar que la implementacio´ representa el model GPGPU i la simulacio´ de temps i
comunicacions en la GPU so´n correctes respecte l’entorn configurat, es realitzara` una valoracio´
dels resultats mitjanc¸ant el segu¨ent me`tode:
- Les traces originals d’execucio´ de l’aplicacio´ extretes amb Extrae seran sota l’entorn del
clu´ster MinoTauro. Per tant, es simulara`, en Dimemas, l’aplicacio´ sota un entorn equivalent a
MinoTauro i s’observaran els resultats. Si la trac¸a resultant e´s igual o prou similar a l’original
(esdeveniments, temps d’execucio´, estats de la CPU i comunicacions) es considerara` que la
solucio´ proposada e´s correcte.
Addicionalment, s’usara` el clu´ster de Mont-Blanc per tenir me´s seguretat en la validacio´ del resultat
final, assegurant la independe`ncia de la simulacio´ en un clu´ster i dispositius GPU concrets.
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3 Planificacio´ temporal
El temps aproximat per a la realitzacio´ d’aquest projecte e´s d’uns 8 mesos, per´ıode compre`s
des d’octubre de 2015 fins a maig de 2016. Per al desenvolupament es presenta una planificacio´
temporal, pero` s’ha de tenir en compte que a mesura que avanc¸a el projecte i es tracten totes
les tasques es poden produir desviacions, les quals s’han de corregir i solucionar per tal d’assolir
l’objectiu final dins del per´ıode establert. Aix´ı doncs, aquesta planificacio´ no e´s r´ıgida i inalterable,
sino´ que e´s una aproximacio´ a la realitat, susceptible a canvis. Per tant, per a poder controlar-ho,
es do´na un pla d’actuacio´ per a corregir possibles desviacions.
3.1 Especificacio´ de les tasques
Es tracta de detallar en que` consistira` cada tasca interme`dia, les quals formen el projecte en
s´ı. D’aquesta manera es pot determinar la duracio´ de cada una, els recursos que utilitza i les
depende`ncies amb altres tasques. Les tasques apareixen ordenades cronolo`gicament.
3.1.1 Gestio´ del projecte
Aquesta tasca inclou ba`sicament la feina que es desenvolupa a l’assignatura de GEP (Gestio´ de
Projectes). GEP consta de 7 entregues o lliuraments, els quals tenen un temps de dedicacio´ marcats
pels professors. L’organitzacio´ de l’assignatura e´s en les segu¨ents subtasques:
- Abast del projecte (9.25 hores)
- Planificacio´ temporal (8.25 hores)
- Gestio´ econo`mica i sostenibilitat (9.25 hores)
- Presentacio´ preliminar (6.25 hores)
- Contextualitzacio´ i bibliografia (15.25 hores)
- Plec de condicions (8.5 hores)
- Presentacio´ oral i document final (18.25 hores)
El temps de realitzacio´ de l’assignatura o tasca e´s, en total, de 75 hores. Els recursos necessaris
per a la realitzacio´ d’aquesta tasca so´n l’ordinador, l’editor de latex Texmaker, el generador de
diagrames Gantter, una ca`mera per la presentacio´, el Raco´ de la FIB i Atenea per realitzar les
entregues, Dropbox per treballar els lliuraments remotament i el gestor de refere`ncies RefWorks.
3.1.2 Familiaritzacio´ amb l’entorn BSC
Un cop acceptada la realitzacio´ del projecte en el BSC, el desenvolupador ha d’adaptar-se a l’entorn
de treball. Aquest proce´s inclou tasques com l’obtencio´ de les comptes d’usuari per a l’ordinador,
acce´s al MareNostrum III i MinoTauro i documentar-se sobre l’u´s d’aquests dos clu´sters i l’u´s de
les cues d’execucio´ Slurm.
El temps de realitzacio´ de la tasca e´s de 20 hores. Els recursos utilitzats so´n l’ordinador cedit
pel BSC i la documentacio´ sobre els clu´sters disponible a la web del BSC.
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3.1.3 Familiaritzacio´ amb l’entorn Dimemas
Per tal de realitzar implementacions en el simulador Dimemas, el desenvolupador, pre`viament,
ha d’entendre el funcionament del software i el proce´s d’obtencio´ de traces (Extrae), la traduccio´
(Mpi2prv i Prv2dim) i la posterior simulacio´.
D’altra banda, el desenvolupador ha d’entendre els models en que` es basa Dimemas per, posterior-
ment, poder adaptar el codi a la simulacio´ de nodes heterogenis. Aquest proce´s inclou l’extraccio´
de traces a MinoTauro i la simulacio´ d’aquestes en Dimemas per tal d’analitzar-ne el codi en pro-
funditat.
El temps total de realitzacio´ de la tasca e´s de 70 hores. Els recursos utilitzats so´n l’ordinador
i la documentacio´ de cada una de les eines, disponible a la web del BSC.
3.1.4 Ana`lisi dels models GPGPU, CUDA i OpenCL
La simulacio´ de nodes heterogenis es basa en el model GPGPU i tant CUDA com OpenCL so´n
models de programacio´ basats en aquesta te`cnica. Per tal d’entendre els models, el desenvolupador
executa codis d’exemple de l’aplicacio´ Extrae (disponibles a MinoTauro) i els analitza amb l’eina
Paraver. Alhora, s’obtindran suficients traces a utilitzar per a l’ana`lisi i comprovacio´ de les imple-
mentacions a Dimemas.
El temps de realitzacio´ de la tasca e´s de 80 hores. Els recursos utilitzats so´n l’ordinador, l’ei-
na Extrae per extreure traces i Paraver per analitzar-les i el clu´ster MinoTauro per realitzar les
execucions.
3.1.5 Implementacio´ dels models i traduccio´ de CUDA a Prv2dim
Prv2dim e´s el traductor de les traces d’execucio´ extretes per Extrae a traces per a la simulacio´
en Dimemas. La principal caracter´ıstica d’aquesta eina e´s que fa traduccions d’un sol thread per
tasca. A me´s, no te´ suport a la traduccio´ d’esdeveniments i comunicacions CUDA.
El temps de realitzacio´ de la tasca e´s de 100 hores. Els recursos utilitzats so´n l’ordinador, l’eina
Prv2dim, Dimemas per simular traces i analitzar els resultats a Paraver i el sistema de control de
versions SVN.
3.1.6 Implementacio´ dels models i simulacio´ de CUDA a Dimemas
Dimemas e´s un simulador que no representa la te`cnica GPGPU ni les acceleradores. Per tant,
no tradueix esdeveniments CUDA. Aquesta tasca e´s la me´s costosa temporalment en el projecte,
ja que el desenvolupador ha d’adaptar qualsevol implementacio´ al codi existent per mantenir les
funcionalitats.
El temps de realitzacio´ de la tasca e´s de 150 hores. Els recursos utilitzats so´n l’ordinador, Di-
memas, Paraver per analitzar els resultats i el sistema de control de versions SVN.
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3.1.7 Valoracio´ d’optimitzacions
Totes les decisions so´n consensuades amb el Director del TFG i la Cap del departament de Perfo-
mance Tools. Pero`, es tracta de valorar si la solucio´ proposada per a CUDA s’ajusta a la realitat.
D’aquesta reunio´ en sorgeixen optimitzacions a implementar.
El temps de realitzacio´ de la tasca e´s de 80 hores. Els recursos utilitzats so´n l’ordinador, Prv2dim,
Dimemas, Paraver per analitzar els resultats i el sistema de control de versions SVN.
3.1.8 Implementacio´ dels models i traduccio´ de OpenCL a Prv2dim
Un cop s’ha validat la correctesa de les implementacions per a CUDA, es decideix avanc¸ar en el
projecte cap a la representacio´ de OpenCL. Degut a que els llenguatges tenen moltes similituds
i estan ambdo´s basats en la te`cnica GPGPU representada, ara s´ı, a Dimemas, es tractara` d’una
feina menys costosa en temps. Aixo` vol dir que, la representacio´ de nodes heterogenis i dispositius
GPU, tant a Prv2dim com a Dimemas no fara` falta replicar-la. Ara, Prv2dim ha de donar suport
a la traduccio´ d’esdeveniments i comunicacions CPU-GPU per a OpenCL, on el desenvolupador ja
hi te´ experie`ncia.
El temps de realitzacio´ de la tasca e´s de 25 hores. Els recursos utilitzats so´n l’ordinador, Prv2dim,
Dimemas, Paraver per analitzar els resultats i el sistema de control de versions SVN.
3.1.9 Implementacio´ dels models i simulacio´ de OpenCL a Dimemas
Com ja s’ha explicat, la representacio´ dels dispositius GPU a Dimemas ja s’ha realitzat pre`viament
en el cas de CUDA. Pero`, falta donar suport a la simulacio´ dels esdeveniments i comunicacions
OpenCL, molt similar a CUDA.
El temps de realitzacio´ de la tasca e´s de 80 hores. Els recursos utilitzats so´n l’ordinador, Di-
memas, Paraver per analitzar els resultats i el sistema de control de versions SVN.
3.1.10 Etapa final
Un cop acabada la realitzacio´ de totes les implementacions i s’han acceptat com a solucio´ a les
necessitats proposades, es passa a la definicio´ d’una memo`ria final que sera` la documentacio´ del
TFG i a preparar la presentacio´ per defensar el treball davant el tribunal avaluador; s’incloura` tot
el contingut de l’assignatura de GEP i les decisions i les parts a destacar de la implementacio´.
El temps de realitzacio´ de la tasca e´s de 40 hores. Els recursos necessaris per a la realitzacio´
de la tasca so´n l’ordinador, l’editor de latex Texmaker, Microsoft Office Power Point per a la pre-
sentacio´, el Raco´ de la FIB per realitzar l’entrega, Dropbox per treballar la memo`ria remotament
i el gestor de refere`ncies RefWorks.
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Gestio´ del projecte 75
Familiaritzacio´ amb l’entorn BSC 20
Familiaritzacio´ amb l’entorn Dimemas 70
Ana`lisi dels models GPGPU, CUDA i OpenCL 80
Implementacio´ dels models i traduccio´ de CUDA a Prv2dim 100
Implementacio´ dels models i simulacio´ de CUDA a Dimemas 150
Valoracio´ d’optimitzacions 80
Implementacio´ dels models i traduccio´ de OpenCL a Prv2dim 25
Implementacio´ dels models i simulacio´ de OpenCL a Dimemas 80
Etapa final 40
Total 720
Taula 1: Estimacio´ de temps per tasca.
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3.3 Explicitacio´ de les depende`ncies
Tasca/Subtasca Tasca/Subtasca predecessora
Abast del projecte -
Planificacio´ temporal Abast del projecte
Gestio´ econo`mica i sostenibilitat Planificacio´ temporal
Presentacio´ preliminar Gestio´ econo`mica i sostenibilitat
Contextualitzacio´ i bibliografia Presentacio´ preliminar
Plec de condicions Contextualitzacio´ i bibliografia
Presentacio´ oral i document Plec de condicions
Familiaritzacio´ amb l’entorn BSC Presentacio´ oral i document
Familiaritzacio´ amb l’entorn Dimemas Familiaritzacio´ amb l’entorn BSC
Ana`lisi dels models GPGPU,
CUDA i OpenCL
Familiaritzacio´ amb l’entorn Dimemas
Implementacio´ dels models i
traduccio´ de CUDA a Prv2dim
Ana`lisi dels models GPGPU,
CUDA i OpenCL
Implementacio´ dels models i
simulacio´ de CUDA a Dimemas
Implementacio´ dels models i
traduccio´ de CUDA a Prv2dim
Valoracio´ d’optimitzacions
Implementacio´ dels models i
simulacio´ de CUDA a Dimemas
Implementacio´ dels models i
traduccio´ de OpenCL a Prv2dim
Valoracio´ d’optimitzacions
Implementacio´ dels models i
simulacio´ de OpenCL a Dimemas
Implementacio´ dels models i
traduccio´ de OpenCL a Prv2dim
Etapa final
Implementacio´ dels models i
simulacio´ de OpenCL a Dimemas
Taula 2: Explicitacio´ de les depende`ncies.
3.4 Diagrama de Gantt
Per tal de tenir una planificacio´ temporal detallada del projecte s’utilitza la te`cnica de Gantt: e´s
representen les tasques i subtasques en un diagrama de Gantt. Aquesta, e´s una eina de planifi-
cacio´ de treball que permet fer un seguiment del projecte a mesura que avanc¸a i, si e´s necessari,
reprogramar les actuacions planificades per tal d’adequar el projecte al nou entorn o necessitats.
En el diagrama de les figures 16 i 17 de l’annex A s’observen les tasques temporalment orga-
nitzades, representant les tasques de la taula 1 i respectant les depende`ncies de la taula 2. En el
calendari s’ha tingut en compte els festius locals, autono`mics i estatals que segueix el BSC. A me´s,
les vacances de Nadal de les que disposa el desenvolupador. Aquest compleix una jornada laboral
de 5 hores i 5 dies setmanals.
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3.5 Recursos
A continuacio´ hi ha una especificacio´ detallada de tots els recursos - hardware, software i humans-
per a la realitzacio´ de les tasques i subtasques.
3.5.1 Recursos hardware
- Ordinador: El BSC cedeix al desenvolupador un ordinador personal per a la realitzacio´ de
tot el projecte per un termini d’un any.
- Dell Latitude E7440. Intel Core i5-4300U, 4GB DDR3, 256GB SSD.
- MinoTauro: clu´ster de GPU NVIDIA amb 64 Bull B505 blades; cada una disposa de:
- 2 processadors Intel E5649 (6-Core) a 2.53 GHz.
- 2 targetes M2090 NVIDIA GPU.
- 24GB de memo`ria principal.
- Pics de rendiments de 185.78TFlops.
- 250GB SSD de memo`ria local.
- 14x10GbE enllac¸os.
- 2x40GbE xarxes Infiniband.
En aquest sistema es realitzaran les execucions d’aplicacions -CUDA i OpenCL- per ex-
treure’n traces amb Extrae que serveixin al desenvolupador de benchmarks per testejar les
implementacions.
- Ca`mera de v´ıdeo: Gopro Hero4 permetra` realitzar la subtasca de GEP Presentacio´ prelimi-
nar.
3.5.2 Recursos software
- Extrae: Eina del BSC per capturar estats de la CPU, temps d’execucio´ i comunicacions de
les aplicacions CUDA i OpenCL que usara` Dimemas.
- Paraver: Eina del BSC que permet analitzar l’execucio´ de l’aplicacio´ per tal d’avaluar-ne el
rendiment i entendre’n el comportament.
- Prv2dim: Eina del BSC integrada en l’entorn Dimemas que tradueix les traces generades per
Extrae a format Dimemas.
- Dimemas: L’aplicacio´ principal on s’han d’implementar la simulacio´ de nodes heterogenis.
Tambe´ propietat del BSC.
- SVN: Sistema de control de versions basat en el protocol SVN per a la gestio´ de les imple-
mentacions. El grup de Performance Tools disposa d’un servidor SVN.
- CMake: Crea regles de compilacio´ per al codi font per a generar, posteriorment, executables.
- Vim: Editor de text en consola.
- Eclipse CDT: Editor de codi font C i C++ orientat al desenvolupament de projectes. S’u-
tilitzara` per a l’edicio´ del codi de Prv2dim i Dimemas. Incou eines per a compilar i un
debugger.
22
- OpenSSH: Eina de connexions remotes basades en el protocol SSH per a la connexio´ amb
MinoTauro.
- TexMaker: Eina per a edicio´ de Latex i conversio´ de PDF. S’utilitzara` per a la creacio´ de
documents.
- Microsoft Office Power Point: Per a la creacio´ de les presentacions.
- Gantter: Eina per a crear diagrames de Gantt.
- Atenea: Plataforma de suport a l’aprenentatge a l’assignatura de GEP.
- Raco´ de la FIB: plataforma de gestio´ del TFG.
- Dropbox: Eina per emmagatzemar documents al nu´vol.
3.5.3 Recursos humans
En aquest projecte nome´s hi ha un desenvolupador: l’estudiant de Grau d’Enginyeria Informa`tica
a la Facultat d’Informa`tica de Barcelona que realitza el Treball Final de Grau amb col·laboracio´
del BSC i cursa l’assignatura de Gestio´ de Projectes.
3.6 Possibles desviacions i pla d’actuacio´
S’ha realitzat una planificacio´ temporal de les tasques, tenint en compte, en la mesura, els aspectes
per respectar els terminis de cada tasca i, en consequ¨e`ncia, del projecte. Tot i aix´ı, en un pro-
jecte d’aquestes dimensions poden sorgir imprevistos o desviacions. Principalment, s’ha de tenir
en compte que el desenvolupador treballa amb eines desconegudes i, per tant, els terminis per
les tasques d’implementacio´ so´n estimacions. A me´s, en la tasca de valoracio´ d’optimitzacions, e´s
impredictible el nombre d’hores en funcio´ del nombre d’optimitzacions que s’hauran valorat aplicar.
Un fet important a tenir en compte e´s l’u´s de la metodologia Scrum, que permet corregir les
desviacions, essent un me`tode de planificacio´ dina`mic, podent adaptar les tasques encara per rea-
litzar per ajustar-se als terminis de la fita final.
Els passos a seguir en una possible desviacio´ so´n:
- Si una tasca dura menys temps que el planificat no sorgeix cap problema; es comenc¸ara` la
segu¨ent abans.
- Si una tasca dura me´s temps que el planificat implica que les segu¨ents es demorin i comencin
me´s tard. Si la demora e´s significativa s’hauran d’emprendre modificacions en les tasques
pendents, intentant reduir-ne el temps planificat. En tractar-se d’un TFG nome´s es pot tenir
en compte un recurs huma`, no podent paral·lelitzar tasques. Tampoc es contempla l’u´s d’un
altre tipus de recurs que permeti reduir els temps per tasca en cas de demora.
Cap d’aquestes desviacions afectara` als recursos ja utilitzats. Com ja s’ha comentat, en cas de
demora significativa, es pot optar per abandonar la implementacio´ de la traduccio´ i simulacio´
en el model de programacio´ GPU OpenCL, centrant-se el projecte exclusivament en CUDA.
Tot i aix´ı, es realitzen reunions cada dues setmanes per valorar la planificacio´ i l’estat de les




A partir de la planificacio´ temporal s’ha estimat el pressupost del projecte. S’han tingut en compte














Ordinador (Dell Latitude E7440
+ Pantalla Lenovo + Teclat +
Ratol´ı)
1 2184 5 16,26 16,26
Texmaker 1 0 - - 0
Gantter 1 0 - - 0
GoPro Hero 4 1 358 5 2,66 2,66
Raco´ de la FIB 1 0 - - 0
Atenea 1 0 - - 0
Dropbox 1 0 - - 0




75 20 - - 1.500
Familiaritzacio´ amb
l’entorn BSC
Ordinador (Dell Latitude E7440
+ Pantalla Lenovo + Teclat +
Ratol´ı)
1 2184 5 4,34 4,34




20 20 - - 400
Familiaritzacio´ amb
l’entorn Dimemas
Ordinador (Dell Latitude E7440
+ Pantalla Lenovo + Teclat +
Ratol´ı)
1 2184 5 15,17 15,17




70 20 - - 1.400
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Ana`lisi de models GPGPU,
CUDA i OpenCL
Ordinador (Dell Latitude E7440
+ Pantalla Lenovo + Teclat +
Ratol´ı)
1 2184 5 17,34 17,34
Extrae 1 0 - - 0
Paraver 1 0 - - 0




80 20 - - 1.600
Implementacio´ dels
models i traduccio´ de
CUDA en Prv2dim
Ordinador (Dell Latitude E7440
+ Pantalla Lenovo + Teclat +
Ratol´ı)
1 2184 5 21,67 21,67
Prv2dim 1 0 - - 0
Dimemas 1 0 - - 0
Paraver 1 0 - - 0









i simulacio´ de CUDA
en Dimemas
Ordinador (Dell Latitude E7440
+ Pantalla Lenovo + Teclat +
Ratol´ı)
1 2184 5 32,51 32,51
Dimemas 1 0 - - 0
Paraver 1 0 - - 0










Ordinador (Dell Latitude E7440
+ Pantalla Lenovo + Teclat +
Ratol´ı)
1 2184 5 17,34 17,34
Prv2dim 1 0 - - 0
Dimemas 1 0 - - 0
Paraver 1 0 - - 0









i traduccio´ de OpenCL
en Prv2dim
Ordinador (Dell Latitude E7440
+ Pantalla Lenovo + Teclat +
Ratol´ı)
1 2184 5 5,41 5,41
Prv2dim 1 0 - - 0
Dimemas 1 0 - - 0
Paraver 1 0 - - 0




25 20 - - 500
Implementacio´ dels models
i simulacio´ de OpenCL
en Dimemas
Ordinador (Dell Latitude E7440
+ Pantalla Lenovo + Teclat +
Ratol´ı)
1 2184 5 17,34 17,34
Dimemas 1 0 - - 0
Paraver 1 0 - - 0




80 20 - - 1.600
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Etapa final
Ordinador (Dell Latitude E7440
+ Pantalla Lenovo + Teclat +
Ratol´ı)
1 2184 5 8,67 8,67
TexMaker 1 0 - - 0
Microsoft Office 1 100 3 0,66 0,66
Raco´ de la FIB 1 0 - - 0
Dropbox 1 0 - - 0




40 20 - - 800
Costos indirectes
Llum 7 8 - - 56




Total (sense IVA) 16.296,2
Total amb IVA (21%) 19.718,4
Taula 3: Detall del pressupost del projecte
En el pressupost de la taula 3 s’identifiquen, primerament, els costos directes per tasca, que inclou
els recursos hardware, software i humans.
Pels recursos hardware i software que tenen un cost, s’ha realitzat el ca`lcul del cost total en
funcio´ de les hores d’utilitzacio´ i la vida u´til per extreure’n l’amortitzacio´ estimada. En el cas
de MinoTauro, en tractar-se d’un clu´ster que forma part de MareNostrum III, que e´s un super-
computador pu´blic, el cost per utilitzar-lo e´s nul. Excepte Microsoft Office, la resta de software
e´s de lliure distribucio´ i, per tant, te´ cost zero. El projecte nome´s compta amb un recurs huma`,
constitu¨ıt per l’estudiant de Grau en Enginyeria Informa`tica. S’ha estimat que el cost per hora de
feina e´s de 20 euros.
D’altra banda, s’han calculat els costos indirectes, pero` per la naturalesa del projecte so´n una
part mı´nima del cost total. Els ca`lculs de llum i internet s’han realitzat tenint en compte la factu-
ra mensual al llarg dels 7 mesos de projecte.
Un altre concepte a tenir en compte so´n els imprevistos. Nome´s es calculen imprevistos per les
tasques d’implementacio´ de CUDA (Implementacio´ dels models i traduccio´ de CUDA en prv2dim,
Implementacio´ dels models i simulacio´ de CUDA en Dimemas i Valoracio´ d’optimitzacions) ja
que so´n les me´s susceptibles a desviacions. En quant a les tasques d’implementacio´ en OpenCL,
el desenvolupador ja tindra` experie`ncia similar (tasques CUDA) que fa que la probabilitat d’un
imprevist sigui suficientment baixa. Per a fer una estimacio´ del cost, nome´s es tenen en compte
l’amortitzacio´ de l’ordinador i les hores de recursos humans.
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La quantitat d’hores i el factor de risc es calculen en funcio´ del pes de la tasca en el projecte i la
dificultat per a realitzar-la.
Tambe´, s’ha calculat el percentatge de continge`ncia. Per aquest projecte e´s d’un 5%, ja que el
pressupost esta` molt detallat i molts dels recursos usats tenen cost zero.
Finalment, s’aplica l’IVA (21%) al cost final del pressupost del projecte.
4.2 Control de gestio´
Durant la realitzacio´ del projecte poden sorgir desviacions, les quals es corregiran tal i com s’ha
indicat al pla d’actuacio´ en la planificacio´. Aixo` no e´s suficient, ja que s’han d’establir mecanismes
que permetin calcular les desviacions respecte el pressupost i els costos reals (no estimats), perme-
tent determinar quan es produeix una desviacio´.
El mecanisme consisteix en, tenint en compte la planificacio´ i la importa`ncia de les tasques, calcular
les desviacions per a les quals poden sorgir imprevistos, anomenades anteriorment. Es calculara` el
cost real en hores i es comparara` amb el cost d’hores estimades. En el cas d’una notable difere`ncia,
s’haura` d’estudiar per que` ha ocorregut i poder-ho evitar en el futur. Per aixo` tambe´ es important
calcular-ne la desviacio´ real al final del projecte i comparar-la amb l’estimada.
Tot i aix´ı, donat que les tasques han estat molt ben detallades a la planificacio´ i tambe´ s’han
especificat els costos directes, es pot assegurar que al final del projecte la difere`ncia entre el pressu-
post i el cost real sera` mı´nima; i me´s tenint en compte uns imprevistos a l’alc¸a i una continge`ncia
de fins al 5%.
En el cas que sorgeixi un gran imprevist, en la fase d’implementacio´ per CUDA, que impliqui
la no implementacio´ per a OpenCL, el resultat final de la planificacio´ i el pressupost sera` tal que:
- Reduccio´ de 105 hores en la planificacio´.
- Reduccio´ de recursos assignats a la tasca Implementacio´ dels models i traduccio´ de CUDA
en OpenCL
- Reduccio´ de recursos assignats a la tasca Implementacio´ dels models i i simulacio´ de OpenCL
en Dimemas (2122,75 euros)
- Increment de 606 euros en el pressupost i 35 hores en la fase de Implementacio´ dels models i
traduccio´ de CUDA en Prv2dim
- Increment de 909 euros en el pressupost i 52,5 hores en la fase de Implementacio´ dels models
i simulacio´ de CUDA en Dimemas
- Increment de 808 euros en el pressupost i 16 hores en la fase de Valoracio´ d’optimitzacions
Per tant, el pressupost te´ un preu final de 18.893,85 euros (-5%). L’increment en hores en les fases
on sorgeix l’imprevist es veu compensat per la reduccio´ d’hores en les fases suprimides, pel que
s’assoleix l’objectiu d’acabar el projecte dins el l´ımit de temps.
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5 Sostenibilitat i compromı´s social
Per a poder realitzar un estudi de sostenibilitat de la planificacio´, es valoraran tres punts de vista:
econo`mic, social i ambiental. Es tracta que en cada una d’aquestes dimensions s’obtingui una
puntuacio´ (sobre 10) basada en el me`tode socra`tic: calculant la puntuacio´ en funcio´ d’una se`rie de
preguntes.
5.1 Estudi d’impacte econo`mic
En la dimensio´ econo`mica, la planificacio´ obte´ una puntuacio´ de 8.8. Les justificacions so´n:
- En aquest projecte es fa una avaluacio´ exhaustiva dels recursos materials i humans, tal i com
reflecteix el pressupost.
- Com es tracta d’una funcionalitat basada en models de programacio´ CUDA i OpenCL, qual-
sevol actualitzacio´ de la API implicara` l’actualitzacio´, tambe´, de Dimemas si es desitja tenir
una ma`xima compatibilitat. Tot i que, el model mantindra` la base i, per tant, els canvis
seran mı´nims.
- El pressupost del projecte e´s molt ajustat, per tant, el faria viable si hague´s de ser competitiu.
- Es podria realitzar el projecte per un cost menor nome´s en el cas que l’enginyer fos me´s
experimentat en l’entorn BSC i Dimemas (menys hores) i les hores fossin me´s barates.
- Es dediquen majorita`riament me´s hores a les parts del projecte amb major importa`ncia.
- Aquest projecte prete´n donar suport a un projecte del BSC, per tant, prete´n millorar les
seves necessitats. Es tracta de millorar el paral·lelisme de les aplicacions per tal de reduir-ne
el temps d’execucio´ i augmentar la disponibilitat de MareNostrum.
- L’u´nic escenari possible que pogue´s perjudicar la viabilitat del projecte seria que es canvie´s
el model GPGPU o CUDA o OpenCL deixessin de ser els llenguatges me´s potents del mercat
de programacio´ paral·lela de GPU. La probabilitat d’aquest fet e´s molt baixa tant a curt
com a llarg termini, ja que la tecnologia Exa-scale (esglao´ futur en HPC) se segueix basant
en GPGPU.
5.2 Estudi d’impacte social
En la dimensio´ social, la planificacio´ obte´ una puntuacio´ de 8.8. Les justificacions so´n:
- A nivell personal, el projecte aporta la introduccio´ al mo´n HPC a un estudiant de l’especialitat
d’Enginyeria de Computadors.
- Aquest projecte e´s una necessitat real, ja que e´s una peticio´ expl´ıcita del BSC. S’observa
com una mı´nima funcionalitat d’un simulador en HPC aporta una gran millora de l’execucio´
d’aplicacions per a qualsevol projecte.
- Els usuaris finals de Dimemas en entorn HPC disposen d’un simulador que analitza me´s en
detall la part me´s costosa en ca`lcul (paral·lelisme intensiu). Aix´ı, reduiran els temps de les
execucions dins els projectes que desenvolupin.
- Aquest projecte no afecta negativament a cap col·lectiu.
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5.3 Estudi d’impacte ambiental
En la dimensio´ ambiental, la planificacio´ obte´ una puntuacio´ de 7.9. Les justificacions so´n:
- L’u´nic recurs que pot afectar negativament al medi e´s la llum. I no l’afecta directament,
sino´ indirectament, segons com ha estat produ¨ıda l’energia ele`ctrica subministrada (fonts
renovables o no renovables).
- Durant la fase de desenvolupament l’ordinador tindra` un consum de llum baix. En el cas de
les execucions a MinoTauro, els benchmarks utilitzats so´n de baixos temps d’execucio´ i, per
tant, tindran un consum alt (nodes d’alta pote`ncia) de baixa duracio´.
- La nova funcionalitat permetra` als analistes del BSC i usuaris de Dimemas reduir el temps
d’execucio´, millorant el paral·lelisme, de les aplicacions, redu¨ıt el consum energe`tic del su-
percomputador on l’executin.
- Reduira` l’empremta ecolo`gica mı´nimament, ja que reduint els temps d’execucio´ de les aplica-
cions, implicara` l’u´s del supercomputador per a me´s tasques, pero` reduint el global de temps
destinat a computacio´ (consum energe`tic me´s elevat).
- Per a realitzar aquest projecte no es pot reutilitzar cap material d’altres projectes.
- No s’usara` cap mate`ria primera per a realitzar el projecte.
- Molt probablement no es podra` reciclar cap part del projecte, ja que es tracta d’una funcio-
nalitat personalitzada per a un simulador en concret.
5.4 Valoracio´ personal de l’estudi de sostenibilitat i compromı´s social
En els tres punts a avaluar s’ha obtingut una puntuacio´ satisfacto`ria. Aixo` indica que el projecte
te´ beneficis socials per als usuaris de Dimemas i econo`mics per al BSC i als grups de recerca en el
pressupost sobre el supercomputador usat per a les execucions.
Ambientalment, la puntuacio´ final e´s de 7.9, pero` personalment penso que el benefici ambiental no
e´s tant alt, ja que la nova funcionalitat reduira` temps d’execucio´ d’una aplicacio´ per augmentara`
el nombre d’aplicacions que s’executaran en el mateix temps. El que s´ı es pot acceptar e´s que es
podra` reduir el consum energe`tic ma`xim dels nodes, ja que aquest es do´na quan s’executen parts
del codi de ca`lcul paral·lel intensiu: justament el que la nova funcionalitat prete´n analitzar.
Pero`, totes aquests beneficis nome´s seran aplicables quan l’ana`lisi de l’aplicacio´ permeti una millor
paral·lelitzacio´; si ja esta` quasi o perfectament paral·lelitzada mai hi haura` una possible millora
o aquesta sera` negligible. En aquest u´ltim cas, pot resultar una pe`rdua de temps analitzar una
aplicacio´ que no e´s ja millorable, pero` s’ha de tenir en compte que en molts grups de recerca no hi
ha programadors experts, sino´ experts en la mate`ria que tracten i, per tant, potencials usuaris de
Dimemas.
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6 Plantejament del problema
En l’inici del projecte el simulador Dimemas no te´ suport per a nodes heterogenis (CPU + GPU).
L’objectiu e´s oferir la representacio´ de dispositius GPU i les comunicacions entre la CPU i la GPU,
ja que e´s aquest primer dispositiu l’encarregat de controlar el segon. Per configurar el hardware
GPU s’utilitzara` l’arxiu de configuracio´ de que disposa Dimemas afegint un nou camp amb els
segu¨ents para`metres:
- Identificador del node heterogeni que disposara` del dispositiu GPU.
- Late`ncia de les comunicacions.
- Ample de banda de les comunicacions.
- Nombre d’enllac¸os per a les comunicacions.
- Ra`tio de rendiment de la GPU respecte l’execucio´ original.
L’eina d’extraccio´ d’esdeveniments de l’aplicacio´ original, Extrae, ja disposa de suport per a CUDA
i OpenCL. Per dur a terme la representacio´ dels models s’ha d’assegurar la traduccio´ d’Extrae a
Dimemas d’esdeveniments del kernel thread o threads (GPU) de l’aplicacio´. L’eina encarregada de
la traduccio´ e´s Prv2dim.
Posteriorment, quan a la trac¸a d’entrada de Dimemas ja conte´ tota la informacio´ necessa`ria per
a la simulacio´, s’ha de realitzar l’assignacio´ de nodes heterogenis i kernel threads de l’aplicacio´
original.
Finalment, s’ha de realitzar la simulacio´ segons els para`metres indicats per a les execucions del
kernel thread en la GPU (ra`tio de rendiment) i aquells per a la comunicacio´ entre el thread CPU i
kernel thread (late`ncia, ample de banda i nombre d’enllac¸os).
7 Solucio´ del problema
Es descriuran els passos que s’han seguit per a aconseguir la solucio´ final.
Primerament, s’ha d’aconseguir una aplicacio´ en CUDA i, una altra, en OpenCL per tenir tra-
ces originals amb les que realitzar la simulacio´ i verificacio´ del resultat. L’eina utilitzada e´s Extrae,
que disposa d’unes llibreries dina`miques (wrappers, a trave´s de LD PRELOAD) per a cada model
de programacio´. La informacio´ que es desitja extreure s’indica en un arxiu .xml :
<cuda enabled=”yes ” />
<openc l enab l e s=”yes ” />
Les aplicacions escollides so´n exemples de suport (Hello world) de l’eina Extrae en la ma`quina
MinoTauro, just on es realitzen les execucions.
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Figura 5: Trac¸a de Paraver de l’aplicacio´ Hello World de CUDA.
Un cop es disposa de traces, es busca la manera de donar suport a la traduccio´ de traces d’Extrae
a Dimemas en Prv2dim. La primera qu¨estio´ important e´s que l’eina nome´s tradueix un sol flux per
tasca. Un cop es creen les estructures que representen cada flux (host i kernel thread), cal tractar
els esdeveniments de cada model de programacio´, el pas de missatges de les comunicacions (envi-
aments i recepcions), les sincronitzacions i les execucions (kernel). Per arribar a aquest punt, el
desenvolupador pot basar-se en el model d’implementacio´ de MPI, al qual ja do´na suport Prv2dim.
El segu¨ent pas e´s adaptar l’entrada de para`metres de configuracio´ de hardware de Dimemas per
definir l’estructura dels nodes heterogenis, concretament dels dispositius GPU. Es tracta de seguir
la mateixa estructura de definicio´ d’un node homogeni -ja implementada- i replicar-ho per al node
heterogeni.
Posteriorment, Dimemas ha de generar una trac¸a final a partir de la nova informacio´ referent
als host i kernel threads. S’han de representar els nous blocs∗ CUDA i OpenCL. A me´s, aquests
blocs representen un estat de CPU o GPU concret, que tambe´ hauran de ser representats. En
quant a la part a simular, les execucions (kernel) al kernel thread s’han de representar segons el
ra`tio de rendiments d’execucio´ i les comunicacions i segons la late`ncia i l’ample de banda CPU-GPU.
Finalment, un cop s’ha generat una trac¸a final de Dimemas de l’aplicacio´ simulada, s’ha de validar
el resultat final.
8 Decisions preses
Els passos a seguir anomenats en l’anterior punt so´n teo`rics i a la pra`ctica han comportat una
se`rie de decisions tant per part del desenvolupador com del Director i la Cap del departament.
Cal destacar que el disseny ha estat dina`mic i subjecte a molts canvis durant el proce´s; aixo` ha
implicat que passos que han comportat duracions considerables han estat rebutjats o substitu¨ıts
per d’altres, pero` sempre en benefici de trobar la solucio´ me´s o`ptima.
Per tal de tenir controlats tots els passos i decisions que s’han dut a terme s’ha realitzat un
informe de tota l’evolucio´ del projecte. Aquest informe esta` reflectit en les segu¨ents subseccions i
volen denotar que s’ha realitzat un treball acurat i consensuat. Doncs, es tracta d’un punt molt
te`cnic i detallat per entendre el perque` de les implementacions de cara a treballs futurs en el tema.
Per tant, no e´s necessari fer-hi una lectura per comprendre globalment l’abast i els resultats del
projecte.
∗Bloc: es tracta de la regio´ de l’aplicacio´ que esta` atenent a una crida de la API de CUDA o OpenCL en concret.
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8.1 Implementacio´ a Prv2dim
La primera part de la implementacio´ consisteix en adaptar Prv2dim perque` tradueixi la trac¸a Pa-
raver (.prv) amb els esdeveniments extrets per Extrae a una trac¸a Dimemas (.dim). Prv2dim crea
estructures de tasques i un sol thread per tasca. Doncs, el primer pas e´s afegir a l’estructura de la
tasca un vector de threads i, posteriorment, crear un o dos threads per tasca, en funcio´ de si conte´ un
thread GPU. Aquesta informacio´ s’extreu de l’arxiu .row generat per Extrae, que conte´ informacio´
sobre els nodes, les aplicacions, les tasques i els threads. Es tracta d’identificar un patro´ (”CUDA”o
”OpenCL”) a nivell de thread per determinar que es tracta d’un kernel thread i marcar la tasca
com a tal, per tal de traduir-ne me´s d’un thread, a part del host. Doncs, s’implementa que en les
tasques marcades (que continguin un kernel thread) es traduira` el thread amb identificador 0 (host)
i l’u´ltim d’ells amb identificador nombre de threads -1, ja que Extrae sempre do´na aquest identifi-
cador al kernel thread. Inicialment es va decidir obtenir la informacio´ cercant en la trac¸a l’etiqueta
49370 per a CUDA i 3121 per a OpenCL en les comunicacions i poder marcar la tasca. Pero`,
en traces molt extenses aixo` es convertia en un proce´s no tant o`ptim com el finalment implementat.
Dimemas necessita saber quines tasques contenen kernel threads per assignar-les a nodes hete-
rogenis (si estan definits). Com Dimemas e´s un simulador ra`pid amb l’objectiu de fer-hi mu´ltiples
execucions amb la mateixa trac¸a d’entrada, s’ha decidit, per rendiment, que la millor solucio´ e´s
que Prv2dim ofereixi aquesta informacio´ (de la que ja disposa per fer la traduccio´) i Dimemas no
hagi de generar-la en cada simulacio´. Per tant, s’ha modificat la capc¸alera de la trac¸a que tradueix
Prv2dim (.dim) afegint un u´ltim camp amb el format:
#gpu tasks ( task1 , task2 , . . . , taskn )
Un cop es tradueixen els esdeveniments (o records) del host i kernel threads, s’ha d’afegir suport
per al tractament espec´ıfic d’aquells que corresponen a CUDA i OpenCL. Els esdeveniments CU-
DA tenen l’identificador 63000001 per a les crides gene`riques, 63000002 per indicar la mida dels
missatges en les comunicacions, 63000019 i 63000119 per a l’execucio´ del kernel i 63300000 per a
les sincronitzacio´ de streams dins d’un kernel thread. En OpenCL, els identificadors so´n 64000000
per als esdeveniments en el host, 64100000 per als esdeveniments en el kernel thread, 64099999
per a indicar la mida dels missatges en les comunicacions, 64200000 per a l’execucio´ del kernel i
64300000 per a les sincronitzacio´ de streams dins d’un kernel thread. Per tant, s’han de registrar
tots aquests nous identificadors.
A me´s, en l’inici de la implementacio´ es decideix afegir els para`metres d’entrada –cuda/ –ocl a
Prv2dim per indicar que s’havien de traduir les crides CUDA/OpenCL. Pero`, finalment es deci-
deix que si l’aplicacio´ utilitza aquests models de programacio´ s’han de traduir sempre i no ha de
dependre de l’usuari indicar-ho.
La traduccio´ es basa en marcar i actuar, si escau, en l’inici i finalitzacio´ de blocs, indicar la duracio´
de les ra`fegues de CPU, indicar les sincronitzacions o barreres i indicar la recepcio´ o enviament
d’un missatge, la mida d’aquest i el tipus:
- Immediat.
- Sincronitzacio´ Rendezvous: El proces o flux que envia ha d’esperar a que el receptor rebi el
missatge.
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Tant per a CUDA com per a OpenCL, el primer pas de la traduccio´ per kernel thread e´s afegir
un ra`fega de CPU/GPU (no es distingeix) de duracio´ nul·la. Les ra`fegues d’execucio´ de CPU en
el host so´n del tipus 1 i les de GPU -en el kernel - so´n del tipus 11. Aquest u´ltim ha estat creat
espec´ıficament en aquest punt per distingir-ho de les ra`fegues CPU. A me´s, en OpenCL, les crides
de creacio´ de context, creacio´ de la cua de comandes, pas de para`metres i creacio´ i compilacio´ del
codi kernel tindran una duracio´ marcada com a ra`fega de GPU. Aquesta decisio´ ve donada pel fet
que so´n blocs de gran duracio´ i que tenen un pes important a la trac¸a, pero` a me´s, que depenen
del dispositiu GPU i, per tant, han de ser simulades segons el ra`tio de rendiment d’execucio´ de la
GPU i no de la CPU.
En el host, sempre que es tracti l’inici d’un nou bloc, es genera una ra`fega de CPU de dura-
cio´ equivalent a la finalitzacio´ de l’u´ltim bloc i l’inici del nou. Si el bloc tracta l’inici d’una
sincronitzacio´, s’activa una variable per indicar amb quin thread l’ha de fer. Si l’inici del bloc
CUDA o OpenCL esdeve´ en el kernel thread, s’escriu a la trac¸a Dimemas, abans de l’inici del bloc,
l’inici i final d’un bloc de tipus gene`ric amb una recepcio´ de missatge a dins. Aixo` permetra` fer
una sincronitzacio´ pre`via a l’inici del bloc CUDA o OpenCL marcat per la recepcio´ d’un missatge
amb el comunicador 0. Les execucions del kernel estaran marcades per una ra`fega de GPU en
el kernel thread. En el host, simplement es tractara` d’un bloc de durada nul·la, pero` marcat per
la late`ncia d’inici de la comunicacio´ que genera. Per acabar, en cas que l’esdeveniment sigui una
sincronitzacio´ s’indicara` a la trac¸a per una operacio´ global, igual que es fa en el cas MPI. Pero`,
es diferenciara` en l’identificador del flux amb el que es sincronitza, que tindra` el valor en un rang
negatiu menys una unitat, ja que el valor -1 indicara` la sincronitzacio´ amb tots els kernel threads
que puguin existir. Si me´s endavant aixo` genere´s incompatibilitat en noves versions de MPI, es
podria crear un esdeveniment nou per marcar les operacions globals de sincronitzacio´ entre CPU
i GPU.
L’altre part important de la implementacio´ so´n les comunicacions. S’ha observat que les co-
municacions tenen mida 0 en el re`cord de comunicacio´, pero` la mida esta` marcada correctament
en l’esdeveniment corresponent (63000002 i 64099999 ). Com en Dimemas, per tal de simular la
comunicacio´ s’utilitza el camp mida de l’esdeveniment de comunicacio´, s’ha avisat a l’equip d’Ex-
trae per a solucionar-ho. Les comunicacions CUDA i OpenCL que no siguin de memo`ria, estaran
marcades per l’identificador de comunicador 0 i sincronitzacio´ immediata. Aixo` e´s degut a que en
la recepcio´ del missatge, en el tractament d’esdeveniments, no es pot determinar el comunicador
i s’assigna un gene`ric (0). En les comunicacions de transfere`ncies de memo`ria, si so´n s´ıncrones,
el comunicador sera` l’indicat a la trac¸a Paraver i el sincronisme rendezvous; si so´n transfere`ncies
as´ıncrones, el sincronisme sera` immediat. Tot i que, en els dos casos, hi haura` una comunicacio´
pre`via per marcar l’inici del blocs de transfere`ncia a memo`ria al kernel thread, ja que la comuni-
cacio´ real arriba al final del bloc.
A continuacio´, per marcar les sincronitzacions (barreres) entre thread host i kernel, es generara`
una comunicacio´ amb el identificador de comunicacio´ 0 i sincronisme rendezvous, per tal d’establir
quan el host esta` a punt per comenc¸ar la sincronitzacio´ amb el kernel.
Finalment, falta indicar a la trac¸a Dimemas quines tasques tenen threads GPU. Com Dimemas
esta` pensat per tenir mu´ltiples execucions amb diferents configuracions, es tracta de tenir la infor-
macio´ a punt en cada execucio´ i no haver de tornar-la a cercar en l’arxiu .row. Aquesta informacio´
s’afegeix al final de la capc¸alera de la trac¸a Dimemas.
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8.2 Implementacio´ a Dimemas
Dimemas e´s un simulador que basa l’execucio´ en dos eines: el rellotge intern del simulador per a
la generacio´ d’esdeveniments temporals i les accions. E´s a dir, hi ha un rellotge intern que crea
esdeveniments futurs per tractar tota la informacio´ en el moment correcte i les accions que va
realitzant el thread en funcio´ de certs esdeveniments, que el poden enviar a les cues d’espera a
l’obtencio´ de la CPU (segons la pol´ıtica de planificacio´).
El primer pas en Dimemas e´s adaptar l’entrada de la nova configuracio´ de les GPU. S’han de
llegir els para`metres que la defineixen i, a me´s, crear les noves variables en l’estructura del node.
La idea e´s que el mateix node CPU indicara` si tambe´ disposa de GPU i, per tant, e´s un node
heterogeni. E´s a dir, pre`viament es defineix un node (homogeni) i, posteriorment, se li afegeix la
informacio´ referent a l’acceleradora, enllac¸ant-ho amb l’identificador del node indicat pre`viament
(camp node ID en les dues estructures). L’altre para`metre a destacar e´s el nombre de busos entre
la CPU i la GPU (camp num of accelerator buses). Aquest camp determina la disponibilitat de les
comunicacions i la late`ncia d’inici d’aquestes en funcio´ de la seva ocupacio´. Es tracta de simular
l’ocupacio´ dels comunicadors comuns entre diferents tasques GPU i reflectir-ho en les late`ncies,
establint un ordre d’arribada i espera al bus FIFO. A me´s, per optimitzacions de la simulacio´ s’ha
decidit parametritzar dues late`ncies diferents (en comptes d’una): una late`ncia per les comunica-
cions de memo`ria i una altra per a la resta (configuracio´ i execucio´ del kernel i sincronitzacions).
Aquesta decisio´ s’explica en detall a la seccio´ 12.1.
Els nous para`metres es defineixen a l’arxiu .cfg tal que:
” a c c e l e r a t o r node in fo rmat ion ” {
1 : i n t ”node ID”
2 : double ” l a t ency time ( s ) o f in t ra−node communications model”
3 : double ” memory latency time ( s ) o f in t ra−node communication model”
4 : double ”bandwidth (MBps) o f in t ra−node communications model”
”0 means ins tantaneous communication”
5 : i n t ”num of a c c e l e r a t o r buses ”
” i f no a c c e l e r a t o r nodes i n f o and CUDA/OpenCL reco rd s −> e r r o r ”
} ; ;
Quan es realitza l’assignacio´ de tasques en els nodes disponibles, s’ha d’assegurar que les tasques
amb kernel threads marcades en la capc¸alera de la trac¸a Dimemas s’assignin a nodes heterogenis.
Aixo` es pot realitzar automa`ticament a l’atzar (si nome´s existeix un node heterogeni, se li assigna-
ran totes les respectives tasques) o definint l’assignacio´ a l’arxiu de configuracio´. En el cas que es
predefineixi l’assignacio´ d’una tasca amb kernel thread a un node no heterogeni, es generara` una
excepcio´.
En la lectura d’esdeveniments CUDA/OpenCL, per mantenir els estats de CPU/GPU adequats,
s’han creat estructures d’esdeveniments Dimemas (tipus i valor) per guardar informacio´ del bloc
actual. A me´s, s’estableix l’estat de GPU ”no creat”fins que no es llegeix el primer esdeveniment,
no estigui dins un bloc de comunicacio´ o executant un kernel. La resta d’estats de la CPU/GPU
vindran marcats pels tipus de blocs. En el host, qualsevol zona en que la CPU esta` fora de blocs
l’estat sera` ”running”, e´s a dir, en execucio´. Aquest estat tambe´ sera` el de la GPU dins el bloc d’e-
xecucio´ del kernel. L’estat ”scheduling and fork/join” correspondra` a totes aquelles crides CUDA
i OpenCL que siguin de configuracio´ o inicialitzacio´ de para`metres (cudaConfigCall, cudaLaunch,
clCreateCommandQueue, clSetKernelArgs, etc); per a les transfere`ncies de memo`ria l’estat de la
CPU/GPU sera` ”memory transfer”; per a les sincronitzacions, ”synchronization”.
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Tots aquests estats ja estan definits tant en la trac¸a Paraver com en l’entorn Dimemas, i per tant
no suposa cap tasca extra el fet d’utilitzar-los.
En quant a les comunicacions, s’ha separat el tractament d’enviaments i recepcions. Quan es
tracta una comunicacio´ CUDA o OpenCL s’indica en l’estructura del thread per tenir en compte
certes consideracions. Per exemple, si s’esta` realitzant una sincronitzacio´ rendezvous, no s’ha de
realitzar en background, sino´ que el thread realment no ha de carregar me´s accions i romandre
en espera a que es generi l’esdeveniment futur que desperti el thread i recuperi la CPU. Per a
simular la comunicacio´ (late`ncia d’inici, ocupacio´ del busos i ample de banda) es segueix el mateix
patro´ que per a les comunicacions de memo`ria dins un mateix node. Es tracta, doncs, d’enviar els
missatges entre CPU i GPU ocupant el ma`xim de nombre d’enllac¸os definits en la configuracio´ del
hardware. En el cas que estiguin ocupats, s’haura` d’esperar a que tornin a estar lliures (incremen-
tant el temps de late`ncia inicial) i desocupar-los un cop finalitzada la comunicacio´. La duracio´ de
la late`ncia inicial tambe´ vindra` determinada per la configuracio´, igual que l’ample de banda. La
comunicacio´, al ser una comunicacio´ punt a punt en un node, en general a trave´s del bus PCI-e [21]
(tot i que no es te´ en compte l’ocupacio´ del bus per altres dispositius o missatges, ja que Dimemas




on T e´s el temps total de comunicacio´, L la late`ncia, S la mida del missatge i B l’ample de banda.
A me´s, s’ha observat que en el primer pas de missatges a memo`ria de la CPU a la GPU (inici de
qualsevol aplicacio´) la duracio´ del bloc e´s superior a la resta i s’ha determinat que e´s per qu¨estions
de sincronitzacio´ inicial de la GPU, que esta` impl´ıcit en la comunicacio´ i Extrae no pot determinar
(tal i com es pot observar a la figura 6). Per tant, e´s un factor que no es podra` controlar, pero`,
el retard en la comunicacio´ e´s petit i constant i representa una penalitzacio´ negligible en el temps
total d’execucio´ en l’aplicacio´ simulada respecte la original.
Figura 6: Primer bloc de memo`ria de l’aplicacio´ Hello world.
D’altra banda, les operacions globals que tracten les sincronitzacions, venen diferenciades en el
cas de CUDA i OpenCL per tenir l’identificador del comunicador com a valor negatiu. S’afegeix la
restriccio´ que cap tasca pot realitzar dues sincronitzacions alhora, e´s a dir, amb me´s d’un thread
alhora. Per aixo` es marquen, a nivell de tasca, el thread host i kernel que tracten l’operacio´ global
amb me´s antelacio´. A me´s, s’aturen les accions i es retarda l’inici del bloc de sincronitzacio´ en
el kernel thread, ja que ha d’esperar a rebre la comunicacio´ virtual del host per indicar que ja
poden sincronitzar-se. Les sincronitzacions OpenCL en el kernel thread estan marcades per una
comunicacio´, pero`, no e´s el mateix model de CUDA. Es decideix amb l’equip d’Extrae suprimir
aquesta comunicacio´ per mantenir cohere`ncia entre els dos models.
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La simulacio´ estara` determinada pel control del host respecte el kernel. Aixo` vol dir que el kernel
realitzara` les respectives accions posteriorment a la recepcio´ de la comunicacio´ del host. E´s a dir,
els blocs al kernel comenc¸aran despre´s de rebre una comunicacio´ de sincronitzacio´, sigui una co-
municacio´ real de la trac¸a o virtual (afegida per Prv2dim i que no es s’escriura` a la trac¸a final). En
el cas CUDA, les comunicacions de cudaConfigureCall i cudaLaunch, determinaran l’inici del bloc
en el kernel. En les transfere`ncies de memo`ria de host a kernel, donat que la comunicacio´ arriba
al final del bloc, se’n generara` una inicial i virtual per determinar l’inici del bloc al kernel. En les
transfere`ncies de kernel a host, no fara` falta, ja que el host te´ determinat quan ha de comenc¸ar el
bloc i el kernel thread iniciara` el bloc a l’acabar l’execucio´ del kernel.
Tambe´ es generara` una comunicacio´ virtual en les crides de sincronitzacio´ (cudaThreadSynch-
ronize/cudaStreamSynchronize) per determinar quan el host ja esta` a punt per esperar la sincro-
nitzacio´ amb el kernel thread. En el cas de OpenCL, les transfere`ncies de memo`ria seguiran el
mateix patro´ que a CUDA (clEnqueueWriteBuffer/clEnqueueReadBuffer), de la mateixa manera
que la crida de l’execucio´ del kernel clEnqueueNDRangeKernel. En canvi, la crida de sincronit-
zacio´ (clFinish) ve determinada pel kernel thread, que quan acaba l’execucio´ del kernel envia un
missatge al host. Totes les crides de OpenCL que no generen una comunicacio´ (clSetKernelArg,
clBuildProgram, clCreateKernel, clcreateBuffer, clCreateContext) - que no existeixen en CUDA
perque` estan impl´ıcites en les crides de configuracio´ i execucio´ - tenen una duracio´ fixa que no pot
ser simulada.
En tota aplicacio´, el kernel thread acaba primer i el host continua realitzant accions de control a
la GPU (alliberament de recursos) o altres (MPI, I/O, etc.) i, per mantenir l’estat de GPU ”no
creat”, es genera l’estat des de l’u´ltim esdeveniment a la trac¸a fins el moment de destruccio´ del
host thread (u´ltima accio´ i temps final d’execucio´).
9 Desviacions reals i pla d’actuacio´
Tal i com s’ha indicat a la fita inicial (GEP), poden sorgir imprevistos que provoquin una desviacio´
en la planificacio´ i, per solucionar-ho, s’ha determinat un pla d’actuacio´ a seguir.
Portada a la pra`ctica, la realitzacio´ del projecte s’ha desviat considerablement en algunes tas-
ques i s’ha ajustat en d’altres. En la tasca de GEP, la majoria de subtasques s’han pogut realitzar
en menys temps del previst, degut als mu´ltiples exemples disponibles i ajudes per part dels profes-
sors. A me´s, tambe´ s’ha redu¨ıt el temps dedicat a l’Ana`lisi de models GPGPU, CUDA i OpenCL,
gra`cies a l’extensa bibliografia de que disposa cada model de programacio´. Tambe´, la tasca de
Implementacio´ dels models i simulacio´ de OpenCL a Prv2dim i a Dimemas ha representat menys
temps degut a que la tasca te´ la mateixa base que per a CUDA.
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D’altra banda, algunes tasques d’implementacio´ han requerit me´s temps de l’estimat, ja que era
dif´ıcil fer-ne una aproximacio´ clara i concisa. Sobretot, la tasca de Valoracio´ d’optimitzacions ha
requerit me´s temps degut a l’ana`lisi exhaustiu de diferents aplicacions per ajustar la solucio´ a
qualsevol entorn de simulacio´ (aplicacio´ i arquitectura). Per tal de realitzar una millor validacio´
del resultat final obtingut, s’ha disposat d’una ma`quina extra d’on extreure traces d’aplicacions
per simular-ne l’execucio´ en la mateixa arquitectura original i comparar-les. Es tracta d’un clu´ster
de 8 nodes de Mont-Blanc disponible per al BSC:
- 8 standard BullX chassis, 72 compute blades fitting 1080 compute cards, for a total of 2160
CPUs and 1080 GPUs.
- SoC Samsung Exynos 5 Dual.
- CPU Cortex-A15@1.7GHz dual core.
- GPU ARM Mali T-604 (OpenCL1.1).
Figura 7: Clu´ster MinoTauro.
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Per tot aixo`, s’ha produ¨ıt una desviacio´ en la planificacio´ (taula 4), variant els temps per tasca,
pero` mantenint el mateix temps total que en la planificacio´ inicial (720 hores). Per tant, s’acon-
segueix arribar al final de planificacio´ el 25 de marc¸ del 2016, 30 dies abans de la presentacio´ i





Gestio´ del projecte 50
Familiaritzacio´ amb l’entorn BSC 20
Familiaritzacio´ amb l’entorn Dimemas 70
Ana`lisi dels models GPGPU, CUDA i OpenCL 55
Implementacio´ dels models i traduccio´ de CUDA a Prv2dim 100
Implementacio´ dels models i simulacio´ de CUDA a Dimemas 160
Valoracio´ d’optimitzacions 150
Implementacio´ dels models i traduccio´ de OpenCL a Prv2dim 25
Implementacio´ dels models i simulacio´ de OpenCL a Dimemas 50
Etapa final 40
Total 720
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Total amb IVA (21%)
18.188,8
Taula 5: Detall de la despesa real amb les principals difere`ncies respecte el pressupost inicial.
Les difere`ncies provocades per les desviacions afecten clarament al pressupost, ja que cada tasca
hi te´ un pes diferent i produeix una reduccio´ de 1.519 euros (7%) respecte al pressupost original.
Per tant, es pot concloure que s’ha fet un pressupost prou aproximat on s’han tingut en compte
els imprevistos a l’alc¸a, que han acabat sorgint finalment pero` en menys mesura.
10 Metodologia real
La metodologia escollida pel projecte era en un marc de treball de tipus Scrum. S’ha intentat
seguir-la, pero`, no tant al detall per cada pas i tasca, tal com s’havia planificat. Tot i aix´ı, ha
ajudat clarament a flexibilitzar l’organitzacio´ de les tasques, fer una prediccio´ del temps i reduir
els riscos.
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11 Identificacio´ de lleis i regulacions
Aquest projecte es realitza en col·laboracio´ amb el Barcelona Supercomputing Centre - Centro Na-
cional de Supercomputacio´n. Eines com Dimemas so´n programaris de distribucio´ lliure i de codi
font obert. Concretament, Dimemas disposa de la llice`ncia LGPL (GNU Lesser General Public
License), que en defineix el propietari (BSC) i permet l’u´s d’aplicacions i llibreries amb llice`ncia
GPL, pero` sense necessitat d’alliberar-ne el codi font, reservat en el cas que tercers hi afegeixin
nous mo`duls de l´ınia comercial. Tot i aix´ı, el codi font es pot descarregar a la web del BSC.
En conclusio´, el desenvolupador del projecte no ha de tenir cap problema per integrar nou co-
di a Dimemas sota la llice`ncia propieta`ria del BSC i no representa cap restriccio´ legal a tenir en
compte.
12 Resultats obtinguts
Actualment el projecte es troba finalitzat i permet fer la simulacio´ de nodes heterogenis amb GPU
amb l’eina Dimemas. Totes les etapes han estat assolides. A me´s, s’ha realitzat un estudi acurat
de l’ample de banda i la late`ncia per ajustar les simulacions. Es pot dir, doncs, que s’ha assolit
amb e`xit l’objectiu fixat.
L’u´nic punt negatiu observat e´s que, independent de Dimemas, Extrae genera alguns resultats
erronis a l’hora d’extreure informacio´ de les aplicacions i generar les traces. Havent estudiat el
problema en profunditat, junt amb l’equip de desenvolupadors de l’eina, s’ha determinat el pro-
blema en la desincronitzacio´ de rellotges entre la CPU i la GPU o acceleradora. Extrae marca
els esdeveniments en funcio´ del temps i, com s’executa en la CPU on s’executa el propi codi de
l’aplicacio´ a analitzar, e´s fa`cil obtenir els temps del rellotge intern. El problema be´ quan s’intenten
obtenir els temps de l’acceleradora. Aquesta, no e´s un dispositiu amb el que es pugui fer una
interaccio´ constant per obtenir-ne dades, sino´ que se li enqu¨en esdeveniments i aquesta els tracta
amb l’ordre o`ptim o determinat i es retorna constantment el control a la CPU al mateix temps que
s’aniran executant. Aquesta asincronisme provoca que quan s’enqu¨en esdeveniments per obtenir
temps del rellotge que usa en l’execucio´, l’acceleradora retorna el temps en que s’ha executat la
crida, pero` no el temps en quant se li ha sol·licitat.
En resum, es tracta d’un error en la late`ncia d’inici dels esdeveniments que provoquen errors,
sobretot, en l’ajustament de les comunicacions i que s’ha determinat com a quelcom en el que s’ha
de seguir treballant ja que afecta a la filosofia d’extraccio´ d’esdeveniments de l’eina i, per tant, no
e´s trivial de solucionar. Relacionat-ho amb Dimemas, aixo` provoca que en certs casos s’aturi el
tractament d’esdeveniments en la simulacio´ i el resultat sigui incomplet.
12.1 Ana`lisi de l’ample de banda i late`ncia
En les diferents traces obtingudes tant per a CUDA com per OpenCL s’ha observat com els valors
de late`ncia i ample de banda en MinoTauro no eren els ideals que marca la fitxa te`cnica de la GPU
NVIDIA M2090. L’ample de banda marcat per l’especificacio´ te`cnica indica 177 GBps, pero`, per
assegurar una correcta simulacio´, s’ha realitzat un ana`lisi acurat de l’ample de banda real a trave´s
d’un test de la Norwegin University of Sicence and Technology. Aquest test forma part d’un estudi
anomenat Latency and Bandwidth Impact on GPU-systems [23]. Els valors obtinguts per el test
amb crides CUDA (cudaMalloc i cudaMemcpy) so´n:
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Mı´nim Mitjana Ma`xim
Late`ncia de pujada 44.48 µs 57.54 µs 172.59 µs
Late`ncia de baixada 46.81 µs 55.70 µs 154.85 µs
Ample de banda de pujada 1262 MBps 5291.92 MBps 5744 MBps
Ample de banda de baixada 2112.46 MBps 2562.12 MBps 11652.92 MBps
Taula 6: Ample de banda i late`ncia a MinoTauro amb CUDA.
Els valors de pujada corresponen a les transfere`ncies CPU-GPU i, els de baixada, GPU-CPU. Com
es pot apreciar a la taula 6, els valors d’ample de banda queden molt per sota del valor esperat
177GBps.
Tot i aix´ı, continuant l’ana`lisi d’ample de banda i late`ncia en les traces obtingudes per Extrae
a MinoTauro, s’observa com els valors difereixen del test. Aixo` pot estar determinat pel rendiment
de la GPU en certs punts de l’execucio´, l’ocupacio´ del bus PCI-e o la versio´ de les llibreries CUDA.
Per aixo`, s’han obtingut diferents traces de diferents aplicacions i, alhora, intentant simular comu-
nicacions de diferents mides per a realitzar un estudi acurat. Aix´ı, es poden obtenir mostren prou
determinants per tal d’establir uns para`metres (late`ncies i ample de banda) de simulacio´ o`ptims
per a la validacio´ del resultat. Tant per al model de programacio´ CUDA com per OpenCL, els
valors mitjans de la late`ncia i ample de banda, en les transfere`ncies de CPU-GPU i viceversa, so´n
de 30µs i 3500 MBps respectivament en MinoTauro.
Donat aquests nous valors, en la validacio´ de resultats de la simulacio´ les aplicacions varien entre
un 0.05% i un 25%, tot i que en mitjana, les difere`ncies so´n menors al 2%. Per exemple, l’aplicacio´
de Rodinia Gaussian per a CUDA tenia un 25.41% de difere`ncia entre l’execucio´ real i la simulacio´
sota l’entorn d’execucio´. Al realitzar l’ana`lisi detalladament, l’estructura de l’aplicacio´ ve deter-
minada per poques transfere`ncies de memo`ria i moltes execucions de kernels amb les respectives
sincronitzacions. Com Extrae marca les transfere`ncies de memo`ria de configuracio´ del kernel i la
pro`pia execucio´ d’aquest amb mida 0 (ja que no pot determinar quina e´s la mida exacta), el temps
de pas de missatge e´s la late`ncia d’inici d’aquest. Observant en les traces originals els temps de
transmissio´ d’aquests missatges, el valor mitja` so´n 10 µs, tres cop menys que el valor simulat. E´s a
dir, les transfere`ncies que no so´n a memo`ria tenen una late`ncia inferior a les que s´ı so´n a memo`ria.
A me´s, es pot suposar que tot i que segurament s´ı que passen un missatge de mida superior a zero,
aquest e´s molt petit i, per tant, el temps de transfere`ncia esta` pra`cticament marcat per la late`ncia.
Doncs, per tal d’ajustar les simulacions en la ma`xima mesura possible, una possible solucio´ e´s
afegir a la configuracio´ del node GPU una late`ncia extra en les comunicacions: una late`ncia per a
les transfere`ncies de memo`ria i una altra per la resta de transfere`ncies (configuracio´ i execucio´) i
les sincronitzacions.
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Ara, es tracta de realitzar un estudi amb els dos tipus de configuracions per establir quin model
ajusta me´s la simulacio´ a l’execucio´ original. En l’estudi s’han tingut en compte mu´ltiples aplica-
cions del benchmark Rodinia i les aplicacions d’exemple d’Extrae modificades (Hello world i vadd)
per tal de tenir un nombre suficient de mostres que donin una conclusio´ clara. La llista de les
aplicacions e´s:
- Extrae: Hello world, vadd.
- Rodinia 3.0: Backprop, Gaussian, Heartwall, Kmeans, LavaMD, Leukocyte, Myocyte, Nn,
Nw, PathFinder, Srad.
Com es pot observar a la taula 8 de l’annex B, en les aplicacions executades a MinoTauro, les
simulacions milloren substancialment utilitzant dues late`ncies, en termes generals; e´s a dir, aque-
lles aplicacions que tenen moltes execucions de kernels amb les comunicacions corresponents, han
millorat notablement donat que ara la late`ncia que les simula e´s me´s ajustada. En aquells casos
que ha pogut empitjorar, l’error segueix estant per sota un 1% i, per tant, so´n resultats acceptables
en els dos models. Aquests u´ltims casos solen ser perque` en la simulacio´ no s’han pogut ajustar les
comunicacions de memo`ria i els temps en general queden per sota en els dos models de configuracio´.
Afegint una late`ncia menor que la de memo`ria, encara es redueixen me´s els temps. L’estudi no s’ha
realitzat en el clu´ster de Mont-Blanc perque` s’ha observat que les dues late`ncies tenen el mateix
valor i, per tant, els resultats seran igual per als dos models.
Per al clu´ster MontBlanc, l’ana`lisi de les comunicacions ha determinat que els valors o`ptims per a
la simulacio´ en quant a la late`ncia de memo`ria i la late`ncia de la resta de comunicacions e´s 150 µs
per a les dues, ja que en aquest hardware no s’hi observa difere`ncia. El valor de l’ample de banda
e´s 1370 MBps. Aquest valors so´n notablement inferiors als de MinoTauro i aixo` e´s degut a que
les GPU NVIDIA M2090 so´n dispositius molt me´s potents que les GPU per a SoC mo`bils Mali
T-604. Es pot observar la relacio´ entre el temps d’execucio´ i el de simulacio´ de les aplicacions a
Mont-Blanc en la taula 9 de l’annex B.
En conclusio´, l’estudi determina que les simulacions so´n me´s acurades quan s’utilitzen dues late`ncies
en la configuracio´ del node GPU. D’aquesta manera, en comptes de definir una sola late`ncia com
en els nodes CPU, s’afegeix una late`ncia extra per modelar me´s precisament els dos tipus de comu-
nicacions. Cal destacar que aquest punt e´s el que ha portat me´s cost al projecte, ja no en forma de
temps, sino´ en quant a la dedicacio´ i definicio´ de resultats prou concloents. Es tracta, doncs, d’un
punt molt important del projecte on s’ha realitzat un treball me´s estad´ıstic i no tant d’observacio´
global per determinar la millor solucio´.
12.2 CUDA i HelloWorld
Per entendre els resultats finals per a CUDA, s’ha d’assumir la premissa que Dimemas no e´s un
simulador al detall, sino´ de gra gruixut. E´s a dir, el resultat de la simulacio´ -sota les condicions
de la ma`quina original- s’aproxima en la mesura a l’execucio´ real. Per realitzar la validacio´ i les
observacions de millores s’utilitza l’aplicacio´ Hello world de CUDA disponible en els exemples
d’Extrae. Es tracta d’una aplicacio´ senzilla que realitza la modificacio´ oportuna en un vector per
acabar aconseguint la cadena de cara`cters ”Hello World \n”. El flux d’execucio´ esta` marcat per
les dues transfere`ncies de memo`ria CPU-GPU (una en cada sentit). Entre les dues transfere`ncies
es realitza la configuracio´ i execucio´ en la GPU i, al final, una sincronitzacio´ per assegurar-se el
final de l’execucio´. En les traces hi ha molts punts en comu´, tant en les traces de crides CUDA
(figures 8 i 9) com en les d’estats CPU/GPU (9 i 11), pero` difereixen en petits detalls.
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Figura 8: Trac¸a de Paraver de crides CUDA de
l’aplicacio´ Hello World.
Figura 9: Trac¸a de Paraver d’estats de la
CPU/GPU de Hello World.
CUDA blocks: cudaMemCpy cudaConfigCall cudaLaunch cudaThreadSynchronize
Figura 10: Trac¸a de Paraver de crides CUDA de
l’aplicacio´ Hello World simulada.
Figura 11: Trac¸a de Paraver d’estats de la
CPU/GPU de Hello World simulada.
CPU/GPU states: Memory transfer Not Created Running Synchronization
Scheduling and Fork/Join Others
Com s’observa en les figures 8 i 10, les similituds entre les dues traces so´n notables i els temps
difereixen en un 0.05%. La primera l´ınia de cada trac¸a correspon al thread host i la segona, al
thread kernel. La principal idea en la que es basa la simulacio´ e´s que el flux d’execucio´ de la GPU
esta` controlat per la CPU. E´s a dir, quan el kernel rep la comunicacio´ del host (seguint el protocol
rendezvous) aquest ja pot actuar.
En les crides de transfere`ncies de memo`ria (mem cpy) el host inicia la transfere`ncia a l’inici del
bloc, pero`, el kernel finalitza el bloc quan rep la transfere`ncia i, per tant, ha d’iniciar el bloc
pre`viament. A me´s, en el host el bloc te´ una durada extra, que e´s dif´ıcil de determinar. Aquests
fets produeixen una difere`ncia entre la trac¸a original i la simulada.
Els blocs de configuracio´ i execucio´ del kernel al host tenen una duracio´ marcada per l’enviament
de la comunicacio´. Aquest fet tambe´ produeix difere`ncies, ja que el trac¸a original, normalment,
te´ una duracio´ extra que no es pot determinar. En canvi, en el kernel, aquestes crides tenen una
duracio´ determinada pel ra`tio de rendiment d’execucio´ del dispositiu GPU.
Per acabar, la sincronitzacio´ no ve determinada per una comunicacio´ en el kernel, pero`, s’ac-
tua com si exist´ıs, ja que e´s el comportament que denoten totes les aplicacions. El mateix passa
en la duracio´ del bloc al kernel i la finalitzacio´ al host, que tambe´ es representen com si hi hague´s
una comunicacio´ de tornada que marque´s que els dos dispositius ja estan sincronitzats.
En conclusio´, en aquesta aplicacio´ i en altres (tal i com s’ha analitzat), es tracta d’un resultat
final prou acurat sota l’entorn de simulacio´ de Dimemas i, per tant, una bona solucio´ a tenir en
compte pel model CUDA.
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12.3 OpenCL i vadd
Igual que per a CUDA, s’ha arribat a una solucio´ per a OpenCL, pero` que guarda petites dista`ncies
amb una solucio´ ideal. Per a validar els resultats s’ha realitzat la comparacio´ de traces -execucio´
en MinoTauro i simulada- de l’aplicacio´ Vadd disponible en el exemples d’Extrae. Es tracta d’una
aplicacio´ senzilla que realitza la suma de posicions d’un vector. Pre`viament a l’execucio´ del kernel,
es realitzen les crides de creacio´ del context, del command queue, del programa i la compilacio´
d’aquest. A continuacio´ es fan les transfere`ncies de memo`ria (clEnqueueWriteBuffer) a la GPU i
el pas de para`metres per al kernel. El segu¨ent pas e´s l’execucio´ del kernel (clEnqueueNDRangeKer-
nel), la sincronitzacio´ (clFinish) i la transfere`ncia de tornada de resultats (clEnqueueReadBuffer).
Per acabar, es fa la destruccio´ i alliberament de recursos.
Figura 12: Trac¸a de Paraver de crides OpenCL
de l’aplicacio´ vadd.
Figura 13: Trac¸a de Paraver d’estats de la
CPU/GPU de vadd.
OpenCL blocks: clBuildProgram clEnqueueWriteBuffer clEnqueueNDRangeKernel
clFinish clEnqueueReadBuffer clReleaseMemObject
Figura 14: Trac¸a de Paraver de crides OpenCL
de l’aplicacio´ vadd simulada.
Figura 15: Trac¸a de Paraver d’estats de la
CPU/GPU de vadd simulada.
CPU/GPU states: Memory transfer Not Created Running Synchronization
Scheduling and Fork/Join
Com s’observa en les figures 12 i 14, les similituds entre les dues traces so´n notables, pero` amb
majors difere`ncies que en el cas de l’ana`lisi anterior en CUDA. Tot i aix´ı, els temps d’una trac¸a i
l’altra difereixen nome´s en un 0.03%. Es tracta d’un millor resultat que en el cas de CUDA i aixo`
e´s degut a que la trac¸a te´ gran regions en el host que tenen un temps marcat pel ra`tio de rendiment
d’execucio´ de GPU. Aquesta decisio´ ha estat presa per tal de representar aquests blocs OpenCL ja
que en traces d’execucio´ curta representen una gran porcio´ del temps: creacio´ del context, creacio´
de la cua de comandes, el pas de para`metres, la compilacio´ del kernel o la destruccio´ i alliberament
d’aquests (clCreateContext, clCreateCommandQueue, clSetKernelArg, clReleaseContext, clRelea-
seCommandQueue, etc).
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Tanmateix com en CUDA, la idea en la que es basa la simulacio´ e´s que el flux d’execucio´ de
la GPU esta` controlat per la CPU. El mateix criteri s’aplica per a les crides de transfere`ncies de
memo`ria (clEnqueueWriteBuffer i clEnqueueReadBuffer), tal que l’inici de la transfere`ncia el mar-
ca un comunicacio´ de sincronitzacio´ del host, pero` es finalitza quan ha rebut el kernel, a difere`ncia
de CUDA, que s’allarga posteriorment.
El bloc d’execucio´ del kernel al host (clEnqueueNDRangeKernel) tambe´ te´ una duracio´ marca-
da per l’enviament de la comunicacio´ i una duracio´ fixa al kernel thread de duracio´ determinada
pel ra`tio de rendiment d’execucio´ del dispositiu GPU. Un cop acabada l’execucio´, el kernel thread
realitza l’enviament al host per indicar la finalitzacio´ i la sincronitzacio´ (clFinish). Aixo` provoca
que la late`ncia de l’enviament retardi la finalitzacio´ del bloc d’execucio´.
En conclusio´, en aquesta aplicacio´ i en altres (tal i com s’ha analitzat), es tracta d’un resultat
final me´s o menys acurat sota l’entorn de simulacio´ de Dimemas. Aixo` e´s degut a les difere`ncies
entre CUDA i OpenCL i la major precisio´ d’aquest u´ltim model de programacio´ que Extrae no
e´s capac¸ de representar. Per tant, donada la informacio´ de la trac¸a el resultat e´s el me´s acurat
possible i e´s una bona solucio´ donat l’objectiu de Dimemas.
12.4 Rodinia 3.0
Rodinia [22] e´s un benchmark creat pel Departament de Cie`ncies de la Computacio´ de l’Universitat
de Virgina. Es tracta d’un conjunt d’aplicacions de computacio´ intensiva per a nodes heterogenis
(acceleradores). Esta` dissenyat per donar suport als models de programacio´ OpenMP, OpenCL i
CUDA. Aquestes aplicacions resolen problemes de tipus malla, graf, a`lgebra lineal, bioinforma`tica,
mineria de dades, reconeixement de patrons o dina`mica molecular.
S’ha decidit utilitzar aquest benchmark perque` e´s dels me´s reconeguts per realitzar ana`lisi de
nodes heterogenis i per tal d’obtenir me´s traces d’aplicacions CUDA i OpenCL per a validar les
implementacions. Concretament s’ha treballat amb les segu¨ents aplicacions:
Aplicacio´ Tipus Domini
Srad Malla estructurada Processament d’imatges
Eliminacio´ gaussiana A`lgebra lineal d’alta densitat A`lgebra lineal
K-Nearest neighbours A`lgebra lineal d’alta densitat A`lgebra lineal
PathFinder Programacio´ dina`mica Algorismes de cerca
Back Propagation Recorregut desestructurat Reconeixement de patrons
Taula 7: Aplicacions utilitzades del benchamrk Rodinia. En Mont-Blanc es substitueix l’aplicacio´
K-Nearest neighbours per PathFinder i Srad per Back Propagation.
47
12.4.1 Rodinia i MinoTauro
Les traces de l’annex C so´n un tall significatiu de cada aplicacio´. Es mostren els resultats de les
traces de les tres aplicacions executades al clu´ster MinoTauro i les traces de les simulacions amb la
configuracio´ de MinoTauro. Es tracta d’observar les difere`ncies entre les dues traces i determinar
si so´n negligibles per determinar la solucio´ com a un bon resultat.
- Srad (Speckle Reducing Antisotropic Diffusion carrega a memo`ria un resultat inicial. A partir
de certs ca`lculs torna a recarregar resultats a memo`ria fins a obtenir el resultat final.
- Gaussian realitza una se`rie de ca`lculs seguint l’algorisme d’eliminacio´ gaussiana i retorna els
resultats a memo`ria al final de l’execucio´. Cada regio´ de ca`lcul finalitza amb una sincronit-
zacio´.
- Kmeans e´s un me`tode de clustering per a la quantificacio´ de vectors utilitzat originalment
per al processament de senyal i molt utilitzat, tambe´, en mineria de dades.
Les regions de co`pia de memo`ria al kernel thread so´n me´s curtes donat que, com ja s’ha explicat, e´s
dif´ıcil determinar quan ha de comenc¸ar la regio´. Les regions de configuracio´ del kernel i execucio´
so´n me´s curtes en el host donat que no es pot determinar quina duracio´ tenen i si e´s fixa indepen-
dentment de la configuracio´ de la ma`quina. Tot i que, s´ı que es pot determinar com dependent de
la ma`quina (dispositiu GPU) la configuracio´ i execucio´ del kernel al kernel thread i, per aixo`, els
blocs tenen mides equivalents.
12.4.2 Rodinia i MontBlanc
El clu´ster de Mont-Blanc ha estat usat amb l’objectiu d’assegurar la independe`ncia de la implemen-
tacio´ de la ma`quina on es modela. Pero`, al realitzar l’ana`lisi d’aplicacions complexes com Rodinia,
s’ha observat que en alguns casos les traces contenen errors en l’extraccio´ d’esdeveniments per part
d’Extrae i, en d’altres casos, no es pot assegurar que sigui causa d’Extrae i no de la ma`quina. Al
tractar-se d’un prototip, e´s possible que hi hagi altres factors que produeixin variabilitats en els
resultats. Com en MinoTauro, s’ha realitzat un examen per determinar quina e´s la configuracio´
de la ma`quina per validar les simulacions. A me´s, donat que la memo`ria disponible a la GPU e´s
molt redu¨ıda (< 500MB), fa que moltes aplicacions no puguin ser executades ja que les dades que
necessiten enviar al kernel excedeixen la capacitat de memo`ria. Aixo` fa que no es puguin recollir
una gran quantitat de mostres, en comparacio´ amb MinoTauro. Quan es fa refere`ncia al projecte
Mont-Blanc es justifiquen els resultats perque` es tracta d’un prototip que ha ajudat a entendre el
consum energe`tic en els nodes HPC i a encaminar possibles solucions futures per a l’aproximacio´
a la generacio´ Exa-scale. Aquest projecte europeu ha demostrat que la reduccio´ d’energia en els
nodes HPC e´s possible, pero` la segu¨ent generacio´ no passara` pels SoC mo`bils. Per tant, donades
aquestes variabilitats en els resultats s’han descartat molts dels resultats obtinguts i nome´s s’ha
treballat amb aquelles aplicacions en les que es pot assegurar (comparant amb els mateixos resul-
tats a MinoTauro) que el resultat e´s notablement correcte.
En el cas de les aplicacions analitzades, es comporten tal i com s’ha indicat per al cas de Mi-
noTauro, ja que la simulacio´ segueix el mateix model i l’u´nica difere`ncia e´s la configuracio´ de la
ma`quina, amb diferents late`ncies i ample de banda. Els resultats es poden observar a l’annex C.
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13 Guia per a l’usuari
Reconeixent el contingut te`cnic del projecte i el grau de detall en les explicacions, e´s oportu´ crear
un senzill manual d’usuari per guiar-lo alhora de realitzar simulacions amb Dimemas utilitzant la
nova funcionalitat:
1. Executar Extrae per obtenir les traces Paraver (.prv i .row i tambe´ .pcf si e´s necessari) de
l’aplicacio´ que desitgem simular. Cal recordar que a l’arxiu .xml cal afegir la informacio´ ex-
plicada a la seccio´ 7, depenent de si es desitja capturar esdeveniments CUDA o OpenCL. (Per
aquest pas es pot utilitzar una aplicacio´ d’exemple disponible en el directori d’instal·lacio´)
2. Executar Prv2dim per traduir les traces Paraver a traces Dimemas. La comanda d’execucio´
pot ser tal que:
# prv2dim a p l i c a c i o . prv a p l i c a c i o . dim
3. Editar l’arxiu de configuracio´ de la ma`quina amb la configuracio´ del node amb acceleradora,
seguint el patro´ descrit a la seccio´ 8.2. Es tracta que per a un node ja definit, s’utilitzi el
seu identificador per assignar-li un dispositiu GPU. S’han d’escollir valors adients per a la
simulacio´ d’ample de banda, late`ncies i nombre de busos entre la CPU i GPU. A me´s, s’ha
de determinar el ra`tio d’execucio´ de les execucions a la GPU. (Per aquest pas es pot utilitzar
una configuracio´ d’exemple disponible en el directori d’instal·lacio´)
4. Executar Dimemas indicant una trac¸a Paraver com a sortida per poder analitzar els resul-
tats amb Paraver. L’entrada sera` la trac¸a Dimemas generada amb Prv2dim i l’arxiu de
configuracio´ el generat en l’apartat anterior. La comanda d’execucio´ pot ser tal que:
# Dimemas −−dim a p l i c a c i o . dim −p s imu lac i o . prv c o n f i g u r a c i o . c f g
5. Executar Paraver amb una vista adequada de CUDA o OpenCL disponible en el directori
cfg de l’aplicacio´ Paraver i com a entrada la trac¸a de sortida de la simulacio´. La comanda
d’execucio´ pot ser tal que:
# wxparaver s imu lac i o . prv cuda views . c f g
14 Treball futur
E´s important, en qualsevol cas i independentment del resultat, marcar unes pautes per a treball
futur, per tal de donar una ruta a seguir per altres desenvolupadors de Dimemas i, a me´s, d’Extrae.
Ja sigui per a desenvolupadors que tinguin com a objectiu millorar aquesta nova funcionalitat, re-
comano que es segueixi en la l´ınia del treball ja realitzat, ja que s’ha treballat i estudiat en cada
pas com realitzar-lo i s’han tingut en compte les millors alternatives. E´s me´s, quan s’ha avanc¸at
en un pas posterior i una depende`ncia anterior s’ha vist afectada negativament, s’ha analitzat de
nou si era una bona solucio´ aquesta u´ltima.
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Per a futurs desenvolupadors de Dimemas, i com a recomanacio´ per a l’equip de manteniment de
l’eina, recomanaria realitzar les implementacions (a nivell de codi C) seguint la base de la feina
realitzada i entenent l’esquema de Dimemas. Aixo` ha estat molt important per al desenvolupador
i en certs punts ha resultat un punt extra d’esforc¸ ja que l’eina conte´ diferents funcionalitats imple-
mentades per diferents persones i crea un codi no uniforme i dif´ıcil d’analitzar. A me´s, Dimemas
e´s una eina que va apare`ixer el 1992 i on el codi estava programat tenint en compte l’arquitectura
donades les limitacions dels compiladors. Avui dia, el compilador realitza la majoria d’optimitza-
cions i el programador no se n’ha de preocupar, fent l’estructura del codi molt me´s comprensible
per a nouvinguts. Un altre punt a tenir en compte e´s que s’han afegit o desactivat funcionalitats
al llarg de tots aquests anys que han provocat reajustament no prou clars o eficients en l’eina. Per
tant, recomano fer una refactoritzacio´ del codi i eliminacio´ de parts obsoletes.
En quant a l’ana`lisi i valoracio´ dels resultats, ja s’ha indicat com aquests so´n el me´s precisos
possible dins les possibilitats i objectius de Dimemas (ana`lisi de gra gruixut). Pero`, s´ı que en CU-
DA i OpenCL la informacio´ que obte´ Extrae segueix el patro´ de MPI i fa que per alguns usuaris
l’ana`lisi final no sigui prou determinista. Aix´ı, recomano a l’equip d’Extrae realitzar una reava-
luacio´ de la informacio´ que ha d’obtenir l’eina en aplicacions que utilitzin models de programacio´
CUDA i OpenCL i incloure-la a les traces: sempre i quan sigui possible sota l’entorn i les eines
que utilitza Extrae, ja que tambe´ disposa de les seves limitacions.
Tambe´, i com ja s’ha explicat, queda pendent realitzar l’ajustament a Extrae de l’extraccio´ d’esde-
veniments per a certes aplicacions; pero`, tot i que provoqui que a vegades una aplicacio´ no pugui ser
simulada per Dimemas, l’error no esta` en la pro`pia eina, sino´ en Extrae i, per tant, no representa
canvis en el mateix projecte.
Per acabar, un cop es decideixi aplicar la nova funcionalitat a les versions de Dimemas disponibles
per als usuaris, les noves configuracions per a nodes amb acceleradores nome´s so´n reconegudes en
l’entrada manual de dades, pero` s’hauria d’estendre a la GUI (Graphic User Interface) de la que
disposa Dimemas, ja que alguns usuaris no tant avanc¸ats recorren a aquest recurs per realitzar
simulacions.
15 Agra¨ıments
M’agradaria agrair, arribats a aquest punt i final, a totes aquelles persones que d’alguna manera
han fet possible l’assoliment d’aquest repte del Grau en Enginyeria Informa`tica. Vull donar les
gra`cies al BSC per donar-me aquesta oportunitat d’endinsar-me en un projecte tant real i neces-
sari per a ells. Concretament a Judit Gimenez i, el Director del Projecte, Jesu´s Labarta. Tambe´
m’agradaria donar les gra`cies al company de grau i, tambe´ de Dimemas, Fran Mart´ınez. Sense la
seva ajuda inestimada no hague´s estat ni la meitat de fa`cil acabar-ho. Doncs, tambe´ em toca fer
una mencio´ als meus companys de despatx del grup Performance Tools que m’han fet passar molts
bons moments.
I com agra¨ıment final, ja no nome´s relacionat amb el Projecte, sino´ amb tot el camı´ de conei-
xement i aprenentatge del Grau, donar les gra`cies a la meva famı´lia, a la meva parella, pero`
sobretot a la mare que em va parir, que sempre ha sabut recolzar-me i animar-me a continuar quan
veia el camı´ estret i ple de pedres.
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Figura 16: Diagrama de Gantt de la planificacio´ inicial.
Figura 17: Diagrama de Gantt de la planificacio´ inicial.
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Figura 18: Diagrama de Gantt de la planificacio´ final.
Figura 19: Diagrama de Gantt de la planificacio´ final.
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Taula 8: Comparacio´ de ra`tios de temps entre la simulacio´ d’aplicacions amb 1 late`ncia i amb dues
late`ncies en el clu´ster MinoTauro per CUDA i OpenCL.
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B.2 Mont-Blanc
Aplicacio´ OpenCL Temps execucio´ (ms) Temps simulacio´ (ms) Ra`tio
Vadd 229,240 219,383 4.49
Srad 365,180 366,316 0.31
Nw 181,288 179,983 0.73
Pathfinder 133,541 133,744 0.15
Gaussian 1,136,191 1,134,813 0.12
Heartwall 25,632,833 25,632,530 0.002
Nn 226,078 219,383 0.12
Backprop 142,861 141,569 0.91
Taula 9: Temps d’execucio´, de simulacio´ i ra`tios de temps entre la simulacio´ i l’execucio´ d’aplica-
cions en el clu´ster Mont-Blanc per OpenCL.
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C Annex
C.1 CUDA a MinoTauro
C.1.1 Srad
Figura 21: Trac¸a de Paraver de crides CUDA de l’aplicacio´ Srad.
Figura 22: Trac¸a de Paraver de crides CUDA de l’aplicacio´ Srad simulada.
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C.1.2 Gaussian
Figura 23: Trac¸a de Paraver de crides CUDA de l’aplicacio´ Gaussian.
Figura 24: Trac¸a de Paraver de crides CUDA de l’aplicacio´ Gaussian simulada.
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C.1.3 Kmeans
Figura 25: Trac¸a de Paraver de crides CUDA de l’aplicacio´ Kmeans.
Figura 26: Trac¸a de Paraver de crides CUDA de l’aplicacio´ Kmeans simulada.
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C.2 OpenCL a MinoTauro
C.2.1 Srad
Figura 27: Trac¸a de Paraver de crides OpenCL de l’aplicacio´ Srad.
Figura 28: Trac¸a de Paraver de crides OpenCL de l’aplicacio´ Srad simulada.
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C.2.2 Gaussian
Figura 29: Trac¸a de Paraver de crides OpenCL de l’aplicacio´ Gaussian.
Figura 30: Trac¸a de Paraver de crides OpenCL de l’aplicacio´ Gaussian simulada.
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C.2.3 Kmeans
Figura 31: Trac¸a de Paraver de crides OpenCL de l’aplicacio´ Kmeans.
Figura 32: Trac¸a de Paraver de crides OpenCL de l’aplicacio´ Kmeans simulada.
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C.3 OpenCL a Mont-Blanc
C.3.1 Backprop
Figura 33: Trac¸a de Paraver de crides OpenCL de l’aplicacio´ Backprop.
Figura 34: Trac¸a de Paraver de crides OpenCL de l’aplicacio´ Backprop simulada.
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C.3.2 Gaussian
Figura 35: Trac¸a de Paraver de crides OpenCL de l’aplicacio´ Gaussian.
Figura 36: Trac¸a de Paraver de crides OpenCL de l’aplicacio´ Gaussian simulada.
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C.3.3 PathFinder
Figura 37: Trac¸a de Paraver de crides OpenCL de l’aplicacio´ PathFinder.
Figura 38: Trac¸a de Paraver de crides OpenCL de l’aplicacio´ PathFinder simulada.
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