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a b s t r a c t
Lag synchronization of chaotic unified systems is investigated theoretically and numeri-
cally. Three kinds of single-controller schemes are designed to achieve lag synchronization
of the so-called chaotic unified systems and some results are proved theoretically using
Lyapunov’s stability theory. Computer simulations are then provided to show the effec-
tiveness and feasibility of the proposed methods.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Chaos is a highly interesting nonlinear phenomenon that has been much investigated over the last few years for its
great theoretical challenge and potential applications to many fields. Chaos techniques, for example, have been applied to
chemical engineering, information processing and communications security [1,2] and the number of application areas are
increasing by the year. Chaos synchronization was first discovered by Pecora and Carroll [3] and many different methods
have been proposed since then to synchronize chaotic systems including the feedback methods [4], the optimal control
methods [5], the adaptive control methods [6] and a few others [7,8]. Time-delayed systems, however, have never been
considered for synchronization even though time delays are ubiquitous in nature where, for example, signal transmission
times and switching speeds are finite. Indeed, the voice that one hears at time t on the receiving side of a telephone
communications system is the same voice at time t−τ on the transmitter side. It is therefore desirable that slave andmaster
systems be perfectly synchronized although it is known that this is not possible because of the finite signal transmission
speeds. The focus is thus turned to chaotic lag synchronization [9–12] that accounts for the time shifts in the states of the
interacting systems, i.e. y(t)→ x(t − τ) as t →+∞, where τ > 0 and x(t) and y(t) are the states of the master and slave
systems respectively.
In this paper, we propose three schemes that are able to lag synchronize unified chaotic systems by using only one
controller. The third scheme, in particular, is significantly different from the first two in the sense that an update law is
applied to make suitable adjustments for its feedback strengths. All the schemes are easy to implement in practice.
2. The unified chaotic system
In 2002, Lu et al. [13] introduced a new chaotic system that unified the Lorenz, Chen and Lu systems by writing
x˙1 = (25α + 10)(x2 − x1)
x˙2 = (28− 35α)x1 − x1x3 + (29α − 1)x2
x˙3 = −α + 83 x3 + x1x2,
(1)
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where α ∈ [0, 1] (clearly, system (1) becomes the Lorenz, the Lu, and the Chen systems respectively when α = 0, α = 0.8
and α = 1). This system was shown to be chaotic for all α ∈ [0, 1] and numerical results have shown that its chaotic
attractors are similar to those of the corresponding Lorenz and Chen attractors for α ∈ [0, 0.8] and α ∈ (0.8, 1]. System (1)
is therefore chaotic for all parameter values and it realizes the entire transition spectrum from one to the other.
3. Designing the lag synchronized unified chaotic system
In this section, we propose a systematic design procedure that lag-synchronizes the unified chaotic systems by using a
back-stepping procedure [14] that requires only one controller. The aim is to design a controller U1 so that the controlled
unified chaotic system
y˙1 = (25α + 10)(y2 − y1)
y˙2 = (28− 35α)y1 − y1y3 + (29α − 1)y2 + U1
y˙3 = −α + 83 y3 + y1y2
(2)
is lag-synchronous with the unified chaotic system (1). More precisely, subtracting Eq. (2) from Eq. (1), we have the error
system
e˙1 = (25α + 10)(e2 − e1)
e˙2 = (28− 35α)e1 − e1e3 − x3e1 − x1e3 + (29α − 1)e2 + U1
e˙3 = −α + 83 e3 + e1e2 + x2e1 + x1e2
(3)
where e1 = y1(t) − x1(t − τ), e2 = y2(t) − x2(t − τ), e3 = y3(t) − x3(t − τ) and τ is the lag time. Now, we choose
V (t) = 12 (e21 + e22) to be a Lyapunov function whose time derivative along the solution of (3) is
V˙ (t) = e1e˙1 + e2e˙2
= −(25α + 10)e21 − e22 + e2 [(38− 10α)e1 + 29αe2 − e1e3 − x1e3 − x3e1 + U1] (4)
and we have the following theorem.
Theorem 1. If the controller U1 is chosen to be
U1 = −(38− 10α)e1 − 29αe2 + e1e3 + x1e3 + x3e1 (5)
then the controlled unified system (2) is asymptotically lag synchronous with system (1).
Proof. Substituting U1 into (4), we have
V˙ (t) = −(25α + 10)e21 − e22 ≤ −2V (t)
which leads to V (t) ≤ V (0) exp (−2t). Thus, we have
lim
t→+∞ ei = limt→+∞ (yi(t)− xi(t − τ)) = 0 (i = 1, 2). (6)
On the other hand, from the third equation of (3), we get
e3 = exp

−α + 8
3
t
[
e3(0)+
∫ t
0
exp

α + 8
3
t

(e1e2 + x1e2 + x2e1) dt
]
.
Because a chaotic system has bounded trajectories, there exists a positive constantM such that |x1| ≤ M and |x2| ≤ M .
Thus, togetherwith Eq. (6), we have limt→+∞(e1e2+x1e2+x2e1) = 0 and so limt→+∞ e3 = limt→+∞(y3(t)−x3(t−τ)) = 0,
by using basic calculus methods.
The proof of the theorem is complete. 
Now, the controller U1 in Eq. (5) can only be used when all the system state variables are known in advance. In many
practical problems, however, only a subset of the state variables are known (in fact, only one system state variable is known
in most cases, for example when chaos lag synchronization is used for communications purposes). It turns out that lag
synchronization schemes using one system state variable are efficient and easy to implement in practical applications and
we now give such a scheme.
Theorem 2. If the controller is chosen to be U2 = −gse2, where gs is a sufficiently large feedback gain, then the controlled unified
system
y˙1 = (25α + 10)(y2 − y1)
y˙2 = (28− 35α)y1 − y1y3 + (29α − 1)y2 + U2
y˙3 = −α + 83 y3 + y1y2
(7)
is lag synchronous with the unified system (1).
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Proof. From Eqs. (1) and (7), we have the following error dynamics
e˙1 = (25α + 10)(e2 − e1)
e˙2 = (28− 35α)e1 − e1e3 − x3e1 − x1e3 + (29α − 1)e2 + gse2
e˙3 = −α + 83 e3 + e1e2 + x2e1 + x1e2.
(8)
Choose a Lyapunov function V = 12 e21 + θ2 (e22 + e23), where θ is a positive constant and its time derivative along the
solution of (7) is
V˙ = −(25α + 10)e21 + (25α + 10)e1e2 + θ
[
(29α − 1− gs)e22 −
α + 8
3
e23 + (28− 35α)e1e2 − x3e1e2 + x2e1e3
]
.
Because the trajectories of a chaotic system are all bounded, there exists a positive constant M such that |x2| ≤ M and
|x3| ≤ M and so V˙ ≤ −(|e1|, |e2|, |e3|)P(|e1|, |e2|, |e3|)T , where
P =

25α + 10 −1
2
(25α + 10+ θ |28+ 35α| + θM) −1
2
θM
−1
2
(25α + 10+ θ |28+ 35α| + θM) −θ(29α − 1− gs) 0
−1
2
θM 0
α + 8
3
θ
 .
To ensure that the origin of the error system (8) is asymptotically stable, the matrix P must be positive definite and this
is the case if and only if the following two inequalities hold:
(25α + 10)θ(gs − 29α + 1)− 14 (25α + 10+ θ |28+ 35α| + θM)
2 ,
α + 8
3
θ
[
(25α + 10)θ(gs − 29α + 1)− 14 (25α + 10+ θ |28− 35α| + θM)
2
]
− 1
4
θ3M2(gs − 29α + 1) > 0.
Accordingly, if
gs > (29α − 1)+
α+8
3 (25α + 10+ θ |28− 35α| + θM)2
4(α+8)
3 (25α + 10)θ − (θM)2
.
where 0 < θ <
4(α+8)
3 (25α+10)
M2
, then the matrix P is positive definite and V˙ is negative definite which implies that the origin
of the error system (8) is asymptotically stable. So the controlled unified system (7) is lag synchronous with the unified
system (1). 
We see from the proof above that the feedback gain gs is determined by the bound of the unified chaotic system which
may not be known a priori in many practical situations. An adaptive lag synchronization scheme is therefore needed that
requires no access to this bound and one such scheme is as follows.
Theorem 3. If the adaptive controller is chosen to be U3 = εe2 where the feedback strength ε satisfies the update law ε˙ = −γ e22,
then the controlled unified system
y˙1 = (25α + 10)(y2 − y1)
y˙2 = (28− 35α)y1 − y1y3 + (29α − 1)y2 + U3
y˙3 = −α + 83 y3 + y1y2
(9)
is lag synchronous with the unified chaotic system (1) where γ is a positive constant.
Proof. The error dynamics between Eqs. (1) and (9) is
e˙1 = (25α + 10)(e2 − e1)
e˙2 = (28− 35α)e1 − e1e3 − x3e1 − x1e3 + (29α − 1)e2 − εe2
e˙3 = −α + 83 e3 + e1e2 + x2e1 + x1e2.
(10)
Let the Lyapunov function be V = 12 e21 + γ2 (e22 + e23) + λ2γ (ε + L)2, where λ and L are positive constants. Then, by
differentiating the function V along the trajectories of (10), we obtain
V˙ = −(25α + 10)e21 + (25α + 10)e1e2 − λ
[
(L− 29α + 1) e22 +
α + 8
3
e23 − (28− 35α)e1e2 + x3e1e2 − x2e1e3
]
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Fig. 1. The lag synchronization errors between the master system (1) and the slave system (2) with α = 0.2 and τ = 5.
and there exists a positive constantM such that |x2| ≤ M and |x3| ≤ M because a chaotic system has bounded trajectories.
Hence V˙ ≤ −(|e1|, |e2|, |e3|)Q (|e1|, |e2|, |e3|)T , where
Q =

25α + 10 −1
2
(25α + 10+ λ|28− 35α| + λM) −1
2
λM
−1
2
(25α + 10+ λ|28− 35α| + λM) λ(L− 29α + 1) 0
−1
2
λM 0
α + 8
3
λ

and so Q is positive semi-definite if the following two inequalities hold:
(25α + 10)λ(L− 29α + 1)− 1
4
(25α + 10+ λ|28− 35α| + λM)2 > 0,
α + 8
3
λ
[
(25α + 10)λ(L− 29α + 1)− 1
4
(25α + 10+ λ|28− 35α| + λM)2
]
− 1
4
λ3M2(L− 29α + 1) > 0.
Thus, if
L > (29α − 1)+
α+8
3 (25α + 10+ λ|28− 35α| + λM)2
4(α+8)
3 (25α + 10)λ− (λM)2
,
where 0 < λ <
4(α+8)
3 (25α+10)
M2
, then V˙ is negative semi-definite and the LaSalle invariant theorem implies that the origin
of the error system (9) is asymptotically stable. The controlled unified system (9) is thus lag synchronous with the unified
chaotic system (1). 
4. Numerical simulations
In this section, we present some numerical simulation results that demonstrate the effectiveness of the proposed
methods. The initial conditions of the master and slave systems are set to be (x1(0), x2(0), x3(0)) = (3, 7, 2) and (y1(0),
y2(0), y3(0)) = (4, 5, 1) in all the simulations and the history solutions for t ∈ [−τ , 0] of the master system are assumed
to be identical to the initial conditions. The simulation results for the three kinds of lag synchronization schemes are shown
in Figs. 1–3 respectively.
5. Conclusions
In this paper, we investigated the lag synchronization phenomenon between two unified chaotic systems by using
a method that is based on Lyapunov functions. Three schemes have been proposed that are capable of realizing lag
synchronization using only one single controller and the last scheme is the easiest to implement in practice because it
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Fig. 2. The lag synchronization errors between the master system (1) and the slave system (7) with α = 0.5, τ = 6 and feedback gain gs = 10.
Fig. 3. The lag synchronization errors between the master system (1) and the slave system (9) with α = 0.8, τ = 7, γ = 0.1 and the initial condition of
the feedback strength is ε(0) = 4.
requires no numerical calculations. Finally, the effectiveness and feasibility of the proposedmethods are illustrated by some
numerical simulation examples.
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