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Re´sume´ – Le but de cet article est d’expliquer comment exploiter efficacement les diffe´rents niveaux de paralle´lisme disponibles
dans les syste`mes a` base de processeurs ge´ne´ralistes pour l’imple´mentation d’applications multime´dias. Les diffe´rents paralle´lismes
sont classe´s en trois niveaux : intra-processeur, inter-processeur et au niveau du syste`me. L’exploitation des diffe´rents niveaux de
paralle´lisme est e´tudie´e du point de vue the´orique ainsi que par des exemples pratiques en soulignant le gain potentiel, l’effort
requis par le programmeur, le management du niveau de paralle´lisme et la taille ide´ale des donne´es a` traiter en paralle`le. Un mode`le
d’e´tude des diffe´rents niveaux de paralle´lisme est propose´ pour aider le programmeur a` choisir quelles fonctionnalite´s permettent
d’obtenir le meilleur gain en vitesse d’exe´cution avec le minimum d’effort de programmation et de temps de de´veloppement. De
plus le temps ne´cessaire au management du paralle´lisme ainsi que la taille ide´ale des donne´es a` traiter en paralle`le sont explique´s
pour aider le programmeur a` distribuer son application de manie`re efficace.
Abstract – The aim of this paper is to explain how to exploit efficiently the different levels of parallelism available in general-
purpose processor based systems for multimedia applications. The different parallelisms are classified in three levels: intra-
processor, inter-processor and at the system level. The exploitation of the different levels of parallelism is studied from a
theoretical point of view as well as with application examples to show the potential gain, the effort required by the programmer,
the management of the given level of parallelism and the ideal size of data to be processed in parallel. A Model of study of the
different levels of parallelism is proposed in order to help the programmer to choose which features can give the best speed up
with the least programming effort and development time. In addition the time needed to manage the parallelism as well as the
ideal size of data to processed are given to help the programmer to efficiently distribute its application.
1 Introduction
1.1 Applications multime´dias sur PCs
Durant les dernie`res anne´es, les PCs ont e´volue´ afin
de tenir compte du domaine grandissant des applications
multime´dias. L’inte´gration de nouvelles fonctionnalite´s (ins-
tructions multime´dias, paralle´lisme explicite d’instructions,
multiprocesseurs, cartes re´seaux spe´cialise´es pour l’inter-
connexion de grappes de PCs, processeurs des cartes gra-
phiques de´die´s au traitement d’images et de vide´os, etc.) a
re´volutionne´ l’exe´cution des applications multime´dias sur
les syste`mes a` base de processeurs ge´ne´ralistes.
1.2 Paralle´lisme dans les PCs
Dans le cadre de cette e´tude, les types de paralle´lisme
sont classe´s en trois niveaux:
– Le paralle´lisme intra-processeur inclut les instruc-
tions multime´dias qui exploitent le paralle´lisme de
donne´es ainsi que les processeurs superscalaires et
les architectures VLIW qui be´ne´ficient du paralle´lisme
d’instructions.
– Le paralle´lisme inter-processeur a` l’inte´rieur de
syste`mes multiprocesseurs syme´triques a` me´moire
partage´e et dans les grappes de stations de travail a`
me´moire distribue´e.
– Le paralle´lisme au niveau du syste`me avec en parti-
culier les entre´es/sorties et l’exploitation de proces-
seurs externes.
1.3 Pre´sentation du mode`le d’e´tude
Un mode`le d’e´tude de ces diffe´rents niveaux de paralle´-
lisme est propose´ pour aider le programmeur a` choisir
quelles fonctionnalite´s permettent d’obtenir le meilleur gain
en vitesse d’exe´cution avec le minimum d’effort et de temps
de de´veloppement. Ce mode`le est de´nomme´ GEMT pour
Gain, Effort, Management et Taille.
Le but premier de l’exploitation du paralle´lisme est
d’ame´liorer la vitesse d’exe´cution de l’application en ex-
ploitant au maximum les fonctionalite´s des stations de tra-
vail PC. C’est pourquoi la premie`re donne´e inte´ressante a`
e´tudier pour chaque niveau de paralle´lisme est le Gain
en vitesse obtenu. Ce gain est d’abord e´tudie´ de manie`re
the´orique puis ve´rifie´ de manie`re pratique pour des appli-
cations multime´dias.
Ensuite, l’Effort requis de la part du programmeur est
estime´ en tenant compte du temps de de´veloppement et du
temps ne´cessaire a` l’apprentissage des techniques requises
pour be´ne´ficier du paralle´lisme.
Le temps inutilisable pour le traitement des donne´es,
mais ne´cessaire au Management du paralle´lisme durant
l’exe´cution de l’application est aussi estime´ en fonction
des techniques de paralle´lisation utilise´es. Le but d’une
paralle´lisation efficace est de trouver un bon compromis
qui permette une bonne repartition des taˆches tout en
gardant un temps de management faible.
Finalement, la Taille ide´ale des donne´es a` traiter en
paralle`le ou la taille ide´ale des fonctions qui peuvent eˆtre
exe´cute´es en paralle`le sont indique´es. Cette taille est tre`s
utile au programmeur pour partitionner son application.
1.4 Plan de l’article
Dans le reste de l’article le modele GEMT est utilise´
pour e´tudier les niveaux de paralle´lisme pre´sente´s au pa-
ragraphe 1.2. Dans la section 2 le paralle´lisme disponible a`
l’inte´rieur du processeur est presente´. Le paralle´lisme entre
plusieurs processeurs dans le meme PC et entre diffe´rents
syste`mes est e´tudie´ dans la section 3. Finalement, quelques
exemples de paralle´lisme qui peuvent eˆtre utilise´s au ni-
veau du syste`me sont explique´s dans la section 4 et la
section 5 conclue l’article.
2 Paralle´lisme intra-processeur
2.1 Paralle´lisme d’instructions
La plupart des processeurs ge´ne´ralistes actuels inte`grent
plusieurs unite´s arithme´tiques et logiques afin d’exe´cuter
plusieurs instructions inde´pendantes en paralle`le. Deux
techniques principales existent pour exploiter le paralle´-
lisme d’instructions:
– les processeurs superscalaires tel le Pentium 4 d’In-
tel. Dans ce cas, les instructions sont re´ordonne´es
durant l’exe´cution pour etre exe´cute´es dans les
diffe´rentes unite´s.
– les architectures VLIW avec plusieurs instructions
par mot d’instruction tel l’Itanium d’Intel[1]. Dans
cette technique, chaque mot d’instruction contient
plusieurs champs qui correspondent a` diffe´rentes ins-
tructions qui vont s’exe´cuter en paralle`le dans les
unite´s d’exe´cution respectives.
Dans les deux cas, une bonne approximation du gain













ou´ T est le temps d’exe´cution line´aire. TF, NF, TE,
NE, TS, NS, TES, NES et TES sont respectivement les
temps passe´s dans les ope´rations flottantes, entie`res, sauts
et entre´e/sortie et le nombre N d’unite´s d’exe´cutions cor-
respondantes. M est le temps de management perdu par
rapport au gain ide´al.
Pour les processeurs superscalaires, l’effort du program-
meur est limite´, alors que pour les architectures VLIW, le
compilateur ou le programmeur doivent faire l’effort de
paralle´liser les instructions dans un meˆme mot d’instruc-
tion.
2.2 Techniques SIMD et Instructions mul-
time´dias
Les instructions multime´dias ont e´te´ rajoute´es aux
architectures pour exploiter le paralle´lisme de donne´es
principalement dans les applications de traitement du si-
gnal. Elles permettent, par exemple, d’effectuer une meˆme
ope´ration en paralle`le sur plusieurs pixels a` l’inte´rieur d’un








ou` F est la fraction temporelle de code qui exploite les
instructions multime´dias, TD la taille des donne´es, TR la
taille des registres et M le management. Pour une appli-
cation pour laquelle TD=8 (comme par exemple pour les
pixels d’une image) et TR=64 (ce qui est le cas dans les
registres MMX d’Intel), le gain potentiel est de 8, car les
meˆmes ope´rations peuvent eˆtre exe´cute´es en paralle`le sur 8
donne´es. L’imple´mentation de certaines fonctions d’un en-
codeur MPEG2 en assembleur avec les instructions MMX
[2] a permis d’atteindre le gain inte´ressant de 3.9 pour un
maximum de 8. Cette diffe´rence s’explique par le fait que
seule une partie du code est optimise´e et par les instruc-
tions ne´cessaires pour transfe´rer les donne´es des registres
entiers vers les registres MMX.
Malheureusement actuellement aucun compilateur n’est
capable de produire du code optimise´ exploitant efficace-
ment le paralle´lisme de donne´es a` l’aide des instructions
multime´dias. Le seul moyen consiste a` utiliser des librai-
ries, des macros ou a` e´crire directement le code en assem-
bleur. Meˆme si cela repre´sente une taˆche fastidieuse, les
gains possibles en vitesse d’exe´cution devraient eˆtre suffi-
sants pour motiver les programmeurs inte´resse´s.
Le temps perdu en management du paralle´lisme a` ce
niveau est du a` l’exe´cution d’instructions multime´dias qui
sont souvent plus lentes a` exe´cuter que les instructions
entie`res et aux changements de re´solution souvent ne´ces-
saires lorsque les donne´es sont transfe´re´es des registres
entiers vers les registres SIMD (et reciproquement).
La taille des donne´es qui peuvent s’exe´cuter en paralle`le
de´pend souvent des instructions disponibles et, bien sur,
des tailles des donne´es que l’on souhaite traiter.
3 Paralle´lisme inter-processeur
3.1 Syste`mes multiprocesseurs a` me´moire
partage´e
La plupart des stations de travail actuelles inte`grent
deux processeurs ou plus alors que la plupart des applica-
tions qui tournent sur ces syste`mes n’utilisent qu’un seul
thread. Si un seul thread et une seule application tourne
sur une station de travail double-processeur, la charge
maximale de travail est de 50% et le reste de la capacite´
de calcul de la station est perdu. Cependant, compte tenu
de la charge de travail du au management des threads,
seuls les threads ne´cessaires a` une bonne re´partition de la
charge de travail doivent eˆtre cre´e´s. Le but de l’optimisa-
tion a` ce niveau consiste donc a cre´e´r diffe´rents threads
pour les taˆches les plus importantes afin de distribuer la
taˆche sur tous les processeurs disponibles dans la station
de travail.
Le gain qu’il est possible d’obtenir en cre´ant plusieurs
threads est donne´ par une adaptation de la loi d’Amdahl[3]:
G =
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ou` F est la fraction temporelle de code paralle´lise´e, N
est le nombre de processeur, T est le temps d’exe´cution
line´aire et M est le temps de management.
L’effort ne´cessaire pour utiliser ce genre de technique
n’est pas tellement e´leve´ car de nombreuses interfaces de
programmation existent. Cependant il est difficile de
de´boguer ce genre de code et un soin particulier doit eˆtre
attribue´ a` la synchronisation des diffe´rents threads.
Le management des threads de´pend en grande partie de
la technique utilise´e. Par exemple, sous Windows 2000, il
existe de nombreuses techniques pour multithreader une
application[4]. Une premie`re technique classique consiste
a` cre´er et a` de´truire les threads chaque fois que la fonc-
tion doit eˆtre exe´cute´e. Dans ce cas le management des
threads prend environ 50,000 cycles d’horloge [5]. Cepen-
dant, dans les applications multime´dias, les meˆmes fonc-
tions sont exe´cute´es plusieurs fois de manie`re conse´cutive
avec des parame`tres diffe´rents. Dans ce cas, il est pos-
sible de ne cre´er les threads qu’au de´but de l’applica-
tion et d’utiliser des e´ve`nements pour de´marrer et arreˆter
l’e´xecution des threads. Le management des threads avec
cette technique est re´duit a` 5000 cycles d’horloge.
Si l’on conside`re que cela vaut la peine de paralle´liser
l’application a` l’aide de threads si le gain est supe´rieur a`
1.5 sur une machine a` double processeurs on obtient, en
utilisant l’eq. 3, que T doit eˆtre plus grand que 6M. Ceci
signifie que la taille minimale d’une fonction a` paralle´liser
est de 300 000 cycles pour la me´thode classique et de
30 000 cycles pour la me´thode utilisant les e´ve`nements.
3.2 Grappes de stations de travail a`
me´moire distribue´e
Certaines applications multime´dias (telles que les en-
codeurs vide´os HDTV) ne peuvent pas eˆtre exe´cute´es en
temps re´el sur de simples stations de travail, meˆme mul-
tiprocesseurs. Elles peuvent alors eˆtre distribue´es sur plu-
sieurs machines ou sur des machines massivement
paralle`les. Ces dernie`res restent tre`s one´reuses et rare-
ment accessibles pour les applications multime´dias. De
plus avec le de´veloppement de re´seaux rapides a` basse la-
tence (comme Myrinet [6]), une grappe de PCs devient
une solution tre`s inte´ressante d’un point de vue perfor-
mance/prix pour un grand nombre d’applications [7].
Le gain qu’il est possible d’obtenir sur ce genre de
syste`me est a` nouveau donne´ par la loi d’Amdahl [3]:
G =
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Les applications multime´dias peuvent eˆtre paralle´lise´es
sur des grappes de PCs a` l’aide de la librairie MPI (Mes-
sage Passing Interface[8]). MPI permet d’envoyer et de re-
cevoir des donne´es d’un ordinateur a` l’autre et d’exe´cuter
des fonctions sur les differents noeuds de la grappe de
PC. Il est n’est pas difficile d’utiliser cette librairie, mais
le programmeur doit d’abord se familiariser avec le prin-
cipe SPMD (Single Program Multiple Data) qui consiste
a` exe´cuter le meˆme programme sur les diffe´rentes stations
de travail.
Le temps perdu dans le management de ce niveau de
paralle´lisme vient principalement du traffic sur le re´seau
entre les diffe´rentes machines. Non seulement le de´bit du
re´seau peut s’ave´rer insuffisant, mais la latence peut eˆtre
le goulet d’e´tranglement, car le processeur devra souvent
attendre les donne´es provenant d’un autre ordinateur. Des
re´seaux a` haut de´bit et a` faible latence [6] ainsi que des
librairies de paralle´lisation optimise´es (comme MPI-BIP-
SMP [9]) ont e´te´ de´veloppe´s pour atteindre des gains sem-
blables a` ceux des syste`mes multiprocesseurs.
La taille ide´ale des donne´es a` traiter en paralle`le de´pend
en grande partie de l’infrastructure re´seau et du protocole
de communication. Dans chaque cas, le de´bit de transfert
et la latence doivent eˆtre estime´s de manie`re expe´rimentale
pour diffe´rents types de donne´es. De tels graphes sont
de´ja` disponible pour de nombreux protocoles et types de
re´seaux.
4 Paralle´lisme au niveau du syste`me
4.1 Entre´es - Sorties
La vitesse des processeurs a e´volue´ tre`s rapidement ces
dernie`res anne´es, mais les transferts d’entre´es/sorties n’ont
pas e´volue´s au meˆme rythme. De ce fait, le plus grand
proble`me dans les applications de traitement d’images et
de vide´os est de fournir suffisamment rapidement les
donne´es a` traiter au processeur.
Dans le cas de l’encodage vide´o, par exemple, une solu-
tion consiste a` lire en paralle`le les images en avance afin
qu’elles soient en me´moire de`s que le processeur en a be-






ou` TTM est le temps de traitement moyen par image, TI
est la taille d’une image et VL est la vitesse de lecture du
disque. Par exemple, pour une se´quence en format YUV
4:2:0 CIF (TI = 352·288·1.5·8), un disque dur avec une vi-
tesse de lecture V L = 40Mbits/s et TTM = 0.1s, le gain
en vitesse est de 30% en conside´rant que l’utilisation du
processeur pour la lecture peut eˆtre ne´glige´e par rapport
a` celle ne´cessaire au traitement des donne´es. Cette opti-
misation a e´te´ utilise´e pour un encodeur MPEG4. Pour
une vitesse d’encodage de 7 images par seconde en format
CIF le gain obtenu varie entre 20% et 50% en fonction du
processeur et de la vitesse de lecture du disque dur. Des
re´sultats semblables peuvent eˆtre obtenus pour l’affichage
a` l’e´cran ou l’e´criture sur un disque dur d’images issues
d’un de´codeur vide´o.
L’effort requis par un programmeur pour exploiter cette
technique ainsi que le management sont les meˆmes que
pour la paralle´lisation sur plusieurs processeurs a` l’aide de
threads. Pour ce qui concerne la taille des donne´es, l’ide´al
est de charger autant de donne´es que possible en avance,
tout en prenant soin d’avoir suffisamment de me´moire
pour e´viter de devoir e´crire des donne´es sur la me´moire vir-
tuelle du disque. Cependant si cette technique est e´tendue
a` un syste`me dans lequel l’acquisition et l’encodage de la
se´quence vide´o se font en temps re´el, le de´lai entre l’acqui-
sition et l’encodage est proportionnel au nombre d’images
charge´es en avance en me´moire. De ce fait, un bon compro-
mis consiste a` charger les donne´es image par image juste
avant qu’elles ne soient utilise´es.
4.2 Exploitation de Ressources Externes
Les cartes graphiques et les cartes d’acquisition vide´o
inte`grent des processeurs de plus en plus puissants qui
sont tre`s utiles pour effectuer des traitements classiques
en image et en vide´o. Des fonctions simples qui ne´cessitent
une grande puissance de calcul peuvent eˆtre effectue´es
dans le processeur graphique en paralle`le avec des traite-
ments plus complexes effectue´s par le processeur ge´ne´raliste.
Si les fonctions exe´cute´es dans le processeur graphique
et dans le processeur ge´ne´raliste sont inde´pendantes, le





ou` F est la fraction temporelle du code exe´cute´ dans
le processeur graphique. Sous Windows 2000, les proces-
seurs des cartes graphiques peuvent eˆtre utilise´s a` l’aide
de DirectX [10]. L’imple´mentation de la conversion YUV
4:2:0 en RGB a` l’aide de DirectX a permis d’acce´le´rer
l’exe´cution d’un de´codeur MPEG2 de 60% en utilisant
une carte graphique ATI Rage Pro.
L’utilisation de ce type de paralle´lisme ne´cessite cepen-
dant un effort important de la part du programmeur, car
il doit maitriser les techniques DirectX et COM [11].
Le temps perdu dans le management de ce niveau de
paralle´lisme est faible si le temps d’exe´cution de la partie
logicielle sur le processeur principal est plus e´leve´ que le
temps d’exe´cution dans le processeur graphique. Dans le
cas contraire, la communication entre la me´moire princi-
pale et la me´moire vide´o doit eˆtre prise en compte.
La taille des donne´es a` transfe´rer entre la me´moire prin-
cipale et la me´moire externe doit eˆtre aussi grande que
possible tout en tenant compte de la taille de la me´moire
externe. Dans le cas du de´codage vide´o, la solution ide´ale
est d’envoyer les donne´es image par image vers la me´moire
vide´o et d’utiliser une technique de me´moire tampon double,
c’est-a`-dire d’avoir toujours une image de´ja` de´code´e en
me´moire vide´o et un second tampon pour y e´crire l’image
suivante.
5 Conclusion
Cet article a donne´ quelques e´le´ments pour exploiter
efficacement les diffe´rents niveaux de paralle´lisme dispo-
nible dans les syste`mes a` base de processeurs ge´ne´ralistes.
Davantage de de´tails sur le sujet peuvent eˆtre trouve´s dans
[12]. Un programmeur peut utiliser ces informations pour
de´cider quel niveau de paralle´lisme donnera le meilleur
gain avec le minimum d’effort. De plus, les informations
sur les tailles ide´ales des donne´es a` traiter en paralle`le
ou des fonctions a` paralle´liser peuvent aider a` partition-
ner, paralle´liser et distribuer ide´alement l’application. Ces
informations peuvent eˆtre, bien sur, utilise´s pour optimi-
ser une application existante ou pour cre´er une nouvelle
application qui exploitera de manie`re optimale les nou-
velles fonctionnalite´s des processeurs ge´ne´ralistes et des
syste`mes associe´s.
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