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Moving boundary problems involving heat conduction or diffusion occur in 
many practical situations and are generally referred to as Stefan problems. In this 
thesis we examine the classical one dimensional Stefan problems for planar and 
inward cylindrical and spherical phase change problems. Also, three extensions of 
these problems are considered. These are a problem involving both a fast and 
slow chemical reaction, the melting or freezing of a binary mixture with two distinct 
fusion temperatures, and finally the melting or freezing of a pure material which 
is not initially at its fusion temperature. For each of these problems we develop 
an integral formulation, which is related to the weak or enthalpy formulation, and 
which leads to a new formal integral for the boundary motion. In many practical 
contexts a simple analytic approximation is more revealing than a numerical result, 
and the formal integral is exploited to obtain simple analytic bounds for the boundary 
motion. These bounds are particularly tight in the context of the simultaneous 
chemical reaction problem, where an equivalent accuracy could not be achieved by 
either series approximation or numerically without extensive computation. 
The first three chapters of this thesis contain an introduction and literature 
survey for Stefan problems, and then deal with the classical single phase Stefan 
problems for slabs, cylinders and spheres. The integral formulation is obtained by 
two different methods, and an approximate iterative analytic technique arising from 
the integral formulation is discussed. Formal series solutions for the single phase 
Stefan problem are also derived from the integral formulation. Extensions to Stefan 
problems with time dependent boundary conditions, and radially or temperature 
dependent thermal properties are considered briefly, and the relationship of the 
integral formulation to the enthalpy formulation is described. Simple bounds for 
the moving boundary are obtained from the new formal integral for the boundary 
motion. These bounds are improved by showing the standard pseudo steady state 
temperature to be an upper bound on the actual temperature and by finding an 
upper bound for the speed of the moving boundary. The relationship of these 
bounds to the approximate boundary motions arising from large Stefan number 
perturbation expansions is discussed. The utility of the bounds is considered by 
comparison with exact and numerical solutions, obtained from a finite difference 
enthalpy method. Possible approaches for obtaining further refinements for the 
bounds are noted. 
The final three chapters deal respectively with the three problems cited above. 
First, we consider a single phase moving boundary problem involving two simultaneous 
chemical reactions and find the appropriate integral formulation and bounds for 
the boundary motion. For two component mixtures, we obtain a formal integral 
relating the motion of the two moving boundaries, but in the absence of another 
independent relationship between the boundaries, it is not possible to bound the 
moving boundaries. From the enthalpy formulation, however, it is possible to 
obtain the generalization of the formal integral, relating the boundary motions for an 
n-component mixture. These integrals may be used as an independent check on 
the accuracy of a numerical scheme. In the final chapter a variety of genuine two 
phase problems are considered, and bounds for the boundary motion are deduced. 
The utility of the bounds and procedures for refining them are discussed and the 
relationship to the enthalpy formulation is noted. Finally, results for Langford's heat 
functions, obtained from the integral formulation given in this thesis, are developed 
in the appendix. 
CHAPTER 1 
Introduction 
1.1 A survey of classical Stefan problems 
Originally classical Stefan problems occurred as idealized descriptions of heat 
conduction processes with one or more isothermal phase changes, each with 
a constant associated latent heat. For this reason it is usual to discuss Stefan 
problems in terms of phase change problems, although their application is by no 
means limited to such problems. In such a thermal problem the various phases are 
assumed to be separated by sharp boundaries which move as the phase changes 
proceed, while heat is transferred within each phase by conduction. The moving 
boundaries are the distinctive features of, and the cause of the main difficulties 
associated with, classical Stefan problems. As well as solving the heat equations 
in each of the various phases, the motion of the moving boundaries must be 
determined to obtain a complete solution to the problem. The two facets of the 
problem are coupled since the location of the boundaries determine the domains 
of the heat equations, and the moving boundaries are driven by the discontinuous 
heat flux across them, due to the uptake of release of latent heat. This coupling 
results in a nonlinear problem (even when the underlying heat equations are linear), 
which explains the dearth of exact solutions. 
It is convenient to classify a Stefan problem by the number of phases and 
moving boundaries present, although these numbers are not necessarily constant. 
The simplest situation occurs when considering, for example, the melting of a 
solid initially at its constant fusion temperature, due to the application of a higher 
temperature at some surface. In such a case the temperature in the solid remains 
at the fusion temperature, while heat conducted through the liquid is absorbed at 
the moving boundary separating the phases. Thus there is only the temperature 
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in the liquid and the moving boundary to consider. Such cases are l^nown as 
single phase Stefan problems, that is where heat conduction (or diffusion etc.) 
occurs in only one phase. Two phase Stefan problems arise when considering, for 
example, the freezing, due to some cooling effect at a surface, of a liquid with an 
initial temperature distribution greater than its fusion temperature. Heat conduction 
occurs in both phases while the liquid turns to solid, the term 'two-phase' recognizing 
the conduction of heat in both phases. A multiphase or multicomponent Stefan 
problem refers to a Stefan problem in which more than two phases are separated 
by more than one moving boundaries, as might arise from the freezing of a 
multicomponent (noneutectic) mixture. 
Lame and Clapeyron [42] were the first authors to consider a Stefan problem, 
when in 1831 they considered the single phase problem of freezing a liquid in an 
infinite half space, with a constant subfreezing temperature at the surface. This 
problem is typical of classical single phase Stefan problems, except it admits an exact 
similarity solution. The archetypal two phase Stefan problems first appeared in a 
series of papers by Stefan (after whom the problems are named) in 1889 and 1891. 
In [71] Stefan poses two problems in connection with freezing processes. Firstly he 
considers the freezing of a liquid, initially at some constant temperature above its 
fusion temperature and occupying the half space (x > 0), subject to a subfreezing 
temperature at the surface (x = 0). This problem admits an exact solution, the 
Neumann solution (so named because it was apparently given by Neumann during 
the 1860's, see Carslaw and Jaeger [9]). Secondly a Cauchy-Stefan problem is 
treated, where a material occupies the space -oo < x < oo, initially with the half 
space X > 0 containing liquid at a constant temperature greater than the fusion 
temperature and the half space x < 0 filled with solid at a constant temperature 
less than the fusion temperature. This problem also admits an exact similarity 
solution. Stefan applies similar models in [72] to describe a diffusion controlled 
acid-base neutralization confined to a narrow reaction zone, and in [73] to describe 
evaporation and condensation processes. 
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Stefan problems are often encountered in scientific, engineering and industrial 
applications, such as the casting of plastics or metal, the freezing or thawing of 
foods, ablation problems, degradation of permafrost and ice formation. In chemical 
engineering applications the 'shrinking core model' is an important model for the 
diffusion controlled reaction of a spherical particle. Schulze et. al. [61] use a 
single phase two dimensional Stefan problem to model the solidification of steel 
ingots. Krishnamurthy and Shah [40] use a single phase Stefan like model to 
describe the oxydesulfurization of coal. Lunardini [47], [48] and Sparrow et. al. 
[70] use two phase Stefan problems to model the outward thawing about a heated 
circular pipe. Multicompontent Stefan problems have been used by Weiner [83] to 
model alloy solidification, by Peel [55] to describe the formation of 'scales' on steel, 
and by Talmon and Davis [76] to model the melting or freezing of food products. 
Numerous other practical possibilities present themselves. Many other applications 
may be found in Bankoff [2], Rubinstein [58], Ockendon and Hodgkins [50] and 
Wilson et. al. [86]. The latter three references also serve as an invaluable source 
of general and specific reading concerning the formulation, solution and application 
of Stefan problems. 
When formulating a Stefan problem a number of simplifications are usually 
necessary in order to obtain a tractable problem. In particular the densities of 
the various phases are usually assumed to be equal and constant, eliminating 
awkward mass transfer problems and the possibility of convective heat transfer in 
any liquid phases. Clearly such an assumption is not always appropriate, and a 
discussion of this matter may be found in Rubinstein [59], Hale and Viskanta [28], 
and Ho and Viskanta [33]. The latter two papers also reinforce their discussions 
with experimental results. Wilson [85] contains a review of the literature in 
which attempts to accommodate density changes have been made. Typically it 
is assumed that the material undergoing phase change is a pure one, so that its 
fusion temperatures are constant. Various authors, such as Peel [55], Perkins [56] 
and Alexiades [1] have noted that in practice eutectic or multicomponent mixtures, 
where the diffusion of one or more components may significantly affect the fusion 
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temperatures, are often important. Usually the latent heat of fusion (or phase 
change) is taken to be a positive quantity, although a negative latent heat may 
be regarded as corresponding to the presence of a supercooled or superheated 
phase. Elliott and Ockendon [18] consider this latter situation and conclude that 
such a model is unlikely to predict the phase boundaries which actually occur in 
superheated or supercooled materials. 
The mathematical formulation of a classical Stefan problem assumes that heat 
conduction in each phase obeys an equation of the form 
= V.(/cVT), (1.1.1) 
where the heat capacity c and thermal diffusivity k may be functions of the 
temperature T and are generally different functions for different phases. If 
F(x,t) = 0 is the equation of the moving boundary separating phases 1 and 2, 
then the condition that phase changes occur isothermally becomes 
T i ( x , i ) = T2(X,Í) = Tf on F{x,t) = 0, (1.1.2) 
where Tf is the appropriate fusion temperature and Ti and T2 denote the 
temperatures in phases 1 and 2 respectively. By considering the conservation of 
thermal energy across a moving boundary F{x,t) = 0 the Stefan condition 
p L ^ = V F . [ k V T ] l l ^ l on F ( x , t ) = 0 , (1.1.3) 
is deduced. Here the notation [Q]phasg2 the difference in the quantity Q 
as approached from the two different sides of the moving boundary. Specifically, 
this condition is derived by equating the heat absorbed or liberated in an infinitesimal 
volume, about a point on the boundary, swept out by the moving boundary during 
an infinitesimal time interval with the jump in heat flux across the boundary at 
that point. A complete physical derivation of this equation may be found in the 
introduction to Rubinstein [58]. As well initial temperatures and temperatures at 
some fixed boundaries are necessary for a complete specification of the problem. 
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Many variations on this general theme are possible. For instance, a source term 
may be added to the Stefan condition to account for heat input in addition to 
the release of latent heat at the moving boundary, as might occur in welding or 
ablation problems, or a source term in the equations to allow for effects such as 
body or Joule heating. 
The only general class of exact solutions available for the Stefan problem are 
the Neumann solution and its generalizations. These are similarity solutions for 
the multiphase Stefan problem posed on an infinite line or half-line with phasewise 
constant initial data, and in the latter case with constant prescribed temperature 
at the surface. Such solutions are widely known and may be found in Carslaw 
and Jaeger [9], Crank [12] or Weiner [83]. The question of the existence and 
uniqueness of a Neumann solution reduces to the problem of determining the 
solutions of a coupled set of transcendental equations. This matter is discussed 
by Rubinstein [58], where the existence and uniqueness is proven, given strictly 
monotone ordering of the initial data. Wilson [84] considers the existence and 
uniqueness of similarity solutions to planar multiphase Stefan problems in which 
finite jump discontinuities in temperature at moving boundaries are allowed, and 
also the effect of initial data which is not ordered monotonically, as well as a 
number of situations which lead to the nonexistence of similarity solutions. In 
Wilson [85] similarity solutions are given for planar multiphase Stefan problems 
in which the densities of various phases may differ. There are also a number 
of special solutions which exist. Carslaw and Jaeger [9] give similarity solutions 
for cylindrically symmetric two phase problems with a constant continuous line 
source at r = 0, and for the spherical or cylindrical growth of a solid from a 
supercooled melt. Zener [88] presents a similarity solution for spherical geometries. 
A number of special solutions are given by Furzeland [25]. Further exact solutions 
may be generated by introducing source terms into the heat equations or Stefan 
conditions, or by the use of an inverse procedure such as Langford's formal series 
solutions [43] where the temperature profiles and boundary conditions are found 
for a prescribed boundary motion. 
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A great deal of work, particularly over the last forty years, has been done 
proving the existence and uniqueness of solutions to various classical Stefan 
problems. However the classical analysis has been limited to one dimensional 
Stefan problems, and does not appear to generalize to more than one spatial 
dimension (Rubinstein [59]). Purely existential proofs, based on Schauder's fixed 
point theorem, for the single phase one dimensional problem were given by 
Evans [19] and generalized to include a quasi linear heat equation by Kyner 
[41], Constructive proofs for single and multiphase one dimensional problems, 
in spherical, cylindrical or planar coordinates, are given in Rubinstein [58], where 
the Stefan problem is reduced to an equivalent system of integral equations by the 
application of Green's functions (source solutions). A solution is then constructed 
by an iterative process which is shown to constitute a contraction mapping. More 
recently, Kinderlehrer and Stampacchi [39] and Duvaut [16] have reduced one 
phase and multiphase problems, respectively, to variational inequalities and shown 
the existence of solutions by convexivity arguments. Fasano and Primicerio [20], 
[21], and [22] prove the existence of solutions to quite general single and two 
phase Stefan problems by reformulating the Stefan condition as an integral relation 
and constructing a sequence of approximations to the moving boundary. These 
authors also provide extensive references to other recent works in this field, while 
a brief history of earlier works may be found in Rubinstein [58]. The existence 
and uniqueness problem for multidimensional Stefan problems has been solved 
by introducing 'weak' solutions, formulated in terms of the enthalpy or total heat 
content of the substance undergoing phase change. Oleinik [51] and Friedman 
[24] have proved the existence of unique weak solutions to classical two phase 
multidimensional Stefan problems, and a proof based on numerical finite element 
approximations may be found in Elliott and Ockendon [18]. 
Numerous numerical schemes for the solution of Stefan problems have been 
proposed. Tao [78] uses an explicit finite difference and boundary tracking 
technique to solve one dimensional, single phase Stefan problems in planar, 
cylindrical and spherical geometry. Sparrow et. al. [70] use a boundary fixing 
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transformation to reduce a two phase problem to a nonlinear fixed boundary 
problem which is then treated numerically. Crank and Pahle [13] and Crank 
and Gupta [14] employ the isotherm migration method, in which the position 
of an isotherm is determined numerically as a function of time and temperature, 
applying this method to one and two dimensional multiphase Stefan problems 
respectively. More recently, Talmon, Davis and Scriven [77] have adapted the 
method to allow for the appearance or disappearance of a moving boundary, and 
for a Newton radiation condition on a surface. Boundary integral methods have 
been used to solve both genuine Stefan problems and steady state approximations 
to Stefan problems (where the heat equation is replaced by Laplace's equation, 
see for example O'Neill [52]). Chuang and Erich [10] and Erich, Chuang and 
Schwerdtfeger [17] use such a procedure to solve a genuine two phase Stefan 
problem for a sphere. Of particular importance for the classical Stefan problem 
are the so called enthalpy methods, which are based upon the 'weak' enthalpy 
formulation of the problem. These techniques are described in detail in Elliott 
and Ockendon [18], which also includes many references to the vast literature 
associated with weak solutions of the Stefan problem. Most of the numerical 
solutions presented in this thesis are calculated using a finite difference enthalpy 
method, with the method of Voiler and Cross [81] to give a smooth moving 
boundary. Various other numerical procedures are described in Rubinstein [58], 
Ockendon and Hodgkins [50], Wilson, Solomon and Boggs [86] and Lewis, 
Morgan and Schrefler [46]. As well Crank [11], Fox [23], Furzeland [25] and 
Shamsundar [64] present reviews describing, comparing and evaluating various 
numerical schemes. 
Many approximate analytical methods, particularly for single phase one 
dimensional problems, have been proposed. One of the most widely known is the 
pseudo steady state approximation, where the heat equation is replaced by Laplace's 
equation. The validity of this method has been considered by many authors, such 
as Bischoff [3], and Pedroso and Domoto [53]. Perturbation solutions, for single 
phase spherical Stefan problems with constant surface temperature, have been 
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given by Pedroso and Domoto [53], [54], while Huang and Shih [34] produce 
perturbation expansions for single phase cylindrical and spherical problenns with 
constant surface temperatures. These solutions, however, become singular as the 
moving boundary reaches the origin, a problem which Riley, Smith and Foots 
[57] attempted to overcome by using two time scales and matched asymptotic 
expansions. Stewartson and Waechter [74] noted (for spherical geometries) that 
even the solutions of Riley, Smith and Foots [57] remained singular as the moving 
boundary neared the origin and were able to improve the situation but unable to 
remove the singularity. Soward [69] presents a compact treatment of the spherical 
and cylindrical problems and unifies and elegantly rederives many of the results 
of the previous authors. Jiji [35] considers a first order perturbation solution for 
the two phase Stefan problem arising from the freezing of a liquid surrounding 
a cool isothermal cylinder, Jiji and Weinbaum [36] and Weinbaum and Jiji [82] 
use matched asymptotic expansions to treat one dimensional two phase Stefan 
problems posed in finite linear or cylindrical domains. All of these perturbation 
solutions are, however, successful only when the ratio of the latent heat of phase 
change to the sensible heat of the phases (the Stefan number) is large compared 
to unity, that is when heat conduction proceeds very much more rapidly than 
phase change, 
A number of authors have obtained approximate solutions for one dimensional 
single phase problems by deducing integro-differential relations for the temperature 
and boundary position, and using these relations to generate a sequence of 
approximating solutions iteratively. Savino and Siegel [60] use such a method to 
analyse the freezing of a liquid near a cool wall, and Shih and Chou [65], and 
Shih and Tsay [66] employ such techniques to obtain approximate solutions for 
cylindrical and spherical single phase problems. Theofanous and Lim [80] obtain 
iterative solutions from an integral formulation of the classical single phase Stefan 
problem in a sphere, and Krishnamurthy and Shah [40] generalize their method 
to find approximate solutions for a Stefan-like moving boundary problem involving 
two chemical reactions. The convergence of such iterative integral methods is not 
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understood and solutions which have no sensible physical interpretation may by 
generated, as discussed in Chapter 2. 
Methods based on the use of an assumed functional form of the temperatures 
have been widely adopted. In Goodman's heat balance method [27], the heat 
equations are integrated over the appropriate phases to obtain overall energy 
balance conditions. By substituting an assumed temperature profile (usually 
quadratic or cubic in the spatial variable for one dimensional problems) and 
requiring the overall energy balance and Stefan conditions to be satisfied, a system 
of ordinary differential equations is found for the functions of time left unspecified 
in the assumed temperature profile. These may be integrated analytically or, 
more usually, numerically. Goodman [27] has used such a method to obtain 
approximate solutions to the one dimensional single phase Stefan problem, while 
Yuen [87] and Lunardini [48] have considered two phase cylindrical problems. 
This method may also be applied to multidimensional problems. The accuracy of 
the method has been examined by Langford [45]. Megerlin [49] has proposed 
a similar method, where an assumed temperature profile is substituted into the 
Stefan problem as is. This produces a series of ordinary differential equations for 
the functions of time left unspecifted in the original expression for the temperature. 
This technique is discussed extensively by Solomon [67]. A number of other 
methods, such as the finite Fourier transform technique of Selim and Seagrave 
[62], [63] may also be used to reduce the Stefan problem to a system of ordinary 
differential equations. 
Langford [43] gives formal series solutions for planar, cylindrical and spherical 
single phase Stefan problems, where the temperature (and thus the boundary 
conditions) may be calculated from a prescribed boundary motion. Langford [44], 
Bluman [4] and Tait [75] obtain series solutions for single phase problems by 
assuming a functional form of the moving boundary, which includes the Neumann 
solution as a special case. These pseudo similarity solutions are also discussed by 
Hill [29]. Tao [79] derives a formal series solution in terms of heat polynomials and 
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iterated error functions for the semi infinite planar two phase Stefan problem with 
arbitrary analytic initial and boundary data. Davis and Hill [15] consider the single 
phase Stefan problem for a sphere and employ a boundary fixing transformation to 
obtain a nonlinear partial differential equation which they solve by a formal series 
technique. Hill and Kucera [32] use a similar method to obtain an approximate 
series solution for the inward freezing of a sphere with a radiation surface condition. 
Boley [8] describes the embedding technique, in which each phase of a 
multiphase Stefan problem is imagined to be part of a fictitious body with fixed 
boundaries but undetermined boundary conditions. A series of nonlinear integral 
equations for these boundary conditions results. In [5] Boley obtains approximate 
and numerical solutions for a two phase planar Stefan problem using this method. 
Boley gives uniqueness and comparison theorems in [5], [6] and [7] which are 
used in conjunction with the embedding technique to construct upper and lower 
bounds on the solutions of a variety of multiphase Stefan problems. Kern [37] uses 
an integral result similar to that of Savino and Siegel [60] to obtain an upper bound 
on the time, considered as a function of boundary position, for a single phase 
planar Stefan problem. Using an analogous integral result Kern and Wells [38] 
obtain approximate solutions for the boundary motion in single phase cylindrical 
or spherical Stefan problem by assuming a linear temperature profile. Classer 
and Kern [26] apply this integral technique to obtain bounds for a planar Stefan 
problem with a nonlinear radiation boundary condition at the fixed boundary, 
1.2 Plan of this thesis 
This thesis is concerned with an integral formulation for the classical one 
dimensional Stefan problem. This formulation leads to an integral for the motion 
of the moving boundaries occurring in these problems, and allows upper and lower 
bounds on the motions to be deduced. The method generalizes to multiphase and 
nonlinear Stefan problems, and can cope with a variety of boundary conditions. 
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The relationship of this integral formulation to the enthalpy formulation of the 
Stefan problem is noted and exploited, particularly in the context of multiphase 
problems. As well, a number of standard methods and solutions are discussed in 
terms of this integral formulation, and are shown to arise in a simple and natural 
manner from it. The results of this thesis expand and generalize the isolated 
efforts of a number of authors, in particular those of Savino and Siegel [60] and 
Theofanous and Lim [80], who gave the integral formulation (in a modified form, 
and in the context of an iterative analytic approximation scheme) for single phase 
problems, and the works Classer and Kern [26] and Kern [37] who applied these 
integral formulations to planar single phase problems to obtain bounds on the 
moving boundary. 
In Chapter 2 the classical single phase Stefan problem for slabs, cylinders 
and spheres is considered. The problem is stated and nondimensional variables 
are introduced, in terms of which an integral formulation of the problem is derived. 
This formulation is derived both by direct integration of the partial differential 
equation and boundary conditions, and also by application of anti-symmetric 
Green's functions. Although these approaches are equivalent in the context of 
Chapter 2, they lead to different results in the case of the problem considered 
in Chapter 4. The iterative integral methods of Theofanous and Lim [80] and 
Savino and Siegel [60] are derived, and these methods discussed. Langford's [43] 
formal series solutions are obtained directly from the integral formulation. The 
generalization of the formulation to Stefan problems with time dependent boundary 
conditions and to problems with temperature dependent thermal properties are 
discussed. Finally the relationship of this formulation to the enthalpy formulation 
for a single phase Stefan problem is considered. 
Chapter 3 is concerned with obtaining upper and lower bounds on the 
moving boundaries which occur in the problems considered in Chapter 2. Using 
the integral formulation derived in Chapter 2, simple upper and lower bounds are 
found as a consequence of the maximum principle for the heat equation. The 
3 0009 03090 5710 
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pseudo steady state approximation to the temperature is shown to be an upper 
bound on the actual temperature for any prescribed boundary position, and this 
result is exploited to improve the upper bound on the boundary motion. The 
proof of this inequality also furnishes a new derivation of the formal integral for 
the boundary motion. It is also shown that this improved upper bound is the 
first order boundary motion arising from a formal perturbation series in the inverse 
Stefan number. The lower bound is improved by finding an upper bound on the 
speed of the moving boundary, and this together with an iterative application of 
the integral formulation of Chapter 2 produces a sequence of lower bounds which 
all better the initial lower bound. Only for very small Stefan numbers, however, 
do the higher order members of this sequence better the first. The generalization 
of these bounds to problems with time dependent boundary conditions and to 
problems with temperature dependent thermal properties are considered. The 
bounds are compared numerically and graphically with exact, approximate and 
numerical solutions, and possible means of further improving the bounds are 
discussed. 
In Chapter 4 the methods of Chapter 2 and Chapter 3 are applied to a modified 
single phase Stefan problem which arises from a chemical engineering application. 
The model considered by Krishnamurthy and Shah [40], for a diffusion controlled 
reaction problem where both an effectively instantaneous reaction (resulting in 
a moving reaction front) and a slow reaction (in the region behind the moving 
front) are present, is examined. After describing and formulating this problem, 
nondimensional variables are introduced in terms of which an integral formulation 
of the problem is obtained. For this problem the Green's function approach and 
the approach by direct integration result in different formulations. A formal integral 
for the boundary motion is obtained from the integral formulation and the methods 
of Chapter 3 are used to obtain bounds on the motion of the boundary. These 
bounds are further improved by showing the pseudo steady state concentration to 
be an upper bound on the actual concentration, and by finding an upper bound on 
the speed of the reaction front. Numerical and graphical results demonstrate that 
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very marked improvements can be obtained, and that under favourable conditions 
extremely tight bounds are possible. The results of this chapter yield the results 
of Chapter 2 and Chapter 3 as limiting cases. 
In Chapter 5 a multicomponent Stefan problem arising from the melting or 
freezing of a binary mixture is considered. In this problem there are two moving 
boundaries present, separating three distinct phases, with heat conduction occurring 
in two of the phases, and the third phase assuming a role analogous to the solid in a 
single phase melting problem. An integral formulation is obtained which generalizes 
the results of Chapter 2 for planar, cylindrical and spherical geometries, and which 
enables an integral relating the motion of moving boundaries. In this situation, 
however, the absence of another relationship between the moving boundaries 
means that it is not possible to obtain bounds on the moving boundaries explicitly. 
The pseudo steady state approximation for the binary mixture is discussed and the 
analytical difficulties in deducing the approximate boundary motions for cylindrical 
and spherical geometries are noted. The enthalpy of the binary mixture is found to 
occur in a natural way in the integral relation relating the moving boundaries, and 
this feature is exploited to obtain the generalization for an n-component mixture. 
As well, the presence of the enthalpy makes it an easy task to evaluate the integral 
in a numerical enthalpy scheme, so that it may be used as an independent gauge 
on the accuracy of such a scheme. Excellent results are obtained from a simple 
explicit numerical enthalpy method. 
In the final chapter, Chapter 6, a number of genuine two phase Stefan 
problems are considered. The integral formulations of Chapter 2 are generalized 
to obtain new formal integrals for the motion of the moving boundaries occurring 
in these problems. Upper and lower bounds for these boundary motions are 
obtained. The analysis is, not suprisingly, complicated by the presence of the 
second nontrivial phase. The problems considered are the inward thawing of an 
initially subcooled sphere, infinite circular cylinder and finite slab, or an initially 
subcooled solid contained within concentric spheres, cylinders or planes with a 
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variety of boundary conditions on the fixed surfaces. As well the outward thawing 
of an initially subcooled solid in an infinite region surrounding a sphere, infinite 
circular cylinder or plane is considered. The lower bounds found in Chapter 3 
are found in certain circumstances to be applicable. The relation of the integral 
formulation to the enthalpy of the material is discussed, and numerical and graphical 
comparisons of the bounds and integral results are made with numerical and exact 
solutions. 
Finally, in the Appendix, Langford's [43] formal series solutions for the 
Cauchy problem for a one dimensional heat equation in planar, cylindrical and 
spherical coordinates are considered. It is shown that these series solutions arise in 
a natural manner from an integral formulation of the problem, in the sense that the 
series may be deduce without explicit assumptions regarding the functional form of 
the terms involved. Further this derivation allows simple estimates on the growth 
of the terms of the series, and this allows a simple convergence proof. General 
expressions for the terms in the series are then deduced by means of generating 
functions. These functions occur in the formal series solutions of single phase 
Stefan problems considered in Chapter 2. The integral approach to these series 
also makes the relationship between the series solution for the Cauchy problem 
and the formal series solution for the Stefan problem apparent, and in particular 
why the same functions arise in each series solution. 
CHAPTER 2 
An integral formulation for single phase 
Stefan problems 
2 .1 Introduction 
In this chapter the classical single phase Stefan problem for a sphere, cylinder 
or slab, with a constant prescribed temperature or a Newton radiation condition 
at the surface, is considered. An integral formulation for the problem is obtained, 
and the results for the three geometries are derived and presented in terms of 
the function Kx(x ,y) , defined by equation (2.1.7). A formal integral for the 
motion of the moving boundary is obtained from the integral formulation. This 
integral is formal in the sense that it gives the time as an integral involving the 
unknown temperature and boundary position, but it may be used, as in Chapter 
3, to obtain upper and lower bounds for the boundary motion. The approximate 
iterative integral approaches of Savino and Siegel [60] and of Theofanous and 
Lim [80] which arise from this integral formulation are considered, and the formal 
series solutions of Langford [43] are derived from this integral formulation. Time 
dependent boundary conditions and problems where the thermal properties are 
functions of temperature are also considered briefly in Section 2 .6 . Finally in 
Section 2 .7 the relationship between the integral formulation and the enthalpy 
formulation of the problem is discussed. 
For definiteness the Stefan problems considered in this chapter will be taken 
to describe the inward thawing of a solid. We start with a solid contained in a 
sphere, cylinder or slab, occupying the region 0 : < r * < a * . Initially this solid is 
uniformly at its constant fusion temperature T* and at time t* = 0 and thereafter 
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the surface r* = a* is raised to a constant temperature T\ which is greater than 
the fusion temperature T*. Two boundary conditions will be considered, that of 
perfect thermal contact, so that there is a constant prescribed temperature at the 
surface r* = a*, and imperfect thermal contact which will be modelled by a Newton 
radiation condition. It is assumed that the material starts to melt immediately, 
giving rise to a sharp boundary r* = R*{t*) separating the solid and liquid phases. 
Heat is absorbed at this phase change boundary as the solid melts, while the 
remaining solid stays at its fusion temperature. Thus there is heat conduction only 
in the liquid phase, and the temperature in the liquid is denoted by T*{r*,t*). 
In nondimensional variables the problem becomes 
^ ' I f = (2.1.1) 
T ( l , i ) + / 3 | ^ ( l , t ) = 1, T ( H ( t ) , t ) = 0 , (2.1.2) 
= | f ( H ( í ) , í ) , ñ ( 0 ) = l , (2.1.3) 
where the parameter X is 0 for a slab, 1 for a cylinder and 2 for a sphere. The 
nondimensional temperature T , position r, boundary position R and time t , and 
the parameters a and (S are given in terms of the 'starred' dimensional variables 
by 
r = R(t) = t = -Js^t', 
T ( r , t ) = ( T V . t * ) - T ; ) / ( r . - T ; ) , (2.1.4) 
^ ^ ha 
Here the constants c, k, and p denote the heat capacity, thermal conductivity 
and density of the liquid, respectively. The densities of the solid and liquid are 
assumed to be equal. The latent heat of fusion is denoted L , and h is surface heat 
transfer coefficient. In the case of perfect thermal contact at the surface r = 1, (3 
is taken to be zero. It has been shown by many authors, including Fasano and 
Primicerio [20], [21], Rubinstein [58] and Solomon et. al. [68], that this problem 
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is well posed with a unique well behaved solution for all strictly positive a. and 
nonnegative The only exact solution for the problem (2 .1 .1 ) - (2 .1 .3 ) is the 
classical Neumann solution for X and jS zero, which is given by 




R(t) = 1 - -J^, 
where y satisfies the transcendental equation 
a 
M 




Before proceeding, we introduce here the functions Kx (x, y), and the pseudo 
steady state approximations. The functions Kx(x ,y ) provide a convenient means 
for deriving, manipulating and presenting various results for the three geometries 
in a single equation. They are defined by 
K x ( x , y ) = äl X = 0 , 1 , 2 , (2.1.7) 
where x and y are restricted only by the requirement that the integral should exist. 
Specifically, for the three different geometries we have 
Kq{x,i;) X - y, (slab), 
K i ( x , y ) = logx - logy, ^ > 0, (cylinder), (2.1.8) 
- > 0 , y ' (sphere). 
Note that K x ( x , y ) satisfies Laplace's equation in the appropriate coordinates, in 
both of its variables and that it is anti-symmetric in these variables. The pseudo 
steady state approximation for the problem (2 .1 .1 ) - (2 .1 .3 ) is obtained by neglecting 
the time partial derivative in (2.1.1) , that is by replacing the heat equation with 
Laplace's equation. The resulting approximations to the temperature and time, 
as function of position r and actual boundary position R are given in terms of 
K x ( x , y ) by 
Tpss(r,/?) = ^J T i\\\±,r\ I 
(2.1.9) 
ß + K x ( l , R ) ' 
il 
tpss(H) = a 
R 
An integral formulation for single phase Stefan problems - 1 8 -
The reason for choosing R as the independent variable and ipss as the dependent 
variable is made clear in Chapter 3. This approximation can be shown to be 
asymptotically valid for large a (see Pedroso and Domoto [53], who consider the 
spherical case), and is discussed more fully in the next chapter. 
2.2 Integral formulation by direct integration 
In this section the integral formulation of the Stefan problem (2.1.1)-(2.1.3) 
is obtained by direct integration. Integrating the heat equation (2.1.1) from R{t} 
to some r > R{t) we have 
{r,t) = - cxR{t)R{t)^, (2.2.1) 
dr J^(^) dt 
where the Stefan condition (2.1.3)i has been used to substitute for the flux at 
r = R{t), and where the dot denotes differentiation with respect to time. Dividing 
this equation throughout by r^ and again integrating from R{t) to r gives 
T{r,t) = 
Hit) (I) -aR{t)R{t)^ r 
dy . . (2.2.2) 
R{t) V 
Since the integrand in the double integral is bounded over the triangle of integration 
(for all values of R(t) if X = 0 , and for all value of i? (t) > 0 if X > 0 ) , the order 
of integration may be reversed to give 
- aR{t)R{t)^Kx{r,R{t)), (2.2.3) 
R(t) ^^ 
T{r,t) = 
where the function Kx(x,y) is defined by (2.1.7). 
Applying condition (2.1.2)2 the temperature at the moving boundary to 
equations (2.2.1) and (2.2.3) allows the time partial derivative to be shifted outside 
the integrals, and then the terms containing the velocity of the moving boundary 
can be absorbed into the integrals. Thus we have 
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and integrating this expression from time zero to time t. gives the formal integral 




Equations (2.2.5) and (2.2.6) constitute the integral formulation of the problem. 
Assuming that the T ( r , i ) and R{t) which occur in the integral formulation are 
sufficiently differentiable, and that R {0 ) = 1, it is not difficult to derive the original 
Stefan problem (2.1.1)-(2.1.3) as a consequence of (2.2.5) and either of (2.2.6) 
or (2.2.7). A short calculation shows that the Neumann solution (2.1.5)-(2.1.6) 
satisfies (2.2.5), (2.2.6) and (2.2.7) with X and 0 zero. 
It may happen in some situations, particularly in chemical and metallurgical 
applications, that the initial position of the moving boundary does not coincide 
with the fixed face r = 1, so that initially the function T must be prescribed in 
the interval (i?(0), 1), and (2.1.3) is replaced by 
= R I O ) = HO < 
^^ (2.2.8) 
T ( r ,0 ) = 0 ( r ) > O for RQ < r < 1. 
In this situation, clearly (2.2.5) and (2.2.6) remain valid (for ¿ > 0), but the formal 
integral for the boundary motion, (2.2.7), must be modified. The appropriate 
result is easily seen to be 
.1 
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Finally, it is clear that the results of this section apply also to outward freezing or 
thawing problems, that is where the moving boundary moves out from r = 1, 
away from the origin. In such a case, however, we must have (3 <0. 
2.3 Integral formulation by Green's functions 
Before proceeding to derive the integral formulation (2.2.5)-(2.2.7), we list 
a number of results concerning the solution of second order initial value problems. 
To avoid confusion we use r as the independent variable, rather than t, and use 
a prime to denote differentiation with respect to r. The second order initial value 
problem 
L [u ] = ( pu ' ) ' + qu = / , u ( a ) = A , u ' ( a ) = B , (2.3.1) 
where p , q and / are sufficiently smooth functions of r has the formal solution 
K * { r , i ) f { ^ ) d i + ciui (r ) + cgugir). (2.3.2) 
Here the functions ui and U2 are linearly independent solutions of the equation 
L[u] = 0, and the anti-symmetric Green's function K*{r,^} is given in terms of 
these functions by 
K * ( r , ? ) = ¿ (u i ( i )u2 ( r ) - ui(r)u2(«) ) , (2.3.3) 
where the constant cj is determined from p(r ) and the Wronskian of ui and U2 
by 
cj = p(r)W/[ui,U2; r]. (2.3.4) 
The constants ci and C2 are determined from the initial values at r = a after ui 
and U2 have been chosen. These results remain valid if the function / and the 
constants a, A and B are allowed to vary with some parameter. 
uir) = ' ' 
An 'initial value' problem of the form (2.3.1) can be obtained from the Stefan 
problem (2.1.1)-(2.1.3) by using the heat equation (2.1.1) and the two conditions 
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(2.1.2)2 and (2.1.3) on the temperature and heat flux at moving boundary. 
Specifically, the self-adjoint operator is taken to be the spatial Laplacian occurring 
in (2.1.1), the function / to be , with the temperature and heat flux prescribed 
at R(t). Thus it is necessary to find linearly independent functions ui and U2 
which satisfy Laplace's equation in the appropriate coordinates and constants ci 
and C2 such that 
ciuiir) + C2U2(r) = 0, r = R{t), 
and (2.3.5) 
ci^(r)-Hc2^(r) = -aRit), r=R{t). 
This is easily done, and the obvious choices for ui, U2, ci and C2 are 
ui(r) = Kx(r,/?( i ) ) , U2(r) = 1, 
ci = -aR{t)R{t)^, C2 = 0, 
where Kx(r , i? ) is defined by (2.1.7). 
(2.3.6) 
To find the Green's function K*, we may readily deduce from (2.3.4) and 
(2.3.6) that 0) = -1, and hence 
K * ( r , f ) = - ( K x ( i , / ? ( i ) ) - K x ( r , i ? ( i ) ) ) = K x ( r , ? ) . (2.3.7) 
It follows from (2.3.2) that 
T{r,t) = - aR{t)R{t)^Kx{r,R{t)), (2.3.8) 
Hit) ' ^^ 
which, on applying boundary condition (2.1.2)2 and the Stefan condition (2.1.3), 
gives the result (2.2.5), and this may be differentiated with respect to r, noting that 
by definition Kx (r, r) = 0, to give (2.2.4). In precisely the same way as in Section 
2.2, equations (2.2.6) and (2.2.7) or (2.2.9) may be deduced. The advantage of 
this approach over the method used in Section 2.2 is that it may readily be applied 
to problems where the heat equation has been modified to include a source or 
sink term of the form q{r)T. Such a situation occurs in the problem considered in 
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Chapter 4, where Hill [30] has shown that the integral formulation arising from the 
application of Green's functions is superior to the complicated formulation arising 
from direct integration. 
2 . 4 Integral formulation as an iterative scheme 
The procedure of Savino and Seigel [60], Theofanous and Lim [80], Shih 
and Chou [65] and Shih and Tsay [66] is to regard the time t and temperature 
T as functions of the boundary position R, and to obtain approximate analytical 
solutions from an iterative scheme based on an integral formulation of the problem. 
This procedure is clearly valid only if the boundary position is an invertible function 
of time but it is well known , and physically apparent, that this is the case for 
A A 
the problems considered in this chapter. Using the notation T(r,R) and t{R) to 
denote the temperature and time, respectively, as functions of boundary position 
R , so that 
f(r,R{t)) = T{r,t), f{r,R) = T(r,i(/?)), (2.4.1) 
the integral formulation (2.2.5)-(2.2.7) can be written as 
- - 1 
T(r,R) 
ld i? j 
A 
= i ^ i [dR. 












where t^ssi^) is given by (2.1.9)2- Dividing (2.4.2) by (2.4.3) gives 
T(r,R) = 
A 
- a R ^ K x { r , R ) + Ĵ  ?^Kx(r, f d? 
(2.4.5) 
- a R M K x d . R ) + + b i f i d i 
which is used to obtain iterative approximations for the temperature. These can 
then be substituted into (2.4.4) to obtain estimates of the time as a function of 
boundary motion. 
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The usual iterative scheme derived from (2.4.4) and (2.4.5) is 
A 
- a R ^ K , ( r , R ) + ^^Kx(r, ^ R ) d j 
A 
- a H M K x d , / ? ) + î h M K x ( l , Î ) 
tn + i(R) = hssiR) + i M K x ( l , i ) 
(2.4.6) 
where the initial estimate for the temperature is taken to be the pseudo steady 
state approximation (2.1.9)i, although the pseudo steady state approximation 
itself arises from this scheme if we use the initial approximation T _ i = 0. As is 
shown in Chapter 3, starting from the pseudo steady state approximation results 
A 
in tQ and ¿i being lower and upper bounds, respectively, on the actual time 
t{R). Whatever differentiable function is taken as the starting approximation, all 
subsequent approximations satisfy the boundary condition at r = 1 and vanish at 
r = R{t). The boundary motion is determined from the integral (2.4.6)2, which 
A 
is generally less sensitive to errors in the approximate temperatures T^(r,R) than 
is the differential Stefan condition. In practice the algebra involved in calculating 
the approximations rapidly becomes prohibitive and it is usually not feasible to go 
beyond T i and ¿2- However, the results obtained from even these approximations 
are seen to be accurate for short times. For the cylinder and sphere (X = 1,2) 
iterations of order 2 or higher may behave in a physically unacceptable manner 
as R nears the origin. 
For the slab (X = 0) we obtain the following approximations for the temperature 
Toir,R) = 1 + ^ ^ K ' 
(r - R) Ceail + ^ - Rf + 3{1 + ^ - R){r - R) - {r - Rf~ 
Ti{r,R) = i 1 
2 ^ {3cc -h 1){1 + (3 - Rf - ^^ 
(2.4.7) 
In Figure 2.1, f i is compared with a numerical solution at three equally spaced 
positions of the moving boundary R = 0.66, 0.33 and zero, for a = 0.1 and 
A 
= 0.5. For larger values of a , and the numerical solution are indistinguishable 
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FIGURE 2.1 
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P o s i t i o n r 
Comparison of T i ( - - - ) , {2.4.7)2, with numerical temperatures 
w i th« = 0.1 andiS = 0.5. 
for the slab 
FIGURE 2.2 
Comparison of ¿0 (• • • ), i i ( j a n d i g i - - - ) / (2.4.8), with the numerical bound-
ary motion ( ) for the slab with a = 0.1 and = 0.5. 
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graphically. The first three approximate boundary motions are given by 
toiR) 
ti(R) = toiR) + 
^{l + 2ß -R)(l-R), 
- (l + 3ß - R 
6 
t2(R) = to(R) -h 
a-RY 
4 0 
 L ÖP n\ 
\1 ß - R r 
2 0 a ( l -f /3 - Rf(l + 3ß -R) 
-h5(l -h /3 - R)(l + - R)(l - R) 
-(l + 5ß - R)(l - Rf 
(3a + 1)(1 + ß - Rf - ß^ 
(2.4.8) 
^ 
A short calculation shows that ¿q < t2 < ti ior a\\ a > 0 , j 8 > 0 and R < 1, 
so that ¿2 llss between known bounds. These approximate times are compared 
with the numerical solution for o; = 0 .1 and (3 = 0 . 5 in Figure 2 .2 . The rapid 
convergence of the scheme is noted. For larger values of a the convergence is 
actually so good that it is virtually impossible to distinguish between the numerical A 
boundary motion and t2(R). 
For the slab (X = 0 ) , with ¡3 zero it is a simple matter to show, inductively, 
that if 
To(r,R} = r - R 1 - /? ' 
(2.4.9) 
(that is, the pseudo steady state approximation) then every approximate solution 
generated by the scheme (2.4.6) has the form 
2n + 1 ^ ^ p . fc ,n / r — n 
tjR) = f i l - R } ' , 
(2.4.10) 
(2.4.11) 
where the constants a ¡J and b^ are given by 








a n+l _ 2n+3 ~ 
2n -h 1 
a 
(2n -h 2)(2n 3) 2n + 
2n + l 
l/i^n, 
bn = « + 2 E a"/(/c -h 1)(/C -h 2). 
Numerical results indicate that the sequences (ajj) converge, for each /c, as n ^ oo, 
and moreover that 
= T{r,t), (2,4.13) 
where T(r,t) is the exact temperature (2.1.5)i. Comparing the approximations 
(2.4.11) with the exact expression for the boundary motion (2.1.5)2 results in a 





In Table 2.1 the first four of these approximations are compared with exact values 
of 7 for a variety of a . These results indicate a rapid convergence of this sequence, 
particularly for large values of a . In general it appears that the integral iteration 
scheme does converge to the exact solution for planar geometry corroborating the 
claims of Savino and Seigel [60]. 
For the cylinder (X = 1), the first two approximate temperatures are 
T (r R) -
r i ( r , i ? ) = 
R 
4aiß - logRf - 2{ß - log/?) - l| log ^ 
+ (1 -H ß){r^ - _ (r^logr - R ^ h q R ) (2.4.15) 
4a(ß - \oqR f + 2(1 -f 2/3) log/? - 2(log/?)^ 
+ (1 + 2iS + 202^(1 - /?2) 
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TABLE 2.1 
a 7 \/a 1/bo 1/bi l/b2 J l /bs 
0.1 3.1599 10.00 2.3077 3.0233 3.1874 3.1726 
0.2 2.2459 5.00 1.8750 2.2222 2.2554 2.2470 
0.5 1.2819 2.00 1.2000 1.2821 1.2827 1.2819 
1.0 0.7689 1.00 0.7500 0.7692 0.7690 0.7690 
2.0 0.4321 0.50 0;4286 0.4321 0.4321 0.4321 
5.0 0.1878 0.20 0.1875 0.1878 0.1878 0.1878 
10.00 0.0968 0.10 0.0968 0.0968 0.0968 0.0968 
Comparison of 7 (2.1.6) with the first 4 terms of the approximating sequence (2.4.14) 
arising from the integral iteration method, for a variety of values of a . 
and the first three approximations for the boundary motion are, 
(1 -h 2/3)(l - R^) + 2/?2log/? 
tiiR) = tQ(R) -f- i 
t2{R) = to(R) 
{I + 2ß ^ R^) -
1 4- 2ß(l + ß) -
ß - log/? 
-h 
(3 -I- 12/5 + 8^2^(1 - -f 4/?2 (3 -h 4ß)R^ + 8/3(1 -f iS)]logH 
^ 2(1 -H 2ß))(\oQRf 
-32aRHß - logi?)^[(l + ^ ) ( l - R^) -f ( l + 20 -h R ^ a q R 
32 
R 4q:(/3 - logH)^ -f 2(1 -f 20) log/? - 2(log/?)2^ 
+ (1 + 20 -F 202)(I _ 
(2.4.16) 
A 
In Figure 2.3, Ti is compared with a numerical solution for a = 2.0 and (3 = 0 . 0 
at four equally spaced positions of the moving boundary R = 0.75, 0.50, 0.25 
and 0.0. The agreement between the numerical solution and the approximate 
A 
solution 7 i is good at the first three boundary locations, but near R = 0 . 0 there 
A A 
is a drastic change in r ^ . This change in the concavity of T^ occurs roughly as 
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FIGURE 2.3 
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P o s i t i o n r 
Comparison of T^ ( ), (2.4.15)2, with numerical temperatures ( — ) for the cylinder 
with q; = 2.0 and 0 zero. 
FIGURE 2.4 
Comparison of tg ( - ' - } , t i i - - - ) and ¿2 ( - • (2.4.16), with the numerical 
boundary motion ( — ) for the cylinder with a = 2.0 and /3 zero. 
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the boundary moves from 0.1 to 0.0, the exact position of the inflection depending 
on the values of a and (3. For small enough a and 13 it does not occur at all. 
A ^ 
However, the effect of this change in T^ on ¿2 may be clearly seen in Figure 
2.4, where tQ, ti and ¿2 ^^^ compared with the numerical boundary motion for 
A 
a = 2.0 and /3 = 0.0. The function ¿2 is no longer invertible, having a maximum 
at approximately R = 0.04, and the only physical interpretation of this is that 
a second moving boundary appears at the origin and advances outward until it 
meets the first boundary. This is an absurdity, and violates Fouriers's law, as well 
as the assumption of invertibility on which the iterative scheme is based. However, 
¿2 is still bounded by to and ¡i for all values oi a > 0, (3 >0 and 0 < R < 1. 
For the sphere (X = 2) the first two approximations to the temperature are 
given by 
T (r R) - ^ 
- + - D R ) ' 
f a ( r ,H) = ( i l ^ ) x 
' 6aR[l + - DRf + (r - R)[3 + {(3 - l ) (r 4- 2R)] 
3a/?[1 + (0 - DRf 4- 3/3(1 - R)[l + - l)Rf -h (0 - 1)^(1 - R)^ 
(2.4. i7) 
and the first three approximate boundary motions are given by 
to(R) = |(1 - R)\{1 + 2ß)(l -f- i?) -H 2{ß - l)/?2 
ti(R) = to(R) + 
t2(R} = to(R) 
(1 - Rf/l + 2ß + (ß - DR 
+ (0 - Di? 
-f il-RY 10 
5aR (1 -h (0 - DRfa + 2ß ^ (ß - DR) 
+ 50(1 - R)(l iß - DR) ^ iß - 1)^(1 - RY 
'3ß(l - R)(l + iß - DR) + (ß - 1)^(1 - R)^' 
-H3ai?[l + (ß - 1)/?]' 
(2.4.18) 
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A 
In Figure 2.5, T^ is compared with a numerical solution for a = 2.0 and (3 = 1.0 
at four equally spaced positions of the moving boundary R = 0.75, 0.50, 0 .25 
and zero, and again the approximate solution fails as the moving boundary nears 
the origin. In Figure 2.6 the approximate boundary motions tQ, t i and ¿2 are 
compared with the numerical solution, for the same values of a = 2.0 and 
ts ^ 
/3 = 1.0, and again ¿2 Is not uniquely invertible but remains bounded by tQ and 
A t i -
As a consequence of the behaviour of T i for the cylinder and sphere with 
A 
large values of a and ¡3, vanishes at some value of R . Since the denominator 
X di 
of T2 is precisely , this suggests that at this value oi R, T2 will have a singularity, 
and an extensive calculation confirms this. Evidently this singularity is propagated 
endlessly down the iterative chain. This, as well as the extensive calculations 
necessary to obtain further terms in the sequence, would seem to be sufficient 
reason to proceed no further with the iterative integral scheme for cylinders and 
spheres. However, the approximate temperatures and boundary motions seem to 
agree excellently with numerical results for short times, particularly for large a and 
small jS. The singularities and peculiar behaviour occurs only for small values of 
R and for larger values of a and (3, and are probably due to the singular nature 
of the problems as the boundary nears the origin. Further the standard iterative 
integral method (2.4.6) is not the only iterative scheme which may be derived from 
(2.4.5) and (2.4.4), and it may be possible to find superior schemes. A detailed 
analysis of the convergence of such schemes seems warranted, particularly in light 
of their wide spread use in chemical engineering applications, where none of the 
authors Theofanous and Lim [80], Shih and Chou [65] and Shih and Tsay [66] 
are aware of the unphysical behaviour of ¿2 ôr spheres and cylinders. 
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Comparison of f ^ ( ), (2.4.17)2, with numerical temperatures ( — ) for the sphere 
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FIGURE 2.6 
Comparison oi tQ {•-'), tii- - - ) and ¿2 ( - • -h (2.4.18), with the numerical 
boundary motion ( — ) for the sphere with a = 2 .0 and jS = 1.0. 
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2.5 Langford's formal series solutions 
Langford [43] gives general series solutions for the one dimensional heat 
equation in planar, cylindrical and spherical geometries with temperature and 
heat flux functions prescribed on a fixed plane, cylindrical or spherical surface. 
Using these solutions Langford [43] is able to solve the inverse Stefan problem, 
that is where the boundary motion R(t) is prescribed, and the temperature is 
to be determined using this information. By determining the temperature it is 
of course possible to find the boundary conditions necessary to produce the 
prescribed boundary motion. Alternatively, by using Langford's results it is possible 
to write down an infinite order differential equation for the boundary motion if 
boundary conditions are prescribed, however it is not possible in general to solve 
this differential equation. In this section Langford's formal series solutions for the 
Stefan problem are derived directly from (2.2.5), while Langford's general series 
solutions for the heat equation are considered in the Appendix, where many of 
the results used in this section may be found. 
By substituting the expression (2.2.5) for T ( r , t ) into the right hand side of 
(2.2.5) we find 
R it) (7 t " - — / . Rit) R(t) 
df Rit) R(t) 
(2.5.1) 
By again using (2.2.5) to substitute for T(r,t) on the right hand side of this 
expression, and continuing this process of substitution indefinitely we find, assuming 
that the term explicitly containing the temperature T on the right hand side tends 
to zero, that 
= a £ (2.5.2) 
n = 1 at " 
where the functions C^(r,R) are determined by 
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Cn + if'-.i?) = ] n > 0 , C ^ ( r , R ) = l . (2.5.3) 
R 
Explicit formulae for C M o r X = 0 , 1 , 2 are given in the Appendix, and using 
these formulae and (A .2.8) it is not difficult to show that (2.5.2) formally satisfies 
the heat equation, vanishes at r = R(t) and formally satisfies the Stefan condition 
at r = R(t). If boundary conditions are prescribed, then by substituting the 
expression (2.5.2) for T(r,t) into these conditions, an infinite order differential 
equation for R(t) may be found. 
Using the results of Section A.4 we have, for the slab 
As an example, if we take R(t) = 1 + yt we find the well known solution 
T(r,t) = a £ - 1 - ytr = a [exp (7 ( l + yt - r)) - 1], 
n = l (2.5.5) 
R(t) = 1 + yt. 
Similarly using the results of Section A .4 we find that for the sphere 
^ J 
So, assuming a constant velocity for the moving boundary, R(t) = 1 + yt, we 
obtain Langford's solution 




2 - yr + (2y + 2y^t - 2 - 7 r ) e x p 7 ( l yt - r) 
yr 
Note that if 7 < 0 , (the boundary moves toward the origin), the temperature at 
r = 1 is initially zero, becomes positive and by the time the boundary reaches 
the origin at time t = - I / 7 has become negative. Since T(r,t) and its first 
derivatives are continuous, this means that near r = 1 the temperature has changed 
signs without releasing or absorbing latent heat. Physically this corresponds to a 
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pool of supercooled liquid near r = 1, and is not acceptable if we assume that 
the material changes phase whenever its temperature changes sign. Evidently the 
problem arises because it is necessary to dramatically reduce the heat flux at the 
boundary as it nears the origin in order that the velocity should stay constant. 
For the outward moving boundary, 7 > 0, no such problem occurs since there 
is an explosive growth in temperature at r = 1 in order to supply sufficient heat 
to keep the expanding boundary moving outward at constant speed. 
2 .6 Extensions 
The simplest extension to the Stefan problem (2.1.1)-(2.1.3) considered here 
is to allow a time dependent boundary condition, that is to replace (2.1.2)i by 
T(l,t) = / ( 0 , (2.6.1) 
o r 
where f(t) is some function which does not change sign and thereby avoids the 
complications associated with a second moving boundary. In such a case equations 
(2.2.4) and (2.2.5) remain valid, but (2.2.6) and the integral for the boundary 
motion (2.2.7) must be replaced by 
1 
= i +/3][T(? , i ) -h a i d ^ , (2.6.2) Rit) 
and 
pi pi 
g ( 0 = f { T ) d T = + / 3 ] [ T ( i , i ) -h (2.6.3) 
respectively. Similarly, an appropriate modification to (2.2.9) may be made. Note 
that, provided f(t) does not vanish on an interval, g{t) is an invertible function of 
time t, and that it is therefore theoretically possible to obtain an expression for t 
from (2.6.3). Since (2.2.5) remains valid, the formal series solutions of Langford 
given in Section 2 .5 can still be derived, but the integral iteration procedure given 
in Section 2 .4 is not possible with (2.6.2) replacing (2.2.6). 
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Another possibility is to allow the thermal conductivity /c to be a positive 
function of position r. In this situation equations (2.1.1)-(2.1.3) are replaced by 
T{l,t) + = 1, T(R{t),t) = 0, (2.6.4) 
— a 
dr 
dR = k(R(t))Ç^{R{t),t), R(0) = 1. dt '''dr 
These equations arise also from a 'shrinking core' model for a diffusion controlled 
chemical reaction occurring in an inhomogeneous plane, cylinder or sphere, and 
in such a context T represents nondimensional concentration and k (r) the position 
dependent diffusivity. Since we assume that k(r) > 0, the definition (2.1.7) of 
Kx (x, y) may be generalized to 
Kx(x,v) = dl X 
y 
(2.6.5) 
r M ? ) 
With this extended definition of Kx(x,y) all the derivations of Sections 2.2 and 
2.3 may be applied to this problem to give formally identical results. Clearly the 
integral iteration procedure given in Section 2.4 and the procedure of Section 
2 .5 for obtaining formal series solutions are also applicable, although the actual 
calculations may be more complicated. 
Finally we consider a Stefan problem with temperature dependent heat 
capacity and thermal conductivity, and fixed temperature at r = 1, namely 
7 ( 1 , 0 = 1, T(R(t),t)=0, (2.6.6) 
- a ^ = MO)|I(i?(í),í), R(0) = 1, 
where c(T) and k (T) are strictly positive functions of T. Using the functions A (T) 
and B(T) , (or with a slight abuse of notation A(r,t) and B(r,t)), defined by 
A(T) = B(T) = 
T 
(2.6.7) 
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the problem (2 .6 .6) becomes 
dt 
B ( l , t ) = B i = B(R(t),t) = 0 , 
= R(0) = 1. 
(2.6.8) 
Proceeding as in Section 2 . 2 or Section 2 . 3 we obtain an integral formulation 
+ (2.6.9) 
R - d 





where Kx(r, J ) is given by (2 .1 .7 ) . Integrating (2 .6 .10) with respect to time gives 
the integral for the boundary motion 
pi 
B i t = (2 .6 .11) 
Since c(T) and k(T) are assumed positive, A(T) and B ( T ) are invertible as 
functions of T , and therefore it is in principal possible to apply the integral iteration 
and formal series methods to these problems. It is apparent from (2.6 .9) that the 
case with Newton radiation (that is > 0 ) does not admit a similar analysis. 
2.7 Relation to enthalpy 
Finally in this chapter we consider the relationship of the integral formulation 
( 2 . 2 . 5 ) " ( 2 . 2 . 6 ) to the enthalpy formulation for the problem ( 2 . 1 . 1 ) - ( 2 . 1 . 3 ) . The 
enthalpy H represents the total heat content of a material at a given point (or 
temperature) and for a Stefan problem this includes the latent heat of phase 
change. It is easiest to define temperature T in terms of enthalpy H, for the 
problem ( 2 . 1 . 1 ) - ( 2 . 1 . 3 ) the appropriate nondimensional arrangement is 
(H - a if H > a , 
T = (2 .7 .1) 
10 if H E [ 0 , a ] , 
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so that H > 0 uniquely determines T > 0 . Conversely, H > a is uniquely 
determined by T > 0, but for T = 0, H is only required to lie between 0 and a . 
Since a is effectively the nondimensional latent heat, this situation represents the 
isothermal absorption of heat at the fusion temperature. Strictly, as the enthalpy 
is an energy content, H is determined only up to an arbitrary constant, which 
has been taken in (2.7.1) so that a totally frozen material at its fusion temperature 
T = 0 will have enthalpy H = 0. An enthalpy H = a is interpreted as a 
completely molten material at its fusion temperature 7 = 0, and an enthalpy H 
between these two extremes corresponds to an incomplete change in phase. 
As H represents the total heat content, from Fourier's law and the conservation 
of heat we may naively reformulate the problem (2.1.1)-(2.1.3) as 
, x â H = r < r < 1 
dt dr\ drr r^ < r < i, 
(2.7.2) 
7 ( 1 , 0 + = 1, = 0, H ( r ,0 ) = 0. 
or or 
where r̂  = - o o for the slab, and r̂  = 0 for the cylinder and sphere. The 
moving boundary does not explicitly occur in this formulation (which is one of 
the reasons for its popularity in numerical schemes), the position of the moving 
boundary being determined implicitly from the enthalpy H. Unfortunately, H is 
discontinuous at the moving boundary, (this is one of the ways of finding the 
moving boundary), and therefore (2.7.2) holds only in a weak sense, as outlined 
by Elliott and Ockendon [18], Friedman [24], or Rubinstein [58]. In particular, 
a classical solution must be a weak solution of a Stefan problem, although the 
converse need not be be true. 
In terms of the enthalpy H , the integral formulation (2.2,5), (2.2.6) becomes 
1 = d 
dt J 
(2.7.3) 
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0.8 0.0230 0.0233 0.1788 0.1791 
0.6 0.0815 0.0818 0.6112 0.6112 
0.4 0.1575 0.1578 1.1361 1.1364 
0.2 0.2314 0.2317 1.5914 1.5915 
0.0 0.2761 0.2757 1.8116 1.8060 
Comparison of the time taken for the moving boundary R to reach five equally spaced points, 
calculated from a numerical enthalpy scheme using the method of Voller and Cross [81] and 
the integral (2.7.4), for the sphere (X = 2) with ¡3 zero and a = 1.0 and 10.0. 
where, as before, r̂  = 0 for the cylinder and sphere and r̂  = -oo for the 
slab. Equations (2.7.3) may be deduced from the enthalpy formulation (2.7.2) 
by applying the procedures of Sections 2.2 or 2.3. The procedure of Section 2.3 
may appear more natural in this context. The integral (2.2.7) may now be written 
.1 
t = (2.7.4) 
which is a particularly convenient form for use in a numerical enthalpy scheme, 
where a vector of enthalpy values is usually available as a result of the calculations. 
In Table 2.2 estimates for the times taken for the moving boundary to reach five 
equally spaced positions, R = 0.8, 0.6, 0.4, 0.2 and 0.0, obtained using an 
explicit finite difference discretization of (2.7.2), the method of Voller and Cross 
[81] and a trapezoid rule to evaluate (2.7.4) are given for the sphere (X = 2) with 0 
zero, and two values of a . A step length dx = 0.05 and a ratio 5i/(5x)2 = 0.166 
are used, and excellent agreement between the times predicted by the method of 
Voller and Cross [81] and the integral (2.7.4) are noted. 
CHAPTER 3 
Bounds for the motion of the moving boundary 
for a single phase Stefan problem 
3.1 Introduction 
In many applications of Stefan problems it is the behaviour of the moving 
boundary, rather than the details of the temperature distribution, which is of primary 
practical importance. In a thawing problem it is frequently more important to 
determine how much of a body has melted in a given time than to find precise 
details about the temperature at that time. Since, however, very few exact solutions 
can be found, in most cases numerical or approximate analytical expressions for the 
boundary motion must be used. As Classer and Kern [26] observe, approximate 
analytic expressions are attractive in many engineering applications, since they can 
be easily and cheaply incorporated into complex models or optimization studies, 
where the use of a numerical solution would be more difficult or expensive. 
Approximate analytic expressions which provide reasonably tight bounds on the 
actual boundary motion are, of course, particularly attractive in such contexts. 
In this chapter the integral formulation discussed in Chapter 2 is used to obtain 
analytic expressions which are upper and lower bounds for the motion of the 
moving boundary arising in the Stefan problem (2.1.1)-(2.1.3). 
Of particular interest is the time tc taken for a solid to thaw entirely - again 
for definiteness we will take the melting problem described in the Section 2.1 as 
the underlying physical situation. For the one dimensional problems described by 
(2.1.1)-(2.1.3) tc is the time taken by the moving boundary R to reach the origin, 
so that tc is defined by R(tc) = 0 . Since we are considering a melting problem. 
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tc will be refered to as the time to complete melting (or thawing). For a single 
phase planar problem this definition of t̂  is, from a mathematical point of view, 
somewhat arbitrary, as there is nothing mathematically extraordinary about the 
moving boundary reaching the origin in such a case. For spherical and cylindrical 
problems the boundary can go no further than the origin and the problem becomes 
singular as the boundary reaches the origin. Nevertheless, even for the slab, the 
definition of tc is convenient for the purposes of comparison. 
Clearly, by using the integral (2.2.7) a bound for the temperature T(r , t) can 
be converted into a bound for the boundary motion, and in Section 3.2 simple 
upper and lower bounds for the boundary motion are found by exploiting the 
fact that the temperature in (2.1.1)-(2.1.3) has been nondimensionalized so that 
0 < T ( r , 0 ^ 1. The relationship of these simple bounds to the pseudo steady state 
approximation for the time (2.1.9)2 is also discussed. In Section 3.3, the pseudo 
steady state temperature (2.1.9)i is shown to be an upper bound for the actual 
temperature T(r,t), and this leads to a new upper bound for the boundary motion 
which improves the upper bound given in Section 3.2. In order to derive this 
inequality we must ensure that the pseudo steady state and actual temperatures 
have identical domains, which is the reason for using the actual boundary position 
R as the independent variable in (2.1.9). In Section 3.4 the first two terms of 
a regular perturbation series, in powers of for T(r,t) and t(R) are derived 
in a manner which makes clear their connection with the bounds of Sections 3.2 
and 3.3. 
In Section 3.5, an improved lower bound for the boundary motion is found. 
The most obvious approach to such a problem is, at first sight, to find a nontrivial 
lower bound for T(r,t). This, however, appears to be quite difficult and it is 
in fact simpler to adopt an alternative approach. An improved lower bound 
is found using an upper bound for -R(t), together with (2.2.5) and (2.2.7). 
The approach is conceptually distinct from that used in Sections 3.2 and 3.3, 
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although it could also be used to obtain upper bounds for the boundary motion if 
a lower bound for -R(t) were to be found. In Section 3.6 the methods used in 
Sections 3.2, 3.3 and 3.5 are applied, where possible, to obtain bounds for the 
problems considered in Section 2.6. Finally in Section 3.7 the bounds obtained 
in the previous sections are compared with numerical and exact solutions, their 
validity and utility is discussed, and possible means of improving the bounds are 
considered. 
3.2 Simple upper and lower bounds 
We may use the maximum principal for the heat equation (see Rubinstein 
[58], page 358 for example) to obtain the physically apparent inequalities 
0 < r ( r , i ) < l , (3.2.1) 
for the temperature T(r,t). Substituting these inequalities into the integral (2.2.7) 
gives the bounds 
a i :x ( i ? )< i< (a -h m ^ i R ) , (3.2.2) 
where the functions Ex (R ) are defined in terms of Kx (r, ̂  ) by 
1 
R 
Specifically, for the three geometries we have 
LoiR)= i ( l - /?)(! +2/5 - R ) , 
Ei(/?)= i [ ( l + 2/3)(l - i?2) + 2R^\oqR 
E2(i?)= i ( l - /?)[(! + 20)(1 + i?) - 1)h2 
Putting R = 0 in (3.2.2), we obtain the bounds 




2(X -H 1) 
(3.2.3) 
(3.2.4) 
2(X + D ' 
(3.2.5) 
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for the time to complete melting t^. 
In terms of Ex the pseudo steady state approximation for the time (2.1.9)2 
becomes 
tpssW) = aEx ( ^ ) , (3.2.6) 
so that (3.2.2) shows the pseudo steady state approximation to the time to be 
a lower bound on the actual time, or equivalently that the pseudo steady state 
boundary moves further than the real boundary in a given time. This is what one 
would expect, since replacing the heat equation by Laplace's equation is equivalent 
to assuming zero heat capacity, and therefore that heat is being absorbed only 
at the moving boundary. The pseudo steady state approximation (2.1.9)2 would 
therefore be expected to be asymptotically valid as the ratio of latent heat to 
sensible heat, a , becomes large. 
3.3 Improved upper bounds 
To improve the upper bound given in (3.2.2) we show that the pseudo 
steady state temperature (2.1.9)i is an upper bound on the actual temperature. 
To show this we require the physically apparent result that In order to 
demonstrate this inequality we note that u = ^ satisfies the (moving) boundary 
value problem 
u ( l , t ) + = 0 , u{R{t),t) = a | R ( t ) J s O , 
so that by the maximum principle (Rubinstein [58], page 358), u > 0 . 
We now proceed as in Hill [30], and define u{r,t) to be the difference 
v{r,t] = T(r,t) - TpJr,R{t]), (3.3.2) 
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so that u(r,t) satisfies the homogeneous (moving) boundary value problem 
drV dr) " ' JT' 
v(l,t) -h = 0, v(R(t),t) = 0. 
(3.3.3) 




where G*(r, is a symmetric Green's function given in terms of the functions 
K x ( r , ? ) b y 
- [ K x ( l , r ) -H/3]Kx(i,/?)/[Kx(l,/?) -h i f / ? < ? < r , 
- [ K x ( l , | ) + /3]Kx(r,/?)/[Kx(l,/?) +/3] if r < $ < l . 
(3.3.5) 
Since K x ( r , ^ ) > 0 when r > J we have G* (r, ^ ; R (t)) <0 over the range of 
integration in (3.3.4) and hence 
T(r,t) = T^ss(r,R{t)) + ( G^(r, ^ , i) d j 
(3.3.6) 
Note that by substituting the exact expression for T(r,t) in (3.3.6) into the Stefan 
condition (2 .1 .3) i , we obtain 
— a dR 1 + 4 -
dt /?MKx(1,/?) +/3] l dt } (3.3.7) R 
which integrates to give (2.2.7). 
From (2.2.7) and (3.3.6) we have 
t<ipss(i?) 4-
R 
¿ M K x ( l , i ) +/3]Tp33(?,/?)di, 
= aLxiR) + 
(3.3.8) 
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Moreover, since 0<Tpss(r , i?) < 1, this result improves the upper bound given in 
(3.2.2). For specific geometries we have 
2 
+ (slab), (3.3.9) 
f < a E l ( f ? ) + 1 [ (1 + 20 + _ (1 + 20 ,3 3 iq, 
(1 - i ? ) % l + 20 + (0 - 1)R 
where formulae for L x ( R ) are given in (3.2.4). For the times to complete freezing 
tc we have 
+ 20 ) , (cylinder), (3.3.12) 
+ 20 ) , (sphere). 
The upper bound for tc for the slab (3.3.12)i improves the corresponding result in 
(3.2.5), whereas the upper bounds for tc for the cylinder and sphere are identical 
in (3.3.12) and (3.2.5), since for the sphere and cylinder the pseudo steady state 
temperature reduces to a constant value of 1 when /? = 0. 
3.4 Relation to regular perturbation solutions 
Here we show that the lower bound in (3.2.2) and the upper bound in (3.3.8) 
are the boundary motions correct to order zero and order one, respectively, which 
arise from a formal regular perturbation expansion of the problem (2.1.1)- (2.1.3) 
in powers of Such perturbation solutions have been given for the sphere 
by Pedroso and Domoto [53], and for the cylinder and sphere by Huang and 
Shih [34]. These authors show that the first order correction for the temperature 
becomes singular for these geometries as the boundary approaches the origin, 
whereas the order one corrected approximation to the boundary motion is well 
defined for all boundary positions. In this section a new strategy is adopted to 
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obtain the first two terms of a regular perturbation expansion, which makes clear 
their connection with the results of the previous two sections. To do this it is 
convenient to introduce a new time scale 
T ^ t / a , (3.4.1) 
in terms of which the Stefan problem (2 .1 .1) - (2 .1 .3) becomes 
= I r i ^ ' l i ) ' (3.4.2) 
T ( l , r ) + | 3 | ^ ( 1 , T ) = 1, T{R{T),T) = 0 , (3.4.3) 
= | f ( i ? ( r ) , r ) , R(0) = 1. (3.4.4) 
We now assume that Tir.r) and R(T) may be expanded in a regular 
perturbation series 
T ( r , r ) = To(r ,r) + i T i ( r , T ) + o ( i ) , (3.4.5) 
and substituting this expression for T(r ,T) into (3.4.4) 
- f - = ^ ( « W ' - ) + ¿ ^ ( « W . r ) + . • • . (3.4.6) 
The approximate boundary motion is deduced using (3.4.6) to obtain an 
approximation to r as a function of boundary position R . Substituting (3.4.5) into 
(3.4.2) and (3.4.3) and equating like powers of A gives for TQ 
(3.4.7) 
To('-.r) + / 3 ^ ( 1 , T ) = 1, To ( i ? , r )=0, 
and for Ti 
ir\ dr I dr 
(3.4.8) 
T i ( l , r ) + r) == 0, Ti(R,r) = 0. 
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Solving (3.4.7) for Tq gives the pseudo steady state temperature 
TO(r,r) - Tp3s(r,/?(r)), (3.4.9) 
where T^̂ s is given by (2.1.9)i, and substituting this into (3.4.6) gives the zeroth 
order boundary motion, 
TO = Lxii?), (3.4.10) 
which is of course the pseudo steady state boundary motion. To solve (3.4.8) for 
Ti we proceed as in Section 3.3 and find that 
T i ( r , T ) = (3 .4 .11 ) 
^RIR) ^ ^ 
where G * (^ , r; /?) is the symmetric Green's function given by (3.3.5). Differentiating 
(3.4.11) with respect to r and substituting r - R(T) gives 
?MKX(1,?) + / 3 ] T o ( ^ r ) d ^ (3.4.12) 
R ' / ? M K X ( 1 , / ? ) -H/3]dr J 
from which we may deduce that the boundary motion, correct to order is 
r i = ExW) + ^ a R I K X I I , ^ ) + 0]Tp33(^i?)ci^ (3.4.13) 
R 
On reverting to the time variable t the zeroth and first order boundary motions 
tQ and ¿1 become 
io = ALX(R), 
that is, the lower bound in (3.2.2) and the upper bound from (3.3.8) respectively. 
These expressions are also equal to the zeroth and first approximations to the 
A tS 
boundary motion tQ and t i which arise in the iterative scheme discussed in Section 
2.4. It is interesting to observe that io can be obtained using the pseudo steady 
state temperature and Stefan condition (2.1.3)i, whereas ti arises from the pseudo 
steady state temperature via the integral (2.2.7). As noted, the pseudo steady state 
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temperature is an upper bound on the actual temperature so that substituting it 
into (2.2.7) produces an upper bound on the time. Since the pseudo steady state 
temperature coincides with the actual temperature when r = R ( t ) , the pseudo 
steady state temperature predicts a greater flux at r = R ( t ) than actually occurs, 
and therefore, when used with the Stefan condition, predicts a boundary which 
moves too rapidly. 
3 .5 Improved lower bounds 
In this section new lower bounds, which improve those given in (3.2.2), are 
derived. To do this we need the inequality 
+ 0 ] = (3.5.1) 
which is found by expanding (2.2.6), applying the inequality ^ ^ 0 (see Section 3.3) 
and differentiating (2.1.9)2- Substituting the expression (2.2.5) for the temperature 
T into (2.2.7) gives 
R ^R 
which integrates to give 
i = tpss + f + m x i L i n c c + T { r f , t ) ] d v d ^ , (3.5.2) 
1 ,2 _ ^̂  - - ^̂  ^̂  
2 0 
t p s s ( ^ ( r ) ) c / T + ( iv ) [ K x d i ) + T ( v J ) ] d 7 f d i . 
'̂ R R̂ 
(3.5.3) 
To obtain an inequality for the first integral we use (3.5.1) to find 
¡^tpss(R(r))dT = - (3.5.4) 
and for the double integral we simply use the inequality T (r, i) > 0, so that altogether 
we get 
R 
psŝ  + (3.5,5) 
R 
Bounds for the motion of the moving boundary -48-
which is an improvement over the pseudo steady state lower bound in (3.2.2) 
because the double integral is clearly a positive quantity. 
This process can be continued. Substituting the expression (2.2.5) for T(r,t) 
into (3.5.3) and integrating gives 
h^ = r r i pss (^ ( ^ ) ) c i . c i r D Jq JQ ^ ^ 
+ 
'^R(t) ̂ R{t) 
(3.5.6) 








(^VP) [ K x i l , ^ ) + 0 ] K x ( ^ r ; ) [ K x ( l , p ) + /3]dr/di dp 
(3.5.7) 
by applying (3.5.1) and the inequality T (r , i ) > 0 . In principle we could go further 
and generate a sequence of lower bounds. Numerical results, however, indicate 
that there is an optimal point after which successive bounds become less and less 
tight, a result we might expect since the amount 'given away' by (3.5.1) must 
eventually exceed the improvements gained by substituting (2.2.5) at each step. 
In particular it is found that, except for very small a and j(3, (3.5.5) is superior to 
(3.5.7) as a lower bound. 
Using (3.5.5) and (2.1.8) we obtain the following explicit formulae for the 
improved lower bounds for the motion of the boundary. For the slab (X = 0), 
cylinder (X = 1) and sphere (X = 2) respectively, we have 
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_ ^ 2/3 - Rf + ^ ( 1 - Rf(l + 40 - /?), (slab), (3.5.8) 




(1 + 20)(1 - -h 2/?2iogi? 
(1 - + 40 + (5 + 40)/?2) + 4/?2^2 + 40 + i?2)log/? 
(1 + 20)(1 -H i?) + 2(0 - l)/?2 





From (3.5.7) and (2.1.8) we obtain for the slab, cylinder and sphere, respectively, 
the following lower bounds 
+ 20 - R f -H ||(1 
+ ̂ ( 1 + 60 - / ? ) , 




(1 -f- 20)(1 - R^) -h 2H2log/? 
-I- X 
-
(7202 + 114/5 + I9)/?4 (180^2 + 114^ + 19)/?2 _ 4 ( 9 ^2 ^ 12^ + 2) 
- 6 (19 + 240)/?^ -h 720(1 + 0)/?2 _ 9(1 + 40) i?2log/? 
72(3(1 + 20) -h (cylinder), 
+ - /?2)(l0/?4 -H 19/?2 + 1) + 6(i?4 + 6/?2 + 3)i?2logi? 
(1 - + 10^2 ^ 1) ^ 12(^2 ^ 
(3.5.12) 
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(1 -h 20 ) (1 R) + 2(i8 -
+ J ^ d _ X 
840^ ' ^ 
{(1 - Rf{21R^ -f 12R + 2) + 60(1 - R){7R^ + 16R^ + 10/? + 2) 
+ 7/32(3/? 4 + 12/?3 + 10/? 2 + 4/? + l ) j (sphere). 
(1 - /?)(1 + 6R) -H 6/3(1 + 5/? -H /?2) 
(3.5.13) 
We have, from (3 .5 .8) - (3 .5 .10) with R zero, the lower bounds on the time 
tc to complete freezing 
o ^ / a d + 2/3)X2 0,(1 + 4^) u  ¿.p)\ 
""l 2(X -H 1) j (3.5.14) ^ I ; • 4(X -h 1)(X -h 3)-
This formula can also be deduced from (3.5.5) with an arbitrary value of X > 0 . The 
general formulae for the improved lower bound for tc arising from (3.5.11) - (3.5.13) 
is somewhat more difficult, however it can be deduced from (3.5.7) with R zero, 
that 
3 ^ / a ( l + 2/3) 
2(X + 1) 
qj2(x2 + 5X + 10) 
+ 
8(X + 1)^(X + 2)(X + 3)(X + 5) 
1 + 6/3 + 
12/3 2 (X + 5) 
(X^ -h 5X + 10) 
+ a(l + 613) 
8(X + 1)(X + 3)(X + 5 ) ' 
(3.5.15) 
a result which is in agreement with the formulae (3 .5 .11) - (3 .5 .13) when R is 
zero. 
3 . 6 Extensions 
Many of the results of Sections 3 .2 , 3 .3 and 3 .5 may be modified to allow 
for a time dependent surface condition. Using the notation of Section 2 .6 and 
Bounds for the motion of the moving boundary -51 -
the inequality 
0 < T ( r , i ) < / m a x ( i ) = sup{/{r) : 0 < t < i } , (3.6.1) 
we may deduce from (2.6.3) that 
aL^(R)^g(t)<{a +/max{0)2:x (3.6.2) 
which represents the appropriate generalization of the simple bounds (3.2.2). To 
proceed further we must assume that the function f(t) which occurs in (2.6.1) 
is monotonically increasing and differentiate, so that /max(0 = /(O and I f ^ 0 . 
Then a pseudo steady state solution of sorts, given by 
X / f(t)Kx(r,R(t)) , . 
= ^ M = (3.6.3) 
can be introduced and an argument similar to that of Section 3.3 used to show 
that 
T ( r , i )<Tp3s (r , i ) . (3.6.4) 
Thus, using (2.6.3) and the monotonicity of /, we can show that 
S( i )<a2:x(/?) + / ( i ) 
which generalizes the improved upper bound (3.3.8). 
In order to apply the method of Section 3.5 and deduce a new lower bound 
for the motion of the boundary, we use (2.6.2) and the assumed monotonicity of 
/ to find 
- a ^ / ? M K x ( l , / ? ) + /3]</( i )</ ( iJ , (3.6.6) 
where tc denotes the time to complete thawing, and hence 
- ^ > ^ [ K x ( l , / ? ) + 0 ] . (3.6.7) 
Proceeding as in Section 3.5, but using (2.6.3) rather than (2.2.7), we have 
( +a (?i7)^[Kx(1,?) + drj d^ , 
J Q J / ? J P I 
(3.6.8) 
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which represents the appropriate generalization of the improved lower bound 
(3.5.5). The problem of whether (3.6.8) actually represents an improvement on 
the lower bound in (3.6.2) depends, in general, on / , a and /5. 
As an example, we consider the case f(t) = t and obtain bounds for ic-
From (3.6.2) we find 
a ( l + 2/3) 
1 -h (1 + X) + X)\ ^ 
and for the cylinder (X = 1) and the sphere (X = 2) this upper bound for tc is 
identical to the upper bound which comes from (3.6.5). For the slab (X = 0), 
however, (3.6.5) produces the improved upper bound 
tc^ 
(1 + m 
6(1 + 0) i 
(1 + 30) 
+ 13)) 
(3.6.10) 
From (3.6.8) we have 
4 _ 3 a ( l + 4 g ) + 
- (1 + X)(3 + X ) ' ^ ~ 1 (1 + X) j ' (3.6.11) 
which, depending on the values of a and ¡3 may or may not yield an improvement 
on (3.6.9). 
For the problem (2.6.4) with position dependent thermal conductivity k(r), 
all the formulae, relations and bounds derived in Sections 3.2, 3.3, 3.4 and 3.5 
remain valid if the definition (2.1.7) of Kx(r,^) is replaced by (2.6.5) . As an 
example, for the specific case where the k(r) is given by 
k(r) = 1 + e^r^, (3.6.12) 
we have, using (2.6.5) 
Ko(r ,^)= i ( tan-^er - t a n ' ^ e ^ ) , (slab), 
K i ( r ,S )= log|- + i l o g ( l -H (e^f) - i l o g ( l + (erf), (cylinder), (3.6.13) 
{ j - 7 ) - 6 ( t a n - l e r - tan 
- 1 (sphere). 
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In the limit e 0 the expressions (2.1.8) for Kx(r, are recovered. Using these 
formulae for Kx(r ,^ ) and (3.2.3) we find that Lx(R) are given by 
2o( i? )= T i t a n ' ^ e - t a n - ^ e / ? ) + log e \ 
= 1/1 _ u^/1 .2\\(^ r>2\ . 
1 + 
1 + {eRf 
(slab), 
i og ( l + e2)) l - + I log/? (cylinder), 
^ ¿ ( ( l + + - 1) - (1 + ( e H ) > g ( l + (eRf) - 1)), 
2 2 
Z2(R) = - 1) + ^ ( t a n - ^ e - tan"^ e/?) + ^ log( ^ + ^ J , (sphere). 
1 + (e/?)' 
(3.6.14) 
and as e ^ 0 the formulae (3.2.4) for Ex(H) are recovered. Using the expressions 
(3.6.13) and (3.6.14) simple upper and lower bounds for the motion of the moving 
boundary may be deduced from (3.2.2), and improved upper and lower bounds 
may be found from (3.3.8) and (3.5.5), respectively. However, for k(r) given 
by (3.6.12), it is not in general possible to obtain closed form expressions for the 
integrals occurring in the improved bounds, and numerical evaluation is necessary. 
Nonetheless, it can be shown that as e — 0 the formulae for the bounds given in 
Sections 3 .2 , 3 .3 and 3 .5 are recovered. 
For the Stefan problem (2.6.6) with temperature dependent heat capacity and 
thermal conductivity we can obtain simple upper and lower bounds for the motion 





0 < A ( r , i ) < 
Thus from (2.6.11) we may deduce that 
a E x ( ^ ) ^ B i i < ( a + Ai)Ex(/?), (3.6.16) 
where Lx iR) is given by (3.2.3), B i by (2.6.8)2 and Ai by (3.6.15). The upper 
bound may be improved by introducing a pseudo steady state temperature Tpss, 
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defined by 
B ( T „ , m , ) . B , ^ . ,3.6.17, 
Using the monotonicity of A (T) and B(T) and the fact that ^ > 0 we have, as 
in Section 3.3 
B(T)<B(rp3s) , (3.6.18) 
so that 
T(r , i )<rpss(r , i ) and A (T) <A(Tpss), (3.6.19) 
and thus from (2.6.11) 
1 
B i t ^ a Z x ( R ) + ] ^ ? ^ K x ( l , í ) A ( T p 3 3 ( ^ ¿ ) ) ( i ^ (3.6.20) 
Unless the heat capacity c(T) and thermal diffusivity k(T) (and hence A (T) and 
B(T)) satisfy a linear relation, it is not possible to use the procedure of Section 
3.5 to obtain improved lower bounds for these problems. 
3 .7 Numerical results and discussion 
In this section the bounds developed in the previous sections of this chapter 
are compared graphically and numerically with exact solutions, where available, 
and with numerical solutions otherwise. The numerical solutions are found using 
an explicit enthalpy scheme, specifically adapted for single phase Stefan problems, 
and the method of Voiler and Cross [81] to track the moving boundary. The 
scheme is accurate and efficient for values of a < 1 0 0 . The results in this section 
are calculated using a space step of 0.02 and the maximum stable time step, which 
gives adequate results without extensive computational effort. The transcendental 
equation (2.1.6), which must be solved in order to determine the exact solution 
(2.1.5), is solved using a bisection of the interval method, with the inequality 
(3.7.1) providing the initial interval. 
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Variation of the exact temperatures for o: = 0 .1 ( • • • ) , and a = 1.0 ( ), and the 
pseudo steady state temperature ( ) for the slab with 0 zero, at two boundary positions. 
FIGURE 3.2 
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P o s i t i o n r 
Variation of numerical temperatures for a = 0.1 ( • • • ) , a = 1.0 ( - ) and a = 
1 0 . 0 ( - • - ), and the pseudo steady state temperature ( — ) for the sphere with 0 zero, 
at two boundary positions. 
Bounds for the motion of the moving boundary -56-
For the slab with jS = 0, Figure 3 .1 compares the pseudo steady state 
temperature, derived from (2.1.9)i, with the exact temperature (2.1.5)i, for two 
values of a , 0.1 and 1.0, at two positions of the moving boundary, R = 0 .5 and 
zero. Since the velocity of the moving boundary varies with a , it is necessary, in 
order to compare temperature profiles for distinct values of a at the same boundary 
position R , to determine these temperatures at a different times. In Figure 3.2, 
the pseudo steady state temperature for the sphere with jS = 0 is compared with 
numerical temperature profiles, for three values of a , 0.1, 1.0 and 10.0, at two 
positions of the moving boundary R = 0 . 5 and zero. Again it is emphasized that 
the numerical temperatures given are calculated at equal positions of R and not at 
equal times t. Increasing agreement between the pseudo steady state temperature 
and the exact or numerical temperatures is found as a increases, indeed, for 
the slab it is impossible to distinguish graphically between the exact and pseudo 
steady state temperatures, evaluated at equal values of i?, for a > 10. This means 
that there is increasing agreement between the improved upper bounds derived 
from (3.3.8) and the actual boundary motion as a increases. For the sphere, 
the thermal boundary layer which develops as the moving boundary nears the 
origin may be clearly seen in Figure 3.2, the magnitude of the boundary layer 
and the shape of the temperature profiles varying dramatically with a . For the 
plane the curvature of the temperature profiles is always positive since ^ > 0 . 
The temperature profiles for the cylinder behave similarly to those for the sphere. 
In Figure 3.3 the simple upper and lower bounds from (3.2.2) and the 
improved upper and lower bounds, (3.3.9) and (3.5.8) respectively, are compared 
with the exact boundary motion, from (2.1.5)2, ôr the slab (X = 0) with a = 1.0 
and jS zero. The improved upper bound (3.3.9) is a good deal nearer the actual 
boundary motion than is the simple upper bound from (3.2.2), which is a general 
feature of the upper bounds for the slab. In Figure 3 .4 the simple upper and 
lower bounds (3.2.2) and the improved upper and lower bounds (3.3.10) and 
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FIGURE 3.3 
l . i J r -
. 6 7 
Comparison of the simple upper and lower bounds ( • • • ) , improved lower bound ( ), 
improved upper bound ( - • - ) , and exact boundary motion ( — ) for the slab with a. = 
1.0 and (3 zero. 
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FIGURE 3.4 
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I m e t 
Comparison of the simple upper and lower bounds (•••) , improved lower bound ( ), 
improved upper bound ( - • - ) , and numerical boundary motion ( — ) for the cylinder with 
a = 5.0 a n d = 1.0. 
Bounds for the motion of the moving boundary -59-
FIGURE 3.5 
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i rn e t 
Comparison of the simple upper and lower bounds (•••) , improved lower bound ( ), 
improved upper bound ( - • - ) , and numerical boundary motion ( — ) for the sphere with 
a - 10.0 a n d = 2.0. 
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(3.5.9), respectively, are compared with the numerical boundary motion for the 
cylinder (X = 1) with a = 5.0 and jS = 1.0. The inflection which appears in 
the improved upper bound in Figure 3.4, as R approaches zero, is due to the 
logarithm in the denominator of (3.3.10). In Figure 3.5 the simple upper and 
lower bounds (3.2.2) and the improved upper and lower bounds (3.3.11) and 
(3.5.10) are compared with the numerical boundary motion for the sphere (X = 2) 
with a = 10.0 and jS = 2.0. As noted in Section 3.3, for the sphere and cylinder 
the improved upper bounds arising from (3.3.8) are superior to the simple upper 
bounds from (3.2.2), until the moving boundary reaches the origin. 
In Table 3.1 the lower bounds from (3.2.2) and (3.5.9) and the upper 
bounds from (3.3.10) and (3.2.2) are compared with numerical values for the 
boundary motion, for the cylinder with a = 10.0 and 0 zero, while in Table 3.2 
the lower bounds from (3.2.2) and (3.5.10) and the upper bounds from (3.3.11) 
and (3.2.2) are compared with numerical values for the sphere with a = 10.0 
and jS = 2.0. For these values of a and ¡3 the improved bounds, derived from 
(3.3.8) and (3.5.5) are clearly superior to those obtained from (3.2.2). Indeed, 
for R non zero, the improved upper bounds derived from (3.3.8) represent very 
good approximations to the actual boundary motions, as the results of Section 3.4 
would suggest. In Table 3.3, the improved upper and lower bounds for the time 
to complete melting t̂  for the slab are compared with numerical values for a range 
of values of a and /3. Similarly, the improved upper and lowers bounds for 
for the cylinder and sphere are compared with numerical values in Table 3.4 and 
Table 3.5, respectively. It is clear from these tables that the relative tightness of 
the bounds increases with increasing a and . 
For the slab (X = 0) with ^ zero we can compare the upper and lower 
bounds given in this chapter with the exact boundary motion given by (2.1.5)2. 
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TABLE 3.1 
Boundary Lower bounds Enthalpy Upper bounds 
R (3.2.2)i (3.5.9) Scheme (3.3.10) (3.2.2)2 
0.8 0.1859 0.1892 0.1925 0.1926 0.2045 
0.6 0.6805 0.6933 0.7068 0.7073 0.7486 
0.4 1.3670 1.3947 1.4263 1.4278 1.5037 
0.2 2.0781 2.1247 2.1848 2.1889 2.2859 
0.0 2.5000 2.5617 2.6685 2.7500 2.7500 
Comparison of the upper and lower bounds for the boundary motion with numerical values, 
for the cylinder (X = 1) with a. = 10.0 and 0 zero. 
TABLE 3.2 
Boundary Lower bounds Enthalpy Upper bounds 
R (3.2.2)1 (3.5.10) Scheme (3.3.11) (3.2.2)2 
0.8 3.4267 3.4331 3.4360 3.4482 3.7693 
0.6 5.8133 5.8377 5.8934 5.9067 6.3947 
0.4 7.3200 7.3701 7.5221 7.5514 8.0520 
0.2 8.1067 8.1829 8.4703 8.5689 8.9173 
0.0 8.3333 8.4229 8.8185 9.1667 9.1667 
Comparison of the upper and lower bounds for the boundary motion with numerical values, 
for the sphere (X = 2) with a = 10.0 and ^ = 2.0. 
TABLE 3.3 
= 0 ^ = 2 
a (3.5.14) Numerical (3.3.12)i (3.5.14) Numerical (3.3.12)1 
0.1 0.104 0.158 0.217 0.371 0.483 0.639 
0.5 0.323 0.390 0.417 1.392 1.560 1.639 
1.0 0.577 0.650 0.667 2.646 2.830 2.889 
5.0 2.581 2.663 2.667 12.649 12.821 12.889 
10.0 5.082 5.165 5.167 25.150 25.280 25.389 
50.0 25.083 25.166 25.167 125.150 125.290 125.389 
Comparison of the improved upper and lower bounds for t̂  with numerical values, for the 
slab (X = 0) with ^ = 0 and 2, and a variety of values of a . 
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TABLE 3.4 
/3 = 0 = 2 
a (3 .5 .14) Numerical (3.3.12)2 (3.5.14) Numerical (3.3.12)2 
0 . 1 0 . 0 6 1 0 . 1 1 1 0 . 2 7 5 0 . 2 0 9 0 . 3 1 1 1 .375 
0 . 5 0 . 1 7 7 0 . 2 4 2 0 . 3 7 5 0 . 7 2 9 0 . 9 1 1 1 .875 
1 .0 0 . 3 0 6 0 . 3 8 1 0 . 5 0 0 1 .358 1.587 2 . 5 0 0 
5 .0 1 .311 1 .409 1 .500 6 .362 6 .709 7 .500 
10 .0 2 . 5 6 2 2 . 6 6 9 2 . 7 5 0 12 .612 13 .011 13 .750 
5 0 . 0 12 .562 12 .688 12 .750 62 .612 6 3 . 1 7 0 6 3 . 7 5 0 
Comparison of the improved upper and lower bounds for tc with numerical values, for the 
cylinder (X = 1) with (3 = 0 and 2, and various of values of a . 
TABLE 3.5 
¡3=0 0 = 2 
a (3.5.14) Numerical (3.3.12)3 (3.5.14) Numerical (3.3.12)3 
0 . 1 0 . 0 4 4 0 . 0 8 8 0 . 1 8 3 0 .148 0 .235 0 .917 
0 . 5 0 . 1 2 4 0 . 1 8 0 0 . 2 5 0 0 .499 0 . 6 5 8 1 .250 
1.0 0 . 2 1 1 0 . 2 7 5 0 . 3 3 3 0 . 9 1 9 1 .124 1.667 
5 .0 0 . 8 8 2 0 .967 1 .000 4 .256 4 . 5 9 1 5 . 0 0 0 
10 .0 1 .716 1 .809 1 .833 8 . 4 2 3 8 .819 9 .167 
5 0 . 0 8 . 3 8 3 8 . 4 9 1 8 . 5 0 0 41 .757 42 .307 4 2 . 5 0 0 
Comparison of the improved upper and lower bounds for tc with numerical values, for the 
sphere (X = 2) with (3 = 0 and 2, and a variety of values of a . 









a (3.7.4)1 (3.7.4)2 1 7 (X + ^ 
0.01 0.09 0.06 0.15 0.34 
0.10 0.22 0.21 0.32 0.43 
0.20 0.33 0.33 0.45 0.53 
0.50 0.62 0.65 0.78 0.83 
1.00 1.12 1.15 1.30 1.33 
5.00 5.11 5.16 5.33 5.33 
10.00 10.11 10.17 10.33 10.33 
50.00 50.11 50.17 50.33 50.33 
100.00 100.11 100.17 100.33 100.33 
500.00 500.11 500.17 500.33 500.33 
Comparison of the upper and lower bounds for ^ with exact values for a variety of values of 
a. 
From (2.1.5)2, (3.2.2) and (3.3.9) with X and 0 zero, we have 
7 3 
(3.7.1) 
where 7 is defined by (2.1.6). That a < 1 / 7 is obvious from (2.1.6) and the fact 
that a > 0. To prove the other half of (3.7.1), we expand (2.1.6) to give 
i = 7 a ' 
\ y y2 ^ {2y)"n\ 1 -f. X 4. JL_ -L . . . 4. i 
^ ^ 3 15 (2n -H D! 
-f- (3.7.2) 
and assume, contrary to (3.7.1), that there are some a and 7 so that I/7 > oj -h ^. 
If this is so then we can deduce that 0 < 7 < 3, since of > 0, and by rewriting 
our assumed inequality as 1/a > 7 / ( 1 - 7 / 3 ) we have 
2 
i > T a ' (3.7.3) 
which clearly contradicts (3.7.2). This also shows that the best upper bound on 
1 / 7 of the form a c, where c is constant, has c = The inequalities (3.7.1) 
are demonstrated numerically in Table 3.6. 
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From (2.1.5)2, (3.5.8) and (3.5.11) with 0 zero, we obtain the two inequalities 
+ + ,3.7.4, 
which are verified numerically in Table 3.6. From this table it is clear that the 
lower bounds in (3.7.4) significantly improve the lower bound in (3.7.1). It is 
also apparent that the second improved lower bound in (3.7.4), arising from 
(3.5.11), is inferior to the first improved lower bound which arises from (3.5.8). 
It is interesting to note that the constants appearing in the sequence of bounds in 
(3.7.4) are the same constants which appear in the expansion (3.7.2) of 1 / a in 
powers of 7 . In fact, it can be shown inductively, for jS and X zero and n > 1 , 
that the procedure of Section 3.5 leads to the sequence of lower bounds 
1 
2" 
. . 2 " - l ( n - D! a " + + . . • 4-
(2n - D! 
a ( 1 - / ? ) ^ " , (3.7.5) 
so that, in particular, for n > 1 we have 
1 
1 n - D! a " + + . . . -H — — a 
7 . 3 (2n - 1)! 
(3.7.6) 
However, numerical results indicate that successive bounds generally decrease with 
increasing n, that is for all but the smallest a , n = 2 gives the tightest lower 
bound. Indeed, it is easy to show for all of > 0 as n — 00 the expression on 
the right hand side of (3.7.6) approaches a . Thus, even if conresponding general 
lower bounds for X or ¡3 non zero could be easily established, there is no reason 
to suppose that these would substantially improve the results of Section 3.5. 
The results of this section show that the bounds deduced in this chapter are 
reasonably tight for large values of a . For small values of a , however, there 
is clearly scope for improvement. Improved bounds for the boundary motion 
could obviously be found using improved bounds for the temperature T(r,t). In 
particular, the bounds in this chapter could be greatly improved if a nontrivial 
lower bound for the temperature T(r,t) were available. Such a lower bound could 
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be used directly in (2.2.7) to obtain a lower bound, just as the pseudo steady 
state temperature is used in Section 3.3 to find an upper bound. The results of 
Section 3.5 could also be improved, by using a nontrivial lower bound for the 
temperature in the multiple integrals, rather than the trivial inequality T ( r , i ) > 0 . 
If a nontrivial lower bound for the speed of the moving boundary, -R(t), were 
found it could be used in conjunction with the pseudo steady state temperature 
to obtain new upper bounds for the boundary motion, in a manner analogous to 
the way in which the upper bound for ~R(t) and the inequality T(r,t)>0 are 
used in Section 3.5 to deduce lower bounds for the boundary motion. Further, 
such a lower bound for -R(t) could be used in conjunction with the inequality 
T ( r , 0 > - aR(t)R(t)^K^(r,R(t)), (3.7.7) 
which arises from (2.2.5) and the inequality l y ^ O , to give a nontrivial lower 
bound for T(r,t). This would lead to improved lower bounds for the boundary 
motion as well. It appears to be a nontrivial task, however, to find such bounds 
for T(r,t) and -R(t). 
CHAPTER 4 
Bounds for a moving boundary problem 
with two chemical reactions 
4.1 Introduction 
The shrinking core model for fluid-solid reactions is an important moving 
boundary problem which occurs in various chemical engineering applications. In 
this chapter we examine the model considered by Krishnamurthy and Shah [40], 
which arises from an essentially instantaneous fluid-solid reaction (giving rise to a 
moving reaction front), together with a slower pseudo-first order reaction occurring 
in the region behind the reaction front. This problem arises in the oxydesulfurization 
of coal which contains both organic and inorganic sulphur. The oxidation of the 
former, and carbon, is very slow while that of the later is very rapid. As usual, 
the motion of the boundary, in this case a reaction front, is of primary interest. A 
unified approach is given enabling bounds on the motion of the reaction front to 
be obtained for planar, cylindrical and spherical geometries, with or without mass 
transfer at the surface. Using the methods of Section 2.3, the problem is reduced 
to a pair of integro-differential equations, enabling the motion of the reaction front 
to be formally integrated. This formulation and the physically obvious inequalities 
0 < c < l for the nondimensional concentration enables simple upper and lower 
bounds to be obtained for the motion of the reaction front. 
The pseudo steady state approximation is introduced and, following the 
method used in Section 3.3, the pseudo steady state concentration is shown to be 
an upper bound on the actual concentration, and this gives rise to an improved 
upper bound on the motion of the reaction front. Moreover, following the method 
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used in Section 3.5, the lower bound is improved by utilizing a known upper 
bound on the speed of the reaction front. It is thus possible to obtain a number 
of useful bounds on the motion of the reaction front and for the time taken for 
the reaction front to reach the origin. 
Consider a slab of width a*, an infinite circular cylinder of radius a*, or 
a sphere of radius a*, consisting of an inert solid matrix in which various solid 
reactants are supported. The structure is porous, allowing a fluid to diffuse into the 
inert matrix. At time t* = 0 the surface r* = a* is subjected to a concentration 
Co of a fluid reactant, which is held at cq thereafter. The fluid is assumed to react 
instantaneously with one of the solid reactants, giving rise to a moving reaction 
front R (t ), while in the region between the surface and reaction front a second 
slower reaction occurs. We assume this second slow reaction is pseudo-first order 
with respect to the fluid, that is, the rate of the slow reaction is proportional only 
to the fluid concentration. In nondimensional variables we may state the problem 
as 
= H U ) < r < l , (4.1.1) 
c ( l , i ) + = 1, . c(R(t),t)=0, (4.1.2) 
- o f ^ = | f ( i ? ( i ) , 0 , /?(0) = 1, (4.1.3) 
where c(r,t) denotes the nondimensional fluid concentration and R(t) the 
nondimensional location of the reaction front at time t. The nondimensional 
variables r,t,c and the constants a , ß and k are defined in terms of the 'starred' 
physical quantities by 
r— ^ Q — R 4. D .* c* 
a a Q*^ 
(4.1.4) 
where D is the diffusivity of the fluid, p is the density of the solid, ki is the pseudo 
first order rate constant for the slow reaction, OJ is a stoichiometric coefficient for 
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the rapid reaction and h )̂ is the surface mass transfer coefficient. The value of 
jS depends on whether there is mass transfer at the surface r = 1 or not, and X 
is a constant which depends on the geometry of the solid, that is X = 0 , 1 or 2 
for the planar, cylindrical or spherical geometries respectively. We assume ki and 
hence /c^ to be positive quantities. 
Krishnamurthy and Shah [40] consider the case 0 = 0 and X = 2 and 
obtain approximate solutions by a standard iterative integral procedure similar to 
those considered in Section 2.4 for the classical Stefan problem. Also iov (3 = 0 
and X = 2 Hill [30] provides an alternative integral formulation based on the use 
of a symmetric Green's function associated with the spatial operator in (4.1.1) 
(a special case of (4.2.11)), which provides an improvement on the approximate 
solution given in Krishnamurthy and Shah [40]. The appropriate generalization 
for jS nonzero and X = 2 is noted in Hill [31]. Results concerning the existence 
of well behaved solutions to the problem (4.1.1)-(4.1.3) may be deduced from 
the results of Rubinstein [58], or more directly in the case of planar or spherical 
geometries from Fasano and Primicero [20], [21]. The results given here extend 
and generalize Hill [31], which gives some of these bounds for the spherical 
geometry only. 
In the following section we introduce the anti-symmetric Green's function 
defined by (4.2.1), and proceed as in Section 2.3 to use this Green's 
function to obtain an integral formulation of the problem (4.1.1)-(4.1.3). As in 
Chapter 3, this integral formulation is then used to obtain bounds for the motion 
of the moving boundary, and in Section 4.3 the results of the calculations for these 
bounds are presented. It is noted that, in the limit as /c — 0 the corresponding 
results given in Chapter 3, for the problem (2.1.1)-(2.1.3), are recovered. Finally 
in Section 4.4 various graphical and numerical results are given. 
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4 .2 Integral formulation 
Proceeding as in Section 2 .3 , we introduce the function Kx(r,|;fc) defined 
by 
- = 0. r , ? > 0, 
K),lr,r;k) = 0, r > ( 4 . 2 . 1 ) 
For brevity, however, the explicit dependence on the parameter k will be suppressed 
and the function denoted Kx(r ,$ ) . In fact K x ( r , ( ) is an anti-symmetric Green's 
function for the spatial differential operator in (4.1.1). Using the boundary conditions 
(4.1.2)2 and (4.1.3) it is easily shown, as in Section 2.3, that 
R(t) 
(4.2.2) 
and this result may be verified directly. Applying the surface condition (4.1.2)i 
to (4.2.2) we obtain 
1 = 4 
dt J R(i) 
I K x ( 1 , 1 ) [a c { | , i ) ] c i î , (4.2.3) 
and integrating this equation with respect to time gives 
t = 
R 
a t̂  
K x ( l , $ ) + 0 ^ ( 1 , ? ) [a + c ( ^ í ) ] c i ^ (4.2.4) 
From the maximum principle (see for example Rubinstein [58], page 358), we 
have the physically obvious result that 0 < c ( r , i ) : < l in the region R(t} < r < 1, 
and thus from (4.2.4) we may deduce that 
aLx(R)<t<(a + l ) E x ( i ? ) , (4.2.5) 
where 
R 
K x d . l ) (4.2.6) 
and as is the case with K\(r,i), the explicit dependence of £x(R) on k is 
suppressed. 
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To improve the upper bound in (4.2.5) we require the pseudo steady 
state solution, a useful approximate solution which arises from (4.1.1)-(4.1.3) 
by assuming that the time partial derivative in (4.1.1) is zero. It is a good 
approximation if a is large, being the zero order term in a formal perturbation 
solution in powers of q : " ^ In terms of the function Kx(r, J ) the pseudo steady 
state estimate is given by 
Kx(r,/?) 
Cpss(r,/?) = 
Kx( l ,/? ) + 0 ^ ( 1 , / ? ) 
ipss(/?) = olZx(R), (4.2.7) 
where the actual boundary position R is used as an independent variable. Thus 
we may define the function u(r,t) by 
u(r,t) = c(r,t) - Cpss(r,/?(i)), R(t) < r < 1, 
and we find that u satisfies the homogeneous boundary value problem 
a i^xdu 
(4.2.8) 
dr\ drJ dt 
u{l,t) + ^ 1 ^ ( 1 , 0 = 0, u{R(t),t) = 0. 
or 





where G * (r, |; /?) is a symmetric Green's function for the spatial operator and 
boundary conditions in (4.2.9), and is given in terms of the function Kx ( r , ^ ) by, 
K x ( l , r ) + / 3 ^ ( l , r ) Kx ( i ,/? ) 
if R < J < r , 
(4.2.11) 
Kxd ,/? ) + 0 ^ ( 1 , / ? ) 
if r < i < l . 
Observing that K x ( r , J ) > 0 and ^ ( r , |) > 0 for r > 0, (as may be verified 
directly from (4.2.1) or by explicit calculation using the formulae for Kx(r, f ) given 
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in the next section), and using the physically obvious result that > 0 we obtain 
0 < c ( r , i ) = Cp3s(r,i?) + (4.2.12) 
jfi at 
allowing us to improve the upper bound in (4.2.5) to obtain 
t^t^ss(R) + ¡ V [Kx (1 ,$ ) (4.2.13) 
where ipss(H) is as defined in (4.2.7), 
To find an improvement on the lower bound in (4.2.5), we proceed as in 
Section 3.5 and write (4.2.3) in the form 
dc 
dt 
and observing again that f f ^ 0 , it is apparent that 
dt 
dR 
>aR K x ( l , / ? ) + / 3 ^ ( l , i ? ) ] = (4.2.14) 
This result may also be derived from (4.2.2) and the inequality (4.2.12). Using 
(4.2.2) and (4.2.4) we may write 
.1 
R R ^ 
(4.2.15) 
which integrates to give, 
2 ipssli? ( r ) ] d r 
J/? J/? I (^r \ 
(4.2.16) 
From (4.2.14) and the inequality c ( r , i ) > 0 we deduce that 
(R) -f- 2a pss 
R R 
(4.2.17) 
It is, in principle, possible to continue this process to obtain further lower bounds. 
However the calculations become unmanageable, and in view of the results of 
Sections 3.5 and 3.7 there is no reason to suppose that further iterations of this 
scheme would result in any improvement on (4.2.17). 
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4 .3 Formulae 
For the various geometries the solutions of (4.2.1) are 
- 1.; Ko(r,?) = pinhkir - (slab), 
K i ( r , i ) = Io(/cr)Ko(/c^) - (cylinder), (4.3.1) 
(sphere), 
where (x) and K„ (x) denote the usual modified Bessel functions of order n. A 
K2(r, i) = ^ s i n h / c ( r -
straight forward calculation using (4.2.6) then leads to the following expressions 
for the functions Ex(/?), required for the bounds in (4.2.5) 
LoiR) = i [ c o s h / c ( l - i?) - 1 + /3/csinh/c(l - R)], 
_ 1 ^i(R) = 
'kRll,(k)K,(kR) + l,(kR)K,(k)] - r 
_-^0k^Rll,(k)K,(kR) - l,(kR)K,(k)l 
'kR[(l - /3)cosh/c(l - /?) -H /3/csinh/c(l - R)] - k' 





With the notation ipss(i?) = aLx(R), we have for the improved upper bounds 
in (4.2.13) 
i<tpss(i?) + 
pk^a - R) - 1 sinh/cd - i?) + k(l - R)coshk(l - R) 
2fc2[/3/ccosh/c(l - R) + sinhfcd - R)] 
, (slab), 
t <ipss(/?) (cylinder), 
fll,(k) -H/3/cIo(/c)]Ko(/c/?) -F [Ki(/c) -/3/cKo(/c)]Io(/c/?) 
-[Io(/c) ^ Pkl,(k)]RK,{kR) - [Ko(/c) -^kK,(k)]R \,(kR) 
+ 
2k{[l,(k) -^-0/cI,(/c)]Ko(/c/?) - [Ko(/c) - ^kK,{k)]l,(kR)} ' 
(1 - i3)k(l - R)coshk{l - /?) )3k^{l ~ R) 13 - 1 
(sphere). 
sinh/c(l - R) 
Z k H i l - /3) sinh/cd - R) + /3/ccosh/c(l - R) 
(4.3.3) 
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Using (4.2.17) the following improved lower bounds for the motion of the reaction 
front are obtained, after a long but straight forward calculation 
t ^ ^ t l A R ) 
pss (slab), 
+ - R ) - 2]cosh/c(l - H) + /c(l - i? _ /3)sinh/c(l - /?) + 2 j , 
(cylinder), 
'fc2R{(i - 2/3)[Ii{fc)Ki(fcR) - K , { k ) l , l k R } ] + /3fc[Io(fc)K,(/cR) + K,{k}l,(kR)]} 
-k^R^{ll^{k}KalkR} - Ko(fc)Io(fcR)] + ^ k l l , ( k } K , { k R } + K,{k)lo(kR}]} 






'^k^Rd - / ? ) + ( ! - 3R) + - 1 ) cosh/cd - /?) + 2/c 
k^(R(l - / ? ) -H - 3 / ? -h 1 ) ) - 3 ( 1 - 13} sinh/cd - R) 
(4.3.4) 
For results concerning the time to complete reaction tc, that is the time taken 
for the reaction front to reach the origin (Rite) - 0), it is convenient to introduce 
the notation ipgsc = ipssW). Specifically we have 
W "" -^[cosh/c + 13 k sinh/c - 1], 
k 
tpssc = ^ [ l o ( ^ ) - 1], 
(slab), 
(cylinder), (4.3.5) 
W iS) sinh/c -1- /3/ccosh/c - k], (sphere). 
and putting R = 0 in (4.3.3), we have 
{pk^ - 1)sinh/c -H k cosh/c 
ZkHsinhk -f- jS/c cosh/c] 
l,(k) + 0/cIo(/c) 




(i8fc2 + ^ _ ijsinhfc + (1 - i3)fccoshlc 
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c pssc 
From (4.3 .4) it is apparent that 
- 2)cosh/c -f (1 - (3)k sinhk + 2 
k(l - 2/3)Ii(/c) -h (/3/c2 - 2)lo(/c) -h 2 
+ _ 3)sinh/c + (1 - 3/3)^ cosh/c 2k 
c pssc 





In the limit /c—0 the corresponding bounds given in Chapter 3 are recovered. It 
should also be noted that for /c > 0 the upper bounds on t̂  in (4.3.6) are an 
actual improvement on those obtained from (4.2.5) and (4.3.2) with R = 0, in 
contrast with the case k = 0, where the upper and improved upper bounds on 
the time to complete reaction are identical, in the cases of cylindrical and spherical 
geometries (see Section 3 .3 ) . 
4 .4 Numerical results and discussion 
For the slab (X = 0 ) , Figure 4 . 1 illustrates the lower bound derived from 
(4.2.5) and (4 .3 .2) i , and the improved upper and lower bounds on the boundary 
motion, (4 .3 .3) i and (4 .3 .4) i , with a = 1.0, /S = 4 . 0 and k = 0 .5 . In Figure 
4 . 2 the lower bound derived from (4.2.5) and (4.3.2)2, ^^^ the improved bounds 
(4.3.3)2 and (4.3.4)2, for the cylinder are shown with a = ^.0,/3 = 1.0, k = 1.0, 
while Figure 4 . 3 illustrates the results of equations (4.2.5) , (4.3.2)3, (4.3.3)3 and 
(4.3.4)3, for the sphere, with a = 1.0, /5 = 0 . 4 and k = 4 .0 . It should be noted 
that the inflection occurring in the graph of (4.3.3)2, Figure 4 .2 , is due to the 
logarithmic behaviour of the modified Bessel function Ko(/c/?) (in the denominator 
of (4.3.3)2) as R - * 0 . This feature becomes less pronounced with increasing k 
or a . Table 4 . 1 lists the pseudo steady state estimates (4.3.5) , together with the 
improved upper and lower bounds (4.3.6) and (4.3.7) for the time to complete 
reaction for slabs, cylinders and spheres, with a = 5 .0 , ¡3 = 1.0 and a variety 
of values for k . Numerical values and graphical results indicate that the upper 
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TABLE 4.1 
k Slab Cylinder Sphere 
( 4 . 3 . 5 ) i ( 4 . 3 . 7 ) i ( 4 . 3 . 6 ) i (4 .3 .5 )2 (4 .3 .7 )2 (4 .3 .6 )2 (4 .3 .5 )3 (4 .3 .7 )3 (4 .3 .6 )3 
0 . 5 7 . 7 6 7 . 9 0 8 . 0 8 3 . 8 5 3 . 9 5 4 . 5 1 2 . 5 5 2 . 6 3 3 . 0 1 
1 . 0 8 . 5 9 8 . 7 2 8 . 8 7 4 . 1 6 4 . 2 6 4 . 6 6 2 . 7 2 2 . 8 0 3 . 1 0 
2 . 0 1 2 . 5 2 1 2 . 6 4 1 2 . 7 3 5 . 5 8 5 . 6 7 5 . 8 6 3 . 4 5 3 . 5 3 3 . 6 9 
5 . 0 8 8 . 8 5 8 8 . 9 2 8 8 . 9 4 2 9 . 5 8 2 9 . 6 5 2 9 . 6 9 1 4 . 6 4 1 4 . 7 0 1 4 . 7 4 
1 0 . 0 6 0 5 7 . 2 3 6 0 5 7 . 2 7 6 0 5 7 . 2 8 1 4 7 6 . 2 3 1 4 7 6 . 2 7 1 4 7 6 . 2 8 5 5 0 . 6 1 5 5 0 . 6 5 5 5 0 . 6 6 
Pseudo steady state estimate and bounds on the time tc to complete reaction, for the three 
geometries, with a = 5.0, = 1.0 and-various values of k . 
bounds obtained from (4.2.5) are of little value, particularly in the case of small 
a or large /c. The improvement obtained from (4.2.13) over the upper bound 
from (4.2.5) is found, in certain cases, to be of the order of a factor of two, 
and as a result values and graphs of the upper bounds derived from (4.2.5) have 
been omitted. Inspection of the graphs also shows that the difference between the 
pseudo steady state approximation and the improved lower bound derived from 
(4.2.17) is not necessarily negligible. 
It is observed that an increase in any of the parameters a, ^ or k results 
in both a decrease in the velocity of the reaction front, and a reduction in 
the relative differences between the various bounds. One would expect this on 
physical grounds, since increasing a corresponds to increasing the quantity of fluid 
required to advance the moving front a given distance. Increasing the parameter 
k corresponds to an increase in the rate at which fluid is consumed by the second 
(slow) reaction and therefore decreases the fluid flux at the moving interface. An 
increase in the parameter (3 represents an increase in the mass transfer coefficient, 
and therefore a reduction in the surface flux of fluid into the particle. Since the 
nondimensional concentration satisfies the inequality 0 < c ( r , i ) ^ l , it is clear from 
the integral for the boundary motion (4.2.4) that increasing any of the parameters 
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a , 0 or k will increase the relative tightness of the bounds. For the cases a » 1 
or k » 1, it is seen that the improved bounds (4.3.3) and (4.3.4) are very tight 
indeed, and are in general very close to the pseudo steady state estimate of the 
boundary motion. From the convergence of the upper bound (4.3.3) and the 
lower bound (4.3.4) the asymptotic validity of the pseudo steady state solution 
(4.2.7) for a —00 or k-*oo may be deduced. Moreover in a practical context 
either of the bounds (4.3.3) or (4.3.4) or some average thereof, would represent 
a very accurate approximation to the boundary motion, for large values of a or 
k. 
It is possible to show that the lower bound in (4.2.5) and the improved upper 
bound (4.2.13) are, respectively, the zeroth and first order boundary motions 
arising from a formal perturbation series for the problem (4.1.1)-(4.1.3) in powers 
of a;"^. The procedure is formally identical to that used in Section 3.4 (for 
the case k = 0), except that Kx(r,^;/c), defined by (4.2.1), is used instead of 
Kx(r,?) defined by (2.1.7). Hill [31] uses the integral formulation (4.2.2)-(4.2.3) 
to establish an iterative integral scheme for the problem (4.1.1)-(4.1.3), similar 
to those discussed in Section 2.4 for the classical Stefan problem. In [30] Hill 
shows that, for the sphere with ^ zero, the iterative integral procedure based on 
(4.2.2) "(4.2.3) leads to results superior to those obtained by Krishnamurthy and 
Shah [40], who used an iterative procedure based on a direct integration of (4.1.1). 
Hill [31] also obtains Langford-like formal series solutions for Stefan problems of the 
form (4.1.1) "(4.1.3), the approach and results being similar to those of Section 2.5. 
It is also possible to treat problems of the form (4.1.1)-(4.1.3) with time dependent 
surface conditions in a manner similar to that outlined in Sections 2.6 and 3.6. 
However, problems of the form (4.1.1)-(4.1.3) with concentration dependent 
diffusivities do not appear to be ammenable to the methods of this chapter, as 
there does not appear to be a suitable linearizing transformation available. 
Bounds for a moving boundary problem with two chemical reactions -77-
As in Chapter 3, the essential problem which remains is for the case where 
all of the parameters are small, in particular for small a and k, where it is clearly 
seen that the improved bounds (4.2.13) and (4.2.17) are sufficiently loose to justify 
further analysis. The main problem in an attempt to obtain further improvements 
on both the upper and lower bounds appears to be that of finding a lower bound 
on the speed of the moving front -R(t), since we could then use the inequality 
c ( r , i ) > - (4.4.1) 
and (4.2.4) to improve the lower bounds in the manner outlined in Section 3.7. 
Moreover, we would also be able to use (4.4.1) to obtain an improvement on the 
upper bound (4.2.13) in a manner analogous to the method by which (4.2.14) 
was employed to improve the pseudo steady state lower bound. Unfortunately 
finding a nontrivial lower bound on -R(t) appears to be a quite difficult problem. 
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FIGURE 4.1 
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Variation of boundary position for bounds for the slab, with a = 1.0, jS = 4.0 and 
k = 0.5. (lower bound , improved lower bound - • - and improved upper bound 
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FIGURE 4.2 
50 1 . 0 0 1 . 5 0 2 . 0 0 2 . 5 0 3 . 0 0 3 . 5 0 4 . 0 0 4 . 5 0 5 . 0 0 
i m e t 
Variation of boundary position for bounds for the cylinder, with a. = 5.0, (3 = 1.0 and 
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FIGURE 4.3 
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Variation of boundary position for bounds for the sphere, with a = 1.0, j(3 = 0.4 and 
/c = 4.0. (lower bound , improved lower bound - • - and improved upper bound 
CHAPTER 5 
On the melting of binary mixtures 
5.1 Introduction 
In this chapter we consider the melting of a binary mixture in which each 
component has a distinct constant phase change temperature. The mixture is 
initially assumed to be uniformly at the lower fusion temperature, and at time 
zero a temperature greater than either fusion temperature is applied to the surface 
of the mixture. Both components begin to melt, resulting in the appearance of 
two moving boundaries, separating three distinct phases. For spherical, cylindrical 
and planar geometries an integral formulation of the problem is obtained, which 
generalizes the results presented in Chapter 2, for the single phase Stefan problem. 
Using this formulation, an integral relating the motions of the moving boundaries is 
obtained. The enthalpy of the mixture is found to occur in the integral formulation, 
so that these results can be derived directly and extended to the n-component 
situation. Further, the presence of the enthalpy makes it a simple matter to 
calculate these integrals in a numerical enthalpy scheme, where they may be used 
as an independent gauge on the accuracy of the scheme. The pseudo steady 
state approximation for binary mixtures is discussed, and the analytical difficulties 
inherent in the cylindrical and spherical cases are noted. For the planar geometry 
the pseudo steady state approximation is seen to be valid in cases where the 
sensible heats of the components are small in comparison to the latent heats of 
fusion. 
In the following section the problem is formulated and nondimensional 
variables introduced, in terms of which the basic equations and a number of 
physically apparent inequalities are stated. These results are used in Section 5.3 
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to derive an integral formulation for the problem, from which the integral relating 
the boundaries' motions is obtained. This integral is given in Section 5.4 and the 
appropriate modification for a Newton radiation condition at the outer surface is 
noted. In Section 5.5 the pseudo steady state approximation is discussed, and 
it is shown that the pseudo steady state temperatures are upper bounds on the 
actual temperatures. However, it is not possible to completely solve analytically 
the ordinary differential equations governing the motions of the pseudo steady 
state boundaries in cylindrical and spherical geometries. In Section 5.6 the exact 
similarity solution for the planar geometry is noted, and compared with the pseudo 
steady state approximation. In Section 5.7 the relation of the integral formulation 
of Sections 5.3 and 5.4 to the enthalpy of the binary mixture is noted, and this is 
used to obtain the appropriate integral for a three component problem, from which 
the integral for the n-component problem is easily generalized. In Section 5.8 
numerical results are presented comparing the pseudo steady state approximation, 
for the slab, with exact and numerical solutions. The accuracy of the numerical 
results is demonstrated by evaluating numerically the integral relation of Section 
5.4, for spheres, cylinders and slabs. 
5.2 Governing equations and dimensionless variables 
For definiteness we consider the inward melting of a binary mixture with 
components (subscripted by 1 and 2) which have constant melting temperatures 
T*^^ and ^^^^ ^mi* mixture is assumed initially to be everywhere 
at the temperature ^̂  time zero and subsequently the spherical, cylindrical 
or planar surface r* - a* is maintained at a constant temperature T*. , such that 
^ ^ ^a*' ^^^ ^^^^^^ ^^^ temperatures of components 
1 and 2, respectively, the basic equations with two moving boundaries r* = ^^(i*) 
and r* = ^re taken to be 
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a r ; 









* ^ * r dr ) R^it*) < r * < Rl ( t * ) , (5.2.2) 
where p is the (constant) density and q and /c,- (i = 1 ,2 ) are respectively the 
heat capacities and thermal conductivities of components 1 and 2. Further, the 
constant X is 0, 1 or 2 corresponding to planar, cylindrical or spherical geometry, 
respectively. The boundary conditions are 
= = (5-2.3) 
= ^ r ^ , (5.2.4) 
and the Stefan conditions 
dR * dT* f)T* 
(5.2.5) 
(5.2.6) 
dr " d r ' 
where initially R*{0) = a* (f = 1 ,2) and L,- (/ = 1 ,2) denote the latent heats of 
fusion. The temperatures T* of components 1 and 2 are such that 
(5.2.7) 
We introduce nondimensional variables 
r = t = kit 
T i ( r , f ) = 
pcia 
. 2 ' Ri(f) = i R * ( t * ) (/ = 1 ,2) , 
m l 
so that (5.2.1) and (5.2.2) become 
3 T i _ a ^ T i ^ xdTi 
a 
k2 
T z i r j ) = 
T l { r X ) - T ml 
dt ^ ar ' 
r E l ^ 
dt dr^ r dr ' 
Rl(t) < r < 1, 
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while the boundary conditions (5.2.3) and (5.2.4) yield 
T i ( l , i ) = 1, Ti( i? i { i ) , i ) = 0, (5.2.12) 
T2(Ri(t) , t ) = 0, T2(R2(t),t) = V. (5.2.13) 
The Stefan conditions (5.2.5) and (5.2.6) become 
= ^ ( R i ( t ) , t ) - ^ ( f ? i ( f ) , f ) , (5.2.14) 
= (5.2.15) 
where initially /?, (0) = 1 (i = 1,2) and the four parameters c , V, a i and «2 are 
defined by 
C = ^ V = 
^ H a mlj 5̂ 2.16) 
and we note that V < 0. Finally, in dimensionless variables (5.2.7) becomes 
V < T 2 < O < T 1 < L (5.2.17) 
In the following section an integral formulation for (5.2 .10)-(5.2.15) is given, 
which is used in the section thereafter to deduce an integral relating the boundary 
motions i?i(i) and Rzit)^ 
5 . 3 Integral formulation 
On multiplying (5.2.10) by r^ and integrating we have 
i*r 
" = ^ ' ^ ( ^ i ) c i ^ (5.3.1) 
where for brevity the explicit time dependence of Ri(t) and R2(t) is suppressed, 
unless there is cause to emphasize this dependence. From equations (5.2.12)2, 
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(5 .2 .14) and (5 .3 .1) we deduce 
dr dt 
i»r 
+ c . i ] d ? (5.3.2) 
Ri 
which, on dividing through by r^ and integrating again yields 
+ ( r , i ) , 
fi ^ dr 
(5.3.3) 
where we have used (5 .2 .12)2 and the function K x ( x , y ) is defined by (2 .1 .7) . 
From (5 .3 .3) it is clear that we need an expression for R \ ^ { R i , t ) . 
R: 
On multiplying (5 .2 .11) by r^ and integrating we have 
.xdT2 dT2 cr 
and by applying (5 .2 .13)2 and (5 .2 .15) this equation simplifies to give 
(5.3.4) 
dT2 
r = i t f 7-2(1, t) + « 2 - c V ] d | . (5.3.5) 
In particular we have 
= i j i^[cT2{i,t) + a z - cV]dk - (a2-cV)R\R^, 
R2 
(5.3.6) 
where the dot denotes differentiation with respect to nondimensional time t . On 
substituting this expression into (5.3.3) we obtain 
- h K x ( r , / ? i ) ; i r ' i M c T 2 ( ? , i ) - h a 2 - c V / ] d i , 
Further, on dividing (5.3 .5) by r^, integrating again and using (5.2.13)2 we have 
Rl(t) < r < 1. 
(5.3.7) 
T2(r , i ) = V/ + I - T ? ^ K x ( r , $ ) [ c T 2 ( ? , i ) -h «2 " c V l d f , /?2(0 < r < Ri(t) 
(5 .3 .8) 
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Equations (5.3.7) and (5.3.8) constitute the basic integral formulation for the 
problem (5 .2 .10)- (5 .2 .15) . In developing this formulation all the equations 
(5 .2 .10)"(5 .2 .15) have been exploited apart from the surface condition (5.2.12)i 
and the condition (5.2.13)i on the moving boundary r = /?i(i). These two 
conditions together with (5.3.7) and (5.3.8) yield the integral relating the boundary 
motions Ri(t) and /?2(i). 
5 .4 Formal integral for the boundary motions 
From (5.2.12) 1 and (5.3.7) we have 
1 = ^ 
di Ri 




while from (5.2.13)i and (5.3.8) we obtain 









we have, on addition of (5.4.1) and (5.4.2) 
(5.4.3) 





Clearly (5.4.4) may now be integrated to yield 
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(1 - V)t = 
Riit) + Qfi -h «2 - cV]d^ 
-h 
Riit) (5.4.5) 
This formal integral for the boundary motions generalizes the similar result (2.2.7) 
for the classical single phase Stefan problem. In that context the formal integral 
is exploited to obtain upper and lower bounds for the boundary motion, as in 
Chapter 3. In order to utilize inequalities (5.2.17) and obtain corresponding bounds 
for binary mixtures we require a second independent equation relating Ri(t) and 
R2(t), so that together with (5.4.5) we would have two equations involving the two 
unknown moving boundaries. However, no such second independent equation 
has been forthcoming. 
Finally in this section we note that if we allow Newton's heat loss at the 
surface, so that (5.2.3)i is replaced by 
dT* 
(5.4.6) 
where h is the surface heat transfer coefficient (assumed the same for both 
components), then in place of (5.2.12)i we have 
T i ( l , t ) + | 3 ^ ( l , t ) = 1, 0 r (5.4.7) 
where (3 = kijha* is a positive constant. We may show from (5.3.2), (5.3.5), 
(5,3.7) and (5.3.8) that with Newton's heat loss at the surface we have in place 
of (5.4.5) 
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5 .5 Pseudo steady state approximation 
The pseudo steady state solution of (5 .2 .10) - (5 .2 .15) is defined to be the 
solution of 
d^Ti x a T i 
+ = ^l(^) < ^ < (5.5.1) 
^^To \dTo ^ r - j f = < r < R^(t), (5.5.2) 
subject to (5.2,12) and (5.2.13) respectively. The appropriate solutions are found 
to be 
T (r f) 
where Kx(x ,v ) is defined by (2.1.7). 
It is a simple matter to apply the method of Section 3 .3 to this problem 
and show that these profiles are upper bounds on the actual temperatures, that is 
Tj^Tipss (i = 1 ,2 ) . To do this we introduce 
u,(r , i ) = r , ( r , i ) - Tipss{r,t), (i = 1 ,2) , (5.5.5) 
so that ui and U2, respectively, satisfy the homogeneous boundary value problems 
d^ui X 
and 
+ T T T = < ^ < 
U i ( l , i ) = ui(Ri(t),t) = 0, 
. X _ R If) ^ r ^ R 
(5.5.6) 
(5.5.7) 
U2iRl(t),t) = U2(i?2(0,i) = 0. 
From these equations we may deduce 
dTi Tiir,t) = Tip33(r,i) + G ¡(r, J )^^ i) d? , (5.5.8) 
Jo ^ ar 
T2(r,t) = T2pss(r,t) + c [ ' G^ir, | , t) (5.5.9) 
C'Jr,^) = 
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where the symmetric Green's functions G * ( r , | ) (i = 1,2) are defined by 
= i , (5.5.10) 
L - K x ( r , i ? i ) K x ( l , | ) / K x ( l , R i ) , r < i < 1 , 
•- Kx ( I , R2)KX (Ri, r)/Kx (Ri, R2), i?2 S I ^ r, 
(5.5.11) 
. - K x ( r , R2)Kx (Ri, |)/Kx (Ri, R2), r < | s R j . 
Since G. < 0 and - ^ > 0 (i = 1 ,2) over the appropriate ranges of integration in 
(5.5.8) and (5.5.9), we may deduce that T,.<T|p53 (/ = 1 ,2) . Thus, altogether 
we have the inequalities 
1/ < 72 < T2pss 0 < Ti < Tip33 ̂  1. (5.5.12) 
From (5.5.3), (5.5.4), and the Stefan conditions (5.2.14) and (5.2.15) we 
find that the pseudo steady state boundaries satisfy the coupled ordinary differential 
equations 
dR1 _ 1 w 
^ l - d T " Hx ^ X ^ ' (5.5.13) 
dRo V 
where the bar denotes the pseudo steady state boundary. It is clear that (5.5.13) 
and (5.5.14) can be written as 
Kx(RI,R2) 
which on addition and integrating, using the initial conditions R,(0) = 1 (i = 1,2) 
gives 
f i ^ ri 
a - V ) t = a i _ + «2 (5.5.17) 
a i R ; K x ( l , R i ) ^ = _ ( 1 _ V) - (5.5.15) 
= (5.5.16) 
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On comparison with (5.4.5) it is apparent that the pseudo steady state integral 
(5.5.17) arises formally from (5.4.5) by substituting the following estimates for Ti 
and T2 
Ti « c V , T2 « V. (5.5.18) 
The estimate for T2 corresponds to its minimum allowable value (see either of 
the inequalities (5.2.17) or (5.5.12)), however, since V < 0 , the estimate for Ti 
violates the inequality T i > 0 , and is therefore physically unrealistic. 
For completeness we note explicitly, for the sphere and cylinder, the integrals 
from (5.5.17) and the ordinary differential equations to be solved to fully determine 
the pseudo steady state boundaries (/ = 1 ,2) , although they do not appear 
to readily admit exact solutions. The given ordinary differential equations result 
from division of (5.5.15) by (5.5.16). For the sphere (X = 2) we have 
_ a i , (yr> , .2 (1 _ v ) i = ^ ( 1 - /?i) (1 + 2R,) + ^ ( 1 - R,) (1 + 2^2) , 
== - (a + 5) -h 6 
^ 1 ( 1 - ^ 2 ) 
^ 2 ( 1 - ^ 1 ) 
(5.5.19) 
while for the cylinder (X = 1) we have 
(1 - V)t = ^ ( 1 - r: + 2R ^ 2 ^^2. ^ log/?ij -f- - /?2 + 2/?2log/?2 
i ? 2 d / ? 2 Iog/?i 
where the constants a and 6 are defined by 
(5.5.20) 
a = Oi2 8 = «2 (5.5.21) Oil' ^ Vai' 
Thus, even the pseudo steady state system (5.5.15) and (5.5.16), for the sphere 
and cylinder, does not readily admit a second independent equation relating R i 
and ^2- However for the slab a second integral can be deduced and these details 
along with the exact similarity solution are given in the following section. 
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5.6 Exact similarity solution for planar geometry 
The exact similarity solution for planar geometry (see Carslaw and Jaeger 
[9], page 290) is given by 
T i ( r , i ) = 1 - erf 
T 2 ( r , t ) = V 
1 - r^ 
erf 
2 / 
( ^ ' i r ) 





i ^ - erf 2 Al 
C7i (5.6.1) 
R l ( t ) = 1 - R ^ d ) = 1 - J i ^ , 












It is a straight forward matter to verify that (5.6.1) and (5.6.2) satisfy the integral 
relations (5.3.7), (5.3.8) and (5.4.5). 
For slabs the pseudo steady state integral (5.5.17) becomes 
Oil o" . ' — 
(1 - V ) t = f { l - R i ) + f (1 - R2) . 
while on dividing (5.5.15) by (5.5.16), for X = 0, we obtain 
(5.6.3) 
àRi , .̂  . 
= - ( a + Ò) Ò 
di?2 
1 - R 
\1 - R i l 
where a and 8 are given by (5.5.21). With x = 1 - i?2 ^^^ V 
equation becomes 
which may be solved in the usual way to give the relation 
(5.6.4) 
1 - H i this 
(5.6.5) 
(y -H a x f ( i ; - bx)^ = constant, (5.6.6) 
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(a + 0 ) 7 4 + Ô + (a + ô}/2, (5.6.7) 
ia + ôf/4 + Ô - (a + ô)/2. (5.6.8) 
Since i?/(0) = 1 (/ = 1,2) , the constant of integration is zero, and the physically 
acceptable solution (as both boundaries propagate in the same direction) is 
y = bx. (5.6.9) 
Thus from (5.6.3) and (5.6.9) the pseudo steady state boundaries for the slab 
assume the similarity form (5.6.1), where the constants 71 and 72 are approximated 
by 
bHl -V) (1 - V) 
71 « — 72 « (5.6.10) 
+ oij ai{b^ + a) 
and these estimates are such that 
a i 7 i + ^272 « (1 - V ) . (5.6.11) 
The validity of the pseudo steady state approximation is discussed in the final 
section. 
5.7 Relation to enthalpy 
In this section we consider the relation of the integral formulation, given 
in Sections 5.3 and 5.4, to the enthalpy of the binary mixture. This enables a 
simple generalization of the integral (5.4.5) for an n-component problem. The 
nondimensional enthalpy H (T) of the binary mixture can be defined in terms of 
the nondimensional variables of Section 5.2 by 
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H(T) = 
T - cV + ai 0L2, 
[a2 - c V, -I- «2 - cl/ 
c T - cV -h 0Ì2, 
[0,a2], 
0 < T < 1, 
T = 0, 
V < T < 0, 
T = V, 
(5.7.1) 
where the notation H(T) - [a,b] indicates that H may assume any of the values 
in the range of the indicated interval for that particular value of T, and for 
convenience the subscripts on the temperature T are suppressed. As in Section 
2.7, we can write the problem (5.2.10)-(5.2.15) in the form 
m ^ d^T ^XdT 
dt a , 2 < r < 1 , (5.7.2) 
T(l,t) = 1, T(r„t) = V, I f (ra,i) = 0, H(r ,0) = 0, (5.7.3) 
where r̂  is zero for the cylinder (X = 1) and sphere (X = 2), and r̂  = -oo 
for the slab (X = 0 ) . The conditions at r̂  are valid until the second moving 
boundary R2(t) reaches r^, and simply express the fact that there is no heat flow 
in the region between r̂  and R2(t). As noted in Section 2.7, because of the jump 
discontinuities in H, (5.7.2) and (5.7.3) hold only in a weak sense. However, 
by formally integrating (5.7.2) and applying the no flux condition at r̂  
àZ(r t) = i i - (5.7.4) 
and a further integration and use of the conditions at r̂  gives 
T(r,t) = V + 
dt J (5.7.5) 
The results of Section 5.3 may be deduced from (5.7.1), (5.7.4) and (5.7.5). In 
particular, applying the boundary condition (5.7.3)i at r = 1 to (5.7.5) we have 
= i J (5.7.6) 
which is equivalent to (5 .4 .4) . 
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The following equations describe, in normalized co-ordinates, the melting of 
a three component mixture which is initially at its lowest freezing point 
dTi , 
^^ dr' r dr 
dT2 , 
dt 




' ' dr 
- I -
dTs _ , Id^Ts . xdTs\ 
[dr r dr 
with the boundary conditions 
Ti(l,t) = 1 , T i ( R i { t ) , t ) = \/ i 
Rl(t) < r < 1, 
R2(t) < r < Ri(t), 
Rsd) < r < R2(t), 
T2(i?i ( i ) ,0 = Vi, 
(5.7.7) 
T2(R2(t),t) = V2, Ts(R2(t),t) = V2, T3(Rs(t),t) = 0, 




di?2 dT dTs 









where 7/ denotes the normalized temperature of the i component (/ = 1 ,2 ,3 ) , 
Rjit) the normalized position of the f̂ ^ moving boundary (/ = 1 ,2 ,3 ) , p the 
constant density of the mixture and C/, /c,- and L/ are respectively the heat capacity, 
thermal conductivity and latent heat of fusion of the phase (i = 1 ,2 ,3 ) . The 
fusion temperatures are Vi, V2 and 0, and we assume that 0 < \/2 < Vi < 1. 
For this problem the enthalpy H(T ) is given by 
-ci(T - Vi) + C2(Vi - V2) + C3V2 + L1+L2 + Ls, Vi < r < i , 
C2(T - V2) + C3V2 + L2 + L3, 
^ s T + L3, 
H(T) - Pi V 2 < T < V i , 
0 < T < V2, 
(5.7.10a) 
with the conditions 
pLi>H(Vi) - p[c2(Vi - V2) + C3V2 + L2 + L 3 ] > 0 , 
pL2>H(V2) - p[c3V2 + L 3 ] > 0 , 
p L 3 > H ( 0 ) > 0 , 
(5.7.10b) 
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where, as before, the subscripts on the temperature have been suppressed. W e 
may write the problem (5.7.7)-(5.7.9) using the enthalpy H ( T ) as 
(5.7.11) 
T ( l , t } = 1, T (r , , i ) = 0, I f (ra,0 = 0, H ( r , 0 ) = 0, (5.7.12) 
where as before r̂  is zero for the sphere and cylinder and r̂  = - oo for the slab. 
The diffusivity k ( T ) is given by 
i / i < r < i , 
/c(T) = J/c2, V 2 < T < V i , (5.7.13) 
0 < T <V2, 
and, as before, the boundary conditions at r̂  apply only until R^it) reaches r^. 
Formally integrating (5.7.11) twice and applying the boundary conditions (5.7.12) 
leads to 
Putting r = 1 in this expression gives 
(5.7.14) 
, pi 
k i d - Vi) + /c2(Vi - 1/2) + /C3V2 = ^ $ ^ K x ( l , ? ) H ( ? , i ) c i i , (5.7.15) 
and integrating with respect to time we have 
{ k i d - Vi) + /c2(Vi ~ V2) + ksV2}t = ( % ^ K x ( l , ? ) H ( í , ¿ ) c í ^ (5.7.16) 
which may be written in terms of the old dependent variables Tj and R, (i = 1, 2, 3) 
as 
[ki (1 - Vi) + /c2(Vi - V2) + k3V2]t -
pi 




¿ ^ K x ( l , i ) [ c 2 ( r 2 - V2) + C3I/2 + L2 + LsJd? 
(5.7.17) 
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This method may be generalized in an obvious way to the n -component case to 
give the integral, 
[ ¿/c , ( v , . _ i - V^)]t 
\i = l I 
Xr, vvF . IL . , _ . 
= P E 
1 = 1 
n 
Ri 
Ci(T - V^) + L^ + - V j ) ^ L j ) 
(5.7.18) 
where Rq == Vq = 1, V^ = 0 and empty sums are taken to be zero, (that is, the 
sum from n + 1 to n is taken to be zero). 
5.8 Numerical results and discussion 
In this section numerical results comparing the boundary motions from the 
pseudo steady state approximation, the exact solution for the plane, the numerical 
enthalpy scheme, and from the integral (5.4.5), are given. The numerical solutions 
are generated by an explicit enthalpy scheme, adapted to take advantage of the 
trivial third phase, which uses the technique of Voiler and Cross [81] to track 
the moving boundaries. Since it is unlikely that both moving boundaries will 
cross mesh points simultaneously, a linear interpolation is used to estimate the 
location of a moving boundary as the other boundary passes through a mesh 
point. The integral (5.4.5) is evaluated numerically using enthalpy values, with 
the actual integration effected by a simple trapezoid rule. A grid spacing of 0.02 
produces adequate results without extensive computational effort. The coupled 
transcendental equations (5.6.2) for 71 and 72 ^re solved using a Newton-Raphson 
iterative scheme, which converges rapidly, with the initial estimates being the 
pseudo steady state estimates (5.6.10). 
In Table 5.1 the pseudo steady state estimates (5.6.10) for 71 and 72 are 
compared with the exact values for fixed V = - 1 and a variety of c. It is noted 
that the best agreement between y¡ and its pseudo steady state approximation is 
found when » c. Further, for fixed a¡, increasing c results in a decrease 
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in agreement between the pseudo steady state estimate and actual j i , as might 
be expected since the pseudo steady state approximation may be obtained by 
assuming the heat capacities (of both phases) to be zero. In Table 5.2 the pseudo 
steady state estimates for j i and 72 are compared with the exact values for fixed 
c and various values of V. Again, it is noted that best agreement is found when 
the nondimensional latent heats a,- are large compared with the initial temperature 
difference - V , and that increasing the magnitude of V decreases the accuracy of 
the approximation. These tables demonstrate the pseudo steady state estimate to 
be valid provided the latent heats of the phase changes greatly exceed the sensible 
heats of both phases. 
It is apparent that the pseudo steady state estimates for 7,- always exceed 
the actual values. This is a consequence of the pseudo steady state temperatures 
being upper bounds on the actual temperatures. Since the approximate and 
exact temperatures coincide at the moving boundaries, the pseudo steady state-
predicts greater differences in heat fluxes at the moving boundaries, and thus 
faster moving boundaries. Physically this occurs because the pseudo steady state 
approximation ignores the sensible heats of the mixture, assuming that all heat input 
is absorbed exclusively at the moving boundaries. In fact the pseudo steady state 
approximations to 71 and 72 may be obtained by expanding the transcendental 
equations (5.6.2) to first order in 71 and 72, and assuming c to be zero. Finally, 
from Table 5.2 it is apparent that increasing the magnitude of V, while holding 
the other nondimensional quantities constant, slows the first moving boundary 
(decreases 71), and accelerates the second moving boundary (increases 72). This 
phenomenon, possibly unexpected at first sight, occurs because this change in V 
increases the thermal gradient across the second phase, causing greater heat flow 
through this phase and thus increasing the heat fluxes, in the second phase, at 
each moving boundary. 
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TABLE 5.1 
Pss Exact (5.6.2) 
(5.6.10) c = 0.5 c = 1.0 c = 2.0 
a i = 1.0 71 0.2929 0.2101 0.1765 0.1340 
«2 = 1.0 72 1.7071 1.3811 1.1976 0.9624 
a i = 10.0 71 0.0698 0.0633 0.0594 0.0531 
«2 = 1 0 72 1.3015 1.1167 0.9915 0.8239 
a i = 1.0 71 0.0466 0.0437 0.0420 0.0390 
«2 = 10.0 72 0.1954 0.1888 0.1840 0.1753 
a i = 10.0 71 0.0293 0.0282 0.0275 0.0262 
« 2 = 10.0 72 0.1707 0.1665 0.1631 0.1568 
Comparison of the pseudo steady state estimates for 71 and 72 (5.6.10) with the actual 
values (5.6.2) for V = - 1.0 and a variety of values of a i , «2 and c. 
TABLE 5.2 
V = - 0 . 5 V = - 1 . 0 V = - 2 . 0 
pss exact pss exact pss exact 
ai = 1.0 71 0.3596 0.2565 0.2929 0.1765 0.2192 0.0994 
«2 = 1.0 72 1.1404 0.8971 1.7071 1.1976 2.7808 1.6340 
ai = 10.0 71 0.0763 0.0698 0.0698 0.0594 0.0665 0.0447 
«2 = 1.0 72 0.7371 0.6331 1.3015 0.9915 2.3834 1.5053 
ai = 1.0 72 0.0613 0.0572 0.0466 0.0420 0.0316 0.0268 
«2 = 10.0 71 0.1439 0.1377 0.1954 0.1840 0.2968 0.2713 
a i = 10.0 71 0.0360 0.0346 0.0293 0.0275 0.0219 0.0195 
a2 = 10.0 72 0.1140 0.1109 0.1707 0.1631 0.2781 0.2571 
Comparison of pseudo steady state approximations to 71 and 72 (5.6.10) with actual 
values (5.6.2) for c = 1.0 and a variety of values of a i , 0:2 and V. 
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TABLE 5.3 






















0.8 0.66 0.67 0.67 0.63 0.28 0.28 0.28 0.27 
0.6 2.66 2.67 2.67 2.51 1.13 1.13 1.13 1.09 
0.4 5.98 6.00 6.00 5.64 2.55 2.55 2.55 2.45 
0.2 10.63 10.67 10.67 10.03 4.54 4.53 4.53 4.36 
0.0 16.61 16.65 16.67 15.66 7.09 7.09 7.09 6.81 
Comparison of times from the exact solution, enthalpy scheme, integral (5.4.5) and pseudo 
steady state (5.6.10), for the boundaries to reach five equally spaced points, for the slab 
with ai = 1.0, «2 = 20.0, c = 2.0 and V = -0.5. 
In Table 5.3 various numerical, pseudo steady state and exact values for 
the time taken for the moving boundaries to reach five equally spaced positions 
are compared, for the slab with ai = 1.0, a2 = 20.0, c = 2.0 and V = -0.5. 
There is excellent agreement between the exact and numerical values, and between 
the direct enthalpy predictions (found using the method of Voller and Cross [81]) 
and numerical values for the integral (5.4.5). The pseudo steady state predicts 
boundaries which move too rapidly, as noted. Closer agreement is found between 
pseudo steady state approximation and actual values for the second moving 
boundary, /?2, since the nondimensional latent heat of the second component, 
qj2, greatly exceeds the nondimensional sensible heat - c V . For the first moving 
boundary Ri, the agreement is less satisfactory, since the nondimensional latent 
heat a i and sensible heat of the first component have the same magnitude. 
In Table 5.4 the direct enthalpy and numerically evaluated integral (5.4.5) 
estimates for the time taken for the two boundaries to reach five equally spaced 
points in a cylinder, with ai = 1.0, «2 = 5.0, c = 0.5 and V = -1.0 , are 
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compared. As for the slab, excellent agreement is found. The asterisk indicates 
an approximate value, estimated assuming a linear enthalpy profile between mesh 
points. In Table 5 .5 similar figures, for the sphere, with a i = 5.0, 0:2 = 10.0, 
c = 1.0 and V = - 1.0, are given. Again there is good agreement. Indeed, it is 
difficult to find parameters for which any serious discrepancies between the integral 
and direct estimates occur, although for very slow boundaries, particularly Ri, at very 
large times the difference does increase (see Table 5.3). This agreement confirms 
the accuracy of the enthalpies, temperatures and boundary motions produced by 
the enthalpy scheme for a wide range of the nondimensional parameters. 
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TABLE 5.4 





0.80 0.90* 0.0522 0.0522 
0.61" 0.80 0.1891 0.1891 
0.60 0.79* 0.1937 0.1937 
0.40 0.68* 0.3964 0.3964 
0.28* 0.60 0.5269 0.5269 
0.20 0.54* 0.6192 0.6191 
0.00 0.41* 0.7733 0.7732 
(5.4.5) for the 
cylinder with oii = 1.0, a2 = 5.0, c = 0.5 and V = - 1.0 (asterisk indicates estimated 
value - see text, pp 100). 
TABLE 5.5 
Boundaries Times from 
R2 Enthalpy Integral 
scheme (5.4.5) 
0.80 0.90* 0.1030 0.1030 
0.61* 0.80 0.3498 0.3498 
0.60 0.79* 0.3613 0.3613 
0.40 0.67* 0.6951 0.6950 
0.30* 0.60 0.8684 0.8683 
0.20 0.53* 1.0138 1.0136 
0.00 0.44* 1.1824 1.1821 
the sphere, with a i = 5.0, «2 = 10.0, c = 1.0 and V = - 1 . 0 (asterisk indicates 
estimated value - see text, pp 100). 
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CHAPTER 6 
Integral formulation and bounds for 
two phase Stefan problems 
6.1 Introduction 
In this chapter we consider the genuine two phase Stefan problem with 
an initially subcooled solid phase. We consider planar, circular and spherical 
geometries, and note that at present, these are the only geometries for which 
it is known that solutions, in the classical sense, exist (see Rubinstein [58], 
[59]). Generalizing the method of Chapter 2, these problems are reformulated as 
integro-differential equations, which enables the boundary motion to be formally 
integrated, from which upper and lower bounds on the boundary motion can be 
found. A number of cases are considered. In Section 6.2 we formulate the 
classical Stefan problem for the inward thawing of spheres, cylinders- and slabs 
(with one insulated face), and determine the appropriate integral formulation for 
the problem, under the assumption of perfect thermal contact at the outer face. 
In Section 6.3 the integral formulation is found for the case in which there is 
Newton heat loss at the outer surface. In Section 6.4 the integral formulation for 
a subcooled solid occupying a concentric region bounded by spheres, cylinders 
(or planes) is given. The case where the inner surface is insulated is considered, 
as well as the case where the inner surface is maintained at some prescribed 
temperature. 
In Section 6.5 the integral formulation for the thawing of the infinite half 
plane, and the infinite regions surrounding a sphere or cylinder is derived. The 
formulation is tested against the classical Neumann solution for the infinite half 
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plane. In Section 6.6 some simple upper and lower bounds on the motion of the 
moving boundary for the problems considered in Section 6.2 are given, assuming 
the solid to be initially at a constant temperature. It is shown that the lower bounds 
and the improved lower bounds given in Chapter 3 for the corresponding single 
phase problems are also lower bounds for the boundary motion in the two phase 
situation. The upper bounds contain a term depending on the nondimensional 
sensible heat CTQ of the solid phase which is in addition to the corresponding upper 
bounds in Chapter 3. In Section 6.7 a summary of the bounds for the problems 
considered in Sections 6.4 and 6.5 is given. In Section 6.8 we discuss the relation 
of the enthalpy equation (see (6.8.2)) to the results. Finally in Section 6.9 we 
discuss our results and present a comparison with numerical solutions generated 
by the enthalpy method of Voiler and Cross [81]. 
6.2 Integral formulation and inward thawing for spheres, cylinders 
and slabs 
We consider the inward thawing of a frozen material contained within a 
sphere, cylinder or slab, occupying the region 0 < r * < a * . Suppose that the 
material is initially frozen at the constant temperature T*, less than the material's 
fusion temperature T*. From time t* - 0 onwards there is applied at the surface 
r* = a* a constant temperature T\, greater than T*. Assuming perfect thermal 
contact at the surface r* = a*, the material will start to melt immediately, giving 
rise to a sharp front r* = R*(t*) separating the solid and liquid regions. We 
introduce the nondimensional variables 
* 
r = R{t) = i = AT- = ( r . - T; ) , (6.2.1) 
^ ^ pcga* 
T,{r,t} = { T y , t ' ) - t ; ) / a T - . TAr,t) = - T^^AT', (6.2.2) 
" ' ' T i r ' ^ = To = (T; - T;)/AT-. (6.2.3) 
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where T denotes the nondimensional temperature, k the thermal conductivity, c 
the heat capacity and subscripts i and s are used to distinguish between properties 
of the liquid and solid phases, respectively. The density p of both liquid and 
solid phases is assumed to be the same and constant. The latent heat of fusion 
is denoted by L , and R(t) represents the nondimensional position of the moving 
boundary. 
In terms of these nondimensional variables the two phase, one dimensional 
Stefan problem becomes 
r'' c dT. .X d T -^j, 0<r<R(t), (6.2.5) dt dr 
with boundary and initial conditions 
T^(l,t) - 1, ^ ( 0 , 0 = 0, Ts(r,0) = To, (6.2.6) 
where TQ is a negative constant, and the conditions 
Tg(R(t),t) = 0, Ts{R(t),t) = 0, (6.2.7) 
" - ^(Rit),t), RiO) = 1, (6.2.8) 
at the moving boundary r = R(t). The parameter X is 0 for the slab, 1 for 
the cylinder and 2 in the case of the sphere. The condition (6.2.6)2 is essential 
for the sphere and cylinder, arising physically from symmetry requirements and 
mathematically to obtain finite solutions. For the slab (6.2.6)2 corresponds to an 
insulated surface at r = 0. As there is no mechanism for energy loss, the moving 
boundary moves monotonically toward the origin, and the solid melts completely 
after a finite time t^, which is called the time to complete thawing. From the 
maximum principle we also have the physically apparent inequalities T o < T s < 0 , 
and 0 < T f < l . 
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For the liquid phase, after integrating (6.2.4), applying (6.2.7)i and the 
Stefan condition (6.2.8)i, we have 
= j ^ f ï ^ + ( f ) ' ^ ( ^ ^ O ^ /? < r < 1, 
(6.2.9) 
where, here and generally, we use R for R (t) unless there is cause to emphasize the 
time dependence of the boundary. A further integration, application of (6.2.7)i, 
and a change in the order of integration gives 
TiirJ) = f + m , t ) ] d k , t ) , R < r < 1, 
(6.2.10) 
where Kx(x ,y) is defined by (2.1.7). We now apply the surface condition (6.2.6)i 
to obtain 
.1 
1 _ d di 
it >.\r. . T iy V . oXr, r^v^T«, r K x ( l , ? ) [ a -h 7^(1 ,Old? (6.2.11) 
R àr 
and from this expression it is apparent that an expression for R^Kx (1, , i) 
is needed. 
For the solid phase, integrating (6.2.5) and applying (6.2.7)2, gives 
= -cj^^^ 0<r<R, 
(6.2.12) 
and putting r = 0 gives the expression 
R { t ) ^ y ^ ( R { t ) , t ) = c ^ (6.2.13) or di JQ 
which physically expresses the conservation of heat in the solid phase. We may 
now substitute (6.2.13) into (6.2.11) to obtain 
di di JQ 
(6.2.14) 
a result which we shall use in Section 6.5. Alternatively, we may proceed in a 
manner similar to that used for the liquid phase and divide (6.2.12) by r^, integrate 
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again, extract the time partial derivative and change the order of integration to 
obtain 
Tsir , t ) = + i ? ^ (r, , t) , 0<r <R 
(6.2.15) 
For the cylinder (X = 1) and sphere (X = 2) there are two singularities on the 
right hand side of (6.2.15) as r — 0. The left hand side is, however, well defined 
and finite at r = 0, and thus these singularities must cancel. Substituting (6.2.13) 
into (6.2.15) and using the property that Kx($ , r ) -h K x { r , R ) = K x ( ? , / ? ) , and 
condition (6.2.7)2 to manipulate the time partial derivatives, we obtain the finite 
expression for r — 0 
Ts(0,t) = c 
R 
(6.2.16) 
From (6.2 .12) , (6.2.15) and the fact that '̂î Q̂ |r^Kx (1, r) | < 1, we may deduce 
that 
or at , 
R 
Î ^ K x ( l , ê ) T , ( Î , i ) d ? . (6.2.17) 
Combining this result with (6.2.11) gives 
Rit) 
1 - 7 3 ( 0 , 0 = ^ + J 
Rit) 0 
(6.2.18) 
which integration with respect to time transforms into 







We confirm this result numerically in Table 6 .2 and in Section 6.9. 
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6 .3 Integral formulation for inward thawing with Newton heat loss 
In this section we consider the inward thawing problem, with imperfect contact 
at the surface r = 1. Thus we take the Stefan problem (6.2.4) , (6.2.5), (6.2.7) 
and (6 .2 .8) , with the boundary and initial conditions (6.2.6) replaced by 
T , ( l , i ) + t) = 1, = 0, T , ( r , 0 ) = <A(r), (6.3.1) 
where 0 is a non-negative constant, and cf) (r) is a continuous, nonpositive function 
which vanishes at r = 1. We require this consistency between the boundary 
condition (6.3. l ) i , and initial condition (6.3.1)3 to ensure that thawing commences 
at time t = 0 . Thus 0 (r) is to be regarded as the temperature in the solid at the 
moment the melting commenced. Indeed </)(r) might, in practice, be found as a 
solution of the heat equation in the solid phase, subject to suitable boundary and 
initial conditions. Note however that ( 6 . 3 . l ) i refers only to the liquid phase, and 
there is no reason to suppose it would apply to the solid, at the surface r = 1, 
before melting commenced. 
Since only the initial and boundary conditions have been changed, we have 
from (6 .3 .1 ) i , and (6.2.9) and (6.2.10) with r = 1 
.1 
dt J 
1 = ^ 
R 
(6.3.2) 
Since (6 .2 .13) is still valid, we may immediately deduce 
1 = d 
dt J 
+/3][a + T i ( | , f ) ] c i i 
„ (6.3.3) 
_ ^ f 
+ c'" [ K x d . R ) Jg 
while from (6 ,2 .13) and (6 .2 .17) we find that 
(6.3.4) 
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Substituting this expression into (6.3.2) gives 
Rit) 
di 









Note that equations (6.2.10) and (6.2.15) remain valid for the temperatures of 
the liquid and solid phases, respectively. 
6 . 4 Integral formulation for concentric geometries and finite slabs 
Here we consider the (inward) thawing of a solid initially occupying the 
region 0 < a < r < 1. For brevity only two boundary conditions, at r = a 
are considered. We take the Stefan problem (6 .2 .4) - (6 .2 .8) , with the obvious 
modification to the domain of Tg, and replace the boundary and initial conditions 
(6.2.6) by 
7^(1 ,0 = 1, T , ( r ,0 ) = To, a < r < l , (6.4.1) 
and one of the conditions 
dZ 
dr 
(a , i ) = 0, or Ts{a , t ) = To, (6.4.2) 
at the surface r = a, where Tq is a negative constant. In the case of an insulated 
inner surface (6.4.2) i , we expect the solid to completely melt after a finite time 
whereas in the case of a prescribed temperature at the inner surface, simple 
continuity arguments show that the solid can never totally melt. 
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The results of Section 6 . 2 remain valid for the liquid phase, and need only 
slight modification for the solid phase, to allow for the change in the domain of 
the solid phase. Thus from (6 .2 .12) we may deduce the analogue of (6 .2 .13) , 
namely 
dr dr dt J 
R 
(6 .4 .3) 
while from (6 .2 .12 ) and (6 .2 .15 ) we have the analogue of (6 .2 .17) 
= T J a J ) 
or dr » 
R 
(6 .4 .4) 
S o , using (6 .2 .11 ) and (6 .4 .3 ) we find that 
df J R 
+ i ? % ( l , R ) j a ^ ^ ( a , i ) + c i j , 
(6 .4 .5) 
and from (6 .2 .11) and (6 .4 .4) 
1 - T , ( a , t ) - a ^ K x ( l , a ) ^ ( a , t ) = ^̂  





(6 .4 .6) 
If we now consider the insulated surface at r = a , and apply (6 .4 .2 ) i to (6 .4 .5) 
and (6 .4 .6) we obtain the expressions 








(6 .4 .7) 
which reduce to the results (6 .2 .14) and (6 .2 .18) as a — 0 . For the fixed 
temperature on the surface r = a, using (6.4.2)2 (6 .4 .6) gives 
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In this case the result corresponding to (6.4.7)i is not useful and therefore is not 
given. However, in the case of a fixed temperature at r = a, we may define a 
nontrivial pseudo steady state solution for both liquid and solid phases, and this 
allows us to improve the upper bound on the boundary motion in Section 6.7. 
6.5 Integral formulation for outward thawing of spheres, cylinders 
and slabs 
Here we consider the case of outward melting of an infinite half-plane, or 
the infinite region surrounding a cylinder or sphere. Assuming perfect thermal 
contact, and using the same nondimensional variables as in Section 6.2, we have 
. x i Z i 
dt 
1 < r < R(t), 




with the boundary and initial conditions 
7^(1, i ) = 1, l i m ^ ( r , i ) = 0 , T s ( r , 0 ) ^ T o 1 < r < oo, (6.5.3) r —00 (jr 
and the Stefan conditions (6.2.7) and (6.2.8) at the moving boundary r = i? ( i ) . 
Proceeding as in Section 6.2, we may deduce that 
. -R 




TAr,t) = c 
dZ 
+ / ? ^ K x ( r , i ? ) ^ ( / ? , i ) , /? < r < oo, 
dr 
(6.5.5) 





where we have to assume that .liTL'-'^x (1, r ) ^ ( r , i ) ^ 0 to obtain (6.5.6). It is 
not possible to exchange the order of integration and differentiation in the infinite 
integral of (6.5.6), as the resulting integral is not finite. To integrate (6.5.6) with 







R J;^ a r 
(6.5.7) 
where we assume the integral on the left hand side is absolutely convergent, and 
use (6.2.7)2 to extract the time derivative from the finite integral on the right hand 
side. We may integrate (6.5.7) with respect to time, and from (6.5.8)3 we may 
now show that (6.5.6) integrates to give 






For the slab (X = 0) the Stefan problem (6.5.1)-(6.5.3), (6.2.7)-(6.2.8), 
has an exact solution, the Neumann solution (see Carslaw and Jaeger [9], page 
284), given by 
Tg(r,t)= 1 - erf (r - 1 /erf 




1 < r < R(t), 
i?(i) < r < 00, (6.5.9) 
R(t)= 1 -h 
where 7 is found from a, Tq, and c via the transcendental equation 
a 
i 
X7 _ e x p ( ^ ) / e r f M | + ToJ^exp ( ^ ) / e r f c ÇX (6.5.10) 
A straight forward calculation shows that (6.5.4)-(6.5.6) and (6.5.8) are satisfied 
by the Neumann solution (6.5.9)-(6.5.10). 
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6.6 Bounds on the interface motion for inward thawing 
This section is concerned with finding bounds for the boundary motion R(t), 
for the inward thawing problem of Section 6.2. The obvious approach to this 
problem is to start from (6.2.19) and obtain upper and lower bounds for the 
integrals occurring in that expression. The main difficulty with this approach is 
finding nontrivial bounds for the integral, Ĵ  T̂  (0, r) d r . Although this can be done, 
the same results can be achieved in what is essentially an equivalent manner, but 
with less effort, from (6.2.14). Integrating (6.2.14) with respect to time and using 
integration by parts gives 
pi 
"^Rit) 
+ cKx(l,/?(i)) - c ( I ) 
0 R(t) 
where T^ is defined by Ts(r,R(t)) = Ts(r,t). On applying the inequalities 
To < Tg < 0, we obtain 
and 
t > ( ' + T ^ ^ R ^ ^ i K x d . R ) . (6.6.3) 
jRit) 
d T 
However the inequality (6.6.3) may be improved by noting that - j f { R ( t ) , t ) > 0 , 
a result which we know a priori, since Ts{r,t)<0, if r</?( i ) , with equality at 





a result which one would expect since the solid is, as a whole, thawing and its 
heat content is therefore increasing with time. Now, using (6.6.4) and (6.2.14), 
we conclude that 
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For the one phase problem, (6.6.5) holds with strict equality, and thus all the 
lower bounds derived in Chapter 3 for the single phase problem apply also to the 
two phase problem. Roughly speaking, (6.6.5) shows that the boundary is slowed 
by the presence of a nontrivial second phase. If we now integrate (6.6.5), we 
have 
pi 
i > -h (6.6.6) 
a result superior to (6.6.3), since R) <0 for 0 < / ? < l . In fact 
when R is zero we have equality, and both (6.6.3) and (6.6.6) result in identical 
lower bounds for the time to complete thawing We may improve this lower 
bound by using the inequalities (6.6.5) and (6.6.6), as in Section 3.5, to obtain 
where ^\{R) is defined by 
(6.6.7) 
R '^R 
Ex(/?) - (6.6.8) 
'^R 
We obtain a simple upper bound by using the inequality T ^ ^ l in (6.6.2) to 
obtain 
f < ( a + DExiR) - 2 ( r T x ) ( ^ ~ 
This bound may be refined by showing that 
where Tgpssir,R) denotes the pseudo steady state approximation to the liquid's 
temperature. This inequality may be proved in precisely the same manner as in 
Section 3.3. We conclude that 
t^aEx(R) + {VKx(l,?)T,p3s(^i?)ciJ - 2(1^+ 
This result does not improve the upper bound on tc for the sphere and cylinder, 
since for these geometries the pseudo steady state approximation reduces identically 
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to 1 at i? = 0 . For specific geometries we have 
(slab), 
t < | ( l - R f ( l + 2R) + 1 ( 1 - Rf - - R2y (sphere), 
(6.6.12) 
so that, in particular 
(slab), 
i c < i ( a + 1) - i c T o , (cylinder), (6.6.13) 
i c < i ( a + 1) - I c T o , (sphere), 
where tc denotes the time to complete thawing. Clearly these bounds on the 
motion may be further refined if tighter bounds on the temperature can be found. 
6 . 7 Summary of b o u n d s for other c a s e s 
We outline here some of the bounds pertaining to the problems considered 
in Sections 6 .4 and 6.5 . Firstly we consider the inward thawing of the solid 
occupying a concentric region with insulated inner face. As in Section 6 .6 , using 
the inequalities Tq < T^ < 0 < T^ < 1 in (6.4.7)i we obtain 
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where Lx(R) is given by (6.6.8). However, as in Section 6.6 we find that the 
lower bound in (6.7.1) may be improved to give 
pi 
i > $^Kx( l ,S ) [a + (6.7.3) 
by using the fact that ^(R(t),t)>0 together with (6.4.3), and (6.4.2)i. Since 
(6.6.10) is still valid for the liquid temperature, the upper bound in (6.7.2) may 
be improved to give 
(6.7.4) 
As a — 0 the results of Section 6.6 are recovered. 
Next we consider the inward thawing of the solid within a concentric region 
with the temperature fixed at the inner face. Since the temperature is continuous, 
there must always be some solid at a subzero temperature about the inner face. 
Eventually a genuine steady state situation must be attained, where the temperatures 
are given by 
00 00 J ' ' — 
and the subscript oo denotes a steady state result. The location of the boundary 
Roo is determined from the Stefan condition by noting that for a steady state to 
exist, R (t) = 0. Thus the heat flux is continuous across the steady state boundary, 
and Ro= is found to satisfy the equation 
Kx(/?oo,a) + ToKx(l,/?oo) = 0. (6.7.6) 
Integrating ( 6 . 4 .8 ) yields 
(1 - To)t = a^Kx(l ,a) f ' ^ ( a , r ) d r + f ̂  ¿ ^Kx (1, ? )[a + 
0 ^^ R 
+ c f - cTo 
(6.7.7) 
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d T and by using the inequalities - J F ( a , t ) > 0 , TS>TQ, and Tg>0, we have 
(1 - T o ) i > ( a - cTolExi/?). (6.7.8) 
Since the moving boundary approaches Roo asymptotically, this bound is clearly 
not appropriate for large times, or what is the same thing, for values of R close 
to Roo- On the other hand, for small times this lower bound should represent a 
quite accurate approximation to the motion of the moving boundary, since the 
inequalities used in the derivation are initially valid approximations. In order to 
improve this lower bound, we would require a nontrivial lower bound on the flux 
To obtain an upper bound on the motion of the boundary, we find by 
an argument similar to that used in Section 3 .3 that the pseudo steady state 
temperatures provide upper bounds on the actual temperatures 
(6.7.9) 
and in particular that at r = a we have TSPSJA,R) = TS{A,T) = TQ, SO that 
= (6.7.10) 
Also, if t i > t o then so from (6,7.10) we conclude 
^J^{a,R{t))>:^{a,T] Vr € [0, f], (6.7.11) 
dr or 
and thus 
^ ̂ Ma, r) d r < ' ^^^ .̂ (6.7.12) 
0 dr ' a^Kx(/?,a) 
Using this inequality, together with (6.7.9), in (6.7.7) gives 
1 + - cToExia) + J V ^ x (1, ¿¡T.pssi^/?) d^ 
+ c ' 
(6.7.13) 
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As i — 00 and R — the right hand side of (6 .7.13) remains finite, and as 
the left hand side is bounded by this, we recover the expression (6.7.6) for Re»-
For large times, that is for R near i?oo, the times predicted by (6.7.13) should be 
quite accurate, in view of the existence of a steady state solution to this problem 
they should be asymptotically valid. For small times, or R near 1, the bound 
provided by (6 .7 .13) is clearly not very good, for the left hand side is some positive 
quantity when /? = 1, whereas we know that i = 0 . However, if we could find 
a nontrivial lower bound on the velocity, then a tightening of the upper bound 
could be achieved, for we would then have an upper bound on and we could 
integrate the inequality (6 .7 .11) . Even for the single phase problem (see Chapter 
3) the problem of finding such a bound appears to be difficult. 
Finally in this section we consider the problem of the outward thawing of 
a "P 
an infinite region. Putting r = 1 in (6.5.4) and noting that ^ ( / ? ( t ) , i ) > 0 (for 
T s < 0 , with equality at r = R{t)), gives 
which integrates to give 
cR{t) 
i > (6.7.14) 
Roughly speaking, this shows that the subcooling of the solid phase slows the 
moving boundary R{t), since (6.7.14) reduces to an equality for the single phase 
problem (see (2.2.7)) . Thus, from the inequality T g > 0 we find 
i>ceEx( i? ) . (6.7.15) 
Equation (6.5.8) may also be used to find lower bounds for the moving boundary 
The bounds 0 < T ^ r , i) ^ T^pssî , ^ (i)) can be used for the first, finite, 
integral in (6.5.8) and if we note that T s ( r , t ) > T o , we can eliminate the second, 
infinite, integral to find 
(1 - T o ) i > ( a - cTo)Lx(R). (6.7.16) 
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In fact (6.7.15) is superior to (6.7.16) unless c > a , and in these cases, neither 
(6.7.15) nor (6.7.16) is very satisfactory as a lower bound. The problem of 
obtaining an upper bound is that of finding an upper bound on the second, infinite, 
integral occurring in (6.5.8). Although this can be done, the only nontrivial bounds 
which have been found to date, reduce (6.5.8) to a trivial inequality. Similarly 
attempts to improve the lower bound by obtaining nonzero lower bounds for the 
second integral in (6.5.8) lead to results inferior to (6.7.16). 
6.8 Relation to enthalpy 
In this section we consider the results of Sections 6.2-6.5 in terms of the 
enthalpy of the thawing material. The enthalpy H can be defined as a function 
of temperature T by 
H (7) = 
where a and c are the nondimensional quantities defined in Section 6.2, and 
subscripts on T have been suppressed. By H = [0, a ] , as in Chapter 5, we mean 
that the enthalpy H at 7 = 0 is not uniquely defined, but may assume any value 
in the range 0 to of. Physically we regard H ( 7 ) , or with a slight abuse of notation 
H{r,t), as the (nondimensional) thermal energy of the material at position r and 
time t, the jump discontinuity across the fusion temperature 7 = 0 being due to 
the latent heat involved in the change of phase. Since, under this interpretation, 
the enthalpy is only unique up to an arbitrary constant, it is only the magnitude 
of the discontinuity which is important. As noted in Chapters 2 and 5, by using 
the enthalpy H a Stefan problem can be transformed into a fixed domain problem 
with no explicit moving boundary 
TT = i^fri^'ir)' 
y + a if 7 > 0, 
[ 0 ,a ] if 7 = 0, (6.8.1) 
. cT if 7 < 0, 
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and where the initial enthalpy distribution and some kind of temperature or heat 
flow at the boundaries of the fixed domain must also be prescribed to fully pose 
the problem. However, as H has a jump discontinuity across the phase change 
boundary (6.8.2) only holds in a weak sense if a phase change is present, as noted 
in Sections 2.7 and 5 .8 (if not then (6.8.2) is simply the classical heat equation). 
Now consider the results such as (6.2.18), (6.3.5) and (6.4.6). All these 
equations may be written in the form 
d F(t) = G(i)[a + + ^c dt (6.8.3) 
where the functions F( i ) and G (|) depend on the geometry and the prescribed 
conditions at the fixed boundaries. Equation (6.8.3) can be rewritten as 
= Á J G ( | ) H ( | , í ) c i í , (6.8.4) 
Jèjced 
¿nte/HMil 
or, after integrating with respect to time 
G ( | ) [ H ( í , í ) - H ( ^ 0 ) ] d ^ (6.8.5) F( r ) c i r = 
^^úced 
¿nteroal 
a result which is easily implemented and verified by a numerical enthalpy scheme. 
In fact (6.8.5) is valid for the infinite domains considered in Section 6.5, as may 
be seen from (6.5.8). Indeed, if we treat ^ ( r , i ) in a purely formal manner, we 
can deduce from (6.8.2) that 
T ( r , i ) - T ( a , i ) - a^Kx(1, a ) ^ ( a , i) = f Í ^Kx(r, i) d ^ (6.8.6) dr ót 
so that, given boundary conditions at some fixed r = a and r = b, and the 
initial enthalpy distribution H ( í , 0 ) , we may readily obtain equations analogous 
to (6.8.4), and hence formal integrals for the boundary motion. As noted, the 
enthalpy is only unique up to a constant. However it is clear that the results 
(6.8.4) and (6.8.5) are independent of that constant. 
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6.9 Numerical results and discussion 
In this section we present numerical results for the inward thawing problems 
considered in Section 6.2, and for the bounds derived in Section 6.6. These 
bounds are adequate in cases where the nondimensional latent heat a exceeds the 
nondimensional sensible heats of the solid and liquid phases. However, in cases 
where the sensible heats are comparable with, or exceed, the latent heat there is 
scope for improvement. Numerical results for the inward thawing of concentric 
regions, or the outward thawing of infinite regions are not presented here. In the 
case of concentric geometries with insulated inner surface, the results are similar to 
the ones presented here. For concentric regions with prescribed temperatures on 
the inner surface, the reader is referred discussion in Section 6.7. For the outward 
thawing problem, the bounds (6.7.15) and (6.7.16) are meaningful only when 
OL » 1 and OI » -CTQ. The numerical solutions used for comparison purposes 
in this section are calculated using an explicit finite difference enthalpy method, 
employing the method of Voiler and Cross [81] to track the moving boundary. A 
grid size of 0.02 produces sufficiently accurate results. In the numerical evaluation 
of the integrals occurring in (6.2.19), enthalpy values are used, and a trapezoid 
rule is used to carry out the integration. 
Figures 6.1, 6.2 and 6.3 compare the upper and lower bounds for the moving 
boundary, derived from (6.6.11) and (6.6.7) respectively, with the numerical 
boundary motion. Figure 6.1 shows the upper and lower bounds, and numerical 
solution for a slab with a - 10.00, c = 1.00 and Tq = - 1 . 0 0 . In Figure 6.2, 
the upper and lower bounds and numerical boundary motion are plotted for a 
cylinder with a = 10.00, c = 0.50 and Tq = - 1 . 0 0 , and in Figure 6.3 the 
upper and lower bounds and numerical approximation are shown for a = 10.00, 
^ == 1.0 and To = - 0 . 5 0 for a sphere. The bounds are quite tight provided 
A » I and A » -CTQ, that is when the latent heat is the dominant factor. 
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FIGURE 6.1 
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j m e t 
Comparison of the upper bound ( ) and lower bound (• • • ) with numerical boundary 
motion ( — ) for the slab with a = 10.0, c = 1.0 and Tq = - 1 . 0 . 
Integral formulation and bounds for two phase Stefan problems -122-
FIGURE 6.2 
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Comparison of the upper bound ( ) and lower bound (• • • ) with numerical boundary 
motion ( — ) for the cylinder with a = 10.0, c = 0.5 and Tq = - 1.0. 
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FIGURE 6.3 
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Comparison of the upper bound ( ) and lower bound (• • • ) with numerical boundary 
motion!—) for the sphere with a = 10.0, c = 1.0 and Tq = - 0 . 5 . 
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In Table 6.1, upper and lower bounds on the time to complete thawing for a 
sphere are compared with numerical values obtained directly from the enthalpy 
method, and indirectly by using the numerical temperature and enthalpy profiles 
to evaluate the integrals in (6.2.19) . The close agreement between these estimates 
for the time to complete thawing is noted. Such close agreement is also found 
for the slab, although less so for small times. In particular, for small times the 
differences probably indicate that the numerical scheme had not 'settled down' . In 
Table 6 .2 the upper and lower bounds and numerical times are listed for a cylinder 
with OL = 10.00, c = 1.00 and Tq = - 1 . 0 0 , at equally spaced positions of the 
moving boundary. Again good agreement is found between the two numerical 
values. 
Figures 6 .4 and 6.5 show numerically generated temperature profiles, at 
equally spaced positions of the moving boundary. Figure 6.4 shows the profiles for 
a cylinder with a = 1.00, c = 1.00 and Tq = - 1 . 0 0 , and Figure 6.5 shows the 
profiles for a cylinder with A, = 10.00, c = 1.00 and TQ = - 1 . 0 0 . These figures 
illustrate a number of general features, in particular that the solid's temperature rises 
to essentially zero well before the moving boundary reaches the origin. Thus, in 
Figure 6 .4 the solid is effectively at its fusion temperature by the time R (t) = 0.4, 
while in Figure 6.5 the solid is at its fusion point by the time the boundary is at 
r = 0.6. Howeve r , the boundary is moving more slowly in the second case, and 
the solid heats up and melts much more rapidly in the former case. Thus, for 
times close to t^, we may write (6.2.19) as 
i = A + + /?(i) - 0 , (6.9.1) 
•^R(t) 
where A is given by 
A -
R 1 
7 , ( 0 , r ) d r + c ^"^Kjl, ^si^ d ^ - c ^ K x (1, ? )T3 ( i , 0) d ? , 
(6.9.2) 
which is for all practical purposes a constant. Apart f rom the constant A , (6.9.1) 
represents the boundary motion for a single phase problem (see (2.2.7) ) . 
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TABLE 6.1 









1.00 0 .50 -1.00 0.221 0.297 0.297 0.417 
1.00 1.00 -0.50 0.221 0.306 0.306 0.417 
1.00 1.00 -1.00 0.221 0.331 0.331 0.500 
10.00 0.50 -1.00 1.716 1.818 1.817 1.917 
10.00 1.00 -0.50 1.716 1.822 1.821 1.917 
10.00 1.00 -1.00 1.716 1.834 1.834 2.00 
50.00 0.50 -1.00 8.383 8.497 8.498 8.583 
50.00 1.00 -0.50 8.383 8.496 8.491 8.583 
50.00 1.00 -1.00 8.383 8.502 8.498 8.667 
100.00 0.50 -1.00 16.717 16.856 16.821 16.917 
100.00 1.00 -0.50 16.717 16.841 16.823 16.917 
100.00 1.00 -1.00 16.717 16.845 16.828 17.000 
Comparison of upper and lower bounds with numerical values for the time to complete 
thawing in a sphere. 
TABLE 6.2 
Lower Upper 
R bound Enthalpy Numerical bound 
(6.6.7) (6.2.20) (6.6.12)2 
1.00 0.000 0.000 0.000 0.000 
0.80 0 .189 0.232 0.232 0.283 
0.60 0 .693 0.758 0.758 0.867 
0.40 1.395 1.478 1.478 1.638 
0.20 2 .125 2.237 2.236 2.429 
0.00 2.562 2.720 2.719 3.000 
Comparison of upper and lower bounds with numerical results for boundary motion for the 
cylinder, with a = 10 .00 , c = 1 . 0 0 and Tq = - 1 . 0 . 
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This shows that the effect of the initial subcooling is felt only initially, eventually the 
problem behaves as a single phase problem, with the only legacy of the subcooling 
being the constant A . The point after which the temperature in the solid becomes 
negligible depends on the values of ot and c as well as the initial temperature, but 
if Û: » A , we can reasonably neglect the solid phase altogether. For the case 
of constant initial subcooling, this condition is A » -CTQ. AS a consequence of 
this, we expect that the upper bound is less tight than it could possibly be, since 
it was obtained using the inequality - T^ir, 0 < - TQ, which is clearly not optimal 
if T s ( r , t ) is effectively zero from some point on. 
Numerical data also indicates that, for cases with initially constant temperatures, 
the temperature in the solid remains convex, as a function of r. If this is so, we 
have a straight line as an upper bound on the temperature in the solid phase, 
namely 
T s ( r , t ) ^ T s { 0 , t ) ( l - (6 .9 .3 ) 
R ( t ) l 
In order to utilize this inequality, it is necessary to find a nontrivial upper bound 
on T s ( 0 , i ) , which appears to be a difficult problem. However, since at t̂  the 
solid phase vanishes, finding such a bound would not therefore improve the upper 
bound on the time to complete thawing. As already noted, to further improve 
the bounds, either some means of constructing tighter bounds on the temperature 
is required, or a nontrivial lower bound on the speed of the moving boundary 
~ R ( t ) needs to be found. In the first instance, to improve the bounds on t^ we 
would actually only require an improved bound on the liquid's temperature, since 
there is no solid a 
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APPENDIX 
Langford's heat functions 
A.1 Introduction 
Langford [43] gives general series solutions of the Cauchy problem for a 
one dimensional heat equation in planar, cylindrical and spherical coordinates. 
Formal series solutions are derived in terms of arbitrary, analytic temperature and 
heat flux functions, prescribed on a fixed planar, cylindrical or spherical surface. 
Particular choices of the prescribed temperature and heat flux functions yield other 
well known solutions of the heat equation, for example Langford [43] obtains the 
classical Fourier and Bessel series solutions of the heat equation in this manner. 
In deriving these series solutions, Langford [43] assumes certain functional forms 
for the heat functions occurring in the series, and the convergence of the series 
is not considered. In this appendix Langford's formal series solutions are derived 
from an integral formulation of the Cauchy problem for the one dimensional heat 
equation, and the convergence of the series is shown. As well, specific formulae 
for the heat functions occurring in the series are derived, the planar and spherical 
functions being found inductively, and the cylindrical functions, which are as usual 
less tractable, being obtained from generating functions. 
Consider the problem of finding a function T ( r , i ) such that 
ar _ ^ , xar . .. 
T ( r o , i ) = fit), rl^(ro,t) = q(t), (A .1 .2 ) 
where the parameter X is 0 for the plane, 1 for the cylinder and 2 for the 
sphere, and TQ is any fixed radius (distance), which must be strictly positive for 
cylindrical and spherical geometries. The functions fit) and q(t) are arbitrary 
Langford's heat functions -130-
analytic functions of time t . The existence and uniqueness of a local solution to 
this problem is guaranteed by the Cauchy-Kovalevski theorem. The results of [43] 
may be summarized by stating that for each of the three geometries there is a 
solution T(r,t) of the form 
nr,t) = + (A.1 .3) 
where f^^Ht) and denote the n^^ time derivatives of the functions f(t) and 
q(t) respectively, and the heat functions C^{r,ro) and £^(r , ro ) are given in [43] 
for X = 0 , 1 , 2 . 
In the following section, the Cauchy problem for the heat equation (A. 1.1), 
(A.1.2) is given an integral formulation similar to that for the single phase Stefan 
problem given in Chapter 2. The formal solution (A .1.3) is seen to arise in a natural 
manner from this formulation, without the need to make explicit assumptions about 
the form of either the heat functions in the series or indeed about the form of 
the series itself. The convergence of the formal series obtained in Section A.2 
is considered in Section A.3, where the derivation of the series by the integral 
formulation is exploited to great advantage. In Section A.4 explicit formulae for 
the heat functions for the plane and sphere are derived inductively, and in Section 
A . 5 explicit formulae for the cylinder are deduced by finding suitable generating 
functions. 
A.2 Formal series solutions 
Multiplying (A .1 .1) throughout by r^ and integrating from tq to some suitable 
r gives 
= qit) + f (A.2 .1) 
dr J,^ dt 
where (A. 1.2)2 has been used to eliminate the flux term at r = tq. Dividing 
throughout by r^, integrating from tq to r again, and changing the order of 
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integration in the resulting double integral yields 
r»r 
T(r,t) = fit) + q ( i )Kx ( r , ro ) + ? , i ) 
(A .2.2) 
where (A .1 .2 ) i has been used to substitute for the temperature at r = tq, and 






(see also equation (2.1.7), and for specific formulae (2.1.8)). 
If the expression for T (r , t) given by (A .2.2) is now substituted into the right 
hand side of (A .2.2), we obtain 
i»r 




ro ro a r 
(A .2.4) 
where primes denote differentiation with respect to time. Repeating this process 
indefinitely, and assuming that the resulting sequence converges (in particular, 
assuming that the term explicitly containing the time partial derivative of T tends 
to zero), leads to the expression 
00 
T i r j ) = E 
n=0 
which is of course (A.1.3), and where the functions C^(r,ro) and E^(r,ro) are 




= (r, ro) = Kx (r, tq) . (A.2,6) 
"'ro 
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Since Kx(ro,ro) = 0 and r^ ^ = 1, it is evident from (A.2.5) and (A .2.6) 
that 
dE 
Cj ( ro , ro ) = 1, r ^ - ^ ( r o , r o ) = 1, 
dE^ 
= 0, = 0, n = 1 , 2 , 3 , . . . 
dc^ 
- ^ ( r o , r o ) = 0 , £; ;(ro,ro) = 0, 
(A .2.7) 
n = 0 , 1 , 2 , . . . 
and hence that the conditions (A. 1.2) at r = tq are satisfied by (A. 1.3). Using 
to denote either C^ or we have from (A .2.5) and (A .2.6) 






= n = 1 , 2 , 3 , . . . 
where again the results that Kx (ro, tq) = 0 and r^ ^ = 1 have been used. Thus, 
formally, we have 
a c ^ _ o . . 
(A .2.9) 
= r^ A 
dt 
r ^^ [r,i), 
which establishes that (A.1 .3) is a formal solution of the heat equation (A.1 .1) . 
A.3 Convergence of the series solutions 
In this section the convergence of the series (A. 1.3) in some neighborhood 
of (ro,t) is demonstrated. To begin with it is necessary to bound the function 
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To this end take some fixed ri, which must be strictly positive for the 
cylinder and sphere, and let I denote the closed interval with endpoints tq and ri. 
Then from (A .2.3) it is clear that 
V ^ r G I : (A .3.1) 
where 
and 




- ro , 
ro X n 
ro 
(A .3.2) 
if X = 0, 
j , if X = 1,2. 




r - ro for r € I, (A .3.3) 
and similarly from (A .3.1) and (A .2.6) it follows that 
M " 
where 
£Mr,ro) I < M 2 - f | r - tq T, for r 6 I, 
" n I 
M2= {lKx(r,ro) |}, 
r E 1 
(A.3.4) 
(A .3.5) 
and the constants Mi and M2 are independent of r G I and time t. (In fact it is 
not difficult to see that these bounds may be improved to give 
M" 
although these results will not be needed.) 
From the analyticity oi f i t ) and q{t) we have for any r G I 
n=0m=0 l " J 
00 n 
(A.3.6) 
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Taking the absolute value of the first part of this series shows 
^ £ i ( i : 
n=0 
00 
fcfo k\(n - k)\ - ' • o r - ' ) 
= E |r r / n ! , 
n =0 ' 
(A .3.7) 
and therefore, as /(i) is analytic, this series converges for sufficiently small Mi 
~ ''0 I + I I- Similarly 
• 00 n 
| <M2 | (M^ | r - ro | + \r f ¡nl 
{A.3.8) 
and it follows that the series (A .1.3) converges absolutely in some neighborhood 
o f ( ro , i ) . 
A.4 Formulae for the slab and sphere 
In obtaining explicit formulae for C^ and it is useful to use the relation 
C ; ; ( r , r o ) = [ n = 1 ,2 ,3 , . . . ( A A A ) 
r̂o 
SO that only the formulae for the E^ need be deduced inductively. To prove this 
relation, we note that it is true by definition for n = 1, and assume that (A .4.1) 
holds for some particular value of n. From {A .2.5) it follows that 
fr 
Xr^ ..XcX 
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where (A .2.6) has been used to go from to E^. Thus (A .4.1) holds for 
all n > l . 
For the slab (X = 0) we have from (2.1.8) and (A .2.6) 
£0(r , ro) = ( r - r o ) , 
EO(r,ro) = f n = 1 , 2 , 3 , . . . . 
''o 
Thus we may deduce inductively that 
an+l 
(A .4.4) 
This result is clearly true for n = 0 , and by assuming (A .4.4) for some particular 
value of n , we have using (A .4.3)2 
t*r 
£ L l ( r , r o ) = (r - ro) 
2n+l 
ro (2n + D! 
d^ = (r - ro) 
2n+3 
(2n + 3)! ' 
(A .4.5) 
proving (A .4.4) for all n > 0 . From {A .4.1) and (A .4.4) it follows that 
C^(r,ro) = f" (r -
2 n - l 2n 
ro (2n - D! 
di = 
(r - rp) 
(2n)l ' 
n = 1 , 2 , 3 , . . . . (A .4.6) 
We also have CQ{r,ro) = 1, so this formula also holds for n = 0. 
For the sphere (X = 2) we have 
(A .4.7) 
ro 
It follows that 
^ni'-'^o) = F?^ (2n + D! • (A .4.8) 
This result is clearly true for n = 0, and assuming (A .4.8) to be true for some 
arbitrary n, we have from (A .4.7)2 
,2n + l / x2n+3 
c2 I \ i f / 1 - Ô) 
ro (2n -H D! (2n +3)\ ' 
(A .4.9) 
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proving (A .4.8) for all n > 0 . Using (A .4.1) and (A .4.8) we have 
= ^ t / l C T ' ^ ^ = n = 1 , 2 , 3 , , . . 
(A .4.10) 
This formulae is also valid for n = 0 . 
A.5 Formulae for the cylinder 
In this section explicit formulae for Langford's cylinder functions ĉ  and 
are derived. These functions are defined in terms of C^ and E^ bv n n ^ 
cJz,zo) ^ Cl{r,ro), (z, zq) = (r, tq), for n = 0 ,1 , 2 , . . ( A . 5 . 1 ) 
where z r ^ j 4 and ZQ = r^/4. These functions are more easily dealt with than 
C^ and Making the change of variable co = in (A .2.5) and in (A.2.6) 
yields 
»2 
Cn{z,zo) = \oQ^Cn.i(oi,zo)do), n = 1 , 2 , 3 , . . . , co(z,zo) = 
»z 
en{z,zo) = log^en_i(co,zo)c i^, " = 1 , 2 , 3 , . . . , eo(z,zo) = l o g | - . 
(A .5.2) 
The first four of the functions c„(z,zo) and en(z,zo) are given in Langford [43], 
and are 
CO(z,zo) = 1, CI(z,zo) = (z - ZQ) - ZO\OQ~, 
C2iz,zo) = + 5zo) - | ( 2 z + z o ) l o g 4 , 
C3(z,zo) = + 19ZZ0 + 10z2) _ fo (3^2 ^ ^ ^ ' j l o g ^ , 
(A .5.3) 
and 
eo(z,zo) = l o g ^ , ei(z,zo) = 2(zo - z) + (z + ZQ) log 
e2{z,zo) = |(zo - z)(z + zo) + + 4zzo + ^o'^og^, 
esiz^zo) = + 38zzo + 11^ )̂ + ^ ^ g ^ U ^ + Szzq + 
(A .5.4) 
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Clearly there is no obvious pattern from which the general form of the functions 
may easily be induced. 
We now proceed to deduce explicit expressions for Cn(z,zo) and en(z,zo). 
Using an argument similar to (A .2.8), it may be shown using (A .5.2) that both 
sequences (c^) and (ej satisfy the recursion relations, 
n = 1 , 2 , 3 , . . . , (A .5.5) 
fn iz0,z0} = -^{zo,Zo) - 0, 
with /o being taken as 1 or l o g ^ respectively. Since the first function in the 
sequence, /o is an homogeneous function of degree 0, it can be shown inductively 
from (A .5.2) that the n^^ function in the sequence, /„, is homogeneous of degree 
n . Thus we can define a new sequence (g^) such that 
= " = 0 , 1 , 2 , . . . , (A .5.6) 
and from (A .5.5) it is apparent that the sequence (g^) is determined recursively 
by 
n = 1 , 2 , 3 , . . . , (A .5.7) 
g„(l) = g'Jl) = 0, 
where primes denote differentiation with respect to the argument ^ = Z/ZQ. Thus 
if we define a generating function by 
G ( ? , s ) = E {A.5.8) 
n = 0 
Since in both the cases goU) = 1 Sod) = ' o s f (corresponding to c„(z,zo) 
and e„{z,zo) respectively), the relation 
I S o ' ( i ) = 0 ' 
holds, we find from (A.7 .5 ) i and (A .5.8) that 
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If we let C ( J , s ) be the generating function corresponding to the sequence 
of c„(z,zo), we may deduce the following initial value problem, 
C ( l , s ) = 1, = 0, 
and it is not difficult to establish that the appropriate solution is 
(A .5.10) 
(A .5.11) 
where Io{x), Ii(x), Ko(x) and Ki(x) denote the usual modified Bessel functions of 
the first and second kind. Similarly, letting ,s) denote the generating function 
for the functions e^ (z, zq) , we have 
+ - s£ = 0, a? 
E(l,s) = 0, 
a s 
(A .5.12) 
( l , s ) = 1, 
which has the solution 
£ ( ^ s ) = 2 j l o ( 2 ^ ) K o ( 2 j F ) - K o ( 2 ^ ) I o 
Using the power series expansions of the Bessel functions 
(A .5.13) 
2n+l 
K„(x) = -{y + log | ) lo(x) + J j l + 1 + • • • + 
K,(x) = (7 + l o g | ) M x ) + i - + i + • • • + + ^ 
where y = 0.5772. . . denotes Euler's constant, and as usual | l + ^ 
(x/2) 2n + 1 
+ l) in!(n + 1)!' 
(A .5.14) 
is 
+ • • • + 1 
taken to be zero when n = 0, we may expand (A .5.11) and (A .5.13) to 
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deduce the following expressions for c„(z,zo) and en(z,zo) 
Cn(z,Zo) = 
[(n - 1)!]' 
X 
{%(-') hi + . . . + n - j - 1 
-I-
^ - j - I J I 0 + 1) 
" r ^ ^ J j + (n - ; ) l o g i ) , 
(n!) ( n i r j = 0 V / 
-




+ E i 
(n ! )^-0 J I 
log{, 
(A.5.15) 
where, as before, ^ = z/zq. It may be confirmed that the first four functions 
given in (A .5.3)-(A .5.4) arise from the above formulae. 
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