1. Introduction {#sec1}
===============

Recently there has been a growing interest in utilising computational fluid dynamics (CFD) for wind design of tall buildings, and while CFD may offer considerable advantages such as reducing time and cost to solution and increasing design flexibility, it nonetheless presents a risk of degraded performance due to numerical errors and model uncertainties. Confidence in CFD predictions must be thoroughly established before this tool can be reliably adopted in the design of tall buildings.

The primary means for establishing confidence in computerized models that simulate physical reality is the verification and validation (V&V) framework ([@bib3]; [@bib23]). This framework involves two consecutive steps. The first is verification, which assesses whether the numerical model has been correctly implemented in accordance with the modeller\'s conceptual description of the problem. This is followed by validation, where numerical results are compared with experiments to determine whether the numerical model can adequately replicate the physics of the problem. Verification is a vital prerequisite to validation and involves identifying and quantifying various sources of error in the simulation. The present study investigates one critical source of error in CFD simulations of tall buildings that is due to inhomogeneity of the atmospheric boundary layer (ABL).

ABL inhomogeneity refers to an unintended mismatch between the *inlet* and *incident* ABL profiles (see [Figure 1](#fig1){ref-type="fig"}), where wind conditions specified at the inlet boundary adapt as they travel through the computational domain to the location of the building. This issue typically manifests as an abrupt acceleration of flow near the ground surface, and a decline in velocity near the top of the domain ([@bib10]; [@bib16]; [@bib32]; [@bib33]). Maintaining a horizontally homogenous atmospheric boundary layer (HHABL) is imperative for solution reliability because it ensures that the wind conditions acting on the building are identical to those intended by the modeller. The importance of ABL homogeneity has been discussed in numerous computational wind engineering (CWE) studies for a wide range of applications including pedestrian wind comfort ([@bib9]), building cross-ventilation ([@bib28], [@bib29]), pollutant dispersion ([@bib2]; [@bib15]), wind-driven rain ([@bib8]), flow around low rise buildings ([@bib11]; [@bib14]; [@bib21]; [@bib25]; [@bib41]), flow over complex terrains ([@bib6]; [@bib34]; [@bib40]), and wind loading on tall buildings ([@bib17]).Figure 1Inlet, incident, and approach ABL profiles in a CWE model ([@bib10]).Figure 1

Dedicated studies on ABL inhomogeneity have largely focused on developing new modelling approaches with the aim of reducing ABL inhomogeneity while achieving realistic inflow conditions and accurate turbulence modelling \[e.g. [@bib5]; [@bib6]; [@bib11]; [@bib15]; [@bib18]; [@bib21]; [@bib25]; [@bib26]; [@bib35]; [@bib40]; [@bib42]\]. Although these studies have made important advancements in reducing ABL inhomogeneity, to the authors' best knowledge, no study has comprehensively investigated and quantified the impact of ABL inhomogeneity on wind load predictions in tall buildings. Understanding the behaviour of inhomogeneity errors and its potential impact on wind load predictions will help establish confidence in CFD results for this application.

This paper investigates the impact of ABL inhomogeneity on CFD predictions of wind loads by considering the CAARC (Commonwealth Advisory Aeronautical Council) standard tall building. This paper comprises two complementary studies: (1) an investigation of ABL inhomogeneity in an empty domain, and (2) an investigation of the impact of ABL inhomogeneity on wind-induced surface pressures and base reactions for the CAARC tall building. In the first study, two distinct modelling approaches are employed to generate homogeneous and inhomogeneous ABL conditions in an empty domain, and the extent of ABL inhomogeneity is quantified by comparing incident and inlet profiles. In the second study, the CAARC tall building is exposed to each of the ABL conditions (homogenous and inhomogeneous) that were generated in the first step. Inhomogeneity errors are then quantified by comparing the resulting wind-induced pressures and base reactions under these two conditions.

Structurally, this paper is divided into 7 sections. First, Section 2 presents the theoretical background for achieving a HHABL in steady RANS. Section 3 describes the numerical setup of the simulations presented in this paper. Sections 4 and 5 present the results of the two studies in this paper. Finally, the results are discussed in Section 6 and the paper is concluded in Section 7.

2. Theoretical background {#sec2}
=========================

The requirements for a HHABL in RANS CFD simulations have been described in the early days of CWE by [@bib30], who derived from theoretical principles the necessary boundary conditions that would achieve equilibrium with the standard turbulence kinetic energy (*k*)*-*(*ε*) dissipation rate of k turbulence model and prevent ABL inhomogeneity. These boundary conditions have made their way into numerous CWE guidelines ([@bib7]; [@bib13]; [@bib36]) and have become widely adopted by the CWE community. Despite this, the problem of ABL inhomogeneity persists in many CWE studies due to several reasons as mentioned below.

[@bib16] note that studies based on commercial CFD packages often implement only a subset of the requirements by [@bib30]. Specifically, the requirement of a driving shear force at the top of the domain is often ignored due to the technical difficulty in applying this condition, thereby resulting in ABL inhomogeneity. [@bib10] suggest that ABL inhomogeneity is largely caused by inherent limitations of the standard wall function in commercial CFD packages, such as FLUENT and CFX. These codes specify conflicting mesh requirements near the ground surface when modelling large-scale boundary layers, making it impossible to simultaneously satisfy ABL homogeneity conditions and numerical stability requirements of the solver. This issue was later resolved by [@bib25] for the $k$*-*$\varepsilon$ model by developing a novel wall function based on aerodynamic roughness height aerodynamic terrain roughness height ($z_{0}$) instead of the equivalent sand-grain roughness equivalent sand-grain roughness ($k_{s}$) used in the standard wall function.

In many studies, however, ABL inhomogeneity simply occurs because the theoretical inlet profiles needed for homogeneity are disregarded in favour of experimental profiles that are more physically accurate but are incompatible with the turbulence model adopted in the simulation. To address this issue, numerous studies have proposed alternative ABL inlet profiles based on modified turbulence models \[e.g. [@bib5]; [@bib6]; [@bib11]; [@bib15]; [@bib18]; [@bib21]; [@bib25]; [@bib26]; [@bib35]; [@bib40]; [@bib42]\]. While these studies demonstrate the possibility of achieving homogenous profiles that more accurately reflect experimental conditions, they require the use of non-standard turbulence models that are not widely adopted in practice. Since validation with experimental results is beyond the scope of this paper, the current study will utilise standard RANS models for investigating issues of ABL inhomogeneity.

For RANS simulations, ABL homogeneity is achieved when the RANS equations are in balance with the turbulence model that approximates the turbulent nature of the flow in the computational domain, the wall function that describes the behaviour of the flow near the ground surface, and the inlet profile equations that characterise the flow entering the computational domain. Each of these conditions is discussed in detail below.

2.1. Turbulence model equations {#sec2.1}
-------------------------------

The need for turbulence models arises from mathematical necessity to solve a closure problem in the Reynolds-averaged Navier-Stokes (RANS) equations. RANS equations are derived by applying the Reynolds averaging operator to the pure Navier-Stokes equations. According to this operator, each instantaneous flow variable can be conceived as the sum of a mean and a fluctuating component. The resulting RANS continuity and momentum equations are expressed in Cartesian tensor form as follow:$$\frac{\partial\overline{u_{i}}}{\partial x_{i}} = 0$$$$\frac{\partial\left( {\rho\overline{u_{i}}} \right)}{\partial t} + \frac{\partial\left( {\rho\overline{u_{i}}\overline{u_{j}}} \right)}{\partial x_{j}} = - \frac{\partial\overline{P}}{\partial x_{i}} + \frac{\partial}{\partial x_{j}}\left\lbrack {\mu\left( {\frac{\partial\overline{u_{i}}}{\partial x_{j}} + \frac{\partial\overline{u_{j}}}{\partial x_{i}}} \right)} \right\rbrack + \frac{\partial}{\partial x_{j}}\left( {- \rho\overline{u_{i}^{'}u_{j}^{'}}} \right)$$

The RANS equations are almost identical to the original Navier-Stokes equations but with time-averaged variables (denoted by a bar) replacing instantaneous variables. Notably, the RANS equations also include additional fluctuating terms that appear at the end of the momentum equation \[[Eq. (2)](#fd2){ref-type="disp-formula"}\]. These are known as the Reynolds stress terms which account for the effect of turbulence on mean flow. In three-dimensional flow, the Reynolds stresses constitute six additional unknowns in the RANS equations, resulting in a closure problem where the number of unknowns is larger than the number of equations ([@bib27]). Turbulence models provide additional relations which resolve the closure problem, allowing for a solution to be obtained.

In computational wind engineering applications, the two-equation $k$*-*$\varepsilon$ turbulence models are widely adopted since they require significantly lower computational power than other non-linear RANS models. For the two-equation $k$*-*$\varepsilon$ turbulence models, the Boussinesq approximation relates the Reynolds stresses$- \rho\overline{u_{i}^{'}u_{j}^{'}}$to the mean flow strain rate as follows:$$- \rho\overline{u_{i}^{'}u_{j}^{'}} = \mu_{t}\left( {\frac{\partial u_{i}}{\partial x_{j}} + \frac{\partial u_{j}}{\partial x_{i}}} \right) - \frac{2}{3}\rho k\delta_{ij}$$where the turbulent (eddy) viscosity term dynamic eddy viscosity $\mu_{t}$ is a function of turbulence kinetic energy $\left( k \right)$ and turbulence dissipation rate $\left( \varepsilon \right)$:$$\mu_{t} = C_{\mu}\rho\frac{k^{2}}{\varepsilon}$$

The Re-Normalisation Group (RNG) variant of the $k$*-*$\varepsilon$ model ([@bib39]) has been utilised in building studies due to its superior performance over the standard $k$*-*$\varepsilon$ model which tends to overpredict the production of turbulence kinetic energy ([@bib12]; [@bib38]). The RNG variant of the $k$*-*$\varepsilon$ model uses the following transport equations for $k$ and $\varepsilon$:$$\frac{\partial}{\partial x_{i}}\left( {\rho ku_{i}} \right) = \frac{\partial}{\partial x_{j}}\left( {\alpha_{k}\mu_{t}\frac{\partial k}{\partial x_{j}}} \right) + G_{k} - \rho\varepsilon$$$$\frac{\partial}{\partial x_{i}}\left( {\rho\varepsilon u_{i}} \right) = \frac{\partial}{\partial x_{j}}\left( {\alpha_{\varepsilon}\mu_{t}\frac{\partial\varepsilon}{\partial x_{j}}} \right) + C_{1\varepsilon}\frac{\varepsilon}{k}G_{k} - C_{2\varepsilon}\rho\frac{\varepsilon^{2}}{k}$$

2.2. Near-wall treatment {#sec2.2}
------------------------

Modelling of near-wall boundary layer flow in RANS is done using wall functions. These are semi-empirical descriptions of the boundary layer transition from the wall to the fully turbulent outer region of the flow. The most widely adopted of these is the standard wall function (SWF).

### 2.2.1. The standard wall function (SWF) {#sec2.2.1}

The SWF is derived based on the universal law-of-the-wall. In commercial CFD software FLUENT, the SWF is expressed as follows ([@bib4]):$$\frac{Uu_{\ast}}{\tau_{w}/\rho} = \frac{1}{\kappa}\ln\left( {E\frac{\rho u_{\ast}z}{\mu}} \right) - \text{Δ}B$$

For a fully rough flow regime, where the equivalent sand grain roughness dimensionless equivalent sand-grain roughness $\ k_{s}^{+}$ is $\geq 90:$$$\text{Δ}B = \frac{1}{\kappa}\text{ln}\left( 1 + C_{s}k_{s}^{+} \right)$$

For an equilibrium ABL where $u_{\ast} = u_{\tau} = \sqrt{\tau_{w}/\rho}$, [Eq. (7)](#fd7){ref-type="disp-formula"} can be simplified as:$$\frac{U}{u_{\ast}} = \frac{1}{\kappa}\ln\left( \frac{Ez^{+}}{1 + C_{s}k_{s}} \right) \approx \frac{1}{\kappa}\ln\left( \frac{Ez^{+}}{C_{s}k_{s}} \right)$$

The roughness parameter in the standard wall function is based on the equivalent sand-grain roughness height $k_{S}$. This is the predominant measure for roughness in industrial applications, and thus, is the default in most commercial CFD packages including FLUENT. For atmospheric flow, however, the aerodynamic roughness length $z_{0}$ is commonly used in lieu of $k_{s}$ as a description of terrain roughness. The following equation relates the two measures of roughness in FLUENT ([@bib10]):$$k_{s} = \frac{Ez_{0}}{C_{s}} = \frac{9.793z_{0}}{C_{s}}$$

While [Eq. (10)](#fd10){ref-type="disp-formula"} has been adopted as standard CWE practice, its use is problematic in rough terrains with large $z_{0}$ values. This is due to conflicting sizing requirements of the wall-adjacent cells: to be sufficiently refined while having a centroid height centroid height of wall-adjacent element $z_{p}$ greater than $k_{s}$ ([@bib10]). Additionally, the SWF does not calculate near-wall turbulence directly from roughness properties ([@bib25]). As a result, achieving a HHABL is difficult with the standard wall function.

### 2.2.2. Modified wall function of [@bib25] {#sec2.2.2}

To overcome the inherent limitations of the SWF, [@bib25] derived an alternative near-wall function based on the aerodynamic roughness $z_{0}$ instead of the equivalent sand-grain roughness $k_{s}$. This modified wall function (MWF) is expressed as follows:$$\frac{U}{u_{\ast}} = \frac{1}{\text{κ}}\ln\left( {E^{'}{z^{+}}^{'}} \right)$$$${z^{+}}^{'} = \frac{\left( {z + z_{0}} \right)u_{\ast}}{\nu}$$$$E^{'} = \frac{\nu}{z_{0}u_{\ast}}$$

The MWF \[[Eq. (11)](#fd11){ref-type="disp-formula"}\] is mathematically analogous to the SWF \[[Eq. (9)](#fd9){ref-type="disp-formula"}\], preserving the law-of-the-wall format. The main difference between the SWF and MWF is in the treatment of roughness. The MWF replaces the denominator $C_{s}k_{s}^{+}$ in the SWF with the modified wall function constant modified wall function constant $E'$ as a function of $z_{0}$. This reformulation overcomes the limit on minimum height of wall-adjacent cells in the SWF. The MWF circumvents the requirement for $z_{p} > k_{s}$ by eliminating the need to define $k_{s}$ altogether so that $z_{p}$ can take any value. Additionally, the MWF ensures that the near-wall turbulence quantities are computed directly from the velocity function and its derivatives at the wall ([@bib24]).

Implementing the MWF in FLUENT is straightforward since FLUENT allows user-defined wall functions for $k$*-*$\varepsilon$ RANS models. The user is required to specify expressions for the dimensionless velocity $U^{\ast} = U/u_{\ast}$, and its first and second derivatives with respect to the dimensionless distance from the wall $z^{+} = zu_{\ast}/\nu$ ([@bib22]). The following relations are hence derived from Eqs. [(11)](#fd11){ref-type="disp-formula"}, [(12)](#fd12){ref-type="disp-formula"}, and [(13)](#fd13){ref-type="disp-formula"}.$$U^{\ast} = \frac{1}{\text{κ}}\ln\left( \frac{z^{+}\nu/u_{\ast} + z_{0}}{z_{0}} \right)$$$$\frac{dU^{\ast}}{d\left( z^{+} \right)} = \frac{1}{\kappa}\left( \frac{\nu}{\nu z^{+} + u_{\ast}z_{0}} \right)$$$$\frac{d^{2}U^{\ast}}{d\left( z^{+} \right)^{2}} = - \frac{1}{\kappa}\left( \frac{\nu}{\nu z^{+} + u_{\ast}z_{0}} \right)^{2}$$

2.3. Inlet profile equations {#sec2.3}
----------------------------

The inlet conditions for a HHABL can be derived analytically by solving the turbulence model and wall function equations for equilibrium. [@bib30] derived the following expressions for the standard $k$*-*$\varepsilon$ model:$$U = \frac{u_{\ast}}{\kappa}\ln\left( \frac{z + z_{0}}{z_{0}} \right)$$$$k = \frac{u_{\ast}^{2}}{\sqrt{C_{\mu}}}$$$$\varepsilon = \frac{u_{\ast}^{3}}{\kappa\left( z + z_{0} \right)}$$with the constants $\kappa$ = 0.433 and $C_{\mu}$ = 0.09. [@bib31] demonstrated that Eqs. [(17)](#fd17){ref-type="disp-formula"}, [(18)](#fd18){ref-type="disp-formula"}, and [(19)](#fd19){ref-type="disp-formula"} are also valid for the RNG model with constants $\kappa$ = 0.4 and $C_{\mu}$ = 0.085.

3. Numerical setup {#sec3}
==================

This section describes the numerical setup of the simulations performed in Sections 4 and 5 of this paper. This includes selection of inlet profiles, mesh configuration, domain size cases, and solver settings.

3.1. Selection of inlet profiles {#sec3.1}
--------------------------------

An inlet velocity profile was selected based on [Eq. (17)](#fd17){ref-type="disp-formula"}, with ABL friction velocity $u_{\text{∗}}$ = 1.12 m/s and $z_{0}\ $= 2.0 m. This profile corresponds to a reference velocity of reference mean wind speed at roof height $U_{H}$ = 12.7 m/s at the top of the CAARC building (height of CAARC building $H$ = 182.9 m, width of CAARC building $B$ = 45.7 m, depth of building $D$ = 30.5 m). The roughness length of $z_{0}\ $= 2.0 m corresponds to a well-developed urban area where tall buildings are typically located ([@bib37]). This high terrain roughness is ideal for the current study since it amplifies any potential issues with ABL inhomogeneity. Inlet profiles of $k$ and $\varepsilon$ are computed using Eqs. [(18)](#fd18){ref-type="disp-formula"} and [(19)](#fd19){ref-type="disp-formula"} respectively. It is worth noting that the expression in [Eq. (18)](#fd18){ref-type="disp-formula"} results in a turbulence kinetic energy profile that is constant with height. While such a profile is not physically accurate in both wind tunnel tests and full-scale measurements ([@bib17]; [@bib18]; [@bib19]; [@bib20]; [@bib42]), it is still an acceptable and employable assumption for the purpose of assessing the limitations of horizontal inhomogeneities.

3.2. Mesh sensitivity analysis {#sec3.2}
------------------------------

A mesh sensitivity analysis is performed to ensure proper convergence of the solution with minimal spatial discretisation error. Three fully Cartesian mesh configurations of increasing refinement were generated with 0.75, 1.68, and 3.28 million elements. [Figure 2](#fig2){ref-type="fig"} shows the refinement regions in the proximity of the building for the three mesh configurations.Figure 2Mesh configurations with increasing element refinement in the proximity of the building (left to right: 0.75, 1.68, and 3.28 million elements).Figure 2

The middle mesh configuration with 1.68 million elements was found to be sufficiently refined since it accurately reproduced results from the highly refined mesh of 3.28 million elements. Hence, the middle mesh was selected for the study, with a maximum element size of 1 m on the building surface, and a ground-adjacent cell height of 1.5 m ($z_{p}$ = 0.75 m). A smoothly transitioning inflation layer from the building to the far-field was achieved with 10 layers of prismatic elements at an expansion ratio of 1.2.

3.3. Selection of domain size {#sec3.3}
-----------------------------

The computational domain sizes selected for this study are presented in [Table 1](#tbl1){ref-type="table"}. These are based on best practice guidelines by [@bib13]. The stream-wise length of the computational domain is divided into two portions: the upstream length spanning from the inlet boundary to the point of origin, and downstream length from the origin to the outlet (see [Figure 3](#fig3){ref-type="fig"}). The upstream length is varied between cases in order to assess the impact of travel distance on the horizontal homogeneity, while the downstream length is held constant for all cases in the study.Table 1Summary of computational domain sizes used in this study.Table 1Upstream length casesDownstream lengthTotal domain widthTotal domain height3$H$15$H$[∗](#tbl1fnlowast){ref-type="table-fn"}2 $\times$ 5$H$[∗](#tbl1fnlowast){ref-type="table-fn"}6$H$[∗](#tbl1fnlowast){ref-type="table-fn"}5$H$[∗](#tbl1fnlowast){ref-type="table-fn"}10$H$15$H$[^1]Figure 3Empty computational domain showing mesh configuration and boundary conditions.Figure 3

The origin in [Figure 3](#fig3){ref-type="fig"} represents the location of incident profiles in the empty domain. It also represents the location of the tall building in the final model. As such, incident profiles characterise the unimpeded wind conditions that will be experienced by the building including any potential inhomogeneities. Under fully homogenous ABL conditions, incident profiles will coincide with inlet boundary profiles. For the sensitivity study performed in this paper, it was important to maintain a consistent mesh configuration between cases of different domain sizes, particularly in the immediate region surrounding the building. This is done to eliminate potential variation in the results that are due to variation in grid configuration between the cases being compared.

3.4. Solver settings {#sec3.4}
--------------------

Simulations were performed in full geometric scale with a Reynolds number of 3.96$\times$10^7^ at the top of the building. CFD software FLUENT was selected as the RANS solver in this study. The RNG $k$*-*$\varepsilon$ turbulence model was selected with $C_{\mu}$ = 0.085. A pressure-based coupled solver (PBCS) was used with second order discretisation schemes for pressure and momentum terms. The solution was iterated until the scaled residual values dropped below $10^{- 4}$. This was deemed sufficient by monitoring the convergence of key output metrics in the model.

4. Assessing ABL homogeneity in an empty domain {#sec4}
===============================================

The first study in this paper involves simulating ABLs in an empty domain in order to quantify the extent of ABL inhomogeneity in the incident profile. Two distinct modelling methods are used: *method A* which strictly adheres to the theoretical requirements for a HHABL ([@bib25]; [@bib30]; [@bib31]), and *method B* which reflects common practice in CWE studies. As the results of this study would later demonstrate, method A generates a homogenous ABL while method B produces inhomogeneous ABL conditions. The details of the two methods are outlined in [Table 2](#tbl2){ref-type="table"}.Table 2Summary of simulation methods A and B used in this study.Table 2Method AMethod BInlet profiles$U = \frac{u_{\ast}}{\kappa}\ln\left( \frac{z + z_{0}}{z_{0}} \right);k = \frac{u_{\ast}^{2}}{\sqrt{C_{\mu}}};\varepsilon = \frac{u_{\ast}^{3}}{\kappa\left( z + z0 \right)};$\
$u_{\ast}$ = 1.12 m/s; $z_{0}$ = 2.0 m; $C_{\mu}$ = 0.085; $\kappa$ = 0.4Outlet boundary conditionStatic pressure outletTop boundary conditionDriving shear stress:\
$\tau = \rho u_{\ast}^{2}$SymmetryGround boundary conditionModified wall function, based on aerodynamic length $z_{0}$ \[Eqs. [(11)](#fd11){ref-type="disp-formula"}, [(12)](#fd12){ref-type="disp-formula"}, and [(13)](#fd13){ref-type="disp-formula"}\]Standard wall function, FLUENT expression for equivalent sand-grain roughness $k_{S}$ \[[Eq. (10)](#fd10){ref-type="disp-formula"}\]Side boundary conditionSymmetry

The main difference between methods A and B are the boundary conditions at the top and bottom of the domain. Method A specifies a driving shear force $\tau = \rho u_{\ast}^{2}$ at the top boundary and adopts the MWF proposed by [@bib25] at the ground. On the other hand, method B neglects the top shear requirement and adopts the SWF at the ground surface where the equivalent sand-grain roughness is estimated with [Eq. (10)](#fd10){ref-type="disp-formula"}. The top shear requirement of method A is satisfied by implementing a stream-wise momentum source term at the topmost layer of elements in the domain. For both methods A and B, the upstream length is varied as specified in [Table 1](#tbl1){ref-type="table"}.

4.1. Effect of modelling method on ABL homogeneity {#sec4.1}
--------------------------------------------------

ABL homogeneity is assessed in the empty domain by comparing incident profiles with inlet profiles. [Figure 4](#fig4){ref-type="fig"} presents a graphical comparison of the velocity mean streamwise wind speed *(*$U$*)*, turbulence kinetic energy *(*$k$*)*, and turbulence dissipation rate *(*$\varepsilon$*)* incident and inlet profiles for the different upstream length cases. The plots on the left in [Figure 4](#fig4){ref-type="fig"} are for simulations performed with method A, while the ones on the right are for method B. The plots begin at a height of $z = 2 \times z_{p}$ = 1.5 m, since data points are located at the nodes of the Cartesian mesh.Figure 4Inlet and incident $U$, $k$, and $\varepsilon$ profiles simulated in an empty domain using method A (left) and method B (right). Vertical axes plotted in logarithmic scale.Figure 4

As observed in [Figure 4](#fig4){ref-type="fig"} (left), it is evident that method A is successful in maintaining a HHABL. The $U$*,* $k$*,* and $\varepsilon$ incident profiles collapse onto the inlet profile for all upstream lengths. The combination of driving shear stress at the top boundary and the MWF at the ground was effective to preserve flow conditions throughout the entirety of the domain.

Conversely, the incident profiles in [Figure 4](#fig4){ref-type="fig"} (right) deviate significantly from inlet conditions, particularly near the ground surface. The incident velocity near the ground accelerates by up to threefold, but this deviation decreases with height away from the ground. The incident $k$ profiles also show a noticeable deviation from the constant $k$ profile specified at the inlet, both at the top of the domain and at moderate heights. The large deviations in [Figure 4](#fig4){ref-type="fig"} (right) demonstrate that method B fails to preserve inlet ABL profiles throughout the computational domain. Hence, method B can be said to cause ABL inhomogeneity.

The lack of driving shear stress at the top boundary in method B resulted in a reduction of both the velocity (by \< 4%) and turbulence kinetic energy (by 5.5--8.7%) quantities at that location. The reduction in $k$ is larger than the reduction in velocity, particularly for longer upstream lengths. Moreover, the reduction of $k$ propagates downwards more rapidly and contributes to the total deviation of turbulence kinetic energy in the vicinity of the building (5.7--9.5%). This is a potential source of error when predicting wind-induced forces on the building. Hence, a driving shear stress condition is recommended even if reduction in velocity profile at the top of the domain seems minimal.

4.2. Effect of upstream length {#sec4.2}
------------------------------

In [Figure 5](#fig5){ref-type="fig"}, the percentage velocity error for method B is plotted as a function of travel distance at multiple heights. Near the ground ($z$ = 10 m and $z$ = 30 m), [Figure 5](#fig5){ref-type="fig"} shows a sudden adaptation as the profile enters the computational domain, eventually levelling off at large error values (50% and 15%, respectively). This abrupt adaptation of velocity near the ground signifies the failure of the SWF in replicating the high-roughness conditions of the inlet profile.Figure 5Percentage difference of U from inlet conditions as a function of travel distance at multiple heights. Simulation performed in empty domain with total length of 30$H$ (upstream length = 15$H$, downstream length = 15$H$).Figure 5

Moreover, this abrupt adaptation entails that the commonly used remedial measure for controlling ABL inhomogeneity by means of shortening the upstream domain length may be unviable for highly rough terrains. To illustrate this point, consider that limiting velocity deviations in [Figure 5](#fig5){ref-type="fig"} to within $\pm$ 5% at $z$ = 10 m requires an upstream length no longer than 83.9 m which is considerably shorter than the recommended minimum of 5$H$ (930 m) by [@bib13].

Short upstream lengths can introduce errors due to the wind-blocking effect. The term "wind-blocking effect" refers to disturbances in the wind flow pattern caused by the presence of the building which is characterized by a slowing down of wind speed in front of the building and a build-up of pressure that causes flow to deflect over and around the building ([@bib8]). For domains with very short upstream lengths, the inlet boundary may fall within the wind-blocking region that forms in front of the building. This would cause inlet velocity profiles to be imposed at a location where, realistically, the flow ought to slow down. In turn, this results in overprediction of positive pressures on windward building surfaces and overprediction of negative pressures on leeward, sides, and top surfaces ([@bib1]). Errors in wind load predictions due to this effect will be referred to as "wind-blocking errors" in this study.

The term "wind-blocking effect" should not be confused with "blockage effects" that occurs in wind tunnels and CWE models. Blockage effects refer to the contraction of flow cross-sectional area due to the presence of a building model that causes an increase in flow velocity around the model. In this study, errors due to blockage effects are minimised by providing sufficient lateral and vertical domain dimensions to achieve a very low blockage ratio of (0.4%). This is the ratio of the projected frontal area of the building to the total cross-sectional area of the domain. Moreover, the blockage ratio is held constant to ensure blockage effects are equivalent for all simulation cases in the study.

5. Impact of ABL inhomogeneity on wind-induced building loads {#sec5}
=============================================================

In the previous section, the impact of ABL inhomogeneity on incident profiles was investigated and a method for achieving fully homogeneous conditions was demonstrated in an empty computational domain. In this section, a second study is performed to assess the impact of ABL inhomogeneity on wind load predictions on the CAARC tall building. To perform this investigation, the building is introduced to the empty domain at the location of the origin in [Figure 3](#fig3){ref-type="fig"}. Then, the building is exposed to the same homogenous and inhomogeneous conditions from Section 4 by implementing methods A and B, respectively. As in Section 4, the upstream length of the computational domain is varied in accordance with [Table 1](#tbl1){ref-type="table"}. All other parameters are kept identical to Section 4, including boundary conditions, ground wall functions, turbulence model, solution scheme, and mesh configuration (except at the immediate location where the building is introduced). This ensures that the wind loads presented in this section directly correspond to the incident profiles reported in Section 4. The building has full-scale dimensions of $B$ = 45.7 m (width), $D\ $= 30.5 m (depth), and$\ H$ = 182.9 m (height). A smooth SWF ($k_{s}$ = 0) is specified on all surfaces of the building.

For wind load variables presented in this section, ABL inhomogeneity errors are simply the deviation of results under inhomogeneous conditions from results under homogenous conditions. The homogeneous case (method A) with the largest upstream distance (15$H$) is selected as the base case (BC) in this study. Deviations from the base case are considered errors.

5.1. Impact on wind-induced building pressure {#sec5.1}
---------------------------------------------

[Figure 6](#fig6){ref-type="fig"} presents wind-induced surface pressure coefficient $C_{P}$ profiles at the centreline of the windward and leeward surfaces of the CAARC building under HHABL conditions. The various plots correspond to different upstream domain lengths as per [Table 1](#tbl1){ref-type="table"}. [Figure 7](#fig7){ref-type="fig"} presents similar profiles under inhomogeneous conditions. Here, only the profiles along the building\'s centreline are presented as this is where critical pressure values and maximum inhomogeneity errors typically occur.Figure 6Windward and leeward pressure coefficient distributions along the centreline of the building under homogenous ABL conditions (method A). BC = Base case. $C_{P}$ normalised with reference velocity = $U_{H}$.Figure 6Figure 7Windward and leeward pressure coefficient distributions along the centreline of the building under inhomogeneous ABL conditions (method B). BC = Base case of 15$\text{H}$ upstream length and homogenous conditions (method A).Figure 7

It can be seen in [Figure 6](#fig6){ref-type="fig"} that the homogenous ABL conditions from method A resulted in identical $C_{P}$ profiles for all upstream lengths (aside from 3$H$) with minimal deviations of \<2.1% from the base case. This was expected since method A has already been shown to produce incident profiles that do not vary with upstream domain length ([Figure 4](#fig4){ref-type="fig"}, left). The $C_{P}$ profiles for the 5$H$, 10$H$, and 15$H$ cases represent almost perfect homogenous conditions as evidenced by their insensitivity to upstream domain length. Interestingly, the 3H case in [Figure 6](#fig6){ref-type="fig"} showed some deviation in both the windward and leeward $C_{P}$ plots (maximum of 5.6%). Nevertheless, these deviations cannot be attributed to inhomogeneity errors since no such behaviour occurs in the corresponding incident profiles ([Figure 4](#fig4){ref-type="fig"}, left). Instead, this behaviour is likely due to wind-blocking effects caused by a short upstream domain length.

In contrast to [Figure 6](#fig6){ref-type="fig"}, it can be seen in [Figure 7](#fig7){ref-type="fig"} that the inhomogeneous ABL conditions from method B produced $C_{P}$ plots that are highly sensitive to upstream domain length. Once again, this behaviour is expected since method B has already been shown to produce incident profiles that vary significantly with upstream domain length ([Figure 4](#fig4){ref-type="fig"}, right). All the $C_{P}$ plots in [Figure 7](#fig7){ref-type="fig"} deviated considerably from the homogenous base case (plotted in green). The percentage error in the $C_{P}$ profiles are plotted in [Figure 8](#fig8){ref-type="fig"} to further investigate the nature of inhomogeneity errors on pressure predictions.Figure 8Percentage error in pressure coefficient along the centreline of windward (left) and leeward (right) surfaces under inhomogeneous ABL conditions (method B).Figure 8

It can be seen in [Figure 8](#fig8){ref-type="fig"} that inhomogeneity errors in $C_{P}$ occur at all heights of the building, but they are largest near the bottom region of both windward and leeward surfaces. For the windward surface, $C_{P}$ errors increase significantly with upstream length. The volatile nature of these errors is clearly demonstrated in [Figure 8](#fig8){ref-type="fig"} (left), which signifies the large degree of uncertainty in the solution. Similarly, leeward $C_{P}$ errors are noticeable ([Figure 8](#fig8){ref-type="fig"}, right), albeit lower in magnitude compared to windward errors. The relationship between leeward $C_{P}$ errors and upstream length is not immediately obvious.

When comparing inhomogeneity trends in the incident velocity profile ([Figure 4](#fig4){ref-type="fig"}, $U$ plot, right) with errors in windward $C_{P}$ ([Figure 8](#fig8){ref-type="fig"}, left), the two plots exhibit similar behaviour. The maximum error for both occurs near the bottom, and both errors increase with upstream length. While such similarity is expected since windward pressure is largely dictated by the approach wind speed, the correlation between the two is not exact. For instance, the deviation in incident velocity at the ground surface reaches values of up to 300%, whereas windward $C_{P}$ error at the ground is close to zero. This suggests that wind-induced loading may be influenced by multiple factors aside from wind speed such as the building geometry and the turbulence kinetic energy profile. Therefore, pressure inhomogeneity errors cannot be reliably predicted from variations in the incident velocity profile.

5.2. Impact on base moment and shear {#sec5.2}
------------------------------------

The along-wind base moment coefficients ($C_{M}$) and building base shear ($C_{D}$) are key design metrics for tall buildings since they represent the overall lateral wind loading on the structure. The impact of ABL inhomogeneity errors on base moment and shear is assessed by computing the percentage deviation of these metrics from the base case. The results of this analysis are presented in [Figure 9](#fig9){ref-type="fig"}.Figure 9Percentage error in along-wind building base moment (left) and shear (right) for different upstream lengths and ABL homogeneity conditions. Base case $C_{M}$ = 0.575 and $C_{D}$ = 1.254 normalised with reference velocity = $U_{H}$, width = $B$, and height = $H$.Figure 9

[Figure 9](#fig9){ref-type="fig"} shows that the behaviour of error in base moment $C_{M}$ and base shear $C_{D}$ are identical. To explain the trends seen in [Figure 9](#fig9){ref-type="fig"}, consider the two main sources of error in the simulation, both of which cause an overprediction of windward pressure. The first error is due to ABL inhomogeneity which increases with upstream domain length. The second is due to wind-blocking effects in short domains, which decreases with upstream domain length. So, as the upstream length of the domain is increased, wind-blocking errors disappear while inhomogeneity errors become dominant.

Initially, the decrease in wind-blocking error between cases 3$H$ to 5$H$ in [Figure 9](#fig9){ref-type="fig"} is greater than the increase in inhomogeneity error. As a result, the total error drops between 3$H$ and 5$H$ for both homogenous (blue lines) and inhomogeneous cases (red lines). Between 5$H$ and 15$H$, the total error for the homogenous case (blue line) continues to decrease with upstream length. This is because wind-blocking error continues to decrease with upstream length while inhomogeneity error is absent. For the inhomogeneous cases (red lines), the total error increases considerably between 5H and 15H as inhomogeneity error becomes dominant.

The maximum error in $C_{M}$ and $C_{F}$ is significantly less than the maximum error in windward $C_{P}$. For instance, the error in $C_{M}$ and $C_{D}$ for the 15$H$ case is 6--7% ([Figure 9](#fig9){ref-type="fig"}), whereas the maximum error in windward $C_{P}$ for the same case is 40% ([Figure 8](#fig8){ref-type="fig"} left). This indicates that wind-induced base reactions are not strongly influenced by highly erroneous, yet localised, $C_{P}$ values. The magnitude of base reaction error is therefore not a reliable indicator for the overall accuracy of the solution. Nonetheless, monitoring base reaction error can be effective for detecting wind-blocking effects due to short upstream domain lengths.

6. Discussion of results {#sec6}
========================

For the high-roughness ABL used in this study, the commonly adopted modelling method B resulted in large inhomogeneity errors that significantly impacted the accuracy of predicted wind loading on the tall building. These errors were particularly large in pressure values on the windward surface of the building, reaching up to 40%. The errors also appear in the base reactions of the building but with a smaller maximum magnitude of 6--7%. Due to the potentially large value of these errors, tall building simulations must always be verified against inhomogeneity errors prior to validation with experimental data.

While CWE guidelines recommend testing for ABL inhomogeneity errors, many tall building studies do not report these assessments, and address the issue by mentioning the use of some remedial measure, such as shortening the upstream length of the computational domain. The results of this study show that these remedial measures do not always guarantee the containment of inhomogeneity errors and can introduce other sources of error such as wind-blocking effects in domains with very short upstream lengths. Hence, regardless of whether remedial measures are adopted, it is still vital to test and report inhomogeneity errors in order to establish confidence in the solution.

The recommended method for ABL homogeneity assessment in CWE guidelines is to perform simulations in an empty domain and report the incident profiles to which the final model would be subjected ([@bib7]; [@bib13]; [@bib36]). The main drawback with this approach is that it does not evaluate errors in the output variables of the final model. Hence, a more effective approach for assessing the impact of ABL inhomogeneity is hereby proposed and outlined in [Figure 10](#fig10){ref-type="fig"}:•The first step is to attempt to achieve an HHABL by meeting the theoretical requirements for homogeneity. This exercise is best performed in an empty domain where ABL inhomogeneity can be directly evaluated from the incident profiles. This assessment should not be limited to velocity profiles since variations in other flow quantities, such as $k$, can have a significant impact on wind-induced loading on the building.•If an HHABL is achievable, the next step is to assess inhomogeneity errors in the final model. This is done with a sensitivity analysis by varying the upstream length of the domain and monitoring key design metrics. For wind loading on tall buildings, these parameters include surface pressures and building base reactions. Aside from cases with very short upstream lengths that would introduce wind-blocking errors, the output variables should remain unchanged when varying upstream domain length if inhomogeneity errors are indeed absent.•If an HHABL cannot be achieved, then the exact magnitude of ABL inhomogeneity errors cannot be directly quantified. In this case, an approximate assessment of ABL inhomogeneity errors can be performed by quantifying variation in output parameters with changes in the upstream domain length. These variations will exhibit similar trends to those in the actual error plots, despite having lower magnitudes. While the value of inhomogeneity errors cannot be exactly determined, this approach is effective in identifying cases where ABL inhomogeneity errors are unacceptably large.Figure 10Framework for assessing impact of ABL inhomogeneity errors in CWE simulations.Figure 10

7. Conclusions {#sec7}
==============

This study presents an investigation into ABL inhomogeneity error and its impact on CFD simulations of a tall building. The following findings of this investigation are noteworthy:•ABL inhomogeneity can be a significant source of error in wind loading simulations of tall buildings. Detecting this error is therefore an essential verification activity that is needed in order to establish confidence in the numerical solution.•ABL inhomogeneity in steady RANS is primarily due to the failure of the standard wall function in reproducing high-roughness terrain conditions, despite adopting the recommended roughness expression from CWE guidelines. A fully HHABL can be achieved for the RNG $k$*-*$\varepsilon$ model using a modified wall function at the ground, and a driving shear stress at the top of the domain.•ABL inhomogeneity errors in this study were particularly dominant in pressure values on the windward surface of the building. This error increased for larger upstream domain lengths.•For very short upstream domain lengths, errors due to ABL inhomogeneity subsided, while errors due to wind-blocking effects became significant. Monitoring errors in base reaction values is effective for detecting blockage effects due to very short upstream domain lengths.•ABL inhomogeneity can be practically assessed by evaluating the sensitivity of key output metrics to variations in upstream domain length. Under perfectly homogenous ABL conditions, the output metrics should not vary with upstream domain length except for very short domains where wind-blocking effects are likely to occur.

The findings of this study provide valuable insight into the behaviour of ABL inhomogeneity errors and help inform verification activities relating to this error. However, the study has limitations that must be mentioned. Most notably, the study was performed using steady RANS models and these are not capable of simulating dynamic wind effects such as vortex shedding which often governs tall building design. Such effects can be simulated using scale resolving simulations, such as Large Eddy Simulations (LES), but these have a much greater computational cost compared to RANS. Nonetheless, for the purposes of investigating the adverse effects of ABL inhomogeneities, the RANS models used in this study are deemed satisfactory. Many of the findings and recommendations of the present study are valid for cases where hybrid RANS/LES simulations are used; although further research is needed to more comprehensively extend these findings to unsteady simulations.
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[^1]: Recommended domain dimensions by [@bib13].
