Introduction
The problem of determining the number of plane partitions invariant under various symmetry groups is among the most dicult problems in enumerative combinatorics. There are ten distinct symmetry classes of plane partitions, and hence essentially ten distinct enumerative problems, not counting the various q-analogues that some of the cases possess. A tremendous amount of work has been devoted to these problems (see the bibliography), starting with MacMahon at the beginning of this century. Considerable progress has been made in the past 15 years, particularly in the past few years, to the point that with the exception of one q-analogue, all of the conjectures have been completely solved.
On the other hand, we still have no good explanation of why these ten enumerative problems should have nice answers. Furthermore, although there are a number of elegant techniques that have been developed for these problems, so far there has been no unied method of proof. For example, the permanent-determinant method and non-intersecting path methods are only \half-methods" in the sense that they provide an elegant means of encoding the number of plane partitions in a given symmetry class as a determinant or Pfaan. But these methods end there|we are still left with the evaluation of the determinants. Some of them are not too dicult to evaluate, but others among them are extraordinarily dicult. In any case, we are left with an unsatisfying miracle: why should a collection of ten families of determinants and Pfaans all have explicit closed formulas? Other approaches involving representation theory have been brought to bear on these problems, and where these have succeeded, they manage to \explain" the existence of the miraculous closed formulas as special instances of the Weyl denominator or dimension formulas. However, the use of representation theory has been successful in only ve of the ten cases.
A second diculty is with the formulas themselves. The ten symmetry classes can be conveniently divided into two families of sizes six and four. One family consists of the four symmetry classes of subgroups of S 3 that arise from ordinary permutations of three coordinate axes. The study of this family is quite old and can be traced back to MacMahon. All of the formulas for these cases (some known, some conjectured), were shown to have a nice, uniform presentation by Macdonald and Stanley [St1] . The second family consists of the six symmetry classes that involve the complementation operation rst dened by Mills, Robbins and Rumsey [MRR2] . Until now, the known formulas for these cases have been ad hoc, but one of the results of the present paper is an extension of the Macdonald-Stanley format which shows that all ten of the formulas can be given a unied presentation.
This unied presentation is a consequence of what we call \the q = 01 phenomenon."
What we show is that for each of the enumerative problems in the six cases involving complementation, one obtains the number of such plane partitions by setting q = 01 in the q-analogue of one of the cases from the original family of four. (Some of the four cases have more than one q-analogue, which explains how six cases can be covered by four.)
Our proof of this phenomenon is unsatisfying. For most cases, it is simply a matter of comparing the known formulas. If there were nothing else to the proof, the result would still be interesting, but it would not require a paper of this length. But in fact there is something else: in one case, the q-analogue is still unproved; what we do amounts to proving this conjecture in the case q = 01. In another case, there is a q-analogue that is not only unproved, it is also false. Nevertheless we prove that it is true when q = 01.
Although our proof is unsatisfying, it raises a compelling possibility. If a nice (perhaps combinatorial) explanation of the q = 01 phenomenon could be found, it would substantially reduce the number of \miraculous" closed formulas one is forced to accept. In a sequel to this paper, we will use representation theory to give nice explanations of the q = 01 phenomenon in at least two of the cases (cf. the discussion in Section 6). Greg Kuperberg [private communication] has recently discovered some similar explanations.
The paper is organized as follows. In Section 1, we describe the main results in detail (Theorems 1.1 and 1.2). The proofs of these results are spread over Sections 2{5. In Section 2 we dispense with the simple cases that amount to repackaging of known results. In Section 3, we treat the case of cyclic symmetry. Although this is still a matter of repackaging, the details are somewhat more delicate. In Sections 4 and 5 we treat the nonroutine cases referred to above. Finally, in the last two sections, we consider the more general possibility of the q = 01 phenomenon occurring in the context of partially ordered sets, and derive a criterion for the phenomenon in one circumstance based on linear extensions of posets (Theorem 7.7).
The Main Results
A plane partition is an array of nonnegative integers [ ij ] i;j1 , with nitely many nonzero entries, such that ij max( i;j+1 ; i+1;j ). Alternatively, one may identify with the set of lattice points f(i; j; k) 2 Z 3 : 1 k ij g; in this form, plane partitions are the (nite) order ideals of the poset P 3 . Note that the symmetric group S 3 acts on P 3 by permuting coordinates, hence also on the set of plane partitions. denes an order-reversing involution on B, so B is a \complemented poset" in the sense to be dened in Section 6. In particular, following Mills, Robbins, Rumsey and Stanley, we can dene the complement of a plane partition (regarded as an order ideal) by setting c := f(i; j; k) 2 B : (i; j; k) c 6 2 g. Let K = fid; cg denote the two-element symmetry group generated by complementation, and let 0 = S 3 2 K denote the 12-element group generated by coordinate permutations and complementation. For any subgroup G of 0, let n G (B) denote the number of G-invariant order ideals of B (i.e., the number of G-invariant plane partitions such that B). Without loss of generality, we will always assume that for a given symmetry group G, the parameters a; b and c are chosen so that B itself is G-invariant. (For example, if G is the group of cyclic permutations of the coordinates, this requires a = b = c.)
If G is a subgroup of S 3 , then there are two natural q-analogues of the quantity n G (B) that have arisen previously in the enumeration of symmetry classes plane partitions: the rst is with respect to the size of the plane partition (as an order ideal of B); the second is with respect to the number of G-orbits [Ma] [Ma] S 2 [A1{2]; [M] [A1{2]; [M] ; [G] C 3 [MRR1] false S 3 false ? Note that N 0 G (B; q) is not dened for subgroups G of 0 that contain an order-reversing symmetry, since a G-invariant plane partition is not a union of G-orbits of B in such cases. On the other hand, one could in principle study the generating function N G (B; q) for arbitrary subgroups G of 0, but if G contains an order-reversing symmetry, then any G-invariant order ideal must contain exactly jBj=2 elements. Thus for such groups, one has N G (B; q) = q jBj=2 n G (B).
For each subgroup G of S 3 , dene the following pair of rational functions: where r(1) denotes the rank function on B=G (or B), and jxj denotes the size of the G- orbit of x. It was Macdonald who rst realized that P G (B; q) agreed with all of the known or conjectured product formulas for N G (B; q) , and Stanley later realized that P 0 G (B; q) agreed with the known or conjectured product formulas for N 0 G (B; q). This is not to say that N G (B; q) = P G (B; q) and N 0 (B; q) = P 0 G (B; q) for all G; see Table 1 . In this table, we have listed each instance where equality occurs, together with a reference to the rst proof(s). Note that in the case G = f1g there is just one case, not two, since the generating functions N G (B; q) and N 0 G (B; q) are obviously identical (and the same is true for the corresponding product formulas).
The`false' and`?' cases deserve further comment. First, in the case G = C 3 , we have N 0 G (B; q) 6 = P 0 G (B; q). Furthermore, there probably is no simple formula for N 0 C3 (B; q), since for small instances of B, the generating function does not factor signicantly over the rationals. On the other hand, it can be proved that P In the case G = S 3 , we have N G (B; q) 6 = P G (B; q) in an even stronger sense than the previous case|not only does N S3 (B; q) appear not to factor signicantly over the rationals, but P S3 (B; q) is also not a polynomial. Finally, in the`?' case, the fact that N 0 G (B; q) = P 0 G (B; q) for G = S 3 is at this time only a conjecture, although the special case q = 1 has been proved recently [Ste2] . It is also unknown whether P 0 S3 (B; q) is a polynomial, but of course this would follow from the conjecture.
As we noted in the introduction, it is now known that there are explicit product formulas for n G (B) for every subgroup of 0, although the formulas for the six subgroups that involve complementation have been ad hoc, and have not enjoyed the degree of unity found in the four un-complemented cases. One of the objectives of the present paper is to provide a unication of the formulas for the ten cases.
To present our unication, it will be worthwhile to rst classify in an organized way the ten conjugacy classes of subgroups of 0. In order to discard all but the essential features, let us consider the task of classifying the subgroups of G 2 Z 2 , where G is an arbitrary group, and Z 2 = f 1g is the two-element group.
Let g 7 ! g denote the natural surjection G2Z 2 ! G. xtending this map to subgroups, we thus can label any subgroup of G 2 Z 2 by a subgroup of G. Conversely, given any subgroup of G, there are three possibilities for the preimage :
(1) = (i.e., = f( ; 1) : 2 g).
(2) = 2 Z 2 (i.e., = f( ; 1) : 2 g).
is a`twist' of ; i.e., there is an epimorphism : ! Z 2 such that = f( ; 1) : 2 ; ( ) = 1g [ f( ; 01) : 2 ; ( ) = 01g:
Returning to 0 and G = S 3 , we can arrange the ten conjugacy classes of subgroups of 0 into three families according to the above classication. First, there are the four conjugacy classes of subgroups of S 3 itself; namely, the trivial group, S 2 , C 3 and S 3 . In the second class, there are also four, obtained by adjoining the operation of complementation to each of the subgroups in the rst class; this yields K, S 2 2 K, C 3 2 K, and 0 = S 3 2 K. In the third class, note that only S 2 and S 3 a ord homomorphisms onto Z 2 , so there are only two subgroups in this class; we shall denote them by S 3 2 and S 3 3 , respectively. The plane partitions invariant under S 3 2 are those whose transpose coincide with their complement; the symmetry class S 3 3 consists of those plane partitions invariant under both C 3 and S 3 2 . We are now ready to state the main results of this paper. These two results cover the six symmetry classes that involve complementation. For the sake of completeness, we should point out that the known formulas for n G (B) in the four classes without complementation are covered by the following result. For clarity, let us write N (a; b; c; q) and P (a; b; c; q) in place of N G (B; q) = N 0 G (B; q) and P G [b] . Since it is known that N 0 S (B; q) = P 0 S (B; q) (see Table 1 ), it suces merely to show that P 0 S (B; 01) = n S 2 (B). Using the elements (i; j; k) 2 B with i j as orbit representatives for B=S 2 , we obtain It is easy to see that this expression agrees with the known formula for n S 2 (B) due to Proctor (see the discussion of Case 7 in [St1] ; for the proof, see [P1] ).
We remark that since jB=S 2 j = +1 2 b, the complementation map is parity-reversing (and thus proves N 0 S (B; 01) = 0) only if +1 2 and b are both odd. Now consider the G = S 2 case of Theorem 1.2. Again since it is already known that N S (B; q) = P S (B; q) (see Table 1 ), we need only to show that P S (B; 01) = n S 3 (B). This expression is easily seen to be equivalent to the formula for n S 3 (B) due to Proctor (see Corollary 4.1 of [P ] ; cf. also Case 6 of [St1] ).
. Cyclic Symmetry
We now prove the G = C 3 case of Theorem 1.1. The proof of this case cannot proceed as in the previous cases since N 0 C3 (B; q) 6 = P 0 C3 (B; q). However, since C 3 -orbits are of size one and three, it follows that jj = j=C 3 j mod 2 for any C 3 -invariant plane partition , and hence N C3 (B; 01) = N 0 C3 (B; 01). Since it is known that N C3 (B; q) = P C3 (B; q) (see Table 1 ), it will therefore suce to prove that P 0 C3 (B; 01) = P C3 (B; 01) = n C32 (B). (01) is nite (and nonzero). It is also easy to check that (01) is nite, so we may conclude that P C3 ([a] 3 ; 01) = P 0 C3 ([a] 3 ; 01) = (01) (01). Furthermore, since 2 +1 (q) has a zero at q = 01, it follows that P 0 C3 ([2a + 1] 3 ; 01) = 0. Note also that the complementation map reverses parity if jBj is odd, which proves n C32 ([2a + 1] 3 ) = 0. To nish the proof, we show that P 0 C3 ([2a] 3 ; 01) = n C32 ([2a] 3 (3.1)
Once this is established, it will follow that P 0 C3 ([2a] 3 ; 01) = (1) 2 . This agrees with the known formula for n C32 ([2a] 3 ) due to Kuperberg [ ].
Remar .1. The numbers (1) for a = 0; 1; 2; : : : comprise the infamous sequence that begins 1; 2; 7; 42; 429; 7436; : : : [R] . They were rst considered by Andrews [A ] , who proved that (1) is the number of descending plane partitions with parts a. He also conjectured that (q) was the generating function for these plane partitions, weighted according to the sum of the parts. This conjecture was later proved by Mills, Robbins and Rumsey [MRR1] . Note that this implies the non-obvious fact that (q) is a polynomial with (nonnegative) integer coecients. Mills, Robbins and Rumsey later conjectured that (1) 2 = n C32 ([2a] 3 ) and (1) = n S32 ([2a] 3 ) (see [MRR2] and [St1] ); these conjectures were proved by Kuperberg (as cited above) and Andrews [A ] , respectively.
Thus it remains only to verify (3.1). For this, we begin by noting that since 2 (q) has a nite, nonzero limit at q = 01, we can evaluate the limit by means of the cancellation rule mentioned at the beginning of Section 2. Since the even terms in the numerator of thus proving (3.1).
Although it was not needed to prove Theorem 1.1, the following fact is noteworthy. 
, and no zeros of B(q) are primitive rth roots of unity with 3 j r, then B(q) divides (q).
Now let (q) = (q) (known to be a polynomial by Remark 3.1), and let B(q) be the denominator obtained when (q) is expressed as a quotient of relatively prime polynomials. It is clear from their denitions that the zeros of (q) and P C3 ([a] 3 ; q) occur only at roots of unity. Therefore, since P C3 ([a] 3 ; q) = (q) ( q 3 ) is known to be a polynomial with integer coecients ( , then the even terms in the numerator of (4.1) occur when i + j is odd; in the denominator they occur when i is even. In both cases there are a 2 such terms, so the limit is nite and nonzero (cf. the discussion at the beginning of Section 2). Suppressing the odd terms in the numerator yields By the result of Andrews [A ] (see Remark 3.1), we know that (1) = n S32 ([2a] 3 . This quantity need not be odd when a is odd, so the complementation map cannot be used to prove that N 0 S3 ([2a + 1] 3 ; 01) = 0 for all a. We will have to establish this fact by less direct means. The outline of the proof of (4.3) is as follows. First, we use non-intersecting path methods to construct a skew-symmetric matrix whose Pfaan is N 0 S3 ([a] 3 ; q). The matrices are obtained by elaborating the construction in [Ste2] , where a Pfaan is given for n S3 ([a] 3 Since it is relatively easy to prove that descending plane partitions are enumerated by this determinant (Theorem 3 of [A ] ), but relatively hard to prove that the determinant agrees with (4.2) (Theorem 10 of [A ] ), the argument we give below can thus be viewed as a (nearly) self-contained proof that N 0 S3 ([2a] 3 ; 01) is the number of descending plane partitions with parts a. and sets of non-intersecting (directed) paths in in which the initial points of the paths are of the form (0; i), and the terminal points of the paths are of the form (j; j).
It will be necessary for what follows to create an enlarged graph 0 by adding a new vertices of the form (01; 0); (01; 1); : : : ; (01; a01), with arcs directed from (01; i) to (0; i). For example, the graph 0 is displayed in Figure 1 . Note that by deleting each rst arc in a set of non-intersecting paths with initial points of the form (01; i), we obtain a set of such paths with initial points of the form (0; i), and conversely.
Let denote the set of paths in 0 with initial and terminal points of the form (01; i) and (j; j) for some i and j. Dene the area bounded by a path P to be the number of vertices (i; j) such that there is a vertex of the form (i; k) on P with i 0 and j k. Let jPj denote the area bounded by P . Note that jPj can be obtained by assigning weights to the arcs as in Figure 1 (horizontal arcs are given weight 0), and then adding the weights of the arcs of P .
Let fP 1 ; : : : ; P r g be a set of non-intersecting paths in 0 , and assume that the paths are ordered so that the initial points (01; i 1 ); : : : ; (01; i r ) of P 1 ; : : : ; P r satisfy i 1 1 1 1 i r .
The S 3 -invariant plane partition in B = [a] 3 that corresponds to this set of paths (according to the bijection in [Ste2] ) can be described as follows: the vertex (j; k) of is bounded by the path P i if and only if (i; i+j; i+k) 2 . In particular, since i i+j i+k, it follows that the number of S 3 -orbits of points in corresponds to the sum of the areas bounded by the paths P i .
Summarizing It should be noted that the rows and columns we have used for these two matrices are in a permuted order relative to the ordering used in [Ste1] , but is easy to check that this particular rearrangement does not a ect the sign of the Pfaan. It should also be noted that it will not suce to merely evaluate the square roots of the determinants of the above matrices (at q = 01); we have no way of knowing a riori that N 0 S3 ([a] 3 ; 01) is nonnegative. In particular, the sign of the outcome of our calculations depends on the branch of the Pfaan chosen, so we should explicitly note that the branch used here and in [Ste1] is the one for which the direct sum of n copies of the matrix 1 01 has Pfaan equal to one.
To explicitly describe the polynomials i (q) and ij (q), it will be convenient to introduce two notations. First, if is any indeterminate and n is a nonnegative integer, dene (1 0 j )(0q ; q) i (0q 01 ; q) j 0 (1 0 i )(0q 01 ; q) i (0q ; q) j :
To see that this does agree with the claimed formula, note that the transformation ! 0 does not a ect the constant term, and also that the Laurent polynomial 1 0 j (0q ; q) i (0q 01 ; q) j 0 i (0q 01 ; q) i (0q ; q) j has no constant term. Note that the third equality is obtained by deleting the odd powers of .
In case ( ) = 1, (4.8) implies 1; g 0 = 1; g( 2 ) = 2g(1), whereas the above expression yields g(1). Thus to summarize the above calculations, we have proved On the other hand, there is an explicit formula for n S 3 3 (B) due to Mills, Robbins and Rumsey [MRR ] . By Theorem 5.3 of [Ste2] (an alternative proof of an equivalent formula), it is known that The proof will be similar to the proof of (4.3). We use non-intersecting path methods to construct a skew-symmetric matrix whose Pfaan is N S3 ([2a] 3 ; q), and then use linear algebra to show that for q = 01, the Pfaan can be reduced to a determinant whose value is known to be n S 3 3 ([2a] 3 ).
.
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Let and 0 denote the directed graphs we dened in Section 4.1, and let continue to denote the set of all paths in 0 whose initial and terminal points are of the form (01; i) and (j; j). Recall that there is a one-to-one correspondence between S 3 -invariant plane partitions in B = [a] 3 and non-intersecting subsets of .
Let fP 1 ; : : : ; P r g denote the set of paths corresponding to some S 3 -invariant plane partition , numbered so that the initial points (01; i 1 ); : : : ; (01; i r ) of P 1 ; : : : ; P r satisfy i 1 1 1 1 i r . Recall that if the vertex (j; k) (where j 0) is in the area bounded by the path P i , then (i; i + j; i + k) 2 , and conversely. Therefore, let us modify the denition of the \area" bounded by a path P to be a weighted sum over the vertices of bounded by P . The weight of a vertex should be the size of the S 3 -orbit of the corresponding element of B. Thus, the vertex (0; 0) has weight 1, the vertices of the form (j; j) or (0; j) (where j 0) have weight 3, and the vertices of the form (j; k) (where k j 0) have weight 6. As a counterpart to (4.4), we therefore have N S3 ([a] 3 ; q) = S a q jSj 3 ; (5.4)
where S ranges over all non-intersecting subsets of , and jSj 3 denotes the sum of the weighted areas bounded by the paths in S. If we assign weights to the arcs of 0 as in Figure 2 (with horizontal arcs having weight 0), then the weighted area bounded by a path P 2 can be obtained as the sum of the weights of the arcs of P . where the sum ranges over all non-intersecting pairs P; 2 such that the initial points of P and are (01; i) and (01; The following result provides a simple formula for i (q), and expresses ij (q) in terms of the skew-symmetric form (1 ; 1) we introduced in Section 4.2. The remainder of the proof is now essentially identical to that of Lemma 4.3. In the second case, we have ( )( ) = ( + 1) ( )=( 0 1)( + 2). Using (5.10) and the denition of (1 ; 1), we obtain
Note that both summands in the third equality are Laurent polynomials (since (1) = 0), so we are justied in substituting ! 1= in the following step. Let J (P ) denote the lattice of order ideals of P . Note that the involution c can be lifted to J (P ) in an obvious way by dening 7 ! c := fx 2 : x c 6 2 g for all 2 J (P ) . Let N (P; q) denote the rank generating function of J (P ); i.e., N (P; q) := 2J( ) q j j ;
and let sc(P ) denote the number of self-complementary (i.e., = c ) order ideals of P .
The part of the \q = 01 phenomenon" covered by Theorem 1.1 amounts to the assertion that N (P; 01) = sc (P ) ( 6.1) for any of the (complemented) posets P of the form B=G, where G is a subgroup of S 3 , and B is a product of three chains. Of course, our proof that these posets have this nice property is unsatisfactory in that it gives no insight into hy the result is true. In an attempt to improve our understanding, it is natural to look for general classes of posets for which (6.1) holds. Of course, one obvious class of such posets are those for which j j is odd. In that case, the involution 7 ! c changes the parity of j j, and thus proves N (P; 01) = sc(P ) = 0.
At the extreme, one might desire a general classication of all posets that satisfy (6.1) (or even more generally, one could replace N (P; q) by the rank generating function of any ranked, complemented poset, and look for instances where setting q = 01 yields the number of self-complementary elements), but such a task is probably so unwieldy as to be hopeless. A more realistic goal is to look for restricted circumstances where (6.1) holds. In this and the following section, we will study one such circumstance in detail.
Assume that P = ( ; ; c) is a complemented poset. For each k 0, dene P 2 [k] to be the complemented poset obtained by partially ordering 2 [k] via the product of the order on P and the natural total order on [k], using (x; i) 7 ! (x c ; k + 1 0 i) as the orderreversing involution. Let N (P; q) = N (P 2[k] ; q) denote the rank generating function for J (P 2 [k] ), and let sc (P ) = sc (P 2 [k] ) denote the number of self-complementary order ideals of P 2 [k] . We will say that c is a ood co le e for P if N (P; 01) = sc (P ) for all k 0; i.e., a good complement is one for which P 2 [k] satises (6.1) for all k.
By Theorem 1.1 (in the cases with jGj 2), we know that the posets P = [a] 2 [b] and
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these two examples as special cases. To explain, let be an irreducible representation of highest weight for some simple Lie algebra . The weights of are partially ordered by the rule that whenever 0 is a sum of positive roots. If is a minuscule weight, then this poset is a distributive lattice, and thus of the form J (P ) for some poset P .
(For a proof and further details, see [P2] .) The posets P are known as i sc le ose s.
A uniform, representation-theoretic proof of the following result will appear in a sequel to this paper.
Theorem .1. [St2] . We should remark that Theorem 6.1 immediately suggests the conjecture that Gaussian posets 2 have good complements. However, there are no known connected Gaussian posets that are not minuscule, and it is unknown whether all Gaussian posets are self-dual.
In the following section, we will derive a criterion (see Theorem 7.7) that makes it feasible, at least for small posets, to check whether a given order-reversing involution is a good complement. We have implemented a computer program that uses this criterion to nd connected posets with good complements. We found that the numbers of such posets up to isomorphism on 4,5,6 and 7 vertices are 2,4,5 and 21, respectively. The smallest examples not covered by Theorem 6.1 are illustrated in Figure 3 . Dotted lines have been drawn to indicate the action of the order-reversing involution in cases that would otherwise be ambiguous.
Given that a product of two chains has a good complement, it is natural to ask whether a product of three or more chains might have this property. In fact, by explicit computations (and Theorem 7.7), one can show that the poset [2] 3 (i.e., the boolean algebra generated by three points) does have a good complement, but that neither . Self Com lementary P Partitions If P = ( ; ) is an arbitrary nite poset (not necessarily complemented), then the order ideals of P 2 [k] can also be regarded as the set of all P -partitions with parts k; i.e., the set of order-reversing maps : P ! f0; 1; : : : ; kg. The order ideal corresponding to the P -partition is given by f(x; i) : 1 i (x)g. Dene j j = x2 (x), so that j j is the size of the order ideal corresponding to . In these terms, the quantity N (P; q) can be viewed as the generating function for P -partitions with parts k, weighted by the sum of the parts.
Assume j j = n, and let = fx 1 ; : : : ; x g be a natural labeling of the elements of ;
i.e., a linear ordering with the property that x i x j implies i j: [St2] . We include a sketch of the proof since the details will be important for what follows. roof. For any P -partition , write (i) as an abbreviation for (x i ). By the fundamental lemma on P -partitions (Lemma 4.5.3 of [St2] ), one knows that the set of P -partitions with parts k is the disjoint union of the sets
where ranges over all of (P ) .
In the special case = id, it is clear that 2 ( ) q j j = n + k n :
(7.2)
In the general case, let denote the unique minimal element of ( ) with respect to j1j. It is easy to show that j j = maj( ), and that 7 ! 0 denes a bijection between ( ) and 0 ( ) (id). Hence (7.2) implies 2 ( ) q j j = q ( ) n + k 0 ( ) n ;
and the result follows.
We now seek a counterpart to Lemma 7.1 for the quantity sc (P ) we dened in Section 6.
Thus, let us assume that P = ( ; ; c) is a complemented partial order of an n-set . The order-reversing involution on P 2 [k], when translated into the language of P -partitions, corresponds to the involution 7 ! c , where c (x) := k 0 (x c ). In these terms, sc (P ) is the number of self-complementary P -partitions (i.e., = c ) with parts k. Let us dene a labeling = fx 1 ; : : : ; x g of P to be c-co a i le if it is natural (i.e., satises (7.1)), and (x i ) c = x +10i for 1 i n. roof. We claim that can be partitioned into three sets, , , and , where is an order ideal of P , = fx 2 : x = x c g, and = fx 2 : x c 2 g (an order lter of P ). The proof is by induction on j j, the case j j 2 being trivial. We begin by choosing a minimal element of P such that x 6 = x c . If no such element exists, then all minimal elements of P are c-invariant, and thus belong to . However, in that case, the fact that x 7 ! x c is order-reversing forces = . Otherwise, we may delete x and x c from P , obtaining a smaller complemented poset P 0 . By induction, we may therefore partition 0 fx; x c g into sets 0 , , and 0 , where 0 is an order ideal of P 0 and 0 is the lter complementary to 0 . In that case, it is easy to see that = 0 [ fxg and = 0 [ fx c g are a complementary ideal lter pair for P , so the claim follows.
To prove the lemma, note that if P has a c-compatible labeling, then there is clearly at most one c-invariant element, namely x i , where i = (n + 1)=2. For the converse, partition into , , and as above, where j j 1. We obtain a c-compatible ordering of by rst choosing a linear extension of , followed by the single element of (if it exists), and then followed by the ordering of that is complementary to the one chosen for .
For the moment, let us x a particular c-compatible labeling of P (and assume that P has one). For any linear extension 2 (P ) , dene the complement c 2 (P ) by setting ( c ) +10i := n + 1 0 i , and let (P ) := f 2 (P ) for each such . Thus let us x some 2 (P ) , and suppose = c 2 ( ). As before,
we write (i) in place of (x i ).
ase . Assume n is odd, and let r = (n 0 1)=2. In this case, r+1 = r + 1 and (r + 1) = k=2 are forced, so there are no such unless k is even. Assuming that k is indeed even, the constraints characterizing membership in ( ) (given that = c ) are
(7.4) Since = c , it follows that exactly half the elements of ( ) are in the range 1 i r, so the number of such satisfying (7.4) is also the number of sequences 1 ; : : : ; r such that k 0 ( )=2 1 1 1 1 r k=2; i.e., r+ =20 ( )=2 r . This agrees with (7.3), since 2 +1 2r+1 01 = r . Similarly, the fact that there are no solutions if k is odd agrees with (7.3) since 2 2r+1 01 = 0.
ase . Assume n and k are even, and let r = n=2. In this case, the constraints characterizing membership in ( ) (given that = c ) are identical to (7.4). In particular, note that if r 2 ( ), then the constraint ( r ) ( r+1 ) can be replaced by the constraint ( r ) k=2. Furthermore, since = c , it follows that the number of strict inequalities that occur in (7.4) is either ( ( ) + 1)=2 or ( )=2, according to whether r 2 ( ). Hence, the number of solutions for in this case is r+ =20 ( )=2 r . This agrees with (7.3), since 2 +1 2r 01 = 2 2r 01 = r . ase . Assume n is even, k is odd, and let r = n=2. In this case, the presence or absence of r 2 ( ) is immaterial, since ( r ) = ( r+1 ) (and = c ) can only happen if ( r ) = ( r+1 ) = k=2. Therefore, the conditions for membership in ( ) are k ( 1 ) 1 1 1 ( r ) (k + 1)=2; i 2 ( ) ( i ) ( i+1 ) (1 i r):
The number of strict inequalities that occur in these constraints is either ( ( ) 0 1)=2 or ( )=2, according to whether r 2 ( ). Hence, the number of solutions for in this case is r+( 01)=20 ( )=2 r . Again, it is easy to check that this agrees with (7.3).
The problem of enumerating self-complementary P -partitions in a general complemented poset is reducible to the case in which there exists a c-compatible labeling. Indeed, if is a self-complementary P -partition with parts k, then (x) = k=2 for every x 2 , where = fx 2 : x = x c g. We therefore dene the co rac io of P to be the complemented poset P 3 obtained by identifying all the elements of (if any exist). In other words, if is empty, then P 3 = P ; otherwise, we delete from , replacing the deleted elements by a single element, say x 3 , with the property that if x (resp. x ) for some x 2 and 2 0 , then x 3 (resp., x 3 ). To maintain transitivity, it may also be necessary to add the relation if x 3 . In any case, the fact that this construction does yield a partial order relies only on the fact that is an antichain of P .
If is a self-complementary P -partition with parts k, we may dene the contraction 3 by setting 3 (x) = (x) for x 6 2 , and (if 6 = ) 3 (x 3 ) = k=2 = the common value of on . It is clear that sc (P ) = sc (P 3 ), since 7 ! 3 denes a bijection between self-complementary P -partitions and P 3 -partitions. Thus we can replace Lemma 7.3 with the following more general result. From this result it follows that sc 2 (P ) and sc 2 +1 (P ) are polynomial functions of k. A more precise statement is as follows. For example, let P be the second poset in Figure 3 . This complemented poset has the property that P = P 3 , and it has two self-complementary linear extensions|one with no descent and one with two descents. Thus by Lemma 7.4, we have sc 2 +1 (P ) = 0 and vector space freely generated by , then conditions (a){(c) can be viewed as asserting that ( ) 0 for all in some subset of the root system B r (or C r ). This shows that the notion of a self-complementary P -partition is an example of . Reiner's root-system analogue of P -partitions [Re] .
The following result gives the promised characterization of good complements. By denition, c is a good complement if and only if G(P; ) = (P; ; 01). Since n = m or m is odd, it follows that ( ; 01) +1 =( ; 01) +1 = ( ; 01) 0 . Now compare the two expressions for and G.
