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Abstract
While symmetry has been exploited to analyze synchronization patterns in complex networks, the iden-
tification of symmetries in large-size network remains as a challenge. We present in the present work a
new method, namely the method of eigenvector-based analysis, to identify symmetries in general complex
networks and, incorporating the method of eigenvalue analysis, investigate the formation and transition of
synchronization patterns. The efficiency of the proposed method is validated by both artificial and empir-
ical network models consisting of coupled chaotic oscillators. Furthermore, we generalize the method to
networks of weighted couplings in which no strict symmetry exists but synchronization clusters are still
well organized, with the predications agreeing with the results of direct simulations. Our study provides a
new approach for identifying network symmetries, and paves a way to the investigation of synchronization
patterns in large-size complex network.

























The phenomenon of synchronization is ubiquitous in coupled system, and always attracts sci-
entists’ attention. Meanwhile, due to the rapid development of complex system, many kinds of
synchronization have been discovered, such as global synchronization (GS), phase synchroniza-
tion, and generalized synchronization [1, 2]. In recent years, cluster synchronization (CS) has
become an active field [3–9], and there are many patterns of synchronization clusters in networked
system.
Compared with the GS, CS is more common in real system. The GS describes all individuals
evolving in entirely the same state [10, 11]. It takes much more energy to achieve uniformity
than CS. And even some information about the dynamics and structure of the complex system are
hidden in this state. However, the CS means the individuals of interior cluster converge into the
same state, but individuals of different clusters converge into different states [5, 7]. Therefor, the
CS is able to contain much more information and achieve more functions.
The CS with simple network has been well studied in theory and experiment [12–17]. And
many methods have been proposed to control the CS. For example, the long range links are added
in a loop network which can induce cluster patterns [18]. Deleting links and weighting links also
change the stability of CS and even switch the different synchronization patterns [19]. In cou-
pled identical phase oscillators, the phase lag induces the CS in symmetric network [20]. In those
researches, the symmetry of network plays an important role in the partition of synchronization
clusters. When the computational group theory is applied to the CS [5], we have a clear and
powerful method to study the CS. A group S is generated by the symmetries of network, and the
partition of clusters are determined by the orbits of symmetry group. And the whole space is di-
vided into synchronous space and transverse space by a transformation matrix which is composed
of the information of symmetry group. Consequently, the stability of CS can be obtained. Re-
cently, some improving methods have been proposed, and those methods can be used to deal with
more complex situations [13, 17].
The investigation of CS in complex networks has practical significance, such as the dynamical
pattern in complex brain networks[20–23]. However, there is still a big gap between simple net-
work and complex network in the present CS theories. The powerful method of the computational
group theory cannot be applied to complex network in a convenient way. On one hand, the rig-
orous symmetries is used to partition the clusters. So, in the typical complex network, the size of
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nontrivial cluster (multi-node cluster) is small, and most of the nodes belong to the trivial cluster
(one-node cluster), it is incompatible with the cluster (or community) structure in the complex net-
work. On the other hand, the number of the nodes in the complex network is very large. Although
the cluster can be quickly divided by the orbits of symmetry group, the transformation matrix is
not easily gained. Another powerful method is a graph-theoretical approach, i.e. external equitable
partition (EEP) [24, 25]. The method of EEP [7, 15] is similar to the symmetry group theory, and
they complement each other in terms of CS. But EEP is still very strict for clustering, it is can not
deal with the randomness and non-strictly symmetric in complex network. So, a natural question
that arises is how to analyse and predict the cluster synchronization in complex networks.
In complex networks, the community detection is similar to cluster partition. For example, in
community network [26–29], the nodes in the same community have relatively high similarity.
Thus this similarity can be viewed as the non-strict symmetry. One of the useful methods of com-
munity detection is based on the eigenvectors of network [30–33]. Interestingly, recent researches
show that synchronization clusters can also be predicted by eigenvectors of coupling matrix. In
coupled Stuart-Landau oscillators, partial synchronization is determined by the eigenvectors [34].
Based on the eigenvector of coupling matrix, a method is proposed to identify the synchronization
patterns when the system is slightly desynchronized [35]. Those studies offer a key clue, that is
the eigenvector have a close relationship with cluster partition and synchronization analysis.
In this paper we will propose a new method of hierarchical-mode analysis to investigate the CS
in complex network. In Sec. II, we will give a brief introduction of hierarchical-mode analysis
for CS. And in Sec. III, we demonstrate this new method in the six-node network and the Nepal
power-grid network. In Sec. IV, our generalized method is applied into two community networks
and the cat brain network. Finally, in Sec. V, we hold the discussion and draw the conclusion.
II. HIERARCHICAL-MODE ANALYSIS
We consider the dynamics of coupled chaotic oscillators, and the evolution of d-dimensional
state vector xi of the ith oscillator is described by
ẋi = F (xi) + ε
N∑
j=1
wijH(xj), i, j = 1, ..., N. (1)
F (x) is the dynamics function of each oscillator, and H(x) describes the coupling function. ε
is coupling strength. The coupling relationship is captured by a weighted coupling matrix W =
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{wij}, in which wij > 0 if node j connects to node i, and otherwise wij = 0, and the diagonal
elements are set as wii = −
∑
j(j 6=i)wij . When the links are unweighted, we use adjacency matrix
A, in which wij = wji = aij = aji = 1 if node i and j are connected, and otherwise aij = 0,
Let s be the manifold of GS, i.e., s = x1 = x2 = ... = xN , and δxi = xi − s be the
infinitesimal perturbation. Then the evolution of δxi is governed by the variational equations,




Where DF (s) and DH(s) are the Jacobian matrices of F and H evaluated on the synchro-
nization manifold s. In this paper, we only consider the symmetric or the normalized coupling
matrix, this guarantees all the eigenvalues of W are real. W can be diagonalized by a com-
plete set of eigenvectors V , i.e., V −1WV = Λ, where Λ = diag(λi) are the eigenvalues
of W (0 = λ1 > λ2 ≥ ... ≥ λN ). Then we can transform the infinitesimal perturbation
X = [δx1, δx2, ..., δxN ]
T into the mode space Y = V −1X = [δy1, δy2, ..., δyN ]T . In such
a way, Eq. (2) can be decoupled into N modes,
δẏi = [DF (s) + ελiDH(s)]δyi. (3)
In the framework of master stability function (MSF) [11], the necessary condition for GS is
that all the transverse modes, δyi (i = 2, 3, ...N ), are damped to 0 with time, i.e., the maximum
Lyapunov exponent h(σi) < 0 (i = 2, 3, ...N ) of Eq. (3), where σi = −ελi is the generic coupling
strength. And the variation of h(σ) as a function of σ is the MSF curve. Among the N modes,
the mode of h(−ελ1 = 0) describes the motion parallel to the synchronous manifold (trivial
mode), and the corresponding eigenvector is v1 = 1/
√
N [1, 1, ..., 1]T . For the chaotic oscillator,
h(σ = 0) > 0.
As is described in MSF framework, if all the transverse eigenmodes are damping to 0, the
system will stay in a GS state. But when some modes are unstable, the GS will not exist, and then
the CS may be induced. Our theory of hierarchical-mode analysis will discusses what happened
when the multi-mode is instability. For the sake of simplicity, we consider only the second mode
δy2 belongs to the non-trivial unstable mode (h(σ2) > 0), and the other transverse modes are
damped to 0. Therefore, the infinitesimal perturbations X = V Y are reduced to
δxi = v1,iδy1 + v2,iδy2. (4)
Where v1,i (v2,i) is the ith component of eigenvector v1 (v2) associated with λ1 (λ2). This equation
denotes the evolution of infinitesimal perturbation δxi is only determined by v2,i, because v1,i are
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the same for each node i. So, in this case, if the elements of v2,i and v2,j are exactly same, then
δxi and δxj will keep the same deviation from the GS manifold. This means the node i and node
j have the potential to synchronize. If the the elements of v2,i and v2,j are not the same, because
of the chaos of system, the node i and j will quickly deviate from each other.
For the more complex case, i.e., multi-mode is unstable. We need to check all the eigenvectors





Where U denotes the set of indexes of unstable modes, i.e., k ∈ U if and only if h(−ελk) > 0.
vk,i is the ith component of eigenvector vk associated with λk. According to Eq. (5), if every
unstable eigenvectors vk satisfy vk,i = vk,j simultaneously (for all k ∈ U ), then node i and node j
are partitioned into a same synchronization cluster.
In a physical view of hierarchical-mode analysis, we consider all infinitesimal perturbations
start from the GS state. For the chaotic system, these perturbations keep a exponential growth, and
then the difference between δxi and δxj will induce the trajectory deviation of node i and j. So,
there is a necessary condition for the CS of node i and j, that is vk,i = vk,j for all k ∈ U . This is
our foundation to partition synchronization cluster with hierarchical-mode analysis.
As is illustrated above, the hierarchical-mode analysis of CS are summarized as follows. We
need to find all unstable modes and the corresponding eigenvectors. Then the clusters can be
identified by eigenvectors components of all unstable modes. In the coupled system, the coupling
strength is used to adjust the modes into stable or unstable region, so the partition of cluster is
determined by not only the network structure but also the dynamical parameters.
III. THE APPLICATIONS IN SMALL NETWORKS
Before applying hierarchical-mode analysis into complex network, we employ two typical net-
works to verify the feasibility of our method.
The structure of first network is shown in Fig. 1(a), which is constructed by a six-node ring
network and some additional links, where only the links w2,6 = w6,2 = w3,5 = w5,3 = 1.5 are
weighted (denoted by red dash lines), and other links are unweighted. In simulation, the nodal
dynamics is the chaotic Lorenz oscillator, which is described by ẋ = F (x) = [α(y − x), x(r −
z)− y, xy − bz]T , where x = [x, y, z]T , and the parameters are α = 10, r = 35, b = 8/3. The
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coupling function is H(x) = [0, x, 0]T , which means the x variable is coupled to the y variable.
In order to describe the CS transition, the synchronization error δxi = 〈|xi − x2|〉T is applied,
where 〈...〉T denotes the time average. Throughout this paper of the simulation, the dynamical
equations are integrated by the fourth-order Runge-Kutta method with the time step ∆t = 10−2.
A transient period of T0 = 1× 104 is discarded to avoid the impact of the initial conditions which
are randomly chosen for each oscillator, and the results are averaged over a period of T = 1×104.
As shown in Fig. 1(b), all the synchronization errors δxi roughly decrease as the increasing of
coupling strength ε, and finally this system stays in GS when ε > εc. Remarkably, when ε2 < ε <
ε1, δx2 = δx6 and δx3 = δx5, and when ε1 < ε < εc, δx1 = δx2 = δx6 and δx3 = δx4 = δx5.
Where εc = 4.1, ε1 = 2.7, ε2 = 1.8. This means in the region ε ∈ (1.8, 4.1), the CS is formed.
The synchronization clusters of {2, 6}, {3, 5}, {1}, {4} exist in the region ε ∈ (1.8, 2.7), and the
clusters of {1, 2, 6}, {3, 4, 5} exist in the region ε ∈ (2.7, 4.1).
Moreover, we will use the hierarchical-mode analysis to study the CS in the six-node coupled
system. There are two ingredients that we need for preparation of the theoretical analysis. First,
we should obtain the Laplacian matrix of the network
W =

−3 1 0 1 0 1
1 −3.5 1 0 0 1.5
0 1 −3.5 1 1.5 0
1 0 1 −3 1 0
0 0 1.5 1 −3.5 1
1 1.5 0 0 1 −3.5

, (6)
and the corresponding eigenvectors and eigenvalues can be calculated, i.e.,
V =

0.41 −0.41 0.58 0 0.58 0
0.41 −0.41 −0.29 0.5 −0.29 0.5
0.41 0.41 −0.29 0.5 0.29 −0.5
0.41 0.41 0.58 0 −0.58 0
0.41 0.41 −0.29 −0.5 0.29 0.5




Λ = diag(0,−2,−3,−4,−5,−6). (8)
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FIG. 1. (a) The network structure of coupled six-node. The red dash lines means weighted lines w2,6 =
w6,2 = w3,5 = w5,3 = 1.5, and other links are unweighted. (b) The synchronization transition of coupled
system. The variation of δxi with respect to the coupling strength ε. The two black dash lines denote the
critical coupling strength ε1 = 2.7 and ε2 = 1.8.
Where V = (v1,v2, ...v6) and Λ = diag(λ1, λ2, ..., λ6). Second, we should obtain the function
h = h(σ) according to Eq. (3). Specially, the critical point σc is very important, h(σc) = 0. And
there is only one critical point σc = 8.3, i.e., if 0 < σ < 8.3 then h(σ) > 0, and if σ > 8.3 then
h(σ) < 0.
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FIG. 2. (a) The structure of Nepal power-grid network. The clusters partition are C1 = {1, 2, ..., 5},
C2 = {9, 10, ..., 13}, C3 = {6, 7, 8}, C4 = {14} and C5 = {15}. (b) The variation of CS error δxm with
respect to the coupling strength ε.
The GS is realized when ε > εthc = −σc/λ2 ≈ 4.2, which means all the transversal modes of
GS manifold are damped. When we set the ε to a value a little smaller than εc, the GS is not stable
anymore, i.e., the mode of λ2 = −2 is unstable, while the other modes are still stable. Then we can
check the corresponding eigenvector v2 = [−0.41,−0.41, 0.41, 0.41, 0.41,−0.41]T , and find the
elements v2,1 = v2,2 = v2,6 = −0.41, v2,3 = v2,4 = v25 = 0.41 and v2,1 6= v2,3, which means the
clusters of synchronization are {1, 2, 6}, {3, 4, 5}. Then we make ε smaller, then the modes of λ3
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and λ2 are unstable. We should check the elements of v3 and v2 together, and find only vk,2 = vk,6
and vk,3 = vk,5 for k = 2, 3, which means the clusters of {1, 2, 6}, {3, 4, 5} are not stable anymore,
and the new clusters {2, 6}, {3, 5}, {1}, {4} are formed. The critical coupling strength can also
be estimated, i.e., εth1 = −σc/λ3 = 2.8. ε is made decreasing again, and the mode of λ4 is also
unstable. So that we need to check v2, v3, and v4 together. As shown in Eq. (7), we find v4,2 6= v4,6
and v4,3 6= v4,5, which implies {2, 6}, {3, 5}, {1}, and {4} are split into {1}, {2}, {3}, {4}, {5},
and {6}. And the critical coupling strength can be obtained by εth2 = −σc/λ4 = 2.1.
Now we get the theory results about the CS by the analysing the eigenvector of the coupling
matrix. The synchronization transition can be divide into four parts. Firstly, when 0 < ε < εth2 ,
there is no CS. Secondly, the synchronization clusters are {2, 6} and {3, 5} in the region of εth2 <
ε < εth1 . Thirdly, the synchronization clusters are {1, 2, 6} and {3, 4, 5}, when εth1 < ε < εthc .
Finally, for ε > εthc , all the nodes in the network are synchronized. Those theoretical results are
confirmed by the simulation in Fig. 1.
Next, we will analyse the CS in the Nepal power-grid network [5, 8]. The network structure
is shown in Fig. 2(a), and we use the unweighted coupling network. We still set the chaotic
Lorenz oscillator as the nodal dynamics, and configurations are the same with Fig. 1. Then we can
obtain the eigenvalues and eigenvectors of the coupling matrix. By the usage of the eigenvalues
and eigenvectors we can predict the CS in this network. Supposing the coupling strength is large
enough, the GS is realized. Then, we can set ε a little smaller than εc which is the critical coupling
strength of GS. Resultantly, the GS is not stable, and we need to check the mode of λ2 = −0.94
and the components of v2. According to the equal values of the components of v2, the clusters
are partitioned into C1 = {1, 2, 3, 4, 5}, C2 = {9, 10, 11, 12, 13}, C3 = {6, 7, 8}, C4 = {14}, and
C5 = {15}. We turn ε even smaller. When the mode of λ3 = −3.10 is unstable, by checking
v2,i and v3,i, the cluster partition is not changed. Until the modes of λ = −8 join in the unstable
modes, the cluster of C1 is not stable. When the modes of λ = −9 are unstable, the cluster of C2 is
not stable, either. Finally, when the modes of λ = −14 are unstable, the cluster of C3 is destroyed.
As a result, there is no CS in the coupled system.
With the simulation, the transition of CS is exhibited in Fig. 2(b) which is the variation of CS
error δxm as a function of ε, where δxm = 1Nm
∑





Nm denotes the number of nodes in cluster Cm. We can find C1 is synchronized in the simulation
region of ε > ε1 = 0.9 and in theoretical region of ε > εth1 = 8.3/8 ≈ 1.0. When C2 is stable, the
simulation region is ε > ε2 = 0.7, and the theoretical region is ε > εth2 = 8.3/9 ≈ 0.9. WhenC3 is
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stable, the simulation region is ε > ε3 = 0.32 and the theoretical result is ε > εth3 = 8.3/14 ≈ 0.6.
Although all the theoretical results of critical coupling strength are larger than the simulation
results, the synchronization patterns are the same in theory and simulation, so does the order of
appearance of synchronization cluster.
In addition, we also check some other small networks such as the five-node network [19] and
the six-node network [12]. We find the synchronization of cluster and the critical coupling strength
can also be obtained by the hierarchical-mode analysis.
IV. THE GENERALIZATION
The complex network plays a significant role in the biological, physical and engineering sys-
tems, so it is very important to investigate CS in the complex network, such as the community
network. Recently, many studies show the connection between CS and network symmetry. The
network symmetry means RAR = A, where R is permutation matrix. This is a very rigorous def-
inition, and it is hard to generalize. Actually, there are few rigorous nontrivial symmetry-clusters
in the majority of complex networks. However, the CS indeed exists in many complex networks,
such as the neuronal network in our brain. So, we conjecture the CS in the complex networks may
be induced by some approximate symmetries.
In this section, we will generalize the hierarchical-mode analysis to complex network. As is
discussed in Sec. II, the patterns of CS are determined by all unstable modes of eigenvectors. The
condition of node i and node j belonging to the same cluster is the elements of eigenvectors vk,i =
vk,j for all modes k ∈ U . So, this condition also can hardly be guaranteed in complex network.
In order to apply the hierarchical-mode analysis to complex network, we need an approximate
condition. A natural generalization is that the elements of eigenvectors vk,i ≈ vk,j for all unstable
modes k, then the node i and node j can be regarded as the same cluster.
In simulation of the large-size coupled complex system, the synchronization matrix δxij
(δxij = 〈|xi − xj|〉T ) is a good measure to describe the synchronization error of every pair of
nodes in the network. Correspondingly, we need to find a similar quantity to describe the theo-
retical prediction of synchronization. Inspired by the approximate condition of CS, we define the




|vk,i − vk,j|/NU , (9)
where NU is the number of unstable modes. In this matrix, the element δeij ≈ 0 predicts the pair
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FIG. 3. (a) The community network is constructed by three clusters with N = 90, M = 3, and n = 30,
and the nodes in each cluster are denoted by green, blue and red. (b-c) The synchronization matrix δxij
when the coupling strength is ε = 6.0 and ε = 7.6, respectively. (d) The contour plots of δxlocali in the
plane (i, ε). The vertical dashed lines denote the theoretical results of critical coupling strength εth1 = 6.7
and εthc = 7.8, respectively. (e) The components of the eigenvector v2 (black square), v3 (red circle), and
v4 (blue triangle). (f-g) The eigenvector error matrix δeij when ε = 6.0 and ε = 7.6, respectively. (h) The
contour plots of δelocali in the plane (i, ε).
of node i and j will achieve near complete synchronization. Note that the set of unstable modes is
modulated by ε, thus δeij is also a function of coupling strength.
CS has been already observed in complex network with community structure [36, 37], and a
recent study reveals the CS can be applied into community detection [38]. But the relation between
CS and community network is still not clear. Therefore, it is very essential to investigate the CS
in community network. In this paper, the community network is constructed by N nodes and M
clusters, and the number of nodes in each cluster is n = N/M . In the network of each link, the
connection probability for any pair of intra-cluster nodes is p1, and the connection probability of
the nodes belonging to different clusters (inter-cluster) is p2. Unless mentioned otherwise, we set
p1 = 0.9 and p2 = 0.1. In order to mimic the neural network, the nodal dynamics is represented
by Hindmarsh-Rose (HR) model, i.e., F (x) = [y − x3 + 3x2 − z + I, 1 − 5x2 − y, r[s(x +
1.6) − z]]T , where r = 0.006, s = 4, and I = 3.2 which guarantees the chaotic dynamics. The
linear coupling function is considered to be H(x) = [x, 0, 0]T , which is electrical diffusive-type
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coupling. In order to avoid the divergence in simulation, we use the normalized coupling matrix,
wij = aij/ki − δij , where and ki =
∑
j aij . δij = 1 if i = j, and otherwise δij = 0. This
normalization doesn’t influence the network structure, and hierarchical-mode analysis of CS.
In the first network, we establish the community structure with three clusters M = 3, and in
each cluster the number of nodes is n = 30. Then the indexes of nodes is divided into three cluster
C1 = {1, ..., 30}, C2 = {31, ..., 60}, and C3 = {61, ...90}. As shown in Fig. 3(a), the nodes in
each cluster are denoted by green, blue, and red circle, respectively. Note that the connections are
very dense in the intra-cluster and sparse in the inter-cluster, so the interior of each cluster is easy
to synchronize. In Fig. 3(b), when ε = 6.0, we obtain the simulation result of δxij and observe
the cluster synchronization (the dark blue region) emerging in the interior of each cluster. This
is a normal phenomenon in the community network. But when we increase the coupling strength
to ε = 7.6, as shown in Fig. 3(c), two clusters (C2 and C3) are synchronous and merge into one
synchronization cluster. Although the number of structural cluster is still three, there are only two
synchronization cluster in the dynamics system, which is the inter-cluster synchronization state.





j=i−l δxij , where l = 5, and the periodic index is applied, i.e, j = j + N . In
Fig. 3(d), we show the contour plots of δxlocali in the plane (i, ε), and observe the synchronization
error is very small in the interior of the each cluster and relatively large in the inter-clusters.
Especially, two synchronization clusters combine together around ε = 7.6. In order to understand
the mechanisms of CS state, the hierarchical-mode analysis is implemented as follows.
In this coupled neuron model, we can obtain the critical point σc = 0.94, and this means
h(σ) < 0 if σ > 0.94, and h(σ) > 0 if 0 < σ < 0.94. According to the Laplacian matrix,
the eigenvectors and eigenvalues can be calculated. In Fig. 3(e), we plot the components of
the eigenvector v2 (black square), v3 (red circle), and v4 (blue triangle), and the corresponding
eigenvalues are λ2 = −0.12, λ3 = −0.14 and λ4 = −0.88, respectively. In the CS, which nodes
can form the synchronization cluster, and where the synchronous cluster can exist (the region of
coupling strength), this two issues are our main concerns. In the following, we will discuss the
theoretical details of CS below.
As shown in Fig. 3(e), the values of the components of v2 are approximately the same within
i ∈ (1, 30) and i ∈ (31, 90), respectively, where the index i denotes the component of v2,i. Accord-
ing to the approximate condition of eigenvector clustering, there are two clusters, i.e., {1, ..., 30}
and {31, ..., 90}. When only the mode of v2 (or λ2) is unstable, the clusters are determined by the
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v2. The eigenvector error matrix δeij is shown in Fig. 3(g) with U = {1, 2}, and we focus on
the synchronous region (the dark blue) that is the same as Fig. 3(c). Similarly, the components
of v3 can be constituted by three clusters, i.e., {1, ...30}, {31, ..., 60}, and {61, ..., 90}. When the
unstable modes are λ2 and λ3, combined with the approximate condition vk,i ≈ vk,j for k = 2 and
3, we can predict the synchronization clusters are the same with the clusters of v3. The eigenvector
error matrix δeij is shown in Fig. 3(f) with U = {1, 2, 3}, and the synchronization pattern is the
same with Fig. 3(b). Obviously, the components of v4 have no clear clusters. When the modes
of λ2, λ3, and λ4 are not stable, according to the condition vk,i ≈ vk,j for k = 2, 3, and 4, the
synchronization cluster can hardly be divided.
Then we will study the stability region of CS. The GS can be achieved when ε > εthc = −σc/λ2,
and εthc = 0.94/0.12 = 7.8. With the decreasing of coupling strength ε from the GS region,
the mode of λ2 becomes unstable, while other modes are still stable. Thus the synchronization
clusters can be formed corresponding to the pattern of Fig. 3(g), i.e., {1, ..., 30} and {31, ..., 90},
and the region is εthc > ε > ε
th
1 where the ε
th
1 will be obtained in the following analysis. As ε
continues to decrease, the mode of λ3 is also not stable, so the clusters are {1, ...30}, {31, ..., 60},
and {61, ..., 90}, same with Fig 3(f). This means the two clusters are split into three clusters
with the help of λ3 mode, and εth1 = −σc/λ3 = 0.94/0.14 = 6.7. When the mode of λ4 joins
into unstable modes, the three clusters are broken, and the critical coupling strength is εth2 =
−σc/λ4 = 0.94/0.88 = 1.1. This means the three clusters can stably exist in region εth1 > ε > εth2 ,
and there are no obvious synchronization clusters when ε < εth2 . Compared with δx
local
i in Fig.




j=i−l δeij , and the
contour plots of δelocali in the plane (i, ε) is shown in Fig. 3(h). The theoretical value of δe
local
i is in
accordance with the simulation result of δxlocali . In both figures, the CS is presented in a quite long
region (ε ∈ (1.1, 7.8)). According to the feature of community network, when the network has
M communities, M − 1 eigenvalues of Laplacian matrix are close to 0, while the other non-zero
eigenvalues have a distance from 0. In this network, because there are three communities, |λ2| and
|λ3| are very smaller than |λ4|, and the critical coupling strength of CS is inversely related with
|λi|, so CS can exist in a large region.
In the second community network, we establish the network with M = 6 and N = 180
in Fig. 4(a), and the six clusters are C1 = {1, ..., 30}, C2 = {31, ..., 60}, C3 = {61, ..., 90},
C4 = {91, ..., 120}, C5 = {121, ..., 150} andC6 = {151, ..., 180}. However, the structure between
different clusters is similar with the structure of the network in Fig. 1(a). And in order to emphasize
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FIG. 4. (a) The structure of six-cluster network with N = 180, M = 6, and n = 30. (b-d) The simulation
of δxij when ε = 4.0, ε = 5.65 and ε = 10, respectively. (e) The components of the eigenvector v2 (black
square), v3 (red circle), and v4 (blue triangle). (f-h) The theoretical values of δeij when ε = 4.0, ε = 5.65
and ε = 10, respectively.
the weighted links in the six-node network, we set the p2 = 0.15 between C2 and C6, C3 and C5,
and p2 = 0.1 for other inter-cluster links. Thus we can obtain more abundant phenomena of CS
state. In Fig. 4(b), the interior of each cluster is synchronous when ε = 4.0. Remarkably, when
ε = 5.65 (Fig. 4(c)), C2 and C6, C3 and C5 are synchronous, respectively. And when ε = 10.0
(Fig. 4(d)), there are only two synchronization cluster, i.e., {C1, C2, C6} and {C3, C4, C5}. Those
phenomena display that CS is formed not only in the interior cluster, but also in the inter-clusters.
More interestingly, if one cluster is considered as one node which is high-dimensional system,
then the synchronization patterns in six-cluster network are the same with the CS patterns in Fig.
1. Note that, in the community network, the links between nodes are random, so the symmetry is
non-strict, and the nodal dynamics (one cluster) is non-identical, but the community network still
shows some CS patterns.
Now, we can use the hierarchical-mode analysis to explain the formation of CS state. In Fig.
4(e), the eigenvectors of coupling matrix are shown. We can find that the components of v2 (black
square) can be divided into two parts, {1, 2, ...60, 151, 152, ...180} and {61, 62, ...150}, and this
implies the synchronization clusters {C1, C2, C6} and {C3, C4, C5} can emerge when only the
mode of λ2 is unstable. So we set ε = 10.0 (only λ2 is unstable) and plot the δeij in Fig. 4(h),
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FIG. 5. (a) The structure of cat brain network. The node index is partitioned by V(1-16), A(17-23), SM(24-
39), and FL(40-53). (b-c) The simulation of δxij when ε = 1.95 and ε = 2.2, respectively. (d) The
components of the eigenvector v2 (black square), and v3 (red circle). (e-f) The theoretical values of δeij
when ε = 1.95 and ε = 2.2, respectively.
and the synchronization pattern is completely the same with Fig. 4(d). When the the mode of λ3
is also unstable, the synchronization clusters are partitioned into {C2, C6}, {C3, C5}, {C1}, and
{C4}. Correspondingly, we set ε = 5.65 (only λ2 and λ3 are unstable), and δeij is shown in Fig.
4(g) that CS pattern is the same with the simulation in Fig. 4(c). In the end, when the modes of λ2,
λ3 and λ4 are unstable simultaneously, the CS can only happen in each cluster, i.e., {C1}, {C2},
{C3}, {C4}, {C5} and {C6}, and this CS pattern is predicted by δeij (ε = 4.0) in Fig. 4(f).
Finally, we will apply the hierarchical-mode analysis to investigating the CS in the cat brain
network [39]. As shown in Fig. 5(a), this network is composed of 830 links, 53 nodes, and four
functional clusters which are visual cortex (V), auditory (A), somato-motor (SM), and fronto-
limbic (FL). In Fig. 5(b-c), we show the simulation results of δxij when ε = 1.95 and ε = 2.2,
respectively. In the cat brain network, the synchronization displays in intra-cluster (Fig. 5(b)),
and the inter-clusters V and FL show a strong correlation (Fig. 5(c)). For the theoretical analysis,
we can get the eigenvectors of coupling matrix, and the v2 and v3 are exhibited in Fig. 5(d).
Although the network is not regular as previous networks, we can still predict the CS patterns.
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The theoretical results of δeij are shown in Fig. 5(e) and Fig. 5(f) when ε = 1.95 and ε = 2.2,
respectively. Those theoretical results are in accordance with the simulations.
V. DISCUSSION AND CONCLUSION
Compared with computational group theory, the hierarchical-mode analysis owns two advan-
tages. On the one hand, our hierarchical-mode analysis only needs to know the eigenvalues and
eigenvectors of the coupling matrix, which is very common for a network. However, the theory
of symmetry groups needs to construct the projection operator, and then the node coordinates can
be transformed into irreducible representation coordinates. So the computing cost is very high for
a large network. On the other hand, by using the generalized hierarchical-mode analysis, the CS
in complex networks can be well analysed. In the group theory, the symmetry of network is too
rigorous to generalize in complex networks.
In spite of some advantages of hierarchical-mode analysis, there is also a limitation in this
method. We apply the isolated node dynamics, instead of the standard method of reduced system,
to obtain the transversal Lyapunov exponent and the manifold analysis. In our method, we suppose
the each nodal dynamic doesn’t change very much when they couple together, so every modes
can be considered approximately independent. But this assumption leads to the critical coupling
strength being not exactly the same between the theory and simulation.
In our results, the CS in complex networks with community structure shows abundant syn-
chronization patterns, and the classification of patterns can be distinguished by the intra-cluster
and inter-cluster. The synchronization in intra-cluster is normal, which is because of the dense
intra-connections. The inter-cluster synchronization is our interest, which is determined by the
structure of inter-connections. On the one hand, the connections are random, and the synchro-
nization patterns are decided by the the details of the connections. For example, the tree-cluster
network in Fig. 3 shows clusters C2 and C3 synchronize. But in another realization of network, the
synchronization cluster may be C1 and C2, or C1 and C3, or none of them. On the another hand,
the CS is relevant with the coarse-grained structure. The same CS patterns are found in the results
of Fig. 2 and Fig. 4. The community network has a network of network structure, then each
subnetwork can be viewed as a node, so the six-node network can be considered as the coarse-
grained six-cluster network. This phenomenon implies the existence of hierarchical organization
and topological scales in complex networks [40].
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To summarize, we propose a hierarchical-mode analysis to study the CS state in complex net-
work. In our theory, the partition of synchronization clusters is related to the eigenvectors of
coupling matrix. That is due to the inherent relationship between the partition of eigenvector com-
ponents and the symmetry (or EEP) of network. We apply two small-size networks to demonstrat-
ing the theoretical analysis in the coupled chaotic system. In the complex network, we generalize
the hierarchical-mode analysis and define a eigenvector error matrix to predict the CS pattern.
In order to verify the generalized theory, we use the coupled neuron systems with community
structure and analyze the details of CS. In the partition of clusters and the stable region of CS,
theoretical predictions are all confirmed by simulation results. Our theory displays high efficiency
and flexibility.
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