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Abstract—β-divergence has been studied for years, but it is 
yet to be discovered thoroughly. In this paper, we proposed the 
nonnegative matrix factorization (NMF) by using β-divergence 
in blind source separation (BSS) on biomedical field. The 
proposed idea is basically aimed at the separation of normal 
heart sound with normal lung sound. Temporal codes and 
spectral basis were modelled into a separated source, which is 
applied to the synthesis and real life data using multiplicative 
update rules. In the experiment, estimated and original source 
were compared to evaluate the performance of various source 
separation algorithms within a general framework, where the 
original sources and the noise that perturbed the mixture were 
included. 
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In the past decades, many approaches or models have been 
utilized in the blind source separation (BSS) [1-2] 
techniques, such as the nonnegative matrix factorization 
(NMF) [3-6], independent component analysis (ICA) [7-9], 
sparse decompositions (SD) [10] and computational 
auditory scene analysis (CASA) [11-13].  
NMF is one of the most promising ways and has been 
applied in different fields, such as speech enhancement, 
biomedical image processing, biomedical signal processing, 
remote sensing, communication system and neural 
networks. In the biomedical field, it is difficult to achieve a 
fully clear sound of a lung due to the interference of the 
heart sound in term of the time domain and the spectral 
content during recording [14]. A normal lung sound is the 
breathing-related sound heard from the chest of a healthy 
person, which mingles with the muscle and the 
cardiovascular sounds. The frequency of the lung sound is 
hard to differentiate with the frequency of the heart sound as 
it is dependent to the frequency of the lung sound, which is 
below 100 Hz, whereby the frequency of the heart sound is 
normally within the range of 24 to 104 Hz for the first 
ventricle heart sound and 24 to 144 Hz for the second 
ventricle heart sound [14, 15]. 
 
II. PROPOSED METHOD 
 
A. Source Model  
In NMF, the matrix notation 𝑉 = [𝑣1…𝑣𝑛],  in which 
matrix V will be factorized into low rank matrices 𝑉 =
𝑊𝐻 . It does make sense to assume W and H to be 
nonnegative while observation of V is nonnegative in many 
applications [16,17]. Different cost functions are used in 
different application, and the functions normally used to add 
to the NMF are the Least Square distance (LS), Kullback-
Leibler (KL) and Itakura-Saito (IS). These divergences can 
be generalized into β-divergence framework [18, 19] as 
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where 𝑑𝛽(𝑦|𝑥)  is the scalar cost function. The IS 
divergence, KL divergence and LS divergence represent the 
limit cases of 𝛽 =0,1,2 which are the underlying 
multiplicative Gamma observation noise, Poisson noise and 
Gaussian additive observation noise respectively. 
Obviously, when 𝛽 = 2, the general family of β-divergence 
will be transposed into Equation (2) and (3). 
 
CLS = ||Ʌ − V||f
2
 (2) 






In contrast, the equation will be changed when 𝛽 = 1. 
 
𝐶𝐾𝐿 = ∑ ∑ Ʌ log
Ʌi,j
𝑉𝑖,𝑗
− Ʌ𝑖,𝑗 + 𝑉𝑖,𝑗𝑗𝑖   (4) 
 
Meanwhile, it then turns over into Equation (5) when 𝛽 =
0. 
 






− 1𝑗𝑖   (5) 
 
The BSS in this paper is classified into a single channel 
source separation (SCSS). In the time domain, the model of 
SCSS is: 
 
𝑉(𝑡) = ∑ Ʌ𝑗(𝑡) + 𝑒(𝑡)
𝐽
𝑗=1   (6) 
 
It then changed into time-frequency domain via Short 
Time Fourier Transform (STFT), 
 
𝑉(𝑡) = ∑ Ʌ𝑗.𝑓,𝑛 + 𝑒𝑓,𝑛
𝐽
𝑗=1   (7) 
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where j=1,2,3,…,J denotes the amount of source, e(t) 
denotes the additional interference, f=1,2,3,…,F denotes the 


















The matrix W shows the  𝜏𝑡ℎ slice spectral basis, and H 
shows the  𝜙𝑡ℎ slice of temporal code for each spectral basis 
element. The arrow of ↓ 𝜙
𝑊𝑗
𝜏   show the shifting of each element 
by 𝜙 row down, while the arrow of  
→ 𝜏
𝐻𝑗
𝜙  show the shifting of 
each element by 𝜏 column right [21]. 
The recent works on NMF is a nonnegative matrix 
factorization 2-dimensional (NMF2D) model, which is the 
extension of the NMF in order to supply the decomposition 
that can capture temporal dependency of the frequency 
pattern. NMF2D relies on temporal code and spectral basis, 
which are known as 2-dimensional (2D) or time-frequency 
domain, and it allows several components to be reduced 
dramatically to fasten the progress [20]. 
 
B. Multiplicative Update Rules 
In this paper, we deployed the multiplicative update (MU) 
rules on the β-divergence by preliminary adding 
multiplicative gradient descent method. It is a method that 
updates parameters iteratively and a formula for gradient 
descent method, as shown in Equation (9) and (10) [21]. 
Furthermore, the MU rules have been concluded in Table 1. 

























The algorithm of β-divergence with different value of β [21] 
 
β Divergence W H 



































































































































































Table 2                                                                                                                                                                                                                                             
The Algorithm of β-divergence with Different Value of β [21]. 
 
Steps Description 










3. Compute V=WH 
4. Updating on β-Divergence 
5. 














































6. Retry the β-Divergence by replacing β=0, 0.1, 0.2, … , 2 
7. Repeat from steps 2 to 5 until convergence 
 
III. EXPERIMENTS AND ANALYSIS 
 
In this paper, we worked the proposed NMF2D based 
method, which is directly applied into the biomedical field 
to demonstrate the method of separation of the heart sound 
and the lung sound. The divergence implemented in 
NMF2D is the β-Divergence. In addition, the performance 
on efficiency between the original audio sources and the 
estimated audio sources in terms of signal-to-distortion ratio 
(SDR) was evaluated. 
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A. Experiment Setup 
All simulations and analysis were run on a PC with Intel 
Core 2 Duo CPU 6750 at 2.66 GHz and 4GB RAM as well 
as a laptop with Intel Core i5 CPU 5200 at 2.2GHz and 4GB 
RAM. The software utilized to run this experiment was 
MATLAB 2010 used as the programming platform. The 
mixed signal was sampled at 44.1 kHz sample rates. All 
cases were mixed with equal average power over the 
duration of the signals, which normalized the time domain 
in the same decibel for all sources. This was done to obtain 
better performance during the separation process. The time-
frequency (TF) domain was computed using STFT via 
2048- point Hamming window FFT, and the frequency 
domain was then logarithmically scaled. The convolutive 
components in time and frequency domain were selected to 
be τ = {0,…,3} and ϕ = {0,…,31} for every cases.  
 
B. Result Performances 
Firstly, we obtained the original heart and lung sound 
signal in time-frequency (TF) domain. Secondly, we 
separated the mixed heart and lung sound via different β 
value from β-divergence. A spectrogram is a visual 
representation of the frequency content of a signal, which 
shows how the quantity of energy in different frequency 
regions varies as a function of time. From Figure 1, we 
noted that the shade of color changes upon the intensity of 
the sound or audio. The aterrimus, also known as deep black 
color, delegated the highest intensity of sound. It then faded 
out to become charcoal grey and turned into light grey of the 
aterrimus. This means that the intensity of sound reduces 
over a certain period, but it increases again over another 
period. The deeper the color representation, the higher is the 
intensity of sound, which means that the amplitude of sound 









Figure 1: TF representation of (a) log. frequency of OHS, (b) log. 
frequency of OLS, (c) log. frequency of mixed of OHS and OLS 
  
C. Relationship of β and SDR 
Figure 2. (a) and (b), show the estimated lung sound 
(ELS) and the estimated heart sound (EHS) respectively 
after the separation. In Figure 2 (a), the product of spectral 
basis estimated (W) and temporal basis estimated (H) 
became EHS. Meanwhile, in Figure 2 (b), the product of 
spectral basis estimated (W) and temporal basis estimated 
(H) become ELS. The blackest portion of Figure 2(a) 
indicates the strongest intensity of sound, which means the 
amplitude of signal is high. However, the color of Figure 
2(b) faded out representing the intensity of sound as well as 
the amplitude of signal decreases. This is due to the sound 
intensity in term decibel, which is significantly higher in (a) 







Figure 2: Estimated W and H for (a) EHS and (b) ELS after separated via β 
= 0.9. 
 
Table 3 and Figure 3 show the result of the test conducted 
to β from 0 to 1 with the step size of 0.1 and bypass to 2. It 
literally covered the Least Square distance (LS), Kullback-
Leibler (KL) and Itakura-Saito (IS) divergence of NMF2D. 
According to Table 3 and Figure 3, the SDR was augmented 
in term of dB as the value of β was increased and a distinct 
increment right at the point of β = 0.1. However, there was a 
slight shrink of SDR when it reached the peak point of β = 
0.9. The lowest SDR was β = 0, which was the IS 
divergence. In other words, SDR of β = 0.9 was higher than 
IS. Despite of only two β values just passed 1dB, the overall 
result is considered as satisfactory, in which all have 
positive values and overwhelming majority were above 
10dB Therefore, this can be concluded that the β = 0.9 is the 
optimal value for audio separation among β-divergence.  
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Table 3 
Performance Measurement of Average of Output A* and B* with Respect 
to β value (*A: The comparison of OHS and EHS; *B: The comparison of 
OLS and ELS). 
 
Divergence 
Average SDR of output A and output 
B (dB) 
β = 0 (IS) 4.27115 
β = 0.1 1.0513 
β = 0.2 14.1242 
β = 0.3 14.42455 
β = 0.4 15.16105 
β = 0.5 15.9412 
β = 0.6 16.1097 
β = 0.7 16.3045 
β = 0.8 16.68855 
β = 0.9 16.8751 
β = 1 (KL) 16.66285 
β = 2 (LS) 15.6942 




We proposed a novel method on BSS using NMF2D that 
was implemented by β-divergence in the biomedical field. 
Regardless that some of the β values were under 
satisfactory, β-divergence still managed to be implemented 
in the heart and lung sound separation with the highest value 
of SDR at the spot of β = 0.9. The β = 0.9 is known as the 
optimal value underneath the probabilistic framework. 
Therefore, throughout this experiment, we had achieved our 
target by decomposing the heart and lung sound using β-
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