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(Proposee en ?? 2002)
Abstrat. We have proposed in a previous note a time disretization for partial dierential evolution
equation that allows for parallel implementations. This sheme is here reinterpreted as a
preonditioning proedure on an algebrai setting of the time disretization. This allows
for extending the parallel methodology to the problem of optimal ontrol for partial
dierential equations. We report a rst numerial implementation that reveals a large
interest.
Une tehnique de ontr^ole d'equations aux derivees partielles en
temps parareel.
Resume. On a propose dans une preedente note, un shema permettant de proter d'une ar-
hiteture parallele pour la disretisation en temps d'equation d'evolution aux derivees
partielles. Ce shema est ii interprete sous un angle dierent et matriiel, permettant
d'etendre le onept pour le ontr^ole d'EDP. Les premieres experienes numeriques sont
extremement enourageantes.
Version franaise abregee (Les referenes font appel a la version anglaise)
Pour un operateur A lineaire ou pas, agissant d'un espae de Hilbert V dans V
0
on onsidere le
probleme de ontr^ole (1) ou v est un ontr^ole d'un espae U et B est un operateur de L(U ;V
0
). Ce
probleme est omplete par la donnee de la fontionnelle de o^ut (2) ou y
T
est une ible. On souhaite
etendre le shema parareel a e adre et on introduit don une suite d'instants T
n
veriant (3) puis
les fontions fy
0
; y
1
; :::; y
n
; :::; y
N 1
g telles que y
n
est la solution de (4) pour tout n = 0; :::; N   1.
Il est lair que l'ensemble fy
0
; y
1
; :::; y
n
; :::; y
N 1
g de (4) est lie a la solution y du probleme initial
(1) si pour tout n = 0; :::; N  1 on a (6). On peut ainsi interpreter dans (4) 
n
omme un ontr^ole
virtuel (a la Lions .f. [2℄) e qui amene a introduire une nouvelle fontionnelle de o^ut J
"
(v;)
omme dans (7) ou  = f
0
= y
0
; :::; 
n
; :::; 
N 1
g et " > 0 est petit. La methode du gradient
pour minimiser J
"
onduit a introduire les etats adjoints p
n
, n = N   1; :::; 0 solutions de (9) et
(10). On a alors (13) et don la proedure de gradient (14). Il est lair que la onvergene de ette
proedure depend de N (souvent assez grand) | et e, independamment du veritable ontr^ole v
| et don qu'il onvient de l'aelerer si l'on souhaite proter de la deomposition en temps.
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C'est la qu'intervient la proedure en temps parareelle introduite dans [3℄ que l'on peut expliquer
deja sur le probleme sans ontr^ole (15) pour lequel il ne reste que le ontr^ole virtuel dans la
fontionnelle de o^ut qui s'erit simplement selon (16). Par exemple, si l'on onsidere que A est
independant du temps, on peut introduire le propagateur F
T
tel que pour tout  donne, F
T
()
est la solution au temps T du probleme (17). On note alors que la suession de la resolution des
problemes (4), ave B = 0 est equivalente a la resolution du probleme initial (15) si et seulement si

n
= F
T
(
n 1
) ou enore, sous forme matriielle omme (18) ou enore (19) ave des notations
evidentes. Ce systeme, sous forme d'une matrie triangulaire inferieure, peut ^etre inverse en
O(N) operations. Le shema parareel permet d'aelerer ette resolution en onstruisant une suite

k
qui onverge vers la solution de (19). On introduit pour ela un propagateur grossier G
T
,
approximation de F
T
, par exemple par le shema de type Euler impliite (20) et on pose (21) qui
s'erit enore, sous forme matriielle (23) ave la matrie (22) et ou le residu Res
k
= F  M
k
.
On a montre dans [3℄ et [1℄ que ette proedure iterative onverge en peu d'iterations, inde-
pendamment de N et que les aluls les plus o^uteux (reposant sur F
T
) peuvent ^etre faits en
parallele. On en deduit que
f
M
 1
peut etre onsideree omme prohe deM
 1
, au sens ou la matrie
d'ampliation
f
M
 1
M est prohe de l'identite.
De retour au probleme de ontr^ole virtuel, on remarque que la resolution de (19) s'erit Æ
e
J () = 0
qui peut aussi prendre la forme (24). On remarque egalement que le saut p
k
n
(T
+
n
) p
k
n 1
(T
 
n
) dans
le probleme adjoint est egal au veteur M

Res
k
'est a dire au residu de (24) au pas k. On pretend
ainsi maintenant que
f
M
 1
(
f
M
 1
)

est un bon preonditionneur deM

M et on propose la methode
de gradient preonditionnee (25).
An de verier la pertinene de ette proposition, on l'a testee sur une equation d'evolution tres
simple posee sur l'intervalle ℄0; 1[: Trouver y solution de
y
t
  y
00
= v ou v est le ontr^ole et  est
la fontion indiatrie de ℄1=2; 2=3[. On a ontr^ole ette equation sur l'intervalle de temps ℄0; 100[
partant de la ondition initiale y
0
= 10x(1  x) vers la ible y
T
= sin(2x). Les simulations nes
(orrespondant a F
T
) sont realisees ave le pas de temps 2: 10
 2
soit sans deomposition en temps,
soit ave la proedure de ontr^ole parallelisee ave T = 1. Il est interessant de noter qu'apres
seulement 25 iterations du shema preonditionne, la valeur de la fontionnelle de o^ut est du m^eme
ordre de grandeur qu'apres 100 iterations de l'algorithme de ontr^ole seul (sans deomposition en
temps); ei onduit a une aeleration d'un fateur environ 400! Nous ne nous attendons pas a
e que e soit le as pour tous les problemes neanmoins, m^eme ave un doublement du nombre
d'iterations du gradient ave pas optimal, la proedure parareelle donne une aeleration d'un
fateur proportionel a T=T .
REMERCIEMENTS. Ce travail a ete initialise en ollaboration ave J. L. Lions et 'est ave une tres grande
emotion que nous souhaitons l'assoier a e travail qui s'inspire en partiulier de [2℄.
1. Introdution
Let A be a linear or nonlinear operator from a Hilbert spae V into V
0
and let us onsider the
following state equation:
(
y
t
+Ay = Bv
y(0) = y
0
(1)
where the boundary onditions are imposed impliitly, where the ontrol v(= v(t)) (boundary or
distributed) belongs to some spae U and where B is an operator in L(U ;V
0
). We assume that for
any given v 2 U , this problem is well posed.
We omplement this problem with a ost funtional to be minimized
J (v) =
1
2
Z
T
0
kv(t)k
2
U
dt+

2
ky(T )  y
T
k
2
; (2)
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where  > 0, y
T
is a given target and the norm is the H norm if, for instane V  H  V
0
(where
H is a pivot Hilbert spae).
Let us inrease a little bit the omplexity of this problem by deomposing time as follows
0 = T
0
< T
1
< ::: < T
n
= nT < T
n+1
< ::: < T
N
= T: (3)
Then we dene the funtions fy
0
; y
1
; :::; y
n
; :::; y
N 1
g suh that y
n
is the solution of
(
y
n
t
+Ay
n
= Bv
n
; over (T
n
; T
n+1
)
y
n
(T
+
n
) = 
n
;
(4)
for any n = 0; :::; N 1. It is a triviality to note that the olletion of solutions fy
0
; y
1
; :::; y
n
; :::; y
N 1
g
of (4) is onneted with the solution y of the original problem (1) (in the sense that y
n
= y
j(T
n
;T
n+1
)
)
if and only if, for any n = 0; :::; N   1
v
n
= v
j(T
n
;T
n+1
)
and 
n
= y(T
n
); (5)
or again, and more intrinsinally, if and only if, for any n = 0; :::; N   1
v
n
= v
j(T
n
;T
n+1
)
and 
n
= y
n 1
(T
 
n
) with y
 1
(T
0
) = y
0
: (6)
This way, in (4), 
n
an be interpreted as a \virtual" ontrol (a la Lions .f. [2℄) that leads to the
following development. In order to satisfy (6) approximatively, we propose to modify slightly the
ost funtional J as follows
J
"
(v;) =
1
2
Z
T
0
kv(t)k
2
U
dt+

2
ky
N 1
(T )  y
T
k
2
+
1
2"T
N 1
X
n=1
ky
n 1
(T
 
n
)  
n
k
2
; (7)
where  = f
0
= y
0
; :::; 
n
; :::; 
N 1
g and " > 0 is small.
In order to solve this minimization problem, we ompute the derivative of J
"
(v;)
ÆJ
"
(v;)(Æv; Æ) =
N 1
X
n=0
Z
T
n+1
T
n
(v
n
; Æv
n
)
U
+ (y
N 1
(T )  y
T
; Æy
N 1
(T ))
+
1
"T
N 1
X
n=1
(y
n 1
(T
 
n
)  
n
; Æy
n 1
(T
 
n
)  Æ
n
):
(8)
The introdution of an adjoint state is the standard argument for getting an expression of this
derivative. Let p
N 1
be the solution over (T
N 1
; T
N
) of
(
 
p
N 1
t
+A

p
N 1
= 0 over (T
N 1
; T
N
),
p
N 1
(T ) = (y
N 1
(T )  y
T
);
(9)
and the olletion p
n
, n = N   2; N   1; :::; 0 of solutions of
8
>
<
>
:
 
p
n
t
+A

p
n
= 0 over (T
n
; T
n+1
),
p
n
(T
 
n+1
) =
1
"T
(y
n
(T
 
n+1
)  
n+1
):
(10)
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We multiply now (9) by Æy
N 1
and we integrate in time between T
N 1
and T
N
, then integrate by
parts and use (4) so as to obtain
 (p
N 1
(T
 
); Æy
N 1
(T
 
)) + (p
N 1
(T
+
N 1
); Æy
N 1
(T
+
N 1
)) +
Z
T
N
T
N 1
(p
N 1
; BÆv
N 1
) = 0
another use of (9) gives
 (y
N 1
(T ) y
T
; Æy
N 1
(T
 
))+(p
N 1
(T
+
N 1
); Æy
N 1
(T
+
N 1
))+
Z
T
N
T
N 1
(B

p
N 1
; Æv
N 1
) = 0 (11)
similarly, starting from (10) over (T
n
; T
n+1
) we obtain for any n = 0; :::; N   2
 
1
"T
(y
n
(T
 
n+1
)  
n+1
; Æy
n
(T
 
n+1
)) + (p
n
(T
+
n
); Æy
n
(T
+
n
)) +
Z
T
n+1
T
n
(B

p
n
; Æv
n
) = 0: (12)
Using this in (8) then yields
ÆJ
"
(v;)(Æv; Æ) =
N 1
X
n=0
Z
T
n+1
T
n
(v
n
+B

p
n
; Æv
n
)
U
+
N 1
X
n=0
(p
n
(T
+
n
); Æy
n
(T
+
n
)) 
1
"T
N 1
X
n=1
(y
n 1
(T
 
n
)  
n
; Æ
n
)
realling rst that p
n 1
(T
 
n
) =
1
"T
(y
n 1
(T
 
n
)  
n
), seond that Æy
n
(T
+
n
) = Æ
n
, we get
ÆJ
"
(v;)(Æv; Æ) =
N 1
X
n=0
Z
T
n+1
T
n
(v
n
+B

p
n
; Æv
n
)
U
+
N 1
X
n=0
(p
n
(T
+
n
); Æy
n
(T
+
n
)) 
N 1
X
n=1
(p
n 1
(T
 
n
); Æ
n
);
=
N 1
X
n=0
Z
T
n+1
T
n
(v
n
+B

p
n
; Æv
n
)
U
+
N 1
X
n=1
(p
n
(T
+
n
)  p
n 1
(T
 
n
); Æ
n
); (13)
sine Æ
0
= 0. From these omputations, we an easily implement a gradient method (or better a
onjugate gradient method) an iteration of whih reads: Assume y
k
n
; p
k
n
; v
k
n
; 
k
n
are known, then
v
k+1
n
= v
k
n
  (v
k
n
+B

p
k
n
) in (T
n
; T
n+1
); n = 0; :::; N   1

k+1
n
= 
k
n
  (p
k
n
(T
+
n
)  p
k
n 1
(T
 
n
)); n = 1; :::; N   1:
(14)
It is quite easy to realize that the speed of onvergene of the latter algorithm depends on the
number N , of time steps T
n
. Indeed, the transfer of information between time 0 and time T for
y and between time T and time 0 for p an only be done by suessive iterations through the
subintervals (T
n
; T
n+1
), and requires at least N steps. Atually, the (real) ontrol is not involved
in this N dependany sine for a standard ontrol problem this gradient proedure onverges
quite rapidly. The dependany here learly omes from the fat that we have deomposed time
into piees. In order to understand what kind of preonditioner an be added to the previous
iterative algorithm, we shall investigate in the next setion the (only) virtual ontrol. This is done
by letting B = 0 and  = 0.
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2. The totally virtual problem
What we want to solve here is thus simply
(
y
t
+Ay = 0
y(0) = y
0
(15)
over the time interval (0; T ), that is assumed to admit a unique solution y. The method of resolution
through the virtual ontrol involves a deomposition of the time interval. It is interesting to note
that the ost funtional beomes a funtion of  only : i.e. J
"
(v;) an be identied with
g
J ()
sine the ontrol v is multiplied by zero and "T is just a multipliative fator
g
J () =
N 1
X
n=1
ky
n 1
(T
 
n
)  
n
k
2
; (16)
The minimum of
e
J is zero and is obtained by the hoie 
n
= y(T
n
). We shall not use this
information however but try instead to develop a link between this frame and the parareal algorithm
developped in [3℄. Atually, let us assume that A is time independent so that we an introdue the
(time invariant) propagator F
T
suh that, for any given , F
T
() is the solution, at time T
of the problem
(
y
t
+Ay = 0
y(0) = 
(17)
With this notation, it is important to notie that the suession of resolution of problems (4), with
B = 0 is equivalent to the resolution of the initial problem (15) if and only if 
n
= F
T
(
n 1
) as
noted in (6), or again, in a matriial form
0
B

Id 0 ::: 0
 F
T
Id 0 :::
0  F
T
Id ::
0 ::  F
T
Id
1
C
A
0
B


0

1
::

N 1
1
C
A
=
0
B

y
0
0
::
0
1
C
A
(18)
that an also be written, with obvious notations
M  = F (19)
The standard inversion of this triangular system involves O(N) resolutions of system (17). In order
to aelerate, we have introdued an iterative proedure | the parareal sheme | that allows to
onstrut a sequene 
k
that onverges toward the exat solution of (19). This proedure involves
a oarse propagator G
T
, that is an approximation of F
T
, for instane through an impliit Euler
sheme as follows
G
T
()  
T
+AG
T
() = 0: (20)
It is dened as follows (see [1℄) for this interpretation)

k+1
n+1
= G
T
(
k+1
n
) + F
T
(
k
n
)  G
T
(
k
n
) (21)
where it has to be notied that, assuming 
k
is known, the omputation of 
k+1
involves a parallel
proedure (orresponding to the expensive omputation of the F
T
(
k
n
)) and a sequential one
(orresponding to the fast omputation of G
T
(
k+1
n
)).
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By introduing the matrix
f
M =
0
B

Id 0 ::: 0
 G
T
Id 0 :::
0  G
T
Id ::
0 ::  G
T
Id
1
C
A
(22)
this iterative proedure takes the matriial form

k+1
= 
k
+
f
M
 1
Res
k
(23)
where the residual Res
k
is dened by Res
k
= F  M
k
.
It is proven and numerially heked that this method onverges rapidly, independently of N ,
whenever the governing part in A is linear positive denite. It results that
f
M
 1
an be onsidered
as lose to M
 1
, in the sense that the ampliation matrix
f
M
 1
M is lose to Identity.
3. Bak to the ontrol problem
Let us go bak now to our virtual ontrol problem. It an be easily guessed, due to the symmetri
form of the Lagrange equations arising from (9){(10) that the resolution of Æ
e
J () = 0 an also be
writen as
M

M  = M

F (24)
Indeed, the vetor of jumps p
k
n
(T
+
n
)   p
k
n 1
(T
 
n
) in the dual state is exately equal to the vetor
M

Res
k
i.e. to the residual of (24) at step k. The reason why the original gradient sheme is slow
omes from the fat that the onditionning of M is O(N). The fat that we have produed a good
preonditioner for M allows to forsee that
f
M
 1
(
f
M
 1
)

may be a good preonditionner for M

M
so that, going bak to the original ontrol problem, we propose the following preonditionned
gradient method
v
k+1
n
= v
k
n
  (v
k
n
+B

p
n
) in (T
n
; T
n+1
); n = 0; :::; N   1

k+1
= 
k
  [
f
M
 1
(
f
M
 1
)

℄

p
k
n
(T
+
n
)  p
k
n 1
(T
 
n
)

N 1
n=1
; n = 1; :::; N   1
(25)
In order to hek the pertinene of this approah, we have tested on a very simple example of
a one dimensional paraboli equation on the interval ℄0; 1[: Find y suh that
y
t
  y
00
= v where
v is the ontrol and  is the indiator of ℄1=2; 2=3[. We have simulated this equation over the
time interval ℄0; 100[ from the initial ondition y
0
= 10x(1   x) so as to drive it to the target
y
T
= sin(2x). The ne simulations (orresponding to F
T
) are performed with the time step
2: 10
 2
either without deomposition in time or by using the preonditionned ontroled problem
with T = 1. It is impressive (and not totally understood) to obtain that after 25 iterations of
the preonditionned sheme, the ost funtion is about the same as after 100 iterations of the plain
ontrol proedure. We have used a gradient method with optimal step. The parareal sheme thus
ahieves a speedup of more that 400! We do not expet that the parareal sheme will provide an
improvement of the iteration ount (that may be due here to the long time evolution with a quite
visous term) on more omplex problems, nevertheless we expet that the number will be about
the same so that it will allow for a speedup proportional to T=T .
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