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Abstract
Let X = G/K be a rank-one Riemannian symmetric space of the noncompact type and let − be the Laplace–Beltrami operator
on X. We show that the resolvent operator R(z) of  can be meromorphically continued across the spectrum and explicitly
determine the poles, i.e. the resonances. Further we describe the residue operators in terms of finite-dimensional spherical repre-
sentations of G. The result answers a question posed by M. Zworski in [M. Zworski, What are the residues of the resolvent of
the Laplacian on non-compact symmetric spaces? Seminar held at the IRTG Summer School 2006, Schloss Reisensburg, 2006.
Available at http://math.berkeley.edu/~zworski/reisensburg.pdf]. The rank of the residue operators is derived from a restricted root
version of the Weyl dimension formula for spherical highest weight representations which we prove for arbitrary symmetric spaces
of the noncompact type.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
Soit X = G/K un espace symétrique riemannien de type non-compact et de rang un, et soit − l’opérateur de Laplace–Beltrami
sur X. Nous montrons que la résolvante R(z) de  se prolonge méromorphiquement à travers le spectre et nous déterminons
explicitement ses pôles, c’est-à-dire les résonances. En outre, nous écrivons les opérateurs résiduels au moyen des représentations
sphériques de dimension finie de G. Les résultats de cet article répondent à une question posée par M. Zworski dans [M. Zworski,
What are the residues of the resolvent of the Laplacian on non-compact symmetric spaces ? Seminar held at the IRTG Summer
School 2006, Schloss Reisensburg, 2006. Available at http://math.berkeley.edu/~zworski/reisensburg.pdf]. Le rang des opérateurs
résiduels est obtenu à partir d’une version de la formule de la dimension de Weyl pour les représentations sphériques qui utilise les
racines restreintes ; nous démontrons cette formule pour des espaces symétriques du type non-compact arbitraires.
© 2009 Elsevier Masson SAS. All rights reserved.
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Let G be a connected noncompact real semisimple Lie group with finite center and let K be a maximal compact
subgroup of G. Then the homogeneous space X = G/K is a symmetric space of the noncompact type. As X is
complete with respect to its canonical G-invariant Riemannian structure, the Laplace–Beltrami operator LX of X is a
self-adjoint operator on the Hilbert space L2(X) of square integrable functions on X. We shall consider in the sequel
the operator  which is the negative of the Laplace–Beltrami operator. In this way, the spectrum of  is the half-line
[〈ρ,ρ〉,+∞[, where 〈ρ,ρ〉 is a positive constant depending on the structure of X. We refer to Section 1 for the precise
definition of 〈ρ,ρ〉. The resolvent R(z) = ( − z)−1 of  is thus a holomorphic function on C \ [〈ρ,ρ〉,+∞[ with
values in the space of bounded operators on L2(X). If a meromorphic continuation of R(z) across the spectrum of 
is possible, then the poles of the meromorphically extended resolvent are called the resonances.
The problem of the meromorphic continuation of the resolvent R(z) has been studied in many frameworks, such
as the asymptotically hyperbolic manifolds (see for instance [9,4,3] and references therein) and the locally symmet-
ric spaces of rank one (see for instance [11] and [1]). For an arbitrary symmetric space of the noncompact type
G/K , Mazzeo and Vasy [10] and Strohmaier [12] have determined a domain where the analytic continuation of the
resolvent is possible. This domain is related to the singularities of the Plancherel measure occurring in the spectral
decomposition of L2(G/K).
More detailed information on the nature of the resonances is so far available only in very specific cases. In [4],
Guillopé and Zworski have studied the resonances for the real hyperbolic space Hn = SO(n,1)/SO(n). They proved
that there are no resonances for n odd; for n even, there are resonances (which are explicitly determined), and the
corresponding residue operators are shown to have finite rank. A representation theoretical approach to the study of
the resolvent residue operator was presented for the upper half-plane SL(2,R)/SO(2) in [13] by Maciej Zworski. He
proved that the resonant states continue analytically to the spherical harmonics, that is to the eigenfunctions of the
Laplace operator of the dual compact symmetric space. This shows, in particular, that the rank of the residue operators
is finite and related to the dimension of the finite-dimensional spherical representations. In [13], the author asked for
the general pattern for symmetric spaces. This paper provides the answer for the symmetric spaces G/K of rank one:
as in the case of SL(2,R)/SO(2), we prove an explicit formula for the resolvent residue operators. This allows us to
show that each resolvent residue operator maps onto the space of a finite-dimensional spherical representation of G
and it is therefore of finite rank. See Theorem 3.8. Observe that, by complexification and restriction, finite-dimensional
spherical representations of G can be seen as spherical representations of the compact simply connected semisimple
Lie group U so that U/K is the dual compact symmetric space of G/K . Our main tool in proving Theorem 3.8 is
the Fourier–Helgason transform on the symmetric space G/K together with a detailed analysis of the singularities of
Plancherel measure for L2(G/K) and of the joint eigenspaces of the G-invariant differential operators on G/K .
Even if the main result of this paper is in rank one, we keep the higher rank notation to underline some complemen-
tary results which we expect to be interesting on their own. First of all, because of additional cancellations, the list of
singularities of the Plancherel measure is shorter than those given in [10] or in [12]. Consequently, the resolvent of the
Laplace–Beltrami operator of general symmetric spaces extends analytically to a larger domain. See Corollary 2.2 and
Remark 2.3. Secondly, we prove a formula allowing us to compute the dimension of the finite-dimensional spherical
representations using the restricted root systems. One can therefore use directly the parametrization of these represen-
tations provided by the Cartan–Helgason theorem, without having to reconstruct the root systems and highest weights
as required by Weyl’s dimension formula. The resulting dimension formula, given in Proposition 3.5, does not seem
to appear in the literature. Thirdly, the description of the joint eigenspaces in Theorem 3.2 seems to be new. Finally,
we expect that the singularities of the Plancherel measure and the joint eigenspaces will play a role in the description
of the singularities of the analytic continuation of the resolvent in the higher rank situation as well. We hope to come
back to this point in some future work.
Notation. We shall use the standard notation Z, Z+, R and C respectively for the integers, the nonnegative integers,
the real and complex numbers. If X is a manifold, then E(X) and D(X) denote respectively the spaces of C∞ and
compactly supported C∞ complex valued functions on X with their usual topologies. Their duals E ′(X) and D′(X)
consist respectively of the compactly supported distributions and the distributions on X.
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1.1. Symmetric spaces of noncompact type and their structure
Let X be a symmetric space of noncompact type. Hence X = G/K where G is a connected noncompact real
semisimple Lie group with finite center, and K is a maximal compact subgroup of G. We denote the origin {K} of X
by o. Let g and k (⊂g) be respectively the Lie algebras of G and K , and let p be the orthogonal complement of k in g
with respect to the Cartan–Killing form B of g. Hence g = k ⊕ p. The dimension of any maximal abelian subspace of
p is a constant, called the (real) rank of G. We fix a maximal abelian subspace a of p. Let a∗ be the (real) dual space
of a and let a∗
C
be its complexification.
The set of (restricted) roots of the pair (g,a) is indicated by Σ . It consists of all α ∈ a∗ for which the vector space
gα := {X ∈ g: [H,X] = α(H)X for every H ∈ a} contains nonzero elements. The dimension mα of gα is called the
multiplicity of the root α. The subset of a on which one of the roots vanishes is a finite union of hyperplanes. We can
therefore choose Y ∈ a so that α(Y ) 
= 0 for all α ∈ Σ . The set Σ+ of the α ∈ Σ with α(Y ) > 0 is a system of positive
roots, and Σ is the disjoint union of Σ+ and −Σ+. Moreover, a+ := {H ∈ a: α(H) > 0 for all α ∈ Σ+} is an open
polyhedral cone called the positive Weyl chamber. The half-sum of the positive roots counted with multiplicities is
denoted ρ: hence
ρ = 1
2
∑
α∈Σ+
mαα. (1)
A root α ∈ Σ is said to be indivisible if α/2 /∈ Σ . We denote by Σ0 and Σ+0 := Σ+ ∩ Σ0 the sets of indivisible and
positive indivisible roots, respectively.
The Cartan–Killing form B is positive definite on p × p, so 〈X,Y 〉 := B(X,Y ) defines a Euclidean structure in
p and in a ⊂ p. We extend this inner product to a∗ by duality, that is we set 〈λ,μ〉 := 〈Hλ,Hμ〉 if Hγ is the unique
element in a such that 〈Hγ ,H 〉 = γ (H) for all H ∈ a. The C-bilinear extension of 〈·, ·〉 to a∗C will be denoted by the
same symbol. For α ∈ Σ and λ ∈ a∗
C
we shall use the notation:
λα := 〈λ,α〉〈α,α〉 . (2)
The Weyl group W of the pair (g, k) is the finite group of orthogonal transformations of a generated by the reflec-
tions rα with α ∈ Σ , where
rα(H) := H − 2 α(H)〈α,α〉Hα, H ∈ a.
The Weyl group action extends to a∗ by duality, to A via the exponential map, and to aC and a∗C by complex linearity.
The restriction of the exponential map of G to a is an analytic diffeomorphism onto the abelian subgroup
A := expa. The inverse diffeomorphism is denoted by log.
Set n :=∑α∈Σ+ gα . Then N := expn is a simply connected nilpotent subgroup of G. The map (k, a,n) → kan is
an analytic diffeomorphism of the product manifold K ×A×N onto G, and the resulting decomposition G = KAN
is called the Iwasawa decomposition of G. Thus, for g ∈ G we have g ∈ K expH(g)N with a uniquely determined
H(g) ∈ a. Let M be the centralizer of A in K and set B = K/M . Then A :X × B → a is the map defined by
A(gK,kM) := −H(g−1k). We refer to [8, Chapter II, §3, No. 4] for the geometric interpretation of this map.
1.2. Invariant differential operators
Let D(X) denote the algebra of differential operators on X which are invariant under the action of G by left
translations. Then D(X) is a commutative algebra which contains the Laplace–Beltrami operator LX := − of X.
See for instance [7, Chapter II, §4] for the definition of LX . Moreover, let DW(A) be the algebra of differential
operators on A with constant coefficients and invariant under the action of W . It can be identified with the alge-
bra of W -invariant polynomial functions on a∗
C
. Then there is a surjective isomorphism  :D(X) → DW(A). See
[7, Theorem 5.18, p. 306].
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and b ∈ B . Then, according to Proposition 3.4, p. 118, of [8], the function eλ,b :X → C defined by
eλ,b(x) := e(iλ+ρ)(A(x,b)) is a joint eigenfunction of D(X). In fact, we have:
Deλ,b = (D)(iλ)eλ,b. (3)
In particular, ()(iλ) = 〈λ,λ〉 + 〈ρ,ρ〉, see [7, Chapter II, Corollary 5.20]. Hence
eλ,b =
(〈λ,λ〉 + 〈ρ,ρ〉)eλ,b. (4)
The spherical function ϕλ of spectral parameter λ ∈ a∗C is given by the formula:
ϕλ(x) =
∫
B
eλ,b(x) db, x ∈ X. (5)
It is an entire function of λ ∈ a∗
C
and satisfies ϕwλ = ϕλ for w ∈ W . By (3) we have:
Dϕλ = (D)(iλ)ϕλ (6)
for all D ∈ D(X).
1.3. The Helgason–Fourier transform
The Helgason–Fourier transform of a (sufficiently regular) function f on X is the function Ff defined by:
Ff (λ, b) =
∫
X
f (x)e−λ,b(x) dx, (7)
for all λ ∈ a∗
C
and b ∈ B for which this integral exists. The Harish-Chandra c-function is the meromorphic function
on a∗
C
given explicitly by the Gindikin–Karpelevich product formula:
c(λ) = c0
∏
α∈Σ+0
cα(λ), (8)
where
cα(λ) = 2
−iλα(iλα)
( iλα2 + mα4 + 12 )( iλα2 + mα4 + m2α2 )
(9)
and the constant c0 is given by the condition c(−iρ) = 1. Here and in the following we adopt the usual convention
that m2α = 0 if 2α is not a root.
Set a∗+ := {λ ∈ a∗: 〈α,λ〉 > 0 for all α ∈ Σ+}. We consider the space L2(X) of square-integrable functions on X
with respect to the (suitably normalized) G-invariant measure on X, and the space L2(a∗+ × B) of square integrable
functions with respect to the measure dλdb/|c(λ)|2. The Plancherel theorem [8, Theorem 1.5, p. 227] states that the
Helgason–Fourier transform F extends to an isometry of L2(X) onto L2(a∗+ ×B): for all f,h ∈ L2(X) we have:
〈f,h〉 :=
∫
X
f (x)h(x) dx = 1|W |
∫
a∗×B
Ff (λ, b)Fh(λ, b) dλdb|c(λ)|2 , (10)
where |W | denotes the cardinality of the Weyl group W .
A C∞ function F :a∗
C
× B → C is said to be holomorphic of uniform exponential type if it is holomorphic as a
function of λ ∈ a∗
C
and if there exists a constant R  0 so that for each N ∈ Z+,
sup
λ∈a∗
C
, b∈B
e−R|Imλ|
(
1 + |λ|)N ∣∣F(λ,b)∣∣< ∞. (11)
We denote by H(a∗
C
× B) the space of holomorphic function of uniform exponential type and by H(a∗
C
× B)W the
subspace consisting of the functions F satisfying the additional condition:∫
ewλ,b(x)F (wλ,b)db =
∫
eλ,b(x)F (λ, b) db, (12)
B B
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transform F is a bijection of the space D(X) of compactly supported C∞ functions on X onto the space H(a∗
C
×B)W .
For F =Ff , f ∈D(X), the constant R appearing in the estimate (11) is related to the size of the support of f .
1.4. The resolvent of 
We keep the notation of the previous subsections. Recall from (4) that the functions eλ,b appearing in the definition
of the Helgason–Fourier transform F are joint eigenfunctions of the Laplace operator −. Hence, by the Plancherel
theorem (10), F gives a unitary equivalence of  with the multiplication operator M on L2(a∗ × B, dλdb|c(λ)|2 ) defined
by Mf (λ,b) := (〈λ,λ〉 + 〈ρ,ρ〉)f (λ, b). It follows in particular that the spectrum of  is the half-line [〈ρ,ρ〉,+∞[.
Moreover, for all z ∈ C \ [〈ρ,ρ〉,+∞[ and all f,h ∈ L2(X) we have for the resolvent R(z) = (− z)−1:〈
R(z)f,h
〉= 〈(F(− z)−1F−1)Ff,Fh〉
L2(a∗×B) =
〈
(M − z)−1Ff,Fh〉
L2(a∗×B)
= 1|W |
∫
a∗×B
(〈λ,λ〉 + 〈ρ,ρ〉 − z)−1Ff (λ, b)Fh(λ, b) dλdb|c(λ)|2 .
We shall study the meromorphic continuation of R across the spectrum of  under the assumption that
f,h ∈D(X), that is by considering R as D′(X ×X) valued function.
When f,h ∈D(X), the Paley–Wiener theorem (see Section 1.3) allows us to apply Fubini’s theorem to the formula
for the resolvent:
〈
R(z)f,h
〉= 1|W |
∫
a∗
(〈λ,λ〉 + 〈ρ,ρ〉 − z)−1
[ ∫
B
Ff (λ, b)
( ∫
X
h(y)eλ,b(y) dy
)
db
]
dλ
|c(λ)|2
= 1|W |
∫
X
[ ∫
a∗
(〈λ,λ〉 + 〈ρ,ρ〉 − z)−1
( ∫
B
Ff (λ, b)eλ,b(y) db
)
dλ
|c(λ)|2
]
h(y) dy.
Let f1, f2 be sufficiently regular functions on X. The convolution f1 × f2 is the function on X defined by (f1 × f2) ◦
π = (f1 ◦ π) ∗ (f2 ◦ π). Here π :G → X = G/K is the natural projection and ∗ denotes the convolution product of
functions on G. Then, for f ∈D(X) and λ ∈ a∗
C
we have by [8, Lemma 1.2, p. 225]:
(f × ϕλ)(y) =
∫
B
Ff (λ, b)eλ,b(y) db, y ∈ X, (13)
where ϕλ is the spherical function on X of parameter λ given in (5). Therefore for z ∈ C \ [〈ρ,ρ〉,+∞[,[
R(z)f
]
(y) = 1|W |
∫
a∗
(〈λ,λ〉 + 〈ρ,ρ〉 − z)−1(f × ϕλ)(y) dλ|c(λ)|2 , (14)
as an element of D′(X). Observe that the Paley–Wiener theorem and the smoothness of Iwasawa projection map A
ensure that R(z)f is a C∞ function on X. Again by the Paley–Wiener theorem, for every f ∈D(X) there is a constant
R  0 (depending on the size of the support of f ), so that for every N ∈ Z+ and every compact subset D of X we
have:
sup
y∈D,λ∈a∗
C
e−R|Imλ|
(
1 + |λ|)N ∣∣(f × ϕλ)(y)∣∣∞. (15)
Note also that, as |c(λ)|2 = c(λ)c(−λ), the integrand of (14) is a meromorphic function of λ ∈ a∗
C
; it is holomorphic
in the region where the functions 〈λ,λ〉 + 〈ρ,ρ〉 − z and c(λ)c(−λ) do not vanish.
Let us introduce the variable ζ := √z − 〈ρ,ρ〉, where √· denotes the single-valued holomorphic branch of the
square root function determined on C \ [0,+∞[ by the condition √−1 = −i. With respect to this new variable, we
have: [
R(ζ )f
]
(y) = 1|W |
∫
a∗
(〈λ,λ〉 − ζ 2)−1(f × ϕλ)(y) dλ
c(λ)c(−λ) . (16)
By Morera’s theorem, R(ζ )f is a holomorphic D′(X)-valued functions in the regions Im ζ > 0 and Im ζ < 0.
500 J. Hilgert, A. Pasquale / J. Math. Pures Appl. 91 (2009) 495–5072. Meromorphic continuation of the resolvent of 
2.1. The singularities of the Plancherel density
In this section we list the singularities of the Plancherel density,
1
c(λ)c(−λ) =
1
c20
∏
α∈Σ+0
1
cα(λ)cα(−λ) , (17)
and of its modified version
1
Π(λ)c(λ)c(−λ) , (18)
where
Π(λ) :=
∏
α∈Σ+0
λα. (19)
We recall that if both α and 2α are roots, then mα is even and m2α is odd (see e.g. [6, Chapter X, Ex. F.4, p. 530]).
For a fixed α ∈ Σ+0 , the singularities of the function 1cα(λ)cα(−λ) are then described by distinguishing the following
four cases:
(a) mα even, m2α = 0;
(b) mα odd, m2α = 0;
(c) mα/2 even, m2α odd;
(d) mα/2 odd, m2α odd.
Observe that, if m2α = 0, the duplication formula for the gamma function (see e.g. [2, 1.2(15)]),
√
π(2z) = 22z−1(z)(z + 1/2), (20)
simplifies the function cα as follows:
cα(λ) = 2mα/2−1π−1/2 (iλα)
(iλα +mα/2) . (21)
Using the classical relations [2, 1.2.(1), 1.2.(5) and 1.2.(7)]:
(z + 1) = z(z), (22)
(z)(−z) = − π
z sin(πz)
, (23)
(1/2 + z)(1/2 − z) = π
cos(πz)
, (24)
we obtain that
1
cα(λ)cα(−λ) = Cαλαpα(λ)qα(λ), (25)
where Cα is a positive constant (depending on α and on the multiplicities), pα is a polynomial and qα is a function.
With the convention that a product over an empty set is equal to 1, the explicit expressions for pα and qα in the four
cases listed above are the following:
(a) pα(λ) = λα∏mα/2−1k=1 (λ2α + k2),
qα(λ) = 1;
(b) pα(λ) =∏(mα−3)/2k=0 [λ2α + (k + 1/2)2],
qα(λ) = tanh(πλα);
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qα(λ) = tanh(πλα/2);
(d) pα(λ) =∏(mα−2)/4k=0 [(λα/2)2 + k2] ·∏(mα+2m2α)/4−1k=1 [(λα/2)2 + k2],
qα(λ) = coth(πλα/2).
The constant Cα is equal to 22−mαπ in the cases (a) and (b), and to 2π in the cases (c) and (d). Set:
ρ(α)α :=
1
2
mα +m2α. (26)
By considering the singularities of the function qα and their possible cancellation by zeros of pα , we obtain the
following lemma:
Lemma 2.1. Let α ∈ Σ+0 . The function [cα(λ)cα(−λ)]−1 and its modified version [λαcα(λ)cα(−λ)]−1 are
holomorphic functions of λ ∈ a∗
C
in the case (a) above. In the cases (b)–(d), they are meromorphic, with singular-
ities of first order located along real hyperplanes in a∗
C
. In the case (b), the singular hyperplanes are described by the
equations:
±iλα − ρ(α)α ∈ Z+. (27)
In the cases (c) and (d), that is if m2α 
= 0, they are described by the equations:
±iλα − ρ(α)α ∈ 2Z+. (28)
Corollary 2.2. Set
L := min{ρ(α)α |α| = (mα/2 +m2α)|α|: α ∈ Σ+0 with mα odd or m2α 
= 0}, (29)
the minimum over an empty set being +∞. Then, for every ω ∈ a∗ with |ω| = 1, the function r → [c(rω)c(−rω)]−1
is holomorphic on C \ i(]−∞,−L] ∪ [L,+∞[).
Proof. Set λ = rω with ω ∈ a∗ and |ω| = 1. If r ∈ C \ iR, then
iλα = irωα =
{
0 if ωα = 0,
∈ C \ R if ωα 
= 0.
Hence ±iλα /∈ ρ(α)α + Z+ in this case. If r = iy with |y| <L, then
|iλα| = |y| |ω||α| <
L
|α|  ρ
(α)
α .
So ±iλα /∈ ρ(α)α + Z+. 
Remark 2.3. Corollary 2.2 is needed to study the analytic continuation of the resolvent of  in (16) by means of
a polar coordinate transformation. It is the analogue of Lemma 7.1 in [10], or of the argument on p. 420 of [12]. It
shows that the analytic continuation given in Theorem 7.3 of [10] (respectively, in Theorems 3.1 and 3.2 of [12]) can
in fact be performed on a larger domain.
2.2. The rank-one case
In this section we suppose that X = G/K is a noncompact symmetric space of rank one. In this case, the set of
(restricted) roots Σ contains at most two positive roots: α and, possibly, 2α. Let H be the element of a satisfying
α(H) = 1. The choice of H and α allows us to identify a and a∗ with R. Hence aC and a∗C coincide with C. The Weyl
group reduces to {±1} acting by multiplication. Observe that the element ρ in (1) is identified with the real number
ρα = 12mα +m2α . Hence
ρ(α)α = ρα ≡ ρ (30)
in this case. The bottom of the spectrum of  becomes the positive real number ρ2|α|2 with |α| := √〈α,α〉. Moreover,
functions on a or on a∗ (respectively, on aC or on a∗ ) are identified with functions on R (respectively, on C). ForC
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), then we will denote by the same symbol f the function on R
(respectively, on C) given by λ → f (λα). Furthermore, under these identifications, the Plancherel measure becomes
a measure on R with density,
1
c(λ)c(−λ) =
1
c20
Cαλpα(λ)qα(λ), (31)
with respect to a suitable renormalization dλ of the Lebesgue measure on R. Here the expressions for the constant Cα ,
the polynomial pα and the function qα are given by the four cases listed in the previous section. Furthermore, c0 is
the constant appearing in the definition of the Harish-Chandra’s c-function. In the rank-one case, its value is:
c0 = 2ρ
(
mα
2
+ m2α
2
+ 1
)
. (32)
Lemma 2.4. Keep the above notation. Then, as an element of D′(X × X), the resolvent of  in (16) is given by the
formula:
[
R(ζ )f
]
(y) = Cα
2c20|α|
∫
R
1
λ|α| − ζ (f × ϕλ)(y)pα(λ)qα(λ)dλ (33)
for all ζ ∈ C \ R, f ∈D(X) and y ∈ X.
Proof. The formula (16) for the resolvent yields:
[
R(ζ )f
]
(y) = Cα
2c20
∫
R
(
λ2|α|2 − ζ 2)−1(f × ϕλ)(y)λpα(λ)qα(λ)dλ
= Cα
4c20|α|
∫
R
[
1
λ|α| − ζ +
1
λ|α| + ζ
]
(f × ϕλ)(y)pα(λ)qα(λ)dλ.
The result follows because, as functions of λ, the product pα(λ)qα(λ) is odd and ϕλ is even. 
We now determine a meromorphic continuation of [R(ζ )f ](y) from Im ζ > 0 to C by shifting the contour of
integration in the direction of the negative imaginary axis. The shift is allowed by the estimate (15) together with the
fact that there is a constant M > 0 so that for Imλ < 0, |Reλ|  0 and Im ζ > 0 we have:∣∣(λ|α| − ζ )−1pα(λ)qα(λ)∣∣M(Im ζ )−1(1 + |λ|)degpα .
In the cases (b)–(d), one needs to take into account the simple poles of the function pα(λ)qα(λ) = [λc(λ)c(−λ)]−1 at
the points λk = −i(ρ + jk) with k ∈ Z+. Here we have set:
j =
{
1 in case (b),
2 in cases (c) and (d). (34)
Let N ∈ Z+. Then for Im ζ > 0 we have by the residue theorem:
[
R(ζ )f
]
(y) = [RN(ζ )f ](y)+ iπCα
c20|α|
N∑
k=0
1
λk|α| − ζ (f × ϕλk )(y)pα(λk) Resλ=λk qα(λ), (35)
where
[
RN(ζ )f
]
(y) := Cα
2c20|α|
∫
R−i(ρ+j/2+jN)
1
(λ|α| − ζ ) (f × ϕλ)(y)pα(λ)qα(λ)dλ. (36)
The right-hand side of (35) provides a meromorphic extension of R(ζ )f as D′(X)-valued function on
Im ζ > −(ρ + j/2 + jN). As N ∈ Z+ is arbitrary, we obtain the required meromorphic extension to C. The ex-
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k ∈ Z+ in cases (b)–(d). In fact, in these cases,
Res
λ=λk
qα(λ) = j/π.
The residue at ζk is therefore,
Mαpα(λk)(f × ϕλk )(y), (37)
where
Mα := ijCα
c20|α|
.
The resulting resolvent residue operator Rk :D(X) → E(X), given by:
Rk(f ) := Mαpα(λk)(f × ϕλk ), (38)
will be studied in the following section.
Remark 2.5. The following table gives the restricted root structure of the irreducible connected simply connected
Riemannian symmetric spaces of rank-one G/K . In the table, G0 denotes the connected component of the identity in
the group G:
G K Σ+ mα m2α G/K
SO0(2n+ 1,1), n 1 SO(2n+ 1) {α} 2n 0 real hyperbolic space
SO0(2n,1), n 1 SO(2n) {α} 2n− 1 0 real hyperbolic space
SU(n,1), n 2 S(U(n)× U(1)) {α,2α} 2(n− 1) 1 complex hyperbolic space
Sp(n,1), n 2 Sp(n)× Sp(1) {α,2α} 4(n− 1) 3 quaternionic hyperbolic space
F4(−20) Spin(9) {α,2α} 8 7 octonion hyperbolic plane
3. The resolvent residue operators
3.1. Joint eigenspaces and finite-dimensional spherical representations
In this section we come back to setting of a noncompact symmetric space X = G/K of arbitrary rank. Let λ ∈ a∗
C
.
According to [5] or to p. 142 in [8], we define the joint eigenspace Eλ(X) for the algebra D(X) as follows:
Eλ(X) =
{
f ∈ E(X): Df = (D)(iλ)f for all D ∈ D(X)}. (39)
The group G acts on Eλ(X) by left translations:[
Tλ(g)f
]
(x) := f (g−1x), g ∈ G, x ∈ X. (40)
We observe that Eλ(X) = Ewλ(X) (hence Tλ = Twλ) for all w ∈ W . The representation Tλ is irreducible if and only if
e(λ)e(−λ) 
= 0, where
e(λ) :=
∏
α∈Σ+0

(
iλα
2
+ mα
4
+ 1
2
)

(
iλα
2
+ mα
4
+ m2α
2
)
, (41)
is the denominator of Harish-Chandra c-function (see [5], Theorem 9.1, and 8). Recall the notation λα from (2).
In particular, Tλ is reducible for all λ in the singular set of [c(λ)c(−λ)]−1. In this case, we shall see that Tλ ad-
mits a finite-dimensional irreducible subrepresentation which consists of G-finite functions. Recall that a function
f ∈ Eλ(X) is said to be G-finite if the vector space spanned by the left translates Tλ(g)f of f with g ∈ G, is finite
dimensional. Notice that the space Eλ,G(X) of G-finite elements in Eλ(X) is a (possibly zero) invariant subspace of
Eλ(X). Moreover, Ewλ,G(X) = Eλ,G(X) for every w ∈ W .
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v 
= 0 (called a spherical vector) that is fixed under all operators π(k) with k ∈ K . We refer to [7, p. 410], for more
information on this subject.
An element μ ∈ a∗ is a highest restricted weight if μα ∈ Z+ for all α ∈ Σ+. As μ2α = 〈μ,2α〉〈2α,2α〉 = μα/2, this
condition in fact implies that μα ∈ 2Z+ whenever 2α is a root.
The following proposition will be crucial in the sequel.
Proposition 3.1. We have Eλ,G(X) 
= {0} if and only if for some w ∈ W
−i(wλ)α − ρα ∈ Z+ for all α ∈ Σ+.
In this case, Eλ,G(X) is finite dimensional and irreducible under G. It is the finite-dimensional spherical representa-
tion of highest restricted weight −iwλ−ρ. All finite-dimensional spherical representations of G arise in this fashion.
Proof. This is Proposition 4.16, p. 142 in [8]. 
We now prove an alternative description for the spaces Eλ,G(X). It will provide the relation between these spaces
and the resolvent residue operators.
Theorem 3.2. Suppose Eλ,G(X) 
= {0} is the finite-dimensional spherical representation of highest restricted weight
−iwλ− ρ (for some w ∈ W ). Then Eλ,G(X) = {f × ϕλ: f ∈D(X)}.
Proof. Set Dλ := {f × ϕλ: f ∈D(X)}. Observe first that Dλ 
= {0} as ϕλ 
= 0.
For all D ∈ D(X) we have D(f × ϕλ) = f ×Dϕλ (see [7, Theorem 5.5, p. 293]). Hence (6) implies D(f × ϕλ) =
(D)(iλ)(f × ϕλ). So Dλ ⊂ Eλ.
Let g ∈ G, and let Fτ(g) denote the left-translate by g of the function F :X → C. Hence Fτ(g)(h ·o) := F(g−1h ·o)
for all h ∈ G. We have
Tλ(g)(f × ϕλ) := (f × ϕλ)τ(g) = f τ(g) × ϕλ.
As f τ(g) ∈D(X), the subspace Dλ of Eλ is Tλ-invariant.
We now prove that each element f × ϕλ is G-finite, that is so that {Tμ(g)(f × ϕλ) = f τ(g) × ϕλ : g ∈ G} spans a
finite-dimensional subspace of Eλ. This will prove that Dλ ⊂ Eλ,G(X), and hence that Dλ = Eλ,G(X) by irreducibility.
The G-translates of ϕλ belong to a finite-dimensional space V (see [8, p. 328]). If ϕ1, . . . , ϕd is a basis of V ,
then ϕτ(g)λ =
∑d
i=1 ai(g)ϕi for uniquely determined constants ai(g) ∈ C. The functions ai :G → C so determined are
(at least) continuous, hence locally integrable. Let f ∈D(X). For g ∈ G we have:
(f × ϕλ)(g · o) =
[
(f ◦ π) ∗ (ϕλ ◦ π)
]
(g)
=
∫
G
(f ◦ π)(h)(ϕλ ◦ π)
(
h−1g
)
dh
=
∫
G
(f ◦ π)(h)(ϕτ(h)λ ◦ π)(g) dh
=
d∑
i=1
( ∫
G
(f ◦ π)(h)ai(h) dh
)
ϕi(g · o).
Set ci(g) :=
∫
G
(f τ(g) ◦ π)(h)ai(h) dh. Then
f τ(g) × ϕλ =
d∑
i=1
ci(g)ϕi ∈ V,
which proves that f × ϕλ is G-finite. 
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The dimension of the finite-dimensional spherical representations can be expressed in terms of the Harish-Chandra
c-function.
Lemma 3.3. The dimension d(μ) of the finite-dimensional spherical representation of highest restricted weight μ is
given by
d(μ) = c(λ+ iμ)c(−λ− iμ)
c(λ)c(−λ)
∣∣∣∣
λ=−i(μ+ρ)
.
Proof. This is Theorem 9.10, p. 337, in [8]. 
The singularities appearing in the above formula can be removed by using the expression for cα(λ)cα(−λ) found
in (25).
Lemma 3.4. Let qα(λ) be the function appearing in (25). Then
qα(λ+ iμ)
qα(λ)
= 1,
for every λ ∈ a∗
C
and every highest restricted weight μ.
Proof. Recall that qα assumes different values according to the four cases considered in Section 2.1:
(a) qα(λ) = 1;
(b) qα(λ) = tanh(πλα);
(c) qα(λ) = tanh(πλα/2);
(d) qα(λ) = coth(πλα/2).
Observe that the value of qα(λ+iμ)
qα(λ)
in case (d) is the reciprocal of the value of this quotient in case (c). It is therefore
enough to prove the lemma for the cases (b) and (c). In the latter cases we have:
qα(λ+ iμ)
qα(λ)
= tanh(jπ(λ+ iμ)α)
tanh(jπλα)
= tanh(π(jλα + ijμα))
tanh(jπλα)
,
where j = 1 in case (c) and j = 1/2 in case (d). Hence jμα ∈ Z+. The result follows because tanh is iπ periodic. 
Proposition 3.5. In the above notation, we have:
d(μ) =
∏
α∈Σ+0
(μα + ρα)
ρα
pα(−i(μ+ ρ))
pα(−iρ) ,
where pα is the polynomial on a∗ appearing in (25).
Proof. This is an immediate consequence of (25) and Lemmas 3.3 and 3.4. 
Corollary 3.6. For all λ ∈ a∗ satisfying the condition stated in Proposition 3.1, we have
dimEλ,G(X) = d(−iwλ− ρ) =
∏
α∈Σ+0
(−iwλ)α
ρα
pα(−wλ)
pα(−iρ) .
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In this section we restrict ourself to the case of a symmetric space X = G/K of rank one. We keep the notation
introduced in Section 2.2. In particular, we adopt the identification of a∗ with R fixed there, under which the element
ρ ∈ a∗ is identified with the real number ρ(α)α , see (30). We also assume that either mα is odd (and hence m2α = 0), or
m2α 
= 0. The first situation corresponds to the case (b) of Section 2.1; the second to the cases (c) and (d) there. These
are the situations in which the meromorphically extended resolvent admits simple poles at the points ζk = λk|α| with
λk = −i(ρ + jk) and k ∈ Z+. We now study the corresponding resolvent residue operator Rk :D(X) → E(X) given
by Eq. (38).
Corollary 3.7. Let j = 1 if m2α = 0 and mα is odd, and j = 2 if m2α 
= 0. Let k ∈ Z+ be fixed. Then the resolvent
residue operator Rk is a finite rank operator with image Eλkα,G(X). Its rank is
dimEλkα,G(X) =
ρ + jk
ρ
pα(λk)
pα(−iρ) . (42)
Proof. The parameter λk = −i(ρ + jk) satisfies the conditions of Proposition 3.1 with w = −1. Thus {f × ϕλk :
f ∈D(X)} = Eλkα,G(X) by Theorem 3.2. Moreover, by Corollary 3.6,
dimEλkα,G(X) = d(iλk − ρ) =
iλk
ρ
pα(λk)
pα(−iρ) =
ρ + jk
ρ
pα(λk)
pα(−iρ) . 
The formula (42) allows us to express pα(λk) in terms of the dimension of the space Eλkα,G(X). In turn, this gives
a different way of writing the formula for the resolvent residue operator at ζk .
We collect the results on the meromorphic extension of the resolvent of  for rank-one symmetric spaces in the
following theorem:
Theorem 3.8. Let X = G/K be a Riemannian symmetric space of (real) rank one. If the system of positive roots
consists of a unique root α of even multiplicity mα , then the resolvent R(ζ ) of the operator  given in (33) extends
from Im ζ > 0 to a D′(X × X)-valued holomorphic function on C. In the other cases, the resolvent R(ζ ) admits
a meromorphic extension with simple poles at the points ζk = λk|α| with λk = −i(ρ + jk) and k ∈ Z+. Here we
use the convention (34) for the variable j and ρ = ρ(α)α is the constant given in (26). The resolvent residue op-
erator Rk :D(X) → E(X) at ζk is a finite rank operator with image coinciding with the space Eλkα,G(X) of the
finite-dimensional spherical representation of highest restricted weight iλk − ρ. It is given by the explicit formula:
Rk(f ) = Kα 1
ρ + jk dimEλkα,G(X)(f × ϕλk ), (43)
where ϕλk is the spherical function on G of spectral parameter λk and the constant Kα is given by:
Kα = (−1)
(mα+m2α−1)/2
2mα+jmjα−j
πi
|α|
( 2ρ
j
)!(
mα+m2α−1
2
)!(mjα−12 )!
. (44)
Proof. The only part left to prove is the explicit formula for the resolvent residue operator Rk . This formula is a
consequence of (37), (42) and (32), together with following values for pα(−iρ):
pα(−iρ) =
⎧⎨
⎩
(−1)(mα−1)/2(mα − 1)! if mα is odd,
(−1)(mα+m2α−1)/2(ρ − 1)!
(mα+m2α−1
2
)!(m2α−1
2
)! if m2α 
= 0.

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After this paper was accepted for publication, Professor Toshio Oshima informed us that the formula in Proposi-
tion 3.5 previously appeared in his proceeding paper “Table of dimensions of irreducible representations of simple
Lie algebra”, Seminar Reports of Unitary Representation I, 1981, 122–140. Professor Oshima’s paper, in Japanese,
is available at the URL http://www.math.sci.hokudai.ac.jp/coe/sympo/psrt/PSRT_english.html. Moreover, Dr Troels
Johansen kindly pointed us to the article: Miatello, R.J., Will, C.E., “The residues of the resolvent on Damek–Ricci
spaces”. Proc. Amer. Math. Soc. 128 (4) (2000) 1221–1229, which contains results very close to our Theorem 3.8.
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