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Abstract
Functions of several octonion variables are investigated and integral representation
theorems for them are proved. With the help of them solutions of the ∂˜-equations are
studied. More generally functions of several Cayley-Dickson variables are considered.
Integral formulas of the Martinelli-Bochner, Leray, Koppelman type used in complex
analysis here are proved in the new generalized form for functions of Cayley-Dickson
variables instead of complex. Moreover, analogs of Stein manifolds over Cayley-Dickson
graded algebras are defined and investigated.
1 Introduction
In previous papers functions of one quaternion and Cayley-Dickson variables were investi-
gated [19, 20]. In them superdifferentiability of functions was studied and the theory of
holomorphic functions was investigated. It was done with the help of line integration intro-
duced and studied there. This line integration restricted on complex functions gives ordinary
Cauchy integral, but ordinary Cauchy integral can not be in the usual manner extended on
continuous functions of Cayley-Dickson numbers.
This line integral is additive by rectifiable paths and continuous functions in open do-
mains in Cayley-Dickson algebras Ap, it is also R-homogeneous and left and right linear over
quaternions, but generally nonlinear relative to quaternions or octonions or Cayley-Dickson
algebras of higher order. Over Cayley-Dickson algebras of higher order than quaternions
left or right linearity of operators certainly undermines relations between ordered (asso-
ciated) products of generators of Cayley-Dickson numbers, for example, (ij)l = −i(jl) for
generators of the octonion algebra O, where {1, i, j, k} are standard generators of the quater-
nion algebra H, l is the generator of doubling procedure of the construction of O from H
[1, 12]. The line integral over Cayley-Dickson algebras for z-superdifferentiable (that is,
Ap-holomorphic) functions in corresponding domains U depends only on specific homotopy
classes of rectifiable paths with given initial and final points and also satisfies at least locally
(∂[
∫
γz f(ξ)dξ]/∂z).1 = f(z), for example, in a ball B in U , where γz : [0, 1] → U , γ(0) and
γz(1) = z ∈ B.
The Cayley-Dickson algebra is Z2-graded, that is, superalgebra. In the theory of superal-
gebras it was traditionally used the notion of superdifferentiabilty (left or right superlinear)
[8]. It causes strong restrictions on the types of admissible functions. For example, over
Grassman algebras it produces functions only linear in odd arguments [2, 4]. In general it
leads to conditions analogous to Cauchy-Riemann.
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Cayley-Dickson algebras such as quaternion and octonion algebras have found applica-
tions in quantum mechanics and noncommutative geometry [3, 5, 13, 21, 24]. The latter is
especially valuable in conjunction with operator algebras, which permits to consider quanti-
zation. On the other hand, Cayley-Dickson algebras are not central over the field of complex
numbers C. Moreover, the octonion algebra and Cayley-Dickson algebras of higner order
can not be written as matrices with entries in the field of real or complex numbers, though
their centre is R.
It is necessary to note, that apart from the real or complex case derivatives of superdiffer-
entiable functions of Cayley-Dickson numbers are operators even in the case of one variable.
Therefore, a superderivative of the line integral by a final point of the path is an operator.
To work with rings of superdifferentiable functions it was introduced the condition of Ap-
additivity instead of right or left superlinearity of a superdifferential [19, 20]. It is natural,
since if to start from the family F of all right superlinearly superdifferentiable functions
f : U → Ap, p ≥ 2, then the using of Leibnitz rule for finite ordered (associated) products
{f1, ..., fm}q(m) of f1, ..., fm ∈ F gives only R-homogeneous Ap-additive superdifferential,
where U is open in Anp , a vector q(m) indicates on the order of multiplication. This superdif-
ferential operator can be extended on the corresponding family of converging series arising
from such final products and hence on locally analytic functions of z1, ..., zn ∈ Ap. Since
there are many embeddings of C into Ap, p ≥ 2, then to encompass the case of complex
holomorphic functions in such theory it was introduced the condition analogous to holomor-
phicity: ∂f/∂z˜ = 0, where zz˜ = |z|2, z˜ denotes the adjoint of a Cayley-Dickson number
z.
To make it accurately it was used the notions of words and phrases and germs of func-
tions and the Stone-Weierstrass theorem. On the other hand, such formalized definition of
superdifferentiability does not impose from the beginning the condition of local analyticity.
It was proved in [19, 20] under definite conditions equivalence of Cayley-Dickson holomor-
phicity, independence of the line integral over Ap of holomorphic function from the rectifiable
paths with common beginning and final points, local analyticity of functions. If f : U → Ap
is superdifferentiable, where U is open in Anp , then there exists an Ap-superdifferentiable
g : U → Ap such that (∂g(z)/∂z).1 = f(z) and fˆ(z) := (∂g(z)/∂z). Then the path integral
is defined with the help of the operator fˆ . The line integral along each rectifiable path γ
has the continuous extension from C1(U,Ap) onto C
0(U,Ap). Thus there can be given the
following.
1. Definitions. Define fˆ as a generalized function for each f ∈ C0(U,Ap) in the
sense of distributions: (φ, fˆ)γ :=
∫
γ φ(z)f(z)dz, where φ is infinite Ap-superdifferentiable,
γ is a rectifiable path in a subset U open in Anp . Denote fˆ
(0)(z) := fˆ(z). Define the k-th
derivative (φ, fˆ (k).( 1h, ..., kh))γ := (−1)
k(φ(k).( 1h, ..., kh), fˆ)γ for each γ and each infinite
Ap-superdifferentiable φ on U and equal to zero in neighborhoods of γ(0) and γ(1), where
γ : [0, 1] → U is a rectifiable path, 1h, ..., kh ∈ Ap, 0 < k ∈ N. A net {fˆ
(k)
α : α ∈ Y}
converges to fˆ (k) on U in the sense of distributions, if the net (φ(k).( 1h, ..., kh), fˆα)γ converges
for each infinite Ap-superdifferentiable function φ on U and each rectifiable path γ in U and
each 1h, ..., kh, where 0 ≤ k ∈ Z, φ has the corresponding support, Y is a directed set. The
same type of generalized derivatives of a continuous function f and their convergence in the
sense of distributions we adopt for f instead of fˆ using the identity f (k)(z) = fˆ (k)(z).1.
This article is devoted to functions of several Cayley-Dickson variables and investigations
of integral representation formulas for them. Moreover, such formulas are also obtained for
differential forms over Ap, p ≥ 2, where A2 = H, A3 = O. There are well-known integral
formulas of the Martinelli-Bochner, Leray, Koppelman type widely used in complex analysis.
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Here new generalized formulas are proved for functions of Cayley-Dickson variables instead
of complex. Moreover, analogs of Stein manifolds over Cayley-Dickson graded algebras are
defined and investigated.
The results of this paper it is possible to apply for further investigations of transformation
(super)groups and corresponding to them (super)algebras of manifolds over Cayley-Dickson
algebras as well as loop spaces, measures and stochastic processes on them, continuing pre-
vious studies of groups of loops and groups of diffeomorphisms of Riemannian and complex
manifolds [15, 16, 17, 18], for they are widely used in mathematical physics and gauge the-
ories.
2 Differentiable functions of several Cayley-Dickson vari-
ables
2.1. Theorem. Let U be an open subset in Ar, 2 ≤ r < ∞, with a C
1-boundary ∂U
U-homotopic with a product γ1×γ2× ...×γm, where m = 2
r−1, γj(θ) = aj+ρj exp(2πθMj),
Mj ∈ Ir, |Mj | = 1, θ ∈ [0, 1], γj([0, 1]) ⊂ U , 0 < ρj < ∞, j = 1, 2, ..., m, where M1, ...,Mm
are linearly independent over R. Let also f : cl(U)→ Ar be a continuous function on cl(U)
such that (∂f(z)/∂z˜) is defined in the sense of distributions in U is continuous in U and has
a continuous extension on cl(U), where U and γj for each j satisfy conditions of Theorem
3.9 [20], where Ir := {z ∈ Ar : z + z˜ = 0}. Then
(1) f(z) = (2π)−m
∫
γm
(
∫
γm−1
(...(
∫
γ2
(
∫
γ1
f(ζ1).[(∂ζ1Ln(ζ1 − ζ2))M
∗
1 ]).[
(∂ζ2Ln(ζ2 − ζ3))M
∗
2 ])...[(∂ζm−1Ln(ζm−1 − ζm))M
∗
m−1])...[∂ζmLn(ζm − z))M
∗
m
−(2π)−m
∫
U
{(...((((∂fˆ(ζ1)/∂ζ˜1).dζ˜1) ∧ ∂ζ1Ln(ζ1 − ζ2))M
∗
1 )
∧(∂ζ2Ln(ζ2 − ζ3))M
∗
2 ) ∧ ...) ∧ (∂ζmLn(ζm − z))M
∗
m}, m := 2
p − 1.
Proof. We have the identities dζ [fˆ(ζ).∂ζLn(ζ − z)] = {(∂fˆ (ζ)/∂ζ˜).dζ˜} ∧ ∂ζLn(ζ − z)
+{(∂fˆ(ζ)/∂ζ).dζ} ∧ ∂ζLn(ζ − z) and dζdζLn(ζ − z)|ζ∈γ = 0 for ζ varying along a path γ,
where for short f(z) = f(z, z˜), since there is the bijection of z with z˜ on Ar. There exists R-
homogeneous Ar-additive operator-valued function q(ζ, z) such that ∂ζLn(ζ−z) = q(ζ, z).dζ
(see also §§2.1, 2.2, 2.6 and 2.7 [20]). As in [19, 20] fˆ(z, z˜) := ∂g(z, z˜)/∂z, where g(z, z˜) is
an Ar-valued function such that (∂g(z, z˜)/∂z).1 = f(z, z˜). Since ζ1 varies along the path
γ1, then dζ1 ∧ dζ1|ζ1∈γ1 = 0. Consider z ∈ U and ǫ > 0 such that the torus T(z, ǫ,Ar) is
contained in U , where ∂T(z, ǫ,Ar) = ψm × ... × ψ2 × ψ1, ψj are of the same form as γj
but with z instead of aj and with ρj = ǫ. Applying Stokes formula for regions in R
2r and
componentwise to Ar-valued differential forms we get
∫
∂U
ω −
∫
∂T(z,ǫ,Ar)
ω =
∫
U\T(z,ǫ,Ar)
dw, where
w = (...((fˆ(ζ1).[(∂ζ1Ln(ζ1 − ζ2))M
∗
1 ]).[(∂ζ2Ln(ζ2 − ζ3))M
∗
2 ])...).[(∂ζmLn(ζm − z))M
∗
m]),
m = 2r − 1. Then (dLn exp(θM))M∗ = dθ and fˆ(z).dθ = f(z)dθ, since M ∈ Ir, M 6= 0 and
θ ∈ R. In view of Theorems 3.9 and 3.23 [20] we have that
limǫ→0,ǫ>0(2π)
−m
∫
γm
(...(
∫
γ2
(
∫
γ1
w))...) = f(z) and
3
limǫ→0,ǫ>0
∫
U\T(z,ǫ,Ar) dω =
∫
U dω.
From this formula (1) follows.
2.1.1. Remark. Formula (2.1) is the Cayley-Dickson algebras’ analog of the (complex)
Cauchy-Green formula. Since in the sence of distributions ∂fˆ/∂z˜ = ∂(∂g/∂z˜)/∂z (see Defi-
nition 1), then from ∂fˆ/∂z˜ = 0 it follows, that ∂fˆ .1/∂z˜ = ∂f/∂z˜ = 0. If ∂f/∂z˜ = 0, then g
can be chosen such that ∂g/∂z˜ = 0 [20]. Therefore, from Formula (2.1) it follows, that f is
Ar-holomorphic in U if and only if ∂f/∂z˜ = 0 in U .
2.2.1. Remark. Instead of curves γ of Theorem 2.1 above or Theorems 3.9, 3.23 [20] it
is possible to consider their natural generalization γ(θ) + z0 = z0 + ρ(θ) exp(2πS(θ)), where
ρ(θ) and S(θ) are continuous functions of finite total variations, θ ∈ [0, 1] ⊂ R, ρ(θ) ≥ 0,
S(θ) ∈ Ir, 2 ≤ r ≤ ∞. Therefore, γ is a rectifiable path. If S(0) = S(1) mod(Sr) and
ρ(0) = ρ(1), then γ is a closed path (loop): γ(0) = γ(1), where Sr := {z ∈ Ir : |z| = 1},
Ir := {z ∈ Ar : z + z˜ = 0}. Consider S absolutely continuous such that there exists
T ∈ L1([0, 1],Ar) for which S(θ) = S(0)+
∫ θ
0 T (τ)dτ (see Satz 2 and 3 (Lebesgue) in §6.4 [11])
and let ρ(θ) > 0 for each θ ∈ [0, 1]. Evidently, Mn := S(1)− S(0) =
∫ 1
0 T (τ)dτ is invariant
relative to reparatmetrizations φ ∈ Diff 1+([0, 1]) of diffeomorphisms of [0, 1] preserving the
orientation, n is a real number, M ∈ Sr. Then ∆Arg(γ) := Arg(γ)|
1
0 = 2π
∫ 1
0 T (τ)dτ
(see also Formula (3.7) and §3.8.3 [20]). In view of Theorem 3.8.3 [20] for each loop γ :
∆Arg(γ) ∈ ZSr. For each ǫ > 0 for the total variation there is the equality V (γǫ) = V (γ)ǫ.
Since γ([0, 1]) is a compact subset in Ar, then there exists ρm := supθ∈[0,1] ρ(θ) <∞. Hence
z0 + (γǫ)([0, 1]) ⊂ B(Ar, z0, ρmǫ).
Therefore, Theorems 3.9, 3.23, 3.28 and Formulas (3.9, 3.34.i) [20] and Theorem 2.1 above
are true for such paths γ also and Formula (3.9) [20] takes the form
(1) f(z)M = (2πn)−1(
∫
ψ
f(ζ)(ζ − z)−1dζ),
where 0 6= n ∈ Z for a closed path γ, M ∈ Sr, Formula (1) generalizes Formula (3.9), when
|n| > 1. When Iˆn(0, γ) = 0, then (
∫
ψ f(ζ)(ζ − z)
−1dζ) = 0 (see also §3.23 [20]).
2.2.2. Note and Definition. Let Λ denotes a Hausdorff topological space with non-
negative measure µ on a σ-algebra of all Borel subsets such that for each point x ∈ Λ there
exists an open neighborhood U ∋ x with 0 < µ(U) < ∞. Consider a set of generators with
real algebra {ix : x ∈ Λ} such that ixiy = −iyix for each x 6= y ∈ Λ \ {0} and i
2
x = −1 for
each x ∈ Λ \ {0}, where 0 is a marked point in Λ. Add to this set the unit 1 =: i0 such
that aix = ixa for each a ∈ R and x ∈ Λ. In the case of a finite set Λ the Cayley-Dickson
algebra generated by such generators is isomorphic with AN−1, where N = card(Λ) is the
cardinality of the set Λ.
For the infinite subset of generators {i0, ixj : j ∈ N, xj ∈ Λ} the construction from §3.6.1
[20] produces the algebra isomorphic with A∞. Therefore, consider the case card(Λ) > ℵ0.
Due to the Kuratowski-Zorn lemma we can suppose, that Λ is linearly ordered and this
linear ordering gives intervals (a, b) := {x ∈ Λ : a < x < b} being µ-measurable, for
example, Λ = Rn × (R/Z)m has the natural linear ordering induced by the linear ordering
from R and by the lexicographic ordering in the product, where n,m ∈ N.
Then consider a finite partition Λ into a disjoint union Λ =
⋃p
j=0Aj , where x < y for
each x ∈ Aj and y ∈ Al for j < l ≤ p, p ∈ N, 0 ∈ A0. The family of such partitions
we denote Z. Let T ∈ Z, xj ∈ Aj be marked points. Then there exists a step function
fT such that fT (x) = Cjixj for each x ∈ Aj , where Cj ∈ R. Consider the norm ‖fT‖
2
Λ :=∫
Λ fT (x)f˜T (x)µ(dx), where f˜T (x) := C0χA0(x)δ0,x0−
∑
xj 6=0CjχAj (x)ixj , χA(x) = 1 for x ∈ A,
χA(x) = 0 for x /∈ A, δx,y = 1 for x = y, δx,y = 0 while x 6= y. To each fT put the element
zfT :=
∑
j Cjixjµ(Aj).
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The algebra which is the completion by the norm ‖∗‖Λ of the minimal algebra generated
by the family of elements zfT for fT from the family F of all step functions and all their
ordered final products we denote by AΛ.
2.2.3. Theorem. The set AΛ is the power-associative noncommutative nonassociative
algebra over R complete relative to the norm ‖ ∗ ‖Λ with the centre Z(AΛ) = R, more-
over, there are embeddings A∞ →֒ AΛ for card(Λ) ≥ ℵ0. The set of generators of the
algebra AΛ has the cardinality card(Λ) for card(Λ) ≥ card(N). There exists the function
−→exp(
∫
Λ f(x)µ(dx)) of the ordered integral product from AΛ onto AΛ.
Proof. For card(Λ) ≤ ℵ0 the algebra AΛ is isomorphic with AN−1 or A∞. Thus it
remains to consider the case card(Λ) > ℵ0. For each fT ∈ F it can be defined the ordered
integral exponential product
−→exp(
∫
Λ fT (x)µ(dx)) := {exp(C0µ(A0)πix0/2)... exp(Cpµ(Ap)πixp/2)}q(p+1)
with q(p + 1) corresponding to the left order of brackets. Thus there exist the embeddings
of A∞ into AΛ. Then Z(AΛ) = R. The completion of the family F contains all functions of
the type f(x) =
∑
j fj(x)χAj (x)ixj , where {Aj : j ∈ N} is the disjoint union of Λ, each Aj is
µ-measurable, fj ∈ L
2(Λ, µ,R) and limn→∞
∑
j>n ‖fj(x)χAj (x)‖
2
L2(Λ,µ,R) = 0.
Since exp(M) = cos(|M |) + M sin(|M |)/|M | for each M ∈ A∞ and | exp(M) − 1| ≤
exp(|M |)− 1, then for each f ∈ AΛ there exists
limF∋fT→f
−→exp(
∫
Λ fT (x)µ(dx)) =:
−→exp(
∫
Λ f(x)µ(dx))
relative to ‖ ∗ ‖Λ. From exp(πix/2) = ix for each x ∈ Λ \ {0} it follows, that the family of
all elements of the type −→exp(
∫
Λ f(x)µ(dx)), f ∈ F contains all generators of the embedded
subalgebra A∞ generated by the countable subfamily {ixj : j ∈ N}.
The completion F˜ of the family F by the norm ‖ ∗ ‖Λ is the infinite dimensional linear
subspace over R in AΛ. All possible final ordered products from F˜ and the completion of
their R -linear span by the norm ‖ ∗ ‖Λ produces AΛ. Then for each element from AΛ there
exists the representation in the form of the ordered integral exponential product. Since AΛ
is the algebra over R and card(Λ)ℵ0 = card(Λ), then the family of generators of the algebra
AΛ has the cardinality card(Λ).
2.2.4. Note. Evidently Propositions 2.2.1, 2.3, 2.6 and Corollary 2.4, Lemma 2.5.1 [20]
are accomplished in the case of AΛ with b = bΛ instead of b = br. Definition 2.5 has
the meaning also for AΛ. Theorem 2.7 is also accomplished for AΛ, since for each z ∈ AΛ
there exists the embedded subalgebra isomorphic with A∞ and containing z. A path γ is
rectifiable, hence it has a countable dense subset. For each ǫ > 0 there exists a subalgebra
isomorphic with A∞ the projection ψ(t) on which of the path γ differs from γ(t) no more
than on ǫ for each t ∈ [a, b], where γ : [a, b]→ AΛ. For A∞ with the help of the projections
Pr we have ψ = limr→∞ Pr(ψ), Pr(ψ) ⊂ Ur, {Pr(γ) : r ∈ N}, converges to ψ uniformly on
the compact segment [a, b] ⊂ R, where Ur = Pr(U). Take a sequence of such path ψn with
supt∈[a,b] |ψn(t) − γ(t)| < 1/n. Then
∫
ψn f(z)dz forms the Cauchy sequence in AΛ, which is
complete. Thus there exists limn→∞
∫
ψn
f(z)dz =
∫
γ f(z)dz. Consequently, the integral along
the path has the unique continuous extension on C0b (U,AΛ). For a continuous function f on
an open domain U in AΛ there exists a generalized operator fˆ in the sense of distributions
on rectifiable paths in U . Then Definition 1 has the natural extension on AΛ.
In Note 2.8 it can be used l2(R)
m instead of R2
r
m and represent the differential forms
η over A∞ as the pointwise limits (or to use the uniform converegence on compact subsets)
of differential forms over Ar for r tending to the infinity, since zr → z while r tends to the
infinity, where z ∈ A∞, zr := Pr(z). In the case of AΛ when card(Λ) > ℵ0 this can be
used pointwise, since for each z ∈ AΛ there exists a subalgebra isomorphic with A∞ and
containing z. In the general case:
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(i) η(z, z˜) =
∑
I,J ηI,J{(d
p1z∧I1α1∧ ...∧d
pnz∧Inαn∧d
t1 z˜∧J1β1∧ ...∧d
tn z˜∧Jnβn}q(|I|+|J |+2n)
this is the differential form over AΛ, where each ηI,J(z, z˜) is a continuous function on an
open subset Un in A
n
Λ with values in AΛ, I = (I1, ..., In), J = (J1, ..., Jn), |I| := I1 + ...+ In,
1 ≤ p1 ≤ p2 ≤ ... ≤ pn ∈ N, 1 ≤ t1 ≤ t2 ≤ ... ≤ tn ∈ N, 0 ≤ Ik ∈ Z, 0 ≤ Jk ∈ Z, αk, βk ∈ AΛ
are constants for each k = 1, ..., n, d pz0 := 1, d pz˜0 := 1, n ∈ N, πln(Ul) ⊂ Un for all l ≥ n,
where πln : A
l
Λ → A
n
Λ is the natural projection for each l ≥ n. The converegence on the
right side of Formula (i) in the case of an infinite series by I or J is supposed relative to
C0b (W,A
∧∗
Λ )-topology of the uniform convergence on W , where W = pr − lim{Un, π
l
n,N},
A∧∗Λ is supplied with the norm topology inherited from the topologically adjoint space of all
poly R-homogeneous AΛ-additive functionals.
In Note 2.10 [20] define AΛ,s,p an use projections πs,p,t for each s 6= p ∈ b. Theorems
2.11, 2.15 and Corollaries 2.13, 2.15.1 are transferrable on AΛ with card(Λ) ≥ ℵ0 by imposing
the condition of (2r − 1)-connectedness Pr(U) =: Ur for each r ≥ 3 and every embedding of
A∞ into AΛ for card(Λ) > ℵ0 while corresponding Ar ⊂ A∞ considering πs,p,t(U) for each
s = i2k, p = i2k+1, 0 ≤ k ∈ Z. Then Definitions 2.12, 2.14 and Theorem 2.16, Notes 2.17, 3.1
are also accomplished for AΛ. Corollary 3.3 in this case follows from Theorem 3.6.2 [20].
As for A∞ the algebra AΛ with card(Λ) > ℵ0 has not any finite and even countable set
of constants {as, bs} in AΛ such that z
∗ =
∑
s aszbs for each z ∈ AΛ could be written in as
such series or sum. That is the algebraic antiautomorphism of order two θ(z) := z∗ with
θ ◦ θ = id is not internal in AΛ and indeed z and z
∗ are algebraically independent variables
in such infinite dimensional Cayley-Dickson algebra.
2.2.5. Proposition. Let U be an open subset in Ap and f : U → Ap be a function on U ,
where 2 ≤ p ≤ ∞, let also AΛ be the Cayley-Dickson algebra as in §2.2.2 with card(Λ) ≥ ℵ0,
then f is z-superdifferentiable if and only if there exists an open subset W in AΛ and a
z-superdifferentiable function g : W → AΛ such that its restriction on U coincides with f ,
g|U = f .
Proof. In view of Theorem 2.2.3 there exists the embedding of Ap into AΛ. If g is z-
superdifferentiable onW , then from the definition it follows, that g|V is z-superdifferentiable,
where V =W ∩Ap and V is open in Ap. Vice versa if f is z-superdifferentiable on U , then it
is locally z-analytic on U (see Theorems 2.15 and 3.10 [20]). For each z0 ∈ U there exists a
power series in (z−z0) converging in a ball B(Ap, z0, r) with the centre z0 and positive radius
r > 0 the expansion coefficients of which belong to Ap. Therefore, in the variable (z − z0)
this series uniformly converges in B(AΛ, z0, r
′) for each 0 < r′ < r. The union of such balls
B(AΛ, z0, r
′) is the open subset in AΛ which we denote by W . On each open intersection of
each corresponding pair of such balls the functions given by such series coincide, that gives
the z-superdifferentiable function g on W with g|U = f . Certainly there can be found others
z-superdifferentiable extensions g of f .
2.3. Theorem. Let U be a bounded open subset in AΛ and let f : U → AΛ be a bounded
continuous function. Then there exists a continuous function u(z) which is a solution of the
equation
(1) (∂u(z)/∂z˜) = fˆ
in U , in particular, (∂u(z)/∂z˜).1 = f(z).
Proof. Using embeddings of Ap, 2 ≤ p ∈ N, into AΛ it is sufficient to prove this
statement for arbitrary 2 ≤ p ∈ N. Take 2 ≤ p ∈ N andAp one-forms dζl expressible through
dζ as
∑k(l)
j=1 Pj,1,ldζPj,2,l with fixed nonzero Pj,q,l ∈ Ap, where l = 1, 2, 3, ..., 2
p, k(l) ∈ N.
Choose dζl to be satisfying conditions dζ2p ∧ ν = ξ(z)(...((d
1z ∧ d 2z) ∧ d 3z)...) ∧ d 2
p
z),
dζ˜2p ∧ ν = 0, where
ν = (∂ζ1Ln(ζ1 − ζ2))M
∗
1 ]).[(∂ζ2Ln(ζ2 − ζ3))M
∗
2 ])...).[(∂ζmLn(ζm − z))M
∗
m]),
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m = 2p − 1 as in §2.1, z =
∑2p
l=1
lzil−1 ∈ U ,
lz ∈ R, i0, ..., i2p−1 are generators of Ap,
ξ : U → Aˆp is a function nonzero and finite almost everywhere on U relative to the Lebesgue
measure. Then there exist dζ2p and ν such that the continuous function
(2) u(z) := −(2π)1−2
p
∫
U
(fˆ(ζ1).dζ˜2p) ∧ ν
is a solution of equation (1). To demonstrate this take closed curves (paths) γj in U as in
§2.1 and §2.2.4, for example, such that ζj ∈ γj satisfy conditions: (ζ2s−1 − ζ2s) = η2s−1 for
each s = 1, ..., 2p−1 − 1, ζ2p−1 = −rη
∗
2p−1 with 0 < r < 1, where η2s−1 and η2s belong to the
plane i2s−1R ⊕ i2sR, η2s = η˜2s−1 for each s = 1, ..., 2
p−1, η˜1 = η2p . Hence dη1 ∧ dη1 = 0,
dη2 ∧ dη
∗
3 = 0, ...,dη2p−1 ∧ dη
∗
2p = 0, dη2p ∧ dη2p = 0,
(i) ηkvdηv = (dηv)η
k
v for each v
for k = 1 and k = −1.
These variables are expressible as ζl =
∑k(l)
j=1 Pj,1,lζPj,2,l (see §§3.7 and 3.28 [19]). There-
fore, there exists a subgroup of the group of all Ap-holomorphic diffeomorphisms of U pre-
serving Conditions (ii) and the construction given above has natural generalizations with
the help of such diffeomorphisms.
Supoose at first, that f is continuously differentiable in U . Each ζj is expressible in the
form ζj =
∑
l
lbjSl, where
lbj ∈ R are real variables, Sl ∈ {i0, i1, ..., i2p−1}, hence differentials
(∂f/∂ζj).dζj =
∑
l{(∂f/∂z).Sld
lbj +(∂f/∂z˜).S˜ld
lbj} are defined. Consider a fixed z0 ∈ U .
We take a C∞-function χ on Ap such that χ = 1 in a neighbourhood V of z0, V ⊂ U , χ = 0
in a neighbourhood of Ap \ U . Then u = u1 + u2, where
u1(z) := −(2π)
1−2p
∫
U
[χ(ζ1)(fˆ(ζ1).dζ˜2p)] ∧ ν,
u2(z) := −(2π)
1−2p
∫
U
[(1− χ(ζ1))(fˆ(ζ1).dζ˜2p)] ∧ ν.
Then
u(z) := −(2π)1−2
p
∫
Ap
[χ(ζ1 + z)(fˆ(ζ1 + z).dζ˜2p)] ∧ ψ, where
ψ := (∂ζ1Ln(ζ1 − ζ2))M
∗
1 ]).[(∂ζ2Ln(ζ2 − ζ3))M
∗
2 ])...).[(∂ζmLn(ζm))M
∗
m]).
Since ∂ζ2p{[χ(ζ1 + z)fˆ(ζ1 + z).] ∧ ψ} = 0 and (∂/∂ζ˜2p){[χ(ζ1 + z)fˆ (ζ1 + z).] ∧ ψ}.dζ˜2p =
∂ζ˜2p{[χ(ζ1 + z)fˆ(ζ1 + z).] ∧ ψ}, then due to Equations (i, ii)
(∂u(z)/∂z˜) = −(2π)1−2
p ∫
Ap
∂ζ˜2p{[χ(ζ1 + z)fˆ (ζ1 + z)] ∧ ψ}.
In view of Theorem 2.1 applied to fˆ .S for each S ∈ {i0, i1, ..., i2p−1} we have (∂u1/∂z˜) = fˆ
in V , consequently, (∂u/∂z˜) = fˆ in a neighbourhood of z0.
Taking a sequence fn of continuously differentiable functions uniformly converging to
f on U we get the corresponding un such that in the sence of distributions (∂u/∂z˜) =
limn→∞(∂u
n/∂z˜) = limn fˆ
n = fˆ . Consider the family of all embeddings θ of Ap to AΛ,
2 ≤ p <∞. There exists the generalized function (operator) fˆ on U , hence there exists the
restriction fˆp,θ on U ∩ θ(Ap) for each (p, θ). As the function this restriction evidently exists.
For distributions it is possible to take them on a base space of cylindrical functions on the
algebra of cylindrical subsets with bases in the projection θ(Ap). Each rectifiable path γ is
the limit of the uniformly converging net of paths γp,θ, since γ([0, 1]) is compact. Therefore,
such restriction exists in the sence of distributions.
Thus there exists the solution up,θ of (1) given by (2) on U ∩ θ(Ap). The family of all
(p, θ) is directed: (p1, θ1) ≤ (p2, θ2) if and only if p1 ≤ p2 and θ1(Ap1) ⊂ θ2(Ap2). Since fˆp,θ
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converges to fˆ in the sense of distributions by the ultrafilter of the set {(p, θ)}, then up,θ
converges to the solution u on U , since there exists ∂u(z)/∂z˜ = fˆ(z).
2.4. Theorem. Let U be an open subset in Anp , 2 ≤ p ∈ N, n ∈ N. Then for every
compact subset K in U and every multi-order k = (k1, ..., kn), there exists a constant C > 0
such that
max
z∈K
|∂kf(z)| ≤ C
∫
U
|f(z)|dσ2pn
for each Ap-holomorphic function f , where dσ2pn is the Lebesgue measure in A
n
p .
2.5. Corollary. Let U be an open subset in Anp , 2 ≤ p ∈ N, n ∈ N, and let fl be a
sequence of Ap-holomorphic functions in U which is uniformly bounded on every compact
subset of U . Then there is a subsequence fkj converging uniformly on every compact subset
of U to a limit in Cωz (U,Ap).
Proofs of Theorem 2.4 and Corollary 2.5 follow from Theorem 2.1 above and Theorem
3.9 [19] (see also [20]) analogously to Theorem 1.1.13 and Corollary 1.1.14 [7].
2.6. Definitions. Let U be an open subset inAnp and f : U → A
m
p be anAp-holomorphic
function, then the matrix: Jf(z) := (∂fj(z)/∂zk) is called the Ap-Jacobi matrix, where
j = 1, ..., m, k = 1, ..., n. To this operator matrix there corresponds a real (2pm) × (2pn)-
matrix while 2 ≤ p ∈ N or operator from Xm into Xn of the underlying real Hilbert
space X of Ap for infinite p = Λ. Denote by rankR(Jf(z)) a rank of a real matrix or
operator corresponding to Jf(z). This rank may be infinite. Then f is called regular at
z ∈ U , if rankR(Jf(z)) = 2
pmin(n,m) for finite p or ker(f ′(z)) = 0 and Range(f ′(z)) is
algebraically isomorphic with AmΛ such that Range(f
′(z)) ⊕ An−mΛ = A
n
Λ when m ≤ n or
Range(f ′(z)) = Xn and ker(f ′(z)) is algebraically isomorphic with Am−nΛ while m > n. If U
and V are two open subsets in Anp , then a bijective surjective mapping f : U → V is called
Ap-biholomorphic if f and f
−1 : V → U are Ap-holomorphic.
2.7. Proposition. Let U and V be open subsets in Anp and A
m
p respectively. If f : U →
Amp and g : V → A
k
p are Ap-holomorphic functions such that f(U) ⊂ V , then g ◦f : U → A
k
p
is Ap-holomorphic and Jg◦f (z) = Jg(f(z)).(Jf(z).h) for each h ∈ A
n
p .
Proof. In view of Definition 2.2 and Theorems 2.15 and 3.10 [20] (∂gj(f(z))/∂zl).ζ =∑m
s=1
∑k
l=1(∂gj(ξ)/∂ξs)|ξ=f(z).(∂fs(z)/∂zl).hl, where h = (h1, ..., hn), hl ∈ Ap for each l =
1, ..., n, since f(U) ⊂ V and this is evident for Ap-polynomial functions and hence for locally
converging series of Ap-holomorphic functions.
2.8. Proposition. Let U be a neighbourhood of z ∈ Anp and let f : U → A
n
p be an
Ap-holomorphic function. Then f is Ap-biholomorphic in some neighbourhood W of z if and
only if f is regular at a point z ∈ U .
Proof. From Proposition 2.7 it follows, that the condition of regularity of f on U is
necessary. Prove the sufficiency. In view of Definition 2.2, Theorems 2.15 and 3.10 and Note
3.11 [20] an incerement of f can be written in the form f(z + ζ) = f(z) + f ′(z).ζ + O(|ζ |2)
for each ζ ∈ Anp such that z + ζ ∈ U . Then there exists a neighborhood W ⊃ B(z, 2ǫ,A
n
p )
in which |g(z + ζ)| ≤ C|ζ |2, where 0 < ǫ < (2C)−1, C is a positive constant, g := id − f .
Thus there exists an Ap-holomorphic function w on an open neighbourhood W of z in U
such that w is given by the series w =
∑∞
k=1 gk, where gk+1 = g ◦ gk for each k ∈ N and
g1 := g, g := id − f , since for each η ∈ W there exists r > 0 such that B(η, r,Ap) ⊂ U and
the series for w is convergent on B(η, r,Ap) with w(B(z, ǫ,A
n
p)) ⊂ B(z, 2ǫ,A
n
p ).
Since f ′(z) is the continuous epimorphism from Anp onto A
n
p , then its graph is closed.
On the other hand, f ′(z) is bijective and there exists the R-linear operator (f ′(z))−1. The
graph of it Gr(f ′(z))−1 = {(x, y) : x = f ′(z).y; x, y ∈ Anp} is closed in A
n
p ⊗ A
n
p , since the
graph of f ′(z) is closed. In view of the closed mapping theorem (see 14.3.4 [23]) (f ′(z))−1 is
continuous. Thus the operator f ′(z) is invertible. In view of the inverse mapping theorem
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(see §X.7 [27]) there exists f−1 continuusly (Freche´t) differentiable on a neighborhood W of
f(z). Since ∂f(z)/∂z˜ = 0, then ∂f−1(ζ)/∂ζ˜ = 0 on W .
For η in a sufficiently small neighborhood W of z there is satisfied the inequality ‖1 −
f ′(z)−1f ′(η)‖ < 1, consequently, f ′(η) is invertible for each η ∈ W . The operator f ′(η) is
continuous by η on U , hence there exists a neighbourhood V of z such that f is regular on
V , since f ′(η) is R-homogeneous and Ap-additive and f
′(z)(Anp ) = A
n
p . Hence f(V ) is open
in Anp . Since w is the limit of the uniformly convergent series of Ap-holomorphic functions,
then w is Ap-holomorphic on W . From (id + h) ◦ f = f ◦ (id + h) = id on B(z, ǫ,A
n
p ) it
follows, that f is Ap-biholomorphic on a neighbourhood of z.
2.9. Corollary. Let X be a subset in Anp , 2 ≤ p <∞ or p = Λ, and k ∈ {1, 2, ..., n−1},
then the following conditions are equivalent:
(i) for each ζ ∈ X there exists an Ap-biholomorphic map f = (f1, ..., fn) in some neigh-
bourhood U of ζ such that f is regular on U and X∩U = {z ∈ U : fk+1(z) = 0, ..., fn(z) = 0};
(ii) for each ζ ∈ X there exists a neighbourhood V of ζ and a regular Ap-holomorphic
map g : V → An−kp such that X ∩ V = {z ∈ V : g(z) = 0}.
Proof. The implication (i)⇒ (ii) follows by taking g = (fk+1, ..., fn) on V = U . To prove
implication (ii) ⇒ (i) take ζ ∈ X , g and V as in (ii). There exists the R-linear operator
G′ corresponding to g′(ζ) from Anp onto A
n−k
p . Thus there exists a right Ap-superlinear
operator P from Anp onto A
k
p such that P ⊕ g
′(ζ) from Anp onto A
n
p is invertible. The graph
of it Gr((P ⊕ g′(ζ))−1 = {(x, y) : x = (P ⊕ g′(ζ))−1.y; x, y ∈ Anp} is closed in A
n
p ⊗ A
n
p ,
since the graph of (P ⊕ g′(ζ)) is closed. In view of the closed mapping theorem (see 14.3.4
[23]) (P ⊕ g′(ζ))−1 is continuous. Thus the operator (P ⊕ g′(ζ)) is invertible. In view of
the implicit mapping theorem and addition 3 to it (see §X.7 [27]) there exists (P ⊕ g)−1
continuusly (Freche´t) differentiable on a neighborhood W of (P ⊕ g)(ζ).
Put f(z) = (Pz, g(z)) for z ∈ V . By Theorem 2.8 f is Anp -biholomorphic in some
neighborhood U ⊂ V of ζ . Then X ∩ U = {z ∈ U : fk+1(z) = 0, ..., fn(z) = 0}, since
(fk+1, ..., fn) = g and X ∩ U = {z ∈ U : g(z) = 0}.
2.10. Definitions. Let U be an open subset in Anp , 2 ≤ p < ∞ or p = Λ. A subset
X in U is called a Ap-submanifold of A
n
p if the equivalent conditions of Corollary 2.9 are
satisfied. If in addition X is a closed subset in U , then X is called a closed Ap-submanifold
of U . This definition is the particular case of the following general definition.
An Ap-holomorphic manifold of Ap-dimension n is a real 2
pn-dimensional or card(Λ)-
dimensional C∞-manifold X together with a family {(Uj, φj) : j ∈ Ψ} of charts such that
(i) each Uj is an open subset in X and
⋃
j∈Ψ Uj = X , where Ψ is a set;
(ii) for each j ∈ Ψ a mapping φj : Uj → Vj is a homeomorphism on an open subset Vj in
Anp ;
(iii) for each j, l ∈ Ψ a connection mapping φj◦φ
−1
l is an Ap-biholomorphic map (see §2.6)
from φl(Uj ∩ Ul) onto φj(Uj ∩ Ul). Such system is called an Ap-holomorphic atlas At(X) :=
{(Uj , φj) : j ∈ Ψ}. Each chart (Uj, φj) provides a system of Ap-holomorphic coordinates
induced from Anp . For short we shall write Ap-manifold instead of Ap-holomorphic manifold
and Ap-atlas instead of Ap-holomorphic atlas if other will not be specified.
For two Ap-manifolds X and Y with atlases At(X) := {(Uj , φj) : j ∈ ΨX} and At(Y ) :=
{(Wl, ψl) : l ∈ ΨY } a function f : X → Y is called Ap-holomorphic if ψl ◦ f ◦ φ
−1
j is Ap-
holomorphic on φj(Uj ∩ f
−1(Wl)). If f : X → Y is an Ap-biholomorphic epimorphism, then
X and Y are called Ap-biholomorphically equivalent.
A subset Z of an Ap-manifold X is called an Ap-submanifold, if φj(Uj ∩ Z) is an Ap-
submanifold in Anp for each chart (Uj , φj). If additionally Z is closed in X , then Z is called
a closed Ap-submanifold.
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2.11. Theorem. Let n ≥ 2, f1, ..., fn ∈ C
1
0,(z,z˜)(A
n
p ,Ap) with 2 ≤ p < ∞ or p = Λ
be a family of continuously Ap (z, z˜)-superdifferentiable functions satisfying compatibility
conditions:
(i) ∂fj/∂z˜k = ∂fk/∂z˜j for each j, k = 1, ..., n,
where C10,(z,z˜)(A
n
p ,Ap) is the subspace of C
1
(z,z˜)(A
n
p ,Ap) of functions with closed bounded sup-
port. Then there exists u ∈ C10,(z,z˜)(A
n
p ,Ap) satisfying the following ∂˜-equation:
(ii) ∂u/∂z˜j = fˆj, j = 1, ..., n;
in particular, (∂u/∂z˜j).1 = fj .
Proof. Using the beginning and the end of the proof of Theorem 2.3 we reduce the proof
of Theorem 2.11 to the case of finite p mentioning, that the intersection A ∩ θ(Ap)
n of a
closed bounded subset A in AnΛ for finite p is compact. We put
(iii) u(z) := −(2π)1−2
p
∫
θ(Ap)
[(fˆ1(ζ1, z2, ..., zn).dζ˜2p) ∧ η], where
η := (∂ζ1Ln(ζ1 − ζ2))M
∗
1 ]).[(∂ζ2Ln(ζ2 − ζ3))M
∗
2 ])...).[(∂ζmLn(ζm − z))M
∗
m]),
m = 2p − 1 (see §2.3). By changing of variables we get
u(z) := −(2π)1−2
p
∫
Ap
[(fˆ1(z1 + ζ1, z2, ..., zn).dζ˜2p) ∧ ψ], where
ψ := (∂ζ1Ln(ζ1 − ζ2))M
∗
1 ]).[(∂ζ2Ln(ζ2 − ζ3))M
∗
2 ])...).[(∂ζmLn(ζm))M
∗
m]),
m = 2p− 1. Therefore, u ∈ C1(z,z˜)(A
n
p ,Ap). Due to Theorem 2.3 ∂u/∂z˜1 = fˆ1 in A
n
p . In view
of Theorem 2.1 and the condition ∂f1/∂z˜k = ∂fk/∂z˜1 the following equality is satisfied
fˆk(z) = −(2π)
1−2p
∫
Ap
{[∂fˆk(ζ1, z2, ..., zn)/∂ζ˜1].dζ˜2p} ∧ ψ,
hence ∂u/∂z˜k = fˆk for k = 2, ..., n, that is, u satisfies equations (ii). From this it follows,
that u is Ap-holomorphic in A
n
p \(supp(f1)∪...∪supp(fn)). In view of formula (iii) it follows,
that there exists 0 < r <∞ such that
(iv) u(z) = 0 for each z ∈ Anp with |z2| + ... + |zn| > r. From ∂u/∂z˜1 = fˆ1 it follows,
that ∂u/∂z˜1 = 0 in A
n
p \ supp(f1). Consequently, there exists 0 < R < ∞ such that u may
differ from 0 on Anp \ B(A
n
p , 0, R) only on an Ap constant (see Theorem 3.28 and Note 3.11
in [20]). Together with (iv) this gives, that u(z) = 0 on Anp \B(A
n
p , 0,max(R, r)).
2.12. Theorem. Let U be an open subset in Anp , where n ≥ 2, 2 ≤ p < ∞ or p = Λ.
Suppose K is a bounded closed subset in U such that U \ K is connected. Then for every
Ap-holomorphic function h on U \ K there exists a function H Ap-holomorphic in U such
that H = h in U \K.
Proof. Take any infinite (z, z˜)-differentiable function χ on U with bounded closed sup-
port such that χ|V = 1 on some (open) neighbourhood V of K. Then consider a family
of functions fj such that fˆj(z, z˜).S = −{(∂χ/∂z˜).S}h in U \ K and fj = 0 outside U \ K
for each S in the set of generators of Ap, where j = 1, ..., n, fj(z) = fˆj(z).1. Therefore,
conditions of Theorem 2.11 are satisfied and it gives a function u ∈ C10,(z,z˜)(A
n
p ,Ap) such
that ∂u/∂z˜j = fˆj for each j = 1, ..., n. A desired function H can be defined by the formula
H := (1 − χ)h − u such that H is Ap-holomorphic in U . Since χ has a bounded closed
support, then there exists an unbounded connected subset W in Anp \ supp(χ). Therefore,
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u|W = 0, consequently, H|U∩W = h|U∩W . From (U \K)∩W 6= ∅ and connectedness of U \K
it follows, that H|U\K = h|U\K .
2.13. Remark. In the particular case of a singleton K = {z} Theorem 2.12 gives
nonexistence of isolated singularities, that is, each Ap-holomorphic function in U \ {z} for
U open in Anp with n ≥ 2 can be Ap-holomorphically extended to z. Theorem 2.12 is the
Ap-analog of the Hartog’s theorem for C
n.
2.14. Corollary. Let U be an open connected subset in Anp , 2 ≤ p < ∞ or p = Λ and
n ≥ 2. Suppose that f is a right superlinearly Ap-superdifferentiable function f : U → Ap
and N(f) := {z ∈ U : f(z) = 0}, then
(i) U \N(f) is connected,
(ii) N(f) is not bounded closed.
Proof. Reduce the proof of this corollary to the case of finite p using the beginning and
the end of the proof of Theorem 2.3. Since if statements (i, ii) are true in the projection
from AΛ on θ(Ap), then they are true for AΛ. (i). Write f in the form f =
∑2p−1
l=1 ilgl,
where gl := f2l−1 + i
∗
2l−1i2lf2l, f =
∑2p
s=1 is−1fs, fs are real-valued functions, {i0, ..., i2p−1}
is the set of generators of the Cayley-Dickson algebra Ap. In view of Proposition 2.3 and
Corollary 2.5.1 [20] each function gl is holomorphic in complex variables yk, k = 1, ..., 2
p−1,
where z =
∑2p−1
l=1 i2l−1yl, yl = x2l−1 + i
∗
2l−1i2lx2l, x1, ..., x2p ∈ R, z ∈ Ap.
Therefore, N(f) =
⋂2p−1
l=1 N(gl), consequently, U \ N(f) =
⋃2p−1
l=1 (U \ N(gl)). Then from
Corollary 1.2.4 [7] for complex holomorphic functions (i) follows.
(ii). Suppose that N(f) is bounded closed (compact for finite p). In view of (i) and
Theorem 2.12 the function 1/f can be Ap-holomorphically extended on N(f). This is the
contradiction, since f = 0 on N(f).
2.14.1. Note. Corollary 2.14 is not true for arbitrary Ap-holomorphic functions, for ex-
ample, f( 1z, 2z) = f1(
1z)f2(
2z) onB(A2p, 0, 2), where f1(
1z) := − 1z(
∑2p
l=1 il−1
1zil−1)/(2
p−
2) − r1, f2(
2z) := − 2z(
∑2p
l=1 il−1
2zil−1)/(2
p − 2) − r2 for finite 2 ≤ p, 0 < r1, 0 < r2,
r21 + r
2
2 < 4.
2.15. Theorem. Let U be an open subset in Anp , 2 ≤ p <∞ or p = Λ, f1,...,fn be infinite
Freche´t differentiable (by real variables) functions on U and suppose (z, z˜)-superdifferentiable
that Conditions 2.11.(i) are satisfied in U . Then for each open bounded polytor P = P1 ×
...× Pn such that cl(P ) is a subset in U , there exists a function u infinite differentiable (by
real variables) on P and satisfying Conditions 2.11.(ii) on P .
Proof. Using the beginning and the end of the proof of Theorem 2.3 reduce the proof
of this theorem to finite p. Suppose that the theorem is true for fm+1 = ... = fn = 0 on
U . The case m = 0 is trivial. Assume that the theorem is proved for m − 1. Consider
U ′ = U ′1 × ...× U
′
n and U” = U”1 × ...× U”n open polytors in A
n
p such that P ⊂ cl(P ) ⊂
U” ⊂ cl(U”) ⊂ U ′ ⊂ cl(U ′) ⊂ U . Take an infinite differentiable (by real variables) function
χ on U ′m with compact support such that χ|U”m = 1, χ = 0 in a neighbourhood of Ap \U
′
m.
There exists a function
η(z) := −(2π)1−2
p
∫
U ′m
[χ(ζ)(fˆm(
1z, ..., m−1z, ζ1,
m+1z, ..., nz).dζ˜2p)] ∧ ν,
where a differential form ν is given in §2.3 with ζ1, ζ2, ..., ζ2p−1 ∈ U
′
m and
mz here for ν
instead of z in §2.3. By changing of variables as in §2.3 we get
η(z) := −(2π)1−2
p
∫
Ap
[χ(ζ1 + z)(fˆm(
1z, ..., m−1z, ζ1 +
mz, m+1z, ..., nz).dζ˜2p)] ∧ ψ,
where the differential form ψ is the same as in §2.11. Consequently, ∂η/∂z˜m = fˆm in U”. In
view of Conditions 2.11(i) and differentiating under the sign of the integral, since the support
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of χ is compact, we get ∂η(z)/∂z˜ = fˆj = 0 on U
′ for j = m+1, ..., n, since fj = 0, fˆj.1 = fj ,
fˆj is the partial (super)derivative of some function ξj by z. Thus functions gj := fj − ∂η/∂z˜
for j = 1, ..., n fulfil the compatibility conditions 2.11(i), consequently, gm, ..., gn = 0 in U”.
And inevitably by the induction hypothesis there exists a function v ∈ C∞(P,Ap) such that
∂v/∂z˜j = gj in P for which u = v + η is the required solution.
2.16. Definition. Let W be an open subset in Anp , 2 ≤ p < ∞ or p = Λ and for each
open subsets U and V in Anp such that
(i) ∅ 6= U ⊂ V ∩W 6= V and
(ii) V is connected
there exists an Ap-holomorphic (right superlinearly superdifferentiable, in short RSS, cor-
respondingly) function f in W such that there does not exist any Ap-holomorphic (RSS)
function g in V such that g = f in U . Then W is called a domain of Ap (RSS, respectively)
holomorphy. Sets of Ap-holomorphic (RSS) functions inW are denoted by H(W ) (HRSS(W )
respectively).
2.17. Definition. Suppose that W is an open subset in Anp , 2 ≤ p < ∞ or p = Λ and
K is a closed bounded subset of W , then
(i) KˆHW := {z ∈ W : |f(z)| ≤ supζ∈K ‖fˆ(ζ)‖ for each f ∈ H(W )};
(ii) KˆHRSSW := {z ∈ W : |f(z)| ≤ supζ∈K |f(ζ)| for each f ∈ HRSS(W )};
these sets are called the H(W )-convex hull of K and the HRSS(W )-convex hull of K respec-
tively, where ‖fˆ(ζ)‖ := suph∈Anp ,|h|≤1 |fˆ(ζ).h|. If K = Kˆ
H
W or K = Kˆ
HRSS
W , then K is called
H(W )-convex or HRSS(W )-convex correspondingly.
2.18. Proposition. For each closed bounded subset K in Anp , 2 ≤ p <∞ or p = Λ, the
H(Anp )-hull and HRSS(A
n
p)-hull of K are contained in the R-convex hull of K.
Proof. Reduce the proof to the case of finite p using §2.3.
I. Consider at first the H(Anp )-hull of K. Each z ∈ A
n
p can be written in the form
z = ( 1z, ..., nz), jz ∈ Ap,
jz =
∑2p
l=1 xl,jSl, where xl,j = xl,j(z) ∈ R, Sl = il−1. If w ∈ A
n
p ,
w /∈ coR(K), then there are y1, ..., y2pn ∈ R such that
∑n
j=1
∑2p
l=1 xl,j(w)y2p(j−1)+l = 0, but∑n
j=1
∑2p
l=1 xl,j(w)y2p(j−1)+l < 0 if z ∈ K, where
coR(K) := {z ∈ A
n
p : there are a1, ..., as ∈ R and v1, ..., vs ∈ K such that z = a1v1+...+akvk}
denotes a R-convex hull of K in Anp . Put ζj =
∑
l,j y2p(j−1)+lSl, then f(z) := exp(
∑n
j=1 zj ζ˜j)
is the Ap-holomorphic function in A
n
p such that |f(z)| < 1 for each z ∈ K and |f(w)| = 1
for the marked point w above (see Corollary 3.3 [19]), since i2v = −1 for each v > 0. From
‖fˆ(ζ)‖ ≥ |f(ζ)| the first statement follows.
II. Consider now the HRSS(A
n
p )-hull of K. Each f ∈ HRSS(W ) has the form f =∑2p−1
l=1 ilgl, where each function gl is holomorphic in complex variables yk (see §2.14).
The set K has projection Kk on the complex subspaces C
n corresponding to variables
1yk, ...,
nyk. Therefore, (Kˆ
HRSS
Anp
)k ⊂ Kˆ
O
k,Cn for each k, where Kˆ
O
k,Cn denotes the complex
holomorphic hull of Kk in C
n. In view of Proposition 1.3.3 [7] KˆOk,Cn ⊂ coR(Kk), hence
KˆHRSSAnp ⊂ coR(K).
2.18.1. Note. Due to Proposition 2.18 above Corollary 1.3.4 [7] can be transferred on
H and HRSS for A
n
p instead of C
n. Also Ap-versions of Theorems 1.3.5, 7, 11, Corollaries
1.3.6, 8, 9, 10, 13 and Definition 1.3.12 are true in the HRSS-class of functions instead of
complex holomorphic functions.
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3 Integral representations of functions of Cayley-Dickson
variables
3.1. Definitions and Notations. Consider an Ap-valued function on A
n
p , 2 ≤ p < ∞ or
p = Λ such that
(i) (ζ, ζ) = ae with a ≥ 0 and (ζ, ζ) = 0 if and only if ζ = 0,
(ii) (ζ, z + ξ) = (ζ, z) + (ζ, ξ),
(iii) (ζ + ξ, z) = (ζ, z) + (ξ, z),
(iv) (αζ, z) = α(ζ, z) = (ζ, αz) for each α ∈ R and (ζα, ζ) = α˜(ζ, ζ) for each α ∈ Ap,
(v) (ζ, z).˜ = (z, ζ) for each ζ, ξ and z ∈ Anp , n ∈ N. Then this function is called the scalar
product in Anp . The corresponding norm is:
(vi) |ζ | = {(ζ, ζ)}1/2. In particular, it is possible to take the canonical scalar product:
(vii) < ζ ; z >:= (ζ, z) =
∑n
l=1
lζ˜ lz, where z = ( 1z, ..., nz), lz ∈ Ap.
Consider differential forms on Ap:
(1) φp,0(z) := dz˜ ∧ dz˜, φ
′
p,0(z) := z˜dz˜,
φp,k(z) := (i2k(dz˜i2k)) ∧ (i2k(dzi2k)), φ
′
p,k(z) := (i2k(z˜i2k)) ∧ (i2k(dzi2k)), for each k =
1, ..., 2p−1 − 1,
(2) w2p(z) := Cp{φp,0(z) ∧ φp,1(z) ∧ ... ∧ φp,2p−1−1(z)}q0(2p−1),
where Cp = const 6= 0;
(3) w2p,k(ζ − z) := {φp,0(ζ) ∧ ... ∧ φp,k−1(ζ) ∧ φ
′
p,k(ζ − z) ∧ φp,k+1(ζ) ∧ φp,2p−1−1(ζ)}q0(2p−1)
for each k = 0, ..., 2p−1 − 1,
where q0(s) means the associated product in definite order corresponding to the left pre-
ferred order of brackets, {b1...bs}q0(s) := (...((b1b2)b3)...bs−1)bs for b1, ..., bs ∈ Ap. Introduce
also differential forms:
(4) φˇp,0(ζ, z) := (dζ˜ − dz˜) ∧ dζ˜, φˇ
′
p,0(ζ, z) := (ζ˜ − z˜)dζ˜,
φˇp,k(ζ, z) := (i2k(dζ˜ − dz˜)i2k)) ∧ (i2k(dζi2k)), φˇ
′
p,k(ζ, z) := (i2k((ζ˜ − z˜)i2k)) ∧ (i2k(dζi2k)), for
each k = 1, ..., 2p−1 − 1,
(5) wˇ2p(ζ, z) := Cp{φˇp,0(ζ, z) ∧ φˇp,1(ζ, z) ∧ ... ∧ φˇp,2p−1−1(ζ, z)}q0(2p−1),
where Cp = ([(2
p − 2)!]2(2p−1 − 1))−1;
(6) wˇ2p,k(ζ, z) := {φˇp,0(ζ, z)∧...∧φˇp,k−1(ζ, z)∧φˇ
′
p,k(ζ, z)∧φˇp,k+1(ζ, z)∧...∧φˇp,2p−1−1(ζ, z)}q0(2p−1)
for each k = 0, ..., 2p−1 − 1,
(7) φˆp,0(ζ, z) := (dζ˜ − dz˜) ∧ (dζ˜ − dz˜), φˆ
′
p,0(ζ, z) := (ζ˜ − z˜)(dζ˜ − dz˜),
φˆp,k(ζ, z) := (i2k(dζ˜−dz˜)i2k))∧ (i2k((dζ−dz)i2k))), φˆ
′
p,k(ζ, z) := (i2k((ζ˜− z˜)i2k))∧ (i2k((dζ−
dz)i2k)), for each k = 1, ..., 2
p−1 − 1,
(8) wˆ2p(ζ, z) := Cp{φˆp,0(ζ, z) ∧ φˆp,1(ζ, z) ∧ ... ∧ φˆp,2p−1−1(ζ, z)}q0(2p−1),
where Cp = ([(2
p − 2)!]2(2p−1 − 1))−1;
(9) wˆ2p,k(ζ, z) := {φˆp,0(ζ, z)∧...∧φˆp,k−1(ζ, z)∧φˆ
′
p,k(ζ, z)∧φˆp,k+1(ζ, z)∧...∧φˆp,2p−1−1(ζ, z)}q0(2p−1)
for each k = 0, ..., 2p−1 − 1,
where we can express ζ˜ and z˜ in the ζ and z-representations respectively: z˜ = (2p−2)−1{−z+∑
s∈bˆ s(zs˜)} for each 2 ≤ p ∈ N. With the help of them construct differential forms on A
n
p :
(10) θz(ζ) := C
′
p|ζ − z|
−2pn
n∑
s=1
2p−1−1∑
q=0
{w2p(
1ζ) ∧ ...
∧w2p(
s−1ζ) ∧ w2p,q(
sζ − sz) ∧ w2p(
s+1ζ) ∧ ... ∧ w2p(
nζ)}q0(n),
(11) θˇ(ζ, z) := C ′p|ζ − z|
−2pn
n∑
s=1
2p−1−1∑
q=0
{wˇ2p(
1ζ, 1z) ∧ ...
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∧wˇ2p(
s−1ζ, s−1z) ∧ wˇ2p,q(
sζ, sz) ∧ wˇ2p(
s+1ζ, s+1z) ∧ ... ∧ wˇ2p(
nζ, nz)}q0(n);
(12) θˆ(ζ, z) := C ′p|ζ − z|
−2pn
n∑
s=1
2p−1−1∑
q=0
{wˆ2p(
1ζ, 1z) ∧ ...
∧wˆ2p(
s−1ζ, s−1z) ∧ wˆ2p,q(
sζ, sz) ∧ wˆ2p(
s+1ζ, s+1z) ∧ ... ∧ wˆ2p(
nζ, nz)}q0(n),
where C ′p := (2
pn)!!(2π)−2
p−1n; |ζ − z|2 is considered in the (ζ − z, ζ˜ − z˜)-representation:
| sζ− sz|2 = ( sζ− sz)( sζ˜− sz˜), |ζ− z|2 =
∑n
s=1 |
sζ− sz|2, ζ and z ∈ Anp . If U is an open
subset in Anp and f is a bounded Ap-differential form on U , then by the definition:
(13) (BUf)(z) :=
∫
ζ∈U
f(ζ) ∧ θˇ(ζ, z)
for each z ∈ Anp . If in addition U is with a continuous piecewise C
1-boundary (by the corre-
sponding real variables) and f is a bounded differential form on ∂U , then by the definition:
(14) (B∂Uf)(z) :=
∫
ζ∈∂U
f(ζ) ∧ θˇ(ζ, z)
for each z ∈ Anp .
3.2. Theorem. Let U be an open subset in Anp , 2 ≤ p ∈ N, with piecewise C
1-boundary
∂U . Suppose that f is a continuous function on cl(U) and ∂˜f is continuous on U in the
sense of distributions and has a continuous extension on cl(U). Then
(1) f = B∂Uf − BU ∂˜f on U,
where BU and B∂U are the Ap-integral operators given by Equations 3.1.(13, 14).
Proof. Write the variable z in the form z =
∑2p−1−1
l=0 i2lαl, where αl ∈ Cl := R⊕i
∗
2li2l+1R,
i2lαl = i2lxl + i2l+1yl, where xl, yl ∈ R. Then
(1) α0ik = ikα¯0 for each k > 0,
(2) i2k(dzi2k) = (
∑
l>0,l 6=k i2ldαl)− i2kdα¯k − dα¯0,
(3) (i2ldαl) ∧ dα¯0 = −dα0 ∧ (i2ldαl) for each l > 0,
(4) (i2ldαl) ∧ (i2qdαq) = (i2qdαq) ∧ (i2ldαl) for each l 6= q with l > 0 and q > 0,
(5) (i2ldαl) ∧ (i2ldα¯l) = 0 for each l > 0, then
(6) dα0 ∧ dα¯0 = −dα¯0 ∧ dα0 = −2i1dx0 ∧ dy0, dα0 ∧ dα0 = 0,
(7) (i2ldαl)∧ (i2ldαl) = 2i2li2l+1dxl ∧ dyl, dαl ∧ dα¯l = −2i
∗
2li2l+1dxl ∧ dyl = 2i2li2l+1dxl ∧ dyl
for each l > 0.
From Equations (1− 7) and dz˜ = dα¯0 −
∑
l>0 i2ldαl it follows, that
(8) φp,0(z) = (dα0 − dα¯0) ∧ (
∑
q>0 i2qdαq) +
∑
l>0
∑
q>0(i2ldαl) ∧ (i2qdαq),
(9) φp,k(z) = (dα0∧dα¯0)−(dαk∧dα¯k)+((2i2kdα¯k)∧(
∑
l>0,l 6=k i2ldαl))−
∑
l>0,l 6=k
∑
q>0,q 6=k(i2ldαl)∧
(i2qdαq)
for each k > 0. The differential form w2p is of degree 2
p in real coordinates x0, y0, ...,
x2p−1−1, y2p−1−1, hence it may contain only the multiplier dx0 ∧ dy0 or may contain only
dα0 ∧ dα¯0, hence all terms in w2p arising from the term (dα0 − dα¯0) ∧ (
∑
q>0 i2qdαq) in
φp,0(z) cancel, since φp,k(z) contains dα0 ∧ dα¯0 for each k > 0. Then from (3 − 5) it fol-
lows, that all terms arising from the term ((2i2kdα¯k) ∧ (
∑
l>0,l 6=k i2ldαl)) in φp,k(z) for k > 0
cancel in w2p. Thus for a choice of the multiplier dα0 ∧ dα¯0 in w2p there are (2
p−1 − 1)
possibilities among φp,q(z) with q = 1, .., 2
p−1 − 1 in the graded external product. After
a choice of dα0 ∧ dα¯0 for some q > 0 it remains (2
p − 2)(2p − 3)/2 variants for a choice
of the multiplier dα1 ∧ dα¯1 = (i2dα1) ∧ (i2dα1). Then by induction after choices of the
multipliers (i2vdαv) ∧ (i2vdαv) = dαv ∧ dα¯v for v = 0, 1, ..., q − 1 with q > 2 it remains
14
(2p − 2q)(2p − 2q − 1)/2 variants for choices of the multiplier (i2qdαq) ∧ (i2qdαq). Thus
(10) w2p = (−1)
2p−1−2Cp[(2
p − 2)!](2p−1 − 1)2−(2
p−1−1){(dα0 ∧ dα¯0) ∧ ((i2dα1) ∧ (i2dα1)) ∧
... ∧ ((i2p−2dα2p−1−1) ∧ (i2p−2dα2p−1−1))}q0(2p−1)
= (Cp[(2
p − 2)!]2(2p−1 − 1))dx0 ∧ dy0 ∧ dx1 ∧ dy1 ∧ ... ∧ dx2p−1−1 ∧ dy2p−1−1,
since (i0i1)(i2i3) = i
2
1 = −1, {(i0i1)(i2i3)...(i2p−2i2p−1)}q0(2p−1) = −1. Hence w2p is the volume
element on Ap equal to the Lebesgue measure µ on the underlying Euclidean space R
2p such
that µ([0, 1]2
p
) = 1, since Cp = ([(2
p − 2)!]2(2p−1 − 1))−1.
The differential form θˇ(ζ, z) has the decomposition
(11) θˇ(ζ, z) =
2p−1n−1∑
q=0
Υq(ζ, z),
where Υq(ζ, z) is the Ap-differential form with all terms of degree 2
pn − q − 1 by ζ and ζ˜
and their multiples on Ap constants and of degree q by z and z˜ and their multiples on Ap
constants. The differential form f(ζ) has the decomposition
(12) f(ζ) =
m∑
r=0
fr(ζ),
where m = deg(f), fr(ζ) is with all terms of degree r by ζ and ζ˜ and their multiples
on Ap constants. Then fr ∧ Υq = 0, when r > q + 1. By the definition of integration∫
ζ∈U fr(ζ)∧Υq(ζ, z) = 0 for r < q+1. If f is a function, then
∫
ζ∈∂U f(ζ)Υq(ζ, z) = 0 for each
q > 0, since ∂U has the dimension 2pn− 1, hence
(13) (B∂Uf)(z) =
∫
ζ∈∂U
f(ζ)θz(ζ),
since Υ0(ζ, z) = θz(ζ). If f is a 1-form, then
∫
ζ∈U f(ζ)∧Υq(ζ, z) = 0 for each q > 0, since U
has the dimension 2pn, consequently,
(14) (BUf)(z) =
∫
ζ∈U
f(ζ) ∧ θz(ζ).
In particular, there are identities in H: dξ ∧ jdζ = dξj ∧ dζ and (ξdζ).˜ = [dζ˜]ξ˜ for each
ξ, ζ ∈ H. Then
(i) dζ ∧ jdζ˜ ∧ dζ˜ ∧ dζ = 0,
(ii) dζ ∧ dζ˜ ∧ jdζ˜ ∧ dζ = 0,
(iii) dζ ∧ dζ˜ ∧ dζ˜ ∧ jdζ = 0, since j2 = −e and Re is the centre of the quaternion algebra
H, α and β ∈ C commute with dα, dα¯, dβ and dβ¯, where ζ = αe+ βj. From (i− iii) with
the help of bijective surjective mappings ζ 7→ jζ and ζ 7→ ζj it follows, that
(iv) dζ ∧ dζ˜ ∧ dζ˜ ∧ dζ = 0,
(v) dζ ∧ jdζ˜ ∧ jdζ˜ ∧ dζ = 0,
(vi) dζ ∧ jdζ˜ ∧ jdζ˜j ∧ jdζj = 0.
Write ξ ∈ Ap in the form ξ = α + βl, then ξ˜ = α˜ − βl, where α ∈ Ap−1 and β ∈ Ap−1,
l is the generator of the doubling procedure of Ap from Ap−1 [1], since there is the identity
βl = lβ˜. The decomposition ξ = α + βl is unique for each ξ ∈ Ap, where α = α(ξ) and
β = β(ξ) depend on ξ in general. Put
κp,0(z) := dz ∧ dz˜ and
κp,q(z) := (i2q(dzi2q))∧ (i2q(dzi2q)) for each 1 ≤ q ≤ 2
p−1−1. From Formulas (1−9) or from
Formulas (i− vi) and induction by p with the help of doubling procedures it follows, that
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(15) {φp,0(z) ∧ ... ∧ φp,v−1(z) ∧ κp,v(z) ∧ φp,v+1(z) ∧ ... ∧ φp,2p−1−1(z)}q0(2p−1) = 0
for each v = 0, 1, ..., 2p−1 − 1.
In the (ζ − z, ζ˜ − z˜)-representation
|ζ − z|2 =
∑n
s=1(
sζ˜ − sz˜)( sζ − sz), hence:
(16) dζ|ζ − z|
2pn = (2p−1n)|ζ − z|2
pn−2 ∑n
s=1{(d
sζ˜)( sζ − sz) + ( sζ˜ − sz˜)d sζ}.
From Formulas (15, 16) it follows, that
(17) dζ(|ζ − z|
2pnθz(ζ)) = C
′
p2
p−1n{w2p(
1ζ) ∧ ... ∧ w2p(
nζ)}q0(n),
since dζ = ∂ζ + ∂ζ˜ . Now calculate dζθz(ζ) in U \ {z} using Formulas (15− 17):
(18) dζθz(ζ) = 0.
There exists ǫ0 > 0 such that for each 0 < ǫ < ǫ0 the ball B(A
n
p , z, ǫ) := {ζ ∈ A
n
p :
|ζ − z| ≤ ǫ} and hence the sphere S(Anp , z, ǫ) := {ζ ∈ A
n
p : |ζ − z| = ǫ} = ∂B(A
n
p , z, ǫ) are
contained in U . Apply the Stoke’s formula for vector-valued functions and differential forms
componentwise, using the Euclidean space R2
pn underlying Anp , then
(19)
∫
S(Anp ,z,ǫ)
f(ζ)θz(ζ) =
∫
∂U f(ζ)θz(ζ) −
∫
Uǫ[df(ζ)] ∧ θz(ζ), where Uǫ := U \ B(A
n
p , z, ǫ),
0 < ǫ < ǫ0. Therefore, from (15, 18) it follows, that
(20) BUdf = BU ∂˜f , since df = ∂f + ∂˜f , where ∂f(ζ) = (∂f(ζ)/∂ζ).dζ , ∂˜f(ζ) =
(∂f(ζ)/∂ζ˜).dζ˜, f(ζ) = f(ζ, ζ˜) is the abbreviated notation.
In view of Formula (18) and the Stoke’s formula:
(21)
∫
S(Anp ,z,ǫ)
θz(ζ) = [(2π)
2p−1n/(2pn)!!]−1[ǫ−4n]
∫
B(Anp ,z,ǫ)
(dV )e = e, where dV is the stan-
dard volume element of the Euclidean space R2
p
n. In the even dimensional Euclidean space
R2k the volume V2k of the ball of radius 1 relative to the standard Lebesgue measure λ with
λ([0, 1]2k) = 1 is V2k = (2π)
k/(2k)!! (see §XI.4.2, Example 3, in [27]). Then Formula (21)
implies, that
limǫ→0
∫
S(Anp ,z,ǫ)
f(ζ)θz(ζ) = f(z), since∫
S(Anp ,z,ǫ)
(f(ζ)− f(z))θz(ζ) = ǫ
−2pn+1
∫
S(Anp ,z,ǫ)
(f(ζ)− f(z))[|ζ − z|2
pn−1θz(ζ)]. The form [|ζ −
z|2
pn−1θz(ζ)] is bounded on U , consequently, |
∫
S(Anp ,z,ǫ)
(f(ζ)− f(z))θz(ζ)| ≤ C1max{|f(ζ)−
f(z)| : ζ ∈ B(Anp , z, ǫ)}, where C1 is a positive constant independent of f and ǫ for each
0 < ǫ < ǫ0. Therefore, Formula (1) follows from Formula (19) by taking the limit when ǫ > 0
tends to zero and using Identity (20).
3.3. Corollary. Let U be an open subset in Anp , 2 ≤ p ∈ N, and f be a continuous
function on cl(U) and Ap-holomorphic on U . Then
(1) f = B∂Uf on U ,
where BU and B∂U are the integral operators given by Equations 3.1.(13, 14).
Proof. From ∂˜f = 0, since ∂f(ζ)/∂ζ˜ = 0, and Formula 3.2.(1) implies Formula 3.3.(1).
3.4. Definitions and Notations. Suppose that U is a bounded open subset in Anp and
ψ(ζ, z) be an Ap-valued C
1-function (by the corresponding real variables) defined on V ×U ,
where V is a neighbourhood of ∂U in Anp , such that
(1) < ψ(ζ, z); ζ − z > 6= 0 for each (ζ, z) ∈ ∂U × U . Then ψ is called an Ap-boundary
distinguishing map. Consider the function:
(2) ηψ(ζ, z, λ) := λ(ζ − z) < ζ − z; ζ − z >−1
+(1− λ)ψ(ζ, z) < ζ − z;ψ(ζ, z) >−1,
(see Formula 3.1.(vii)) and the differential forms:
(3) φˇp,0(
sη˜ψ(ζ, z, λ), sζ) := [(∂˜ sζ, sz + dλ)
sη˜ψ(ζ, z, λ)] ∧ d sζ˜,
φˇ′p,0(
sη˜ψ(ζ, z, λ), sζ) := sη˜ψ(ζ, z, λ)d sζ˜,
(4) φˇp,u(
sη˜ψ(ζ, z, λ), sζ) := (i2u{[(∂˜ sζ, sz + dλ)
sη˜ψ(ζ, z, λ)]i2u}) ∧ (i2u(d
sζi2u)),
φˇ′p,u(
sη˜ψ(ζ, z, λ), sζ) := [i2u(
sη˜ψ(ζ, z, λ)i2u)](i2u(d
sζi2u)) for each u > 0,
(5) φˇp,0(
sη˜ψ(ζ, z, 0), sζ) := [∂˜ sζ, sz
sη˜ψ(ζ, z, 0)] ∧ d sζ˜,
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φˇp,u(
sη˜ψ(ζ, z, 0), sζ) := (i2u{[∂˜ sζ, sz
sη˜ψ(ζ, z, 0)]i2u}) ∧ (i2u(d
sζi2u)) for each u > 0,
(6) wˇ2p(
sη˜ψ(ζ, z, λ), sz) := Cp{φˇp,0(
sη˜ψ(ζ, z, λ), sz) ∧ φˇp,1(
sη˜ψ(ζ, z, λ), sz) ∧ ...
∧φˇp,2p−1−1(
sη˜ψ(ζ, z, λ), sz)}q0(2p−1),
where Cp = ([(2
p − 2)!]2(2p−1 − 1))−1;
(7) wˇ2p,u(
sη˜ψ(ζ, z, λ), sz) := {φˇp,0(
sη˜ψ(ζ, z, λ), sz) ∧ ... ∧ φˇp,u−1(
sη˜ψ(ζ, z, λ), sz)∧
φˇ′p,u(
sη˜ψ(ζ, z, λ), sz) ∧ φˇp,u+1(
sη˜ψ(ζ, z, λ), sz) ∧ ... ∧ φˇp,2p−1−1(
sη˜ψ(ζ, z, λ), sz)}q0(2p−1),
analogously to (3 − 7) there are defined φˇp,u(
sψ˜(ζ, z)), φˇ′p,u(
sψ˜(ζ, z)), wˇ2p(
sψ˜(ζ, z), sz),
wˇ2p,u(
sψ˜(ζ, z), sz) for each u ≥ 0 with sψ˜(ζ, z) instead of sη˜ψ(ζ, z, λ);
(8) φζ,z := φζ,z(ψ(ζ, z); ζ) := C
′
p < ψ(ζ, z); ζ − z >
−2p−1n
n∑
s=1
2p−1−1∑
u=0
{wˇ2p(
1ψ˜(ζ, z), 1z) ∧ ... ∧ wˇ2p(
s−1ψ˜(ζ, z), s−1z)∧
wˇ2p,u(
sψ˜(ζ, z), sz) ∧ wˇ2p(
s+1ψ˜(ζ, z), s+1z) ∧ ... ∧ wˇ2p(
nψ˜(ζ, z), nζ)}q0(n);
(9) φ¯ζ,z,λ := φ¯ζ,z,λ(ψ(ζ, z); ζ) :=
C ′p
n∑
s=1
2p−1−1∑
u=0
{wˇ2p(
1η˜ψ(ζ, z, λ), 1z) ∧ ... ∧ wˇ2p(
s−1η˜ψ(ζ, z, λ), s−1z)∧
wˇ2p,u(
sη˜ψ(ζ, z, λ), sz) ∧ wˇ2p(
s+1η˜ψ(ζ, z, λ), s+1z) ∧ ... ∧ wˇ2p(
nη˜ψ(ζ, z, λ), nζ)}q0(n).
If f is a bounded differential form on U , then define the integral operators:
(10) (Lψ∂Uf)(z) :=
∫
ζ∈∂U
f(ζ) ∧ φζ,z(ψ(ζ, z); ζ),
(11) (Rψ∂Uf)(z) :=
∫
ζ∈∂U,0≤λ≤1
f(ζ) ∧ φ¯ζ,z,λ(ψ(ζ, z); ζ).
3.5. Theorem. Let U be an open subset in Anp , 2 ≤ p ∈ N, with a piecewise C
1-boundary
and let ψ be an Ap-boundary distinguishing map for U . Suppose that f is a continuous
mapping f : cl(U) → Ap such that ∂˜f is also continuous on U in the sence of distributions
and has a continuous extension on cl(U). Then
(1) f = (Lψ∂Uf)− (R
ψ
∂U ∂˜f)− (BU ∂˜f) on U,
where the Ap integral operators BU , L
ψ
∂U and R
ψ
∂U are given by Equations 3.1(13), 3.4(10, 11).
Proof. There is the decomposition:
(2) φ¯ζ,z,λ =
∑2p−1n−1
q=0 Υ
ψ
q (ζ, z, λ),
where Υψq (ζ, z, λ) is a differential form with all terms of degree q by z and z˜ and their
multiples on Ap constants and of degree (2
pn − q − 1) by (ζ, λ) (including ζ˜ and multiples
of ζ and ζ˜ on Ap constants). A differential form f has Decomposition 3.2(12). If ψ(z) is
an Ap z-superdifferentiable nonzero function on an open set V in A
n
p , then differentiating
the equality (ψ(z))(ψ(z))−1 = e gives (ψ(z)){dz(ψ(z))
−1.h} = −(dzψ(z).h)(ψ(z))
−1 for each
z ∈ V and each h ∈ Anp . Then∫
ζ∈∂U,0≤λ≤1 fr(ζ) ∧Υ
ψ
q (ζ, z, λ) = 0 for each r 6= q + 1,
since dim(∂U) = 2pn− 1, dλ ∧ dλ = 0 and dλ commutes with each b ∈ Ap. Therefore,
(3) Rψ∂Ufr =
∫
ζ∈∂U,0≤λ≤1 fr(ζ) ∧ Υ
ψ
r−1(ζ, z, λ) for each 1 ≤ r ≤ 2
p−1n and Rψ∂Ufr = 0 for
r = 0 or r > 2p−1n. In particular, if f = f1, then
(4) Rψ∂Uf1 =
∫
ζ∈∂U,0≤λ≤1 f1(ζ) ∧ φ¯ζ,λ(ψ(ζ, z); ζ),
where φ¯ζ,λ(ψ(ζ, z); ζ), is obtained from φ¯ζ,z,λ(ψ(ζ, z); ζ) by substituting all ∂˜ sζ, sz in Formulas
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3.4(3−7, 9, 11) on ∂˜ sζ . On the other hand, with the help of Formulas 3.2(1−9, 15) each Ap
external derivative ∂˜ sζ can be replaced on d sζ in φ¯ζ,λ(ψ(ζ, z); ζ) in Formula (4). For φζ,z
there is the decomposition:
(5) φζ,z =
∑2p−1n−1
q=0 Υ
ψ
q (ζ, z), where Υ
ψ
q (ζ, z) is a differential form with all terms of degree
q by z and z˜ and their multiples on Ap constants and of degree 2
pn− q − 1 by ζ and ζ˜ and
their multiples on Ap constants. Therefore,
(6) Lψ∂Ufr =
∫
ζ∈∂U fr ∧Υ
ψ
r (ζ, z) for each 0 ≤ r ≤ 2
p−1n− 1
and Lψ∂Ufr = 0 for r ≥ 2
p−1n. In particular, for f = f0:
(7) Lψ∂Uf0 =
∫
ζ∈∂U f0(ζ)φζ(ψ(ζ, z); ζ),
where φζ(ψ(ζ, z)), is obtained from φζ,z(ψ(ζ, z); ζ) by substituting all ∂˜ζ,z in Formulas 3.4.(3−
10) on ∂˜ζ .
In view of Formula 3.2(1) it remains to prove, that Rψ∂U ∂˜f = L
ψ
∂Uf − B∂Uf on U . For
each ζ in a neighborhood of ∂U there is the identity:
(8) < ηψ(ζ, z, λ); ζ − z >= 1 for each 0 ≤ λ ≤ 1, hence dζ,z,λ < η
ψ(ζ, z, λ); ζ − z >= 0.
By Formulas 3.2(15− 18) :
(9) dζ,λφ¯ζ,z,λ = 0. From Identities 3.2(15− 18) it follows, that
(10) ∂ζf ∧ φ¯ζ,λ = 0. Therefore, from (4), (9), (10) it follows, that
(11) dζ,λ[f(ζ)φ¯ζ,λ] = [∂˜ζf(ζ)] ∧ φ¯ζ,λ, since ∂˜ζf(ζ) =
∑n
s=1(∂f(ζ, ζ˜)/∂
sζ˜).d sζ˜ . Due to
Formulas 3.2(15− 17) and 3.4(1− 9):
(12) φ¯ζ,λ|λ=0 = φζ, φ¯ζ,λ|λ=1 = θz(ζ).
If Υ(ζ, z, λ) is a differential form over Ap, then
Υ(ζ, z, λ) =
∑2p−1
s=0 Ψs(ζ0, ..., ζ2p−1, z0, ..., z2p−1, λ)is,
where ζ = ζ0i0 + ... + ζ2p−1i2p−1, ζ, z ∈ Ap, ζ0, ..., ζ2p−1, z0, ..., z2p−1, λ ∈ R, {i0, ..., i2p−1}
denotes the set of standard generators of Ap, Ψs is with values in R for each s = 0, ..., 2
p−1.
From the Stoke’s formula for vector-valued differential forms, in particular, for
[f(ζ)φ¯ζ,z,λ(ψ(ζ, z); ζ)] on ∂U × [0, 1] and Formulas (4), (7), (11), (12) above it follows the
statement of this theorem.
3.6. Corollary. Let conditions of Theorem 3.5 be satisfied and let f be an Ap holomor-
phic function on U , then f = Lψ∂Uf on U .
3.7. Remark. For n = 1 Formula 3.2.(1) produces another analog of the Cauchy-Green
formula (see Theorem 2.1 and Remark 2.1.1) without using the Ap line integrals. This is
caused by the fact that the dimension of Ap over R is greater, than 2: dimRAp = 2
p, that
produces new integral relations. Theorem 3.2 can be used instead of Theorem 2.1 to prove
theorems 2.3 and 2.11 (with differential forms of Theorem 3.2 instead of differential forms
of Theorem 2.1).
If ψ(ζ, z) = ζ − z, then Lψ∂U = B∂U and R
ψ
∂U = 0, hence Formula 3.5.(1) reduces to
Formula 3.2.(1). For a function f or a 1-form f Formulas 3.2(13, 14) respectively are valid
as well for θ¯(ζ, z) instead of θz(ζ), where dζ,zθ¯(ζ, z) = 0 for each ζ 6= z. A choice of φp,s
and w2p is not unique, for example, dζ˜ ∧ dζ ∧ dζ ∧ dζ may be taken in H, since it gives
up to a multiplier Ce, where C is a real constant, the canonical volume element in H and
dζ ∧ dζ ∧ dζ ∧ dζ = 0.
Formulas 3.2.(1) and 3.5.(1) for functions of Ap variables are the Ap analogs of the
Martinelli-Bochner and the Leray formulas for functions of complex variables respectively,
where ψ(ζ, z) is theAp analog of the Leray complex map (see §3.4). In theAp case the algebra
of differential forms bears the additional gradation structure and have another properties,
than in the complex case (see also §§2.8 and 3.7 [19]). Lemma 3.9 below shows, that the Ap
boundary distinguishing maps exist.
3.8. Definitions and Notations. Let a subset U in Anp , 2 ≤ p ∈ N or p = Λ, be given
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by the equation:
(1) U := {z ∈ Anp : ρ(z) < 0}, where ρ is a real-valued C
2-function such that there exists
a constant ǫ0 > 0 for which:
(2)
∑2pn
l,m=1(∂
2ρ(z)/∂xl∂xm)tltm ≥ ǫ0|t|
2 for each t ∈ R2
p
n for finite p with
lz =
∑2p
m=1 x2p(l−1)+mSm, Sm := im−1 for each m, xl ∈ R; or
(2)′
∑n
l,m=1(∂
2ρ(z)/∂ lz∂ mz˜).( lh, mh˜) ≥ ǫ0‖h‖
2 for each h ∈ Anp for infinite p = Λ, where
z = ( 1z, ..., nz), lz ∈ Ap. Then U is called strictly convex open subset (with C
2-boundary).
Let
(3) wρ(z) := (∂ρ(z)/∂
1z, ..., ∂ρ(z)/∂ nz).
Put for finite 2 ≤ p ∈ N
vρ(z) :=
∑2p
m=1(wρ.Sm)Sm, where as usually wρ.Sm = (dzρ(z)).Sm is the differential of the
function ρ.
For infinite p = Λ take a collar neighborhood V for ∂U such that for each ζ ∈ V
there exists a unique point ξ ∈ ∂U , for which ζ belongs to the segment of the straight line
intersecting ∂U at the point ξ along an outside normal (perpendicular) vector nξ to ∂U at
the point ξ ∈ ∂U , ξ = ξ(ζ). Put
< vρ(ζ); h >:=
∑
m < ((∂ρ(ζ)/∂ζ).Sm)Sm; h >,
where h ∈ Anp , that defines vρ, since ‖h‖ < ∞ for each h ∈ A
n
p and (∂ρ(ζ)/∂ζ) ∈ C
1 is a
bounded operator for each ζ .
3.9. Lemma. Let the function vρ be as in §3.8. Then vρ is the Ap-boundary distinguish-
ing map for U .
Proof. Since SmSl = (−1)
κ(Sm)κ(Sl)SlSm for each m 6= l, where κ(S1) = 0, κ(Sm) = 1 for
each m > 1, then
< vρ(ζ); ζ − z > + < ζ − z; vρ(ζ) >= 2
∑2pn
l=1(∂ρ(ζ)/∂xl)xl(ζ − z),
when p is finite, where xl = xl(ζ) and xl(ζ − z) are real coordinates corresponding to ζ and
ζ − z. For infinite p = Λ there is the equality:
< vρ(ζ); ζ − z > + < ζ − z; vρ(ζ) >= 2Re[
∑n
l=1(∂ρ(ζ)/∂
lζ).( lζ − lz)].
By the Taylor’s theorem: ρ(z) = ρ(ζ)− < vρ(ζ); ζ − z > /2− < ζ − z; vρ(ζ) > /2 +∑n
l,m=1(∂
2ρ(ζ)/∂ lζ∂ mζ).(( lζ − lz), ( mζ − mz)/2 + o(|ζ − z|2). Therefore, there exists a
neighborhood V of ∂U and ǫ1 > 0 such that
(1) (< vρ(ζ); ζ − z > + < ζ − z; vρ(ζ) >)/2 ≥ ρ(ζ) − ρ(z) + ǫ0|ζ − z|
2/4 for each ζ ∈ V
and |ζ − z| ≤ ǫ1, where a =
∑
m amSm for each a ∈ Ap, am are reals. If z ∈ U , ζ ∈ ∂U ,
|z − ζ | ≤ ǫ1, then by (1): (< vρ(ζ); ζ − z > + < ζ − z; vρ(ζ) >) ≥ −ρ(z) > 0. If |ζ − z| > ǫ1,
put z1 := (1 − ǫ1|ζ − z|
−1)ζ + ǫ1|ζ − z|
−1z, then ζ − z1 = ǫ1|ζ − z|
−1(ζ − z), consequently,
(< vρ(ζ); ζ − z > + < ζ − z; vρ(ζ) >)e/2 ≥ −ρ(z1). Evidently, U is convex and z1 ∈ U .
3.10. Theorem. Let U be a strictly convex open subset in Anp , 2 ≤ p ∈ N or p = Λ,
(see 3.8.(1)) and let f be a continuous function on U with continuous ∂˜f on U in the sense
of distributions having a continuous extension on cl(U) such that 2.11.(i) is satisfied. Then
there exists a function u on U which is a solution of the ∂˜-equation 2.11.(ii).
Proof. Reduce the proof to the finite case as in §2.3. In proofs of Theorems 2.3 and
2.11 take in Formula 3.5(1) χf instead of f , which is possible due to Lemma 3.9, choosing
ψ = vρ and supp(χ) as a proper subset of U . Then L
ψ
∂Uχf = 0 and R
ψ
∂Uχf = 0, hence χf =
−BU ∂˜χf . For each fixed z ∈ U a subset
lUη := {ξ ∈ Ap : ρ(
1z, ..., l−1z, ξ, l+1z, ..., nz) <
0} is strictly convex in Ap due to 3.8(1, 2), where η := (
1z, ..., l−1z, l+1z, ..., nz). Apply
3.5(1) by a variable ξ in lUη, in particular, for l = 1, for which vρ by the variable ξ is
the Ap-boundary distinguishing map for
1Uη. Therefore, u(z) := −B 1Uη
1fˆ(ξ, η).dξ˜ with
z = (ξ, η), ξ ∈ 1Uη solves the problem.
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4 Manifolds over Cayley-Dickson algebras
4.1. Definitions and Notations. Suppose that M is an Ap manifold and let RL(N,Ap)
be the family of all right Ap-superlinear operators A : A
N
p → A
N
p , where 2 ≤ p ∈ N or p = Λ.
Then an Ap holomorphic vector bundle Q of Ap dimension N over M is a C
∞-vector bundle
Q over M with the characteristic fibre ANp together with an Ap holomorphic atlas of local
trivializations: ga,b : Ua ∩ Ub → RL(N,Ap), where Ua ∩ Ub 6= ∅, {(Ua, ha) : a ∈ Υ} = At(Q),⋃
a Ua = M , Ua is open inM , ha : Q|Ua → Ua×A
N
p is the bundle isomorphism, (z, ga,b(z)v) =
ha ◦ h
−1
b (z, v), z ∈ Ua ∩ Ub, v ∈ A
N
p . If YN is the underlying to A
N
p real vector space, then
suppose, that each ga,b induces a R-linear isomorphism of YN onto itself. Since M has the
real underlying manifold MR, then there exists the tangent bundle TM such that TxM is
isomorphic with Anp for each x ∈ M , since TUa = Ua × A
n
p for each a, where dimApM = n
is the Ap dimension of M .
If X is a Banach space over Ap (with left and right distributivity laws relative to multi-
plications of vectors in X on scalars from Ap), then denote by X
∗
q the space of all additive
R-homogeneous functionals on X with values in Ap. Clearly X
∗
q is the Banach space over
Ap. Then T
∗M with fibres ((Anp)q)
∗ denotes the Ap cotangent bundle of M and Λ
rT ∗M
denotes the vector bundle whose sections are Ap r-forms on M , where Sbdxb ∧ Sadxa =
−(−1)κ(Sa)κ(Sb)Sadxa ∧ Sbdxb for each Sa 6= Sb ∈ {i0, ..., i2p−1}, dz =
∑2p
m=1 dxmSm, z ∈ Ap,
xb ∈ R.
The Ap holomorphic Cousin data in Q is a family {fa,b : a, b ∈ Υ} of Ap holomorphic
sections fa,b : Ua ∩ Ub → Q such that fa,b + fb,l = fa,l in Ua ∩ Ub ∩ Ul for each a, b, l ∈ Υ.
A finding of a family {fa : a ∈ Υ} of Ap holomorphic sections fa : Ua → Q such that
fa,b = fa − fb in Ua ∩ Ub for each a, b ∈ Υ will be called the Ap Cousin problem.
4.2. Theorem. Let M be an Ap manifold and Q be an Ap holomorphic vector bundle
on M , where 2 ≤ p ∈ N or p = Λ. Then Conditions (i, ii) are equivalent:
(i) each Ap holomorphic Cousin problem in M has a solution;
(ii) for each Ap holomorphic section f of Q such that ∂˜f = 0 on M , there exists a
C∞-section U of Q such that (∂u/∂z˜) = fˆ on M .
Proof. (i) → (ii). In view of Theorems 2.11 and 3.10 there exists an (open) covering
{Ua : a} of M and C
∞-sections ub : Ub → Q such that (∂ub/∂z˜) = fˆ in Ub. Then (ub − ul)
is Ap holomorphic in Ub ∩ Ul and their family forms the Ap holomorphic Cousin data in Q.
Put u := ub − hb on Ub, where ub − ul = hb − hl, hb : Ub → Q is an Ap holomorphic section
given by (i).
(ii) → (i). Take a C∞-partition of unity {χb : b} subordinated to {Ub : b} and cb :=
−
∑
a χafa,b on Ub, then fl,b =
∑
a χa(fl,a+fa,b) = cl−cb in Ul∩Ub, hence (∂cl/∂z˜) = (∂cb/∂z˜)
in Ul ∩Ub. By (ii) there exists a C
∞-section u : M → Q with (∂u/∂z˜) = (∂cb/∂z˜) on Ub and
hb := cb − u on Ub gives the solution.
4.3. Definitions. Suppose U is an open subset in Ap, then a C
2-function ρ : U → R is
called subharmonic (strictly subharmonic) in U if
∑2p
m=1 ∂
2ρ/∂x2m ≥ 0 (
∑2p
m=1 ∂
2ρ/∂x2m > 0
correspondingly) for finite p ≥ 2; or
(∂2ρ(z)/∂z∂z˜).(ξ, ξ˜) ≥ 0 (or > 0) for each z ∈ U and each 0 6= ξ ∈ Ap for p = Λ, where
z =
∑2p
m=1 xmSm ∈ U , where xm ∈ R for each m.
If U is an open subset in Anp , then a C
2-function ρ : U → R such that the function
ζ 7→ ρ(v + ζw) is subharmonic (strictly subharmonic) on its domain for each v, w ∈ Anp is
called plurisubharmonic (strictly plurisubharmonic correspondingly) function, where ζ ∈ Ap.
A Cv-function ρ on an Ap manifold M is called a strictly plurisubharmonic exhausting
Cv-function for M , 2 ≤ v ∈ N, if ρ is a strictly plurisubharmonic Cv-function on M and for
each α ∈ R the set {z ∈M : ρ(z) < α} is bounded in M .
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4.4. Theorem. Let M be an Ap manifold with strictly plurisubharmonic exhausting
function ρ such that ρ is a Cωz,z˜-function and let Q be an Ap holomorphic vector bundle on
M , Uα := {z ∈M : ρ(z) < α} for α ∈ R, where 2 ≤ p ∈ N or p = Λ.
(i). Suppose that dρ(z) 6= 0 for each z ∈ ∂Uα for a marked α ∈ R. Then every continuous
section f : cl(Uα) → Q which is Ap holomorphic on Uα can be approximated (uniformly for
finite p) on cl(Uα) by Ap holomorphic sections of Q on M .
(ii). For each continuous mapping f : M → Q such that ∂˜f = 0 on M there exists a
continuous mapping u : M → Q such that ∂u/∂z˜ = fˆ on M .
Proof. For a Cωz,z˜-function ρ : U → R (that is, ρ is locally analytic in variables (z, z˜),
R = Re →֒ Ap) there is the identity:∑
l,m,a,b(∂
2ρ/∂ lxa∂
mxb)t2p(l−1)+at2p(l−1)+b =∑
m,l(∂
2ρ(z)/∂ lz∂ mz).((∂ lz/∂ lxa)t2p(l−1)+a, (∂
mz/∂ lxb)t2p(l−1)+b)
=
∑n
m,l=1(∂
2ρ(z)/∂ lz∂ mz˜).( lξ, mξ˜) for finite p, since ∂ lz/∂ lxa = Sa, ∂
lz˜/∂ lxa = (−1)
κ(Sa)Sa,
where lξ =
∑2p
m=1 t2p(l−1)+mSm, Sm = im−1 for eachm,
lz =
∑2p
m=1
lxmSm, tb ∈ R,
lxm ∈ R.
Therefore, a Cωz,z˜-function ρ is strictly plurisubharmonic on U if and only if
(1)
∑n
m,l=1(∂
2ρ(z)/∂ lz∂ mz˜).( lξ, mξ˜) > 0 for each z ∈ U and each 0 6= ξ ∈ Anp , where
ξ = ( 1ξ, ..., nξ) (see also §2 [19, 20]). Consider a proper bounded closed subset A in M such
that dρ(z) 6= 0 for each z ∈ A. Then for each ǫ > 0 there exists a strictly plurisubharmonic
function ρǫ : M → R such that ρe is a C
ω
z,z˜-function on M and (i− iii) are fulfilled:
(i) ρ− ρǫ together with its first and second derivatives is not greater than ǫ on M ;
(ii) the set Crit(ρǫ) := {z ∈M : dρǫ(z) = 0} is discrete in M ;
(iii) ρǫ = ρ on A (see also Lemma 2.1.2.2 [7] in the complex case).
The space Cωz (U,Ap) is dense in C
0(U,Ap) for each open U in A
n
p (see §2.7 and Theorem
3.28 in [19, 20]). Suppose β ∈ R and dρ(z) 6= 0 for z ∈ ∂Uβ and f : cl(Uβ) → Q is a
continuous section Ap holomorphic on Uβ. Therefore, for each β ≤ α < ∞ if dρ(z) 6= 0 for
each z ∈ ∂Uα, then f can be approximated (uniformly for finite p) on cl(Uβ) by continuous
sections on cl(Uα) that are holomorphic on Uα. There exists a sequence β < α1 < α2 < ...
such that liml αl = ∞ and dρ(z) 6= 0 for each z ∈ ∂Uαl , since Crit(ρ) is discrete. For each
ǫ > 0 and each natural number s satisfying 2 ≤ s ≤ p there exists a continuous section
fl : cl(Uαl) → Q such that fl is Ap holomorphic on Uαl and ‖fl+1 − fl‖C0(Uαl,s) < ǫ2
−l−1
for each l ∈ N, where f0 := f , Ms denotes the (2
s-dimensional over R) closed submanifold
in M induced by the embedding of As into Ap, when p is infinite, or put Ms = M for
finite p taking s = p, Uαl,s := Uαl ∩Ms. Therefore, the sequence {fl : l ∈ N} converges to
the As holomorphic section g : Ms → Q uniformly on each compact subset P in Ms and
‖f − g‖C0(Uβ,s) < ǫ.
The second statement (ii) follows from (i) and Theorems 2.11, 3.10, since Crit(ρ) is
discrete in M and there exists a sequence of continuous Q-valued functions on cl(Uαl) such
that ∂ul/∂z˜ = fˆ in the sense of distributions on Uαl ,
⋃
l Uαl = M (see also the complex case
in §2.12.3 [7] mentioning, that Lemma 2.12.4 there can be reformulated and proved for an
Ap manifold M on A
n
p instead of a complex manifold on C
n).
4.5. Definitions. Let M be an Ap manifold (see §2.10), where 2 ≤ p ∈ N or p = Λ. For
a closed bounded subset G inM put: GˆHM := {z ∈M : |f(z)| ≤ supζ∈G |fˆ(ζ)| ∀f ∈ H(M)}.
Such GˆHM is called the H(M)-hull of G. If G = Gˆ
H
M , then G is called H(M)-convex. An Ap
manifold M is called Ap holomorphically convex if for each closed bounded subset G in M
the set GˆHM is closed and bounded.
An Ap manifold M with a countable atlas At(M) having dimension n over Ap and
satisfying (i, ii):
(i) M is Ap holomorphically convex;
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(ii) for each z ∈M there are 1f, ..., nf ∈ H(M) and there exists a neighbourhood U of
z such that the map U ∋ ζ 7→ ( 1f(ζ), ..., nf(ζ)) is Ap biholomorphic (see §2.6), then M is
called an Ap Stein manifold.
4.6. Remark. If M1 and M2 are two Ap Stein manifolds, then M1 ×M2 is an Ap Stein
manifold. If N is a closed Ap submanifold of a Ap Stein manifold M , then N is also an Ap
Stein manifold.
4.7. Theorem. Let M be an Ap Stein manifold, where 2 ≤ p ∈ N or p = Λ. Then for
each H(M)-convex closed bounded subset P in M , P 6= M and each neighborhood VP of P
there exists a strictly plurisubharmonic exhausting Cωz,z˜-function ρ on M such that ρ < 0 on
P and ρ > 0 on M \ VP .
The proof of this theorem is analogous to that of Theorem 2.3.14 [7] in the complex
case taking ρ(z) := −1 +
∑∞
l=1
∑N(l)
k=1 f
k
l (z)(f
k
l (z))
.˜ for each z ∈ M , where fkl ∈ C
ω
z,z˜, M =⋃
l Pl, Pl ⊂ Int(Pl+1) for each l ∈ N, each Pl is H(M)-convex,
∑N(l)
k=1 |f
k
l (z)|
2 < 2−l for
each z ∈ Pl,
∑N(l)
k=1 |f
k
l (z)|
2 > l for each z ∈ Pl+2 \ Ul, Ul := Int(Pl+1), with the rank
rank[(∂fkl /∂
mz)
k=1,...,N(l)
m=1,...,n ] = 2
pn over R for each z ∈ Pl for finite p or (f
1, ..., fN(l))(z) is
regular for infinite p (see Definitions 2.6 and 4.3).
4.8. Theorem. An Ap manifold M is an Ap Stein manifold if and only if there exists
a strictly plurisubharmonic exhausting Cωz,z˜-function ρ on M , then {z ∈ M : ρ(z) ≤ α} is
H(M)-convex for each α ∈ R, where 2 ≤ p ∈ N or p = Λ.
Proof. The necessity follows from Theorem 4.7. To prove sufficiency suppose η =
( 1η, ..., nη) are Ap holomorphic coordinates in a neighbourhood Vξ of ξ ∈M . Consider
(1) u(z) := 2
∑n
l,m=1 < vρ(ξ); η(z)− η(ξ) >
+
∑n
l,m=1(∂
2ρ(ξ)/∂ lη∂ mη).[( lη(z)− lη(ξ)), ( mη(z)− mη(ξ))]e,
where vρ(ξ) is given by 3.8.(3). Then u is holomorphic in Vξ and u(ξ) = 0. By Lemma 3.9:
(2) (u(z)+ u˜(z))/2 = ρ(z)−ρ(ξ)−
∑n
l,m=1(∂
2ρ(ξ)/∂ lη∂ mη˜).[( lη(z)− lη(ξ)), ( mη(z)−
mη(ξ)).˜] + o(|η(ξ)− η(z)|2). From the strict plurisubharmonicity of ρ it follows, that there
exists β > 0 and Vξ such that
(3) (u(z)+ u˜(z))/2 < ρ(z)− ρ(ξ)− β|η(z)− η(ξ)|2 for each z ∈ Vξ. Then exp(u(ξ)) = 1
and | exp(u(z))| < 1 for each ξ 6= z ∈ cl(Uα) ∩ Vξ (see Corollary 3.3 [19], Corollary 3.3 and
Note 3.6.3 [20]).
If g : R → Ap is a C
∞-function with bounded (closed) support, then g(zz˜) =: χ(z) is a
C∞-function on Anp with bounded closed support such that χ is Ap (z, z˜)-superdifferentiable.
Therefore, there exists a neighbourhoodWξ ⊂ Vξ of ξ and an infinitely (z, z˜)-superdifferentiable
function χ such that χ|Wξ = 1, supp(χ) is a proper subset of Vξ, consequently,
limm→∞ ‖ exp(mu(z))(∂χ(z)/∂z˜)‖C0(Uα) = 0,
where (∂χ(z)/∂z˜) = (∂χ(z)/∂ 1z˜, ..., ∂χ(z)/∂ nz˜). In view of Theorem 3.10 there exist con-
tinuous functions vm on cl(Uα) such that
(∂vm/∂z˜) = exp(mu(z))(∂χ/∂z˜) in Uα and limm→∞ ‖vm‖C0(Uα) = 0.
Put gm(z) := exp(mu(z))χ(z) − vm(z) + vm(ξ), hence gm is continuous on cl(Uα) and
Ap holomorphic on Uα. Since supp(χ) is the proper subset in Vξ, then gm(ξ) = 1 for each
m ∈ N, supm‖gm‖C0(Uα) < ∞ and for each bounded closed subset P in cl(Uα) \ {ξ} there
exists limm ‖gm‖C0(P ) = 0. In view of Theorem 4.4.(ii) there exists a sequence of functions
fm ∈ H(M) and C = const <∞ such that (a) fm(ξ) = 1 for eachm ∈ N; (b) ‖fm‖C0(Uα) ≤ C
for each m ∈ N; (c) limm→∞ ‖gm‖C0(P ) = 0 for each closed bounded subset P ⊂ cl(Uα)\{ξ}.
Consider an Ap holomorphic function f on a neighborhood of ξ such that f(ξ) = 0.
Put φm := f exp(mu)∂χ/∂z˜, then supp(φm) is the proper subset in Vξ \ Wξ. In view of
Inequality (3) there exists δ > 0 such that limm ‖φm‖C0(Uα+δ) = 0. As in §4.4 it is possible
to assume, that Crit(ρ) is discrete in M . Take 0 < ǫ < δ such that dρ 6= 0 on ∂Uα+ǫ.
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In view of Theorem 4.4.(ii) there exists a continuous function vm on cl(Uα+ǫ) such that
∂vm/∂z˜ = φˆm on Uα+ǫ and limm ‖vm‖C0(Uα+ǫ) = 0. Each vm is Ap-holomorphic on Wξ,
since φm = 0 on Wξ, hence limm ∂vm(ξ) = 0. Since f(ξ) = u(ξ) = 0 and χ = 1 on
Wξ, then ∂gk(ξ)/∂ξ = ∂f(ξ)/∂ξ − ∂vk(ξ)/∂ξ, where gk := f(χ exp(ku)) − vk. In view of
Theorem 4.4.(i) there exists fm ∈ H(M) such that ‖fm − gm‖C0(Uα+ǫ) < m
−1 and inevitably
limm ‖∂fm(ξ)/∂ξ − ∂gm(ξ)/∂ξ‖ = 0.
Let Vξ and Wξ be as above, then there exists δ > 0 such that (u(z) + u˜(z))/2 < −δ for
each z ∈ Uα+δ ∩ (Vξ \Wξ). Therefore, there exists a branch of the Ap logarithm Ln(u) ∈
H(Uα+δ ∩ (Vξ \ cl(Wξ)) (see §§3.7, 3.8 [19, 20]). From Theorems 4.2, 4.4 it follows that each
Ap holomorphic Cousin problem over Uα+δ has a solution. Hence Ln(u) = w1 − w2 for
suitable w1 ∈ H(Vξ ∩ Uα+δ) and w2 ∈ H(Uα+δ \ cl(Wξ)). Put f := u exp(−w1) in Uα+δ ∩ Vξ
and f := exp(−w2) in Uα+δ \ cl(Wξ). Then f ∈ H(Uα+δ) and f(ξ) = 0. In view of Inequality
(3) f(z) 6= 0 for each ξ 6= z ∈ cl(Uα). Verify now that cl(Uα) is H(M)-convex. Consider
ξ ∈M \cl(Uα). Due to §4.4 there exists a strictly plurisubharmonic exhausting C
ω
z,z˜-function
ψ for M such that Crit(ψ) is discrete and Uα ⊂ Gψ(ξ), where Gβ := {z ∈ M : ψ(z) < β}
for β ∈ R. Considering shifts ψ 7→ ψ + const assume dψ(z) 6= 0 for each z ∈ ∂Gψ(ξ). From
the proof above it follows, that there exists f ∈ H(M) such that f(ξ) = 1 and |f(z)| < 1 for
each z ∈ cl(Uα).
4.8.1. Remark. With the help of Theorem 4.8 it is possible to spread certain modifi-
cations of Theorems 3.2 and 3.5 on Ap Stein manifolds.
4.9. Theorem. Let N be an As manifold with 1 ≤ s ≤ ∞ (where A1 := C), then for
each p with s < p or s ⊂ N ⊂ p = Λ, s 6= p, there exists an Ap manifold M and an As
holomorphic embedding θ : N →֒ M .
Proof. Suppose At(N) = {(Va, ψa) : a ∈ Υ} is any As holomorphic atlas of N , where
Va is open in N ,
⋃
a Va = N , ψa : Va → ψa(Va) ⊂ A
n
s is a homeomorphism for each a,
n = dimAsM ∈ N, {Va : a ∈ Υ} is a locally finite covering of N , ψb ◦ ψ
−1
a is a holomorphic
function on ψa(Va ∩ Vb) for each a, b ∈ Λ such that Va ∩ Vb 6= ∅. Since A
n
p is normed, then
it is paracompact together with M by Theorem 5.1.3 [6]. For each As holomorphic function
f on an open subset V in Ans there exists an Ap holomorphic function F on an open subset
U in Anp such that π(U) = V and F |V = f |V , where π : A
n
p → A
n
s is the natural projection
(see Proposition 3.13 [19] and analogously in the general case using local analyticity and a
locally finite covering of V ).
Therefore, for each two charts (Va, ψa) and (Vb, ψb) with Va,b := Va ∩ Vb 6= ∅ there exists
Ua,b open in A
n
p and an Ap holomorphic function Ψb,a such that Ψb,a|ψa(Va,b) = ψb,a|ψa(Va,b),
where ψb,a := ψb ◦ ψ
−1
a , π(Ua,b) = ψa(Va,b). Consider Q :=
⊕
aQa, where Qa is open in
Anp , π(Qa) = ψa(Va) for each a ∈ Υ. The equivalence relation C in the topological space⊕
a ψa(Va) generated by functions ψb,a has an extension to the equivalence relation H in Q.
Then M := Q/H is the desired Ap manifold with At(M) = {(Ψa, Ua) : a ∈ Υ} such that
Ψb ◦ Ψ
−1
a = Ψb,a for each Ua ∩ Ub 6= ∅, Ψ
−1
a |ψa(Va) = ψ
−1
a |ψa(Va) for each a, Ψ
−1
a : Qa → Ua is
the Ap homeomorphism. Moreover, each homeomorphism ψa : Va → ψa(Va) ⊂ A
n
s has the
Ap extension up to the homeomorphism Ψa : Ua → Ψa(Ua) ⊂ A
n
p . The family of embeddings
ηa : ψa(Va) →֒ Qa such that π ◦ ηa = id together with At(M) induces the As holomorphic
embedding θ : N →֒ M .
4.10. Definition. LetM be an Ap manifold, 2 ≤ p ∈ N or p = Λ. Suppose that for each
chart (Ua, φa) of At(M) there exists an Ap superdifferentiable mapping Γ : u ∈ φa(Ua) 7→
Γ(u) ∈ Lq(X,X,X
∗
q ;Ap) = Lq(X,X ;X), where Lq(X
n, (X∗q )
m; Y ) denotes the space of all
quasi-linear mappings from Xn × (X∗q )
m into Y (that is, additive and R-homogeneous by
each argument x in X or in X∗q ), where X and Y are Banach spaces over Ap, X
∗
q denotes
the space of all additive R-homogeneous functionals on X with values in Ap (see §4.1),
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X∗q = Lq(X ;Ap). If Ua ∩ Ub 6= ∅, let
(1) D(φb ◦φ
−1
a ).Γ(φa) = D
2(φb ◦φ
−1
a )+Γ(φb) ◦ (D(φb ◦φ
−1
a )×D(φb ◦φ
−1
a )). These Γ(φa)
are called the Christoffel symbols. Let B = B(M) be a family of all Ap holomorphic vector
fields on M . For M supplied with {Γ(φa) : a} define a covariant derivation (X, Y ) ∈ B
2 7→
∇XY ∈ B:
(2)∇XY (u) = DY (u).X(u) + Γ(u)(X(u), Y (u)), where X(u) and Y (u) are the principal
parts of X and Y on (Ua, φa), u = φa(z), z ∈ Ua. In this case it is said that M possesses a
covariant derivation.
4.11. Remark. Certainly for an Ap manifold there exists a neighbourhood V of M in
TM such that exp : V →M is Ap holomorphic (see the real case in [9]).
4.12. Theorem. Let f be an Ap holomorphic function such that fˆ is Ap (right) super-
linear on a compact Ap manifold M , where 2 ≤ p ∈ N. Then f is constant on M .
Proof. By the supposition of this theorem (f ◦ φ−1b )ˆ. is Ap (right) superlinear for each
chart (Ub, φb) of M . Since M is compact and |f(z)| is continuous, then there exists a point
q ∈M at which |f(z)| attains its maximum. Let q ∈ Ub, then f ◦ φ
−1
b is the Ap holomorphic
function on Vb := φb(Ub) ⊂ A
n
p , where dimApM = n. Consider a polydisk V in A
n
p with
the centre y = φb(q) such that V ⊂ Vb. Put g(w) = f ◦ φ
−1
b (y + (z − y)w), where w is the
Ap variable. Then for each z ∈ V there exists ǫz > 0 such that the function g(w) is Ap
holomorphic on the set Wz := {w : w ∈ Ap, |w| < 1 + ǫz} and |g(w)| attains its maximum
at w = 0. In view of Theorem 3.15 and Remark 3.16 [19, 20] g is constant on Wz, hence f
is constant on Ub. By the Ap holomorphic continuation f is constant on M .
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