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INTERTWININGS AND GENERALIZED BRASCAMP-LIEB
INEQUALITIES
MARC ARNAUDON, MICHEL BONNEFONT, AND ALDE´RIC JOULIN
Abstract. We continue our investigation of the intertwining relations for Markov
semigroups and extend the results of [9] to multi-dimensional diffusions. In par-
ticular these formulae entail new functional inequalities of Brascamp-Lieb type
for log-concave distributions and beyond. Our results are illustrated by some
classical and less classical examples.
1. Introduction
The goal of this paper is to further complement our understanding of the in-
tertwining relations between gradients and Markov semigroups and to explore its
consequences in terms of functional inequalities of spectral flavour. These identi-
ties might be seen as a generalization/extension of the (sub-)commutation relations
emphasized in the early eighties by Bakry and E´mery in [2] via the well-known
Γ2 theory. After a preliminary study on this topic in the discrete case of integer-
valued birth and death processes [14] and followed by its continuous counterpart
through one-dimensional diffusions [9], we investigate in the present notes the case
of reversible and ergodic multi-dimensional diffusions on Rd, d ≥ 2, with generator
of the type
Lf := ∆f − (∇V )T ∇f,
where V is a smooth potential on Rd satisfying some nice conditions. Such pro-
cesses admit as their unique invariant probability measure µ the probability mea-
sure with Lebesgue density proportional to e−V on Rd.
The principle of the intertwining technique is the following: differentiate a given
smooth Markov semigroup and write it, when it is possible, as an alternative
semigroup acting on this derivative. In contrast to the one-dimensional case where
the derivative of a function is still a function, the (Euclidean) gradient of a real-
valued function defined on Rd is not a function and the resulting semigroup should
act on gradients and not on functions. This apparently insignificant remark makes
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rather delicate the analysis of the desired intertwining identities in the multi-
dimensional case since the two semigroups are, in essence, rather different.
Dealing with the Bakry-E´mery theory, the main protagonist appearing in the
usual sub-commutation relations is the so-called carre´ du champ (de gradient) op-
erator, thus fixing the underlying gradient of interest. The assumption required
to obtain from these sub-commutation relations functional inequalities such as
Poincare´ or log-Sobolev inequalities is the strong convexity of the potential V . The
interested reader is referred to the recent monograph [3] for a nice introduction to
this large body of work, with many references and credit. From the semi-classical
analysis point of view, the intertwining relation occurs at the level of the genera-
tors. The resulting operator corresponds to the so-called Witten Laplacian acting
on 1-forms which has been studied extensively by Helffer and Sjo¨strand to estab-
lish for instance the decay of correlation in models arising in statistical mechanics,
cf. [22]. In the present paper, our main idea is to consider weighted, or “dis-
torted”, gradients, i.e. gradients parametrized by invertible square matrices. This
large degree of freedom leads us to obtain, as a consequence of these intertwinings,
a family of new functional inequalities extending the classical Brascamp-Lieb in-
equality satisfied under the strict convexity assumption of the potential V . Among
other things, an important point in our results resides in the fact that the poten-
tial V is no longer required to be convex, allowing us to consider in the analysis
probability measures µ which are non-necessarily log-concave.
Let us describe the content of the paper. In Section 2 we recall basic material on
diffusion operators and state our main result, Theorem 2.2, in which an intertwin-
ing relation is obtained between a weighted gradient and two different semigroups:
the first one is the underlying Markov semigroup acting on functions whereas the
second one is a semigroup of Feynman-Kac type acting on weighted gradients.
Sections 3 and 4 are devoted to analyze the consequences of the intertwining ap-
proach in terms of functional inequalities. More precisely we obtain Brascamp-Lieb
type inequalities involving the variance or the covariance in the left-hand-side. We
call the first ones involving the variance generalized Brascamp-Lieb inequalities
since the energy term in the right-hand-side is modified, extending de facto the
classical one usually obtained without introducing a weight in the gradient. The
second inequalities of interest are called asymmetric Brascamp-Lieb inequalities
in [31] and involve the covariance of two functions decorrelated in the sense that
the right-hand-side of the inequality is the product of two conjugate Lp norms
of their weighted gradients. We also derive new lower bounds on the spectral
gap of the diffusion operator and among them, one is an extension to the multi-
dimensional setting of the famous variational formula of Chen and Wang derived
in the one-dimensional case [16]. Finally, to convince the reader of the relevance
of the intertwining approach, we illustrate our results by revisiting some classical
and less classical examples.
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2. Intertwinings
Let C∞(Rd,R) be the space of infinitely differentiable real-valued functions on
the Euclidean space (Rd, | · |), d ≥ 2, and let C∞0 (Rd,R) be the subspace of
C∞(Rd,R) of compactly supported functions. Denote ‖ · ‖∞ the essential supre-
mum norm with respect to the Lebesgue measure. In this paper we consider the
second-order diffusion operator defined on C∞(Rd,R) by
Lf := ∆f − (∇V )T ∇f,
where V is a smooth potential on Rd whose Hessian matrix ∇∇V is, with respect
to the space variable, uniformly bounded from below (in the sense of symmetric
matrices). Above ∆ and ∇ stand respectively for the Euclidean Laplacian and
gradient and the symbol T means the transpose of a column vector (or a matrix).
Let Γ be the carre´ du champ operator which is the bilinear symmetric form defined
on C∞(Rd,R)× C∞(Rd,R) by
Γ(f, g) :=
1
2
(L(fg)− f Lg − g Lf) = (∇f)T ∇g.
If e−V is Lebesgue-integrable on Rd, a condition which will be assumed throughout
the whole paper, then we denote µ the probability measure with Lebesgue density
proportional to e−V on Rd. The operator L, which satisfies on C∞0 (Rd,R) the
invariance property ∫
Rd
Lf dµ = 0,
and also the symmetry with respect to µ, that is, for every f, g ∈ C∞0 (Rd,R),
Eµ(f, g) :=
∫
Rd
Γ(f, g) dµ = −
∫
Rd
f Lg dµ = −
∫
Rd
Lf g dµ =
∫
Rd
(∇f)T ∇g dµ,
is non-positive on C∞0 (Rd,R). Since the Euclidean state space is complete, the
operator is essentially self-adjoint, i.e. it admits a unique self-adjoint extension
(still denoted L) with domain D(L) ⊂ L2(µ) in which the space C∞0 (Rd,R) is
dense for the norm induced by L, that is,
‖f‖D (L) :=
√
‖f‖2L2(µ) + ‖Lf‖2L2(µ).
By the spectral theorem it generates a unique strongly continuous symmetric semi-
group (Pt)t≥0 on L
2(µ) such that for every function f ∈ L2(µ) and every t > 0 we
have Ptf ∈ D(L) and
∂tPtf = PtLf = LPtf.
Here ∂t denotes the partial derivative with respect to the time parameter t. More-
over the ergodicity property holds: for every f ∈ L2(µ), we have the following
convergence in L2(µ):
lim
t→∞
‖Ptf − µ(f)‖L2(µ) = 0,
where µ(f) stands for the integral of f with respect to µ. Finally, the closure
(Eµ,D(Eµ)) of the bilinear form (Eµ, C∞0 (Rd,R)) is a Dirichlet form on L2(µ) and
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by the spectral theorem we have the dense inclusion D(L) ⊂ D(Eµ) for the norm
induced by Eµ.
Dealing with stochastic processes, the operator L is the generator of the process
corresponding to the unique strong solution (Xxt )t≥0 of the following Stochastic
Differential Equation (in short SDE),
dXxt =
√
2 dBt −∇V (Xxt ) dt, Xx0 = x ∈ Rd,
where (Bt)t≥0 is a standard R
d-valued Brownian motion on a given filtered proba-
bility space (Ω,F , (F t)t≥0,P). By [1] the lower bound assumption on ∇∇V entails
that the process is non-explosive or, in other words, it has an infinite lifetime, and
the finiteness of the invariant probability measure µ reflects its positive recurrence.
In terms of semigroups we have Ptf(x) = E[f(X
x
t )] for every f ∈ C∞0 (Rd,R). When
the potential V (x) = |x|2/2 then the process (Xxt )t≥0 is nothing but the Ornstein-
Uhlenbeck process starting from x and whose invariant measure is the standard
Gaussian distribution, say γ. In particular we have the well-known intertwining
between gradient and semigroup
∇Ptf = e−tQt(∇f),
where in the right-hand-side the semigroup (Qt)t≥0 acts on smooth vector fields
coordinate by coordinate. The exponential term can be interpreted as a curvature
term and is associated to the ergodicity of the process. Actually such a commuta-
tion relation is reminiscent of the intertwining at the level of the generator, that
is, if I stands for the identity operator, then for every C∞(Rd,R),
∇Lf = (L− I) (∇f).
Once again the expression L(∇f) has to be understood coordinate-wise or, in other
words, L is considered (and will be considered along the paper) as a diagonal matrix
operator,
L(∇f) =


L
. . .
L

 (∇f).
Coming back to the case of a general smooth potential V , we wonder if we can
obtain a somewhat similar intertwining relation. Doing the computations leads us
to the following identity:
∇Lf = (L−∇∇V ) (∇f).
Now our idea is to bring a distortion of the gradient by introducing a weight given
by a smooth invertible matrix A : Rd →Md×d(R), that is
A∇Lf = LMAA (A∇f), (2.1)
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where LMAA is the matrix Schro¨dinger operator acting on C∞(Rd,Rd), the space of
smooth vector fields F : Rd → Rd, as
LMAA F = A (L−∇∇V ) (A−1 F )
= LF + 2A∇A−1∇F − (A∇∇V A−1 − ALA−1)F
= (LA −MA)F,
where LA denotes the (possible) non-diagonal matrix operator acting on C∞(Rd,Rd)
as
LAF := LF + 2A∇A−1∇F,
and MA is the matrix corresponding to the multiplicative (or zero-order) operator
MA := A∇∇V A−1 −ALA−1.
Above the gradient∇F of the vector field F is the column vector whose coordinates
are the ∇Fi, i = 1, . . . , d and if A−1 = (ai,j)i,j=1,...,d then ∇A−1 is the matrix of
gradients (∇ai,j)i,j=1,...,d.
Let us turn our attention to the question of symmetry. Denote the positive-
definite matrix S := (AAT )−1 and let L2(S, µ) be the weighted L2 space consisting
of vectors fields F : Rd → Rd such that∫
Rd
F T S F dµ <∞.
Given f, g ∈ C∞0 (Rd,R), we have∫
Rd
(LMAA (A∇f))T S A∇g dµ =
∫
Rd
(∇Lf)T ∇g dµ
= −
∫
Rd
Lf Lg dµ,
so that −LMAA is a symmetric and non-negative operator on the subspace of
weighted gradients ∇A := {A∇f : f ∈ C∞0 (Rd,R)} ⊂ L2(S, µ). However to en-
sure these two properties on the bigger space C∞0 (Rd,Rd) of compactly supported
smooth vectors fields, one needs an additional assumption on the matrix A. On
the one hand we have for every F,G ∈ C∞0 (Rd,Rd),
−
∫
Rd
(LAF )T S Gdµ =
∫
Rd
(∇F )T S∇Gdµ
+
∫
Rd
(∇F )T
(
∇S − 2 (∇A−1)T AT S
)
Gdµ,
so that the operator −LA satisfies the desired properties of symmetry and non-
negativity as soon as the following matrix equation holds:
∇S = 2 (∇A−1)T AT S, (2.2)
thus requiring the symmetry of the matrix (A−1)T ∇A−1. On the other hand
the multiplicative operator MA, seen as an operator on L
2(S, µ), is symmetric
on C∞0 (Rd,Rd) as soon as the matrix SMA is symmetric, which is equivalent to
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the symmetry of the matrix (A−1)T LA−1. Note that its is also equivalent to the
symmetry of the matrix A−1MAA which rewrites as
A−1MAA = ∇∇V −LA−1A.
Actually we can show that the equation (2.2) is equivalent to the three conditions
above since by integration by parts we have the identities
∫
Rd
(∇F )T
(
∇S − 2 (∇A−1)T AT S
)
Gdµ
=
∫
Rd
(∇F )T
(
(A−1)T∇A−1 − (∇A−1)T A−1
)
Gdµ
=
∫
Rd
F T
(
(LA−1)T A−1 − (A−1)T LA−1
)
Gdµ
−
∫
Rd
F T
(
(A−1)T ∇A−1 − (∇A−1)T A−1
)
∇Gdµ.
Certainly, even under the symmetry assumption on A−1MAA, the matrix MA
itself has no reason to be symmetric, unless S is a multiple of the identity, a
particular case which will be exploited in Sections 4 and 5. Nevertheless since
the matrices A−1MAA and MA are similar they have the same eigenvalues and
therefore the matrix MA is diagonalizable.
Let us summarize our situation. We consider two operators acting on C∞0 (Rd,Rd) ⊂
L2(S, µ): the Schro¨dinger operator LMAA and the operator LA. Both are symmetric
on C∞0 (Rd,Rd) if and only if one of the following equivalent assertions is satisfied:
(i) the matrix (A−1)T ∇A−1 is symmetric.
(ii) the matrix (A−1)T LA−1 is symmetric.
(iii) the matrix SMA is symmetric.
(iv) the matrix A−1MAA is symmetric.
Moreover under these assumptions −LA is always non-negative on C∞0 (Rd,Rd)
whereas −LMAA is non-negative as soon as the matrix SMA is positive semi-definite.
Finally, when restricted to the space of weighted gradients ∇A, then −LMAA is
symmetric and non-negative without any additional assumption on the invertible
matrix A.
Assume now that the matrix SMA is symmetric and bounded from below, in
the sense of symmetric matrices, by λS, where λ is some real parameter indepen-
dent from the space variable. In other words the symmetric matrix A−1MAA is
uniformly bounded from below by λ I (this observation will be used many times
all along the paper). Following [35], one can show that the Schro¨dinger operator
LMAA is essentially self-adjoint on C∞0 (Rd,Rd) and thus admits a unique self-adjoint
extension (still denoted LMAA ) with domain D(LMAA ) ⊂ L2(S, µ). The associated
semigroup is denoted (QMAt,A )t≥0 and is thus the unique semigroup solution to the
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L2 Cauchy problem, that is,{
∂tF = LMAA F
F (·, 0) = G, G ∈ L2(S, µ),
where F (·, t) is required to be in L2(S, µ) for every t > 0. Actually, it can be shown
as follows that this uniqueness result in L2(S, µ) holds in full generality. In the
sequel we say that a smooth vector field F : Rd × [0,∞)→ Rd is locally bounded
in L2(S, µ) if supt∈[0,T ] ‖F (·, t)‖L2(S,µ) <∞ for every finite time horizon T > 0.
Proposition 2.1. Assume that the matrix A−1MAA is symmetric and uniformly
bounded from below. Let F be a smooth vector field which is locally bounded in
L2(S, µ). If such a F is solution to the L2 Cauchy problem{
∂tF = LMAA F
F (·, 0) = G, G ∈ L2(S, µ),
then we have F (·, t) = QMAt,A G for every t ≥ 0.
Proof. We adapt the argument emphasized by Li in [29] in the context of the heat
equation on complete Riemannian manifolds. By linearity it is sufficient to show
that 0 is the unique F , smooth and locally bounded in L2(S, µ), solution to the
L2 Cauchy problem {
∂tF = LMAA F
F (·, 0) = 0.
Denoting F such a solution and replacing F (·, t) by e− inf ρA t F (·, t), where ρA :
R
d → R stands for the smallest eigenvalue of the matrix A−1MAA (recall that
inf ρA > −∞ according to our assumption), let us assume without loss of generality
that A−1MAA is positive semi-definite, i.e. SMA is. Letting φ ∈ C∞0 (Rd,R) we
have for every τ > 0,∫ τ
0
∫
Rd
φ2 F T S LAF dµ dt =
∫ τ
0
∫
Rd
φ2
(
F T S LMAA F + F T SMA F
)
dµ dt
=
∫ τ
0
∫
Rd
φ2
(
1
2
∂t(F
T S F ) + F T SMA F
)
dµ dt
≥ 1
2
∫
Rd
φ2 F (·, τ)T S F (·, τ) dµ.
Now by integration by parts and symmetry of LA, we have∫ τ
0
∫
Rd
φ2 F T S LAF dµ dt = −
∫ τ
0
∫
Rd
(∇(φ2 F ))T S∇F dµ dt
= −
∫ τ
0
∫
Rd
2φ (∇φF )T S∇F dµ dt
−
∫ τ
0
∫
Rd
φ2 (∇F )T S∇F dµ dt.
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Moreover by Cauchy-Schwarz’ inequality, we have for every λ > 0,
2
∣∣∣φ (∇φF )T S∇F ∣∣∣ = 2 ∣∣∣(∇φF )T S φ∇F ∣∣∣
≤ λ (∇φF )T S∇φF + 1
λ
φ (∇F )T S φ∇F
= λ |∇φ|2 F T S F + 1
λ
φ2 (∇F )T S∇F.
Therefore we obtain from the above inequalities,
1
2
∫
Rd
φ2 F (·, τ)T S F (·, τ) dµ ≤
∫ τ
0
∫
Rd
φ2 F T S LAF dµ dt
≤
(
1
λ
− 1
) ∫ τ
0
∫
Rd
φ2 (∇F )T S∇F dµ dt
+λ
∫ τ
0
∫
Rd
|∇φ|2 F T S F dµ dt.
In particular for λ = 2 we get
1
2
∫
Rd
φ2 F (·, τ)T S F (·, τ) dµ ≤ −1
2
∫ τ
0
∫
Rd
φ2 (∇F )T S∇F dµ dt
+2
∫ τ
0
∫
Rd
|∇φ|2 F T S F dµ dt.
Finally by completeness there exists a sequence of [0, 1]-valued functions (φn)n∈N ⊂
C∞0 (Rd,R) such that φn ↑ 1 pointwise and ‖|∇φn|‖∞ → 0 as n → ∞. Plugging
this sequence of functions in the latter inequality and letting n→∞ gives both∫
Rd
F (τ, ·)T S F (τ, ·) dµ = 0 and
∫ τ
0
∫
Rd
(∇F )T S∇F dµ dt = 0,
hence F = 0. The proof is achieved. 
Now we are in position to state an intertwining relation between gradient and
semigroup.
Theorem 2.2. Assume that the matrix A−1MAA is symmetric and uniformly
bounded from below. Then the following intertwining relation is satisfied: for every
f ∈ C∞0 (Rd,R),
A∇Ptf = QMAt,A (A∇f), t ≥ 0.
Proof. Although the proof is somewhat similar to that provided in [9] in the one-
dimensional case, we recall the argument for the sake of completeness. The idea
is to show that the vector field defined by F (·, t) := A∇Ptf is the unique smooth
and locally bounded in L2(S, µ) solution to the L2 Cauchy problem{
∂tF = LMAA F
F (·, 0) = G,
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with G := A∇f ∈ L2(S, µ). First since A is assumed to be smooth and by the
ellipticity property of the operator L, the vector field F is smooth on Rd× (0,∞).
Moreover we have∫
Rd
F (·, 0)T S F (·, 0) dµ =
∫
Rd
(A∇f)T S A∇f dµ
=
∫
Rd
|∇f |2 dµ,
which is finite since f ∈ C∞0 (Rd,R), hence F (·, 0) ∈ L2(S, µ). Now for every t > 0
we have ∫
Rd
F (·, t)T S F (·, t) dµ =
∫
Rd
(A∇Ptf)T S A∇Ptf dµ
=
∫
Rd
|∇Ptf |2 dµ
= −
∫
Rd
Ptf LPtf dµ.
Differentiating with respect to the time parameter and using integration by parts
yield
∂t
∫
Rd
F (·, t)T S F (·, t) dµ = −2
∫
Rd
(LPtf)
2 dµ ≤ 0,
hence the functional above is non-increasing in time and one deduces that∫
Rd
F (·, t)T S F (·, t) dµ ≤
∫
Rd
F (·, 0)T S F (·, 0) dµ <∞,
so that F is locally bounded in L2(S, µ). Finally by the intertwining relation (2.1)
at the level of the operators, we obtain
∂tF = A∇LPtf = LMAA (A∇Ptf) = LMAA F,
and the desired result follows by Proposition 2.1. 
3. Generalized Brascamp-Lieb inequalities and spectral gap
Let us turn to the potential consequences of the intertwining relation of Theorem
2.2 in terms of functional inequalities. In particular we focus our attention on an
inequality due to Brascamp and Lieb [12], known nowadays as the Brascamp-Lieb
inequality. Under the notation of the preceding part, it is stated as follows: if
the symmetric matrix ∇∇V is positive definite then for every sufficiently smooth
function f we have
Varµ(f) ≤
∫
Rd
(∇f) T (∇∇V )−1∇f dµ, (3.1)
where Varµ(f) stands for the variance of the function f under µ, that is
Varµ(f) := µ(f
2)− µ(f)2.
The extremal functions of the latter inequality are given by f = αT ∇V with α
some constant vector in Rd. Among the interesting features of such an inequality,
10 MARC ARNAUDON, MICHEL BONNEFONT, AND ALDE´RIC JOULIN
one of them is its connection with spectral theory. Indeed under the strong convex-
ity condition ∇∇V ≥ λ I where λ > 0, i.e. the Euclidean version of the so-called
Bakry-E´mery criterion is satisfied (we will turn to this criterion in a moment), the
Brascamp-Lieb inequality implies the Poincare´ inequality with constant λ, i.e.,
λVarµ(f) ≤
∫
Rd
|∇f |2 dµ, (3.2)
an inequality giving an exponential rate of convergence to equilibrium in L2(µ) of
the underlying semigroup (Pt)t≥0, that is for every f ∈ L2(µ),
‖Ptf − µ(f)‖L2(µ) ≤ e−λt ‖f − µ(f)‖L2(µ) , t ≥ 0.
The optimal constant λ in (3.2) is nothing but the spectral gap in L2(µ), say
λ1(−L, µ), of the operator −L. In practise there exists a spectral gap as soon as
the potential V is convex, cf. [25, 4] (the measure µ is said to be log-concave) or,
provided a perturbation argument is used in the Bakry-E´mery criterion, strictly
convex at infinity, both involving rather bad constants with respect to the dimen-
sion.
Due to the development of modern techniques such as optimal transportation
and functional inequalities of geometrical inspiration, Brascamp-Lieb type inequal-
ities have attracted a lot of attention recently. On the one hand, inspired by
the known fact that linearizing a transport cost inequality entails an inequality
of Poincare´-type (the Brascamp-Lieb inequality can be seen as belonging to this
class of inequalities), the authors in [8, 17] investigated new forms of transporta-
tion inequalities and consequently derived various positive lower bounds on the
quantity ∫
Rd
(∇f) T (∇∇V )−1∇f dµ− Varµ(f).
In other words they reinforced (3.1) by a remainder term. On the other hand
some functional inequalities such as Pre´kopa-Leindler and Borrell-Brascamp-Lieb
inequalities have been used in [6, 7] and also in [8] to get dimensional refinements
of (3.1). Actually, although both approaches revealed to be convenient, the results
emphasized are not really comparable - see the interesting discussion on this fact
in [8]. Let us also mention the articles [19, 34] who used L2 methods of Ho¨rmander
type [23] to obtain these type of results, and also the recent [27] which focuses on
Riemannian manifolds with boundary.
In the sequel we obtain a generalization of the Brascamp-Lieb inequality (3.1)
by modifying the energy term in the right-hand-side. The starting point of our
approach is somewhat similar to the classical method emphasized by Helffer and
Sjo¨strand with the so-called Witten Laplacian (the operator L −∇∇V acting on
smooth vector fields in our context) and more precisely in [20] in which Helffer
obtains from convenient covariance identities the decay of correlation in models
arising in statistical mechanics. See for instance [22] for a nice overview of the topic.
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Below, our main contribution comes from the distortion of such representations by
means of the intertwining relation of Theorem 2.2, allowing us a degree of freedom
in the choice of the invertible matrix A, hence in the right-hand-side of (3.1). Our
result stands as follows.
Theorem 3.1. Assume that the matrix A−1MAA is symmetric and positive def-
inite. Then for every f ∈ C∞0 (Rd,R) we have the generalized Brascamp-Lieb in-
equality
Varµ(f) ≤
∫
Rd
(∇f) T (A−1MAA)−1∇f dµ. (3.3)
Proof. First let us assume that the smallest eigenvalue ρA of the matrix A
−1MAA
is bounded from below by some positive constant. Since the Schro¨dinger operator
−LMAA is essentially self-adjoint on C∞0 (Rd,Rd) and bounded from below by inf ρA I
in the sense of self-adjoint operators on L2(S, µ), that is for every F ∈ C∞0 (Rd,Rd),
−
∫
Rd
F T S LMAA F dµ =
∫
Rd
(∇F ) T S∇F dµ+
∫
Rd
F T SMA F dµ
≥ inf ρA
∫
Rd
F T S F dµ,
then it is invertible in L2(S, µ) and given F ∈ C∞0 (Rd,Rd), the Poisson equation
−LMAA G = F admits a unique solution G ∈ L2(S, µ) which can be written as
G =
∫ ∞
0
QMAt,A F dt.
Using ergodicity, we have by Theorem 2.2 the variance representation
Varµ(f) =
∫
Rd
f (f − µ(f)) dµ
= −
∫
Rd
∫ ∞
0
f LPtf dt dµ
=
∫ ∞
0
∫
Rd
(∇f)T ∇Ptf dµ dt
=
∫ ∞
0
∫
Rd
(A∇f) T S A∇Ptf dµ dt
=
∫ ∞
0
∫
Rd
(A∇f) T S QMAt,A (A∇f) dµ dt
=
∫
Rd
(A∇f) T S (−LMAA )−1(A∇f) dµ. (3.4)
Since we have the reverse inequality
(−LMAA )−1 = (−LA +MA)−1 ≤M−1A ,
understood once again in the sense of self-adjoint operators in L2(S, µ), we obtain
from (3.4) the variance inequality
Varµ(f) ≤
∫
Rd
(A∇f) T SM−1A (A∇f) dµ,
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which rewrites as the desired generalized Brascamp-Lieb inequality.
Now if the symmetric matrix A−1MAA is only positive definite, then an approx-
imation procedure is required. To do so, since the Schro¨dinger operator −LMAA is
only non-negative, we consider for every ε > 0 the operator ε I − LMAA which has
the desired property. In particular for every F ∈ C∞0 (Rd,Rd), the Poisson equation
(ε I − LMAA )G = F admits a unique solution G = Gε ∈ L2(S, µ) given by
Gε =
∫ ∞
0
e−ε tQMAt,A F dt.
At the level of the non-negative operator−L acting on functions, let f ∈ C∞0 (Rd,R)
be such that µ(f) = 0 and consider the unique centered solution gε ∈ L2(µ) to the
Poisson equation (ε I − L) gε = f which also admits the integral representation
gε =
∫ ∞
0
e−ε t Ptf dt.
Using the same method as before and with the help of Cauchy-Schwarz’ inequality,
the variance identity (3.4) becomes
Varµ(f) =
∫
Rd
f (ε I − L) gε dµ
= ε
∫
Rd
f gε dµ+
∫ ∞
0
e−εt
∫
Rd
(A∇f) T S A∇Ptf dµ dt
= ε
∫
Rd
f gε dµ+
∫ ∞
0
e−εt
∫
Rd
(A∇f) T S QMAt,A (A∇f) dµ dt
≤ ε ‖f‖L2(µ) ‖gε‖L2(µ) +
∫
Rd
(A∇f) T S (ε I −LMAA )−1(A∇f) dµ
≤ ε ‖f‖L2(µ) ‖gε‖L2(µ) +
∫
Rd
(A∇f) T SM−1A (A∇f) dµ.
Finally we have
ε ‖gε‖L2(µ) ≤ ε
∫ ∞
0
e−εt ‖Ptf‖L2(µ) dt =
∫ ∞
0
e−s ‖Ps/εf‖L2(µ) ds,
which converges to 0 as ε → 0 by ergodicity and the dominated convergence
theorem. The proof is achieved. 
Let us briefly mention an alternative proof of Theorem 3.1 which avoid the
intertwining approach emphasized in Theorem 2.2. More precisely, the argument
is based on the L2 method of Ho¨rmander and the technique developed by Bakry
and his co-authors [2, 3] to obtain functional inequalities such as Poincare´ or log-
Sobolev inequalities: the so-called Γ2-calculus that we recall now the main idea.
Since we have already defined the carre´ du champ operator Γ, let us define the
iterated operator Γ2 by the following formula: for every f, g ∈ C∞(Rd,R),
Γ2(f, g) :=
1
2
(LΓ(f, g)− Γ(f, Lg)− Γ(Lf, g)) .
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Then the famous result is the following: given a positive constant λ, the Poincare´
inequality (3.2) is satisfied with constant λ if and only if the inequality∫
Rd
Γ2(f, f) dµ ≥ λ
∫
Rd
Γ(f, f) dµ,
holds for every f ∈ C∞0 (Rd,R), which rewrites by invariance of the measure µ and
integration by parts as the inequality∫
Rd
(Lf)2 dµ ≥ λ
∫
Rd
|∇f |2 dµ.
In our context the operator Γ2 is given by
Γ2(f, f) = ‖∇∇f‖2HS + (∇f) T ∇∇V ∇f,
the norm ‖ · ‖HS standing for the Hilbert-Schmidt norm of the matrix ∇∇f .
Therefore a sufficient condition ensuring the Poincare´ inequality (3.2) is to assume
that the potential V is strongly convex, leading to the previously mentioned Bakry-
E´mery criterion.
As in the Γ2-calculus we start now by the quantity µ((Lf)
2) and want to write it
as the sum of two terms involving the distortion matrix A: a first term resembling
to the operator Γ plus a second term we hope to be non-negative. In other words,
the game is to extract the minimum positivity of this expected non-negative term in
order to get the second term as large as possible. We have for every f ∈ C∞0 (Rd,R),∫
Rd
(Lf)2 dµ =
∫
Rd
‖A−1∇(A∇f)‖2HS dµ
+
∫
Rd
(A∇f)T S
(
A∇∇V A−1 − ALA−1
)
A∇f dµ
=
∫
Rd
‖A−1∇(A∇f)‖2HS dµ+
∫
Rd
(∇f) T
(
∇∇V −LA−1A
)
∇f dµ
=
∫
Rd
‖A−1∇(A∇f)‖2HS dµ+
∫
Rd
(∇f) T A−1MAA∇f dµ
≥
∫
Rd
(∇f) T A−1MAA∇f dµ. (3.5)
We are now able to give our second proof of Theorem 3.1.
Alternative proof of Theorem 3.1. Since the previous approximation procedure
can be adapted to the present proof, we assume to simplify the presentation that
the operator −L is bounded from below by some positive constant in the sense of
self-adjoint operators on L2(µ). Hence for every f ∈ C∞0 (Rd,R) such that µ(f) = 0,
the Poisson equation −Lg = f has a unique centered solution g ∈ L2(µ). Then by
Cauchy-Schwarz’ inequality,
Varµ(f) =
∫
Rd
f 2 dµ
= −
∫
Rd
f Lg dµ
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=
∫
Rd
(∇f)T ∇g dµ
≤
√∫
Rd
(∇f) T (A−1MAA)−1∇f dµ
√∫
Rd
(∇g) T A−1MAA∇g dµ
≤
√∫
Rd
(∇f) T (A−1MAA)−1∇f dµ
√∫
Rd
(Lg)2 dµ
=
√∫
Rd
(∇f) T (A−1MAA)−1∇f dµ
√
Varµ(f),
where we used (3.5) to obtain the last inequality. Finally dividing both sides by√
Varµ(f) and squaring the inequality leads to the desired result.
As we have already seen, the matrix appearing in the right-hand-side of (3.3) is
A−1MAA = ∇∇V −LA−1A,
and therefore Theorem 3.1 can be considered as an extension of the classical
Brascamp-Lieb inequality covered by the choice of the distortion matrix A = I.
Note however that for a given invertible matrix A satisfying the assumptions of
Theorem 3.1, the resulting generalized Brascamp-Lieb might not be directly com-
parable to the classical one. In particular there is no explicit expression of the
possible extremal functions.
Dealing now with the notion of spectral gap, an immediate application of Theo-
rem 3.1 entails the following result, which is an extension to the multi-dimensional
setting of the famous variational formula of Chen and Wang established in the
one-dimensional case [16].
Theorem 3.2. Assume that the matrix A−1MAA is symmetric and its smallest
eigenvalue ρA is bounded from below by some positive constant. Then the spectral
gap λ1(−L, µ) satisfies
λ1(−L, µ) ≥ inf ρA. (3.6)
In the one-dimensional case, the equality holds at least if λ1(−L, µ) is an eigen-
value of −L. However the optimality is not so clear in the multi-dimensional
context. Indeed, to obtain the equality in (3.6), one needs to get the equalities in
the proof of Theorem 3.1, i.e. if the eigenvector f1 associated to the spectral gap
λ1(−L, µ) exists, the question is to find a good matrix A satisfying the assumptions
of Theorem 3.2 and such that
LA(A∇f1) = 0 and MAA∇f1 = λ1(−L, µ)A∇f1.
In particular one deduces that λ1(−L, µ) is also an eigenvalue of the matrix MA
with associated eigenvector A∇f1. In contrast to the one-dimensional case [16, 9],
for which we know that f1 is strictly monotone and thus the optimal choice of
function a is a = 1/f ′1, the multi-dimensional setting is more delicate since we
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have no idea of the behaviour of f1 (except for a product measure µ for which we
take for A a diagonal matrix with the 1/(f i1)
′ on the diagonal).
Let us continue to explore the consequences of the intertwining approach empha-
sized in Theorem 2.2 in terms of spectral gap. In contrast to Theorem 3.2 where
we exhibit a lower bound on the spectral gap given by the infimum of a certain
quantity related to the matrix A−1MAA, we propose now an alternative lower
bound which can be seen as an integrated version of the latter lower bound. These
kind of results already appeared in a work of Veysseire [36] in the context of com-
pact Riemannian manifolds and also in the recent article [9] for one-dimensional
diffusions by means of the intertwining approach. On the basis of Theorem 2.2,
we have in mind the presence of the weight matrix A in the forthcoming formula.
Our result is the following.
Theorem 3.3. Assume that the matrix A−1MAA is symmetric and its smallest
eigenvalue ρA is bounded from below by some positive constant. Assume also that
the matrix S is uniformly bounded from below by α and from above by β, where
α, β are some positive constants. Then we have the lower bound on the spectral
gap
λ1(−L, µ) ≥ 1(∫
Rd
dµ
ρA
)
+
(1−αβ )
inf ρA
.
Proof. We start with the variance identity established in the proof of Theorem
3.1: for every f ∈ C∞0 (Rd,R),
Varµ(f) =
∫ ∞
0
∫
Rd
(A∇f) T S QMAt,A (A∇f) dµ dt,
which leads by Cauchy-Schwarz’ inequality to the inequality
Varµ(f) ≤
∫ ∞
0
√∫
Rd
(A∇f) T S A∇f dµ
√∫
Rd
(QMAt,A (A∇f))T S QMAt,A (A∇f) dµdt
=
∫ ∞
0
√∫
Rd
|∇f |2 dµ
√∫
Rd
(QMAt,A (A∇f))T S QMAt,A (A∇f) dµdt. (3.7)
Denote
Λ(LMAA ) := inf
{
−
∫
Rd
F T S LMAA F dµ : F ∈ D(LMAA );
∫
Rd
F T S F dµ = 1
}
,
the bottom of the spectrum in L2(S, µ) of the Schro¨dinger operator −LMAA . Recall
that we have
−
∫
Rd
F T S LMAA F dµ =
∫
Rd
(∇F ) T S∇F dµ+
∫
Rd
F T SMA F dµ,
hence by our first assumption we already know that Λ(LMAA ) ≥ inf ρA > 0. Since
the operator LMAA +Λ(LMAA ) I with domain D(LMAA ) is dissipative on L2(S, µ), the
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semigroup (eΛ(L
MA
A
)tQMAt,A )t≥0 is a contraction semigroup on L
2(S, µ) and thus we
have the estimate∫
Rd
(QMAt,A (A∇f))T S QMAt,A (A∇f) dµ ≤ e−2 Λ(L
MA
A
) t
∫
Rd
(A∇f) T S A∇f dµ
= e−2 Λ(L
MA
A
) t
∫
Rd
|∇f |2 dµ.
Plugging then in the variance inequality (3.7) entails the Poincare´ inequality
Varµ(f) ≤ 1
Λ(LMAA )
∫
Rd
|∇f |2 dµ,
i.e. we have the comparison
λ1(−L, µ) ≥ Λ(LMAA ). (3.8)
Now we aim at bounding from below the quantity Λ(LMAA ) by a constant depending
on λ1(−L, µ). To simplify the notation in the sequel of the proof, we denote λ1 the
spectral gap λ1(−L, µ). Let F be a smooth vector field and denoting h =
√
F T S F
we assume that
∫
Rd
h2 dµ = 1. On the one hand we have∫
Rd
F T SMA F dµ ≥
∫
Rd
ρA h
2 dµ,
and on the other hand the assumption on the matrix S together with the Poincare´
inequality entail the following computations:∫
Rd
(∇F ) T S∇F dµ ≥ α
∫
Rd
(∇F ) T ∇F dµ
= α
d∑
i=1
∫
Rd
|∇Fi|2 dµ
≥ αλ1
d∑
i=1
Varµ(Fi)
= αλ1
(∫
Rd
|F |2 dµ−
∣∣∣∣
∫
Rd
F dµ
∣∣∣∣2
)
≥ α
β
λ1
∫
Rd
h2 dµ− λ1
(∫
Rd
F dµ
)T
S
(∫
Rd
F dµ
)
≥ α
β
λ1 − λ1
(∫
Rd
h dµ
)2
,
where to obtain the last inequality we used Jensen’s inequality. Therefore coming
back to the definition of Λ(LMAA ) and using Cauchy-Schwarz’ inequality, we get
Λ(LMAA ) ≥
α
β
λ1 + inf
{∫
Rd
ρA h
2 dµ− λ1
(∫
Rd
h dµ
)2
: h ∈ L2(ρA dµ);
∫
Rd
h2 dµ = 1
}
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≥ α
β
λ1 + inf
{∫
Rd
ρA h
2 dµ
(
1− λ1
∫
Rd
dµ
ρA
)
: h ∈ L2(ρA dµ);
∫
Rd
h2 dµ = 1
}
,
and combining with (3.8) yields to(
1− α
β
)
λ1 ≥ inf
{∫
Rd
ρA h
2 dµ
(
1− λ1
∫
Rd
dµ
ρA
)
: h ∈ L2(ρA dµ);
∫
Rd
h2 dµ = 1
}
.
(3.9)
Now we observe that although two different cases may occur, both lead to the
desired conclusion. Indeed if
1− λ1
∫
Rd
dµ
ρA
< 0,
then the conclusion trivially holds whereas if
1− λ1
∫
Rd
dµ
ρA
≥ 0,
then (3.9) entails the inequality(
1− α
β
)
λ1 ≥ inf ρA
(
1− λ1
∫
Rd
dµ
ρA
)
,
and rearranging the terms completes the proof.
As announced, our result generalizes that of Veysseire [36] in the sense that the
choice of the identity matrix I for A entails the inequality
λ1(−L, µ) ≥ 1∫
Rd
dµ
ρ1
,
where the smallest eigenvalue ρ1 of the matrix ∇∇V is assumed to be positive.
In particular in this case we might avoid the assumption inf ρ1 > 0 and replace
it by ρ1 ≥ 0 by using an approximation procedure (certainly in this situation it
may happen that the above integral is infinite, hence giving no information on the
spectral gap). Let us give the short argument for the sake of completeness. We
only assume that ρ1 ≥ 0, i.e. ∇∇V is a positive semi-definite matrix and thus
the measure µ is log-concave. Applying Theorem 3.3 with A = I to the generator
Lε := ∆− (∇Vε)T ∇ associated to the strongly convex potential Vε := V + ε| · |2/2
and whose invariant measure µε has Lebesgue density proportional to e
−Vε , we
have
λ1(−Lε, µε) ≥ 1∫
Rd
dµε
ρ1+ε
.
In other words the generator Lε corresponds to the approximation already used
in the proof of Theorem 3.1 with A = I since it is straightforward to observe the
following intertwining relation:
∇Lεf = (L−∇∇Vε) (∇f) = (L−∇∇V − ε I) (∇f).
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By Beppo Levi’s theorem, the integral in the right-hand-side of the inequality
above tends to
∫
Rd
(1/ρ1) dµ as ε→ 0. Now let η > 0 and fη ∈ D(Eµ) be such that∫
Rd
|∇fη|2 dµ∫
Rd
f 2η dµ− (
∫
Rd
fη dµ)
2 ≤ λ1(−L, µ) + η.
Since D(Eµ) ⊂ D(Eµε ) we have
λ1(−Lε , µε ) ≤
∫
Rd
|∇fη|2 dµε∫
Rd
f 2η dµε − (
∫
Rd
fη dµε )
2 ,
and by Beppo Levi’s theorem together with the dominated convergence theorem,
we get at the limit ε→ 0:
lim sup
ε→0
λ1(−Lε , µε ) ≤
∫
Rd
|∇fη|2 dµ∫
Rd
f 2η dµ− (
∫
Rd
fη dµ)
2 ≤ λ1 + η.
Finally letting η → 0 gives the desired conclusion.
4. Asymmetric Brascamp-Lieb inequalities
Our main result Theorem 2.2 also allows us to obtain Brascamp-Lieb type in-
equalities with the covariance instead of the variance, in the spirit of the works of
Helffer [20] and Ledoux [28] about decay of correlations for spin systems, see also
the recent articles [31, 13, 30]. Such inequalities are called asymmetric Brascamp-
Lieb inequalities since the two functions are decorrelated in the sense that the
right-hand-side of the inequality is the product of two conjugate Lp norms of their
weighted gradients. Note that such covariance estimates are also useful to derive
concentration results, as regards the papers of Houdre´ and his co-authors [5, 24].
In order to establish these asymmetric Brascamp-Lieb inequalities, we need
some material and in particular an additional ingredient which is the stochastic
representation of our Feynman-Kac type semigroups of interest. Actually one can
show that such a representation holds when the invertible matrix A is a multiple
of the identity (we ignore if this is true in the general case). For the choice of
a distortion matrix A = a I, where a is a smooth positive function on Rd, we
denote in the sequel Ma, LMaa , La and (QMat,a )t≥0 the corresponding operators and
semigroup acting on vector fields. The key point in the forthcoming analysis resides
in the fact that since La is a diagonal operator, it can also be interpreted as an
operator acting on functions. In this case we denote La the corresponding diffusion
operator: for every f ∈ C∞(Rd,R),
Laf = Lf + 2 a (∇a−1)T ∇f
= ∆f − (∇Va)T ∇f,
where Va is the smooth potential Va = V + log(a
2). This operator is symmetric
and non-positive on C∞0 (Rd,R) with respect to the measure µa = a−2 · µ, hence it
is essentially self-adjoint on C∞0 (Rd,R) and admits a unique self-adjoint extension
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(still denoted La) with domain D(La) ⊂ L2(µa). Notice that the measure µa has
no reason to be finite a priori - such an assumption is not required in the sequel
- and moreover the corresponding process might explode, i.e. it goes to infinity in
finite time or, equivalently, the associated semigroup (Pt,a)t≥0 is not stochastically
complete: Pt,a1 ≤ 1 for some (hence for all) t > 0. In particular, an analytical
sufficient and “easy-to-check” condition ensuring the non-explosion is to assume
that the Hessian matrix of the potential Va is uniformly bounded from below, cf.
[1]. An alternative usual criterion is the so-called Lyapunov (or drift) condition a`
la Meyn-Tweedie, cf. [32], stating the existence of a smooth positive function f
going to infinity at infinity and two constants α, β ≥ 0 such that
Laf ≤ α f + β.
In the sequel we denote (Xxt,a)t≥0 the (potentially minimal) diffusion process start-
ing from x ∈ Rd and whose generator is La.
Now we are ready to state the main result of the present section. Note that
since we choose A = a I, the matrix A−1MAA is automatically symmetric and we
have
A−1MAA =Ma = ∇∇V − (aLa−1) I.
Therefore to invoke Theorem 2.2 in the proof below one needs only to assume that
the smallest eigenvalue ofMa is bounded from below. Denote the covariance under
µ of two given functions f, g ∈ L2(µ) as
Covµ(f, g) := µ(f g)− µ(f)µ(g).
Our result stands as follows.
Theorem 4.1. Assume that the smallest eigenvalue ρa of the matrixMa is positive.
Moreover assume either the Hessian matrix of the potential Va is uniformly bounded
from below or the Lyapunov condition written above. Then for every functions
f, g ∈ C∞0 (Rd,R), we have
|Covµ(f, g)| ≤
∥∥∥∥∥ |a∇g|ρa
∥∥∥∥∥
∞
∫
Rd
|∇f |
a
dµ. (4.1)
If we choose a ≡ 1 then we have Ma = ∇∇V and all the assumptions reduce
to the positivity of the smallest eigenvalue ρ1 of the matrix ∇∇V , so that the
inequality (4.1) becomes
|Covµ(f, g)| ≤
∥∥∥∥∥ |∇g|ρ1
∥∥∥∥∥
∞
∫
Rd
|∇f | dµ.
In other words such an inequality is nothing but the case (p, q) = (∞, 1) of the
multi-dimensional version appearing in [13] of the original one-dimensional result
established by Menz and Otto in [31]. Once again our main contribution comes
from the freedom in the choice of the distortion function a.
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Let us provide a guideline strategy of the proof of Theorem 4.1. Starting by the
covariance version of the variance identity (3.4), i.e for every f, g ∈ C∞0 (Rd,R),
Covµ(f, g) =
∫
Rd
(a∇f)T (−LMaa )−1(a∇g) dµa,
we are done once we have proven the following regularization result: for every
g ∈ C∞0 (Rd,R), ∥∥∥|(−LMaa )−1(a∇g)|∥∥∥∞ ≤
∥∥∥∥∥ |a∇g|ρa
∥∥∥∥∥
∞
,
and through the representation
(−LMaa )−1(a∇g) =
∫ ∞
0
QMat,a (a∇g) dt,
it means that a L∞ bound on the underlying semigroup (QMat,a )t≥0 acting on
weighted gradients is required. However, in contrast to the classical Feynman-
Kac situation where we focus our attention on a Feynman-Kac semigroup acting
on functions, the semigroup (QMat,a )t≥0 has no reason to be bounded a priori and
that is why a careful attention has to be brought to this problem. Actually the
intertwining relation of Theorem 2.2 entails many interesting consequences and
among them the potential boundedness of QMat,a (a∇f) reduces to that of a∇Ptf .
Hence the first part of this section is devoted to show this boundedness property,
leading to the result below. We admit that the proof is somewhat technical but
the result is interesting in its own right.
Theorem 4.2. Assume that the smallest eigenvalue ρa of the matrixMa is bounded
from below by some real constant ka ∈ R. Letting f ∈ C∞0 (Rd,R), we have the
inequality
a |∇Ptf | ≤ e−kat Pt,a(|a∇f |), t ≥ 0. (4.2)
In the case a ≡ 1 we recover the classical Bakry-E´mery criterion, cf. for instance
[1], asserting that a uniform lower bound λ on the Hessian of the potential V
ensures the sub-commutation relation
|∇Ptf | ≤ e−λt Pt(|∇f |), t ≥ 0.
To prove Theorem 4.2, we will follow the approach emphasized in [1] and propose
an analytic proof divided into several steps. Recall that the norm induced by L
and La are respectively given by
‖f‖2D (L) = ‖f‖2L2(µ) + ‖Lf‖2L2(µ),
and
‖f‖2D (La) = ‖f‖2L2(µa) + ‖Laf‖2L2(µa).
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Lemma 4.3. Assume that the smallest eigenvalue ρa of the matrix Ma is bounded
from below by some real constant ka ∈ R. Then for every smooth function f ∈
D(L), we have the inequality
‖ ‖∇(a∇f)‖HS ‖2L2(µa) ≤
(
1 +
k−a
2
)
‖f‖2D (L ), (4.3)
where k−a := −min{0, ka}.
Proof. First, let us start by proving the result for every function f ∈ C∞0 (Rd,R).
We have∫
Rd
(Lf)2 dµ =
∫
Rd
‖a−1∇(a∇f)‖2HS dµ+
∫
Rd
(∇f)T
(
∇∇V − aLa−1 I
)
∇f dµ
=
∫
Rd
‖∇(a∇f)‖2HS dµa +
∫
Rd
(∇f)T
(
∇∇V − aLa−1 I
)
∇f dµ
≥
∫
Rd
‖∇(a∇f)‖2HS dµa + ka
∫
Rd
|∇f |2 dµ.
Since we have∫
Rd
|∇f |2 dµ = −
∫
Rd
f Lf dµ ≤ 1
2
∫
Rd
f 2 dµ+
1
2
∫
Rd
(Lf)2 dµ,
the conclusion follows at least when f ∈ C∞0 (Rd,R).
Now let us extend the desired inequality for general smooth functions in D(L). To
do so, given a smooth function f ∈ D(L), let (fn)n∈N be a sequence of functions in
C∞0 (Rd,R) converging to f for the norm induced by L (the essential self-adjointness
property allows the existence of such a sequence). Then it is a Cauchy sequence in
L2(µ) and by (4.3) the sequence (‖∇(a∇fn)‖HS)n∈N reveals also to be Cauchy in
L2(µa), hence converges in L
2(µa) to (the Hilbert-Schmidt norm of) some matrix-
valued function K. On the one hand if the limiting function f lies in C∞0 (Rd,R)
then one sees easily that K = ∇(a∇f). On the other hand, if the support of f is
not compact, then we proceed as follows. Fix some g ∈ C∞0 (Rd,R) and consider
the product gfn ∈ C∞0 (Rd,R). Because of the rule
L(g(fn − f)) = (fn − f)Lg + g L(fn − f) + 2 (∇g)T ∇(fn − f),
we observe immediately that the sequence (gfn)n∈N converges to gf with respect
to the norm induced by L and since gf has compact support, one deduces that
‖∇(a∇(gfn))‖HS converges in L2(µa) to ‖∇(a∇(gf))‖HS. Now we have
∇(a∇(gfn)) = ∇(a∇g) fn + a∇fn (∇g)T + a∇g (∇fn)T +∇(a∇fn) g,
and since all the above quantities converge (more precisely all the Hilbert-Schmidt
norms converge in L2(µa)), we obtain at the limit
∇(a∇(gf)) = ∇(a∇g) f + a∇f (∇g)T + a∇g (∇f)T +K g.
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Finally, the uniqueness of the limit and the fact that the equality above holds
for every function g ∈ C∞0 (Rd,R), one infers that K = ∇(a∇f) and thus (4.3)
immediately holds in full generality. The proof is now achieved. 
The reason why the result in Lemma 4.3 has to be extended to smooth functions
in D(L) is that we will apply in a moment such a result for f = Ptg, which is a
smooth function by ellipticity of the semigroup but not compactly supported, even
if g is.
The second preliminary result required to establish Theorem 4.2 is the following
lemma.
Lemma 4.4. Assume that the smallest eigenvalue ρa of the matrix Ma is bounded
from below by some real constant ka ∈ R. Let f ∈ C∞0 (Rd,R) and t > 0 be a finite
time horizon. For 0 ≤ s ≤ t and ε > 0, the smooth function
f εs :=
√
e−2kas |a∇Pt−sf |2 + ε2 − ε,
satisfies the inequality
Laf
ε
s + ∂sf
ε
s ≥ 0, 0 ≤ s ≤ t.
Proof. Using the intertwining relation at the level of the generators, that is, for
every g ∈ C∞(Rd,R),
a∇Lg = (La −Ma)(a∇g),
we have
∂sf
ε
s =
e−2kas
(
−ka |a∇Pt−sf |2 − (a∇Pt−sf)T a∇LPt−sf
)
√
e−2kas |a∇Pt−sf |2 + ε2
≥
e−2kas
(
(ρa − ka) |a∇Pt−sf |2 − (a∇Pt−sf)T La(a∇Pt−sf)
)
√
e−2kas |a∇Pt−sf |2 + ε2
,
and using the diffusion property,
La(
√
u) =
1
2
√
u
Lau− 1
4u3/2
|∇u|2,
one gets
Laf
ε
s =
e−2kas La(|a∇Pt−sf |2)
2
√
e−2kas |a∇Pt−sf |2 + ε2
− e
−4kas |a∇Pt−sf |2 ‖∇(a∇Pt−sf)‖2HS
(e−2kas |a∇Pt−sf |2 + ε2)
3
2
.
Since
La(|a∇Pt−sf |2) = 2 (a∇Pt−sf)T La(a∇Pt−sf) + 2 ‖∇(a∇Pt−sf)‖2HS,
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one finds
Laf
ε
s =
e−2kas (a∇Pt−sf)T La(a∇Pt−sf)√
e−2kas |a∇Pt−sf |2 + ε2
+
ε2 e−2kas ‖∇(a∇Pt−sf)‖2HS
(e−2kas |a∇Pt−sf |2 + ε2)3/2
,
and therefore combining the two expressions above entail the inequality
Laf
ε
s + ∂sf
ε
s ≥
e−2kas (ρa − ka) |a∇Pt−sf |2√
e−2kas |a∇Pt−sf |2 + ε2
,
and since ρa ≥ ka the desired conclusion follows. 
Once Lemmas 4.3 and 4.4 are established, we are now able to provide a detailed
proof of Theorem 4.2.
Proof of Theorem 4.2. Letting two non-negative functions g1, g2 ∈ C∞0 (Rd,R), we
fix a finite time horizon t > 0 and consider the function of time
ψε (s) :=
∫
Rd
g1 Ps,a(g2 f
ε
s ) dµa =
∫
Rd
Ps,ag1 g2 f
ε
s dµa, 0 ≤ s ≤ t,
where f ε is the function defined in Lemma 4.4. Since g1, g2 are non-negative, one
has by Lemma 4.4,
∂sψ
ε (s) =
∫
Rd
LaPs,ag1 g2 f
ε
s dµa +
∫
Rd
Ps,ag1 g2 ∂sf
ε
s dµa
≥
∫
Rd
LaPs,ag1 g2 f
ε
s dµa −
∫
Rd
Ps,ag1 g2Laf
ε
s dµa
= −
∫
Rd
(∇Ps,ag1)T ∇(g2 f εs ) dµa +
∫
Rd
(∇(Ps,ag1 g2))T ∇f εs dµa
= −
∫
Rd
(∇Ps,ag1)T ∇g2 f εs dµa +
∫
Rd
Ps,ag1 (∇g2)T ∇f εs dµa,
leading by Cauchy-Schwarz’ inequality to the estimate:
∂sψ
ε (s) ≥ −‖|∇g2|‖∞
(
‖|∇f εs |‖L2(µa) ‖Ps,ag1‖L2(µa) + ‖f εs ‖L2(µa) ‖|∇Ps,ag1|‖L2(µa)
)
≥ −‖|∇g2|‖∞
(
‖|∇f εs |‖L2(µa) ‖g1‖L2(µa) + ‖f εs ‖L2(µa) ‖|∇g1|‖L2(µa)
)
.
To obtain the last inequality we used the contractivity of the semigroup in L2(µa)
and the fact that the function
s 7→
∫
Rd
|∇Ps,ag1|2 dµa = −
∫
Rd
Ps,ag1 LaPs,ag1 dµa,
is non-increasing. Now, since we have 0 ≤ f εs ≤ e−kas |a∇Pt−sf |, one gets∫
Rd
f εs
2 dµa ≤ e−2kas
∫
Rd
|a∇Pt−sf |2 dµa
= e−2kas
∫
Rd
|∇Pt−sf |2 dµ
≤ e−2kas
∫
Rd
|∇f |2 dµ.
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Moreover we have
∇f εs =
e−2kas (a∇Pt−sf)T ∇(a∇Pt−sf)√
e−2kas |a∇Pt−sf |2 + ε2
,
and by Cauchy-Schwarz’ inequality, we obtain
|∇f εs | ≤ e−kas ‖∇(a∇Pt−sf)‖HS.
The key point then is to apply Lemma 4.3 to the semigroup Pt−sf , which is a
smooth element of D(L). We thus get
‖|∇f εs |‖2L2(µa) ≤ e−2kas
(
1 +
k−a
2
)
‖Pt−sf‖2D (L )
≤ e−2kas
(
1 +
k−a
2
)
‖f‖2D (L ).
Combining the estimates above entails the existence of a smooth and positive
function of time c, depending only on ka, such that we have
∂sψ
ε (s) ≥ −c(s) ‖|∇g2|‖∞ ‖f‖D (L) ‖g1‖D (La).
Integrating the above inequality between 0 and t and taking for g2 an element
φn ∈ C∞0 (Rd,R) valued between 0 and 1 and such that φn ↑ 1 pointwise and
‖|∇φn|‖∞ → 0 as n→∞ (recall that the existence of such a sequence is provided
by the completeness property of the Euclidean space), we obtain at the limit
n→∞: ∫
Rd
g1 (Pt,af
ε
t − f ε0 ) dµa ≥ 0.
Finally, since the inequality above holds for every g1 ∈ C∞0 (Rd,R) we get Pt,af εt ≥
f ε0 and letting ε→ 0 achieves the proof of Theorem 4.2. 
A consequence of Theorem 4.2 is the boundedness of the quantity a∇Ptf as
soon as f ∈ C∞0 (Rd,R), a property required to prove Theorem 4.1. However the
inequality (4.2) itself is not sufficient (even if ka > 0) since the desired estimate
a |∇Ptf | ≤ P ρat,a(|a∇f |), t ≥ 0,
is stronger and cannot be obtained by using the same approach. Note that it
rewrites according to the intertwining relation of Theorem 2.2 as
|QMat,a (a∇f)| ≤ P ρat,a(|a∇f |).
Here (P ρat,a)t≥0 is the Feynman-Kac semigroup acting on functions as follows: for
every f ∈ C∞0 (Rd,R),
P ρat,af(x) := E
[
f(Xxt,a) e
−
∫ t
0
ρa(Xxs,a) ds
]
,
and its generator is given by Lρaa = La − ρa I. Actually, in order to obtain such a
stronger estimate above, we need a uniqueness result in the L∞ Cauchy problem,
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i.e. when the solution is bounded, and this is the reason why we have to assume
the non-explosion of the underlying process (Xxt,a)t≥0, an assumption encoded in
the statement of Theorem 4.1 by a uniform lower bound on the matrix ∇∇Va or a
Lyapunov condition (recall that by [26] the non-explosion is classically equivalent
to the uniqueness in the L∞ Cauchy problem). To follow this strategy, we use the
stochastic representation of the semigroup (QMat,a )t≥0. If the process (X
x
t,a)t≥0 does
not explode, i.e. it has an infinite lifetime, we consider the matrix-valued process
(Yt,a,x)t≥0 ⊂Md×d(R) solution to the equation
∂tYt,a,x + Yt,a,xMa(X
x
t,a) = 0, Y0,a,x = I.
We first have the following lemma, allowing us to control the Euclidean operator
norm | · |op on Md×d(R) of the matrix Yt,a,x.
Lemma 4.5. Assume that the smallest eigenvalue ρa of the matrix Ma is bounded
from below by some real constant and that the process (Xxt,a)t≥0 is non-explosive.
Then we have the estimate
|Yt,a,x|op ≤ e−
∫ t
0
ρa(Xxs,a) ds, t ≥ 0, x ∈ Rd.
Proof. We have for every u ∈ Rd,
∂t|Y Tt,a,x u|2 = 2 uT Yt,a,x ∂tY Tt,a,x u
= −2 uT Yt,a,xMa(Xxt,a) Y Tt,a,x u
≤ −2 ρa(Xxt,a) |Y Tt,a,x u|2,
so that integrating and taking the supremum over all u ∈ Rd such that |u| = 1
entails the inequality
|Yt,a,x|op = |Y Tt,a,x|op ≤ e−
∫ t
0
ρa(Xxs,a) ds.
The proof is achieved. 
Next we state the desired uniqueness result in the L∞ Cauchy problem.
Proposition 4.6. Assume that the matrix Ma is uniformly bounded from below
and that the process (Xxt,a)t≥0 is non-explosive. Let F be a smooth vector field
which is locally bounded in time and bounded with respect to the space variable. If
such a F is solution to the L∞ Cauchy problem{
∂tF = LMaa F
F (·, 0) = G
where the initial condition G is bounded, then F admits the stochastic representa-
tion
F (x, t) = E
[
Yt,a,xG(X
x
t,a)
]
, t ≥ 0, x ∈ Rd. (4.4)
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Proof. The proof relies on a martingale method. Let t > 0 be a finite time horizon
and define the Rd-valued process
Zs,a,x := Ys,a,x F (X
x
s,a, t− s), s ∈ [0, t],
where F is such a solution. By Lemma 4.5 and our assumptions the process
(Zs,a,x)s∈[0,t] is bounded. Since Z0,a,x = F (x, t) and Zt,a,x = Yt,a,xG(X
x
t,a), the
identity (4.4) we want to establish rewrites as
Z0,a,x = E [Zt,a,x] .
By the vectorial Itoˆ formula, we get
dZs,a,x = dMs+Ys,a,x (−∂s+La)F (Xxs,a, t−s) ds−Ys,a,xMa(Xxs,a)F (Xxs,a, t−s) ds,
where (Ms)s∈[0,t] is a R
d-valued local martingale. Since we have ∂sF = LMaa F , the
process (Zs,a,x)s∈[0,t] itself is a local martingale and actually a true martingale by
boundedness. Finally equating the expected values at s = 0 and s = t entails the
desired result. 
Now we are in position to refine Theorem 4.2, at the price of the additional
assumption of non-explosion of the process (Xxt,a)t≥0. Our result stands as follows.
Theorem 4.7. Assume that the matrix Ma is uniformly bounded from below and
that the process (Xxt,a)t≥0 is non-explosive. Then for every f ∈ C∞0 (Rd,R), we have
the identity
a(x)∇Ptf(x) = QMat,a (a∇f)(x) = E
[
Yt,a,x a(X
x
t,a)∇f(Xxt,a)
]
, x ∈ Rd, t ≥ 0.
In particular we have a refinement of Theorem 4.2: for every f ∈ C∞0 (Rd,R), the
following sub-intertwining holds:
|a∇Ptf | = |QMat,a (a∇f)| ≤ P ρat,a(|a∇f |).
Proof. The proof of the first equality is now straightforward: by the intertwining
relation of Theorem 2.2, the quantity (a∇Ptf)t≥0 is a solution to the L∞ Cauchy
problem associated to the Schro¨dinger operator LMaa since it is bounded by Theo-
rem 4.2. Then the first desired equality is a consequence of the uniqueness property
of Proposition 4.6 with G = a∇f .
To establish the sub-intertwining relation, note that we have for every F ∈ C∞0 (Rd,R),
|E[Yt,a,x F (Xxt,a)]| ≤ E[|Yt,a,x F (Xxt,a)|]
≤ E[|Yt,a,x|op |F (Xxt,a)|]
≤ E
[
e−
∫ t
0
ρa(Xxs,a) ds |F (Xxt,a)|
]
= P ρat,a(|F |)(x),
where to obtain the last inequality we used Lemma 4.5. The proof is complete 
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We mention that a similar sub-intertwining already appeared in the work of
Wang [37] who introduced the notion of modified curvatures to study reflecting
diffusion processes on Riemannian manifolds with boundary.
Once all the previous ingredients of this section have been introduced, we are
ready to give the (brief) proof of Theorem 4.1 to which we turn now.
Proof of Theorem 4.1. At the price of an approximation procedure somewhat
similar to that emphasized in the proof of Theorem 3.1, we assume without loss
of generality that the smallest eigenvalue ρa of the matrix Ma is bounded from
below by some positive constant. As mentioned earlier, the covariance version of
the variance identity (3.4) reads as follows: for every f, g ∈ C∞0 (Rd,R),
Covµ(f, g) =
∫
Rd
(a∇f)T (−LMaa )−1(a∇g) dµa.
Now we have
|(−LMaa )−1(a∇g)| =
∣∣∣∣
∫ ∞
0
QMat,a (a∇g) dt
∣∣∣∣
≤
∫ ∞
0
|QMat,a (a∇g)| dt
≤
∫ ∞
0
P ρat,a(|a∇g|) dt
= (−Lρaa )−1(|a∇g|),
where to obtain the second inequality we used Theorem 4.7. Since we have La1 = 0,
it leads to the equality (−Lρaa )−1ρa = 1 and by positivity preservation we get∥∥∥(−Lρaa )−1(|a∇g|)∥∥∥∞ ≤
∥∥∥∥∥ |a∇g|ρa
∥∥∥∥∥
∞
∥∥∥(−Lρaa )−1ρa∥∥∥∞ =
∥∥∥∥∥ |a∇g|ρa
∥∥∥∥∥
∞
.
The proof of Theorem 4.1 is now complete.
5. Examples
In this final part we illustrate our main results with some classical and less clas-
sical examples. Before turning to concrete situations, we would like to emphasize
a criterion which is well-adapted to most of the examples presented below. Con-
sidering A = a I with a the function given by a := e−εV for ε sufficiently small (in
fact ε ∈ (0, 1/2)), we obtain with the smooth potential Va = V + log(a2) the new
generator
Laf = ∆f − (∇Va)T ∇f
= ∆f − (1− 2ε) (∇V )T ∇f.
In particular the invariant measure µa has Lebesgue density proportional to e
−(1−2ε )V .
Therefore we are in position to apply Theorem 3.1 once the matrix A−1MAA,
which rewrites as the symmetric matrix Ma, is positive definite. Moreover, recall
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that we assumed all along the paper that the Hessian matrix of V is uniformly
bounded from below, a condition ensuring the non-explosion of the underlying
process [1]. Then the Hessian matrix of Va is also uniformly bounded from below
and thus the process (Xxt,a)t≥0 is non-explosive, so that Theorem 4.1 might also be
applied. Computing now the matrix Ma gives us
Ma = ∇∇V + (−ε∆V + ε (1− ε) |∇V |2) I. (5.1)
In the case of one-dimensional diffusions [11], a simplification occurs so that this
choice of function a revealed to be very efficient to establish Poincare´ type func-
tional inequalities. We will see below that this choice is also relevant in the multi-
dimensional case. To be as concise as possible, we will only focus our attention on
the results derived from Theorems 3.1 and 3.2.
Let us now revisit some examples investigated in [10]. We consider the case of
some spherically symmetric probability measures, that is, the smooth potential V
is radial: we set V (x) := U(|x|) where U : [0,∞) → R. Then the operator L
rewrites for every f ∈ C∞(Rd,R) as
Lf(x) = ∆f(x)− U
′(|x|)
|x| x
T ∇f(x), x ∈ Rd.
Simple computations show that we have
∇∇V (x) = U
′(|x|)
|x| I +
(
U ′′(|x|)− U
′(|x|)
|x|
)
xxT
|x|2 ,
whose eigenvalues are U ′′(|x|) and U ′(|x|)/|x|, with respective eigenfunctions x and
the vectors u belonging to the orthogonal complement of the vector space spanned
by x. Therefore if additionally the measure µ is log-concave, meaning in our radial
context that the radial potential U is convex and non-decreasing, then the classical
Brascamp-Lieb inequality (3.1) gives for every f ∈ C∞0 (Rd,R),
Varµ(f) ≤
∫
Rd
|∇f(x)|2
min
{
U ′′(|x|), U ′(|x|)
|x|
} dµ(x).
For instance when we consider the so-called exponential power, or Subbotin, dis-
tribution of parameter α > 1, that is, U is given on [0,∞) by U(r) = rα/α, then
we have
∇∇V (x) = |x|α−2 I + (α− 2) |x|α−4 xxT ,
whose smallest eigenvalue ρ1(x) is
ρ1(x) = min
{
U ′′(|x|), U
′(|x|)
|x|
}
= min{1, α− 1} |x|α−2.
In other words, this minimum strongly depends on the value of the parameter α,
according to α ∈ (1, 2] or α ≥ 2, the critical case being the Gaussian case α = 2
for which U ′′(r) = U ′(r)/r = 1.
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Let us see how to apply Theorem 3.1 in our general radial context. Letting A
be the invertible matrix A = a I with a some smooth and positive function, the
smallest eigenvalue ρa of the symmetric matrix A
−1MAA is
ρa(x) = min
{
U ′′(|x|), U
′(|x|)
|x|
}
− a(x)La−1(x), x ∈ Rd,
and if the condition ρa > 0 holds, then by Theorem 3.1 we have the generalized
Brascamp-Lieb inequality: for every f ∈ C∞0 (Rd,R),
Varµ(f) ≤
∫
Rd
|∇f(x)|2
min
{
U ′′(|x|), U ′(|x|)
|x|
}
− a(x)La−1(x)
dµ(x).
Note that the condition ρa > 0 induces a region on which the potential V is
strictly convex. Indeed, the function −aLa−1 cannot be positive on Rd since it is
non-positive in average:
−
∫
Rd
aLa−1 dµ =
∫
Rd
(∇a)T ∇a−1 dµ
= −
∫
Rd
|∇a|2
a2
dµ
≤ 0.
Moreover we also observe that if inf ρa > 0 then we have by Theorem 3.2 the
spectral gap estimate
λ1(−L, µ) ≥ inf ρa,
giving an alternative criterion to the estimates obtained in [10] for spherically
symmetric log-concave probability measures.
Now the point is to find a nice function a such that ρa > 0 and, as announced,
we choose a = e−εV where ε ∈ (0, 1/2), so that by (5.1) the condition ρa > 0
becomes: for every x ∈ Rd,
min
{
U ′′(|x|), U
′(|x|)
|x|
}
−ε(d−1) U
′(|x|)
|x| −ε U
′′(|x|)+ε (1−ε)U ′(|x|)2 > 0. (5.2)
Let us see how this criterion might be applied for some particular potentials U .
Coming back to the previous example of the exponential power distribution of
parameter α > 1, we denote γ := (α + d − 2)/min{1, α − 1} (which is ≥ 2 since
d ≥ 2) and we have
ρa(x) = |x|α−2 (min{1, α− 1} − ε (α+ d− 2)) + ε (1− ε) |x|2(α−1)
≥ min {1− ε γ, ε (1− ε)}
(
min{1, α− 1} |x|α−2 + |x|2(α−1)
)
.
Hence optimizing in ε ∈ (0, 1/γ) yields the inequality
ρa(x) ≥ 8
√
γ − 1
(
√
γ − 1 +√γ + 3)3
(
min{1, α− 1} |x|α−2 + |x|2(α−1)
)
,
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the prefactor behaving in large dimension as
8
√
γ − 1
(
√
γ − 1 +√γ + 3)3 ≈d→∞
min{1, α− 1}
d
.
Then the following generalized Brascamp-Lieb inequality holds: for every f ∈
C∞0 (Rd,R),
8
√
γ − 1
(
√
γ − 1 +√γ + 3)3 Varµ(f) ≤
∫
Rd
|∇f(x)|2
min{1, α− 1} |x|α−2 + |x|2(α−1) dµ(x).
In the Gaussian case α = 2 we have γ = d and we obtain the nice inequality
8
√
d− 1
(
√
d− 1 +√d+ 3)3 Varµ(f) ≤
∫
Rd
|∇f(x)|2
1 + |x|2 dµ(x),
which is asymptotically sharp as the dimension d goes to infinity, as observed by
computing both sides of the inequality with the linear function f(x) =
∑d
k=1 xk. It
even slightly improves the constant of the same estimate obtained in [10] through
another approach.
Let us continue the study of generalized Brascamp-Lieb inequalities for spheri-
cally symmetric probability measures by considering the case of a heavy-tailed dis-
tribution which is, in essence, rather different from the log-concave measures pre-
viously investigated. More precisely we focus on the so-called generalized Cauchy
distribution of parameter β, that is, the probability measure µ has Lebesgue den-
sity on Rd proportional to (1 + |x|2)−β where β > d/2. Then the associated
potential V is radial and is given by V (x) = U(|x|) with
U(r) = β log(1 + r2), r ≥ 0.
The Hessian matrix of V is
∇∇V (x) = 2β
1 + |x|2 I −
4β
(1 + |x|2)2 xx
T ,
whose smallest eigenvalue ρ1(x) is
ρ1(x) =
2β (1− |x|2)
(1 + |x|2)2 ,
which is not positive but is bounded from below by −β/4. Using (5.2) we have
ρa(x) =
2β
(1 + |x|2)2
(
1− εd+ (−1− εd+ 2ε+ 2βε (1− ε)) |x|2
)
≥ 2β
1 + |x|2 min {1− εd,−1− εd+ 2ε+ 2βε (1− ε)} ,
and optimizing in ε ∈ (0, 1/d) entails the estimate
ρa(x) ≥ 2 (β − d)
1 + |x|2 ,
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leading to the generalized Brascamp-Lieb inequality
2 (β − d) Varµ(f) ≤
∫
Rd
(1 + |x|2) |∇f(x)|2 dµ(x).
As shown by Nguyen in [34], the optimal constant in the above inequality is 2 (β−1)
for β > d+1, the case β ∈ (d/2, d+1) being covered by the results emphasized in
[10]. Hence the latter estimate is sharp in dimension 1 for β > 3/2 but there is still
room for improvement in larger dimension when using the intertwining method,
maybe by choosing conveniently another function a. However we draw the reader’s
attention to the fact that our estimate is obtained with exactly the same argument
as in the log-concave case above, showing the relevance of the intertwining method
in a wide range of situations.
Let us finish this work by observing how the intertwining method allows us to
obtain a spectral gap estimate beyond the case of spherically symmetric probability
measures. In particular we concentrate on a non-classical example: a non-product
measure on R2 whose associated potential V exhibits a non compact region on
which it is concave. More precisely we consider the following potential, symmetric
in both coordinates x and y,
V (x) :=
x4
4
+
y4
4
− βxy, x, y ∈ R,
where β is some positive parameter controlling the size of the concave region.
Although our approach might be generalized to larger dimension, we reduce the
study to dimension 2 since our objective is to give a flavour of how the intertwining
method can be used to obtain a spectral gap estimate. In particular the constants
we obtain below have no reason to be sharp. To further complement the spectral
analysis of these type of models appearing in statistical mechanics, see for instance,
among many other interesting articles, the nice papers [20, 21, 28, 18, 15].
In order to use Theorem 3.2, we have to find a suitable invertible matrix A such
that the matrix A−1MAA is symmetric and its smallest eigenvalue ρa is bounded
from below by some positive constant. In contrast to the previous examples, the
choice of the matrix A as a multiple of the identity is not convenient because of
the degeneracy of the Hessian matrix of V :
∇∇V (x, y) =
(
3x2 −β
−β 3y2
)
.
The idea is to choose a diagonal matrix A with different weight on the diagonal,
allowing us to overcome this degeneracy. Set
A =
(
a1 0
0 a2
)
,
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where a1, a2 are two positive smooth functions on R
2. Then the matrix A−1MAA
is of the following form
A−1MAA = ∇∇V − LA−1A =
(
X −β
−β Y
)
,
with
X(x, y) := 3x2 − a1 La−11 and Y (x, y) := 3y2 − a2 La−12 .
The eigenvalues are thus given by
X + Y
2
± 1
2
√
(X − Y )2 + 4β2,
which are both bounded from below by min{X, Y }−β. Hence choosing a2(x, y) =
a1(y, x), we have inf ρa > 0 as soon as infX − β > 0 and the rest of the analysis
is devoted to find a convenient function a1 = a (we drop the subscript 1 in the
sequel) ensuring this condition. Letting a = e−W whereW is some smooth function
defined on R2, we have
3x2 − a(x, y)La−1(x, y) = 3x2 +∆W (x, y)− |∇W (x, y)|2 −∇V (x, y)∇W (x, y)
= 3x2 +∆Z(x, y)− |∇Z(x, y)|2 − ∆V (x, y)
2
+
|∇V (x, y)|2
4
,
where Z := W + V/2. The previous equation indicates that a potential candidate
is
Z(x, y) :=
by4
4
+
cx2
2
,
where b, c are some real constants to be chosen at the end. A short computation
gives
3x2 +∆Z(x, y)− |∇Z(x, y)|2 − ∆V (x, y)
2
+
|∇V (x, y)|2
4
= 3x2 + c+ 3by2 − (c2x2 + b2y6)− 3(x
2 + y2)
2
+
(x3 − βy)2
4
+
(y3 − βx)2
4
≥ c+
(
3
2
− c2
)
x2 + 3
(
b− 1
2
)
y2 − b2y6 + (y
3 − βx)2
4
≥ c+
(
3
2
− c2
)
x2 + 3
(
b− 1
2
)
y2 − b2y6 + (1− λ) y
6
4
−
(
1
λ
− 1
)
β2x2,
where in the last line we used the trivial inequality (u−v)2 ≥ (1−λ) u2−(1/λ−1) v2
available for every u, v ∈ R and λ ∈ (0, 1). Now since for every p, q > 0 the
minimum on R+ of the function z 7→ −p z2 + q z3 is
−2p
√
p
3
√
3q
,
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we obtain from the above inequality,
3x2 +∆Z(x, y)− |∇Z(x, y)|2 − ∆V (x, y)
2
+
|∇V (x, y)|2
4
≥ c+
(
3
2
− c2 −
(
1
λ
− 1
)
β2
)
x2 − 3
(
1
2
− b
)
y2 +
(
1− λ
4
− b2
)
y6
≥ c+
(
3
2
− c2 −
(
1
λ
− 1
)
β2
)
x2 −
2
(
1
2
− b
)3/2
√
1−λ
4
− b2
,
provided the constant b satisfies |b| <
√
(1− λ)/2. For instance taking λ = 1/2
and b = 1/4 yields
3x2 +∆Z(x, y)− |∇Z(x, y)|2 − ∆V (x, y)
2
+
|∇V (x, y)|2
4
≥ c+
(
3
2
− c2 − β2
)
x2 − 1,
and choosing c :=
√
3/2− β2 entails for sufficiently small β the estimate
inf ρa ≥
√
3/2− β2 − 1− β > 0,
leading by Theorem 3.2 to the conclusion
λ1(−L, µ) ≥
√
3/2− β2 − 1− β.
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