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a b s t r a c t
We study the reconstruction of cardinal splines f (t) from their average samples yn =
f ∗ h(n), n ∈ Z, when the average function h(t) has support in [−1/2, 1/2]. We investigate
the existence and uniqueness of the solution of the following problem: For given dates yn,
find a cardinal spline f (t), of a given degree, satisfying yn = f ∗ h(n), n ∈ Z.
© 2011 Elsevier Ltd. All rights reserved.
1. Spline interpolation and average sampling
First, let us introduce some notation and recall some of the fundamental results of Schoenberg’s magnificent cardinal
interpolation spline theory (see [1]).
Let βd be the cardinal central B-spline of degree d,
βd := X[−1/2,1/2] ∗ · · · ∗X[−1/2,1/2] (d+ 1 terms),
and let Sd be the space generated by the shift of βd, i.e. the set of functions f (t) that admit a representation of the form
f (t) =

n∈Z
anβd(t − n)
with appropriate coefficients an. When d is odd, the space Sd is the set of cardinal splines of degree d with knot sequence
Z, i.e. the set of functions f ∈ Cd−1(R) such that for all k ∈ Z, f |[k,k+1) belongs toΠd the class of polynomials of degree not
exceeding d. When d is even, the knot sequence is Z+ 1/2, i.e. Sd := {f ∈ Cd−1(R) : f |[k−1/2,k+1/2) ∈ Πd, k ∈ Z}.
We consider the following cardinal spline interpolation problem: Given a sequence of real numbers {yn}n∈Z, find a spline
f ∈ Sd such that
f (n) = yn, n ∈ Z.
For d = 1 the problem has a unique solution, the linear spline obtained by linear interpolation between every pair of
consecutive data, but for d > 1 it has infinitely many solutions forming a linear manifold in Sd of dimension d− 1 when d
is odd, and of dimension dwhen d is even. Growth conditions give the uniqueness. Specifically, using the notation
Sd,γ := {f (t) ∈ Sd : f (t) = O(|t|γ ) as t → ±∞}, Dγ := {{yn}n∈Z : yn = O(|n|γ ) as n → ±∞},
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for γ ≥ 0, Shoenberg proved that for a given sequence of real numbers {yn}n∈Z ∈ Dγ , the following problem:
Find a spline f ∈ Sd,γ satisfying f (n) = yn, n ∈ Z,
has a unique solution.
In many applications it is more realistic to assume that the available samples are not the values of the function at the
integers n, but local averages near n,
f ∗ h(n) =
 n+1/2
n−1/2
f (t)h(n− t)dt, n ∈ Z,
where the average function h(t), with support in [−1/2, 1/2], reflects the characteristic of the acquisition device. Thus
regular average sampling has been studied for spaces of cardinal splines and for general shift invariant spaces (see [2–9] and
references therein).
In this work we carry some results of Shoenberg’s cardinal interpolation spline theory over to the averaging sampling
context. If the average function h(t) verifies
• supp h ⊆ [−1/2, 1/2], h(t) ≥ 0, t ∈ R,
• 0 <
 0
−1/2
h(t)dt <∞ and 0 <
 1/2
0
h(t)dt <∞, (1)
then, given a sequence of numbers {yn}n∈Z, the following problem: Find f ∈ Sd such that
f ∗ h(n) = yn, n ∈ Z, (2)
even in the linear case, has infinitely many solutions forming a linear manifold in Sd of dimension d+ 1 when d is odd, and
of dimension d when d is even (see Lemma 1). Thus, we require growth conditions to get uniqueness. Specifically, in the
next section we prove the following result.
Theorem. In the linear, quadratic, cubic and quartic cases (d = 1, 2, 3, 4), and assuming that h satisfies (1), for a given sequence
of real numbers {yn}n∈Z ∈ Dγ , the following problem:
Find a spline f ∈ Sd,γ satisfying f ∗ h(n) = yn, n ∈ Z, (3)
has a unique solution.
We conjecture that the theorem holds for all d ∈ N, but we are unable to prove it.
2. Proof
Lemma 1. Assume that d ∈ N and that h(t) verifies the conditions (1). For a given sequence of real numbers {yn}n∈Z the
problem (2) has infinitely many solutions in Sd forming a linear manifold of dimension d + 1 when d is odd, and of dimension d
when d is even.
Proof. When d is odd, the space Sd can be described as the functions f (t) that admit a representation of the form
f (t) = P(t)+ a1(t − 1)d+ + a2(t − 2)d+ + · · · + a0(−t)d+ + a−1(−t − 1)d+ + · · · (4)
with appropriate coefficients an, where t+ := max(0, t) and P(t) ∈ Πd (see [1, p. 33]). The representation (4) is unique,
since P(t) = f (t) in [0, 1] and the coefficient an is the value of the jump of the step function f (d)(t)/d! at n, for all n ∈ Z.
Now, for a fixed polynomial P(t) ∈ Πd, we prove that there exist unique coefficients an in (4) such that f (t) satisfies (2).
By using (1), we obtain
h ∗ f (1) = h ∗ P(1)+ a1
 3
2
1
2
h(1− t)(t − 1)d+dt and
 3
2
1
2
h(1− t)(t − 1)d+dt > 0.
Hence, there exists a unique a1 such that h ∗ f (1) = y1. In this way, we can determinate successively and uniquely a2 such
that h ∗ f (2) = y2, a3 such that h ∗ f (3) = y3, etc. Indeed, assuming that we have determined a1, a2, . . . , an−1, and defining
Q (t) = P(t)+ a1(t − 1)d+ + · · · + an−1(t − [n− 1])d+, we have
h ∗ f (n) = h ∗ Q (n)+ an
 n+ 12
n− 12
h(n− t)(t − n)d+dt and
 n+ 12
n− 12
h(n− t)(t − n)d+dt > 0
and then, there exists a unique coefficient an such that h ∗ f (n) = yn.
Likewise, we can determinate successively and uniquely a0, a−1, a−2, . . . by h ∗ f (n) = yn for n = 0,−1,−2, . . . .
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Therefore, for any P(t) ∈ Πd, there exists a unique f (t) satisfying (2). Since P(t) depends linearly on d + 1 parameters,
we can deduce easily that the lemma holds when d is odd.
When d is even, any f ∈ Sd can be uniquely represented in the form
f (t) = P(t)+ b1(t − 1/2)d+ + b2(t − 3/2)d+ + · · · + b−1(−t − 1/2)d+ + b−2(−t − 3/2)d+ + · · · ,
where P(t) ∈ Πd. Since h ∗ f (0) =
 1/2
−1/2 h(−t)f (t)dt =
 1/2
−1/2 h(−t)P(t)dt , the set of polynomials P(t) ∈ Πd such that the
corresponding f (t) satisfy h ∗ f (0) = y0 is a linear manifold of dimension d. Now, we can prove the result similarly to that
for the odd case. 
In the proof of the theorem, the function
Gh,d(z) :=

n∈Z
h ∗ βd(n)z−n
plays a principal role. If h satisfies (1), Gh,d(z) is a Laurent polynomial and it can be written as
Gh,d(z) =
 1
2
− 12
h(t)Υz,d(t)dt, (5)
where
Υz,d(t) :=

n∈Z
z−nβd(n− t).
The functions Υz,d are splines of Sd related to the exponential splines considered in [1]. In the following lemma we collect
some properties of these splines.
Lemma 2. For d ∈ N, n ∈ Z and z ∈ C \ {0}, we have:
(i) Υz−1,d(−t) = Υz,d(t),
(ii) Υz,d(t + n) = z−n Υz,d(t),
(iii) Υ ′z,d+1(t) = (1− z)Υz,d(t + 1/2),
(iv) Υ−1,d(t) is even, Υ−1,d(1/2) = 0 and Υ−1,d(t) > 0 for t ∈ (−1/2, 1/2).
Proof. Since

n∈Z znβd(n+t) =

n∈Z znβd(−n−t) =

n∈Z z−nβd(n−t)wehave (i), and since

k∈Z z−kβd(k−[t+n]) =
k∈Z z−k−nβd(k − t) we have (ii). Using that β ′d+1(t) = βd(t + 1/2) − βd(t − 1/2) we deduce (iii). From (i), Υ−1,d(t)
is even. We have Υ−1,d(1/2) = · · · + βd(3/2) − βd(1/2) + βd(−1/2) − βd(−3/2) + · · · = 0. Finally, we prove that
Υ−1,d(t) > 0 for t ∈ (−1/2, 1/2) by induction over d. For d = 1 this is trivial. Assume that it is true for d. Then
Υ ′−1,d+1(t) = 2Υ−1,d(t + 1/2) > 0, t ∈ (−1/2, 0). Hence, using that Υ−1,d+1(−1/2) = 0 and that Υ−1,d+1 is even,
we deduce that Υ−1,d+1(t) > 0 for t ∈ (−1/2, 1/2). 
Lemma 3. Assume that d ∈ N, that γ ≥ 0 and that h(t) verifies (1). If all the roots of Gh,d(z) are simple and none of them is
on the unit circle |z| = 1, then for a given sequence {yn}n∈Z ∈ Dγ , the problem (3) has a unique solution. This solution can be
expressed as
f (t) =

n∈Z
ynLh,d(t − n) (6)
where the reconstruction spline Lh,d is given by
Lh,d(t) :=

n∈Z
cnβd(t − n) (7)
and cn are the coefficients of the expansion Gh,d(z)−1 = n∈Z cn z−n, |z| = 1. The reconstruction spline Lh,d has exponential
decay, i.e. there exists a constant µh,d ∈ (0, 1) such that Lh,d(t) = O(µ|t|h,d). The series in (6) converges uniformly and absolutely
in every finite interval.
Proof. Since Gh,d(z) has no zeros on the unit circle |z| = 1, the coefficients cn of the Laurent expansion C(z) := G−1h,d(z) =
n∈Z cnz−n, |z| = 1, have exponential decay, i.e. there exists a constant µh,d ∈ (0, 1) such that cn = O(µ|n|h,d). Hence, since
βd has compact support, Lh,d(t) :=n∈Z cnβd(t − n) = O(µ|t|h,d).
On the other hand, if |t| > 2 and [t] is the integer part of t , we have
n∈Z
|n|γµ|t−n|h,d
(|t| + 1)γ ≤

n∈Z
|n|γµ|[t]−n|−1h,d
|[t]|γ ≤

n∈Z
|[t] − n|γµ|n|−1h,d
|[t]|γ ≤

n∈Z
(1+ |n|)γµ|n|−1h,d <∞.
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By using this inequality, and that yn = O(|n|γ ) as n → ±∞ and that Lh,d(t) = O(µ|t|h,d), we deduce
f (t) =

n∈Z
ynLh,d(t − n) = O(|t|γ ), as t →±∞.
As |yn Lh,d(t − n)| < K((|n| + 1)γµ|n|−|t|h,d ) for a big enough constant K , the series

n∈Z ynLh,d(t − n) converges uniformly
and absolutely in every finite interval. Besides,
f (t) =

n∈Z
ynLh,d(t − n) =

n∈Z
yn

k∈Z
ckβd(t − n− k) =

k∈Z

n∈Z
ynck−n

βd(t − k).
Therefore f ∈ Sd,γ . We define gn := h ∗ βd(n). Then Gh,d(z) =n∈Z gnz−n. Using that C(z)Gh,d(z) = 1 we obtain
h ∗ Lh,d(n) =

k∈Z
ck[h ∗ βd](n− k) =

k∈Z
ckgn−k = δn,
where δn = 0, n ≠ 0, and δ0 = 1. Hence, f (t) = n∈Z ynLh,d(t − n) satisfies h ∗ f (n) = yn, n ∈ Z. Therefore, f (t) is a
solution of the problem (3).
In order to prove the uniqueness, we first find a basis of the linear space
Λ := ξ(t) ∈ Sd : h ∗ ξ(n) = 0, n ∈ Z}.
Since Lemma 1, the dimension ofΛ is
ℓ :=

d+ 1, d is odd
d, d is even.
We will find ℓ independent functions ofΛ, related to the roots of Gh,d(z).
First, we see that Gh,d(z) has ℓ roots in C \ {0}. Since supp βd = [− d+12 , d+12 ] and (1),
p(z) := zℓ/2Gh,d(z) = h ∗ βd

ℓ
2

+ h ∗ βd

ℓ
2
− 1

z + · · · + h ∗ βd

− ℓ
2

zℓ
is a polynomial of degree ℓ with coefficients that are strictly positive. It has the same roots as Gg(z), and they are different
from zero. Since we have supposed that they are simple, these roots are ℓ.
We denote by z1, . . . , zℓ the ℓ roots of Gd,h. Using Lemma 2 and (5) we obtain
h ∗ Υz−1j ,d(n) =
 1/2
−1/2
h(t)Υz−1j ,d
(n− t)dt = znj
 1/2
−1/2
h(t)Υz−1j ,d
(−t)dt
= znj
 1/2
−1/2
h(t)Υzj,d(t)dt = znj Gd,h(zj) = 0, n ∈ Z, j = 1, . . . , ℓ.
Then Υz−11 ,d
,Υz−12 ,d
, . . . ,Υz−1
ℓ
,d belong toΛ. Since they are linearly independent, they form a basis ofΛ.
Now it is easy to prove the uniqueness. Assume that the splines f , g ∈ Sd,γ satisfy (2). Then f (t) − g(t) ∈ Λ, and thus
there exist coefficients cj such that f (t)− g(t) =ℓj=1 cjΥz−1j ,d(t). Since by hypothesis |zj| ≠ 1, and f (t)− g(t) = O(|t|γ ),
the behavior of Υz−1j ,d
(t) at±∞ (see Lemma 2(ii)) shows that cj = 0 for j = 1, . . . , ℓ and then f = g . 
Proof of the Theorem. As a consequence of Lemma 3 it is sufficient to prove that for d = 1, 2, 3, 4, all the roots of Gh,d(z)
are simple and negative, and different from−1.
The linear and quadratic cases (d = 1, 2) are easy to deal with, since in both cases
p(z) = zGh,d(z) = h ∗ βd(−1)z2 + h ∗ βd(0)z + h ∗ βd(1)
is a polynomial of degree 2. Its principal coefficient is positive and it satisfies p(0) > 0. Besides, using (5) and Lemma 2, we
obtain p(−1) = −Gh,d(−1) = −
 1/2
−1/2 h(t)Υ−1,d(t)dt < 0, from which the result follows.
In the cubic and quartic cases (d = 3, 4) we have
p(z) = z2Gh,d(z) = h ∗ βd(−2)z4 + h ∗ βd(−1)z3 + h ∗ βd(0)z2 + h ∗ βd(1)z + h ∗ βd(2)
is a polynomial of degree 4, whose principal coefficient is positive. It satisfies
p(0) > 0 and p(−1) = Gh,d(−1) =
 1/2
−1/2
h(t)Υ−1,d(t)dt > 0.
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Thus, it is sufficient to find z0 ∈ (−1, 0) such that
Υz0,d(t) < 0 for all t ∈ (−1/2, 1/2). (8)
Indeed for such a z0 we would have (see (5) and Lemma 2)
p(z0) = z20
 1/2
−1/2
h(t)Υz0,d(t)dt < 0, z0 ∈ (−1, 0),
p(z−10 ) = z−20
 1/2
−1/2
h(t)Υz−10 ,d
(t)dt = z−20
 1/2
−1/2
h(t)Υz0,d(−t)dt < 0, z−10 ∈ (−∞,−1).
Since Υz0,d(1/2) = Υz0,d(−1/2 + 1) = z−10 Υz0,d(−1/2) (see Lemma 2(ii)) a necessary condition for (8) is Υz0,d(1/2) = 0.
The unique solution of this equation in (−1, 0) is z0 = −11+ 2
√
30 when d = 3 and it is z0 = −5+ 2
√
6 when d = 4. For
these values of z0 it is straightforward to check that (8) is satisfied. 
3. Conclusions
We have proved that if the following condition (see Lemma 3):
All the roots of the Laurent polynomial Gh,d(z) are simple and negative, and different from−1
holds, then, for a given sequence {yn}n∈Z ∈ Dγ , the average interpolation problem (3) has a unique solution, given by
f (t) = n∈Z yn Lh,d(t − n), where the reconstruction splines Lh,d are defined by (7). In particular, if {yn}n∈Z is a bounded
sequence, there is a unique bounded spline f ∈ Sd satisfying h ∗ f (n) = yn.
We have proved that this condition holds for the cases with more practical interest, d = 1, 2, 3, 4. On the basis of that
and numerical simulations, we conjecture that this condition holds for all d ∈ N, but we cannot find a proof.
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