Abstract. We apply the theory of φ-coordinated modules, developed by H.-S. Li, to the Etingof-Kazhdan quantum affine vertex algebra associated with the trigonometric R-matrix of type A. We prove, for a certain associate φ of the one-dimensional additive formal group, that any φ-coordinated module for the level c ∈ C quantum affine vertex algebra is naturally equipped with a structure of restricted level c module for the quantum affine algebra in type A and vice versa. Moreover, we show that any φ-coordinated module is irreducible with respect to the action of the quantum affine vertex algebra if and only if it is irreducible with respect to the corresponding action of the quantum affine algebra.
Introduction
The notion of vertex algebra, originally introduced by Borcherds [2] , presents a remarkable connection between mathematics and theoretical physics. The vertex algebra theory led to important breakthroughs in multiple areas such as automorphic forms, finite simple groups and soliton equations; see, e.g., the books by E. Frenkel and Ben-Zvi [12] , I. Frenkel, Lepowsky and Meurman [15] and Kac [19] . Some of the most extensively studied examples of vertex algebras come from the theory of affine Kac-Moody Lie algebras; see the books by Kac [18] and Lepowsky and Li [23] . Motivated by a parallel between the development of the theories of affine Lie algebras and quantum affine algebras, as well as by further applications to two-dimensional statistical models and the quantum Yang-Baxter equation, I. Frenkel and Jing [14] formulated a fundamental problem of generalizing the vertex algebra theory to the quantum case.
The notion of quantum vertex algebra was introduced by Etingof and Kazhdan [10] based on the ideas of E. Frenkel and Reshetikhin [13] . The examples of quantum vertex algebras were constructed in [10] as quantizations of the quasiclassical structure on the universal affine vertex algebra in type A when the classical R-matrix is of rational, trigonometric and elliptic type. Recently, a structure theory of quantum vertex algebras was developed by De Sole, Gardini and Kac [4] and the Etingof-Kazhdan construction was generalized to the rational R-matrix in types B, C and D by Butorac, Jing and the author [3] . On the other hand, several more general related notions, in particular, of h-adic nonlocal vertex algebra and of its module, were introduced and extensively studied by Li [25] . They present analogues of the corresponding notions, coming from the Li nonlocal vertex algebra theory [24] and the Bakalov-Kac field algebra theory [1] , which are defined over the commutative ring C[[h]], thus being compatible with Etingof-Kazhdan's theory. Moreover, the notion of h-adic nonlocal vertex algebra module, which presents a generalization of vertex algebra module, appears to provide the right setting for the study of representations of double Yangians and of Etingof-Kazhdan's quantum vertex algebras associated with the rational R-matrix; see [25] and [22] respectively. However, Li's subsequent results [26] suggest that the solution of the original Frenkel-Jing problem of associating quantum vertex algebras to quantum affine algebras requires a new concept of φ-coordinated module. Following such an approach, Li, Tan and Wang [27] recently established a correspondence between restricted modules for the Ding-Iohara algebra of level 0 associated with sl 2 [7] and φ-coordinated modules for certain quantum vertex algebra.
The definition of a φ-coordinated module W for a quantum vertex algebra V , as given in [26] , is characterized by a certain deformed version of the weak associativity property. Roughly speaking, it requires that the expressions
coincide for all u, v ∈ V , where Y (z) is the vertex operator map on V , Y W (z) the φ-coordinated module map, φ(z 2 , z 0 ) ∈ C((z 2 ))[[z 0 ]] an associate of the one-dimensional additive formal group and p 0 an integer depending on u, v. While setting φ(z 2 , z 0 ) = z 2 + z 0 leads to the usual weak associativity property, a different choice of the associate appears to be required in order to adapt the theory to quantum affine algebras.
In this paper, we consider the quantum vertex algebra V c (gl N ) associated with the trigonometric R-matrix, as defined by Etingof and Kazhdan [10] . As a C[[h]]-module, V c (gl N ) is topologically generated by the coefficients of certain Taylor series which are organized into the matrix T + (u) ∈ End C N ⊗V c (gl N ) [[u] ], subject to certain dual Yangiantype defining relations. As a quantum vertex algebra, its vertex operator map Y (z) is given in the form of quantum currents T (u), which go back to Reshetikhin and Semenov-TianShansky [29] . Moreover, the S-locality property for V c (gl N ), which is a quantum analogue of the locality in the corresponding affine vertex algebra, comes from the quantum current commutation relation which, in this particular setting, can be expressed as T 1 (u 1 )R 21 (e −u 1 +u 2 −hc )T 2 (u 2 )R 21 (e −u 1 +u 2 ) −1 = R 12 (e −u 2 +u 1 ) −1 T 2 (u 2 )R 12 (e −u 2 +u 1 −hc )T 1 (u 1 ),
where R(x) = R 12 (x) is the trigonometric R-matrix of type A. 1 On the other hand, the original quantum current commutation relation in [29] is given in the multiplicative form,
Its significance comes from Ding's quantum current realization of the quantum affine algebra U h ( gl N ) [5] , which relies on the famous Ding-Frenkel isomorphism [6] , where the algebra generators are given as coefficients of matrix entries of the quantum current L(x), so that L(x) belongs to End
, while the defining relations at the level c ∈ C are given by (2) .
Our goal is to investigate φ-coordinated V c (gl N )-modules, where, as in [26, Section 5] , we consider the associate φ(z 2 , z 0 ) = z 2 e z 0 . Observe that such associate connects the aforementioned versions of the quantum current commutation relation. Roughly speaking, by applying the substitutions x i = ze u i with i = 1, 2, relation (2) takes the form (1). As with the rational R-matrix case [22] , the multiple copies of quantum currents L(x i ) with i = 1, . . . , n can be organized into the operators L [n] (x 1 , . . . , x n ) in the variables x 1 , . . . , x n which satisfy certain generalized version of commutation relation (2) . Such operators take place of the normal-ordered products of n quantum currents. In particular, for any restricted U h ( gl N )-module, i.e. for any module W such that L(x)w belongs to End
. . , x n )w possesses only finitely many negative powers of the variables x 1 , . . . , x n modulo h k for all k 0 and w ∈ W . By combining Ding's quantum current realization [5] with Li's theory of φ-coordinated modules [26] , we establish the following correspondence between restricted modules for the quantum affine algebra and φ-coordinated modules for the Etingof-Kazhdan quantum vertex algebra, which is the main result of this paper.
Main Theorem. Let W be a restricted U h ( gl N )-module of level c ∈ C. There exists a unique structure of φ-coordinated V c (gl N )-module on W , where φ(z 2 , z 0 ) = z 2 e z 0 , such that
Moreover, a topologically free
We should mention that, in order to establish the aforementioned correspondence, some minor modifications had to be made to the definitions of quantum affine algebra and φ-coordinated module. More specifically, both notions were redefined over the ring C[[h]], so that they are compatible with Etingof-Kazhdan's definition of quantum vertex algebra.
Recall that the universal affine vertex algebra, which governs the representation theory of the corresponding affine Lie algebra gl N , is constructed on the vacuum module over the universal enveloping algebra U( gl N ); see [17, 28] . In contrast with the classical theory, V c (gl N ) is not the vacuum module over U h ( gl N ) although its quantum vertex algebra structure turns into the corresponding affine vertex algebra in the classical limit h → 0. Moreover, it is not clear whether the vacuum module V c (gl N ) at the level c over the quantum affine algebra U h ( gl N ) possesses any natural quantum vertex algebra-like structure that governs the representation theory of U h ( gl N ). However, we can single out the following simple consequence of the Main Theorem:
The paper is organized as follows. In Sections 1 and 2, we introduce the notation and provide preliminary definitions and results on restricted U h ( gl N )-modules and on φ-coordinated V c (gl N )-modules respectively. In Section 3, we prove the Main Theorem.
Restricted modules for the quantum affine algebra
In this section, we recall some basic properties of the trigonometric R-matrix in type A. Next, we recall Ding's quantum current realization of the quantum affine algebra in type A and the corresponding notion of restricted module. Finally, we derive certain simple properties of the quantum currents which are required in following sections.
1.1. Trigonometric R-matrix. We use the standard tensor notation, i.e. for any
a ijkl e ij ⊗ e kl ∈ End C N ⊗ End C N and indices r, s = 1, . . . , N such that r = s, where e ij ∈ End C N are the matrix units, we denote by A rs the element of the algebra (End C N ) ⊗m ,
a ijkl (e ij ) r (e kl ) s , where (e ij ) p = 1
Let N 2 be an integer and h a formal parameter. Introduce the trigonometric Rmatrix of type A by
R-matrix (1.2) can be regarded as a rational function in variables x and e h/2 , i.e. as an element of (End C N ) ⊗2 (x, e h/2 ). It satisfies the Yang-Baxter equation,
and it possesses the unitarity property
where, in accordance with the notation in (1.1), the subscripts indicate the copies in the tensor product algebra (End C N ) ⊗m with m = 3 in (1.3) and m = 2 in (1.4). We can regard the R-matrix R(x) as an element of (End
Due to [16] , there exists a unique series
As demonstrated in [21] , the series f q (x) can be expressed as 6) where all f q,k (q − 1) −k ∈ C(q) are regular at q = 1. Hence, applying the substitution q = e h/2 to (1.6) and omitting the subscript q = e h/2 in all f q,k , we obtain the series
using the expansions in (1.5). The normalized R-matrix
possesses the crossing symmetry properties
where D denotes the diagonal matrix D = diag e (N −1)h/2 , e (N −3)h/2 , . . . , e −(N −1)h/2 and t i denotes the transposition applied on the tensor factor i = 1, 2; see [16] .
Express the R-matrix R(x) defined by (1.8) as
Notice that the function g(x) belongs to C[[x, h]] while R + (x) is a polynomial with respect to the variable x, i.e.
. Using the formal Taylor Theorem,
and V a complex vector space, we find
, we conclude by (1.7) and (1.12) that g(x) admits the presentation
, where
Denote by C * (z 1 , . . . , z n ) the localization of the ring of Taylor series
. Extending the embedding to the h-adic completion of C * (z 1 , . . . , z n ) we obtain the map
(1.14)
As in [21] , we now apply the substitution x = e u to the normalized R-matrix R(x) given by (1.8). First, replacing the variable x by e u in (1.13) we obtain
is a polynomial with respect to the variable x, by applying the substitution x = e u we obtain R + (e u ), which belongs to (End
The R-matrix R(e u ) = R 12 (e u ) possesses the unitarity property
and the crossing symmetry properties , where a certain algebra associated with the suitably normalized Yang Rmatrix was introduced. We omit some simple proofs as they present a straightforward generalization of the arguments from the aforementioned paper to the trigonometric case. For any integer N 2 denote by F(N) the associative algebra over the ring C[[h]] generated by the elements 1, C and λ (r) ij , where i, j = 1, . . . , N and r ∈ Z, subject to the defining relations
i.e. 1 is the unit and C is a central element in F(N). Introduce the Laurent series 19) and arrange them into the matrix
We now introduce certain completion of the algebra F(N) which is suitable for expressing the defining relations for the quantum affine algebra. For an integer p 1 let I p (N) be the left ideal in F(N) generated by all λ (r) ij , where i, j = 1, . . . , N and r p − 1. Define the completion of F(N) as the inverse limit
The algebra F(N) is naturally equipped with the h-adic topology and its h-adic completion is equal to F(N) [[h] ]. For any integer p 1 let I h p (N) be the h-adically completed left ideal in F(N) [[h] ] generated by I p (N) and the element h p · 1. We generalize the tensor notation from (1.1) to the matrix L(x) so that the subscript indicates the copy in the corresponding tensor product algebra,
Employing such notation for m = 2 and r = 1, 2 we introduce the expressions
In accordance with (1.5) and (1.8), the R-matrices R 21 (ye ahC /x) ±1 and R 12 (xe ahC /y)
±1
with a ∈ C are regarded as Taylor series with respect to y/x and x/y respectively. By arguing as in [22, Lemma 2.1], one can prove
Moreover, for any integer p 1 both L
By Lemma 1.1, there exist elements λ (r,s;t) i j k l , where r, s ∈ Z and i, j, k, l = 1, . . . , N.
Introduce the completion of J(N) as the inverse limit
We denote the images of the elements 1, C and λ (r) ij in quotient (1.22) again by 1, C and λ (r) ij . Also, we denote by λ ij (x) and L(x) the corresponding series in
i j k l for the algebra U h ( gl N ) can be expressed by the quantum current commutation relation
as given by Reshetikhin and Semenov-Tian-Shansky [29] . As the images of the elements λ i j k l . Also, we write
and
Observe that the both sides of relation (1.23) coincide with L [2] (x, y). Motivated by [29] , we refer to the series L(x) as quantum currents. Our next goal is to derive a certain generalized version of (1.23) consisting of n + m quantum currents. For integers n, m 1 introduce the functions depending on the variable z and the families of variables x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y m ) with values in the space
where a ∈ C and the arrows indicate the order of the factors. For example, we have
The corresponding functions associated with the R-matrix R + (x) given by (1.10), R +12 nm (zxe ah /y) and R +21 nm (ye ah /zx), can be defined analogously. Note that the evaluations of (1.25) and (1.26) at z = 1 are well-defined. We denote them by R 12 nm (xe ah /y) and R 21 nm (ye ah /x) respectively. Next, for any integer n 1 and the family of variables x = (x 1 , . . . , x n ) define the functions with values in (End C N ) ⊗n by
where a ∈ C and the arrows again indicate the order of the factors. For example, we have
where
If a = 0, we omit the second subscript and write
Finally, for any integer n 2 we generalize L [2] (x, y), as given by (1.24), by setting
In the next proposition, we use the superscripts 1, 2, 3 to indicate the following tensor factors:
The proposition can be proved by using Lemma 1.1, Yang-Baxter equation ( Proposition 1.2. For any integers n, m 1 and the families variables x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y m ) we have:
(3) The following quantum current commutation relation holds:
Moreover, both sides of (1.30) coincide with L [n+m] (x, y).
Generalizing (1.24) we denote the coefficients of the matrix entries in (1.29) as follows:
, the quantum affine algebra is introduced as an associative algebra over the field C(q). However, as our goal is to study quantum vertex algebras associated to quantum affine algebras, we used the identification q = e h/2 and introduced the quantum affine algebra as a suitably completed associative algebra over the commutative ring C[[h]]. Thus we established the setting compatible with Etingof-Kazhdan's notion of quantum vertex algebra [10, Section 1.4], which, in particular, is required to be a topologically free C[[h]]-module; see also Li's notion of h-adic quantum vertex algebra [25, Definition 2.20] . Furthermore, in contrast with Ding's realization, we use normalized R-matrix (1.8) instead of (1.2). Such R-matrix enables the constructions of certain large families of central elements of the quantum affine algebra at the critical level and of the topological generators of the quantum Feigin-Frenkel center, as demonstrated in [11] and [21] respectively. Moreover, the necessity of such normalization is suggested by the requirement, coming from Etingof-Kazhdan's definition of quantum vertex algebra, that braiding map (2.13) possesses the unitarity property, which relies on unitarity property (1.16) of the normalized R-matrix.
Restricted modules. Recall that a C[[h]
]-module W is said to be torsion-free if hw = 0 for all nonzero w ∈ W and that W is said to be separable if ∩ n 1 h n W = 0. Moreover, W is said to be topologically free if it is separable, torsion-free and complete with respect to h-adic topology; see [20, Chapter XVI] . By arguing as in [22 
Then for any n 1 and the variables x = (x 1 , . . . , x n ) we have
Proof. Apply quantum current commutation relation (1.23) on an arbitrary element of some restricted module. For every integer k 0 the left hand side contains finitely many negative powers of the variable y modulo h k while the right hand side contains finitely many negative powers of the variable x modulo h k . Hence the statement of the proposition holds for n = 2. The case n > 2 is proved by induction on n which relies on generalized quantum current commutation relation (1.30).
) for all n 1. Hence we can apply the substitutions x 1 = ze u 1 , . . . , x n = ze un , thus getting
We will often denote the expression in (1.33) more briefly by
As usual, an U h ( gl N )-module W is said to be of level c if the central element C ∈ U h ( gl N ) acts on W as a scalar multiplication by some c ∈ C. Denote by U h ( gl N ) c the quantum affine algebra at the level c, i.e. the quotient of U h ( gl N ) by the ideal generated by the element C − c. Let K c be the left ideal in the algebra U h ( gl N ) c generated by all elements λ (r 1 ,...,rn) i 1 j 1 ... in jn such that r k 0 for at least one integer k = 1, . . . , n, where n 1, i 1 , . . . , i n , j 1 , . . . , j n = 1, . . . , N and r 1 , . . . , r n ∈ Z. Introduce the completion of K c as the inverse limit K c = lim
Denote by 1 the image of the unit 1 ∈ U h ( gl N ) with respect to this map.
Proof. The first assertion is verified by arguing as in [22, Proposition 2.2]. As for the second assertion, we first observe that all elements
. Indeed, this follows from the fact that each monomial λ
km lm 1 ∈ V c (gl N ) can be expressed using elements (1.35). This is done by employing crossing symmetry properties (1.9) and invertibility of the trigonometric R-matrix to move all R-matrices which appear on the right hand side of 
φ-Coordinated modules for the quantum affine vertex algebra
In this section, we recall Etingof-Kazhdan's construction of the quantum affine vertex algebra associated with trigonometric R-matrix in type A. Next, we suitably modify Li's definition of φ-coordinated module, thus establishing the setting for the Main Theorem. ij , where i, j = 1, . . . , N and r = 1, 2, . . ., subject to the defining relations
] is given by
As in (1.21), we use subscripts in (2.1) to indicate copies in the tensor product algebra End
Note that the R-matrix R(e u−v ) in defining relation (2.1) can be replaced by R + (e u−v ). For positive integers n and m we extend the notation in (1.25) and (1.26) by introducing the functions depending on the variable z and the families of variables u = (u 1 , ..., u n ) and v = (v 1 , ..., v m ) with values in the space (End
where a ∈ C. Note that the expansion convention, as introduced at the end of Subsection 1.1, is applied on every factor on the right hand side, i.e.
If the variable z is omitted in (2.2) or (2.3), the embeddings ι u i ,v j−n are applied on the corresponding normalizing functions g(e u i −v j−n +ah ) instead. The functions R
+12
nm (e z+u−v+ah ) and R
+21
nm (e z+u−v+ah ) corresponding to the R-matrix R + (x) given by (1.10) can be defined analogously. Denote by 1 the unit in the algebra U + h ( gl N ). We recall [10, Lemma 2.1]: Lemma 2.1. For any c ∈ C there exists a unique operator series
) such that for all n 0 we have
In order to indicate action (2.4), which is uniquely determined by the scalar c ∈ C, we denote the topologically free
. By the expansion convention from Subsection 1.1, the operator T *
[n] (u|z) contains only nonnegative powers of the variables u 1 , . . . , u n as the embeddings ι z,u i are applied on its corresponding factors. If the variable z is omitted, we write
The next proposition, as given in [10, Proposition 2.2], is verified using (2.1) and (2.4). In relations (2.7)-(2.8), the superscripts 1, 2, 3 indicate the tensor factors as follows:
For example, the superscripts 1, 3 in T * 13
[n] (u|z 1 ) indicate that the operator T *
[n] (u|z 1 ) is applied on the tensor factors 1, . . . , n and n + m + 1. [n] (u|z 1 )T * 23
7)
nm (e z 1 −z 2 +u−v+hc/2 )T * 13
From now on, the tensor products are understood as h-adically completed. The notion of quantum vertex algebra was introduced by Etingof and Kazhdan [10] . It is defined as a quadruple (V, Y, 1, S) such that 1. V is a topologically free
which satisfies the weak associativity: for any u, v, w ∈ V and n ∈ Z 0 there exists p ∈ Z 0 such that
(2.10)
which satisfies the S-locality: for any u, v ∈ V and n ∈ Z 0 there exists p ∈ Z 0 such that for all w ∈ V
The given data should posses several other properties which we omit as they are not used in this paper; for a complete definition see [ 
12)
the vacuum vector is 1 ∈ V c (gl N ) and the braiding map S(z) is defined by the relation
Remark 2.4. Crossing symmetry properties (1.17) of R-matrix (1.15) can be expressed using the ordered product notation as 14) where the subscript RL (LR) indicates that the first tensor factor of
i , i = 1, 2, is applied from the right (left) while the second tensor factor is applied from the left (right). Such notation naturally extends to the products of multiple R-matrices such as (2.2) and (2.3). For example, by (2.14), we have
where D
2
[m] = 1 ⊗n ⊗ D ⊗m and the subscript LR now indicates that the tensor factors 1, . . . , n (n + 1, . . . , n + m) are applied from the left (right). As with (2.14), one can write crossing symmetry properties (1.9) of R-matrix (1.8) using the ordered product notation. As before, the notation extends to the multiple R-matrix products such as (1.25)-(1.28).
Combining (2.13) and (2.15) we find the explicit formula for the action of the braiding,
Remark 2.5. Due to (1.10) and the particular case of formal Taylor Theorem (1.11),
we can regard the R-matrix R(xe u−v+ah ) as an element of (End
for any a ∈ C, i.e. as a rational function in the variable x. Clearly, applying the embedding ι x,u,v we obtain an element of (End
We now extend the notation (2.2) and (2.3) by introducing the functions depending on the variable x and the families of variables u = (u 1 , ..., u n ) and v = (v 1 , ..., v m ) with values in the space (End
where a ∈ C. In accordance with Remark 2.5, the R-matrices in (2.17) and (2.18) are regarded as rational functions in the variable x. We use the map given by the following lemma in Definition 2.7 below to introduce the notion of φ-coordinated V c (gl N )-module.
Lemma 2.6. There exists a unique C[[h]]-module map
Moreover, the map S(x) satisfies
Proof. The map S(x) is well-defined by (2.19), i.e. it maps the ideal of relations (2.1) to itself. Indeed, this follows by a straightforward calculation which relies on the identity
and the following version of Yang-Baxter equation (1.3):
where α ∈ C. As for property (2.20) , it follows from (2.19) and the equality
which is verified by employing crossing symmetry property (1.9); recall Remark 2.4.
φ-Coordinated modules.
The notion of φ-coordinated module, where φ is an associate of the one-dimensional additive formal group, was introduced by Li [26] . As in [26, Section 5] , throughout this paper we consider the associate
Before we proceed to the definition of φ-coordinated module, we introduce some notation. Let V be a topologically free C[[h]]-module and a 1 , . . . , a n , k > 0 arbitrary integers. Suppose that some element A of Hom(V,
. To indicate the fact that A can be decomposed as in (2.22), we write
Note that the substitution
is well-defined even though the substitution A z 1 =φ(z 2 ,z 0 ) does not exist in general. In order to simplify our notation, we denote (2.24) as
The element B as in (2.22) is clearly unique modulo
The following definition of φ-coordinated V c (gl N )-module is based on [26, Definition 3.4], which we slightly modify in order to make it compatible with Etingof-Kazhdan's quantum vertex algebra theory; see Remark 2.9 for more details.
which satisfies 1. Y W (1, z)w = w for all w ∈ W ; 2. The S-locality: for any u, v ∈ V c (gl N ) and k ∈ Z 0 there exists p ∈ Z 0 such that
2 ]] for all w ∈ W ; 3. The weak associativity: for any u, v ∈ V c (gl N ) and k ∈ Z 0 there exists p ∈ Z 0 such that 
Remark 2.8. Regarding the weak associativity, note that (2.27) and (2.28) employ the notation introduced in (2.23) and (2.25) for n = 0, i.e. there are no variables u 1 , . . . , u n . Next, observe that the S-locality already implies that there exists p ∈ Z 0 such that (2.27) holds. However, we still include this requirement in the definition as it ensures that the integer p is large enough so that the substitution z 1 = φ(z 2 , z 0 ) in (2.28) is well-defined. Finally, the motivation for expressing the weak associativity in the form as in (2.27) Introduce the series
The following Jacobi-type identity was established in [26, Proposition 5.9] . Although, in contrast with [26] , we consider quantum vertex algebras and φ-coordinated modules defined over the ring C[[h]], the next proposition can be proved by arguing as in the proofs of [26, Lemma 5.8] and [26, Proposition 5.9] .
Proof of the Main Theorem
The proof of the Main Theorem is divided into three parts, Subsections 3.1-3.3. In Subsection 3.1, we obtain some properties of the normalizing functions for the trigonometric R-matrix which are required in later stages of the proof; see Lemmas 3.1-3.4. In Subsection 3.2, we demonstrate how to establish the φ-coordinated V c (gl N )-module structure on a restricted module for the quantum affine algebra; see Lemmas 3.5-3.8. The key ingredient in this part of the proof is Ding's quantum current realization and, in particular, the fact that quantum current commutation relation (1.23) resembles Slocality property (2.26). In Subsection 3.3, we use Li's Jacobi-type identity, as given in Proposition 2.10, to establish the structure of restricted module for the quantum affine algebra on a φ-coordinated V c (gl N )-module; see Lemma 3.9. Finally, we finish the proof by showing that the C[[h]]-submodules invariant with respect to the action of the quantum affine algebra and with respect to the corresponding action of the quantum vertex algebra coincide; see Lemma 3.10.
Functions g(x) and r(x)
where f (x) is given by (1.7).
Moreover, it admits the presentation
Proof. By combining unitarity property (1.4) and (1.10) we obtain
(1/x), as required. Next, by using (1.7) we find
It is clear that the product of (1.12) for a = 1, (3.4) and −xe h is equal to r(x) and, furthermore, that it admits presentation (3.3).
We use the following lemma in the proofs of weak associativity and S-locality of the φ-coordinated module map, as well as to establish the restricted module structure on a φ-coordinated V c (gl N )-module; see Lemmas 3.7, 3.8 and 3.9 respectively.
. For any integers a 1 , a 2 , k > 0 and α ∈ C there exists an integer p 0 such that the coefficients of all monomials
2 ] and such that the coefficients of all monomials (3.5) in
coincide.
Proof. Set δ = 0 for F = g and δ = 1 for F = r, i.e. δ = δ F,r , so that we can consider both cases simultaneously.
. Recall (1.13) and (3.3). As the map ι x commutes with partial differential operator ∂/∂x, by using (1.11) we find
where F s = g s for F = g and F s = r s for F = r. By (1.13) and (3.3), every F s belongs to
, so all summands with s k are trivial modulo h k U. Hence the given expression modulo U 0 := x a 1 +a 2 +k−2 0 U + h k U contains only finitely many nonzero summands and, consequently, only finitely many terms (1 − x) s+1 in the denominator. Therefore, there exists an integer p 0 such that
where the equality holds modulo U 0 and the map ι x can be omitted on the right hand side as p is chosen so that (1 − x) p cancels all negative powers of (1 − x) modulo U 0 . By applying the substitution (x,
and then multiplying the resulting expression by (−z 2 ) p we get
, thus proving the first assertion of the lemma.
is a polynomial in the variables x and x 0 , applying the substitution (x, x 0 ) = (e z 0 , e z 0 (e u 1 −u 2 +αh − 1)) to (3.7) and then multiplying the resulting expression by (−z 2 ) p we get
Note that the expression ι x,x 0 (1 − x) p F (x + x 0 ) had to be considered modulo U 0 . Otherwise, the aforementioned substitution would not be well defined (although the same substitution is well defined when applied to (1 − x) p F (x + x 0 ) with F (x + x 0 ) being regarded as a rational function with respect to the variables x and x 0 ). Recall that, by the expansion convention introduced in Subsection 1.1, F (e z 0 +u 1 −u 2 +αh ) stands for ι z 0 ,u 1 ,u 2 F (e z 0 +u 1 −u 2 +αh ), so that it possesses negative powers of the variable z 0 . However, due to the choice of p, there are no negative powers of z 0 in (3.9), as it is regarded modulo W 0 (although the expression z r 2 (e z 0 − 1) r F (e z 0 +u 1 −u 2 +αh ) possesses infinitely many negative powers of z 0 for any r 0).
Finally, as (3.8) modulo V 0 is a polynomial with respect to the variables z 1 /z 2 and z 2 , by applying the substitution z 1 = z 2 e z 0 we again obtain (3.9), thus proving the second assertion of the lemma.
If F = g −1 or F = r −1 , one easily checks that
so the lemma is verified by repeating the above arguments.
We now recall a certain useful consequence of [26, Lemma 2.7] , as given in [26, Remark 2.8]: For any A(z 1 , z 2 ), B(z 1 , z 2 ) ∈ C ((z 1 , z 2 ) ), the equality
Moreover, for any integers a 1 , a 2 , k > 0 and α ∈ C there exists an integer p 0 such that the coefficients of all monomials (3.5) in
Proof. By [21, Proposition 2.1] we have f (e u ) = f (e −u ) −1 .
2 Therefore, using (3.1) we get
as required, where the last equality follows from (1.10). Next, by Lemma 3.2 and (3.12), there exists p 0 such that the coefficients of all monomials (3.5) in both expressions in (3.13) belong to C[z
coincide. The second assertion of the lemma now follows by implication (3.11).
The next lemma, which relies on Lemma 3.3, will be used in the proof of S-locality of the φ-coordinated module map in Lemma 3.8. G(e z , u, v) = G(z, u, v) and H(e z , u, v) = H(z, u, v), where
. . , a n , b 1 , . . . , b m , k > 0 be arbitrary integers. There exists an integer p 0 such that the coefficients of all monomials
coincide, where ι denotes the embedding ι z 1 ,z 2 ,u 1 ,...,un,v 1 ,...,vm .
Proof. Due to (1.13), (3.3) and (3.10), we can regard g(x)
±1 and r(x) ±1 as elements of
. Applying formal Taylor Theorem (1.11) to z → ι z,u,v F s (e z+u−v+αh ), where α ∈ C, we get
The partial differential operator ∂/∂z commutes with the map ι z and all
naturally regarded as elements of C(e z ). Hence we can introduce functions F l,s (x) ∈ C(x) by the requirement F l,s (e z ) =
. The first statement of the lemma now clearly follows as the function F (x, u, v) ∈ C(x) [[u, v, h] ] satisfying (3.14) can be defined by
The second statement is proved by applying the first statement on each factor of (3.15) and (3.16) . Finally, by (3.12) we have G(z, u, v) = H(−z, u, v), so the third statement follows by Lemma 3.3.
3.2.
Establishing the φ-coordinated V c (gl N )-module structure. Let W be a restricted U h ( gl N )-module of level c ∈ C. In this subsection, we prove the first assertion of the Main Theorem, i.e. we show that (3) defines a unique structure of φ-coordinated
The proof is divided into four lemmas which verify all requirements imposed by Definition 2.7.
Proof. First, we note that the right hand side of (3) is well-defined, as was discussed in Remark 1.5. Next, we recall that the algebra U In order to prove the lemma, we have to show that v → Y W (v, z) preserves the ideal of relations (2.1). More specifically, it is sufficient to check that for any integers n 2 and i = 1, 2, . . . , n − 1 and the family of variables u = (u 1 , . . . , u n ) the expression 17) where
. . , x n ). Using YangBaxter equation (1.3) and commutation relation (1.23) one can prove the identity
, so all matrix entries in (3.18) belong to
Recall R-matrix decomposition (1.10). Due to (3.10), we can multiply (3.18) by the function g(
(3.19) 3 We should mention that the notation in this paper slightly differs from [21] . In particular, the algebra U(R), as defined in [21, Section 2] , coincides with the algebra U + h ( gl N ) defined in Subsection 2.1.
Since the R-matrix R 
Multiplying the equality by g(e
and using (1.10) we find
As the left hand side coincides with the image of (3.17), with respect to Y W (z), we conclude that The next lemma follows from S-locality property (2.26) which is verified in Lemma 3.8 below; recall Remark 2.8. Nonetheless, we provide the direct proof as the underlying calculations are required in the proof of Lemma 3.7.
Lemma 3.6. The map Y W (z) satisfies (2.27), i.e. for any u, v ∈ V c (gl N ) and k ∈ Z 0 there exists p ∈ Z 0 such that
Proof. For any integers n, m 1 and families of variables u = (u 1 , . . . , u n ) and v = (v 1 , . . . , v m ) we have
where x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y m ). The coefficients in (3.21) are operators on the multiple tensor product with superscripts 1, 2, 3 indicating the tensor factors:
Let us rewrite the right hand side in (3.21). First, Proposition 1.2 implies
Expressing the second crossing symmetry property relation in (1.9) in the variable x = y j e −h(N +c) /x i , then applying the transposition t 2 and finally conjugating the resulting equality by the permutation operator P we find
Furthermore, due to Lemma 3.1, we can write this equality as
Hence we have
Using (3.23) we can move R 21 nm (ye −hc /x) in (3.22) to the right hand side, which gives us 25) where the second equality comes from (1.10) and the function g(x, y) is given by
Let a 1 , . . . , a n , b 1 , . . . , b m , k > 0 be arbitrary integers. We now apply the substitutions 27) to (3.25) , thus getting (3.21), and then consider the coefficients of all monomials
First, as the R-matrix R + (w) is a polynomial with respect to the variable w, we conclude by Proposition 1.4 and Remark 1.5 that
Next, by Lemma 3.2 there exists an integer p 0, which depends on the choice of integers a 1 , . . . , a n , b 1 , . . . , b m , k, such that the coefficients of all monomials (3.28) in
. Finally, we observe that the coefficients of all monomials (3.28) in the product of (3.29) and (3.30) coincide with the corresponding coefficients in
. Therefore, by the preceding discussion, these coefficients belong to
which implies the statement of the lemma.
Lemma 3.7. The map Y W (z) satisfies weak associativity (2.28), i.e. for any u, v ∈ V c (gl N ) and k ∈ Z 0 there exists p ∈ Z 0 such that (3.20) holds and such that for a suitably chosen integer p 0 (which depends on a 1 , . . . , a n , b 1 , . . . , b m , k). Recall that the functions r and g are given by (3.24) and (3.26 Therefore, the product of (3.35) and (3.36) is equal to (3.37), so we conclude that the coefficients of all monomials (3.28) in (3.32) and in (3.37) coincide, as required.
Lemma 3.8. The map Y W (z) satisfies S-locality (2.26), i.e. for any u, v ∈ V c (gl N ) and k ∈ Z 0 there exists p ∈ Z 0 such that for all w ∈ W and then consider the coefficients of all monomials (3.28) in the resulting expression. Note that the superscripts 1, 2, 3, 4 in (3.44) indicate the tensor factors as follows:
Applying the map S(z 1 /z 2 ), given by (2.19), to (3.44) and then using (1.10) we get 
