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THEOREM 4. If n > 2 und T : H,, -P H,, is a rank-2 preserver, then T is of the form 
(*) or (**). 
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On the Proximal 
Minimization Algorithm with D-Functions 
by YAIR CENSOR’ and STAVROS A. ZENIOS3 
1. Introduction 
The proximal minimization algorithm deals with the optimization problem 
minimize F(x) 
subject to XEX, (1.1) 
where F : W” -t LFl is a given proper convex function and X c W” is a nonempty closed 
convex subset of the n-dimensional Euclidean space W”. The approach is based on 
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converting (1.1) into a sequence of optimization problems with strictly convex objective 
functions obtained by adding quadratic terms to F(x). 
The origins of the algorithm go back to Minty [14], Moreau [15], and Rockafellar 
[16, 171. In addition to considerable theoretical interest in the family of proximal point 
algorithms, this algorithm is also an important computational tool. This is so because 
the dual problem of a strictly convex optimization problem is differentiable and can be 
solved by simple iterative procedures like dual coordinate ascent. For several important 
problem classes these dual algorithms can be decomposed for parallel computations. 
See also the synopsis [19] in this issue, which reports on some specialized row-action 
algorithms for a class of nonlinear transportation problems. 
In [7] we generalize the proximal minimization algorithm by replacing the quadratic 
term with a function D : R” x W” + R and specifying the structure and properties of 
some such D-functions for which convergence of the algorithm can be preserved. These 
D-functions were introduced by Bregman [3] and studied further by Censor and Lent 
[4] and De Pierro and Iusem [B]. The original proximal minimization algorithm is 
obtained from our scheme by one special choice of a D-function. A different choice 
leads to a proximal minimization algorithm with an entropy additive term. In the case of 
linear programming (F and x EX are all linear) the latter leads to purely entropy 
optimization problems, for which several good special-purpose algorithms exist; see, 
e.g., [S, 6, 131. Such an approach of replacing a linear programming problem with a 
sequence of entropy problems was heuristically suggested by Eriksson [12]. Further 
relevant work is contained in [l, 2, 9-11, 181. 
2. The Proximal Minimization Algorithm with D-Functions 
Let S be a nonempty open convex set in R” such that s E A, where 5 is the 
closure of S, and A is the domain of a function f : A E R” -+ R. Assume that _f( x) is 
twice continuously differentiable at every XE S, and denote by Vf(x) and V’f(x) its 
gradient and its Hessian matrix at x, respectively. Furthermore, assume that f(x) is 
continuous and strictly convex on .?. The set S is called the zone of f, and f obeying 
these assumptions is referred to as an auxiliary function. 
From f(x) construct the D-function D,-( x, y), Df : .? x S c Rz” + & by 
Df(r,Y)=f(x)-f(Y)-(Vf(Y),x-Y). (2.1) 
where ( . , * ) denotes the usual inner product in R”. Df-functions are instrumental in 
defining Df-projections onto convex sets and play a key role in the primal-dual 
optimization algorithms in [3, 4, 81. 
The following additional properties need to be postulated for the auxiliary func- 
tions, their zones, and the Df-functions constructed from them. Denote, for any cx E LQ, 
by 
L>(% Y) = {dpf(X, Y) Q a), L$(x,a) = {y~SjZ+(x, y) <a} (2.2) 
the partial level sets of Df( x, y). 
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ASSUMPTION Al. For every a E R, the partial level sets L>( CY, y) and .$( x, a) are 
bounded for every y E S and for every x E 5, respectively. 
ASSUMPTION A2. If yk +k_ y* E .? then Dr( y*, yk) -+k+m 0. 
ASSUMPTION A3. 
then x~+~__ y*. 
If Dr( xk, yk) +k_er 0, yk +k_, y* E .?, and { xk} is bounded, 
ASSUMPTION A4. D,$ r, y) is convex w.r.t. both x and y. 
Auxiliary functions f, with milder differentiability assumptions, which obey 
Assumptions Al-A3 are called Bregman functions in [4]. In particular, all results of 
Sections 2 and 3 of [4] hold. DJ x, y) is not a distance function, but 
Df(x. y) Z 0, and D,-(x, y) = 0 iff x = y (2.3) 
[4, Lemma 2.11. 
DEFINITION 1. Given 0 E R” and y E S, a point r* E Cl fl ,? for which 
r* = argmin D,( z, y) 
Mx3S 
(2.4) 
is a D,--projection of y onto 0, denoted by Pn y = Y*. 
The existence and uniqueness of Df-projections onto closed convex sets are 
guaranteed by Lemma 2.2 of [4]. If f(x) = iI1 x))' and A = S = .? = Rn, then 
Dr( x, y) = $11 x - y/I’ and Df-projections are ordinary orthogonal projections. 
The proximal minimization algorithm with Df-functions, henceforth abbreviated 
PMD, is as follows. Given are an auxiliary function f with zone S, which satisfy 
Assumptions Al-A4, and a positive sequence {c(t)}: 
Initialization: x(O) ES is arbitrary, and y(0) = r(O). 
Iterative step: 
x(t + 1) = argmin xd(~s F(x) + &D&. y(t),) 
( 
, (2.5) 
and 
y(t + 1) = r(t + 1). W) 
In order that this algorithm be well defined, we make the next assumption. 
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ASSUMPTION A5. The PMD algorithm (2.5)-(2.6) generates a sequence {x(t)} 
such that x(t) E S v t. 
In the following convergence result, proven in [7], X* is the solution set of the 
problem (l.l), i.e., X* = {x*~XlF(r*) <F(r) vx~X}. 
THEOREM. Assume that X* fl .? # 0. Any sequence {x(t)} generated by a PMD 
algorithm, where c(t) > 0 and lim inf,,, c(t) = c > 0, converges to an element of X *. 
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Some Remarks on Multisplittings of Matrices 
by B. CODENOTTI and P. FAVATI” 
1. Preliminaries 
In this paper we present some results concerning multisplitting methods. Section 2 
contains some theoretical results on the rate of convergence of a multisplitting iterative 
method compared to those of the single splittings forming the multisplitting. In Section 
3 we develop a strategy which allows us to give an effective determination of the 
“optimal” diagonal matrices to be used to combine some given splittings. 
Given the n x n linear system Ax = b, consider m splittings of the coefficient 
matrix A = Mi - Ni, where Mj is a nonsingular matrix, i = 1, . . . , m, and m nonnega- 
tive diagonal matrices Di = diag( dir), . . , cl:)) with C y: 1 Di = 1. 
By denoting Pi = M,: ‘N,, and G = xf: i Di Pi, and H = xyL1 DiMi-‘, the iterative 
method xk+i = Gxk + Hb, based on a multisplitting of A (see [2, 3]), can be derived. 
2. Convergence Results 
The first result is concerned with a lower bound on the spectral radius of C in 
relation with the minimum spectral radius of the matrices Pi, under particular 
hypotheses. 
4 IEI-CNR, Via S. Maria, 46, 56100 Piss, Italy. 
