Abstract-IPv4 address space will run out in the next two years. Therefore, it is necessary to deploy the new version of the Internet Protocol (IPv6) which dramatically expands the address space. One important issue for IPv6 to gain acceptance, is its end-to-end performance. For this reason, it is important to offer the Internet community some tools to compare IPv4 and IPv6 performance. In this paper, we present some models to evaluate the performance of IPv4 and IPv6. Our models can be used for any variant of Ethernet technologies (10 Mbps, 100 Mbps, or 1000 Mbps). We start by presenting a model for the one-way delay in IPv4 and IPv6. We also develop an upper bound model for IPv4 and IPv6 throughput. To validate our models, we do some experiments and compare the experimental values with the values given by the models. From this research, we can conclude that IPv4 has a better performance than IPv6 (higher throughput), but the differences are small.
I. INTRODUCTION
Internet has been facing serious problems in the last few years due to the lack of adequate IPv4 address space. LACNIC 1 (Latin American and Caribbean Internet Addresses Registry) has announced the expected exhaustion of IPv4 addresses in 2011. To face the problem, several proposals have been developed and implemented. A partial and popular solution is NAT [5] (Network Address Translation) that consists of hiding networks with private IPv4 addresses behind a NAT-enabled router with few public IPv4 addresses. NAT has drawbacks since hosts behind a NAT-enabled router do not have true end-to-end connectivity and cannot participate in some Internet protocols.
Another solution to the problem of the shortage of public IPv4 addresses that faces Internet consists to migrate to the new version of the Internet protocol [3] addresses while IPv4 has 32-bit addresses. IPv6 also adds many improvements to IPv4 in areas such as quality of service, routing, and network auto-configuration.
For IPv6 to gain acceptance, it is important that the network performance of user applications does not suffer a noticeable degradation. Some works have been proposed to compare the IPv4 and IPv6 performance (see Section II) and most of them concluded that the performance of IPv4 is a little better than the one shown by IPv6, but the difference is not significant. The majority of these works are based on benchmarks. In this paper, we present some models to evaluate the IPv4 and IPv6 performance. We also do some experiments to validate our models.
The rest of the paper is organized as follows. Related works are presented in Section II. A survey of Ethernet, IPv4 and IPv6 is made in Section III. The models to evaluate IPv4 and IPv6 performance are proposed in Section IV. We made some experiments in Section V to validate the proposed models. Conclusions and future work are discussed in Section 0.
II. RELATED WORKS
Even if IPv6 has been around for more than ten years now, just a few works have been presented to evaluate the performance of IPv6. Ettikan et al. [6] [7] analyzed IPv6/IPv4 performance using simple applications (ping and FTP). They used computers with FreeBSD and the KAME 2 IPv6 protocol stack to simulate routers. They reported latency using the ping utility, and throughput using the FTP application.
Zeadally et al. [17] Mohamed, Buhari and Saleem [13] evaluated IPv6/IPv4 performance on Windows 2003, FreeBSD 4.9 and RedHat 9. They measured throughput, round-trip time, socket-creation time, TCP-connection time, and number of feasible connections per second in three different testbeds. The first testbed consisted of a single computer and communication was limited to processes running in this computer using the loopback interface. In the second testbed, two computers were connected through an Ethernet hub. The Ethernet hub was replaced by a router in the third testbed. They used packets ranging from 1 byte up to the limits of an IP packet (which is typically around 65,535 bytes).
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Gamess and Morales [8] setup two testbeds to evaluate IPv6/IPv4 performance stacks. In the first testbed, they connected two identical PCs with a point-to-point link to estimate the TCP and UDP throughput of Windows XP SP2, Solaris 10, and Debian 3.1, for IPv4 and IPv6. They inferred from this experiment that the IPv4 throughput is over the IPv6 throughput for both, TCP and UDP in all the three operating systems. In the second testbed, they used five identical routers. They connected two similar PCs through a chain of routers (0 to 5) to study the impact of intermediate devices over the TCP and UDP throughput for both protocols (IPv4 and IPv6) in large networks where hosts can be separated by a few intermediate layer-thee devices.
Gamess and Surós [9] presented an upper bound model for TCP and UDP throughput for IPv4 and IPv6 over Ethernet. Their model is limited to Ethernet for a full-duplex point-to-point connection. To validate the proposed model, they did some experiments and compared the maximum theoretical throughput with the experimental ones. Experiments were done with Windows XP SP2, Solaris 10, and Debian 3.1. The results showed that 10 Mbps Ethernet technology is already very mature, since it gave performance very closed to the maximum theoretical throughput. Experiments with FastEthernet (100 Mbps) showed a TCP and UDP throughput close to the maximum theoretical throughput, especially for large payload. In the case of GigabitEthernet (1000 Mbps), the differences between the model and the experiments are important.
None of the previous contributions report results for the IPv4 and IPv6 throughput or the OWD (One-Way Delay). Unlike the work of Gamess and Surós [9] , in this paper we focus our research on the performance of the network layer and our models are not limited to point-to-point connections.
III. IPV4 AND IPV6 OVER ETHERNET Our models for IPv4 and IPv6 performance are limited to Ethernet. Ethernet is the most widely available LAN technology. Different bandwidth for Ethernet had been proposed and developed. The 10 Mbps Ethernet variant (10Base2, 10Base5, 10BaseT) was the dominant technology of LANs a few years ago. Due to the immense demand for high speed networking, it has become almost obsolete and is replaced by 100 Mbps Ethernet (FastEthernet) and 1000 Mbps (GigabitEthernet). Fig. 1 shows an Ethernet frame. The frame is composed of a header and a trailer. The header has three fields (Destination Address, Source Address, and Type) and is 14 bytes long. The trailer has one field (CRC) with a length of 4 bytes. It is used to detect error during transmission. The payload of Ethernet has a minimum length of 46 bytes and a maximum length of 1500 bytes, also called the MTU (Maximum Transmission Unit). If a higher layer protocol (such as IP) provides a packet that is smaller than 46 bytes, padding must be done by Ethernet to complete the minimum Ethernet data length.
The physical layer adds a header to the frame before sending it through the transmission medium. This header consists of two fields called preamble and SFD (Start Frame Delimiter). The preamble is a 56-bit (7 bytes) pattern of alternating 1 and 0 bits, which allows devices on the network to easily detect a new incoming frame and synchronize their clock with the clock of the sending device. The SFD is an 8-bit value (10101011) that separates the preamble of an Ethernet frame from the beginning of the data-link header.
Also, between two consecutive Ethernet frames, an idle period known as the IFG (Inter Frame Gap) must be present. The minimum IFG is a 96-bit times, that is the time necessary to transmit 96 bits (12 bytes) of raw data on the medium. In half-duplex Ethernet, collisions can occur and stations must retransmit the frame. The timing of retransmission is typically controlled using a retransmitting algorithm such as a Binary Exponential Backoff (BEB) algorithm. The BEB algorithm generally specifies "2" as a common small constant factor by which the time between making retransmission attempts is multiplied for each subsequent attempt. In full-duplex and switched Ethernet, there are no collisions, so there is no need of a BEB algorithm. Fig. 2 shows the IPv4 header as defined in [16] . Since the header has a variable length (depending on options), the field IHL (Internet Header Length) is used to specify its length. IHL is a field of 4 bits and must be multiplied by 4 The fragment header (see Fig. 4 ) is used by an IPv6 source to send a packet larger than the path MTU [12] to its destination. Unlike IPv4, fragmentation in IPv6 is performed only by source nodes, not by routers along a packet's delivery path. When fragmentation is necessary, a fragment header is placed between the IPv6 header and the upper layer header. The fragment header is identified by a Next Header value of 44 in the immediately preceding header. The length of the fragment header is 8 bytes long. 
IV. MODELING THE IPV4 AND IPV6 PERFORMANCE
To compute the OWD (One-Way Delay), which can be considered as half the RTT (Round-Trip Time) in symmetric networks, we must consider (1) the processing time, (2) the serialization time, and (3) the propagation time. The processing time is the overhead introduced by the sender and the receiver to handle the frame for transmission and reception. Note that when a packet has to pass through intermediate devices (e.g. routers) in its way, they also introduce processing time. The serialization time is the amount of time the sender takes to emit all bits into the medium. It can be calculated by dividing the number of bits transmitted by the bandwidth. The propagation time is the amount of time it takes a bit to traverse the link. It can be calculated by dividing the length of the medium by its propagation speed (propagation speed depends on the physical medium).
Let call TTFS(n,B), the minimum time necessary for the serialization of n bytes of IP payload with a bandwidth of B.
In the following subsections, we give the formula of TTFS(n,B) for IPv4 and IPv6. TTFS stands for Total Time For Serialization. B is in bps (bits per second).
A. Total Time for Serialization in IPv4
For reasons of space, we will only present the steps to compute TTFS(n,B) for a single IPv4 packet.
In the best case, the IPv4 header will be 20 bytes long (when there are no options). Since the Ethernet MTU is 1500 bytes, the maximum IPv4 data in one packet is 1480 bytes (1480=1500-20). Also, for small values of n (
), padding will be necessary to fulfill the minimum Ethernet data size (46 bytes). So we can divide the transmission of one IPv4 packet in two cases:
First case: If 
We can show that TTFS(n,B) can be generalized to any value of n ( 65515 1 ≤ ≤ n ). The general formula is (1) when padding is necessary for the last fragment and (2) 
B. Total Time for Serialization in IPv6
For reasons of space, we will only present the steps to compute TTFS(n,B) for a single IPv6 packet.
In the best case, the IPv6 header will be 40 bytes long (when there are no options). Since the Ethernet MTU is 1500 bytes, the maximum IPv6 data in one packet is 1460 bytes (1460=1500-40). Also, for small values of n ( We can show that TTFS(n,B) can be generalized to any value of n ( 65535 1 ≤ ≤ n ). The general formula is divided in 4 cases. Note that (3) is the only case where padding is done. That is, there will be no padding in the fragments that result in sending an IPv6 packet with a payload greater than 1460 bytes, since the necessary headers (IPv6 header + Fragment header) will occupy 48 bytes, which is over the minimum to do padding (46 bytes). If 6 1 ≤ ≤ n then:
If 2900 1461 ≤ ≤ n then:
If 2900 ≥ n then:
C. One-Way Delay Model
To compute the OWD (One-Way Delay) in a general case, we must consider two PCs connected through a chain of routers as depicted in Fig. 5 . All connections are variants of Ethernet technologies, that is, all the links between the two PCs must be: Ethernet, FastEthernet, and GigabitEthernet. Let denote π(X, Y), the propagation time between X and Y, and φ(X) the processing time (overhead) introduced by X to process the packet. For a chain of p routers, we can infer that the OWD to send n bytes of IP payload from PC1 to PC2 is: is the time for the serialization of the fragments that are still in a device when the last fragment is received in this device. BPC1 is the bandwidth of PC1, BR1 is the bandwidth used by R1 to send the data, BR2 is the bandwidth used by R2 to send the data, and so on. For small values of n (when fragmentation is not needed), Δ will be function identity.
D. Maximum Theoretical Throughput Model
The throughput is the amount of data transferred from one place to another in a specified amount of time. Typically, throughputs are measured in kbps, Mbps and Gbps. The maximum throughput that can be archived is:
, that is the minimum bandwidth of the path. The throughput of (7) can be obtained in an ideal network where the hypothetical devices have a processing time of 0 s. That is, devices where the overhead introduced to handle the packet for transmission and reception is 0 s. Even if such devices do not exist, the maximum theoretical throughput of IPv6/IPv4 is very useful since it can be compared to the experimental throughput.
1) Maximum Theoretical Throughput of IPv4 and IPv6 with Ethernet Technology
From (7), we can infer that the maximum theoretical throughput between two network devices that are separated by Ethernet, FastEthernet, and GigabitEthernet networks will be:
since the minimum bandwidth in the network path is 10 Mbps (i.e. 10 7 bps). Fig. 6 shows the maximum theoretical throughput for IPv4 and IPv6 obtained in this case. We can observe that the maximum theoretical throughput of IPv4 (upper curve) is superior to the one shown by IPv6 (lower curve). This small difference is due to the header of IP (20 bytes in IPv4, and 40 bytes in IPv6). 
2) Interpreting the Maximum Theoretical Throughput of IPv4 with Ethernet Technology
From Fig. 6 , we can infer that the maximum theoretical throughput of IPv4 increases with the size of the payload from 1 to 1480 bytes. For 1481 bytes, this maximum theoretical throughput falls and starts to increase again until the payload reaches 2960 bytes long. This pattern will appear every 1480 bytes. Let's give an explanation of this behavior. To send an IPv4 packet with a payload length less than or equal to 1480 bytes, a single IPv4 packet (without fragmentation) is necessary. The first fall is due to the necessity to divide the IPv4 packet in 2 fragments (we will have 2 fragments with an IPv4 payload between 1481 and 2960 bytes). The second fall is due to the necessity to divide the IPv4 packet in 3 segments, and so on every 1480 bytes. The maximum of the function is: 
3) Interpreting the Maximum Theoretical Throughput of IPv6 with Ethernet Technology
From Fig. 6 , we can infer that the maximum theoretical throughput of IPv6 increases with the size of the payload from 1 to 1460 bytes. For 1461 bytes, this maximum theoretical throughput falls and starts to increase again until the payload reaches 2900 bytes long. For 2901 bytes, this maximum theoretical throughput falls and starts to increase again until the payload reaches 4348 bytes long. This pattern will appear every 1448 bytes. The explanation is similar to IPv4 and is due to fragmentation. The maximum of the function is obtained for 1460 bytes and its value is: Fig. 7 shows the maximum theoretical throughput for IPv4 and IPv6 obtained when the two network devices are separated by FastEthernet and GigabitEthernet networks. In this case, the minimum bandwidth in the path followed by packets will be 100 Mbps. We can observe that the maximum theoretical throughput of IPv4 (upper curve) is superior to the one shown by IPv6 (lower curve). This small difference is due to the header of IP (20 bytes in IPv4, and 40 bytes in IPv6). The complete interpretation of Fig. 7 is similar to the one done for Fig. 6 , that is, the falls are due to fragmentation.
V. VALIDATION OF THE MODELS
We start the verification of our models with the validation of the throughput. To do so, we setup a testbed consisted of two identical PCs connected by a point-to-point link (see Fig.  8 ) with a crossover cable. Both PCs were equipped with a dual AMD Opteron 246 (2 GHz), 2 GB of RAM, a 72 GB hard drive, and a full-duplex 10/100/1000 Mbps PCI Ethernet adapter. In each PC, we installed Debian 5.0 (Lenny) with kernel version 2.6.26. We also setup both network protocol (IPv4 and IPv6).
Point-to-Point

IPv6/IPv4
IPv6/IPv4 We did our own benchmark using the C programming language to measure the throughput. The benchmark is based on the client/server model. Basically, the client sends a specific number of packets of the same size at a specific rate to the server and the server counts the number of packets received. If the number of received packets is less than the number of sent packets, we are over the maximum throughput. So we reduce the transmission rate and rerun the test. The throughput is the fastest rate at which the number of packets transmitted by the client is equal to the number of packets received by the server. The experiment was repeated to get consistent measurements. We compiled the source code of the benchmark with the GNU C compiler (gcc) version 4.3.2. TABLE I shows the experimental (columns labeled with Exp) and the maximum theoretical (columns labeled with Max) throughput for IPv4 in the different technologies: Ethernet, FastEthernet, and GigabitEthernet. We can infer that our model is very closed to the reality, excepting for small IPv4 payload sizes in GigabitEthernet. We can also observe the falls at 1481 and 2961 bytes due to fragmentation. For the verification of the OWD, some assumptions are used to simplify a complex model. Let consider that the processing time (φ) introduced by a device to handle the packet is negligible (we can make this assumption only in underloaded devices). So, the OWD for a uniform network (a network with a unique variant of Ethernet technology) of p routers (see Fig. 5 ) with connections of the same length (the propagation time is identical in all links) can be modeled as:
where m is the size of the payload of the last fragment. In this hypothetical case, when the last fragment arrives in a router, the previous fragments have already been sent; so serialization is reduced to the serialization of the last fragment. Since there is no control over the order in which the sender is going to transmit the fragments, we will limit us to validate the OWD model for a single packet; in other words, limited to 1480 bytes of payload in IPv4 and 1460 bytes of payload in IPv6. In this case, (9) can be rewritten as:
We did our own benchmarks using the C programming language to measure the OWD (One-Way Delay) for IPv4 and IPv6. The benchmarks are based on the client/server model. Basically, an IP packet (IPv4 or IPv6) of a fixed length is exchanged between the server and the client a number of times. We take a timestamp before and after the interchange. The difference of the timestamps is divided by the number of time the message was sent and received and by 2 to get the average OWD. The experiment was repeated to get consistent measurements. Fig. 5 shows the testbed that we made for the experiments with the OWD. We connected two PCs (the same PCs of the first testbed) through a chain of routers (0 to 5). To do so, we used five identical routers (Cisco Systems 2811) with 256 MB of RAM. Each router had two FastEthernet interfaces (10/100 Mbps) that can be statically configured to 10 Mbps (command: speed 10) or 100 Mbps (command: speed 100). In each router, we installed Cisco IOS (Internetwork Operating System) version 12.4(9)T that has support for IPv6. We enabled CEF (Cisco Express Forwarding) in the routers; CEF is mainly used to improve packet switching speed, reducing the overhead and delays introduced by other routing techniques, increasing overall performance. We used category 5E UTP cables of 4 meters. The idea of this experiment is to study the impact of intermediate devices over the OWD.
TABLE III shows the results of the experiment for IPv4 using Ethernet technology. The first column represents the size of the IPv4 payload in bytes. The second column includes the OWD (experimental values are in the non-shaded row and values from our model are in the shaded row) for a point-to-point connection (0 routers). The third column includes the OWD for a connection through 1 router. The fourth column includes the OWD for a connection through 2 routers, and so on. OWD are giving is microseconds. For our model, we used a propagation time of 30 μs (π=30 μs) which was obtained experimentally. 
