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1. INTRODUCTION 
We shall mainly be concerned with the self-adjoint system of second 
order differential equations 
V(t) + p(t) U(t) = 0, t >= a, (1.1) 
where p is a locally integrable, n x n Hermitian matrix-valued function on 
[a, co). An n x n matrix function U(t) is said to be a solution of (l.l), if 
V(t) is absolutely continuous and (1.1) is satisfied on [a, co). A solution 
U of (1.1) is said to be prepared if it satisfies 
u’*lJ-u*u’=o (1.2) 
A prepared solution U is oscillatory if U(t,) is singular on some sequence 
t,, n = 1, 2, . . . . t, + co. Otherwise, U is nonoscillatory. In view of the Sturm- 
type separation theorem of Morse [9] the system (1.1) is oscillatory; i.e., 
every prepared solution is oscillatory, provided (1.1) has a prepared solu- 
tion which is oscillatory. The same is true for the nonoscillation of (1.1). 
In the particular case p(t) = 0, (1.1) has a pair of fundamental solutions 
U, = Z, the n x n unit matrix, and U, = t1, and any solution U of (1.1) can 
be expressed by a linear matrix function A + tB satisfying 
t-‘U(t) --* B, (1.3) 
U’(t) --+ B, (1.4) 
U(t)-tB+A as t-co. (1.5) 
It is natural to pose the question of how small the function p is required 
to be so that every solution of (1.1) is asymptotic, in the sense described 
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in each of (1.3)-( 1.5), to a linear matrix function. By virtue of the super- 
position principle the above properties (1.3)-(1.5) are certainly assured by 
respectively the following requirements: (1.1) has a pair of prepared solu- 
tions U, and U2 satisfying 
U,(t) + 4 t ’ U,(t) -+ z, (1.6) 
U,(f) + 4 v;(f) -+ 4 (1.7) 
U,(t) +A U,(t) - tZ-+ C (a constant matrix) as t -+ co. (1.8) 
It is the purpose of this paper to find the sufficient conditions, sometimes 
necessary conditions as well, imposed on the integral smallness of the func- 
tion p(t) under which (1.1) possesses a pair of solutions satisfying each of 
(1.6)-(1.8). 
After this introduction, we shall concentrate on a study of system (1.1) 
in the following three sections and establish the main results in Section 4. 
Our fundamental tool is based on the Riccati techniques which have 
extensively been applied to studies of the oscillation theory for linear dif- 
ferential equations by Wintner [ 151, Wong [ 171, and others in the scalar 
case, Eliason and St. Mary [3] and St. Mary [ 111 in the matrix case. Note 
that the prepared solution U, in (1.6)-( 1.8) is nonoscillatory, and so it is 
necessary for the existence of U, that the system (1.1) be nonoscillatory. In 
Section 3 several nonoscillation results for (1.1) will be viewed as lemmas 
for further discussions. 
Section 5 studies the nonhomogeneous ystem 
U” + p(t) U=q(t), (1.9) 
where q is an n x n matrix-valued function. Section 6 considers the terminal 
value problems for differential systems, namely the existence and unique- 
ness of solutions which are asymptotic to a given linear matrix function. In 
Section 7 we shall extend our results to the nonlinear system 
u”+p(t)U=f(t, U), (1.10) 
where f is a matrix-valued function. 
Many authors, e.g., Bellman [ 11, Hartman and Wintner [S], and Hille 
[6], have made thorough studies of the asymptotic linearity of solutions 
for linear scalar equations. In the case n = 1, Bellman [l, p. 1143 proved 
that (1.1) has two solutions satisfying (1.6) if j” tIp( dt < cc (in the 
scalar case the solutions U, and U, in (1.6))(1.8) are not required to be 
prepared); if p(t) remains of constant sign for all large t, then this condition 
is also necessary, and in this case a necessary and sufficient condition 
1” t21p(t)l dt < cc that (1.1) have a pair of solutions satisfying (1.8) was 
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obtained by Hille [6]; Hartman and Wintner [S] established the necessary 
and sufficient conditions for the existence of a pair of solutions satisfying 
either (1.6) or (1.7). 
Hallam [4] considered the perturbed vector equation 
Y” = A(t) Y +f(t, Y), (1.11) 
where y and fare n-vector functions and A is an n x n matrix function, and 
obtained sufficient conditions under which (1.11) has a unique solution 
that is asymptotic to a given linear vector function. 
Trench [ 123, Kusano and Trench [7, S] investigated the existence of 
solutions with prescribed asymptotic behavior for various kinds of linear 
higher order differential equations with nonlinear perturbations. 
The first two theorems in Section 4 are closely related to the results of 
Hartman and Wintner and the results in Sections 5-7 are generalizations of 
the work of Chen [2] and Hallam [4], but the approach used here is 
completely different. 
2. BASIC HYPOTHESES 
It will be convenient to designate by Y[a, co) the set of all locally 
integrable matrix functions f(t) on [a, cc ) for which the limit 
jm f(t) tit= lim {‘f(r) dt 
a s-T: 0 
exists finitely. For simplicity in notation, we shall writefe .Y iffe 9[b, co ) 
for some b >= a. 
The symbol tr( +) denotes the matrix trace, A,( .) the largest eigenvalue 
of an Hermitian matrix, and 1. I some suitable matrix norm, e.g., 
IA 1 = (A,(A *A))“‘. The Hermitian matrix inequalities will be taken in the 
positive, non-negative definite sense. If f(t) is a non-negative definite 
Hermitian matrix function for t 2 b, it is easy to see that f~ 9 if and only 
if either its norm or its trace is integrable over [b, co). For the purpose of 
discussions below we list two properties of the trace operator. Iffand g are 
n x n matrices. then 
W + g) = tr(f) + tr( 81, (2.1) 
tr(fg) = tMl (2.2) 
A first order n x n system Z’ = A(t)Z is said to have linear asymptotic 
equilibrium (1.a.e.) if there is a matrix solution Y(t) such that Y(t) + Z as 
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t -+ 00. If n = 1, then Z’ = A(t)Z has 1.a.e. if and only if A E 9. It is well 
known [ 1, lo] that Z’ = AZ has 1.a.e. if 
I z IA(t)1 dt-c o (2.3) 
and that if Z’ = AZ has 1.a.e. and 1” IB(t)i dt < 00 then Z’ = (A + B)Z also 
has I.a.e., where B(t) is a matrix function on [a, co). Wintner [ 161 
generalized (2.3) to the following condition: 
A,ET, A,(t) = I“ A,pl(s)A(s) ds, 1 sjsk (A,=Z), 
I 
and 
s 
3c IA,(t)A(t)j dt < 00. 
(2.4) 
Notice that (2.4) reduces to (2.3) when k =O. More delicate conditions 
assuring that Z’ = AZ has 1.a.e. are also found in Trench [ 13, 141. 
The basic hypothesis on p(t) under which the work will be carried out 
is 
(Hl) PEG, PEP, P(f)=IX p(s)ds, and the system Z’=PZ has 1.a.e. 
f 
3. NONOSCILLATION 
We first introduce the Riccati techniques and two well-known non- 
oscillation results for ( 1.1). Because we are only interested in what we shall 
need in this paper, we shall state them in special cases. For their proofs and 
more general nonoscillation results the interested reader is referred to 
[3, 111 and the references cited in them. 
In what follows P(r) is always defined as in (Hl ). 
LEMMA 1. Let p E 2. The system (1.1) is nonoscillatory if and only if 
there exists a continuous, Hermitian matrix function W(t) defined for t 2 b 
for some b 2 a, satisfying W2 E 9 and 
W(t) = P(t) + j- W’(s) ds, t 2 6. (3.1) 
f 
Let X(s; t) = Y(s) Y ~ ‘(t), where Y is any fundamental matrix solution 
for Z’= PZ. Set I’=sT W’(s) ds and 
P(t) = j= X*(s; t) P’(s)X(s; t) ds 
f 
(3.2) 
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whenever the integrals converge. The next result involves a Riccati integral 
equation of the second level. 
LEMMA 2. Let p E 9. The system (1.1) is nonoscillatory if and only if 
P(t) exists (finite) and there exists a continuous, Hermitian matrix function 
V(t) on [b, 00 ) for some b 2 a, satisfying 
V(t) = P(t) + j= X*(s; t) V’(s)X(s; t) ds, t 2 6. (3.3) f 
Remark. If p E 2, (1.1) is nonoscillatory and U is a nonoscillatory 
prepared solution, then W = U’U -’ is Hermitian, W2 E 9, and W satisfies 
the Riccati integral equation (3.1). Moreover, V= W- P satisfies the 
second level Riccati equation (3.3). 
Now we give a sufficient condition for the nonoscillation of (1.1). 
LEMMA 3. Suppose that (Hl) holds. Then P E Y if and only if 
(Al) jE tP’(t) dt exists (finite). 
(1 
Proof Let Y(t) be the solution of Z’ = PZ satisfying Y(t) --f I as t -+ co. 
Let X(s; t) = Y(s) Y-‘(t). Obviously, there is an M> 0 such that 
W(s; t)l 5 M, IY(t)l IMv and IY-l(t)\ 5M for t, sz a. 
(3.4) 
We observe that if f(t) is Hermitian and f(t) >= 0 for t 2 b 2 a, then 
fE 9~0 Y*~YEY since 
If(~)l=l(~*-'~*fr~-')(~)l~~21(~*fr)(~)l s~'lf(t)L t 2 b. 
On the other hand, since P’(t) 2 0, P(t) 2 0, and 
jao Y*(s)P(s) Y(s) ds = ja jm Y*(r)P’(r) Y(r) dr ds 
1 , A 
= j= (s-t)(Y*P’Y)(s)ds 
, 
whenever the integrals exist, we have PCFipo Y*PYE~Po 
t Y* P2 Y E 2 o tP2 E 9 o (A 1). The proof of Lemma 3 is complete. 
LEMMA 4. Zf (H 1) and (A 1) hold, then the system ( 1.1) is nonoscillatory. 
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Proof: We shall use a contradiction theorem to find a solution of the 
equation (3.3) for a suitably large value of h. 
Lemma 3 gives P E 9, and hence P2 E 9 since P(t) + 0 as t --f 00. Ignor- 
ing the trivial case p(t) = 0 for almost all large t, we may assume P(t) # 0 
for t 2 b. Denote by S the set of all continuous, Hermitian matrix-valued 
functions f(t) on [b, co) with If(t)l/lP(t)l bounded for t 2 b. Define the 
functional j/ . I/: S + R by 
llfll = SUP w(tM~(~)l)> f E s. 
12h 
One can easily show that 11. I/ is a norm and that S is a Banach space with 
this norm. Let B= {f E S: II f I( 2 2). B is a convex, closed subset in S. 
Define an operator @ by the relation 
(@f)(t) = P(l) + jm A-*(& t) f2(s)X(s; t) ds, fES, tzb. (3.5) 
I 
Since P2 E 9 and 
Ix*@; t)f2(d% t)l smfl12 P(~)12~ sztgb, (3.6) 
where A4 is the constant in (3.4), we know that (@f)(t) is a continuous, 
Hermitian matrix function. Moreover. since 
P(s) = Y*-‘(s) jx Y*(r)P2(r) Y(r) dr Y-‘(s) 
s 
5 Y*-‘(J) jm Y*(r)P’(r) Y(r) dr Y-l(s) 
I 
= X*(t; s)P(t)X(t; s) for sztzb, 
we obtain 
I&)l I ~21ml for sztzb. (3.7) 
From (3.6) and (3.7) we get 
3c X*(s; t)f2(s)X(s; t) ds 5 M411fJ12 /P(t)1 j= /P(s)1 ds. (3.8) f 
It follows from (3.8) that @SC Sand that @Bc B provided b is chosen so 
large that 
L=4M4 
I 
3c /P(s)1 ds< 1. 
h 
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Finally we prove that @ is a contraction on B. For any given fi, f2 in 
B, we have 
I(@!I - @fz)(t)l = jm x*v: 43 Xds I 
~k12 I ,r (If,(s)l + If2b)l) If,(s) -fzb)l A 
~~2(llfill + llfill) llfi -fill sue IRs)12 A 
t 
S4M41P(f)l Il.6 -fzll j- IP( dJ 
f 
5 Jv(t)l llfi -fill for tzb 
and hence 
II@!1 - W2ll ~Jw-i -fill. 
So, @ is a contraction on B and there exists a unique fixed point V of @ 
in B, which is a solution of (3.3). Thus, (1.1) is nonoscillatory in view of 
Lemma 2. This proves Lemma 4. 
Remark. The solution V(t) of (3.3) obtained above satisfies 
I Vt)l 5 wTt)l, t 2 b. (3.9) 
In later discussions concerning the asymptotic behavior of solutions of 
(1.1 ), the estimate (3.9) will play a crucial role. 
4. MAIN RESULTS 
First we formulate a characterization of the existence of a pair of 
prepared solutions of (1.1) with asymptotic property (1.6). 
THEOREM 1. Suppose that (Hl ) holds. The system (1.1) has a pair of 
prepared solutions U, and U, satisfying (1.6) if and only if (Al) holds. 
Proof: Let (Al) hold. Lemma 3 gives FE 9. In the proof of Lemma 4, 
we find a solution V(t) of (3.3) satisfying (3.9) on [b, co), so V is 
absolutely integrable on [b, 00). Let W= P + V. Since the system 2’ = PZ 
has l.a.e., so does the system U’= WU, we can find a solution U, of the 
system U’ = WU on [b, co) satisfying 
lim U,(t) = I. (4.1) r-5 
409/148/2-17 
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A simple calculation shows that U, is a prepared solution of (1.1). Since 
U,(t) is nonsingular on [b, co), one choice of the other linearly independ- 
ent prepared solution of (1.1) is, e.g., 
U,(t) = U,(t) jr (UT cl’)-’ (s) ds. 
b 
(4.2) 
It may be established by an application of L’Hopital’s rule that U,(t)/t + I 
as t -+ co. The proof of sufficiency is complete. 
To prove the necessity we observe first that U, is a nonoscillatory 
prepared solution and hence that (1.1) is nonoscillatory. Let W = U; U ;I. 
By the remark following Lemma 2, W(t) is an Hermitian solution of (3.1) 
and V= W-P= 17 W’(s) ds satisfies (3.3) for t 2 b for some b 2 a. Set 
U,(t)=Z-F(t). Then F(t)+0 and F’(t)= -W(t) U,(t)+0 as t+ cc. 
Choose b so large that IF(t)/ < 4 and IF’(t)/ < 4 for t 16. Then, 
W(t) = - f F’(t) Irk(t), 
k=O 
(FO( t) = I). (4.3) 
The series in (4.3) converges absolutely and uniformly for t 2 b. Since 
(F“)’ = f”Fk -- ’ + Ff”Fk - 2 + . . . + Fk - IF’, 
a repeated application of (2.1) and (2.2) to (4.3) produces 
tr( W(t)) = - 5 k (tr(Fk(t)))‘. (4.4) 
Since the series in (4.4) converges uniformly for all t 2 b, integrating (4.4) 
term by term we get 
s , co tr( W(s)) ds = f i tr(Fk(t)). k=l (4.5) 
The integral in (4.5) converges because the series on the right-hand side 
does. 
It follows from (4.5) and PE 9 that j” tr( V) dt< cc and hence VE 9 
because IJ’~ 0. Moreover, we have P E 9 because 0 5 P(t) 5 V(t) for t 2 b. 
Finally (Al) follows from Lemma 3. The proof of Theorem 1 is complete. 
Now we draw a corollary of Theorem 1 which involves an integrability 
(perhaps conditional) condition. Let PE 9 and PE 2’. Set Q(t) = 
17 P(s) ds; then Q(t) --, 0 as t --t cc. Obviously, 
(tQ*‘(t))’ = Q”(t) + 2tP2(t) + t(Qp + pQ)(t). (4.6) 
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An integration of (4.6) yields 
t@‘(t) - aQ*‘(a) = Q’(t) - Q*(u) + 2 i“ sP*(s) ds 
0 
+ i-’ ~(QP + PQ)(s) ds. (4.7) 
If the last integral in (4.7) converges as t + co, then tr(Ii sP*(s) ds) is 
bounded above, which implies (Al). For otherwise t(tr Q2( t))’ would 
remain positive for all large r, and hence tr(Q*(t)) would not tend to zero 
as t + co. Thus, we get the following result: 
COROLLARY. Let (Hl) hold. Zf 
(Al)’ jT tQ(t) p(t) dt exists (finite), 
cl 
then system (1.1) has a pair of solutions satisfying (1.6). 
Next, we characterize the existence of two solutions with asymptotic 
behavior given by (1.7). 
THEOREM 2. Let (H 1) hold. Then the system ( 1.1) has a pair of solutions 
U, and U2 satisfying (1.7) ifund only if (Al) holds and 
(A2) lim tP(t)=O. 
t-00 
ProoJ: By means of Theorem 1, it suffices to prove that under the 
assumption (Al), U;(t) + Z as t -+ co if and only if (A2) holds. Here, 
without loss of generality, we still assume that U,(t) is defined by (4.2). 
Furthermore, since (Al) ensures U,(t) + Z and U,(t) = t(Z+ o(Z)) (o(Z) 
is a matrix function tending to zero) and since 
U;(t)=U;(t)j:(U:U,)~‘(s)ds+U,(t)(U:U,)-’(t) 
= W(t) U*(t)+ u:-‘(t) 
= tW(t)(Z+o(Z))+ u:-‘(t), 
where W=U;U;‘=P+V,itsufficestoprovethat tW(t)+Oas t+coif 
and only if (A2) holds. In the last analysis, since t W(t) = tP(t) + tV(t), it 
remains to prove that tV(t) + 0 under (Al). But this is true according to 
the estimate 
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Itl’(t)l 5 2t Ix X*(s; t) P’(s)X(s; t) ds 
, 
5 2M2t .r cc IP2(s)l ds , 
I 
cc 
52M= slP2(s)l ds + 0 as t+co, (4.8) I 
obtained by an application of (3.9), (3.4), and (Al). The proof of 
Theorem 2 is complete. 
Remark. Hartman and Wintner [IS] established Theorems 1 and 2 in 
the case n = 1 using a different method. It should also be mentioned that 
(Al) does not imply the absolute integrability of P and that the assump- 
tions (Al) and (A2) are, of course, independent. But (A2) can be replaced 
by the weaker condition that lim,, ~ tP(t) exists (finite) since the latter is 
equivalent to (A2) provided p E dp. 
In order to assure that every solution of (1.1) satisfies (l.S), we need 
more assumptions: 
(A3) Iam 2 2 t P (t) dt exists (finite), 
(A4) (2~9, Q(r)=j= P(s)& I 
(A5) ,‘i~\ tQ(t) exists (finite). 
LEMMA 5. Let (Hl) hold. Then tPE5? ifand only if(A3) holds. 
The proof of Lemma 5 follows the steps of the proof of Lemma 3 and so 
is omitted. 
LEMMA 6. If (A3) holds, then 
.r 
cc 
t”lP(t)j dt < co for any 51 E [0, 4). 
LI 
(4.9) 
Prooj For a positive number b 1 a, by Schwarz’s inequality, we have 
s 
00 
> 
l/2 
F(P(t)l dts t2a ~ 2 dt < co. 
h 
This proves Lemma 6. 
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Having established the above two lemmas, we can now prove the 
following theorem. 
THEOREM 3. Zf p E 2 and (A2)-(A5) hold, then the system ( 1.1) has a 
pair of solutions UI and U2 satisfying (1.8). 
Proof: Since (A3) implies (Hl ) and (Al ), Theorem 1 holds and 
provides a prepared solution U, of ( 1.1) on [b, cc ) satisfying U,(t) + Z as 
t+cc and 
u; = wu,, (4.10) 
where W= P + V, V is the solution of (3.3) satisfying (3.9). Lemmas 3 and 
6 and (3.9) imply that W is absolutely integrable. By Lemma 5 we know 
that tPE .P’ and that, by means of (3.9) and P(t) 5 V(t), EVE 9, i.e., 
s 
m 
sl V(s)1 ds < CO. (4.11) 
I 
Moreover, a combination of (4.9) and (4.11) leads to 
Irn Iw(s)l dsSjm IP( ds+lm IV(s)l ds 
t I , 
5 tra j-E salP( ds + t-’ j+- s( V(s)1 ds 
I I 
= o(tr”) as t + cc for c1 E CO,;). (4.12) 
We again define U, by (4.2). The requirements for U, in this theorem turn 
out to arise from a detailed investigation of the solution U1. To do this, we 
integrate (4.10) from t to cc and get 
U,(t)=Z-jm (WU,)(s)ds, t 2 b. (4.13) 
f 
Two iterations of (4.13) yield 
U,(t) = I- Jlrn W(s) ds + J,m W(s) 6 W(r) dr ds 
- J,m W(S) jSm W(r) jrm W(z) U,(z) dz dr ds 
= I- F(t): (4.14) 
520 
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F(t) = Q(t) - jm (f'Q)(s) ds + G(t), 1 
(4.15) 
G(t)=jm V(s)ds-jxP(s)jcc V(r)drds 
, t s 
W(r) dr ds + G,(t), (4.16) 
G,(t) = jtr w(s) jsa W(r) jm W(z) U,(z) dz dr ds. (4.17) r 
We shall then prove that 
and tG(t)+O as t+ co. (4.18) 
In view of (4.11) and 
IG(t)l 5 1 + j= IP(s)I ds+jm I f+‘b)l ds I I jm I Vb)l ds+ IGl(t)l, f 
all that is needed in (4.18) is that G,(t) is absolutely integrable and 
t/cl(t)1 -+ 0. But these requirements will be met by a selection of the value 
of CI, say, a = 2/5, in the estimate 
IG,(t)l 5 KjU I W)l jm I w(r)1 jz I Wz)l dz dr ds f 5 r 
( W(s)l ds 3 = o(tp3”) for some K> 0. 
On the other hand, because of Lemma 6 and the boundedness of tQ(t), we 
have 
jm ((PQ)(s)l dss t-‘-l jm s*lP(s)j IsQ(s)l ds 
1 I 
=O(t-l-a) as t+cc for O<cc<+, (4.19) 
and hence (4.15), (4.18), (4.19), and (A4), (A5) imply 
FELT and lim tF(t) = C (a constant matrix). (4.20) 
,-CC 
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Also (4.20) produces the absolute integrability of F2. Finally, if we write 
(U:U1)-‘=z+F+F*+R, 
where 
is an integrable function, then from (4.2) we have 
U,(t) = U,(r) !” (I+ F+F* + R)(s) ds 
b 
= tZ- tF- bZ+ bF+ (Z-F) i’ (F+ F* + R)(s) ds. 
b 
Again by (4.20) we obtain the desired asymptotic property of U,: 
lim (U,(t)-tZ)=j”; (F+F*+R)(s)ds-C-61, 
t--rcc b 
which completes the proof. 
Similarly to the corollary of Theorem 1, a result involving a conditional 
integrability assumption instead of (A3) can also be obtained. 
COROLLARY. Theorem 3 remains true if (A3) is replaced by 
(A3)’ {a t*Q(t) p(t) dt exists (finite). 
0 
Proof: Integrating the identity 
(t2Q2’)’ = (2tQ’)’ - 2Q’+ 2t2P2 + t*(Qp + pQ) 
gives 
t2Q2’(t) - a2Q2’(a) = 2tQ’(t) - 2aQ2(a) - 2 1’ Q’(s) ds 
a 
+ 2 /‘s’P*(s) ds + 1’ s2(Qp + pQ)(s) ds. (4.21) 
a a 
Since p and Q are Hermitian, (A3)’ implies that the last integral in (4.21) 
converges as t -+ co. Also, (A5) implies tQ2(t) -+O and Q’s 9, so (A3) 
holds. For if J” s2 tr(P’) ds= co, then from (4.21), t2(tr Q2(t))’ would 
remain positive for all large t and hence tr Q*(t) would not go to zero. 
Thus, Theorem 3 is true. 
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In order to indicate the scope of our results we first compare them with 
Hallam’s Theorem 1 in [4]. To this end, letf=O and A(t)=p(t) in (l.ll), 
and view ( 1.11) as the associated matrix system of (1.1 1 ), dropping the 
assumption that A(t) is Hermitian. Then Hallam’s theorem becomes two 
statements of the following form. 
The system (1.1) has a pair of solutions satisfying (1.6) if 
I m IP(t)l dt < GO 
and 
s 
m 
clQ(t) p(t)1 dt < ~0. 
(4.22) 
(4.23) 
The system (1.1) has a pair of solutions satisfying (1.8) if 
I 
cc 
t/P(t)1 dt < GO (4.24) 
and 
s 
a, 
t21Q(t) p(t)1 dt < ~0. (4.25) 
To make the comparison simpler we suppose further that n = 1; then the 
corollaries of Theorems 1 and 3 show that Hallam’s Theorem is true even 
if the integrals in (4.22), (4.23), and (4.25) converge conditionally, not 
absolutely, and (4.24) is replaced by the integrability of tP(t) and Q(t), 
which is usually much weaker than (4.24). 
Finally, we give two examples to illustrate our conditions. 
EXAMPLE 1. n = 1, p(t) = t ~’ log --7 t cos tB, CI, B, y > 0. An integration 
by parts gives 
P(t) = -~-‘t’-x-Plog-y t(sin tB+ O(tC8)), 
Q(t) = -p-‘f2-a-2P log-7 l(COS t@+ q-q) as t-co. 
By expressing all the conditions in Theorems 1-3 in terms of ranges of 
parameters ~1, /I, and y, we have first that (1.1) possesses two solutions with 
property (1.7) if and only if 
cr+/?>2, or c(+b=2 but Y>$. (4.26) 
Indeed (Hl), (Al), and (A2) are valid in the range (4.26) while P may not 
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be absolutely integrable, e.g., when LX + p = 2 and 4 < y < 1. We also have 
that (1.1) has two solutions with property (1.8) if 
and 
a + /3 > 512, or a+fl=5/2 but y>$ (4.27) 
cc+28>3, or cc+2/I=3 but y>O. (4.28) 
Actually, (A3) holds in (4.27) and (A4), (AS) hold in (4.28), while (4.24) 
holds in the range CL + b > 3 or ~1+ B= 3 and y > 1, which is smaller than 
either (4.27) or (4.28). Meanwhile, we note that the range in which (A4) 
holds is larger than (4.28). We can therefore find the exact area in which 
(A3), (A4) hold but (A5) fails. 
EXAMPLE 2. n = 1, p(t) = tP3 logg’ t(2 + 3 log-’ t+2 logP2 t). In this 
case, (A3) and (A5) hold but (A4) does not. So, Theorem 3 fails according 
to Hille’s result mentioned in Section 1. 
A question of interest is still open: If (Hl) holds, what is the necessary 
and sufficient condition for ( 1.1) to have a pair of solutions satisfying (1.8)? 
5. NONHOMOGENEOUS SYSTEMS 
We are now in a position to apply our main results to the non- 
homogeneous ystem of differential equations 
lY’+p(t)U=q(t), t 1 a, (5.1) 
where p is defined as before and 
U-W q(t) is an n x n matrix function on [a, co) and jr‘ tlq(t)l dt < co. 
a 
A means to this end is the constant-variation formula. 
THEOREM 4. Let (H 1 ), (H2) hold. Then (Al ) is equiuaknt to the 
following: for any given constant matrix A there is a unique solution U(t, A) 
of (5.1) such that 
lim U(t, A) = A, lim U’(t, A) = 0, (5.2) 1-m r-m 
and for any solution U(t) of (5.1) 
,Iirnm t ~ ’ U( t) exists (finite). (5.3) 
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Proof If (Al ) holds, then Theorem 1 gives two prepared solutions U, 
and U, (defined as in (4.2)) of (1.1) on [b, co) satisfying (1.6). Under the 
assumption (H2), the function 
is not only well-defined on [b, co) but a particular solution of (5.1) as well. 
It is not difficult to verify by using (1.6), (4.2), and (H2) that U,(t) + 0 and 
U,‘(t) -+O as t -+ co. We also note that U;(t)= W(t) U,(t) +O as t -+ co. 
Then, for any given matrix A, the unique solution satisfying (5.2) is 
U,A + U,. Condition (5.3) is obviously true since the general solution of 
(5.1) can be written as U = U, A + U, B + U,? with A and B constant 
matrices. 
Conversely, pick two solutions U(t, I) and U(t, 21) of (5.1) and let 
U,(t) = U(t, 21) - U(t, I). Consequently, U, is a solution of (1.1) and 
U,(t) -+ Z, U;(t) -+O as t + co with the aid of (5.2). Since U,+‘U, - U:U; 
is a constant matrix which must be zero, U, is a prepared solution. Then 
we get (Al) from Theorem 1. 
THEOREM 5. Let (Hl), (H2) hold. The assumptions (Al), (A2) are 
necessary and sufficient in order that for any given n x n matrix A, the equa- 
tion (5.1) has a unique solution U(t, A) satisfying (5.2) and for any solution 
u of (5.1) 
lim U’(t) exists (finite). (5.5) r + cc 
Theorem 5 follows immediately from Theorems 2 and 4. 
THEOREM 6. Let p E 9. Zf (H2) and (A2)-(A5) are valid, then for any 
given n x n matrices A and B, there exists a unique solution U of (5.1) 
satisfying 
U’(t) -+ B and U(t)-tB-,A as t-+cO. (5.6) 
Proof: From Theorem 3, (1.1) has two solutions U, and U, so that 
U,(t)-+Zand (U,(t)-tZ)-+Cas t --f co. Then the desired solution is 
U(t)= U,(t)(A-CB)+ U,(t)B+ U,(t). 
6. TERMINAL VALUE PROBLEMS 
For any given constant matrices A and B, a solution U(t) of (5.1 
satisfying either 
U’(t) + 0, u(t) -+ A, (6.1 
1 
1 
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or 
U’(t) + B, U(t)-tB+A as t+ co, (6.2) 
will be called a solution of the terminal value problem (TVP)( 5.1)(6.1) 
or (5.1)(6.2), respectively. Now Theorems 4 and 6 in Section 5 can be 
interpreted in terms of terminal value problems. 
THEOREM 4’. Let (Hl), (H2) hold. For any constant matrix A there 
exists a unique solution of the TVP(5.1)(6.2) if and only if (Al) holds. 
THEOREM 6’. Let p E 9. Zf (H2) and (A2)-(A5) hold, then for any given 
matrices A and B there exists a unique solution of the TVP(5.1)(6.2). 
7. NONLINEAR PERTURBATIONS 
In the equation 
U’+p(t)U=f(t, U), t 2 a, (7.1) 
we define p as before and let f be a locally integrable, n x n matrix-valued 
function on [a, co) x en*, satisfying 
(H3) There are two nonnegative scalar functions ql( t) 
and q2(t) satisfying jz tiqi(t) dt < co, i = 1,2, such 
that If(t, O)l 5 ql(t) and for any matrices U and V, 
lf(t, U) -f(t, VI 5 92(t) I u- VI. 
We shall state two theorems in terms of terminal value problems and 
simply sketch the proofs. 
THEOREM 7. If(Hl), (H3), and (Al) are valid, then for any given matrix 
A, the TVP(7.1)(6.1) has a unique solution. 
Proof. Under the given assumptions, Theorem 1 provides two prepared 
solutions U, and U, (defined by (4.2)) of (1.1) satisfying (1.6). Since any 
solution U of (7.1) can be represented by 
U(t)=U,(t)A+U,(t)B-U,(t)j’(U,‘U,U:f(., U))(s)ds 
b 
+ u,(t) j; (U:f(., U))(s) & (7.2) 
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where the constant matrices A and B may depend on U and b is taken 
so large that Ui is nonsingular on [b, co), we can then prove that [U(t)1 
is bounded by a linear scalar function, say, Kt, for some K > 0. With the 
aid of (H3), a solution of the TVP(7.1)(6.1) is therefore equivalently a 
continuous solution of the integral equation 
U(t)= U,(t)A+ U,(r)jx (U;‘U,U:f(., U))(s)ds 
- u,(t) j-I (U:f(.> U))(s) ds, t 2 b. (7.3) 
I 
Again by means of (H3), we may employ an argument based on the 
contraction mapping theory to establish the existence and uniqueness of a 
solution of (7.3). We leave the details to the reader. 
THEOREM 8. Let p~9’. If (H3) and (A2)-(A5) hold, then for any given 
matrices A and B, the TVP(7.1)(6.2) has a unique solution. 
Apart from some manipulations, the proof is similar to that of 
Theorem 7 except that we consider the integral equation (U,, U,, C are as 
in Theorem 6) 
U(t)=U,(I)(A-CB)+U:(t)B+U,(t)~~(U,’U2U:f(.,U))(s)ds 
I 
-u,(t) Im (U:f(., U))(s) ds, t 2 6, (7.4) 
, 
in place of (7.3). We again omit the details. 
It should be remarked at this point that the cited references of Kusano 
and Trench investigate terminal value problems (in our terminology) for 
various linear differential equations with nonlinear perturbations. Some of 
their integral smallness conditions on the perturbations permit conditional 
convergence in contrast with our absolute convergence conditions in (H2) 
and (H3). However, it seems reasonable that a “better” perturbation 
should be compensated for by a “worse” coefficient in the linear part of the 
equation, while a “better” coefficient may admit a “worse” perturbation. 
Therefore, it appears difficult to relax the conditions on q and f in 
Theorems 4,5, and 7. 
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