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Abstract—Fog computing extends the cloud computing paradigm
by allocating substantial portions of computations and services
towards the edge of a network, and is, therefore, particularly suitable
for large-scale, geo-distributed, and data-intensive applications. As
the popularity of fog applications increases, there is a demand for the
development of smart data analytic tools, which can process massive
data streams in an efficient manner. To satisfy such requirements, we
propose a system in which data streams generated from distributed
sources are digested almost locally, whereas a relatively small
amount of distilled information is converged to a center. The center
extracts knowledge from the collected information, and shares it
across all subordinates to boost their performances. Upon the
proposed system, we devise a distributed machine learning algorithm
using the online learning approach, which is well known for its
high efficiency and innate ability to cope with streaming data.
An asynchronous update strategy with rigorous theoretical support
is applied to enhance the system robustness. Experimental results
demonstrate that the proposed method is comparable with a model
trained over a centralized platform in terms of the classification
accuracy, whereas the efficiency and scalability of the overall system
are improved.
Index Terms—edge computing, distributed computing, online
learning, real-time analytics, stream processing
I. INTRODUCTION
Recent decades have witnessed an expansion of cloud com-
puting in terms of both service models and applications. In its
simplest form, cloud computing comprises the centralization of
computing services using a network of remote servers to enable
the sharing of infrastructure resources while achieving economies
of scale. However, this centralization also leads to certain side
effects. Security risks resulting from the exposure of private
user data to cloud providers [1]–[4] and service latency incurred
by data transmissions represent the two most significant issues.
For privacy- and latency-sensitive applications that require the
processing of data in the vicinity of their sources, the cloud’s
centralized architecture exhibits defects.
Subsequently, an alternative called fog computing has been
introduced [5], [6]. In contrast to the cloud, which sends data
to a remote location for processing, fog computing allocates
substantial amounts of computation, storage, and services toward
the edge of a network, i.e., on smart end-devices. It comprises
a large number of fog nodes residing between end-devices and
centralized (cloud) services. Because fog nodes have awareness
of their logical locations in the context of the entire system,
they are capable of allocating data to apposite locations for
E-mail addresses: gxli@xidian.edu.cn (G. Li), masonzhao@tencent.com
(P. Zhao), lu9@ualberta.ca (X. Lu), jialiu23@stu.xidian.edu.cn (J. Liu), yl-
shen@mail.xidian.edu.cn (Y. Shen).
processing. For example, time-sensitive data are analyzed close to
their source, and laborious tasks are performed on the cloud. Fog
computing thus can reduce latency, conserve network bandwidth,
and to some extent alleviate security problems (because data
are less centralized compared with the cloud). It is suitable for
a breed of distributed, latency-aware services and applications,
such as Internet-of-things (IoT) [7], sensor networks [8], [9],
smart grid systems [10]–[12], cloud systems [34], communication
systems [14]–[17], corporate networks [18]–[21], and mobile
social networks [22].
With the advent of fog applications, there is a demand for
smart data analytic systems with intrinsic distributed real-time
processing support. However, most existing solutions are a stack
of off-the-shelf tools, lacking a particular design that caters for
the characteristics of fog computing [23]. In this study, we tackle
the problem from the core, by generalizing fog data analytics
as performing classification over multiple data sources using
machine learning. We present a system in which data streams
generated from distributed sources are digested almost locally,
whereas a relatively small amount of distilled information is
converged to a center. The center extracts knowledge from the
gathered information, and shares it across subordinates. The
subordinates can consist of any computing units, while in a
realistic setting, they involve a mass of miniature devices with
limited energy, computing power, and communication capacity.
An ideal data analytic algorithm for such a system should have
low complexity, high scalability, and a light communication over-
head. We herein adopt an online learning approach for its sim-
plicity and efficiency. The proposed distributed online multitask
learning method employs a master/slave architecture, in which
locally calculated gradients and globally updated model vectors
are exchanged over the network. An asynchronous update strategy
with rigorous theoretical support is also applied to enhance the
system robustness. Experimental results demonstrate that the
classification accuracy of the proposed method is comparable
with those of classical models trained in a centralized manner,
while the communication overhead is controlled at a reasonable
level. Our approach is suitable for any classification task, and
can be ported to any device with moderate computing power to
perform data analytics under the fog computing paradigm.
II. RELATED WORK
Fog computing has been adopted in a broad range of appli-
cations since first being proposed by Cisco in 2012 [5]. Aug-
mented reality, online gaming, and real-time video surveillance
applications that must process large volumes of data with tight
2latency constraints are the primary targets for fog computing [23].
Mobile applications running on resource-constrained devices but
requiring fast response time, such as wearable assistants [24] and
smart connected vehicles [25], represent an additional use case for
fog computing. Finally, geographically distributed systems repre-
sented by wireless sensor networks in general, and smart grids
in particular, are compatible with fog computing too. Additional
applications of fog computing, especially those involving big data
analytics, are described in [26]–[28].
Online learning represents a family of efficient algorithms that
can construct a prediction model incrementally by processing the
training data in a sequential manner, as opposed to batch learning
algorithms, which train the predictor by learning the entire dataset
at once [29]. On each round, the learner receives an input, makes a
prediction using an internal hypothesis that is retained in memory,
and subsequently learns the true label. It then utilizes the new
sample to modify its hypothesis according to some predefined
rules. The goal is to minimize the total number of rounds with
incorrect predictions. In general, online learning algorithms are
fast, simple, and require few statistical assumptions. They scale
well to a large amount of data, and are particularly suitable for
real-world applications in which data arrive continuously.
Existing distributed online learning algorithms can generally
be classified into two categories: delayed gradient [30], [31],
and minibatch gradient [32] methods. The main idea of delayed
gradient methods is that workers are allowed to pull the latest
model from the master to compute gradients and then send them
back, while the master can utilize these gradients to update the
model if they are not delayed by too long or sparse enough. It
has been proven that if the number of delayed iterations is not
too significant, then the delayed gradient can still converge in
line with the standard online gradient method [30]. Alternatively,
if the gradient is extremely sparse then the delayed gradient
method can still converge very effectively [31]. In addition, the
main idea behind minibatch gradient methods is to utilize the
minibatch technique to reduce the variance of the stochastic
gradient estimator, which can in turn improve the convergence
rate [32].
III. SYSTEM OVERVIEW
We provide an overview of the proposed system from a fog
computing perspective. As shown in Figure 1, fog computing
employs a hierarchical architecture consisting of at least three
layers. Small devices with cost-effective computing powers are
located at the edge of the network. They either act as data
sources, by generating data streams of their own, or as data sinks
by collecting data from subordinate devices. Besides gathering
data and controlling actuators, they can also perform preparatory
data analytics in a timely manner. The next layer consists of a
number of intermediate computing devices, namely fog nodes,
each of which is connected to a group of edge devices in the first
layer. These are typically focused on aggregating edge-device
data and converting the collected data into knowledge. The cloud
computing data center is in the top layer, providing system-wide
monitoring and centralized control. Such a hierarchy enables the
fog to allocate computing resource according to the task scale,
thus striking a balance between quick response time and bulk
processing power.
Layer : Cloud Computing Data Center
Layer : Intermediate Computing Devices Fog Nodes
Layer : Smart End Devices , Sensors, Smartphones
Layer : Cloud Computing Data Center
Layer : Intermediate Computing Devices Fog Nodes
Layer : Smart End Devices , Sensors, Smartphones
Layer : Cloud Computing Data Center
Layer : Intermediate Computing Devices Fog Nodes
Layer : Smart End Devices , Sensors, Smartphones
Layer 3: Cloud Computing Data Center
Layer 2: Intermediate Computing Devices (Fog Nodes)
Layer 1: Smart End-Devices (e.g., Sensors, Smartphones)
Fig. 1. Architecture of fog computing.
In the context of the fog computing architecture, we propose
a system that can facilitate data processing in the fog. It also
employs a hierarchical layout, consisting of a generic virtualized
device that we call the Master, which is dedicated to serving
the centralized applications, and numerous client devices that we
call Workers. It is assumed that Workers are distributed over smart
end-devices in different physical locations. The Workers located
at the network edge ingest data generated by various sensors,
and then transmit the processed information to the Master.
Meanwhile, the Master sends the global model vector to the
Workers. The information flow between the Master and Workers
is bi-directional: Workers send locally calculated gradients to the
Master, and the Master sends the global model to the Workers. As
with the fog computing paradigm, there are no communications
among Workers. It is worth noting that the proposed system
resides in layers 1 and 2 of the fog computing architecture.
There are two important factors to consider when designing
such a system. One is to reduce the data exchange over the
network, and the other is to make the system robust when dealing
with the inevitable network latency. As described below, our
solution is well-suited to meet these requirements.
IV. PROPOSED ALGORITHM
This section presents a distributed online learning algorithm for
binary classification, which serves as the core of the proposed
system. The task for binary classification is to assign new
observations into one of the two categories, on the basis of rules
that are learned from a training set containing observations whose
category memberships are known. We consider a scenario in
which data streams generated from geo-distributed edge devices
have to be processed as a coherent whole. For clarity, it is
assumed that a dataset D is distributed over K different devices,
and each device is associated with one ofN Workers, as described
above. As the dataset D is divided into K partitions, we require
that the data contained in each partition are homogeneous, e.g.,
for a sensing application they must be related to a well-defined
physical entity that is sensed across different locations. Therefore,
the data from all partitions can be represented in the same global
feature space, and it is possible to utilize the shared information
between partitions to enhance the overall learning process. To
this end, we can restate our problem as learning from K data
sources (or tasks) using N Workers under the supervision of one
Master.
In the following, we employ the notation I to denote the
identity matrix. Given two matrices M ∈ Rm×n and N ∈ Rp×q ,
we denote the Kronecker product of M and N by M ⊗N . We
3use A⊗ as a shorthand for A⊗ I . We will describe the algorithm
from the viewpoint of a Worker and Master, respectively.
A. Worker
In the online learning setting, every Worker node observes data
in a sequential manner. Formally speaking, at each step t, the n-th
Worker receives a piece of data (xit,t, yit,t), where xit,t ∈ R
d is
a d-dimensional vector representing the sample, yit,t ∈ {−1, 1}
refers to its class label, and it ∈ {1, . . . ,K} denotes the task
index (i.e., the index of the task that generated this data). The
classification model for each task is parameterized by a weight
vector wit ∈ R
d. As there are K tasks involved during learning,
we choose to update their weight vectors in a coherent manner.
Specifically, we appoint the Master node to maintain a compound
vector wt, which is formed by concatenating K task weights.
That is,
w⊤t = (w
⊤
1,t, . . . ,w
⊤
K,t)
The model we aim to learn is now parameterized bywt ∈ R
Kd.
It is periodically updated on the Master side, and distributed to
the Workers on demand. Note that we could designate a Worker
to process a particular task’s data the whole time, but this is not
compulsory. Any Worker can interact with any task, and vice
versa. We will closely examine how the Master updates wt later
on.
Let us now focus on a single Worker. At time t, the Worker
receives data (xit,t, yit,t) from the task it, and the weight vector
wt from the Master. For ease of presentation, we introduce
a compound representation for xit,t, and denote the following
vector by φt ∈ R
Kd:
φ⊤t =
(
0, . . . , 0,x⊤it,t, 0, . . . , 0
)
We can formulate the learning process as a regularized risk
minimization problem. To devise the objective function, we first
introduce a reproducing kernel Hilbert space (RKHS) H = RKd
with an inner product 〈u, v〉H = u
⊤A⊗v, where A ∈ R
K×K is
a predefined interaction matrix, which encodes our belief con-
cerning the relationship between the K learning tasks. Different
choices for this interaction matrix result in different geometrical
assumptions on the tasks, which will be explained later.
Specifically, for an instance xit,t from the it-th task, we define
the feature map as
Ψ(xit,t) = A
−1
⊗ φt
Therefore, the kernel product between two instances can be
computed as
κ(xis,s,xit,t) = 〈Ψ(xis,s),Ψ(xit,t)〉 = φ
⊤
s A
−1
⊗ φt
If all the training data are provided in advance, then we can
formulate the objective as an empirical risk minimization problem
in the above RKHS. That is,
min
w
1
T
T∑
t=1
log(1 + exp(−yit,t〈w,Ψ(xit,t)〉H)) +
λ
2
‖w‖2H
However, under the online learning setting, we can only access
the it-th task sample at the t-th learning iteration, which can in
turn be used to formulate the t-th loss:
ℓt(wt) = log(1 + exp(−yit,t〈wt,Ψ(xit,t)〉H)) +
λ
2
‖wt‖
2
H
For the above loss, we can calculate its gradient with respect
to wt as follows:
∇ℓt(wt) =
−yit,tΨ(xit,t) exp(−yit,t〈wt,Ψ(xit,t)〉H
1 + exp(−yit,t〈wt,Ψ(xit,t)〉H)
+ λwt
=
−yit,tA
−1
⊗ φt exp(−yit,tw
⊤
t φt)
1 + exp(−yit,tw
⊤
t φt)
+ λwt
(1)
For the interaction matrix A that encodes our beliefs concern-
ing the relevance between learning tasks, we set it as
A =
1
K


a −b · · · −b
−b a · · · −b
...
...
. . .
...
−b −b · · · a


where a = K + b(K − 1) and b is a user-defined parameter.
It is then easy to verify that
A−1 =
1
(1 + b)K


b+K b · · · b
b b+K · · · b
...
...
. . .
...
b b · · · b+K

 (2)
Plugging (IV-A) into (IV-A) and performing some calculations
yields
∇ℓt(wt) = (g1, . . . ,gj , . . . ,gK) (3)
with
gj=


b+K
(1+b)K
−yit,txit,t exp(−yit,tw
⊤
it,t
xit,t
)
1+exp(−yit,tw
⊤
it,t
xit,t
)
+λwit,t if j= it
b
(1+b)K
−yit,txit,t exp(−yit,tw
⊤
it,t
xit,t
)
1+exp(−yit,tw
⊤
it,t
xit,t
)
+λwj,t otherwise
(4)
It can be observed from (IV-A) and (IV-A) that the gradient
∇ℓt(wt) can be computed on a task-wise basis. The gradient
under a multitask setting is composed of the gradients for single
tasks with different weights. Regarding the weights, we can
observe the following: 1) The weight for the it-th task is the
largest, while the weights for the other tasks are the same. 2)
The parameter b is employed to trade off the differences between
the weights.
So far, we have described how a Worker derives the gradient
using the latest φt (or equivalently, xit,t), yit,t, wt, and A. Once
we have obtained the latest gradient, it seems natural to transmit
it to the Master immediately to update the model. However, to
reduce network traffic and computational cost incurred by rapid
updates, we choose to perform the transmission periodically. We
allocate every Worker a buffer of size m, to record up to the m
latest data samples, and calculate the average gradient whenever
the buffer is full. Specifically, the average gradient of the n-th
Worker is calculated as
1
m
∑
s∈B
∇ℓs(wt) (5)
wherem is the user-defined buffer size and B is the set of indexes
for the m buffered examples. We can control the degree of lazy
update by tuning m.
4In practice, however, we choose not to transmit the result of
(IV-A) directly over the network. Referring to (IV-A), we can
decompose (IV-A) as
1
m
∑
s∈B
∇ℓs(wt) = A
−1
⊗ g¯+ λwt (6)
where
g¯ =
1
m
∑
s∈B
−yst,tφs exp(−yst,tw
⊤
t φs)
1 + exp(−yst,tw
⊤
t φs)
(7)
The g¯ in (IV-A) is what the Worker actually computes and
transmits to the Master. The Master will utilize the received
g¯ and the task-relationship matrix A to construct the average
gradient 1
m
∑
s∈B ∇ℓs(wt). The reason for this is that g¯ can be
more sparse than 1
m
∑
s∈B ∇ℓs(wt), especially when K is large.
Transmitting a sparse vector rather than a dense one can reduce
the network cost. Note that the sparsity results from two factors:
1) most blocks of φs are zero, and 2) we choose to shift the
Kronecker product operation, which can reduce the sparsity of
resulting vector, to the Master side.
B. Master
The Master node employs the gradient information provided
periodically by the Workers to update wt, and then sends the
updated wt to the Workers whenever requested. Specifically, the
n-th Worker transmits the g¯ in (IV-A) to the Master. The Master
utilizes the received g¯ to compute the average gradient as in
(IV-A).
To counter the network latency, we let the Master to record
the outage durations of each Worker, i.e., τn, n ∈ {1, . . . , N},
where τn denotes the number of learning rounds in which the
n-th Worker’s g¯ has not been utilized for the model update. At
the beginning of each learning round, the Master will first check
whether the largest outage value max τn exceeds the allowed
threshold τ . If so, then the Master will choose that g¯ to update
the model (it may have to wait a short time for the corresponding
Worker to response). Otherwise, the Master will use the latest g¯
from any Worker to update the model. This strategy is known as
the delayed gradient descent approach [30]. It can help to improve
the convergence rate of a distributed online learning algorithm.
Finally, we summarize the pseudocode for Worker and Master
in Algorithm 1 and 2, respectively.
Algorithm 1 Distributed Online Multitask Learning (Worker)
1: Input: a sequence of instances (xit,t, yit,t), it ∈ [K], t ∈ [T ];
a parameter m specifying the buffer size
2: Output: a vector g¯ conveying the average gradient informa-
tion
3: Initialize: w0 = 0
4: Receive m instances regardless of which task they belong to
5: Pull the latest model w from the master
6: Compute the average gradient g¯ for m examples from the
online stream according to (IV-A)
7: Transmit g¯ to the Master
V. EXPERIMENTAL RESULTS
We evaluate the proposed algorithm using a synthetic dataset,
first introduced in [33]. The problem is to discriminate two classes
Algorithm 2 Distributed Online Multitask Learning (Master)
1: Input: a regularization parameterR; a parameter τ specifying
the maximum outage allowed; a K × K interaction matrix
A; a number of gradients g¯n, n = 1, . . . , N provided by the
Workers
2: Output: a vector w conveying the learned model
3: Initialize: set τn = 0 for n = 1, . . . , N , w0 = 0
4: for t = 1, . . . , T do
5: i = argmaxn τn
6: if τi = τ then
7: Wait for g¯i from the Worker i
8: Update wt = wt−1 − ηt[A
−1
⊗ g¯i + λwt−1−τi ]
9: Set τi = 0 and τn = τn + 1, ∀n 6= i
10: else
11: Receive the latest g¯j from any Worker j who responses
first
12: Update wt = wt−1 − ηt[A
−1
⊗ g¯j + λwt−1−τj ]
13: Set τj = 0 and τn = τn + 1, ∀n 6= j
14: end if
15: wt+1 ← min(1, R/ ‖wt‖)wt
16: end for
(a) A task (b) Another task
Fig. 2. Two tasks selected from the synthetic dataset. Each task contains 300
samples. The two classes are represented by circles and crosses.
in a two-dimensional plane with nonlinear decision boundaries.
By x = (x1, x2), we denote a point in two-dimensional space.
The basic classification boundaries are generated according to the
rule g(x; a) = sign(x2 − h(x1; a)), where h(x; a) is a family of
nonlinear functions consisting of the first few terms of a Fourier
series, defined as h(x; a) = a1 sin(x− a0)+ a2 sin(2(x− a0))+
a3 cos(x− a0) + a4 cos(2(x− a0)). A rotation is applied to the
decision boundary to create multiple tasks. Let Rθ denote the
operator that rotates a vector by θ radians in a counterclockwise
direction about the origin. The final family of classifiers is
f(x; a, θ) = g(Rθx; a) with θ as an additional parameter.
A total of 64 tasks are involved in the experiment. Their
parameters are generated via a random walk in a parameter
space with Gaussian increments. The initial values are set as
a(1) = (0, 1, 1, 1, 1) and θ(1) = 0. For t = 2, . . . , 64, a(t) =
a(t−1) + ǫt, ǫt ∼ N(0, σ
2I) and θ(t) = θ(t−1) + δt, δt ∼
N(0, σ2(π/4)2). The parameter σ controls the step size, and
hence the task similarity. We set it to 0.3. A training sample
is generated by choosing an input x uniformly at random from
the square x1, x2 ∈ [−3, 3], and then labeling it according to
f(x; a, θ) (see Figure 2 for an example). Because the problem
is not linearly separable, we add seven additional features,
which are derived from the original x1 and x2 via a mapping
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We construct a simulation system in accordance with the fog
computing paradigm. Its underlying implementation consists of a
set of PC-hosted programs communicating with each other in an
asynchronous, full-duplex mode. We employ asyncoro, a Python
library for asynchronous, concurrent, and distributed program-
ming, as the framework [?]. As illustrated in Figure 3, the system
imitates a streaming data source using a Spout node. It continues
to produce the aforementioned synthetic data, and sends them to
a randomly selected Worker. However, in reality, the data source
could be Twitter status updates, a branch of temperature sensors,
or any entities that continuously generate data. Situations are
commonly encountered in real-world applications in which there
exist thousands of smart devices (e.g., sensors or smartphones),
which are analogous to the Spout node in this simulation.
Our experiment involves 64 tasks (data sources), eight Workers,
and a single Master. We set the learning rate η = 0.01, regular-
ization parameter λ = 0.001, and interaction matrix parameter
b = 6, by referring to a small validation set. We employ the
cumulative error rate as an evaluation metric, which is given
by the ratio of the number of mistakes made by the online
learner to the number of samples received to date. Besides the
proposed distributed online multitask learning (DOML) algo-
rithm, we include two existing methods for comparison. The
first is online multitask learning (OML), which adopts a similar
multitask learning approach to DOML, but runs on a single
machine. The other is a vanilla online learning (OL) method,
which maintains a single model for all tasks. Figure 4 depicts
the variations in the cumulative error rate averaged over 64 tasks
along the entire online learning process. Note that although online
learning algorithms are capable of dealing with infinite samples,
we truncate the result by 15,000 samples per task, as the curve
will become flat before that, indicating that the model has reached
a stable state.
It can be observed from Figure 4 that the two multitask learning
methods (DOML and OML) achieve the lowest cumulative error
rates, demonstrating that they are effective for learning problems
with a commonly shared representation across multiple related
tasks. The difference between DOML and OML is marginal
(24.22% vs. 24.67% in terms of the cumulative error rate evalu-
ated at the 15,000-th epoch). However, owing to the distributed
architecture, DOML enjoys more efficiency and almost unlimited
horizontal scalability compared to the standalone OML. In our
experimental setting with an Intel Core i7 2.4 GHz CPU and
8 GB RAM, DOML configured with eight Workers is able to
Fig. 4. Variations of the cumulative error rate, averaged over 64 tasks along the
entire online learning process.
Fig. 5. Illustration of the sparsity of the gradient vector g¯ delivered from a
Worker to the Master during the first 100 learning epochs, with the buffer size
set to 10. A black spot denotes a nonzero element, whereas blank areas are all
zeros.
process hundreds of thousands of samples within a few seconds.
Furthermore, it is obvious that such processing power can easily
be increased by introducing more Workers into the system.
Next, we analyze the communication cost of DOML. Regard-
ing the cost related to data sources and Workers (i.e., the data
emitted from the Spout in this experiment), it is clear that any
dataset will be divided into N chunks and distributed to N Work-
ers. This makes every Worker’s load equal to 1/N of the original
problem load. This is especially helpful when devices with mod-
erate computing power encounter a massive dataset that exceeds
any of their processing capacities. Regarding the information
exchange between Workers and the Master, a straightforward
implementation would involve N Workers periodically sending
the Master their gradient information, calculated by averaging the
gradients for m samples. However, as described in Section IV-A,
we choose to defer the calculation of the average gradient to the
Master side, so that we can utilize the sparsity of g¯, as in (IV-A),
to save bandwidth. Given N Workers learning from K data
sources (or tasks), with the buffer size set as m, the Master has
to maintain N communication channels, each of which conveys
a sparse vector with only m/K entities with nonzero values. As
illustration, we depict the occurrences of nonzero elements of the
delivered gradient vector g¯ corresponding to the first 100 learning
epochs in Figure 5.
It is noteworthy that the performance of the vanilla OL
algorithm is inferior to those of DOML and OML (28.96%
in Figure 4). Our intuition is that learning related tasks via
a single model is inappropriate, as this ignores the individual
task characteristics. To verify this, we adjust the parameter σ to
6generate a set of more similar tasks and a set of less similar tasks.
For a dataset with σ set as 0.1, the 64 tasks are more similar to
each other, making a single model adequate for all of them. This
is verified by the experimental results: 18.71% (OL) vs. 21.34%
(DOML) in terms of the cumulative error rate. In contrast, by
setting σ to 0.5, the increased inconsistencies between tasks cause
the OL error rate increase to 41.93%, whereas DOML achieves
a lower value of 27.05%. Thus, it is obvious that compared with
OL, DOML is more suitable for real-world applications where
data are not strictly homogeneous.
VI. CONCLUSION
In this paper, we have proposed the use of online machine
learning to classify streaming data in a manner that is compatible
with the fog computing paradigm. To cope with a large number of
edge devices and large volumes of data for real-time low-latency
applications, we devised a distributed online multitask learning
algorithm, which fits well with the architecture of fog systems.
The experimental results demonstrated that jointly learning mul-
tiple related tasks is superior to a single model working in a
standalone mode. More importantly, the classification accuracy
of the proposed method is comparable with that of a centralized
algorithm trained over the entire dataset, while the efficiency is
enhanced and the network overhead is reduced. For future work,
we aim to extend our experiments to a more substantial scale
and additional applications. In conclusion, our work serves as an
initial attempt to develop low-latency, real-time and online data
analytic tools for fog computing.
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