Abstract-This paper shows that the liquid water content (LWC) and the median volume diameter (MVD) can be derived from the images of water droplets using a shadowgraph imaging system with incoherent LED illumination. Icing on structures, such as a wind turbine, is the result of a combination of LWC and MVD, and other parameters, such as temperature, humidity, and wind speed. Today, LWC and MVD are not commonly measured for wind turbines. Systems for measuring these properties are often expensive or impractical in terms of location or remote reading. The aim of this paper is to gain knowledge about how to design a single instrument based on imaging that has the ability to measure these properties with enough precision and accuracy to detect icing conditions for wind turbines. A method to calculate both the LWC and the MVD from the same images is described in this paper. The size of one droplet is determined by measuring the shadow created by the droplet in background illumination. The concentration is calculated by counting the measured droplets and estimating the volumes in which these droplets can be observed. In this paper, the observation volume is shown to be dependent on the particle size and the signal-to-noise ratio for each measured particle. An expected coefficient of variation of the LWC depending on the droplet size is shown to be 2.4% for droplets 10 µm in diameter and 1.6% for 25-µm droplets. This is based on an error estimation of the laboratory measurements calibrated using a micrometer dot scale.
I. INTRODUCTION

I
CING caused by freezing atmospheric water is a problem for the generation of electrical energy from wind in cold climates. Unless prevented, it may lead to lower performance or to the wind turbines stopping completely [1] - [4] . Aircraft, power lines or any other weather exposed structure share this problem. Therefore big efforts have been made to create models for how the ice is formed [5] , [6] and how it can be included in weather prediction models [7] , [8] .
The icing process is complex and the result depends on a combination of the aerodynamic shape of the structure or airfoil, the velocity of the air and its contained water, the temperature, the mixing of snow and water, the concentration of liquid water and the droplet size distribution. All droplets or particles passing the airfoil are affected by a force Manuscript received November 25, 2015 ; revised January 12, 2016; accepted January 12, 2016. Date of publication January 18, 2016; date of current version February 24, 2016 . This work was supported by Energimyndigheten. The associate editor coordinating the review of this paper and approving it for publication was Prof. Bernhard Jakoby.
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Digital Object Identifier 10.1109/JSEN. 2016.2518653 created by the change in pressure surrounding the airfoil.
To hit the surface and take part in the icing process they must have enough mass and density. Smaller droplets and less dense particles are pushed into a diverting, non-impact trajectory [5] . The liquid water content (LWC) and the water droplets median volume diameter (MVD) are essential input parameters to predict or model icing. Although there do exist methods, as we will discuss, to measure these properties, they are scarcely ever measured at a planned or existing wind turbine [9] , [10] . Measuring them accurately and frequently would be an advantage for the planning of new wind mill farms or for the application of anti-icing arrangements on existing power stations. It may be of particular interest as input to weather prediction models by which both LWC and MVD can be computed [7] , [8] . In combination with information about the aerodynamic properties of the wind turbine, it can give more accurate predictions of icing or even result in better design of wind turbines and anti-icing methods. While icing caused by large supercooled droplets, with diameters from approximately 50 μm to exceeding 1000 μm, is often considered severe due to its shape and quick build-up, icing may occur even with droplets as small as 5 μm [11] - [13] . In most cases, though, icing is caused by cloud droplets measuring between 10 μm and 30 μm in diameter [10] , [12] .
Although optical imaging and other techniques for measuring aerosol properties is continuously improving, the choice of instrument is still very much dependent on the application's requirements [14] - [17] . An instrument for measuring icing parameters for wind turbines should be able to detect supercooled cloud droplets from five micrometer and determine an accurate measure of the LWC. Since measurements are needed in multiple remote locations it should also be affordable, reliable, have low power consumption, and ideally be possible to place near the highest point of the turbine [18] .
A. Contributions
We describe a shadowgraph system consisting of a monochrome digital image sensor with a telecentric lens and a collimated LED illumination. A method for segmentation of objects from image background, based on the second derivate of the intensity is proposed.
We show that calibration of true droplet size and measuring range both depends on the measured size of the droplet shadow and the amount of light used for exposure. We show that it is possible to predict both the precision of the measured size and accuracy for measurement of droplet size.
A value of both MVD and LWC can be derived from a series of images and since the number of measured droplets will depend on the concentration, the accuracy and precision will depend on the number of samples from the total population of droplets.
Many existing instruments suffer from errors caused by the instrument itself during sampling, e.g. when droplets get stuck on the inlet [19] , or shatters into smaller droplets [20] . An instrument should be designed in order to affect the free flow of particles as little as possible [16] . Therefore we also investigate the illuminative power required to get a good exposure with the tested system at a targeted maximum wind speed of 50 m/s.
In this study, we have used a stage micrometer scale for characterization of the system and simulation of water droplets. This characterization holds true given that the optical silhouette of a droplet is comparable to a dot having equal diameter and being printed on a silicon glass. It is not a new concept and has at least once been proved experimentally for coherent light, by comparing with beads of glass and water droplets of known sizes [21] . The shadow image of water drops of any size will be defined mainly by the diffracted component, as long as the distance between the drop and the lens is much larger than the drop diameter. Only in a small bright spot in the middle will the refracted component be large enough to be visible in a shadowgraph system [21] , [22] .
Using the results of this study, a weather protected prototype may be built to perform a comparative study.
We believe that this study of a shadowgraph imaging system provides good analysis of its expected major limitations related to the measurement of liquid water content of air. This is also the scientific contribution of this publication.
B. Related Work
In 1970, Knollenberg [23] described an electro-optical technique to measure cloud and precipitation particles using a laser illuminated linear array of photo detectors. The photo detectors are used to make a two-dimensional image of the particles' shadows as they pass the light beam. Systems based on this technique are called Optical Array Probes (OAP) or two-dimensional imaging probes. Later development of this technique includes using image sensors to save gray scale images of the detected particles [17] , [22] .
One popular technique to measure single particles used in several instruments is to measure the light scattered from a focused laser [15] , [24] . A laser beam is used to illuminate passing particles. When a particle is detected, its size is determined by comparing the variations in light with a pattern calculated from the Mie scattering theory [25] .
Since the OAP, its successors and the scattering spectrometers have advantages over the other depending on the size and nature of the aerosol, instruments for airborne use have been developed that combine several techniques into one single probe [26] for accurate measuring of LWC and MVD [16] .
A different optical technique for measuring water droplets is based on in line holography [27] . In principle this is a two-dimensional shadowgraph imaging system that use laser background illumination to create images of the diffraction patterns created by the passing particles. These patterns are measured to reconstruct images of the particles. This is a fairly calculation intensive process, which may be one of the reasons why instruments based on this technique are not so common [28] .
Sizing of the droplets using Mie spectrometry is a complex operation even for coherent light [29] , and although it is possible to study Mie scattering from white light [30] , the complexity, small droplet size range and sample volume makes it less attractive in this application. The optical resolution is usually too low. Therefore it is also difficult to determine the exact particle size and the usable depth of field for incoherent shadowgraph systems. The shadow from a particle can e.g. appear smaller or larger when out of focus.
Shadowgraph imaging of particles using incoherent illumination instead of laser has been tried e.g. in particle shadow velocimetry (PSV) [31] , [32] , or spray characterization [33] . Quantitative and comprehensive studies of other droplet measurement techniques exist [24] , [28] , [34] . But to our knowledge there is no publication providing an equal analysis of a shadowgraph system using incoherent light for droplet measurement. We believe this study provides a good base for the design of a shadowgraph system for particle measurement using incoherent illumination.
II. MATERIALS AND METHODS
The experimental setup is illustrated in Fig. 1 . The camera (1) is mounted on a telecentric lens (2) and fixed in line with a holder for a test object (3) and the backlight illumination (4). The object holder was mounted on a translation stage (5) to move the object in the z-direction.
A. Materials and Methods
The camera used throughout this study was the uEye UI-3370CP-NIR. It contains a monochrome CMOS digital image sensor, CMOSIS CMV4000, with 12 μm epilayer for improved spectral response in the near infrared (700 to 900 nm). The sensor has 2048×2048 active pixels on a 5.5 μm pitch. The image array has pipelined global shutter pixels which allow exposure during read out, while performing CDS (correlated double sampling) operation. The image sensor has sixteen 10-or 12-bit serial outputs. It also integrates a programmable gain amplifier and offset regulation. Each channel runs at 480 Mbps maximum which results in 180 fps frame rate at full resolution (10-bit mode).
The background illumination was produced using an LED, Mightex LCS-0455-03, with a 22 mm collimating lens. The LED produces low-coherent light in a spectra with its peak intensity at 455 nm (blue). The 22 mm lens produced a square beam approximately 8 times 8 mm. According to Mightex, the half diverging angle using 22 mm aperture is 1.7 degrees.
The lens was a telecentric lens, Opto Engineering TC4M004-C, with 4.04× magnification according to the delivery test report. With the described camera it gives an object field of view of 2.79 times 2.79 mm. The working f/# is 22 and the depth of field is given to approximately 0.1 mm. Depth of field is discussed more extensively in chapter IV. The given lens was tested at delivery for telecentricity in four image zones, from the center to the edge, giving a telecentric slope from 0.015 and 0.091 degrees. This means that the maximum error for a displacement of 1 mm would be less than 1.5 micron in a corner of the lens, and less than 0.3 micron in the center.
A stage micrometer scale, Edmund Optics #58-606, with dots printed in chrome on a silicon glass was used as reference object. The pattern scale featured printed dots in diameters of 2μm, 3μm, 4μm, 5μm, 6μm, 7μm, 8μm, 9μm, 10μm, 25μm, 50μm, 75μm and 100μm. It was mounted on a translation stage that was used to automatically move the object in steps of two micrometers between the images. The distance between each step is called the delta distance z. See Fig. 5 . The measuring range corresponds to the delta distance at which the reference object could be detected using the proposed method for image segmentation.
B. Image Edge Detection
The reason for using edge detection is that the edge response can be used both for measuring the size of the droplets and to define the measurement volume. Droplets with too weak edge response would be outside the measurement volume.
In this study we have used a Laplacian of Gaussian [35] edge detection filter implemented as a 13×13 size convolution kernel. This method is attractive in digital image processing applications since the Laplacian derivation and the Gaussian blurring filter can be combined in a single convolution kernel, thus reducing the necessary number of multiplications to process a complete image. Blurring before derivation is needed to reduce the sensitivity to noise in the image. The result is an image of the second order derivative that is near zero very close to an edge and in regions far away from an edge. The Laplacian for a two dimensional function (image) f(x,y) is defined in Eq 1.
The second order derivate is positive on one side of the edge and negative on the other side [36] . We look for zero crossings in the x-and y-directions of the filtered image, i.e. where the value is negative/positive on one side and positive/negative on the other. A threshold is set to the absolute value of the difference between the negative and positive value greater than zero and these crossings are marked in a new image. The result 
C. Object Identification
Using the edge detected binary image, we apply a boundary fill function (Fig. 2, lower left) . The boundary fill detects closed contours in binary images like the one shown ( Fig. 2 , upper right), that are not in contact with the edge of the image and alters the value of the pixels within the boundary. The filled boundaries are identified as objects to be measured by subtracting the filled image with the original edge binary (Fig. 2 , lower right).
D. Object Size Measurement
The cross sectional area of each identified object is determined by counting the number of pixels in its filled boundary. From the cross sectional area we calculate the uncorrected diameter by using the magnification of the lens and the pixel size of the image sensor.
E. Measuring Signal to Noise Ratio
The noise in an image is the non-deterministic modulation σ j stemming from photon quantization, thermal energy, spatial sensitivity variations and more. Its magnitude depends both on the camera sensor's SNR and the variation in intensity of the light beam. In particular the intensity may differ from one image to another, depending on e.g. the LED temperature, the length and power of the electrical pulse and external disturbances in the optical path. Therefore we construct a method to calculate the signal to noise ratio (snr j ) for every measured particle j . The noise σ j is measured from the background signal around each particle j . The signal is the impact, or the amplitude, A j , of the shadows caused by the drop. The snr is the relation between the signal and the noise. Fig. 3 . Background noise. The image is cropped to a square (left) around the particle j (arrowed). The size of the square depends on the size of the particle. A black mask (middle) is calculated to get the background noise signal (right) containing all x i, j for particle j. where
and
A j is the difference betweenx j andȳ j .ȳ j is the mean of one third of the smallest values in the area covered by the filled blob constructed from the edge detection. See illustrations in Fig. 2 , and Fig. 4 . x i, j is each of the N pixel values of the background noise surrounding particle j . To exclude pixels that may be affected by the diffraction from the light passing, we used a five pixel large disk shaped structure to dilate the original boundary. Therefore the pixels immediately next to the edge-detected boundary are not counted in the SNR calculation.x j is the mean of x i, j for each particle j . See Fig. 3 and Fig. 4 .
The background is limited to an equal-sided square surrounding each measured object with the side equal to the size of the edge detected multiplied by two, plus ten pixels.
Defining the SNR in this way makes it possible to determine an individual SNR for every measured object in an image. True size and detection range can then be calibrated depending on its measured size and SNR.
F. Creating Calibration Tables
A translation stage is used to move the object in steps from closer than in focus to further away than the focus of the lens. All the dot images are then analyzed using the same method as the one that will be used to measure droplets. Since the dots are of known size and are expected to give a similar shadowgraph image as the droplets, the results are translated into two calibration tables.
The first calibration table is a list of the mean deviation between measured and actual diameter. This table is interpolated and expressed as a function, or correction factor f of the measured diameter, d M . The true diameter, d T , can be derived by subtracting the correction factor.
The second calibration table is a list of the ranges in the distance from the camera where the droplets of a given size are expected to be detected with the chosen method. Given a method (camera, optics, and detection algorithm) this range, z range , will depend on both the true diameter, d T , and the signal to noise ratio snr j .
Therefore, to estimate the measurement volume of a particle, the true diameter d T , and the snr j , must first be calculated. Fig. 5 illustrates the imaginary volume. Since the camera lens is telecentric, the field of view defined by the area A f ov is approximately the same in all positions on the z-axis. The maximum telecentric error of the lens is 0.091 degrees at the corners. At the maximum measured distance from object plane, 1.5 mm, the maximum lateral error would then be 1500 sin 0.091 = 2.4 μm. On the area A f ov , this corresponds to an error of less than 0.17 percent. When an object is translated in fixed steps in the z-direction, the number of detections will define a range, z range , that together with A f ov confines a measuring volume, V i , for a particle i of a given size.
G. Measurement Volume and Measuring Range
This volume is the imaginary volume in which one particle with the same shadow image as the reference object, if present, should be detected on average. If m calibration objects are detected when moved in steps of z in the complete depth of field, the measuring range z range = m z.
A boundary fill function was used to distinguish closed contours from not closed contours. The range is given by the number of closed contours from one or several image series within the range times the step size between each translation in the direction from the camera. Contours that are not closed will not be counted in the range.
H. Liquid Water Content
Each detected particle with mass m j , has a corresponding expected detection volume, V j , which is determined by the area of view and the range in focus where the particles of that size are expected to be detected.
The LWC from one image is given by the sum of all the n detected particles' masses of that image, divided by their respective expected detection volumes in that image.
If several images are made, the mean LWC is given by the sum divided by the number of images.
Using the method described to find droplets one may need to consider the case where two or more droplets are close enough to be interpreted as one. To deal with this possibility we use a threshold on the symmetry, the major axis divided by the minor axis, and the compactness [37] , to exclude noncircular objects from the calculation. In Chapter IV, we discuss this further.
I. Median Volume Diameter
The median volume diameter, MVD, is given at the point where half of the total volume of liquid content in a fixed air volume consists of droplets with diameters larger and the other half has smaller diameters. Compared with the mean volume droplet diameter and the mean droplet diameter, the MVD has been shown to give the best approximation to the mean collision efficiency of supercooled droplets [38] .
To get the MVD from one image, we first calculate the LWC for that image. Then we sort all m j V j and count the index number j until we get the sum LWC/2. The MVD is given by the mean of the last counted particle's diameter and the diameter of the next uncounted particle.
To average the MVD of several images we need to weigh the MVD with the LWC for each image. If we have m images, and give the properties of each image the index k, the average MVD for all images is:
J. Measurement of Droplets in Air
Before a measurement starts, the calibration tables f and g for size and volume determination are read. The tables are translated into calibration lookup tables using linear interpolation.
The image is captured and transferred from the camera or the disk memory, and edge detected using an edge detection algorithm.
After the edge detection, objects are qualified as droplets, and an uncorrected diameter is determined for each of these. For each detected droplet j the signal to noise ratio, snr j , is determined.
Given the measured diameter d M of every particle, a corrected true diameter d T is calculated by subtracting the corresponding value in the calibration lookup table.
Using the true diameter, d T , the particle's volume and mass is calculated. Its mass, m j , is determined from the density of water, which in this study is approximated to ρ = 1 g/cm 3 .
LWC and MVD are calculated using the data from one or several images.
K. Investigation of Ambient Light
The level of ambient light in the optics lab was too low to give any contribution to the exposure during the experiment. Therefore, an experiment was carried out outside in daylight. An ultrasonic fog generator was used to simulate a fog spreading the ambient light into the telecentric lens. The generator was set on maximum power. Two measurements (1 and 2) were done in semi-sunny conditions, and two measurements (3 and 4) were done in direct sunlight.
The shortest possible exposure time according to the camera specification is 0.038 ms, slightly depending on other camera settings. For each measurement 152 images were captured, with increasing exposure time from 0.04 to 2.0 ms. A delay of 1 second was set between each image.
L. Light Intensity Levels
To analyze the effect of different signal to noise ratios, the flashlight intensity, and camera gain settings were adjusted to make eight different exposure cases. Since the camera had fixed levels for the master and the analogue gain, the flashlight energy levels were adjusted from these gain levels to achieve similar image gray scale levels for all cases. The duration time of flashes, and the driving currents of the LED, were altered until the maximum gray level of any pixel was high but well below the saturation point; approximately 90 percent of the maximum in 12-bit mode. The gain levels could be adjusted by changing either "analogue gain" between −10 and 4 or "master gain" to 100, 200, 300 or 400. The eight cases are labeled G-10MG100, G-5MG100, G0MG100, G2MG100, G4MG100, G4MG200, G4MG300 and G4MG400.
The light energy at each exposure level was investigated using a thermal power sensor (Thorlabs S302C) and a pulsed signal, 3-10 μs, 9-36 kHz. To reduce the thermal effect of the heated glass and the ambient light, the power was measured immediately before and after start and stop. The pulse length was measured using a semiconductor light sensor connected to an oscilloscope. The result is shown in Fig. 9 . Results of measuring range z range depending on true diameter using Laplacian of Gaussian 13×13 and threshold of 0.002 applied on dots of 2, 3, 4, 5, 6, 7, 8, 9, 10, 25, 50, 75 and 100 μm diameter in one exposure case. Fig. 7 . Results of measuring range z range depending on mean snr j using Laplacian of Gaussian 13×13 and threshold of 0.002 applied on dots of 3, 10, 25 and 100 μm diameter with eight different exposure cases. Every marker is the mean z range of 100 series of images.
III. RESULTS
A. Estimating Measuring Range
The measuring range z range was first determined for one exposure case, G0MG100, by measuring the dots of all available sizes in the range covered by the optical focus. It is determined by the number of detected dots times the step length between each measurement. The result of this measurement is presented in Fig. 6 . Fig. 7 shows the mean measuring range mean(z range ) depending on snr j for multiple measurements of the dots with true diameters, d T = 3, 10, 25 and 100 μm. For each of the eight exposure cases, the dots were measured 100 times in range steps of two micrometers, resulting in 80,000 images for the 3 μm dot, and 160,000 images each for the other three sizes. Images creating a closed contour from the Laplacian of Gaussian edge detection, threshold 0.002 are counted. As each step was two micrometers, the measuring range (in micrometers) is the number of detected dots within the range times two. Fig. 8 shows the measuring range coefficient of variation CV (z range ) for the 100 measuring ranges, rng, calculated for each SNR case.
The coefficient of variation is the ratio of the standard deviation to the mean. The standard deviation decreases with increasing SNR. 
B. Estimating True Diameter
The difference between the measured and the true diameter from the micrometer scale was used to create the lookup table for size calibration. Fig. 10 illustrates the correction factor f d M using the Laplacian of Gaussian 13×13 with threshold 0.002 to define the measured area by edge detection. Fig. 11 shows the coefficient of variation CV d M for the measured diameter d M when measured on the 3, 10, 25 and 100 μm dots in eight different exposure cases. For the three micrometer dot, the two lowest exposure levels did not result in a measurement. The other decreased from 0.72 percent (G4MG200, SNR 13dB) to 0.22 percent (G-10MG100, SNR 20dB). The variation coefficient of the 
C. Energy Required for Exposure
The illumination energy required to get a good exposure for each of the eight gain setting levels is shown in Fig. 9 . 34 nJ is required for the area in view (7.8 mm 2 ) for the lowest gain setting, which results in the highest SNR. The area in view is about 8 times smaller than the illuminated area of the collimated LED, which was measured to about 8×8 mm.
D. Measuring the Optical Transfer Function
The MTF curve was measured using FFT (Fast Fourier Transform) analysis in Matlab on the gradient (impulse response) of images of a straight edge on the micrometer scale. The micrometer scale was moved in steps of five micrometers in z-direction, creating one MTF curve for every step. The result from one position (at optimal focus) is shown in Fig. 12 , and the resolution limit at 30 percent contrast depending on the distance from optimal focus is shown in Fig. 14. 
IV. DISCUSSION AND ANALYSIS
A. The Optical System Limitations
The optical resolution of the system is limited by the wavelength of the illuminating light, the lens resolution and the spatial resolution of the sensor.
The number of detected droplets per image depends on the density of the droplet distribution, and a less dense fog will require a larger ensemble of images to measure equally many droplets. Therefore we sought a camera with not only high sensitivity and high signal to noise ratio, but also high imaging rate and transfer speed. Global shutter is essential since the droplets in reality are moving and the exposure only occurs during the short illuminating flash. The frame rate is limited by the achievable transfer rate from the camera to the analyzing computer and the analyzing time for every image.
The 5.5 μm pixels of the CMV4000 sensor are equipped with micro lenses, raising the efficiency from 42 percent (fill factor without micro lens) to 60 percent (quantum efficiency times fill factor at 550 nm) according to the manufacturer's data sheet. The micro lenses would also mean a smaller risk for digital aliasing. Spatial resolution of a digital image system can be given in the unit of line pairs per mm (lp/mm). A 5.5 μm pixel pitch means that the finest resolvable frequency at the focal plane according to Nyquist-Shannon sampling theorem is 1/(2 · 0.0055) = 91 line pairs/mm (lp/mm).
A telecentric lens simplifies measuring as the magnification is constant with varying distance to the object. The TC4M004-C has a magnification of 4× and a working f/# of 22. A similar lens with lower magnification but with the same working f/# would increase the depth of field, thus creating a larger measuring volume. Since the depth of field is approximately inversely proportional to the square of the magnification, a similar lens with 2× magnification would give a 16× larger measuring volume for every image, albeit on the cost of resolution.
Rayleigh's criterion can be used as an estimation of the smallest resolvable distance in the object plane, l.
With wF/# = 22, λ = 455 nm, and m = 4 we get l = 2.44 μm. In the focal plane, with 4× magnification, this would correspond to a theoretical maximum diffraction limited resolution of (1/0.00244)/4 = 102 lp/mm. Due to imperfections in the lens design and manufacturing, the usable resolution is less, especially closer to the sensor edges. Compare with the system MTF measured at optimal focus shown in Fig. 12 . This curve indicates a resolution of only about 58 lp/mm at 10 percent contrast.
Using a high power LED instead of laser reduces the interference effects used in e.g. holography [28] , but since it is a monochromatic source, interference may not be completely ruled out. The coherence length, provided a Gaussian spectrum, can be approximated by Eq. 12 [39] :
λ is the −3 dB spectral bandwidth and was measured to 20nm for the blue LED used in this study. The actual peak was measured to 453nm. Applying this in Eq. 12 we estimate the coherence length to about 6.8 μm.
LEDs can sometimes be used with currents far above the specifications, as long as the pulse length is short and the duty cycle is low enough to permit the heat generated to be transported away between the pulses. Using the LED above specifications may though affect the efficiency and aging of the LED. LED emittance also depends on the temperature. Depending on the capacitance of the diode, the rise time may limit the current, although there exist some techniques to shorten the LED pulses [40] , [41] .
B. Laplacian and Boundary Fill as Selection Criteria
In this study we use the Laplacian of Gaussian for edge detection and noise filter. In brief comparison with other edge detection algorithms, like Canny [42] , it gives the best result. This is not to say there is no room for optimization. We define the edge where the second derivate of the between zero and one normalized image is above 0.002. Lowering the threshold to 0.001 gives too much response from noise and raising the threshold reduces the measuring range.
The 13×13 size convolution kernel is a digital approximation of the true Laplacian of Gaussian function. Increasing the size of the kernel would mean more calculations for each processed image, and a smaller usable field of view, but could also lower the noise sensitivity.
Subtracting the edge detected binary image from the same image with binary fill applied, sorts out the boundaries that have closed contours. As this works as selection criteria for which droplets to count and which not to count, it will also define the measuring range. The precision of the measuring range is estimated by taking series of images of the same dot, and moving the dot a distance z between each image in every series. In each of the image series, we use the standard deviation as a measure of the precision. This was done for 100 series of images of the 3, 10, 25 and 100 μm dots.
As was shown in Section II., the Laplacian is a second order derivate. This means that a particle can be segmented as long as the edge of an imaged droplet has strong enough gradient, as shown in Fig. 2 . To explain this we can imagine an imaged particle of size D where the intensity profile in one dimension s is graphed as i (s). See Fig. 13 (a) . This is an ideal optical system having infinite resolution. The Fourier transform
where ω is the angular frequency. The strength of the first order I (ω) = j ω · I (ω) . We now limit the resolution of the optical system to ω g . This limit allows computation of the first order gradient as the reverse Fourier transform i (s) = F −1 {I (ω)} for −ω g < ω < ω g . In this simplified analysis we are assuming that the lens system behaves as an ideal low pass filter having a limited angular frequency of ω g . We can estimate ω g ≈ 2π r where r is the lens resolution in the focal plane by Rayleigh's criterion. The gradient can now be computed as:
An example graph of i (s) is shown in Fig. 13 (b) . From this graph and Eq. 13 can be seen that maximum gradient strength G max appears at s = ± D 2 as long as D is large enough.
Small droplet sizes D with respect to optical resolution r will cause the two gradient peaks shown in Fig. 13 (b) to interfere. The maximum gradient strength G max is proportional to the optical system resolution expressed as lp/mm. We can also conclude from analyzing the MTF curve obtained empirically that larger distance from the optimal focus will result in lower resolution. Fig. 14 shows the resolution depending on the distance from the optimal focus, when the measured MTF is 30 percent. If we achieve a measuring range of 0.2 mm empirically by edge detecting our test objects, according to Fig. 14, we need a resolution of at least about 17-18 cycles/mm to measure a particle. This also explains why we can use a gradient operator in combination with a threshold on gradient strength for the control of the measuring range.
C. Comparing Drops With Dots
In the study described in this paper we have assumed that a spherical object such as a water droplet in air will produce the same shadow image as a disc shaped dot printed on a sheet silicon glass.
The reason for making this assumption is first that despite the transparency, the refractive index of water makes the droplet work as a spherical lens that will scatter almost all of the light that reaches the droplet from different directions.
Some of the light will also be absorbed, albeit the absorption of a single water droplet is negligible due to its small volume and because water absorb very little in the visible spectrum. The combined effect of scattering and absorption is the extinction [29] . By using a telecentric lens for imaging, the amount of scattered light that will reach the camera is very small compared with the background illumination. This makes the droplet, despite being almost transparent, to appear as a black disc against the bright background.
Irregularities and dirt on the surface of the glass sheet will add uncertainty to the measurement of the reference object. The smallest dot measured, two micrometer in diameter, was even difficult to find as some disturbances close to it were equal in size or larger.
For larger droplets the light passing straight through the center of the drop is visible, and a function may be needed to handle this.
D. Measuring Droplets
A real distribution of water droplets was created by an ultrasonic fog generator. As they were not contained in a closed environment the droplets evaporated quickly after exiting the generator tube, making the true sizes difficult to verify. But from the calibration tables shown in Fig. 7 and Fig. 10 we can estimate the MVD and LWC for one sample image.
As mentioned previously, there may be cases where two droplets are close enough to appear as one much larger drop. A solution that was tried was to make a measurement of the droplet's circularity and add this as selection criteria. This solution may also work as a filter for ice or snow particles. Unfortunately this also reduces the measured number of particles, resulting in an underestimation of LWC. To deal with this there are at least a few alternatives, e.g. improving the circularity measurement [37] .
Droplets that are very close are likely to coalesce, thereby decreasing the number concentration at a rate that appears to increase for larger droplets and more complex droplet size distributions [43] . Therefore we expect the likelihood of finding two droplets close to each other in a natural distribution to be low. A realistic fog with LWC = 0.4 g/m 3 and droplet size five μm has the number concentration 6 · 10 9 m −3 . With this concentration, only nine droplets, on average, are expected in a sample volume corresponding to one image with our system.
The accuracy and precision will depend on the number of droplets sampled. This means that for a population of droplets with large diameters, many more images are needed to get the same accuracy, than for a population of droplets with small diameters, given the populations have the same LWC.
E. Particle Size
The particle size is determined by the area bounded by the edge detection algorithm illustrated by the filled white blob in Fig. 2 (lower left) . If a threshold is set relative to the background level that has a value below a given threshold limit, the measured area could be determined by the darkness of the object's shadow. This alternative could improve the accuracy of size for small droplets.
The size accuracy in general is limited by the resolution of the optical system and the effect of the diffracted light on the edge detection. In Fig. 11 one can see that the coefficient of variation for a 100 μm dot is very low and that it increases with decreasing diameter. This effect is likely caused by the diffraction patterns. Although the optical resolution is too low to distinguish the diffraction patterns, it adds an uncertainty to the size measurement of small droplets.
The calibration is based on the mean measured size of any particle in the measuring range. Therefore the coefficient of variation in Fig. 11 is based on the measured diameter of all detected z-positions within the measuring range.
F. Measuring Volume
As can be seen in Fig. 7 and Fig. 8 , the SNR is more important for small droplets. A high SNR gives a lower coefficient of variation for the measurement range and thus a more precise measurement of the LWC according to (11) . It also means that the higher SNR we can achieve, the smaller the droplets we can find in the measuring range.
One should consider that the measurement volume is very small compared with the population of water particles in e.g. a cloud or a fog, and that the distribution of water may vary a lot in the physical surroundings. To get a good average value of the MVD and LWC, the number of counted particles needs to be large.
Sometimes the concentration of particles varies a lot within the same cloud or fog. Whether it is the average over a certain time, or the momentous maximum of LWC/MVD that is the most important to measure with regards to icing, future studies may reveal.
G. LWC Precision
We estimate the precision (coefficient of variation) of a measured value of the LWC based on two of the dots of known size (10 and 25 μm) of the micrometer scale. Here we assume that all the imagined measured droplets are of equal shape and have only one size and that the distribution is even. I.e. all m j and V j are equal for any j so we skip the index j for m and V .
From this assumption and equation (7):
Assuming that the relative errors of m and V are small and using the triangle inequality we get:
By calculating the mass of water using a density ρ of 1g/cm 3 we get the mass from the true diameter d T :
After logarithmic derivation we get:
From Fig. 8 and Fig. 10 we read an approximate value of the variation coefficient for the case with 25 μm droplets and SNR level >27 dB:
The same calculation for 10 μm droplets, again at an exposure case with SNR >27dB, gives a larger statistical error:
The larger the statistical mass, i.e. the number of droplets measured, the closer the measured variations should be to the calculated variations. These calculations may not reveal the effect of digital aliasing, which would be higher for smaller droplets.
H. Illumination Power Required at High Wind Speed
Since the instrument is intended to image droplets moving with the air, a shorter and stronger illumination pulse than the one in the laboratory is required. From the results we see that we get the highest SNR at the highest energy, 34 nJ. To get a good image of a droplet only a few micrometers in diameter, it should move as little as possible during the exposure. As the risk of icing increases with increasing wind speed [44] , it is important that the droplets are correctly measured also at higher wind speeds. Assuming that the highest possible wind speed is 50 m/s and the droplet can move at most one micrometer for a correct measurement, the exposure time should be no more than 20 ns. In this case, to get the highest SNR we need an average illumination power on the total area of view of 1.7 W. But this power may be difficult to achieve with an LED.
The highest emitted power tested with the 455nm Mightex LED was 348 mW at 2.5 Ampere driving current. As the collimated beam is about ten times ten millimeters, and the field of view is only three times three, only about one ninth of the emitted power is used for the exposure. This makes the system less sensitive to misalignment, but also quite inefficient. Since the area in view is nine times smaller than the collimated light beam this would mean 39 mW in the view area, which is about 44 times lower than the required, 1.7 W power for example above. But to make the light beam size smaller one would either have to use a lens of shorter focal length, which would lower the degree of collimation, or use a different light source with a smaller emissive area, which may not be possible with the required power. This is clearly a limitation of the LED when used to produce collimated light.
If we can use a lower SNR and still get useful images we would need less energy. If we e.g. set a higher camera gain (G4MG200 would require only 6 nJ of light energy), and if the wind speed can be reduced to 10 m/s, only 60 mW illumination power is required. In this case it should be possible to use the same LED to study droplets in a realistic environment.
Unfortunately, reducing the wind speed artificially by adding aerodynamic brakes will affect the air flow and this can change the properties of the measured particles [16] . It will also likely be more difficult to keep the instrument itself free from ice during the measuring.
I. Choice of Camera, Lens and Illumination
The camera is a c-mount CMOS camera with 2048×2048 resolution. The pixel size is 5.5 μm. Due to the strong commercial interest in this field, we expect this type of camera or similar to be available in large volumes and at even lower prices in the future. There are cameras with higher resolutions, but a higher resolution would not necessarily give better result since the lens resolution needs to match, and this would mean a higher system price. Smaller pixel sizes would also mean lower SNR, mainly due to the lower fill factor of the sensor. Lower SNR would then give a smaller measuring volume, following the results in Fig. 7 and Fig. 8 .
The lens was chosen to fit the camera size and resolution. A lower magnification would increase the measuring volume, but raise the limit of the smallest particles possible to detect. A higher magnification puts higher requirements on the optics, resulting in a higher material cost.
Initially, two LED with different peak wavelengths (455 nm and 850 nm) were tested, but since both the signal to noise ratio (SNR) and sharpness seemed better for the shorter wavelength, the 455 nm LED was used throughout the study. An 11 mm collimating lens was also tried. This lens is able to concentrate the beam more, but since the focusing distance becomes much shorter, which might cause a problem for the flow of particles, and the beam divergence is doubled, we chose only to use the 22 mm lens in the study.
J. Ambient Light
The background radiation was measured by imaging the generated fog in ambient daylight (22,000 lux) and (for a worst case scenario) in direct sunlight (80,000 lux). The result shows that unless the camera is pointed directly at the sun, an exposure time less than 0.2 ms will give no significant effect in daylight.
V. CONCLUSIONS
LWC and MVD can be derived from digital images of the droplets by using a shadowgraph imaging system with a collimated LED and a telecentric lens.
By comparing with dots of known sizes printed on a glass plate, we predict the LWC coefficient of variation to be less than 1.6 percent for droplets 25 μm in diameter, and less than 2.4 percent for droplets 10 μm in diameter. This error increases with decreasing droplet diameter.
A comparative study of the system with a reference instrument on a larger homogenous aerosol will show if the accuracy is good enough to predict icing. 
