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Abstract
The Partition Type Conjecture, a generalization of the Middle Levels Conjecture of combinatorics,
states that for all positive integers n and r , with n > r > 1, and every non-exceptional partition type
τ of weight r of Xn, there exists a constant weight Gray code which admits an orthogonal labeling
by partitions of type τ . We prove results in combinatorics and finite semigroup theory, providing the
completion of the proof that the Partition Type Conjecture is true for all types having more than one
class of size greater than one (and leaving open only those cases which are equivalent to the Middle
Levels Conjecture).
The rank of a finite semigroup S is the cardinality of a minimum generating set for S; if S
is idempotent generated, the idempotent rank of S is the cardinality of a minimum idempotent
generating set for S. A semigroup of transformations of Xn = {1, . . . , n} is said to be Sn-normal
if S is closed under conjugation by the permutations of Xn. The results here concerning the Partition
Type Conjecture are used to determine a simple formula for the rank and idempotent rank of every
Sn-normal semigroup.
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We complete a two-part program involving a series of papers: one part is combinatorial,
the other involves finite semigroup theory. A conjecture involving labeling constant weight
Gray codes, the Partition Type Conjecture (see Conjecture 2), is proved, with the exception
of cases which are equivalent to the difficult Middle Levels Conjecture (see Conjecture 3)
of combinatorics. Using our results involving the Partition Type Conjecture, we find a
simple formula for the rank and the idempotent rank of an arbitrary Sn-normal semigroup.
Given a positive integer n, let Xn be the set {1,2, . . . , n}. A partition π of Xn is said to
have weight r if π has r distinct classes. An r element subset A of Xn is referred to as an
r-set. The partition π and the set A are said to be orthogonal if every class of π contains
exactly one element of A. An orthogonally labeled list for n and r is a sequence
A1,π1,A2,π2, . . . ,A(nr)
,π(nr)
(1.1)
alternating between distinct r-sets Ai and distinct partitions πi of weight r , such that
for i = 1, . . . , (n
r
) − 1, πi is simultaneously orthogonal to Ai and Ai+1, and π(nr) is
simultaneously orthogonal to A(nr) and A1. For the orthogonally labeled list above, the
sequence A1,A2, . . . ,A(nr) of
(
n
r
)
distinct r-sets is referred to as the set sequence, and is
denoted for brevity by A = A1A2 . . .A(nr); the sequence π1,π2, . . . , π(nr) of
(
n
r
)
distinct
partitions is referred to as the partition sequence and is denoted by Π = π1π2 . . .π(nr). We
write the orthogonally labeled list in (1.1) as A1π1A2π2 . . .A(nr)π(nr), and we identify the
list with an ordered pair (A,Π). The following theorem was proved by J.M. Howie and
R.B. McFadden in [4].
Theorem 1.1 [4]. Let n and r be positive integers with n > r > 1. Then there exists an
orthogonally labeled list for n and r .
The main result of Howie and McFadden [4] is semigroup theoretic; it follows almost
immediately from Theorem 1.1, via a connection between orthogonally labeled lists and
idempotent generating sets described in [4] and in the proof of Theorem 1.10 of this paper,
presented in Section 8. In order to state the Howie and McFadden result, we review basic
semigroup definitions.
Let Tn denote the semigroup of all transformations of Xn. A transformation e ∈ Tn is an
idempotent if e2 = e. A subset U of a subsemigroup S of Tn is a generating set of S if every
element in S is a product of a finite number of elements in U , in this case S = 〈U〉. The
rank of a finite semigroup S (denoted rankS) is the cardinality of a minimum generating
set for S; if S is generated by its idempotents, the idempotent rank of S (denoted idrankS)
is the cardinality of a minimum idempotent generating set for S.
For f ∈ Tn, let im(f ) denote the image of f and let |im(f )| be the height of f . For
a positive integer r less than n, the subsemigroup of Tn consisting of all the transformations
of height at most r is denoted by K(n, r). In [3], J.M. Howie proved that for n > r , the
semigroup K(n, r) is generated by its idempotents of height r . Consequently, the theorem
below follows from the existence of orthogonally labeled lists.
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rank of K(n, r) are both equal to S(n, r), the Stirling number of the second kind.
A partition of the set Xn has type τ = d1µ(d1)d2µ(d2) . . . dkµ(dk) if it has µ(di) classes of
size di , where d1 > d2 > · · ·> dk and n=∑ki=1 diµ(di). The number r =∑ki=1µ(di) of
classes of τ is the weight of the partition type τ . The symbol τ is also used to refer to the
set of all partitions of Xn of that type.
Definition 1.3. An orthogonally labeled list (A,Π) is orthogonally τ -labeled if the
partition sequence Π consists of partitions of a given fixed type τ .
The number of distinct partitions of type τ = d1µ(d1)d2µ(d2) . . . dkµ(dk) is denoted by
N (τ ), it is given by the following well-known formula [1]:
N (τ )= n!∏k
i=1(di !)µ(di)(µ(di)!)
.
A necessary condition for the existence of an orthogonally τ -labeled list is thatN (τ ) (n
r
)
.
In [5], if N (τ ) < (n
r
)
, the partition type τ is said to be exceptional. The following result
was proven in [7].
Lemma 1.4. A partition type τ is exceptional if and only if and only if τ is of the form 22,
23, 32 or d1r−1 with r < d .
For a non-exceptional partition type τ , having classes of size at most two, J. Lehel
and I. Levi established in [5] the existence of orthogonally τ -labeled lists; they stated the
following conjecture.
Conjecture 1. There exist orthogonally τ -labeled lists for every non-exceptional partition
type τ .
Let Gn,r be the graph whose vertices constitute all the r-sets of Xn, with two r-sets
being adjacent if their intersection has exactly r − 1 elements. A path in a graph is a
sequence of distinct pairwise adjacent vertices, a cycle is a path in which the first and the
last vertices are adjacent. A Hamiltonian path or cycle contains every vertex of the graph.
It is well known that Gn,r is Hamiltonian; that is, that it contains Hamiltonian cycles.
Hamiltonian cycles of Gn,r are called constant weight Gray codes and are among the
earliest examples of combinatorial Gray codes [15].
Definition 1.5. An orthogonally labeled list (A,Π) for which the set sequenceA is a Ham-
iltonian cycle (path) in Gn,r is called an orthogonally labeled Hamiltonian cycle ( path).
If additionally (A,Π) is orthogonally τ -labeled, it is referred to as orthogonally τ -labeled
Hamiltonian cycle ( path).
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of Gn,r can be extended to an orthogonally labeled Hamiltonian cycle (A,Π).
It was shown in [5] that for 1  s < r , there exist orthogonally 2s1r−s-labeled
Hamiltonian cycles. In [9], the present authors extended this result and showed that even for
non-exceptional τ of the form 2r , there exist orthogonally 2r -labeled Hamiltonian cycles.
They stated the following considerably stronger version of Conjecture 1.
Conjecture 2 (Partition Type Conjecture). There exist orthogonally τ -labeled Hamiltonian
cycles for every non-exceptional partition type τ .
The set of all non-exceptional partition types τ for which there exist orthogonally
τ -labeled Hamiltonian cycles is denoted by L (where L abbreviates “labelable”). In [11] a
proper subset GrL of L is defined. It consists of those partition types τ of Xn of weight r ,
for which every Hamiltonian cycle in Gn,r can be orthogonally τ -labeled “greedily” in the
sense stated below. For two sets Ai and Ai+1, adjacent in Gn,r , a partition πi of type τ
is called a τ -label of the edge AiAi+1 if πi is orthogonal to Ai and Ai+1. We say that
τ ∈ GrL if every Hamiltonian cycle in Gn,r can be τ -labeled sequentially, starting by
choosing any τ -label forA1A2 at the first step; proceeding to choose any previously unused
τ -label for AiAi+1 at the ith step (i <
(
n
r
)); choosing any unused τ -label for A(nr)A1 at the
last step.
The main result of [11] demonstrated that there exists a surprisingly large class of
partition types in GrL. Let E denote the following, rather restricted, collection of classes
of partition types presented in Table 1.
The main result of [11] is presented below.
Theorem 1.6. Let n and r be positive integers with n greater than r , and let τ be a non-
exceptional partition type on Xn of weight r . If τ is not in E then τ ∈ GrL⊆ L.
The main combinatorics result of this paper is stated below. We prove the validity of the
Partition Type Conjecture for all partition types, except for the case of partition types with
one non-singleton class, where the Partition Type Conjecture is equivalent to the Middle
Levels Conjecture (see Conjecture 3).
Table 1
The set E of those partition types that may not be in GrL
Class Partition types Conditions
I d31t d  4, t  0
II d2s1t d  3, s, t  0
III 3221t t  0
IV d21t d = 3,4,5, t  0
V 331t t  0
VI 2s1t s = 2, . . . ,8, t  0
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exceptional partition type of Xn of weight r . If τ has more than one non-singleton class,
then there exist orthogonally τ -labeled Hamiltonian cycles.
We state the Middle Levels Conjecture and Adjacent Levels Conjecture and connect
them with the Partition Type Conjecture.
Conjecture 3. Given a positive integer r  n, let B(n, r) be the graph whose set of vertices
consists of all the r-subsets and (r − 1)-subsets of Xn, with two vertices A and B being
adjacent precisely when either A B or B A. The Adjacent Levels Conjecture for given
n and r hypothesizes the existence of a cycle in B(n, r) that contains all i-subsets of Xn,
where i = r − 1 if (n
r
)

(
n
r−1
) (that is n 2r − 1) and i = r otherwise. If n= 2r − 1, then(
n
r
)= ( n
r−1
)
.
The Middle Levels Conjecture for r , usually attributed to Paul Erdös [2,15], is the
special case of the Adjacent Levels Conjecture for n = 2r − 1 and conjectures that
B(2r − 1, r) is a Hamiltonian graph.
We connect the Partition Type Conjecture for certain partition types with the Adjacent
Levels Conjecture. For the Partition Type Conjecture, we are only concerned with non-
exceptional types. Observe that τ = d1r−1 is non-exceptional if and only if r  d
(Lemma 1.4). We show that Adjacent Levels Conjecture is equivalent to the Partition
Levels Conjecture as it applies to non-exceptional partition types of the form d1r−1.
Note that each partition of type τ = d1r−1 is defined by its set of r−1 singleton classes.
Thus there is a one-to-one correspondence between partitions of type τ = d1r−1 and the
(r−1)-subsets of Xn. Moreover, for any two adjacent r-sets A and B in Gn,r , the partition
so associated with the (r − 1)-set A ∩ B is the unique partition of type τ orthogonal to
the edge AB in Gn,r . It follows that for a non-exceptional partition type τ = d1r−1, the
existence of an orthogonally τ -labeled Hamiltonian cycle in Gn,r is equivalent to existence
of a Hamiltonian cycle in B(n, r), and this is a validation of the Adjacent Levels Conjecture
for n= d + r − 1 and d (where r  d). We can remove the restriction r  d by noting that
the Adjacent Levels Conjecture is valid for n and r if and only if it is valid n and n− r .
(Given a cycle C in B(n, r) that validates the Adjacent Levels Conjecture for n and r , we
can form a list of subsets of Xn by taking the complement in Xn of each set in C; the
result is a cycle which validates the Adjacent Levels Conjecture for n and n − r .) Thus
the Partition Type Conjecture generalizes the Adjacent Levels Conjecture which in turn
generalizes the Middle Levels Conjecture, so we have (suppressing the word “Conjecture”
below)
Partition Type ⇒ Adjacent Levels ⇒ Middle Levels.
In this paper we also prove the following result.
Theorem 1.8. Middle Levels ⇒ Adjacent Levels.
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possible exception of partition types d1r−1 that are associated with the Adjacent Levels
Conjecture. Since the Adjacent Levels and Middle Levels Conjectures are equivalent
by Theorem 1.8, it follows by Theorem 1.7 that the Partition Type Conjecture and the
Middle Levels Conjecture are equivalent. Can one prove the validity of the Partition Type
Conjecture by simply assuming the Middle Levels Conjecture (Conjecture 3)?
Problem 1. Prove that the Partition Type Conjecture is a direct logical consequence of the
Middle Levels Conjecture (without using Theorem 1.7).
1.1. Semigroup results
We now describe our results concerning transformation semigroups. Given a transfor-
mation f of the set Xn, let ker(f ) be the partition on Xn whose classes are the maximal
subsets of Xn on which f is constant. For a given partition type τ on Xn, let S(τ) be the
semigroup generated by all the transformations whose kernels have type τ . The semigroup
S(τ) is invariant under the conjugation by the permutations of Xn, and so it is idempotent-
generated [6]. We determine the rank and idempotent rank of all S(τ) semigroups.
Given a subsemigroup S of Tn generated by its elements of maximum height r , let
ir (S)=
∣∣{im(f ): f ∈ S, |im(f )| = r}∣∣, kr(S)= ∣∣{ker(f ): f ∈ S, |im(f )| = r}∣∣.
If f and g are transformations in Tn of height r whose product fg also has height r then
im(fg)= im(f ) and ker(fg)= ker(g). Therefore
rankS max
{
ir (S), kr (S)
}
. (1.2)
The following concept was introduced in [9].
Definition 1.9. A semigroup S, generated by its elements of maximum height r , is
said to have an extremal generating set if there exists a generating set U of S with
max{ir (S), kr (S)} elements; if the generating set U consists of idempotents, then S is said
to have an extremal idempotent generating set.
If S has an extremal generating set, then the rank of S is max{kr(S), ir(S)}. If S has an
idempotent extremal generating set, then the idempotent rank of S and the rank of S both
equal to max{ir (S), kr(S)}. The semigroup K(n, r) presents an example of a semigroup
with an extremal idempotent generating set. Indeed, if 1 r  n− 1, then it follows from
Theorem 1.2 that
idrankK(n, r)= rankK(n, r)= kr
(
K(n, r)
)= S(n, r) (n
r
)
= ir
(
K(n, r)
)
.
For a partition type τ , observe that kr(S(τ )) = N (τ ) and ir (S(τ )) =
(
n
r
)
. As we
will demonstrate in the proof of Theorem 1.10 below, the validity of the Partition Type
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has idempotent extremal generating sets.
To side-step the part of the Partition Type Conjecture which is equivalent to the Middle
Levels Conjecture, the present authors prove in [10], by further developing methods of
J.M. Howie in [3], that for all exceptional and non-exceptional τ of the form d1r−1, with
d > 1, the semigroups S(τ) have idempotent extremal generating sets. We extend the [10]
result to all partition types using Theorem 1.7 (with the exception of three partition types
which are dealt with using ad hoc constructions).
Theorem 1.10. Let n and r be positive integers with n greater than r , and let τ be a par-
tition type of Xn of weight r . Then S(τ) has idempotent extremal generating sets. That is,
the rank and the idempotent rank of S(τ) is max{N (τ ), (n
r
)}.
Next we present a theorem which gives a complete description of the rank and
idempotent rank of an Sn-normal semigroup S. Suppose that S is an Sn-normal
subsemigroup of Tn and f ∈ S with ker(f )= π , a partition to type τ . Because S is closed
under conjugation by all permutations of Xn, it follows that any partition of type τ is the
kernel of some transformation in S. Therefore S(τ)⊂ S. Thus S is a union of semigroups
S(τ), where τ ranges over the partition types which are kernels of transformations of S.
A partial order on the set of all partition types of Xn may be defined as follows. Let
τ and σ be partition types on Xn, and let a1 + · · · + ar = n and b1 + · · · + bs = n be
the corresponding representations of n as sums of positive (possibly repeating) integers
arranged in non-decreasing order. Then τ is said to be a refinement of σ [13] if the
representation b1 + · · · + bs = n may be formed by combining the summands of the
representation a1 + · · · + ar = n. Formally, τ is a refinement of σ [13] if there exists a
function f : {a1, a2, . . . , ar} → {b1, b2, . . . , bs} such that ∑{ai : ai ∈ f−1(bj )}  bj for
1  j  s. If τ is a refinement of σ , we let τ  σ thereby defining a partial order on
partition types.
It is not difficult to see that τ is a refinement of a partition type ν on Xn if and only
if S(ν) ⊆ S(τ). Thus an Sn-normal semigroup is determined by a downwardly closed
set (an order ideal) of partition types on Xn; conversely, a downwardly closed set not
containing the top element (1n) determines an Sn-normal semigroup consisting of singular
transformations. In particular, an Sn-normal semigroup S is determined completely by the
anti-chain of its maximal partition types in the set {τ : S(τ) ⊆ S}. We call the anti-chain
associated with S the signature of S, and we denote it by Signature(S).
Let r be the maximal weight of a partition type in the signature of S. The set of partition
types of weight r in the signature of S is called the r-signature of S.
Theorem 1.11. Let n and r are positive integers with r < n. Let S be an Sn-normal
semigroup consisting of singular transformations, and let r be the maximal weight of a
partition type in the signature of S.
(1) If the r-signature of S either contains a non-exceptional partition type or consists
of at least two elements, then the idempotent rank (and the rank) of S is ∑{N (τ ):
τ ∈ Signature(S)}.
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idempotent rank (and the rank) of S is (n
r
)+∑{N (τ ): τ ∈ Signature(S), τ = ρ}.
Observe that Theorem 1.1 is an immediate corollary of Theorem 1.11.
In Section 2 we will introduce general construction techniques used throughout the
paper. In each of Sections 3–7, we present constructions that demonstrate that classes of
partition types in E are indeed in L. In Section 8 we complete the proofs of the two main
theorems, Theorems 1.7 and 1.10. In Section 9 we prove Theorem 1.8, and in Section 10
we prove Theorem 1.11.
2. Construction techniques
Many of the partition types in Classes I–VI, as described in Table 1, do not satisfy
the Edge Inequality, a counting criterion that guarantees that a partition type is in GrL
(see [11]). Here we develop constructions to demonstrate that all partition types in Classes
I–V, with the exception of those associated with the Adjacent Levels Problem, are in L (it
was shown in [9] that the partition types in Class VI are in L). Specifically, in subsequent
results, for appropriate n and r we orthogonally τ -label Hamiltonian cycles in Gn,r by
partitions of specified fixed types τ in Classes I–V. We will use the following operations
on partition types.
Notation 2.1. For a partition type τ of Xn of weight r , with a class of size d , let
(1) τ −d be the partition type on Xn−1 obtained from τ by reducing the size of one d-class
of τ by one. Observe that the weight of τ − d is r if d  2 and r − 1 if d = 1;
(2) τ + d be the partition type on Xn+1 of weight r obtained from τ by increasing the size
of one d-class of τ by one;
(3) τ ⊕ 1k on Xn+k be the partition type of weight r + k obtained from τ by adjoining k
singleton classes.
We use the following operations on specific partitions.
Notation 2.2. Let τ be a partition type on Xn−1 of weight r with a class of size d , and let
π be a partition of type τ .
(1) Let πd denote a partition of type τ + d obtained from π by adjoining n to a d-class
of π .
(2) Let π⊕ denote the partition of type τ⊕1, obtained from π by adjoining a new singleton
class {n}.
In the notation πd , the choice of a d-class, receiving the new element n, is not specified,
as quite frequently we have some freedom of choice for this. In some constructions, it will
be useful to specify the choice. We will frequently use the following operations on labeled
paths.
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orthogonally τ -labeled path in Gn−1,r withA= A1A2 . . .Ak and Π = π1π2 . . .πk−1, such
that πi is an orthogonal τ -label for AiAi+1 for i = 1,2, . . . , k − 1.
(1) If d is a class size of τ , let Πd denote the partition sequence πd1 πd2 . . . πdk−1. Then
(A,Πd) is an orthogonally (τ + d)-labeled path in Gn,r .
(2) Let Π⊕ denote the partition sequence π⊕1 π⊕2 . . . π⊕k−1, and let A⊕ denote the path
(A1 ∪ {n})(A2 ∪ {n}) . . . (Ak ∪ {n}) in Gn,r+1. Then (A⊕,Π⊕) is an orthogonally
(τ ⊕ 1)-labeled path in Gn,r+1.
(3) Let Arev denote the path AkAk−1 . . .A1 in Gn−1,r (where the subscript “rev” refers
to the reversed order of the listing), and let Πrev denote the partition sequence
πk−1πk−2 . . .π1. Then (Arev,Πrev) is an orthogonally τ -labeled path in Gn−1,r .
Notation 2.4.
(1) Let A=A1A2 . . .Ak and B = B1B2 . . .Bl be paths in Gn,r such that the vertices ofA
are disjoint from the vertices of B, except, possibly, for the first and the last vertices. If
Ak = B1 then AB denotes the path in Gn,r that results from concatenating A and B.
If additionally Bl =A1 then AB may be viewed as a cycle in Gn,r .
(2) Let Γ and Π be disjoint sequences of partitions of a given type τ . Then ΓΠ is a se-
quence of partitions of type τ that results from concatenating Γ and Π . If one of the
sequences consists of a single element, say Π = π , we write ΓΠ as Γ π .
2.1. Construction of Hamiltonian cycles Hnr
Suppose τ is a partition type on Xn of weight r . Recall that if τ /∈ E , then any
Hamiltonian cycle in Gn,r can be orthogonally τ -labeled (Theorem 1.6). Generally, for
τ ∈ E , some Hamiltonian cycles in Gn,r may admit an orthogonal τ -labeling, and some
may not. In demonstrating that a particular τ belongs to L, we frequently use specific
Hamiltonian cycles Hnr described below. The cycles Hnr have been widely studied [14,16,
17], arising in the context of what are known as reflected Gray codes.
Definition 2.5. Let n, r be positive integers with r  n, and let Hnr be defined recursively
as follows:
Hnn =Xn, Hn1 = {1} . . .{n}, and Hnr =Hn−1r
(
Hn−1r−1
)⊕
rev
for 1 < r < n.
Example 2.6.
H 22 = {12}, H 21 = {1}{2}, H 32 =H 22
(
H 21
)⊕
rev
= {12}{23}{13},
H 42 =H 32
(
H 31
)⊕
rev
= {12}{23}{13}{34}{24}{14}, H 43 = {123}{134}{234}{124}.
We record certain properties of cycles Hnr that, in many cases, enable us to orthogonally
label them with partitions of a given type. For a positive integer k 
(
n
)
, let Hnr (k) denoter
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Orthogonally labeled Hamiltonian cycles H 52 and H
5
3
Set Partition Set Partition
H 52 (i) πi H
5
3 (i) γi
12 25|134 123 3|15|24
23 12|345 134 3|12|45
13 14|235 234 2|13|45
34 23|145 124 4|13|25
24 34|125 145 4|12|35
14 24|135 245 4|23|15
45 15|234 345 3|14|25
35 45|123 135 5|12|34
25 35|124 235 5|13|24
15 13|245 125 1|24|35
the kth set in Hnr . Given subsets A and B of Xn, let AB denote the symmetric difference
of A and B . If AB is an edge in Gn,r we refer to AB as the symmetric difference of the
edge AB . The next lemma is a collection of observations, each of which follows from the
definition of Hnr .
Lemma 2.7. Let n and r be positive integers with 1 < r < n. Then
(1) Hnr is a Hamiltonian cycle.
(2) Hnr (1) = {1,2, . . . , r} and Hnr (
(
n
r
)
)= {1,2, . . . , r − 1, n}.
(3) Hnr (
(
n−1
r
)
)= {1,2, . . . , r − 1, n− 1} and Hnr (
(
n−1
r
)+ 1)= {1,2, . . . , r − 2, n− 1, n}.
(4) There is a unique edge of the path (Hn−1r−1 )⊕rev with symmetric difference containing the
element n− 1. The edge is {1, . . . , r − 2, n− 2, n}{1, . . . , r − 3, n− 2, n− 1, n} with
the symmetric difference {r − 2, n− 1}.
Note that in Lemma 2.7(2.7) above, the edge as stated occurs at the connection of Hn−2r−1
and (Hn−2r−2 )⊕rev in H
n−1
r−1 .
We say that a Hamiltonian cycle (path) A1A2 . . .A(nr) in Gn,r is normal if A1 =Hnr (1)
and A(nr) =Hnr (
(
n
r
)
). If A and B are normal Hamiltonian cycles in Gn−1,r and Gn−1,r−1,
respectively, then A(B⊕rev) is a normal Hamiltonian cycle in Gn,r .
Example 2.8. In Table 2, we present the cycles H 52 and H
5
3 labeled by partitions of types
32 and 221, respectively.
2.2. Partitions with singleton classes
We show that if τ is a partition type in L with at least two distinct class sizes, both with
at least two elements, then under most circumstances, a partition type obtained from τ by
adjoining singleton classes is also in L.
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class sizes ds, dt  2. Assume that there exists an orthogonally (τ−ds)⊕1-labeled normal
Hamiltonian path (A,Γ ) in Gn−1,r and orthogonally τ -labeled normal Hamiltonian path
(B,Π) in Gn−1,r−1. Then A(B⊕rev) is a τ ⊕ 1-labeled normal Hamiltonian cycle in Gn,r ,
and τ ⊕ 1 is in L.
Proof. Let A= A1A2 . . .A(n−1r ) and let B = B1B2 . . .B(n−1r−1). Because of normality of A
and B, we have that A1 = {1,2, . . . , r}, A(n−1r ) = {1,2, . . . , r − 1, n− 1}, B1 = {1,2, . . . ,
r − 1}, and B
(n−1r−1)
= {1,2, . . . , r − 2, n− 1}. Choose two partitions of Xn of type τ ⊕ 1
containing n in a class of size dt : γ orthogonal to B1 ∪ {n} and A1, and η orthogonal to
A
(n−1r )
and B
(n−1r−1)
∪ {n}. Then (A(B⊕rev),Γ ds−1η(Π⊕rev)γ ) is a τ ⊕ 1-labeled Hamiltonian
cycle in Gn,r , as partitions in Γ ds−1 contain the element n in a ds -class, partitions in
Π⊕rev contain n in a singleton class, and γ,η contain n in a dt -class. Thus Γ ds−1η(Π⊕rev)γ
consists of distinct partitions. ✷
3. Partition types d31t for d  4 and t  0 (Class I)
Our objective in this section is to prove that d31t is contained in L for all t  0.
However, for proofs of subsequent results we need to prove a stronger statement, as
reflected in the statement of Proposition 3.2 below.
Definition 3.1. Let n 3 and 1 s  n. A partition of Xn is said to be s-exclusionary if it
has no singleton class {s}.
Our objective in this section is to prove the following result.
Proposition 3.2. Let d1 > d2  2, r  2, and n= d1 + d2 + r − 2. There exists a normal
Hamiltonian cycle in Gn,r orthogonally d1d21r−2-labeled by 1-exclusionary partitions.
The partition type d1d21r−2 is contained in L.
The next result is used here, as well as in the next section where we consider labeling
by partitions of type d2s1t with d  3, s > 0 and t  0.
Lemma 3.3. Let d  3 and n = d + 2. The Hamiltonian cycle Hn2 may be orthogonally
labeled by partitions of type d2.
Proof. We prove inductively that, for d  3 and n = d + 2, the cycle Hn2 may be
orthogonally labeled by partitions of type d2 such that the last partition in the partition
sequence has a doubleton class {1,3}. The base step with d = 3 is presented in the two
left-most columns of Table 2. Suppose that for d  4 the cycle Hn−12 can be orthogonally
labeled by partitions of the type (d − 1)2 in sequence Γ = γ1γ2 . . . γ(n−12 ), and that the
doubleton class of γ n−1 is {1,3}.( 2 )
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following partitions of Xn. Let π1 have the doubleton class {1, n}, π2 have the doubleton
class {2, n}, and, for i = 3,4, . . . , n − 1, let πi have the doubleton class {n+ 2− i, n}.
Note that for i = 1,2, . . . , n − 1 the partitions πi have n in a doubleton class, and
so they are distinct from partitions in Γ d−1 that contain n in a d-class. Let Π =
γ d−11 γ
d−1
2 . . . γ
d−1
(n−12 )−1
π1π2π3 . . .πn−1γ d−1
(n−12 )
. Then (Hn2 ,Π) is an orthogonally (d2)-
labeled Hamiltonian cycle in Gn,2 with the doubleton class of γ d−1
(n−12 )
being of the form
{1,3}. ✷
The first part of the next lemma shows that 321r−2 ∈ L, while the second part will be
used in labeling of a Hamiltonian cycle in G7,3 by partitions of type 321 to aid in labeling
of a Hamiltonian cycle in G9,3 by partitions of type 33. We let Ei(Π) denote the set of
partitions in partition sequence Π with a singleton class {i}.
Lemma 3.4.
(1) Let τ = 321r−2 be a partition type of weight r  2 on Xn, where n= r+3. Then there
exists a normal Hamiltonian cycle in Gn,r orthogonally τ -labeled by 1-exclusionary
partitions.
(2) The Hamiltonian path H 63 can be orthogonally labeled by partitions of type 321 in
sequence Π , consisting of partitions that are both 1- and 2-exclusionary. Moreover,
E3(Π) = {3|24|156},
E4(Π) = {4|12|356, 4|35|126, 4|13|256, 4|25|136},
E5(Π) = {5|14|236, 5|23|146, 5|24|136, 5|34|126,5|26|134}.
Proof. We prove the result by induction on r  2. If r = 2, then τ = 32, and the existence
of the required labeling partition sequence Π for H 52 follows from Lemma 3.3.
For r = 3 we produce a labeling as described in the second statement of the lemma. Note
that H 63 = H 53 (H 52 )⊕rev, and let Γ = γ1γ2 . . . γ9 be the list of 1,2-exclusionary partitions
(not necessarily distinct) of type 221, orthogonal to the corresponding edges of the pathH 53 ,
as described in Table 3.
Observe that the partitions 4|12|35, 4|13|25 and 5|14|23 are the only repeated partitions
in Γ , each is repeated twice, and so we can construct a non-repeating partition sequence Γ 2
Table 3
Set Partition Set Partition
i H 53 (i) γi i H
5
3 (i) γi
1 123 3|15|24 6 245 5|14|23
2 134 4|12|35 7 345 5|14|23
3 234 4|13|25 8 135 5|12|34
4 124 4|13|25 9 235 5|13|24
5 145 4|12|35 10 125
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in Γ . If it is possible, we adjoin 6 to the class containing the element 1. For example,
we take 3|156|24 as the first partition of Γ 2. Then Γ 2 labels the path H 53 in H 63 by
1,2-exclusionary partitions of type 321. Also the path (H 52 )⊕rev in H 63 is labeled by 1,2-
exclusionary partitions in the sequence Π⊕rev, where each partition has a singleton class {6}.
To label the connecting edges H 63 (10)H
6
3 (11)= {1,2,5}{1,5,6} and H 63 (20)H 63 (1)={1,2,6}{1,2,3}, we use partitions 5|26|134 and 2|36|145, respectively, these are the only
partitions used so far that have 6 in a 2-class. This provides a proof for the second part of
the lemma, since the partition 2|36|145 is not used to label the path H 63 .
Assume r  4 and n = r + 3. The existence of a normal Hamiltonian path C =
C1C2 . . .C(n−1r )
in Gn−1,r orthogonally 221r−2-labeled by 1-exclusionary partitions in
sequence Ψ is asserted in [9, Proposition 1.2]. Assume inductively the existence of a
normal Hamiltonian path D =D1D2 . . .D(n−1r−1) in Gn−1,r−1 orthogonally 321
r−3
-labeled
by 1-exclusionary partitions in the sequence Υ . Then C(D⊕rev) is a normal Hamiltonian
cycle in Gn,r which we will label with distinct 1-exclusionary partitions of type 321r−2.
Let δ, γ be 1-exclusionary partitions of type 321r−2 having non-singleton classes
{1, r, r + 1}{r − 1, n} and {1, r + 1, n − 1}{r, n}, correspondingly. Then δ labels the
connecting edge
C(n−1r )
(
D(n−1r−1)
∪ {n})= {1,2, . . . , r − 2, r − 1, n− 1}{1,2, . . . , r − 2, n− 1, n},
γ labels the connecting edge (D1 ∪ {n})C1 = {1,2, . . . , r − 1, n}{1,2, . . . , r}, and
(C(D⊕rev),Ψ 2δ(Υ ⊕rev)γ ) is a normal Hamiltonian cycle in Gn,r orthogonally labeled by
1-exclusionary partitions of type 321r−2. Note that constructed partition sequence indeed
consists of distinct partitions since the element n belongs to a 3-class in Ψ 2, a 2-class in
δ, γ , and a singleton class in Υ ⊕rev. ✷
The next lemma shows that d21r−2 ∈ L.
Lemma 3.5. Let d  3, r  2 and n = d + r . Let τ = d21r−2 be a partition type of
weight r on Xn. There exists a normal Hamiltonian cycle in Gn,r orthogonally τ -labeled
by 1-exclusionary partitions.
Proof. We prove the lemma by induction on d and r . The result is true for r = 2 and any d
by Lemma 3.3, and for any r and d = 3 by Lemma 3.4. Fix d  4, let n= d+r , and assume
inductively that for some r  3 there exists a normal Hamiltonian path (A,Π) in Gn−1,r
orthogonally labeled by 1-exclusionary partitions of type (d − 1)21r−2. Also assume
inductively that there exists a normal Hamiltonian path (B,Υ ) in Gn−1,r−1 orthogonally
labeled by 1-exclusionary partitions of type d21r−3.
Let δ, γ be 1-exclusionary partitions of type d21r−2 having non-singleton classes
{1, r, r + 1, . . . , n− 2}{r − 1, n} and {1, r + 1, r + 2, . . . , n− 1}{r, n}
correspondingly. Then (A(B⊕rev),Πd−1δ(Υ ⊕rev)γ ) is a normal Hamiltonian cycle orthog-
onally labeled by 1-exclusionary partitions of type d21r−2. To see that the constructed
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a d-class in Πd−1, a 2-class in δ, γ , and a singleton class in Υ ⊕rev. ✷
Below we complete the proof of the result of this section, noting that the proof of
Proposition 3.2 is similar to that of Lemma 3.5.
Proof of Proposition 3.2. We prove the proposition by induction on d2 and r . The result
holds for d2 = 2 and r  2 by Lemma 3.5, and for r = 2 and d2  4 it follows from
Theorem 1.6. The partitions are vacuously 1-exclusionary, since they have no singleton
classes. To show that the result is true whenever r = 2, we only need to consider the case
of r = 2 and d2 = 3.
We will show that Hn2 can be labeled by partitions of type τ = d3 for some d  4, where
n = d + 3. Note that such partitions, having no singleton classes, are 1-exclusionary. By
Lemma 3.3, the path Hn−12 can be orthogonally labeled by partitions of type d2 in the
sequence Π , so Hn−12 can be labeled by partitions in Π2 in Gn,2. The remaining path{1, n− 1}{n− 1, n}{n− 2, n} . . .{1, n}{1,2} of the cycle Hn2 may be labeled by partitions
π1 with the 3-class {2,4, n− 1}, π2 with the 3-class {1, n− 2, n− 1}, for i = 3, . . . , n− 1,
πi with the 3-class {n− i, n+ 1 − i, n+ 2 − i}, and πn with the 3-class {1,3,4}. These
partitions contain n in a d-class, as opposed to partitions in Π2, containing n in a 3-class,
where d  4.
Assume inductively that for 3 d2 < d1, there exists a normal Hamiltonian path (A,Π)
orthogonally d1(d2−1)1r−2-labeled by 1-exclusionary partitions. Also assume inductively
that there exists a normal Hamiltonian path (B,Υ ) in Gn−1,r−1 orthogonally d1d21r−3-
labeled by 1-exclusionary partitions. ThenA(B⊕rev) is a normal Hamiltonian cycle in Gn,r ,
which we will orthogonally d1d21r−2-label by 1-exclusionary partitions.
Choose 1-exclusionary partitions δ and γ of type d1d21r−2 orthogonal to the connecting
edges
{1,2, . . . , r − 1, n− 1}{1,2, . . . , r − 2, n− 1, n} and
{1,2, . . . , r − 1, r}{1,2, . . . , r − 1, n},
respectively, and containing n in the d1-class. Then (A(B⊕rev),Πd2−1δ(Υ⊕rev)γ ) is normal
Hamiltonian cycle in Gn,r orthogonally labeled by 1-exclusionary partitions of type
d21r−2. Note that the constructed partitions are indeed distinct, since the element n belongs
to a d2-class in Π2, a d1-class in δ, γ , and singleton class in Υ ⊕rev. ✷
4. Partition types d2s1t with d  3, s  1, t  0 (Class II partitions with more than
one non-singleton class)
It was shown in [11] that for any fixed d  2, there exists an integer r0  3 such that
for all r  r0, the partition types d2r−1 ∈ GrL ⊆ L. For example, if d = 3, we can show
that r0 = 6. However, it was also shown that for any fixed r  3 there exists an integer
d0  2 such that for all d  d0, the partition types d2r−1 do not satisfy the Edge Inequality
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constructive techniques in this section to prove the following result.
Proposition 4.1. For d  3, r  2 and t  0 we have that d2r−1 is contained in L.
To prove the above result we use the fact that the partition types 2r ∈ L for all r  4
(see [9]). The proof of Proposition 4.1 for small values of r is complicated by the fact
that the partition type 23 is exceptional (Lemma 1.4), and so it can not be used for
orthogonal labeling of a Hamiltonian cycle in G6,3. However, the next lemma, involving
the exceptional partition type 23, is used to prove that 322 ∈ L, it is also used in the proof
of Theorem 1.10 to show that the semigroup S(23) has an extremal idempotent generating
set.
Lemma 4.2. There exists a partition list Π = π1π2 . . .π20 of partitions of type 23 such
that every partition of type 23 appears at least once but no more than twice in Π , and for
i = 1,2, . . . ,20, the partition πi is a label for the edge H 63 (i)H 63 (i + 1).
The proof of Lemma 4.2 is given by presenting the listing in Table 4.
The edges E1 = AB and E2 = CD of Gn,r are said to have the same symmetric
difference if AB = CD. The set A∩B is referred to as the core of the edge E1 =AB .
The concept of a 2-class available partition will be used trough this section.
Notation 4.3. Let d  3, n= d+2r−2, andA1A2 . . .A(nr) be a Hamiltonian cycle in Gn,r .
A partition α of type d2r−1 is said to be 2-class available for an edge AiAi+1, if α is
simultaneously orthogonal to Ai and Ai+1, and n is contained in a 2-class of α.
Lemma 4.4. For d  3 and n = d + 4, the Hamiltonian cycle Hn3 can be orthogonally
labeled by partitions of type d22. The partition types d22 ∈ L.
Proof. Recall that Hn3 =Hn−13 (Hn−12 )⊕rev. We start by labeling the path (Hn−12 )⊕rev of Hn3
and the edges connecting Hn−13 and (H
n−1
2 )
⊕
rev by 2-class available partitions, and than we
provide a proof of the lemma by induction on d .
Table 4
i H 63 (i) πi i H
6
3 (i) πi
1 123 16|24|35 11 234 13|25|46
2 236 16|25|34 12 124 13|26|45
3 356 15|26|34 13 125 13|24|56
4 456 15|24|36 14 235 12|36|54
5 146 13|24|56 15 256 12|45|36
6 145 12|34|56 16 156 14|26|35
7 245 15|23|46 17 136 14|26|35
8 345 14|23|56 18 346 14|23|56
9 135 16|23|45 19 246 14|25|36
10 134 12|35|46 20 126 15|24|36
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have the same symmetric difference. Assuming the two element subset {u,v} of Xn is the
symmetric difference of at least one edge of the pathH, we provide a procedure that labels
all edges with symmetric difference {u,v}. Because r = 3 and n is an element of every set
in H, the set {u,v} is a subset of Xn−1, and for an edge E = AB of H with symmetric
difference A B = {u,v}, there exists a unique element wi in the core A ∩ B of E such
that wi = n.
Let E1,E2, . . . ,Em be the edges with the symmetric difference {u,v} of the path H,
listed in the order in which they occur in H. Let w1,w2, . . . ,wm be the sequence of
elements such that wi = n and wi is contained in the core of Ei . Observe that the sequence
w1,w2, . . . ,wm consists of distinct elements, since the vertices of the path H are distinct
3-sets. If m= 1, label the single edge E1 = AB with any partition with doubleton classes
{u,v} and {n,x}, where x is an arbitrary element of Xn−1 − (A ∪ B). Assume m  2.
Define a set of partitions of type d22 of Xn as follows:
Partitions πuvi : let π
uv
i have doubleton classes {u,v} and {wi+1, n}, for i = 1, . . . ,m−1,
and let πuvm have doubleton classes {u,v} and {w1, n}.
Observe that for i = 1, . . . ,m, the partitions πuvi are distinct and each partition πuvi is
2-class available for the edge Ei . Since {u,v} is the unique doubleton class of πuvi which
does not contain n, if {s, t} = {u,v} is a symmetric difference for some edge F in H then
πstj = πuvi for any i, j . Thus we can label the pathH by distinct partitions of the form πuvi ,
as {u,v} ranges over the symmetric difference of edges.
We label the connecting edges {1,2, n−1}{1, n−1, n} and {1,2,3}{1,2, n}with 2-class
available partitions δ and γ , respectively, as defined below. Take δ and γ to be the partitions
of type d22 such that δ has doubleton classes {2, n} and {3, n− 1}, and γ has doubleton
classes {3, n} and {2, n− 1}. The partitions δ and γ are not of the form πuvi above, since
there is a unique edge in H containing the element n− 1 in its symmetric difference, and
this symmetric difference is {1, n− 1} (Lemma 2.7(4)).
We now present an inductive proof on d  3 of the statement of the lemma. If d = 3 and
n= 7, let Π = π1π2 . . .π20 be the list provided in Lemma 4.2. For each i = 1,2, . . . ,19,
select one of the classes of πi , and adjoin 7 to the selected class, denoting the resulting
partition by π2i . Because no partition in Π is repeated more than twice, and each partition
has three doubleton classes, we may construct 19 distinct partitions π2i , each with a 3-
class containing 7. Thus Π2 = π21π22 . . .π219 orthogonally 322-labels the path H 63 in H 73
by partitions containing n in a 3-class. As in the first part of the proof of the lemma, label
the remaining edges of H 73 by the distinct 2-class available partitions (containing n in a
doubleton class).
Assume inductively that for d  4 the path Hn−13 can be orthogonally labeled by
partitions of type (d−1)22 in a given sequenceΠ . ThenHn−13 is a path inHn3 orthogonally
labeled by partitions of type d22 in the sequence Πd−1. Each of these partitions contains n
in a d-class. As in the first part of the proof of the lemma again, label the remaining edges
of Hn by the distinct 2-class available partitions (containing n in a doubleton class). ✷3
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its proof includes Lemmas 4.5–4.8, and utilizes the fact that for such an r , the partition
type 2r ∈ L [9]. The proof that d2r−1 ∈ L follows along the following lines. For a fixed
r  4 and for some d  3, we inductively assume the existence of a (d − 1)2r−1-labeled
normal Hamiltonian path (A,Π) in Gn−1,r , where n= d + 2r − 2. Then (A,Πd−1) is an
orthogonally d2r−1-labeled path in Gn,r , and A(Hn−1r−1 )⊕rev is a Hamiltonian cycle in Gn,r .
We use 2-class available partitions to orthogonally d2r−1-label the path (Hn−1r−1 )⊕rev and
the two edges connecting it to the path A. For this we use two counting results, proved
in Lemmas 4.5 and 4.6, that enable us to construct the required labels “greedily” for all
partition types except 323. We use Lemmas 4.5 and 4.6 for the 323 case also, but in that
case some special counting is required.
Lemma 4.5. Let d  3, r  4 and n = d + 2r − 2. For each edge of the path (Hn−1r−1 )⊕rev
of Hnr there exist (d + r − 3)!(d + r − 3)/(d − 1)! distinct 2-class available partitions of
type d2r−1.
Proof. Let AB be an edge of the path (Hn−1r−1 )⊕rev, and let {u,v} =AB be the symmetric
difference of the edge. Observe that any partition orthogonal to the edge AB must have
A  B as a subset of its class. Thus the number of 2-class available partitions of type
d2r−1 for AB is the sum of the number k1 of 2-class available partitions for which {u,v}
is a doubleton class and the number k2 of 2-class available partitions for which {u,v} is
contained in a d-class.
Now k1 is the number of ways we can choose an element a from the core A∩B , other
than n, to be in the d-class, multiplied by the number of ways to select d − 1 elements
from Xn − (A ∪ B) (thus forming the d-class), multiplied by the number of ways to map
the remaining r − 2 elements bijectively to the elements of A ∩B − {a}. Hence, we have
that k1 = (r − 2)
(
n−r−1
d−1
)
(r − 2)! By a similar count, k2 =
(
n−r−1
d−2
)
(r − 1)! Substituting
n= d + 2r − 2, it is easy to verify that k1 + k2 = (d + r − 3)!(d + r − 3)/(d − 1)!. ✷
We show next that for large enough d and r , the number (d+ r−3)!(d+ r−3)/(d−1)!
is an upper bound for
(
n−1
r−1
) + 2 = (d+2r−3
r−1
) + 2, the sum of the number of edges of the
path (Hn−1r−1 )⊕rev and the two edges connecting it to the path A to form a Hamiltonian cycle
in Gn,r .
Lemma 4.6. For d  3 and r  4, with the exception of the case d = 3 and r = 4, we have
that
(d + r − 3)!(d + r − 3)
(d − 1)! 
(
d + 2r − 3
r − 1
)
+ 2. (4.1)
Proof. To prove inequality (4.1) let f (d, r)= (d+r−3)!(d+r−3)÷(d−1)! and g(d, r)
=
(
d+2r−3)
. We show first that (4.1) is valid for d = 3 and r  5. Indeed, f (3,5)= 300,
r−1
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f (3, r) and g(3, r) as r increases. Observe that for d = 3 and r  5,
f (3, r + 1)
f (3, r)
= (r + 1)
2
r
> r + 2 7, while g(3, r + 1)
g(3, r)
= 2r + 2
r + 2 ·
2r + 1
r
< 6,
so f (3, r) grows faster than g(3, r).
We now proceed to prove (4.1) for d  4 and r  4. By direct computation we have
that f (4,4)= 100, while g(4,4)= 84, so (4.1) holds for d = r = 4. We compare the rate
increase of f (d, r) and g(d, r) again, this time with d increasing. For a fixed r , we have
that
f (d + 1, r)
f (d, r)
= (d + r − 2)
2
(d + r − 3)d =
(
1+ r − 2
d
)(
1+ 1
d + r − 3
)
> 1+ r − 2
d
+ 1
d + r − 3 ,
while
g(d + 1, r)
g(d, r)
= d + 2r − 2
d + r − 1 = 1+
r − 2
d + r − 1 +
1
d + r − 1 < 1+
r − 2
d
+ 1
d + r − 1 .
Thus f (d, r) increases faster than g(d, r) as d increases, and (4.1) now follows readily. ✷
Lemma 4.7. There exists an orthogonally 3 23-labeled Hamiltonian cycle.
Proof. Let (A,Π) be an orthogonally 24-labeled normal Hamiltonian path, as constructed
in [9]. We show that the Hamiltonian cycle B = A(H 83 )⊕rev in G9,4 can be orthogonally
labeled by partitions of type 3 23. For each partition πi of Π , adjoin the element 9 to a
2-class of πi not containing 6,7 or 8, and denote the resulting partition of type 3 23 by π2i .
The 3-class of each π2i is of the form {9, u, v}, where {u,v} ⊂ {1,2,3,4,5}. The partitions
in sequence Π2 = π21π22 . . .π269 orthogonally label the edges of the path A in B.
To label the fifty five edges of the path (H 83 )
⊕
rev = H 94 (71)H 94 (72) . . .H 94 (126) in B
and the two edges connecting A and (H 83 )⊕rev, we use 2-class available partitions and
partitions having a 3-class of the form {9, u, v}, where u ∈ {6,7,8}, such partitions are
distinct from those constructed in Π2 above. SinceA is normal its first and last vertices are
H 94 (1) and H
9
4 (70), respectively. For each edge of the path H
9
4 (70)H
9
4 (71) . . .H
9
4 (118), by
Lemma 4.5, there exist (4!)4/2 = 48 2-class available partitions. Therefore we may choose
distinct 2-class available partitions to label these edges.
We label the remaining nine edges in the path H 94 (118) . . .H
9
4 (126)H
9
4 (1) using parti-
tions having a 3-class of the form {9, u, v}, where u ∈ {6,7,8}. Because of the recursive
construction of H 94 , it is not difficult to see that its path H
9
4 (118)H
9
4 (117) . . .H
9
4 (126)
has vertices of the form H 53 (i) ∪ {9}, for a suitable i , so {6,7,8} ∩ H 94 (j) = ∅, for
j = 118,119, . . .,126, or H 94 (1) = {1,2,3,4}. For each i = 118,119, . . .,125 and edge
H 94 (i)H
9
4 (i + 1), there exist 12 partitions of type 3 23 that are orthogonal to the edge and
have a 3-class of the form {9, u, v}, where u ∈ {6,7,8}. Indeed, we have (42) choices for
the elements {u,v} out of the set {6,7,8, a} =X9 −H 9(i)∪H 9(i + 1) and 2! choices for4 4
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Thus we may choose an orthogonal partition label for the edge H 94 (126)H
9
4 (1) first, and
then proceed choosing orthogonal partition labels for the remaining eight edges, since we
have eleven partitions available for each such edge. ✷
The next lemma completes the proof of Proposition 4.1 for partition of type d2r−1.
Lemma 4.8. For r  4 and d  2, we have that d2r−1 ∈ L.
Proof. Fix an r  4, and let n = d + 2r − 2. The lemma holds for the base step when
d = 2 and r  4 by [9]. Suppose that for some d  3, the lemma holds for (d − 1)2r−1. If
r = 4, because of Lemma 4.7 we may assume that d  4. Thus there exists an orthogonally
(d−1)2r−1-labeled normal Hamiltonian path (A,Π). We show that the Hamiltonian cycle
B =A(Hn−1r−1 )⊕rev in Gn,r can be orthogonally labeled by partitions of type d2r−1.
The path A in B is orthogonally labeled by partitions of type d2r−1 in Πd−1 obtained,
as usual, by adjoining the element n to a (d − 1)-class of each partition in Π . To label
the remainder of the Hamiltonian cycle B, we break our established pattern and label the
two edges connectingA and (Hn−1r−1 )⊕rev first. Since A is normal, its first and last edges are{1,2, . . . , r} and {1,2, . . . , r − 1, n− 1}, respectively. For the edge {1,2, . . . , r − 1, n− 1}
{1,2, . . . , r − 2, n− 1, n}, use a 2-class available partition having a 2-class {r − 1, n}. For
the edge {1,2, . . . , r − 1, n}{1,2, . . . , r} use a 2-class available partition having a 2-class
{r, n}.
In view of Lemmas 4.5 and 4.6, we can label
(
n−1
r−1
)−1= (d+2r−3
r−1
)−1 edges of the path
(Hn−1r−1 )⊕rev with distinct 2-class available partitions that are distinct from the two partitions
used to label the two connecting edges. The 2-class available partitions, containing n in
a 2-class, differ from the partitions containing n in a d-class, used to label the path A. ✷
The special form of the labeling in the result below will be used in the proof of
Proposition 7.2.
Lemma 4.9. Let r  3, n = r + 4 and τ = 3 221r−3. There exists a normal Hamiltonian
cycle in Gn,r orthogonally τ -labeled by 1,2-exclusionary partitions.
Proof. We prove the result by induction on r  3, noting that it is true for r = 3 and
τ = 3 22 by Lemma 4.4. Assume inductively that for some r  4 there exists a normal
Hamiltonian path A in Gn−1,r−1 orthogonally 3 221r−4-labeled by 1,2-exclusionary
partitions in the sequence Π . Then the path A⊕rev in Gn,r is orthogonally 3 221r−3-labeled
by 1,2-exclusionary partitions in sequence Π⊕rev, where each partition contains the element
n in a singleton class.
By Lemma 3.4 there exists a normal Hamiltonian path B in Gn−1,r orthogonally
3 2 1r−2-labeled by 1-exclusionary partitions in the sequence Υ . Let Υ 1 be constructed
by adjoining the element n to the least singleton class of each partition in Υ (that is
the singleton class {a} such that a < b for any other singleton class {b} in the partition).
Then the path B in Gn,r is orthogonally 3 221r−3-labeled by 1,2-exclusionary partitions
in sequence Υ 1, where each partition contains the element n in a doubleton class.
208 I. Levi, S. Seif / Journal of Algebra 266 (2003) 189–219Now, B(A⊕rev) is a normal Hamiltonian cycle in Gn,r , all of whose edges but two are
orthogonally labeled by distinct 1,2-exclusionary partitions of type 3 221r−3. To label the
connecting edges {1,2, . . . , r − 1, n− 1}{1,2, . . . , r − 2, n− 1, n} and {1,2, . . . , r − 1, n}
{1,2, . . . , r} we may use 1,2-exclusionary partitions with non-singleton classes {1, n− 2}
{2, n− 3}{r− 1, n− 4, n} and {1, n− 2}{2, n− 3}{r, n− 1, n} correspondingly (recall that
n= r + 4). Both of these partitions contain the element n in a three-class. ✷
Proof of Proposition 4.1. In view of Proposition 3.2 and Lemma 4.8, we only need to
prove that d2r−11t ∈ L for t  1 and r  3. We do this by induction on d  3 and t  0,
noting that the result is true for d = 3 and all t by Lemma 4.9, and that it is true for t = 0
and all d by Lemma 4.8. Let σ = d2r−11t−1. Assume inductively that for d  4 there
exist two normal Hamiltonian cycles, one is orthogonally (σ − d) ⊕ 1-labeled and the
other is orthogonally σ -labeled. By Lemma 2.9 we have that d2r−11t = σ ⊕ 1 is in L, as
required. ✷
5. Partition types 32 2 1t and 32 1t , where t  0 (Class III and a part of Class IV)
The goal of this section is to prove the following result.
Proposition 5.1.
(1) The partition type 32 2 1t is contained in L for each t  0.
(2) The partition type 32 1t is contained in L for each t  1.
While the partition type 32 is exceptional (Lemma 1.4), we are able to do a “minimal
repetition” labeling as demonstrated below. This labeling will be used in the proofs of
Lemma 7.1 and Theorem 1.10.
Lemma 5.2. For the Hamiltonian cycle H 62 there exists a partition list Γ = γ1γ2 . . . γ15 of
partitions of type 32 such that every partition of type 32 appears at least once but no more
than twice in Γ , the partition γi is an orthogonal label for the edge H 62 (i)H 62 (i + 1), and
the partitions γ5, γ6, . . . , γ14 are distinct.
Table 5
i H 62 (i) γi i H
6
2 (i) γi
1 12 135|246 9 25 124|356
2 23 124|356 10 15 136|245
3 13 145|236 11 56 145|236
4 34 235|146 12 46 126|345
5 24 125|346 13 36 146|235
6 14 135|246 14 26 123|456
7 45 134|256 15 16 256|134
8 35 156|234
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The special form of the labeling partition sequence constructed in the next lemma will
be used in the proof of Lemma 7.1. Recall that Ei(Π) denotes the set of partitions in
partition sequence Π with a singleton class {i}.
Lemma 5.3. The Hamiltonian cycle H 73 can be orthogonally 321-labelled. Moreover, the
Hamiltonian path H 73 can be orthogonally 321-labeled by partitions in sequence Π such
that
E1(Π) = {1|237|356}, E2(Π)= {2|135|467},
E3(Π) = {3|126|457,3|145|267,3|156|247},
E4(Π) = {4|127|356,4|357|126,4|137|256,4|257|136,4|157|236},
E5(Π) = {5|147|236,5|237|146,5|247|136,5|267|134,5|347|126}.
Proof. Let Π be the sequence of 1,2-exclusionary partitions of type 3 2 1 labeling the
Hamiltonian path H 63 as constructed in Lemma 3.4(2). Then Π2 labels the path H 63 in
H 73 = H 63 (H 62 )⊕rev by the required partitions of type 321, each of which containing the
element 7 in a 3-class. For the path H 62 , there exists, by Lemma 5.2, a list of partitions
Γ = γ1γ2 . . . γ14 of type 32, such that for each i = 1,2, . . . ,14, the partition γi is a label
for the edge H 62 (i)H
6
2 (i + 1), and the partitions γ5, γ6, . . . , γ14 are distinct. We label
the path H 73 (21) . . .H
7
3 (31) = (H 62 (15) ∪ {7}) . . .(H 62 (5) ∪ {7}) with distinct partitions
γ⊕14γ
⊕
13 . . . γ
⊕
5 of type 321, having singleton class {7}.
We label the edge H 73 (20)H
7
3 (21) = {1,2,6}{1,6,7} of H 73 with partition 1|237|356,
the only partition used so far with singleton class {1}. We label the remaining five edges of
H 73 as follows:
H 73 (31) H
7
3 (32) H
7
3 (33) H
7
3 (34) H
7
3 (35) H
7
3 (1)
247 347 137 237 127 123
4|157|236 3|145|267 3|126|457 2|135|467 2|145|367
Note that the partition 2|145|367 is only used in labeling of the constructed normal
Hamiltonian cycle; it is not used for labeling the path. It is not difficult to check, using
Lemma 3.4(2), that the partitions above with singleton classes {3}, {4} are not in Π2. ✷
Lemma 5.4. The Hamiltonian cycle H 83 can be orthogonally 32 2-labeled.
Proof. Recall that H 83 =H 73 (H 72 )⊕rev. By Lemma 5.3, there exists a partition sequence Γ
such that (H 73 ,Γ ) is an orthogonally 3
2 1-labeled path. Then (H 73 ,Γ
1) is an orthogonally
32 2-labeled path in H 83 , where the partitions in Γ
1 are obtained from the partitions in Γ
by adjoining 8 to each singleton class.
210 I. Levi, S. Seif / Journal of Algebra 266 (2003) 189–219To orthogonally 32 2-label the path (H 72 )⊕rev in H
8
3 , we use a technique similar to that
of Lemma 4.4, and partition the set of edges into subsets in which the edges have the
same symmetric difference. Given a doubleton subset {u,v} that serves as the symmetric
difference of at least one edge in the path (H 72 )
⊕
rev, let E1,E2, . . . ,Em be the sequence of
all such edges listed in the order in which they occur in the path. For each edge Ei = BC
let wi be the unique element of B ∩C − {8}.
If m 3, label the edge Ei with a partition with the unique doubleton class {u,v} and
a 3-class {8,wi+1,wi+2}, where the index calculations are done modulo m. Since the sets
E1,E2, . . . ,Em are distinct, the constructed partitions are also distinct.
If m 2, note that there is
(4
2
)= 6 partitions of type 32 2, orthogonal to an edge E, that
contain 8 in a 3-class and that have the symmetric difference of E as the doubleton class, to
label these m 2 edges. Hence we choose labels for these edges “greedily.” In particular,
by Lemma 2.7(4) applied to H 72 , the only edge of (H 72 )⊕rev with the symmetric difference{1,6} is the edge {5,6,8}{1,5,8}. This edge may be labeled by the partition 16|287|345,
and this is the only partition with the doubleton class {1,6} used so far.
The connecting edges H 83 (35)H
8
3 (36)= {1,2,7}{1,7,8} and H 83 (56)H 83 (1)= {1,2,8}{1,2,3} may be labeled by partitions 16|238|457 and 16|257|348 correspondingly, with
a doubleton class {1,6} also. ✷
The next result completes the proof of Proposition 5.1. We use the particular form of
labeling in the result below to prove Proposition 7.2.
Lemma 5.5. Let r  3, n = r + 5 and τ = 32 2 1r−3. There exists a normal Hamiltonian
cycle in Gn,r τ -labeled by 1-exclusionary partitions.
Proof. If r = 3 and τ = 32 2 the required normal Hamiltonian path exits by Lemma 5.4.
Just as in the proof of Lemma 4.9, take r  4 and assume inductively that there exists a
normal Hamiltonian path A in Gn−1,r−1 orthogonally 32 2 1r−4-labeled by 1-exclusionary
partitions in the sequence Π . By Lemma 4.9, there exists a normal Hamiltonian path B
in Gn−1,r orthogonally labeled by 1,2-exclusionary partitions of type = 3 22 1r−3 of the
partition sequence Υ .
Then B(A⊕rev) is a normal Hamiltonian cycle in Gn,r . Its path B is orthogonally labeled
by 1-exclusionary partitions in the sequence Π2 which contain the element n in a 3-class.
Its path A⊕rev is orthogonally labeled by 1,2-exclusionary partitions in the sequence Υ⊕rev
which contain the element n in a singleton class. To label the connecting edges, choose
1-exclusionary partitions γ and δ that contain n in a doubleton class, and have a singleton
class {2}. ✷
6. Partition types d2 1t , for d = 4 or 5, and t  0 (Class IV completed)
Lemma 6.1. The Hamiltonian cycle Hn2 may be orthogonally labeled by partitions of
type 42 ( for n= 8) and 52 ( for n= 10).
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Hn2 =Hn−12
(
Hn−11
)⊕
rev
=Hn−22
(
Hn−21
)⊕
rev
(
Hn−11
)⊕
rev
.
By Proposition 3.2 there exists a sequence Π = π1π2 . . .π(n−22 )−1 of partitions of type
d(d − 2) that label the path Hn−22 in Gn−2,2. Let π˜i be obtained from πi by adjoining
the pair of elements n − 1, n to each class of size d − 2. Then partition sequence
Π˜ = π˜1π˜2 . . . π˜(n−22 )−1 labels the path H
n−2
2 in Hn,2.
To complete the labeling of Hn2 , we need to label the path (H
n−2
1 )
⊕
rev(H
n−1
1 )
⊕
rev and the
connecting edges with partitions of type d2 that contain the elements n−1 and n in distinct
classes. The path to be labeled is A= {1, n− 2}{n− 2, n− 1}{n− 3, n− 1} . . .{1, n− 1}
{n,n− 1}{n,n− 2} . . .{n,1}{1,2}.
Suppose d = 4 and n = 8, then all but three of the edges of path A are of the form
{s, t}{s − 1, t}, where s = 6, . . . ,2 and t = 7, or s = 7, . . . ,2 and t = 8. Label the edge
{s,7}{s − 1,7} with a partition of type 42 that has a 4-class {8,6, s, s − 1} for each
2  s < 6, {8,6,5,2} for s = 6, in all these partitions the elements 6 and 8 belong to
the same class, 7 belongs to the other class, and 1 is in the same class with 6 and 8 only in
one partition corresponding to s = 2: 1268|3457.
Label the edge {s,8}{s−1,8}with a partition of type 42 that has a 4-class {7,6, s, s−1},
for each 2 s < 6, {7,6,5,3} for s = 6, and {7,6,5,2} for s = 7. In these partitions, 6 and
7 belong to the same class, 8 belongs to the other class, and 1 is in the same class with 6
and 7 in only one partition corresponding to s = 2: 1267|3458. All partitions defined so far
are distinct.
We label the remaining three edges with partitions of type 42. For {1,6}{6,7}, use a par-
tition with a 4-class {1,5,6,7}; for {1,7}{7,8}, use a partition with a 4-class {1,4,6,8};
for {1,8}{1,2}, use a partition with a 4-class {1,3,6,7}.
Suppose d = 5 and n = 10, then all but three of the edges of path A are of the form
{s, t}{s − 1, t}, where s = 8, . . . ,2 and t = 9, or s = 9, . . . ,2 and t = 10. Label the edge
{s,9}{s − 1,9} with a partition of type 52 that has a 5-class {10,8, s, s − 1, s − 2} for
each 2 < s < 8, {10,8,7,6,4} for s = 8 and {10,8,4,2,1} for s = 2. Label the edge
{s,10}{s − 1,10} with a partition of type 52 that has a 5-class {9,8, s, s − 1, s − 2}, for
each 2< s < 8, {9,8,7,6,4} for s = 9, {9,8,7,2,1} for s = 8 and {9,8,4,2,1} for s = 2.
All partitions defined so far are distinct. We label the remaining three edges with
partitions of type 52. For {1,2}{1,10}, use a partition with a 5-class {10,8,6,4,2}; for
{1,8}{8,9}, use a partition with a 5-class {10,8,7,5,2}; for {1,9}{9,10}, use a partition
with a 5-class {10,8,5,3,1}. ✷
Proposition 6.2. The partition types d21r−2 with d = 4 or 5 and r  2 are in L.
Proof. We prove the result by induction on r  2, noting that by Lemma 6.1 the result
holds for r = 2. Let n = 2d + r − 2, and assume inductively that for some r  3 there
exists a normal Hamiltonian pathA in Gn−1,r−1 orthogonally d21r−3-labeled by partitions
in sequence Π . By Proposition 3.2 there exists a normal Hamiltonian path B in Gn−1,r
orthogonally d(d − 1)1r−2-labeled by 1-exclusionary partitions in the sequence Υ .
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a sequence of 1-exclusionary partitions containing the element n in a d-class. The path
A⊕rev is labeled by Π⊕rev, a sequence of partitions containing a singleton class {n}. The two
connecting edges may be labeled by partitions containing n in a d-class, and having {1} as
a singleton class. ✷
7. Partition types 33 1r−3 with r  3 (Class V)
We turn to the last class of partition types in the set K that need to be considered to
prove Theorem 1.7.
Lemma 7.1. There exists a 33-labeled normal Hamiltonian cycle in G9,3.
Proof. Write H 93 =H 83 (H 82 )⊕rev =H 73 (H 72 )⊕rev(H 82 )⊕rev. Let Π be the sequence of partitions
of type 321 orthogonally labeling the path H 73 , as constructed in Lemma 5.3. For each
partition πi in Π , let π˜i be obtained from πi by adjoining {8,9} to its singleton class. Then
the sequence Π˜ of partitions π˜i of type 33, containing 8 and 9 in the same class, labels the
path H 73 in H
9
3 .
We label the path H 93 (35) . . .H
9
3 (56) in H
9
3 by distinct partitions of type 3
3 that also
contain the elements 8 and 9 in the same class, the class of the form {s,8,9}, where
s = 1,2,3 or 5. The constructed sequence Γ = γ35γ36 . . . γ55 is presented in Table 6, where
the partition γ55 labels the edge {2,3,8}{1,2,8}. We use Lemma 5.3 to note that there is a
limited set of partitions in Π˜ that have 3-classes of the form {s,8,9}, s = 1,2,3,4,5, they
correspond to partitions in Es(Π) listed in the statement of Lemma 5.3. This is used to
check that the partitions in Γ are distinct from partitions in Π˜ .
The path that remains to be labeled is A = {1,2,8}(H 82 )⊕rev{1,2,3}. We label it
with partitions containing elements 8 and 9 in different classes. We start by labeling
the path B in A whose edges consist of sets that do not contain the element 8, B =
H 93 (64) . . .H
9
3 (84)H
9
3 (1). All the edges AB of B will be labeled by partitions having a
class {a, b,8}, where {a, b} is the symmetric difference AB of the edge AB , observing
that for any distinct elements a, b, c ∈ X7 there exist six partitions of type 33 orthogonal
to {9, a, b}{9, a, c}with a class {b, c,8}. Thus to show that B can be labeled, we only need
to show that for each set {a, b} that is a symmetric difference of an edge in B there are at
most 6 edges in B with that symmetric difference.
Table 6
i H 93 (i) γi i H
9
3 (i) γi i H
9
3 (i) γi
35 127 134|567|289 42 168 125|467|389 49 358 157|346|289
36 178 124|567|389 43 268 235|467|189 50 458 156|347|289
37 278 234|567|189 44 368 267|345|189 51 148 127|346|589
38 378 346|257|189 45 468 245|367|189 52 248 123|467|589
39 478 167|245|389 46 568 146|357|289 53 348 124|367|589
40 578 247|356|189 47 158 127|546|389 54 138 125|367|489
41 678 157|246|389 48 258 236|457|189 55 238 137|246|589
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each (Hk1 )
⊕
rev has exactly one edge with the symmetric difference {1,2}, A has 6 edges
with the symmetric difference {1,2}, and so B has 5 edges with this symmetric difference.
Similarly, B has 4 edges with the symmetric difference {2,3}, 3 edges with the symmetric
difference {3,4}, 2 edges with the symmetric difference {4,5}, and one edge each with the
symmetric difference {5,6} and {1, c}, where c= 3,4,5,6,7.
To complete the proof, we need to label the path H 93 (56) . . .H
9
3 (64). All the sets of this
path, but the first and the last, have the form {a,8,9}, where a = 1,2, . . . ,7. We label the
path with partitions of type 33 that have the elements 8 and 9 in distinct classes and in
which the class containing 8 is not of the form {b, b+ 1,8} or {1, c,8}. We can certainly
do this, as for each edge we have five elements available to choose the remaining two
elements of the class containing 8, and so we can choose two non-consecutive elements
greater than 1. ✷
Proposition 7.2. Let r  3, n = r + 6 and τ = 331r−3. There exists a normal τ -labeled
Hamiltonian cycle in Gn,r and τ ∈ L.
Proof. By Lemma 7.1, H 93 is orthogonally labeled by partitions of type 3
3
, so the result is
true for r = 3. Assume inductively that for r  4 there exists a normal Hamiltonian pathA
in Gn−1,r−1 orthogonally 331r−4-labeled by partitions in the sequence Π . By Lemma 5.5,
there exists a normal Hamiltonian path B in Gn−1,r orthogonally 32 2 1r−3-labeled by
1-exclusionary partitions in the sequence Υ .
Thus B(A⊕rev) is a normal Hamiltonian cycle in Gn,r , with the path B orthogonally
labeled by the 1-exclusionary partitions in the sequence Υ 2, containing the element n
in a 3-class, and the path A⊕rev orthogonally labeled by partitions in the sequence Π⊕rev,
containing the element n in a singleton class.
To label the connecting edges
{1,2, . . . , r}{1,2, . . . , r − 1, n} and {1,2, . . . , r − 1, n− 1}{1,2, . . . , r − 2, n− 1, n},
we may choose partitions γ and δ that contain n in a three-class, and have a singleton
class {1}. ✷
8. Proofs of the main theorems
We first present a proof of Theorem 1.7, as the proof of Theorem 1.10 is largely based
on the validity of Theorem 1.7.
Proof of Theorem 1.7. Let n and r be positive integers, and let τ be a non-exceptional
partition type on Xn of weight r . It follows from Theorem 1.6 and the main result of [9]
that to prove Theorem 1.7 it suffices to show that any τ in Classes I–V (Table 1), having
at least two non-singleton classes, is contained in L. Thus we only need to show that the
partition types in the set
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d3 1t , g2s1t ,32 2 1t , q21t ,331t : d > 3, g > 2, q = 3,4,5, s > 0, t  0}
are contained in L. Proposition 3.2 provides a proof that g31t ∈ L for g > 3 and t  0.
Proposition 4.1 proves that d2s1t ∈ L for d > 2, s > 0, and t  0. Proposition 5.1 proves
that 32 2 1t and 321t are in L, while Proposition 6.2 show that q21t for q = 4,5 and t  0.
Proposition 7.2 proves that 331t ∈ L for t  0. ✷
Recall that by Lemma 1.4, if τ is an exceptional partition type with more than one
singleton class, then τ is 22 or 23 or 32. Lemmas 4.2 and 5.2 provide Hamiltonian cycles
and lists of repeating partitions labeling the edges of the cycles for τ = 23 and 32, such
that each list contains all the partitions of a given type. We need similar result for τ = 22
to present a proof of Theorem 1.10.
Lemma 8.1. There exists a partition list Π = π1π2 . . .π6 of partitions of type 22 such
that every partition of type 22 appears at least once but no more than twice in Π , and for
i = 1,2, . . . ,6, the partition πi is a label for the edge H 42 (i)H 42 (i + 1).
Proof. The desired partitions πi are determined by the doubleton class H 42 (i) 
H 42 (i + 1). ✷
Proof of Theorem 1.10. Let r  2 and n  r + 1, and let τ be a partition type of Xn of
weight r . Recall that S(τ) is the semigroup generated by all the transformations of Xn
whose kernels have type τ . To prove that S(τ) has an idempotent extremal generating set,
we construct a generating set G of S(τ) that has max{(n
r
)
,N (τ )} idempotents, whereN (τ )
is the number of partitions of Xn of type τ . If τ has a unique non-singleton class, the result
is proved by the authors in [10].
Assume that τ has at least two non-singleton classes. Then there exists a Hamiltonian
cycle A = A1A2 . . .A(nr) in Gn,r orthogonally labeled by partitions π1π2 . . .π(nr) of
type τ . If τ is non-exceptional partition type, then by Theorem 1.7 there exists a labeling
partition sequenceΠ = π1π2 . . .π(nr) of distinct such partitions. If τ is exceptional, then by
Lemma 1.4, τ = 22,23 or 32. By Lemmas 8.1, 4.2, and 5.2 there exists a labeling partition
list Π = π1π2 . . .π(nr) in which every partition of type τ appears at least once but no more
than twice.
To construct an extremal generating set G of S(τ), observe that an idempotent e of Xn
may be characterized as a transformation of Xn with image A such that for each a ∈A, we
have that e(a)= a. Thus for any partition π of type τ and any subset A of Xn orthogonal
to π there exists unique idempotent (A,π) with kernel π and image A.
We construct a generating set G for S(τ) as follows. Given an orthogonally τ -labeled
Hamiltonian cycle A and the corresponding partition sequence Π as above, let H =
{(Ai,πi): i = 1,2, . . . ,
(
n
r
)}. If τ is a non-exceptional partition type, let T be the set of
all the partitions of type τ that are not in Π , and let K be the set of |T | idempotents of the
form (B,π), one for each π ∈ T , where B is chosen to be orthogonal to π . Set G=H if τ
is exceptional, and G=H ∪K if τ is non-exceptional. Note that |G| = max{N (τ ), (n
r
)}.
Since the semigroup S(τ) is idempotent-generated, to show that G is indeed a gener-
ating set for S(τ), we only need to show that for any partition π of type τ and any set
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there is transformation f ∈ 〈G〉 with kernel π and image A. Indeed, since the image and
the kernel of such a transformation f are orthogonal, by the finiteness of Xn, there exists
a positive integer m such that f m is an idempotent (im(f ),ker(f ))= (A,π).
Let A and π be as stated. We use an observation that if AiAi+1 . . .Ai+j is a path in A
then the product of idempotents (Ai,πi)(Ai+1,πi+1) . . . (Ai+j ,πi+j ) is a transformation
of Xn with image Ai and kernel πi+j , where the calculation of indices is done, as
usual, modulo
(
n
r
)
. There exists an idempotent (B,π) ∈ G, for some subset B of Xn,
and integers i, j such that A = Ai and B = Ai+j+1. Then f = (Ai,πi)(Ai+1,πi+1) . . .
(Ai+j ,πi+j )(B,π) is the required transformation with kernel π and image A=Ai . ✷
In [12] we extend the above results to semigroups of partial transformations.
Next we prove Theorem 1.8 by demonstrating in Proposition 8.2, that if for some
positive integer d , the Middle Levels Conjecture is valid for all 2  m  d , then we can
construct an orthogonally d1r−1-labeled Hamiltonian cycle in Gn,r , for all r  d , where
n= d + r − 1, hereby providing a validation for the Adjacent Levels Conjecture.
For a (r − 1)-set B let B¨ be a partition of Xn of type d1r−1 whose only non-singleton
class is Xn − B . We note that for any edge A1A2 in Gn,r with the core C = A1 ∩A2, the
partition C¨ is the only orthogonal d1r−1-label for this edge.
Proposition 8.2.
(1) Suppose that for some integer d  2 and for all integers 2  m  d , there exist
orthogonally m1m−1-labeled Hamiltonian cycles in G2m−1,m. Then for all integers
r  d and n= d + r − 1, there exist orthogonally d1r−1-labeled Hamiltonian cycles
in Gn,r .
(2) [Theorem 1.8] If the Middle Levels Conjecture holds for all integers r  2, then the
Adjacent Levels Conjecture holds, for all r  2 and n > r .
Proof. As the second part of the proposition is an immediate consequence of the first part,
we will prove the first part. To this end, we prove the following slightly stronger statement.
Claim 1. Suppose for some integer d  2 and for all 2m d , there exist orthogonally
m1m−1-labeled Hamiltonian cycles in G2m−1,m. Then for each r  d and n= d + r − 1
there exists an orthogonally d1r−1-labeled normal Hamiltonian cycle A= A1A2 . . .A(nr)
in Gn,r such that {1,2, . . . , r − 1} is the core of the unique edge A(nr)A1, and if r > d then{1, . . . , r − 2, n} is not the core of any edge in the cycle.
We prove Claim 1 above by induction on d  2 and r  d . Suppose first that d = 2
and r  2, so τ = 2 1r−1 and n = r + 1. We show directly that the Adjacent Levels
Conjecture holds by demonstrating that Hr+1r is the required Hamiltonian cycle. Indeed,
it was shown in [8, Lemma 2.1] that the cores of edges in any Hamiltonian cycle in
Gr+1,r are distinct. If r = 2, H 32 = {1,2}{2,3}{1,3}, as required. Assume r  3, and
write Hr+1r = Hrr (H rr−1)⊕rev. A core of an edge in Hr+1r contains the element r + 1
(= n) if and only if the corresponding edge is an edge of the path (H r )⊕rev. The edger−1
216 I. Levi, S. Seif / Journal of Algebra 266 (2003) 189–219Hr+1r (r + 1)H r+1r (1)= {1,2, . . . , r − 1, r + 1}{1,2, . . . , r} is the only edge of Hr+1r with
the core {1,2, . . . , r − 1}. Similarly, the edge Hrr−1(r)H rr−1(1) is the only edge of Hrr−1
with the core {1,2, . . . , r−2}. Since the edgeHrr−1(r)H rr−1(1) is not in the part of the cycle
Hrr−1 involved in the construction of Hr+1r , the set {1, . . . , r − 2, r + 1} is not the core of
any edge in Hr+1r . For each i = 1,2, . . . , r + 1, set Ci = Hr+1r (i) ∩Hr+1r (i + 1), define
πi := C¨i , and let Π = π1π2 . . .πr+1. Then (H r+1r ,Π) is an orthogonally 2 1r−1-labeled
Hamiltonian cycle that satisfies the conditions of Claim 1 above.
By the assumption of the second statement of the proposition, there exists an
orthogonally d1d−1-labeled Hamiltonian cycle. We may assume without loss of generality
that the Hamiltonian cycle is normal (else we simply re-label the elements of the underlying
set). Therefore the core of the edge {1,2, . . . , r − 1, n}{1,2, . . . , r − 1, r} connecting the
last and the first vertex is {1,2, . . . , r − 1}. Since there is one-to-one correspondence
between the cores of edges of the cycle and partitions labeling the edges, all the cores
of all the edges are distinct. Therefore there is unique edge with the core {1,2, . . . , r − 1},
and Claim 1 holds for all r = d .
Take d > 2, r > d , set n = d + r − 1, and assume inductively that there exist
orthogonally (d − 1)1r−1-labeled normal Hamiltonian cycle (A,Π) in Gn−1,r and d1r−2-
labeled normal Hamiltonian cycle (B,Γ ) in Gn−1,r−1, both satisfying Claim 1. Then
A(B⊕rev) is a normal Hamiltonian cycle in Gn,r . Since r > d > d − 1, and the cycle A
satisfies the conditions of Claim 1, the core {1,2, . . . , r − 1} is not a core of any edge
in the path A of the cycle A(B⊕rev). Because of normality of A and B, it is the core of
the edge {1,2, . . . , r}{1,2, . . . , r − 1, n} of A(B⊕rev) connecting the last vertex in B⊕rev,
and the first vertex in A. The core of the other connecting edge {1,2, . . . , r − 1, n − 1}
{1,2, . . . , r − 2, n − 1, n} is {1,2, . . . , r − 2, n − 1}. A core of an edge of A(B⊕rev)
contains the element n if and only if it is the core of an edge in the path B⊕rev. If the
set {1,2, . . . , r − 2, n} is a core of an edge in the path B⊕rev, then {1,2, . . . , r − 2} is a core
of an edge in the path B, which impossible since the cycle B satisfies Claim 1.
To orthogonally label the Hamiltonian cycle A(B⊕rev) with partitions of type d1r−1,
note that (A,Πd−1) is an orthogonally d1r−1-labeled path in A(B⊕rev) in which all the
labeling partitions contain the element n in a d-class. Also (B⊕rev,Γ ⊕rev) is an orthogonally
d1r−1-labeled path in A(B⊕rev) in which all the labeling partitions contain the element n in
a singleton class.
We complete our proof, we only need to orthogonally d1r−1-label the edges
E1 := {1,2, . . . , r − 1, n− 1}{1,2, . . . , r − 2, n− 1, n} and
E2 := {1,2, . . . , r − 1, n}{1,2, . . . , r − 1, r}
connecting A and B⊕rev. Observe that the core C1 := {1,2, . . . , r − 2, n− 1} of E1 and the
core C2 := {1,2, . . . , r − 1} of E2 are not the cores of the edges in paths A and B⊕rev. If
the core C1 is a core of an edge in paths A and B⊕rev, it has to be a core of an edge of the
path A, but that is impossible since the cycle A satisfies the conditions of Claim 1. Thus
use C¨i to label Ei for i = 1,2. ✷
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of an Sn-normal semigroup.
Proof of Theorem 1.11. Suppose that τ is contained in the signature of S and that π is
a partition of type τ . We show that any generating set G of S must contain at least one
transformation whose kernel is the partition π . Suppose f is a transformation in S with
ker(f )= π . Let g1, g2, . . . , gt ∈G such that f = g1g2 . . . gt . Then the type of the partition
ker(gt) is a refinement of the type τ of ker(f ). Since τ is an element of the signature
of S, ker(ut ) has type τ , and π = ker(f )= ker(gt ). Our assertion now follows, its validity
implies that
∑{N (τ ): τ ∈ Signature(S)} is a lower bound for the rank and the idempotent
rank of S.
It was observed in the proof of Theorem 1.10 that for any partition type σ of weight s
its subset U is a generating set of S(σ) if U satisfies the following:
Generating set for S(σ). For each pair (A,π), where A is an s-set and π is a partition of
weight s, there exists a transformation g ∈ U such that im(g)=A and ker(g)= π .
Let ρ be a partition type of weight r in the signature of S. Observe that S(ρ) acts
transitively on the set of all j -sets of Xn, for any j  r . Let σ be an arbitrary partition type
in the signature of S. From the description of a generating set for S(σ) above, we have
that S(σ) is generated by S(ρ) ∪ V , where V is any set of (idempotent) transformations
contained in S(σ) which for every partition π of type σ contains at least one transformation
whose kernel is π . Letting p be the idempotent rank of S(ρ) (so that by Theorem 1.10
p = max{N (ρ), (n
r
)}), we have that an upper bound for the rank and idempotent rank of S
is given by p+∑{N (τ ): τ ∈ Signature(S), τ = ρ}.
If ρ is non-exceptional (so p = N (ρ)), then the established lower and upper bounds
for the rank and idempotent rank are both equal to
∑{N (τ ): τ ∈ Signature(S)}. This
proves the first part of the first statement of the theorem, and it allows us assume that the
r-signature of S consists of exceptional partition types.
If the r-signature of S consists of just one exceptional type ρ, then we will certainly
need at least
p+
∑{N (τ ): τ ∈ Signature(S), τ = ρ}
=
(
n
r
)
+
∑{N (τ ): τ ∈ Signature(S), τ = ρ}
transformations to generate S. This proves the second statement of the theorem.
Finally suppose that the r-signature of S contains more than one partition type, and
that all these types are exceptional. Examining the characterization of exceptional types
(Lemma 1.4), there are just three such possibilities: {22,31}, {23,412}, {32,51}. If the
r-signature of S is {22,31}, then S = K(4,2), which has rank and idempotent rank equal to
S(4,2) = N (22)+N (31). For the two remaining possibilities for the r-signature, Tables 7
and 8 indicate that there exist Hamiltonian cycles which admit orthogonal labeling by
partitions of the types that constitute the r-signature. Using the technique similar to that of
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i H 63 (i) πi i H
6
3 (i) πi
1 123 16|24|35 11 234 13|25|46
2 236 16|25|34 12 124 13|26|45
3 356 15|26|34 13 125 2|5|1346
4 456 15|24|36 14 235 12|36|54
5 146 13|24|56 15 256 5|6|1234
6 145 12|34|56 16 156 14|26|35
7 245 15|23|46 17 136 3|6|1245
8 345 14|23|56 18 346 4|6|1235
9 135 16|23|45 19 246 14|25|36
10 134 12|35|46 20 126 1|2|3456
Table 8
i H 62 (i) γi i H
6
2 (i) γi
1 12 2|13456 9 25 5|12346
2 23 124|356 10 15 136|245
3 13 3|12456 11 56 145|236
4 34 4|12356 12 46 126|345
5 24 125|346 13 36 6|12345
6 14 135|246 14 26 123|456
7 45 134|256 15 16 1|23456
8 35 156|234
the proof of Theorem 1.10 we can extend the
(6
3
)
idempotents determined by the orthogonal
labeling by {23,412} partitions to a set of N (23)+N (412) idempotent functions so that
the resulting set of idempotents generates S; we can do likewise in the {32,51} case. ✷
Note that if n > r , the signature and the r-signature of K(n, r) are both equal to the
set of all partition types of weight r . By the above theorem, it follows that the rank and
idempotent rank K(n, r) is the sum of the of the numbers of partitions of each partition
type of weight r , namely S(n, r).
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