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Dirac and Weyl semimetals provide a new example of three-dimensional electron gases which
are sensitive to strong magnetic fields. In this paper we address their collective excitations in the
extreme quantum limit in which the Hamiltonian can be projected to the N = 0 Landau level. We
show that the energy of the plasmon collective mode is not shifted by interactions, even though the
quasiparticle bands are strongly renormalized, and that both optical and acoustic magnetoplasmons
emerge from the particle-hole continuum when the chemical potential is not at the band-crossing
point. The rare presence of a sharp acoustic magnetoplasmon excitation can be understood as a
consequence of the unusual particle-hole excitation phase space of these pseudo-1D systems, and
could prove valuable as a sample characterization tool. We comment on the relationship between the
collective mode dispersion and the non-Fermi-liquid character of these interacting electron systems.
I. INTRODUCTION
Three-dimensional Dirac and Weyl semimetals are
characterized by linear band crossings at energies close
to the Fermi level that lead to a number of interesting
and unusual physical properties,1 including exotic Fermi-
arc surface states2 and positive magneto-conductance.3
Studies of theoretically proposed candidate materials4–9
have identified the expected band crossings and verified
both that magneto-transport10 is anomalous, and that
Fermi-arc surface states11 appear. Despite much recent
attention, the influence of electron interactions on the
low-energy properties of these systems has just begun to
be explored.
The work described in this Article is motivated by the
expectation that the discovery and refinement of new
Weyl and Dirac semimetal materials will, among other
developments, enhance possibilities for the experimen-
tal realization of three-dimensional electron gas systems
that are in the extreme limit of strong magnetic fields,
i.e. the limit in which all electrons at the Fermi en-
ergy share a common degenerate Landau level. Because
linear band crossings yield widely spaced Landau levels,
Dirac and Weyl semimetals are ideal materials for re-
alizing this exotic regime. The role of electron-electron
interactions in the three-dimensional electron gas in this
extreme limit has not been settled, in spite of long stand-
ing interest.12,13 In graphite interactions do appear14,15
to be responsible for a transition to a charge density
wave state, but it is not clear that this is a universal
fate. The absence of more spectacular experimental ob-
servations makes it clear that the impact of interactions
is more subtle than in the two-dimensional case where
they give rise to the fractional quantum Hall effect. In
this Article we study the combined influences of pseudo-
1D dispersion, Landau level degeneracy, and Coulombic
electron-electron interactions on the charge-neutral ele-
mentary excitations of Dirac and Weyl semimetals in the
normal state where no spontaneous symmetry breaking
has taken place.
Our paper is organized as follows. In Section II we dis-
FIG. 1: (Color online) a) Schematic Landau level spectrum of
Cd3As2 in a magnetic field oriented along the direction con-
necting the two Dirac points after Ref. 16. b) The N = 0
Landau levels overlap in an energy window of width 2∆ ∼ 20
meV. This illustration emphasizes the discretization of mo-
mentum along the field direction that we use to convert the
Bethe-Salpeter integral equation for particle-hole excitations
to a finite matrix equation. Open circles indicated single-
particle states that are empty and closed circles indicate
states that are occupied in the non-interacting ground state
when the Fermi energy is equal to the Dirac energy. The
Green arrow in b) identifies one of the particle-hole transi-
tions contributing to a magnetoplasmon collective modes with
wavevector: q = (qx, qy , 2× (2pi/Lz)).
cuss the model we employ for Dirac and Weyl semimetals
at strong magnetic fields. In Section III we describe how
the time-dependent Hartree-Fock approximation is ap-
plied to this model, highlighting the exchange interaction
effects that enhance Dirac and Weyl point quasiparticle
velocities and increase the energies of particle-hole exci-
tations. In Section IV we present our results for the col-
lective and incoherent excitation spectra, explaining why
the collective mode energy is finite in the long wavelength
limit, why an acoustic collective mode emerges when the
Fermi level is not at the band-crossing point, and how
the collective mode changes at finite transverse wavevec-
tors. Finally in Section V we summarize our findings and
present our conclusions.
2II. THE ZEROTH LANDAU LEVEL MODEL
The model we study is motivated by the prototypi-
cal Dirac semimetal, Cd3As2, whose Landau levels have
recently been measured using scanning tunneling mi-
croscopy.16 The Landau level structure of Cd3As2 is illus-
trated schematically in Figure 1a) for the case in which a
strong external magnetic field is applied along the direc-
tion separating the material’s two Dirac points, which we
take to be the zˆ direction. We refer to the band cross-
ing points ±kD = ±(0, 0, kc) as the Dirac points and
to the band energies at these points, ǫD = ǫkD , as the
Dirac energy. At zero magnetic field doubly degenerate
three-dimensional bands have linear crossings protected
by a crystal symmetry at ±kD. In a strong magnetic field
Landau quantization of the transverse band energy leaves
a low-energy Hilbert space with only two distinct (N = 0)
Landau levels at energies near ǫD for each wavevector kz
along the field direction. The N = 0 Landau level states
intersect at the Dirac point, as illustrated in Figure 1b),
and overlap in an energy window whose value in Cd3As2
is 2∆ ∼ 20 meV.16 The strong magnetic field limit ap-
plies when kcℓB is smaller than one and the Landau level
separation
√
2~vD/lB is large compared to the Coulomb
energy scale e2/(κ lB). The former condition ensures that
N 6= 0 Landau levels do not appear in the energy window
±∆ around the Dirac energy, and the latter condition
ensures that virtual transitions to N 6= 0 Landau levels
can be neglected. Here lB =
√
~c/eB is the magnetic
length, vD is the transverse Bloch state group velocity
at the Dirac point, and κ the effective dielectric constant
thought to have a value ∼ 36 for Cd3As2.17
The collective mode calculations presented below start
from the following non-interacting electron Hamiltonian,
which qualitatively captures the strong field limit of all
Dirac semimetals:
H0 =
∑
kz X τ
εkzτ c
†
kzXτ
ckzXτ (1)
where
εkzτ = τ
(
~
2k2z
2m∗
−∆
)
, (2)
kz is the wavevector along the direction of magnetic field,
X is the guiding-center label of the Landau gauge two-
dimensional states within a N = 0 Landau level, and
τ = ± labels the two-bands. Note that we are assuming
that the low-energy bands separate approximately into
kz and transverse momentum contributions. The two
independent material specific parameters in Eq. (1), m∗
and ∆, can be fixed by fitting to experimental16 values
for the Dirac velocity, vD, and the k-space separation of
the two Dirac points, 2kc. For Cd3As2 this yields
∆ =
~kcvD
2
∼ 10meV , (3)
and
m∗
m
=
~kc
mvD
∼ 0.004 , (4)
where m is the bare electron mass. Interactions in
Cd3As2 are relatively weak and their strength can be
characterized by the dimensionless fine structure con-
stant
αfs =
e2
κ~vD
=
e2kc
2κ∆
∼ 0.065. (5)
The minimum magnetic field strength, Bc, for using a
model which includes only the N = 0 Landau levels is
determined from the condition kcℓB . 1, which using the
aforementioned Cd3As2 material parameters gives Bc &
1 T.
Eq. (1) applies only when the direction of magnetic
field is along the direction separating the two Dirac
points. Otherwise the C4 symmetry which protects the
Dirac points in Cd3As2 is broken, and a small gap ap-
pears at the Dirac point16. k ·p models (with parameters
evaluated using density-function theory) show that the
τ = +1 and τ = −1 bands consist of |PJ=3/2 , Jz = 32 〉
cadmium atomic orbitals and |S1/2 , − 12 〉 arsenic atomic
orbitals respectively5. Similar band-orbital characteris-
tics have been predicted for the A3Bi (A=Na, K, Rb)
family of Dirac semimetals4. The calculations we present
below are readily generalized to more elaborate k ·p mod-
els if accurate predictions for a specific material are de-
sired. Our goal in using the simplified model in Eq. (1)
is to capture the most interesting qualitative features of
the collective excitations of generic Dirac semimetals in
strong magnetic fields.
Although the numerical results presented below re-
fer to the material parameters of the Dirac semimetal
Cd3As2, we expect the collective excitations of all Weyl
and Dirac semimetals to have many of the same qual-
itative features. Members of the pyrochlore iridates2,
chalcopyrites6, transition-metal monophosphides7, and
magnetic Heuslers8 are all predicted to have Weyl points
in their bulk electronic band-structure. However, accu-
rate experimentally verified band parameters are still un-
available. Although evidence for both Fermi-arc surface
states11 and anomalous transport10 has recently been re-
ported in TaAs, for example, it is understood that Weyl
Fermions in this material are accompanied by a crescent
shaped electron-like Fermi pockets whose band-structure
is not yet reliably known9. Models similar to the one we
analyze can be derived for any Dirac or Weyl semimetal
whose electronic structure is accurately known.
Electrons in Weyl and Dirac semimetals occupy rela-
tively small pockets with Fermi volumes that are small
compared to the Brillouin zone volume. As empha-
sized recently18 in the context of SrTiO3-based two-
dimensional electron gases, it is critical in such systems
to account for the full long-range Coulomb interaction
instead of employing simplified Hubbard-like model in-
teractions. Our full model Hamiltonian therefore takes
the form
H = H0 + 1
2V
∑
q 6=0
vq (n−qnq −N) (6)
3where vq = 4πe
2/(κq2), κ ∼ 36 is the effective dielectric
constant, and V = LxLyLz is the system volume. The
use of this envelope function Coulomb interaction form,
which drops structure on an atomic length scale, is justi-
fied by small Fermi surface volumes. In Eq. (6) the q = 0
term in the sum, which is a constant, has been removed
to account for the neutralizing positive background19 and
the number operator N=nq=0 term cancels electron self-
interactions. The second quantized representation for the
ordinary density-operator at wavevector q is
nq =
∑
kzXτ
∑
k′zX
′τ ′
〈kzXτ |e−iq·r |k′zX′τ ′〉
× c†kzXτ ck′zX′τ ′ ,
(7)
where the plane-wave matrix element is
〈kzXτ |e−iq·r |k′zX′τ ′〉 = δτ,τ ′ δX,X′−qyl2B δkz,k′z−qz
× e−iqx(X+X′)/2 e−(q2x+q2y)l2B/4 .
(8)
Notice that we have set plane wave matrix elements be-
tween the two-different bands to zero. This is a stan-
dard envelope function approximation and follows from
the observations that wavefunctions of the two bands are
orthogonal when at the same wavevector, and that the
range of wavevectors that have important correlations is
small compared to the Brillouin-zone size.
III. TIME-DEPENDENT MEAN-FIELD
THEORY IN THE QUANTUM LIMIT
Our theory of collective modes is based on time-
dependent mean-field theory, also sometimes known as
the generalized random-phase approximation, and as
time-dependent Hartree-Fock theory. This approach has
the advantage that it is completely systematic and treats
direct and exchange interactions on an equal footing. We
first explain the details of this calculation for the extreme
quantum limit of a three-dimensional electron gas, and
then discuss its physical implications. In the following
we take the temperature T = 0 limit.
Our three dimensional system can be viewed as a col-
lection of many Landau levels labelled by different values
of kz and τ . One important property of Landau levels
is that there is one independent particle-hole excitation
at each transverse wavevector for every pair of Landau
levels. To take advantage of this we introduce a reduced
density-operator,
∆kzτ (q) =
∑
X
(
e−iqxXe−
i
2
qxqyl
2
B
)
c†kz X τ ckz+qz X+qyl2B τ .
(9)
∆kzτ (q) is related to the full momentum space density
operator by
nq = e
−(q2x+q2y)l2B/4
∑
kzτ
∆kzτ (q) . (10)
Eq. (9) can be inverted to expand individual particle-hole
pair amplitudes in terms of the reduced density-operator
c†kzXτck′zX′τ ′ =
1
g
∑
q
eiqx(X+X
′)
× δk′z,kz+qz δX′,X+qyl2B ∆kzτ (q) ,
(11)
where we have defined the Landau level degeneracy g =
LxLy/
(
2πl2B
)
where LxLy is the cross-sectional area of
the sample perpendicular to the direction of magnetic
field.
Using Eq. (11) the mean-field Hartree-Fock Hamilto-
nian can be expressed in terms of the reduced density-
operator
HHF =
∑
kzτ
εkzτ ∆kzτ (q = 0) +
∑
q
∑
kzτ
VHFkzτ (q)∆kzτ (q) ,
(12)
where the Hartree-Fock potential,
VHFkzτ (q) = V
H (q) + VFkzτ (q) , (13)
has Hartree (electrostatic) contributions,
VH (q) =
vq
V
e−(q
2
x+q
2
y)l2B/4
∑
k′zτ
′
〈∆k′zτ ′ (−q)〉 , (14)
and Fock contributions,
VFkzτ (q) = −
1
g V
∑
q′
vq′ e
−(q′2x +q′2y )l2B/2 ei(qxq
′
y−qyq
′
x)l2B
×
∑
k′z
〈∆k′zτ (−q)〉δk′z−q′z,kz+qz .
(15)
In both Eq. (14) and Eq. (15) 〈...〉 denotes a ground-state
expectation value. Assuming that translational symme-
try is not broken
〈∆k′zτ (−q)〉 = g δq,0 n(F) (εkzτ ) , (16)
where n(F) (x) is the Fermi-Dirac distribution function.
It follows that the Hartree-Fock quasiparticle energies are
ξkzτ = εkzτ −
1
L3
∑
q
vqe
−(q2x+q
2
y)l
2
B/4
×
∑
k′z
n(F)
(
εk′zτ
)
δk′z,kz+qz .
(17)
As illustrated in Fig. 2 exchange interactions lower quasi-
particle energies, with the strength of the effect increas-
ing with magnetic field, and do so more strongly for
occupied Landau levels. These shifts increase the rate
at which the Landau level energies vary with kz close
to the Fermi level, and therefore increase the energy of
charged excitations that add or remove particles at en-
ergies close to the Fermi level. A similar effect occurs
in two-dimensional electron gases, and we expect that it
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FIG. 2: (Color online) Non-interacting single-particle energies
(solid red lines) compared with Hartree-Fock quasiparticle en-
ergies (blue points). Energies are plotted in units of ∆ and
the wavevector of the single-particle states along the direc-
tion of magnetic field, qz, is plotted in units of kc. The four
different subfigures demonstrate how the Hartree-Fock quasi-
particle energy depends on external magnetic field and on the
position of the Fermi level relative to the Dirac point. In a)
the magnetic field is 10 T and the non-interacting Fermi en-
ergy is at the Dirac point. In b) the magnetic field is 40 T
and the non-interacting Fermi energy is at the Dirac point. In
c) the external magnetic field is 10 T and the non-interacting
Fermi energy is 0.8∆ above the Dirac point; In Cd3As2 this
corresponds to an additional electron density of 1.25 × 1019
cm−3. In d) the external magnetic field is 40 T and the non-
interacting Fermi energy is 0.8∆ above the Dirac point. These
calculations were performed for kcLz ∼ 140.
should lead to observable effects in probes of the one-
particle Greens function. We show below that this inter-
action induced increase in quasiparticle velocities along
the magnetic field direction completely cancels out of col-
lective mode energies.
We identify the collective mode energies by finding
poles of the reduced density-operator response func-
tion, which is expressed in time-dependent Hartree-Fock
theory by a Bethe-Salpeter integral equation that can
be derived in a variety of different ways. Density-
response in a Landau level basis has been analyzed in the
two-dimensional case using independent-particle time-
dependent linear-response theory20 and by summing lad-
der diagrams21, with identical results. Below we fol-
low the linear-response-theory method19 in which we be-
gin with the mean-field ground state and add a time-
dependent external potential that couples to the reduced
density-operator at wavevector −q:
H = HHF +Vextk′zτ ′ (−q, ω) e
−i(ω+iη)t∆k′zτ ′ (−q, ω) . (18)
where limη→0+ is implied wherever η appears. The ex-
ternal potential induces time-dependent variations in the
ground-state expectation value of the reduced density-
operator, which are captured by linear-response theory
when the perturbation is weak, i.e.
δ〈∆kzτ (q, ω)〉 = χkzτ,k′zτ ′ (q, ω) Vextk′zτ ′ (−q, ω) . (19)
In Eq. 19 the reduced density-operator response-function
is
χkzτ,k′zτ ′ (q, ω) =
−i
~
∫ ∞
0
dt 〈[∆k′zτ ′ (q, t) ,∆k′zτ ′ (−q)]〉
× ei(ω+iη)t ,
(20)
and
∆k′zτ ′ (q, t) = e
iHHFt/~∆k′zτ ′ (q) e
−iHHFt/~ . (21)
We evaluate the right-hand side of Eq. (20) using the
Hartree-Fock quasiparticle energies discussed above to
obtain the following proper19 reduced-density-operator
response function:
χ˜kzτ,k′zτ ′ (q, ω) = g δτ,τ ′ δkz+qz,k′z
× n
(F) (εkzτ )− n(F) (εkz+qz τ )
~ω + ξkzτ − ξkz+qz τ + iη
.
(22)
which satisfies
δ〈∆kzτ (q, ω)〉 = χ˜kzτ,k′zτ ′ (q, ω) Vscrk′zτ ′ (−q, ω) , (23)
where the screened interaction is simply the external in-
teraction plus the induced interaction created by fluc-
tuations in the Hartree-Fock potential, Vscrk′zτ ′ (−q, ω) =
Vextk′zτ ′ (−q, ω) + Vindk′zτ ′ (−q, ω) and
Vindk′zτ ′ (q, ω) =
∑
k′′z τ
′′
(
δVHFk′zτ ′ (q, ω)
δ〈∆k′′z τ ′′ (q)〉
)
δ〈∆k′′z τ ′′ (q, ω)〉 .
(24)
Eq. (23) and Eq. (24) together yield a matrix equation for
the reduced density-matrix response at each wavevector
q:
5∑
k′zτ
′
(
δkz,k′z δτ,τ ′ ~ω − [M ]kzτ,k′zτ ′
)
δ〈∆k′zτ ′ (q, ω)〉 = g
{
n(F) (εkzτ )− n(F) (εkz+qz τ )
}
δkz+qz,k′z δτ,τ ′ V
ext
k′zτ
′ (q, ω) (25)
where the excitation-Hamiltonian matrix
[M ]kzτ,k′zτ ′ = δkz,k
′
z
δτ,τ ′ (ξkz+qz τ − ξkz τ ) + g
{
n(F) (εkzτ )− n(F) (εkz+qz τ )
}
×
vq
V
e−(q
2
x+q
2
y)l
2
B/2 − 1
g
δτ,τ ′
∑
q′
vq′
V
δkz−q′z,k′z e
−(q′2x +q
′2
y )l
2
B/2 ei(qxq
′
y−qyq
′
x)l
2
B
 (26)
has rows labeled by {kzτ} and columns labeled by {k′zτ ′}.
When the generalized random-phase-approximation term
is derived using diagrammatic perturbation theory, the
interaction contribution to the matrix [M ]kzτ,k′zτ ′
arises
from ladder-diagram vertex corrections to response func-
tions.
To solve this equation numerically we apply peri-
odic boundary conditions in the zˆ direction to discretize
wavevectors along the field in integer units of 2π/Lz.
(The discretization is emphasized in Figure 1b). For each
value of Q =
{
qxLx
2π ,
qyLy
2π ,
qzLz
2π
}
, Eq. (26) is a square
4Qz × 4Qz matrix whose eigenvalues give the neutral
elementary excitations of the system within the time-
dependent Hartree-Fock approximation. The excitations
include both isolated collective modes and incoherent
quasiparticle excitations that approach continuous bands
when Lz → ∞. Because the excitation Hamiltonian is
diagonal in qx and qy, the limits Lx, Ly → ∞, although
required to converge integrals, do not increase the exci-
tation Hamiltonian size. The collective mode excitations
can be distinguished by the property that their eigen-
vectors have approximately equal amplitude components
from all contributing particle-hole excitations. Because
we use values of Lz large enough to reveal the physics of
the thermodynamic limit, the filling factor of the highest
occupied Landau levels, which could be fractional in prin-
ciple, plays no role. We therefore assume that that the
Fermi factors n(F) (εkzτ ) are either zero or one wherever
they appear.
IV. RESULTS
In Figure 3, we plot our results for the particle-hole
excitation spectrum of Cd3As2 at two different magnetic
field strengths, B = 10 Tesla and B = 40 Tesla. These
results were calculated for the Fermi level at the Dirac
point and wavevector q = qz zˆ oriented along the direc-
tion of magnetic field, The length scales defined by the
band structure and by the magnetic field are related by
kcℓB = 0.26 at B = 10 Tesla and by kcℓB = 0.13 at
B = 40 Tesla. It is interesting to compare these results
with the analytic expression that can be derived in the
the random phase approximation:22
~ωpl =
qz
|q| e
−(q2x+q
2
y)l
2
B/4
√
4e4aBkc
πκm¯∗l2B
, (27)
where aB is the Bohr radius and m¯
∗ = m∗/m.
The most striking aspect of both our numerical gen-
eralized random-phase approximation and the the ana-
lytic results for the simple random phase approximation
is the finite value of the collective excitation energy for
(qx, qy) = (0, 0) and qz → 0:
~
2ω2pl|0 =
4πe2
κ
4~vD
(2π)2ℓ2B
=
4αfs
π(kcℓ2B)
×∆ . (28)
In fact we find that the qz → 0 limit of the general-
ized random-phase approximation is in perfect agreement
with the RPA result in spite of the interaction corrections
to the quasiparticle energies and the vertex corrections to
the excitation Hamiltonian. This cancellation of beyond-
RPA interaction effects is in fact expected and is most
simply understood from the fluctuation action derivation
derivation of the generalized random-phase approxima-
tion explained in Appendix A. For (qx, qy) = (0, 0) and
qz → 0 particle-hole excitations are made by promoting
an electron from an occupied value of kz to an empty
value of kz , while retaining the same N = 0 Landau
level state. These quantum fluctuations are therefore
very analogous to those of a one-dimensional electron
gas23, which can be described using a bosonization ap-
proach that is related to the fluctuation action of the
Appendix. For each flavor τ , the fields constructed from
density-fluctuations on the two-sides of the Fermi surface
that are in phase and from density-fluctuations that are
out of phase are canonically conjugate. The collective-
mode energy is therefore the geometric mean of the en-
ergy coefficients of the in-phase and out-of-phase fields.
For the in-phase fluctuations, the coefficient is dominated
at long-wavelengths by the long-range Coulomb interac-
tion energy 4πe2/κq2z . In phase fluctuations on the other
hand give an energy contribution that is associated with
simply shifting the one-dimensional Fermi surface in mo-
mentum space and does not involve interactions at all and
is proportional to the velocity vD and and to the Lan-
dau level degeneracy. Because the square of the plasma
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FIG. 3: (Color online) Energy versus wavevector qz plots for
the magnetoplasmon collective mode (green squares) and for
the incoherent particle-hole pair (gray crosses) excitations of
Cd3As2 when the chemical potential is at the Dirac point.
These plots are for (qx, qy) = (0, 0) The magnetic field is ori-
ented along the direction that separates the two Dirac points
in momentum space and has magnitude 10 Tesla in panel a)
and 40 Tesla in panel b). A single collective mode is present
when the chemical potential lies at the Dirac point. All calcu-
lations of plasmon and electron-hole spectra were converged
with respect to Lz; these particular calculations were per-
formed for kcLz ∼ 150.
frequency is the product of a factor that is totally domi-
nated by the simple mean-field electrostatic energy, and
a factor that does not involve interactions at all, it is
given exactly by the random phase approximation re-
sult. This property is of course closely related to the
analogous property in a three-dimensional electron gas
in the absence of a magnetic field. Corrections to the
long-wavelength collective mode energy do appear if we
allow for the weak flavor dependence of electron-electron
matrix elements. In the current model, corrections to the
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FIG. 4: (Color online) Energy versus wavevector plots
for the coherent optical magnetoplasmon excitation (green
squares), the coherent acoustic magnetoplasmon excitation
(blue circles), and the incoherent particle-hole excitations
(gray crosses) when Cd3As2 is doped to a density of 1.25×10
19
cm−3 electrons above the Dirac point. The magnetic field is
oriented along the direction separating the Dirac points in
momentum space and has magnitudes 10 Tesla and 40 Tesla,
in Figure a) and Figure b), respectively. In these plots the
excitation wavevector is in the direction of the magnetic field
(taken to be the zˆ direction). Because particle-hole symme-
try is broken in Eq. (1) when the chemical potential is away
from the Dirac point two collective magnetoplasmon modes
are present. (The chemical potential is above the Dirac point
by ∼ 8 meV in this Figure.) Each inset is the same as the
corresponding main figure, but provides a more detailed view
of the small wavevector region illustrating the gap in the
particle-hole excitation spectrum where the acoustic collective
mode resides. All calculations of plasmon and electron-hole
spectra were converged with respect to Lz; these particular
calculations were performed for kcLz ∼ 120.
RPA become important at finite q and acting in concert
to increase magnetoplasmon energies. At large wavevec-
7tors the magnetoplasmon dispersion is tangential to the
top of the particle-hole continuum (see Figure 3 which
is increased in energy by the exchange self-energy cor-
rections illustrated in Figure 2). Because the boundaries
of the particle-hole continuum are shifted up in energy,
the magnetoplasmon merges with the electron-hole exci-
tations at smaller q than at the RPA level.
In Figure 4 we plot the magnetoplasmon mode ener-
gies of Cd3As2 doped to a density of 1.25 × 1019 cm−3
electrons. In this case the chemical potential is raised ∼8
meV above the Landau level band crossing in Figure 1b),
and the hole-density in band τ = −1 is much less than
the electron-density in band τ = +1. Charge density-
fluctuations in the two bands now reveal an out-of-phase
collective oscillation which is buried in the particle-hole
excitation spectrum when the system has particle-hole
symmetry. We refer to the higher energy collective modes
as the optical magnetoplasmon, and to the newly appar-
ent lower energy collective mode as the acoustic mag-
netoplasmon. The latter is gapless but is not a Gold-
stone mode, as no continuous symmetry has been bro-
ken. The acoustic magnetoplasmon is undamped by sin-
gle electron-hole excitations at long wavelengths, as em-
phasized in the inset to Figure 4. This feature originates
from the unique phase space for electron-hole excitations
in models with one-dimensional dispersion as in Eq. (1).
In the generalized random phase approximation, both the
optical and acoustic magnetoplasmons enter the particle-
hole continuum at intermediate wavevectors, where they
are strongly damped. When detected experimentally, the
presence of an acoustic magneto-plasmon mode demon-
strates that the Fermi level is not at the Dirac point.
In Figure 5 we plot excitation spectra calculated at
finite transverse wavevector. Comparing Figure 3 and
5 we see that a finite transverse wavevector shifts the
magneto-plasmon mode energy down at small qz , but
up at intermediate values of qz. At a small but non-zero
transverse wavevector, the magnetoplasmonmode energy
no longer has a finite limit as qz → 0. This property is dif-
ferent from the case in the absence of a magnetic field for
which the magneto-plasmon mode approaches a finite en-
ergy as qz → 0 at small non-zero transverse wavevectors.
The difference can be traced to the property that particle-
hole excitation energies depend only on qz in the strong
magnetic field limit, and not on transverse wavevectors.
(The zero-field semiclassical magnetoplasmon mode actu-
ally evolves into an inter-Landau level transition in the
presence of magnetic field which lies outside the Hilbert
space considered here.) The increase in the collective
mode energy at intermediate wavevectors can be traced
to vertex corrections that lower collective mode energies
and partially cancel self-energy shifts as discussed above,
which are weakened at finite transverse wavevectors.
Also notable in Figure 5 is the absence of a shift in the
incoherent particle-hole excitation spectrum with trans-
verse wavevector, which has important implications for
interaction effects that lie beyond the reach of the gen-
eralized random phase approximation. In the absence
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FIG. 5: (Color online) Energy versus wavevector qz plots for
the magnetoplasmon collective mode (green squares) and for
the incoherent particle-hole pair (gray crosses) excitations of
Cd3As2 when the chemical potential is at the Dirac point . In
panel a) we have fixed
√
q2x + q2y = 0.1kc and in panel b) we
have fixed
√
q2x + q2y = 0.5kc. The magnetic field is oriented
along the direction that separates the two Dirac points in mo-
mentum space and has magnitude of 40 Tesla. All calculations
of plasmon and electron-hole spectra were converged with re-
spect to Lz ; these particular calculations were performed for
kcLz ∼ 120.
of a magnetic field the density-of-states for particle-hole-
excitations of the Fermi sea famously vanishes linearly
with excitation energy. This vanishing density of states is
responsible for a diverging lifetime of low-energy charged
excitations of a Fermi sea, for the validity of Landau’s
Fermi-liquid ansatz, and for the absence of any phase
changes associated with weak repulsive interactions19. In
the strong field limit here, the particle hole excitation
spectrum is independent of transverse wavevector and
its density-of-states remains finite as excitation energy
8vanishes. This property suggests that as in the case of
one-dimensional systems23, interactions destroy the dis-
continuity in momentum space occupation probabilities
that are present for non-interacting systems and survive
interactions in the case of a Fermi liquid. The corre-
lations established in the strong-field limit of Weyl and
Dirac semimetals are however three-dimensional and dis-
tinctly different from those of a one-dimensional electron
system.
V. CONCLUSION
This paper analyses the application of time-dependent
mean-field theory, also known as the generalized random-
phase approximation and the time-dependent Hartree-
Fock theory (TDHF), to the strong field limit of a Dirac
semimetal, using Cd2As3 as an example. In this limit,
the low-energy Hilbert space can be projected to a sin-
gle electron-like and a single hole-like Landau level at
each value of momentum qz along the magnetic-field di-
rection. We find that in the long-wavelength limit, self-
energy and vertex exchange-interaction corrections to the
simple random phase approximation cancel in the collec-
tive mode spectrum. Within TDHF this property follows
from the long-range of the Coulomb interaction and from
the invariance of the interaction energy under a uniform
translation in momentum space. In fact, we believe that
the random-phase -approximation result for the long-
wavelength limit of the magneto-plasmon collective mode
energy is the exact value for the longwavelength collective
mode energy of the model we study, whose key property
in this respect is that the Coulomb interaction in momen-
tum space depends only on momentum transfer and not
on individual momenta. Even when all realistic atomic
scale corrections to interaction matrix elements are in-
cluded, it seems unlikely that there will be substantial
corrections to the long-wavelength limit, and therefore
that this quantity is relatively insensitive to the precise
character of the many-electron ground state.
The collective mode dispersion is more interesting
when the semimetal is doped so that it does not satisfy
particle-hole symmetry and or when it is examined at fi-
nite transverse wave-vector. In the former case an acous-
tic magneto-plasmon collective mode emerges at lower
energy than the main optical magneto-plasmon. In the
latter case, the magneto-plasmon dispersion has a lin-
ear dependence on momentum qz as qz → 0, but stiffens
relative to the vanishing transverse wavevector case at
intermediate qz. In the GRPA, the typical energy of the
particle-hole continuum does not increase with transverse
wavevector, as it would in the absence of a magnetic
field. This property leads to a particle-hole density-of-
states that remains finite as the excitation energy goes
to zero, and therefore to a quasiparticle lifetime that van-
ishes only linearly as the energy of a quasiparticle rela-
tive to the Fermi energy ξ vanishes, and to the absence
of a discontinuity in momentum-state kz occupation at
the non-interacting Fermi wavevector. We conclude that
the ground state is always profoundly altered by inter-
actions, although experimental strong field anomalies in
three-dimensional electron gas systems tend to be mod-
est, and there are indications that charge-density-wave
states occur in some cases at least. The weak-coupling
theory of interaction effects whose application we have
described is not able to determine which, if any, acces-
sible observables exhibit evidence of strong correlation
physics, except to observe that long-wavelength collective
charge-density fluctuations are unlikely to be the smoking
gun of unusual electronic properties.
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Appendix A: Variational Approach to Collective
mode spectra
The character of the collective magnetoplasmon modes
can be further understood by a complementary deriva-
tion of the time-dependent Hartree-Fock expressions
wherein a variational wave function is considered. In
general, small variations on top of a Slater-determinant
ground state |G〉 can be described by the following wave
function |Ψ〉:
|Ψ〉 =
∏
α
[
1− 1
2
∑
β
|zαβ |2 +
∑
β
zαβc
†
βcα
]
|G〉, (A1)
where α and β respectively label occupied and unoccu-
pied Hartree-Fock orbitals of a definite kz, X and τ . zαβ
is a variational parameter, which is small for small fluc-
tuations. We construct a Lagrangian using |Ψ〉 to study
fluctuation dynamics:
L = 〈Ψ|i~∂t −H|Ψ〉. (A2)
The time dynamical part has the following form:
B =〈Ψ|i~∂t|Ψ〉
=
i~
2
∑
[αβ]
[
z∗αβ∂tzαβ − zαβ∂tz∗αβ
]
=
i~
2
∑
(αβ)
{
n(F) (εα)− n(F) (εβ)
}
λβα∂tλαβ ,
(A3)
where n(F) (εα) is the occupation number of state α in
ground state |G〉. [αβ] enforces that α (β) is an occupied
(unoccupied) state in |G〉, while (αβ) restricts the sum-
mation to pairs of α and β such that (n(F) (εα)−n(F) (εβ))
9is non-zero. The parameter λαβ is defined as:
λαβ =
{
zαβ for n
(F) (εα)− n(F) (εβ) = 1
z∗βα for n
(F) (εα)− n(F) (εβ) = −1
. (A4)
The energy functional part expanded to second-order in
zαβ is:
δE(2) =〈Ψ|H|Ψ〉
≈ 1
2
∑
(αβ)
(ξβ − ξα)
{
n(F) (εα)− n(F) (εβ)
}
λαβλβα
+
1
2
∑
(αβ)
∑
(α′β′)
(vαα′β′β − vαα′ββ′)λαβλα′β′ ,
(A5)
where ξα is the Hartree-Fock quasiparticle energy of state
α, and vαα′β′β is the two-particle interaction matrix ele-
ment.
To make full use of magnetic translational symmetry,
we perform the following transformation:
λkzXτ , k′zX′τ =
∑
~Q
δQz ,k′z−kzδQyl2B ,X′−Xe
iQx(X+X
′)/2
× ∆kzτ ( ~Q) .
(A6)
Because λαβ = λ
∗
βα by the definition in Eq. (A4), we
have the relation:
∆(kz+Qz)τ (− ~Q) = ∆∗kzτ ( ~Q). (A7)
The Lagrangian expressed in terms of the new param-
eter ∆kzτ ( ~Q) is L = B − δE(2) where
B = i~g
2
∑
~Q
∑
kzτ
{
n(F) (εkzτ )− n(F) (εkz+Qzτ )
}
× ∆∗kzτ ( ~Q)∂t∆kzτ ( ~Q) ,
(A8)
and
δE(2) =
g
2
∑
~Q
∑
kzτ
∑
k′zτ
′
(A+ X −D)kzτ,k′zτ ′ ( ~Q)
× ∆∗kzτ ( ~Q)∆k′zτ ′( ~Q) .
(A9)
Here, A, X and D are given by
Akzτ,k′zτ ′( ~Q) =δττ ′δkzk′z(ξkz+Qz,τ − ξkz,τ )
× {n(F)(εkzτ )− n(F)(εkz+Qzτ )},
Xkzτ,k′zτ ′( ~Q) =
1
Lz
1
2πl2B
v~Qe
−Q2
⊥
l2B/2,
Dkzτ,k′zτ ′( ~Q) =
δττ ′
L3
∑
~q
δqz,k′z−kzv~qe
−q2
⊥
l2B/2 cos(l2B(~q × ~Q) · zˆ).
(A10)
The Euler-Lagrange equation of the Lagrangian L is:
∂L
∂[∆∗kzτ (
~Q)]
− ∂t ∂L
∂[∂t∆∗kzτ (
~Q)]
= 0, (A11)
which leads to the equation of motion for the reduced
density matrix:
i~∂t∆kzτ ( ~Q) =
∑
k′zτ
′
{
δττ ′δkzk′z(ξkz+Qz,τ − ξkz,τ ) +
[
n(F)(εkzτ )− n(F)(εkz+Qzτ )
]
× [ 1
Lz
1
2πl2B
v~Qe
−Q2
⊥
l2B/2 − δττ ′
L3
∑
~q
δqz,k′z−kzv~qe
−q2
⊥
l2B/2 cos(l2B(~q × ~Q) · zˆ)
]}
∆k′zτ ′(
~Q).
(A12)
The eigen frequency of the equation of motion provides
the energy of collective modes. Eq. (A12) reproduces
Eq. (26) in the main text.
We now show that Eq. (A12) can be further simplified.
To this end, we reorganize B and δE(2) by utilizing the
relation in Eq. (A7):
B = i~g
2
∑
~Q
∑
[kzτ ]
{∆∗kzτ ( ~Q)∂t∆kzτ ( ~Q)−∆kzτ ( ~Q)∂t∆∗kzτ ( ~Q)},
(A13)
δE(2) =g
∑
~Q
∑
[kzτ ]
∑
[k′zτ
′]
{
Ekzτ,k′zτ ′( ~Q)∆∗kzτ ( ~Q)∆k′zτ ′( ~Q)
+
Γkzτ,k′zτ ′(
~Q)
2
[∆kzτ ( ~Q)∆(−k′z)τ ′(− ~Q) + c.c.]},
(A14)
where [kzτ ] puts the following constraint:
n(F)(εkzτ )− n(F)(εkz+Qzτ ) = +1. (A15)
E and Γ are given by:
Ekzτ,k′zτ ′( ~Q) = (A+ X −D)kzτ,k′zτ ′( ~Q),
Γkzτ,k′zτ ′(
~Q) = (X −D)kzτ,(−k′z−Qz)τ ′( ~Q).
(A16)
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To formally decouple ± ~Q contributions in Eq. (A14),
we perform the following transformation24,
∆kzτ ( ~Q) = Λkzτ ( ~Q) + iΥkzτ ( ~Q) (A17)
∆∗(−kz)τ (− ~Q) = Λkzτ ( ~Q)− iΥkzτ ( ~Q). (A18)
Note that Λkzτ ( ~Q) and Υkzτ ( ~Q) are still complex vari-
ables, and there is a redundancy,
Λ(−kz)τ (− ~Q) = Λ∗kzτ ( ~Q), Υ(−kz)τ (− ~Q) = Υ∗kzτ ( ~Q).
(A19)
In terms of Λ and Υ, B and δE(2) can be expressed as:
B =~g
2
∑
~Q
∑
[kzτ ]
(
Υ∗∂tΛ +Υ∂tΛ
∗
− Λ∗∂tΥ− Λ∂tΥ∗
)
kzτ
( ~Q),
δE(2) =g
∑
~Q
∑
[kzτ ]
∑
[k′zτ
′]
(
Λ∗kzτK
(+)
kzτ,k′zτ
′Λk′zτ ′
+Υ∗kzτK
(−)
kzτ,k′zτ
′Υk′zτ ′
)
( ~Q),
(A20)
where K(±) = E ± Γ.
The Euler-Lagrange equation gives rise to the equation
of motion,
~∂tΛkzτ ( ~Q) = −
(
K(−)kzτ,k′zτ ′Υk′zτ ′
)
( ~Q),
~∂tΥkzτ ( ~Q) = +
(
K(+)kzτ,k′zτ ′Λk′zτ ′
)
( ~Q),
(A21)
which leads to
~
2∂2tΥkzτ ( ~Q) = −
[(K(+)K(−))
kzτ,k′zτ
′
Υk′zτ ′
]
( ~Q). (A22)
Therefore the energy of the collective mode is given by
square root of the eigenvalues of the matrix product
K(+)K(−). Note that the dimension of K(+)K(−) is half
of that of the matrix in Eq. (A12), because of the con-
straint in Eq. (A15). Thus Eq. (A22) can be viewed as a
simplified version of Eq, (A12).
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