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SIMPLICIAL COMPLEXES AND TILTING THEORY FOR BRAUER
TREE ALGEBRAS
HIDETO ASASHIBA, YUYA MIZUNO, AND KEN NAKASHIMA
Abstract. We study 2-term tilting complexes of Brauer tree algebras in terms of
simplicial complexes. We show the symmetry and convexity of the lattice polytope
corresponding to the simplicial complex of 2-term tilting complexes. Via a geometric
interpretation of derived equivalences, we show that the f -vector of the simplicial
complexes of Brauer tree algebras only depends on the number of the edges of the
Brauer trees and hence it is a derived invariant. In particular, this result implies that
the number of 2-term tilting complexes, which is in bijection with support τ -tilting
modules, is a derived invariant. Moreover, we apply our result to the enumeration
problem of Coxeter-biCatalan combinatorics.
1. Introduction
In this paper, we study derived invariants for Brauer tree algebras via simplicial
complexes defined by a family of tilting complexes. Let us briefly recall the historical
background on Brauer tree algebras (Definition 2.5). Brauer tree algebras can trace
its history to modular representation theory. Broue´’s abelian defect group conjecture
asserts that a block B of a (nonsemisimple) finite group algebra with an abelian defect
D would be derived equivalent to its Brauer correspondent B′. If D is cyclic, then
both blocks B and B′ turns out to be algebras given by Brauer trees having the same
number of edges and multiplicities (we refer to [Al, Section V]). From this viewpoint,
Rickard showed that Brauer tree algebras are derived equivalent if and only if they
have the same number of edges and multiplicities, and gave an affirmative answer to
this conjecture for the cyclic defect case [R2].
In our work, we study the set of 2-term tilting complexes (Definition 2.10) for Brauer
tree algebras and give a better understanding for their derived invariants. The poset
of 2-term tilting complexes are particularly important in τ -tilting theory, introduced
by Adachi-Iyama-Reiten [AIR]. Indeed, in the case of symmetric algebras, this poset
is isomorphic to that of support τ -tilting modules, and their mutation behaviors are
much better than classical tilting theory (see expository papers [IR, BY] about τ -
tilting theory, cluster theory and many related topics). Moreover, Brauer tree algebras
are symmetric and representation-finite. It implies that the set of tilting complexes
are transitive by the action of mutation (more strongly, it is tilting-discrete) and the
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mutation behavior of 2-term tilting complexes are essential for the whole mutation
behavior of tilting complexes [AM].
Our key method for this study is a realization of the set of 2-term tilting complexes
as a simplicial complex and a lattice polytope. We investigate the simplicial complex
via the geometric realization. To explain our results, we give the following set-up.
Let G be a Brauer tree having n edges with an arbitrary multiplicity, AG the Brauer
tree algebra and 2-ptilt(AG) the set of isoclasses of basic 2-term pretilting complexes
of Kb(projAG) (see Definition 2.10 for details). For an integer j such that 1 ≤ j ≤ n,
we let
2-ptiltj (AG) := {T ∈ 2-ptilt(AG) | |T | = j},
where |T | denotes the number d in the direct sum decomposition T =
⊕d
i=1 Ti of T into
indecomposable direct summands Ti. Note that 2-ptilt
n(AG) coincide with the set of
2-term tilting complexes [AIR, Proposition 3.3]. Then, following [DIJ], we define the
simplicial complex ∆ = ∆(AG) on the following set :
∆0 := {[T ] | T ∈ 2-ptilt1(AG)},
where [T ] is an element of the Grothendieck group of K0(K
b(projAG)). Then, for a
subset {[T1], . . . , [Tj]} of ∆
0, we declare the set to be a simplex of ∆ if T1 ⊕ · · · ⊕ Tj ∈
2-ptilt(AG). Hence the set of j-dimensional faces ∆
j correspond to 2-ptiltj+1(AG), and
the f -vector (f0, f1, · · · , fn−1), which is defined by fj = #∆
j , presents the explicit
number of 2-term pretilting complexes.
On the other hand, we can define the g-vector of T (Definition 2.19) by g(T ) :=
(g1, · · · , gn)
t ∈ Zn if [T ] =
∑n
i=1 gi[eiA] in K0(K
b(projAG)), the convex hull of T by
conv0(T ) := conv(0, g(T1), . . . , g(Tn)),
and the g-polytope of AG by
P(AG) :=
⋃
T∈2-tiltAG
conv0(T ).
Then P(AG) is a lattice polytope of R
n admitting a unimodular triangulation (Propo-
sition 2.20) and ∆(AG) is the simplicial complex determined by the unimodular trian-
gulation of 2-ptiltn(AG).
Our first crucial observation is in the symmetry of the polytope relative to the
origin (Corollary 3.12). This fact gives a correspondence of the upper half part and
the lower half part of the f -vectors of ∆(AG) divided by H
0
i := {(vj)
n
j ∈ R
n | vi = 0}
(Theorem 3.1). The second key observation is in the relationship between the shapes of
g-polytopes for derived equivalent algebras. More precisely, for two derived equivalent
algebras AG and Aµi(G), where µi(−) denotes the Kauer move (see [K]), we show that
the derived equivalence functor induces a correspondence between the upper half part of
∆(AG) and the lower half part of ∆(Aµi(G)) (Lemma 4.6). From these two observations,
we show that the f -vector (and even for any fj) is a derived invariant for Brauer tree
algebras and independent of the shape of G.
The following picture describes P(AG) (and ∆(AG)) in the case of a linear tree G
having 3 edges (see Example 2.22).
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Our main results are summarized as follows.
Theorem 1.1 (Theorem 5.1). Let G be a Brauer tree having n edges with an arbi-
trary multiplicity and AG the Brauer tree algebra of G. Then the f -polynomial and
h-polynomial (in Definition 2.14) of ∆(AG) are given as follows:
f(x) =
n∑
j=0
(
n+ j
j, j, n− j
)
xn−j , h(x) =
n∑
j=0
(
n
j
)2
xn−j,
where we denote by
Ä
n+j
j,j,n−j
ä
:= (n+j)!/j!j!(n−j)!. In particular, the number of 2-term
tilting complexes is
Ä
2n
n
ä
and it is a derived invariant.
We remark that if a Brauer tree is star-shaped (resp. line), then it is a Nakayama
algebra (resp. zigzag algebra). In these cases, it is shown that the number of 2-term
tilting complexes is equal to
Ä
2n
n
ä
by Adachi [Ad] (resp. by Aoki [Ao1]). Thus, our
result can be regarded as a uniform treatment for any Brauer tree algebra.
As a consequence of our result, we apply the result to the enumeration problem of
Coxeter-biCatalan combinatorics studied by Barnard-Reading [BR]. This is a “twin
version” of Coxeter-Catalan combinatorics such as noncrossing partitions, clusters,
Cambrian lattices and sortable elements (we refer to the original paper [BR] and also
[Re1, Re2, FR] for the interesting background of Coxeter-Catalan combinatorics). Let
W be the Weyl group of type An and c a bipartite Coxeter element of W . In [BR], it
is shown that the biCambrian fan biCamb(W, c) is a simplicial fan and the h-vector
of the simplicial sphere underlying biCamb(W, c) is determined [BR, Theorem 2.13].
Applying our result above, we give an alternative proof as follows.
Corollary 1.2 (Theorem 5.2). Let W be the Weyl group of type An and c a bipartite
Coxeter element of W . The f -polynomial and h-polynomial of the simplicial sphere
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underlying the biCambrian fan biCamb(W, c) are given by the following formulas:
f(x) =
n∑
j=0
(
n+ j
j, j, n− j
)
xn−j , h(x) =
n∑
j=0
(
n
j
)2
xn−j.
While working on this project, we were informed that Toshitaka Aoki also determines
the number of 2-term tilting complexes of Brauer tree algebras by an entirely different
method [Ao2]. We thank him for sharing his knowledge.
2. Preliminaries
In this section, we recall some terminologies related to simplicial complexes and
Brauer tree algebras, 2-term tilting complexes.
2.1. Brauer tree algebras. We first summarize some definitions related to graphs.
Definition 2.1. A graph is a triple G := (G0, G1, CG) of sets G0, G1 and a map
CG : G1 → {{x, y} | (x, y) ∈ G0 × G0}. We usually draw the graph G as a picture
with vertices x bijectively corresponding to elements in G0 and with edges a bijectively
corresponding to elements in G1 that connects vertices x and y if and only if CG(a) =
{x, y}. If x = y, then the edge a connects x and x, which is called a loop.
(1) Elements of G0 (resp. G1) are called vertices (resp. edges) of G.
(2) For each a ∈ G1 and x ∈ G0 we say that a is connected to x (or x is connected
to a) if x ∈ CG(a).
(3) A subgraph of G is a graph H = (H0, H1, CH) such that H0 ⊆ G0, H1 ⊆ G1 and
CH is the restriction of CG to H1.
Example 2.2. Let n be a non-negative integer. Then An+1 is the graphG = (G0, G1, CG),
where G0 := {0, 1, . . . , n}, G1 := {α1, α2, . . . , αn} and CG(αi) := {i− 1, i} (1 ≤ i ≤ n).
Then An+1 is presented by the following picture.
0
α1
1
α2
· · ·
αn
n.
Definition 2.3. Let G,G′ be graphs and n a non-negative integer.
(1) A graph morphism from G to G′ is a pair f = (f0, f1) of maps f0 : G0 → G
′
0
and f1 : G1 → G
′
1 such that f0(CG(a)) = CG′(f1(a)) for all a ∈ G1. By abuse
of notation we write both f0 and f1 simply by f .
(2) A graph morphism W = (W0,W1) : An+1 → G is called an oriented walk in
G of length n from W (0) to W (n). An oriented walk W is called a cycle if
W (0) = W (n) and n ≥ 1, and W is said to be simple if W0 is injective (note in
this case that automatically W1 turns out to be also injective).
(3) G is said to be connected if for each pair (x, y) of vertices of G, there exists an
oriented walk from x to y.
(4) G is called a tree if there exists no cycles in G.
(5) The image w of a simple oriented walkW is the unique subgraph w = (w0, w1, Cw)
of G such that w0 = ImW0 and w1 = ImW1, which is called a walk of length n
between W (0) and W (n).
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(6) If we put ai := W (αi) for all i, then a walk w of length n (≥ 1) given by an
oriented walk W turns out to be a subgraph of G of the form
x0
a1
x1
a2
· · ·
an
xn,
which is denoted by
a1a2 · · · an.
In this paper we always assume that oriented walks are simple, and hence we may
regard walks as subgraphs.
Definition 2.4. Let G be a tree and H,H ′ be subgraphs of G. Then H ∩ H ′ (resp.
H ∪H ′) is the unique subgraph of G with vertex set H0 ∩H
′
0 (resp. H0 ∪H
′
0) and with
edge set H1∩H
′
1 (resp. H1∪H
′
1). These notations apply to walks in G as subgraphs of
G to have definitions of w∩w′ and w∪w′ for walks w,w′ in G. Note that if w0∩w
′
0 6= ∅.
then w ∩ w′ is again a walk in G.
Next we recall the definition of Brauer tree algebras. We refer to the survey paper
[S2] for the background of Brauer tree (graph) algebras. In particular, we remark that
Brauer tree algebras are representation-finite symmetric algebras (see [S1] for example).
Recall that a cyclic ordering on a finite set V is a cyclic permutation of V of order
#V . Note that if #V = 1, then it is just the identity of V .
Definition 2.5. We fix a field k.
(1) A Brauer tree is a triple (G,m, S), where
(a) G = (G, σ) is a pair consisting of a finite connected tree G and a family
σ = (σx)x∈G0 of cyclic orderings σx on the set Ux of edges connected to
each vertex x;
(b) m is an integer ≥ 1, called the multiplicity; and
(c) S is a vertex of G, called the exceptional vertex.
We usually present the pair (G, σ) by an embedding of G into a plane that gives
σx as the counterclockwise cyclic ordering on the set of edges connected to x,
and usually denote this pair just by G. We set |G| := #G1.
(2) A Brauer quiver QG = (Q0, Q1, s, t) associated to a Brauer tree (G,m, S) is
defined as follows:
(a) Q0 := G1,
(b) Q1 := {(σx(i), i) | i ∈ G1, x ∈ CG(i)},
(c) s((σx(i), i)) := i, t((σx(i), i)) := σx(i) for all i ∈ G1, x ∈ CG(i).
Namely we have arrows (σx(i), i) : i→ σx(i) for all i ∈ G1, x ∈ CG(i). Note that
there is a bijection from the set G0 to the set of oriented cycles in QG sending
each vertex x ∈ G0 to the oriented cycle
i→ σx(i)→ σ
2
x(i)→ · · · → σ
nx
x (i) = i,
where i ∈ Ux and nx := #Ux. In particular if x is connected to only one edge
i, then there is one loop i → i because σx(i) = i. Since G is a tree, we have a
coloring of G0 by two colors, say α and β such that if an edge is connected to
vertices x and y, then the color of these two vertices are different. The coloring
is unique up to the exchange of α and β. Oriented cycles corresponding to
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vertices with color α (resp. β) are called α-cycles (resp. β-cycles). We assume
that the oriented cycle corresponding to the exceptional vertex S is an α-cycle.
(3) Now let i be a vertex of QG. Let Cα(i) be the α-cycle starting at i and Cβ(i) the
β-cycle starting at i. Moreover, let αi be the arrow belonging to Cα(i) starting
at i, αi the arrow belonging to Cα(i) ending at i, βi the arrow belonging to
Cβ(i) starting at i and β
i the arrow belonging to Cβ(i) ending at i. Then the
Brauer tree algebra associated to a Brauer tree G = (G,m, S) is defined by the
algebra AG = kQG/IG, where the ideal IG of kQG is generated by the elements:
αiβ
i, βiα
i, Cα(S)
m − Cβ(S) and Cα(i)− Cβ(i) if i 6= S.
Remark 2.6. When the multiplicity (> 1) is not on a vertex of degree 1, then we can
delete all loops from the quiver using the commutativity relations, and in this way we
obtain a quiver Q without loops and an admissible ideal I of kQ such that AG ∼= kQ/I
(see the example below).
Example 2.7. Consider the following Brauer tree G with the multiplicity 1:
•
• • • •
1
24 3
First we draw arrows of the Brauer quiver between edges of G (= vertices of QG):
•
• • • •
1
24 3
α2iiα1

α3
>>
β3

β4
>>
β2
nn
α4 ..
β1

Second we change the edges to vertices to obtain the Brauer quiver QG:
1
β1

4α4 88 3 2 β2
xx
α1
  ✁✁
✁✁
✁✁
✁
α3
//
α2
^^❂❂❂❂❂❂❂β3
vv
β4
66
The ideal IG is given by the following generators: 8 zero relations
α1β1, β1α2, α2β2, β3α1, α3β4, β2α3, α4β3, β4α4
and 4 commutativity relations
α2α3α1 − β1, α3α1α2 − β2, α1α2α3 − β4β3, α4 − β3β4.
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As explained in the remark above we can delete loops to make IG an admissible ideal
by using the commutativity relations involving loops. The final quiver is given as
1
4 3 2
α1
  ✁✁
✁✁
✁✁
✁
α3
//
α2
^^❂❂❂❂❂❂❂β3
vv
β4
66
with relations
α1α2α3α1, α2α3α1α2, α2α3α1α2, β3α1, α3β4, α3α1α2α3, β3β4β3, β4β3β4, α1α2α3−β4β3.
The structure of the projective indecomposable right module Pi corresponding to a
vertex i is given as follows (note that right modules are presented by representations
of the opposite quiver):
P1 =
Ç
1
2
3
1
å
, P2 =
Ç
2
3
1
2
å
, P3 =
à
3
1
4
2
3
✹✹
✹
✡✡
✡
✇
●
í
, P4 =
(
4
3
4
)
,
where each i ∈ {1, . . . , 4} in the diagram stands for a basis vector in the vector space
corresponding to the vertex i and mapped by arrows downward (along the lines if
they are drawn between basis vectors as in P3). Since AG = P1 ⊕ · · · ⊕ P4 as a right
AG-module, we sometimes say that the (right) structure of AG is given byÇ
1
2
3
1
å
⊕
Ç
2
3
1
2
å
⊕
à
3
1
4
2
3
✹✹
✹
✡✡
✡
✇
●
í
⊕
(
4
3
4
)
.
Assumption 2.8. Throughout the rest of this paper, unless otherwise stated, we only
consider Brauer trees with multiplicity 1, which does not lose any generality (see Proof
of Theorem 4 for details).
Notation 2.9. Throughout the rest of this paper, let G be a Brauer tree and AG the
associated Brauer tree algebra with the Brauer quiver QG =: Q. We set n := |G| =
#Q0, and Q0 = {1, . . . , n}. For each i ∈ Q0 the idempotent of AG corresponding to i
is denoted by ei. If there is no confusion, we denote AG just by A.
Now let A be an algebra. We set |A| to be the number d in the direct sum decom-
position A =
⊕d
i=1 Pi of A into indecomposable direct summands Pi. We denote by
modA the abelian category of finite-dimensional right A-modules and by projA the
full subcategory of modA consisting of projective modules. Moreover, we denote by
Kb(projA) the bounded homotopy category of projA.
2.2. 2-term tilting complexes. We recall basic definitions of 2-term tiling com-
plexes.
Definition 2.10. (1) We call a complex P = (P i, di) in Kb(projA) 2-term if P i =
0 for all i 6= 0,−1.
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(2) We call a complex P in Kb(projA) pretilting if HomKb(projA)(P, P [i]) = 0 for
any i 6= 0.
(3) We call a complex P in Kb(projA) tilting if it is pretilting and satisfies the
condition that thick(P ) = Kb(projA), where thick(P ) is the smallest full sub-
category of Kb(projA) which contains P and is closed under cones, shifts, direct
summands and isomorphisms.
We denote by 2-ptilt(A) (resp. 2-iptilt(A), 2-tilt(A)) the set of isoclasses of basic
2-term pretilting complexes (resp. indecomposable 2-term pretilting complexes, 2-term
tilting complexes) of Kb(projA).
Remark 2.11. Many arguments in section 2 also work for 2-term silting complexes
of Kb(projA) for any finite dimensional algebra A. In this paper, we only deal with
symmetric algebras and therefore silting complexes coincide with tilting complexes. To
avoid the confusion, we only discuss the case of 2-term tilting complexes.
Let j be an integer such that 1 ≤ j ≤ n. We define
2-ptiltj (A) := {T ∈ 2-ptilt(A) | |T | = j}.
In particular, we have 2-ptilt1(A) = 2-iptilt(A) and 2-ptiltn(A) = 2-tilt(A) (see [AIR,
Proposition 3.3]). We recall the following basic property.
Lemma 2.12. [AIR, Proposition 2.15] For any T ∈ 2-ptilt(A), we write T = (· · · 0→
T−1 → T 0 → 0 · · · ). Then we have add(T 0) ∩ add(T−1) = 0.
Then the following classes of 2-term pretilting complexes play important roles in this
paper.
Definition 2.13. Let i ∈ Q0. For T ∈ 2-ptilt(A), we write T = (· · · 0→ T
−1 → T 0 →
0 · · · ). Then we denote by
2-ptilt(A)≤i := {T ∈ 2-ptilt(A) | eiA 6∈ addT
0},
2-ptilt(A)≥i := {T ∈ 2-ptilt(A) | eiA /∈ addT
1},
2-ptilt(A)0i := (2-ptilt(A)
≤
i ) ∩ (2-ptilt(A)
≥
i ).
This terminology will be justified in subsection 2.4.
Similarly we define 2-ptiltj (A)≤i , 2-ptilt
j (A)≥i and 2-ptilt
j (A)0i .
2.3. Simplicial complexes. In this subsection, we recall some basic terminologies
related to simplicial complexes.
Let ∆0 be a finite set. An (abstract) simplicial complex ∆ on ∆0 is a set of subsets
F of ∆0 satisfying (i) if x ∈ ∆0, then {x} ∈ ∆, (ii) if F ∈ ∆ and F ′ ⊂ F , then F ′ ∈ ∆.
Elements of ∆ are called faces or simplices. A j-dimensional face, or a j-dimensional
simplex, is an element of ∆ of cardinality j + 1. We denote by ∆j the subset of ∆
consisting of all faces of dimension j.
Definition 2.14 (See [Z]). Let ∆ 6= ∅ be a simplicial complex of dimension n − 1.
Then the sequence (f−1 := 1, f0, · · · , fn−1) with fj := #∆
j (−1 ≤ j ≤ n− 1) is called
the f-vector of ∆. We set F∆(x) :=
∑n
j=0 fj−1x
n−j, and call it the f -polynomial of ∆.
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The polynomial F∆(x − 1) is called the h-polynomial of ∆. If we write F∆(x − 1) =∑n
j=0 hjx
n−j , then (h0, h1 · · · , hn) is called the h-vector of ∆.
Note that the f -vector uniquely determines the h-vector, and vice versa. We now
recall basic terminologies related to lattice polytopes.
Definition 2.15.
(1) For a subset X of Rn the convex hull conv(X) of X is the smallest convex
set that contains X . If X = {v0, . . . , vm} for some positive integer m, we set
conv(v0, . . . , vm) := conv(X). Note that it is given by
conv(v0, · · · , vm) =
{
m∑
i=0
aivi
∣∣∣∣∣
m∑
i=0
ai ≤ 1, ai ∈ R≥0 for all i = 0, . . . , m
}
.
A lattice polytope P in Rn is the convex hull conv(v0, . . . , vm) of finitely many
points v0, . . . , vm in the lattice Z
n. Two lattice polytopes P and Q are lattice
equivalent if they are related by an affine map.
(2) A lattice simplex P in Rn is a lattice polytope such that the generating points
v0, · · · , vn are affinely independent.
(3) A unimodular simplex is a lattice polytope that is lattice equivalent to the
standard lattice simplex, i.e. the convex hull of the origin 0 together with the
standard unit vectors ei over all 1 ≤ i ≤ n. Equivalently, unimodular simplices
are characterized as the n-dimensional lattice polytopes of minimal possible
Euclidean volume, 1/n!. Note that a unimodular simplex is a lattice simplex.
(4) A subdivision of a n-dimensional lattice polytope P is a finite collection S of
lattice polytopes such that
(a) every face of a member of S is in S,
(b) any two elements of S intersect in a common (possibly empty) face,
(c) the union of the polytopes in S is P.
The maximal (n-dimensional) polytopes in S are called cells of S.
(5) A triangulation is a subdivision of a polytope for which each cell of the subdi-
vision is a simplex. The triangulation is unimodular if so is every cell.
(6) For a lattice polytope P in Rn and a positive integer k,
kP := {kt | t ∈ P}
is the dilate of P. Then the lattice point enumerator E(P, x) is defined by
E(P, x) :=
∑
k≥0
#(kP ∩ Zn)xk.
It is well known that E(P, x) is of the form
E(P, x) =
h∗(P, x)
(1− x)n+1
,
where h∗(P, x) is a polynomial of degree at most n (see [E]).
Note that if a lattice polytope P = conv(v0, · · · , vn) has a triangulation S, then a
simplicial complex on the set {v0, · · · , vn} is induced by S, which we denote by PS.
Here we recall the following classical result.
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Theorem 2.16. [BM, Theorem 2], [DRS, Section 9.3] If a lattice polytope P has a
unimodular triangulation S, then we have
h∗(P, x) = EPS(x− 1).
In particular, the h-vector, and hence the f -vector, of PS is independent of the choice
of unimodular triangulations.
For v1, . . . , vm,∈ R
n \ {0}, we set for simplicity
conv0(v1, . . . , vm) := conv(0, v1, . . . , vm).
Then we need the following general fact, which will be used later.
Lemma 2.17. Let v1, . . . , vn−1, w, w
′ ∈ Rn \ {0}. Assume
w + w′ =
∑
i∈I
vi (2.1)
for some non-empty I ⊆ {1, . . . , n− 1} with #I ≤ 2. Then
conv0(v1, . . . , vn−1, w) ∪ conv0(v1, . . . , vn−1, w
′) = conv0(v1, . . . , vn−1, w, w
′)
and hence the union is convex.
Proof. For simplicity we set
C := conv0(v1, . . . , vn−1, w) and
C ′ := conv0(v1, . . . , vn−1, w
′).
It is obvious that C,C ′ ⊆ conv0(v1, . . . , vn−1, w, w
′). To show the converse inclusion,
take any v ∈ conv0(v1, . . . , vn−1, w, w
′). Then
v =
n−1∑
i=1
aivi + aw + a
′w′
for some ai, a, a
′ ∈ R≥0 with
∑n−1
i=1 ai + a + a
′ ≤ 1.
Case 1. #I = 2, say I = {j, k}, (j 6= k). By the equality (2.1), we have

v =
∑
i 6=j,k
aivi + (aj + a
′)vj + (ak + a
′)vk + (a− a
′)w, and
v =
∑
i 6=j,k
aivi + (aj + a)vj + (ak + a)vk + (a
′ − a)w′.
In each equality note that the sum of coefficients of vectors is equal to
∑n−1
l=1 al+a+a
′,
which is at most 1. Hence by looking at the positivity of coefficients we see that
v ∈

C if a ≥ a
′,
C ′ if a′ ≥ a.
Thus we have v ∈ C ∪ C ′.
SIMPLICIAL COMPLEXES AND TILTING THEORY FOR BRAUER TREE ALGEBRAS 11
Case 2. #I = 1, say I = {j}. Again by the equality (2.1) we have

v =
∑
i 6=j
aivi + (aj + a
′)vj + (a− a
′)w, and
v =
∑
i 6=j
aivi + (aj + a)vj + (a
′ − a)w′.
For the former (resp. the latter) equality note that the sum of coefficients of vectors is
equal to
∑n−1
i=1 ai + a ≤ 1 − a
′ ≤ 1 (resp.
∑n−1
i=1 ai + a
′ ≤ 1− a ≤ 1). In both cases it is
at most 1. Hence we have
v ∈

C if a ≥ a
′,
C ′ if a′ ≥ a.
Thus we have v ∈ C ∪ C ′. 
2.4. g-vectors and g-polytopes. In this subsection, we recall the notions of g-vectors
and the convex hull of 2-term tilting complexes (see [AIR, DIJ, H1] for the details).
We also consider the lattice polytope and the simplicial complex associated with 2-
term tilting complexes. We keep Notation 2.9 and, in particular, A is assumed to be
symmetric.
Let K0(K
b(projA)) be the Grothendieck group of Kb(projA). We denote by [P ] the
equivalence class of P in K0(K
b(projA)) for all P ∈ Kb(projA). Following [DIJ], we
give the following definition.
Definition 2.18. We define a simplicial complex ∆ = ∆(A) on the set
∆0 := {[T ] | T ∈ 2-iptilt(A)}
by saying that a subset {[T1], . . . , [Tj ]} of ∆
0 is a simplex of ∆ if T1 ⊕ · · · ⊕ Tj ∈
2-ptilt(A).
Hence, the set of j-dimensional faces ∆j corresponds to 2-ptiltj+1(A), and for the
f -vector (f0, f1, · · · , fn−1) of ∆(A), the entry fj−1 is equal to the number #2-ptilt
j (A)
for 1 ≤ j ≤ n.
Definition 2.19. For each P ∈ Kb(projA), we set
g(P ) :=
Ü
g1
...
gn
ê
∈ Zn
if [P ] =
∑n
i=1 gi[eiA] in K0(K
b(projA)). Let T :=
⊕n
i=1 Ti ∈ 2-tiltA with all Ti inde-
composable. Then we define the convex hull of T by
conv0(T ) := conv(0, g(T1), . . . , g(Tn)) (2.2)
and the g-polytope of A by
P(A) :=
⋃
T∈2-tiltA
conv0(T ). (2.3)
We recall the following important result, which is an analogue of classical result
about tilting modules [H1].
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Proposition 2.20. (1) Let T, U ∈ 2-tiltA. If T ≇ U , then conv0(T ) and conv0(U)
intersect only at their boundaries.
(2) For any T ∈ 2-tiltA, the volume of conv0(T ) =
1
n!
.
(3) P(A) is homeomorphic to an n-dimensional ball.
(4) P(A) is a lattice polytope in Rn admitting a unimodular triangulation, which is
given by conv0(T ) with T ∈ 2-tiltA as maximal cells.
Proof. (1) follows from [DIJ, Theorem 1.9]. (2) follows from the fact that the g-vector
of T gives a Z-basis of Zn ∼= K0(K
b(projA)) [AIR, Theorem 5.1].
Since A is representation-finite, the number of 2-tiltA is finite. Hence it follows by
[DIJ, Theorem 5.4] that ∆(A) is an (n−1)-dimensional sphere. On the other hand the
geometric realization of ∆(A) coincides with the boundary of P(A),which contains the
origin as an inner point. Hence P(A) is an n-dimensional ball. Moreover, (4) follows
from (1),(2). 
Note that ∆(A) is nothing but the simplicial complex induced by the unimodular
triangulation of 2-tiltA.
Next we give a geometric interpretation of Definition 2.13. For i ∈ Q0, we set
H≤i := {(vj)
n
j ∈ R
n | vi ≤ 0},
H≥i := {(vj)
n
j ∈ R
n | vi ≥ 0},
H0i := {(vj)
n
j ∈ R
n | vi = 0}.
Then we have the following lemma.
Lemma 2.21. (1) For each i ∈ Q0 and 1 ≤ j ≤ n, we have the following equalities.
2-ptiltj (A)≤i = {T ∈ 2-ptilt
j (A) | g(T ) ∈ H≤i },
2-ptiltj (A)≥i = {T ∈ 2-ptilt
j (A) | g(T ) ∈ H≥i },
2-ptiltj (A)0i = {T ∈ 2-ptilt
j (A) | g(T ) ∈ H0i }.
(2) For each T ∈ 2-tiltA and i ∈ Q0, we have conv0(T ) ⊆ H
≥
i or conv0(T ) ⊆ H
≤
i .
(3) For any i ∈ Q0, we have
P(A) ∩H≤i =
⋃
T∈2-tiltA≤
i
conv0(T ), P(A) ∩H
≥
i =
⋃
T∈2-tiltA≥
i
conv0(T ).
In particular, the unimodular triangulation of P (A) induces the one on P (A)∩
H≤i and on P (A) ∩H
≥
i for each i ∈ Q0.
(4) Let S (resp. S ′) be the unimodular triangulation of P(A) ∩H≤i (resp. P(A) ∩
H≥i ). The number of (j+1)-dimensional faces of the simplicial complex (P(A)∩
H≤i )S (resp. (P(A)∩H
≥
i )S′) coincides with #2-ptilt
j (AG)
≤
i (resp. #2-ptilt
j (AG)
≥
i ).
Proof. (1) is immediate from the definition and (2) follows by Lemma 2.12.
(3) follows from (1), (2) and Proposition 2.20. Finally (4) follows from (3) and
Theorem 2.16. 
Now we give some examples.
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Example 2.22. (1) Let G be a Brauer tree with two edges and AG the Brauer tree
algebra of G. Then AG is an algebra defined by the following quiver with relations:
1
α1
((
2
α2
hh , α1α2α1 = 0, α2α1α2 = 0.
Then the shaded region of the following picture denotes P(AG), which can be decom-
posed into 6 unimodular simplices. Moreover 6 vertices stand for 0-dimensional faces,
and 6 line segments on the boundary of P(AG) stand for 1-dimensional faces of ∆(AG).
O
•
[P2]− [P1]
•
[P2]
•
[P1]
•
[P1]− [P2]
•
−[P2]
•
−[P1]
Thus we have the f -vector (f−1, f0, f1) = (1, 6, 6) and the h-vector (h0, h1, h2) =
(1, 4, 1).
(2) Let G be a linear tree with three edges and AG the Brauer tree algebra of G.
Then P(AG) (and ∆(AG)) are described as follows.
• •
•
••
• •
•
•
•
•
•
We remark that the partial order of 2-tiltAG is entirely determined by the cones
of g-vectors [DIJ, Theorem 6.12, Corollary 6.13]. In this case, the Hasse quiver (=
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mutation quiver) of 2-tiltAG can be recovered as follows.
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
2.5. Convexity. In this subsection, we characterize when the polytope P(A) is convex.
Throughout this subsection, let A be a finite dimensional symmetric algebra such that
#2-tilt(A) is finite (this is equivalent to saying that A is τ -tilting finite [DIJ]). Assume
that |A| = n, that is, ∆(A) is a simplicial complex of dimension n−1. In this case, every
(n− 2)-simplex of ∆(A) is contained in exactly two maximal simplices [DIJ, Theorem
5.2]. Equivalently, there are exactly two 2-term tilting complexes T, T ′ ∈ 2-tilt(A) such
that T and T ′ share n− 1 indecomposable direct summands (this is also equivalent to
saying that T is obtained from T ′ by mutation [AIR, Corollary 3.8]). In this case, we
call the two polytopes conv0(T ) and conv0(T
′) adjacent. Note that every Brauer tree
algebra is symmetric and τ -tilting finite.
First we prepare a basic property about the convexity of P(A). The proof below
was informed us by Osamu Iyama, for which we are thankful.
Proposition 2.23. If the union of any two adjacent polytopes conv0(T ) and conv0(T
′)
with T, T ′ ∈ 2-tiltA is convex, then the g-polytope P(A) is convex.
Proof. We let P := P(A) for simplicity. Let H be a 2-dimensional plane containing
the origin and consider the intersection S := P ∩H . Since the convexity is a condition
of a line segment connecting two points, P is convex if and only if S is convex for any
H . Without loss of generality, we may assume that S does not contain any non-zero
vertex of P because we can move H slightly in order not to contain any vertex of P
keeping the property that S is not convex. Hence, for each convex set conv0(T ), the
intersection of conv0(T ) and H is a triangle containing the origin as its vertex. Thus,
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by Proposition 2.20 (3), S must be a polygon. Then the assumption implies that the
union of any two adjacent triangles of S is convex, which shows that each interior angle
of the polygon S is at most 180◦. Hence S is convex. 
Example 2.24. The following picture shows the situation in Proposition 2.23 in the
case of the Brauer tree algebra AG with a linear tree G having 3 edges.
•
•
•
•
•
•
•
•
•
•
•
•
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦ H
S
polygon S
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
Next we introduce the following terminology (we refer to [AI] for the notion of
mutation).
Definition 2.25. Let T ∈ 2-tiltA and T =
⊕n
i=1 Ti be a decomposition into indecom-
posable complexes Ti (1 ≤ i ≤ n).
(1) For the left mutation sequence
Ti //
⊕
k∈I Tk // T
′
i
// Ti[1]
such that T ′i ∈ 2-ptiltA (or equivalently, T
′
i ⊕
⊕
j 6=i Tj ∈ 2-tiltA), if #I =
|
⊕
k∈I Tk| ≤ 2, then we say that Ti admits at most two indecomposable left
approximation.
(2) We say that T admits at most two indecomposable left approximation if so does
any indecomposable direct summand of T .
(3) We say that 2-tiltA admits at most two indecomposable left approximation if so
does any T ∈ 2-tiltA.
We remark that if 2-tiltA admits at most two indecomposable left approximation,
then 2-tiltA also admits at most two indecomposable right approximation because left
and right mutation are invertible to each other.
The following proposition gives a sufficient condition for the polytope P(A) to be
convex, which was inspired by a similar argument used in [H2].
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Proposition 2.26. If 2-tiltA admits at most two indecomposable left approximation,
then P(A) is convex.
Proof. Let T ∈ 2-tiltA and T =
⊕n
i=1 Ti be a decomposition into indecomposable
complexes Ti. Take the left mutation sequence
Ti //
⊕
Tk // T
′
i
// Ti[1]
such that T ′i ∈ 2-ptiltA. Then, by our assumption, we have g(Ti)+ g(T
′
i ) =
∑
k∈I g(Tk)
with #I ≤ 2. Therefore, we apply Lemma 2.17 by taking w = g(Ti), w
′ = g(T ′i ) and
hence conv0(T ) ∪ conv0(T
′) is convex, where T ′ := T ′i ⊕
⊕
j 6=i Tj ∈ 2-tiltA. Moreover,
since #2-tilt(A) is finite, 2-tiltA are transitive by the action of mutation [AIR, Corol-
lary 3.10]. Thus, any two adjacent convex hulls always becomes convex and hence
Proposition 2.23 implies that P(A) is convex. 
3. Symmetry of the polytopes
In this section, we study geometric properties of P(A) for a Brauer tree algebra A.
We show the convexity and symmetry of P(A). This fact gives the correspondence of
the f -vector of the upper half part and lower half part of ∆(A) divided by H0i for any
i ∈ Q0.
The aim of this section is to show the following result.
Theorem 3.1. Let G be a Brauer tree with multiplicity 1 and AG the Brauer tree
algebra of G. Then, for any i ∈ QG,0 and 1 ≤ j ≤ |AG|, we have
#2-ptiltj (AG)
≤
i = #2-ptilt
j (AG)
≥
i .
We keep Notation 2.9, and in the sequel, we set A := AG and n := |G| = |A|.
First, following [AAC], we use the following definition.
Definition 3.2. An alternating signed walk ofG is a pair (w, s) of a walk w = a1a2 · · · aℓ
of G and a map s : {a1, a2, · · · , aℓ} → {1,−1} such that s(ak) = −s(ak+1) for all
1 ≤ k ≤ ℓ − 1. When there seems to be no confusion, we just denote it by w and
denote s by sign.
Example 3.3. The line along the tree with +,− signs shown below represents an
alternating signed walk (w, s) in G.
•
•
• •
• • • •
• •
•
❅❅
❅❅
❅❅
❅ ⑦⑦⑦⑦⑦⑦⑦
⑦⑦⑦⑦⑦⑦⑦
⑦⑦⑦⑦⑦⑦⑦
⑦⑦⑦⑦⑦⑦⑦ ❅
❅❅
❅❅
❅❅
❅❅
❅❅
❅❅
❅
+ − +
−
⑦⑦⑦⑦⑦⑦⑦⑦
+
⑦⑦⑦⑦⑦⑦⑦⑦⑦
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The following lemma is immediate from the definition of Brauer tree algebras.
Lemma 3.4. Let a, b be distinct edges of G. Then we have
HomA(Pa, Pb) =

kλp(a,b) if a and b are connected to a common vertex in G,0 otherwise,
where p(a, b) is the shortest path from a to b in the quiver QG and λp denotes the left
multiplication by the image of p in A for each path p in QG.
From Lemma 3.4, we give the following description by [AAC, Theorem 4.6].
Proposition 3.5. We have a bijection
{Alternating signed walks of G} −→ 2-iptiltA.
The map is given as follows. For each alternating signed walk (w, s) with w = a1a2 . . . aℓ
define
P (w, s) := (· · · → 0→
⊕
s(ai)=−1
Pai
g
−−→
⊕
s(aj)=1
Paj → 0→ · · · ),
where g is expressed by the matrix with the (j, i)-entries λp(ai,aj) given in Lemma 3.4.
Remark 3.6. We can also explain Proposition 3.5 as follows. First, indecomposable
τ -rigid A-modules are easily classified (for example [AZ]). Second, there is a bijective
map from the set of indecomposable τ -rigid A-modules to 2-iptiltA, which is given
by taking the minimal projective presentation [AIR, Theorem 3.2]. Since τ -rigid A-
modules are given as string modules, we get P (w, s) above by the description of minimal
projective presentations of string modules given by [WW].
Example 3.7. (1) Let (w, s), (w′, s′) be alternating signed walks in G with w =
a1a2 · · · aℓ and w
′ = a′1a
′
2 · · ·a
′
ℓ. If s(a1) = −1 = s(aℓ) and s(a
′
1) = 1, s(a
′
ℓ) = −1,
then P (w, s) and P (w′, s′) take the following forms respectively.
Pa1
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲
Pa2
Pa3
✤
✤
✤
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲
Pa4
✤
✤
✤
Paℓ−2
++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲
Paℓ−1
Paℓ ,
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣
Pa′
1
Pa′
2
✤
✤
✤
✤
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
++❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱
Pa′
3
✤
✤
✤
✤
Pa′
ℓ−2
++❱❱❱
❱❱❱❱
❱❱❱❱
❱❱
Pa′
ℓ−1
Pa′
ℓ
,
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤
Here, an arrow Pa → Pb represents the map λp(a,b).
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(2) Let G be the following Brauer tree.
•
•
• •
• • • •
• •
•
1
❅❅
❅❅
❅❅
❅
2 3 4
5
⑦⑦⑦⑦⑦⑦⑦
6
⑦⑦⑦⑦⑦⑦⑦
7
⑦⑦⑦⑦⑦⑦⑦
8
⑦⑦⑦⑦⑦⑦⑦
9
❅❅
❅❅
❅❅
❅
10
❅❅
❅❅
❅❅
❅
Then the alternating signed walk (w, s) given in Example 3.3 corresponds to the fol-
lowing indecomposable pretilting complex P (w, s)
P2
P3
**❱❱❱
❱❱❱❱
❱❱❱❱
44❤❤❤❤❤❤❤❤❤❤❤
P4
P5
**❱❱❱
❱❱❱❱
❱❱❱❱
44❤❤❤❤❤❤❤❤❤❤❤
P6
From Proposition 3.5, we obtain the following result.
Lemma 3.8. (1) For any T ∈ 2-iptiltA, there exists a unique T∨ ∈ 2-iptiltA such
that g(T∨) = −g(T ).
(2) Let i ∈ Q0, and let {M1, . . . ,Mℓ} (resp. {N1, . . . , Nm}) be the set of 2-iptilt(A)
≤
i
(resp. 2-iptilt(A)≥i ). Then we have ℓ = m and
{g(N1), . . . , g(Nℓ)} = {−g(M
∨
1 ), . . . ,−g(M
∨
ℓ )}.
Proof. (1) By Proposition 3.5, we have an alternating signed walk (w, s) such that
T = P (w, s). Then we can take T∨ := P (w,−s). (2) follows from (1). 
The following lemma can be regarded as a special case of [AAC, Proposition 5.11].
For the convenience of the reader, we give a proof here.
Lemma 3.9. Let (w, s), (w′, s′) be alternating signed walks such that P (w, s)⊕P (w′, s′)
is pretilting. Then
(1) s(a) = s′(a) for all a ∈ w1 ∩ w
′
1; and
(2) If w1∩w
′
1 = ∅, and there is a walk •
a
•
b
• of length 2 such that a ∈ w1, b ∈ w
′
1
then s(a) = s′(b).
Proof. Although the statement (1) follows from Lemma 2.12, we also give a proof of
this because it is possible to prove both statements by similar arguments. We set
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w = a1a2 · · · am, w
′ = b1b2 · · · bn, and T := P (s, w)⊕ P (s
′, w′). Complexes P (s, w) and
P (s′, w′) have the following forms:
P (s, w) : · · · → 0→
⊕
i∈I1
Pai
u
−→
⊕
i∈I0
Pai → 0→ · · ·
P (s′, w′) : · · · → 0→
⊕
j∈J1
Pbj
v
−→
⊕
j∈J0
Pbj → 0→ · · · ,
where I0 := {i | s(ai) = 1}, I1 := {i | s(ai) = −1} and J0 := {j | s
′(bi) = 1}, J1 := {j |
s′(bi) = −1}.
(1). Assume that s(a) 6= s′(a) for some a ∈ w1 ∩ w
′
1. Then a = ag = bh for
some 1 ≤ g ≤ m and 1 ≤ h ≤ n, and we have either (a) g ∈ I0, h ∈ J1 or (b)
g ∈ I1, h ∈ J0. Then we can take a nonzero map f ∈ HomA(Pa, Pa) as the composite:
Pa ։ topPa ∼= socPa →֒ Pa, which is a left multiplication of an element x of the simple
socle of Pa. Thus x has a property that
(radA)x = 0 = x(radA). (3.4)
The nonzero map f is regarded as a map either in HomA(
⊕
i∈I0 Pai ,
⊕
j∈J1 Pbj ) in case
(a); or in HomA(
⊕
j∈J0 Pbj ,
⊕
i∈I1 Pai) in case (b). In case (a) we have a commutative
diagram ⊕
i∈I1 Pai
⊕
i∈I0 Pai 0
0
⊕
i∈J1 Pbi
⊕
i∈J0 Pbi
u // //
v
////
f
 
by (3.4) because u, v are given by matrices all entries of which are left multiplications
of elements of radA.
Consider the following diagram to compute HomKb(projA)(P (w, s), P (w
′, s′)[−1]):
⊕
i∈I1 Pai
⊕
i∈I0 Pai 0
0
⊕
i∈J1 Pbi
⊕
i∈J0 Pbi
// //
////
f
 xxq q
q q
q q
q
xxq q
q q
q q
q
This shows that HomKb(projA)(P (w, s), P (w
′, s′)[−1]) 6= 0. Thus HomKb(projA)(T, T [−1]) 6=
0, and T is not pretilting, a contradiction.
In case (b) the same argument applies to see that T is not pretilting.
(2). Assume that s(a) 6= s′(b). Since a ∈ w1, b ∈ w
′
1, we have a = ag, b = bh for some
1 ≤ g ≤ m, 1 ≤ h ≤ n. It follows from s(a) 6= s′(b) that either (a) g ∈ I0, h ∈ J1 or (b)
g ∈ I1, h ∈ J0. Since 0 6= λp(a,b) ∈ HomA(Pag , Pbh) and 0 6= λp(b,a) ∈ HomA(Pbh , Pag),
we can take a nonzero map f := λp(a,b) in HomA(
⊕
i∈I0 Pai ,
⊕
j∈J1 Pbj ) in case (a);
or f := λp(b,a) in HomA(
⊕
j∈J0 Pbj ,
⊕
i∈I1 Pai) in case (b). Using the zero relations
for Brauer tree algebras (i.e., αiβ
i = 0, βiα
i = 0 for each vertex i of QG) we have
fu = 0, vf = 0 in case (a), and fv = 0, uf = 0 in case (b). The rest is the same as in
the case (1). Therefore in each case T is not pretilting. 
The following proposition implies that g-polytope P(A) is convex.
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Proposition 3.10. We have
P(A) = conv(g(M) | M ∈ 2-iptiltA).
Proof. By the definition of convex hull (2.2), we have conv0(T ) ⊆ conv(g(M) | M ∈
2-iptiltA) for all T ∈ 2-tiltA and therefore P(A) is included in the right hand side.
Now for eachM ∈ 2-iptiltA, there exists some T ∈ 2-tiltA such that g(M) is contained
in conv0(T ) [AIR, Theorem 2.10]. Hence all g(M) are contained in P(A). Therefore to
show the converse inclusion it is enough to show that P(A) is convex by the definition
of convex hulls (Definition 2.15(1)).
To this end, it is enough to show the following by Proposition 2.26:
(∗) 2-tiltA admits at most two indecomposable left approximation.
Namely, for each T ∈ 2-tiltA with a decomposition T =
⊕n
i=1 Ti into indecomposable
complexes Ti ∈ 2-tiltA (1 ≤ i ≤ n), and for any left mutation sequence
Ti //
⊕
k∈I Tk // T
′
i
// Ti[1]
with T ′i ∈ 2-ptiltA, we only have to show that #I = |
⊕
k∈I Tk| ≤ 2.
Now from the sequence above we have
g(Ti) + g(T
′
i ) =
∑
k∈I
g(Tk). (3.5)
Furthermore, since Ti, T
′
i , Tk ∈ 2-iptiltA (k ∈ I), it follows by Proposition 3.5 that
g(Ti), g(T
′
i ) and g(Tk) (k ∈ I) are given by some alternating signed walks (w, s), (w
′, s′)
and (w(k), s(k)), respectively. First note that since
⊕
k∈I Tk is pretilting, we have
w
(k)
1 ⊆ w1 ∪ w
′
1 for all k ∈ I (3.6)
by Lemma 3.9(1). Set w′′ := w ∩ w′. We first consider the case that w′′0 6= ∅, and
therefore that w′′ is a walk of a length q ≥ 0.
Case 1. q > 0. Let w′′ := a1a2 · · · aq. Then we may write
w = b1b2 · · · bpa1a2 · · · aqc1c2 · · · cr
w′ = b′1b
′
2 · · · b
′
p′a1a2 · · · aqc
′
1c
′
2 · · · c
′
r′
with p, r, p′, r′ ≥ 0 as in the following figure.
• •
. . . . .
.
• • · · · •
. .
. . . .
• •
b1
❑❑
❑❑
❑❑
bp
❑❑
❑❑
❑❑
❑
a1 a2 aq
c1 sssssss
cr ssssss
b′
p′ ssssss
c′
1
❑❑
❑❑
❑❑
c′
r′
❑❑
❑❑
❑❑
❑b′
1 sssssss
Since Ti 6∼= T
′
i , we have (p, r, p
′, r′) 6= (0, 0, 0, 0). Without loss of generality we may
assume that p > 0.
We divide this case into two cases (a) and (b) below.
Case (a). s(a1) = s
′(a1). Take k ∈ I such that b1 ∈ w
(k)
1 and s
(k)(b1) = s(b1). Such
a k exists because s(j)(b1) ∈ {0, 1,−1} for all j ∈ I and
∑
j∈I s
(j)(bt−1) = s(bt−1) = ±1.
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(In this case, k is unique by Lemma 3.9(1).) Then, since
⊕
k∈I Tk is pretilting, it follows
by Lemma 3.9(2) that {b1, b2, . . . , bp} ⊆ w
(k)
1 . Indeed, if bt−1 ∈ w
(k)
1 but bt 6∈ w
(k)
1 for
some 2 ≤ t ≤ p, then there exists some k′ ∈ I such that bt ∈ w
(k′)
1 and s
(k′)(bt) = s(bt)
by the same reason as above. Here since s(k)(bt−1) = s(bt−1) = −s(bt) = −s
(k′)(bt),
we have s(k)(bt−1) = −s
(k′)(bt). Note that w
(k)
1 ∩ w
(k′)
1 = ∅ by the formula (3.6) and
by Lemma 3.9(1). Then P (w(k), s(k)) ⊕ P (w(k
′), s(k
′)) cannot be pretilting by Lemma
3.9(2), a contradiction (see the figure below).
• • • · · · • • • · · · • · · ·
b1 b2 bt−1 bt bp
· · ·
+ − +
(w(k), s(k))
· · · · · ·
−
(w(k
′), s(k
′))
−
Similarly we also have that {b1, b2, . . . , bp, a1, a2, . . . , aq} ⊆ w
(k)
1 . Then also c1 or c
′
1 is
contained in w
(k)
1 . In the former case, we have w1 ⊆ w
(k)
1 and in the latter case, we
have
{b1, b2, . . . , bp, a1, a2, . . . , aq, c
′
1c
′
2 . . . c
′
r′} ⊆ w
(k)
1 .
By the formula (3.6) we have
w(k) = w or w(k) = b1b2 · · · bpa1a2 · · ·aqc
′
1c
′
2 · · · c
′
r′.
But, if w = w(k), then it follows from s(b1) = s
(k)(b1) that also s = s
(k), and hence
Ti ∼= Tk, a contradiction. Thus, we have w
(k) = b1b2 · · · bpa1a2 · · · aqc
′
1c
′
2 · · · c
′
r′.
Now since
∑
j∈I s
(j)(a1) = s(a1) + s
′(a1) = ±2, there exists one more ℓ ∈ I such that
a1 ∈ w
(ℓ)
1 and s(a1) = s
(ℓ)(a1). Then by a similar argument we have
w(ℓ) = b′1b
′
2 · · · b
′
p′a1a2 · · · aqc1c2 · · · cr.
Hence by Lemma 3.9(1) we see that I = {k, ℓ}. As a consequence, #I = 2 as in the
following figure.
· · ·
(w(k), s(k))
(w(ℓ), s(ℓ))
+
+
−
−
Case (b). s(a1) = −s
′(a1). In this case
s(bp) = −s
′(b′p′), and∑
j∈I
s(j)(at) = s(at) + s
′(at) = 0 for all t ∈ {1, . . . , q}.
(3.7)
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There exists some w(k) such that b1 ∈ w
(k)
1 and s
(k)(b1) = s(b1). By the same argument
as in the case (a) using the equality (3.7) we see that {b1, . . . , bp, b
′
p′, . . . , b
′
1} ⊆ w
(k)
1 . If
r = r′ = 0, then w
(k)
1 = b1 . . . , bpb
′
p′ . . . , b
′
1 and we have #I = 1 by the same argument
as in (a).
Otherwise we may assume r ≥ 1, and similarly there exists some w(ℓ) such that
cr ∈ w
(ℓ)
1 and s
(ℓ)(cr) = s(cr) and we see that w
(ℓ) = cr . . . c1c
′
1 . . . c
′
r′ . In this case
#I = 2 as in the following figure.
(w(k), s(k)) (w(ℓ), s(ℓ))
+
−
−
+
Case 2. q = 0. This is an easier case, and a similar argument works to show that
#I ≤ 2.
Finally consider the remaining case where w′′0 = ∅. Then by the same argument
as above we have (w, s) = (w(k), s(k)) for some k ∈ I, which implies that i ∈ I, a
contradiction. 
Remark 3.11. The proof of (∗) above gives a description of
⊕
k∈I Tk. There is an
alternative proof without this description as follows, which was informed us by the
referee and by Toshitaka Aoki.
Case 1. Assume that T = A =
⊕n
i=1 eiA. In this case, we have left mutation
sequence
eiA //
⊕
k∈Q0 ekA
// eiA
′ // eiA[1]
where k runs over all vertices which are the target of outgoing arrows of Q from i.
Then, since A is a Brauer tree algebra, we have |
⊕
k∈Q0 ekA| ≤ 2 .
Case 2. Next we consider the general case. Since T is a tilting complex, it gives
an equivalence functor FT : K
b(projA) → Kb(projA′), where A′ := EndKb(projA)(T ).
In particular, FT sends the above mutation sequence to the one of K
b(projA′) and the
number of indecomposable direct summands is preserved. Thus, |
⊕
k∈I Tk| ≤ 2 follows
from Case 1 since A′ is also a Brauer tree algebra.
As a consequence, we have the following result, which shows that the polytope P(A)
has a symmetric shape.
Corollary 3.12. For each i ∈ Q0, we have⋃
T∈2-tiltA≤
i
conv0(T ) = conv(g(M) | M ∈ 2-iptiltA
≤
i ),
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⋃
T∈2-tiltA≥
i
conv0(T ) = conv(g(M) | M ∈ 2-iptiltA
≥
i ).
Moreover, we have ⋃
T∈2-tiltA≥
i
conv0(T ) = −
⋃
T∈2-tiltA≤
i
conv0(T ).
Proof. We show the first equality. The second one is shown similarly.
By Lemma 2.21 (3), the left hand side is P(A)∩H≤i . On the other hand, Proposition
3.10 implies that P(A) = conv(g(M) | M ∈ 2-iptiltA). Thus the equality follows from
Lemma 2.21 (1) and (2). Moreover, Lemma 3.8 implies that
conv(g(M) | M ∈ 2-iptiltA≥i ) = conv(−g(M
∨) | M∨ ∈ 2-iptiltA≤i )
= − conv(g(M∨) | M∨ ∈ 2-iptiltA≤i ).
Therefore we get the third equality. 
Now we give a proof of Theorem 3.1.
Proof of Theorem 3.1. Let P :=
⋃
T∈2-tiltA≤
i
conv0(T ) and Q :=
⋃
T∈2-tiltA≥
i
conv0(T ).
Since we have P = −Q by Corollary 3.12, the f -vectors of the simplicial complexes
induced by their unimodular triangulations coincide by Theorem 2.16. Then Lemma
2.21 (4) proves the assertion. 
4. Mutation and 2-term pretilting complexes
In this section, we show that the f -vector, or equivalently, the number of 2-ptiltj (AG)
depends only on the number of G and it is independent of the shape of G. For this
purpose, we study the relation between simplicial complexes associated to algebras
which are derived equivalent to each other. In particular, we show that the derived
equivalence functor given by mutation induces a correspondence between one half of
one of the simplicial complexes to one half of the other.
The aim of this section is to show the following result.
Theorem 4.1. Let G be a Brauer tree with an arbitrary multiplicity and AG the Brauer
tree algebra of G. Then the f -vector of ∆(AG) only depends on the number of edges of
G. In particular, it is invariant under derived equivalences.
In the sequel, let G be a Brauer tree with multiplicity 1 and AG the Brauer tree
algebra of G. We keep Notation 2.9, and we set A := AG and n := |G| = |A|.
We fix i ∈ Q0. Then we define the 2-term tilting complex obtained by the left
mutation from A
µLi (A) := µ
L
eiA
(A) := (· · · 0 // eiA
Ä
f
0
ä
//
Ç⊕
j∈Q0
i→j
ejA
å
⊕ (1− ei)A // 0 · · · ),
where f is the left minimal add((1 − ei)A)-approximation [AI]. One can define the
right mutation µRi dually.
The following results follow from [K, R1] (see also [S2]).
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Proposition 4.2. (1) For any i ∈ Q0, we have EndKb(projA)(µ
L
i (AG))
∼= Aµi(G),
where µi(G) denotes the Kauer move obtained from G.
(2) Let G′ be a Brauer tree. Then |G| = |G′| if and only if there is a sequence
G := G0, Gk+1 := µik(G
k) and G′ := Gm of Brauer trees and ik ∈ QGk ,0 such
that EndKb(projA)(µ
L
ik
(AGk)) ∼= AGk+1 for any 0 ≤ k ≤ m− 1. In particular AG
and AG′ are derived equivalent.
For the convenience of the reader, we briefly recall the notion of Kauer move, using
the following example.
Example 4.3. For a given Brauer tree graph G, we get the new Brauer graph µi(G)
by applying the Kauer move associated to the edge i as follows:
(1) G =
• •
• • • •
• •
i
.
.
. .
.
.
µi(−)
7→ µi(G) =
• •
• • • •
• •
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁
.
.
. .
.
.
(2) G =
•
• • •
•
i
.
.
.
µi(−)
7→ µi(G) =
•
• • •
•
i
◆◆◆
◆◆◆
◆◆◆
◆◆
.
.
.
Next, we introduce the following terminology.
Definition 4.4. Let X, Y ∈ 2-ptilt(A). Then denote by X ≥ Y if Hom(X, Y [i]) = 0
for all positive integer i > 0. Since complexes are 2-term, this condition is equivalent
to the condition that Hom(X, Y [1]) = 0. Note that ≥ is a partial order of 2-tilt(A)
[AI].
We fix i ∈ Q0 and an integer j such that 1 ≤ j ≤ n.
Lemma 4.5. The following equalities hold.
(1) 2-ptiltj (A)≤i = {T ∈ 2-ptilt
j (A) | µLi (A) ≥ T}.
(2) 2-ptiltj (A)≥i = {T ∈ 2-ptilt
j (A) | T ≥ µRi (A[1])}.
Proof. (1) Let X = (· · · 0 → X−1 → X0 → 0 · · · ) ∈ 2-ptiltj (A)≤i . We will show that
HomKb(projA)(µ
L
i (A), X [1]) = 0. Since eiA 6∈ addX
0 and f is the approximation, there
exists a homomorphism f ′ such that the following diagram commutes:
eiA
Ä
f
0
ä
//

Ç⊕
j∈Q0
i→j
ejA
å
⊕ (1− ei)A
f ′
vv♥ ♥
♥ ♥
♥ ♥
♥
X−1 // X0
Thus we have HomKb(projA)(µ
L
i (A), X [1]) = 0.
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Conversely, let X ∈ {T ∈ 2-ptiltj (A) | µLi (A) ≥ T}. If there exists eiA ∈ addX
0,
then we can take the canonical inclusion ιi from eiA to X
0. On the other hand, our
assumption implies that there exist homomorphism a, b such that ιi = ga+ b1f :
eiA
Ä
f
0
ä
//
ιi

a
⑦
⑦
⑦
⑦
⑦
Ç⊕
j∈Q0
i→j
ejA
å
⊕ (1− ei)A
b=( b1 b2 )
vv♥ ♥
♥ ♥
♥ ♥
♥
X−1
g // X0
Hence, we have
1leiA = πiιi ∈ radA(eiA, eiA),
where πi is the canonical projection from X to eiA, which is a contradiction.
(2) The second equality holds dually. 
Next we give the following lemma.
Lemma 4.6. (1) We have #2-ptiltj (AG)
≤
i = #2-ptilt
j (Aµi(G))
≥
i .
(2) We have #2-ptiltj (AG)
0
i = #2-ptilt
j (Aµi(G))
0
i .
Proof. (1) By Proposition 4.2, we have EndKb(projA)(µ
L
i (AG))
∼= Aµi(G). Then there
exists the induced equivalence F : Kb(projAG) → K
b(projAµi(G)). It sends µ
L
i (AG)
to Aµi(G), and ek(AG) to e
′
kAµi(G) for any k 6= i ∈ QG,0, where e
′
k is the idempotent
µLi (AG) ։ ekAG →֒ µ
L
i (AG) of Aµi(G). Note that F preserves ≥ and mutations be-
cause F is an equivalence. Thus, we have F (AG[1]) ∼= µ
R
i (Aµi(G)[1]). Therefore, by
Lemma 4.5, we have the equalities:
#2-ptiltj (AG)
≤
i = #{T ∈ 2-ptilt
j (AG) | µ
L
i (AG) ≥ T}
= #{T ∈ 2-ptiltj (AG) | µ
L
i (AG) ≥ T ≥ AG[1]}
= #{T ∈ 2-ptiltj (Aµi(G)) | Aµi(G) ≥ T ≥ µ
R
i (Aµi(G)[1])}
= #{T ∈ 2-ptiltj (Aµi(G)) | T ≥ µ
R
i (Aµi(G)[1])}
= #2-ptiltj (AG)
≥
i .
Thus we get (1). Since F gives an equivalence add(µLi (AG)) → projAµi(G), we have
(2). 
Remark 4.7. By Lemma 4.6, we have a poset isomorphism from 2-tilt(AG)
≤
i to
2-tilt(Aµi(G))
≥
i as shown in the following example.
Example 4.8. Consider the following Brauer trees.
G :=
•
• • •
1
32
, H := µ1(G) = • • • •
1 2 3 .
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Then 2-tilt(AG)
≤
1 and 2-tilt(AH)
≥
1 are given by the thick arrow parts of the left and
the right figure, respectively.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
Now we are ready to show Theorem 4.1.
Proof of Theorem 4.1. First, consider the case that G has the multiplicity 1. Let i ∈
Q0. By Theorem 3.1 and Lemma 4.6, we have the following equalities:
#2-ptiltjAG = #2-ptilt
j (AG)
≤
i + #2-ptilt
j (AG)
≥
i − #2-ptilt
j (AG)
0
i
= 2#2-ptiltj (AG)
≤
i − #2-ptilt
j (AG)
0
i
= 2#2-ptiltj (Aµi(G))
≥
i − #2-ptilt
j (Aµi(G))
0
i
= #2-ptiltj (Aµi(G))
≤
i + #2-ptilt
j (Aµi(G))
≥
i − #2-ptilt
j (Aµi(G))
0
i
= #2-ptiltj (Aµi(G)).
By Proposition 4.2, if |G| = |G′|, then G and G′ can be related by applying Kauer
moves repeatedly. Thus we have proved Theorem 4.1 for Brauer tree algebras with
multiplicity 1. Moreover, we can explain the same consequence for the case of an
arbitrary multiplicity as follows. Proposition 3.5 holds for Brauer tree algebras with
an arbitrary multiplicity by [AAC, Theorem 4.6] (this is just because the isoclasses
of indecomposable 2-term pretilting complexes does not depend on the multiplicity).
Thus the above arguments work similarly and we get the same conclusion (this fact
also follows from the result by [EJR].) 
5. Enumeration of f-vectors
In this section, we give explicit descriptions of the f -polynomial and the h-polynomial
of ∆(AG) for Brauer tree algebras AG. As an application of our results, we will give
the formulae for biCatalan numbers in the sense of [BR]. We denote by
Ä
n+j
j,j,n−j
ä
:=
(n+ j)!/j!j!(n− j)! for 0 ≤ j ≤ n. We have the following result.
Theorem 5.1. Let G be a Brauer tree and AG the Brauer tree algebra of G. Then the
f -polynomial and the h-polynomial of ∆(AG) are given as follows :
f(x) =
n∑
j=0
(
n+ j
j, j, n− j
)
xn−j, h(x) =
n∑
k=0
(
n
j
)2
xn−j .
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In particular, the number of 2-term tilting complexes of Kb(projAG) is
Ä
2n
n
ä
.
Proof. Let G be the following star-shaped Brauer tree :
G =
•
• • •
•
1
n
3
2
.
.
.
.
By Theorem 4.1, it is enough to show that the statement holds for ∆(AG). It is easy
to check that
2-iptiltAG = {Pi, Pi[1], (Pi → Pj) | 1 ≤ i, j ≤ n, i 6= j},
where (Pi → Pj) denotes the indecomposable 2-term pretilting complex.
On the other hand, we let
PAn := conv(ei − ej | 1 ≤ i, j ≤ n + 1, i 6= j),
which is called the root lattice polytope of type An [ABHPS]. It is an n-dimensional
polytope in Rn+1 contained in the hyperplane {v ∈ Rn+1 |
∑n+1
k=1 vk = 0}.
Then by taking [Pi] := e1 − ei+1 for any i, we have P(AG) = conv(g(M) | M ∈
2-iptiltAG) = conv([Pi],−[Pi],−[Pi] + [Pj ] | 1 ≤ i, j ≤ n) ≃ PAn . Because ∆(AG)
is given by one of the unimodular triangulations of PAn , the assertion follows from
[ABHPS]. 
Finally we give an application to the enumeration problem of biCatalan combina-
torics. Here we briefly recall the theory of Coxeter-biCatalan combinatorics. We refer
to the original paper [BR], and also [Re1, Re2, RS] for more background details.
Let W be the Weyl group of type An, which is isomorphic to the symmetric group
of rank n+1. We regard W as a poset defined by the (right) weak order ≤. Note that
W is a lattice, that is, for any x, y ∈ W , there is a greatest lower bound x ∧ y and a
least upper bound x ∨ y.
An equivalence relation≡ onW is called a congruence if it has the following property:
If x1 ≡ y1 and x2 ≡ y2, then we have x1 ∧ x2 ≡ y1 ∧ y2 and x1 ∨ x2 ≡ y1 ∨ y2 for all
x1, x2, y1, y2 ∈ W . Given a congruence Θ on W , we define the quotient lattice W/Θ,
which is defined as follows: A Θ-class C1 is less than or equal to a Θ-class C2 in W/Θ
if there exists an element x1 of C1 and an element x2 of C2 such that x1 ≤ x2 in W .
For two congruences Θ and Θ′, we define Θ ≤ Θ′ if, for any x, y ∈ W , x ≡Θ y implies
x ≡Θ′ y. Then the set of congruences turns out to be also a lattice.
Let Q be a quiver of type An. We define a Coxeter element c of W as an expression
si1si2 · · · sin such that if there is an arrow j → i in Q, then si appears before sj in
the expression si1si2 · · · sin. It is uniquely determined as an element of W . We call
c a bipartite Coxeter element if Q has only sinks and sources. Moreover, we define a
congruence Θc on W called the c-Cambrian congruence, which is defined as follows.
Let HasseW be the Hasse quiver of W and εc := {sjsi → sj | j → i ∈ Q1} of arrows
of HasseW . We say that Θ contracts an arrow x→ y in HasseW if x ≡Θ y. Then we
define Θc to be the minimum congruence that contracts all arrows in εc (we refer to
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[Re1] for the precise definition). Then we define the quotient lattice W/Θc as above,
which is called the Cambrian lattice of W .
Now consider the usual representation ofW as a reflection group acting on the space
Rn with trivial fixed subspace. The collection of hyperplanes that define the reflec-
tions is the Coxeter arrangement of W . The hyperplanes in the Coxeter arrangement
cut the space into cones, which constitute a fan called the Coxeter fan (see [BB] for
details). Moreover, define the Cambrian fan Camb(W, c) by coarsening the Coxeter
fan obtained by gluing together maximal cones according to an equivalence relation on
Θc. Then the maximal cones of Camb(W, c) correspond to the classes of W/Θc and
they are naturally indexed by c-sortable elements of W [RS].
Moreover, we take ΘbiC := Θc ∧ Θc−1 , that is, the greatest lower bound of Θc and
Θc−1. Then, as in the same way as above, we define the quotient lattice W/ΘbiC (resp.
the fan biCamb(W, c)), called the biCambrian lattice (resp. the biCambrian fan) [BR].
The biCambrian fan biCamb(W, c) is also defined as the coarsest common refinement
of the two Cambiran fans Camb(W, c) and Camb(W, c−1). Note that the maximal
cones of biCamb(W, c) correspond to classes ofW/ΘbiC and they are naturally indexed
by c-bisortable elements of W [BR].
We define the simplicial sphere underlying biCamb(W, c) to be the intersection of
biCamb(W, c) and a unit sphere centered at the origin. In [BR] (also in [DIRRT]), it is
shown that it is a simplicial complex and the h-vector has been studied [BR, Theorem
2.13]. Then our result also implies the same consequence.
Theorem 5.2. Let W be the Weyl group of type An and c a bipartite Coxeter element
of W . The f -polynomial and the h-polynomial of the simplicial sphere underlying
biCamb(W, c) are given as follows :
f(x) =
n∑
j=0
(
n+ j
j, j, n− j
)
xn−j , h(x) =
n∑
j=0
(
n
j
)2
xn−j.
Proof. Let G be a linear tree given by
G = (•
1
•
2
· · · •
n
•).
Then the Brauer tree algebra AG has the following structure:(
1
2
1
)
⊕
(
2
1 3
2
)
⊕ · · · ⊕
Å
n−1
n−2 n
n−1
ã
⊕
Ä n
n−1
n
ä
.
Recall that we call a complex P in Kb(projA) silting if HomKb(projA)(P, P [i]) = 0 for
any i > 0 and if it satisfies (3) of Definition 2.10. Then, according to [Ad, Theorem
3.3], we have a poset isomorphism
2-tiltAG
≃
→ 2-silt(AG/ soc(AG)),
where 2-silt(AG/ soc(AG)) is the set of isoclasses of basic 2-term silting complexes and
soc(AG) is the right socle of AG, which coincides with the left socle and is a two-sided
ideal of AG.
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Let Π be the preprojective algebra of type An, that is, the algebra
k( 1
a1 // 2
a2 //
a∗
1
oo · · ·
a∗
2
oo
an−2 // n− 1
a∗n−2
oo
an−1 // n
a∗n−1
oo )/I,
where I = 〈
∑n
i=1(a
∗
iai−ai−1a
∗
i−1)〉. Then, since AG/ soc(AG) is isomorphic to Π/ rad
2(Π),
we have the following poset isomorphisms by the above isomorphism and [DIRRT, The-
orem 7.10]:
2-tiltAG ≃ 2-silt(AG/ soc(AG)) = 2-silt(Π/ rad
2(Π)) ≃ Tor(Π/ rad2(Π)) ≃W/ΘbiC ,
where Tor(Π/ rad2(Π)) denotes the set of torsion classes of the category of finite di-
mensional Π/ rad2(Π)-modules. Note that the partial order of 2-term silting complexes
coincides with that of torsion classes [AIR, Corollary 3.9], and hence we can apply
this result. Since the poset structure of 2-tiltAG is entirely determined by the cones of
g-vectors [DIJ, Corollary 6.13], ∆(AG) is combinatorially equivalent to the simplicial
sphere underlying biCamb(W, c). Then the assertion follows by Theorem 5.1. 
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