INTRODUCTION
In recent years there has been an increased tendency towards collecting and analyzing disaggregate data. In the Netherlands for instance, the Central Bureau of Statistics publishes quarterty National Accounts which were until a few years ago only available on an annual basis. In the U.S., many series are nowaday avallabTe on a monthly basis.
In this paper, we show how much additional information 15 Contained 1n the temporally disaggregate data that can be used to lmprove the torecast performance at the disaggregate level. Throughout the paper, we assume that the observations are measured without error. Knowledge about the expected gain of information is required to decide on whether to collect data with a higher frequency. Moreover, our results can contribute to solving the choice problem of using infrequently sampled data with negligible measurement errors or data at a disaggregate level which generally include larger errors as they are often partly constructed or estimated.
We restrlct ourselves to the comparison of the forecast accuracy of correctly specified univariate ARIMA-models based on data observed with a low and high frequency respectively. The implication of temporal aggregation for the model specification and for parameter estimation have been studied by Brewer (1973) and Weiss (1984) for ARMA and ARMAX-models, and by Engle and Liu (1972) , Geweke (1978) , Mundlak (1971) , Teriisvlrta (1980 ), Wei (1978 and Zellner and Montmarquette (1971) among others for regression models. Palm and Nijman (1984) considered the identification and estimation of ARIMA-models for variables that are sampled wlth longer intervals than the lnterval of realizatlon. The estimation of the unobserved realizations has been considered in the literature on interpolation and distrlbution of time series (see c.g. Chnw and Lin (1971) , Fernandez (1981) , Harvey and Pierse (1984) , Nijman (1985) , Nljman and Palm (1986) and Litterman (1983) ). The loss of information due to contemporaneous aggregation has been analyzed by Kohn (1982) , L'utkepohl (1984,a,b) , Rose (1977) and Tiao and Guttman (1983) .
Most closely related to our work are the attempts by e.g. Ahsamullah and Wei (1984) , Amemiya and Wu (1972) and L'utkepohl (1986) to quantify the effect of temporal aggregation on the forecast error variance tor thẽ aggregated time series. Ahsamullah and Wei (1984) and Amemiya and Wu (1972) consider flow variables that are generated by known stattonary ARMA(1,1) and AR(1) models respectively, whereas Lutkepohl (1986) In this paper, we are concerned with predicting disaggregate times series given that the reallzations are sampled wlth a lower frequency. We show how for instance quarterly models can be used to predict one quarter ahead even if only annual data are available and we compare the variance of the prediction error in this case with the prediction error variance when the process is observed each quarter.
The plan of the paper is as follows. In section 2, we present some analytical results on the reduction in the variance of the prediction error due to increasing the frequency of sampling to become identical to that of the realization of the variables. The information gain is substantial only in a situatlon of short term forecasting when the autoregressive parameter is large in absolute value. 
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where we drop the assumption that Tlm is integer-valued. Truncating the sum in (13) at i~ [Tlm] , these resutts can be used for example to compute semi-annual forecasts from annual observations on flow variables if Yt is generated by (1).
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The variance of the prediction error whlch we denote by v is the constant term in g~`(z) which after some maniputation can be expressed as
For the variance of the prediction error, we get 
m which yields the upperbounds on Yk,r presented in table 3. The information gain caused by the use of high frequency data 1s usually much larger than that in table 2. Again the variance of the prediction error of data aggregated over three periods is occasionally smaller than that of aggregates over two periods. Note that the variance of the error of predictions based on the lncomplete data is no longer a non-decreasing function of k. Therefore the upperbound no longer coincides with Vk,m-1' For more general ARIMA-models it will usually be cumbersome to derive analytical expressio~:s for the gain in forecast accuracy using e.g. the Wien~r-Komolgorov filtering theory. In these cases, the recursive Kalman filter (see e.g. Harvey (1981) or Anderson and Moore (1979) ) can be used to evaluate the conditional expectations and the associated variances of the prediction errors numerically in a straightforward way. The predictive accuracy gain from disaggregate sampling for the ARI(1,1) model (17) and the IMA(1,1) model 
ARIMA MODELS WITH ESTIMATED PARAMETERS
In the preceding section we have assumed that the parameters of the data generating process are known. One could argue that the figures glven in section 2 underestimate the efficiency gain in applicattons where the parameters have to be estimated and can be estimated more accurately if the frequency sampling is increased. In this section we drop the assumption that the parameters are known and we present approximations up to order T-1 for the prediction error variances when the parameters have been estimated. Evidently the results in the previous section are valid if T is sufficiently large. The identification and estimation of ARIMA models from temporally aggregated data is discussed in Palm and Nijman (1984) . Their results suggest that the efficiency gain of maximum likelihood parameter estimation from increasing the frequency of observatlon strongly depends on the data generating process.
In this section, we analyze how parameter estimation affects the accuracy gain in prediction expected from more frequent observation. As in section 2, we first consider the AR(1)model (1) assuming that YL is a stock variable. Straightforward substitution yields that the low freqeuncy data are generated by an AR(1)model as well,
13 with~y : pm, oa~( i-p2m)(1-p2)-I o~, Vt and Vs lndependent if t, s~Tm.
The parameter p is identified 1n (22) if its sign is known a priort. In appendix A it is shown that if p~0, we have
where p is the maximum likelihood (ML) estimator of p based on Yt (t~Tm).
Substituting the estimate "p 1n (2) one obtains kfr ktr-1
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The mean squared error ( MSE) of the second term can be approximated up to order If a flow variable Yt is generated by the AR(1)model in equation (1), the low frequency data Yt, t f Tm, are generated by the ARMA(1,1)model
Yt -V~Yt-m } Vt -I~V t-m~( 27) 2 where~y -pm, VL and Vs are independent for t, s~Tm and t~s, vt -N(0, ov) and the parameter l~has been defined in section 2. In appendix A we show that p can be identified from the observations Yt (t~Tm).
Using the asymptotic distribution of unrestricted efflcient estimates of (y, I~, ov) we moreover show that the maximum likelihood estimator of p in the restricted model (27) is asymptotically normally distributed
2 where q is a function of p and oE ( see appendix A).
If E[Yt~k~Yt t E Tm (--)] in equation ( 13) 1s expressed as ï ai YT-r-i,m i-0
the MSE of the prediction error in case of parameters estimated from an independent sample can be approximated up to order T-1 by
with d -i.
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If estimation and prediction are based on the same sample (29) in Palm and Nijman (1984) .
In such cases the additional information contained in high frequency data can indeed be very substantial.
Finally we consider in this section the case where a stock variabte Yt is generated by the ARI(1,1)model (17). The analogue of equation (27) where the same notation is used. The asymptotic variance of the ML estimate p is also given in equation (28). Defining the coefficients bi using (19) by EIYTfk~Yt t`Tm(' ')]~YT-r t 1~0 bi Am YT-r-im the analogue of (29) 
PREDICTION ACCURACY GAIN FROM DISAGGREGATING THE GNP SERIES FOR THE NETHER-

LANDS.
In this section, we illustrate how in practice one can determine whether it is worthwhile to increase the frequency of collecting observations on a variable.
We consider that quarterly GNP series for the Netherlands that has recently been 
respectively. The parameters have been estimated by maximum likelihood (ML).
Standard errors given between parentheses. From tables 4 and 6, it is now obvious that the increase in forecast accuracy due to the availability of quarterly data can be more than 50X. The details are given in table 10. Note that here the increase in efficiency is strictly increasing with r, the number of periods since the last observation. Also, even one is interested tn annual forecasts on1y, quarterly data can be substantially more informative than annual observations. The quarterly data can also be used to forecast monthly GNP and to estimate the 
1 '3 where l~is defined by the equality of the first autocorrelation of (35) Monthly forecasts can now be generated from quarterly data using (34). In appendix B, it is shown that
The variance of the prediction error of ( 36) can be compared with that of the optimal predictor from monthly data
The empirical results are presented in table 11 where 1t is assumed that a and c are known a priori. Evidently, this table suggests that monthly data on GNP in the Netherlands would hardly contain more information then the existing quarterly series. Nevertheless, the change in the predictive accuracy for longer forecast horizons 1s probably larger than suggested by table 11. hich is also compatible with the quarterly model (40) (
that describes the seasonally unadjusted data constructed by De Nederlandsche Bank (1982) very well.
One might be tempted to think that (41) can be used to obtain quarterly unadjusted forecasts from annual data. However, evidently the seasonat pattern cannot be reconstructed from annual data only. In appendix C, we show that the quarterly forecasts from annual data generated by (41) coinclde wtth those obtained from (33), that is for both models one obtains forecasts of the adjusted series. For policy purposes, these will usually be the most interesting. If forecasts of the seasonals are required, some information on the seasonal pattern will have to be provided.
5: . ONCLUDING REMARKS
In this paper, we analyzed the predictive accuracy 9ain of k-step ahead forecasts from univariate ARIMA models which results from increasing the frequency of sampling. For simple time series models wtth known parameters, analytical expressions for the information gain were obtained. For more general ARIMA models, this gain was evaluated numerically using the Kalman filter equations.
Next, we obtained approximations for the predictive accuracy gain due to more frequent sampling for modets with estimated parameters. These results were used to evaluate the additional information content of recently collected quarterly GNP data for the Netherlands and to consider whether it is worthwhile to construct monthly data.
The main conclusions are as follows :
For variables generated by a first order autoregressive model with known parameters, the information gain is substantial only 1n shortrun forecasttng when subsequent realizattons are strongly correlated.
We con~ecture that this result can be extended to more general stationary pro- For variables generated by non-stationary models, the efficiency gain of more frequent sampltng can be lmportant in shortrun torecasting but will often be negligible when the forecast horizon becomes large. The results for the GNP series in the Netherlands suggest that the constructton of quarterly GNP data has reduced the variance of prediction errors considerably but that further disaggregation into monthly data would hardly yteld extra tnformation.
Although we 11m1t ourselves to univariate time sertes models, the results are likely to contatn relevant indications tor multivarlate models as the variances of the prediction errors for univariate and multivariate models have often similar properties. Finally, as many macroeconomic variables can be adequately described by IMA(1,1) processes, the results 1n this paper can often be applied to decide whether lncreasing the frequency of observatton will be worthwhile. We derive the optimal monthly prediction of GNP in the Netherlands based on quarteriy data assuming that (34) holds, and we discuss the derivation of the numerical results on the reductlon of the prediction error varlance that could be obtained if monthly data were collected.
For simplicity we assume that r~0. In order to dertve (38) 
