Information, as well as its qualifiers, or metainformation, forms the basis of human decisionmaking. Modeling human reasoning therefore requires the development of representations of both information and meta-information. However, while existing models and modeling approaches may include computational technologies that support meta-information analysis, they generally neglect its role in human reasoning. Herein, we describe the application of Bayesian Belief Networks to model how humans calculate, aggregate, and reason about metainformation when making decisions.
INTRODUCTION
Decision-making in real-time, dynamic environments is increasingly becoming a complex information management task, as new technologies generate everlarger amounts of potentially relevant data. Decisionmakers must therefore manage this incoming information, integrating it with previously gained knowledge to develop an understanding of the current situation (termed "situational awareness" by (Endsley & Garland, 2000; Endsley, 1995) ). With this understanding, the decisionmaker develops and selects a course of action that he or she believes will lead to a successful outcome. The ability to successfully decide on an effective course of action depends on the decision-maker's skill and experience in processing and understanding information. This ability fundamentally relies not only on understanding the domain-related information but also on the qualities of that information (e.g., recency, reliability), or the associated meta-information. Such qualities can critically influence how a decision-maker will process information, understand information, and choose a course of action based on that information.
Our analysis of cognitive tasks across different domains (e.g., wildfire management, military command and control, intelligence analysis, sensor management, weather impact analysis) has revealed that decisionmakers reason using meta-information (Pfautz et al., 2006) . As such, we have applied working definitions for terms that we use throughout this paper, as adapted from (Pfautz et al., 2005; Potter et al., 2000) (Potter, Roth, Woods and Elm, 2000) :
• Data is output (processed or unprocessed) from a human or machine system that may or may not be useful in the decision-making process (e.g. radar reports atmospheric conditions of (x, y), Joe says a storm is coming, etc.) • Information is recognized inputs that are necessary or usable in a directed decision-making process (e.g., a storm is coming that may affect the UAV's flight capabilities) • Meta-data is characteristics or qualifiers of data (e.g., ground-based radar Y can only locate aircraft with an error of +/-1.5m) • Meta-information is characteristics or qualifiers of information, affecting a human's (or behavior model's) information processing, situation awareness, and decision-making (e.g., there is only 10% confidence that the threat is located at (x, y), therefore I will confirm its location before launching countermeasures) These definitions are highly dependent on the particular cognitive task and the context in which that task is performed. Nevertheless, they serve to explicitly identify the critical role of meta-information in human decisionmaking. Our general approach to understanding the specific role of meta-information in this process involves an iterative application of Cognitive Systems Engineering (CSE) involving several phases of cognitive analysis, concept development, and user evaluation (Roth & Patterson, 2005; Potter et al., 2000) .
Because of its critical role, it is essential to capture metainformation in advanced human behavior models such as SAMPLE (Harper et al., 2000) , SOAR (Laird, 1987) , or ACT-R (Anderson & Lebiere, 1998) . While each of these models provide generic representations that will allow a savvy designer to integrate meta-information, none of them require or particularly encourage the inclusion of meta-information in models of human decision-making. In general, modelers do not address meta-information in these representations. Meta-information is not always available in the incoming data stream for these models, and may need to be separately obtained either through specific requests or additional computation. Once obtained, it would need to be integrated into a larger decision-making process (i.e. the role of track confidence in air combat threat analysis). In addition, types of metainformation are not always independent, meaning additional aggregation might be necessary before application to information processing, situation assessment, or decision-making processes. Clearly, incorporating meta-information in human behavior models represents a significant challenge.
In our efforts to model expert human decision-making behaviors using SAMPLE (Wallenstein et al., 2006; Harper et al., 2000) , we have explored a number of approaches to the inclusion of metainformation, including rule-based behavior moderation (Aykroyd et al., 2005) and direct decision-making procedure modification (Guarino, Harper, & Zacharias, 2004) . Often, in implementing decision-making processes described or demonstrated by subject matter experts (SMEs), we apply Bayesian Belief Networks (BBNs) to capture the situation assessment (SA) processes and metainformation gathering processes that individual decisionmakers use to aggregate data and construct beliefs about their environment. In past efforts, we have applied metainformation to SA processes in several ways, including information filtering (e.g., determining which information behavior models should attend to), input calculations (e.g., moderating sensor readings based on metainformation about those sensors), and direct SA impact (e.g., additional nodes in SA models).
The focus of the research reviewed in this paper has been the exploration of Bayesian approaches to modeling reasoning about meta-information within our human behavior models. This research spans across several efforts and domains. In each of these efforts, one of our underlying goals was to understand the nature of the influence of meta-information, and generate approaches to modeling its impact. In Section 2, we describe relevant background material, including related material on human and computational reasoning about uncertainty. In Section 3, we cover methods for computing and aggregating meta-information from incoming data, as well as methods for incorporating meta-information into human behavior models. Finally, in Section 4, we present conclusions and directions for future work.
BACKGROUND
Most recent research into the kinds of difficulties presented by the need for decision-makers to reason about meta-information have been centered on uncertainty (Trickett et al., 2005; Sarter & Schroeder, 2001; Watkins, 2000; Bisantz, 1997; Teigen, 1988) . We posit that uncertainty of information is only one type of qualifier that may affect information processing, situation awareness, and decision-making. Below, we discuss relevant research that has been focused on the role of uncertainty in human-decision-making and computational approaches to managing uncertainty. We also present our prior attempts to broadly define the types of metainformation we have encountered across different decision-making domains and a description of the SAMPLE architecture in which we develop human behavior models.
UNCERTAINTY AND HUMAN DECISION-MAKING
Human decision-making under uncertainty is recognized to deviate from classical, logical decision-making and to be based largely on experience-based heuristic methods (Kahneman, Slovic, & Tversky, 1982) . Several attempts have been made to categorize different types of uncertainty and to identify how they affect the decisionmaking process. One method for classifying uncertainty is to look at its source (Booker, Anderson, & Meyer, 2003; Schunn, Kirschenbaum, & Trafton, 2003) . Another method is to examine its use in the decision-making process, resulting in categories of uncertainty (Yovits & Abilock, 1974) . Another set of classifications developed by Lipshitz and Strauss (1996) divides forms of uncertainty into inadequate understanding, lack of information, and conflicted alternatives. Similar taxonomies were developed by Schunn et al (2003) and Klein (1998) . While these classifications of uncertainty and an understanding of their impacts on decision-making have been useful in the development of models of human behavior, they may not generalize to other types of metainformation not fundamentally based on uncertainty.
COMPUTATIONAL APPROACHES TO UNCERTAINTY
Computational systems have been developed to reason about uncertainties present in the real world in tasks ranging from weather forecasting to network security to financial risk management. To support this development, a variety of computational approaches have been developed to explicitly support reasoning about one or more types of uncertainty (Halpern, 2003; Parsons, 2001 ). These approaches include: probability measures, Dempster-Shafer belief functions (Russell & Norvig, 2003) , extensions to first order logic (e.g., defeasible reasoning (McCarthy & Hayes, 1969) , argumentation (Lin, 1993) ), ranking functions, "plausibility" measures (Halpern, 2003) , fuzzy set theory (Zadeh, 1965) , and causal network methods (e.g., Bayesian belief networks (Pearl, 2001) , similarity networks (Geiger & Heckerman, 1996) , influence diagrams (Howard & Matheson, 1984) ). This list, by no means exhaustive, represents the focus of computational research on the need to support automated reasoning about uncertainty.
Relatively recently, there has been increased interest in the management of meta-data, a term used to describe more broadly the various ways that data may be qualified (Havenstein, 2006; Marco & Jennings, 2004) . This term has been applied to file systems, computer programs, images, relational databases, and data warehouses (i.e., its application is largely contained within the information technology community). Examples of meta-data include how, when, and by whom a particular set of data was collected, and how the data is formatted. This work has been focused on the tagging and handling of data according to its meta-data. Also, these efforts have been focused on the qualities inherent in the data rather than the qualities of the information that are used by a human decision-maker, and are thus less pertinent to our interest in modeling human behavior and meta-information.
SOURCES AND TYPES OF META-INFORMATION
In analysis efforts in previous work (Pfautz et al., 2005) , we identified the main types of meta-information that impact the decision-making process ( Figure 1 ). These types were derived from Cognitive Task Analysis (CTA) with a number of Subject Matter Experts (SMEs) in several military and commercial domains. We iteratively performed cognitive analysis, concept development, and user evaluation phases as part of a Cognitive Systems Engineering (CSE) approach with approximately 30 domain experts in over 400 hours of interviews. Based on a wide literature review (Burns & Hajdukiewicz, 2004; Eggleston, Roth, & Scott, 2003; Elm et al., 2003; Endsley, Bolte, & Jones, 2003; Vicente, 1999; Rasmussen, Pejtersen, & Goodstein, 1994) , we believe this approach is necessary to gain a thorough understanding of the impact of meta-information in modeling human behavior.
The specific aspects of meta-information that are (or should be) considered by the decision-maker depend on the particular domain of application. By examining the specific factors that contribute to and constitute metainformation in the domains we examined, we were able to define a list of specific types of meta-information we encountered. While these types may or may not be applicable in other domains, they at least provide a useful aid in the identification of similar types of metainformation when analyzing different types of decisionmaking in other domains.
• 
SAMPLE

SAMPLE (Situation Assessment Model for Person-in-theLoop Evaluation)
is a domain-independent architecture for modeling situation awareness (SA) centered decisionmaking in high-stress, time-critical environments. SAMPLE is a general-use human behavior model that has been recently applied to the commercial aviation arena under a number of efforts in the Distributed Air/Ground Traffic Management (DAG-TM) domain and to Military Operations on Urban Terrain (MOUT) (Aykroyd et al., 2002) .
A SAMPLE agent draws information from the world (real or simulated), filters that information according to the agent's current attentional focus, and processes the information to generate a set of identified events. A situation assessment process then translates the low-level events into high-level situation assessments, which are finally processed by a decision-making module to produce actions or communications. Actions chosen by the decision-making module are passed to a goal manager/action selector, which deconflicts and prioritizes the agent's currently chosen tasks. Actions taken by the agent that redirect attentional focus are sent back to the attention allocator module, creating a feedback loop.
Each of the component cognitive modules draws from a suite of internalized mental models of the external world stored in long-term memory. Additionally, each module both draws from and populates a short-term memory representation which collectively model the individual's real-time interpretation of the world state. Cognitive processes are modeled computationally through several AI technologies, including Bayesian Belief Networks.
BAYESIAN APPROACHES TO MODELING META-INFORMATION
In this effort, we analyzed a range of approaches we have taken to modeling meta-information in previous efforts. In exploring these methods, we drew upon extensive past research in which we modeled human behavior and indirectly included the impact of meta-information upon that behavior (Pfautz et al., 2005; Aykroyd et al., 2005; Guarino et al., 2004; Mulgund et al., 1996) . Herein, we review these approaches, and provide analysis on their capability to address problems associated with modeling meta-information. In each of the efforts that generated these examples, meta-information modeling was not a central goal, and its consideration in the cognitive modeling process was limited to the ways in which domain experts described or demonstrated the impacts of meta-information on their decision-making.
TYPES OF REASONING TO MODEL
The first issue we encountered in our exploration of the application of BBNs to meta-information analysis was concerned with the type of modeling support needed. Given that many techniques inherently provide some model of a phenomena or phenomenon, we needed to identify the elements in the domain to be captured in a BBN. In the problem domain, there are a number of different types of reasoning that can be captured, from deductive reasoning about factors predicting an event to abductive reasoning about the degree of support for a particular hypothesis. BBNs support both types of reasoning, and therefore can be used to model abduction, deduction, or both. In a practical sense, this means we can generate BBNs to support modeling of the expert's reasoning (e.g., deductive reasoning about the expert's confidence in a sensor given meta-information surrounding the sensor report, as shown in Figure 2a) or modeling of the sensor's error likelihood (e.g., reasoning abductively about sensor error from various factors affected by that error, as shown in Figure 2b ).
To apply BBNs in either of these manners, one must have an understanding of not only the domain, but also the ramification of applying different modeling techniques to the problem. In a generic sense, the application of a particular type of reasoning to a problem may seem trivial; e.g., reasoning about the support for hypothesis given some evidence vs. reasoning about the likely outcome given some evidence. However, the nature of many problem domains is such that multiple types of reasoning could be used effectively for the same problem and only the semantics of the application will differ. This problem requires further investigation as additional computational techniques for supporting met+a-information analysis are explored. 
CALCULATING META-INFORMATION FROM DATA AND META-DATA
Meta-information can be obtained in a number of ways by a decision-maker. In many cases, a human decision-maker will have to compute meta-information from multiple factors (e.g., in a poker game, is Bob bluffing if his eye twitches and he shifts frequently when he raises?). While some systems have the ability to produce meta-data about their performance (e.g., a tool of type X has an error of ± 0.5), only in particular tasks can that meta-data be used directly as meta-information. Generally, however, humans develop meta-information during their reasoning process. Any cognitive model must behave similarly.
BBNs can be directly applied to model this cognitive computation of meta-information, as illustrated in Figure  3 . This BBN does not explicitly include the effect of the sensor type, or other moderating information, on these environmental factors. Moderators can be added in several different ways, including the use of separate BBNs based on different systems (for example, perhaps a second sensor is unaffected by lighting conditions, as illustrated in Figure 4 ), modifications to the conditional probability tables (CPTs) within the network (for example, perhaps a second sensor is more sensitive to weather changes), or, in more simplistic cases, the addition of a moderator as an additional factor in the network. These cognitive computations often must be performed over space and time (e.g., How well does the sensor perform in this region, with these terrain restrictions? How does performance degrade as the battery runs down?), creating a need for enhanced modeling methods such as Dynamic Bayesian Belief Nets (DBNs).
Because meta-information types are not inherently independent (e.g., the type of information being considered interacts with the type of source providing the information to influence reliability), meta-information may need to be aggregated and combined. One approach to combining meta-information of various types is aggregation through the application of BBNs. Figure 6 provides an example of aggregating different types of meta-information, where the effect of information on confidence (e.g., is there lots of supporting or conflicting information from other data?), the effect of expectations on confidence (e.g., does the given information fit what the behavior model expects to occur?), and the overall sensor error (e.g., combination of sensor obstructions, including weather, terrain, etc.) are combined into an overall confidence that impacts the usefulness of specific sensor reports. Like the computation of a specific type of metainformation, knowing the best means to aggregate metainformation is challenging. Observation and study of human decision-making may provide some justification, but could result in inadvertent inclusion of biases (e.g., predisposition to particular source types). On the other hand, using engineering data about sources may not adequately represent how a human would reason about meta-information. Therefore, the development of methods that model how decision-makers aggregate metainformation is an open research challenge that we continue to investigate. Furthermore, the influence of meta-information on how a behavioral decision should be made (or how a piece of information should be assessed) needs to be further investigated to understand what types of meta-information would normally be calculated by humans and, particularly, the impact of not calculating meta-information on the accuracy of the decision-making process. 
APPLYING META-INFORMATION IN COGNITIVE MODELS
If we assume that meta-information must be computed and/or aggregated in some tractable manner by the decision-maker, then the next step is to understand how meta-information could be used in modeling a reasoning process. One approach is to simply apply metainformation in ways that filter or prioritize information based on meta-information. For example, when receiving a large number of incoming sensor reports, we might limit the reports impacting a cognitive model based on results of meta-information analysis. This approach requires some degree of cognitive task analysis (and/or human-inthe-loop experimentation) to determine how a subject matter expert would perform this filtering or prioritization based on the given meta-information, as well as the current decision-making task and the current situation. However, because attentional filtering mechanisms have already been modeled in some detail (Harper & Zacharias, 2002) , extending them to incorporate filtering/prioritization based on meta-information is a relatively simple application of the previously discussed meta-information calculations.
Another way to incorporate meta-information is to include it within the BBN models of information gathering, situation assessment, and decision-making processes. This involves generating BBNs to base actions on the application of meta-information (e.g., if threat report is sufficiently recent, then act on the report) and/or changing internal data representations according to metainformation (e.g., if confidence is high, then interpret data with more precision). For example, a BBN used by aircombat pilots to analyze the location of an approaching track might be enhanced with a meta-information node aggregating the track confidence, as illustrated in Figure  7 . In this example, when information is posted informing the model that the confidence is low, the threat level increases, representing the human likelihood of worrying more about threats for which there is little information available. This will result in the model emphasizing information gathering for this particular track, which may lead to an increase in track confidence and, ultimately, a more accurate calculation of the threat posed by the track.
This approach allows the (fuzzified) meta-information to be incorporated into the cognitive reasoning process and allows some explicit control over its influence. Furthermore, with DBNs, it could incorporate the influence over time and handle multiple types of influence (e.g., inhibitory, excitatory) on other variables. However, because of the number of potential types of metainformation, this approach may rapidly overload the representation of the BBN, increasing its computational complexity and obfuscating its purpose. Another approach is to use the meta-information in a specific parameter; in BBNs, this means directly changing the probability on a node as a function of meta-information. Examples of how the probability of evidence could be alternatively computed are shown in Table 1 . Here, each of the calculated probabilities represents one possible discrete value for a node in a BBN. Rather than setting a information values value in behavior modeling BBNs based purely on incoming sensor information, the information is modified externally based on metainformation such as sensor reliability, information confidence, credibility, and sensor type. For example, in Table 1 , the probability that the location of a detected entity is "near" is some sensor value (K) multiplied by a meta-information representation of the reliability of that sensor. Lethality of an enemy unit might be similarly calculated based on some human intelligence report (J) multiplied by the behavior model's confidence in that human intelligence. These computational formulas for calculating BBN values can be as complex as necessary, potentially being represented through some function of sensor value, sensor type, and a host of available metainformation concerning that sensor and related environmental information. This approach, in which meta-information is managed externally from the BBN (and not explicitly captured in the graphical representation) can reduce some computational complexity. However, hiding the intermediate calculations through which meta-information is integrated could obfuscate the representation of the reasoning process, and substantially limit the robustness with which meta-information is integrated into the behavior model.
CONCLUSIONS
A key aspect of modeling human behavior is capturing the effect of meta-information on information processing, situation assessment, and decision-making. Our experience performing cognitive task analyses in different decision-making domains has shown that experts repeatedly use this meta-information when making decisions. Although many advanced human behavior models have methods by which meta-information could be explicitly represented (e.g., rules in SOAR or ACT-R, BBNs in SAMPLE, etc.), none of these models require or even encourage the inclusion of meta-information when modeling human behavior. In this effort, we have begun to explore approaches to modeling meta-information generation and application using BBNs. Each of these approaches has been applied within SAMPLE agents to more accurately model decision-making processes. We described the application of BBNs in modeling each of the following types of cognitive tasks:
• Computation of complex meta-information through aggregation of data and meta-data • Computation of meta-information through aggregation of other types of meta-information • Application of meta-information to BBNs representing information gathering, situation assessment, and decision-making processes • Application of meta-information to modify information values before applying them in required cognitive processes
These approaches clearly indicate how BBNs can provide an effective tool for modeling and application of metainformation in cognitive modeling efforts.
In addition, this research has indicated a need to more carefully include the influence of meta-information when designing complex human behavior models. In future efforts, we foresee the application of these approaches within our own SAMPLE agents, and recommend the inclusion of meta-information within the wide range of cognitive models applied within other modeling architectures.
