We show that, given two probability measures in the plane, there exists a 4-fan that simultaneously equipartitions them. In other words, there is a point and four hal ines emanating from it such that each of the four sectors have measure 1=4 in both measures.
Introduction
This is continuation of our previous work BM] whose terminology and notations are used here without much change. A point x in the plane and four hal ines,`1;`2;`3;`4, starting from x form a 4-fan. The hal ines are in clockwise order around x. They determine four angular sectors 1 ; : : : ; 4 with i between`i and`i +1 . Assume and are nice probability measures on R 2 , say, none of them is positive on any line. We showed in BM] , that there is a 4-fan with ( i ) = ( i ) = The angular sector between`i and`i +1 is i . It is clear that a spherical 4-fan is projected by to a 4-fan in R 2 . We will prove Theorem 1.1 in a slightly stronger form:
Supported by Hungarian National Foundation Grants T 032452 and T 029255 Supported by the by project LN00A056 of the Ministry of Education of the Czech Republic and by Charles University grants No. 158/99 and 159/99. Part of this research was done during a visit to the University College London and supported by an EPSRC research fellowship. Theorem 1.2 Assume and are absolutely continuous (with respect to the Lebesgue measure) Borel probability measures on S 2 . Then there is a spherical 4-fan simultaneously equipartitioning both, i.e., ( i ) = ( i ) = 1 4 for i = 1; 2; 3; 4. In fact, this theorem holds under the weaker assumption that neither nor is positive on a great circle. This follows from a simple compactness argument.
We will call a measure nice if it is a Borel measure, it is a probability measure, it is absolutely continuous with respect to the Lebesgue measure, and it is positive on every nonvoid open set. We will prove Theorem 1.2 assuming that both measures are nice. This will su ce for the general case by the same compactness argument. By the same token it is enough to prove the theorem for a dense set of nice measures, and we will assume, in case of need, that our measures satisfy certain extra properties.
Equivariant topology
Write V = f(x; y) 2 S 2 S 2 : x ? yg; V is the Stiefel manifold of orthogonal 2-frames in R 3 , which is homeomorphic to SO(3) (see Br] ). Of this, we will only need that V is 3-dimensional and orientable. To every (x; y) 2 V we assign the 4-fan (x; y) = (x;`1; : : : ;`4) as follows: y is the midpoint of the great halfcircle`1, and`2;`3;`4 are de ned by the condition ( i ) = , we have !(x; y i ) = (x; y i+1 ); (x; y) = (?x; y); ! (x;`1; : : : ;`4) = (x;`2;`3;`4;`1) (x;`1;`2;`3;`4) = (x;`4;`3;`2;`1); ! 0 (t 1 ; t 2 ; t 3 ; t 4 ) = (t 2 ; t 3 ; t 4 ; t 1 ); 0 (t 1 ; t 2 ; t 3 ; t 4 ) = (t 4 ; t 3 ; t 2 ; t 1 ): It is very easy to see that ! = ! , ' ! = ! 0 ', ! 0 = ! 0 , and the same with ; ; 0 . This shows that the composite map f = ' : V ! T is a Z 4 -map and a Z 2 -map as well: ! 0 f = f ! and 0 f = f . Let G = Z 2 Z 2 (direct product). This G acts on both V and T with generators corresponding to ! 2 and and to ! 2 0 and 0 . Thus f: V ! T is a G-map. We will show that such a map does not exist if f (or rather ') comes from two measures.
For later reference we record the actions of G on V and T . We rename them as g 1 ; g 2 corresponding to ! 2 ; , and h 1 ; h 2 to ! 2 0 ; 0 . Then g 3 = g 1 g 2 and h 3 = h 1 h 2 correspond to the third element of G, and with y = y 1 g 1 (x; y) = (x; y 3 ) h 1 (t 1 ; t 2 ; t 3 ; t 4 ) = (t 3 ; t 4 ; t 1 ; t 2 ) g 2 (x; y) = (?x; y) h 2 (t 1 ; t 2 ; t 3 ; t 4 ) = (t 4 ; t 3 ; t 2 ; t 1 ): Remark. There is no obstruction to the existence of a G-map f: V ! T . An example of such a map is constructed in BM] . In order to prove Theorem 1.2 we will need to use the fact that f comes from two measures.
3 An equivariant subdivision of V The construction starts with choosing a great circle that halves the measure . We x the coordinate system so that this great circle coincides with fx 2 S 2 :
where H is the hemisphere fx 2 S 2 : x 1 0g . We may assume that (H) = 0 < 1=2, as otherwise we change the orientation of the rst axis or, if (H) = 1=2, we change the measure a little and use a limiting argument in the end. Remark. We mention without proof (since we will not use it) that the following holds. and D( ).
It is easy to see that @D consists of four pieces; the rst two are P and Q where P is the closure of the set f(x; y) 2 V : x 1 = 0; x 2 < 0 and y 2 hy Note that if x 2 S 2 (with x 1 = 0; x 2 < 0) tends to e 3 , then y i (x) tends to a limit which we denote by y i = y i (e 3 ) (i = 1; 2; 3; 4). Of course, y 1 = e 2 and y 3 = ?e 2 . We also de ne One can now check that the boundaries of P and Q can be written as @P = E + g 1 F + g 3 E + F , and @Q = F + g 2 E + g 3 F + E , where E and F denote E and F equipped with opposite orientation. Then @g 2 P and @g 1 Q can be computed, and the condition @@D = 0 implies that @D = P +Q+g 2 P +g 1 Q , where, again, P and Q are P and Q with opposite orientation.
The map f: V ! T is an equivariant G-map, and its restrictions fj D to D and fj @D to @D, respectively, are also equivariant in the sense that, for i = 1; 2, fg i (u) = h i f(u) whenever u; g i (u) 2 D, or u; g i (u) 2 @D. More interesting (but equally trivial) is the fact that if f: D ! T is an equivariant map in the same sense, then it can be extended, and in a unique way, to an equivariant f: V ! T . Simple as it may be, the following observation (cf. Proof. Note rst that V , which is SO(3), is 3-dimensional and orientable Br], so D V (which is also 3-dimensional and connected) is also orientable.
By changing the measures a little if necessary we may assume f: D ! T is a di erentiable map, and t 2 T is a regular value of f; that is, its inverse image consists of nitely many pairwise disjoint 1-dimensional manifolds. Each such manifold is either a closed Jordan curve (which does not contribute to the degree of fj @D ) or a Jordan curve connecting two boundary points. Since D is orientable, each such Jordan curve adds +1 at one endpoint, and ?1 at the other endpoint, to the degree count. Thus the degree is indeed zero. 2 Now for Theorem 1.2 it su ces to show Theorem 3.2 If f: D ! T comes from two nice measures, then the degree of fj @D is odd.
We will prove this in the last section.
4 The winding number ; so @B is an S 1 . Assume that : B ! T is a map such that the restriction j @B avoids L. Suppose is di erentiable and that t 2 T is a regular point (in the sense of Sard's lemma, see Mi] or Ll]). Then the signed number of solutions to (x) = t is denoted by N( ; t), or by N( ; t; B) if we want to specify which B the solutions come from. N( ; t) is just the sum of the signs of the Jacobian of at the solution s (x) = t. It is well-known and actually easy to check that, under the given conditions, N( ; b; B) ? N( ; b ; B) = w( j @B )
(1) provided b and b are regular values of .
We want to use this statement for = fj P +Q . We may assume that fj @(P +Q) avoids b and b , for otherwise we modify the second measure a little (see Remark 4.4 at the end of this section).
Lemma 4.1 w(fj @(P +Q) ) is odd.
Proof. Consider P +Q which is a piece of @D. Its boundary can be expressed as @(P +Q) = g 1 F + g 3 F + g 3 E + g 2 E. This is just the sum of two cycles C 1 + C 2 where C 1 = f(x; y) 2 V : y = y 2 (x)) and x 1 = 0g = g 1 F + g 3 F ; and C 2 = f(x; y) 2 V : x = ?e 3 g = g 2 E + g 3 E:
Clearly, w(fj @(P +Q) ) = w(fj C 1 ) + w(fj C 2 ). Proof. The cycle C 2 is an S Remark 4.4 Here is a sketch of the proof that fj @(P +Q) avoids b and b , provided that is chosen suitably. As @(P + Q) = C 1 + C 2 and fj C 1 avoids L, it is enough to work with fj C 2 . So what we have to achieve by modifying is that ' (?e 3 ; y) = (t 1 ; : : : ; t 4 ) = 2 L for any (?e 3 ; y) 2 V . Points on L are characterized by t 1 = t 3 ; t 2 = t 4 (2) We assume that is the normalized Lebesgue measure; the general case goes much the same way. Let y(s) = (cos s; sin s; 0), and`(s) be the great half-circle with endpoints e 3 ; ?e 3 and midpoint y(s). Write F (s) for the -measure of the sector between`(0) and`(s). F (s) is a strictly increasing function with F (0) = 0; F (2 ) = 1. Write ' (?e 3 ; y(s)) = t(s) = (t 1 (s); : : : ; t 4 (s)). It is readily seen that, for i = 1; 2; 3; 4, t i (s) = F (s + i 2 ) ? F (s + (i ? 1) 2 ) with the obvious meaning when the argument of F is larger than 2 . If t(0) 2 L, then by adding a small mass to near y( ? ") and subtracting the same little mass near y( + ") we can reach t(0) = 2 L (here " is small). So we may assume that t(s) = 2 L in a small vicinity of s = 0. One has to see that the sign of the solution u 0 to f(u) = b is the same as the sign of the solution g 2 (u 0 ) to f(u) = b , and similarly for the other cases. We will do so in the remark at the end of this section. These observations show that p = N(f; b ; g 2 P ), p = N(f; b; g 2 P ) and q = N(f; b; g 1 Q ) q = N(f; b ; g 1 Q ).
We count the degree of fj @D in two ways: at b it is p+q+p +q and at b it is p +q +p+q . This shows that q = q . Now formula (1) says that w(fj @(P +Q) ) = p + q ? p ? q = p ? p ;
which is odd by Lemma 4.1. Consequently, deg fj @D = p + q + p + q = p + p + 2q is odd, nishing the proof of the theorem. 2
Remark. It su ces to work out the details for the solutions u 0 to f(u) = b and g 2 (u 0 ) to f(u) = b . We start with taking the derivative of f(g 2 (u 0 )) = h 2 (f(u 0 )), and then determinants: det f 0 (g 2 (u 0 )) det g 0 2 (u 0 ) = det h 0 2 (f(u 0 ) det f 0 (u 0 ): So it is enough to see that the sign of det g 0 2 (u 0 ) and of det h 0 2 (f(u 0 )) are equal to one. Or, to put it di erently, g 2 and h 2 keep the orientations of @D and T , respectively. The mapping g 2 is de ned on P and on g 2 P , and one can check directly that it preserves the orientation. 
