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The equation of motion of an extended object in spacetime reduces to an ordinary differential
equation in the presence of symmetry. By properly defining of the symmetry with notion of co-
homogeneity, we discuss the method for classifying all these extended objects. We carry out the
classification for the strings in the five-dimensional anti-de Sitter space by the effective use of the
local isomorphism between SO(4, 2) and SU (2, 2). We present a general method for solving the
trajectory of the Nambu-Goto string and apply to a case obtained by the classification, thereby find
a new solution which has properties unique to odd-dimensional anti-de Sitter spaces. The geometry
of the solution is analized and found to be a timelike helicoid-like surface.
I. INTRODUCTION
Existence and dynamics of extended objects play im-
portant roles in various stages in cosmology. Examples
of extended objects include topological defects, such as
strings and membranes, and the Universe as a whole em-
bedded in a higher-dimensional spacetime in the context
of the brane-world universe model [1].
The trajectory of an extended object forms a hyper-
surface in the spacetime which is determined by a partial
differential equation (PDE). For example, a test string is
described by the Nambu-Goto equation which is a PDE
in two dimensions. Because the dynamics is more compli-
cated than that of a particle, one usually cannot obtain
general solutions. One way to find exact solutions is to
assume symmetry. The simplest solutions to such a PDE
are homogeneous ones, in which case the problem reduces
to a set of algebraic equations. However, the solutions do
not have much variety and the dynamics is trivial.
One may expect that if we assume “less” homogene-
ity, the equation still remains tractable and the solutions
have enough variety to include nontrivial configurations
and dynamics of physical interest. The cohomogeneity-
one objects give such a class, which helps us to under-
stand the basic properties of the extended objects and
serves as a base camp to explore their general dynamics.
For a string, stationarity is a special case of the cohomo-
geneity one condition. Some stationary configurations of
the Nambu-Goto strings are obtained in the Schwarzchild
spacetime [2]. Even in the Minkowski space, many non-
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trivial cohomogeneity-one solutions of the string were re-
cently found [3, 4]. A cohomogeneity-one object is de-
fined, roughly speaking, as the one whose world sheet is
homogeneous except in one direction. Then any covari-
ant PDE governing such an object reduces to an ordinary
differential equation (ODE), which can easily be solved
analytically, or at least, numerically. A solution repre-
sents the dynamics of a spatially homogeneous object,
or the nontrivial configuration of a stationary object,
depending on the homogeneous “direction” is spacelike
or timelike. The case of null homogeneous “direction”
should also give new intriguing models.
In this paper, we treat strings in the five-dimensional
anti-de Sitter space AdS5. The choice of the spacetime
is to meet the recent interest in higher-dimensional cos-
mology, including the brane-world universe model, and
in string theory, though the method developed here is
applicable to any background spacetime. A particular
example which has recently been attracting much at-
tention is the string in a spacetime with large extra di-
mensions, which are suggested e.g. by the brane-world
model. A detailed investigation [5] suggests that the re-
connection probability for this type of strings is signif-
icantly suppressed. Then, contrary to what had usu-
ally been believed, the strings in the Universe can stay
long enough to be considered stationary. Therefore clas-
sifying cohomogeneity-one strings and solving dynam-
ics thereof are important for examining the roles of the
string in cosmology. We first give the classification of all
cohomogeneity-one strings which is valid for any covari-
ant equation of motion. Then, in the case of Nambu-Goto
strings, we give a general method for solving the trajec-
tory. The method can be easily applied to the cases of
other equations of motion. We demonstrate the proce-
dure and give explicit solutions in some particular cases.
2In the classification, we make use of the local isomor-
phism between SO(4, 2) and SU (2, 2) in an essential way.
The latter group is easier to treat because the dimen-
sionality of the matrix is lower and because the Jordan
decomposition of complex matrices is simpler than that
of real ones. Therefore, though a similar classification of
Killing fields is found in literature in the context of con-
structing quotient spaces of the anti-de Sitter space [6],
we present an alternative proof based on the classification
of H-anti-selfadjoint matrices in the Appendix.
In Sec. II, we give a method for the classification of all
cohomogeneity-one strings in general, and a method for
solving the equations of motions for Nambu-Goto strings.
The latter can be easily applied to other equations of
motion. In Sec. III, The useful relation of the isometry
group SO(4, 2)0 and SU (2, 2) is briefly explained. We
give the classification of the cohomogeneity-one strings in
the anti-de Sitter space in Sec. IV. In Sec. V, we demon-
strate the method presented in Sec. II by an example.
There we solve the Nambu-Goto equation and examine
the geometry of its world sheet. Sec. VI is devoted for
conclusion.
In this paper, a spacetime (M, g) is a manifold M
endowed with a Lorentzian metric g. We denote by G
the identity component of the isometry group of (M, g),
and by g its Lie algebra. We use the unit such that the
speed of light and Newton’s constant are one.
FIG. 1: To solve a trajectory of the cohomogeneity-one string
is to find a curve C in M which projects to a geodesic c on
O.
II. GENERAL TREATMENT OF
COHOMOGENEITY-ONE STRINGS
In this section, we develop a general method for clas-
sifying cohomogeneity-one objects and solving their dy-
namics in an arbitrary spacetime (M, g). Let us start
with the definition of the cohomogeneity-one objects. We
say that a m-dimensional hypersurface S in M is of co-
homogeneity one if it is foliated by (m− 1)-dimensional
submanifolds Sσ labeled by a real number σ and there is
a subgroup K of G which preserves the foliation and acts
transitively on Sσ. In particular, the hypersurfaces Sσ’s
are embedded homogeneously in M. A cohomogeneity-
one object has a world sheet which is a cohomogeneity-
one hypersurface. In this paper, we focus on the case
that the extended objects are strings, so that m = 2, and
K is a one-parameter group (φτ )τ∈R of isometries.
First, let us consider how to classify the
cohomogeneity-one strings. Given a one-dimensional
subgroup K ⊂ G and a point p ∈ M , the equa-
tions of motion determines a unique world sheet of a
cohomogeneity-one object. The dynamics of the two
strings can be considered the same if there is an isometry
sending one of their trajectories, S, to the other, S ′. In
this paper, we identify the two dynamics if we can do
so gradually, namely, if there is a one-parameter group
of isometries (φ′λ)λ∈[0,1] such that φ
′
0 is the identity and
φ′1(S) = S
′. We therefore classify the cohomogeneity-one
strings up to isometry connected to the identity. In
terms of Killing vector fields, it is to classify the Killing
vector field ξ generating K up to scalar multiplication
and up to isometry. Namely, ξ and aφ∗ξ are equivalent
if there exists φ ∈ G and a 6= 0. To put it more
algebraically, the task is to find g/AdG up to scalar
multiplication.
Second, let us give a formalism to solve the dynamics
and the configuration of the cohomogeneity-one strings.
We assume that the string is described by the Nambu-
Goto action
S =
∫
S
√
−gabdxadxb.
The orbit space of the string with the symmetry group
K is defined by O := M/K, i.e., by identifying all the
points on each Killing orbit in M. The submanifolds
Sσ mentioned above are the preimages π
−1(x) of a point
x ∈ O. One can endow O with a metric h so that the
projection π : (M, g) → (O, h) is an orthogonal projec-
tion, or more precisely, a Riemannian submersion. The
metric h is given by
hab := gab − ξaξb/f, (1)
where f := ξaξa. This metric has the Euclidean signature
if the Killing vector ξ is timelike, i.e., if f < 0, and
the Lorentzian signature if ξ is spacelike, i.e., if f > 0.
Carrying out the integration along ξ in the Nambu-Goto
3action, one obtains
S =
∫
c
√
−fhabdxadxb, (2)
where c is a curve on O. Thus the problem of the string
reduces to finding geodesics on the orbit space O with
the metric −fh. For convenience, we adopt a modified
action
S =
∫
c
dσ
(
−
1
α
fhabx˙
ax˙b + α
)
, (3)
where an overdot denotes the differentiation by σ. The
action (3) derives the same geodesic equations as (2) and
retains the invariance under reparametrization of σ. The
function α is the norm of the tangent vector.
The two-dimensional world sheet of the string is the
preimage π−1(c) of the geodesic c on (O,−fh). However,
it is sometimes more convenient to find a lift curve C on
M whose projection π(C) is a geodesic on (O,−fh) than
to find a geodesic on (O,−fh) (Fig. 1). The Hopf string
in Sec. V is such an example. In the case, the trajectory
of the string is given by
S = π−1(π(C))
= {φτ (C(σ)); (τ, σ) ∈ R
2}. (4)
Note that the last expression in (4) depends on the ob-
jects inM only. Thus the trajectory S can be viewed as
a foliation by mutually isometric curves φτ ◦ C labeled
by τ .
After one obtains the solutions of the equation of mo-
tion, one may want to classify their trajectories up to
isometry. This can be done by identifying C (or S) which
are related by homogeneity-preserving isometries. We say
that an isometry Φ is homogeneity-preserving if it pre-
serves the action of K, i.e., if it satisfies
Φ ◦K ◦ Φ−1 = K. (5)
The homogeneity-preserving isometries form a group. In
algebraic terms, the group is the normalizer of K in the
groupG of isometries onM, which is denoted by NG(K).
Its Lie algebra is the idealizer of k in g which is denoted
by Ng(k).
We note that in the special case that Φ commutes with
the action of K, i.e. when Φ is in the centralizer ZG(K)
of K in G, the squared norm of ξ must be invariant un-
der Φ. This can be seen from Φ∗f = Φ∗(gabξ
aξb) =
(Φ∗gab)ξ
aξb + gab(Φ∗ξ
a)ξb + gabξ
a(Φ∗ξ
b) = f , where we
have used Φ∗gab = gab and Φ∗ξ
a = ξa.
The whole procedure of solving the dynamics is explic-
itly carried out for an example in Sec. V.
III. AdS5 AND ITS ISOMETRY GROUP
Hereafter in this paper, we assume that the spacetime
(M, g) is the five-dimensional anti-de Sitter space AdS5,
or its universal cover A˜dS5. The former space has closed
timelike curves which in the latter space are “opened up”
to infinite nonclosed curves. The latter is usually more
suitable when we discuss cosmology, but we will not dis-
tinguish them strictly in the following.
The space AdS5 is the most easily expressed as a
pseudo-sphere
ψψ = −1 (6)
in the pseudo-Euclidean space E4,2 whose metric is
dS2 = l2dψdψ, where we have used complex coordinates
ψ := (ψ0, ψ1, ψ2)T ∈ C3, and have defined ψ := ψ†ζ and
ζ := diag[−1, 1, 1].
The isometry group of AdS5 is SO(4, 2) acting on
(s, t, x, y, z, w)T ∈ R6, where ψ0 := s + it, ψ1 := x + iy,
and ψ2 := z+iw. In the classification of the strings, how-
ever, we take advantage of the isomorphism SO(4, 2)0 ≃
SU (2, 2)/{±1} and work with SU (2, 2). Let V be the
vector space whose elements are complex symmetric ma-
trices of the form
p =

0 (ψ0)∗ −ψ2 (ψ1)∗
(ψ0)∗ 0 ψ2 (ψ2)∗
ψ2 −ψ1 0 ψ0
−(ψ1)∗ −(ψ2)∗ ψ0 0

= siσz ⊗ σy + t1⊗ σy + xiσy ⊗ σz
+ yσx ⊗ 1− ziσy ⊗ σx + wσx ⊗ σy , (7)
where σx, σy and σz are the Pauli matrices and 1 is
the 2 × 2 identity matrix. The action of an element
of SO(4, 2)0 on E
4,2 corresponds to the action of U ∈
SU (2, 2) on V in the following way [7, p106]:
p 7→ UpUT . (8)
The Lie algebra su(2, 2) of SU (2, 2) consists of the
matrices X = satisfying Xη + ηX† = 0, where η :=
diag[1, 1,−1,−1]. The explicit form is
X =
[
β γ
γ† δ
]
, (9)
where γ is a 2× 2 complex matrix, and β and δ are 2× 2
anti-Hermitian matrices. The infinitesimal transforma-
tion for (8) is given by the action of X ∈ su(2, 2) as
p 7→ Xp+ pXT = {XS , p}+ [XA, p], (10)
where XS := (X + X
T )/2 and XA := (X − X
T )/2 are
the symmetric and antisimmetric parts, respectively, of
X . The correspondence between the su(2, 2) and so(4, 2)
infinitesimal transformations are given in Table I, where
X = (e1 ⊗ e2)/2. In the table, Jxy denotes the rotation
in the xy plane, L denotes the rotation in the st plane,
Kx denotes the t-boost in the x direction, K˜w denotes
the s-boost in the w direction, etc.
4❍
❍
❍
❍e1
e2 1 σx σy σz
1/i Jyz Jzx Jxy
σx Kw eKx eKy eKz
σy − eKw Kx Ky Kz
σz/i L Jwx Jwy Jwz
TABLE I: Correspondence between the su(2, 2) and so(4, 2)
transformations.
IV. THE CLASSIFICATION
In this section, we obtain the classification of the
cohomogeneity-one strings in AdS5. As discussed in
Sec. II, the classification is to find g/AdG up to scalar
multiplication, where G = SO(4, 2)0. Because SO(4, 2)0
is isomorphic to SU (2, 2)/{±1} as is seen in Sec. III,
so(4, 2)/AdSO(4,2)0 is isomorphic to su(2, 2)/AdSU (2,2).
Thus the classification is to find su(2, 2)/AdSU (2,2) up to
scalar multiplication. However, the equivalence classes
su(2, 2)/AdSU (2,2) is known as in the Lemma below, so
that we can easily classify the cohomogeneity-one strings
by further identifying the equivalence classes by scalar
multiplications.
We begin with introducing some terms which is nec-
essary to state the Lemma. Let H be an invertible Her-
mitian matrix. The H-adjoint of a square matrix A
is defined by A⋆ := H−1A†H . A matrix A is called
H-selfadjoint when A⋆ = A, H-anti-selfadjoint when
A⋆ = −A, and H-unitary when AA⋆ = A⋆A = 1. We
say that matrices A and B are H-unitarily similar and
write A
H
∼ B if there exists an H-unitary matrix W sat-
isfying B = WAW−1. In these terms, SU (2, 2) is the
group of unimodular η-unitary matrices and su(2, 2) is
the Lie algebra of traceless η-anti-selfadjoint matrices.
Thus, from the discussion in Sec. II, our task of classify-
ing cohomogeneity-one strings is to classify the elements
of su(2, 2) up to equivalence relation
η
∼ and up to scalar
multiplication.
Let us introduce another equivalence relation closely
related to the one above. Let (A,H) be a pair of a
complex matrix and an invertible Hermitian matrix H .
The pairs (A,H) and (A′, H ′) are said unitarily sim-
ilar if there is a complex matrix W such that A′ =
WAW−1, H ′ = WHW † [8]. This is an equivalence re-
lation and will be denoted by (A,H) ∼ (A′, H ′). Note
that A
η
∼ A′ is equivalent to (A, η) ∼ (A′, η). Let A be
an H-selfadjoint matrix. Then if λ is an eigenvalue of A,
so is its complex conjugate λ∗. Let J0(λ) be the Jordan
block with eigenvalue λ and let
J(λ) :=
{
J0(λ), λ is real,
diag[J0(λ), J0(λ
∗)], λ is non-real.
(11)
Now we can state the Lemma [8].
Type Killing vector field ξ
(4|0) Kx + eKy + Jxy + L+ 2(Jyz +Kz)
±(3, 1|0) Kx + eKy + Jyz ± Jxw + a(Jxy − L∓ Jzw)
(2, 2|0) Kx + L+ aJyz
(2,−2|0) Kx + Jxy + aJzw
(2, 1, 1|0) Kx + eKy + Jxy + L+ aJzw + b (Jxy − L)
(1, 1, 1, 1|0) aL+ b Jxy + c Jzw (a
2 + b2 + c2 = 1)
(2|1) Kx + eKy + L+ Jxy + aJzw + b(Ky + eKx)
(1, 1|1) Kx + eKy + b (L− Jxy) + c Jzw
(0|2) Kx + Jxy + a eKz (a 6= 0)
(0|1, 1) aKx + b eKy + c Jzw (b 6= ±a, a
2 + b2 + c2 = 1)
TABLE II: The classification of cohomogeneity-one strings.
The types of the generator of SU (2, 2) and the corresponding
Killing vector fields ξ on AdS5.
Lemma. If A is H-selfadjoint, then (A,H) ∼ (J, P )
with
J = diag[J(λ1), . . . , J(λβ)], (12)
P = diag[ǫ1P1, . . . , ǫαPα, Pα+1, . . . , Pβ ],
ǫj = ±1, Pj =
0 1
.
.
.
1 0
, (13)
where λ1, . . . , λα are the real eigenvalues of A,
λα+1, λ
∗
α+1, . . . , λβ , λ
∗
β are the non-real eigenvalues of A,
and the size of Pj is the same as that of J(λj).
For any X ∈ su(2, 2), there is a pair (J, P ) in the
Lemma such that (X/i, η) ∼ (J, P ), because X/i is η-
selfadjoint. We will denote the type of X by
Type(X) := (ǫ1d1, . . . ǫαdα|dα+1/2, . . . , dβ/2), (14)
where dj := dim J(λj). [If there is either no real
(α = 0) or no non-real (α = 4) eigenvalues, we put
a 0 in the corresnponding slot.] We combine all the
types with the same dj and call it the (major) type
[d1, . . . dα|dα+1/2, . . . , dβ/2], and we call (ǫ1, · · · , ǫα) the
minor type. In the Theorem below, Jxy denotes spatial
rotations in the xy plane, Kz denotes the boost with re-
spect to the time t in the z direction, K˜w denotes the
boost with respect to the time s in the w direction, L
denotes the rotation in the st plane, etc.
Theorem. Any one-dimensional connected Lie group of
isometries of AdS5 is generated by one of the nine types
of ξ in Table II up to isometry of AdS5 connected to the
identity, where a, b, c are real numbers, and the double-
signs must be taken in the same order in each expression.
The proof is given in the Appendix. Note in Table II
that Type (0|1, 1) would become Type (1, 1, |1) (with b =
0) if one set b = ±a and that Type (0|2) would become
Type (2,−2|0) (with a = 0) if one set a = 0.
5V. THE HOPF STRING
In this section, we choose a type from the classified
strings in the Theorem and find its trajectory. We as-
sume that the string obeys the Nambu-Goto equation
and apply the general procedure presented in Sec. II. The
example also shows that working with the lift curves as
explained in Sec. II can make the calculations and geo-
metric interpretation of the trajectory simple and trans-
parent.
We shall say that a Hopf string is a cohomogeneity-
one string which is homogeneous under the change of the
overall phase in the complex coordinates ψ defined in
Sec. III:
ψ 7→ eiτψ, τ ∈ R. (15)
This isometry is the simultaneous rotations in the st, xy,
and zw planes. The Killing vector field ξ is proportional
to L + Jxy + Jzw and falls into Type (1, 1, 1, 1|0) with
the condition a = b = c. The Killing orbits are closed
timelike curves in AdS5. In the universal cover A˜dS5,
they are not closed and the string solution represents a
stationary string.
Let us find the configurations of the Hopf string by
solving the action principle (3) and finding the geodesics
on (O,−fh). We first see that the orbit space (O, h) is a
Riemannian manifold, since ξ is timelike. Then, from the
fact that f = ξaξa is a constant (which we set −1), we
find that solving the geodesics on (O,−fh) is nothing but
solving geodesics on (O, h). One could either introduce
some coordinate system on O to solve (3) directly or
make an ansatz with some coordinate system on AdS5
to solve (2). Both methods work well but would lead to
somewhat complicated equations. In what follows, we
would take the advantage of the symmetry, especially
the complex structure, of E4,2 and find the lift curves
on the spacetime AdS5 which project to the geodesics on
(O,−fh), as was explained in Sec. II.
The metric h in (1) for the Hopf string is the usual
flat metric dψdψ with the contribution from the phase
change being subtracted. With the constraint (6), h can
be written as
h = l2dψ(1− P )dψ, (16)
where P := −ψψ is the normal projection along ψ.
This is the same as the Fubini-Study metric on a pro-
jective space CP 2 except that we started with an in-
definite scalar product ζ = diag[−1, 1, 1] in (6) and in
dS2 = l2dψdψ, while the usual Fubini-Study metric is de-
fined by means of a positive definite scalar product. We
shall also call h as the Fubini-Study metric here and shall
denote the Riemannian manifold (O, h) by CP 2−. The
fibration CP 2− ≃ AdS
5/U(1) is the generalization of the
Hopf fibration to the case of indefinite scalar product [12].
Thus the problem of finding Nambu-Goto strings has re-
duced to solving geodesics on CP 2−.
Our action (3) for the Hopf string becomes
S =
∫
C
dσ
(
1
α
ψ˙(1 + ψψ)ψ˙ + α+ µ(1 + ψψ)
)
, (17)
where µ is a Lagrange multiplier. This is the action for
geodesics on O written in terms of the coordinates ψ
in E4,2. The action (17) has a U(1) gauge invariance
ψ(σ) 7→ eiθ(σ)ψ(σ) [9] which corresponds to the freedom
in the choice of a lift. This gauge degree of freedom is
used to simplify the calculation. In particular, we shall
show that each geodesic on O for the Hopf string can
always be written in a proper gauge as the projection of
a geodesic on AdS5.
The Euler-Lagrange equations are the constraint (6)
and
ψ˙(1 + ψψ)ψ˙ = α2, (18)
−
(
1
α
(1 + ψψ)ψ˙
)
•
+
1
α
ψ˙ψψ˙ + µψ = 0. (19)
Multiplying ψ on (19) from the left and using the con-
straint (6), one obtains an equation which merely deter-
mines µ. On the other hand, the time derivative of (6)
implies that ψψ˙ is pure imaginary. This value can be
changed by the gauge transformation ψ 7→ eiθ(σ)ψ(σ).
We can always choose the gauge Reψψ˙ = 0 which under
the constraint (6) implies
ψψ˙ = 0. (20)
Geometrically, (20) means that the curve C on M is
horizontal, namely, it is orthogonal, with respect to g, to
the fiber π−1(π ◦C(σ)) at each point on C. Multiplying
1 + ψψ on (19) from the left, and using (6) and (20),
one obtains the geodesic equation for the Fubini-Study
metric,
(1 + ψψ)
(
ψ˙
α
)
•
= 0. (21)
Choosing the parameter of the curve to be the proper
length so that α ≡ 1, one can write (21) in a particularly
simple form. Since (18) and (20) imply ψψ¨ = −ψ˙ψ˙ = −1,
(21) yields
ψ¨ = ψ. (22)
One can immediately solve the equation to obtain
ψ(σ) = A coshσ +B sinhσ, (23)
AA = −1, AB = 0, BB = 1, (24)
where A,B ∈ C3. The projection π ◦ C of the curves
C : σ 7→ ψ(σ) expressed by (23) are geodesics on O.
Some remarks are in order. First, the geodesics on
the four-dimensional manifold O should contain seven
independent real constants: the initial position and the
6direction of the initial velocity. One sees that π ◦C actu-
ally contains seven independent real constants since we
have twelve real constants, four constraints (24) and one
redundancy, i.e., the phase of ψ(0). Second, the lift curve
(23) is a horizontal geodesic on AdS5. A special feature of
the Hopf string is that one can always choose a lift curve
C—the horizontal lift in this case— of a geodesic c on
the orbit space (O,−fh) so that C is also a geodesic on
(M, g). Third, a horizontal geodesic C on AdS5 is the in-
tersection of AdS5 and a two-dimensional plane through
the origin in E4,2, which corresponds to the great circle
in the case of positive definite metric. Thus the hyper-
bolic curve (23) is unique up to isometry, for any choice
of A and B. Furthermore, C is a Killing orbit on AdS5.
Now the world sheet S of the Hopf string can be writ-
ten down easily. From (4), (15) and (23), we have
ψ(τ, σ) = eiτ (A coshσ +B sinhσ), (25)
where A and B satisfy the condition (24).
To describe geometry of the world sheet S in more
detail, let us introduce a new time coordinate T on AdS5
defined by
T = argψ0 = arg(s+ it). (26)
In A˜dS5, T runs from −∞ to ∞. The T = constant
hypersurfaces embedded in A˜dS5 are Cauchy surfaces.
The Killing field ξ = d/dτ drives the simultaneous rota-
tions in the xy and zw planes while going up along the
T axis. Thus the world sheet of the Hopf string can be
viewed pictorially as the surface swept by a boomerang
(23) flying up while rotating (Fig. 2).
Let us reduce the degrees of freedom of A and B in (23)
by the homogeneity-preserving isometries and canonical-
ize them, as was explained in Sec. II. The Lie algebra
Ng(k) of the homogeneity-preserving isometries is the
vector space spanned by
ξ, L− Jxy, L+ Jwz, Jyz + Jwx, Jzx + Jwy,
K˜z +Kw, Kz − K˜w, K˜x +Ky, Kx − K˜y. (27)
In fact, all generators (27) commutes with ξ. The isome-
tries generated by (27) map the solution (25) to another
isometric one. First, using the isometries generated by
L, Jxy and Jwz, one can make a general A ∈ C
3 in (24)
to be real, i.e., to have no t, y, w components. Then,
by using K˜z +Kw and K˜x +Ky, one has A = (1, 0, 0)
T .
Next, we canonicalize B by the isometries which leaves
this A unchanged. By AB = 0, B must have the form
B = (0, B1, B2). By using Jxy and Jwz, one can make
B1 and B2 real. Finally, by using Jzx + Jwy, one has
B = (0, 1, 0)T , where α ∈ R. As a result, the trajectory
-5
0
5x
-5
0
5y
-5
0
5
T
FIG. 2: The world sheet of the Hopf string in the case in the
coordinates (T, x, y). The other coordinates z and w vanish.
(25) can be written up to isometry as
T
x
y
z
w
 =

τ
sinhσ cos τ
sinhσ sin τ
0
0
 , (28)
where we have used T = arg(s + it). In particular, the
world sheet has no parameter and is unique. We can
therefore say that the Hopf string has rigidity.
Fig. 2 shows the worls sheet of the Hopf string. This
is a helicoid swept by a rotating rod passing through
the T axis. This surface is periodic in T direction with
period π. The similar helical motion of an infinite curve
in the Minkowski space has a cylinder outside of which
the trajectory becomes tachyonic (spacelike). In the anti-
de Sitter case, however, the trajectory is always timelike
because the physical time passing with the unit difference
in T becomes large when the curve is far from the T axis
in Fig. 2.
Let us summarize some special features of the Hopf
string. (i) The Killing vector ξ has a constant squared
norm. (ii) The orbit space (O,−fh) for Nambu-Goto
Hopf string inherits the complex structure of E4,2, over
which AdS5 admits a Hopf fibration. (iii) The orbit space
(O,−fh) is homogeneous and is highly symmetric. (iv)
The world sheet of the string is homogeneously embedded
and is flat intrinsically. (v) The world sheet of the string
is rigid, i.e., it is unique up to isometry.
Among anti-de Sitter spaces, a Killing field satisfying
(i) or (ii) exists only in the odd-dimensional ones. In
7the case of AdS5, the only Killing vector satisfying (i) is
L + Jxy ± Jzw up to scaling and rotation of the spatial
axes [10].
The condition (i) is partially a reason for (ii) and
(iii). In the case of the Hopf string, the homogeneity-
preserving isometry group NG(K) equals the centralizer
ZG(K). On the other hand, ZG(K) must preserve f
(Sec. II). Thus (i) in general suggests high symmetry of
(O,−fh). In the case of Hopf string, the isometry group
of the orbit space is an eight-dimensional group. In fact,
The vector fields (27) except the first one ξ form a closed
Lie algebra and act on (O,−fh) as Killing fields.
As for (iv), one finds that the resulting world sheet
(28) for the Hopf string is invariant under the infinites-
imal isometry K˜x +Ky of AdS
5. Since ξ and K˜x +Ky
commute, the world sheet S is acted by R2 and is homo-
geneous. This implies that S is flat intrinsically, namely,
S is the two-dimensional Minkowski space embedded in
AdS5. This can also be verified by a direct computation
of the intrinsic metric.
The high symmetry (iii) implies (v) for the Hopf string.
Incidentally, stationary strings in AdS4 [11] does not have
rigidity. They would most naturally correspond in AdS5
to the cases ξ ∝ L + bJxy, which are in the same Type
(1, 1, 1, 1|0) as the Hopf string but with different param-
eters.
These suggest that the Hopf string is similar to the
string with simple time translation invariance in the
Minkowski space. The Hopf string is the only solution
in AdS5 which shares all of the properties (i), (iii), (iv)
and (v) with the flat string in the Minkowski space.
VI. CONCLUSION
The cohomogeneity-one symmetry reduces the partial
differential equation governing the dynamics of an ex-
tended object in the spacetime M to an ordinary differ-
ential equation. With applications in higher-dimensional
cosmology in mind, we have presented the procedure to
classify all cohomogeneity-one strings and solve their tra-
jectories with a given equation of motion. The former is
to classify the Killing vector fields up to isometry, and the
latter is to solve geodesics on the orbit space (O,−fh)
which is the quotient space ofM by the symmetry group
K. We have carried out the classification in the case that
the spacetime is the five-dimensional anti-de Sitter space,
by an effective use of the local isomorphism of SO(4, 2)
and SU (2, 2) and of the notion ofH-similarity. Assuming
that the string obeys the Nambu-Goto equation, we have
solved the world sheet of one of the strings, which we call
the Hopf string, in the classification. The problem has
reduced to find geodesics on the orbit space (O, h). By
using a technique similar to the one used in quntum in-
formation theory and working on the lift curves inM, we
have obtained a new solution which describes the trajec-
tories of the Hopf string. They are timelike helicoid-like
surfaces around the time axis which is unique up to isom-
etry of AdS5.
We can say that the Hopf string is the simplest ex-
ample of string in the anti-de Sitter space which corre-
sponds to a straight static string in the Minkowski space.
The Killing vector field defining the symmetry of the
string is homogeneous in the spacetime and has a con-
stant norm. This greatly simplifies solving the geodesics
on the orbit space and the world sheet becomes homoge-
neous and rigid, as we have seen in Sec. V. The simplicity
of the Hopf strings suggests that they were common in
the Universe and played significant roles, if the Universe
is higher-dimensional or is a brane-world.
We would like to remark that although we now have all
types where the equations of motion reduce to ordinary
differential equations this does not in general imply solv-
ability. The solvability problem is nontrivial and strongly
related to the structure of the orbit spaces. A systematic
analysis will be presented in a future work.
Finally, we would like to remark that the classifica-
tion presented here will be the basis for that of higher-
dimensional cohomogeneity-one objects. The procedure
is the following: (i) for each of the Killing vector field ξ
classified in Table II, enumerate how one can add new
independent Killing vector fields ξ(1), ..., ξ(n) such that
ξ, ξ(1) ..., ξ(n) form a closed Lie algebra k′; (ii) reduce the
degrees of freedom of k′ by using the isometries which pre-
serve ξ, thus classifying the Lie algebras k′; (iii) examine
the orbits in the spacetime generated by k′.
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APPENDIX: PROOF OF THE THEOREM
Let X be an η-anti-selfadjoint matrix X . The Lemma
implies that (X/i, η) ∼ (J, P ) with some (J, P ). On
the other hand, if η = WPW †, the definition of uni-
tary similarity implies (J, P ) ∼ (WJW−1, η). Thus
(X/i, η) ∼ (WJW−1, η) so that X
η
∼ iWJW−1. We
therefore can carry out the classification by the follow-
ing procedure: (i) enumerate (J, P ) in the Lemma such
that there existsW satisfying η =WPW †, (ii) construct
X0 = iWJW
−1, (iii) translate X0 back to the Killing
vector field ξ in SO(4, 2)0 by Table I.
In some cases, however, the canonical pairs (J, P ) and
(J ′, P ′) correspond to X0’s which generate an identi-
cal Lie group. This happens when (J ′, P ′) ∼ (αJ, P )
with a nonzero real number α. Thus it is important to
know how a pair (αJj(λj), Pj) can be canonicalized. For
α > 0, we simply have (αJj(λj), Pj) ∼ (Jj(αλj), Pj), so
that they generate an identical group. Thus we focus on
(−Jj(λj), Pj) in the following. When dj is odd, we have
(−J(λj), Pj) ∼ (J(−λj), Pj). (29)
8This can be seen by applying a similarity transformation
by diag[1,−1, 1, · · · ]. When dj is even, we have
(−J(λj), Pj) ∼ (J(−λj),−Pj), (30)
which can be shown by applying a similarity transfor-
mation by diag[1,−1, 1, · · · ], etc. In the special case of
dj = 2 and λj ∈ C, not only (30) but also (29) holds
because −J(λj) = J(−λj).
The relation between (J, P ) and (J,−P ) is also im-
portant. Let us show that their corresponding Killing
vector fields are related by a reflection r : (t, x) 7→
(−t,−x), which is a transformation in SO(4, 2) which
is not connected to the identity (hence is not used in
the equivalence relation
η
∼). When (J, P ) ∼ (X0, η), we
have (J,−P ) ∼ (−X ′0, η) with X
′
0 := −UXU
−1 and
U := σy ⊗ σx, because UηU
† = −η. On the other
hand, one can read off from (7) that the transformation
p 7→ −Up(U−1)T = −UpUT is a reflection along the t
and x axes. Thus the Killing vector field ξ corresponding
to X0 and the one ξ
′ corresponding to ′X0 are related by
ξ′ = r∗ξ.
Let us find the relation of the minor types within each
major type by using the results above. We denote by
an equal sign if two minor types are related by η-unitary
similarity which should be considered identical, and by
sc
∼
if two minor types are related by a scalar multiplication.
For Type [4|0], it follows from (30) that (+)
sc
∼ (−), which
is invariant under r (though the parameters change).
For Type [3, 1|0], there are two minor types (++) and
(−−) which are not related by scalar multiplication but
by the reflection r (hence not equivalent in the classi-
fication). For Type [2, 2|0], it follows from (30) that
(++)
sc
∼ (−−), which is invariant under r. by a sim-
ple reordering, we have (+−) = (−+), which is invariant
under r. For Type [2, 1, 1|0], by reordering, there are
at most two minor types (++−) and (−−+). Further-
more, we have (++−)
sc
∼ (−−+), by applying (30) to all
blocks. It is invariant under r. Type [1, 1, 1, 1|0] has only
one minor type (by reordering). For Type [2|1], we have
(+)
sc
∼ (−) by applying (30) to the first block and (29) to
the second block, yielding (diag[J1, J2], diag[−P1, P2]) ∼
(−diag[J ′1, J
′
2], diag[P1, P2]). Type [1, 1|1] has a unique
minor type (by reordering). Type [0|2] and Type [0|1, 1]
have a unique minor type.
Let us demonstrate the concrete calculation for Type
[2|1] (the other types can be found in a similar
manner). We have, because J is traceless, J =
diag
[[
a 1
0 a
]
,−a+ bi,−a− bi
]
, where a and b are real
numbers, and P = diag
[
±
[
0 1
1 0
]
,
[
0 1
1 0
]]
. As dis-
cussed above, however, it suffices to consider the plus
sign. Let us choose W = S23 · diag[R(π/2), R(−π/2)]
where R(θ) =
[
cos θ − sin θ
sin θ cos θ
]
and S23 =
1 0 0 00 0 1 0
0 1 0 0
0 0 0 1
.
Then X0 = iWJW
−1 =
i(a + 1/2) 0 i/2 00 −ia 0 b
−i/2 0 i(a − 1/2) 0
0 b 0 −ia
 =
−a (1/i)⊗ σz + b σx ⊗
1−σz
2 −
(σy+(σz/i))⊗(1+σz)
4 . By Ta-
ble I, we find thatX0 corresponds to the so(4, 2) transfor-
mation ξ = −K˜w +Kz + L+ Jwz + aJxy + b(Kw − K˜z),
where we have rescaled ξ (by −4) and redefined a and b.
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