We reveal a complete set of constraints that need to be imposed on a set of 3 × 3 matrices to ensure that the matrices represent genuine homographies associated with multiple planes between two views. We also show how to exploit the constraints to obtain more accurate estimates of homography matrices between two views. Our study resolves a long-standing research question and provides a fresh perspective and a more in-depth understanding of the multiple homography estimation task.
Introduction
Two images of the same planar surface in space are related by a homography-a transformation which can be described, to within a scale factor, by an invertible 3×3 matrix. This basic fact is what makes estimating a single homography from image measurements one of the primary tasks in computer vision. Three-dimensional reconstruction, mosaicing, camera calibration, and metric rectification are examples of the applications making use of a single homography [19] . A recent addition to this list is the problem of color transfer [14, 17] . Various methods for estimating a single homography are available [19] and new techniques emerge on a regular basis [3, 18, 27, 31, 41] .
A task closely related to estimating a single homography is that of estimating multiple homographies. Multiple planar surfaces are ubiquitous in urban environments, and, as a result, estimating multiple homographies between two views from image measurements is an important step in many applications such as non-rigid motion detection [21, 40] , enhanced image warping [16] , multiview 3D reconstruction [22] , augmented reality [30] , indoor navigation [32] , multi-camera calibration [37] , camera-projector calibration [28] , or ground-plane recognition for object detection and tracking [1] . Surprising as it may seem, a vast array of techniques for estimating multiple homographies, including many robust multi-structure estimation methods [5, 6, 12, 15, 20, 25, 29, 38, 39, 42] applicable to the task of estimating multiple homographies, are deficient in a fundamental waythey fail to recognise that a set of homography matrices does not represent a set of genuine homographies between two views of the same scene unless appropriate consistency constraints are satisfied. These constraints reflect the rigidity of the motion and the scene. If the constraints are not deliberately enforced, they do not hold in typical scenarios. Hence, one of the fundamental problems in estimating multiple homography matrices is to find a way to enforce the consistency constraints-a task reminiscent of that of enforcing the rank-two constraint in the case of the fundamental matrix estimation [19, Sect. 11.1.1] .
Being unable to specify explicit formulae for all relevant constraints, various researchers have managed over the years to identify and enforce various reduced sets of constraints. As pioneers in this regard, Shashua and Avidan [33] found that homography matrices induced by four or more planes in a 3D scene appearing in two views span a four-dimensional linear subspace. Chen and Suter [4] derived a set of strengthened constraints for the case of three or more homographies in two views. Zelnik-Manor and Irani [40] have shown that another rank-four constraint applies to a set of socalled relative homographies generated by two planes in four or more views. These latter authors also derived constraints for larger sets of homographies and views. Finally, in recent work [36] Szpak et al. introduced what they dubbed the multiplicity and singularity constraints that apply to two or more, and three or more, homographies between two views, respectively.
Once isolated, the available constraints are typically put to use in a procedure whereby first individual homography matrices are estimated from image data, and then the resulting estimates are upgraded to matrices satisfying the constraints. Following this pattern, Shashua and Avidan as well as Zelnik-Manor and Irani used low-rank approximation under the Frobenius norm to enforce the rank-four constraint. Chen and Suter enforced their set of constraints also via low-rank approximation, but then employed the Mahalanobis norm with covariances of the input homographies. All of these estimation procedures produce matrices that satisfy only incomplete constraints so their true consistency cannot be guaranteed.
Without knowledge of explicit formulae for all of the constraints, it is still possible to implicitly enforce full consistency by exploiting a natural parametrisation of the family of all fixed-size sets of compatible homography matrices (see Section 2) . Following this path, Chojnacki et al. [10, 11] employed this parametrisation and a distinct cost function to develop an upgrade procedure based on unconstrained optimisation. Szpak et al. [35] used the same parametrisation and the Sampson distance to develop an alternative estimation technique with a sound statistical basis. The parameters encoding compatible homographies constitute the latent variables in the model explaining the dependencies between the homographies involved. While the use of latent variables guarantees the enforcement of all of the underlying consistency constraints, it also has some notable drawbacks. Specifically, the latent variable based method does not provide a means to directly measure the extent to which a collection of homography matrices are compatible. Furthermore, finding suitable initial values for the latent variables is a non-trivial task. The initialisation methods utilised by Chojnacki et al. [10, 11] and Szpak et al. [35] are based on factorising a collection of homography matrices. The factorisation procedure is described in detail in [11, Sect. 6.2] and summarised in [11, Algorithm 1] . It involves a series of algebraic manipulations and a singular value decomposition. Each of these steps is sensitive to noise, and so when some of the given homographies have substantial uncertainty, the resulting initial latent variables will correspond to compatible homographies with high reprojection error. The high reprojection means that the subsequent optimisation process could converge to a sub-optimal local minimum. This predicament is explained and illustrated in Figure 4 of [35] .
In this paper we exhibit a full set of explicit constraints for multiple homographies between two views. This constitutes a theoretical contribution and also has practical ramifications. We use the deduced set of constraints to define a quantifiable measure to assess the extent to which separately estimated homographies are mutually incompatible. Based on this measure, we demonstrate experimentally that unless the consistency constraints are explicitly enforced, estimates of multiple homographies cannot be treated as bona fide homographies between two views. The palpable advantage of our constrained homography estimation procedure is evident in Figure 1 . By imposing consistency constraints, one improves not only the accuracy of the homographies but also ensures that any derived quantities, e.g. camera projection matrices, will be more accurate.
Path to Constraints
As already pointed out in the introduction, when estimating a set of homographies associated with multiple planes from image correspondences between two views, one must recognise that the homographies involved are interdependent. To reveal the nature of the underlying dependencies, Training Error (c) Figure 1 : Enforcing full consistency constraints improves the quality of homography estimates. Panel (a) illustrates red feature points on two planes which were used to estimate two homography matrices (H1 and H2). The quality of the estimated homographies can be evaluated by how accurately they map the green feature points into the second view. Panel (b) shows the result of mapping points in the first view to the second view using homographies estimated using the gold standard bundle-adjustment method which does not enforce homography consistency constraints. Panel (c) illustrates the result of mapping points in the first view to the second view using homographies estimated using bundle-adjustment while simultaneously enforcing the specific constraints proposed in this paper. Note how the gold standard method fails to map the green points associated with the second plane accurately; this is indicated by the red arrow. In contrast, our proposed solution produces a substantially more accurate result.
consider two fixed uncalibrated cameras giving rise to two camera matrices
Here, the length-3 translation vector t k and the 3 × 3 rotation matrix R k represent the Euclidean transformation between the k-th (k = 1, 2) camera and the world coordinate system, K k is a 3 × 3 upper triangular calibration matrix encoding the internal parameters of the k-th camera, and I 3 denotes the 3 × 3 identity matrix. Suppose, moreover, that a set of I planes in a 3D scene have been selected. Given i = 1, . . . , I, let the i-th plane from the collection have a unit outward normal n i and be situated at a distance d i from the origin of the world coordinate system. Then, for each i = 1, . . . , I, the i-th plane gives rise to a planar homography between the first and second views described by the 3 × 3 matrix
where
(cf. [13, 34] ). In the case of calibrated cameras when one may assume that
with t = −Rt 2 , and equality (1) becomes the familiar direct nRt
We stress that all of our subsequent analysis concerns the general uncalibrated case, with A, b, w i 's and v i 's to be interpreted according to (2) rather than (3). An entity naturally associated with the matrices H i is the 3 × 3I (horizontal) concatenation matrix H cat = [H 1 , . . . , H I ]. With vec denoting column-wise vectorisation [23] , if we let
then H cat can be written as
Here η represents a vector of latent variables that link all the constituent matrices together and provide a natural parametrisation of the set H of all H cat 's. Since η has a total of 4I + 12 entries, the aggregate of all matrices of the form Π(η) has dimension no greater than 4I + 12, with the relevant notion of dimension being here that of dimension of a semi-algebraic set [8, 9] . By employing a rather subtle argument, one can calculate exactly the dimension of the set of all Π(η)'s (which is the same as the dimension of H given that the set of all Π(η)'s is identical with H) and this turns out to be equal to 4I + 7 [8, 9] . The difference between the dimension of the set of all η's and the dimension of H is indicative of five degrees of the internal gauge freedom present in the parametrisation Π; this occurrence will be crucially exploited in what follows-see Section 3. Since 4I + 7 < 9I (= 3 × 3I) whenever I ≥ 2, it follows that H is a proper subset of the set of all 3 × 3I matrices for I ≥ 2. It is now clear that the requirement that H cat take the form as per (4) whenever I ≥ 2 can be seen as an implicit constraint on H cat , with the consequence that the H i 's are all interdependent. This further begs the question as to how to turn the implicit constraint into a system of explicit constraints (not involving the latent variables) that has to be put upon a set of matrices H i (i = 1, . . . , I) in order that the H i 's represent genuine homographies between two views. We shall subsequently answer this question in steps, with the first step being taken in the next section.
Problem
Let R denote the set of real numbers and let R m×n denote the set of m × n matrices with entries in R. We formally formulate the main purpose of this paper as an answer to the following problem:
Problem 1. Given I invertible matrices H 1 , . . . , H I ∈ R 3×3 , find a system of equations that the H i 's have to satisfy in order to be representable in the form
for some matrix A ∈ R 3×3 , some vectors b, v 1 , . . . , v I ∈ R 3 , and some scalars w 1 , . . . , w I ∈ R.
We start with two observations that will greatly facilitate solving the problem. First we note that, for each i, if H i can be represented as w i A + bv i , then necessarily w i = 0. Indeed, if w i = 0 held for some i, then H i would be equal to bv i and hence would be of rank one, contravening the assumption that all the H i 's are invertible. Next we observe that if (5) holds for a set of A, b, v i 's, and w i 's, then it also holds for various
with α and β being non-zero scalars and c being a length-3 vector. We now exploit this last observation by letting α = 1, β = w 1 , and c = v 1 ; critically, by our first observation, β is non-zero. Then A becomes H 1 and we further have
In light of this, we see that Problem 1 can equivalently be restated as follows:
Problem 2. Given I invertible matrices H 1 , . . . , H I ∈ R 3×3 , find a system of equations that the H i 's have to satisfy in order that
hold for some vectors b, v 2 , . . . , v I ∈ R 3 and some scalars w 2 , . . . , w I ∈ R.
In what follows we reveal a solution to Problem 2. This will give us a sought-after set of explicit homography constraints.
Algebraic Prerequisites
To make the derivation of a constraint set more accessible, we start in this section with some necessary technical prerequisites. 
The Characteristic Polynomial
The characteristic polynomial arises in connection with the generalised eigenvalue problem Ax = λBx.
As with the standard eigenvalue problem, eigenvalues for the problem (8) occur precisely where the matrix pencil λ → A − λB is singular. In other words, the eigenvalues for the pair (A, B) are the roots of p A,B .
A fact that will be of significance in what follows is that if the generalised eigenvalue problem (8) has a double eigenvalue, then this eigenvalue is a double root of p A,B . For the sake of completeness, we recall the argument presented in [36] which validates this fact and correct a misprint that has slipped into the original proof.
Suppose that the generalised eigenvalue problem (8) has a double eigenvalue µ, which means that there exist linearly independent length-3 vectors v 1 and v 2 such that Av i = µBv i for i = 1, 2. With a view to showing that µ is a double root of p A,B , select arbitrarily a length-3 vector v 3 that does not belong to the linear span of v 1 and v 2 ; for example, we may assume that v 3 = v 1 × v 2 . Then v 1 , v 2 , and v 3 form a basis for R 3 , and hence the matrix S = [v 1 , v 2 , v 3 ] is non-singular. LetÃ = S −1 AS andB = S −1 BS. For i = 1, 2, 3, let j i denote the i-th standard unit vector in R 3 , with 1 in the i-th position and 0 in all others. Then, clearly, v i = Sj i for i = 1, 2, 3. It is immediate that, for i = 1, 2,Ãj i = µBj i and so (Ã − λB)j i = (µ − λ)Bj i . Hence the pencilÃ − λB takes the form 33 , which shows that µ is a double root of pÃ ,B . But pÃ ,B coincides with p A,B , given that
Therefore µ is a fortiori a double root of p A,B .
A Double Root of the Characteristic Polynomial of a Cubic Polynomial
Let A and B be two 3 × 3 matrices such that p A,B has a double root which is not a triple root. Then, as it turns out, the root is uniquely determined and is given by an explicit formula. This is a consequence of a more general result that we present next. Let p(λ) = aλ 3 + bλ 2 + cλ + d be a cubic polynomial with a = 0. Suppose that µ is a double root of p,
but not a triple root, p (µ) = 0; we shall term such a double root nondegenerate. Then equations (9) can explicitly be written as
When we multiply the first of these equations by 3 and the second by µ and next subtract the second equation from the first, we get bµ 2 + 2cµ + 3d = 0.
Restating (10) and (12) as
we obtain a system of linear equations in µ 2 and µ. Solving for µ and µ 2 gives
Here b 2 = 3ac for otherwise equation (11) would have its quadratic discriminant 4(b 2 − 3ac) equal to zero, with the consequence that µ would be a repeated root for p and hence a triple root for p. Now, the first equation in (13) provides a formula for a non-degenerate double root of a cubic polynomial. We see in particular that if a cubic polynomial has a non-degenerate double root, then this root is uniquely determined. In light of the above discussion it is clear that if p A,B has a nondegenerate double root, then the root is unique, and when we denote this root by µ A,B , we have µ A,B = ω A,B , where, with the notation from (7),
Full Constraints
Here we finally present a solution to Problem 2 (and hence also to Problem 1). Let H 1 , . . . , H I ∈ R 3×3 be such that (6) holds for some b, v 2 , . . . , v I ∈ R 3 and w 2 , . . . , w I ∈ R. Fix i ∈ {2, . . . , I} arbitrarily. If c is a length-3 vector orthogonal to v i , then
showing that (w i , c) is an eigenpair for the pair (H i , H 1 ). Since length-3 vectors orthogonal to v i form a two-dimensional linear space, it follows that w i is in fact a double eigenvalue for (H i , H 1 ). Using the material from Section 4 and assuming that all double roots of intervening characteristic polynomials are non-degenerate (which is generically true), we conclude that, for each i = 2, . . . , I, w i is uniquely defined, namely w i = ω H i ,H 1 (recall the definition given in (14)). For each i = 2, . . . , I, let
and let
In view of (6), J i = bv i for each i = 2, . . . , I. Hence, letting w = [v 2 , . . . , v I ] , we have
which implies that J has rank one. Conversely, if J has rank one, then J = bw for some length-3 vector b and some length-3(I − 1) vector w which, as any vector of this length, can be represented as w = [v 2 , . . . , v I ] for some length-3 vectors v 2 , . . . , v I . This, in conjunction with the definitions (15) and (16) , leads to H i = ω H i ,H 1 H 1 + bv i for each i = 2, . . . , I, which is a representation of the form required in Problem 2.
In light of the above, we see that Problem 2 reduces to finding the requirement in algebraic form that J have rank one. As is well known, the relevant condition is that all 2 × 2 minors of J should vanish [26, §V.2.2, Thm. 3]. To express this condition explicitly, we introduce some notation. Given an m × n matrix A and positive integers a 1 , . . . , a k with 1 ≤ a 1 < a 2 < . . . < a k−1 < a k ≤ m and positive integers b 1 , .
denote the submatrix of A contained in the rows indexed by a 1 , a 2 , . . . , a k−1 , a k and the columns indexed by b 1 , b 2 , . . . , b l−1 , b l . With this notation, the condition that all the 2 × 2 minors of J should vanish can be stated as
(17) It is directly verified that if λ 1 , . . . λ I are non-zero scalars, then 
It is obvious that the constraints given in (17) , or, equivalently, all the constraints of the form φ abcd = 0, are satisfied if and only if
Maximum Likelihood Estimation
Let {{m ij ,m ij } J i j=1 } I i=1 be a collection of I sets of pairs of corresponding inhomogeneous points in two images, arising from I planar surfaces in the 3D scene. Suppose that homography estimates H 1 , . . . , H I are to be evolved based on {{m ij ,m ij } J i j=1 } I i=1 in such a way that the aggregate H 1 , . . . , H I satisfies constraints (17) . One statistically meaningful approach to this estimation problem involves the maximum likelihood cost function, also called the reprojection error cost function,
that has for its collective argument the homography matrices H i and the correctionsm ij of the pointsm ij in the first image [19, Sect. 4.5] . Here, hom and hom -1 denote the operators of homogenisation and dehomogenisation given by
and hom -1 (y) = [y 1 /y 3 , y 2 /y 3 ] for y = [y 1 , y 2 , y 3 ] , respectively; these operators convert between the Cartesian and homogeneous coordinate representation of a given 2D point. Minimisation of J ML subject to the constraints φ abcd = 0 (recall the definition given in (19) ) yields estimates H i and m ij . The m ij may be discarded and then the remaining H i constitute the gold standard maximum likelihood homography estimates. We remark that, with a view to easing implementation, an alternative optimisation approach can be adopted-and, in fact, we use this approach in our experiments-whereby J ML is minimised subject to constraints (17) and the additional constraints H i F = 1 (i = 2, . . . , I).
Experiments
We investigated the stability and accuracy of our method by conducting experiments on both synthetic and real data. We compared our results with the gold standard bundle-adjustment method which does not enforce homography constraints [19, Sect. 4.5] , as well as bundle-adjustment which imposes all constraints implicitly using the parametrisation outlined in [35] . For all of our experiments, we ensured that there were no mismatched corresponding points. Avoiding outliers allowed us to assess the contribution of the consistency constraint enforcement on the quality of the estimated homographies by using the canonical least-squares reprojection error. In principle, our explicit consistency constraints can also be enforced in conjunction with a robust loss function such as the Huber norm which can accommodate outliers. We estimated initial homography matrices using the direct linear transform and all estimation methods operated on Hartleynormalised data points [7] . Details on the design and outcome of our experiments with simulated and authentic image data are presented in the captions of Figures 2, 3 and 4, respectively. The results demonstrate that we have formulated a new homography estimation method capable of outperforming the established gold standard bundle-adjustment method.
The conclusions on simulated data suggest that the explicit and implicit constraint enforcement algorithms produce, on average, similar results. The small differences between the performance of explicit versus implicit constraint enforcement in Figure 2b can be attributed to the peculiarities of different optimisation schemes and the non-linear nature of the objective function. The objective function with implicit constraints
with J ML given in (22) and Π i (η) given in (4) Logarithm of Root-Mean-Square Error
Results on Testing Points (Plane 2)
(c) Figure 3 : Repeated experiments with realistic images demonstrate that enforcing full consistency constraints explicitly improves the accuracy of the homography estimates. Panel (a) illustrates red feature points on two checkerboards corresponding to two different planes in three-dimensional space (only the points in the first view are shown). The red points indicate training data in the sense that the points were used to estimate a pair of homography matrices (one for each plane). The green feature points on the two other checkerboards lie on the same planar surfaces as the training data and served as testing data. Note that the training data associated with the first plane spanned the entire checkerboard, whereas the training data corresponding to the second plane occupied only a small 4 × 4 square on the checkerboard. The quality of the estimated homographies was evaluated by analysing how accurately they mapped the testing data (green points) into the second view. We conducted numerous experiments in which we fixed the training data for the first plane, and exhaustively varied the small 4 × 4 square from which the training data on the second plane were sampled. Panels (b) and (c) show the logarithm of the root-mean-square reprojection error for the testing data in the first and second plane respectively. Because of the abundance of training data the estimators produced almost identical results for the first plane. However, when operating with fewer training data points, bundle adjustment without constraints produced results for the second plane which are orders of magnitude worse than variants of bundle adjustment which enforced explicit or implicit constraints. (e) (f) Figure 4 : Repeated experiments with images taken from the AdelaideRMF dataset [39] . Panels (a)-(d) illustrate manually matched SIFT feature points on two planar surfaces of the nese and library buildings. For each building, we conducted 50 experiments in which we estimated a pair of homographies from ten randomly selected corresponding points.
We quantified the quality of the homography estimates by evaluating the reprojection errors on the remaining set of corresponding points. Panels (e) and (f) illustrate the average root-mean-square reprojection error for the feature points in the nese and library buildings, respectively. The results of the implicit and explicit constraint enforcement algorithms are indistinguishable, and both are superior to standard bundle-adjustment.
imposing constraints when very few feature points are observed on one of the planar surfaces. The logarithmic scale of the y-axis in Figure 3c shows that the homography corresponding to the second planar surface was estimated with superior accuracy. The results presented in Figures 4e and 4f further underscore the practical utility of the proposed algorithm.
Conclusion
Our paper addressed a long-standing question that has evaded the research community. We have identified a complete set of constraints that need to be imposed on a set of homography matrices linking images of planar surfaces between a pair of views to ensure consistency between all the matrices. Furthermore, we have demonstrated how the constraints can be incorporated into a non-linear constrained optimisation method. Our experiments with simulated and real images illustrated the benefits of imposing constraints in practical scenarios.
