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A c-dop is a c-oriented convex polytope, that is, a convex polytope whose facets have
orientations that come from a ﬁxed set of c (undirected) orientations. In this paper we
study dop-trees—bounding-volume hierarchies that use c-dops as bounding volumes—in
the plane. We prove that for any set S of n disjoint c-dops in the plane, one can construct
a dop-tree such that all k dops in S that intersect any given query c-dop can be retrieved
in O (n1/2+ε + k) time in the worst case, when c and ε are constant. This is optimal up to
the factor O (nε). The same query time can be achieved when the c-dops do not intersect
too heavily, that is, when any point in the plane is contained in only a constant number of
c-dops. When the c-dops in S may intersect arbitrarily, the worst-case query time becomes
O (n1−1/c + k), which is optimal.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The range-searching problem is to preprocess a set S of objects in Rd such that the objects intersecting a query range
Q can be found quickly. The range-searching problem is a fundamental problem in computational geometry, and it arises
in numerous applications in practice. Hence, it has been widely studied both from a theoretical and from an experimental
point of view, and there are several surveys and books treating the subject [2,5,18,20].
The goal of most research on range searching in computational geometry is to develop data structures with (close to)
optimal performance guarantees for each speciﬁc setting. Thus there are data structures for range searching with triangles
in point sets in the plane, for range searching with disks in point sets, for range searching with rectangles in line segments,
and so on. Unfortunately, many of these data structures are rather involved. Moreover, it would be preferable to have a
single multi-functional geometric data structure: a data structure that can store different types of data and answer various
types of queries. Indeed, this is what is usually done in practice. The goal of our work is to investigate what can be said
about such practical data structures from a theoretical point of view.
One of the most widely used practical solutions to the range-searching problem uses a bounding-volume hierarchy (bvh).
A bvh on a set S of n objects is a tree structure whose leaves are in a one-to-one correspondence with the objects in S and
where each node ν stores some constant-complexity bounding volume of the set of objects corresponding to the leaves in
the subtree of ν . A bvh has size O (n) by deﬁnition, and it can store any kind of object. A query with a range Q is answered
by traversing the bvh in a top-down manner, only proceeding to those nodes whose bounding volumes intersect Q . For each
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M. de Berg et al. / Computational Geometry 42 (2009) 250–267 251leaf that is reached, the corresponding object needs to be checked against Q . In principle one can perform the search with
any kind of range Q . To speed up the test whether the range Q intersects the bounding volume of some node, however,
the range itself is often also replaced by a bounding volume. Hence, the possibly expensive test with the original range Q
only has to be performed with the objects found at the leaf level. Note that there is a trade-off in the type of bounding
volume used: simple bounding volumes make the intersection test fast, but they often ﬁt the underlying objects less tightly
so that more nodes in the tree are visited.
A very popular bounding volume is the axis-aligned bounding box. The reason for this is that intersection tests between
bounding boxes are very fast and easy to implement. bvhs that use bounding boxes as bounding volumes—such bvhs are
called box-trees—have been investigated from a theoretical point of view by De Berg et al. [4], Agarwal et al. [1], and
Haverkort et al. [12]. Agarwal et al. showed how to construct a box-tree for a set S of n input boxes in Rd such that a range
query with an axis-aligned query box Q can be answered in time (n1−1/d + k), where k is the number of input bounding
boxes intersecting Q . They also showed that this is optimal in the worst case, even if the input boxes are disjoint; this is
also implied by the results of Kanth and Singh [14]. For inputs that consist of disjoint axis-aligned bounding rectangles in
the plane, Agarwal et al. [1] present another box-tree, which achieves a query time of O (
√
n logn+k) for queries with axis-
aligned rectangles, and O (log2 n) for point queries. In Haverkort’s thesis [11], the bound for rectangle queries is improved
to the optimal O (
√
n+ k).
As noted above, a simple bounding volume such as a bounding box may not ﬁt the underlying objects or the query
range very well. Suppose, for instance, that we want to ﬁnd all objects intersecting a query line segment. If the slope of
the segment is close to 1, then its bounding box ﬁts badly, possibly increasing the number of visited nodes dramatically. In-
deed, the box-trees of Agarwal et al. [1] (or any box-tree, for that matter) cannot give any (sublinear) worst-case guarantees
for queries with non-rectangular ranges or in non-rectangular data. The fact that bounding boxes may not always ﬁt well,
inspired research on bvhs that use different, more tightly ﬁtting bounding volumes [8,10,13,17,21]. The types of bounding
volumes suggested include so-called discretely oriented polytopes [9,15,16,22]. These are polytopes whose facets have orien-
tations that come from a ﬁxed set of c orientations. We call such a bounding volume a c-dop. For instance, a bounding box
in the plane is a 2-dop, since its edges are horizontal and vertical. The larger the value of c, the better the c-dop can ﬁt
arbitrary underlying objects. We call a bvh that uses c-dops as bounding volumes a dop-tree. As far as we know, there are
no dop-trees for c > 2 which have a worst-case performance guarantee. In this paper we develop such dop-trees for range
searching in the plane, where the query range is also a c-dop. We call such queries dop queries. In this paper we assume
the dop queries to be open. We also consider point queries, where the query range is a point. Point queries—sometimes also
called inverse range queries—are interesting in their own right. Moreover, if point queries can be answered eﬃciently, one
may expect that range queries with small ranges can be answered eﬃciently as well.
Our results. We describe a general strategy to construct a dop-tree on a set of c-dops in the plane from a c-oriented binary
space partition (bsp) on a set of representative points for the c-dops. (A bsp for a set of points in the plane is a recursive
partitioning of the plane using lines, into subspaces that each contain only a single point. A bsp is c-oriented if its splitting
lines come from a ﬁxed set of c orientations.) This strategy is described and analyzed in Section 4.1.
Two well-known 2-oriented bsps are the kd-tree and the longest-side-ﬁrst kd-tree. Using one of these bsps in our general
strategy we obtain a slightly simpliﬁed version of the kd-interval-tree or the lsf-interval-tree of Agarwal et al. [1]. Our
structures have the same bounds as in their paper.
To obtain an eﬃcient dop-tree for c > 2, we need a bsp on a set of points in the plane that has a good query time for
range searching with c-dops. Developing such a bsp is the topic of Section 2, where we present such a bsp whose query
time is O (n1/2+ε + k).4 This result generalizes to higher dimensions; the query time in Rd is O (n1−1/d+ε + k). We remark
that the same (in fact, slightly better) bounds can be obtained for more general queries, namely arbitrary simplices, using
partition trees [19]. Our bsp structure is much simpler, however, and its time for point queries is O (logn), which is not the
case for partition trees. Moreover, partition trees cannot serve as a basis for our general strategy for constructing dop-trees.
By combining our bsp result with our general strategy, we obtain a dop-tree on a set S of disjoint c-dops in the plane
such that dop queries can be answered in O (n1/2+ε +k) time, where k is the number of input c-dops that intersect the query
range. This is optimal up to the factor O (nε): any bvh that uses convex bounding volumes has (
√
n) query time, even
for point data and rectangle queries [1]. Our dop-tree answers point queries in O (logc n) time. Note that our query times
for c-dops are almost as good as those of Agarwal et al. [1] for axis-aligned rectangles. The advantages of our structure
are twofold: (i) it works on more tightly ﬁtting bounding volumes, so that fewer bounding volumes are reported whose
underlying objects do not intersect the query range, and (ii) there are performance guarantees for a larger class of query
ranges, namely c-dops instead of rectangles.
We also prove that if the c-dops in S may intersect, then any dop-tree must have (n1−1/c) query time in the worst
case, even for point queries where the query point does not lie in any of the input c-dops, and we describe a dop-tree that
matches this bound. Interestingly, this discrepancy between intersecting and disjoint input does not occur for rectangular
input and rectangular ranges: here one can obtain O (
√
n+ k) query time both for disjoint and for intersecting input [1].
4 More precisely stated, for any constant ε > 0 we can construct the bsp in such a way that the query time is O (n1/2+ε + k). The constant hidden in the
O -notation depends on ε and c.
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contained in more than σ c-dops. (The number σ is called the stabbing number of S .) We prove that if σ is a constant,
then the same bounds can be obtained as for disjoint objects.
Terminology. Let C be a set of c non-parallel hyperplanes in Rd . We say that two hyperplanes have the same orientation
if they are parallel. Thus the set C deﬁnes c orientations. We say that a hyperplane, or a (d − 1)-dimensional facet of a
polytope, is c-oriented if it has one of the c orientations deﬁned by C . We call a convex polytope a c-dop if all of its facets
are c-oriented. Hence, a c-dop has at most 2c facets. The set C is ﬁxed throughout the paper, and terms like c-dops, c-ori-
ented, and so on, always refer to this set C . Moreover, when we speak of a dop, we always mean a c-dop. Finally, for a set
of objects S , we deﬁne bdop(S) to be the smallest c-dop containing all objects in S .
2. A c-oriented BSP for DOP queries
In this section we describe a bsp on a set S of n points in Rd that has a good query time for range searching with
c-dops.
A (ﬁne) simplicial partition of size r for a set S of n points in Rd is a set of pairs Ψ (S) = {(S1,1), . . . , (Sr,r)}, where the
Si form a disjoint partition of S , each i is a simplex containing Si , and |Si| 2n/r for all i. The crossing number of Ψ (S)
is the maximum number of simplices intersecting any hyperplane. Matoušek [19] has shown that any set of points admits a
simplicial partition of size r with crossing number O (r1−1/d). We show how to construct a c-oriented bsp for S with similar
properties: every cell in the bsp contains at most n/r points, there are O (r) cells, and every c-oriented hyperplane intersects
O (r1−1/d) cells. Note that since the bsp is c-oriented, every cell is a c-dop.
One important difference with the result of Matoušek is that we only bound the crossing number with respect to c-
oriented hyperplanes, not with respect to arbitrary hyperplanes. In this sense, our result is weaker than Matoušek’s result.
On the other hand, our partitioning is a c-oriented bsp whereas Matoušek uses arbitrary simplices that can even intersect.
This will be crucial in our application. Moreover, it means that the crossing number of a point—the maximum number of
cells containing the point—is 1 for our partitioning, whereas no better bounds than O (r1−1/d) are known for Matoušek’s
partitioning. An additional advantage is that our partitioning algorithm is much simpler.
The basic idea of our algorithm is the following. Consider the ith orientation, oi , in C . Take a set Hi of r1/d − 1 splitting
hyperplanes with that orientation, such that there are n/r1/d points from S in each of the slabs deﬁned by the hyperplanes.5
Do this for each of the c orientations. The hyperplanes from H1 ∪ · · · ∪ Hc together deﬁne a “grid” with O (r) cells. In a
second stage, we then partition each cell that contains more than n/r points into cells with at most n/r and at least n/(2r)
points. The main challenge is to implement this algorithm in such a way that it has a good running time. Next we describe
how to do this. We assume that the points of S are given as c lists S1, . . . , Sc , where Si contains all points of S sorted by
their projections on a line orthogonal to the ith orientation in C .
Stage 1. We ﬁrst scan, for each i ∈ {1, . . . , c}, the list Si to ﬁnd an ordered set Hi of r1/d − 1 splitting hyperplanes such that
the slabs between two consecutive hyperplanes in Hi (and the “slabs” before the ﬁrst and after the last hyperplane
in Hi) each contain at most n/r1/d points. We then re-order the hyperplanes from each Hi : we construct a balanced
binary search tree Ti that stores the hyperplanes from Hi in its internal nodes, and output the hyperplanes in the
order given by a pre-order traversal of Ti . We still use Hi to denote the re-ordered set.
Next we start the construction of the bsp. We initialize a bsp-tree T consisting of a single leaf node. We then insert
the hyperplanes from H1, . . . ,Hc one by one. (It is not important that all of the hyperplanes from H1 are inserted
before we start with H2, etc. One can also treat the sets Hi in a round-robin fashion, as long as the ordering
within each Hi is respected.) To insert a hyperplane h, we traverse T top-down to locate all the leaf cells that
are intersected by h, as follows. Each (internal or leaf) node ν of the bsp corresponds to a region R(ν) in Rd: the
root corresponds to Rd , the left and right child of the root to the half-spaces to the left resp. right of the splitting
hyperplane at the root, etc. We only visit nodes ν such that h intersects R(ν). Moreover, we make sure that when
we arrive at a node ν during the traversal, we have h ∩ R(ν) available. If h ∩ R(ν) does not intersect the splitting
hyperplane h(ν) stored at ν , then we continue the traversal in the appropriate child, otherwise we use h(ν) to cut
h ∩ R(ν) into two pieces and continue the traversal in both children with the appropriate piece. Note that since the
regions are c-dops, the pieces h ∩ R(ν) have constant complexity, so each node is handled in O (1) time. Each leaf
that we reach is replaced by a node with splitting plane h and two leaves as children.
Stage 2. We ﬁrst distribute the points of S to the resulting cells by searching in the bsp with each point. When a cell
contains more than n/r points—we say that it is overfull—we construct a balanced bsp on those points using parallel
hyperplanes with an arbitrary orientation from C , until the number of points in each subcell drops below n/r. Note
that this implies that each subcell created in this manner has at least n/(2r) points. We let this tree replace the leaf
of T corresponding to the overfull cell.
5 For simplicity we assume here and in the sequel that the set of points is in general position. More precisely, we assume that no two points lie on a
common line with one of the c orientations.
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Lemma 1. Let S be a set of n points in Rd. For any r  n and constant c  d there exists a c-oriented bsp for S with the following
properties:
(i) each cell in the bsp contains at most n/r points;
(ii) the number of cells in the bsp is O (r);
(iii) the depth of the corresponding bsp-tree is O (log r);
(iv) any hyperplane h with an orientation in C intersects at most O (r1−1/d) cells in the bsp.
The partitioning can be constructed in O (n log r) time when the points of S are given as c lists S1, . . . , Sc , where Si contains all points
of S sorted by their projections on a line orthogonal to the ith orientation in C .
Proof. Consider the algorithm described above. The bsp it generates has property (i) by construction. Property (ii) follows
from the fact that the ﬁrst stage produces O (r) cells, and the second stage produces only cells with at least n/(2r) points.
For property (iii) consider the tree T ′i obtained by taking the nodes in the bsp which have a partition plane of orientation
oi ∈ C and connecting the nodes if one is a descendant of the other. Since the hyperplanes are inserted according to a pre-
order on Ti , any path in T ′i corresponds to a path in Ti , with maybe some nodes removed from this path. The tree T ′i
thus has at most the same depth as Ti , namely O (log r). Since this holds for all orientations, the tree resulting after Stage
1 has depth O (c log r) = O (log r). The balanced binary trees created in the second step, which replace the leaves of the bsp
corresponding overfull cells, also have depth O (log r) and so the property follows.
To prove property (iv), we note that the number of cells intersected by any c-oriented hyperplane h after the ﬁrst
stage is bounded by the complexity of the arrangement on h induced by the partitioning, which is O (((c − 1)r1/d)d−1) =
O ((c − 1)d−1r1−1/d). It remains to account for the increase in the number of intersected cells due to the second stage. To
this end, we observe that the total number of points in the intersected cells is at most n/r1/d , since h lies inside one of the
slabs induced by the splitting hyperplanes parallel to h. Because the second stage only produces cells with at least n/(2r)
points, this implies that there cannot be more than 2r1−1/d such cells.
We are now left with proving the construction time of the partitioning. Scanning the sorted lists Si to obtain the sets
Hi , building the c binary trees Ti , and doing the pre-order traversal of each of them takes O (cn) time in total. Initializing
the bsp-tree T takes constant time. Since the depth of the bsp-tree T is O (log r), inserting a hyperplane h takes O (mh log r)
time, where mh is the number of leaves where h has to be inserted. Since this number is equal to the total complexity of
the arrangement induced on h by the previously inserted hyperplanes, we have mh = O (r1−1/d). Hence, in total we spent
O (r log r) time, so Stage 1 takes O (n + r log r) time.
The distribution of the points of S to the resulting cells can subsequently be done in O (n log r) time using the bsp. Let n j
be the number of points in a cell j of the partitioning. Since
∑
n j = n the constructing of the bsps for the overfull cells takes∑
i O (ni log r) = O (n log r) time, where the sum is over all overfull cells. The overall construction time is O (r log r + n log r)
and since r  n the bound follows. 
To obtain a bsp that can answer dop queries eﬃciently, we recursively apply Lemma 1 (with a suitable value of r—see
below) to each cell in the partitioning that contains more than one point. This is similar to the way simplicial partitions are
used to construct partition trees. Our structure can also be seen as a generalization of kd-trees [5] such that it can handle
c-oriented ranges eﬃciently.
Theorem 2. Let S be a set of n points in Rd. For any ε > 0, there is a c-oriented bsp-tree T that has size O (n), has depth O (logn),
and can answer dop queries in O (n1−1/d+ε + k) time, where k is the number of reported points. The bsp-tree T can be constructed in
O (n logn) time.
Proof. Think about the tree not as a bsp, but as a tree with fan-out O (r): the root of the tree has O (r) children, each
corresponding to a cell in the partitioning of Lemma 1, each of these children has O (r) children corresponding to the cells
in the recursively created partitionings, and so on. Since r is a constant—see the end of the proof—the conversion to a binary
tree does not inﬂuence the asymptotic bounds. By property (i) of Lemma 1, this tree has depth O (logr n) = O (logn), and it
is easy to see that its size is O (n).
To analyse the query time, we distinguish between nodes whose associated region is contained in the query range and
nodes whose region is intersected by the boundary of the range. The number of nodes of the former type is O (k). To
bound the number of nodes of the latter type, we formulate a recurrence for Q (n), the number of nodes whose region is
intersected by a ﬁxed facet f of the query range; multiplying this number by 2c then gives the bound. By Lemma 1, the
facet f intersects at most a · r1−1/d regions of the children of the root node, for some constant a. Each such region contains
at most n/r points, so we have Q (n) 1+ ar1−1/d · Q (n/r). For r = a1/ε , this solves to Q (n) = O (n1−1/d+ε).
During the construction of the partitioning as in Lemma 1 it is easy to keep the points in the cells in sorted order
for all c orientations. The preprocessing step thus has to be performed only once. From the same lemma we know that
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construction time of all partitionings at a level i is
∑
j O (n j log r)  O (n log r). Since there are O (logr n) levels in the tree
the construction time is O (n logn). 
We call the bsp constructed as described above a c-grid bsp .
Remark 3. The recurrence for Q (n) still solves to O (n1−1/d+ε) if any single region of a child of root may contain more
than n/r points, but the regions that intersect f together still contain at most n/r1/d in total—that is, when we have
Q (n) 1 +∑ ji=1 Q (ni) with j  ar1−1/d and
∑ j
i=1 ni  n/r1/d . Therefore we can maintain the same query times if, in the
partitioning algorithm of Lemma 1, we only build the grids, and omit the second stage of subdividing cells with more than
n/r points by means of parallel hyperplanes.
3. A worst-case optimal DOP-tree
In this section we describe how to generalize the cs-boxtree described by Agarwal et al. [1] to obtain an eﬃcient dop-
tree, and we show that the result is optimal in the worst case. More exactly we show the following.
Theorem 4. For any set of (possibly intersecting) c-dops in Rd (c  d 2), there is a constant-degree dop-tree such that dop queries
can be answered in time O (n1−1/c + k), where k is the number of reported answers. Moreover, the bound on the query time is optimal,
even for point queries: for any n, there is a set S of n c-dops such that for any constant-degree dop-tree T on S there is a query point p
not contained in any dop from S such that a query with p visits (n1−1/c) nodes in T .
Below we prove the two statements in the theorem separately. The lower bound is proved in Lemma 5 and the upper
bound in Lemma 6.
Lemma 5. For any n, there is a set S of n c-dops in Rd with c  d 2, such that for any constant-degree bvh T on S there is a point,
not contained in any dop from S, such that a query with this point visits (n1−1/c) nodes in T .
Proof. We ﬁrst explain how to construct a set S = {D1, . . . , Dn} as in the lemma by making n modiﬁed copies of a d-di-
mensional polyhedron D deﬁned as follows.
In the plane D is a regular 2c-gon. In higher dimensions D is constructed as follows. We start with a regular (2c+4−2d)-
gon on a 2-dimensional plane, and we extend this polygon in the remaining d − 2 dimensions by taking the Cartesian
product of the polygon with the interval [0,1] for every dimension. Note that an interval for dimension 2 < i  d used in
the Cartesian product deﬁnes two hyperplanes, H−i and H
+
i , which bound D in this dimension.
The dops D1, . . . , Dn are constructed by moving the facets of D slightly in certain ways. For this we need a perfect
matching of the (d − 1)-dimensional facets of D that matches every facet to an adjacent one. We ﬁnd such a matching by
ﬁrst determining a perfect matching of the edges of the (2c + 4 − 2d)-gon (which is trivial). Then, for each 2 < i  d in
order, we add the hyperplanes H−i and H
+
i , which bound D in the ith dimension. Let f
−
i and f
+
i be the facets deﬁned by
these hyperplanes. We cannot add the pair ( f −i , f
+
i ) to the current matching, since f
−
i and f
+
i are not adjacent. But both
facets are adjacent to all facets in the current matching, so we can choose any pair ( f1, f2) from the current matching, and
match up f1 with f
−
i and f2 with f
+
i .
The set S is constructed by making copies of D in which the deﬁning halfspaces have been offset slightly from their
original positions—choosing the offsets small enough to ensure that all dops have 2c non-degenerate (d − 1)-dimensional
facets, and keeping all facets parallel to the original facets. When we ﬁx the exact position of the aﬃne hull of any (d− 2)-
dimensional facet f of such a variation D ′ , this ﬁxes the exact position of the two halfspaces that deﬁne the (d − 1)-
dimensional facets adjacent to f . We can therefore uniquely specify a dop D ′ by ﬁxing, for each of the c pairs ( f1, f2)
in the matching, the intersection point of f1 ∩ f2 and a plane A orthogonal to it. For the dops in S , we restrict those
intersection points to a discrete set of n1/c points on a line whose normal is the sum of the normals of the intersections
of f1 and f2 with A. For an example in 2D see Fig. 1. By selecting the points such that they lie close enough to D , we
guarantee that any DOP D ′ that adheres to these restrictions has 2c non-degenerate (d − 1)-dimensional facets.
The set S now consists of n different dops that are deﬁned by taking all possible combinations of deﬁning points from c
sets V1, V2, . . . , Vc on c lines 	1, 	2, . . . , 	c of n1/c points each.
We now prove that for any constant-degree bvh on S there is a point query without answers that visits (n1−1/c) nodes.
Each set of deﬁning points Vi divides the line 	i in n1/c − 1 bounded segments and two partially unbounded segments. Let
P be a set of c(n1/c − 1) points with one point in the interior of each bounded segment of each line—see Fig. 1. Note that
the points in P are not contained in any dop in S . Now any constant-degree bvh on S contains (n) bounding volumes
B that each contain at least two dops from S . Any two dops from S differ in the deﬁning point from at least one set V i
and therefore their bounding dop contains at least one point of P on 	i . Hence any bounding dop in B contains at least
one point of P . There are (n) such bounding dops and only O (n1/c) points in P . It follows that there exists a point p ∈ P
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input dops shown in the ﬁgure only differ at one deﬁning point in V . The deﬁning points of the input dops are depicted as points and the possible
point-containment queries as crosses.
which is contained in at least (n)/O (n1/c) = (n1−1/c) dops. If we query with this point p we thus have to visit at least
(n1−1/c) nodes. 
This lower bound shows that in general we cannot hope for a better point-query time than O (n1−1/c). Next we describe
a dop-tree—we call this dop-tree a csp-dop tree—achieving this bound even for range queries with c-oriented ranges. The
csp-dop tree is simply a c-dimensional cs-priority-box tree [1,11] since any dop D can be deﬁned by
∏c
i=1[x−i , x+i ] where
[x−i , x+i ] deﬁnes the smallest slab enclosing D whose bounding hyperplanes have orientation oi . The construction of a
csp-dop tree is therefore similar to the construction of a cs-priority-box tree. For completeness, we brieﬂy describe the
construction.
Let S be the set of n dops. We map every dop in S to a point (x−1 , . . . , x−c , x
+
1 , . . . , x
+
c ) in R
2c . We then build a bsp
on these points. This tree T is built recursively, starting at the root: at every node ν we store the 2c points that have
the largest value of x+i or the smallest value of x
−
i of the current set of points for some i ∈ {1, . . . , c} and we store these
extreme points at ν; we then split the remaining points with an axis-parallel hyperplane such that approximately half of
the points lie on either side, like in a kd-tree, and distribute these points among the children of ν . The orientations of the
splitting planes are chosen as in a kd-tree, cycling through all orientations on any path down the tree.
Next we replace every point in T by its corresponding dop. At every internal node ν we store a bounding DOP containing
all dops below ν . The dops corresponding to the 2c extreme points stored at ν are stored in a priority leaf directly below ν .
Note that a dop corresponding to such a point is extreme in the direction of one of the normals of the c orientations.
The csp-dop tree is technically not a real kd-tree (because at every step we take out some extreme points) but it is easy
to see that our tree has the same size (O (n)), depth (O (logn)) and construction time (O (n logn)) as an ordinary kd-tree.
For the analysis of the query time, as stated in the next lemma, we refer to the paper by Agarwal et al. [1].
Lemma 6. The number of visited nodes by a dop-query in a csp-dop tree is O (n1−1/c + k).
4. A DOP-tree for input with low stabbing number
In the previous section we obtain a worst-case optimal dop-tree for the case where the input dops can intersect arbi-
trarily. In this section we improve the result for a setting that is probably more relevant in practice: the dops may intersect,
but not too much. To quantify this we use the so-called stabbing number of the input set S . This is the smallest number σ
such that no point in the plane is contained in more than σ dops from S . For example, if the dops in S are disjoint, then
σ = 1. In practice, especially when the dops from S are bounding dops of an underlying set of disjoint objects, one may
expect that σ is some small constant.
4.1. From BSP-trees to DOP-trees
In this section we describe and analyze a general method for creating a dop-tree on a set S of c-dops in the plane from
a c-oriented bsp on a set of representative points. Our method creates a dop-tree of branching degree at most 2c+ 3, which
can be turned into a binary dop-tree as a postprocessing step. The method works as follows.
1. Pick an arbitrary representative point in each dop in S . Let P be the resulting set of representative points.
2. Construct a c-oriented bsp TP on the set P .
3. Next, transform the bsp TP into a bvh TS by inserting the dops from S into TP in a top-down manner, starting at the
root of TP with the complete input set S . A recursive call proceeds as follows. We get as input a set of dops Sν ⊆ S
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the bounding dop bdop(ν) := bdop(Sν) of all dops in Sν , thus converting a bsp-node into a bvh-node. We then split Sν
into three sets. The set S−ν contains all dops in Sν that lie completely to the left of 	ν , the set S+ν contains all dops in
Sν to the right of 	ν , and S×ν contains the dops in Sν that are intersected by 	ν .
(i) The set S−ν (if nonempty) is inserted recursively into the left child ν− of ν , and the set S+ν (if nonempty) is inserted
recursively into the right child ν+ of ν .
(ii) Recall that C is the set of lines deﬁning the c orientations of the splitting lines used by the bsp TP (and the dops).
Remove the line parallel to 	ν from C , to obtain a set C∗ . Construct a dop-tree for the set S×ν (if nonempty) by
calling a subroutine CreateSubTree(S×ν ,C∗) and make this tree a subtree of ν .
CreateSubTree(S∗,C∗) is a recursive subroutine, which works as follows.
1. If C∗ = ∅, we return a csp-dop tree for S∗ as described in Section 3. Otherwise, proceed with Steps 2–4.
2. Create a root node μ for the tree to be constructed. Deﬁne Sμ := S∗ and Cμ := C∗ . Store the bounding DOP bdop(Sμ)
at μ.
3. Let {−→n1, . . . ,−−→n2c} be the normals to the lines in C (not only the lines in C∗). Note that for every line we have normals
in both directions. For each normal −→ni in turn, we remove from Sμ the dop Di extending furthest in the direction −→ni ,
and store it in a leaf μi directly below μ. We call such leaves priority leaves. Note that a dop stored in a priority leaf
because it is extreme in some direction −→ni is not considered when we look for extreme dops in subsequent directions−→n j with j > i.
4. Let S ′ := Sμ \ {D1, . . . , D2c} be the remaining dops in Sμ . If S ′ is not empty, we ﬁnd a splitting line 	μ parallel to the
ﬁrst line in Cμ , such that 	μ splits the set of representative points of the dops in S ′ in two sets of roughly equal size.
Now we create three sets of dops S−μ , S+μ , and S×μ that contain the dops in S ′ that lie completely to the left, completely
to the right, or across 	μ , respectively.
(i) Create the left and right subtree of μ by calling CreateSubTree(S−μ,Cμ) and CreateSubTree(S+μ,Cμ), respectively. (If
S−μ or S+μ is empty the corresponding call is skipped.)
(ii) Let C∗μ be the set Cμ with its ﬁrst line, which is parallel to 	μ , removed. Create a subtree of μ for S×μ (if this set is
nonempty) by calling CreateSubTree(S×μ,C∗μ).
Note that the algorithm above can create nodes of degree one when only one of the subsets for which a subtree is created
is nonempty. We remove these nodes in a postprocessing step.
This ﬁnishes the description of the construction algorithm. In the remainder of this section we prove bounds on the
performance of the dop-tree created with the algorithm above.
We ﬁrst need to introduce some deﬁnitions. Any node which was already present in the original bsp TP is called a
c-node. For 0m < c, an m-node ν is any node constructed in Step 1 or 2 of a call to CreateSubTree(S∗,C∗) with |C∗| =m.
An m-tree is a subtree rooted at an m-node; thus an m-tree only contains m′-nodes for m′ m. The t-parent of an m-node
ν , for some m < t  c, is its lowest ancestor that is a t-node.
We start with two easy lemmas on the size and the depth of TS .
Lemma 7. TS uses O (n) storage.
Proof. The complete structure is a bounding volume hierarchy that stores n dops in O (n) leaves. All nodes have degree at
least two. Hence the total number of nodes in the hierarchy is O (n), and each of them uses only O (1) storage. 
Lemma 8. The depth of TS is O (depth(TP )).
Proof. Consider any c-node ν which had height h in TP . The number of dops stored below ν is therefore at most 2h .
When traversing any path from the ‘middle child’ ν× of ν down to a leaf below ν× , the number of nodes stored below
the current node is reduced by a factor at least two with each step, except, possibly, when we go from an m-node to a
(m − 1)-node (for 0 <m < c). The total height of the subtree rooted at ν× is therefore at most h + c − 1. It follows that by
the transformation from TP to TS , the height of ν increases by at most an additive term c. The depth of TS must therefore
be at most depth(TP ) + c = O (depth(TP )). 
Lemma 9. Given TP , the tree TS can be constructed in O (n · depth(TP )) time.
Proof. We ﬁrst analyse how much time it costs to distribute the dops Sν that have to be stored under an m-node ν
(0 < m < c) among the children of ν . Suppose the dops in Sν are given sorted by the coordinates of their representative
points, when projected on a line orthogonal to the ﬁrst line in Cν—that is the line which is parallel to the splitting line 	ν
that will be chosen for ν . In O (|Sν |) time, we can ﬁnd the bounding dop bdop(ν) of ν , we can ﬁnd the dops that have to
be placed in the priority leaves, choose a splitting line 	ν that divides the representative points of the remaining dops into
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can obviously be constructed in the same time bound, since a c-node requires less work (c-nodes have no priority leaves,
and the splitting line is already known).
Note that any dop is routed through at most one node on every level of TS . Since the depth of the tree is O (depth(TP ))
and there are n dops, the total time needed for distributing the dops is O (n · depth(TP )), plus the time needed for sorting.
Every m-node whose parent is an m-node as well, gets its set of dops from its parent in the correct order. However, when
an m-node gets its dops from its (m+ 1)-parent, they have to be sorted. Thus, every dop undergoes sorting c = O (1) times,
so the total time spent sorting is O (n logn).
This accounts for the cost of distributing the dops over priority leaves and 0-trees. To ﬁnish off, the 0-trees are built in
O (n logn) total time as described in Section 3.
The bound on the total construction time is obtained by adding these bounds. 
Next we prove the bounds on the number of nodes in TS visited by a point query and a dop query. To this end, we
associate a region of the plane with every node ν in TS . Consider all the ancestors of ν . At each such ancestor μ, we
used a splitting line 	μ to guide the construction; the node ν can either lie in the subtree corresponding to the subset
lying completely in one of the half-planes deﬁned by 	μ , or not. (In the latter case ν is a priority leaf directly below μ,
or ν lies in the subtree created for S×μ .) The region of ν , denoted region(ν), is deﬁned as the intersection of all half-planes
corresponding to ancestors of the former type.
Observation 10. For any node ν in TS the bounding DOP bdop(ν) is a subset of region(ν).
Proof. Suppose this is not the case, then at least one object in Sν is (partially) outside region(ν). This object thus intersects
one of the splitting lines of an ancestor μ of ν , or it lies completely to the ‘wrong’ side of such a splitting line. But such an
object would not be an object in Sν , by construction. 
Corollary 11. The number of visited c-nodes in TS is at most the number of nodes that would be visited by the same query in TP .
We now analyse the number of nodes visited by a point query. Here we make use of the fact that any 0-tree stores O (σ )
dops in the worst case—we prove this in Section 5 (Theorem 26).
Lemma 12. The number of nodes visited by a point query in TS is O (σ 1−1/c · depth(TP ) · logc−1 n + k), where k is the number of
reported answers.
Proof. In TP a point query q visits O (depth(TP )) nodes, so by Corollary 11, q is contained in the bounding dops of at
most O (depth(TP )) c-nodes in TS . For each such node, its (c − 1)-subtree may also contain bounding dops that contain q.
A point query in an m-tree (0 < m < c) is contained in the bounding dops of O (logn) m-nodes, since the depth of an
m-tree is O (logn). At each m-node, its (m − 1)-subtree may also contain bounding dops that contain q. Thus, an m-tree
on n dops contains at most T (n,m) = O (logn)(1 + T (n,m − 1)) bounding dops that contain q in total, where T (n,1) =
O (logn). This solves to T (n,m) = O (logm n), and the total number of nodes visited in TS , excluding 0-trees, is therefore
O (depth(TP ) · logc−1 n). For each visited 1-node ν , we may need to visit its 0-subtree Tν . By Theorem 26 such a subtree Tν
stores only O (σ ) dops, and by Theorem 4 it can be queried by visiting O (σ 1−1/c + kν) nodes, where kν is the number of
answers found in Tν . Thus we visit O (σ 1−1/c · depth(TP ) · logc−1 n + k) nodes in total. 
Next we analyse the number of internal nodes visited by a dop query in TS ; the number of leaf-nodes is at most a
constant factor more. To this end we introduce the notion of deﬁning segments. The set of deﬁning segments of an m-
node ν , denoted DefSeg(ν), is the intersection of bdop(ν) with the splitting lines 	μ of all t-parents μ of ν (for every
t ∈ {m+ 1, . . . , c}). Note that any dop in the subtree rooted at ν intersects all deﬁning segments of that node.
In the following we say that two edges of a query range Q (or some other c-dop) are adjacent if their outward normals
are adjacent in the cyclic ordering of all 2c possible outward normals. Hence, if Q has 2c edges then this corresponds to the
usual deﬁnition. If, however, some of the possible outward normals are not used by Q , then two edges may be non-adjacent
in the above sense of the word, even when they are incident to the same dop-vertex.
We distinguish the following types of visited nodes—see Fig. 2 for an illustration.
inner nodes are nodes ν such that bdop(ν) is completely contained in Q ;
side nodes are nodes ν such that bdop(ν) intersects only one edge of Q ;
stabbing nodes are nodes ν such that bdop(ν) intersects at least two edges of Q (but no vertex), and have a deﬁning
segment that intersects at most one edge of Q ;
embracing nodes are nodes ν such that bdop(ν) and all deﬁning segments in DefSeg(ν) intersect the interiors of at least
two non-adjacent edges of Q ;
corner nodes are nodes ν such that bdop(ν) contains at least one vertex of Q .
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Fig. 3. The bounding DOP bdop(ν) of a side node ν intersects only one edge e of the query Q . The dop D is extreme in the direction of n, the inward
normal of e.
Observe that a visited node that is not an inner node, must intersect at least one edge of Q . If it intersects only one edge, it
is a side node. If it intersects two adjacent edges, then (by our deﬁnition of adjacency) it must also intersect their common
vertex, so it is a corner node. Otherwise it intersects at least two non-adjacent edges and is therefore a stabbing node
or an embracing node, depending on the deﬁning segments. Thus, together these types cover all nodes whose bounding
dops intersect Q . Note that some embracing nodes might be corner nodes as well. Also note that, in the deﬁnition of
embracing nodes, the condition that bdop(ν) intersects the interiors of at least two non-adjacent edges of Q is implied by
the condition that the deﬁning segments in DefSeg(ν) intersect the interiors of at least two non-adjacent edges of Q when
DefSeg(ν) is not empty; so the ﬁrst condition is only needed for the case where DefSeg(ν) is empty.
Lemma 13. The number of inner nodes, side nodes, and stabbing nodes visited by a dop-query Q in all m-trees (m < c) of TS together
is O (k).
Proof. The bound on the number of inner nodes is easy to see, so we concentrate on the side and stabbing nodes. Let Sν
be the set of dops at ν .
First we bound the number of side nodes. Let ν be a side node and let e be the edge of Q it intersects. Let H be the
halfplane that contains Q and is bounded by the line 	 that contains e. Let −→n be the direction of the inward normal of
e—see Fig. 3. Let p be any point inside bdop(ν) ∩ Q , and let q be the point that extends furthest in direction −→n , in the dop
D ∈ Sν that extends furthest in that direction. Obviously, the line segment pq lies inside H , and if q would not lie in Q ,
the segment pq ∈ bdop(ν) would intersect another edge of Q than e—contradicting the deﬁnition of a side node. Hence, D
intersects Q . Since D is the dop of Sν which extends furthest in the direction of a normal to one of the orientations, it is
stored in a priority leaf at ν . We charge ν to that priority leaf. By deﬁnition, only O (k) priority leaves contain dops that
intersect Q , and each priority leaf is charged at most once (namely by its parent). Therefore the total number of side nodes
is O (k).
It remains to bound the number of stabbing nodes. Let ν be a stabbing node. Let s be a deﬁning segment of ν and
let e be an edge of Q , such that e intersects bdop(ν) but not s—see Fig. 4 for an example. By the deﬁnition of stabbing
nodes, such a pair exists. Let 	 be the line that contains e. Since bdop(ν) is convex and by deﬁnition does not include any
vertex of e, no line segment inside bdop(ν) can intersect 	 without intersecting e. This implies that s must lie completely
on one side of 	. Let D be the dop stored below ν that is extreme in the direction of the normal −→n of e that is directed
from s towards 	. Since any dop stored below ν intersects all deﬁning segments of ν , the dop D must intersect s in some
point p. Furthermore, since bdop(ν) intersects 	, the dop D must contain a point q on the other side of 	. Since D is
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n,
the normal of e directed from s towards 	.
Fig. 5. The query Q intersects bdop(ν) of an embracing node ν . The splitting line 	 stored at ν separates the bounding dops of its children bdop(ν+) and
bdop(ν−). The part s′ within Q of the deﬁning segment s cannot be completely contained in both bdop(ν+) and bdop(ν−).
convex, it contains the line segment pq that intersects 	; hence D intersects e, and in the immediate neighborhood of that
intersection, D intersects Q . Again, we charge ν to the priority leaf that contains D , and ﬁnd that the total number of
stabbing nodes is O (k). 
We now bound the number of corner nodes.
Lemma 14. The number of corner nodes visited by a dop-query Q in TS is O (σ 1−1/c · depth(TP ) · logc−1 n+ k).
Proof. The number of corner nodes visited by a dop-query Q in TS is the number of nodes ν whose bounding dops bdop(ν)
contain at least one vertex of Q , which are exactly the nodes visited while doing a point query for each vertex of Q . The
bound thus follows directly from Lemma 12. 
We are now left with proving a bound on the number of embracing nodes. We start by characterizing the places where
they may be found in the tree.
Observation 15. All ancestors of embracing nodes are embracing nodes.
Proof. Once a node has a deﬁning segment that intersects less than two edges of Q , all its descendants have a deﬁning
segment that intersects less than two edges of Q , and once a node’s bounding dop intersects less than two edges of Q ,
all its descendants intersect less than two edges of Q . So all descendants of inner nodes, side nodes, and stabbing nodes
must be inner nodes, side nodes, or stabbing nodes, so no embracing node can have an inner, side or stabbing node as an
ancestor. With the same reasoning as for side nodes, a corner node cannot have any embracing descendants either, unless
it happens to be an embracing node itself. It follows that every ancestor of an embracing node is an embracing node. 
Lemma 16. An m-tree (1  m < c) on n dops whose root is an embracing node contains O (logm n) embracing nodes—excluding
embracing nodes in 0-trees.
Proof. Let ν be an embracing m-node. Since m < c, the node ν has at least one deﬁning segment s, and since ν is an
embracing node, s intersects two edges of Q —see Fig. 5. Let s′ := s ∩ Q . Since the bounding dops bdop(ν−) and bdop(ν+)
of the left and right child of ν are disjoint, they cannot both contain s′ completely. Any child that does not contain s′
completely, has a deﬁning segment that intersects less than two edges of Q and therefore cannot be an embracing node.
Hence, at most one of ν− and ν+ can be an embracing node. In addition, the child created for S×ν may be an embracing
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T (n,m − 1), where T (n,m) = 1 for n 2c, and T (n,0) = 0 for any n. This recurrence solves to T (n,m) = O (logm n). 
Lemma 17. The number of embracing nodes visited by a dop-query Q in TS , excluding its 0-trees, is O (tna(TP , Q )+ tna_disj(TP , Q ) ·
logc−1 n), where tna(TP , Q ) is the number of regions in TP that intersect at least two non-adjacent edges of Q , and tna_disj(TP , Q )
is the maximum size of a set of such cells that are pairwise disjoint.
Proof. By Observation 15 the embracing nodes together form a subgraph T ′ of TS that is a tree rooted at the root of TS .
First consider the c-nodes of T ′ . By Observation 10, the number of such nodes is at most the number of cells in TP that
intersect at least two non-adjacent edges of Q , which is O (tna(TP , Q )) by deﬁnition.
The other nodes of T ′ are grouped into subtrees of T ′ whose roots are (c−1)-nodes that have a c-node in T ′ as parent.
By Lemma 16 any such subtree has O (logc−1 n) nodes. It remains to bound the number of subtrees. We just argued that the
number of c-nodes in T ′ is O (tna(TP , Q )) by deﬁnition, leading to a bound of O (tna(TP , Q )) on the number of subtrees.
We now strengthen the bound on the number of subtrees to O (tna_disj(TP , Q )). To this end consider the subtree T ′c of T ′
consisting of all c-nodes. Since the cells at the leaves of T ′c are disjoint, T ′c has O (tna_disj(TP , Q )) leaves. Suppose ν is an
embracing c-node that has an embracing (c − 1)-child ν× . Then the splitting line 	ν used at ν must intersect two edges
of Q . Since no splitting line can intersect edges of adjacent orientations, it must, in fact, intersect two non-adjacent edges
of Q . Then the left and right child of ν in TP also intersect those two non-adjacent edges of Q , and therefore ν is a node
of degree two in T ′c . The tree T ′c has O (tna_disj(TP , Q )) nodes of degree two. Together with Lemma 16 this implies that the
total size of the subtrees we are considering is O (tna_disj(TP , Q ) logc−1 n). Adding up the bounds proves the lemma. 
Lemma 18. The total number of embracing nodes in 0-trees visited by a dop-query Q is O (σ 1−1/c · depth(TP ) · logc−1 n + k).
Proof. The number of embracing nodes in 0-trees that are also corner nodes is bounded to O (σ 1−1/c · depth(TP ) · logc−1 n+
k) by Lemma 14. It remains to bound the number of embracing nodes in 0-trees that do not contain any vertex of Q . Let ν
be such a node, let e be an edge of Q that intersects bdop(ν), and let s be the deﬁning segment of ν that is parallel to e.
From here we can follow the proof on the number of stabbing nodes, Lemma 13, and ﬁnd that there are only O (k) such
nodes. 
The following theorem, which follows immediately from the preceding lemmas, summarizes the performance of our
dop-tree construction algorithm. The quantities tna(TP , Q ) and tna_disj(TP , Q ) are functions of n and sometimes other
parameters (such as the aspect ratio of the query range)—see Section 4.2 for some examples.
Theorem 19. Let S be a set of n c-dops in the plane such that no point is contained in more than σ dops from S, and let TP be a
c-oriented bsp on the set of representative points of S. Then there is a bvh TS on S such that:
(i) a point query in TS visits O (σ 1−1/c · depth(TP ) · logc−1 n+ k) nodes;
(ii) a dop query in TS with a dop Q visits O (tna(TP , Q ) + (tna_disj(TP , Q ) + σ 1−1/c · depth(TP )) · logc−1 n + k) nodes,
where:
• k is the number of dops in S that intersect Q ;
• tna(TP , Q ) is the number of cells in TP that intersect at least two non-adjacent edges of Q ;
• tna_disj(TP , Q ) is the maximum size of a set of such cells that are pairwise disjoint.
This bvh can, given TP , be constructed in O (n · depth(TP )) time.
Proof. The point query time is given by Lemma 12. For the dop query time, add up the bounds for the number of visited
nodes in the c-tree (Corollary 11), for inner nodes, side nodes, and stabbing nodes (Lemma 13), for embracing nodes (Lem-
mas 17 and 18), and for corner nodes (Lemma 14). Finally, the bound on the construction time is proven in Lemma 9. 
4.2. Applications
In Section 4.1 we explained how a bvh for n c-dops in the plane can be constructed from a bsp on a set of n points P .
The bounds on the query time of the bvh depend on the chosen bsp. In this section we give bounds for bvh’s based on
standard kd-trees, kd-trees with longest sides cut ﬁrst [7], our c-grid bsp’s from Section 2, and bar-trees [6].
Theorem 19 gives bounds on the query time of the bvh that depend on properties of the bsp TP , more speciﬁcally on:
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• the maximum number tna(TP , Q ) of cells in TP that intersect at least two non-adjacent edges of any query range Q ;
and
• the maximum size tna_disj(TP , Q ) of a set of such cells that are pairwise disjoint.
For standard kd-trees on n points we have depth(TP ) = O (logn), tna(TP , Q ) = O (√n), and, trivially, tna_disj(TP , Q ) 
tna(TP , Q ) = O (√n). The bvh constructed is in fact a slightly simpliﬁed version of the kd-interval-tree of Agarwal et al. [1]
(the original kd-interval-tree has more priority leaves). We obtain the same bounds as in their paper: O (
√
σ log2 n + k)
for point queries and O (
√
n log2 n + k) for rectangle queries. In his thesis [11] Haverkort observed that the analysis of
Agarwal et al. can be improved. This reﬁned analysis also applies in our case. The idea behind the improvement is the
following. In the proof of Lemma 17, we bounded the number of visited embracing c-nodes by O (tna_disj(TP , Q )), and then
noted that any such c-node is the root of a subtree that contains at most O (logc−1 n) other visited embracing nodes. This
gives O (tna_disj(TP , Q ) logc−1 n) visited embracing nodes in total. For a kd-tree, however, we do not have to multiply the
two quantities. Instead, we can write a recurrence for the number of visited embracing nodes, which is of the form
T (n) = 2T (n/2) + O (logc−1 n).
This recurrence solves to O (
√
n). (The recurrence with the term O (logc−1 n) replaced by O (1), gives the number of visited
embracing c-nodes. The term O (logc−1 n) gives the additional cost of the subtrees rooted at these nodes. This additional
cost, however, does not inﬂuence the outcome of the recurrence asymptotically.) A second idea is to look more closely
at what happens when n  σ—see Section 3.3.2 of Haverkort’s thesis for details. The bounds we obtain for our structure
are thus the same as the bounds on the kd-interval-tree proved by Haverkort: O (
√
σ log2(n/σ ) + k) for point queries and
O (
√
n + √σ log2(n/σ ) + k) = O (√n + k) for rectangle queries.
For kd-trees built with longest sides cut ﬁrst, by Dickerson et al. [7], we also have depth(TP ) = O (logn). Dickerson et al.
give an upper bound of O (α logn) on the number of disjoint cells intersected by a query range with aspect ratio α. Clearly
this is also an upper bound on tna_disj(TP , Q ). Furthermore, we observe that tna(TP , Q )  tna_disj(TP , Q ) · depth(TP ) =
O (α log2 n). The bvh constructed is in fact a slightly simpliﬁed version of the lsf-interval-tree of Agarwal et al. [1] and we
obtain the same bounds as in their paper. Again, a reﬁned analysis by Haverkort [11] applies such that a point query visits
O (
√
σ log2(n/σ ) + k) nodes and a range query with a box of aspect ration α visits O (α log2 n + √σ log2(n/σ ) + k) nodes.
For c-grid BSP’s we have depth(TP ) = O (logn), for any ε > 0 we have tna(TP , Q ) = O (n1/2+ε), and, trivially, tna_disj(TP , Q )
 tna(TP , Q ) = O (n1/2+ε) (by Theorem 2 and its proof). We get the following:
Corollary 20. Let S be a set of n c-dops in the plane such that no point is contained in more than σ dops from S. Then for any ε > 0
there is a bvh TS on S such that:
(i) a point query in TS visits O (σ 1−1/c logc n+ k) nodes;
(ii) a dop query in TS with a c-dop Q visits O (n1/2+ε + σ 1−1/c logc n + k) nodes,
where k is the number of dops in S that intersect Q . Such a tree TS can be constructed in O (n logn) time.
Approximate range searching (BAR-trees). One would hope to achieve a polylogarithmic dop query time, but unfortunately
this is not possible for exact queries. However, such results can be achieved if one is willing to settle for ε-approximate
range searching, as introduced by Arya and Mount [3]. Here one considers, for a parameter ε > 0, the ε-extended query
range Q ε , which is the set of points lying at distance at most  · diam(Q ) from Q , where diam(Q ) is the diameter of Q —
see Fig. 6. Objects intersecting Q must be reported, while objects intersecting Q ε (but not Q ) may or may not be reported;
objects outside Q ε are not allowed to be reported. One bsp with a good query bound for approximate range searching is
the BAR-tree [6]. A BAR-tree has O (logn) depth and can answer any convex approximate query in R2 in O (ε−1 +kε + logn)
time where kε is the number of dops in Q ε . The query algorithm can easily be adapted such that only objects that actually
intersect Q are reported; the number of objects intersecting Q ε is then only used for the analysis. The BAR-tree can thus
answer any exact convex query in R2 in O (min>0{ε−1 +kε}+ logn) time [12]. In practice, one would expect that for small
values of ε, not too many objects intersect Q ε but not Q , that is: kε is close to k.
Theorem 19 cannot be applied to bar-trees directly, because a bar-tree does not give non-trivial bounds on tna(TP , Q )
and tna_disj(TP , Q ). However, we can apply the dop-tree construction algorithm of Section 4.1 without modiﬁcations, and
with a few small changes in the analysis we can still derive non-trivial bounds on the query time of the resulting dop-tree.
The necessary changes are the following. For the analysis of the point and dop query time we still classify visited nodes
as inner, side, stabbing, embracing or corner nodes, but inner nodes are now deﬁned as nodes ν with bdop(ν) completely
contained in Q ε (rather than Q ). Side, stabbing, embracing and corner nodes are now deﬁned as nodes that ﬁt the original
deﬁnitions (with respect to Q ) and are not completely contained in Q ε . For instance, a side node is a node ν such that
bdop(ν) intersects only one edge of Q and is not completely contained in Q ε . It is easy to verify that the full analysis
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leading to Theorem 19 still goes through, with k replaced by kε , except the proof of Lemma 17. There we need to replace
tna(TP , Q ) by tnaε(TP , Q ): the number of cells in TP that intersect at least two non-adjacent edges of any query range Q
and are not completely contained in Q ε . Furthermore, we cannot argue anymore that an embracing (c − 1)-node with a
c-node as parent must have two embracing ‘siblings’ in the bsp, and so the number of such nodes can only be bounded to
tnaε(TP , Q ) instead of tna_disj(TP , Q ).
We can thus apply Theorem 19 with k replaced by kε , and tna(TP , Q ) and tna_disj(TP , Q ) both replaced by tnaε(TP , Q ).
Duncan [6] deﬁned a corner-cut bar-tree, which uses four evenly spaced cutting directions (namely, the horizontal, vertical,
and two diagonal directions). He proved that for a corner-cut bar-tree TP we have depth(TP ) = O (logn), and that for convex
query ranges Q , there are only O (1/ε + logn) cells that intersect Q but do not lie completely inside Q ε . Clearly this is also
an upper bound on tnaε(TP , Q ). We obtain the following result:
Corollary 21. Let S be a set of n 4-dops in the plane, where the set of orientations C is a set of four evenly spaced orientations, and no
point is contained in more than σ dops from S. Then there is a bvh TS on S such that:
(i) a point query in TS visits O (σ 3/4 log4 n + k) nodes;
(ii) an exact dop query in TS with a dop Q visits O (σ 3/4 log4 n +min>0{ε−1 log3 n + kε}) nodes,
where kε is the number of dops in S with at least one point at distance at most  · diam(Q ) from Q , where diam(Q ) is the diameter
of Q . Such a tree TS can be constructed in O (n logn) time.
Remark 22. The results in Corollary 21 hold for 4-dops for which the set of orientations C is a set of four evenly spaced
orientations. Since boxes are 4-dops we can use the same argument as in Theorem 5.2.13 of Haverkort’s thesis [11] to obtain
the following result for constant-complexity query ranges of arbitrary shape.
Let S be a set of n 4-dops in the plane as in Corollary 21. Then there is a bvh TS on S such that a constant-complexity
query range Q in TS visits O (min>0{ε−1σ 3/4 log4 n+ kε}) nodes.
5. The maximum number of DOP’s intersecting c lines
In Lemma 12 we used that only O (σ ) dops can end up in any single 0-tree. In this section we prove this. Recall that all
dops ending up in the 0-tree rooted at some node ν intersect all deﬁning segments of ν . Thus we can bound the number
of dops in any single 0-tree by solving the following combinatorial-geometry problem: what is the maximum size of any
set D of dops with the following properties:
(P1) There is a set L of c lines such that every edge of any dop in D is parallel to some line in L;
(P2) (the interior of) each dop in D intersects every line in L; and
(P3) no point in the plane lies in the interior of more than σ dops from D.
For a given set L, we call a dop admissible if it has all edges parallel to lines in L and intersects every line in L. We start
with a simple lemma.
Lemma 23. The interiors of any two dops in D intersect each other.
Proof. Suppose two dops in D are disjoint. Then they can be separated by a line 	 parallel to an edge of one of the dops
and, hence, by a line parallel to a line in L. However, this contradicts that every dop intersects all lines in L. 
Corollary 24. If the dops in the input set D are interior-disjoint, then |D| = 1.
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Lemma 25. Let D be a set of dops that are bounding dops of some underlying set of disjoint objects and satisfying properties (P1)–(P3).
Then |D| 4cσ + 1.
Proof. It follows from Lemma 23 that any two dops in D intersect. Furthermore, for any two intersecting dops D, D ′ ∈ D
there must be a vertex from D inside D ′ , or vice versa. This follows since D and D ′ are bounding dops of disjoint objects.
We charge the intersection between D and D ′ to this vertex. By property (P3), any vertex can be charged at most σ times.
Since a dop has at most 2c vertices we can have at most 2c|D|σ intersections, otherwise a vertex would be charged too
often. On the other hand, any two dops in D intersect, so there are (|D|2
) = |D|(|D| − 1)/2 pairwise intersections. Hence,
|D|(|D| − 1)/2 2c|D|σ , which implies |D| 4cσ + 1. 
Bounding the size of D for the general case, where the dops in D can intersect in an arbitrary manner, is a lot more
diﬃcult. We can show that in the worst case |D| = (cσ), but we have not been able to prove a matching upper bound for
variable c. Nevertheless we can prove a bound that is linear in σ .
Theorem 26. Let D be a set of dops satisfying properties (P1)–(P3). Then |D| is (cσ) and O (c4σ) in the worst case.
It follows that for constant c, the number of c-dops in any single 0-tree is O (σ ). In the remainder of this section we
ﬁrst prove the lower bound of this theorem, and then the upper bound.
Lemma 27. Let D be a set of dops satisfying properties (P1)–(P3). Then |D| is (cσ) in the worst case.
Proof. We construct a set D of size at least cσ/2 as follows. Let L be a set of c lines in general position. From every line of
L, take a segment that intersects all other lines from L and inﬂate it to a narrow dop that contains those intersections in its
interior. If the dops are narrow enough, each intersection among lines in L now lies in exactly two dops (those constructed
from the lines intersecting in that point) and no point lies in more than two dops. To get a set D of size cσ/2, we put
σ/2 copies of each of these c dops in D. It is easily veriﬁed that this set satisﬁes properties (P1)–(P3). 
We now prove the upper bound. We need the following observation.
Observation 28. Suppose all lines in C intersect in a single point p. Any dop D that does not contain p, must be separated from it by
a line 	′ parallel to a line 	i in C . Then 	′ also separates D from 	i , and therefore D is inadmissible. Hence, if all lines in C intersect a
single point p—which is always the case if c = 2—every admissible dopmust contain p, and there can be only σ such dops in S.
For the case that the lines in L do not have a common intersection, we prove Theorem 26 as follows. We ﬁrst prove that
for each dop D ∈ D there is a cell in the arrangement AL induced by the lines in L such that D intersects at least three
edges of that cell. It follows that it intersects three edges of a cell in the arrangement A′ of the three lines from L that
contain those edges of AL . We then prove that for any such arrangement A′ , there is a set of at most 4c + 1 points—we
call them guards—such that if a dop intersects all edges of any three-edge cell in A′ , it must contain at least one guard. It
follows that the total number of dops in D cannot exceed (c3
)
(4c + 1)σ = O (c4σ), thus proving the theorem.
Lemma 29. If there is no single point where all lines in L intersect then for any D ∈ D there is a, possibly unbounded, cell in the
arrangement AL such that D intersects at least three edges of that cell.
Proof. Suppose for a contradiction that D intersects at most two edges of any cell in AL . We distinguish two cases.
Case (i): D contains an intersection point p of two or more lines in L. Now D intersects two edges of every cell in AL incident
to p. If D does not intersect a third edge of at least one of those cells then, since not all lines intersect in p, some line in L
does not intersect D , contradicting (P2).
Case (ii): D does not contain an intersection point p of two or more lines in L. Consider the graph G whose nodes represent
the cells in AL intersected by D , and with an arc (u, v) between two nodes u and v if and only if D intersects the edge in
AL between the cells Cu and Cv represented by u and v .
The degree of any node u in G is the number of edges of Cu in AL that are intersected by D . If D intersects at most
two edges of any cell in AL , the graph G must be a path. (Since D is convex and does not contain a vertex of AL , it cannot
be a cycle.) If this path would contain less than c arcs, D would intersect less than c lines from L, contradicting (P2). So we
may assume that the path contains c arcs and c + 1 nodes.
Let p and q be points of D in the cells at the ends of this path. Without loss of generality, assume that the line segment
pq is vertical and oriented upwards. Let C0, . . . ,Cc be the cells in AL represented by the nodes on this path, so that p lies
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in C0 and q lies in Cc , and let 	π(i) be the line containing the edge between Ci−1 and Ci where π is a permutation of 1 . . . c
which deﬁnes the order of the orientations of the c intersected lines.
Let H−1, . . . , H−c, H1, . . . , Hc be the halfplanes such that H−1 ∩ · · · ∩ H−c ∩ H1 ∩ · · · ∩ Hc = D and each Hi is bounded by
a line hi parallel to 	π(|i|) that touches D . Let ei be the edge of D that is deﬁned by Hi , that is, the intersection of hi with
the boundary of D (some of these ‘edges’ may in fact be vertices of D). Without loss of generality, assume that the edges
appear in the order e1, . . . , ec, e−1, . . . , e−c on a clockwise walk along the boundary of D . Denote this set of 2c edges by E .
Note that for any i ∈ {0, . . . , c} and j ∈ {1, . . . , c}, the edges e− j and e j cannot both intersect Ci (or its boundary) since
then 	π( j) , which lies between e− j and e j , would pass through Ci , contradicting the fact that Ci is a single cell of AL .
It follows that at most half of the edges in E intersect the closed halfplane bounded from above by 	π(1) (and thus, C0).
Symmetrically, at most half of the edges in E intersect the closed halfplane bounded from below by 	π(c) (and thus, Cc).
As a consequence there is an i ∈ {1, . . . , c − 1} such that more than half of the edges in E intersect the closed halfplane A
bounded from below by 	π(i−1) and more than half of the edges in E intersect the closed halfplane B bounded from above
by 	π(i)—see Fig. 7.
Consider the edge e j in E that intersects A such that its predecessor in the clockwise ordering of edges does not
intersect A. Because more than half of the edges in E intersect A, edge e− j intersects A. But since e j and e− j cannot both
intersect Ci , edge e− j lies above 	π(i) . Next consider the edge ek in E that intersects B such that its predecessor in the
clockwise ordering of edges does not intersect B . Observe that ek lies on the path clockwise along the boundary of D from
e− j to e j . Now e−k must intersect B (because more than half of the edges intersect B) and A (because it lies clockwise
between e j and e− j). Hence it intersects Ci , as does ek , which contradicts the observation that ek and e−k cannot both
intersect Ci .
In both cases there cannot be an admissible dop D which intersects at most two edges of any cell in AL . So there has
to be a cell in AL of which at least three edges are intersected by D . 
We now prove that a bounded cell in an arrangement of three lines can be guarded by c+1 guard points such that when
a dop intersects all edges of this cell it must contain a guard. After that we show how to reduce the case of an unbounded
three-edge cell to the case of a bounded cell.
Lemma 30. For any arrangement A′ of three lines from L, there is a set of at most c + 1 guard points, such that if a dop intersects all
edges of the bounded three-edge cell in A′ , it must contain at least one guard.
Proof. Let L = {	1, . . . , 	c} and consider three lines from L, say 	1, 	2, 	3. Assume without loss of generality that 	1 is
horizontal, and that the bounded cell deﬁned by 	1, 	2, 	3 lies above 	1 and to the left of 	2 (and, hence, to the right of
	3). Let  denote this bounded cell. For i ∈ {1,2,3}, let si be the side of  contained in 	i , and let vi be the vertex of 
opposite si .
Next we deﬁne the set G = {g0, . . . , gc} of guards. We begin by deﬁning g0, . . . , g3.
• For i ∈ {1,2,3}, we take gi to be the midpoint of si .
• We take g0 to be the center of , that is, the common intersection point of v1g1, v2g2, and v3g3.
Note that the segment s′1 := g2g3 is parallel to s1. Similarly, s′2 := g1g3 and s′3 := g1g2 are parallel to s2 and s3, respectively.
Let ′ be the triangle g1g2g3. The remaining guards are now deﬁned as follows.
• For 3 < j  c, consider the line 	 j ∈ L. There is a unique i ∈ {1,2,3} such that the line 	˜ j through vi that is parallel to
	 j intersects the interior of . We take g j := 	˜ j ∩ s′ .i
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Fig. 9. Illustrating the case analysis for Lemma 30.
Fig. 8 illustrates the placement of the guards. In the remainder of the proof we show that any dop D that intersects s1, s2,
and s3 must contain one of the guards.
We ﬁrst observe that D must intersect at least two sides of ′ , since otherwise D cannot intersect all three sides of .
If the boundary of D intersects some side s′i of ′ once, then D contains an endpoint of s′i , which is a guard, and we are
done. So now assume that the sides of ′ that are intersected by D are each intersected twice.
Assume without loss of generality that s′1 is one of the intersected sides. Consider the two edges of D that intersect s′1.
We denote these edges by e j∗ and ek∗ , where the indices j∗ and k∗ are chosen such that e j∗ and ek∗ are parallel to the lines
	 j∗ ∈ L and 	k∗ ∈ L, respectively. We assume without loss of generality that e j∗ ∩ s′i lies to the left of ek∗ ∩ s′i .
We distinguish four cases. To this end we deﬁne for each vertex vi of  a set L(vi) ⊂ L of lines, as follows.
L(vi) := {	 j ∈ L: the line 	˜ j through vi parallel to 	 j intersects } ∪
({	1, 	2, 	3} \ {	i}
)
.
In Fig. 8, for instance, we have L(v1) = {	2, 	3, 	4, 	5}. Note that each 	 j with j > 3 is present in exactly one set L(vi), while
	1, 	2, 	3 each are present in two sets L(vi). Also note that the lines 	˜ j are exactly the lines that generate the guards g j for
j > 3. Now suppose that D does not contain any guard. For each of the four cases below, we will show that this leads to a
contradiction.
Case (i): 	 j∗ ∈ L(v1) and 	k∗ ∈ L(v1). See Fig. 9(i).
The guard g j∗ must lie to the right of e j∗ ∩ s′1, since otherwise s3 would be separated from D by the line containing e j∗ .
By the assumption that D does not contain a guard, ek∗ ∩ s′1 lies to the left of g j∗ . Similarly, e j∗ ∩ s′1 lies to the right of gk∗ .
Hence, from left to right along s′1 we have: gk∗ , e j∗ ∩ s′1, ek∗ ∩ s′1, g j∗ .
Now consider the line through gk∗ parallel to 	 j∗ , and the line through g j∗ parallel to 	k∗ . Note that these lines must
intersect below s′1. We claim that, in fact, these lines intersect in a point p that lies on s1. Indeed, the triangle gk∗ pg j∗ is
congruent with gk∗ v1g j∗ , and both triangles are half as high as . But if p lies on s1, then D cannot intersect s1 since the
part of D below s′1 is contained in gk∗ pg j∗ . Hence, we have a contradiction.
Case (ii): 	 j∗ ∈ L(v1) and 	k∗ ∈ L(v2); or 	 j∗ ∈ L(v3) and 	k∗ ∈ L(v1). See Fig. 9(ii).
The two subcases are symmetrical, so consider the ﬁrst one. Similarly to the case (i), we can argue that g j∗ lies to the
right of ek∗ ∩ s′1. Obviously, g3 is to the left of e j∗ ∩ s′1. Hence, from left to right along s′1, we have: g3, e j∗ ∩ s′1, ek∗ ∩ s′1, g j∗ .
Let p be the intersection of the line through g j∗ parallel to 	3 and the line through g3 parallel to 	 j∗ . As in case (ii), the
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point p must lie on s′1. Thus we get a contradiction, since the part of D below s′1 lies inside the triangle g3pg j∗ . (The latter
statement follows from the fact that 	k∗ ∈ L(v2).)
Case (iii): 	 j∗ ∈ L(v2); or 	k∗ ∈ L(v3). See Fig. 9(iii).
The two cases are symmetric, so consider the case where 	k∗ ∈ L(v3). This means that D can only intersect s2 below
g2 and, hence, D intersects s′3. Let em and em′ be the two edges of D that intersect s′3, with em ∩ s′3 being closer to g2
than em ∩ s′3. We must have 	m ∈ L(v3), otherwise D would not intersect s2. If 	m′ ∈ L(v3) as well then we are back in
case (i), and if 	m′ ∈ L(v1) then we are back in case (ii) with v3 taking the role of v1, and 	m, 	m′ taking the roles of
	 j∗ , 	k∗ . So the remaining option is that 	m′ ∈ L(v2). Now D can only intersect s1 to the left of g1, so D intersects s′2. Thus
we are in the situation that D intersects all three sides of , and all three sides of ′ . However, by assumption D does not
contain g0, which means that there is a line 	 through g0 that does not intersect D . But for any line through g0 there is
an i ∈ {1,2,3} such that si and s′i lie on opposite sides of it. Hence, 	 would separate D from at least one of the six sides
si, s′i—a contradiction.
Cases (i)–(iii) clearly cover all cases where 	 j∗ ∈ L(v1) ∪ L(v2). Similarly, all cases where 	k∗ ∈ L(v1) ∪ L(v3) are already
covered. Hence, we have only one case left:
Case (iv): 	 j∗ ∈ L(v3) and 	k∗ ∈ L(v2).
If 	 j∗ ∈ L(v3) and 	k∗ ∈ L(v2), then the part of D below s′1 is contained in ′ , which contradicts that D intersects s1—see
Fig. 9(iv).
Thus in all cases, D contains a guard from G . 
Lemma 31. Let A′ be an arrangement of three lines from L. An unbounded three-edge cell C in A′ can be guarded by c+ 1 points such
that if any dop D intersects all edges of C , then D contains a guard.
Proof. Let  be such an unbounded cell, and let v and w be its vertices. Draw a line 	v through v with one of the given
c orientations such that 	 intersects the unbounded edge of  incident to w at a point x that is as far away from w as
possible—see Fig. 10. From the choice of 	v it follows that D must intersect the segment wx. If x coincides with w , it follows
that D contains x = w and one guard at x = w suﬃces. Otherwise, note that D must also intersect vx since it intersects the
unbounded edge of  incident to v . Hence, D intersects all three sides of the triangle vwx. This triangle can be guarded
with c + 1 points, as we have seen before. 
Note that for every unbounded three-edge cell in A′ one of the guards, the one in the middle of vw , was already added
for the bounded cell of A′ , so we need c extra guards for each of the three unbounded three-edge cells. The total number
of guards for A′ is thus 4c + 1.
Combining Observation 28 and Lemmas 29, 30 and 31, we ﬁnd that the total number of admissible dops cannot exceed(c
3
)
(4c + 1)σ , thus proving the upper bound of Theorem 26.
Although this amounts to bounds of 13σ for c = 3 and 68σ for c = 4, a careful look at these simple cases would reveal
that many guards coincide or are redundant. For c = 3 we would ﬁnd that 3 guards suﬃce, and for c = 4 we can do with
20 guards.
6. Conclusions
In this paper we have investigated how eﬃciently dop queries can be answered in a bsp and a bvh. First we presented a
new bsp on a set of points in Rd , the c-grid bsp. For any constant ε > 0, we can construct this bsp such that it answers exact
dop queries in O (n1/d+ε + k) time. In the construction of this bsp we used a disjoint partitioning of size r with crossing
number O (r1−1/d) for c-oriented hyperplanes. An interesting open problem is if a disjoint partitioning is possible which has
this crossing number for arbitrarily oriented hyperplanes.
Next we gave an algorithm for constructing a bvh on c-dops in Rd . dop queries in this bvh can be answered in
O (n1−1/c + k) time. We then showed that this is optimal by presenting a lower bound for point queries in any bvh on
c-dops. For c-dops in the plane we showed that for any constant ε > 0 there is a bvh that can answer a dop query in
O (n1/2+ε + σ 1−1/c logc n + k) time when a point is contained in at most σ dops. This c-grid-interval-tree is obtained by
using the c-grid bsp in a general bsp-to-bvh transformation described in this paper. With the same transformation it is also
possible to construct a bvh on 4-dops that answers exact 4-dop queries in O (σ 3/4 log4 n + min>0{ε−1 log3 n + kε}) time,
where kε is the number of 4-dops that have a point at distance at most  · diam(Q ) from Q .
M. de Berg et al. / Computational Geometry 42 (2009) 250–267 267An interesting open problem is to close the gap between (cσ) and O (c4σ) in Theorem 26 for the number of dops
which can end up in a 0-tree.
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