For missing data and causal inference problems, Rubin and van der Laan (2008) proposed estimators to achieve so-called improved local efficiency. We show that their estimators agree with existing estimators in the case of linear models, point out that one particular version of their estimators is also doubly robust, and suggest an extension for where the propensity score is estimated.
Introduction
For a population, let X be a vector of (pretreatment) covariates, T be the treatment status, Y be the observed outcome given by (1 − T )Y 0 + T Y 1 , where (Y 0 , Y 1 ) are potential outcomes. The observed data consist of independent and identically distributed copies O i = (X i , T i , Y i ), i = 1, ..., n. Assume that T and (Y 0 , Y 1 ) are conditionally independent given X. The objective is to estimate
and their difference, µ 1 − µ 0 , which gives the average causal effect.
For estimating µ 1 , the following results are established in the literature (e.g. van der Laan and Robins 2003):
(R1) The efficient influence curve is given by D(O|π, m 1 ) − µ 1 , where
depending on the true regression function m 1 (X) = E(Y |T = 1, X) and the true propensity score π(X) = P (T = 1|X).
(R2) D(O|π, m * 1 ) remains to have mean µ 1 given the true propensity score π(X) and a possibly misspecified regression function m * 1 (X). (R3) D(O|π * , m 1 ) remains to have mean µ 1 given the true regression function m 1 (X) and a possibly misspecified propensity score π * (X).
The method of Rubin and van der Laan (RV) makes use of the first two results. Suppose that out knowledge about π(X) is given by π * (X). Until Section 4, assume that π * (X) is correct and equals π(X) as in controlled experiments. For an outcome regression model m 1 (X) = m 1 (X;α 1 ) with α 1 a vector of unknown parameters, RV ' s proposal is to find
and estimate µ 1 bŷ
where˜E(·) denotes sample average. The estimatorμ 1 enjoys the following properties:
(P1)μ 1 is locally efficient, i.e., its influence function equals D(O|π, m 1 ) − µ 1 if the model m 1 (X;α 1 ) is correctly specified, and (P2)μ 1 asymptotically achieves the minimum variance among the class of estimators indexed by α 1
whether or not the model m 1 (X;α 1 ) is correctly specified.
The two properties together can be called "improved local efficiency." In contrast, a common locally efficient estimator of µ 1 is given by (e.g. van der Laan and Robins 2003) 
where the first term is free of α 1 and the second term is a weighted mean squared error. By minimizing the second term, RV proposed an alternative estimator toα 1 :
The resulting estimator of µ 1 is
The estimatorμ 1 has properties P1 and P2 described above asμ 1 does.
The following is a summary of the main points of our discussion.
(1) If the model m 1 (X;α 1 ) is linear in α 1 , thenμ 1 agrees with the regression estimator of Robins, Rotnitzky, and Zhao (1995) and Tsiatis (2006) and µ 1 agrees with the regression estimator of Tan (2006) .
(2) For linear outcome regression models, the estimator of the vector (µ 0 , µ 1 ) of Tan (2006) achieves improved local efficiency. Therefore, the resulting estimator of µ 1 − µ 0 achieves improved local efficiency.
(3)μ 1 is doubly robust, butμ 1 is not. An estimator is doubly robust if it remains consistent if either a model for π(X) is correct or a model for m 1 (X) is correct.
(4) We propose a computationally convenient extension ofμ 1 andμ 1 in the case where the propensity score π(X) need to be estimated.
(5) Even in the case of binary outcomes, it is appropriate to use a linear outcome regression model based on the fitted value m 1 (X;α 1 ) or a linearly extended outcome regression model.
Linear outcome regression model
Suppose that the outcome regression model m 1 (X;α 1 ) is linear in α 1 , i.e.,
where g(X) is a vector of known functions of X, typically including the constant. The first-order condition in the minimization leading toα 1 implies that
. Therefore,
agrees with the regression estimator of Robins, Rotnitzky, and Zhao (1995) and Tsiatis (2006) . Similarly, the first-order condition in the minimization leading toα 1 implies that
agrees with the regression estimator of Tan (2006) . The estimatorsμ 1 andμ 1 are algebraically similar except that different regression coefficients,α 1 and α 1 , are used in front of ξ * . Under the assumption that π * (X) is correct,α 1 andα 1 converge to the same limit in probability, andμ 1 andμ 1 have the same influence function.
It is interesting thatμ 1 andμ 1 are considered in different ways by RV and Tan (2006) . The estimatorsμ 1 andμ 1 are derived by RV from two equivalent representations of E[D 2 (O|π, m 1 (·;α 1 ))], and are in fact asymptotically equivalent in the setting of RV where π * (X) is correct. In contrast, an important point of Tan (2006) is thatα 1 is the classical least-squares coefficient in the regression of η * on ξ * , whereasα 1 is specially constructed by exploiting the structure of the regressors ξ * , so thatμ 1 is doubly robust butμ 1 is not. See Section 4 for further discussion of double robustness. where m 0 (X) = E(Y |T = 0, X), and α 0 is a vector of unknown parameters. Estimators of µ 0 ,μ 0 andμ 0 , can be defined by substitutingα 0 andα 0 for α 0 in¯µ
Estimation in two treatment arms
whereα 0 andα 0 are obtained similarly asα 1 andα 1 :
By symmetry,μ 0 andμ 0 have properties corresponding to (i) and (ii). The estimators (μ 0 ,μ 1 ) and (μ 0 ,μ 1 ) of the vector (µ 0 , µ 1 ) are locally efficient. However, as pointed out by RV , (μ 0 ,μ 1 ) and (μ 0 ,μ 1 ) do not necessarily achieve minimum variance in the order on positive definite matrices among the c lass of estimators (μ 1,α 1 ,μ 0,α 0 ). In fact, there may exist no minimum variance in this class. As a result,μ 1 −μ 0 andμ 1 −μ 0 are not guaranteed to achieve the minimum variance among the class of estimatorsμ 1,α 1 −μ 0,α 0 . The minimum variance ofμ 1,α 1 −μ 0,α 0 is achieved asymptotically by the estimator µ 1 − µ 0 , obtained by substituting
For linear outcome regression models, m 1 (X ; α 1 ) =α 1 g(X) and m 0 (X ;α 0 ) = α 0 g(X), Tan (2006) considered an extended class of estimators and obtained an estimator of (µ 0 , µ 1 ) that achieves improved local efficiency among that class. Specifically, let m 1 (X;α 10 ,α 11 ) = −π * (X)/[1 − π * (X)]α 10 g(X) + α 11 g(X) and m 0 (X;α 00 ,α 01 ) =α 00 g(X)
are linear combinations of a common set of variables (π * −1 (X)T − 1)g(X) and
. With m 1 (X;α 10 ,α 11 ) and m 0 (X;α 00 ,α 01 ) in place of m 1 (X;α 1 ) and m 0 (X;α 0 ), define (μ 0,α 00 ,α 01 ,μ 1,α 01 ,α 11 ) as (μ 1,α 1 ,μ 0,α 0 ), and define (μ † 0 ,μ † 1 ) and (μ † 0 ,μ † 1 ) as (μ 0 ,μ 1 ) and (μ 0 ,μ 1 ). Then the class of estimators (μ 0,α 00 ,α 01 ,μ 1,α 01 ,α 11 ) contains the class of estimators (μ 1,α 1 ,μ 0,α 0 ). The estimators (μ † 0 ,μ † 1 ) and (μ † 0 ,μ † 1 ) asymptotically achieve the minimum variance of (μ 0,α 00 ,α 01 ,μ 1,α 01 ,α 11 ).
The extended models m 1 (X;α 10 ,α 11 ) and m 0 (X;α 00 ,α 01 ) become equivalent to m 1 (X;α 1 ) and m 0 (X;α 0 ), with −π * /(1 − π * )α 10 +α 11 =α 1 and α 00 − (1 − π * )/π * α 01 =α 0 , if π * (X) is a constant, free of X. In this special case, the estimators (μ 0 ,μ 1 ) and (μ 0 ,μ 1 ) in fact asymptotically achieve the minimum variance among the class of estimators (μ 1,α 1 ,μ 0,α 0 ). If the model m 1 (X;α 1 ) is not linear in α 1 and m 0 (X;α 0 ) not linear in α 0 , this sort of augmentation does not seem to yield improved local efficiency jointly for (µ 0 , µ 1 ). It remains an interesting open problem whether and how this property can be achieved for nonlinear outcome regression models.
Double robustness
We relax the assumption that our knowledge π * (X) about π(X) is correct, and suppose that π * (X) may differ from π(X). Thenμ 1 andμ 1 are generally inconsistent, and moveover converge to different limits. The limits ofα 1 and α 1 are no longer the same, because Theorem 1 of RV does not hold if π * (X) = π(X).
Nevertheless,μ 1 remains consistent when the model m 1 (X;α 1 ) is correctly specified, that is,μ 1 is doubly robust. Under standard regularity conditions, the limit ofα 1 equals
If the model m 1 (X;α 1 ) is correctly specified, then α * 1 equals the true value of α 1 [i.e., m 1 (X;α * 1 ) = m 1 (X)] and, by result R3,μ 1 converges to µ 1 asymptotically. The double robustness ofμ 1 relies on the fact thatα 1 is defined as a minimizer to a weighted mean squared error.
In contrast,μ 1 is generally not doubly robust. The limit ofα 1 equals
which does not necessarily give the true value of α 1 even when the model m 1 (X;α 1 ) is correctly specified. Tan (2006) showed thatμ 1 is doubly robust, butμ 1 is not, in the case of linear outcome regression models. The present discussion generalizes that result to nonlinear or generalized linear outcome regression models.
Estimated propensity score
Suppose that π(X) need to be estimated. Consider a propensity score model
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− 1 m 1 (X;α 1 ) ˜˜ˆˆî s at least efficient asμ 1,α 1 using the true π(X). It is well known (e.g. van der Laan and Robins 2003) that the influence function is
An extension of the RV method is to search over α 1 to minimize
. This exercise seems computationally demanding, because α 1 is involved inˆD and˜E(ˆDs ).
We propose a computationally more convenient approach for efficiency maximization. Specifically, let m 1 (X;α 1 ,β 1 ,
where (β 1 ,β 2 ) are unknown parameters like α 1 . Withπ(X) in place of π * (X) and m 1 (X;α 1 ,β 1 ,β 2 ) in place of m 1 (X;α 1 ), defineμ 1,α 1 ,β 1 asμ 1,α 1 , define (α 1 ,ˆβ 1 ,ˆβ 2 ) asα 1 andˆˆμ 1 asμ 1 , and define (α 1 ,˜β 1 ,˜β 2 ) asα 1 and˜˜μ 1 asμ 1 . Note that˜E(ŝ) = 0, and hencē
If the model π(X;γ) is correct, thenˆˆμ 1 and˜˜μ 1 achieve the minimum asymptotic variance among the class of estimatorsμ 1,α 1 ,β 1 for the following reasons. First, the minimum asymptotic variance ofμ 1,α 1 ,β 1 over (α 1 ,β 1 ) is given by
because for each fixed α 1 , the minimum asymptotic variance ofμ 1,α 1 ,β 1 is given by the inner minimum in the above display (Tan 2006) . Second, under standard regularity conditions, (α 1 ,ˆβ 1 ,ˆβ 2 ) and (α 1 ,˜β 1 ,˜β 2 ) converge to the population minimizer, and substitution of (α 1 ,ˆβ 1 ,ˆβ 2 ) or (α 1 ,˜β 1 ,˜β 2 ) intoμ 1,α 1 ,β 1 does not affect the asymptotic variance of the resulting estimator.
The discussion in Sections 2-4 is applicable in the present situation. The estimator˜˜μ 1 is doubly robust, butˆˆμ 1 is not. For linear outcome regression models, β 1 becomes redundant andμ 1,α 1 ,β 1 reduces toμ 1,α 1 usingπ(X). In this case,ˆˆμ 1 agrees with the regression estimator of Robins, Rotnitzky, and Zhao (1995) and Tsiatis (2006) , and˜˜μ 1 agrees with the regression estimator of Tan (2006) .
Use of outcome regression models
Given an outcome regression model with parameters α 1 , the proposal of RV is to use an estimator of αmaximizing the efficiency among a class of estimators of µ 1 , not maximizing the efficiency of itself, assuming that a propensity score model is correctly specified. This proposal is very insightful and relevant for many applications.
Our discussion indicates that improved local efficiency and double robustness can be achieved simultaneously. As a result, we understand that outcome regression models are working models, primarily used for variance and bias reduction (Tan 2006) . From this perspective, linear outcome regression models can be used even in the case of binary outcomes. For example, Tan (2006) ef 
