Motivated by some problems in genome assembling, we investigate properties of spacings from absolutely continuous distributions. Several results on the asymptotic behavior of the maximal uniform and non-uniform k-spacings are presented. Applications of these results to the coverage problem for the prediction stage in genome assembling are also provided.
Introduction
With the development of next generation random shotgun sequencing technology it is important to construct accurate estimations a priori of the fold coverage, required for a confident sampling of the sequenced genome.
The human genome contains approximately 3.2·10 9 pairs of bases (bp). Next generation sequencers (NGS) process multiple copies of the original DNA or its parts. However, due to the technological restrictions only short reads (about 200 bp) of these copies can be acquired. Thus, in order to reconstruct the entire genome one needs to assemble acquired reads. The latter is possible only if the source genome is covered contiguously with overlaps of the lengths prescribed in advance.
The question posed in this paper is: "How many reads we need to cover the whole genome with sufficiently large probability?". It is important to mention that some reads may have errors. Therefore, with an eye to resolve these errors one is required to cover the entire genome several times (r-times).
Modern assembling techniques assume that the cumulative length of reads exceeds 40 times the length of original DNA sequence. Lander and Waterman [1] introduced an efficient heuristic method for evaluating the genome coverage taking into account possible gaps and targets in the genome. Roach [2] improved these results by introducing spacings and performing considerations in the increasing scale, i.e. when n → ∞. By using properties of the uniform spacings, similar results on coverage of the interval [0, 1] were obtained, among others, in [3, 4, 5, 6, 7, 8] .
We are going to study the problem of full r-times coverage of the interval [0, 1] by random subsegments of small length under uniform and other distributions of the subsegments locations. The entire genome is represented by the interval [0, 1], reads are subsegments of length Y i = L i /N , where L i is the length of i-th read and N is the total length of the genome sequence. The locations of reads, determined by its left ends, are assumed to be randomly distributed over the entire genome. The length of reads L i can be either random or deterministic. First, we assume that it is deterministic and the reads are of same length, i.e. L i = L and Y i = L/N for any i. In this case, the i-th read is characterized only by its left end, which is a random variable X i varying in [0, 1] . In addition, we assume that X 1 , . . . , X n are independent and identically distributed (i.i.d.) random variables, where n is the number of available reads.
The problem of covering the interval [0, 1] by random segments of fixed length l, 0 < l < 1, can be rewritten in terms of the maximal uniform spacings. More precisely, denote by X 1,n ≤ . . . ≤ X n,n the order statistics associated to X 1 , . . . , X n and define the spacings S 0,n = X 1,n , S i,n = X i+1,n − X i,n , i = 1, . . . , n − 1 and S n,n = 1 − X n,n . Denote by M n+1,n ≤ . . . ≤ M 1,n the order statistics corresponding to S 0,n , . . . , S n,n . Thus the coverage probability of the interval [0, 1] by segments of length l is equal to P(M 1,n < l).
To the best of our knowledge, exact formula for this probability was obtained in [3] (see also [9] ). However, this result is absolutely unpractical for large n. Asymptotic distribution of maximal and minimal uniform spacings were obtained in [4] . Asymptotic behaviour of maximal r-spacings were investigated by Holst [10] . Dembo & Karlin [11] studied asymptotic formulas and its rate of convergence for the k-th maximal and k-th minimal uniform r-spacings as a particular case of the r-scan processes by using Chen-Stein method of Poisson approximations (see [12] ). They had also extended asymptotic formulas to the some cases of non-uniform r-spacings. Some further investigations were performed, among others, in [13] , where a number of such asymptotics were studied and compared to each other. Note that asymptotics for minimal r-spacings was obtained for a wide class of probability density functions (PDFs) of the initial variables. At the same time, for the maximal r-spacings such results were obtained under the piecewise-constant PDFs only. Barbe [14] obtained independently an approximation formula for maximal spacings from bounded support non-uniform distributions with PDF bounded away from zero. Deheuvels [15] derived general results for maximal spacings under the wide class of absolutely continuous distributions. The coverage problem for this class was further developed in [16] .
The problem of r-times coverage of the interval [0, 1] by random segments of length l can be reformulated in terms of r-spacings S (r) 0,n = X r,n , S (r) i,n = X i+r,n − X i,n for i = 1, . . . , n − r, and S (r) n−r+1,n = 1 − X n−r+1,n . Denote by M (r) n−r+2,n ≤ . . . ≤ M (r) 1,n order statistics associated to them. The probability of r-times coverage of the interval [0, 1] by random segments of length l is equal to P(M (r) 1,n < l). Of course, the spacings and the 1-spacings are the same objects, therefore we will keep the notation for them throughout the paper.
The paper is organized as follows. The uniform case is studied in Section 2, where we present some improved asymptotic results for the uniform r-spacings. Some ideas on the exact distribution of the uniform r-spacings are expounded in Subsection 2.2. Asymptotic results on the distribution of maximal r-spacings for special cases of non-uniform bounded support distributions are presented in Section 3. Extension of the asymptotic results due to [15] to the case of rspacings are given in Section 4. Simulation and numerical results are provided in Section 5. Assessment of the weak convergent are given in Subsection 5.1. Applications to the genome coverage are considered in Subsection 5.2. Proofs are postponed until Section 6.
Uniform distribution

Approximation results
Let U 1 , . . . , U n be i.i.d. standard uniform random variables. As in the introduction, denote by U 1,n ≤ . . . ≤ U n,n the associated order statistics and set, by convention, U 0,n = 0, and U n+1,n = 1. Consider the corresponding r-spacings S (r) i,n = U i+r,n − U i,n , i = 1, . . . , n − r, S (r) 0,n = U r,n and S (r) n−r+1,n = 1 − U n−r+1,n , and the corresponding r-spacings order statistics M (r)
. . be a sequence of i.i.d. random variables having the exponential distribution with the rate 1. Denote by S n = n i=1 E i the partial sums associated to E 1 , E 2 , . . . (S 0 = 0). As is well known (see for instance [17] ), the vector of uniform order statistics
Therefore the distribution of the k-th maximal r-spacing has the same distribution as the k-th maximum of
By Theorem 7.4 of [18] , the limit behavior in distribution of M (r) n = max{S i+r − S i , 0 ≤ i ≤ n − r} and M (r) n = max{Γ 1 , . . . , Γ n } are the same, where Γ 1 , . . . , Γ n are i.i.d. random variables having the Γ(r, 1) distribution, and
where b
(r) n = log n + (r − 1) log log n − log Γ(r). It follows that
Since, by the classical law of large numbers, S n+1 /n → 1 in probability as n → ∞, we obtain
This asymptotic result was given by Holst [10] . The same formula was obtained in [11] via the Poisson approximation. Unfortunately for r > 1 it does not give a good approximation even for a such large n as 10 7 . Another approach provides the Proposition 6.1. Indeed,
n < u) for all u. By using Theorem 1.5.1 of [19] , we have
under the assumption that
of Γ(r, 1). It turns out that
gives a good approximation of P( M (r) k < u). We should remark that the Poisson approximation in [11] leads to the same estimator for P(M (r) 1,n < u), which we have constructed by considering n − r independent random variables of the Γ(r, 1)-distribution.
In order to improve the approximation (1), we need to replace the sequence b n,x depending on x and satisfying the equality
For instance, the best estimate based on (1) for the 95% quantile of M (r) k is obtained from (3) for x = − log(− log(0.95)) ≈ 2.97.
Exact results
Denote by λ n the Lebesgue measure on R n . Note that (S 0,n , . . . , S n,n ) ∈ ∆ n (1), where
is an n-dimensional simplex of R n . The distribution function of the maximal r-spacing can be expressed as
where
We have by the inclusion-exclusion principle
It can be shown that for any set J ⊆ {1, . . . , n − r + 2} with k elements, there exists u ∈ R n+1 such that the following identity holds
where symbols + and shall be understood in the Minkowski sense and
Without going into details on how the Lebesque measure of a Minkowski sum of simplexes can be computed, we consider only the case r = 1. It easily follows from the above result that
Bounded support distributions
In this section, we consider the limit behavior of the maximal r-spacings based on absolutely continuous distributions having bounded support [A, B] . Throughout the section, we keep the notation introduced in Section 1, except that we redefine S (r) 0,n = X r,n − A and S n−r+1,n = B − X n−r+1,n . Our objective is to extend the results of uniform r-spacings. For fixed r ≥ 1, let (f n,r ) n∈N be a sequence of uniformly equicontinuous and non-negative functions such that
where M
1,n is the uniform maximal r-spacing. Set f r (x) = 1 − G r (x). Recall from Section 2 that G r (x) is the CDF of Γ(r, 1). It follows that
uniformly for all sequences (x n ) and nf n,r (x n ) → c for any sequence (x n ) such that nf r (x n ) → c as n → ∞ for c ∈ (δ, M ), where δ and M are any fixed positive constants, 0 < δ < M < ∞. First, we state the following result for step PDFs, which can be construed as a result for mixing uniform probability densities.
Theorem 3.1. Let X 1 , . . . , X n be a sample from an absolutely continuous distribution with the support [A, B], −∞ < A < B < ∞, having PDF
as n → ∞, where c min = min(c 1 , . . . , c m ) and θ * = i|pi=pmin θ i .
The last assertion of theorem 3.1 was actually given in [11, section 8] . The next result deals with bounded PDF defined on [A, B]. 
and I j be the intervals; p min = ess inf x∈T p(x); p + = p min + ε for some ε > 0; I j = {x ∈ I j | p(x) < p + }, j = 1, . . . , q. Assume that p min > 0 and p(x) satisfies the Hölder's condition locally
j = 1, . . . , q, with some C, α > 0 and some ε > 0. Then
as n → ∞.
Good approximation in the particular case r = 1 due to Barbe [14] can be obtained in the following corollary. 
Extended class of distributions
In this section, the notation M 
. , S (r)
n−r,n is used, as it was introduced in Section 1. Following Deheuvels [15] , we investigate convergence in distribution of the maximal r-spacings and kth maximal r-spacings for the three domains of attraction of extreme values. Deheuvels [15] obtained limit theorems for classes of distributions related to the three extremal types of distributions. The same classes will be considered in this section.
This three classes of distributions are defined as follows. Let A = inf{x | F (x) > 0} < B = sup{x | F (x) < 1} and assume that p(x) > 0 for all x ∈ (A, B), A > −∞ and p(A + ) = lim x→A+ p(x) > 0. Denote by G(u) = inf{x | 1 − F (x) ≤ u} the inverse of survival function and set b n = G(1/n) and a n = G(1/(ne)) − G(1/n).
Gumbel type. For all x ∈ (−∞, ∞),
Fréchet type. For all x ∈ (0, ∞) and for some a > 0,
Weibull type. For all x ∈ (−∞, 0), for some a > 0 and finite B,
All these limit types can be combined and represented by the so called generalized extreme value distribution with CDF
Cases ξ = 0, ξ > 0 and ξ < 0 correspond to Gumbel's, Fréchet and Weibull's extremal types respectively. The following theorem describes the asymptotic distributions for the k-th maximal r-spacings associated to the three extremal types distributions.
Theorem 4.1. Let X 1 , . . . , X n be a sample from an absolutely continuous distribution with a PDF p(x). Assume that p(x) > 0 for all x ∈ (A, B), A > −∞ and p(A + ) = lim x→A+ p(x) > 0. Let E 1 , E 2 , . . . be a sequence of i.i.d. random variables having the standard exponential distribution E(1). (i) Assume that the original distribution satisfies (9) and p(x) is continuous and ultimately nonincreasing in the upper tail. Then
(ii) Assume that the original distribution satisfies (10) for some a > 0. Then
where H 
(iii) Assume that the original distribution satisfies (11) for some a > 1. Then
The condition p(A + ) > 0 of the Theorem 4.1 can be weakened in particular cases. For example, considering symmetric distribution leads to the following corollary.
Corollary 4.1. Let X 1 , . . . , X n be a sample from an absolutely continuous distribution with PDF p(x). Assume that p(x) > 0 for all x ∈ (A, B) and p(A + x) = p(B − x) for almost all x. (i) Assume that the original distribution satisfies (9) and p(x) is continuous and ultimately nonincreasing in the upper tail. Then
For applications in the coverage problems, introduce another sample Y 1 , . . . , Y n from a positive distribution with CDF F Y and independent of X 1 , . . . , X n . Denote by N n,r (x) the number of of r-spacings greater than 
with X = G under (9), X = F under (10) or X = W under (11), respectively.
Simulations and numerical results
The quality of approximations
To assess the approximations of the maximal r-spacings distribution, we conducted a simulation study, using the R packages [20] .
The estimated CDF of M
1,n and the empirical cumulative distribution function (ECDF) based on results of 6000 replicates for the uniform model with n = 10 4 , 10 5 and r = 5 are shown on the figure 1. It is important to note that on the figure 1, the curve (2) on both graphs is close to the empirical CDF of M 1,n , r = 1, 5, based on 6000 replicates. The quantiles estimated by (2) are contained in row "(2)". The estimator based on (1) with b n = log n+(r−1) log log n−log Γ(r) denoted by "log".
In the case r = 1 all of these results work well and all of the above curves are close (which also can be seen from tables of quantiles).
Estimators obtained due to the formula (8) for the truncated normal distribution with parameters µ = 1/2, σ 2 = 1, a = 0, b = 1 (lower and upper bounds) are in agreement with the empirical data, which can be seen on the table 3.
The first row "M (2); (3) CDF estimator (1) with bn = log n + (r − 1) log log n − log Γ(r). via empirical distribution function of uniform spacings based on 10 4 replicates and row "(2)" was obtained via the same formula (8) but utilizing the asymptotic (2).
The estimator given by formula (8) for the triangle distribution having the PDF (12) with κ = 1/2 is shown on the figure 2 (number of replicates is 6000, n = 10 4 , r = 1) and the corresponding quantiles are given in table 4. It is clear that (8) is not applicable for this distribution. Much satisfactory results can be obtained by using Corollary 4.1 (see (13) for the explicit formula). The corresponding curve on the figure 2 is close to the ECDF curve and the quantiles in table 4 display good approximation under r = 1 and r = 5 with n = 10 4 . Quantiles for spacings of the truncated normal distribution, n = 10 4 . All values must be multiplied by 10 
Coverage problems
Let L be a length of single read in bp, N be a length of genome, I be a minimal overlap of two random reads to be assembled in one sequence. As we see above, the full genome r-times coverage problem can be transformed to the problem of r-times coverage of the interval [0, 1] by random intervals of length l = (L − I)/N and P(Q r ) = P(M (r) 1,n < l), where Q r denotes the following event: all existing reads contains at least r bases from all positions, taking into account only reads with minimal intersection I bp with at least r neighbors.
The simplest case for applications in coverage problem is the uniformly distributed random variables determining locations of the intervals considered in Section 2. All necessary results for uniform case were posed in Section 2. For example, to cover the whole human genome of length 3.
Results of Theorem 4.1 with Corollary 4.1 are applicable for some symmetric distributions with p(1 − ) = p(0 + ) = 0. For example, the trapezoidal distribution having PDF
with some κ ∈ [0, 1/2] belongs to Weibull's extremal type with a = 2 (see [19] , Theorem 1.6.1). Then, by Corollary 4.1 (iii),
where H The important extension of the coverage problem arises if we allow the subsegments covering the initial interval to have a random lengths. Under the independence assumption of the original sample of locations X 1 , . . . , X n and the corresponding sample of covering small segments length Y 1 , . . . , Y n the rtimes coverage probability can be obtained by P(M 
where F Y is the distribution function of Y . Applying the approximate formulas for the distribution function of M
1,n we obtain the required probability. Analogously, the probability to have less then k regions without r-times coverage is given by
and asymptotic formulas for P(M (r) k,n < s) are obtained in previous sections. Based on the approximation formulas for uniform and nonuniform spacings we fulfill table 5 containing total (or expected under random length of reads) length of reads necessary to r-times full coverage of Human's genome with probability at least 0.95 and under I = 50. In columns "Random" we list numerical results for the normal case N (300, 50
2 ). Remark that the results presented in table 5 can't be obtained and even verified by simulations in closed time because of too much length of Human's genome. Total (expected) length of reads / whole genome length required for full r-coverage of Human's genome with 95% probability under I = 50. The estimator (2) is used to fulfill the table for the uniform case. The estimators (2) and (8) are used to fulfill the table for the truncated normal cases. The integration (14) is applied in the case of random length of reads with Y ∼ N (300, 50
2 ) and the same formulas (2) and (8) are used to evaluate
1,n < s) under the integral. Remark the total correspondence of results for random and non-random length of reads with the same expected values.
Proofs
The following proposition were addressed in Section 2. 
for all n ∈ N.
Proof. To prove this inequality it is sufficient to prove that
for all k and y. Remark that
so if we will be able to prove that
is a monotone decreasing function of y we will obtain (15) .
where the conditional PDF p S
is given by
We see that
is monotone decreasing function of every z i , i = 1, . . . , r − 1, therefore
is monotone decreasing function of y. The proposition is proved.
To prove the Theorem 3.1 we need several ancillary results.
Lemma 6.1. Let U 1 , . . . , U n the a sample from the standard uniform distribution U (0, 1); S (r) i,n be the corresponding uniform r-spacings and M (r) k,n be the k-th maximal r-spacings; σ
Proof. The exchangeable property of the uniform spacings (see e.g. [17] ) implies the exchangeable property of the uniform r-spacings and, therefore, P(σ
. By convergence property (in probability and almost sure) of sample quantiles U [np]+1,n → p as n → ∞ for all p ∈ (0, 1),
On the other hand,
for any fixed δ > 0 and sufficienlty large n.
, and c i are positive constants, i = 0, . . . , m. The following lemma is an extension of Lemma 6.1. Lemma 6.2. Let X 1 , . . . , X n be a sample from an absolutely continuous distribution having PDF p:
k,n be the k-th maximal r-spacing and σ
Proof. Let c min = min(c 0 , . . . , c m ), andĩ is the corresponding index, d = max(c 0 , . . . , c m )/c min and δ > 0 is a small positive number. Remark that
Choosing s → ∞ as δ → 0 and using (17), we obtain that
as δ → 0 for all y ∈ (xĩ, xĩ +1 ). The result follows immediately.
Now we are proceeding to prove Theorem 3.1.
Proof of Theorem 3.1. Represent the original distribution as a mixture of uniforms m i=0 θ i U (x i , x i+1 ) singular with each other, where
with o(1) → 0 as k → ∞ uniformly in x ≥ 0, where M i,1,k are the maximal r-spacings based on the sample form U (x i , x i+1 ), i = 0, . . . , m.
Let
where l i and u i are the minimal and the maximal elements of D i respectively, andM
m,1,n ). Remark that the distribution of the restricted maximal r-spacing conditionally on Q D = {#D i = n i , i = 0, . . . , m} is given by
where o(1) → 0 as n i → ∞ for all i = 0, . . . , m, uniformly in x ≥ 0. Taking into account (5), f ni,r in the last equation can be changed by f ki,r , i = 0, . . . , m.
By Lemma 6.2, P(M 1,n =M 1,n ) → 1 as n → ∞ and (6) is proved. Under f (r)
exp −c i c
min (t + log n + (r − 1) log log n − log Γ(r) + log θ
The Theorem 3.1 is proved. 
. . , m, and the step-wise PDF
where M +(r) 1,n is the maximal r-spacing based on a sample from the absolutely continuous distribution having PDF p m . By (21)
for somex j ∈ I j , j = 0, . . . , m, and
Then, by (7) max i=0,...,m+1
for any sequence (x n ) ∈ D(δ, M ), m = m(n) → ∞ as n → ∞, and taking into account (22) and x n = O(log n), we conclude that
By (7), under m = m(n) with log 1/α n/m → 0 as n → ∞ there exists a sequence p m (x) m∈N , such that (23) holds and the sequence of corresponding maximal r-spacings M (r) 1,n is satisfying (6) . Thus, under log 1/α n/m → 0,
and (x n ) ∈ D(δ, M ) for any fixed 0 < δ < M < ∞. Then, by (5),
Therefore,
Analogously, there exists a sequence of distributions having piecewise constant PDFs p m and the corresponding CDFs U,1,s is the maximal uniform r-spacing, s ∈ N. Replacement f ni,r bỹ f ni,r implies the exact equality in (19) with o(1) ≡ 0. Implication from (19) to (20) is valid if
where k i,m = E n i,m = nθ i,m . Taking into account that n i /n = F n,m (J i,m ) and
, where F n,m is the empirical CDF based on the sample of size n from the distribution F m , we obtain by Kolmogorov's theorem that We use notations of Theorem 3.2 without the assumption p min > 0 and T = s i=1 I i in the following lemma. Lemma 6.4. Let X 1 , . . . , X n be a sample from an absolutely continuous distribution having PDF p, T δ = s j=1 I jδ = {x ∈ T | p(x) < p + − δ} for some δ > 0 and I jδ be the intervals, j = 1, . . . , s, s ≥ q. Introduce, σ (1)
where n 1ε = [n(x 1 + ε)] and n 2ε = [n(x 2 − ε)]. For the case r > 1 setσ
and restrict the set of indexes to
for any i 1 , . . . , i m such that |i s − i r | ≥ r; s, r ∈ {0, . . . , n − r + 1}. Therefore, by
and lim m→∞ lim n→∞ P m i=1σ (r) k,n ∈ [n 1ε , n 2ε ] = 1 we obtain (26). Secondly, remark that
as n → ∞ for any fixed c > 1, where E 1 , E 2 , . . . are i.i.d. the standard exponential random variables. Using representation for the exponential order statistics E k,n = k i=1 E i /(n − i + 1) and the exponential distribution representation for uniform spacings, we obtain that P(cM
Finally, taking into account that
for any x 1 , x 2 ∈ B jδ , x 1 < x 2 and y 1 , y 2 / ∈ B, y 1 < y 2 , the first and the second parts of the prove one gets
, Xσ(r) k,n +r,n ] ⊂ T → 1 as n → ∞. Proof. Introduce g δ (x) = n T δ f r (xp(u))p(u)du. Then, g δ (x n ) = nf r (x npn )p n and g(x n ) = nf r (x npn )p n for somep n ∈ [p min , p + − δ] andp n ≥ p + . Taking into account that g δ (x n ) ≤ g(x n ) ≤ M under sufficienlly large n we conclude that x npn ≥ log n + o(log n). Then, x npn ≥p n /p n log n+o(log n) ≥ p + /(p + −δ) log n+o(log n) and, therefore, g(x n ) → 0 as n → ∞. Proof of Theorem 4.1. We use essentially the same arguments as Deheuvels [15] to prove (i)-(iii), with S (r) n−j,n = r−1 l=0 S n−j+l,n .
for j = 1, . . . , n − r. More precisely, Deheuvels [15] proved the result for r = 1 in two steps. On one hand, for any fixed N , he proved the convergence of c n−N,n ) (c n = a n in case (i), c n = b n in case (ii) and c n = (B − b n ) in case (iii)) to some specified distribution H N as n → ∞. On the other hand, for any fixed x he proved that lim sup 
Then, the distribution of k-th maximal r-spacing is the limit distribution of k-th maximal r-spacing from H N as N → ∞. The limit distributions of c 
