Background {#Sec1}
==========

Adverse events play an important role in the assessment of medical interventions. Simple standard methods for contingency tables are frequently applied for the analysis of adverse events. However, the application of simple, standard methods may be misleading if observations are censored at the time of discontinuation due to, for example, treatment switching or noncompliance, resulting in varying follow-up times, which sometimes differ remarkably between treatment groups \[[@CR1]\]. Incidence densities (IDs), i.e., events per patient years, are frequently used to account for varying follow-up times when quantifying the risk of adverse events \[[@CR2]--[@CR4]\]. IDs are also called exposure-adjusted incidence rates (EAIRs) to underline that varying follow-up times are taken into account \[[@CR2]--[@CR5]\]. For comparisons between groups, incidence density ratios (IDRs) are used together with confidence intervals (CIs) based upon the assumption that the corresponding time-to-event variables follow an exponential distribution. The corresponding results are interpreted in the same way as hazard ratios (HRs).

An example is given by the benefit assessment of the Institute for Quality and Efficiency in Health Care (IQWiG) in which the added benefit of abiraterone acetate (abiraterone for short) in comparison with watchful waiting was investigated in men with metastatic prostate cancer that is not susceptible to hormone-blocking therapy, who have no symptoms or only mild ones, and in whom chemotherapy is not yet indicated \[[@CR6]\]. In this report the IDR was used to compare the risks of cardiac failure in the abiraterone group and the control group of the corresponding approval study. The result was IDR = 4.20, 95% CI 0.94, 18.76; *P* = 0.060. It is questionable whether the use of the IDR is adequate in this data situation because the median follow-up duration was 14.8 months in the abiraterone group but only 9.3 months in the control group. The reason for this large difference was the discontinuation of treatment after disease progression with stopping of the monitoring of adverse events 30 days later. In the situation of constant hazard functions, i.e., if the time-to-event data follow an exponential distribution, the IDR accounts for the differential follow up by treatment group. However, if the hazard functions are not constant, the effect of differential follow up by treatment group on the behavior of the IDR is unknown. Appropriate methods should be used for analysis of survival data if access to the individual patient data is available. However, access to the individual patient data is not available in the assessment of dossiers or publications with aggregate-level data. In this situation, a decision has to be made on the situations in which the IDR can or cannot be used as adequate approximation for the HR.

The use of IDs makes sense in the situation of constant hazard functions in both groups \[[@CR2], [@CR3], [@CR5], [@CR7]\]. However, time-to-event data rarely follow an exponential distribution in medical research \[[@CR3], [@CR7]\]. In the case of low event risks, deviations from the exponential distribution may be negligible if the average follow up is comparable in both groups \[[@CR2]\]. However, in the case of differential follow up by treatment group, deviations from the exponential distribution may have a considerable effect on the validity of the IDR and the corresponding CIs as an approximation of the HR.

Kunz et al. \[[@CR8]\] investigated bias and coverage probability (CP) of point and interval estimates of IDR in meta-analyses and in a single study with differential follow up by treatment group when incorrectly assuming that average follow up is equal in the two groups. It was shown that bias and CP worsen rapidly with increasing difference in the average follow-up durations between the groups \[[@CR8]\]. Here, we do not consider the effect of incorrectly assuming equal average follow-up durations. IDR is calculated correctly by using the different follow-up durations in the groups. The focus here is the effect of deviations from the exponential distribution of the time-to-event data.

In this paper, the validity of the IDR as approximation of the HR is investigated in the situation of differential average follow up by treatment group by means of a simulation study considering decreasing and increasing hazard functions. A rule of thumb is derived to decide in which data situations the IDR can be used as approximation of the HR. We illustrate the application of the rule by using a real data example.

Methods {#Sec2}
=======

Data generation {#Sec3}
---------------

We considered the situation of a randomized controlled trial (RCT) with two parallel groups of equal sample size *n* in each group. We generated data for a time-to-event variable *T* (time to an absorbing event or time to first event) with a non-constant hazard function according to Bender et al. \[[@CR9]\]. The Weibull distribution is used to generate data with decreasing and the Gompertz distribution is used to generate data with increasing hazard functions. The survival functions *S*~*0*~(t)~*weib*~ and *S*~*0*~(t)~*gomp*~ of the control group using the Weibull and the Gompertz distribution, respectively, are defined by:$$\documentclass[12pt]{minimal}
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We simulated data situations with identical and with different average follow-up durations in the control and intervention group. The average follow-up duration in the control group relative to the intervention group varied from 100% to 30% (in steps of 10%, i.e., 8 scenarios). To simulate a variety of study situations, we chose 9 different baseline risks (BLRs) (BLR = 0.01, 0.02, 0.05, 0.075, 0.1, 0.15, 0.2, 0.25, and 0.3), 7 different effect sizes (HR = 0.4, 0.7, 0.9, 1, 1.11, 1.43, and 2.5), and 3 different sample sizes (*N *= 200, 500, and 1000, with 1:1 randomization). The BLR is the absolute risk of an event in the control group over the actual follow-up period in the control group. The parameters of the survival-time distributions were chosen so that the specified baseline risks and effect sizes are valid for the corresponding follow-up duration in the control group and the HR for the comparison treatment versus control, respectively. We considered 1 situation with decreasing hazard function (Weibull distribution with shape parameter *ν* = 0.75) and 3 different situations with increasing hazard function (Gompertz distribution with shape parameter α = 0.5, 0.75, 1) because the case of increasing hazard was expected to be the more problematic one. The corresponding scale parameters λ for both the Weibull and the Gompertz distribution varied depending on the baseline risk and the follow-up duration in the control group.

First results showed that in some situations with relative average follow-up durations in the control group of 80%, 90%, and 100%, the IDR has adequate properties for all baseline risks considered. Therefore, additional simulations were performed in these cases with larger baseline risks (0.5, 0.7, 0.9, 0.95, and 0.99). In total, the combination of 4 survival distributions with 8 or 3 relative follow-up durations, 9 or 5 baseline risks, 7 effect sizes, and 3 sample sizes resulted in (4 × 8 × 9 × 7 × 3) + (4 × 3 × 5 × 7 × 3) = 7308 different data situations.

We included only simulation runs in which at least 1 event occurred in both groups and the estimation algorithm of the Cox proportional hazard model converged. If at least one of these conditions was violated a new simulation run was started, so that for each of the 7308 data situations 1000 simulation runs were available. This procedure leads to a bias in situations in which simulation runs frequently had to be repeated (very low baseline risk, low sample size). However, this problem concerns both IDR and HR and it was not the goal of the study to evaluate the absolute bias of the estimators.

Data analysis {#Sec4}
-------------

The IDR was calculated from the simulated time-to-event data by:$$\documentclass[12pt]{minimal}
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A 95% CI for IDR based on the assumption of a constant hazard function was obtained according to Deeks et al. \[[@CR10]\] by:$$\documentclass[12pt]{minimal}
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The Cox proportional hazards model was used for point and interval estimation of the HR. All analyses were performed using the R statistical package \[[@CR11]\].

Performance measures {#Sec5}
--------------------

To assess the adequacy of the IDR as approximation of the HR in the situation of non-constant hazard functions we calculated the coverage probability (CP) of the 95% CIs and the mean square error (MSE) and the SE of the point estimates *log* (IDR) and *log* (HR). For effect sizes not equal to 1 (i.e., true HR ≠ 1), additionally the relative bias was calculated. The relative bias is given by the mean percent error (MPE) defined by:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathrm{MPE}=100\frac{1}{\mathrm{s}}\sum \limits_{\mathrm{j}=1}^{\mathrm{s}}\frac{\theta_{\mathrm{j}}-{\theta}_{\mathrm{true}}}{\theta_{\mathrm{true}}}, $$\end{document}$$where s is the number of simulation runs (s = 1000), θ~j~ is the estimate of the considered parameter in simulation j, and θ~true~ is the true value of the considered parameter. The true HR was used as the true value for the HR estimation and for the IDR estimation because the goal of the study was to evaluate the adequacy of the IDR as approximation of the HR. Moreover, in the case of non-constant hazard functions the IDR can be calculated by means of formula (5). However, there is no clear theoretical parameter available that is estimated by the empirical IDR.

The primary performance measure is given by the CP, which should be close to the nominal level of 95%. To identify data situations in which the IDR can be used as adequate approximation of the HR we used the criterion that the CP of the 95% CI should be at least 90%. A rule of thumb was developed depending on the relative average follow-up duration in the control group and the baseline risk, to decide whether or not the IDR can be used as a meaningful approximation of the HR.

Results {#Sec6}
=======

Simulation study {#Sec7}
----------------

In the situations considered in the simulation study it is not problematic to use the IDR as approximation of the HR if the average follow-up durations in both groups are equal and the BLR is not larger than 25%. The minimum CP of the interval estimation of the IDR is 92,5% (CP for HR 93,4%) for the Weibull and 91,2% (CP for HR 93,1%) for the Gompertz distribution. There were no relevant differences between the IDR and HR estimations in bias or MSE (results not shown). This means that even in the case of non-constant hazard functions but a constant HR, the IDR - independent of the effect size and the sample size - can be used as approximation to the HR if the average follow-up durations in both groups are equal and the BLR is not larger than 25%.

The situation is different in the case of unequal average follow-up durations in the two groups, which is the more important case in practice. In this situation, there are shortfalls in the CP and in part large relative bias values for the IDR. The CP decreases remarkably under the nominal level of 95% with increasing difference in the average follow-up durations between the groups. The CP improves with decreasing sample size, due to the decreasing precision. Therefore, the sample size of *N* = 1000 is the relevant situation for the derivation of general rules.

Figure [1](#Fig1){ref-type="fig"} shows exemplarily the CP results for IDR and HR dependent on the BLR and the relative average follow-up duration in the control group, for the Gompertz distribution with shape parameter α = 1, sample size *N* = 1000, and a true HR of 0.4. We see that the CP for the IDR decreases remarkably under the nominal level of 95% with increasing difference in the average follow-up durations between the groups and with increasing BLR, whereas the CP for the HR lies within the desired area in all situations.Fig. 1Coverage probability (CP) by baseline risk for the Gompertz distribution with shape parameter α = 1, sample size *N* = 1000, relative average follow-up duration in the control group from 30% to 100%, and a true hazard ratio (HR) of 0.4. The shaded area is the range of the CP for the HR over all these 72 scenarios; solid lines represent the CP for the incidence density ratio (IDR) for the different relative average follow-up duration in the control group; the horizontal dashed line marks the desired CP of 0.95
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Thresholds for BLR were derived for all other data situations. In total, 4 × 3 × 8 = 96 tables were produced for the 4 survival-time distributions, 3 sample sizes, and 8 relative average follow-up durations considered in the control group. The results are summarized in Table [2](#Tab2){ref-type="table"}. Whether the IDR can be considered as adequate approximation of the HR depends not only on the BLR and the difference in the average follow-up durations between the groups but also, e.g., on the true survival-time distribution, which is unknown in practice. However, to derive general rules for the identification of situations in which the IDR can be used as approximation for the HR, the consideration of the BLR in dependence on the relative average follow-up duration in the control group seems to be sufficiently accurate. From Table [2](#Tab2){ref-type="table"}, the following pragmatic rules can be derived:The IDR can be used in the case of equal follow-up durations in the two groups if BLR is ≤ 25%The IDR can be used in the case of a relative average follow-up duration in the control group between 90% and 100% if BLR is ≤ 10%The IDR can be used in the case of a relative average follow-up duration in the control group between 50% and 90% if BLR is ≤ 1%The IDR should not be used in the case of relative average follow-up durations \< 50% in the control groupTable 2Maximum BLR for which CP of at least 90% is reached for interval estimation of IDR as approximation of the HRRelative average follow-up time of the control groupMaximum BLRWeibull (decreasing hazard)Gompertz (increasing hazard)α = 0.5α = 0.75α = 130%--1%----40%--1%----50%1%2%1%--60%2%2%1%1%70%7.5%5%2%1%80%30%10%2%2%90%30%30%20%10%100%30%30%30%25%Total sample size *N* = 1000*BLR* baseline risk, *CP* coverage probability, *HR* hazard ratio, *IDR* incidence density ratio

Other improved rules can be derived in certain situations if there is knowledge about the true survival-time distribution. However, this requires new simulations with the specific survival-time distribution. Without knowledge about the true survival-time distribution, the rule of thumb presented above can be used for practical applications when there is no access to the individual patient data.

Example {#Sec8}
-------

For illustration we consider the IQWiG dossier assessment, in which the added benefit of enzalutamide in comparison with watchful waiting was investigated in men with metastatic prostate cancer that is not susceptible to hormone-blocking therapy, who have no or only mild symptoms, and in whom chemotherapy is not yet indicated \[[@CR12]\]. According to the overall assessment, enzalutamide can prolong overall survival and delay the occurrence of disease complications. The extent of added benefit is dependent on age \[[@CR12]\].

The benefit assessment was based upon an RCT, which was the approval study for enzalutamide in the indication described above. In this study, patients were randomized to either enzalutamide (intervention group) or placebo (control group), while the hormone-blocking therapy was continued in all patients. In each group, treatment was continued until either disease progression or safety concerns arose. Due to differential treatment discontinuation by treatment group, the median follow-up duration for safety endpoints was threefold longer in the intervention group (17,1 months) compared to the control group (5,4 months).

Here, we consider the endpoint hot flashes, which played a minor role in the overall conclusion of the benefit assessment. However, for the present study this endpoint is relevant, because interesting results are available for three different analyses. In the corresponding dossier submitted by the company, effect estimates with 95% CIs and *P* values were presented in the form of risk ratios (RRs) based upon naive proportions, as IDRs and as HRs. Additionally, Kaplan-Meier curves were presented. In each of the analyses only the first observed event of a patient was counted, i.e., there are no problems due to neglect of within-subject correlation.

The following results were presented in the dossier for the endpoint "at least one hot flash". In the intervention group 174 (20.0%) among *n*~1~ = 871 patients experienced one or more events compared to 67 (7.9%) among *n*~0~ = 844 patients, which leads to an estimated RR = 2.52 with 95% CI 1.93, 3.28; *P* \< 0.0001. However, as correctly argued by the company, this statistically significant effect could be induced simply by the threefold longer median follow-up duration in the control group. To account for the differential follow-up duration by treatment group, events per 100 patient years were presented (14.7 in the intervention group and 12.4 in the control group) leading to the not statistically significant result of IDR = 1,19 with 95% CI 0.87, 1.63; *P* = 0.28. However, according to our pragmatic rules, the IDR should not be used if the relative average follow-up duration in the control group is below 50%, which is the case here. Therefore, the validity of the IDR results is questionable in this example. Fortunately, the results of the Cox proportional hazards model were also presented. The result was statistically significant with an estimated HR = 2.29, 95% CI 1.73, 3.05; *P* \< 0.0001. It should be noted that censoring is possibly not independent of outcome, leading to high risk of bias. Nevertheless, the results of the Cox proportional hazards model are interpretable and were accepted in the dossier assessment with the conclusion of a considerable harm of enzalutamide for the endpoint hot flashes \[[@CR12]\].

This example shows that the use of IDR is invalid in the present case of differential follow-up duration by treatment group and non-constant hazard functions. From the Kaplan-Meier curves presented in the dossier it can be concluded that the hazard function of the endpoint hot flashes is decreasing. This situation can be illustrated as follows.

In Fig. [2](#Fig2){ref-type="fig"} we consider the situation of decreasing hazard with true HR = 2, i.e., the hazard in the intervention group is larger compared to the control group. The relative average follow-up duration in the control group is only 33% compared to the intervention group. If the hazard is estimated simply by means of events per person year, it is implicitly assumed that the hazards are constant. In fact, however, the average hazard in each group is estimated by means of the ID for the available follow-up duration. As the follow-up duration in the control group is much shorter, the right part of the true hazard function is not observed, which leads to a strong bias of the ID as estimate of the average hazard in the control group. Therefore, the IDR is also biased as an estimate of the HR. In this example with decreasing hazards and a large difference in the follow-up durations between the treatment groups, the harmful effect of enzalutamide on the endpoint hot flashes in comparison with watchful waiting could not be detected by means of the IDR. Therefore, the IDR is invalid here and should not be used to describe the effect of the intervention.Fig. 2Effect of a shorter follow-up duration in the control group on the incidence density ratio (IDR). ID~1~(t~1~) is the estimated average hazard in the intervention group up to t~1~ (black solid line), ID~0~(t~0~) is the estimated average hazard in the control group up to t~0~ (gray solid line); ID~0~(t~1~) is the estimated average hazard in the control group up to t~1~ (gray dashed line), which is not observed; the use of ID~1~(t~1~) and ID~0~(t~0~) leads to a biased estimate of the hazard ratio (HR)

Discussion {#Sec9}
==========

The IDR represents a valid estimator of the HR if the true hazard function is constant. However, for non-constant hazard functions we found that in the simulated data situations with decreasing and increasing hazard functions, the IDR is only an adequate approximation of the HR if the average follow-up durations in the groups are equal and the baseline risk is not larger than 25%. In the case of differential follow up by treatment group, the validity of the IDR depends on the true survival-time distribution, the difference between the average follow-up durations, the baseline risk, and the sample size. As a rule of thumb, the IDR can be used as approximation of the HR if the relative average follow-up duration in the control group is between 90% and 100% and BLR is ≤ 10, and in the situation where the average follow-up duration in the control group is between 50% and 90% and BLR is ≤ 1%. The IDR should not be used for relative average follow-up durations in the control group below 50%, because in general the IDR represents no valid approximation of the HR and the meaning of the IDR is unclear. The usefulness of this rule of thumb was illustrated by means of a real data example.

The results and the conclusions of our simulation study are limited in the first instance to the data situations considered. We considered a wide range of effect sizes (HR 0.4--2.5), three total sample sizes (*N* = 200, 500, 1000) with balanced design, and four survival-time distributions with deceasing (Weibull distribution) and increasing hazard functions (Gompertz distribution). For the baseline risk, we considered almost the complete range (0.01--0.99) in the simulations. We derived practical rules to decide in which data situations the IDR can be used as approximation of the HR. These rules should also be approximately valid for other data situations. If detailed knowledge of the underlying survival-time distribution is available, more simulations can be performed to find improved rules for the specific data situation.

We have not investigated the amount of bias associated with different patterns of dependent censoring. In this context, the framework of estimands offers additional possibilities to deal with competing events, leading to censoring mechanisms that are not independent of the considered time-to-event endpoint \[[@CR13]\]. We have also not considered the data situations with recurrent events. Extensions of the Cox proportional hazards model, such as the Andersen-Gill, the Prentice-Williams-Peterson, the Wei-Lin-Weissfeld, and frailty models \[[@CR14], [@CR15]\] have been developed for analysis of recurrent event data. The application of methods for analysis of recurrent event data to analysis of adverse events in RCTs is discussed by Hengelbrock et al. \[[@CR16]\]. Further research is required for the investigation of the impact of dependent censoring and multiple events on the validity of the IDR.

Conclusions {#Sec10}
===========

In summary, in the case of large differences in the average follow-up durations between groups, the IDR represents no valid approximation of the HR if the true hazard functions are not constant. As constant hazard functions are rarely justified in practice, adequate survival-time methods accounting for different follow-up times should be used to analyze adverse events rather than the simple IDR, including methods for competing risks \[[@CR17]\]. However, the proposed rule of thumb allows the application of IDR as approximation of the HR in specific data situations, when it is not possible to estimate the HR by means of adequate survival-time methods because the required individual patient data are not available.
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:   Incidence density ratio

IQWiG

:   Institut für Qualität und Wirtschaftlichkeit im Gesundheitswesen

MPE

:   Mean percent error

MSE

:   Mean square error

RCT

:   Randomized controlled trial

RR

:   Risk ratio

SE

:   Standard error
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