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Аннотация. Рассматривается решение вида движущегося фронта сингулярно возмущенной
системы уравнений типа ФицХью–Нагумо. Решение содержит внутренний переходный слой, то
есть подобласть где происходит резкое изменение значений функций, описывающих решение. В
начально-краевых задачах с решениями вида фронтов содержится естественный малый параметр,
равный отношению ширины внутреннего переходного слоя к ширине рассматриваемой области.
Учет малого параметра приводит к тому, что уравнения становятся сингулярно возмущенными,
тем самым задачи относятся к разряду «жестких», численное решение которых встречает опреде-
ленные трудности и не всегда дает достоверный результат. В связи с этим возрастает роль ана-
литического исследования таких задач и доказательства существования решения с внутренним
переходным слоем. В этих целях особо эффективным является использование метода дифферен-
циальных неравенств, который состоит в построении непрерывных функций, называемых верхним
и нижним решениями. При этом важную роль играет так называемое «условие квазимонотон-
ности» функций, описывающих реактивные слагаемые. В настоящей работе приведен алгоритм
построения верхнего и нижнего решений системы параболических уравнений с одномасштабным
внутренним переходным слоем, при этом условие квазимонотонности отличается от аналогично-
го условия в ранее опубликованных работах. Приведенный алгоритм может быть в дальнейшем
обобщен на более сложные системы с двухмасштабными переходными слоями или на системы с
разрывными реактивным слагаемыми. Подобные исследования имеют важное практическое зна-
чение для создания математически обоснованных моделей биофизики.
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Введение
Интерес к параболическим системам уравнений типа реакция-диффузия возникает
в связи с большим количеством различных биофизических явлений, которые мож-
но описывать с помощью таких систем, например, возникновение пятен на шкурах
животных [1], возбуждение в сердечной мышце [2], развитие урбоэкосистем [3–5]. В
каждой из перечисленных моделей наибольший интерес представляют решения ви-
да автоволновых фронтов. Такие решения описываются функциями с внутренними
переходными слоями, то есть функциями, в области определения которых содер-
жится подобласть, где происходит резкое изменение значений функций. В начально-
краевых задачах с решениями вида движущихся фронтов содержится естественный
малый параметр, равный отношению ширины внутреннего переходного слоя к ши-
рине рассматриваемой области. Учет малого параметра приводит к тому, что урав-
нения становятся сингулярно возмущенными, тем самым задачи относятся к разря-
ду «жестких», численное решение которых встречает определенные трудности и не
всегда дает достоверный результат. В связи с этим возрастает роль аналитического
исследования таких задач и доказательства существования решения с внутренним
переходным слоем. В этих целях особо эффективным является использование ме-
тода дифференциальных неравенств [6] и его модификаций для задач с внутренни-
ми переходными слоями [7–10]. Асимптотический метод дифференциальных нера-
венств состоит в построении непрерывных функций, которые называются верхним
и нижним решениями, как модификаций асимптотических приближений решений
по малому параметру. При этом важную роль играет так называемое «условие ква-
зимонотонности» функций, описывающих реактивные слагаемые [6]. Отметим, что
в настоящей работе приводится алгоритм построения верхнего и нижнего решений
для системы уравнений, в которой условие квазимонотонности отличается от ана-
логичного условия в ранее опубликованных работах [10–12].
1. Постановка задачи
Рассмотрим следующую систему уравнений типа ФицХью–Нагумо:
ε2
∂2v
∂x2
− ε∂v
∂t
= g(v) + u, ε4
∂2u
∂x2
− ε3∂u
∂t
= −v + γu, 0 < x < 1, 0 < t ≤ T ;
∂v
∂x
(0, t, ε) =
∂v
∂x
(1, t, ε) =
∂u
∂x
(0, t, ε) =
∂u
∂x
(1, t, ε) = 0; 0 ≤ t ≤ T,
v(x, 0, ε) = vinit(x, ε), u(x, 0, ε) = uinit(x, ε), 0 ≤ x ≤ 1,
(1)
где ε > 0 – малый параметр, T > 0, γ > 0, а функция g(v) – достаточно гладкая в
области Iv допустимых значений v.
1.1. Вырожденная система уравнений
Положив в (1) ε = 0, получим так называемую «вырожденную систему уравнений»:
g(v) + u = 0, −v + γu = 0.
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Из второго уравнения получаем
u = v/γ.
Подставим это выражение для u в первое уравнение вырожденной системы, тогда
получим g(v) + v/γ = 0.
Обозначим h(v) := g(v) + v/γ.
Условие А1. Пусть уравнение h(v) = 0 имеет ровно три изолированных корня
v = vi ∈ Iv, i = 1, 2, 3 причем выполнены неравенства v1 < v2 < v3.
Условие А2. Пусть справедливо неравенство
γgv
(
v1,3
)− 1 > 0.
Заметим, что следствием условий A1, A2 является выполнение неравенств
hv(v
i) > 0, i = 1, 3; hv(v
2) < 0. (2)
Мы будем рассматривать решение вида движущегося фронта, локализованного
в каждый момент времени в окрестности некоторой внутренней точки x∗(t) отрезка
[0; 1], а именно пару функций (v, u), близкую к (v1, v1/γ) слева от малой окрестности
точки x∗(t) и к (v3, v3/γ) справа от малой окрестности точки x∗(t), и претерпеваю-
щую резкое изменение от значений (v1, v1/γ) до значений (v3, v3/γ) в окрестности
точки x∗(t). Эту окрестность называют внутренним переходным слоем. Считаем,
что в начальный момент времени фронт уже сформирован и сосредоточен в окрест-
ности точки x00 ∈ (0; 1).
1.2. Присоединенная система
На каждой из полупрямых ξ ≤ 0 и ξ ≥ 0 рассмотрим дифференциальное уравнение
второго порядка относительно функции v˜(ξ, t)
∂2v˜
∂ξ2
+W
∂v˜
∂ξ
= h(v˜). (3)
Здесь W играет роль параметра.
Это уравнение эквивалентно системе двух дифференциальных уравнений пер-
вого порядка
∂v˜
∂ξ
= Φ,
∂Φ
∂ξ
= −WΦ + h(v˜). (4)
В силу неравенств (2) точки (v1,3, 0) являются точками покоя типа седла системы
(4) на фазовой плоскости (v˜,Φ).
Разделим второе уравнение на первое, затем домножим полученное равенство
на Φ и придем к уравнению первого порядка относительно функции Φ(v˜,W ), ко-
торое описывает фазовые траектории системы (4) на фазовой плоскости (v˜,Φ) в
зависимости от параметра W :
Φ
∂Φ
∂v˜
= −WΦ + h(v˜).
Потребуем выполнения следующего условия:
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Условие A3. Пусть существует такое множество вещественных чисел V, что
при W ∈ V определено решение следующих двух задач Коши:
Φ(−)
∂Φ(−)
∂v˜
= −WΦ(−) + h(v˜), v1 < v˜ ≤ v3,
Φ(−)
(
v1,W
)
= 0
(5)
и
Φ(+)
∂Φ(+)
∂v˜
= −WΦ(+) + h(v˜), v1 ≤ v˜ < v3,
Φ(+)
(
v3,W
)
= 0,
(6)
причем выполняются неравенства:
Φ(−)(v˜,W ) > 0, v1 < v˜ ≤ v3; Φ(+)(v˜,W ) > 0, v1 ≤ v˜ < v3.
Условия существования решения задач типа (5) и (6) сформулированы в [13].
Условие A3 гарантирует существование на фазовой плоскости (v˜,Φ) двух се-
мейств сепаратрис Φ(−)(v˜,W ), W ∈ V, входящих в седло (v1, 0) при ξ → −∞ и
Φ(+)(v˜,W ), W ∈ V, входящих в седло (v3, 0) при ξ → +∞.
Введем функцию
H0(v˜,W ) := Φ
(−)(v˜,W )− Φ(+)(v˜,W ). (7)
Условие A4. Пусть существует величина W0 ∈ V – решение уравнения
H0(v
2,W0) = Φ
(−)(v2,W0)− Φ(+)(v2,W0) = 0,
где значение v2 определено в условии А1, и пусть выполняется неравенство
∂H0
∂W
(v2,W0) > 0. (8)
Равенство H0(v2,W0) = 0 в условии A4 означает пересечение сепаратрис
Φ(−)(v2,W0) и Φ(+)(v2,W0) на фазовой плоскости (v˜,Φ).
2. Асимптотическое представление решения
В настоящей работе мы будем строить асимптотическое приближение решения тре-
тьего порядка по ε.
Положение точки x∗(t) в каждый момент времени не известно. Мы будем искать
его в виде асимптотического приближения
x∗(t, ε) = x0(t) + εx1(t) + . . . (9)
Обозначим через W скорость движения фронта:
W =
dx∗
dt
=
dx0
dt
+ ε
dx1
dt
+ . . . = W0 + εW1 + . . . (10)
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Кривая x = x∗(t, ε) делит область D¯ := {(x, t) ∈ [0; 1]× [0;T ]} на плоскости (x, t)
на две подобласти: D¯(−) := {(x, t) ∈ [0; x∗]× [0;T ]} и D¯(+) := {(x, t) ∈ [x∗; 1]× [0;T ]}.
Асимптотическое представление решения задачи (1) в каждый момент времени
строится отдельно в каждой из этих подобластей:
V =
{
v(−), (x, t) ∈ D¯(−),
v(+), (x, t) ∈ D¯(+); U =
{
u(−), (x, t) ∈ D¯(−),
u(+), (x, t) ∈ D¯(+).
Для подробного описания решения в области переходного слоя введем растяну-
тую переменную
ξ =
x− x∗(t, ε)
ε
.
Каждую из функций v(∓) и u(∓) будем искать как сумму двух слагаемых:
v(∓) = v1,3 +Q(∓)v (ξ, t, ε) , u(∓) = v1,3/γ +Q(∓)u (ξ, t, ε) , (11)
где Q(∓)v (ξ, t, ε) , Q(∓)u (ξ, t, ε) – функции, описывающие решение в области пере-
ходного слоя. Эти функции мы будем представлять в виде разложения по степеням
малого параметра ε :
Q(∓)v(ξ, t, ε) = Q0v(∓)(ξ, t) + εQ1v(∓)(ξ, t) + . . . , (12)
Q(∓)u(ξ, t, ε) = Q0u(∓)(ξ, t) + εQ1u(∓)(ξ, t) + . . . (13)
Функции v(−) и v(+), как и функции u(−) и u(+), будем гладко сшивать в точке
x∗(t, ε) в каждый момент времени t, считая, что выполняются равенства
v(−)(x∗(t, ε)) = v(+)(x∗(t, ε)) = v2, u(−)(x∗(t, ε)) = u(+)(x∗(t, ε)) = v2/γ; (14)
∂v(−)
∂x
(x∗(t, ε)) =
∂v(+)
∂x
(x∗(t, ε)),
∂u(−)
∂x
(x∗(t, ε)) =
∂u(+)
∂x
(x∗(t, ε)). (15)
2.1. Функции переходного слоя
Перепишем дифференциальные операторы, входящие в уравнения (1), в перемен-
ных ξ и t :
ε2
∂2
∂x2
− ε ∂
∂t
=
∂2
∂ξ2
+
dx∗
dt
∂
∂ξ
− ε ∂
∂t
,
ε4
∂2
∂x2
− ε3 ∂
∂t
= ε2
∂2
∂ξ2
+ ε
dx∗
dt
∂
∂ξ
− ε3 ∂
∂t
.
Уравнения для коэффициентов разложений (12) и (13), функций Q(∓)i v(ξ, t),
Q
(∓)
i u(ξ, t), i = 0, 1, ... получаются, если приравнять коэффициенты при одинако-
вых степенях ε в разложении Тейлора по степеням малого параметра равенств
∂2Q(∓)v
∂ξ2
+
dx∗
dt
∂Q(∓)v
∂ξ
− ε∂Q
(∓)v
∂t
= g
(
v1,3 +Q(∓)v
)
+
(
v1,3/γ +Q(∓)u
)
, (16)
ε2
∂2Q(∓)u
∂ξ2
+ ε
dx∗
dt
∂Q(∓)u
∂ξ
− ε3∂Q
(∓)u
∂t
= −Q(∓)v + γQ(∓)u. (17)
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Для того, чтобы получить граничные условия для функций Q(∓)i v, Q
(∓)
i u, под-
ставим суммы (11) с учетом разложений (12) и (13) в равенства (14):
v1 +Q0v
(−)(0, t) + εQ1v(−)(0, t) + · · · = v3 +Q0v(+)(0, t) + εQ1v(+)(0, t) + · · · = v2,
(18)
v1/γ +Q0u
(−)(0, t) + εQ1u(−)(0, t) + · · · =
= v3/γ +Q0u
(+)(0, t) + εQ1u
(+)(0, t) + · · · = v2/γ
и приравняем в этих суммах коэффициенты при одинаковых степенях ε.
Также потребуем выполнения стандартного для функций переходного слоя усло-
вия убывания на бесконечности:
Q
(∓)
i v(∓∞, t) = 0, Q(∓)i u(∓∞, t) = 0, i = 0, 1, . . .
2.1.1. Функции переходного слоя нулевого порядка
Объединяя в равенствах (17) коэффициенты при ε0, получим уравнения
−Q(∓)0 v + γQ(∓)0 u = 0,
решая которые получим выражения
Q
(∓)
0 u = Q
(∓)
0 v/γ. (19)
Приравнивая в равенствах (16) и (18) коэффициенты при ε0 и учитывая выра-
жения (19), получим следующие задачи для функций Q(∓)0 v(ξ, t) :
∂2Q
(∓)
0 v
∂ξ2
+
dx∗
dt
∂Q
(∓)
0 v
∂ξ
= g
(
v1,3 +Q
(∓)
0 v
)
+
(
v1,3 +Q
(∓)
0 v
)
/γ,
v1 +Q0v
(−)(0, t) = v3 +Q0v(+)(0, t) = v2, Q
(∓)
0 v(∓∞, t) = 0.
(20)
Введем обозначение
v˜(ξ, t) =
{
v1 +Q0v
(−)(ξ, t), ξ ≤ 0, 0 ≤ t ≤ T ;
v3 +Q0v
(+)(ξ, t), ξ ≥ 0, 0 ≤ t ≤ T. (21)
Перепишем уравнения и условия при ξ = 0 в (20) с использованием обозначения
(21):
∂2v˜
∂ξ2
+W
∂v˜
∂ξ
= h(v˜); v˜(0, t) = v2. (22)
Здесь W – скорость движения фронта (10), а переменная t играет роль параметра,
который входит в выражение для функции v˜ через переменную ξ(t). Будем решать
уравнение (22) отдельно на полупрямой ξ ≤ 0 с условием v˜(−∞, t) = v1, и на полу-
прямой ξ ≥ 0 с условием v˜(+∞, t) = v3.
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Уравнение (22) совпадает с уравнением (3). Введем следующие функции:
Φ(−)(v˜(ξ, t),W ) =
∂v˜
∂ξ
, ξ ≤ 0, 0 ≤ t ≤ T ;
Φ(+)(v˜(ξ, t),W ) =
∂v˜
∂ξ
, ξ ≥ 0, 0 ≤ t ≤ T.
(23)
Тем же способом, что и в пункте 1.2, перейдем от уравнения (22) к дифференциаль-
ным уравнениям первого порядка относительно функций Φ(−)(v˜(ξ, t),W ) при ξ ≤ 0
и Φ(+)(v˜(ξ, t),W ) при ξ ≥ 0, в которых переменная t будет играть роль парамет-
ра. В каждый момент времени t ∈ (0;T ] уравнения первого порядка для функций
Φ(∓)(v˜(ξ, t),W ) совпадают с уравнениями из задач Коши (5) и (6) соответственно.
Определим эти функции как решения указанных задач Коши. Существование этих
решений гарантировано условием А3.
Из существования функций Φ(∓)(v˜(ξ, t),W ) вытекает существование решений на-
чальных задач
∂v˜
∂ξ
= Φ(−)(v˜(ξ, t),W ), ξ < 0, v˜(0, t) = v2,
∂v˜
∂ξ
ξ = Φ(+)(v˜(ξ, t),W ), ξ > 0, v˜(0, t) = v2,
для которых справедливы предельные равенства
lim
ξ→∓∞
∣∣v˜(ξ, t)− v1,3∣∣ = 0.
Кроме того, можно доказать справедливость следующих оценок [14]:∣∣v˜(ξ, t)− v1,3∣∣ < Ce−κ0|ξ|,
где C, κ0 – положительные константы.
Для функций Q(∓)0 v(ξ, t) (см. (21)) и Q
(∓)
0 u(ξ, t), (см. (19)) справедливы оценки
Q
(∓)
0 v(ξ, t) < Ce
−κ0|ξ|, Q(∓)0 u(ξ, t) < Ce
−κ0|ξ|,
и аналогичные оценки имеют место для функций Φ(∓)(v˜(ξ, t),W ).
Далее для краткости будем использовать обозначение
Φ(∓)(ξ, t,W ) := Φ(∓)(v˜(ξ, t),W ). (24)
2.1.2. Функции переходного слоя первого порядка
Из равенств (17) в порядке ε1 получим уравнения
dx∗
dt
∂Q
(∓)
0 u
∂ξ
= −Q(∓)1 v + γQ(∓)1 u,
решая которые получим выражения
Q
(∓)
1 u =
1
γ
(
Q
(∓)
1 v +WΦ
(∓)(ξ, t,W )/γ
)
. (25)
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Здесь было учтено выражение (19) и обозначения (21) и (23).
Объединяя в равенствах (16) и (18) коэффициенты при ε1 и учитывая выражения
(25), получим следующие задачи для функций Q(∓)1 v(ξ, t) :
∂2Q
(∓)
1 v
∂ξ2
+W
∂Q
(∓)
1 v
∂ξ
= (gv(v˜(ξ, t)) + 1/γ)Q
(∓)
1 v +WΦ
(∓)(ξ, t,W )/γ2,
Q1v
(−)(0, t) = Q1v(+)(0, t) = 0, Q
(∓)
1 v(∓∞, t) = 0.
(26)
Заметим, что функции Φ(∓)(ξ, t,W ) являются решениями однородных уравнений
(26). В этом нетрудно убедиться, продифференцировав по ξ уравнение (20):
∂2Φ(∓)
∂ξ2
+W
∂Φ(∓)
∂ξ
− (gv(v˜(ξ, t)) + 1/γ) Φ(∓) = 0. (27)
Используя известные решения однородных уравнений, можно понизить порядок
уравнения (26) и получить решения задач (26) в явном виде:
Q
(∓)
1 v(ξ, t) =
W
γ2
Φ(∓)(ξ, t,W )
ξ∫
0
e−Wsds
(Φ(∓)(s, t,W ))2
s∫
∓∞
eWη
(
Φ(∓)(η, t,W )
)2
dη.
2.1.3. Функции переходного слоя старших порядков
Из равенств (17) в порядке εi, i = 2, 3, можно получить выражения для функций
Q
(∓)
i u, через функции Q
(∓)
i v, соответственно, подставить их в уравнения, которые
получаются из (16) в порядке εi, добавить краевые условия, полученные из (18) в
порядке εi, а также условия на бесконечности, и получить следующие задачи для
функций Q(∓)i v(ξ, t) :
∂2Q
(∓)
i v
∂ξ2
+W
∂Q
(∓)
i v
∂ξ
= (gv(v˜(ξ, t)) + 1/γ)Q
(∓)
i v +Qig(ξ, t),
Qiv
(−)(0, t) = Qiv(+)(0, t) = 0, Q
(∓)
i v(∓∞, t) = 0,
где Qig(ξ, t) – известные функции.
Решения этих задач можно выписать в явном виде, так же как это было сделано
для функций Q1v(∓)(ξ, t).
2.2. Асимптотическое приближение положения фронта
Неизвестные коэффициенты xi(t), i = 0, 1, 2, 3, разложения (9) будем определять
из условий гладкого сшивания (15).
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С учетом равенств (11) и разложений (12) и (13) перепишем условия сшивания
производных (15) в следующем виде:
1
ε
∂Q
(−)
0 v
∂ξ
(0, t) +
∂Q
(−)
1 v
∂ξ
(0, t) + · · · = 1
ε
∂Q
(+)
0 v
∂ξ
(0, t) +
∂Q
(+)
1 v
∂ξ
(0, t) + . . . ;
1
ε
∂Q
(−)
0 u
∂ξ
(0, t) +
∂Q
(−)
1 u
∂ξ
(0, t) + · · · = 1
ε
∂Q
(+)
0 u
∂ξ
(0, t) +
∂Q
(+)
1 u
∂ξ
(0, t) + . . .
Заметим, что из выполнения первого из этих равенств следует выполнение вто-
рого равенства в силу выражений (19), (25) и аналогичных выражений для функций
Qiu
(∓)(ξ, t) через функции Qiv(∓)(ξ, t) при i = 2, 3.
Введем функцию H(W, ε):
H(W, ε) := H0(v
2,W ) + εH1(W ) + . . . , (28)
где функция H0(v˜,W ) определена выражением (7), а
H1(W ) =
∂Q
(−)
1 v
∂ξ
(0, t)− ∂Q
(+)
1 v
∂ξ
(0, t),
и т. д.
Условие (15) гладкого сшивания выражается равенством
H(W, ε) = 0. (29)
В порядке ε0 с учетом обозначений (24), условий (18) и разложения (10) это
условие дает равенство
H0(v
2,W0) = Φ
(−)(0, t,W0)− Φ(+)(0, t,W0) = 0. (30)
Согласно условию A4 существует величина W0 – решение этого уравнения. Бу-
дем считать, что коэффициент x0(t) разложения (9) определяется из задачи Коши
dx0
dt
= W0, x0(0) = x00,
где x00 – начальное положение фронта. Решение этой задачи: x0(t) = W0t+ x00.
Запишем условия сшивания (29) в порядке ε1 с учетом разложений (28) и (10):
∂H0
∂W
(v2,W0)W1 +H1(W0) = 0.
Решение этого уравнения существует в силу неравенства (8).
Будем считать, что коэффициент x1(t) разложения (9) определяется из задачи
Коши
dx1
dt
= W1, x1(0) = 0. Решение этой задачи: x1(t) = W1t.
Аналогично получим выражения для коэффициентов xi(t), i = 2, 3 : xi(t) = Wit,
где величины Wi определяются из равенств вида
∂H0
∂W
(v2,W0)Wi +Gi = 0,
а Gi – известные функции.
42
Моделирование и анализ информационных систем. Т. 25, №1 (2018)
Modeling and Analysis of Information Systems. Vol. 25, No 1 (2018)
2.3. Асимптотическое приближение решения третьего
порядка
Введем обозначение
X3(t, ε) =
3∑
i=0
εixi(t).
Составим суммы
V
(−)
3 (ξ, t, ε) = v
1 +
3∑
i=0
εiQ
(−)
i v(ξ, t), U
(−)
3 (ξ, t, ε) = v
1/γ +
3∑
i=0
εiQ
(−)
i u(ξ, t),
ξ ≤ 0, 0 ≤ t ≤ T ;
V
(+)
3 (ξ, t, ε) = v
3 +
3∑
i=0
εiQ
(+)
i v(ξ, t), U
(+)
3 (ξ, t, ε) = v
3/γ +
3∑
i=0
εiQ
(+)
i u(ξ, t),
ξ ≥ 0, 0 ≤ t ≤ T.
Положим
V3(x, t, ε) =
{
V
(−)
3 (ξ, t, ε), 0 ≤ x ≤ X3(t, ε), ξ ≤ 0, 0 ≤ t ≤ T,
V
(+)
3 (ξ, t, ε), X3(t, ε) ≤ x ≤ 0, ξ ≥ 0, 0 ≤ t ≤ T ;
U3(x, t, ε) =
{
U
(−)
3 (ξ, t, ε), 0 ≤ x ≤ X3(t, ε), ξ ≤ 0, 0 ≤ t ≤ T,
U
(+)
3 (ξ, t, ε), X3(t, ε) ≤ x ≤ 0, ξ ≥ 0, 0 ≤ t ≤ T.
(31)
Построенное асимптотическое приближение решения (V3(x, t, ε), U3(x, t, ε)) по
своему построению удовлетворяет уравнению и граничным условиям задачи (1) с
точностью O(ε4) всюду в области D¯, за исключением кривой x∗(t, ε), на которой
функции V3 и U3 претерпевают разрывы – скачки порядка O (ε4) .
3. Обоснование асимптотического представления
решения
Доказательство существования решения, которое приближается парой функций
(V3(x, t, ε), U3(x, t, ε)), проведем, используя асимптотический метод дифференци-
альных неравенств. Суть метода заключается в построении для задачи (1) двух
пар непрерывных функций V , U и V , U, называемых соответственно верхним и
нижним решениями и удовлетворяющих следующей системе дифференциальных
неравенств:
Условие У1. Упорядоченность.
V ≤ V ; U ≤ U ; (x, t) ∈ [0; 1]× (0;T ].
Условие У2. Действие оператора на верхнее и нижнее решения.
Lvε(V , u) := ε
2V xx − εV t − g
(
V , x, ε
)− u < 0 < Lvε(V , u), U ≤ u ≤ U,
Luε(U, v) := ε
4Uxx − ε3U t + v − γU < 0 < Luε(U, v), V ≤ v ≤ V
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для почти всех точек области (x, t) ∈ [0; 1]×(0;T ], за исключением множеств нулевой
меры, на которых верхнее и нижнее решения не являются гладкими.
Условие У3. Если верхнее решение не является гладким в некоторой точке
x = x¯(t), в момент времени t, то выполняются следующие неравенства:
∂V
∂x
(x¯(t)− 0, t, ε)− ∂V
∂x
(x¯(t) + 0, t, ε) ≥ 0, ∂U
∂x
(x¯(t)− 0, t, ε)− ∂U
∂x
(x¯(t) + 0, t, ε) ≥ 0;
аналогично, если нижнее решение не является гладким при x = x(t), то выполня-
ются неравенства
∂V
∂x
(x(t)− 0, t, ε)− ∂V
∂x
(x(t) + 0, t, ε) ≤ 0, ∂U
∂x
(x(t)− 0, t, ε)− ∂U
∂x
(x(t) + 0, t, ε) ≤ 0.
Условие У4. В граничных точках выполняются неравенства
∂V
∂x
(0, t, ε) ≤ 0 ≤ ∂V
∂x
(0, t, ε),
∂U
∂x
(0, t, ε) ≤ 0 ≤ ∂U
∂x
(0, t, ε),
∂V
∂x
(1, t, ε) ≤ 0 ≤ ∂V
∂x
(1, t, ε),
∂U
∂x
(1, t, ε) ≤ 0 ≤ ∂U
∂x
(1, t, ε).
Как показано в работе [6] классическое решение (v(x, t, ε), u(x, t, ε)) задачи (1)
существует, и для всех (x, t) ∈ [0; 1]× (0;T ] выполняются неравенства
V (x, t, ε) < v(x, t, ε) < V (x, t, ε), U(x, t, ε) < u(x, t, ε) < U(x, t, ε),
если существуют верхнее и нижнее решения задачи (1) и в начальный момент вре-
мени начальная функция заключена между этими верхним и нижним решениями:
V (x, 0, ε) < vinit(x, ε) < V (x, 0, ε), U(x, 0, ε) < uinit(x, ε) < U(x, 0, ε), x ∈ [0; 1].
3.1. Верхнее и нижнее решения
Введем обозначения
x¯(t) = X3(t, ε)− ε3δ(t), ξ¯ = x− x¯(t)
ε
, W =
dx¯
dt
=
dX3
dt
− ε3dδ
dt
;
x(t) = X3(t, ε) + ε
3δ(t), ξ =
x− x(t)
ε
, W =
dx
dt
=
dX3
dt
+ ε3
dδ
dt
.
Кривая x¯(t) делит область D¯ на подобласти D¯(−)up := {(x, t) ∈ [0; x¯(t, ε)] × [0;T ]}
и D¯(+)up := {(x, t) ∈ [x¯(t, ε); 1]× [0;T ]}, а кривая x(t) – на подобласти D¯(−)low := {(x, t) ∈
[0; x(t, ε)]× [0;T ]} и D¯(+)low := {(x, t) ∈ [x(t, ε); 1]× [0;T ]}.
В области D¯(−)up будем строить функции V
(−)
(x, ε) и U (−)(x, ε), в области D¯(+)up –
функции V (+)(x, ε) и U (+)(x, ε); а нижнее решение – функции V (∓)(x, ε) и U (∓)(x, ε)
будем строить соответственно в областях D¯(∓)low .
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Функция δ(t) выбирается таким образом, чтобы выполнялись условия У1 и У3
для верхнего и нижнего решений. Верхнее и нижнее решения строятся путем моди-
фикации асимптотических представлений решения (V3, U3) в порядке ε2 :
V
(∓)
= V
(∓)
3 (ξ¯, t, ε) + ε
2q¯
(∓)
2 v(ξ¯, t) + ε
3
(
β(∓) + q¯(∓)3 v(ξ¯, t) +Re
−κρ(∓)
)
,
U
(∓)
= U
(∓)
3 (ξ¯, t, ε) + ε
2q¯
(∓)
2 u(ξ¯, t) + ε
3
(
α(∓) + q¯(∓)3 u(ξ¯, t) +Re
−κρ(∓)
)
, (32)
V (∓) = V (∓)3 (ξ, t, ε) + ε
2q(∓)
2
v(ξ, t) + ε3
(
−β(∓) + q(∓)
3
v(ξ, t)−Re−κρ(∓)
)
,
U (∓) = U (∓)3 (ξ, t, ε) + ε
2q(∓)
2
u(ξ, t) + ε3
(
−α(∓) + q(∓)
3
u(ξ, t)−Re−κρ(∓)
)
.
Здесь через U (∓)3 (ξ¯, t, ε), V
(∓)
3 (ξ¯, t, ε) обозначены суммы (31), в которых аргумент
ξ заменен на ξ¯, а через U (∓)3 (ξ, t, ε), V
(∓)
3 (ξ, t, ε) – суммы (31), в которых аргумент
ξ заменен на ξ; коэффициенты R и κ – положительные постоянные, ρ(−) =
x
ε
,
ρ(+) =
1− x
ε
.
Величины α(∓) и β(∓) представляют собой модификацию регулярной части. Они
определяются как решения системы уравнений
γα(∓) − β(∓) = A; −α(∓) + gv(v1,3)β(∓) = B, (33)
где A и B – положительные константы, которые выберем достаточно большими,
чтобы выполнялось условие У2. Решая систему, получим
α(∓) =
Agv(v
1,3) +B
γgv(v1,3)− 1 , β
(∓) =
A+ γB
γgv(v1,3)− 1 .
В силу условия A2 величины α(∓) и β(∓) положительны.
Функции q¯(∓)2 u(ξ¯, t), q¯
(∓)
2 v(ξ¯, t), q
(∓)
2
u(ξ, t), q(∓)
2
v(ξ, t) являются решением следу-
ющей системы уравнений:
−q¯(∓)2 v(ξ¯, t) + γq¯(∓)2 u(ξ¯, t) = 0, (34)
−q(∓)
2
v(ξ, t) + γq(∓)
2
u(ξ, t) = 0, (35)
∂2q¯
(∓)
2 v
∂ξ¯2
+W
∂q¯
(∓)
2 v
∂ξ¯
− gv(v˜(ξ¯, t))q¯(∓)2 v − q(∓)2 u(ξ, t) + 2
δ(t)
γ
Φ(∓)(ξ¯, t,W ) = 0, (36)
∂2q(∓)
2
v
∂ξ2
+W
∂q(∓)
2
v
∂ξ
− gv(v˜(ξ, t))q(∓)2 v − q¯
(∓)
2 u(ξ¯, t)− 2
δ(t)
γ
Φ(∓)(ξ, t,W ) = 0. (37)
Заметим, что ξ = ξ¯ +O(ε2).
Сложим уравнения (34) и (35) отдельно для функций с верхним индексом «−»
и с верхним индексом «+» и также сложим уравнения (36) и (37). Тогда получим:
−
(
q¯
(∓)
2 v(ξ¯, t) + q
(∓)
2
v(ξ¯, t)
)
+ γ
(
q¯
(∓)
2 u(ξ¯, t) + q
(∓)
2
u(ξ¯, t)
)
+O
(
ε2
)
= 0,
∂2
∂ξ¯2
(
q¯
(∓)
2 v + q
(∓)
2
v
)
+
dX3
dt
∂
∂ξ¯
(
q¯
(∓)
2 v + q
(∓)
2
v
)
−
− gv(v˜(ξ¯, t))
(
q¯
(∓)
2 v(ξ¯, t) + q
(∓)
2
v(ξ¯, t)
)
−
(
q(∓)
2
u(ξ¯, t) + q¯
(∓)
2 u(ξ¯, t)
)
+O
(
ε2
)
= 0. (38)
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Положим
q(∓)
2
v(ξ, t) = −q¯(∓)2 v(ξ¯, t) +O
(
ε2
)
, q(∓)
2
u(ξ, t) = −q¯(∓)2 u(ξ¯, t) +O
(
ε2
)
, (39)
тогда каждое из равенств (38) окажется выполненным с точностью O (ε2) .
Используя равенства (39) и уравнения (34), перепишем уравнение (36) следую-
щим образом:
∂2q¯
(∓)
2 v
dξ¯2
+W
∂q¯
(∓)
2 v
dξ¯
− gv(v˜(ξ¯, t))q¯(∓)2 v +
1
γ
q¯
(∓)
2 v + 2
δ(t)
γ
Φ(∓)(ξ¯, t,W ) +O
(
ε2
)
= 0.
Сравнивая последние уравнения с (27), убеждаемся, что их решениями являются
функции −δ(t)Φ(∓)(ξ¯, t,W ).
Положим
q¯
(∓)
2 v(ξ¯) = −δ(t)Φ(∓)(ξ¯, t,W ), q(∓)2 v(ξ) = δ(t)Φ(∓)(ξ, t,W ), (40)
q¯
(∓)
2 u(ξ¯) = −δ(t)γ−1Φ(∓)(ξ¯, t,W ), q(∓)2 u(ξ) = δ(t)γ−1Φ(∓)(ξ, t,W ). (41)
Функции q¯(∓)3 u(ξ¯, t), q¯
(∓)
3 v(ξ¯, t), q
(∓)
3
u(ξ, t), q(∓)
3
v(ξ, t) являются решением следу-
ющей системы уравнений:
−q¯(∓)3 v(ξ¯, t) + γq¯(∓)3 u(ξ¯, t) = 0, (42)
−q(∓)
3
v(ξ, t) + γq(∓)
3
u(ξ, t) = 0, (43)
∂2q¯
(∓)
3 v
∂ξ¯2
+W
∂q¯
(∓)
3 v
∂ξ¯
− gv(v˜(ξ¯, t))q¯(∓)3 v − q(∓)3 u(ξ, t)− (gv(v˜(ξ¯, t))− gv(v1,3))β(∓) +
+2δ(t)
∂Q
(∓)
1 u
∂ξ¯
(ξ¯, t)− gvv(v˜(ξ¯, t)) ·Q(∓)1 v(ξ¯, t) · q¯(∓)2 v(ξ¯, t) + de−λ|ξ¯| = 0, (44)
∂2q(∓)
3
v
∂ξ2
+W
∂q(∓)
3
v
∂ξ
− gv(v˜(ξ, t))q(∓)3 v − q¯
(∓)
3 u(ξ¯, t) + (gv(v˜(ξ, t))− gv(v1,3))β(∓) −
−2δ(t)∂Q
(∓)
1 u
∂ξ
(ξ, t)− gvv(v˜(ξ, t)) ·Q(∓)1 v(ξ, t) · q(∓)2 v(ξ, t)− de−λ|ξ| = 0. (45)
Здесь d и λ – положительные величины, которые выбираются таким образом,
чтобы было выполнено условие У1 упорядоченности верхнего и нижнего решений.
Сложим уравнения (42) и (43) отдельно для функций с верхним индексом «−» и
функций с верхним индексом «+», а также уравнения (44) и (45), учтем равенство
(39) и получим для сумм
(
q¯
(∓)
3 u(ξ¯, t) + q
(∓)
3
u(ξ¯, t)
)
,
(
q¯
(∓)
3 v(ξ¯, t) + q
(∓)
3
v(ξ¯, t)
)
такую
же систему уравнений, что и (38).
Положим
q(∓)
3
v(ξ, t) = −q¯(∓)3 v(ξ¯, t) +O (ε2) , q(∓)3 u(ξ, t) = −q¯
(∓)
3 u(ξ¯, t) +O
(
ε2
)
. (46)
Используя эти равенства, перепишем уравнение (44) следующим образом:
∂2q¯
(∓)
3 v
∂ξ¯2
+W
∂q¯
(∓)
3 v
∂ξ¯
− (gv(v˜(ξ¯))− γ−1) q¯(∓)3 v =
= −2δ(t)∂Q
(∓)
1 u
∂ξ¯
(ξ¯, t) + q3F
(∓)(ξ¯, t)− de−λ|ξ¯| +O (ε2) ,
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где
q3F
(∓)(ξ¯, t) = (gv(v˜(ξ¯, t))− gv(v1,3))β(∓) + gvv(v˜(ξ¯, t)) ·Q(∓)1 v(ξ¯, t) · q¯(∓)2 v(ξ¯, t).
Будем решать уравнение для q¯(∓)3 v(ξ¯, t) с условиями
q¯
(∓)
3 v(0, t) + β
(∓) = p, q¯(∓)3 v(∓∞, t) = 0.
Константу p выберем таким образом, чтобы выполнялось условие У1 упорядочен-
ности верхнего и нижнего решений.
В силу выполнения условия А2 для каждого вещественного значения W суще-
ствует пара функций Ψ(−)(ξ¯, t) и Ψ(+)(ξ¯, t) – решения однородного уравнения
∂2Ψ(∓)
∂ξ¯2
+W
∂Ψ(∓)
∂ξ¯
− (gv(v˜(ξ¯, t))− γ−1)Ψ(∓) = 0,
для которых справедливы следующие оценки [16,17]:∣∣Ψ(∓)(ξ¯, t)∣∣ ≤ Ce−κ|ξ¯|,
где C и κ – некоторые положительные величины.
Зная решения однородного уравнения, можно, используя стандартные методы
понижения порядка, получить функции q¯(∓)3 v(ξ¯, t) в явном виде:
q¯
(∓)
3 v(ξ¯, t) = (p− β(∓))
Ψ(∓)(ξ¯, t)
Ψ(∓)(0, t)
+ Ψ(∓)(ξ¯, t)×
×
ξ¯∫
0
e−Wsds
(Ψ(∓)(s, t))2
s∫
∓∞
eWηΨ(∓)(η, t)
(
−2δ(t)∂Q
(∓)
1 u
∂η
(η, t) + q3F
(∓)(η, t)− de−λ|η|
)
dη.
(47)
Заметим, что выбирая достаточно большие числа p и d и достаточно малое число
λ, можно добиться того, чтобы функции q¯(∓)3 v(ξ¯, t) принимали строго положитель-
ные значения при ξ¯ ≤ 0 или ξ¯ ≥ 0 соответственно.
3.2. Проверка дифференциальных неравенств
Покажем, что для построенных пар функций V , U и U, V выполняются условия
У1–У5.
Проверка условия У1 упорядоченности верхнего и нижнего решений.
В каждый момент времени рассмотрим три области, где разность верхнего и
нижнего решений выражается различным образом:
V − V =

V
(−) − V (−), 0 ≤ x < x¯(t), t ∈ [0, T ],
V
(+) − V (−), x¯(t) ≤ x ≤ x(t), t ∈ [0, T ],
V
(+) − V (+), x(t) < x ≤ 1, t ∈ [0, T ].
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Сначала рассмотрим отрезок x¯(t) ≤ x ≤ x(t). В этом случае
0 ≤ ξ¯ ≤ 2ε2δ(t); −2ε2δ(t) ≤ ξ ≤ 0,
а для разности верхнего и нижнего решений можно записать выражение:
V
(+) − V (−) = v3 +
3∑
i=0
εiQ
(+)
i v(ξ¯, t) + ε
2q¯
(+)
2 v(ξ¯, t) + ε
3
(
q¯
(+)
3 v(ξ¯, t) + β
(+)
)
−
− v1 −
3∑
i=0
εiQ
(−)
i v(ξ, t)− ε2q(−)2 v(ξ, t)− ε3
(
q(−)
3
v(ξ, t)− β(−)
)
.
(48)
На рассматриваемом отрезке преобразуем часть слагаемых из (48) следующим
образом:
v3 +Q
(+)
0 v(ξ¯, t) + ε
2q¯
(+)
2 v(ξ¯, t)− v1 −Q(−)0 v(ξ, t)− ε2q(−)2 v(ξ, t) =
= v3 +Q
(+)
0 v(0, t) + Φ
(+)(0, t,W0)ξ¯ − ε2δ(t)Φ(+)(0, t,W0)− v1 −Q(−)0 v(0, t)−
− Φ(−)(0, t,W0)ξ − ε2δ(t)Φ(−)(0, t,W0)− εW1∂H0
∂W
(v2,W0)(ξ¯ − ε2δ) +O
(
ε4
)
=
= Φ(0, t,W0)
(
ξ¯ − ξ)− 2ε2δ(t)Φ(0, t,W0)− εW1∂H0
∂W
(v2,W0)(ξ¯ − ε2δ) +O
(
ε4
)
=
= −εW1∂H0
∂W
(v2,W0)(ξ¯ − ε2δ) +O
(
ε4
)
.
Здесь были использованы выражения (40) для функций q¯(∓)2 v(ξ¯, t), q(∓)2 v(ξ, t) усло-
вия при ξ = 0 задачи (20), равенство
ξ¯ − ξ = 2ε2δ(t), (49)
равенство (30), выражение (7) и обозначено Φ(0, t,W0) := Φ(−)(0, t,W0) = Φ(+)(0, t,W0).
Учитывая условия при ξ = 0 задач (26), а также то, что на рассматриваемом отрезке
ξ¯ = O (ε2) и ξ = O (ε2) , получаем оценку
ε
(
Q
(+)
1 v(ξ¯, t)−Q(−)1 v(ξ, t)
)
= ε
(
∂Q
(+)
1 v
∂ξ¯
(0, t)ξ¯ − ∂Q
(−)
1 v
∂ξ
(0, t)ξ
)
+O
(
ε4
)
,
аналогично
3∑
i=2
εi
(
Q
(+)
i v(ξ¯, t)−Q(−)i v(ξ, t)
)
= O
(
ε4
)
.
Подставляя полученные оценки в выражение (48) для разности верхнего и ниж-
него решений в рассматриваемой области и учитывая равенство (46), получим ра-
венство
V
(+) − V (−) = −εW1∂H0
∂W
(v2,W0)(ξ¯ − ε2δ)+
+ε
(
∂Q
(+)
1 v
∂ξ¯
(0, t)ξ¯ − ∂Q
(−)
1 v
∂ξ
(0, t)ξ
)
+ε3
(
q¯
(+)
3 v(ξ¯, t) + q¯
(−)
3 v(ξ¯, t) + β
(+) + β(−)
)
+O
(
ε4
)
.
48
Моделирование и анализ информационных систем. Т. 25, №1 (2018)
Modeling and Analysis of Information Systems. Vol. 25, No 1 (2018)
Выберем величины p и d в выражении (47) достаточно большими, а λ – доста-
точно малой, чтобы правая часть последнего выражения была положительна. Это
возможно, поскольку на рассматриваемом отрезке ξ¯ = O (ε2) и ξ = O (ε2) . Тогда
условие V − V > 0 окажется выполненным при x¯(t) ≤ x ≤ x(t), t ∈ [0, T ].
Рассмотрим теперь множество x(t) ≤ x ≤ 1, t ∈ [0, T ]. На этом множестве для
разности верхнего и нижнего решений можно записать выражение
V
(+) − V (+) = v3 +
3∑
i=0
εiQ
(+)
i v(ξ¯, t) + ε
2q¯
(+)
2 v(ξ¯, t) + ε
3
(
q¯
(+)
3 v(ξ¯, t) + β
(+) +Re−κρ
(+)
)
−
− v3 −
3∑
i=0
εiQ
(+)
i v(ξ, t)− ε2q(+)2 v(ξ, t)− ε3
(
q(+)
3
v(ξ, t)− β(+) −Re−κρ(+)
)
.
(50)
Преобразуем часть слагаемых последнего равенства следующим образом:
Q
(+)
0 v(ξ¯, t) + ε
2q¯
(+)
2 v(ξ¯, t)−Q(+)0 v(ξ, t)− ε2q(+)2 v(ξ, t) =
= Φ(+)
(
ξ¯, t,
dX3
dt
)
(ξ¯ − ξ)− 2ε2δ(t)Φ(+)
(
ξ¯, t,
dX3
dt
)
+O
(
ε4
)
= O
(
ε4
)
.
Здесь были использованы выражения (40) и равенство (49).
Подставляя полученные оценки в выражение (50) для разности верхнего и ниж-
него решений в рассматриваемой области и учитывая равенство (46), придем к ра-
венству
V
(+) − V (+) = ε∂Q
(+)
1 v
∂ξ¯
(ξ¯, t)(ξ¯ − ξ) + ε3
(
2q¯
(+)
3 v(ξ¯, t) + 2β
(+)
)
+O
(
ε4
)
.
Выберем величины p и d в выражении (47) достаточно большими, а λ – доста-
точно малой, чтобы правая часть последнего выражения была положительна. Тогда
условие V − V > 0 окажется выполненным при x(t) ≤ x ≤ 1, t ∈ [0, T ].
Доказательство справедливости неравенства V −V > 0 при 0 ≤ x ≤ x¯(t) t ∈ [0, T ]
проводится так же, как и при x(t) ≤ x ≤ 1, t ∈ [0, T ].
Упорядоченность функций U и U следует из вида U -компонент верхнего и ниж-
него решений (см.(32)), а также выражений (19), (25), аналогичных выражений для
функций Q(∓)i u, i = 2, 3, которые могут быть получены из равенств (17) в порядках
ε2 и ε3 соответственно, а также равенств (41).
Проверим выполнение условия У2. Заметим, что это условие выполняется, если
справедливы следующие неравенства:
Luε(U, V ) := ε
4Uxx − ε3U t + V − γU < 0 < Luε(U, V ) (x, t) ∈ [0; 1]× (0;T ],
Lvε(V , U) := ε
2V xx − εV t − g
(
V , x, ε
)− U < 0 < Lvε(V , U), (x, t) ∈ [0; 1]× (0;T ].
Подставляя в оператор Luε(U, V ) функции U, V , получим
Luε(U, V ) = ε
2 ∂
2
∂ξ2
(
Q
(∓)
0 u(ξ¯, t) + εQ
(∓)
1 u(ξ¯, t)
)
+Wε2
∂
∂ξ
(
Q
(∓)
0 u(ξ¯, t) + εQ
(∓)
1 u(ξ¯, t)
)
+
+ V
(∓)
3 (ξ¯, t, ε)− γU (∓)3 (ξ¯, t, ε) + ε2
(
q¯
(∓)
2 v(ξ¯, t)− γq¯(∓)2 u(ξ¯, t)
)
+
+ ε3
(
β(∓) − γα(∓) + q¯(∓)3 v(ξ¯, t)− γq¯(∓)3 u(ξ¯, t)
)
+O
(
ε4
)
= −ε3A+O (ε4) .
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Здесь мы использовали равенства (17), уравнения (34), (42) и первое из равенств
(33).
Теперь подставим в оператор Lvε(V , U) функции V , U :
Lvε(V , U) =
∂2
∂ξ2
V
(∓)
3 (ξ¯, t, ε) +Wε
2 ∂
∂ξ
V
(∓)
3 (ξ¯, t, ε)− g
(
V
(∓)
3 (ξ¯, t, ε)
)
− U (∓)3 (ξ, t, ε)+
+ ε2
(
∂2
∂ξ2
q¯
(∓)
2 v(ξ¯, t) +W
∂
∂ξ
q¯
(∓)
2 v(ξ¯, t)− gv
(
V
(∓)
3 (ξ¯, t, ε)
)
q¯
(∓)
2 v(ξ¯, t)− q(∓)2 u(ξ, t)
)
+
+ ε3
(
∂2
∂ξ2
q¯
(∓)
3 v(ξ¯, t) +W
∂
∂ξ
q¯
(∓)
3 v(ξ¯, t)− gv
(
V
(∓)
3 (ξ¯, t, ε)
)
q¯
(∓)
3 v(ξ¯, t)− q(∓)3 u(ξ, t)−
− gv
(
V
(∓)
3 (ξ¯, t, ε)
)
β(∓) + α(∓)
)
+O
(
ε4
)
.
В правой части добавим и вычтем слагаемые gv (v1,3) β(∓), учтем также равенства
g
(
V
(∓)
3 (ξ¯, t, ε)
)
+ U
(∓)
3 (ξ, t, ε) = g
(
V
(∓)
3 (ξ¯, t, ε)
)
+ U
(∓)
3 (ξ¯, t, ε)− U (∓)3 (ξ¯, t, ε)+
+ U
(∓)
3 (ξ, t, ε) = g
(
V
(∓)
3 (ξ¯, t, ε)
)
+ U
(∓)
3 (ξ¯, t, ε)−
− 2ε2δ(t)γ−1Φ(∓) (ξ¯, t,W)− 2ε3δ(t)∂Q(∓)1 u
∂ξ¯
(ξ¯, t) +O
(
ε4
)
,
Lvε(V
(∓)
3 (ξ¯, t, ε), U
(∓)
3 (ξ¯, t, ε)) = O
(
ε4
)
,
gv
(
V
(∓)
3 (ξ¯, t, ε)
)
q¯
(∓)
2 v(ξ¯, t) =
(
gv(v˜(ξ¯, t)) + εgvv
(
v˜(ξ¯, t)
)
Q
(∓)
1 v
)
q¯
(∓)
2 v(ξ¯, t) +O
(
ε2
)
,
тогда получим
Lvε(V , U) =
ε2
(
∂2
∂ξ2
q¯
(∓)
2 v(ξ¯, t) +W
∂
∂ξ
q¯
(∓)
2 v(ξ¯, t)− gv(v˜(ξ¯, t)) · q¯(∓)2 v(ξ¯, t)− q(∓)2 u(ξ, t) +
+2
δ(t)
γ
Φ(∓)(ξ¯, t,W )
)
+
+ ε3
(
∂2
∂ξ2
q¯
(∓)
3 v(ξ¯, t) +W
∂
∂ξ
q¯
(∓)
3 v(ξ¯, t)− gv(v˜(ξ¯, t)) · q¯(∓)3 v(ξ¯, t)− q(∓)3 u(ξ, t)−
− (gv(v˜(ξ¯, t))− gv (v1,3)) β(∓) + 2δ(t)Q(∓)1 u(ξ¯, t)− gvv(v˜(ξ¯, t)) ·Q(∓)1 v · q¯(∓)2 v)+
+ε3
(−gv (v1,3) β(∓) + α(∓))+O (ε4) = −ε3 (B + de−λ|ξ|)+O (ε4) .
Здесь мы учли уравнения (36) и (44) для функций q¯(∓)2 v(ξ¯, t) и q¯
(∓)
3 v(ξ¯, t) и второе
равенство (33). Аналогично проверяется справедливость условий У2 для нижнего
решения.
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Проверим выполнение условия У3 на производную для верхнего решения.
∂V
(−)
∂x
(x¯(t), t, ε)− ∂V
(+)
∂x
(x¯(t), t, ε) =
1
ε
(
Φ(−)(0, t,W )− Φ(+)(0, t,W ))+
+
3∑
i=1
εi−1
(
∂Q
(−)
i v
∂ξ¯
(0, t)− ∂Q
(+)
i v
∂ξ¯
(0, t)
)
+
+ ε
(
∂q¯
(−)
2 v
∂ξ¯
(0, t)− ∂q¯
(+)
2 v
∂ξ¯
(0, t)
)
+ ε2
(
∂q¯
(−)
3 v
∂ξ¯
(0, t)− ∂q¯
(+)
3 v
∂ξ¯
(0, t)
)
+O
(
ε3
)
.
Преобразуем первые три слагаемых в правой части, используя условие сшивания
(29) в порядках εi, i = 0, 1, 2, 3:
1
ε
(
Φ(−)(0, t,W )− Φ(+)(0, t,W ))+ 3∑
i=1
εi−1
(
∂Q
(−)
i v
∂ξ¯
(0, t)− ∂Q
(+)
i v
∂ξ¯
(0, t)
)
=
= ε2
∂H0
∂W
(v2,W0)
dδ
dt
+O
(
ε3
)
,
где функция H0(v˜,W ) определена равенством (7). Из первого равенства (40) и усло-
вия А4 следует, что
∂q¯
(−)
2 v
∂ξ¯
(0, t)− ∂q¯
(+)
2 v
∂ξ¯
(0, t) = O(ε).
Используя явные выражения (47) для функций q¯(∓)3 (ξ¯, t), можно представить
разность производных этих функций при ¯ξ = 0 в виде
∂q¯
(−)
3 v
∂ξ¯
(0, t)− ∂q¯
(+)
3 v
∂ξ¯
(0, t) = K(t)δ(t) + F (t) +O(ε),
где
K(t) = − 2
Ψ(−)(0, t)
×
×
0∫
−∞
eW0ξΨ(−)(ξ, t)
∂Q
(−)
1 u
∂ξ
(ξ, t)dξ +
2
Ψ(+)(0, t)
0∫
+∞
eW0ξΨ(+)(ξ, t)
∂Q
(+)
1 u
∂ξ
(ξ, t)dξ,
а функция F (t) не зависит от δ.
Определим функцию δ(t) как решение следующей задачи Коши:
∂H0
∂W
(v2,W0)
dδ
dt
+K(t)δ(t) = σ, δ(0) = δ0,
где σ и δ0 – достаточно большие положительные числа.
В силу неравенства (8) из условия А4 функция δ(t) принимает положительные
значения при t ≥ 0.
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При таком выборе функции δ(t) для разности производных верхнего решения в
точке x¯(t) в каждый момент времени получаем выражение
∂V
(−)
∂x
(x¯(t), t, ε)− ∂V
(+)
∂x
(x¯(t), t, ε) = ε2σ + ε2F (t) +O
(
ε3
)
.
Выбирая величину σ достаточно большой, можно добиться выполнения каждого
из неравенств условия У3.
Условие У4 оказываются выполненным за счет слагаемых Re−κρ(∓) .
4. Основной результат
Опираясь на результат, полученный в [6], заключаем, что имеет место следующая
теорема.
Теорема. Пусть выполнены условия А1–А4. Пусть начальные функции зада-
чи (1), (vinit(x, ε), uinit(x, ε)) – гладкие при x ∈ [0; 1] и заключены между верх-
ним и нижним решениями (32) в начальный момент времени. Тогда при доста-
точно малых значениях ε задача (1) имеет единственное классическое решение
(v(x, t, ε), u(x, t, ε)), для которого пара функций (V3(x, t, ε), U3(x, t, ε)) является рав-
номерным в D¯ асимптотическим приближением с точностью O (ε4) :
|v(x, t, ε)− V3(x, t, ε)| ≤ ε4Ce−κ|ξ|, |u(x, t, ε)− U3(x, t, ε)| ≤ ε4Ce−κ|ξ|,
где C и κ – положительные константы, не зависящие от ε.
Заключение
В настоящей работе приведен алгоритм построения верхнего и нижнего решений си-
стемы параболических уравнений с одномасштабным внутренним переходным сло-
ем. Этот алгоритм может быть в дальнейшем обобщен на более сложные системы с
двухмасштабными переходными слоями или на системы с разрывными реактивны-
ми слагаемыми. Подобные исследования имеют важное практическое значение для
создания математически обоснованных моделей биофизики.
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Abstract. We consider a moving front solution of a singularly perturbed FitzHugh–Nagumo type
system of equations. The solution contains an internal transition layer, that is, a subdomain where a
sharp change in the values of the functions describing the solution occurs. In initial-boundary value
problems with moving front solutions, there naturally exists a small parameter that is equal to the
ratio of the inner transition layer width to the width of the considered region. Taking into account this
small parameter leads to the fact that the equations become singularly perturbed, thus the problems
are classified as ”hard”, the numerical solution of which meets certain difficulties and does not always
give a reliable result. In connection with this, the role of an analytical investigation of the existence of a
solution with an internal transition layer increases. For these purposes the use of differential inequalities
method is especially effective. The method consists in constructing continuous functions, which are called
upper and lower solutions. An important role is played by the so-called ”quasimonotonicity condition”
for functions which describe reactive terms. In this paper, we present an algorithm for constructing
the upper and the lower solutions of a parabolic system with a single-scale internal transition layer.
It should be mentioned that the quasimonotonicity condition in the present paper differs from the
analogous condition in previous publications. The above algorithm can be further generalized to more
complex systems with two-scale transition layers or to systems with discontinuous reactive terms. The
study is of great practical importance for creating mathematically grounded models in biophysics.
Keywords: system of parabolic equations, internal transition layer, small parameter, upper and lower
solutions, differential inequalities method, asymptotic representation
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