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Most modern network protocols give adequate support for traditional applications such as file
transfer andremote login. Distributed applications, however, have different requirements (e.g.,
efficient at-most-once remote procedure call even in the face of processor failures). Instead of
using ad hoc protocols to meet each of the new reqmrements, we have designed a new protocol,
called the Fast Local Internet Protocol (FLIP), that provides a clean and simple integrated
arwmmchto these new requirements. FLIP is an unreliable message protocol that provides both
point-to-point communication and multicast communication, and requires almost no network
management. Furthermore, by using FLIP we have simplified higher-level protocols such as
remote procedure call and group communication, and enhanced support for process migration
and security. A prototype implementation of FLIP has been built as part of the new kernel for
the Amoeba distributed operating system, and isin daily use. Measurements of its performance
are presented,
Categories and Subject Descriptors: C.2.2 [Computer-Communication Networks]: Network
Protocols; C.2.4 [ Computer Communication Networks]: Distributed Systems; D.4. 7 [Operat-
ing Systems]: Organization and Design—distributed systems
General Terms: Design, Measurement, Performance
1. INTRODUCTION
Most network protocols are designed to support a reliable bit stream between
a single sender and a single receiver. For applications such as remote login
sessions or bulk file transfer these protocols are adequate. However, dis-
tributed operating systems have special requirements such as achieving
transparency, specific remote procedure call (RPC) semantics even in the face
of processor crashes, group communication, security, network management,
and wide-area networking. Furthermore, applications on distributed operat-
ing systems often use a complex local internetwork of communication
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Fig. 1, Layers of functionality in 0S1, TCP/IP, and FLIP.
subsystems including Ethernets, high-speed multiprocessor buses, hyper-
cubes, and optical fibers. These kinds of communication are not well sup-
ported by protocols such as TCP/IP, X.25, and 0S1 TP4.
As part of our ongoing research on the Amoeba distributed operat-
ing system, we have designed, implemented, and evaluated a new internet
protocol that, in many respects, is better suited for distributed computing
than existing protocols. This new protocol, called FLIP (Fast Local Internet
Protocol), is the subject of this paper.
Although the 1S0 0S1 protocols are not widely used, the 0S1 model is
convenient for describing where functionality can be put in a protocol hierar-
chy [34]. In Figure 1, we show the 0S1 model, along with TCP/IP and FLIP
protocol hierarchies. Very briefly, FLIP is a connectionless (datagram) proto-
col, roughly analogous to 1P, but with increased functionality and specific-
ally designed to support a high-performance RPC protocol rather than a
byte-stream protocol like TCP or 0S1 TP4.
The outline of the rest of this paper is as follows. In Section 2 we describe
the requirements that a distributed operating system places on the underly-
ing protocol. In Section 3 we discuss the FLIP service definition; that is, what
FLIP provides. In Section 4 we discuss the interface between FLIP and
higher layers. In Section 5 we discuss the protocol itself. In Section 6 we
discuss how FLIP can be implemented. In Section 7 we present measure-
ments we have made of its performance. In Section 8 we compare it to related
work. Finally, in Section 9 we draw our conclusions. The Appendix describes
the protocol itself in detail.
2. DISTRIBUTED SYSTEM REQUIREMENTS
Distributed systems place different requirements on the operating system
than do traditional network systems. Network systems run all of a user’s
applications on a single workstation. Workstations run a copy of the complete
operating system; the only thing that is shared is the file system. Applica-
tions are sequential; they make no use of any available parallelism. In such
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an environment, file transfer and remote login are the two basic applications
that the communication mechanisms in the operating system must support.
In a distributed system the situation is radically different. A user process
may run anywhere in the system, to allow efficient sharing of computing
cycles. Applications are rewritten to take advantage of the available paral-
lelism. For example, distributed systems can provide a version of the Unix@
make program that allows compilations to run in parallel. Other applications
may be rewritten to provide fault tolerance by using the redundancy of
hardware. In such an environment file transfer is only one of the many
applications that depend on the communication mechanisms provided by the
operating system.
In this section, we will investigate the requirements for communication in
a distributed system and outline the approach taken by FLIP. We identify six
requirements: transparency, remote procedure call, group communication,
security, network management, and wide-area networking. We discuss each
of these requirements in turn. It should be noted that many existing network
and distributed systems meet all or a subset of the requirements, but in this
paper we argue that the implementation of these systems can often be
simplified by using a better network protocol.
Transparency
An important goal for distributed systems, such as Amoeba [20, 32], Chorus
[26], Clouds [10], Sprite [22], and V [7], is transparency. Distributed systems
are built from a large number of processors connected by LANs, buses, and
other communication media. No matter where a process runs, it should be
able to communicate with any other process in the system using a single
mechanism that is independent of where the processes are located. The
communication system must be able to route messages along the “best” route
from one process to another. For example, if two processes can reach each
other through a LAN and high-speed bus, the communication system should
use the bus. The users, however, should not have to specify which route is
taken.
Most communication protocols do not provide the transparency that is
required by applications running on a distributed system. Addresses in these
protocols identify a host instead of a process. Once a process is started on a
machine, it is tied to that machine. For example, if the process is migrated to
another processor, the process has to inform its communication partners that
it has moved. To overcome such problems, distributed systems require
that an address identifies a process, not a host.
Remote Procedure Call
Distributed operating systems are typically structured around the client-
server paradigm. In this model, a user process, called the client, requests
@Unix is a registered trademark of UNIX System Laboratories, In..
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another user process, called the server, to perform some work for it by
sending the server a message and then blocking until the server sends back a
reply. The communication mechanism used to implement the client-server
model is called RPC [4].
The RPC abstraction lets the programmer think in terms of normal proce-
dure calls, which are well understood and have been around for a long time.
This is in sharp contrast with, for example, the ISO 0S1 model. In this model,
communication is treated as an input/output device, with user primitives for
sending messages and getting indications of message arrivals. Many people
think that input\ output should not be the central abstraction of a modern
programming language. Therefore, most distributed system builders, lan-
guage designers, and programmers prefer RPC.
Group Communication
Although RPC is a good abstraction for the request\ reply type of communica-
tions, there is a large body of applications that require a group of several
processes to interact closely. Group communication allows a message to be
sent reliably from 1 sender to n receivers. Many applications profit from such
a communication primitive. For example, applications may replicate data to
achieve fault tolerance. Such applications can profit from group communica-
tion to keep the replicated data consistent [2]. Another way of using group
communication is in building efficient distributed shared memory [30]. Inter-
estingly enough, many networks provide mechanisms to do broadcast or
multicast at the data-link layer. For example, Ethernet and some token rings,
two commonly used LANs, both provide broadcast and multicast. Future
networks, like Gigabit LANs, are also likely to implement multicasting or
broadcasting to support high-performance applications such as multimedia
[19]. Communication protocols, however, often hide these useful capabilities
from the applications. Although broadcast can be done by sending n point-
to-point messages and waiting for n acknowledgments, this algorithm
is inefficient and wastes bandwidth. Therefore many researchers have pro-
posed other algorithms that use data-link broadcast to implement reliable
broadcast efficiently.
One of the difficulties in making a protocol that allows user applications to
use the data-link broadcast or multicast capability of a network is routing. A
group address has to be mapped on one or more data-link addresses, possibly
on different networks. The protocol has to make sure that messages will not
loop and that a minimum number of messages are used to transmit user data
to the group. Groups may change over time, so routing tables have to be
dynamically updated. Furthermore, to achieve good performance, the routing
protocol should use a data-link multicast address to send a message to a
number of receivers whenever possible.
Security
Although security cannot be provided by a communication protocol alone,
a good protocol can provide mechanisms to build a secure, yet efficient
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distributed system. With current protocols, addresses can often be faked,
making it possible for a process to impersonate an important service. For
example, in many systems a user process can impersonate the file server once
it knows the address for the file server (which is typically public knowledge).
Most protocols do not provide any support for encryption of data, Users must
decide whether or not to use encryption. Once they have decided to do so,
they have to encrypt every message, even if both source and destination are
located in the same secure room. A protocol could provide much better
performance by avoiding encryption if it knows a network is trusted, and by
using encryption if the network is not trusted.
Network Management
In an environment with many processors and networks, it often happens
that a processor has to be taken down for maintenance or a network has to
be reconfigured. With current software, reconfiguring a network typically
requires manual intervention by a system administrator to assign new
network numbers and to update the configuration files. Furthermore, taking
some machines down often introduces communication failures for the rest of
the machines. Ideally, a protocol makes it possible that network management
can be done without any manual intervention.
Wide-Area Networking
Most processes in a distributed system communicate with services that are
located nearby. For example, to read a file, users normally do an RPC with
their local file server and not with a file server in another domain on another
continent. Although communication with another domain must be possible, it
should not introduce a performance loss for the more common, local case.
Why a New Protocol?
None of the current protocols addresses the requirements for distributed
systems and applications adequately. The TCP and 0S1 protocols are
connection-oriented and require a setup before any message can be sent. In a
distributed system, processes are often short-lived and perform mostly small
RPCS. In such an environment the time spent in setting up a connection
is wasted. Indeed, almost none of the current RPC implementations are based
on connections. Although 1P is a connectionless protocol, it still has some
serious disadvantages. Because addresses in 1P identify hosts instead of
processes, systems based on 1P are less transparent, making certain function-
ality, such as process migration, harder to implement.
To meet the distributed system requirements using 1P, a new protocol was
invented for each subset of requirements. For example, The Internet Control
Message Protocol (ICMP) has been introduced to implement dynamic routing
and to cope partially with network changes [25]. The Address Resolution
Protocol (ARP) has been introduced to map 1P addresses on data-link
addresses [23]. The Reverse Address Resolution Protocol (RARP) has been
introduced to acquire an 1P address [ 14]. Internet Group Management
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Protocol (IGMP) has been introduced to implement group communication
[11]. The Versatile Message Transport Protocol (VMTP) has been introduced
to meet the requirements for group communication and a secure, efficient,
and at-most-once RPC protocol [51.
A big advantage of this approach is that one can adjust to new require-
ments without throwing away existing software. However, it is sometimes
better to start from scratch. The main contribution of this paper is a protocol
(FLIP) that addresses these requirements in a clean, simple, and integrated
way. The following FLIP properties allow us to achieve the requirements:
(1) FLIP identifies entities with a location-independent 64-bit identifier. An
entity can, for example, be a process.
(2) FLIP uses a one-way mapping between the “private” address, used to
register an endpoint of a network connection, and the “public” address
used to advertise the endpoint.
(3) FLIP routes messages based on the 64-bit identifier.
(4) FLIP discovers routes on demand.
(5) FLIP uses a bit in the message header to request transmission of sensi-
tive messages across trusted networks.
In the next sections we present FLIP, discuss our experience using it, and
its performance in the Amoeba distributed system. FLIP is the basis for all
communication within Amoeba and is in day to day use.
3. FLIP SERVICE DEFINITION
FLIP is a connectionless protocol that is designed to support transparency,
efficient RPC, group communication, secure communication, and easy net-
work management. This section describes the services that FLIP delivers.
Communication takes place between Network Service Access Points
(NSAPS), which are addressed b 64-bit numbers. NSAPS are 10cation-
independent, and can move from one node to another (possibly on different
physical networks), taking their addresses with them. Nodes on an internet-
work can have more than one NSAP, typically one or more for each entity
(e.g., process). FLIP ensures that this is transparent to its users. FLIP
messages are transmitted unreliably between NSAPS and may be lost, dam-
aged, or reordered. The maximum size of a FLIP message is 23Z – 1 bytes. As
with many other protocols, if a message is too large for a particular network,
it will be fragmented into smaller chunks, called fragments. A fragment
typically fits in a single network packet. The reverse operation, reassembly,
is (theoretically) possible, but receiving entities have to be able to deal with
fragmented messages.
The address space for NSAPS is subdivided into 256 56-bit address spaces,
requiring 64 bits in all. The null address is reserved as the broadcast address.
In this paper we will define the semantics of only one of the address spaces,
called the standard space, and leave the others undefined. Later these other
address spaces may be used to add additional services.
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The entities choose their own NSAP addresses at random (i.e., stochasti-
cally) from the standard space for four reasons. First, it makes it exceedingly
improbable that an address is already in use by another, independent NSAP,
providing a very high probability of uniqueness. (The probability of two
NSAPS generating the same address is much lower than the probability of a
person configuring two machines with the same address by accident.) Second,
if an entity crashes and restarts, it chooses a new NSAP address, avoiding
problems with distinguishing reincarnations (which, for example, is needed to
implement at-most-once RPC semantics). Third, forging an address is hard,
which, as we will see, is useful for security. Finally, an NSAP address is
location-independent, and a migrating entity can use the same address on a
new processor as on the old one.
Each physical machine is connected to the internetwork by a FLIP box.
The FLIP box can either be a software layer in the operating system of the
host, or be run on a separate communications processor. A FLIP box consists
of several modules. An example of a FLIP box is shown in Figure 2.
The packet switch is the heart of the FLIP box. It transfers FLIP frag-
ments in packets between physical networks, and between the host and the
networks. It maintains a dynamic hint cache mapping NSAP addresses on
data-link addresses, called the routing table, which it uses for routing frag-
ments. As far as the packet switch is concerned, the attached host is just
another network. The host interface module provides the interface between
the FLIP box and the attached host (if any). A FLIP box with one physical
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network and an interface module can be viewed as a traditional network
interface. A FLIP box with more than one physical network and no interface
module is a router in the traditional sense.
4. THE HOST INTERFACE
In principle, the interface between a host and a FLIP box can be independent
of the FLIP protocol, but for efficiency and simplicity, we have designed an
interface that is based on the FLIP protocol itself. The interface consists of
seven downcalls (for outgoing traffic) and two up calls (for incoming traffic), as
shown in Figure 3.
An entity allocates an entry in the interface by calling flip-init. The call
allocates an entry in a table and stores the pointers for the two upcalls in this
table. Furthermore, it stores an identifier used by higher layers. An allocated
interface is removed by calling /lip _end.
By calling flip-register one or more times, an entity registers NSAP
addresses with the interface. An entity can register more than one address
with the interface (e.g., its own address to receive messages directed to the
entity itself and the null address to receive broadcast messages). The address
specified, the Private-Address, is not the (public) address that is used by
another entity as the destination of a FLIP message. However, public and
private addresses are related using the following function on the low-order 56
bits:
Public-Address = One-Way-Encryption( Private-Address).
The One-Way-Encryption function generates the Public-Address from the
Private-Address in such a way that one cannot deduce the Private-Address
from the Public-Address. Entities that know the (public) address of an NSAP
(because they have communicated with it) are not able to receive messages on
that address, because they do not know the corresponding private address.
Because of the special function of the null address, the following property is
needed:
One-Way-Encryption( Address) = O if and only if Address = O.
The One-Way-Encryption function is currently defined using DES [21]. If the
56 lower bits of the Private-Address are null, the Public-Address is defined to
be null as well. The null address is used for broadcasting, and need not be
encrypted. Otherwise, the 56 lower bits of the Private-Address are used as a
DES key to crypt a 64-bit null block. If the result happens to be null, the
result is again encrypted, effectively swapping the result of the encrypted
null address with the encrypted address that results in the null address. The
remaining 8 bits of the Private-Address, concatenated with the 56 lower bits
of the result, form the Public-Address.
Flip _register encrypts a Private-Address and stores the corresponding
Public-Address in the routing table of the packet switch. A special flag in the
entry of the routing table signifies that the address is local, and may not be
removed (as we will see in Section 5). A small EP-identifier (End Point
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Routine Description
L
Flipinit(ident, receive, notdellver) -+ ifno Allocate an entry in the interface
Hlp_end(ifno) Close entry in the interface
I
Fllpfleglster(ltno, Pnvate-Addres\) + EP Listen to address
I I
F1lp_unreglster( it’no, EP) Remove addrew
Fllp_unlca\t(]fno, m\g, flag\, d\t, EP, length) Send a message to At
Flip_ multlcast(]tno, mjg, flagj, d~t, EP, length, ndst) I Send a multicast message I
Fltp .broadcast(lf’no, m~g, EP, length, hopcnt) Broadcast m.ig hopcnt hops
1
I Receive ide( nt, t’ragment descnptlon) I Fragment received I
Notde]lver(ldent, fragment description) Undelivered fragment received
Fig. 3. Interface between host and packet switch. A fragment description contains the data,
destination and source, message identifier, offset, fragment length, total length, and flags of a
received fragment (see next section).
Identifier) for the entry is returned. Calling flip-unregister removes the
specified entry from the routing table.
There are three calls to send an arbitrary-length message to a Public-
Address. They differ in the number of destinations to which msg is sent.
None of them guarantee delivery. Flip–unicast tries to send a message point-
to-point to one NSAP. Flip–m ulticast tries to send a message to at least ndst
NSAPS. Flip–broadcast tries to send a message to all NSAPS within a virtual
distance hopcnt. If a message is passed to the interface, the interface first
checks if the destination address is present in the routing table and if it
thinks enough NSAPS are listening to the destination address. If SO, the
interface prepends a FLIP header to the message and sends it off. Otherwise,
the interface tries to locate the destination address by broadcasting a LOCATE
message, as explained in the next section. If sufficient NSAPS have responded
to the LOCATE message, the message is sent away. If not, the upcall notdeliuer
will be called to inform the entity that the destination could not be located.
When calling one of the send routines, an entity can also set a bit in flags
that specifies that the destination address should be located, even if it is in
the routing table. This can be useful, for example, if the RPC layer already
knows that the destination NSAP has moved. Using the fZags parameter the
user can also specify that security is necessary.
When a fragment of a message arrives at the interface, it is passed to the
appropriate entity using the upcall receive.
This interface delivers the bare bones services that are needed to build
higher-level protocols, such as RPC. Given the current low error-rates of
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networks, we decided not to guarantee reliable communication at the net-
work level, to avoid duplication of work at higher levels [27]. Higher-level
protocols, such as RPC, send acknowledgment messages anyway, so given
the fact that networks are very reliable it is a waste of bandwidth to send
acknowledgment messages at the FLIP level as well. Furthermore, users will
never call the interface directly, but use RPC or group communication.
5. THE FLIP PROTOCOL
A FLIP box implements unreliable message communication between NSAPS
by exchanging FLIP fragments and by updating the routing table when
a fragment arrives. In this section, we will describe the layout of a FLIP
fragment and tell how the routing table is managed.
5.1 The FLIP Fragment Format
Similar to fragments in many other protocols, a FLIP fragment is made up of
two parts: the FLIP header and the data. The general format of a FLIP
header is depicted in Figure 4. A header consists of a 40-byte fixed part and a
variable part. The fixed part of the header contains general information
about the fragment. The Actual Hop Count contains the weight of the path
from the source. It is incremented at each FLIP box with the weight of the
network over which the fragment will be routed. If the Actual Hop Count
exceeds the Maximum Hop Count, the fragment will be discarded. The
Reserved (Res.) field is reserved for future use.
The Flags field contains administrative information about the fragment
(see Figure 5). Bits O, 1, and 2 are specified by the sender. If bit O is set in
Flags, the integer fields (hop counts, lengths, Message Identifier, Offset) are
encoded in big endian (most significant byte first), otherwise in little endian
[8]. If bit 1 is set in Flags, there is an additional section right after the
header. This Variable Part contains parameters that may be used as hints to
improve routing, end-to-end flow control, encryption, or other, but is never
necessary for the correct working of the protocol. Bit 2 indicates that the
fragment must not be routed over untrusted networks. If fragments only
travel over trusted networks, the contents need not be encrypted. Each
system administrator can switch his own network interfaces from trusted to
untrusted or the other way around.
Bits 4 and 5 are set by the FLIP boxes (but never cleared). Bit 4 is set if a
fragment that is not to be routed over untrusted networks (bit 2 is set) is
returned because no trusted network was available for transmission. Bit 5
is set if a fragment was routed over an untrusted network (this can only
happen if the Security bit, bit 2, was not set). Using bits 2, 4, and 5 in the
Flags field, FLIP can efficiently send messages over trusted networks, because
it knows that encryption of messages is not needed.
The Type field in the FLIP header describes which of the (six) messages
types this is (see below). The Version field describes the version of the FLIP
protocol; the version described here is 1. The Destination Address and the
Source Address are addresses from the standard space and identify, respec-
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L ____________ _____________ _____________ _____________ _–_. –._J
Fig.4. General format ofa FLIP fragment.
Bit Name Cleared Set
o Endmn Llttlt! endlan BIg endlan
1 Vamble P~rt I Abwnt Pre\ent
I
? Security i Notrequmd Don’t route over untrusted networhs
3 Reserved
t
4 Unreachable Location unknown Can ‘t route over trusted networhs only
5 Unsate Safe Routed over untrusted network(~)
6 Reserved
7 Reserved
Fig. 5. Bits (4 input and 4 output) in the Flags field.
tively, the destination and source NSAPS. The null Destination Address
is the broadcast address; it maps to all addresses. The Length field describes
the total length in bytes of the fragment excluding the FLIP header. The
Message Identifier is used to keep multiple fragments of a message together,
as well as to identify retransmissions if necessary. Total Length is the total
length in bytes of the message of which this fragment is a part, with Offset
the byte offset in the message. If the message fits in a single fragment, TotaZ
Length is equal to Length and Offset is equal to zero.
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The Variable Part consists of the number of’ bytes in the Variable Part and
a list of parameters. The parameters are coded as byte (octet) strings as
follows:
Bytes o 1 y Size + 1
1
Code Size
The (nonzero) Code field gives the type of the parameter. The Size field gives
the size of the data in this parameter. Parameters are concatenated to
form the complete Variable Part. The total length of the Variable Part must
be a multiple of four bytes, if necessary by padding with null bytes.
5.2 The FLIP Routing Protocol
The basic function of the FLIP protocol is to route an arbitrary-length
message from the source NSAP to the destination NSAP. In an internetwork,
destinations may be reachable through any one of several routes. Some of
these routes may be more desirable than others. For example, some of them
may be faster, or more secure, than others. To be able to select a route, each
FLIP box has information about the networks to which it is connected.
In the current implementation of FLIP, the routing information of each
network connected to the FLIP box is coded in a network weight and a secure
flag. A low network weight means that the network is desirable on which to
forward a fragment. The network weight can be based, for example, on the
physical properties of the network such as bandwidth and delay. Each time a
fragment makes a hop from one FLIP box to another FLIP box its Actual
Hop Count is increased with the weight of the network over which it is routed
(or it is discarded if its Actual Hop Count becomes greater than its Maxi-
mum Hop Count). 1 A more sophisticated network weight can be based
on the type of the fragment, which may be described in the Variable Part of
the header. The secure flag indicates whether sensitive data can be sent
unencrypted over the network or not.
At each FLIP box a message is routed using information stored in the
routing table. The routing table is a cache of hints of the form:
(Address, Network, Location, Hop Count, Trusted, Age, Local).
Address identifies one or more NSAPS. Network is the hardware-dependent
network interface on which Address can be reached (e. g., Ethernet interface).
Location is the data-link address of the next hop (e.g., the Ethernet address
of the next hop). Hop Count is the weight of the route to Address. Trusted
indicates whether this is a secure route towards the destination, that is,
sensitive data can be transmitted unencrypted. Age gives the age of the
tuple, which is periodically increased by the FLIP box. Each time a fragment
from Address is received, the Age field is set to O. Local indicates if the
address is registered locally by the host interface. If the Age field reaches a
lHop Count is a misnomer, but it is maintained for historical reasons.
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Type Function
LOCATE Find network location of NSAP
HEREIS I Reply on LOCA rE
UNIDATA Send J fmgment point-to-point
+
MULTIDA rA Multlca$t a fragment
NOTHEIW De~tlnatlon NSAP IJ unknown
UNTRUSTED Dewmatlon NSAP cannot be reached over trusted networks
Fig. 6. FLIP message types.
certain value and the address is not local, the entry is removed. This allows
the routing table to forget routes and to accommodate network topology
changes. The Age field is also used to decide which entries can be purged, if
the routing table fills up.
The FLIP protocol makes it possible for routing tables to automatically
adapt to changes in the network topology. The protocol is based on six
message types (see Figure 6). The precise protocol is given in the Appendix;
here we will give a short description. If a host wants to send a message to a
FLIP address that is not in its routing table, it tries to locate the destination
by broadcasting a LOCATE message.2 LOCATE messages are propagated to all
FLIP boxes until the Actual Hop Count becomes larger than the Maximum
Hop Count. If a FLIP box has the destination address in its routing table, it
sends back a HEREIS message in response to the LOCATE. User data is
transmitted in UNIDATA or in MULTIDATA messages. UNIDATA messages are used
for point-to-point communication and are forwarded through one route to the
destination. MULTIDATA messages are used for multicast communication and
are forwarded through routes to all the destinations. If a network supports a
multicast facility, FLIP will send one message for all destinations that are
located on the same network. Otherwise, it will make a copy for each location
in the routing table and send point-to-point messages.
If a FLIP box receives a UNIDATA message with an unknown destination, it
turns the message into a NOTHERE message and sends it back to the source. If
a FLIP box receives a UNIDATA message that should not be routed over
untrusted networks (as indicated by the Security bit), and that cannot be
routed over trusted networks, it turns the message into an UNTRUSTED
message and sends it back to the source just like a NOTHERE message.
Moreover, it sets the Unreachable bit in the message (regardless of its
2We assume that a network has a broadcast facility. For networks that do not have such a
facility, we are considering adding a name server.
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current value). For a message of any other type, including a MULTIDATA
message, if the Security bit is set, and the message cannot be routed over
trusted networks, it is simply dropped. If, for a NOTHERE or an UNTRUSTED
message, a FLIP box on the way back knows an alternative route, it turns
the message back into a UNIDATA message and sends it along the alternative
route. If, for a NOTHERE message, no FLIP box knows an alternative route, the
message is returned to the source NSAP and each FLIP box removes informa-
tion about this route from the routing table.
LOCATE messages must be used with care. They should be started with a
Maximum Hop Count of one, and incremented each time a new locate is done.
This limits the volume of broadcasts needed to locate the destination. Even
though the hop counts are a powerful mechanism for locating a destination
and for finding the best route, if routing tables become inconsistent, LOCATE
messages may flood the internetwork (e.g., if a loop exists in the information
stored in the routing tables in the internetwork). To avoid this situation, each
FLIP box maintains, in addition to its routing table, a cache of (Source
Address, Message Identifier, Offset, Destination Network, Location) tuples,
with a standard timeout on each entry. For each received broadcast message,
after updating the routing table, it checks whether the tuple is already in
the cache. If not, it is stored there. Otherwise, the timeout is reset and the
message is discarded. This avoids broadcast messages flooding the network if
there is a loop in the network topology.
To illustrate how the FLIP box works, let us look at an example of how the
RPC layer sends a point-to-point message to another process in the network
topology depicted in Figure 7. The topology consists of three machines. It is
not very realistic, but it allows us to explain some important properties of
FLIP using a very simple internetwork. When a FLIP box boots, it reads
information about its configuration from a table (i.e., the type of networks it
is connected to and information about these networks, such as the maximum
packet size). This information tells the machine how many interfaces it has,
the type of the interfaces, and some network-dependent information, such
as the weight of the network and whether the network has a multicast facil-
ity. After a FLIP box is initialized, it starts running with an empty routing
table.
The example network topology contains two network types: a VME-bus and
an Ethernet. Because a VME-bus is faster than an Ethernet, the weight
given to the VME-bus is lower than the weight given to the Ethernet. Every
FLIP box is reachable from another host through different routes. There is,
for example, a path of weight 1 from A to B, but also a path of weight 4 (from
A to C over the Ethernet and then from C to B over the VME-bus).
Let us now consider the case that the RPC layer sends a message from
process PI on host A to process P2 running on host B. When both processes
start, the RPC layers register the FLIP addresses for the processes with their
own FLIP box. The RPC layer of PI sends a message by calling flip -unieast
with the public address of P2 as the destination address (we assume that PI
knows the public address of P2 ). Because the address of P2 is not initially
present in the routing table of A, A buffers the message and starts to locate
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Fig. 7. An example network topology. FLIP box A and C both have two network interfaces: one
for the VME-bus and one for the Ethernet. FLIP box B has 3 network interfaces: two to the
VME-bus and one to the Ethernet. The VME-bus has weight 1 and the Ethernet has weight 3.
P2 by sending a LOCATE message with Max Hop Count set to 1. A’s FLIP box
will forward this message on the VME-bus, but not on the Ethernet, because
to forward a message across the Ethernet the Maximum Hop Count must be
at least 3. When the LOCATE message arrives at B, the FLIP address of PI
will be entered in B‘s routing table along with the weight of the route to PI,
the VME-bus address of A, and the network interface on which A is
reachable. Because the public address of P2 is registered with B‘s routing
table, B will return an HEREIS message. When the HEREIS message arrives at
A, A enters P2’s public address in its routing table and sends the message
that is waiting to be sent to P2. Lower layers in the FLIP box will cut the
message in fragments, if necessary. 8 receives the message for P2 from
the VME-bus and will forward it to the RPC layer of P2 by calling recei~e.
From now on, the routes to both Pl and P2 are known to A and B, so they
can exchange messages without having to locate each other.
Now, assume that P2 migrates to host C. The RPC layer unregisters
the address at host B and registers it at host C. Thus, P2 has removed its
address from B‘s routing table and has registered it with C’s routing table.
The next FLIP UNIDATA message of a message that arrives at B from A, will
be returned to A as a FLIP NOTHERE message, because the address of P2 is
not present in B‘s routing table. When A receives the NOTHERE message,
it will invalidate the route to P2. As A does not know an alternative route
with the same or less weight to P2, it will pass the NOTHERE message to
the interface. The interface forwards the message to PI’s RPC layer by cal-
ling notdeliuer. PI’s RPC layer can now retransmit the message by calling
fZip_unicast again. As the route to P, has been invalidated, the interface will
buffer the message and start by locating P2 with Max Hop Count set to 1.
After a timeout it will locate with Max Hop Count set to 2. Then, it will find
a route to P2: a hop across the VME-bus to B and another hop across the
VME-bus from B to C. It will enter this new route with weight 2 in its
routing table and forward the message across the VME-bus to B. When B
receives the message, it will forward the message to C. From then on, PI and
P2 can exchange messages without locating each other again.
If the topology changes and, for example, A is disconnected from the
VME-bus, the route to P2 in A’s routing table will be removed after a period
of time, because no messages will arrive via the VME-bus and therefore the
age field of the entry in the routing table will reach the value that causes it to
be removed. If PI then tries to send a message to P2, the interface will again
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start by locating P2’s public address. This time it will find a route with
weight 3; one hop across the Ethernet. If PI sends a new message before the
route to P2 is purged from A’s routing table, A will forward the message
across the VME-bus and the message will be lost (assuming that the driver
for the VME-bus does not return any error). In this case, the RPC layer has to
tell the interface explicitly (using the fZags parameter of flip_ unicast)
to purge the routing table entry. It does this, for example, if it did not receive
an acknowledgment after a number of retrials.
Finally, assume that instead of A, B is disconnected from the VME-bus. A
will first use its route with weight 2 and send the message to B across the
VME-bus. If B does not know yet that the route over the VME-bus to C
disappeared, it will forward the message over the VME-bus and the message
will be lost. Otherwise, it will send the message as a NOTHERE mes-
sage back to A, because the Max Hop Count is set by A to 2. In both cases, A
will send the message to C using the Ethernet, possibly after doing another
locate.
6. USING FLIP UNDER AMOEBA
FLIP is the basis for all communication within the Amoeba distributed
system [20, 32]. The configuration at the Vrije Universiteit is depicted in
Figure 8. The pool processors, the 180486 router, and the specialized servers
run the Amoeba kernel. The workstations and the SPARC router run either
Amoeba or a version of UNIX containing a FLIP driver, so UNIX and Amoeba
processes can communicate transparently. All the 70 machines are connected
through 3 Ethernets, and the processors in the MC68030 pool are also
connected by VME-buses. We also implemented FLIP across TCP/IP and
UDP/IP, so that we can use TCP/IP connections as a data link. This
implementation is the basis for a small scale WAN project that connects
multiple sites in The Netherlands, and has been tested across the Atlantic as
well.
The Amoeba software consists of two pieces: a microkernel, that runs on
every processor, and a collection of servers that provide most of the tradi-
tional operating system functionality. Besides process management, memory
management, and low-level 1/0, the Amoeba kernel provides interfaces for
two communication protocols: RPC and group communication (see Figure 9)
[171. Both protocols use the FLIP box interface to send and receive mes-
sages. We will now describe how FLIP meets each of the distributed system
requirements listed in Section 2.
Transparency
The primary goal of Amoeba is to build a transparent distributed operating
system. To the average user, Amoeba looks like a traditional time-
sharing system. The difference is that each command typed by the user
makes use of multiple machines spread around the network. The machines
include process servers, file servers, directory servers, compute servers, and
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Fig. 9. Communication layers in the Amoeba kernel for a pool processor.
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others, but the user is not aware of any of this. At the terminal, it just looks
like an ordinary time-sharing system.
An important distinction between Amoeba and other distributed systems
is that Amoeba is not based on the workstation model of distributed compu-
ting, but on a processor pool model. When a user logs in, it is to the system
as a whole, not to a specific machine. Machines do not have owners, As
commands are started up, in general they do not run on the same machine
as the shell. Instead the system automatically looks around for approxi-
mately the most lightly loaded host on which to run each new command.
Thus, all resources belong to the system as a whole, and are managed by it.
They are not dedicated to specific users, except for short periods of time to
run individual processes. This model attempts to give the user complete
transparency,
To achieve this degree of transparency, a two-level naming scheme is used:
capabilities and FLIP addresses. Each object (e.g., a file) is named by a
capability [31]. Associated with each object type is a service (a single process
or a group of processes) that manages the object. When a client wants to
perform an operation on an object, it sends a request message to the service
that manages the object. The service is addressed by a port that is part of the
capability. In short, capabilities are persistent names that identify objects.
To make capabilities easy to use, users can register them with the directory
service. The directory service allows users to register capabilities under an
ASCII string. Furthermore, it also implements a UNIX-like access protection
scheme.
Within the kernel, ports are mapped onto one or more FLIP addresses, one
for each server. When a client wants to perform an operation on an object, it
provides the kernel with the capability of the object. The kernel extracts the
port from the capability and looks in its port cache for a FLIP address that
listens to the port. Using the FLIP address, the kernel sends messages,
relying on the FLIP box to deliver the messages to the right location. If
there is no mapping from port to FLIP address in the cache, the kernel uses
flip-broadcast to locate the port. The FLIP addresses of the responders to the
LOCATE request are stored with the port in the port cache to avoid future
locates. This locate procedure has the important side effect that at the same
time the FLIP boxes build up their routing tables, so a second locate at the
FLIP level is avoided. In the common case that networks do not change
rapidly and processes migrate infrequently, no LOCATE messages are sent.
At-Most-Once RPC
The RPC layer in the Amoeba kernel provides an interface for at-most-once
RPC, so when the RPC returns the invoker knows whether (1) it was
executed exactly once, or (2) it was not executed at all, or (3) it arrived at one
server before contact was lost due to communication errors or a crash. One of
the problems in achieving at-most-once semantics is deciding if a new incom-
ing request has been executed or not. With FLIP, this problem is easily
solved. Each time a server is started, the server chooses a new FLIP address.
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Thus, all requests sent to a crashed server will fail automatically, because
the old FLIP address is unknown. During one incarnation of the server, the
server can decide, based on sequence numbers in the message, whether
the request was executed or not.
Our implementation of RPC is very similar to Birrell and Nelson’s [4],
except for two important differences. First, because FLIP addresses are 64-bit
numbers and location-independent, our implementation has no need for a
unique identifier; the FLIP address is the unique identifier. Second, our
implementation does not use the next request as an acknowledgment for the
last reply. Instead, our implementation sends an explicit acknowledgment
when the reply is received. This simplifies the implementation of the RPC
layer. Furthermore, sending the acknowledgment is only partly in the critical
path of an RPC (see the next section).
Group Communication
Group communication in Amoeba is based on the protocols described in [ 17]
and [ 18]. Amoeba provides a primitive to send a message to a group of
processes reliably. Furthermore, this primitive guarantees that all broadcast
messages within a group are totally ordered. The group communication
protocols make heavy use of /Zip _multicast. This has the advantage that a
group of n processes can be addressed using one FLIP address, even if they
are located on multiple networks.
As explained in Section 5.2, we treat the ability of a network to send mul-
ticast messages as an optimization over sending n separate point-to-point
messages. If the FLIP box discovers that a FLIP address is routed to n
locations on the same network, it asks the network-dependent layer to return
a multicast address for the n locations. It is then up to the network layer to
create such a multicast address and to make sure that the n locations will
listen to it. After the network layer has done so, it returns to the packet
switch a multicast address and a list of locations that listen to the multicast
address. From then on, the packet switch can use the multicast address. The
implementation of the Ethernet layer does this as soon as the FLIP box maps
an address on two locations onto the same network.
Thus, the FLIP protocol does all the routing of multicast messages, and
recognizes when a data-link multicast could be used to reduce the number of
messages. Once it recognizes the possibility of optimization, it leaves it up to
a network-dependent layer to perform it. The reason that FLIP itself cannot
perform the optimization is that FLIP does not know about the data link
addresses for multicast.
Security
Security in Amoeba is implemented using the FLIP support for security.
Although FLIP does not encrypt messages itself, it provides two mechanisms
for supporting security. First, messages can be marked sensitive by the
sender (using the Security bit), so that they will not be routed over untrusted
networks. Second, messages going through FLIP may be marked unsafe
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(using the Unsafe bit), so that the receiver can tell whether or not there is a
safe route to the sender. If, based on this information, a process thinks there
is a safe route to the destination, it can try to send secure messages
unencrypted, but with the Security bit set. If this message is bounced with
the Unreachable bit set, no trusted path exists after all. This can only happen
due to configuration changes. The process then encrypts the message, and
retransmits it with the Security bit cleared.
Our implementation of secure RPC is in an experimental phase and is not
yet in day to day use; we are still studying how to do secure group communi-
cation. Like many secure systems, Amoeba-secure RPCS are based on a
shared key between the client and the server and its implementation is
roughly similar to Birrell’s [3]. The main difference is that our implementa-
tion uses FLIP’s knowledge about trusted and untrusted networks. The
Amoeba processor pools and specialized servers are located in one single room
and together form a trusted network. Thus, all communication between
processes in the processor pool and, for example, the file service does not have
to be encrypted. However, as soon as a FLIP message leaves this network, it
is guaranteed to be encrypted (if it is part of a secure RPC). This encryption is
transparent to the user. Our expectation is that we can build a complete
secure system with acceptable performance, because the common case does
not require encryption. Furthermore, it is not necessary that all processors be
equipped with encryption hardware.
Network Management
Little network management is required in Amoeba. FLIP can deal automati-
cally with network changes: we add machines, networks, or reconfigure our
systems just by plugging or unplugging cables. When a machine comes up, it
does not have to send out ARP or RARP requests and wait until a server
responds; instead it can be used as soon as it is plugged into the network.
The only network management that is required has to do with trusted and
untrusted networks. FLIP relies on the system administrator to mark a
network interface as “trusted” or “untrusted,” because FLIP itself cannot
determine if a network can be considered trusted. In our implementation,
only the system administrator can toggle this property.
Wide-Area Communication
Although FLIP has been used successfully in small WANS, it does not scale
well enough to be used as the WAN communication protocol in a large WAN.
Addresses form a flat name space that is not large enough to address all the
machines in the world and still “guarantee” uniqueness. Furthermore,
the way FLIP uses broadcast makes it less suitable for a Wm. We traded
scalability for functionality. Moreover, we believe that WAN communication
should not be done at the network layer, but at a higher layer in the protocol
hierarchy.
There are three reasons for doing so. First, most communication is local
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within one domain.3 Thus, we decided we did not want to give up on
flexibility and performance, because a message could go to a remote domain.
A second reason to make a distinction between a local and remote domain
is that protocols on a WAN link differ from protocols used in a distributed
system. WAN links are mostly owned by phone companies that are not
interested in fast RPCS. Furthermore, different protocols on WANS are used
to cope with the higher error rates and the lower bandwidth of WAN links.
Thus, making a protocol suitable for WAN communication at the network
layer could very well turn out to be a bad design decision, because at the
boundary of a domain the messages may have to be converted to the protocols
that are used on the WAN link.
The third reason has to do with administration of domains. WAN communi-
cation typically costs more money than communicating across a LAN. Trans-
parently paying large amounts of money is unacceptable for most people.
Furthermore, even if there is no boundary at the network layer, there is still
a logical boundary. Administrators control domains independently, and they
like to have control over what traffic is leaving and entering their domain. An
administrator might want to keep “dangerous messages” out of his domain. If
communication is transparent at the network layer, this is hard to achieve, as
recently demonstrated by the worm on the Internet [29].
In the Amoeba system we have implemented WAN communication above
the RPC layer [33]. If a client wants to access a service in another domain,
it does an RPC to a server agent in its domain. The server agent sends the
RPC to the WAN server, which forwards the RPC to the WAN service in
the server’s domain using the appropriate protocol for the WAN link. The
WAN service in the server’s domain creates a client agent that executes
the same RPC, and it will find the server.
7. PERFORMANCE OF FLIP
An important measure of success for any protocol is its performance. We have
compared the performance of Amoeba 5.0 RPC (with FLIP) with Amoeba
4.0 RPC (pre-FLIP version) and with other RPC implementations on identical
hardware. The delay was measured by performing 10,000 O-byte RPCS. The
throughput was measured by sending maximum-size RPCS. In Amoeba 4.0
this is measured by sending 30,000-byte RPCS; in Amoeba 5.0 this is mea-
sured by sending 100,000-byte RPCS (which is still smaller than the maxi-
mum possible size); in SunOS using 8-Kbyte RPCS; in Sprite using 16-Kbyte
RPCS; and in Peregrine using 48,000-byte RPCS. To make direct comparisons
possible we also measured Amoeba 5.0 RPC with the sizes used for the
other systems. All measurements were made on Sun3/60s and a 10 Mbit/s
Ethernet.
‘Measurements taken at our department show that 807. of all 1P messages are destined for a
host on the same network, 12cY stay within the department, and that 8’% are destined for some
other 1P site.
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Maximum
RPC implementation Delay (msec) Amoeba 5.0
Bandwidth (Kbyte/s) Bandwidth (Kbyte/s)
Amoeba 4.0 RPC 11 814 993
I Ammba 5.0 RPC (FLIP) I 21 I 106 I I 1061 I
Sprite WC 20 ~~~ 884
Sun RPC 67 325 755
Peregme RPC 06 1139 1001
Fig, 10. Performance numbers for different RPC Implementations on Sun3/60s. The Sprite
numbers are measured from kernel to kernel The others are measured from user to user. The
fourth column gives the bandwidth for Amoeba 5.0 RPC using the data saze for the system
measured in each row.
The first row in the table in Figure 10 gives the performance of RPC using
the protocols in Amoeba 4.0. The second row in the table gives the perfor-
mance for the new RPC implementation on top of FLIP. The delay in Amoeba
4.0 is lower than in Amoeba 5.0, because Amoeba 4.0 RPC is implemented
over bare Ethernet and requires all machines in a domain to be on one
network, so it does not have to do routing, and the implementation can be
tuned for the case of one network interface. In spite of the overhead for
routing, the throughput in Amoeba 5.0 is 30% higher, largely because Amoeba
4.0 uses a stop-and-wait protocol, while Amoeba 5.0 uses a blast protocol [35]
to send large messages. This enables user processes in Amoeba 5.0 RPC to
get 8790 of the total physical bandwidth of an Ethernet (the FLIP and RPC
protocols including headers use 90% of the total bandwidth).
For comparison, the delay of a O-byte RPC in SunOS is 6.7 msec, and the
bandwidth for an 8-Kbyte RPC is 325 Kbyte/s (the maximum RPC size for
SunOS is 8 Kbyte). This is due to the fact that SunOS copies each message
several times before it is given to the network driver, due to its implementa-
tion on UDP/IP, and due to the higher cost for context switching. In Sprite,
the delay is 2.0 msec, and the maximum throughput is 821 Kbyte/s (these
numbers are measured kernel to kernel). Although Sprite’s kernel-to-kernel
RPC does not do routing, the delay of the null RPC is almost the same as the
delay for Amoeba 5.0, while Amoeba’s delay is measured user-to-user. Sprite
also uses a blast protocol for large messages, but its throughput is still less
than the throughput achieved by Amoeba 5.0. This can be explained by the
fact that Amoeba keeps its buffer contiguously in memory and that it has a
much better context switching time [13].
Compared to Peregrine’s RPC [16], Amoeba’s delay for a O-byte RPC is
high, and Amoeba’s maximum throughput is low. Peregrine achieves on
identical hardware a delay of 589 psec and a bandwidth of 1139 Kbyte/s.
Peregrine’s performance for the null RPC is only 289 psec above the mini-
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mum possible hardware latency. Peregrine achieves this performance by
directly remapping the Ethernet receive buffer in the server machine to
become the new thread’s stack and by using preallocated and initialized
message headers. Furthermore, Peregrine uses a two-message RPC protocol,
while Amoeba uses a three-message RPC protocol, although the third mes-
sage is only partly in the critical path. Peregrine achieves a high throughput
by overlapping the copying of data from a packet with the transmission of the
next packet. The last packet is, like the single-packet case, directly remapped,
avoiding the copying of data. We believe that we can apply many of Peregrine’s
optimizations in Amoeba, which will probably result in a similar performance
to Peregrine’s. For more performance numbers on these and other RPC
implementations, see [32]. Thus, in addition to providing more functionality,
FLIP also makes it possible to achieve very good performance.
To determine the overhead in FLIP, we measured the time spent in each
layer during a null RPC (see Figure 11). The overhead due to FLIP is 2 l% of
the total delay for a null RPC. From the numbers given one can also compute
what the costs are if the server and client were located on different networks.
Each additional hop over another Ethernet increases the delay of a null RPC
by 975 psecs.
The delay for sending a null broadcast reliably and totally ordered for
varying group sizes is depicted in Figure 12. The experiment measures the
delay seen by the sender when sending a message to a group of receivers
varying in size from 1 to 30 members. The experiment was done on slightly
different hardware, a collection of 20MHz MC68030 boards, as we do not
have 30 Sun3/60s. (The null RPC time on these boards is 2.5 msec.)
The delay measured is independent of the number of receivers, because
FLIP dynamically switches from using point-to-point to using the hardware
multicast facility provided by the Ethernet.
8. DISCUSSION AND COMPARISON
Many communication protocols have been introduced in the last decade.
Some of them are accepted as official standards or are used by a large user
community, such as X.25 [34] and 1P; others are tailored to specific applica-
tions, such as the Express Transfer Protocol (XTP) [28]. In a distributed
system like Amoeba many entities are short-lived and send small messages.
In such an environment, setting up connections would be a waste of time and
resources. We therefore decided to make FLIP a connectionless protocol. In
this section, we compare FLIP to other connectionless protocols and discuss
the advantages and disadvantages of FLIP over these other protocols.
However, before comparing FLIP to other connectionless protocols, we first
summarize the requirements that distributed computing imposes on the
communication system and the support that FLIP offers to meet these
requirements (see Figure 13).
8.1 Discussion
The main property of FLIP that gives good support for distributed computing
is a combination of dynamic routing and the fact that FLIP addresses identify
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logical entities (processes or groups) rather than machines. Dynamic routing
is done in a way roughly similar to transparent bridges [1]. Each FLIP box
keeps a cache of hints that is dynamically updated by FLIP messages.
To keep routing tables up-to-date with the network topology, FLIP headers
have a type field and include hop counts. The combination of dynamic rout-
ing tables and communication between entities simplifies the implementa-
tion of higher-level protocols such as RPC and group communication and
gives enhanced support for process migration. Furthermore, little network
management is required.
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at-moit-on~c l I-LIP can uw a bla~t protocol for large messages
RPC l A proce~i uwi a new FLIP tiddre~i after It crashef
o A f; LIP addre)$ mtiy ldent]f} a number of proce<w<
Group ~ Rouung tablei change dynamlc~lly
o FLIP u~ei da[ii-llnh multlc~it. If poislble
coInmUl)lLJtlL)l)
l 1 LIP also worhi lt multicai[ I\ not ava]l~ble
l ,.\ddrcj\e\ we hard to torge
%wrlt)
l I LIP tahei tidvan[age of [ru\ted network$
\etwork, o E\er! m.ichlne I\ a router
Wrragemenl l Routing table~ are dynamlcdl) updated
WA> l \\ork\ for small W’A\-ba~ed project~
Fig. 13. How FLIP meets distributed systems requirements discussed in Section 2.
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The only requirement for which FLIP does not have full support is wide-area
networking. We think, however, that wide-area communication should not be
done at the network layer, but in higher layers.
The costs for the functionality of FLIP can be divided roughly into 3 areas:
limited scalability, costs for broadcast, and memory for routing tables. By
using a flat name space we lose on scalability, but gain the ability to make
addresses location-independent and on the ability to do routing on a per-entity
basis. One could envision adding a domain identifier to the FLIP header, so
that FLIP would scale to larger internetworks. Using a domain identifier, all
the good properties of FLIP would exist in a single domain, but not between
two domains.
A danger in our current implementation of FLIP is that addresses might
clash. Two processes could accidentally register the same FLIP address. In
this case, messages sent to process A may end up at process B. However, as
long as the same process is not talking to A and B at the same time and
routes to A and B do not intersect, most of the messages will still be delivered
correctly.4 In the current situation with a good random generator and seed,
clashes of FLIP addresses do not occur. Of course, if the number of entities
increases enormously, the chance of clashes increases.
By using locate messages we have the ability to reconfigure networks
dynamically and move processes around. The costs are that FLIP will gener-
ate more broadcasts than a protocol like 1P and that there is a startup cost
involved in locating a destination. Furthermore, there is a danger that FLIP
could cause a flood of broadcasts. To avoid this we have introduced a hop
count in the header, kept state ( 1 Kbyte) in each kernel to break loops, and
limited the number of broadcasts per second that a FLIP box can forward.
The net result is that Amoeba in the environment depicted in Figure 8 (that
contains loops) on average generates only 1.6 broadcasts per second to locate
ports and 0.1 broadcasts per second to locate FLIP addresses (measured over
a 60-hour time period: three working days and two nights). Given the fact
that it takes approximately 500 psec to process a broadcast, we are paying
only O.19% of the CPU for dealing with broadcasts. We find this a good
tradeoff.
We locate destinations by expanding the scope of each broadcast. This
has the disadvantage that networks close by will receive more broadcasts
than networks further away. Furthermore, it introduces a potentially longer
delay for destinations far away or destinations that do not exist. Because
the RPC implementation caches mappings of ports to FLIP addresses and the
FLIP implementation caches the mapping of FLIP addresses to locations,
very little locating takes place, so the number of broadcasts is low. Most of
the broadcasts are due to attempts to locate services that no longer exist. In a
large internetwork the number of broadcasts could be too high and the delay
too long. In such an environment, one could implement a scheme which
~As soon as we started running FLIP on all our machines, we came across this problem, because
many of the pseudo-random generators were at that time fed with the same seed.
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caches unreachable ports and FLIP addresses to reduce the number of
broadcasts for nonexistent services. This scheme is, however, not trivial to
implement correctly.
By using routing tables in each kernel, we can do routing on a per-process
basis. The cost for doing this is that each kernel must keep such a table. In
our current environment, we are using tables that can store 100 FLIP
addresses; this requires only 6 Kbyte of storage.
8.2 Comparison
The rest of this section discusses alternative solutions for communication in
distributed systems. One of the most widely used internet protocols is 1P [9,
24]. In 1P, an address identifies a host. Thus, if a process is migrated from
one host to another host, it must change its 1P address and tell other
processes that it did so. Because 1P uses a hierarchical address space,
machines cannot be disconnected from one network and connected to another
network without changing their 1P addresses, although a new extension to 1P
has been proposed to deal with mobile computers [15]. FLIP’s flat address
space also has some disadvantages. Routing tables are larger. Instead of
having one entry for a collection of addresses on one network, FLIP needs a
separate entry for every address. With the flat address space, FLIP also
scales less well to wide-area communication. Another fundamental difference
between 1P and FLIP is 1P’s limit to the size of a message (64 Kbyte).
Higher-level protocols have to break messages in 64-Kbyte fragments and
reassemble them at the other side. As a result, 1P does not benefit from
communication links that allow packets larger than 64 Kbyte. A final funda-
mental difference is that 1P provides limited support for secure communica-
tion. For example, the standard 1P specification does not provide secure
routing.
Besides these fundamental differences, there are also a number of differ-
ences that are dependent on the 1P implementation and routing protocol
used. The Internet Control Message Protocol improves end-to-end flow con-
trol and routing [25]. However, there are still many problems. For example,
many 1P implementations make a distinction between a router and a host. A
router does routing, and a host runs processes and does not do routing. If the
network topology changes, it often happens that machines have to be restarted
or reconfigured manually. Furthermore, all ongoing communication between
a machine that is about to be moved and other machines will have to be
aborted. As most departments own a large number of machines and many
networks, these changes need to be done more often than any system
administrator cares for. FLIP eliminates almost all need for network manage-
ment; system administrators can install, move, or remove machines without
making changes to the configuration tables.
Another protocol that has been especially designed for distributed operat-
ing systems is the Versatile Message Transaction Protocol (VMTP) [5, 6].
Like FLIP, VMTP provides a base to build higher-level protocols, and has
been used for the protocols in the V distributed system [7]. Unlike FLIP,
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VMTP is a transport protocol, which relies on an internet protocol for routing.
Therefore VMTP may be implemented on top of FLIP, providing the VMTP
abstraction with the advantages of FLIP.
Three types of addresses exist in VMTP. They differ in the time that they
are usable. T-stable addresses, for example, are guaranteed not to be reused
for at least T seconds after they become invalid. This allows a timer-based
implementation of at-most-once Remote Procedure Call. If one were to run
VMTP on FLIP, such timed addresses would not be needed, because the 56
bits of an address would almost certainly be unique and an entity can pick a
new address at any time. VMTP is a reliable transport protocol, and uses a
single mechanism for fragmentation and flow control on all network types. To
be able to implement this protocol efficiently, the designers also put an
artificial upper bound on the size of a network message. Due to this artificial
upper bound, and the fact that networks differ greatly in their physical
properties, VMTP may perform well on one network and less well on another.
The routing algorithm that FLIP uses for MULTIDATA packets is similar to
the single-spanning-tree multicast routing algorithm discussed by Deering
and Cheriton [ 12]. In the same paper, the authors also discuss more sophisti-
cated multicast routing algorithms. These algorithms could be implemented
in FLIP using the Variable Part of the header.
9. CONCLUSION
In this paper we have discussed protocol requirements for distributed sys-
tems and proposed a new protocol that meets them. Current internet proto-
cols do not address various problems, leaving the solution to higher-level
protocols. This leads to more complex protocols, that cannot perform well,
because they cannot take advantage of hardware support. We presented the
FLIP protocol that supports many of the requirements of distributed systems
in an integrated way. FLIP addresses management of internetworks, efficient
and secure communication, and transparency of location and migration.
FLIP is used in the Amoeba 5.0 distributed operating system to implement
RPC and group communication over a collection of different networks. The
advantages over Amoeba 4.0 include better scaling, easier management, and
higher bandwidth. Round-trip delay is currently higher, but this can probably
be improved by careful coding and tuning.
There is more work to be done. For example, we have no experience with
large networks containing thousands of subnets. However, since Amoeba
implements wide-area communication transparently in user space, using
X.25 or TCP links between Amoeba sites, this is at least conceivable. Addi-
tionally, locating endpoints with location-independent addresses can be a
problem, and we are currently considering a location service for a possibly
large network of subnets that may or may not support hardware multicast.
APPENDIX
The FLIP protocol makes it possible that routing tables automatically adapt
to changes in the network topology. The protocol is based on six message
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LOCATE
/’ Remember thtit \ource can be reached through networh nrw’ on Iocatkon Ioc */
UpdateRoutmgTable( plt[ +\ource, ntw, Ioc. p!-.t+act. hop. pkt+tltigi & UNSAFE),
if (pkt+act_hop == pht+max_hop and
lookup(pht+dewmmun, &dwhop, ntw, pht+flag~ & SECURITY)) (
/* Destination i~ known, \end HEREIS message back ‘/
pht+type = HERI.IS ,
pkt+max.hop = pht+act hop + dwhop,
I pkt+actJop -= ke[worhwelght[ntw],pkt-send(pht, ntw, Ioc). I
] else { /* de$tlnauon IS unknown or incorrect */
/* Forget all routei to deitlnatlon, except those on rm */
RemoveFromRoutlngTable( pkt+destmauon, ALLNTW, ALLLOC, ntw),
/“ Forward pht on 011 other networks, If the hop count and \ecunty allow It “/
pkt-broadcaw(plit, mw, pkt+max.hop - pkt+act_hop, pkt+flags & SECURITY):
1I 1 I
Fig. 14. The protocol for IXX?ATE messages. A LOCATE message is broadcast, whale the route to
the source address is remembered.
types. We will discuss in detail the actions undertaken by the packet switch
when receiving a FLIP fragment.
If a fragment arrives over an untrusted network, the Unsafe bit in the
Flags field is set. This also happens when a fragment is sent over an
untrusted network. Furthermore, FLIP refuses to send a fragment with the
Security bit set over an untrusted network. We have omitted these details
from the protocol description below to make it easier to understand.
The LOCATE message is to find the network location of a NSAP (see Figure
14). It is broadcast to all FLIP boxes. If a FLIP box receives a LOCATE
message, it stores the tuple (Source Address, Network, Location, Actual
Hop Count, Flags & UNSAFE) in its routing table, so that a reply to the
LOCATE message can find its way back. If the Actual Hop Count in the LOCATE
message is equal to the Maximum Hop Count, the Destination Address is in
the routing table, the destination network is safe (if necessary), and the
destination network is not equal to the source network, the LOCATE message
is turned into a HEREIS message and sent back to the Source Address. The
Maximum Hop Count of the HEREIS message is set to the Actual Hop Count
of the LOCATE message plus the hop count in the routing table. If the Actual
Hop Count in the LOCATE message is less than the Maximum Hop Count, the
entries for Destination Address in the routing table are removed, except for
the entries that route the address to the network on which the LOCATE
arrived, and the message is broadcast on the other networks.
It is important that the packet switch only sends a HEREIS message back if
the Actual Hop Count of the LOCATE message is equal to the Maximum Hop
Count. By using a large Maximum Hop Count the sender of the LOCATE
message can force an interface module to respond instead of a packet switch
and at the same time invalidate any old routing information for the address
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Fig. 15. The protocol for HEREIS messages. HEREIS messages are returned to the source in
response to LOCATE messages, whale the route to the destination (of the LOCATE message) M
remembered.
that is located. If the address to be located is registered at an interface on a
distance smaller than Maximum Hop Count, this scheme works correctly,
because an interface always sends a HEREIS back for an address that is
registered with it.
A HEREIS message is sent as a reply to a LOCATE message (see Figure 15). If
a HEREIS message arrives, the tuple (Destination Address, Network, Location,
Actual Hop Count, Flags & UNSAFE) is added to the routing table. If the
Source Address is in the routing table and the network on which the source
can be reached is not equal to the network on which the message arrived and
the incremented Actual Hop Count does not exceed the Maximum Hop
Count, the message is forwarded. Otherwise, the message is discarded. If the
destination network is equal to the source network, route( ) will return false;
the message is discarded.
UNIDATA messages are used to transfer fragments of a message between two
NSAPS. When such a message arrives, the tuple (Source Address, Network,
Location, Actual Hop Count, Flags & UNSAFE) is stored in the routing table
(see Figure 16). l[f the Destination Address is in the routing table, the
destination network is not equal to the source network, the incremented
Actual Hop Count does not exceed the Maxim urn Hop Count, and the
destination network is safe, the message is fragmented (if needed), and each
fragment is forwarded. If there are multiple choices in the routing table, one
is chosen, based on an implementation-defined heuristic, such as the safety or
the minimum number of hops. The null destination address maps to all
networks and locations.
If the Destination Address of a UNIDATA message is not in the rout-
ing table, or the destination network is unsafe, the message is transformed
into a NOTHERE message by setting the Type to NOTHERE, and is returned
to the Source Address. The data in the message is not discarded, unless the
decremented Actual Hop Count was zero.
If the Maxim urn Hop Count minus the Actual Hop Count of a UNIDATA
message is less than the Hop Count stored in the routing table, the imple-
mentor can decide to send a NOTHERE message back to the sender. Chances
are that the message would not have reached its destination. A new locate of
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UNIDATA
UpdateRoutingTable( pkt+~ource, ntw, 10C, pkt+act_Jop, p~[+flags & UNSAl%):
Iop~ = pkt+max hop – pkt+act hop,
j~ itch (route(pkt+destmat] on, &dwntw, &dstloc, ntw, hop~, pht+flag~ & SECURITY)) {
case OK: /“ forward me>jage “/
pkt+act_hop += Networkw elght(d~tntw ];
pkt_send(pkt, dstntw, ditloc):
break,
case TooFarAw a] /“ fend pht back to $ource “/
pkt+type = NW HERL,
pkt+acthop –= Networkwelgh[[ntw ],
pkr_send(pkt, ntw, Ioc),
break,
case Unsafe /* send pld back to wurce. */
Pkt+type = LIN TRUSTED,
pkt+tlag$ 1= UNREACHABLE,
pht+acthop -= Networhwelgh[lntw ],
pkt_send(pkt, ntw, Ioc).
break;
1
1
Fig. 16. The protocol for UNIDATA messages. If the destination is known and, if necessary, safe,
the message is forwarded. If the destination is unknown, the message m returned as a NOTHERE
message. If the message can only be transferred over trusted networks, and the destination
network is untrusted, the message is returned as an UNTRUSTED message.
NOTHERE
RemoveFromRoutmgTable( pkt+deshnation, ntw, 10C, NONTW);
hops = pkt+mox~op - pkt+act_hop;
if (route(pkt+destmat] on. &dstntw, &dstloc, ntw, hops, pkt+flags & SJ3CUR1TY7{
/* There li mother route to dewnwon, use d. */
pkt+type = UNIDATA;
pkt+act JIop += Networhwelght[dstntw ]:
pkt_send(pht, dstntw, d>tloc):
) else if (route(pht+~ource, &dstntw, &dstloc, ntw, hop~, pht+flag$ & SECURITY)) {
/* Forward to original source “/
pht-+actJrop –= Networkwelght[d$ tntw ]:
pht_send(pkt, dstntw, dstloc),
] else dlscard(pkt): /“ Source 1~unhnown, too far away, or untmted “/
Fig. 17. The protocol for NOTHERE messages. If there is an alternative route, try that one.
Otherwise forward back to the original source.
the Destination Address will reestablish the route, and update the routing
tables. If the destination network is untrusted, then the Unreachable bit is
set, and the message is returned as an UNTRUSTED message.
If a NOTHERE message arrives at a FLIP box, the corresponding entry in the
routing table is invalidated (see Figure 17). If another route is present
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UNTRUSTED
UpdateRoubngTable( pkt+de~trnatlon, ntw, 10C, pkt+act~op, UNSAFE);
hops = pht+max–hop – pkt+act hop:
if (route(pkt+destlrxmon, &cistntw, &d\tloc, ntw, hops, SECURE) {
/* There 1<another safe route to destlnatlon; use It. */
pht+(ype = LINIDAT.A,
pktsact~op += Networhwelght[d\ tntw];
pk~send(pkt, dstntw, dstloc),
) else if (route(pk[+wurce, &d\tntw, &d\tloc. ntw, hops, SECURE)) (
/* Return to wrce (If mil safe). */
pkt+actJop -= Networhweight[dstntw];
pkt_\end(pkt, d~mtw, dstloc);
] else dlscard(pkt); /’ Source 1s unknown, too far away, or untrusted, */
Fig. 18. The protocol for an UNTRUSTED message. If there is an alternative safe route, try that
one. Otherwise return to Its original source.
MULTIDATA
UpdateRoutlngTable(pkt+ ~ource, ntw, 10C, pkt+act_hop, pkt+flags & UNSAFE);
/* See if there are any hnown (and safe) destinations. */
if (list = Ioohup(d\taddr, &dsthop, ntw, pkt+ftags & SECURITY)) {
/* Send mes$age to all locatlons on Ilst, lf the hop count allow~ It. */
pktmdtlcast(list, pht+maxJop – pkt+actJop);
) else drscard(pkt);
Fig. 19. The protocol for MULTIDATA messages. Forward to all known destinations
in the routing table, the Type field is set back to UNIDATA. Now operation
continues as if a UNIDATA message arrived, except that the routing table
operation is skipped. This way an alternate route, if available, will be tried
automatically. If not, the NOTHERE is forwarded to its source (if still safe).
If an UNTRUSTED message arrives at a FLIP box (see Figure 18), the route in
the routing table is updated, and a new safe route, if present, is tried. If there
is no such route, the message is forwarded back to the original source (but
only if there exists a route back that is safe).
A MULTIDATA message is transferred like a UNIDATA message (see Figure 19).
However, if there are multiple entries of the Destination Address in the
routing table, the message is forwarded to all destinations instead of just one.
If there is no entry for the Destination Address, or the destination network is
unsafe, the message is discarded and not returned as a NOTHERE message.
FLIP does not assume that a network has support for multicast. If a network
has such a capability, FLIP will try to take advantage of it. If not, the
message is sent point-to-point to all destinations on the network.
ACM Transactmn. on Computer Systems, Vol 11, No 1, February 1993
FLIP: An Internetwork Protocol for Supporting Dlstnbuted Systems . 105
ACKNOWLEDGMENTS
Henri Bal, Brian Bershad, Leendert van Doom, Fred Douglis, Philip
Homburg, Wiebren de Jonge, Sape Mullender, Greg Sharp, Mark Wood, and
Winy Zwaenepoel provided comments on drafts of this paper, which improved
its content and presentation substantially. Wiebren de Jonge also suggested a
clean and nice improvement to the one-way function used in the host inter-
face. We would also wish to thank the referees for their input, which further
helped to improve the paper.
REFERENCES
1. BACKES, F. Transparent bridges for interconnection of IEEE 802 LANS. IEEE Network 2, 1
(Jan. 1988), 5-9.
2. BIRMAN, K. P.j AND JOSEPH, T. A. Exploiting virtual synchrony in distributed systems. In
Proceedings of the Eleuenth ACM Symposium on Operating Systems Principles (Austin, TX,
NOV. 1987), pp. 123-138.
3. BIRRELL, A, D. Secure communication using remote procedure calls. ACM Trans. Comput,
Syst. 3, 1 (Feb. 1985), 1-14.
4. BIRRELL, A. D., AND NELSON, B. J. Implementing remote procedure calls. ACM Trans.
Comput. Syst. 2, 1 (Feb. 1984), 39-59.
5. CHERITON, D, R. VMTP: A transport protocol for the next generation of communication
systems. In Proceedings of the SIGC’OMM 86 (Stowe, VT, Aug. 1986), pp. 406–415.
6. CHERI’rON, D. R. VMTP: Versatile message transaction protocol. RFC 1045, SRI Network
Information Center, Feb. 1988.
7. CHEIUTON, D. R. The V distributed system. Commun. ACM 31, 3 (Mar. 1988), 314-333.
8. COHEN, D. On Holy Wars and a Plea for Peace. IEEE Con?put. 14 (Oct. 1981), 48-54.
9. COMER, D. E. Znternetworkmg uzth TCP / 1P, 2nci Ed. Prentice-Hall, Englewood Cliffs, NJ,
1992.
10. DASGUPTA, P., LF,BLANC, R. J., AHAMAD, M., AND RAMACHANDHAN, U. The Clouds Distributed
Operating System. IEEE Comput. 24, 11 (Nov. 1991), 34-44.
11. D~ERIN~, S. E. Host extensions for 1P multicasting. RFC 1112, SRI Network Information
Center, Aug. 1988.
12. DEERING, S. E., ANII CHF,RITON, D, R. Multicast routing in datagram internetworks and
extended LANs. ACM Trans. Comput. Syst. 8, 2 (May 1990), 85–110,
13. DOUGLIS, F., KAASHOEK, M. F., TANENBAUM, A, S., AND OUSTERHOUT, J, K. A comparison of
two distributed systems: Amoeba and Sprite. Comput. Syst. 4, 4 (1991), 353-384.
14. FINLAYSON, R., MANN, T., MOGUL, J., AND THF,IMER, M. A reverse address resolution protocol.
RFC 903, SRI Network Inf. Center, June 1984.
15. IOANNnNS, J,, DUCHAMP, D., ANI) MAGUIRE, G, Q., JR, IP-based protocols for mobile internet-
working. In proceedings of the SIGCOMM 91 Conference on Commurucations Architectures
and Protocols (Ztirlch, Switzerland, Sept. 1991), pp. 235–245.
16. JOHNSON, D. B., AND ZWAENEPOEL, W. The Peregrine high-performance RPC system. TR91-
151, Rice Univ., Mar. 1991.
17. KAASHOEK, M. F., AND TANENBAUM, A. S, Group communication in the Amoeba distributed
operating system. In Proceedings of the Eleventh International Conference on Dtstrz buted
Cornputzng Systems (Arhngton, TX, May 1991), pp. 222-230.
18. KAASFIO~K, M. F., TANENBAUM, A. S., FLYNN HUMMEL, S., AND BAL, H. E. An efficient reliable
broadcast protocol. Oper. Syst. Rec. 23, 4 (Oct. 1989), 5-20.
19. KUNG, H. T, Gigabit local area networks: A systems perspective. IEEE Commun. Msg. 30,
4 (Apr. 1992), 79-89.
20. MULLENIIER, S. J., VAN ROSSUM, G., TANENBAUM, A. S., VAN RENESSE, R., AND VAN STAVEREN,
H. Amoeba: A distributed operating system for the 1990s. IEEE Comput. 23, 5 (May 1990),
44–53.
21. NATIONAL BUREAU OF STANDARDS. Data encryption standard. Fed. Inf. Process. Stand. Publ.
46, Jan. 1977.
ACM Transactmns on Computer Systems, Vol. 11, No. 1, February 1993
106 . M. F. Kaashoek et al,
22. OUSTERHOUT, J. K., CHERENSON, A. R., DOUGLIS, F., NELSON, M. N., AND WELCH, B. B. The
Sprite network operating system. IEEE Cornput. 21, 2 (Feb. 1988), 23-36.
23. PLCTMMER, D, C. An Ethernet address resolution protocol. RFC 826, SRI Network
Information Center, Nov. 1982.
24. POSTEL, J. Internet Protocol. RFC 791, SRI Network Information Center, Sept. 1981.
25. PosTm., J Internet control message protocol. RFC 792, SRI Network Information Center,
Sept. 1981.
26, ROZIER, M., ABROSSJMOV, V., ARMANII, F., BOULE, I, GIEN, M, GUILLEMOT, M., HERRMANN, F.,
KAISER, C., LANGLOIS, S., LEONARD, P., AND NEUHALTSER,W. Chorus distributed operating
system. Comput. Syst. 1, 4 (1988), 305–370.
27. SALTZER, J. H., REED, D. P., AND CLARIi, D. D. End-to-end arguments in system design.
ACM Trans. Compat. Syst. 2, 4 (Nov. 1986), 277-288.
28. SAUNDERS, R. M., AND WEAVER, A. C. The Xpress transfer protocol (XTP)—A tutorial.
Comput Commun. Rev. 20, 5 (Oct. 1990), 67-80.
29. S~AFFORD, E. H. The Internet worm: Crms and aftermath Commun. ACM 32, 6 (June
1989), 678-688.
30 TANENBAUM, A. S., KAASHOEK, M. F., AND BAL, H, E. Parallel programming using shared
objects and broadcasting. IEEE Compui. 25 (Aug. 1992), 10–19
31. TANENBAUM, A. S., MULLENDER, S. J., AND VAN RENESSE, R. Using sparse capabilities in a
dmtributed operating system In Proceechngs of the Szxth International Conference on
DLstrLbuted Compatmg Systems (Cambridge, MA, May 1986), pp. 558-563
32, TA.NENMUNI, A, S., Vm RENESSE, R., VAN STAVEREN, H., SHARP, G , MLJLLENDER, S. J.,
JANSF,N, A., AND Vim ROSSUM, G. Experiences with the Amoeba distributed operating
system. Commun. ACM 33, 12 (Dec. 1990), 46–63.
33. V.m RENESSE, R., TANENBAUM, A. S., VAN STAVEREN, H , AND HALL, J. Connecting RPC-based
distributed systems using wide-area networks In Proceedings of the Seventh International
Conference on D,strLbuted Computzng Systems (Berlin, Sept. 1987), pp. 28-34.
34. ZIMMERMAN, H. 0S1 reference model—The 1S0 model of architecture for open systems
interconnection. IEEE Trans. Commun. 28 (Apr. 1980), 425–432.
35. ZWAENEPOEL, W. Protocols for large data transfers over local networks. In Proceedings of
the Nznth Data CommunzcatLons ,Symposzum (Whustler Mountain, Canada, Sept. 1985), pp
22-32.
Received July 1991; revised July 1992: accepted October 1992.
ACM TransactIons on Computer Systems, Vol 11, No 1, February 1993
