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ABSTRACT
The motivation behind this thesis is to provide efficient solutions for energy harvesting
communications. Firstly, an energy harvesting underlay cognitive radio relaying network
is investigated. In this context, the secondary network is an energy harvesting network.
Closed-form expressions are derived for transmission power of secondary source and relay
that maximizes the secondary network throughput. Secondly, a practical scenario in terms of
information availability about the environment is investigated. We consider a communications
system with a source capable of harvesting solar energy. Two cases are considered based on
the knowledge availability about the underlying processes. When this knowledge is available,
an algorithm using this knowledge is designed to maximize the expected throughput, while
reducing the complexity of traditional methods. For the second case, when the knowledge
about the underlying processes is unavailable, reinforcement learning is used. Thirdly, a
number of learning architectures for reinforcement learning are introduced. They are called
selector-actor-critic, tuner-actor-critic, and estimator-selector-actor-critic. The goal of the
selector-actor-critic architecture is to increase the speed of learning a suboptimal policy by
approximating the most promising action at the current state. The tuner-actor-critic aims
at improving the learning process by providing the actor with a more accurate estimation
about the value function. Estimator-selector-actor-critic is introduced to support intelligent
agents. This architecture mimics rational humans in the way of analyzing available information,
and making decisions. Then, a harvesting communications system working in an unknown
environment is evaluated when it is supported by the proposed architectures. Fourthly, a
realistic energy harvesting communications system is investigated. The state and action spaces
of the underlying Markov decision process are continuous. Actor-critic is used to optimize the
system performance. The critic uses a neural network to approximate the action-value function.
The actor uses policy gradient to optimize the policy’s parameters to maximize the throughput.
1CHAPTER 1. INTRODUCTION
1.1 Background
Energy harvesting (EH) technology has been considered as an efficient solution that provides
sustainable wireless communication systems. EH communications have been introduced to
develop communication devices that are able to recharge their batteries using natural sources,
and then use this energy for data transmission [1]. The lifetimes of EH devices are determined
by their hardware lifetimes, since they are able to recharge their batteries. In addition, the
possibility of deploying these devices in hard-to-reach places [2].
To implement efficient EH communications networks, it is important to consider two
objectives, which are prolonging the network’s lifetime and maximizing its throughput. This
can be achieved by optimizing and managing the networks’ resources especially in unknown
environments [3].
Managing the use of the harvested energy for data transmission is the main challenge facing
EH communications [3]. This is because of changing the amount of energy that can be harvested
over time [1]. To overcome this challenge and to improve the performance of such systems, it
is important to design power allocation policies that consider time-variant EH and the channel
fading processes.
The issue of designing power allocation policies for data transmission based on the available
information at the EH nodes has been investigated. This available knowledge at EH nodes can
be classified into three groups. The first one is the non-causal knowledge. In this case, it is
assumed that the EH nodes have perfect non-causal knowledge about the EH and the channel
fading processes. This assumption insures an optimal allocation policy. The second group is the
statistical knowledge, where the EH and the channel fading processes are stationary random
2processes. The last group is the causal knowledge, which is the most realistic one. This means
that at every time slot, EH nodes have only current and past information about harvested
energy and channel gains [3].
Considering the most realistic scenario introduces a challenge in designing power allocation
policies for EH networks. This challenge is to balance energy saving and energy consumption
in unknown environments [3]. One of the promising methods to design allocation policies in
such environments is reinforcement learning (RL). RL is known as a learning technique to know
what to do in an unknown environment in order to maximize a numerical return [4].
1.1.1 Energy Harvesting Wireless Devices
Recently, EH has been considered as one of the promising solutions for sustainable wireless
communications. EH technology converts the ambient energy into usable electric energy [5].
Current EH techniques are able to provide limited levels of energy, e.g., an outdoor solar panel
can get the benefit of 10 mW/cm2 solar energy flux with harvesting efficiency taking values
between 5% and 30%, depending on the used material [6].
EH wireless devices are characterized by a number of properties, which make them attractive
to a number of applications. One of these properties is their ability to provide communications
in hard-to-reach or inaccessible areas, where replenishing batteries or recharging them is
difficult. In addition, these devices have lifetimes that are limited by the lifetimes of their
hardware [2]. Last but not least, They provide green or environment friendly devices that
preserve the environment by reducing the pollution [7].
For EH wireless nodes, there are five types of energy that can be converted to electrical
energy to power this type of nodes. These types are vibration, ambient light, radio frequency
(RF) waves, temperature difference, and human body energy [8].
1.1.2 Cognitive Radio
Demands on wireless services have been increasing, which yields to what is known as
spectrum congestion. Spectrum congestion can be defined as the spectrum scarcity, which
makes it difficult to accommodate a number of wireless devices at the same time [9].
3A number of recent studies have shown that the actual utilization of the licensed spectrum
band varies from 15% to 85%, which motivated the Federal Communications Commission (FCC)
to propose opportunistic utilization of the licensed band to overcome the spectrum shortage
problem [9].
Cognitive radio (CR) can be defined as the technology that enables secondary users to
utilize the primary spectrum (i.e. the licensed spectrum) opportunistically. The importance of
this technology comes from the possibility of improving the spectrum utilization in a way that
allows the next generation mobile devices to utilize the available spectrum efficiently [10].
There are three operating modes for cognitive radio networks (CRN), which are underlay,
overlay or interweave [11; 12]. In a CR underlay setup, both primary and secondary users
access the spectrum simultaneously. In order to protect the primary Quality-of-Service (QoS),
the interference from all secondary nodes should be kept under a certain tolerance limit [13].
The overlay mode is based on cooperation between secondary and primary users. For instance,
the secondary user relays the primary user’s signal in order to get an opportunity to transmit
its data using the primary spectrum [14]. In the interweave mode, the secondary users are
allowed to utilize the primary spectrum holes opportunistically when they are unoccupied by
the licensed users. In this mode, there is a crucial process that should be taken before utilizing
the primary spectrum by the secondary users, which is the spectrum sensing [14]. It is reported
by a number of works that imperfect sensing may result in degrading the network performance
[15; 16].
1.1.3 Cooperative Relaying
Cooperative communication is characterized by a number of properties that make it an
efficient technology in wireless communications. Some of the main properties of this technology
can be summarized as its ability to improve the capacity, reduce the transmission powers, extend
the coverage area, and combat fading of wireless channels [17; 18].
Using this technology, relay(s) are used to forward data from the source to the destination
[17]. For this technology, there is a number of protocols to implement cooperative
communications, which include adaptive and fixed relaying [19]. Among the available relaying
4protocols, there are two well-known protocols, which are amplify and forward (AF) and decode
and forward (DF). In AF, a relay amplifies received signals from the source, and then, transmits
them to the destination. On the other hand, in DF relaying, a relay is used to decode the
received signal firstly, and then, it re-encodes and transmits the signal to the destination [17].
1.2 Related Works
Before going into the details of our proposed models, some recent related works are reviewed
in this chapter.
1.2.1 Energy Harvesting Cognitive Radio with Cooperative Communications
Energy Harvesting Cooperative Communications. Recently, EH has been considered
as one of the promising solutions for sustainable wireless communications. Energy harvesting
technology converts the ambient energy into usable electric energy [5]. Current EH techniques
are able to provide limited levels of energy, e.g., an outdoor solar panel can get the benefit of
10 mW/cm2 solar energy flux with harvesting efficiency taking values between 5% and 30%,
depending on the used material [6]. At the same time, cooperative communication is one
of the advanced technologies in wireless communications [20; 19], where the wireless nodes
assist each other in delivering their data in order to achieve more reliable communication
[21]. Combining EH with cooperative relaying can further achieve energy efficient reliable
communication, in [22] the authors examined EH with cooperative communication system and
energy transfer property. They assume that both source and relay can harvest energy from
ambient environment. In addition, the relay can harvest energy RF signals from the source.
The framework objective is to maximize the end-to-end throughput by optimizing transmission
powers and energy transfer.
Energy Harvesting Cognitive Radio Networks. Combining EH with CR aims to
allocate the spectrum efficiently in a green manner [23; 24; 25; 26]. In a CR underlay setup,
both primary and secondary users access the spectrum simultaneously. In order to protect the
primary Quality-of-Service (QoS), the interference from all secondary nodes should be kept
5under a certain tolerance limit [27]. For instance, the authors in [13] study the EH underlay
CRN with cooperation between the secondary and the primary users, where the secondary
user, who shares the spectrum owned by the primary, is equipped with EH capability and has
finite capacity battery for energy storing. In return, the secondary user transfers portion of its
energy to the primary user.
Energy Harvesting Cognitive Radio Networks with Cooperative Relaying.
Moreover, cooperative communication can be used in EH-CR networks in order to enhance the
system performance, where the performance of the EH-CR combined with cooperative relay
outperforms the performance of the direct link communication (i.e., without relays) specially
if the distance between the communication terminals is relatively large, the available energy is
limited, and the interference constraint is very low.
Combining these three technologies has been investigated [28; 29]. For instance, the authors
in [28] studied a cooperative EH with a cognitive overlay system, in which the secondary user
utilizes portion of the primary time for its transmission data. In return, acting as a relay
for the primary user, the secondary user can help in primary transmission. In their proposed
model, two RF EH techniques were used at the relay side. In [29], the authors investigated the
problem of observing the secondary users sequentially to be used as cooperative relay to the
primary transmitter. They derived an optimal stopping rule that selects a relay from a set of
candidates to help in relay transmission, which maximizes the observation efficiency.
1.2.2 Energy Harvesting Communications with Non-Causal Knowledge
EH communications systems with non-causal knowledge have been widely discussed [30;
31; 32; 33; 34; 35]. Management approaches in this case are called oﬄine approaches, where
the amounts of harvested energy and their arrival times are known at the beginning of the
communication session [36]. Despite the difficulty of considering this assumption in reality, it
is used to find the upper bound performance [30].
In [30], the problem of maximizing the throughput of EH single hop communication system
with non-causal knowledge is investigated. The authors prove that this problem can be modeled
6as the minimization of the time required for transmitting a fixed amount of data. The problem
of identifying the oﬄine transmission policy for EH communications system with cooperative
relay is discussed in [31]. The goal is to maximize the amount of data received by the destination
within a given time interval. In the proposed model, both the transmitter and the relay are EH
nodes. The model is investigated under two scenarios, which are half-duplex and full-duplex
relaying for communications. In [35], the problem of finding the oﬄine transmission power
allocation for EH communications system with multiple half-duplex relays is studied. The
problem is formulated as a convex optimization problem to find the optimal power allocation
for the goal of maximizing the amount of delivered data by a deadline.
1.2.3 Energy Harvesting Communications with Statistical Knowledge
For modeling more realistic EH communications systems, it is assumed that the EH, and
data generation processes are discrete Markov processes with full statistical knowledge [37;
38; 39]. A Markov decision process (MDP) is characterized by its ability to provide a suitable
mathematical framework for modeling decision-making problems when the system has processes
that follow the Markov property [38]. Due to its efficiency, MDP has been adopted to deal
with a number of problems considering EH [37; 38; 39; 40]. In [38], a point-to-point wireless
communication system is studied, where the transmitter is able to harvest energy and store it in
a rechargeable battery. The goal is to maximize the expected total transmitted data during the
activation time of the transmitter. The problem is formulated as a discounted MDP problem.
The state space consists of the battery state, the size of the packet to be transmitted, the current
channel state, and the amount of energy needed for transmitting this packet successfully. At
the beginning of each time slot, the transmitter makes a binary decision, whether to drop or
to transmit the packet based on the current conditions. In this work, policy iteration (PI)
is employed to solve the problem. In [40], an CRN with a secondary user that is capable
of harvesting RF energy is investigated. In this model, the secondary user cannot execute
EH and data transmission simultaneously, since it has only one interface. As a result, at the
beginning of each time slot, the secondary user has to select either harvesting or transmitting.
The mode management problem is formulated as an MDP. The primary channel is modeled
7as a three-state Markov chain, these states are occupied, idle with bad quality, and idle with
good quality. The state space of the modeled MDP is a combination of the primary channel
states and the secondary user energy levels. The action space consists of two actions, which
are to harvest or to transmit. Value iteration (VI) is used to find the optimal policy, and the
performance is compared with the greedy policy.
While traditional methods such as VI are able to find the optimal policy for MDP problems
[41; 42], the complexity to find optimal solution grows as the number of states and actions
increases. The complexity of finding the optimal solution using VI is O(|A|.|S|2), where A
is the set of actions, S is the set of states for the problem [43]. This has encouraged finding
alternative methods for solving MDP problems, especially in the case of having large numbers
of states and actions [37; 40; 44; 45]. The authors in [37] consider a network of objects equipped
with energy-harvesting active networked tags (EnHANTs). The goal is to design an optimal
transmission strategy for the EnHANTs to adapt to changes in the amounts of harvested
energy and the identification request. The problem is formulated as an MDP. Modified policy
iteration (MPI) method [46] is employed to solve the problem and to overcome the complixity of
exhaustive search. In [45], the idea of using a mobile energy gateway is investigated, which has
the capability of receiving energy from a fixed charging facility, as well as transferring energy
to other users. The goal is to maximize the utility by taking the optimal action of energy
charging/transferring. The problem is formulated as an MDP. The authors prove that there
is a threshold structure of the optimal policy with respect to the system states, which helps
in obtaining the optimal policy especially for MDPs with large numbers of states. The goal of
determining these thresholds is to select immediate optimal actions based on the current state
instead of using the traditional methods such as VI.
1.2.4 Energy Harvesting Communications in Unknown Environments
In the previous two frameworks, a priori knowledge, either deterministic or statistical,
about the EH process is required. However, this knowledge might be unavailable, in which case
reinforcement learning (RL) can be used to improve the performance of such systems [36]. RL
enables an autonomous agent to optimize its policy in an unknown environment [4; 47].
8In [3; 36], the problem of optimizing EH communications systems is investigated using RL.
In this context, at any time, the EH nodes have only current local knowledge of the EH process.
The authors aim to find a power allocation policy that maximizes the throughput. In these two
works, the RL algorithm, which is known as the state-action-reward-state-action (SARSA), is
used to evaluate the taken actions. On the other hand, the -greedy exploration algorithm is
used to balance between exploring and exploiting available actions.
In [38], a point-to-point communications system is investigated. The transmitter is capable
of harvesting energy and storing it in a rechargeable battery. The energy and data arrivals
are formulated as Markov processes. In this work, the authors use Q-learning to find the
optimal transmission policy when the system does not have a priori information about the
Markov processes governing the system. They use the -greedy exploration algorithm to balance
between exploration and exploitation.
1.2.5 Exploration and Exploitation in Reinforcement Learning
RL enables an autonomous agent to optimize its policy to maximize its total expected
reward. Here, the agent is placed in an unknown environment, and learns by trial and error
[48].
A deterministic policy pi can be defined as a function specifying the action pi(s) that is
taken by the agent when it is in state s. At any time, there is at least one action for each state
that has highest estimated value, this action is called a greedy action. If the greedy action
is selected, this mode is called exploitation, where the agent exploits its current knowledge to
determine the current best action (i.e. greedy action), and then use it. On the other hand,
when a nongreedy action is selected, this mode is called exploration. Exploration enables the
agent to improve its estimates about the nongreedy actions, and discover which of them has
higher value than the greedy action [4].
Exploitation should be used when the available time is limited, in which exploring new
actions may degrade the performance. If this short time is used for exploration, it may result
in exploring unfavorable actions, hence wasting the opportunity of exploiting a current greedy
action. Meanwhile, when the available time is abundant and there is ample time to explore
9all available actions, then exploration may result in discovering better actions, and exploit
them in the remaining time. Balancing between exploration and exploitation is a crucial factor
that affects the cumulative rewards. This introduces the importance of balancing between
exploration and exploitation, which is one of the main challenges that face RL, and is known
as the exploration-exploitation dilemma [4; 49].
Boltzmann and -greedy exploration algorithms are considered as the most popular
exploration algorithms [50], where they are intensively used in the literature [49; 51; 52; 53; 54;
55; 47]. These methods depend on random action selection to learn about new actions [50]. In
-greedy, the agent selects a new action from uniformly distributed actions with probability ,
while the greedy action is selected with probability 1−  [53]. On the other hand, Boltzmann
or softmax exploration uses Boltzmann distribution to assign selection probability to actions
[49].
Developing new and efficient exploration algorithms is an active area of research [56], where
the goal is to enhance RL algorithms, and make them applicable for real applications. Due to
these reasons, this topic has been widely investigated [56; 57; 58]. In [56], a counting-based
exploration algorithm is designed. The count for state-action visitation count(s, a) is added
to the Boltzmann equation to control the exploration. Each time an action a at state s is
selected, the count(s, a) increases by one. The main idea of adding this parameter is for
balancing between exploration and exploitation and improving the performance.
In [57], the authors proposed the idea of adapting existing exploration algorithms, and
combining them with each other. This work studies structured parameterized action space
Markov decision processes (PAMDP), where there is a set of discrete actions, each action is
parameterized with continuous parameters. For the goal of addressing the exploration of both
discrete actions and the continuous parameters, it is proposed to use Boltzmann equation for
discrete exploration, and Gaussian exploration to explore the continuous parameters.
1.2.6 Model-free and Model-based Reinforcement Learning
RL methods are categorized into two classes, which are model-free learning and model-based
learning. Model-free learning updates the value function after interacting with an environment
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without learning the underlying model. On the other hand, model-based learning estimates the
dynamics of an environment firstly, and then, dynamic programming (DP) is used to optimize
the policy [59; 60].
Each learning class has its own advantages, and suffers from a number of weaknesses.
Model-based learning is characterized by its efficiency in learning [61], but at the same time,
it struggles in complex problems [62]. On the other hand, model-free learning has strong
convergence guarantees under certain situations [4], but the value functions change slowly over
time [63], especially, when the learning rate is small.
Merging methods from the two learning classes aims at implementing intelligent agents,
and to overcome the mutual weaknesses of these two classes. Combining methods from both
learning classes has been discussed in many works [64; 65; 66; 67; 68; 69; 70]. In [64], a method
called model-guided exploration was presented. This method integrated a learned model into
an off-policy learning such as the Q-learning. The learned model is used to generate good
trajectories using trajectory optimization, and then, these trajectories are mixed with on-policy
experience to learn the agent. The improvement of this method is quite small even when the
learned model is the true model. This returns to the reason of using two completely different
policies for learning. This also can be explained by the need to learn bad actions too, so that
the agent can distinguish between bad and good actions.
To overcome the weaknesses of the model-guided exploration algorithm, another algorithm
called imagination rollout was designed [64]. It was proposed for applications that need large
amounts of experience, or when undesirable actions are expensive. In this approach, synthetic
samples are generated from the learned model that are called the imagination rollouts. These
rollouts, the on-policy samples, and the optimized trajectories from the learned model are used
with various mixing coefficients to evaluate each experiment. In each experiment, additional
on-policy synthetic rollouts are generated from each visited state, and the model is refitted.
In [66], an algorithm called approximate model-assisted neural fitted Q-iteration was
proposed. Using this algorithm, virtual trajectories are generated from a learned model to
be used for updating the Q function. This work mainly aimed at reducing the amount of real
trajectories required to learn a good policy.
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Actor-critic (AC) is a model-free RL method, where the actor learns the policy that
is modeled by a parameterized distribution, and the critic learns the value function. The
actor optimizes the policy’s parameters to maximize the return, while the critic evaluates the
performance of the policy. In [65], the framework of human-machine nonverbal communication
was discussed. The goal was to enable machines to understand people intention from their
behavior. AC with model-based learning were used. The learned dynamics of the underlying
model are used to control over the temporal difference error (TD), and the actor uses the TD
to optimize the policy for exploring different actions.
In [67], two learning algorithms were designed. The first one is called model learning
actor-critic (MLAC), while the second one is called reference model actor-critic (RMAC). The
MLAC is an algorithm that combines AC with model-based learning. In this algorithm, the
gradient of the approximated state-value function Vˆ (s) with respect to the state s, and the
gradient of the approximated model s′ = f(s, a) with respect to the action a are calculated.
The actor is updated by calculating the gradient of Vˆ (s) with respect to a using the chain rule
and the previously mentioned two gradients. However, using RMAC, two functions are learned.
The first function is the underlying model. The second one is the reference model s′ = R(s),
which maps state s to the desired next state s′ with the highest possible value. Then, using the
inverse of the approximated underlying model, the desired action can be found. The integrated
paradigm of the reference model and the approximated underlying model serves as an actor,
which maps states to actions.
1.2.7 Off-policy Reinforcement Learning
One of the promising methods for developing data efficient RL is off-policy RL. It does
not learn from the policy being followed like on-policy methods, it utilizes and learns from
data generated from past interactions with the environment [71]. Off-policy learning has been
investigated in many works [71; 72; 73; 74].
Q-learning is considered as the most well known off-policy RL method [72]. It enables agents
to act optimally in Markovian environments. This method evaluates an action at a state using
its current value, the received immediate reward resulting from this action, and the value of the
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expected best action at the next state. This expected best action at the next state is selected
independently of the currently executed policy, which is the reason for classifying this method
as an off-policy learning method.
Combining off-policy learning with AC was studied in [73]. As mentioned, it is the first AC
algorithm that can be applied off-policy, where a target policy is learned while following and
getting data from another behavior policy. A stream of data (a sequence of states, rewards,
and actions) is generated according to a fixed behavior policy. Using this algorithm, the critic
learns off-policy estimates of the value function. Then, these estimates are used by the actor
for updating the weights of the target policy, and so on.
Using off-policy data to estimate the policy gradient accurately for a target policy was
investigated in [71]. A method called behavior policy gradient [75] is used to generate a
behavior policy with low variance estimates from a target policy. Trajectories generated from
the behavior policy are used to estimate the direction of the policy gradient of the target policy.
1.3 Thesis Scope and Contributions
The thesis aims at providing energy efficient planning for wireless communications and
developing algorithms to achieve this goal. The main contributions are summarized as follows:
1. In Chapter 3, the problem of optimizing the transmission power for underlay CR
networking with cooperative relaying and EH is investigated. The contributions can
be summarized as follows:
• Formulating an oﬄine optimization problem aims at maximizing the sum rate of EH
source and relay in the secondary network while satisfying the primary QoS.
• The optimization problem is a non-convex problem. The problem is transformed to
an equivalent convex form using change of variables.
• The projected subgradient method is used to find the power allocated to the
secondary network.
• Finally, comparisons are made between the proposed system and other conventional
scenarios.
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2. Chapter 4 investigates the performance of a point-to-point EH communications system
in uncertain environments. Two scenarios are considered. The first one assumes that the
EH node has only statistical knowledge about the harvested energy and channel gains. In
the second scenario, the EH node works in an unknown environment. The contributions
of this chapter can be summarized as follows
• The decision making problem for the considered EH communications is formulated
as an optimization problem.
• Due to the unavailability of non-causal knowledge about the channel gain and energy
arrival processes, the problem is reformulated as a discrete state and action MDP.
• An algorithm was designed to find a suboptimal power allocation policy when the
statistical knowledge about the environment is available. This algorithm is called
“Look-ahead Algorithm for EH Communications”.
• RL is used when the EH nodes have only causal knowledge about the environment.
• A new exploration algorithm for RL called “convergence-based algorithm” is
introduced.
• The introduced algorithms were evaluated by comparing their performance with
other algorithms.
3. In Chapter 5, a number of proposed architectures for RL are presented. These
architectures are called tuner-actor-critic (TAC), selector-actor-critic (SAC), and
estimator-selector-actor-critic (ESAC). The main contributions are:
• A number of elements are added to the conventional actor-critic (AC) model to
implement the introduced architectures, where the AC architecture consists of an
actor and a critic. The actor optimizes a stochastic parameterized policy to maximize
a performance measure, while the critic estimates a value function and criticises the
policy optimized by the actor.
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• In SAC, a selector determines the action with the best value at the current state.
Then, this action is used by the actor to increase the speed of learning a suboptimal
policy.
• In TAC, the newly added components to the conventional AC are a model learner and
a tuner. The model learner approximates the dynamics of the underlying model. The
tuner uses the approximated value function by the critic and the learned underlying
model to improve the learning process.
• ESAC combines the advantages of TAC, and SAC to provide an architecture for
intelligent agents. This architecture mimics rational humans in the way of analyzing
the available information to make decisions.
• A point-to-point EH communications system working in an uncertain and unknown
environment is investigated. The agent-environment interaction is modeled by a
discrete state and action MDP. The system performance is evaluated when the
considered system is supported by AC, SAC, TAC, and ESAC.
4. Finally, Chapter 6 investigates the performance of an EH point-to-point communications
system working in unknown and uncertain environments, when the state and action spaces
are continuous. The main contributions are:
• The agent-environment interaction is modeled by a continuous state and action
MDP.
• A neural network is implemented to approximate the action-value function.
• A stochastic parameterized policy is used and modeled by a normal distribution with
parameterized standard deviation and mean.
• Policy gradient is used to optimize the parameterized mean and standard deviation
to maximize the system throughput.
• The performance of the considered EH communications system supported by AC
are evaluated.
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1.4 Thesis Organization
The rest of this thesis is organized as follows:
Chapter 2 includes a brief background on main concepts of MDP and RL.
Chapter 3 investigates the problem of power allocation for CR networking with cooperative
relaying and EH.
Chapter 4 presents two algorithms supporting EH communications systems working in
uncertain environments. The first algorithm is used when the statistical knowledge about
the underlying model is known, while the second one supports systems working in unknown
environments.
Chapter 5 presents learning architectures for RL. These architectures are TAC, SAC, and
ESAC. This chapter also investigates the problem of optimizing the transmission power for
EH communications system in unknown and uncertain environments, using the proposed RL
architectures, when the state and action spaces are discrete.
Chapter 6 investigates the problem of learning a suboptimal power allocation policy for EH
communications system in unknown and uncertain environments, when agent-environment
interaction is modeled by an MDP with continuous state and action spaces.
Chapter 7 concludes this work and outline its main contributions. Then, some potential open
problems and possible future works are presented.
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CHAPTER 2. MARKOV DECISION PROCESS AND
REINFORCEMENT LEARNING
Before presenting a detailed discussion on the main contributions of the thesis, this
chapter provides a brief background on main concepts of Markov decision process (MDP) and
reinforcement learning (RL). It is not a comprehensive tutorial, but includes essential concepts
needed to understand the main contributions presented in the thesis. MDP is characterized
by its ability to provide a framework for decision making problems, where outcomes are partly
random and partly under control. When the complete and perfect model of an MDP is
unavailable, RL is a good choice that can be used to solve such problems [4].
2.1 Markov Decision Process
MDP is defined as a stochastic control process, each time, the environment is at a state
St ∈ S, and the agent (decision maker) responses by an action At ∈ A. At the next time slot,
the environment responses by moving into a new random state St+1, and gives the agent a
corresponding reward Rt+1 ∈ R. Figure 2.1 shows the interaction between the agent and the
environment [59].
Agent
Environment
Action
At
Rt+1
St+1
Reward
Rt
State
St
Figure 2.1: The agent-environment interaction in MDP.
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In finite MDPs, the sets of states S, actions A, and rewards R have finite numbers of
elements. Rt and St are random variables (RVs) with discrete probability distributions that
depend on the previous state and action only. The mathematical model of finite MDPs can be
defined using the following elements [59]:
1. A set of states S.
2. A set of actions A.
3. The state-transition probabilities, where p(s′|s, a) is the probability of reaching state
s′ ∈ S given that action a ∈ A is taken at state s ∈ S.
4. The expected reward for state-action-next-state r(s, a, s′).
5. The discount factor γ ∈ [0, 1] that determines the weight of the immediate reward
compared to future rewards.
Figure 2.2 shows a finite MDP with two states, S = {Tired,Active}. At each state, the
decision maker can decide whether to sleep or work. The action set is A = {Sleep,Work}.
Working in the tired state leaves the agent at the tired state with probability 1 and results in
a reward of 0.7. Sleeping in the tired state moves the agent to the active state with probability
1 and 0 reward. On the other hand, if the agent decides to sleep in the active state, it will stay
active with probability 1 and get a 0 reward. Deciding to work in the active state results in a
reward of 5, leaves the agent in the active state with probability 0.8, and moves it to the tired
state with probability 0.2.
Tired Active
−− Sleep
· · · Work
p = 1, r = 0
p = 1, r = 0:7
p = 0:2, r = 5
p = 0:8, r = 5
p = 1, r = 0
Figure 2.2: Markov decision process.
18
2.2 Problem Formulation of Decision Making in Uncertain Environments
According to [76], a general problem formulation of decision under stochastic uncertainty
is described by the system’s state evolution function, a random disturbance depending on the
context, a policy pi used to control actions’ selection, and an objective function.
Given an action a selected at state s, the state evolution formula is given by
s′ = f(s, a, u) (2.1)
where s′ is the next state, u ∈ U is a random disturbance, U is the disturbance set, and f is
the function that describes the mechanism of evolving the states.
The random disturbance u is characterized by a probability distribution Pr(u|s, a) that
may depend on the current state-action pair. The policy pi controls selecting actions at the
available states. A deterministic policy pi maps states into a particular action at each state,
pi(·) : s→ a,∀s. A parameterized stochastic policy pi(a|s,θ) selects each action a with a certain
probability given a state s and a policy’s parameter vector θ [59]. pi(a|s,θ) is given by
pi(a|s,θ) = Pr(a|s,θ) (2.2)
where Pr(·) is a probability distribution describing the probabilities of selecting actions.
Due to the presence of the disturbance u, the objective function J is formulated as the
expected cumulative cost over a period of time. An optimal policy pi∗ is the policy that
minimizes J ; that is,
J∗ = min
pi∈Π
J (2.3)
where Π is the set of all admissible policies.
2.3 Value Functions
To evaluate different policies, value functions (state-value function vpi(s) and action-value
function qpi(s, a)) can be used. The state-value function is the expected cumulative reward
starting from state s and then following policy pi thereafter.
vpi(s) = Epi
[ ∞∑
i=0
γiRt+i+1
∣∣∣∣∣ St = s
]
(2.4)
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The action-value function of a state-action pair (s, a) is defined as the expected cumulative
reward starting from state s with action a, and then following policy pi successively [4].
qpi(s, a) = Epi
[ ∞∑
i=0
γiRt+i+1
∣∣∣∣∣ St = s,At = a
]
(2.5)
The optimal policy pi∗ has expected cumulative reward that is better than or equal to any
other policy pi in all states (i.e., vpi∗(s) ≥ vpi(s), ∀s ∈ S) [38], where
vpi∗(s) = max
pi
vpi(s), ∀s ∈ S (2.6)
The optimal action-value function is given by
qpi∗(s, a) = max
pi
qpi(s, a), ∀s ∈ S, ∀a ∈ A (2.7)
From (2.6), (2.7)
vpi∗(s) = max
a
qpi∗(s, a), ∀s ∈ S (2.8)
2.4 Reinforcement Learning
Machine Learning types are mainly divided into three categories based on their purposes.
These categories are supervised learning, unsupervised learning, and RL [77]. In supervised
learning, the algorithms are provided by a set of features with their correct labels. Once the
mapping of provided features to their labels is learned, it is used to map unseen features to their
labels. On the other hand, unsupervised learning aims to extract meaningful representations
for data without using labels. In RL, there is an agent interacts with an environment. This
interaction results a feedback signal, which is used to modify the agent’s interaction and improve
its performance [78; 79].
The main point that characterises RL from other types of learning is that it uses training
information for evaluating the taken action. On the other hand, the other types use these
information for instructing by giving correct actions [4]. RL mainly aims at enabling an
autonomous agent to optimize its policy to maximize its total expected reward. Here, the
agent is placed in an unknown environment, and learns by trial and error [48].
Exploration and exploitation are fundamental concepts in RL, which are used to optimizes
the agent’s policy. At any time, there is at least one action for each state with the highest
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estimated value, this action is called a greedy action. If the greedy action is selected, this mode is
called exploitation, where the agent exploits its current knowledge to determine the current best
action (i.e. greedy action). On the other hand, when a nongreedy action is selected, this mode
is called exploration. Using exploration, the agent can improve its estimates about nongreedy
actions, and discover actions with higher values than the greedy action [4]. Balancing between
exploration and exploitation is an important factor affecting the cumulative rewards. Balancing
is one of the main challenges facing RL, and it is known as the exploration-exploitation dilemma
[4; 49].
Methods used for learning an optimal policy in RL can be categorized into two main classes,
which are value-based RL methods, and policy gradient RL methods. Value-based RL is defined
as methods that learn the values of actions, and then, select actions according to the estimated
actions’ values (i.e., policies are extracted from the estimated actions’ values). Value-based
methods use a sequence of policy evaluation and policy improvement cycles. Policy evaluation
is used to estimate a value function for the agent’s current policy, while policy improvement is
used to improve the policy based on the new estimated value function [59]. Temporal difference
(TD) learning is one of the well known value-based reinforcement learning methods. The idea
of the TD methods is to estimate a value function from the difference between temporally
successive estimates. State-action-reward-state-action (SARSA) is an example of TD prediction
methods, which estimates values of state-action pairs according to
Q(s, a)← Q(s, a) + α (r(s, a, s′) + γ Q(s′, a′)−Q(s, a)) (2.9)
where α is the learning rate, Q(s, a) is the estimate of the current state-action pair (s, a),
Q(s′, a′) is the estimate of the next state-action pair (s′, a′), r(s, a, s′) is the reward resulting
from taking action a at state s, and δ = (r(s, a, s′)+γ Q(s′, a′)−Q(s, a)) is the TD error, which
is the difference between the target (r(s, a, s′) + γ Q(s′, a′)) and the current prediction Q(s, a).
Policy gradient RL is defined as methods learning a parameterized policy, which is able to
select actions without consulting a value function. Using this type of learning, value functions
may be used to learn the policy’s parameters, but they are not needed for actions selection [59].
Policy gradient methods are characterized by a number advantages, which are summarized as
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follows. The first one is the ability to learn mixed strategies, which are balanced stochastically.
The second one is their convergence properties, which are better than those of value-based
methods. They are able to converge to at least a local optimal policy. The third advantage
is their capability of learning in problems with continuous action spaces [80]. One of the well
known policy gradient learning algorithms is the REINFORCE [81]. This algorithm uses a
differentiable policy pi(a|s,θ) parameterised by a vector of adjustable weights θ. Stochastic
gradient ascent is used to optimize θ to maximize a policy performance measure.
Actor-critic (AC) are learning algorithms combining value-based and policy gradient RL
methods. AC algorithms mainly consist of an actor and a critic. The actor estimates a value
function, while the critic optimizes the policy’s parameters.
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CHAPTER 3. COGNITIVE RADIO NETWORKING WITH ENERGY
HARVESTING AND COOPERATIVE RELAYING
In this chapter, an underlay cognitive radio energy harvesting (CR-EH) system assisted
by a decode and forward (DF) relay is considered, where the secondary users can access the
primary user frequency band by exploiting the allowance of its signal-to-interference-plus-noise
ratio (SINR) constraints. Moreover, both the secondary source and relay are considered as
buffer-aided nodes that can buffer infinite data and store finite energy. The main goal of this
work is to derive the optimal power policy that maximizes the number of bits received by the
secondary destination. Finally, the performance of the proposed scheme is analyzed to verify
our findings, and compared with other schemes to check its validity and efficiency.
The remainder of this chapter is organized as follows. Section 3.1 describes the proposed
EH-CR system. The problem formulation is given in Section 3.2. Then, the proposed solution
is discussed in Section 3.3. Numerical simulation results are presented in Section 3.4. Finally,
this chapter is concluded in Section 3.5.
3.1 System Model
We consider a cooperative CRN with EH consisting of primary and secondary networks,
as illustrated in Figure 3.1. The primary network consists of primary source and destination
nodes, denoted by PS and PD, respectively. The secondary network is a two-hop relay network
consisting of a source, a relay, and a destination node denoted by SS, SR and SD, respectively.
SS and SD are far away from each other, i.e., they are not in the coverage communication range
of each other. Each of the SS and SR is equipped with infinite data queue to buffer received
data and finite battery to store harvested energy. It is assumed that there are always data
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packets in the data queue of the SS to be delivered to the SD, which causes depletion of the
energy of the SS. Data packets are sent from SS to SR and then are transmitted from the SR
to the SD, which causes depletion of the SR’s energy. The SR is a full-duplex node, which can
transmit and receive data at the same time. In this model, energy consumption is considered
only due to data transmission, and it does not take into account any other energy consumption,
such as processing, circuitry, etc.
Battery
Bmax
Bsr;i
Battery
Bmax
Bss;i
Data BufferData Buffer
SR SD
PSPD
SS
H(sr,pd);i
H(ps,pd);i
H(ps,sd);iH(ss,pd);i H(ps,sr);i
H(sr,sd);iH(ss,sr);i
P Txsr;i
P Txps;i
P Txss;i
Figure 3.1: Cooperative underlay CR system with EH.
We consider a time slotted system with T equal length time slots. In the secondary network,
a DF relaying protocol is used, where the SR can decode the SS signal before broadcasting it
to the SD. It is assumed that updating the data queue and energy storage of the SR is delayed
by one time slot with respect to the SS. Because of this delay, the efficiency of data transfer
from the SS to SD is affected slightly. We assume that T is large so that the slight loss of
inefficiency can be neglected.
Let the maximum capacity of the batteries be Bmax. Bss,i and Bsr,i represent the battery
levels of both SS and SR, respectively, at time slot i. Each time slot is divided into two equal
sub-slots for both transmitting and harvesting. Figure 3.2 illustrates the slotted system model
for both SS and SR. This model is designed such that the EH nodes first transmit their signals
and then harvest energy, where the transmit power in the current slot depends only on the
previous battery level. The batteries are assumed to be ideal, which means that there is no
loss during retrieving or storing energy.
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Figure 3.2: Slotted system model for EH nodes.
The channels are Rayleigh fading channels. It is also assumed that we have full channel
state information (CSI), and the channels are stationary within every time slot, i.e., H(x,y),i is
constant during the ith time slot, where the channel between the nodes x and y at time slot i
is given by
H(x,y),i =
√
d
αpl
(x,y)H˜(x,y),i (3.1)
where d(x,y) is the distance between the two nodes, αpl is a path loss constant, and H˜(x,y),i is the
fading coefficient between x and y. Let us similarly define H(ss,sr),i, H(sr,sd),i, H(ss,pd),i, H(sr,pd),i,
H(ps,pd),i, H(ps,sd),i and H(ps,sr),i as the channel coefficients during the ith time slot between
SS and SR, SR and SD, SS and PD, SR and PD, PS and PD, PS and SD, and PS and SR,
respectively. The harvested energy at SS and SR during the ith time slot are denoted by Ess,i
and Esr,i, respectively. Two transmission cases are studied, case 1) SS keeps transmitting its
data for all of the T slots, case 2) SS completes its transmission within M slots where M < T ,
after that, it keeps harvesting for T −M slots without sending data to the SR. This gives the
SR extra time T −M to try sending all the data in its buffer. The latter case allows SR to
receive data from the SS but not transmit them to the SD due to channel conditions, primary
interference, or lack of harvested energy at the SR.
3.2 Problem Formulation
It is assumed that the PS transmits to the PD during all time slots. So, the received signal
and the SINR at the PD side during the ith slot are, respectively, given as
ypd,i =
√
P Txps,i H(ps,pd),i xps,i +
√
P Txss,i H(ss,pd),i xss,i
+
√
P Txsr,i H(sr,pd),i xsr,i + npd,i, i = 1, . . . , T (3.2)
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Γpd,i =
P Txps,i|H(ps,pd),i|2
σ2n + P
Tx
ss,i |H(ss,pd),i|2 + P Txsr,i |H(sr,pd),i|2
, i = 1, . . . , T (3.3)
where P Txps,i and xps,i are the peak transmit power, and the transmitted signal by PS,
respectively. npd,i is additive Gaussian noise with zero-mean and noise variance σ
2
n. The
received signals at the SR and the SD during ith slot are, respectively, given as
ysr,i =
√
P Txss,iH(ss,sr),ixss,i +
√
P Txps,iH(ps,sr),ixps,i + nsr,i, i = 1, . . . ,M (3.4)
ysd,i =
√
P Txsr,iH(sr,sd),ixsr,i +
√
P Txps,iH(ps,sd),ixps,i + nsd,i, i = 1, . . . , T (3.5)
where P Txss,i and P
Tx
sr,i are the peak power transmitted by SS and SR, respectively. xss,i and xsr,i
are the transmitted signals by SS and SR during the ith time slot, respectively. We assume
that nsr,i and nsd,i are Gaussian, independent, zero mean, and they both also have variance σ
2
n.
The SINR at the SR and SD are given, respectively, by
Γsr,i =
P Txss,i |H(ss,sr),i|2
σ2n + P
Tx
ps,i|H(ps,sr),i|2
, i = 1, . . . ,M (3.6)
Γsd,i =
P Txsr,i |H(sr,sd),i|2
σ2n + P
Tx
ps,i|H(ps,sd),i|2
, i = 1, . . . , T (3.7)
where the SR can remove the self interference by eliminating its own signal.
The objective is to optimize transmit powers for both SS and SR in order to maximize the
sum rate between the SR and SD during T time slots, while satisfying the required QoS of the
primary users, in addition to the data and energy causality constraints. The sum rate from SR
to SD is given by
max
{PTxss,i,PTxsr,i,Bss,i,Bsr,i}
T∑
i=1
log(1 + Γsd,i) (3.8)
Thus, the energy causality constraints at SS and SR (i.e., the SS and SR cannot use more
energy than their battery levels in the previous time slot), respectively, are given by
P Txss,i Tc ≤ Bss,i−1, i = 1, . . . , T (3.9)
P Txsr,i Tc ≤ Bsr,i−1, i = 1, . . . , T (3.10)
where Tc is the transmission duration. Since SS will keep silent (i.e. P
Tx
ss,i = 0) after time slot
M , the constraint in (3.9) can be written for all time slots.
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Battery overflow constraints for both SS and SR (i.e., the update rules for the available
energy in their batteries at the end of the current time slot, which are functions of the
previous battery levels, in addition to transmit and harvested energy in the current time slot),
respectively, are given by
Bss,i = min{Bss,i−1 + Ess,i − P Txss,i Tc, Bmax}, i = 1, . . . , T (3.11)
Bsr,i = min{Bsr,i−1 + Esr,i − P Txsr,i Tc, Bmax}, i = 1, . . . , T (3.12)
Constraints (3.11) and (3.12) can be rewritten as follow
Bss,i ≤ Bss,i−1 + Ess,i − P Txss,i Tc, i = 1, . . . , T (3.13)
Bss,i ≤ Bmax, i = 1, . . . , T (3.14)
Bsr,i ≤ Bsr,i−1 + Esr,i − P Txsr,i Tc, i = 1, . . . , T (3.15)
Bsr,i ≤ Bmax, i = 1, . . . , T (3.16)
P Txss,i , P
Tx
sr,i , Bss,i and Bsr,i should satisfy the following constraints
P Txss,i ≥ 0, i = 1, . . . ,M (3.17)
P Txss,i = 0, i = M + 1, . . . , T (3.18)
P Txsr,i ≥ 0, i = 1, . . . , T (3.19)
Bss,i, Bsr,i ≥ 0, i = 1, . . . , T (3.20)
Without loss of generality, and for simplicity, it is assumed that Tc is normalized, hence, it
is omitted from the following equations. The following constraint is to ensure the data causality
(i.e., the SR will not transmit the data to the SD before receiving it)
i∑
k=1
log(1 + Γsd,k) ≤
i∑
k=1
log(1 + Γsr,k), i = 1, . . . ,M (3.21)
The data queue of the SR increases by log(1+Γsr,k) bit/Hz in the following time slot, when
the SS transmits with P Txss,i to the SR during the ith slot. The same observation can be made
at SD when the SR transmits with P Txsr,i .
To grantee a QoS to the primary network, the following constraint should be satisfied
Γpd,i ≥ Γ, i = 1, . . . , T (3.22)
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where Γ is the predefined SINR QoS threshold at the PD. With simple manipulations, constraint
(3.22) can be rewritten as
P Txss,i |H(ss,pd),i|2 + P Txsr,i |H(sr,pd),i|2 ≤ Ith,i, i = 1, . . . , T (3.23)
where Ith,i is given by
Ith,i =
P Txps,i|H(ps,pd),i|2
Γ
− σ2n, i = 1, . . . , T (3.24)
Finally, the following constraint requires that the received data at SD during T −M slots
(during the time where the SS is not transmitting) is limited by the data in the SR buffer
T∑
i=1
log(1 + Γsd,i) ≤
M∑
i=1
log(1 + Γsr,i) (3.25)
The end-to-end rate optimization problem that maximizes the sum rate between SR and
SD can now be formulated as
max
{PTxss,i,PTxsr,i,Bss,i,Bsr,i}
T∑
i=1
log(1 + Γsd,i)
subject to (3.9)–(3.10), (3.13)–(3.21), (3.23), (3.17)–(3.25)
(3.26)
3.3 Proposed Solution
The formulated optimization problem given in (3.26) is a non convex problem because of
constraints (3.21) and (3.26). In the sequel, we will transform it to an equivalent convex form.
Change of variables can be used as follows [22]. Let Csr,i = log(1 + Γsr,i), Csd,i = log(1 + Γsd,i).
For simplicity, let us define the following
ςi =
σ2n + P
Tx
ps,i|H(ps,sr),i|2
|H(ss,sr),i|2
, i = 1, . . . ,M (3.27)
ϑi =
σ2n + P
Tx
ps,i|H(ps,sd),i|2
|H(sr,sd),i|2
, i = 1, . . . , T (3.28)
From (3.6), (3.7), (3.27), and (3.28), P Txss,i and P
Tx
sr,i can be written, respectively, as follows
P Txss,i = ςiΓsr,i (3.29)
P Txsr,i = ϑiΓsd,i (3.30)
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Therefore, the formulated optimization problem after transformation can be written as
max
{Csd,i,Csr,i,Bss,i,Bsr,i}
T∑
i=1
Csd,i
i∑
k=1
Csd,k ≤
i∑
k=1
Csr,k, i = 1, . . . ,M
ςi(2
Csr,i − 1) ≤ Bss,i−1, i = 1, . . . , T
ϑi(2
Csd,i − 1) ≤ Bsr,i−1, i = 1, . . . , T
Bss,i ≤ Bss,i−1 + Ess,i − ςi(2Csr,i − 1), i = 1, . . . , T
Bss,i ≤ Bmax, i = 1, . . . , T
Bsr,i ≤ Bsr,i−1 + Esr,i − ϑi(2Csd,i − 1), i = 1, . . . , T
Bsr,i ≤ Bmax, i = 1, . . . , T
T∑
i=1
Csd,i ≤
M∑
i=1
Csr,i
ςi(2
Csr,i − 1)|H(ss,pd),i|2 + ϑi(2Csd,i − 1)|H(sr,pd),i|2 ≤ Ith,i, i = 1, . . . , T
2Csr,i − 1 ≥ 0, i = 1, . . . ,M
2Csr,i − 1 = 0, i = M + 1, . . . , T
2Csd,i − 1 ≥ 0, i = 1, . . . , T
Bss,i, Bsr,i ≥ 0, i = 1, . . . , T (3.31)
Now to transform the problem to a convex one, the last three constraints can be rewritten,
respectively, as
−Csr,i ≤ 0, i = 1, . . . ,M (3.32)
Csr,i = 0, i = M + 1, . . . , T (3.33)
−Csd,i ≤ 0, i = 1, . . . , T (3.34)
Hence, the optimization problem becomes a convex problem, where the objective function
is concave and the constraints are convex functions [82]. The Lagrangian of (3.31) is given in
(3.35).
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L =−
T∑
i=1
Csd,i +
M∑
i=1
µi
[ i∑
k=1
(Csd,k − Csr,k)
]
+
T∑
i=1
θi
[
ςi(2
Csr,i − 1)−Bss,i−1
]
+
T∑
i=1
ωi
[
ϑi(2
Csd,i − 1)−Bsr,i−1
]
+
T∑
i=1
ηi
[
Bss,i −Bss,i−1 − Ess,i + ςi(2Csr,i − 1)
]
+
T∑
i=1
λi
[
Bsr,i −Bsr,i−1 − Esr,i + ϑi(2Csd,i − 1)
]
+
T∑
i=1
κi
[
Bss,i −Bmax
]
+
T∑
i=1
φi
[
Bsr,i −Bmax
]
−
M∑
i=1
σiCsr,i +
T∑
i=M+1
νiCsr,i + ξ
[ T∑
k=1
Csd,k −
T∑
k=1
Csr,k
]
+
T∑
i=1
ψi
[
ςi(2
Cr,i − 1)|H(ss,pd),i|2 + ϑi(2Csd,i − 1)|H(sr,pd),i|2 − Ith,i
]
−
T∑
i=1
ρiCsd,i −
T∑
i=1
ϕiBss,i −
T∑
i=1
%iBsr,i
(3.35)
The Karush-Kuhn-Tucker (KKT) conditions are given as follows
−
M∑
i=k
µi − σk − ξ + ςk ln(2)2Csr,k
{
θk + ηk + ψk|H(ss,pd),k|2
}
= 0, k = 1, . . . ,M (3.36)
νk + ςk ln(2)2
Csr,k
{
θk + ηk + ψk|H(ss,pd),k|2
}
= 0, k = M + 1, . . . , T (3.37)
− 1 +
M∑
i=k
µi − ρk + ξ + ϑk(ln(2))2Csd,k
{
ωk + λk + ψk|H(sr,pd),k|2
}
= 0, k = 1, . . . ,M (3.38)
− 1− ρk + ξ + ϑk(ln(2))2Csd,k
{
ωk + λk + ψk|H(sr,pd),k|2
}
= 0, k = M + 1, . . . , T (3.39)
Using (3.36) - (3.39), the closed form expressions can be obtained as
C∗sr,k =

(csr,1)
+ , k = 1, . . . ,M
(csr,2)
+ , k = M + 1, . . . , T
(3.40)
C∗sd,k =

(csd,1)
+ , k = 1, . . . ,M
(csd,2)
+ , k = M + 1, . . . , T
(3.41)
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where
csr,1 = log2
 ∑Ti=k µi + σk + ξ
ςk(ln(2))
{
θk + ηk + ψk|H(ss,pd),k|2
}
 (3.42)
csr,2 = log2
 −νk
ςk(ln(2))
{
θk + ηk + ψk|H(ss,pd),k|2
}
 (3.43)
csd,1 = log2
 1−∑Ti=k µi + ρk − ξ
ϑk(ln(2))
{
ωk + λk + ψk|H(sr,pd),k|2
}
 (3.44)
csd,2 = log2
 1−∑Ti=k µi + ρk − ξ
ϑk(ln(2))
{
ωk + λk + ψk|H(sr,pd),k|2
}
 (3.45)
and (x)+ = max(x, 0).
The closed form expressions for the optimal power levels can be obtained from (3.40), (3.41)
and expressed as
P Tx∗ss,k = ςi(2
C∗sr,i − 1) (3.46)
P Tx∗sr,k = ϑi(2
C∗sd,i − 1) (3.47)
Note that the optimal powers are functions of the Lagrangian multipliers. To find the
optimal Lagrangian multipliers, the projected subgradient method is employed [83]. In this
method, any initial values of the Lagrangian multipliers can be used as a start points to
evaluate the rates given in (3.40), (3.41). After that, projections of the primal variables on
the constraints are computed, so that all values of Csr,k and Csd,k satisfy the feasibility of the
solution, where the updated values of the optimal rates/powers and the Lagrangian multipliers
are repeated until convergence. The Lagrangian multipliers at the next iteration (n + 1) are
given as follows
µn+1k =µ
n
k − δnµ,k
[ k∑
i=1
(Csd,i − Csr,i)
]
, k = 1, . . . ,M (3.48)
θn+1k =θ
n
k − δnθ,k
[
ςk(2
Csr,k − 1)−Bss,k−1
]
, k = 1, . . . , T (3.49)
ωn+1k =ω
n
k − δnω,k
[
ϑk(2
Csd,k − 1)−Bsr,k−1
]
, k = 1, . . . , T (3.50)
ηn+1k =η
n
k − δnη,k
[
Bss,k −Bss,k−1 − Ess,k + ςk(2Csr,k − 1)
]
, k = 1, . . . , T (3.51)
λn+1k =λ
n
k − δnλ,k
[
Bsr,k −Bsr,k−1 − Esr,k + ϑk(2Csd,k − 1)
]
, k = 1, . . . , T (3.52)
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Bn+1ss,k =B
n
ss,k − δnss,k
[
ηk − ηk+1 − θk+1 + κk − ϕk
]
, k = 1, . . . , T (3.53)
Bn+1sr,k =B
n
sr,k − δnsr,k
[
λk − λk+1 − ωk+1 + φk − %k
]
, k = 1, . . . , T (3.54)
κn+1k =κ
n
k − δnκ,k
[
Bss,k −Bmax
]
, k = 1, . . . , T (3.55)
φn+1k =φ
n
k − δnφ,k
[
Bsr,k −Bmax
]
, k = 1, . . . , T (3.56)
σn+1k =σ
n
k − δnσ,k
[− Csr,k], k = 1, . . . ,M (3.57)
νn+1k =ν
n
k − δnν,k
[
Csr,k
]
, k = T + 1, . . . , T (3.58)
ρn+1k =ρ
n
k − δnρ,k
[− Csd,k], k = 1, . . . , T (3.59)
ψn+1k =ψ
n
k − δnψ,k
[− Ith,k + ςk(2Csr,k − 1)|H(ss,pd),k|2 + ϑk(2Csd,k − 1)|H(sr,pd),k|2], k = 1, . . . , T
(3.60)
ξn+1 =ξn − δnξ
[ T∑
i=1
Csd,i −
M∑
i=1
Csr,i
]
(3.61)
ϕn+1k =ϕ
n
k − δnϕ,k
[−Bss,k], k = 1, . . . , T (3.62)
%n+1k =%
n
k − δn%,k
[−Bsr,k], ‘ k = 1, . . . , T (3.63)
The step-sizes are updated according to the nonsummable diminishing step length policy [84].
We have also used constant step-size, which seems to work well also.
3.4 Simulation Results
In this section, simulation results are provided to demonstrate the performance of the
proposed system model given in Figure 3.1. In all simulation results, it is assumed that all the
time slots are of length 1 second (i.e., Tc = 1 sec). The available bandwidth B = 1 MHz and
the noise spectral density is N0 = 10
−16 W/Hz, so that the noise variance σ2n = BN0. It is
also considered that both of the SS and SR are equipped with solar panels of area of 100 cm2
with 20% efficiency. Both SS and SR equipped with finite batteries of size Bmax = 5 J. The
initial battery levels of both SS and SR are zeros. The harvested energy levels are given by
normal distribution with a mean equal to 0.2 and standard deviation equal to 0.033, where the
harvested energy values are restricted to be between 0.1 and 0.3 Joule. Normal distribution is
used as a distribution of the average harvested energy levels according to central limit theorem,
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where the sum of a large number of independent and identically distributed (i.i.d) variables is
approximated by normal distribution [85]. The simulation is performed with M = 5 time slots
and T = 7 time slots, unless otherwise stated. All channels are considered to be i.i.d Rayleigh
fading channels, and the path loss exponent is equal to 4.
The distances between the communication nodes are assumed as d(ss,sr) = d(sr,sd) =
d(ps,pd) = 50 meters, corresponding to the distances between SS and SR, SR and SD, and
PS and PD, respectively, and d(ss,pd) = d(sr,pd) = d(ps,sd) = d(ps,sr) = 100 meters, corresponding
to the distances between SS and PD, SR and PD, PS and SD, and PS and SR, respectively.
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Figure 3.3: Secondary sum rate of direct and relayed transmission systems with and without
CR versus primary SINR.
Figure 3.3 plots the maximum achievable secondary sum rate as a function of the pre-defined
primary SINR threshold with and without cooperative relay. Thanks to relaying, it can be seen
that using a relay increases the overall sum rate with considerable gap. This figure also shows
that as the primary SINR threshold increases, the secondary sum rate decreases for both cases.
This is due to the fact that by increasing the primary SINR threshold, the allowable transmit
power of the secondary nodes should be reduced in order to respect this threshold. This figure
also compares the proposed scheme without the interference constraint (i.e., no primary users
in the system) as an upper bound (i.e., secondary nodes have flexibility to transmit with more
powers).
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Figure 3.4 compares the performance of the proposed system with two cases, when the
secondary network uses EH technology, and when it uses non-harvested traditional batteries.
One can see that, the performance of the traditional batteries outperforms the energy harvested
with a considerable gap in the region where the primary SINR threshold is relatively small.
However, this gap becomes smaller and smaller when the SINR threshold is relatively large.
This can be justified by the fact that with high values of SINR at the primary network, both
models are restricted to transmit with low power to satisfy the primary QoS. In addition to
the saving energy advantage, using EH technology becomes more interesting at the high values
of the primary SINR threshold.
Finally, Figure 3.5 shows the importance of having some extra slots T −M that allow the
relay to empty its data buffer. This can help the SD to avoid missing data that could not
receive within the M time slots. This figure plots the sum rate between the SR and the SD
versus the number of extra time slots T −M for different values of primary SINR threshold.
It can be shown that the sum rate can be increased up to a certain level, where adding more
extra slots will not contribute to the rate, since the SR broadcast all the data in its buffer.
The optimal number of T −M time slots can be deduced from the figure for different values
of the primary interference threshold SINR= {0, 10, 20}, where the optimal T −M time slots
increases as the SINR increases.
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3.5 Chapter Summary
In this chpter, cooperative underlay CRN with EH was investigated, where the secondary
users can access the primary frequency band by exploiting the allowance of the SINR constraint.
Each of the secondary source and relay is equipped with infinite data buffer to carry data packets
to be delivered and finite battery to store the harvested energy. We formulated an optimization
problem aiming at maximizing the sum of the achievable rate over multiple time slots. After
solving the problem using a projected subgradient method, the performance of the proposed
scheme was investigated. Finally, we discussed the effect adding extra time for transmitting
data from relay to destination that could not receive in allotted time.
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CHAPTER 4. LOOK-AHEAD AND LEARNING APPROACHES FOR
ENERGY HARVESTING COMMUNICATIONS SYSTEMS
This chapter investigates the performance of a communications system with an energy
harvesting (EH) node. This system consists of a transmitter and a receiver. The transmitter
is equipped with an infinite buffer to store data, and EH capability to harvest renewable
energy and store it in a finite battery. The goal is to maximize the expected cumulative
throughput of such systems while prolonging their lifetime. The problem of finding an
optimal power allocation policy is formulated as a Markov decision process (MDP) with
discrete state and action spaces. Two cases are considered based on the availability of
the statistical knowledge. When this knowledge is available, an algorithm is designed to
maximize the expected throughput, while reducing the complexity of traditional methods
(e.g., value iteration, and policy iteration). The proposed algorithm uses instant knowledge
about the channel, harvested energy, and current battery level to find a policy that maximizes
the throughput. For the second scenario, when the underlying statistical knowledge of
the underlying processes is unavailable, reinforcement learning (RL) is used. Two different
exploration algorithms, convergence-based and the epsilon-greedy algorithms, are used. The
first one uses the action-value function convergence error and the exploration time threshold
to balance between exploration and exploitation, while the second algorithm tries to achieve
balancing through the exploration probability epsilon. Simulations and comparisons with
conventional algorithms show the effectiveness of the look-ahead algorithm when the statistical
knowledge is available, and the effectiveness of RL in optimizing the system performance when
this knowledge is unavailable.
The remainder of this chapter is organized as follows. Section 4.1 describes the proposed
communications system model. Then, the problem is formulated in subsection 4.2.1. The
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problem is reformulated as an MDP in subsection 4.2.2. Section 4.3 presents the look-ahead
algorithm, which is used when the dynamics of the underlying model are available. Section 4.4
discusses two exploration algorithms for RL to optimize the system performance when the
knowledge about the underlying model is unavailable. Numerical simulation results are
presented in Section 4.6. Finally, the paper is concluded in Section 4.7.
4.1 System Model
In this section, a point-to-point communication system that consists of a source (S) and a
destination (D) is considered. As illustrated in Figure 6.1, each of S and D is equipped with
an infinite buffer to store data. S has the capability of harvesting solar energy and storing
it in a finite battery. We consider a time slotted system with equal length time slots, where
each slot has a duration of Tc. For this system, the energy can be harvested and stored as an
integer multiple of a fundamental unit. Let the maximum capacity of the battery be Bmax. Bi
represents the battery level of S at the beginning of time slot i, where Bi ∈ B , {b1, b2, ..., bNb},
Nb is the number of elements in B, and bNb = Bmax.
Battery
Bmax
Bi
Data BufferData Buffer
DS
P Txi
Ei
Hi
Figure 4.1: Point-to-point communication system with an energy harvesting source.
The energy harvesting and channel gain processes are modeled as two independent Markov
chains. Based on the current technologies, the amount of energy to be harvested Ei can be
computed precisely [86]. During time slot i, the source harvests Ei units from solar sources,
where Ei ∈ En , {e1, e2, ..., eNE}, and NE represents the number of elements in En. pEn(e′|e)
is the transition probability of harvested energy going from state e to state e′ during one step
transition. Let Hi be the channel state during time slot i, where Hi ∈ H , {h1, h2, ..., hNH},
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and NH is the number of elements in H. pH(h′|h) is the transition probability for the channel
going from state h to state h′ during one time slot.
Let P Txi be the transmission power during time slot i, and Tc is the transmission duration,
which is constant during all time slots and equals 1 second. Since the source has causal
knowledge about its environment, P Txi is a function of Ei, Bi, and Hi. P
Tx
i ∈ PTx ,
{pTx1 , pTx2 , ..., pTxNp}, where Np is the number of elements in PTx. In the proposed scheme,
selecting P Txi fulfills the Markov property, so the problem of optimizing the transmission power
can be modeled as an MDP [4]. In this model, energy consumption is considered only due to
data transmission, and it does not take into account any other energy consumption, such as
processing, circuitry, etc.
In this context, the harvested energy is managed using harvest-store-use scheme. Using
this scheme, harvested energy is stored partially or totally in a battery before using it. This
scheme is characterized by its suitability for systems equipped with energy storage devices. It
enables these systems to improve their performance by storing the harvested energy and using
it when the channel gains are relatively good [87; 88].
4.2 Problem Formulation
4.2.1 Throughput Maximization Problem
In this section, we formulate the problem of maximizing the throughput by optimizing the
transmission power over an infinite horizon. Two scenarios are taken into account. The first
one considers the existence of statistical knowledge about the EH and channel gain processes,
while the other considers the case of having only causal knowledge about these processes.
Due to lack of information about the harvestable energy and the channel gains in the future,
the goal is to maximize the expected discounted return, where the discounted return following
time t, Gt, is given by
Gt =
T−1∑
i=t
γi−tRi+1 (4.1)
where t is the starting time for collecting a sequence of rewards, T is a final time step of
an episode, and γ ∈ (0, 1) is the discount factor, which is used to weight the value (i.e., the
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importance) of the received data over time. It is a measure for the importance of transmitting
data at the current time compared to transmitting the same data in the future, when it might
not be important to the destination. Ri+1 is the reward (i.e., the amount of received data) at
time i+ 1 resulting from transmission using P Txi
Ri+1 = Tc log2
(
1 +
P Txi |Hi|2
σ2n
)
(4.2)
where σ2n is the noise variance.
The energy causality constraints at the source, which is to ensure that the source cannot
use more energy than its current battery level, and is given by
Tc P
Tx
i ≤ Bi, i = t, . . . , T − 1 (4.3)
Battery overflow constraint for the source, which is a rule for updating the energy level in
the source’s battery. It is a function of the battery level, transmission energy, harvested energy
during time slot i, which is given by
Bi+1 = min{Bi + Ei, Bmax} − Tc P Txi , i = t, . . . , T − 1 (4.4)
Finally, P Txi , and Bi should satisfy the following constraints
P Txi ≥ 0, i = t, . . . , T − 1 (4.5)
Bi ≥ 0, i = t, . . . , T − 1 (4.6)
The optimization problem that maximizes the expected discounted return over an infinite
horizon can now be formulated as
max
{PTxi }
lim
T→∞
E[Gt]
such that for i = t, . . . , T − 1,
P Txi Tc ≤ Bi,
Bi+1 = min{Bi + Ei, Bmax} − Tc P Txi ,
P Txi ≥ 0,
Bi ≥ 0. (4.7)
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4.2.2 MDP Reformulation
Since the exact values of the harvested energy levels and channel gains are unknown in
the future, this problem cannot be solved using convex optimization techniques although the
problem is convex.
MDP is characterized by its ability to provide a framework for decision making problems,
where outcomes are partly random and partly under control. The mathematical model of an
MDP is defined by the following principles: (a) A set of states S. (b) A set of actions A. (c)
The transition probability model p(s′|s, a), which is the probability of reaching state s′ ∈ S
given that action a ∈ A is taken at state s ∈ S. (d) The immediate reward, r(s, a, s′), yielded
by taking action a at state s and then transiting to state s′ [4].
The problem in (4.7) is reformulated as an MDP [76], where each state s is defined by
three elements, which are the battery level, channel gain, and amount of harvested energy (i.e.
s = (b, h, e)). The action a is defined as the selected transmission power pTx. Each state s has
a subset of actions PTxs such that PTxs ∈ PTx. Battery levels evolve according to
b′ = min{b+ e,Bmax} − Tc pTx (4.8)
The transition probability p(s′|s, pTx) is given by
p(s′|s, pTx) =

pEn(e′|e) · pH(h′|h), if (4.8) is satisfied
0, otherwise
(4.9)
where the channel gain and EH processes are independent.
The immediate reward, which is the amount of received data resulting from taking action
pTx at state s is given by
r(s, pTx) = Tc log2
(
1 +
pTx |h|2
σ2n
)
(4.10)
In the proposed system, the immediate reward is a function of the current state s and the
selected action pTx only, and it is independent of the next state s′. It is important to note the
difference between (4.2) and (6.3). (4.2) is the resulting data rate in terms of the state and
action at time i, while (6.3) represents the resulting data rate in terms of the state and action
spaces of the underlying MDP.
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A deterministic policy pi maps states into the transmission power taken at each state,
pi(·) : s→ pTx,∀s. The objective function is to maximize the expected cumulative throughput
in (4.1) by finding an optimal policy pi∗.
To evaluate different policies, value functions (state-value function vpi(s) and action-value
function qpi(s, a)) can be used. The optimal policy pi
∗ has action-value function that is better
than or equal to any other policy pi for all states (i.e., qpi∗(s, p
Tx) ≥ qpi(s, pTx), ∀s ∈ S) [38].
In this work, two problems are studied. The first one is when the source has causal
knowledge about the states (i.e., knowledge about past and current states), the available actions
at the current state, the immediate reward given an action, and the transition probabilities
between states. The second problem is the same as the first but when the transition probabilities
are unavailable.
Two approaches are used to deal with the considered problems. The first one is the
look-ahead algorithm for EH communications, which is proposed to solve the first problem.
This algorithm utilizes the available statistical knowledge to maximize the objective function.
It is designed to avoid the complexity of the available methods used for solving such problems,
such as VI. The second approach is RL, where the transition probabilities between states
are unavailable. Two exploration algorithms for RL are used to evaluate and improve the
performance of the proposed system.
4.3 Look-ahead Policy for EH Communications (known underlying model)
This proposed algorithm is a two-step look-ahead algorithm used when the statistical
knowledge about the underlying model is available. This algorithm is broken down into a
number of stages, as follows: Firstly, the overflow energy is computed. Then, the throughput
using different transmission power levels are computed and compared. Finally, selecting a
transmission power level based on the comparison from the previous step.
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4.3.1 Two-step look-ahead throughput
The two-step look-ahead throughput is derived from the Bellman equation [4], and it is
given by
Rl(s, p
Tx) =r(s, pTx) + γ
∑
s′
p(s′|s, pTx′)r(s′, pTx′)
=Tc log2
(
1 +
pTx |h|2
σ2n
)
+ γ
∑
s′
p(s′|s, pTx′)Tc log2
(
1 +
pTx
′ |h′|2
σ2n
)
(4.11)
In this equation, the state value function v in the Bellman equation is replaced by the
immediate reward r for one step only. This equation consists of two parts, the first one is
the resulting throughput from using pTx in the current state s, while the second part is the
expected throughput resulting from using pTx
′
in the next slot s′.
4.3.2 Look-ahead throughput algorithm
The overflow energy is defined as the amount of energy that could be lost due to reaching the
battery’s maximum capacity. This results from harvesting, not utilizing the available energy,
and using a limited size battery. Overflow situations should be avoided since they are not
optimal, where a higher throughput can always be achieved if the overflow energy is utilized.
Given b, e, and Bmax, the overflow energy is written as
eovf = max{b+ min{e,Bmax} −Bmax, 0} (4.12)
In each time slot, the goal is to use at least this amount of energy regardless of the channel
state. This is because this energy will be lost if it is not utilized.
The proposed algorithm depends on computing the two-step look-ahead throughput for
different energy levels at each state. These energy levels are integer multiples of a fundamental
energy unit. The first step is to find the set of all possible energy levels, Λ, that can be used
at each state s. Λ = {λ1, ..., λNΛ}, where λ1 = eovf, λNΛ = b, and NΛ is the total number of
energy levels in Λ. ΛM is a set of M random energy levels selected from Λ, 1 ≤M ≤ NΛ. If the
battery’s maximum capacity is relatively small, ΛM can contain all elements of Λ, i.e, ΛM = Λ.
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The two-step look-ahead throughput for each energy level in ΛM is computed according to
Rl(s,(λm/Tc)) = r(s, (λm/Tc)) + γ
∑
s′
p(s′|s, (b′/Tc))r(s′, (b′/Tc)), m = 1, ...,M (4.13)
where b′ is the battery level at the next state s′, which depends on the used energy at state s
(i.e., λm).
Based on the different values of Rl(s, (λm/Tc)) at state s, the energy level is selected
according to
λmax ← arg max
λm
[Rl(s, (λm/Tc))], m = 1, ...,M (4.14)
where the selected action (i.e., the transmission power) at state s is λmax/Tc. Algorithm 4.1
summarizes the proposed algorithm.
Algorithm 4.1 Look-ahead Throughput Algorithm
1: for each s ∈ S do
2: Compute the expected overflow energy eovf.
3: Find the set of all available energy levels at s, (i.e., Λ).
4: Sample M random energy levels from Λ, and assign them to ΛM .
5: for each m ∈M do
6: Compute Rl(s, (λm/Tc)) using (4.13).
7: end for
8: λmax ← arg maxλm [Rl(s, (λm/Tc))], m=1,...,M.
9: pTx ← λmax/Tc.
10: s← s′.
11: end for
4.4 RL for EH Communications (unknown underlying model)
This section provides a solution for the second scenario, where RL is used to handle the
challenge of knowledge unavailability about the channel gain and EH processes. SARSA
learning algorithm is used to evaluate different actions. The performance of the proposed model
is investigated using two different exploration algorithms, which are the convergence-based
algorithm, and the -greedy algorithm.
4.4.1 RL prediction methods
In this work, SARSA and Q-learning learning are used to predict the action-value function
for different state-action pairs. SARSA is an on-policy updating strategy, which attempts
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to evaluate the policy that is used to make decisions. On the other hand, Q-learning is an
off-policy method, where the action-value function is estimated for the policy that is unrelated
to the policy used for evaluation [4].
Updating in SARSA works as follows. Starting from time slot i, let the agent be at state
s, and the selected action according to the current policy pi is a. Based on the selected action,
it moves to the next state s′ and receives a reward r(s, a, s′). Using a policy derived from the
Q(s, a) (e.g., -greedy algorithm), an action a′ is selected to the next state s′. At this point,
the estimate of the action-value function, Q(s, a), is updated using the gained experience. The
updating equation in SARSA is given by [4]
Q(s, a)←Q(s, a) + α[r(s, a, s′) + γ Q(s′, a′)−Q(s, a)] (4.15)
Using Q-learning, actions are assigned as follows. At the current state, actions are selected
according to a policy derived from Q(s, a) (e.g., -greedy algorithm), while the greedy action
is assigned to the next state s′. The updating equation in Q-learning is given by [4]
Q(s, a)←Q(s, a) + α[r(s, a, s′) + γmax
b
Q(s′, b)−Q(s, a)] (4.16)
where 0 < α < 1 refers to the learning rate. This factor determines the amount of contribution
of the newly acquired information for updating the action-value function. If α = 0, then the
agent will not learn any thing from the acquired information. On the other hand, if α = 1, the
agent will only consider the newly acquired information [89].
4.4.2 RL exploration algorithms
This part discusses two exploration algorithms for RL to deal with the case of knowledge
unavailability about the underlaying model. The exploration algorithms play an essential role
in RL. Their role appears in finding a balance between exploration and exploitation to maximize
the cumulative rewards. The exploitation mode can be defined as using the current available
knowledge to select the best policy to be used. On the other hand, exploration is known as
investigating new policies in the hope of getting policy that is better than the current best one
[4].
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4.4.2.1 The -greedy algorithm
This algorithm [53] uses the exploration probability  to find a balancing point between
exploration and exploitation modes. This parameter changes the mode based on its value at
each time slot.
In this algorithm, the current best action is selected with probability 1 − . On the other
hand, a random non-greedy action is selected with probability . The  can be either fixed
[4], or with adaptive value during the learning time [36]. In the case of adaptive -greedy,
 takes values that changes with time. For example, in [36],  is set to e−0.1i, where i the
time slot number. In this case, at the beginning of the session, the exploration probability 
has large values to increase the probability of exploration. As time increases, the probability
of exploration decreases and the exploitation probability increases. This is to increase the
opportunity of exploitation at the end of the session, where most of the policies have been
explored and it is preferred to exploit the best known policy.
4.4.2.2 The convergence-based algorithm
This part presents our exploration algorithm. It uses two parameters to balance between
exploration and exploitation. The first parameter is the action-value function convergence error
ζ. The same action at a state is exploited for a number of iterations until the estimated value
of this state-action pair converges to a value with an error less than or equal to ζ. The second
parameter is the exploration time threshold τ . This parameter controls the exploration process,
where the agent can explore different actions for a τ from the total available time T , after that,
the agent is forced to exploit the best available policy pibest during the remaining time [90; 91].
In this algorithm, the first step is to assign random feasible actions to all available states.
Then, for each visited state, the same action is selected for a time until its estimated value
converges to a value determined by ζ. Once the estimated value of a state-action pair converges
to a value with an error less than or equal to ζ, a new random action is assigned from uniformly
distributed unexplored actions to that state. This mechanism continues for all states, and stops
in two cases: The first one occurs if all available actions for a states s are evaluated before
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reaching τ . At this time, the action with the best value pibest(s) will be exploited in the
future. The second case occurs when the available time reaches τ . Then, the agent suspends
exploration, and starts exploiting the best available policy pibest regardless of exploring all
available actions or not.
Using the SARSA with the convergence-based algorithm, an action for next state s′ is
selected according to the current policy pi
pTx
′ ← pi(s′) (4.17)
and for the case of integrating the Q-learning and convergence-based algorithms, an action is
assigned to next state s′ according to
pTx
′ ← arg max
a
Q(s′, a) (4.18)
One of the main advantages of the convergence-based algorithm is that once an action
at a state has been evaluated, and its action-value function has converged to an unfavorable
value, this action will not be exploited in the future. This is an important property that
contributes to discarding actions that may reduce the cumulative reward in the future. One
more characteristic is that it assigns dynamic evaluation time for different actions at different
states. This evaluation time depends on the required time by the estimated action-value
function to converge for each state-action pair. Algorithm 4.2 summarizes the proposed
algorithm.
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Algorithm 4.2 Convergence-based Algorithm for estimating pi∗
1: Initialize Q0(s, pTx), ∀s ∈ S, ∀pTx ∈ PTxs , arbitrarily
2: Initialize the action-value convergence error ζ, the exploration time threshold τ , and the learning
rate α
3: Initialize Qbest(s) = −∞, ∀s ∈ S
4: Initialize the policy pi and the current best policy pibest by random actions ∀s ∈ S
5: for each s ∈ S do
6: pibest(s), pi(s)← %
7: PTxs ← PTxs − %
8: end for
9: for each step i of episode do
10: Observe current state S
11: Select action PTx to state S according to the policy pi (i.e., PTx ← pi(S))
12: Observe the immediate reward r(S, PTx), and next state S′
13: Predict Q(S, PTx) using a prediction method (e.g., SARSA or Q-learning)
14: if |Qi(S, PTx)−Qi−1(S, PTx)| ≤ ζ AND i < τ then
15: if Qi(S, PTx) ≥ Qbest(S) then
16: Qbest(S)← Qi(S, PTx)
17: pibest(S)← PTx
18: end if
19: if PTxS 6= φ then
20: Update pi by selecting a new random action % ∈ PTxS to state S
pi(S)← %
PTxS ← PTxS − %
21: else
22: pi(S)← pibest(S)
23: end if
24: else if i ≥ τ then
25: pi ← pibest
26: end if
27: S ← S′
28: end for
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4.5 Complexity
Algorithm 4.1 aims at reducing the complexity of solving the formulated MDP problem,
while approaching the optimal performance. Using the proposed algorithm, there is no need
to go through all possible policies and select the optimal one, which is difficult especially when
the system has a large number of actions/states combinations. For the case of using VI to get
the optimal solution, the complexity is O(|A| · |S|2), where A is the set of actions, and S is the
set of states for the problem [43]. On the other hand, the proposed algorithm has a complexity
of O(|S| · |M |), where M is the number of sampled energy levels that are evaluated at each
state.
For Algorithm 4.2, it aims at providing an efficient exploration algorithm for RL to improve
the learning performance. This algorithm tries to estimate the values of different state-action
pairs accurately, and then, exploit the best resulting policy. Let T is the final time step of
an episode. The complexity of Algorithm 4.2 is O(|T |) when SARSA is used as a prediction
method, and O(|A| · |T |) when Q-learning is used.
4.6 Simulation Results
In this section, the proposed algorithms are evaluated. Then, the effects of their parameters
are investigated. To evaluate the proposed algorithms, three additional approaches are
considered:
• Value iteration (VI) [42].
• Hasty Policy: At each time slot, all available energy is allocated for data transmission,
regardless of previous experience. The goal is to avoid energy overflow situations [36].
• Random Policy: In this case, a set of feasible random transmission power levels is
considered, where all levels are uniformly distributed across their range [36].
Two types of scenarios were considered in the simulation, simple scenarios that consider
small numbers of states and actions, and scenarios with large numbers of states and actions.
For simple scenarios such as in [38; 92], where the optimal policy can be found easily, VI was
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used to evaluate the performance of the proposed algorithms. On the other hand, the proposed
algorithms are compared with the hasty and random approaches only in the case of considering
large number of states.
In the numerical analysis, it is assumed that each time slot is 1 second in duration. The
available bandwidth BW is 1 MHz, and the noise spectral density is N0 = 4× 10−21 W/Hz.
It is also assumed that the S is equipped with solar panels with an area of 25 cm2 and
10% harvesting efficiency. An outdoor solar panel can get the benefit of 100 mW/cm2 solar
irradiance under standard testing conditions, and harvesting efficiency between 5% and 30%,
based on the used material in the panel [6]. It is assumed that the fundamental energy unit
that can be harvested, stored, and transmitted is 0.05 J.
The used parameters were set as follows. The discount factor γ is set to 0.9, and the
learning rate α is selected to be 0.1. Adaptive -greedy exploration algorithm is used [36]. For
this algorithm, the exploration probability is set to  = e−0.001i, where i is the time slot number
in an episode. For the convergence-based exploration algorithm, ζ is set to 4, and the τ is set to
be 0.8 of the total available time in an episode (i.e., τ = 0.8T ). For the throughput comparison
step in the look-ahead algorithm, all possible energy levels at each state are considered, i.e.,
ΛM = Λ.
It is also assumed that the set of harvested energy levels is En = {0, 0.05, 0.1, 0.15, 0.2, 0.25}
J with transition probability matrix Pe
Pe =

0.4011 0.3673 0.1027 0.0899 0.0279 0.0111
0.4072 0.3441 0.1002 0.0973 0.0305 0.0207
0.3966 0.3239 0.1165 0.0860 0.0400 0.0370
0.3796 0.3272 0.1158 0.0782 0.0514 0.0478
0.3612 0.3451 0.1055 0.0837 0.0501 0.0544
0.3711 0.3341 0.1107 0.0801 0.0502 0.0538

The set of channel gains consists of 11 states that were selected between 0 and −20 dB with
random transition probabilities between the states.
The used battery has a maximum capacity of 12 units. All results are averaged over 500
runs. The starting state is selected randomly, where all the states have equal probability to
49
be the starting state. The convergence-based and -greedy algorithms starts learning from the
same policy, which is the Hasty policy. All mentioned parameters were used in all experiments
unless otherwise stated.
4.6.1 Comparison with the upper bound
In this part, we evaluated the proposed algorithms by comparing them with the optimal
performance. The VI was used to find the optimal policy to get the upper bound performance.
The VI along with the look-ahead algorithms need a priori statistical knowledge about the
channel gain and EH processes. On the other hand, this knowledge is unavailable for the
learning approaches.
In this scenario, the battery maximum capacity Bmax is set to 2 units. The set of harvested
energy is En = {0, 0.05} J with transition probability matrix Pe
Pe =
0.5050 0.4950
0.5215 0.4785

The set of channel gains Hn = {0,−10,−20} dB with transition probability matrix Ph
Ph =

0.3946 0.3991 0.2064
0.4145 0.3470 0.2385
0.5524 0.3637 0.0838

Figure 4.2 shows the discounted return Gt (i.e., the cumulative discounted received data
starting from time t). The cumulative discounted received data is defined as the amount of
valuable data received within a given time frame. The discounted returns of the optimal policy
and look-ahead algorithm take a near-constant pattern all the time. This is due to use one
policy all the time, and the discount factor which bounds the discounted return to a value. For
the learning approaches, in the beginning of the session, their discounted returns increase with
experience, where these approaches start from hasty policy. As the time increases, they start
taking a near-constant pattern, which results from learning a policy that cannot be improved
any more, and the discount factor that bounds the discounted return to a value.
As shown, the upper-bound on the discounted return can be achieved by exploiting the
optimal policy all the time. This figure also shows that the look-ahead algorithm outperforms
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Figure 4.2: The discounted return Gt versus time t for different approaches.
the remaining approaches, which is due to exploiting the statistical knowledge that is available
to this approach. It can also be noticed that the convergence-based algorithm outperforms
the adaptive -greedy, where the convergence-based algorithm finds a suboptimal policy faster
than the adaptive -greedy. The superiority of the convergence-based algorithm is attributed
to its approach in evaluating different actions. The convergence-based algorithm evaluates the
available actions based on their convergent values. This gives the source relatively accurate
indications about the values of different state-action pairs, and enables it to determine and
select a suboptimal policy in a relatively high-precision pattern.
On the other hand, the -greedy algorithm evaluates actions based on the instant values
of state-action pairs, especially in the beginning of the learning process, when the exploration
probability is relatively high and the values of different state-action pairs are unable to converge.
Unfortunately, these instant values might not be the actual or near actual values of these pairs,
which may slow down finding a suboptimal policy with actual high discounted return.
4.6.2 Comparison in large scenario
This part considers the case of large number of states. The goal is to examine the validity of
the proposed algorithms in the case of large scenarios, where the number of states used in this
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part is 858 states. Figure 4.3 shows the performance of the proposed approaches compared with
the hasty and random algorithms, where finding the optimal policy is difficult. The discounted
returns of the look-ahead, hasty, and random algorithms take a near-constant pattern all the
time. This is because of using one policy all the time, and the discount factor that bounds the
discounted return to a value.
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Figure 4.3: The discounted return Gt versus time t for different approaches.
Figure 4.3 shows that the look-ahead algorithm outperforms the other algorithms. This is
due to having the statistical knowledge about the channel gain and EH processes, which enables
the source to exploit a suboptimal policy from the beginning. It can also be noticed that the
convergence-based algorithm outperforms the -greedy algorithm in terms of the speed of finding
a suboptimal policy, and the quality of learned policies by each algorithm. This superiority is
due to the used approach by each algorithm for evaluating different actions as explained in the
previous subsection. For the hasty and random approaches, they do not exploit the available
causal knowledge in exploring and exploiting different policies, which explains the relatively
poor performance of these two approaches.
Using the convergence-based algorithm, it is clear that the Q-learning outperforms the
SARSA insignificantly. Q-learning learns Q(s, a) by approximating the optimal action-value
function q∗ directly. Fortunately, approximating the optimal action-value function has improved
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the performance by finding a suboptimal policy in a shorter time compared to SARSA, even
if this improvement is relatively small. On the other hand, SARSA is more conservative, it
improves its performance using the estimate of the action-value function under the current
policy. Although, SARSA uses a safer path, but this slows down finding a suboptimal policy
and exploiting it early. Regarding to the adaptive -greedy, it can be seen that both Q-learning
and SARSA have approximately the same performance, where approximating the optimal policy
by Q-learning has not improved the performance.
4.6.3 RL algorithms - harvested energy levels with equal probabilities
This part considers another large scenario. It aims at investigating the considered
RL exploration algorithms when the EH process is a process with independent and
identically distributed random variables. The set of harvested energy levels is En =
{0, 0.05, 0.1, 0.15, 0.2, 0.25} J, each with equal probability.
The considered exploration algorithms are compared using Q-learning. For the
convergence-based algorithm, ζ = 4 and τ has values that are changing between 0.2T and 0.6T .
The adaptive -greedy algorithm uses exploration probability changing between  = exp(0.1i)
and  = exp(0.0001i).
Figure 4.4 shows the superiority of the convergence-based algorithm over hasty and -greedy
algorithms. It can also be noticed that the best performance of the adaptive -greedy
approximates the performance of the hasty policy, while the hasty outperforms the adaptive
-greedy for the remaining values of . The superiority of the convergence-based algorithm
and the poor performance of the adaptive -greedy algorithm are explained in the previous
subsections.
4.6.4 Effect of the τ in Convergence-based algorithm
This experiment investigated the effect of the exploration time threshold τ on the
performance of the convergence-based algorithm. In this experiment, ζ is set to 4.
Figure 4.5 shows the discounted return versus time. When τ = 0, the performance takes
a near constant pattern from the beginning, which is due to exploiting one policy all the time
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Figure 4.4: The discounted return Gt versus time t for different RL exploration algorithms.
(i.e., there is no exploration). For the remaining values of τ , the discounted returns increase
with experience. Then, they take near-constant shapes, which is due to the discount factor
effect, and the inability to improve the policy any more.
Figure 4.5 also shows that the discounted returns increase as τ increases up to a value, then
saturation occurs. As the value of this threshold increases, the opportunity of exploring more
policies increases, which also increases the opportunity of finding a good policy that increases
the discounted return. After a certain time, the effect of increasing τ on the performance
diminishes, which is due to assigning values for τ that are bigger than the required time for
exploring all available actions. In this case, the source will be forced to exploit the best learned
policy once it has evaluated all available actions regardless the value of τ .
4.6.5 Effect of the ζ in Convergence-based algorithm
In this experiment, the effect of ζ on the performance of the convergence-based algorithm
was studied. The value of τ is set to be 0.8T .
Figure 4.6 shows the influence of the experience on the discounted return at different values
of ζ. As shown, for ζ = 0, the performance has a near constant shape from the beginning,
since there is no exploration. In this experiment it is difficult to achieve convergence with zero
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Figure 4.5: The discounted return Gt versus time t for different values of the τ .
error, which prevents exploration. For the remaining values of ζ, the performance is improved
with experience. Then, the discounted returns take near-constant patterns, since the source is
unable to improve the policy any more, and the discount factor which bounds the return. This
figure also shows that the best performance is achieved when ζ has a value of 4.
It can also be noticed that the discounted return increases as the convergence error increases
up to a certain value, and then starts decreasing. This is due to the fact that increasing the
convergence error increases the opportunity of exploration, which improves the performance
up to a certain value of ζ. After that, the performance starts to degrade, which is due to
inaccurate evaluation of various actions.
4.6.6 Effect of the  in -greedy algorithm
This part discusses the effect of  on the performance of the -greedy algorithm. Figure 4.7
investigates the performance of the adaptive -greedy algorithm using different scenarios ( = 0,
 = e−0.1i,  = e−0.01i,  = e−0.001i,  = e−0.0001i, and  = 1), where i is the time slot number
in the episode. This figure shows that the discounted return when  = 0 remains constant
approximately from the beginning, since there is no exploration. For the remaining values
of , the performance is enhanced with experience, then, the discounted returns maintain
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Figure 4.6: The discounted return Gt versus time t for different values of the ζ.
near-constant shapes due to the inability of improving the learned policy, and bounding the
return by the discount factor. It can be noticed that the  = e−0.001i scenario outperforms the
other scenarios.
This figure shows that slowing the decay of  improves the performance up to a value,
and then starts to degrade the performance. Decelerating decay of the  means increasing the
exploration probability at the beginning, which gives the source more opportunity to explore
more policies and find a good policy. Increasing the exploration probability improves the
performance up to a value, but then it starts to degrade the performance, which is due to
slowing down exploiting the best resulting policy from the exploration.
4.7 Chapter Summary
In this chapter, two different scenarios for a realistic energy harvesting communication
system were investigated. The first one assumes the availability of statistical knowledge about
the channel gain and EH processes. On the other hand, the system in the second scenario
does not have that knowledge. The source is equipped with an infinite data buffer to carry
data packets and finite battery to store the harvested energy. We formulated the problem
of maximizing the cumulative discounted received data as an MDP. For the first scenario, a
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Figure 4.7: The discounted return Gt versus time t for different values of the .
look-ahead algorithm was designed to solve the problem efficiently by exploiting the availability
of the transition probabilities between states. To optimize the performance of the system in the
second scenario, RL was used. The results showed the effectiveness of the look-ahead algorithm
when the statistical knowledge is available, even when the number of states and action is
large. This work also showed the effectiveness of RL for optimizing the system performance
in the case of unavailability of that knowledge. Two different exploration algorithms for RL
were used, which are the convergence-based and -greedy algorithms. It was noticed that the
convergence-based algorithm outperforms the other one. Finally, we discussed the effects of
the parameters of each algorithm on the system performance. As a future work, function
approximation and neural networks can be used along with RL to consider the case of having
continuous state and action spaces.
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CHAPTER 5. REINFORCEMENT LEARNING ARCHITECTURES
The first part of this chapter presents a number of introduced reinforcement learning
(RL) architectures. These architectures aim at improving the RL field, and they are
called selector-actor-critic (SAC), tuner-actor-critic (TAC), and estimator-selector-actor-critic
(ESAC). These architectures are improved models of the well known architecture in RL called
actor-critic (AC). In AC, an actor optimizes the used policy, while a critic is used to estimate a
value function and evaluate the optimized policy by the actor. SAC is an architecture equipped
with an actor, a critic, and a selector. The selector determines the most promising action at
the current state based on the last estimate from the critic. Then, the actor uses the most
promising action to optimize the policy. TAC consists of a tuner, a model-learner, an actor, and
a critic. After receiving the approximated value of the current state-action pair from the critic
and the learned model from the model-learner, the tuner uses the Bellman equation to tune the
value of the current state-action pair. Then, this tuned value is used by the actor to optimize
the policy. ESAC is proposed to implement intelligent agents that are able to estimate the
values of all actions at the next state, and optimize its policy before experiencing an action.
ESAC architecture is implemented based on two ideas, which are lookahead and intuition.
Lookahead appears in collecting information about the available actions at the next state and
estimating their values, while the intuition appears in maximizing the probability of selecting
the most promising action. A number of elements are added to AC model to provide agents with
these two capabilities. These elements are an underlying model learner, an estimator, and a
selector. The model learner is used to approximate the dynamics of the underlying model. The
estimator uses the approximated value function from the critic, the learned underlying model,
and the Bellman equation to estimate the values of all actions at the next state. The selector
is used to determine the most promising action at the next state, which will be used by the
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actor to optimize the used policy. Lookahead capability is implemented using the interaction
between the model-learner, the critic, and the estimator. While the actor and the selector are
used to support the agent by the intuition capability. In the second part of this chapter, an
energy harvesting (EH) point-to-point communications system working in an uncertain and
unknown environment is investigated. The agent-environment interaction is modeled by a
Markov decision process (MDP) with discrete state and action spaces. The considered EH
communications system is supported by AC, SAC, TAC, and ESAC. The performance of the
EH system is evaluated using the considered RL architectures.
The remainder of this chapter is organized as follows. Section 5.1 describes different RL
architectures. The conventional AC learning is discussed in Subsection 5.1.1. The effect of
adding a selector to the AC architecture is described in Subsection 5.1.2. Subsection 5.1.3
discusses the TAC architecture. Subsection 5.1.4 describes the main contribution in this
chapter, which is the ESAC model. A brief discussion highlights main features of each
investigated architecture is presented in Subsection 5.1.5. Section 5.2 describes and evaluates
an EH communications system supported by the considered RL architectures. Finally, the
paper is concluded in Section 5.3.
5.1 The Estimator-Selector-Actor-Critic Architecture
This section mainly aims at describing the architectures of AC, SAC, TAC, and ESAC.
This section discusses the role of each component in each architecture. It also presents main
features provided by each architecture.
5.1.1 Actor-Critic
This part discusses a well-known architecture in RL, which is called actor-critic or AC
learning. AC refers to algorithms where the actor generates stochastic actions, and the critic
estimates the value function and criticises the policy formatted by the actor [93]. Figure 5.1
[94] shows the interaction between the actor and the critic in the AC architecture.
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Figure 5.1: Actor-critic architecture.
In this context, the critic approximates the action-value function qpi(s, a) ≈ Q(s, a), and
evaluates the currently optimized policy using SARSA, which is given by
Q(s, a)← Q(s, a) + α[r(s, a, s′) + γQ(s′, a′)−Q(s, a)] (5.1)
where α is the learning rate used to update Q, and γ is the discount factor.
The actor uses policy gradient to optimize a parameterized stochastic policy pi(a|s,θ). Using
policy gradient, the policy objective function J(θ) takes one of three forms, which are
• The value of the start state in episodic environments
J1(θ) = V
pi(s1) (5.2)
• The average value in continuing environments
JavV(θ) =
∑
s
dpi(s)V pi(s) (5.3)
• The average reward per time-step in continuing environments also
JavR(θ) =
∑
s
dpi(s)
∑
a
pi(a|s,θ)r(s, a) (5.4)
where dpi(s) is the steady-state distribution of the underlying MDP using policy pi, and r(s, a, s′)
is the reward resulting from taking action a at state s and then transiting to state s′. The goal
is to maximize J(θ) [59; 95]. The updating rule for θ is given by
θ ← θ + β∇θJ(θ) (5.5)
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where ∇θJ(θ) is the gradient of J(θ) with respect to θ, and β is the step-size used to update
the gradient of the policy.
One of the main challenges in this optimization problem is to ensure improvement during
changing θ. This is because changing θ changes two functions at the same time, which are the
policy and the states’ distribution. The other challenge is that the effect of θ on the states’
distribution is unknown, which makes it difficult to find the gradient of J(θ). Fortunately,
policy gradient theorem provides an expression for the gradient of J(θ) that does not involve
the derivative of the states’ distribution with respect to θ [59]. According to policy gradient
theorem, for any differentiable policy and for any of the policy objective functions, the policy
gradient is [95]
∇θJ(θ) ≈ Epi[∇θ ln(pi(a|s,θ))Q(s, a)] (5.6)
Due to the difficulty of finding the gradient of J(θ), a stochastic estimate ∇̂θJ(θ) is used
to approximate ∇θJ(θ) [59; 96]. The new updating rule for θ is given by
θ ← θ + β∇̂θJ(θ) (5.7)
where
∇̂θJ(θ) = ∇θ ln(pi(a|s,θ))Q(s, a) (5.8)
5.1.2 Selector-Actor-Critic
On-policy learning is defined as methods used to evaluate or improve the same policy used
to make decisions. On the other hand, off-policy approaches try to improve or evaluate a policy
different from the one that is used to generate data [59]. This section discusses an off-policy
policy gradient, where the policy being followed is optimized using the most promising action
at state s. The idea is to approximate the most promising action (i.e., the optimal action) at
state s by the greedy action ag. To the best of our knowledge, it is the first work using the
most promising action ag to optimize stochastic parameterized policies using policy gradient
methods. The goal is to optimize the policy in the direction that maximizes the probability
of selecting ag, and increase the speed of learning a suboptimal θ. To achieve this goal, a
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selector has been added to the conventional AC. This selector determines ag at the current
state greedily according to
ag = argmax
b
Q(s, b), ∀b at s (5.9)
where b indicates each possible action at state s.
After determining ag by the selector, it is used by the actor to optimize the policy. The
action a selected by the policy being followed in (6.8) is replaced by ag. The new updating rule
of θ is given by
θ ← θ + β∇θ ln(pi(ag|s,θ)) [Q(s, ag)] (5.10)
After selecting an action by the actor and interacting with the environment, the critic
updates the action-value function according to
Q(s, a)← Q(s, a) + α[r(s, a, s′) + γQ(s′, a′)−Q(s, a)] (5.11)
Figure 5.2 shows the interaction between the components in the SAC model.
Actor
Critic
(r(s; a; s0); s0)
Q(s; a)
a
Environment
s0
ag = argmax
b
Q(s; b)
Selector
Figure 5.2: Selector-actor-critic architecture.
5.1.3 Tuner-Actor-Critic
Approximating the underlaying model, and using it with AC learning was discussed in [65].
The main idea in [65] is to use the learned model to control over the TD learning, and use
TD to update the policy for exploring different actions. This section presents our modified
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architecture, which is called tuner-actor-critic or TAC. TAC mainly aims at improving the
learning process through integrating a tuner and a model-learner with AC. The main differences
between TAC and the proposed model in [65] are concluded as follows.
• In [65], the critic approximates the state-value function to evaluate the system
performance, while the critic in TAC approximates the action-value function.
• In [65], the policy uses a preference function for selecting actions, which indicates
the preference of taking an action at a state. The preference function of the current
state-action pair is updated by adding its old value to the current TD error learned by
the critic. On the other hand, the actor in TAC uses stochastic parameterized policies to
select actions, and uses policy gradient to optimize these policies.
• TAC uses the approximated underlying model, the approximated action-value function
learned by the critic, and the Bellman equation to tune the value of the current
state-action pair. In contrast, [65] uses the approximated underlying model to find the
expected TD error for the current state. The value of the current state is updated by
adding its previous value to the expected TD error.
Tuner (DP)
Actor
Critic
Underlying Model
Learner
(r(s; a; s0); s0)
QDP(s; a)
Q(s; a) p^(s0js; a)
a
Environment
s0
Figure 5.3: Tuner-actor-critic architecture.
As shown in Figure 5.3, the newly added components to AC architecture are the tuner and
the model learner. Starting from the values received from the critic and the model learner, the
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tuner uses the Bellman equation to tune the value of the state-action pair received from the
critic. The tuner tunes the value of (s, a) state-action pair according to
QDP(s, a) =
∑
s′
pˆ(s′|s, a){r(s, a, s′) + γV (s′)} (5.12)
where pˆ(s′|s, a) is the approximated probability for transiting from the current state s to next
possible state s′ given action a is taken, and V (s′) =
∑
a′ pi(a
′|s′,θ)Q(s′, a′) is the approximated
value of s′.
The critic replaces the value of the current state-action pair, (s, a), by the value computed
by the tuner
Q(s, a) = QDP(s, a) (5.13)
The actor updates θ using
θ ← θ + β∇θ ln(pi(a|s,θ)) [QDP(s, a)] (5.14)
After selecting an action and interacting with the environment, the critic evaluates the
current policy using
Q(s, a)← Q(s, a) + α[r(s, a, s′) + γQ(s′, a′)−Q(s, a)] (5.15)
5.1.4 Estimator-Selector-Actor-Critic
This architecture aims at providing an intelligent agent. It enables agents to lookahead in
unknown environments by estimating the values of the available actions at the next state, before
optimizing the policy and taking an action. This enables agents to maximize the probability
of selecting the most promising action, and minimize the probability of selecting dangerous
actions before experiencing an action. This is the main contribution of this chapter, and the
main property that distinguishes ESAC from AC, TAC, and SAC, which optimize the policy
after experiencing actions. ESAC mainly consists of a model learner, estimator and selector,
an actor, and a critic. Figure 5.4 shows the interaction between these components.
The tuner in TAC is renamed as estimator in ESAC. The reason for renaming this part is
explained as follows. In TAC, this part is just used to tune the value of the current state-action
64
Estimator and
Selector
Actor
Critic
Underlying Model
Learner
(r(s; a; s0); s0)
QDP(s
0; b0); 8b0
Q(s; a) p^(s0js; a)
a0g = argmax
b0
[QDP(s
0; b0)]
a
Environment
s0
Figure 5.4: Estimator-selector-actor-critic architecture.
pair approximated by the critic. However, ESAC uses this part to estimate the values of all
actions at the next state.
Using Bellman equation, and the last updates from the critic and the model learner, the
estimator estimates the values of all the available actions at the next state s′ according to
QDP(s
′, b′) =
∑
s′′
pˆ(s′′|s′, b′){r(s′, b′, s′′) + γV (s′′)}, ∀b′ at s′ (5.16)
where s′′ refers to next possibly reachable states from state s′ given action b′, and pˆ(s′′|s′, b′)
is the approximated probability for transiting from s′ to s′′ given action b′ is taken. Then,
the selector determines the most promising action a′g at s′ to be used by the actor. The most
promising action at s′ is given by
a′g = argmax
b′
[QDP(s
′, b′)], ∀b′ at s′ (5.17)
The critic updates the values of actions at s′ according to the last update from the estimator
using
Q(s′, b′) = QDP(s′, b′), ∀b′ at s′ (5.18)
The actor updates θ according to
θ ← θ + β∇θ ln(pi(a′g|s′,θ)) [QDP(s′, a′g)] (5.19)
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After selecting an action and interacting with the environment, the critic updates the
action-value function according to
Q(s, a)← Q(s, a) + α[r(s, a, s′) + γQ(s′, a′)−Q(s, a)] (5.20)
5.1.5 Discussions
Section 5.1 discusses the investigated RL architectures. The first architecture is called
actor-critic (AC). It mainly consists of an actor and a critic. The critic approximates a
value function, and evaluates the selected actions by the actor. The actor uses a stochastic
parameterized policy to select actions, and policy gradient to optimize the policy.
The second architecture is called selector-actor-critic (SAC). The newly added component
is the selector. In AC architecture, the actor uses the currently selected action at the current
state to optimize the policy’s parameters. However, the selector in SAC determines the most
promising action at the current state, which is used by the actor to optimize the policy’s
parameters.
The third scheme is called tuner-actor-critic (TAC). It has two more elements added to AC,
which are a model learner and a tuner. The model learner approximates the dynamics of the
underlying environment, while the tuner tunes the value of the current state-action pair using
the Bellman equation, the learned model, and the learned value function by the critic. The
actor uses the tuned value of the current state-action pair to optimize the policy’s parameters.
The last model is estimator-selector-actor-critic (ESAC). The new components added to
AC are a model learner, an estimator, and a selector. Before selecting an action, the estimator
estimates the values of available actions at the next state using the Bellman equation, the
learned model, and the learned value function. Then, the selector determines the most
promising action at the next state, which is used by the actor to optimize the policy. This
model mimics rational humans in the way of analyzing the available knowledge before taking
an action. It aims at maximizing the cumulative rewards, and minimizing the probability of
selecting bad and dangerous actions.
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5.2 Energy Harvesting Communications Supported by Reinforcement
Learning Architectures
5.2.1 System Model and Problem Formulation
The system model and the formulated problem are discussed in Section 4.1, and Section 4.2,
respectively. In this chapter, policy gradient is used to optimize a parameterized stochastic
policy pi(a|s,θ). When policy gradient is used, the policy is evaluated using one of the functions
defined in subsection 5.1.1 instead of the action-value or the state-value functions. The task is
a continuing task, and the average value of the states is used to evaluate the used policy. The
average value of the states is given by
J(θ) =
∑
s
dpi(s)
∑
pTx
pi(pTx|s,θ) qpi(s, pTx) (5.21)
5.2.2 EH Communications System Supported by RL Architectures
In this part, the concepts of AC, TAC, SAC, and ESAC are applied to the considered
EH communications system to improve its performance, and to evaluate the considered RL
architectures. This part summarizes the equations used by each component in each architecture.
EH communications system supported by AC
The actor-critic cycle is described as follows:
A) The critic approximates the action-value function and evaluates the current policy using
SARSA
Q(s, pTx)← Q(s, pTx) + α[r(s, pTx) + γQ(s′, pTx′)−Q(s, pTx)] (5.22)
where the immediate reward is a function of (s, pTx) pair only in the considered model,
and it does not depend on the next state s′.
B) The actor optimizes the policy according to
θ ← θ + β∇θ ln(pi(pTx|s,θ))Q(s, pTx) (5.23)
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EH communications system supported by SAC
The selector-actor-critic cycle is described as follows:
A) The critic approximates the action-value function and evaluates the current policy using
SARSA
Q(s, pTx)← Q(s, pTx) + α[r(s, pTx) + γQ(s′, pTx′)−Q(s, pTx)] (5.24)
B) The selector determines the most promising transmission power level at the current state
pTxg = argmax
c
Q(s, c), ∀c at s (5.25)
where c indicates each possible transmission power level at state s.
C) The actor optimizes the policy according to
θ ← θ + β∇θ ln(pi(pTxg |s,θ))Q(s, pTxg ) (5.26)
EH communications system supported by TAC
The tuner-actor-critic cycle is described as follows:
A) The critic approximates the action-value function and evaluates the current policy using
SARSA
Q(s, pTx)← Q(s, pTx) + α[r(s, pTx) + γQ(s′, pTx′)−Q(s, pTx)] (5.27)
B) Using the learned action-value functionQ from the critic and the approximated underlying
model pˆ(s′|s, pTx), the tuner tunes the value of the current state-action pair using
QDP(s, p
Tx) =
∑
s′
pˆ(s′|s, pTx){r(s, pTx) + γV (s′)} (5.28)
where V (s′) =
∑
pTx′
pi(pTx
′ |s′,θ)Q(s′, pTx′) is the approximated value of s′.
C) The actor optimizes the policy according to
θ ← θ + β∇θ ln(pi(pTx|s,θ)) [QDP(s, pTx)] (5.29)
D) The critic replaces the value of the current state-action pair, (s, pTx), by the value
computed by the tuner
Q(s, pTx) = QDP(s, p
Tx) (5.30)
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EH communications system supported by ESAC
The estimator-selector-actor-critic cycle is described as follows:
A) The critic approximates the action-value function and evaluates the current policy using
SARSA
Q(s, pTx)← Q(s, pTx) + α[r(s, pTx) + γQ(s′, pTx′)−Q(s, pTx)] (5.31)
B) Using the learned action-value functionQ from the critic and the approximated underlying
model pˆ(s′|s, pTx), the estimator estimates the values of all actions at the next state
QDP(s
′, c′) =
∑
s′′
pˆ(s′′|s′, c′){r(s′, c′) + γV (s′′)}, ∀c′ at s′ (5.32)
where c′ indicates each possible transmission power level at state s′, and s′′ refers to next
possibly reachable states from state s′ given action c′.
C) The selector determines the most promising transmission power level at next state s′
pTx
′
g = argmax
c′
[QDP(s
′, c′)], ∀c′ at s′ (5.33)
D) The actor optimizes the policy according to
θ ← θ + β∇θ ln(pi(pTx′g |s′,θ)) [QDP(s′, pTx
′
g )] (5.34)
E) The critic updates the values of actions at s′ according to the last update from the
estimator using
Q(s′, c′) = QDP(s′, c′), ∀c′ at s′ (5.35)
5.2.3 Exponential Softmax Policy
In this work, the exponential softmax distribution [59] is used as a stochastic policy for
selecting actions at each state. The policy is given by
pi(pTx|s,θspTx) =
exp(h(s, pTx,θspTx))∑
c
exp(h(s, c,θsc))
(5.36)
where exp(·) is the base of the natural logarithm, h(s, pTx,θspTx) ∈ R is the parameterized
preference for (s, pTx) state-action pair, and θspTx is the policy’s parameter vector related to
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action pTx at state s. For discrete and small action spaces, the parameterized preferences can
be allocated for each state-action pair [59].
The parameterized preference of (s, pTx) state-action pair is a function of a vector of features
φ(s, pTx) and θspTx , which is used to determine the preference of action p
Tx at state s. The
action with the highest preference at a state will be selected with the highest probability, and
so on [59]. These preferences can take different forms. One of these forms is that when the
preference is a linear function of weighted features, which is given by
h(s, pTx,θspTx) = (θ
s
pTx)
>φ(s, pTx) (5.37)
The ∇θs
pTx
ln(pi(pTx|s,θspTx)) is given by
∇θs
pTx
ln(pi(pTx|s,θspTx)) =
∇pi(pTx|s,θspTx)
pi(pTx|s,θspTx)
(5.38)
= φ(s, pTx)− pi(pTx|s,θspTx)φ(s, pTx)
Feature functions φ(s, pTx) of (s, pTx) state-action pair is used for representing the states
and actions in an environment. Feature functions should correspond to aspects of state and
action spaces, where the generalization can be implemented properly [59]. This work uses
binary feature functions. Feature function for a state-action pair is set to one if the action
satisfies the energy feasibility condition at state s, otherwise, it is set to zero.
5.2.4 Experimental Results
This part discusses the validity of supporting EH communications systems with the
investigated RL architectures, when these systems are working in uncertain and unknown
environments.
Experimental Set-up. Two scenarios were considered in the simulation; a simple
scenario with small number of states, and a scenario with large number of states. The simple
scenario is used to evaluate and compare the investigated RL architectures with the optimal
performance. For the large scenario, the considered architectures are only compared with each
other, where it is difficult to find the optimal solution.
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In all scenarios, the discount factor γ is set to 0.9. The learning rate α used by the critic
is set to 0.1. The step-size learning parameter β used in policy gradient is set to 0.1. All the
simulations started with an initial policy selecting available actions with equal probabilities.
The approximated transition model was initialized with zero transition probabilities.
In the simulated environments, the simple scenario is modeled by an MDP with 18
states. Three actions are available with different immediate rewards and random transition
probabilities. The second scenario is modeled using 858 states, and the available actions are
13. All the results were averaged over 500 runs. The starting state is selected randomly, where
all the states have equal probabilities to be the starting state. All mentioned parameters were
used in all experiments unless otherwise stated.
Comparison with the upper bound. In this scenario, the battery maximum capacity
Bmax is set to 2 units. The set of harvested energy is En = {0, 0.05} J with transition probability
matrix Pe
Pe =
0.5050 0.4950
0.5215 0.4785

The set of channel gains Hn = {0,−10,−20} dB with transition probability matrix Ph
Ph =

0.3946 0.3991 0.2064
0.4145 0.3470 0.2385
0.5524 0.3637 0.0838

In this experiment, the total rewards G0 and the discounted return Gt of each architecture
were evaluated. The optimal performance uses the optimal policy from the beginning. It
requires a priori statistical knowledge about the environment, which is unavailable to the
remaining RL architectures. Value iteration (VI) was used to find the optimal policy to find
the upper-bound [42].
Figure 5.5 shows the resulting discounted return Gt versus t for the considered architectures.
As expected, the discounted return of the optimal policy takes a near-constant pattern all the
time. This is due to using one policy all the time, and the discount factor γ which bounds the
discounted return to a certain value. The discounted returns of the RL architectures increase
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Figure 5.5: The cumulative discounted return Gt versus t.
with experience significantly, in the beginning. As the time increases, they start taking a
near-constant pattern, which results from learning a policy that they could not improve any
more, and γ that bounds the discounted return to a particular value. As shown, ESAC
has found a suboptimal policy before AC, TAC, and SAC. Explanations for these results
are summarized as follows. AC, SAC, and TAC are risky architectures, and they do not
have accurate estimations about actions in the beginning. They need to experience different
actions to get accurate estimations about their values and optimize their policies. This means
experiencing different actions including low-value actions that result in relatively low discounted
returns. AC experiences an action at the current state, and then, it optimizes the policy based
on the estimated value of the current state-action pair. TAC just tunes the estimated value
of the experienced action using the learned underlying model, then, this tuned value is used
by the actor to optimize the policy. It is clear that both AC and TAC do not exploit the
available information about the remaining actions at the current state to optimize the policy.
SAC experiences an action at the current state, and then, based on its estimated value and the
estimated values of other actions, it optimizes the policy. The superiority of ESAC in finding
a suboptimal policy before the remaining approaches without taking a risky path is due to its
capability to utilize information from other states, and use this information to estimate the
most promising action at next state before optimizing the policy and experiencing an action.
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Figure 5.6: The total rewards G0 versus T .
Figure 5.6 shows the resulting total rewards G0 versus T using different architectures. As
expected, the total rewards of all approaches increase significantly as T increases, and then,
they take a near-constant performance. This is due to the discount factor γ, which diminishes
the effect of the future rewards with time. As shown, ESAC outperforms AC, TAC, and SAC.
This is because ESAC takes a safer path for optimizing its policy, which enables it from finding
a suboptimal policy from the beginning where γi is relatively high, and the total rewards can
be increased significantly. On the other hand, AC, SAC, and TAC take a risky path from the
beginning, which prevents them from finding a suboptimal policy in an early time when γi is
relatively high.
Comparison in large scenario. This part considers the case of a large number of states.
The goal is to evaluate the considered architectures when the number of states is large. It is
also assumed that the set of harvested energy levels is En = {0, 0.05, 0.1, 0.15, 0.2, 0.25} J, each
with equal probability. The set of channel gains consists of 11 states that were uniformly
selected between 0 and −20 dB with random transition probabilities between the states. The
used battery has a maximum capacity of 12 units. All results are averaged over 500 runs.
Figure 5.7 shows the discounted return Gt versus t for ESAC, SAC, TAC, and AC. It shows
that ESAC is able to find a suboptimal policy before the remaining architectures. On the
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Figure 5.7: The cumulative discounted return Gt versus t when γ = 0.9.
other hand, AC, SAC, and TAC are able to find better policies compared to ESAC, which
is attributed to their risky behavior, which enables them to find better policies compared to
ESAC, at the end. This figure also shows that the best learned policies are the ones learned
by AC and SAC.
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Figure 5.8: The total rewards G0 versus T when γ = 0.9.
Figure 5.8 shows the total rewards G0 versus T for ESAC, SAC, TAC, and AC. It also shows
the superiority of ESAC in terms of G0 compared to its competitors even in the case of large
number of states. This is due to the ESAC’s tendency to take a safe path from the beginning,
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which enables it from collecting relatively high rewards when γi is relatively high. Regarding
to AC, SAC, and TAC, they prefer taking risky paths to find a good policy. However, this
prevents these architectures from collecting relatively high rewards in the beginning, when γi
is relatively high.
Zero discount factor. In this part, we investigate the performance of the considered
architectures when the discount factor γ = 0. In this case, the agent should care about which
action will yield the largest expected immediate reward. The remaining parameters are the
same parameters used in the previous part.
Figure 5.9 shows the return Gt versus t for ESAC, SAC, TAC, and AC when γ = 0. Due
to the large fluctuation in Figure 5.9, it is reploted using a moving average filter as shown in
Figure 5.10. Figure 5.10 shows the same performance trends and relative performance in terms
of Gt when γ = 0.9. Since there is no accumulation of the rewards, and only the first reward
Rt+1 is included, Gt values in Figure 5.10 are much less than those in Figure 5.7.
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Figure 5.9: The return Gt versus t when γ = 0.0.
For the case of γ = 0, G0 is the only reward resulting in the first time slot (i.e., R1), which
means that G0 will have a fixed value regardless the value of T .
75
0 2000 4000 6000 8000 10000 12000
29
30
31
32
33
34
35
AC
SAC
TAC
ESAC
Figure 5.10: The fitted return Gt versus t when γ = 0.0.
No discounting. This part studies the performance of the considered architectures when
there is no discounting on the rewards (i.e., the discount factor γ = 1), where the return does
not converge to a certain value. In this case, the agent should care about maximizing the
expected sum of all future rewards. The remaining parameters are the same parameters used
in the previous part.
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Figure 5.11: The average return Gt(w) versus t when γ = 1.0.
Figure 5.11 shows the average return, Gt(w) , 1w
∑w−1
i=0 γ
iRi+t+1, versus t for the
investigated architectures. Due to the difficulty of finding the return Gt for this case, Gt(w) is
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calculated and averaged over w = 4000 time steps for each time t. This figure also shows the
superiority of AC and SAC compared to TAC and ESAC in terms of the policies that can be
learned by each architecture.
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Figure 5.12: The average reward G0(w) versus w when γ = 1.0.
Figure 5.12 shows the average reward, G0(w) , 1w
∑w−1
i=0 γ
iRi+1, versus w for ESAC, TAC,
SAC, and AC. It also shows the superiority of TAC in terms of the average reward compared
with the remaining architectures, and the ability of SAC and AC to learn better policies
compared to ESAC as time increases.
5.3 Chapter Summary
In this chapter, new architectures for RL were introduced. These architectures are called
SAC, TAC, and ESAC. They aim at improving RL by adding components to the conventional
AC. The main idea of SAC is to improve the learning process, and accelerate optimizing the
policy’s vector θ. The main difference between AC and SAC is in the updating equation of θ.
AC uses on policy policy gradient, where selected action by the current policy is used to update
θ, while SAC uses off-policy policy gradient, it updates θ using the most promising action (i.e.,
the approximately optimal action). TAC aims at improving the learned value function by
adding a model-learner and a tuner. The tuner tunes the approximated value of the current
state-action pair using the learned underlying model and the Bellman equation. The goal of
77
developing ESAC is to provide an RL architecture for intelligent agents that mimics human
in the way of making decisions. It aims at maximizing the probability of selecting promising
actions, and minimizing the probability of selecting dangerous and expensive actions before
experiencing actions. It takes a safe path in optimizing its policy. The ESAC architecture uses
two ideas, which are the lookahead and intuition, to implement such agents with high level
of understanding and analyzing available information before making decisions. The lookahead
appears in collecting information from the model learner and the critic to estimate the values
of all available actions at next state. The intuition is seen in optimizing the policy to maximize
the probability of selecting the most promising action. To maintain exploration during learning,
ESAC does not select the most promising action each iteration, it just maximizes its probability
of being selected. AC, SAC, TAC, and ESAC were evaluated using an EH communications
system working in uncertain and unknown environment, when this system is supported by these
architectures. Simulation results show that ESAC outperforms other potential competitors in
terms of total rewards collected through learning. This is due to the conservative behavior
of ESAC, which prefers to take a safer path from the beginning compared to the remaining
architectures. AC, SAC, and TAC experience an action, and then, they optimize their policies
based on the value of the experienced action. Due to their behavior in taking risky paths,
they are able to explore more policies, which explains their ability to find better policies at the
end compared with ESAC. This dangerous behavior might be unwanted in some applications,
where experiencing dangerous actions to evaluate them is expensive such as learning robots
and drones.
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CHAPTER 6. AN ACTOR-CRITIC REINFORCEMENT LEARNING
APPROACH FOR ENERGY HARVESTING COMMUNICATIONS
SYSTEMS
In this chapter, an energy harvesting (EH) point-to-point communications system working
in an uncertain and unknown environment is investigated. This system consists of a source and
destination. The source is an EH node that is able to harvest solar energy and store it in a finite
capacity battery. The EH and channel gain processes are Markov processes. The underlying
agent-environment interaction is modeled by a Markov decision process (MDP) with continuous
state and action spaces. The goal is to optimize the transmission power allocation policy to
maximize the expected cumulative throughput. Due to lack of knowledge about the underlying
processes, actor-critic reinforcement learning (RL) is used. The critic uses a neural network of
three layers to approximate the action-value function and evaluate the policy approximated by
the actor. The actor uses a stochastic parameterized policy modeled by a normal distribution
with parameterized mean and standard deviation. Policy gradient is used to optimize the
policy’s parameters to select actions maximizing the expected cumulative throughput.
The remainder of this chapter is organized as follows. Section 6.1 describes the proposed
communications system model. Then, the problem is formulated in Section 6.2. Section 6.3
presents the architecture of actor-critic learning used in this work. Numerical simulation results
are presented in Section 6.4. Finally, this chapter is concluded in Section 6.5.
6.1 System Model
In this section, a point-to-point communication system that consists of a source (S) and a
destination (D) is investigated. As illustrated in Figure 6.1, each of S and D is equipped with
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an infinite buffer to store data. S is an energy harvesting node that is able to harvest solar
energy and store it in a finite capacity battery. A time slotted system with equal length time
slots is assumed, where each slot has a duration of Tc. The maximum capacity of the battery
is Bmax J. Bi is the battery level of S at the beginning of time slot i, where Bi ∈ B , [0, Bmax].
Battery
Bmax
Bi
Data BufferData Buffer
DS
P Txi
Ei
Hi
Figure 6.1: Point-to-point communication system with an energy harvesting source.
The EH and channel gain between slots are governed by Markov processes. During time
slot i, S is harvesting Ei J from solar sources, where Ei ∈ En , [Emin, Emax]. fEn(e′|e) is the
transition probability density function for transiting from energy level e to energy level e′. Let
Hi be the channel gain from S to D during time slot i, where Hi ∈ H , [Hmin, Hmax]. fH(h′|h)
is the transition probability density function for transiting from channel gain h to channel gain
h′.
Let P Txi be the transmission power during time slot i. P
Tx
i ∈ PTx , [0, pTxmax]. In this
model, energy consumption is considered only due to data transmission, and it does not take
into account any other energy consumption, such as processing, circuitry, etc. P Txi is the
decision variable that will be determined in order to maximize the amount of data transmitted
from S to D. In this work, harvest-store-use scheme is used to manage the harvested energy
[87; 88].
6.2 Problem Formulation
Since the exact values of the harvested energy levels and channel gains are unknown in the
future, the optimization problem 4.7 presented in subsection 4.2.1 cannot be solved using convex
optimization techniques. This section presents an MDP reformulation of this optimization
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problem, when the state and action spaces are continuous. The mathematical model of an
MDP with continuous state and action spaces is defined by the following principles:
• A continuous set of states S.
• A continuous set of actions A.
• f(s′|s, a) is the transition probability density function defining the transition from state
s to state s′ given action a is taken at state s.
• The immediate reward, r(s, a, s′), is attained by taking action a at state s and then
transiting to state s′.
• The discount factor γ.
An MDP reformulation for (4.7) is described as follows. Each state s is defined by the
battery level b, channel gain h, and amount of harvested energy e, where s = (b, h, e). The
action a is the transmission power pTx. Each state s has a subset of actions PTxs such that
PTxs ⊆ PTx. Battery levels evolve according to
b′ = min{b+ e,Bmax} − Tc pTx (6.1)
The transition probability density function f(s′|s, pTx) is given by
f(s′|s, pTx) =

fEn(e′|e) · fH(h′|h), if (6.1) is satisfied
0, otherwise
(6.2)
where the channel gain and EH processes are independent.
The immediate reward, which is the amount of received data resulting from taking action
pTx at state s is given by
r(s, pTx) = Tc log2
(
1 +
pTx |h|2
σ2n
)
(6.3)
In this context, the immediate reward is a function of the current state s and the selected
action pTx only, and it is independent of the next state s′.
A stochastic parameterized policy pi(pTx|s,θ) maps states to actions stochastically, where
the goal is to find a suboptimal policy’s parameter vector that maximizes a performance measure
J(θ).
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6.3 Actor-Critic
6.3.1 Actor
In this context, the actor uses policy gradient to optimize a parameterized stochastic policy
pi(pTx|s,θ). Policy gradient aims at maximizing the average value of the states
J(θ) =
∫
S
dpi(s)
∫
PTx
pi(pTx|s,θ) qpi(s, pTx)dpTx ds (6.4)
where transmitting data from S to D is a continuing task, pi(pTx|s,θ) is the used stochastic
parameterized policy, dpi(s) is the steady-state distribution of the underlying MDP using the
policy pi(pTx|s,θ), and qpi(s, pTx) is the action-value of state-action pair (s, pTx) under policy
pi(pTx|s,θ). Tasks can be classified into to episodic tasks and continuing tasks. In episodic
tasks, the agent-environment interaction breaks into subsequences called episodes, such as plays
in a game. On the other hand, continuing tasks refer to tasks where the agent-environment
interaction does not break into episodes and continues without limit [59]. In continuing tasks,
average value of the states or the average reward per time-step are used to evaluate stochastic
parameterized policies when policy gradient is used [59; 95]. The policy’s parameter vector θ
is updated according to
θ ← θ + β∇θJ(θ) (6.5)
where ∇θJ(θ) is the gradient of J(θ) with respect to θ, and β is the learning rate.
One of the main challenges in finding ∇θJ(θ) is to ensure improvement during changing
θ, since changing θ will change the policy and the states’ distribution at the same time. The
other challenge is that the effect of θ on the states’ distribution is unknown. Policy gradient
theorem provides an expression for ∇θJ(θ) that does not involve the derivative of the states’
distribution with respect to θ [59]. According to this theorem, for any differentiable policy,
∇θJ(θ) is approximated by [95]
∇θJ(θ) ≈ Epi[∇θ ln(pi(pTx|s,θ))Q(s, pTx,w)] (6.6)
where Q(s, pTx,w) is the approximated action-value function by the critic.
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Due to the difficulty of finding ∇θJ(θ), the stochastic estimate ∇̂θJ(θ) that approximates
∇θJ(θ) is used [59; 95], and θ is updated according to
θ ← θ + β∇̂θJ(θ) (6.7)
where
∇̂θJ(θ) = ∇θ ln(pi(pTx|s,θ))Q(s, pTx,w) (6.8)
In this work, the parameterized policy pi(pTx|s,θ) is modeled by a normal distribution with
parameterized mean µ(s,θµ) and standard deviation σ(s,θσ). pi(p
Tx|s,θ) is given by
pi(pTx|s,θ) = 1√
2 ∗ pi ∗ (σ(s,θσ))2
exp
(
− (Tc p
Tx − µ(s,θµ))2
2 ∗ (σ(s,θσ))2
)
(6.9)
where θ = [θµ,θσ]
>, and pi is the number pi ≈ 3.14159.
The mean µ(s,θµ) should be within the range of minimum and maximum values at each
state. Due to this constraint, the hyperbolic tangent function, which restricts the output
between -1 and 1, is used to model the parameterized mean
µ(s,θµ) = [µmax(s)− µmin(s)]
(
1 + tanh(θᵀµφ(s))
2
)
+ µmin(s) (6.10)
where µmax(s) = b is the maximum value that can be assigned to the mean at state s, which is
the current battery level, µmin(s) = 0 is the minimum value that can be assigned to the mean
at state s, and φ(s) is a vector of features at state s. φ(s) is a vector of two binary feature
functions. The first feature is related to energy availability condition. It is set to one if the
available energy is more than zero; otherwise it is set to zero. The second feature function is
related to energy overflow condition. If the current energy level is the maximum capacity of
the battery, it is set to one, otherwise, it is set to zero.
The standard deviation should be positive, so, it is modeled by an exponential with a linear
exponent [59]
σ(s,θσ) = exp(θ
ᵀ
σ φ(s)) (6.11)
θ is updated according to
θµ ← θµ + β[∇θµ ln(pi(pTx|s,θ))Q(s, pTx,w)] (6.12)
θσ ← θσ + β[∇θσ ln(pi(pTx|s,θ))Q(s, pTx,w)] (6.13)
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θ can be rewritten as
θµ ← θµ + β
[(
(Tc p
Tx − µ(s,θµ))
σ(s,θσ)
2 ∇θµµ(s,θµ)
)
· Q(s, pTx,w)
]
(6.14)
θσ ← θσ + β
[((
(Tc p
Tx − µ(s,θµ))2
σ(s,θσ)
3 − σ(s,θσ)−1
)
∇θσσ(s,θσ)
)
·Q(s, pTx,w)
]
(6.15)
where
∇θµµ(s,θµ) =
(
µmax(s)− µmin(s)
2
)
[1− tanh2(θᵀµφ(s))]φ(s) (6.16)
and
∇θσσ(s,θσ) = exp(θᵀσ φ(s))φ(s) (6.17)
6.3.2 Critic
The critic part of RL agent is used to approximate the action-value function and evaluate
the policy optimized by the actor. A neural network of three layers is used to approximate
the action-value function, which is given by Q(s, pTx,w), where w is a weight vector used by
the neural network. Backpropagation is used to minimize the squared TD error, r(s, pTx) +
γ Q(s′, pTx′ ,w)−Q(s, pTx,w).
6.4 Simulation Results
In this section, the proposed algorithm is evaluated. In the numerical analysis, it is assumed
that each time slot is 1 second in duration. The available bandwidth BW is 1 MHz, and the
noise spectral density is N0 = 4× 10−21 W/Hz.
It is also assumed that the S is equipped with a solar panel with an area of 25 cm2 and
10% harvesting efficiency. An outdoor solar panel can get the benefit of 100 mW/cm2 solar
irradiance under standard conditions, and harvesting efficiency between 5% and 30%, depending
on the material used in manufacturing the panel [6].
The used parameters are as follows. The discount factor γ is set to 0.9, and the learning
rate β is selected to be 0.0002. The used battery has a maximum capacity of 3 J. All results are
averaged over 300 runs. The starting state is selected randomly using a uniform distribution.
The EH and channel gain processes are Markov processes. Ei ∈ En , [0, 0.25] J is a continuous
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random variable with a normal distribution fEn with standard deviation 0.1 and mean equals
to Ei−1. Hi ∈ H , [0.1, 1] is a continuous random variable with a normal distribution fH with
standard deviation 0.1 and mean equals to Hi−1.
6.4.1 The cumulative discounted return for actor-critic versus hasty
In this experiment, the critic is implemented using a 3 layer neural network. The first
and second layers have 10 and 5 neurons respectively, with ReLU activation function. The
third layer has one linear neuron. Using Hasty policy, all available energy is allocated for data
transmission each time, regardless of previous experience, i.e., using a greedy approach. The
goal is to avoid energy overflow situations [36].
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
200
220
240
260
280
300
320
340
360
380
400
Hasty
AC
Figure 6.2: The cumulative discounted return Gt versus t.
Figure 6.2 shows the discounted return Gt (i.e., the cumulative discounted received data
starting from time t). The cumulative discounted received data refers to the amount of valuable
data received within a given period of time. The discounted return Gt of the hasty algorithm
takes a near-constant shape all the time, since this algorithm uses one policy all the time,
and the discount factor γ which restricts the discounted return to a certain value. For the
actor-critic, it starts from a random policy. At the beginning of the session, its discounted
return increases significantly with experience. As time increases, it starts taking a near-constant
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pattern, which is due to learning a suboptimal policy that can not be further improved, and
the discount factor γ that restricts the discounted return to a particular value.
6.4.2 The effect of the approximated value function on the cumulative discounted
return
In this part, different architectures of the neural network used by the critic are considered.
The goal is to investigate the effect of the approximated action-value function on the cumulative
discounted return. The considered architectures of the neural network are, three layer neural
network with 3 and 2 neurons at the first and second layers, respectively, three layer network
with 5 and 3 neurons at the first and second layers, respectively, and three layer network with
10 and 5 neurons at the first and second layers, respectively. The neurons in the first and
second layers are neurons with ReLU activation function, while the neuron at the third layer
is a neuron with a linear activation function.
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Figure 6.3: The cumulative discounted return Gt versus t.
Figure 6.3 shows the performance of the considered architectures, which depends on their
accuracy in approximating the action-value function. As the accuracy of the estimated
action-value function increases, the actor will be able to optimize its policy more precisely
in a direction that maximizes the cumulative discounted return. The best performance is
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achieved by a three layer neural network with 10 and 5 neurons at the first and second layers,
respectively.
6.5 Chapter Summary
In this chapter, a point-to-point EH communications system is investigated. This system
consists of a source and a destination. The source is capable of harvesting solar energy and
storing it in a finite capacity battery. The EH and channel gain processes are Markov processes
with continuous spaces. The agent-environment interaction is modeled by an MDP with
continuous state and action spaces. AC was used to optimize the performance of the considered
system. The critic used a neural network of three layers to approximate the action-value
function and evaluate the policy optimized by actor. The actor used a parameterized stochastic
policy to map states to actions stochastically. The policy is modeled by a normal distribution
with parameterized mean and standard deviation. The mean is modeled by the hyperbolic
tangent function to restrict the mean by available actions at each state. The standard deviation
is modeled by an exponential function with a linear exponent to guarantee positive values for the
standard deviation. Policy gradient was used to optimize the policy’s parameters to maximize
the system throughput. The system performance was compared to hasty algorithm, where the
results showed the ability of AC learning to improve the performance of EH communications
systems with experience, when these systems work in unknown and uncertain environments,
and the state and action spaces are continuous. Then, the performance of different architectures
of the neural network used by the critic was evaluated.
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CHAPTER 7. CONCLUSIONS AND FUTURE WORK
7.1 Conclusions and Contributions
This thesis focuses on analyzing and proposing models and algorithms for EH wireless
communications systems, which can provide efficient communications systems with long lifetime
and high quality of service (QoS). A brief summary of the main contributions of this thesis is
presented.
• Chapter 3. Cooperative underlay cognitive radio network with energy harvesting was
investigated. In this underlay cognitive radio scheme, secondary users are allowed to
access the spectrum, respecting a certain primary interference threshold. The secondary
nodes employ decode-and-forward relaying in order to maximize the total received data
by optimizing their transmit powers. In the secondary network, both the secondary
source and relay are able to harvest energy from renewable sources and store it in finite
capacity batteries. An optimization problem was formulated to maximize the sum of
the achievable rate over multiple time slots. The formulated problem is a non convex
problem, and change of variable was used to transform it to an equivalent convex form.
Projected subgradient method was used to find the power allocated to the secondary
network. Numerical simulations were conducted to study the performance of the proposed
system. Comparisons were made between the proposed system and other conventional
scenarios, and it is observed that when the required signal-to-interference-plus-noise
ratio (SINR) at the primary receiver is high, the proposed harvesting-based scheme and
conventional-based scheme perform similarly.
• Chapter 4. A practical scenario in terms of information availability about the energy
harvesting and channel gain processes was investigated. The considered system is a
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point-to-point energy harvesting communications system consisting of a source and a
destination, and works in uncertain environment. The source is equipped with an infinite
buffer to store data, and energy harvesting capability to harvest solar energy and store it
in a finite capacity battery. The goal is to maximize the expected cumulative throughput
of the considered system while prolonging its lifetime. The agent-environment interaction
was modeled by a Markov decision process with discrete state and action spaces. Two
cases were considered, which are statistical knowledge availability about the underlying
processes, and when the system works in an unknown environment. In the first case,
we designed an algorithm utilizing the statistical knowledge availability to improve
the system performance, while reducing the complexity of traditional methods (e.g.,
value iteration, and policy iteration). The proposed algorithm uses instant knowledge
about the channel, harvested energy, and current battery level to find a suboptimal
policy. In the second case, when the statistical knowledge of the underlying processes
is unavailable, reinforcement learning was used. Two different reinforcement learning
exploration algorithms, one that is introduced in this thesis called convergence-based and
the epsilon-greedy algorithms, were used. The first one uses the action-value function
convergence error and the exploration time threshold to balance between exploration and
exploitation, while the second algorithm tries to achieve balancing through the exploration
probability epsilon. Simulations and comparisons with conventional algorithms show the
effectiveness of the look-ahead algorithm when the statistical knowledge is available, and
the effectiveness of reinforcement learning in optimizing the system performance when
this knowledge is unavailable.
• Chapter 5. Learning architectures for reinforcement learning were introduced. They are
called selector-actor-critic, tuner-actor-critic, and estimator-selector-actor-critic. These
architectures aim at developing reinforcement learning field and providing intelligent
agents. A number of elements were added to the conventional actor-critic model to
implement these architectures. Actor-critic mainly consists of an actor and a critic. The
actor is used to optimize a stochastic parameterized policy to select actions that maximize
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a performance measure. The critic estimates the action-value function and criticises the
optimized policy by the actor. In the selector-actor-critic architecture, a selector was
added to actor-critic model, which is used to determine the most promising action at the
current state. Then, this action is used by the actor to optimize its policy. The goal is to
increase the speed and the efficiency of learning a suboptimal policy. The newly added
components to the tuner-actor-critic architecture are a model learner and a tuner. The
model learner is used to approximate the dynamics of the underlaying model. The tuner
uses the approximated action-value function from the critic, the learned underlying model,
and the Bellman equation to tune the value of the current state-action pair. The goal of
the tuner-actor-critic is to improve the learning process by providing the actor by a tuned
value of the current state-action pair. Estimator-selector-actor-critic is an architecture
introduced to implement intelligent agents. This architecture mimics rational humans
in the way of analyzing available information, and making decisions. It is implemented
based on two ideas, which are lookahead and intuition. Lookahead appears in collecting
information about available actions at next state and estimating their values, while the
intuition appears in maximizing the probability of selecting the most promising action at
next state. A number of elements were added to the actor-critic architecture to provide
agents with these two capabilities. These elements are an underlying model learner, an
estimator, and a selector. The estimator uses the approximated action-value function, the
learned underlying model, and the Bellman equation to estimate the values of all actions
at next state. The selector determines the most promising action at next state, which
will be used by the actor to optimize the policy. Lookahead capability is implemented
using the interaction between the model learner, the critic, and the estimator. While
the actor and the selector are used to support the agent by the intuition capability.
The introduced architectures were evaluated using an energy harvesting communications
system working in an uncertain and unknown environment, where a discrete state and
action Markov decision process was used to model the agent-environment interaction.
Simulation results showed the superiority of the estimator-selector-actor-critic over the
remaining architectures in terms of the total rewards collected by each one. On the
90
other hand, the results showed the ability of the tuner-actor-critic, selector-actor-critic,
and actor-critic to find better policies at the end of learning session compared to the
estimator-selector-actor-critic.
• Chapter 6. More realistic point-to-point energy harvesting communications system
was investigated, where the energy harvesting and channel gain processes are random
processes with continuous random variables. The source is an energy harvesting node
that is capable of harvesting solar energy and store it in a finite capacity battery. The
agent-environment interaction was modeled by a continuous state and action Markov
decision process, where the numbers of states and actions are infinite. Actor-critic was
used to optimize the system performance. In this work, a neural network of three layers
is implemented and used by the critic to approximate the action-value function and
criticise the policy optimized by the actor. The actor uses a stochastic parameterized
policy to select actions stochastically at different states. The policy is modeled by a
normal distribution with parameterized mean and standard deviation. The standard
deviation is modeled by an exponential function to bound the standard deviation by
positive values. The mean is modeled by the hyperbolic tangent function to bound the
mean within the available actions at each state. Policy gradient was used to optimize
the policy’s parameters to maximize the system throughput. The system performance
was compared with hasty policy, where the results showed the ability of actor-critic
reinforcement learning to improve its performance and learn a suboptimal policy with
experience. Then, different architectures of the neural network used by the critic were
evaluated.
7.2 Future Work
In this part of the thesis, two directions for future and ongoing work are presented. These
directions will deal with new research field that can improve our work.
Reinforcement learning with continuous state and action spaces. This direction
aims at extending our reinforcement learning architectures proposed in Chapter 5 to be
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compatible with continuous state and action MDPs. In this direction, we have solved some
challenges related to optimizing the parameters of the used stochastic parameterized policy.
We have used a normal distribution of a parameterized mean and standard deviation that are
needed to be optimized. The first challenge is related to optimizing the mean. The mean
is dependent of the states, where it is constrained by a minimum and a maximum value at
each state. This problem has been solved by modeling the mean by the hyperbolic tangent
function that restricts the mean by the minimum and maximum value of available actions at
each state. The second challenge is to have a parameterized standard deviation with positive
values all time. This challenge has been solved by modeling the standard deviation by a
parameterized exponential function which guarantees positive values all time. Solving the
previous challenges has enabled us to implement actor-critic dealing with continuous state and
action MDPs. Our future work aims at finding efficient solutions to the remaining challenges
to implement selector-actor-critic, a tuner-actor-critic, and an estimator-selector-actor-critic
that are able to solve reinforcement learning problems with continuous state and action
spaces. The challenges are summarized as follows. The first one is to approximate the
dynamics of the underlying continuous state and action MDPs. Solving this challenge will
enable us to implement a tuner-actor-critic. The second challenge is to implement an efficient
and precise method to extract the greedy action at a state, when the action-value function
is approximated by neural networks. Solving this challenge will be used to implement a
selector-actor-critic. Implementing estimator-selector-actor-critic needs integrating solutions
of the previously mentioned challenges with an actor-critic.
The survival of our communications networks is not restricted by the ability of
communications systems to withstand electronic and physical threats, it also needs to manage
limited resources. Another promising direction related these proposed architectures is to
provide intelligent communications systems that are able to adapt their characteristics in
uncertain and unknown environments. Intelligent techniques and systems will play a major
role in managing available resources in a way that guarantees good communications services in
any environment. An example on using these proposed architectures in wireless communications
is to implement intelligent cognitive radio networks. In these networks, secondary users can
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be supported by our proposed architectures to optimize their transmission power and their
utilization to primary spectra in a way that increases the throughput of both secondary and
primary networks.
Multi-agent reinforcement learning. The second direction is to extend our work to
multi-agent reinforcement learning. This considers cases when a system has more than one
agent interacting with each other to do a particular task. Multi-agent reinforcement learning
manages the operation of multiple agents working in unknown and uncertain environments.
Some of the main challenges in multi-agent environments can be summarized as follows. Firstly,
an agent’s action is dependent on the other agents’ actions. Secondly, all agents should converge
to an optimal joint policy that provides good overall performance. One way to find an optimal
joint policy is to implement joint states of all agents, especially if these agents are heterogeneous.
Our future work aims at developing multi-agent reinforcement learning architectures capable
of learning joint optimal policies with minimum number of overheads required to implement
joint states. One proposed solution to implement such architectures is to approximate the joint
behavior of all agents, which will minimize the exchanged overheads required to implement joint
states. The other advantage of approximating joint states is to minimize the time required to
make decisions, especially for applications that need immediate actions.
There is a number of promising applications of the proposed architectures in communications
networks, when these networks consist of multiple agents interacting with each other in
unknown environments. In this direction, we aim at providing intelligent protocols for these
networks. One of the promising applications is multi-user cognitive radio networks, when the
secondary network has more than one secondary user wanting to utilize a primary spectrum.
Using our proposed architecture, the behavior of all users in both primary and secondary
networks can be approximated, and an optimal joint policy can be learned, even if the behaviors
of all users are unknown in both networks.
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