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Abstract. Cyclic, negacyclic and constacyclic codes are part of a larger class of codes called polycyclic
codes; namely, those codes which can be viewed as ideals of a factor ring of a polynomial ring. The
structure of the ambient ring of polycyclic codes over GR(pa,m) and generating sets for its ideals are
considered. It is shown that these generating sets are strong Groebner bases. A method for finding such
sets in the case that a = 2 is also given. The Hamming distance of certain constacyclic codes of length ηps
and 2ηps over Fpm is computed. A method, which determines the Hamming distance of the constacyclic
codes of length ηps and 2ηps over GR(pa,m), where (η, p) = 1, is described. In particular, the Hamming
distance of all cyclic codes of length ps over GR(p2,m) and all negacyclic codes of length 2ps over Fpm is
determined explicitly.
Keywords: Linear codes, cyclic codes, constacyclic codes, Galois rings, Groebner basis, repeated-root
cyclic codes, torsion codes
1. Introduction
Important applications of modules over finite rings to error-correcting codes and sequences were in-
troduced in [17] and [21]. In particular, [17] motivated the study of cyclic and negacyclic codes over
Galois rings (see, for example, [1, 5, 4, 14, 19, 35, 30, 36, 37]). For a recent survey on this topic, we
refer the reader to [13]. Cyclic codes can be grouped into two classes: simple-root cyclic codes, where
the codeword length and the characteristic of the alphabet are coprime, and repeated-root cyclic codes,
where the codeword length and the characteristic of the alphabet are not coprime. The structure of
simple-root cyclic codes over rings was studied throughly in [30, 19, 6, 14] and certain special generating
sets for these codes were determined therein. On the other hand, repeated-root cyclic codes are also
interesting as they allow very simple syndrome-forming and decoding circuitry and because in some cases
(see [23, 31]) they are maximum distance separable. A partial list of references for the theory of repeated
root cyclic codes includes [7, 8, 9, 10, 11, 12, 15, 22, 23, 31, 20, 32, 33, 34, 38]. Amongst these studies,
generating sets that are similar to those in [30, 19, 6, 14] are studied in [22, 15, 20] for cyclic codes of
length ps over an alphabet whose characteristic is a power p. In [15, 20], the notion of torsional codes
is used to study generators of these codes. The structural properties of cyclic codes are studied in a
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more general setting in [27, 26, 28, 25, 32] from a Groebner basis perspective. Our study unifies the two
approaches above and generalizes them in the following sense: we show that codes in a wider class of
linear codes called polycyclic codes have generating sets sharing the same properties as those described
in [27, 26, 28, 25, 32, 15, 20]. This allows us to study the ideal structure of cyclic codes without the re-
striction that the codes must be simple-root. In particular, we compute the Hamming distance of certain
constacyclic codes of length ηps and 2ηps, where (η, p) = 1, over a finite field of characteristic p. Then
using this result together with the above generating sets, we give a method to determine the Hamming
distance of certain constacyclic codes of length ps and 2ps over a Galois ring of characteristic a power of
p. As another particular case, we explicitly determine the Hamming distance of all cyclic codes of length
ps over GR(p2,m) which generalizes the results of a recent study [18].
We study linear codes over Galois rings that have the additional structure that they can be described
as an ideal of a quotient ring, specifically a quotient ring of a polynomial ring over a Galois ring where
the ideal being factored out is generated by a regular polynomial. We begin with studying the structure
of the ring GR(p
a,m)[x]
〈g(x)〉 where g(x) is a regular primary polynomial. We show that
GR(pa,m)[x]
〈g(x)〉 is a local
ring with a simple socle and we determine its maximal ideal and socle. We give necessary and sufficient
conditions for GR(p
a,m)[x]
〈g(x)〉 to be a chain ring. Next, we use the results on these rings to study the structure
of GR(p
a,m)[x]
〈f(x)〉 where f(x) is a regular polynomial. This work uses a factorization given by [24] of regular
polynomials into regular primary polynomials and also the Chinese Remainder Theorem. Via this ring
decomposition, we give details on the structure of GR(p
a,m)[x]
〈f(x)〉 . This provides information on the structure
of the polycyclic codes, and in particular cyclic and constacyclic codes, as their ambient spaces are of the
form of GR(p
a,m)[x]
〈f(x)〉 . as their ambient spaces are of the form of
GR(pa,m)[x]
〈f(x)〉 .
Some special generating sets, for cyclic codes of length ps over GR(pa,m), were studied in [15] by
employing torsional degrees and torsional codes. Later, in [20], Kiah et. al. came up with a unique set of
generators for such codes. We generalize their results to polycyclic codes. More explicitly, we extend the
notion of torsional degree and torsional code to polycyclic codes and we show that polycyclic codes have
generating sets with the same properties as in [15] and [20]. Furthermore, we observe that the unique
generating set studied in [20] is actually a strong Groebner basis which is studied in a series of papers
[25, 26, 27, 28, 32] by Sa˘la˘gean and Norton. We show that a minimal strong Groebner basis actually gives
us all the torsional degrees of a polycyclic code. This allows us to describe how to obtain a generating set
in standard form, which is a minimal strong Groebner basis, from the unique generating set introduced
in [20] and vice versa. Also the torsional degrees, equivalently a minimal strong Groebner basis, can be
used to determine the Hamming distance of a polycyclic code when the Hamming distance of the residue
code is known.
We use the above results to study some constacyclic codes of length ηps and 2ηps over GR(pa,m).
First we compute the Hamming distance of these codes over the residue field. Then, we give the ideal
structure and the Hamming distance of these codes by using a generating set in standard form. In some
cases, our results give the Hamming distance of all such constacyclic codes.
As another application of our results, we generalize a recent result of [18] on the Hamming distance
of cyclic codes of length 2s over Z4. We classify all polycyclic codes over GR(p2,m) which gives us a
classification of all cyclic codes of length ps. Then we determine the torsional degrees of these codes in
each case yielding the Hamming distance of all cyclic codes of length ps over GR(pa,m).
This paper is organized as follows. In Section 2, we give some preliminaries and fix our notation. In
Section 3, we study the subambient rings of polycyclic codes along with their torsional degrees and strong
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Groebner bases. We further study these subambients in characteristic p2 and determine their torsional
degrees and Hamming distance in Section 4. We study the structure of the ambient ring of polycyclic
codes in Section 5. We give some preliminaries for the computation of the Hamming distance of some
constacyclic codes over a finite field in Section 6. Then we compute the Hamming distance of certain
constacyclic codes of length ηps over Fpm and we describe how to determine the Hamming distance of
these codes over GR(pa,m) in Section 7. Finally, in Section 8, we carry out similar computations for
certain constacyclic codes of length 2ηps.
2. Algebraic Background
In this section we state some basic facts about finite chain rings, polynomials over Galois rings and we
fix our notation on cyclic and polycyclic codes. For a detailed treatment of the theory of Galois rings,
we refer the reader to [3] or [24].
Let p be a prime number and a,m ≥ 1 be integers. Then Fpm denotes the finite field with pm elements
and GR(pa,m) denotes the Galois ring of characteristic pa with pam elements.
Let R be a commutative ring with a unit. R is called a local ring if it has a unique maximal ideal.
An element r ∈ R is said to be nilpotent with nilpotency index t if rt = 0 and t is the least nonnegative
integer with respect to this property. The intersection of all maximal ideals of R is called the Jacobson
of R and is denoted by J(R). The socle of R, denoted by soc(R), is the sum of all ideals of R containing
only themselves and the zero ideal. R is called a chain ring if its ideals are linearly ordered under set
inclusion. In [14], a useful characterization of finite chain rings is given.
Lemma 2.1 ([14, Proposition 2.1]). Let R be a finite commutative ring. The following are equivalent.
(1) R is a chain ring.
(2) R is a local principal ideal ring.
(3) R is a local ring and the maximal ideal of R is principal.
Furthermore, if R is a finite commutative chain ring with the maximal ideal 〈ν〉, then the ideals of R are
exactly
〈
νi
〉
where i ∈ {0, 1, . . . , t} and t is the nilpotency index of ν.
It is well-known that the Galois ring GR(pa,m) is a local ring with the maximal ideal 〈p〉. Moreover
GR(pa,m) is a finite chain ring and its ideals are
〈
pi
〉
where i ∈ {0, 1, . . . , a}. Let ζ be a generator
of the multiplicative group Fpm \ {0}. The fact that Zpa[ζ] ∼= GR(pa,m) is a classical result of finite
ring theory. We can express an element z ∈ GR(pa,m) as z =
∑pm−2
j=0 vjζ
j where vj ∈ Zpa. Let
Tm = {0, 1, ζ, . . . , ζ
pm−2}. The set Tm is called the Teichmu¨ller set. Alternatively, we can uniquely
express z ∈ GR(pa,m) as
z = z0 + pz1 + · · · + p
a−1za−1, zi ∈ Tm,
which is called the p-adic expansion of z. The map µ : GR(pa,m) → Fpm defined by µ(z) = z0 is a
ring epimorphism with the kernel 〈p〉. Hence GR(p
a,m)
〈p〉
∼= Fpm. The finite field Fpm is called the residue
field of GR(pa,m). The map µ is called the canonical projection and extends to a homomorphism
between the polynomial rings GR(pa,m)[x] and Fpm[x] in a natural way as µ(a0 + a1x+ · · · + anxn) =
µ(a0) + µ(a1)x + · · · + µ(an)x
n. We denote µ(f(x)) by f¯(x). Note also that µ maps the ideals of
GR(pa,m)[x] to the ideals of Fpm[x] and we denote the canonical projection of the ideal I by I¯.
A polynomial f(x) ∈ GR(pa,m)[x] is called regular if f(x) is not a zero divisor. Moreover, by the
characterization given in [24, Theorem XIII.2], f(x) is regular if and only if one of its coefficients is a
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unit in GR(pa,m). If f(x) can not be expressed as a product of two nonconstant polynomials, then f(x)
is called irreducible and if in addition f¯(x) is irreducible then f(x) is called basic irreducible.
An ideal I ⊳ R is called a primary ideal if for all uv ∈ I, we have un ∈ I or v ∈ I for some positive
integer n. A polynomial f(x) is called primary if 〈f(x)〉 is a primary ideal. Besides, I ⊳ R is called a
prime ideal if for all uv ∈ I, we have u ∈ I or v ∈ I.
Theorem 2.2 ([24, Theorem XIII.11]). Let f(x) ∈ GR(pa,m)[x] be a regular polynomial. Then f(x) =
δg1(x) · · · gr(x) where δ is a unit and g1(x), . . . , gr(x) are regular primary coprime polynomials. Moreover,
this factorization is unique up to reordering terms and multiplication by units.
Now we recall the division algorithm in Fpm [x] and GR(pa,m)[x]. Since Fpm[x] is a Euclidean domain,
for any v(x) and 0 6= g(x) ∈ Fpm [x], there exist unique polynomials y(x), r(x) ∈ Fpm [x] such that
v(x) = g(x)y(x) + r(x)
where either 0 ≤ deg(r(x)) < deg(g(x)) or r(x) = 0. We define v(x) mod g(x) = r(x), and we use the
notation v(x) ≡ r(x) mod g(x) in the usual sense.
There is also a division algorithm for polynomials in GR(pa,m)[x] (see, for example, [24, Exercise
XIII.6] or [3, Proposition 3.4.4]). Let f(x) ∈ GR(pa,m)[x] and let h(x) ∈ GR(pa,m)[x] be a regular
polynomial. Then there exist polynomials z(x), b(x) ∈ GR(pa,m)[x] such that
f(x) = z(x)h(x) + b(x)
and deg(b(x)) < deg(h(x)) or b(x) = 0.
Throughout this paper, C stands for a linear code over GR(pa,m) and we identify a codeword c =
(c0, c1, . . . , cN−1) ∈ C with the polynomial c(x) = c0 + c1x + · · · + cN−1x
N−1 ∈ GR(pa,m)[x]. Let λ ∈
GR(pa,m)\{0} and I = 〈xN −λ〉. The λ-shift of a codeword c is defined to be (λcN−1, c0, c1, · · · , cN−2).
If a linear code C is closed under λ-shifts, then C is called a λ-cyclic code and in general, such codes are
called constacyclic codes (c.f. [2, Section 13.2]). It is well-known that λ-cyclic codes, of length N , over
GR(pa,m) correspond to the ideals of the finite ring
Rc =
GR(pa,m)[x]
I
.
In particular, cyclic (respectively negacyclic) codes, of length N , over GR(pa,m) correspond to the ideals
of the ring Ra = GR(p
a,m)[x]/a (respectively Rb = GR(p
a,m)[x]/b), where a = 〈xN − 1〉 (respectively
b = 〈xN + 1〉). Additionally if N is not divisible by p, then C is called a simple-root constacyclic code
and if N is divisible by p, then C is said to be a repeated-root constacyclic code.
Now we define a family of linear codes which is a generalization of constacyclic codes. Let f(x) ∈
GR(pa,m)[x] be an arbitrary regular polynomial, J = 〈f(x)〉 and let
R =
GR(pa,m)[x]
J
.
As done above, identifying the codewords with polynomials, we see that the ideals of R are linear
codes and they are called polycyclic codes. Obviously, although the elements of R are equivalence
classes (cosets), they can be uniquely identified with polynomials with degree strictly less than deg f(x).
Consequently, for the rest of this paper, unless otherwise stated, we focus on the ideals of R containing
J and identify I/J with {g(x) : g(x) ∈ I and deg(g(x) < deg(f(x)))} and, for all g(x) such that
deg(g(x)) < deg(f(x)), we identify the equivalence class g(x) + J with g(x).
POLYCYCLIC CODES WITH APPLICATIONS TO REPEATED-ROOT CODES 5
Let R¯ =
Fpm [x]
J¯
. The map µ, defined above, extends to an onto ring homomorphism as µ : R → R¯
where µ(g(x) + J) = g¯(x) + J¯ . For r ∈ R and w ∈ R¯, we define the scalar multiplication by rw (mod p)
where we consider the multiplication in R. This makes R¯ an R-module.
The Hamming weight of a word is defined to be the number of nonzero entries of the word and the
Hamming weight of a polynomial is defined to be the number of nonzero coefficients of the polynomial. Let
c and c(x) be as above. We denote the Hamming weight of c and c(x) by wH(c) and wH(c(x)), respectively.
Obviously, the Hamming weight of a codeword and the Hamming weight of the corresponding polynomial
are equal, i.e., wH(c) = wH(c(x)).
The Hamming distance of a linear code C is defined as
dH(C) = min{wH(v) : 0 6= v ∈ C}.
The following lemma gives us some useful information on dH(C).
Lemma 2.3. Let {0} 6= C ⊳ R be a constacyclic code of length greater than 1 over GR(pa,m) with
C 6= {0} and C 6= 〈1〉, and let C¯ ⊳ R¯ be its canonical projection. Then dH(C) = dH(C¯) as the
R-modules pa−1R and R¯ are isomorphic. Moreover dH(C¯), dH(C) ≥ 2.
Proof. The isomorphism is established by sending f(x) ∈ R¯ to pa−1f(x) ∈ pa−1R. The bound dH(C¯), dH(C) ≥
2 follows from the facts that dH(C) = dH(C¯) and a proper ideal can not contain a unit. 
3. Local subambients of polycyclic codes
In this section, the ring
R =
GR(pa,m)[x]
〈f(x)〉
,
where f(x) ∈ GR(pa,m)[x] is a regular primary polynomial which is not a unit, is studied. The results of
this section will be used to study the more general case, where f(x) is not necessarily primary in Section
5.
First we show that R is a local ring and determine its maximal ideal, we determine the socle of R, for
a ≥ 1, we give necessary and sufficient conditions for R to be a chain ring in Lemma 3.4. Then, using
the notion of torsional code and torsional degree, we determine a unique generating set for any ideal of
R in Theorem 3.11. Next we observe, in Corollary 3.13, that such a generating set is a strong Groebner
basis and if we remove the redundant generators, we obtain a generating set in standard form which is
a minimal strong Groebner basis. Finally, we show that the torsional degrees of a polycyclic code can
immediately be obtained from a generating set in standard form.
In this section we assume f(x) is a regular primary polynomial that is not a unit. By [24, Theorem
XIII.6], f(x) = vf∗(x) where v is a unit and f∗(x) is monic and regular. Since 〈f(x)〉 = 〈vf∗(x)〉 and
because of our interest in R, assume f(x) is monic. By Proposition [24, XIII.12], f(x) = δ(x)h(x)t+pβ(x)
for some δ(x), h(x), β(x) ∈ GR(pa,m)[x] where δ(x) is a unit and h(x) is a basic irreducible polynomial.
Since δ(x) is a unit, by [24, Theorem XIII.2], δ(x) = δ0+pδ
′(x) for some δ0 ∈ GR(p
a,m) that is a unit and
some δ′(x) ∈ GR(pa,m)[x]. Also, since h(x) is basic, h(x) = h(x)+ pα(x) for some α(x) ∈ GR(pa,m)[x].
So, f(x) = δ0h(x)
t and f(x) = δ0h(x)
t + pβ′(x) for some β′(x) ∈ GR(pa,m)[x].
Assume f(x) = δh(x)t + pβ(x) where δ ∈ GR(pa,m) is a unit and h(x) is a basic irreducible such that
h(x) = h(x). By the fact that f(x) is monic, we know that t deg h(x) > deg β(x). Furthermore, without
loss of generality, we may assume h(x) is monic. By this assumption, δ = 1 since f(x) is monic. Hence,
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f(x) is a monic regular primary polynomial such that f(x) = h(x)t + pβ(x) where h(x) is a monic basic
irreducible polynomial such that h¯(x) = h(x).
We show that 〈p, h(x)〉 is the unique maximal ideal of R.
Lemma 3.1. The ring R is local with maximal ideal J(R) = 〈p+ 〈f〉 , h(x) + 〈f〉〉.
Proof. As discussed in page 262 of [24], any maximal ideal in GR(pa,m)[x] is of the form 〈p, g(x)〉 where
g(x) is a basic irreducible polynomial. Assume f(x) ∈ 〈p, g(x)〉 where g(x) ∈ GR(pa,m)[x] is a basic
irreducible polynomial. Then for some a(x), b(x) ∈ GR(pa,m)[x]
f(x) = a(x)p + b(x)g(x),
f¯(x) = b¯(x)g¯(x),
h¯(x)t = b¯(x)g¯(x).
This shows that h¯(x)|g¯(x) which implies g¯(x)|h¯(x) and g(x) = h(x)+pc(x) for some c(x) ∈ GR(pa,m)[x].
So, 〈p, g(x)〉 = 〈p, h(x)〉meaning 〈p, h(x)〉 is the only maximal ideal containing f(x). Hence, 〈p+ 〈f〉 , h(x) + 〈f〉〉
is the unique maximal ideal of R. 
In the case of finite fields, R is a chain ring.
Lemma 3.2. The quotient ring GR(p,m)[x]〈f(x)〉 is a chain ring with exactly the following ideals
GR(p,m)[x]
〈f(x)〉
=
〈
h(x)0 + 〈f〉
〉
)
〈
h(x)1 + 〈f〉
〉
) · · · )
〈
h(x)t + 〈f〉
〉
= 0.
Proof. By Lemma 3.1, GR(p,m)[x]〈f(x)〉 is local with J
(
GR(p,m)[x]
〈f(x)〉
)
= 〈h(x) + 〈f〉〉. By Lemma 2.1, the result
follows. 
Now we determine the socle of R and show that it is simple.
Lemma 3.3. The ring R has simple socle with soc (R) =
〈
pa−1h(x)t−1 + 〈f〉
〉
.
Proof. Let g(x) + 〈f〉 ∈ R. Let ℓ be the largest integer such that pℓ(g(x) + 〈f〉) 6= 0. By Lemma 3.1,
J(R¯) = 〈h(x) + 〈f〉〉. By Lemma 2.3 and Lemma 3.2 and the fact that pℓ(g(x) + 〈f〉) ∈
〈
pa−1 + 〈f〉
〉
,
it can be shown that
〈
pa−1h(x)t−1 + 〈f〉
〉
⊂ 〈g(x) + 〈f〉〉. So
〈
pa−1h(x)t−1 + 〈f〉
〉
is contained in any
principal ideal. Since J(R) annihilates
〈
pa−1h(x)t−1 + 〈f〉
〉
, soc(R) =
〈
pa−1h(x)t−1 + 〈f〉
〉
. It is clearly
simple. 
Lemma 3.2 tells us when the alphabet is a finite field, then R is a chain ring. However, R is not a
chain ring in general. As a counter example, consider Z4[x]
〈x2−1〉
. We have x2 − 1 = (x + 1)2 − 2(x + 1).
Clearly, (x + 1) /∈ 〈2〉 in Z4[x]〈x2−1〉 . Assume 2 ∈ 〈x+ 1〉. Then 2 = g1(x)(x + 1) + g2(x)(x
2 − 1) ∈ Z4[x].
Evaluating at x = −1, we get 2 = 0 in Z4. This is a contradiction. Thus we have shown 〈2〉 6⊂ 〈x+ 1〉
and 〈x+ 1〉 6⊂ 〈2〉. By Lemma 3.1, J
(
Z4[x]
〈x2−1〉
)
= 〈2, x+ 1〉. Since J
(
Z4[x]
〈x2−1〉
)
is 2-generated, by Lemma
2.1 Z4[x]
〈x2−1〉
is not a chain ring.
The next theorem shows exactly when R is a chain ring based on the parameters a, t, h(x) and β(x)
of f(x).
Theorem 3.4. The ring R is a chain ring if and only if any one of the conditions is met
(1) a = 1
(2) t = 1
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(3) β(x) 6∈ 〈p, h(x)〉.
Proof. Assume a = 1. By Lemma 3.2, R is a chain ring.
Assume t = 1 then h(x) = f(x) − pβ(x) ∈ 〈p, f(x)〉. So, h(x) + 〈f〉 ∈ 〈p+ 〈f〉〉. By Lemma 3.1,
J (R) = 〈p+ 〈f〉〉. Hence, by Lemma 2.1, R is a chain ring.
Assume β(x) /∈ 〈p, h(x)〉. Then β(x) + 〈f〉 /∈ J (R) which implies β(x) + 〈f〉 is a unit in R. So,
〈p+ 〈f〉〉 =
〈
h(x)t + 〈f〉
〉
which implies p + 〈f〉 ∈ 〈h(x) + 〈f〉〉. By Lemma 3.1, J (R) = 〈h(x) + 〈f〉〉.
Hence, by Lemma 2.1, R is a chain ring.
Now assume a > 1, t > 1 and β(x) ∈ 〈p, h(x)〉. We want to show that R is not a chain ring so assume
the contrary. This implies 〈p+ 〈f〉〉 ⊂ 〈h(x) + 〈f〉〉 or 〈h(x) + 〈f〉〉 ⊂ 〈p+ 〈f〉〉. So, p ∈ 〈h(x), f(x)〉
or h(x) ∈ 〈p, f(x)〉. First, assume p ∈ 〈h(x), f(x)〉 which implies β(x) ∈ 〈p, h(x)〉 = 〈p, h(x), f(x)〉 =
〈h(x), f(x)〉. So,
f(x) = h(x)t + pβ(x) = h(x)t + p(γ(x)h(x) + α(x)f(x))
for some γ(x), α(x) ∈ GR(pa,m)[x] and
f(x)(1− pα(x)) = h(x)
(
h(x)t−1 + pγ(x)
)
.
Since (1−pα(x)) is invertible in GR(pa,m)[x], f(x) ∈ 〈h(x)〉. So, p ∈ 〈h(x), f(x)〉 = 〈h(x)〉. Since a > 1,
p 6= 0. This is a contradiction since p cannot be a nonzero multiple of h(x).
Next, assume h(x) ∈ 〈p, f(x)〉. Then,
h(x)t = [γ(x)p + α(x)f(x)]t = f(x)− pβ(x)
for some γ(x), α(x) ∈ GR(pa,m)[x]. This implies,
[α(x)f(x)]t = f(x).
Since t > 1, by comparing degrees we see this is a contradiction. Hence, R is not a chain.

Below are two examples that show the distinctions between the particular cases in Theorem 3.4.
Example 3.5. Let a > 1, p = 2, s > 0 and f(x) = x2
s
+ 1. Then
x2
s
+ 1 = (x+ 1− 1)2
s
+ 1
= (x+ 1)2
s
−
(
2s
2s − 1
)
(x+ 1)2
s−1 + · · · −
(
2s
1
)
(x+ 1) + 1 + 1
= (x+ 1)2
s
+ 2β(x)
where β(x) = (x+1)q(x) + 1 for some q(x) ∈ R. In [8] it was shown that GR(p
a,m)[x]
〈f(x)〉 is a chain ring with
the maximal ideal 〈x+ 1〉.
Example 3.6. Let a > 1, p = 2, s > 0 and f(x) = x2
s
− 1. Then
x2
s
− 1 = (x+ 1− 1)2
s
− 1
= (x+ 1)2
s
−
(
2s
2s − 1
)
(x+ 1)2
s−1 + · · · −
(
2s
1
)
(x+ 1) + 1− 1
= (x+ 1)2
s
+ 2β(x)
where (x+ 1)|β(x). In [22] it was shown that GR(p
a,m)[x]
〈f(x)〉 is local with the maximal ideal 〈2, (x+ 1)〉 and
is not a chain ring.
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Theorem 3.4 shows that R is not a principal ideal ring in general. Through the next series of results
we will show the existence of a particular generating set which turns out to be a strong Groebner basis.
Let g(x) ∈ GR(pa,m)[x] and n be the largest integer such that deg(g(x)) ≥ n deg(h(x)). By the
division algorithm, we can find qn(x), r1(x) ∈ GR(p
a,m)[x] such that
g(x) = qn(x)h(x)
n + r1(x),
where r1(x) = 0 or deg(r1(x)) < n deg(h(x)). Note that deg(qn(x)) < deg(h(x)). Next we can find
qn−1(x), r2(x) ∈ GR(p
a,m)[x] such that
r1(x) = qn−1(x)h(x)
n−1 + r2(x)
where r2(x) = 0 or deg(r2(x)) < (n−1) deg(h(x)). Note that deg(qn−1(x)) < deg(h(x)). We can continue
this process until we have qn(x), qn−1(x), . . . , q0(x) ∈ GR(p
a,m)[x] where
g(x) = qn(x)h(x)
n + · · · + q1(x)h(x) + q0(x)
where for 0 ≤ i ≤ n, either deg(qi(x)) < deg(h(x)) or qi(x) = 0. With some manipulation g(x) can be
represented in the following form
g(x) = pj0h(x)i0α0(x) + · · ·+ p
jrh(x)irαr(x)(3.1)
where 0 ≤ r ≤ a− 1 and
• αi(x) 6∈ 〈p, h(x)〉
• 0 ≤ j0 < · · · < jr ≤ a− 1
• i0 > · · · > ir ≥ 0.
Since f(x) is regular and monic, g(x) can be divided by f(x) initially. Then it is not hard to see that
for some q(x) ∈ GR(pa,m)[x]
g(x) = q(x)f(x) + pj0h(x)i0α0(x) + · · ·+ p
jrh(x)irαr(x)
where r, αi(x), je and iℓ are as above with t > i0.
In [15] and [20], a unique generating set for an ideal of GR(p
a,m)[x]
〈xps−1〉
was developed. The polynomial
xp
s
− 1 is of the type f(x) is. Notice xp
s
− 1 = (x− 1)p
s
+ pβ(x). We will now find a similar generating
set for an ideal of R.
Definition 3.7 (cf. [15, Definition 6.1]). Let C ⊳ R. For 0 ≤ i ≤ a− 1, define
Tori(C) = {µ(v) : p
iv ∈ C}.
T ori(C) is called the i
th torsion code of C. Tor0(C) = µ(C) is usually called the residue code of C.
Note that for a code C over GR(pa,m), we have Tori(C) ⊂ Tori+1(C).
Lemma 3.8. Let C ⊳ R. Then
Tori(C) =
〈
h(x)Ti + 〈f〉
〉
⊂
GR(p,m)[x]
〈f(x)〉
for some 0 ≤ Ti ≤ t.
Proof. Since C ⊳ R, Tori(C) ⊳
GR(p,m)[x]
〈f¯(x)〉
. The claim follows by Lemma 3.2. 
Definition 3.9. In Lemma 3.8, Ti is the i
th torsional degree of C which we denote by Ti(C). The
torsional degrees form a non-increasing sequence, i.e., t ≥ T0(C) ≥ · · · ≥ Ta−1(C) ≥ 0.
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For any ξ(x)+ 〈f〉 ∈ R, we can divide ξ(x) by f(x), as f(x) is regular, and get ξ(x) = q(x)f(x)+ r(x)
such that either r(x) = 0 or deg(r(x)) < deg(f(x)). So ξ(x) + 〈f〉 = r(x) + 〈f〉. This implies that
R = {a(x) + 〈f〉 : a(x) ∈ GR(pa,m)[x],deg(a(x)) < deg(f(x))}. Throughout the remainder for this
section, the elements of R will be represented as polynomials of degree less than deg(f(x)).
Definitions 3.7 and 3.9 and Lemma 3.8 are expansions to polycyclic codes of the ideas first presented
in Section 6 of [15] in the context of cyclic codes. The following theorem is a generalization of Theorem
6.5 of [15].
Theorem 3.10. Let C ⊳ R. Then C =
〈
F0(x), pF1(x), . . . , p
a−1Fa−1(x)
〉
where Fi(x) = 0 if Ti(C) = t,
and Fi(x) = h(x)
Ti(C) + pγi(x) for some γi(x) ∈ GR(p
a,m)[x], if Ti(C) < t.
Proof. Denote Ti(C) by Ti. If C = 0, we are done. So assume C 6= 0. Let r be the smallest nonnegative
integer such that Tr < t. For every 0 ≤ i ≤ r − 1, set Fi(x) = 0. For r ≤ i ≤ a − 1, pick Fi(x) ∈
GR(pa,m)[x] such that piFi(x) ∈ C and µ(Fi(x)) = h(x)
Ti . So, Fi(x) = h(x)
Ti + pγi(x) for some
γi(x) ∈ R. Note that such an Fi(x) exists because Tori(C) =
〈
h(x)Ti
〉
⊳
GR(p,m)[x]
〈f(x)〉 . Let g(x) ∈ C. As
was shown earlier (see Equation (3.1)),
g(x) = pj0(h(x)i0σj0(x) + pβ0(x))(3.2)
for some σj0(x), β0(x) ∈ GR(p
a,m)[x] where i0 < t and σj0(x) 6= 0. Let σ0(x) = · · · = σj0−1(x) = 0. Let
g1(x) = g(x)− p
j0h(x)i0−Tj0σj0(x)Fj0(x).
Note that since Torj0(C) =
〈
h(x)Tj0
〉
, it follows by (3.2) and the fact that σj0(x) is a unit in
GR(pa,m)[x]
〈f(x)〉
that i0 ≥ Tj0 . Since Tj0 < t, we have
g1(x) = p
j0(h(x)i0σj0(x) + pβ0(x)) − p
j0h(x)i0−Tj0σj0(x)[h(x)
Tj0 + pγj0(x)]
= pj0+1β0(x)− p
j0+1h(x)i0−Tj0σj0(x)γj0(x).
So, g1(x) ∈
〈
pj0+1
〉
∩ C. If g1(x) = 0, let σj0+1(x) = · · · = σa−1(x) = 0 and we are done. If not, then, as
was done with g(x), we can view g1(x) as
g1(x) = p
j1(h(x)i1σj1(x) + pβ1(x))
for some σj1(x), β1(x) ∈ GR(p
a,m)[x] where i1 < t, j0 < j1 and σj1(x) 6= 0. Let σj0+1(x) = · · · =
σj1−1(x) = 0. Let
g2(x) = g1(x)− p
j1h(x)i1−Tj1σj1(x)Fj1(x).
Since Tj1 < t, we have
g2(x) = p
j1(h(x)i1σj1(x) + pβ1(x)) − p
j1h(x)i1−Tj1σ1(x)[h(x)
Tj1 + pγj1(x)]
= pj1+2β1(x)− p
j1+1h(x)i1−Tj1σ1(x)γj1(x).
So g2(x) ∈
〈
pj1+1
〉
∩C. If g2(x) = 0, then let σj1+1(x) = · · · = σa−1(x) = 0. Note that since j0 < j1 < a,
this is a finite process. So
g(x) =
a−1∑
i=0
pih(x)i−Tiσi(x)Fi(x) ∈
〈
F0(x), pF1(x), . . . , p
a−1Fa−1
〉
.
Hence C ⊂
〈
F0(x), pF1(x), . . . , p
a−1Fa−1(x)
〉
. Since piFi(x) ∈ C, for all 0 ≤ i ≤ a − 1, we have the
equality
C =
〈
F0(x), pF1(x), . . . , p
a−1Fa−1(x)
〉
.
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
As was stated in [20], Theorem 6.5 of [15] does not provide a unique set of generators. Neither does our
generalization in Theorem 3.10. We now show, as in [20], that there does exist a unique set of generators
given some extra constraints. Although this is a generalization of Theorem 2.5 in [20], the proof here
only differs from that one in a few details. However, we present the proof in its entirety here for the sake
of completeness.
We would like to point out that there is a little inaccuracy in the statement of Theorem 2.5 in [20].
Let Tm[u] be the set of polynomials in u whose coefficients are in Tm. The hj,ℓ(u) in their theorem is said
to be an element of Tm[u] which is not necessarily true. What is true is that hj,ℓ(u) is either 0 or a unit
and that
hj,ℓ(u) =
Tℓ+j−1∑
k=0
ck,j,ℓ(u− 1)
k
with ck,j,ℓ ∈ Tm and c0,j,ℓ 6= 0. It should also be pointed out that hj,ℓ(u) is a unit precisely because (u−1)
is nilpotent (which is not stated but fairly easy to show) and c0,j,ℓ is a unit.
Theorem 3.11. Let C ⊳ R. Then there exist f0(x), f1(x), . . . , fa−1(x) ∈ R such that
C =
〈
f0(x), pf1(x), . . . , p
a−1fa−1(x)
〉
where fi(x) = 0, if Ti(C) = t otherwise
fi(x) = h(x)
Ti(C) +
a−1−i∑
j=1
pjh(x)ti,jαi,j(x)
where ti,j deg(h(x)) + deg(αi,j(x)) < Ti+j(C) deg(h(x)) and each αi,j(x) /∈ 〈p, h(x)〉 \ {0}.
Furthermore, the set {f0(x), pf1(x), . . . , p
a−1fa−1(x)} is the unique generating set with these properties.
Proof. Denote Ti(C) by Ti. When C = 0, the result holds. Assume C 6= 0. By Theorem 3.10, C =〈
F0(x), pF1(x), . . . , p
a−1Fa−1(x)
〉
where Fi(x) = 0 when Ti = t, otherwise Fi(x) = h(x)
Ti + pγi(x) for
some γi(x) ∈ GR(p
a,m)[x]. The torsional degrees of C form the non-increasing sequence t ≥ T0 ≥ · · · ≥
Ta−1 ≥ 0. Since C 6= {0} there is a least positive integer r such that t > Tr ≥ · · · ≥ Ta−1 ≥ 0. For
0 ≤ i ≤ r − 1, Fi(x) = 0. Let fi(x) = 0 for 0 ≤ i ≤ r − 1. For r ≤ i ≤ a − 1, Fi(x) 6= 0. Since we
are considering piFi(x) and Fi(x) can be put in the form as shown in equation (3.1), without loss of
generality we can write
Fi(x) = h(x)
Ti +
a−1−i∑
j=1
pj
t−1∑
k=0
h(x)kqi,j,k(x)
where qi,j,k(x) =
∑deg h−1
l=0 bi,j,k,lx
l with bi,j,k,l ∈ Tm.
Let
fa−1(x) = Fa−1(x) = h(x)
Ta−1 .
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Now,
Fa−2(x) = h(x)
Ta−2 + p
t−1∑
k=0
h(x)kqa−2,1,k(x)
= h(x)Ta−2
+p

Ta−1−1∑
k=0
h(x)kqa−2,1,k(x) + h(x)
Ta−1
t−1∑
k=Ta−1
h(x)k−Ta−1qa−2,1,k(x)

 .
Let
fa−2(x) = Fa−2(x)− pfa−1(x)
t−1∑
k=Ta−1
h(x)k−Ta−1qa−2,1,k(x)
= Fa−2(x)− ph(x)
Ta−1
t−1∑
k=Ta−1
h(x)k−Ta−1qa−2,1,k(x)
= h(x)Ta−2 + p
Ta−1−1∑
k=0
h(x)kqa−2,1,k(x)
= h(x)Ta−2 + ph(x)ta−2,1
Ta−1−1∑
k=ta−2,1
h(x)k−ta−2,1qa−2,1,k(x)
where ta−2,1 is the smallest k such that qa−2,1,k(x) 6= 0 if such a k exists, otherwise∑Ta−1−1
k=ta−2,1
h(x)k−ta−2,a−1qa−2,1,k(x) = 0 and ta−2,1 can be arbitrary. It is easy to see
C =
〈
F0(x), pF1(x), . . . , p
a−3Fa−3(x), p
a−2fa−2(x), p
a−1fa−1(x)
〉
and that fa−2(x) and fa−1(x) satisfy the conditions in the theorem.
We proceed by induction. Assume fi+1(x), . . . , fa−1(x) satisfy the conditions of the theorem and that
C =
〈
F0(x), pF1(x), . . . , p
iFi(x), p
i+1fi+1(x), . . . , p
a−1fa−1(x)
〉
.
After subtracting appropriate multiples of pi+1fi+1(x), . . . , p
a−1fa−1(x) from Fi(x) we can find an element
fi(x) such that
fi(x) = h(x)
Ti +
a−1−i∑
j=1
pj
Ti+j−1∑
k=0
h(x)kgi,j,k(x)
= h(x)Ti +
a−1−i∑
j=1
pjh(x)ti,j
Ti+j−1∑
k=ti,j
h(x)k−ti,jgi,j,k(x)
where gi,j,k(x) =
∑deg h−1
l=0 ci,j,k,lx
l for some ci,j,k,l ∈ Tm and for fixed j, ti,j is the smallest k such that
gi,j,k(x) 6= 0 if such a k exists, otherwise
∑Ti+j−1
k=ti,j
h(x)k−ti,jgi,j,k(x) = 0 and ti,j can be arbitrary. Let
αi,j(x) =
∑Ti+j−1
k=ti,j
h(x)k−ti,jgi,j,k(x). If αi,j(x) 6= 0, αi,j(x) is a unit since αi,j(x) /∈ 〈p, h(x)〉. It is easy to
see that
C =
〈
F0(x), pF1(x), . . . , p
i−1Fi−1(x), p
ifi(x), . . . , p
a−1fa−1(x)
〉
and fi(x), . . . , fa−1(x) satisfy the conditions in the theorem. Hence, we have f0(x), . . . , fa−1(x) such that
C =
〈
f0(x), pf1(x), . . . , p
a−1fa−1(x)
〉
.
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Now we show the uniqueness of such a generating set. Assume that f
′
0(x), · · · , f
′
a−1(x) also satisfy the
conditions in the theorem. Say
fi(x) = h(x)
Ti +
a−1−i∑
j=1
pj
Ti+j−1∑
k=0
h(x)kgi,j,k(x)
and
f
′
i (x) = h(x)
Ti +
a−1−i∑
j=1
pj
Ti+j−1∑
k=0
h(x)kg
′
i,j,k(x)
where gi,j,k(x), g
′
i,j,k(x) ∈ Tm[x] of degree less than h(x). Assume fi(x) − f
′
i (x) 6= 0. Then for some j, k,
gi,j,k(x)− g
′
i,j,k(x) 6= 0. Let j0 be the smallest j in the above sum such that gi,j,k(x)− g
′
i,j,k(x) 6= 0. Then
pi(fi(x)− f
′
i (x)) = p
i+j0
a−1−i∑
j=j0
pj−j0
Ti+j−1∑
k=0
h(x)k(gi,j,k(x)− g
′
i,j,k(x)).
Since the difference of two distinct elements of Tm is not divisible by p, for all j, k in the above sum,
either gi,j,k(x) − g
′
i,j,k(x) is 0 or not divisible by p. By the assumption on j0 then, p
i(fi(x) − f
′
i (x)) ∈
C
⋂〈
pi+j0
〉
\
〈
pi+j0+1
〉
. Since this is a nonzero element of C with degree less than Ti+j0 deg(h), this
contradicts the definition of Ti+j0 . Hence fi(x) = f
′
i (x). 
Now, in Corollary 3.13, we show that if we remove the redundant generators in Theorem 3.11, then
we obtain a result similar to [32, Theorem 4.1]. There they prove it in a slightly different setting namely
GR(pa,m) is replaced by an arbitrary finite chain ring and f(x) is either xn− 1 or xn+1 (i.e., cyclic and
negacyclic codes over a finite chain ring). We will also prove this result later in the case that f(x) is an
arbitrary regular polynomial.
Definition 3.12 (adapted from [27, Definition 4.1]). Let G = {pj0fj0(x), . . . , p
jrfjr(x)} ⊂ R, for some
0 ≤ r ≤ a− 1, such that
(1) 0 ≤ j0 < · · · < jr ≤ a− 1 ,
(2) t > kj0 > · · · > kjr ≥ 0 ,
(3) fji(x) = h(x)
kji +
∑a−1−ji
ℓ=1 p
ℓh(x)tji,ℓαji,ℓ(x) where tji,ℓ deg(h(x)) + deg(αji,ℓ(x)) < kji deg(h(x))
and each αji,ℓ(x) /∈ 〈p, h(x)〉 \ {0},
(4) pji+1fji(x) ∈
〈
pji+1fji+1(x), . . . , p
jrfjr(x)
〉
,
(5) pj0f(x) ∈
〈
pj0fj0(x), . . . , p
jrfjr(x)
〉
in GR(pa,m)[x].
The set G is called a generating set in standard form. Moreover, by [25, Theorem 5.4], the set G is a
minimal strong Groebner basis.
Corollary 3.13. Let C ⊳ R. There exists a generating set in standard form for C.
Proof. Let {f0(x), . . . , p
a−1fa−1(x)} be a generating set for C as in Theorem 3.11. Let j0 = min{i|fi(x) 6=
0} and set ki = Ti(C). Then
C =
〈
pj0fj0(x), . . . , p
a−1fa−1(x)
〉
.
Assume there exist Torsional degrees of C, Ti, Ti+1, such that Ti = Ti+1 for some i ≥ j0. It should
be clear that pi+1fi+1(x) ∈
〈
pifi(x), p
i+2fi+2(x), . . . , p
a−1fa−1(x)
〉
. So after removing these unnecessary
generators we have, for some r such that 1 ≤ r ≤ a− 1,
C =
〈
pj0fj0(x), . . . , p
jrfjr(x)
〉
.
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Then the properties (1)-(4) of Definition 3.12 are satisfied.
Now, assume pj0f(x) /∈
〈
pj0f0(x), . . . , p
jrfr(x)
〉
in GR(pa,m)[x]. We consider
gj0(x) = p
j0f(x)− h(x)t−Tj0 pj0fj0(x)
= pk0h(x)zk0αzk0 (x) + · · ·+ p
keh(x)zkeαzke (x)(3.3)
where the representation (3.3) is as in (3.1). Note that gj0(x) ∈ C when we consider gj0(x) as an element
of R. If k0 < jr, say jq−1 ≤ k0 < jq for some q ≤ r, then zk0 ≥ Tjq−1 otherwise we get a contradiction to
the torsional degree. Now, for an appropriate polynomial, say υ(x), we get
gjq−1 = gj0(x)− υ(x)p
jq−1fjq−1(x)
= pℓ0h(x)yℓ0αyℓ0 (x) + · · ·+ p
ℓ
e
′ h(x)
yℓ
e
′ αyℓ
e
′
(x)(3.4)
where the representation (3.4) is as in (3.1) and ℓ0 > k0. Continuing like this, we obtain a non-zero
polynomial g(x) ∈
〈
pjr
〉
such that
pj0f(x) =
r∑
i=0
pjifi(x)βi(x) + g(x),
where deg g(x) < deg fr(x). Now, in R
g(x) = −
r∑
i=0
pjifi(x)βi(x).
So, g(x) ∈ C. But, Tjr deg h(x) > deg g(x) which is a contradiction of the torsional degree. Hence (5) of
Definition 3.12 holds. 
Corollary 3.14. Let C ⊳ R. Then C is at most min{a, t}-generated.
Proof. Follows from the facts that the number of distinct torsional degrees that are degrees of generators
in the generating set in Corollary 3.13 is less than t and that the number of generators there does not
exceed a. 
Now we observe a relation between the generating sets introduced in [20, Theorem 2.5] and generating
sets in standard form for cyclic codes studied in [25].
Remark 3.15. By [25, Theorem 3.2] and Corollary 3.13, a generating set as in Theorem 3.11 (and in
particular, in [20, Theorem 2.5]) for C ✁R is actually a strong Groebner basis (see [28, Definition 3.8]
for a definition). Moreover, given a generating set G as in Theorem 3.11, if we remove the redundant
elements from G, as described in the proof of Corollary 3.13, we obtain a generating set as in Corollary
3.13, i.e., a generating set in standard form which is a minimal strong Groebner basis, for C.
Our final result of this section shows that if one can produce a generating set in standard form, the
torsional degrees can easily be found.
Theorem 3.16. Let {pj0fj0(x), . . . , p
jrfjr(x)} be a generating set in standard form for C ✁ R where
fji(x) = h(x)
kji + pβji(x) for some βji(x) ∈ R. Then for e < j0, Te(C) = t; for ji ≤ e < ji+1,
Te(C) = kji and for e ≥ jr, Te(C) = kjr .
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Proof. For e < j0, Tore(C) = 0 so Te(C) = t. Clearly, Tji(C) ≤ kji and Tj0(C) = kj0 . Now, let ji ≤ e <
ji+1 for some i. There exists a polynomial fe(x) = h(x)
Te(C) + pρ(x) where deg(ρ(x)) < deg(h(x))Te(C)
such that pefe(x) ∈ C. In the following we are working in GR(p
a,m)[x]. Since e ≥ j0, we have
pefe(x) ∈
〈
pj0fj0(x), . . . , p
jrfjr(x), p
j0f(x)
〉
.
By 3.12(5),
pefe(x) ∈
〈
pj0fj0(x), . . . , p
jrfjr(x)
〉
.
We know Te(C) ≤ kji . Assume Te(C) < kji . By the properties in 3.12(2) and 3.12(3), deg fj0(x) > · · · >
deg fji(x) > deg fe(x) which implies
pefe(x) ∈
〈
pji+1fji+1(x), . . . , p
jrfjr(x)
〉
.
This is a contradiction since by the property 3.12(1), e < ji+1 < · · · < jr ≤ a− 1 which implies
pefe(x) /∈
〈
pji+1fji+1(x), . . . , p
jrfjr(x)
〉
.
So, Te(C) = kji . For e ≥ jr, the proof is similar. 
Remark 3.17. Remark 3.15 and Theorem 3.16 imply that we can go back and forth between a generating
set as in Theorem 3.11 and a generating set in standard form. Given a generating set as in Theorem 3.11,
we can obtain a generating set in standard form as explained in Remark 3.15. Conversely, suppose that we
are given a generating set G = {pj0fj0(x), . . . , p
jrfjr(x)} in standard form. We know, by Theorem 3.16,
that fji(x) = h(x)
Tji + pβji(x). Define Fe(x) = 0 for 0 ≤ e < j0, Fe(x) = p
efji(x) for ji ≤ e < ji+1 and
Fe(x) = p
jrfjr(x) for jr ≤ e < a. Then, by Theorem 3.16, the set G
′
= {F0(x), pF1(x), . . . , p
a−1Fa−1(x)}
is as in Theorem 3.10. Now applying the operations in the proof of Theorem 3.11 to G
′
, we obtain a
generating set as in Theorem 3.11.
4. Subambients in characteristic p2
Throughout this section, we work in characteristic p2 and we assume f(x) ∈ GR(p2,m)[x] is a regular
primary polynomial and let R2 =
GR(p2,m)[x]
〈f(x)〉 .
Recently, the Hamming distance of cyclic codes of length 2s over GR(4, 1) has been determined in
[18]. Applying the results of Section 3, we extend this result in two ways. First, we consider the problem
for a more general class of linear codes which are called polycyclic codes. We show how to obtain the
torsional degrees of polycyclic codes over a Galois ring of characteristic p2. This gives us the Hamming
distance if the Hamming distance of the residue code is known. Second, we generalize this result of [18] to
cyclic codes of length ps over any Galois ring of characteristic p2. We explicitly determine the Hamming
distance of all cyclic codes of length ps over GR(p2, n).
First, in Lemma 4.1, we classify all polycyclic codes in characteristic ps where f(x) is a regular primary
polynomial. This also gives us a classification of all cyclic codes of length ps. Then, in Lemma 4.2 and
Lemma 4.3, we determine the torsional degrees of polycyclic codes. Using this together with some
observations on the polynomial xp
s
− 1, we determine the Hamming distance of all cyclic codes of length
ps in characteristic p2 in Lemma 4.8.
As was explained in Section 3, without loss of generality, we can assume f(x) is monic, f(x) = h(x)t+
pβ(x) where β(x) ∈ GR(p2,m)[x] and either β(x) = 0 or deg β(x) < t degh(x). Also, we may assume h(x)
is a monic basic irreducible polynomial. Moreover, if β(x) 6= 0 we can express β(x) as β(x) = h(x)vβ′(x)
such that β′(x) =
∑t−1−v
j=0 γj(x)h
j(x) where v < t, γ0(x) 6= 0,γ0(x) 6∈ 〈p〉, γj(x) ∈ GR(p
2,m)[x] and
POLYCYCLIC CODES WITH APPLICATIONS TO REPEATED-ROOT CODES 15
deg(γj(x)) < deg(h(x)) (see the explanation in Section 3). Since we are working in characteristic p
2 we
may also assume that γj(x) ∈ Tm[x]. This can be seen by noting that pγj(x) = pγj(x).
Assume C✁R2. Since C is finite we have that C = 〈f1(x), . . . , fn(x)〉 for fi(x) ∈ R2 where deg(fi(x)) <
deg(f(x)), i.e. C is finitely generated. Without loss of generality we can assume that if p ∤ fi(x) then fi(x)
is monic and if p|fi(x) that the leading coefficient of fi(x) is p. We consider two cases here, when C * 〈p〉
and C ⊆ 〈p〉. First assume C * 〈p〉. In this case, it can be shown by looking at the representation (3.1)
that if p ∤ fi(x) then fi(x) = h(x)ki + ph(x)ℓiδi(x) and that if p|fi(x), fi(x) = ph(x)ℓiδi(x) where δi(x) is
a unit with ℓi deg(h(x))+deg(δi(x)) < ki deg(h(x)) where at least one generator is not divisible by p. Let
ki =∞ if not defined. Let j be such that kj = min{ki}
n
i=1. Let gi(x) = fi(x)− fj(x)h(x)
ki−kj if p ∤ fi(x)
and gi(x) = fi(x) if p|fi(x). Now, we see that C = 〈g1(x), . . . , gj−1(x), fj(x), gj+1(x), . . . , gn(x)〉. Notice
gi(x) ∈ R2∩〈p〉 for i 6= j. Again, without loss of generality we may assume for i 6= j that gi(x) = ph(x)
ℓ′i .
Let j′ be such that ℓj′ = min{ℓ
′
i}
n
i=1. So, gi(x)−gj′(x)h(x)
ℓ′i−ℓ
′
j = 0. Hence, C =
〈
fj(x), gj′(x)
〉
. Finally,
if kj ≤ ℓj′ then fj(x)|gj′(x) and C = 〈fj(x)〉. Now, assume C ⊆ 〈p〉. Then fi(x) = ph(x)
ℓiδi(x) is a unit.
Without loss of generality, we can assume fi(x) = ph(x)
ℓi . As above let j be such that ℓj = min{ℓi}
n
i=1.
So, fi(x)− fj(x)h(x)
ℓk−ℓj = 0. Hence, C = 〈fj(x)〉. From this discussion we have the following lemma.
Lemma 4.1. Let C ✁R2. Then C can be expressed in one of the following forms.
(1) 〈0〉,
(2) 〈1〉,
(3) 〈ph(x)n〉,
(4)
〈
h(x)k
〉
,
(5)
〈
h(x)k + ph(x)ℓδ(x)
〉
,
(6)
〈
h(x)k, ph(x)n
〉
,
(7)
〈
h(x)k + ph(x)ℓδ(x), ph(x)n
〉
where in any case k, ℓ, n < t, ℓ < n < k and δ(x) =
∑k−1−ℓ
j=0 ηj(x)h(x)
j where ηj(x) ∈ Tm[x], η0(x) 6= 0
and deg(ηj(x)) < deg(h(x)).
Proof. The only thing that needs justification is the fact that δ(x) =
∑k−1−ℓ
j=0 ηj(x)h(x)
j where ηj(x) ∈
Tm[x], η0(x) 6= 0 and deg(ηj(x)) < deg(h(x)). By the discussion before this lemma, δ(x) is a unit so,
δ(x) /∈ 〈p, h(x)〉. By the discussion in Section 3, δ(x) =
∑k−1−ℓ
j=0 ηj(x)h(x)
j where ηj(x) ∈ GR(p
2,m)[x],
η0(x) 6= 0 and deg(ηj(x)) < deg(h(x)). Finally, ηj(x) ∈ Tm[x] since we are working in characteristic p
2
which means pηj(x) = pηj(x). 
The results of Section 3 assume the torsional degrees of a code are known. The next three lemmas will
focus on finding the torsional degrees of a code so we can apply the results of Section 3 with the ultimate
goal of this section being the determination of the Hamming distance of a code. For the following recall
form the beginning of this section that t, v, h(x), β(x), β′(x), γj(x) are parameters of f(x).
Lemma 4.2. Let C ✁R2 and n < t. If C = 〈ph(x)
n〉 then T0(C) = t and T1(C) = n.
Proof. The result on T0(C) is obvious. Since every codeword is divisible by p and h(x)
n, clearly T1(C) =
n. 
Lemma 4.3. Assume β(x) = 0. Let C ✁ R2, k, ℓ, n < t, n < k, δ(x) /∈ 〈p, h(x)〉 and deg(δ(x)) <
(k − ℓ) deg(h(x)).
(1) If C =
〈
h(x)k
〉
then T0(C) = k and T1(C) = k.
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(2) If C =
〈
h(x)k + ph(x)ℓδ(x)
〉
then T0(C) = k and T1(C) = min(k, t− k + ℓ).
(3) If C =
〈
h(x)k, ph(x)n
〉
then T0(C) = k and T1(C) = min(k, n).
(4) If C =
〈
h(x)k + ph(x)ℓδ(x), ph(x)n
〉
then T0(C) = k and T1(C) = min(k, t− k + ℓ, n).
Proof. The results on T0(C) are obvious. We concentrate on T1(C).
(1) The only way to create a codeword divisible by p is to multiply the generator by p or by a large
enough power of h(x). Since h(x)t = f(x) = 0 in R2, h(x)
kh(x)t−k = h(x)t = f(x) = 0. Multiplying by
any smaller multiple of h(x) will not produce a polynomial divisible by p. Hence any codeword divisible
by p is divisible by ph(x)k and so T1(C) = k.
(2) Noting that (h(x)k+ph(x)ℓδ(x))h(x)t−k = h(x)t+ph(x)t−k+ℓδ(x) = ph(x)t−k+ℓδ(x) and p
(
h(x)k + ph(x)ℓδ(x)
)
=
p(h(x)k we see that T1(C) = min(k, t− k + ℓ) following similar arguments as in (1).
(3) This can be argued similar to (1).
(4) This can be argued similar to (2). 
Lemma 4.4. Assume β(x) 6= 0. Let C ✁ R2, k, ℓ, n < t, n < k and δ(x) =
∑k−1−ℓ
j=0 ηj(x)h(x)
j where
ηj(x) ∈ Tm[x], η0(x) 6= 0 and deg(ηj(x)) < deg(h(x)).
(1) If C =
〈
h(x)k
〉
then T0(C) = k and T1(C) = min(k, v).
(2) If C =
〈
h(x)k + ph(x)ℓδ(x)
〉
then T0(C) = k and
T1(C) =
{
min(k, v, t − k + ℓ) if v 6= t− k + ℓ
min(k, v + z) if v = t− k + ℓ
where z = min ({j|γj(x) 6= ηj(x)} ∪ {t}).
(3) If C =
〈
h(x)k, ph(x)n
〉
then T0(C) = k and T1(C) = min(k, v, n).
(4) If C =
〈
h(x)k + ph(x)ℓδ(x), ph(x)n
〉
then T0(C) = k and
T1(C) =
{
min(k, v, t − k + ℓ, n) if v 6= t− k + ℓ
min(k, v + z, n) if v = t− k + ℓ
where z = min ({j|γj(x) 6= ηj(x)} ∪ {t}).
Proof. The results on T0(C) are obvious. We concentrate on T1(C).
(1) The only way to create a codeword divisible by p is to multiply the generator by p or by a large enough
power of h(x). Now, h(x)t−kh(x)k = h(x)t = −ph(x)vβ′(x). We know β′(x) is a unit since γ0(x) 6= 0 so,
T1(C) = min(k, v).
(2) First,
h(x)t−k
(
h(x)k + ph(x)ℓδ(x)
)
= h(x)t + ph(x)t−k+ℓδ(x)
= −ph(x)vβ′(x) + ph(x)t−k+ℓδ(x).
If v < t− k + ℓ then
−ph(x)vβ′(x) + ph(x)t−k+ℓδ(x) = −ph(x)v

γ0(x) + t−1−v∑
j=1
γj(x)h
j(x)− h(x)t−k+ℓ−v
k−1−ℓ∑
j=0
ηj(x)h(x)
j

 .
In this case T1(C) = min(k, v). If v > t− k + ℓ then
−ph(x)vβ′(x)+ph(x)t−k+ℓδ(x) = ph(x)t−k+ℓ

η0(x) + k−1−ℓ∑
j=1
ηj(x)h(x)
j − h(x)v−(t−k+ℓ)
t−1−v∑
j=0
γj(x)h
j(x)

 .
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In this case T1(C) = min(k, t − k + ℓ). Next, consider the case v = t− k + ℓ. Here, if β
′(x) = δ(x) then
−ph(x)vβ′(x) + ph(x)t−k+ℓδ(x) = 0 so T1(C) = k. Finally, if β
′(x) 6= δ(x) then for some 0 ≤ j′ < t,
γj′(x) 6= ηj′(x). Since γj(x), ηj(x) ∈ Tm[x] we have that γz(x)−ηz(x) is not divisible by p and is therefore
a unit. Then
−ph(x)vβ′(x)+ph(x)t−k+ℓδ(x) = −ph(x)v+z

γz(x)− ηz(x) + t−1−v∑
j=z+1
γj(x)h
j−z(x)−
k−1−ℓ∑
j=z+1
ηj(x)h
j−z(x)

 .
Since z ≤ t− 1− v, in this final case, T1(C) = min(k, v + z).
(3) This can be argued similar to (1).
(4) This can be argued similar to (2). 
Now that the torsional degrees of any code can be computed, the techniques in Section 3 can be applied
to produce a generating set as in Theorem 3.11 or Definition 3.12. Our goal here is to show how the
hamming distance can be computed. Notice in Section 3 that ultimately Ta−1(C) will determine the
Hamming distance of C, i.e., dH(C) = dH
(〈
h(x)T1(C)
〉)
.
In the remaining part of this section, we study cyclic codes of length ps over GR(p2,m) and show
how to determine their Hamming distances. To do so we apply the results from the beginning of this
section. The following two lemmas are immediate consequences of Kummer’s Theorem (see [16] for the
statement) which we will need for our calculations.
Lemma 4.5. Let k < pe and let ℓ be the largest integer such that pℓ|k. Then pe−ℓ|
(
pe
k
)
.
Lemma 4.6. Let 0 < i < p. We have
(
ps
ips−1
)
= pu ∈ GR(p2,m) where p ∤ u.
To apply the results of this section, we need to show that the ambient ring is of the correct type. To
do so, we only need to show that an appropriate polynomial is used for the generator of the ideal being
factored out . For cyclic codes of length ps, this polynomial is xp
s
− 1 of course. We now show why
this is an appropriate polynomial. By Lemma 4.5 and Lemma 4.6 and the fact that we are working in
GR(p2,m),
xp
s
− 1 = ((x− 1) + 1)p
s
− 1
= (x− 1)p
s
+
(
ps
ps − 1
)
(x− 1)p
s−1 + · · ·+
(
ps
1
)
(x− 1)
= (x− 1)p
s
+
(
ps
(p− 1)ps−1
)
(x− 1)(p−1)p
s−1
+ · · · +
(
ps
ps−1
)
(x− 1)p
s−1
= (x− 1)p
s
+ p(x− 1)p
s−1
p−2∑
i=0
(
ps
(i+1)ps−1
)
p
(x− 1)ip
s−1
We want to show that we can express xp
s
− 1 in the form needed to use the results form this section.
Let t = ps, v = ps−1, h(x) = x−1 and β′(x) =
∑p−2
i=0 γips−1(x−1)
ips−1 where γips−1 =
( p
s
(i+1)ps−1)
p
(mod p)
for 0 ≤ i < p − 1 and γj = 0 for all other j. Note, γj ∈ Tm. This shows that x
ps − 1 is the type of
polynomial we need.
The following is a special case of Lemma 4.1.
Lemma 4.7. Let C ✁ GR(p
2,m)[x]
〈xps−1〉
. Then C can be expressed in one of the following forms.
(1) 〈0〉,
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(2) 〈1〉,
(3) 〈p(x− 1)n〉,
(4)
〈
(x− 1)k
〉
,
(5)
〈
(x− 1)k + p(x− 1)ℓδ(x)
〉
,
(6)
〈
(x− 1)k, p(x− 1)n
〉
,
(7)
〈
(x− 1)k + p(x− 1)ℓδ(x), p(x − 1)n
〉
where in any case k, ℓ, n < ps, n < k and δ(x) =
∑k−1−ℓ
j=0 ηj(x− 1)
j where ηj ∈ Tm and η0 6= 0.
Now, restating Lemma 4.2 and Lemma 4.4 for cyclic codes of length ps and using the fact that
dH(C) = dH(
〈
(x− 1)T1(C)
〉
), we determine the Hamming distance of all cyclic codes of length ps over
GR(p2,m) in the following lemma. Note that
〈
(x− 1)T1(C)
〉
is a cyclic code of length ps over Fpm and
its Hamming distance is given in Theorem 7.6.
Lemma 4.8. Let C ✁ GR(p
2,m)[x]
〈xps−1〉
, k, ℓ, n < ps, n < k and δ(x) =
∑k−1−ℓ
j=0 ηj(x − 1)
j where ηj ∈ Tm and
η0 6= 0. Then dH(C) = dH(
〈
(x− 1)T1(C)
〉
) where T0(C) and T1(C) are as follows.
(1) If C =
〈
(x− 1)k
〉
then T0(C) = k and T1(C) = min(k, p
s−1).
(2) If C =
〈
(x− 1)k + p(x− 1)ℓδ(x)
〉
then T0(C) = k and
T1(C) =
{
min(k, ps−1, ps − k + ℓ) if ps−1 6= ps − k + ℓ
min(k, ps−1 + z) if ps−1 = ps − k + ℓ
where z = min ({j|γj 6= ηj} ∪ {p
s}).
(3) If C =
〈
(x− 1)k, p(x− 1)n
〉
then T0(C) = k and T1(C) = min(k, p
s−1, n).
(4) If C =
〈
(x− 1)k + p(x− 1)ℓδ(x), p(x − 1)n
〉
then T0(C) = k and
T1(C) =
{
min(k, ps−1, ps − k + ℓ, n) if ps−1 6= ps − k + ℓ
min(k, ps−1 + z, n) if ps−1 = ps − k + ℓ
where z = min ({j|γj 6= ηj} ∪ {p
s}).
(5) If C = 〈p(x− 1)n〉 then T0(C) = p
s and T1(C) = n.
5. Structure of polycyclic code ambients
In this section, we study the structure of the code ambient for polycyclic codes over a Galois ring
which is the ring GR(p
a,m)[x]
〈f(x)〉 where f(x) is a regular monic polynomial. Throughout this section assume
that f(x) ∈ GR(pa,m)[x] is regular. By Theorem 2.2, f(x) = δ(x)f1(x) · · · fs(x) where the δ(x) ∈
GR(pa,m)[x] is a unit and {fi(x) ∈ GR(p
a,m)[x]}si=1 is a set of regular primary co-prime polynomials
that are not units. By the fact that δ(x) is a unit, we may assume without loss of generality that
fi(x) = hi(x)
ti + pβi(x) where hi(x) is a monic basic irreducible polynomial such that hi(x) = hi(x). We
know that ti deg hi(x) > deg βi(x). Since we are interested in
GR(pa,m)[x]
〈f(x)〉 and 〈f(x)〉 =
〈
δ(x)−1f(x)
〉
, we
assume δ(x) = 1, so f(x) = f1(x) · · · fs(x). Additionally, throughout this section let R =
GR(pa,m)[x]
〈f(x)〉 and
let fˆi(x) =
∏s
j=1,j 6=i fj(x) for 1 ≤ i ≤ s.
Theorem 5.1. For R, we have the following
(1) R =
⊕s
i=1
〈
fˆi(x) + 〈f〉
〉
and
〈
fˆi(x) + 〈f〉
〉
∼=
GR(pa,m)[x]
〈fi(x)〉
,
(2) Any maximal ideal of R is of the form
〈
pfˆi(x) + fi(x) + 〈f〉 , hifˆi(x) + fi(x) + 〈f〉
〉
= 〈p+ 〈f〉 , hi(x) + 〈f〉〉
for some 1 ≤ i ≤ s,
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(3) J (R) =
⋂s
i=1 〈p+ 〈f〉 , hi(x) + 〈f〉〉 = 〈p+ 〈f〉 ,
∏s
i=1 hi(x) + 〈f〉〉,
(4) soc (R) =
⊕s
i=1
〈
pa−1hi(x)
ti−1fˆi(x) + 〈f〉
〉
=
〈
pa−1
∏s
i=1 hi(x)
ti−1 + 〈f〉
〉
.
Proof. (1) It is not hard to see that since the fi(x) are co-prime, ∩ 〈fi(x)〉 =
∏
〈fi(x)〉 = 〈f(x)〉 (see
discussion on pg. 94 in [24]). By the Chinese Remainder Theorem,
R ∼=
s⊕
i=1
GR(pa,m)[x]
〈fi(x)〉
.
Define φi : R →
GR(pa,m)[x]
〈fi(x)〉
via φi : a(x) + 〈f〉 7→ a(x) + 〈fi〉. Since
〈
fˆi(x) + 〈f〉
〉
= {a(x)fˆi(x) +
〈f〉 |deg a(x) < deg fi(x)} we have that
〈
fˆi(x) + 〈f〉
〉
∼=
GR(pa,m)[x]
〈fi(x)〉
.
(2)-(4) There exists idempotents eˆi(x) + 〈f〉 ∈
〈
fˆi(x) + 〈f〉
〉
for 1 ≤ i ≤ s such that 〈eˆi(x) + 〈f〉〉 =〈
fˆi(x) + 〈f〉
〉
and 1 + 〈f〉 =
∑s
i=1 eˆi(x) + 〈f〉. So,
〈fj(x) + 〈f〉〉 =
〈
(fj(x) + 〈f〉)
s∑
i=1
eˆi(x) + 〈f〉
〉
=
〈
(fj(x) + 〈f〉)
s∑
i=1,i 6=j
eˆi(x) + 〈f〉
〉
=
〈
s∑
i=1,i 6=j
eˆi(x) + 〈f〉
〉
=
〈
s∑
i=1,i 6=j
fˆi(x) + 〈f〉
〉
.
Using (1) and Lemmas 3.1 and 3.3, the results follow. 
Theorem 5.2. The following are equivalent:
(1) R is not a principal ideal ring.
(2) a > 1 and there exists a factor from a primary co-prime factorization of f(x), g(x), where
g(x) = h(x)t + pβ(x) and h(x) is basic irreducible, t > 1 and β(x) ∈ 〈p, h(x)〉.
(3) a > 1, f¯(x) is not square free and if f¯ ′(x) is the square free part of f¯(x), and we write f(x) =
f ′(x)α(x) + pγ(x) then γ¯(x) = 0 or α¯(x) and γ¯(x) are not co-prime.
Proof. (1) ⇐⇒ (2) By Theorem 2.2, there exists a primary coprime decomposition of g(x). Then the
result follows from Theorems 5.1 and 3.4.
(2)⇒(3) Since t > 1, f¯(x) is not square free. This also shows h(x)|f¯ ′(x) and h(x)|α¯(x). Since
β(x) ∈ 〈p, h(x)〉, we have β¯(x) ∈ 〈h〉. This implies h(x)|(g(x) (mod p2)). Since g(x)|f(x), we see
h(x)|γ¯(x). So, α¯(x) and γ¯(x) are not co-prime.
(3)⇒(2) Since f¯(x) is not square free and α¯(x) and γ¯(x) are not co-prime there exists a basic irreducible
polynomial h(x) such that h(x)t|f¯(x) for some t > 1 and h(x)|γ¯(x). So there exists a factor g(x) of
f(x) such that g(x) = h(x)t + pβ(x) for some β(x). Since h(x)|γ¯(x), we have that h(x)|β¯(x). Hence,
β(x) ∈ 〈p, h(x)〉. 
Remark 5.3. The equivalence in Theorem 5.2 of (1) and (3) was presented in [32] with an alternative
proof.
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Lemma 5.4. Let R be a ring with direct sum decomposition R = ⊕ni=1Ri. Assume, for any positive
integer i, that Ii ✁Ri is at most k-generated. Then I ✁R is at most k-generated.
Proof. Let I ✁ R. Then I = ⊕ni=1Ii for Ii ∈ Ri. Then Ii is generated by some fi1, . . . , fik ∈ Ri. Let
gj = f1j + · · ·+ fnj for 1 ≤ j ≤ k. Then 〈f1j, . . . , fnj〉 = 〈gj〉 and hence I = 〈g1, . . . , gk〉. 
Now we generalize Proposition 3.13 to the case where f(x) is an arbitrary regular polynomial.
Theorem 5.5. Let C ✁R. Then
C =
〈
pj0g0(x), . . . , p
jrgr(x)
〉
where 0 ≤ r ≤ a− 1 and
(1) 0 ≤ j0 < · · · < jr ≤ a− 1
(2) gi(x) monic for i = 0, . . . , r,
(3) deg f(x) > deg g0(x) > · · · > deg gr(x),
(4) pji+1gi(x) ∈
〈
pji+1gi+1(x), . . . , p
jrgr(x)
〉
(5) pj0f(x) ∈
〈
pj0g0(x), . . . , p
jrgr(x)
〉
in GR(pa,m)[x].
Proof. Follows from Proposition 3.13, Theorem 5.1 and Lemma 5.4. 
The structure of the ambient space of cyclic codes over finite chain rings was studied in [26], [28],
[27] and [32]. For any ideal of the ambient space, the authors of those papers came up with a special
generating set called strong Groebner basis (SGB). They showed that SGB can be used to determine the
Hamming distance of the corresponding code. It is easy to see that their results also hold for the ideals
of R. So we have the following result.
Theorem 5.6. Let C ⊳ R where C =
〈
pj0gj0(x), . . . , p
jrgjr(x)
〉
is as in Theorem 5.5. Then dH(C) =
dH(
〈
pa−1gjr(x)
〉
) = dH(〈gjr(x)〉).
Proof. For v(x) ∈ C, if pkv(x) 6= 0 then wH(v(x)) ≥ wH(p
kv(x)). Let c(x) ∈ C such that dH(I) =
wH(c(x)). Let ℓ be the largest integer such that p
ℓc(x) 6= 0. Hence, pℓc(x) ∈ C
⋂〈
pa−1
〉
=
〈
pa−1gjr
〉
.
Also wH(c(x)) = wH(p
kc(x)) by the minimality of c(x). Hence, dH(
〈
pa−1gjr(x)
〉
) = wH(pc(x)) = dH(C).
The equality dH(
〈
pa−1gjr(x)
〉
) = dH(〈gjr(x)〉) follows from Lemma 2.3. 
6. On the Hamming weight of (xn + γ)N
We develop some tools, that we use in Section 7 and Section 8, to compute the Hamming distance of
some constacyclic codes over finite fields.
We begin by partitioning the set {1, 2, . . . , ps − 1} into three subsets. These subsets arise naturally
from the technicalities of our computations as described in Section 7 and Section 8. If i is an integer
satisfying 1 ≤ i ≤ (p− 1)ps−1, then there exists a uniquely determined integer β such that 0 ≤ β ≤ p− 2
and
βps−1 + 1 ≤ i ≤ (β + 1)ps−1.
Moreover since
ps − ps−1 < ps − ps−2 < · · · < ps − ps−s = ps − 1,
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for an integer i satisfying (p− 1)ps−1+1 = ps− ps−1+1 ≤ i ≤ ps− 1, there exists a uniquely determined
integer k such that 1 ≤ k ≤ s− 1 and
ps − ps−k + 1 ≤ i ≤ ps − ps−k−1.(6.1)
Besides if i is an integer as above and k is the integer satisfying 1 ≤ k ≤ s− 1 and (6.1), then we have
ps − ps−k < ps − ps−k + ps−k−1 < ps − ps−k + 2ps−k−1 < · · ·
< ps − ps−k + (p− 1)ps−k−1
and ps − ps−k + (p − 1)ps−k−1 = ps − ps−k−1. So for such integers i and k, there exists a uniquely
determined integer τ with 1 ≤ τ ≤ p− 1 such that
ps − ps−k + (τ − 1)ps−k−1 + 1 ≤ i ≤ ps − ps−k + τps−k−1.
Thus
{1, 2, . . . , ps−1} ⊔
p−2⊔
β=1
{i : βps−1 + 1 ≤ i ≤ (β + 1)ps−1}
⊔
s−1⊔
k=1
p−1⊔
τ=1
{i : ps − ps−k + (τ − 1)ps−k−1 + 1 ≤ i ≤ ps − ps−k + τps−k−1}
(6.2)
gives us a partition of the set {1, 2, . . . , ps − 1}.
Throughout this section q denotes a power of p. Let N be a positive integer and γ ∈ Fq \ {0}. Our
computations in Section 7 and Section 8 are based on expressing the Hamming weight of an arbitrary
nonzero codeword in terms of wH((x
η + γ)N ). In [23], the Hamming weight of the polynomial (xη + γ)N
is given as described below. Let e, η,N and 0 ≤ b0, b1, . . . , be−1 ≤ p − 1 be positive integers such that
N < pe and let γ ∈ Fq \ {0}. Let N = be−1pe−1 + · · · + b1p + b0, 0 ≤ bi < p, be the p-adic expansion of
N . Then, by [23, Lemma 1], we have
wH((x+ γ)
N ) =
e−1∏
d=0
(bd + 1).(6.3)
As suggested in [23], identifying x with xη in (6.3), we obtain
wH((x
η + γ)N ) =
e−1∏
d=0
(bd + 1).(6.4)
The following two lemmas are consequences of (6.4) and we will use them in our computations fre-
quently.
Lemma 6.1. Let m, η, 1 ≤ β ≤ p− 2 be positive integers and γ ∈ Fq \ {0}. If m < ps − βps−1 − 1, then
wH((x
η + γ)m+βp
s−1+1) ≥ β + 2.
Proof. Since
m < ps − βps−1 − 1 = (p− β − 1)ps−1 + (p− 1)ps−2 + · · ·+ (p− 1)p + p− 1,
either
m = Lps−1 + (p− 1)ps−2 + · · ·+ (p− 1)p + p− 1 or
m = as−1p
s−1 + · · ·+ a1p+ a0
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holds, where 0 ≤ L ≤ p− β − 2, 0 ≤ a0, a1, . . . , as−2 ≤ p− 1 and 0 ≤ as−1 ≤ p− β − 1 are integers such
that aℓ < p−1 for some 0 ≤ ℓ < s−1. According to the p-adic expansion of m, we consider the following
two cases.
First, we assume thatm = Lps−1+(p−1)ps−2+· · ·+(p−1)p+p−1. Thenm+βps−1+1 = (L+β+1)ps−1.
So using (6.4), we get wH((x
η + γ)m+βp
s−1+1) = L+ β + 2 ≥ β + 2.
Second, we assume that m = as−1p
s−1 + · · ·+ a1p + a0. Then the p-adic expansion of m+ βp
s−1 + 1
is of the form m+ βps−1 + 1 = bs−1p
s−1 + · · ·+ b1p+ b0 where 0 ≤ b0, b1, . . . , bs−2 ≤ p− 1 and
bs−1 = as−1 + β.(6.5)
Let k be the least nonnegative integer with ak < p− 1. Then it follows that
0 < bk ≤ p− 1.(6.6)
So, using (6.4), (6.5) and (6.6), we get
wH((x
η + γ)m+βp
s−1+1) ≥ (β + as−1 + 1)(bk + 1) ≥ (β + 1)2 > β + 2.

Lemma 6.2. Let m, η, 1 ≤ τ ≤ p − 1, 1 ≤ k ≤ s − 1 be positive integers and γ ∈ Fq \ {0}. If m <
ps−k − (τ − 1)ps−k−1 − 1, then wH((x
2η + γ)m+p
s−ps−k+(τ−1)ps−k−1+1) ≥ (τ + 1)pk.
Proof. Since
m < ps−k − (τ − 1)ps−k−1 − 1
= (p− τ + 1)ps−k−1 − 1
= (p− τ)ps−k−1 + (p− 1)ps−k−2 + · · ·+ (p− 1)p + p− 1,
either
m = Lps−k−1 + (p− 1)ps−k−2 + · · ·+ (p − 1)p+ p− 1 or
m = as−k−1p
s−k−1 + · · ·+ a1p+ a0
holds, where 0 ≤ L ≤ p− τ − 1, 0 ≤ a0, a1, . . . , as−k−2 ≤ p− 1 and 0 ≤ as−k−1 ≤ p− τ are some integers
such that 0 ≤ aℓ < p− 1 for some 0 ≤ ℓ < s− k− 1. According to the p-adic expansion of m, we consider
the following two cases.
First, we assume that m = Lps−k−1+(p−1)ps−k−2+ · · ·+(p−1)p+p−1. Then the p-adic expansion
of m+ ps − ps−k + (τ − 1)ps−k−1 + 1 is of the form
m+ ps − ps−k + (τ − 1)ps−k−1 + 1 = (p− 1)ps−1 + · · ·+ (p− 1)ps−k + (L+ τ)ps−k−1.
So, using (6.4), we get wH((x
η + γ)m+p
s−ps−k+(τ−1)ps−k−1+1) ≥ (τ + 1)pk.
Second, we assume that m = as−k−1p
s−k−1 + · · · + a1p + a0. Then the p-adic expansion of m+ p
s −
ps−k + (τ − 1)ps−k−1 + 1 is of the form
m+ ps − ps−k + (τ − 1)ps−k−1 + 1 = (p− 1)ps−1 + · · ·+ (p− 1)ps−k
+bs−k−1p
s−k−1 + · · · + b1p+ b0
where 0 ≤ b0, b1, . . . , bs−k−1 ≤ p− 1 are integers. It is easy to see that
bs−k−1 = as−k−1 + τ − 1.(6.7)
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Let ℓ0 be the least nonnegative integer with 0 ≤ aℓ0 < p− 1. Then
0 < bℓ0 ≤ p− 1.(6.8)
Using (6.7), (6.8) and (6.4), we get
wH((x
η + γ)m+p
s−ps−k(τ−1)ps−k−1+1) ≥ pk(bs−k−1 + 1)(bℓ0 + 1)
≥ 2τpk
≥ (τ + 1)pk.

In [23], the authors have shown that the polynomial (xη + γ)N has the so-called “weight retaining
property” (see [23, Theorem 1.1]). As a result of this, they gave a lower bound for the Hamming weight
of the polynomial g(x)(xη + γ)N where g(x) is any element of Fq[x]. Let η,N, γ and g(x) be as above.
Then, by [23, Theorem 1.3 and Theorem 6.3], the Hamming weight of g(x)(xη + γ)N satisfies
wH(g(x)(x
η + γ)N ) ≥ wH(g(x) mod x
η + γ) · wH((x
η + γ)N ).(6.9)
Now we examine the Hamming weight of the polynomials (xη + γ1)
ps(xη + γ2)
i, over Fq[x], where
0 < i < ps. Let 0 < i < ps be an integer and γ1, γ2 ∈ Fq \ {0}. Let
(xη + γ2)
i = aix
ηi + ai−1x
η(i−1) + · · ·+ a0γ
i
2
where a0, a1, . . . , ai are the binomial coefficients. Note that
(xη + γ1)
ps(xη + γ2)
i = (xηp
s
+ γp
s
1 )(aix
ηi + ai−1x
η(i−1)γ2 + · · · + a0γ
i
2)
= aix
η(i+ps) + ai−1x
η(i−1+ps)γ2 + · · ·+ a0x
ηpsγi2
+aiγ
ps
1 x
ηi + ai−1γ
ps
1 x
η(i−1) + · · ·+ a0γ
ps
1 γ
i
2.
Therefore wH((x
η + γ1)
ps(xη + γ2)
i) = 2wH((x
η + γ2)
i).
7. Certain constacyclic codes of length ηps
Let η and s be positive integers. Let γ, λ ∈ Fpm \{0} such that γp
s
= −λ. All λ-cyclic codes, of length
ηps, over Fpm correspond to the ideals of the finite ring
R =
Fpm[x]
〈xηps − λ〉
.
Suppose that xη+ γ is irreducible over Fpm. Then the monic divisors of xηp
s
−λ = (xη+ γ)p
s
are exactly
the elements of the set {(xη + γ)i : 0 ≤ i ≤ ps}. So if xη + λ is irreducible over Fpm, then the λ-cyclic
codes, of length ηps, over Fpm, are of the form 〈(xη+γ)i〉 where 0 ≤ i ≤ ps. In this section, we determine
the Hamming distance of all λ-cyclic codes of length ηps over Fpm and GR(pa,m). In Theorem 7.6, we
determine the Hamming distance of
〈
(xη + γ)i
〉
. As a particular case, we obtain the Hamming distance
of negacyclic codes of length 2ps over Fpm where x2 + 1 is irreducible over Fpm [x]. Using Theorem 7.6
together with the results of Section 3 and Section 5, we determine the Hamming distance of a cyclic code
of length ps over GR(pa,m).
Let C = 〈(xη + γ)i〉 where 0 ≤ i ≤ ps is an integer and xη + γ ∈ Fpm[x] is irreducible. Obviously if
i = 0, then C = R, i.e., C is the whole space Fηp
s
pm , and if i = p
s, then C = {0}. For the remaining values
of i, we consider the partition of the set {1, 2, . . . , ps − 1} given in (6.2).
If 0 < i ≤ ps−1, then dH(C) is 2 as shown in Lemma 7.1.
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For ps−1 < i < ps, we first find a lower bound on the Hamming weight of an arbitrary nonzero codeword
of C in Lemma 7.2 and Lemma 7.4. Next in Corollary 7.3 and Corollary 7.5, we show that there exist
codewords in C, achieving these previously found lower bounds. This gives us the Hamming distance of
C.
We summarize our results on R in Theorem 7.6. We observe that Theorem 7.6 gives the Hamming
distance of negacyclic codes, of length 2ps, over Fpm where p ≡ 3 mod 4 and m is an odd number. We
close this section by describing how to determine the Hamming distance of certain polycyclic codes, and
in particular constacyclic codes, of length ηps over GR(pa,m).
Lemma 7.1. Let 1 ≤ i ≤ ps−1 be an integer and let C = 〈(xη + γ)i〉. Then dH(C) = 2.
Proof. The claim follows from Lemma 2.3 and the fact that
(xη + γ)p
s−1−i(xη + γ)i = (xη + γ)p
s−1
= xηp
s−1
+ γp
s−1
∈ C.

Let C = 〈(xη + γ)i〉 for some integer 0 < i < ps. For any 0 6= c(x) ∈ C, there exists a 0 6=
f(x) ∈ Fq[x] such that c(x) ≡ f(x)(xη + γ)i mod (xη + γ)p
s
. Dividing f(x) by (xη + γ)p
s−i, we get
f(x) = q(x)(xη + γ)p
s−i + r(x) where q(x), r(x) ∈ Fq[x] and 0 ≤ deg(r(x)) < ηps − ηi or r(x) = 0 . We
observe that
c(x) ≡ f(x)(xη + γ)i
≡ (q(x)(xη + γ)p
s−i + r(x))(xη + γ)i
≡ q(x)(xη + γ)p
s
+ r(x)(xη + γ)i
≡ r(x)(xη + γ)i mod (xη + γ)p
s
.
Consequently, for any 0 6= c(x) ∈ C, there exists 0 6= r(x) ∈ Fpm [x] with deg(r(x)) < ηps − ηi such that
c(x) = r(x)(xη + γ)i, where we consider this equality in Fpm[x]. Therefore the Hamming weight of c ∈ C
is equal to the nonzero coefficients of r(x)(xη + γ)i ∈ Fq[x], i.e., wH(c) = wH(r(x)(xη + γ)i).
In the following lemma, we give a lower bound on dH(C) when p
s−1 < i.
Lemma 7.2. Let 1 ≤ β ≤ p− 2 be an integer and let C = 〈(xη + γ)βp
s−1+1〉. Then dH(C) ≥ β + 2.
Proof. Let 0 6= c(x) ∈ C, then there exists 0 6= f(x) ∈ Fq[x] such that
c(x) ≡ f(x)(xη + γ)βp
s−1+1 mod (xη + γ)p
s
.
We may assume that deg(f(x)) < ηps − ηβps−1 − η = (p − β)ηps−1 − η. We choose m to be the largest
nonnegative integer with (xη+γ)m|f(x). Clearly deg(f(x)) < (p−β)ηps−1−η impliesm < (p−β)ps−1−1.
So, by Lemma 6.1, we get
wH((x
η + γ)m+βp
s−1+1) ≥ β + 2.(7.1)
For f(x) = g(x)(xη + γ)m, we have g(x) mod xη + γ 6= 0 by our choice of m, so
wH(g(x) mod (x
η + γ)) > 0.(7.2)
Now using (7.1), (7.2) and (6.9), we obtain
wH(c(x)) = wH(g(x)(x
η + γ)m+βp
s−1+1)
≥ wH(g(x) mod (x
η + γ))wH((x
η + γ)m)
≥ β + 2.
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
Next we show that the lower bound given in Lemma 7.2 is achieved when ps−1 < i ≤ (p− 1)ps−1 and
this gives us the exact value of dH(C).
Corollary 7.3. Let 1 ≤ β ≤ p − 2, βps−1 + 1 ≤ i ≤ (β + 1)ps−1 be integers and let C = 〈(xη + γ)i〉.
Then dH(C) = β + 2.
Proof. Lemma 7.2 and C ⊂ 〈(xη + γ)βp
s−1+1〉 imply dH(C) ≥ β + 2. We know, by (6.4), that wH((x
η +
γ)(β+1)p
s−1
) = β + 2. Clearly (xη + γ)(β+1)p
s−1
∈ C as (β + 1)ps−1 ≥ i. Thus dH(C) ≤ β + 2. Hence
dH(C) = β + 2.

Having covered the range ps−1 < i ≤ (p − 1)ps−1, now we give a lower bound on dH(C) when
(p− 1)ps−1 < i < ps in the following lemma.
Lemma 7.4. Let 1 ≤ τ ≤ p− 1, 1 ≤ k ≤ s − 1 be integers and let C = 〈(xη + γ)p
s−ps−k+(τ−1)ps−k−1+1〉.
Then dH(C) ≥ (τ + 1)p
k.
Proof. Let 0 6= c(x) ∈ C, then there is 0 6= f(x) ∈ Fpm[x] such that
c(x) ≡ f(x)(xη + γ)p
s−ps−k+(τ−1)ps−k−1+1 mod (xη + γ)p
s
.
We may assume that
deg(f(x)) < ηps−k − η(τ − 1)ps−k−1 − η.(7.3)
Let m be the largest nonnegative integer with (xη + γ)m|f(x). Then there exists g(x) ∈ Fpm[x] such that
f(x) = g(x)(xη + γ)m. By (7.3), we have m < ps−k − (τ − 1)ps−k−1 − 1. So, by Lemma 6.2, we get
wH((x
η + γ)m+p
s−ps−k+(τ−1)ps−k−1+1) ≥ pk(τ + 1).(7.4)
The maximality of m implies xη + γ ∤ g(x) and therefore g(x) mod xη + γ 6= 0. So we have
wH(g(x) mod x
η + γ) > 0.(7.5)
Now using (6.9), (7.4) and (7.5), we obtain
wH(c(x)) = wH(g(x)(x
η + γ)m+p
s−ps−k+(τ−1)ps−k−1+1)
≥ wH(g(x) mod x
η + γ)wH((x
η + γ)p
s−ps−k+(τ−1)ps−k−1+1+m)
≥ pk(τ + 1).
This completes the proof. 
For (p − 1)ps−1 < i < ps, we determine dH(C) in Corollary 7.5 where we show the existence of a
codeword that achieves the lower bound given in Lemma 7.4.
Corollary 7.5. Let 1 ≤ τ ≤ p− 1, 1 ≤ k ≤ s− 1 and i be integers such that
ps − ps−k + (τ − 1)ps−k−1 + 1 ≤ i ≤ ps − ps−k + τps−k−1.
Let C = 〈(xη + γ)i〉. Then dH(C) = (τ + 1)p
k.
Proof. Lemma 7.4 and C ⊂ 〈(xη+γ)p
s−ps−k+(τ−1)ps−k−1+1〉 implies dH(C) ≥ (τ+1)p
k. We know, by (6.4),
that wH((x
η+γ)p
s−ps−k+τps−k−1) = (τ+1)pk. Clearly (xη+γ)p
s−ps−k+τps−k−1 ∈ C as ps−ps−k+τps−k−1 ≥
i. So dH(C) ≤ (τ + 1)p
k. Thus we have shown dH(C) = (τ + 1)p
k. 
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We summarize our results in the following theorem.
Theorem 7.6. Let p be a prime number, Fpm a finite field of characteristic p, γ ∈ Fq \ {0} and η be a
positive integer. Suppose that xη + γ ∈ Fq[x] is irreducible. Then the λ-cyclic codes over Fq, of length
ηps, are of the form C[i] = 〈(xη + γ)i〉, where 0 ≤ i ≤ ps and λ = −γp
s
. If i = 0, then C is the whole
space Fηp
s
pm and if i = p
s, then C is the zero space {0}. For the remaining values of i, if p = 2, then
dH(C[i]) =


1, if i = 0,
2, if 1 ≤ i ≤ 2s−1,
2k+1, if 2s − 2s−k + 1 ≤ i ≤ 2s − 2s−k + τ2s−k−1
where 1 ≤ k ≤ s− 1,
if p is odd, then
dH(C[i]) =


2, if 1 ≤ i ≤ ps−1,
β + 2, if βps−1 + 1 ≤ i ≤ (β + 1)ps−1 where 1 ≤ β ≤ p− 2,
(τ + 1)pk, if ps − ps−k + (τ − 1)ps−k−1 + 1 ≤ i ≤ ps − ps−k + τps−k−1
where 1 ≤ τ ≤ p− 1 and 1 ≤ k ≤ s− 1.
Remark 7.7. If we replace η with 1 and γ with −1 in Theorem 7.6, then we obtain the main results of
[10] and [29]. Namely, we obtain [10, Theorem 4.11] and [29, Theorem 3.4].
Theorem 7.6 is still useful when the polynomial xη + γ is reducible over the alphabet Fpm.
Remark 7.8. Note that
〈
(xη + γ)i
〉
, 0 ≤ i ≤ ps are ideals of R independent of the fact that xη + γ is
irreducible. So our results from Lemma 7.1 to Corollary 7.5 hold even when the polynomial xη + γ is
reducible over Fpm . But then, the cases considered above do not cover all the λ-cyclic codes of length ps.
In other words, if xη + γ is reducible, then there are λ-cyclic codes other than
〈
(xη + γ)i
〉
, 0 ≤ i ≤ ps
and their Hamming distance is not determined here.
Now we will apply Theorem 7.6 to a particular case. Namely, we will consider the negacyclic codes over
Fpm of length 2ps where p is an odd prime. In order to apply Theorem 7.6, the polynomial x2 + 1 must
be irreducible over Fpm. A complete irreducibility criterion for x2 + 1 is given in the following lemma.
Lemma 7.9. Let p be an odd prime and m be a positive integer. The polynomial x2 + 1 ∈ Fpm[x] is
irreducible if and only if p = 4k + 3 for some k ∈ N and m is odd.
Proof. Follows from the order of the multiplicative group of Fpm. 
Let C be a negacyclic code of length 2ps over Fpm . If x2+1 is irreducible over Fpm, then the Hamming
distance of C is given in the following theorem.
Theorem 7.10. Let p = 4k + 3 be a prime for some k ∈ N and let m ∈ N be an odd number. Then the
negacyclic codes over Fpm, of length 2ps, are of the form C[i] = 〈(x2 + 1)i〉, where 0 ≤ i ≤ ps, and
dH(C[i]) =


2, if 1 ≤ i ≤ ps−1,
β + 2, if βps−1 + 1 ≤ i ≤ (β + 1)ps−1 where 1 ≤ β ≤ p− 2,
(τ + 1)pk, if ps − ps−k + (τ − 1)ps−k−1 + 1 ≤ i ≤ ps − ps−k + τps−k−1
where 1 ≤ τ ≤ p− 1 and 1 ≤ k ≤ s− 1.
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For the other values of p and m, x2 + 1 is reducible over Fpm and in this case, we determine the
minimum Hamming distance of C in Section 8.
Now we describe how to determine the Hamming distance of certain polycyclic codes of length ηps
over GR(pa,m) and, in particular, this gives us the Hamming distance of certain constacyclic codes of
length ηps. Let γ0, λ0 ∈ GR(p
a,m) be units such that γ0 = γ, λ0 = λ and γ
ps
0 = −λ0. According to our
assumption in the beginning of this section, we have that xη + γ0 is irreducible.
Let f(x) = (xη + γ0)
ps + pβ(x) ∈ GR(pa,m)[x] with deg(β(x)) < ηps. Note that f(x) in this form is
a primary regular polynomial so the techniques of Section 3 can be applied.
Let R0 =
GR(pa,m)[x]
〈f(x)〉 . Let C =
〈
pj0g0(x), . . . , p
jrgr(x)
〉
⊳ R0 where the generators are as in Theorem
5.5. As was done in (3.1), we can express gr(x) in the canonical form
gr(x) = p
0(xη + γ0)
e0α0(x) + · · · + p
a−1(xη + γ0)
ea−1αa−1(x)
where each αi(x) is either a unit or 0. For 0 6= gr(x), we have α0(x) 6= 0 since p ∤ gr(x). Therefore
α0(x) is a unit. So, by Theorem 5.6, we deduce that dH(C) = dH(〈gr(x)〉) = dH(〈(xη + γ)e0〉). Now
dH(〈(xη + γ)e0〉) can be determined using Theorem 7.6.
Remark 7.11. Let γ, γ0, λ, λ0 be as above. The λ0-cyclic codes of length ηp
s over GR(pa,m) are the
ideals of the ring GR(p
a,m)[x]
〈xηps−λ0〉
. Since xηp
s
− λ0 = (x
η + γ0)
ps + pβ
′
(x), for some β(x) ∈ GR(pa,m)[x]
with deg(β
′
(x)) < ηps, we can determine the Hamming distance of the λ0-cyclic codes of length ηp
s over
GR(pa,m) as described above.
8. Certain constacyclic codes of length 2ηps
We assume that p is an odd prime number, η and s are positive integers, Fpm is a finite field of
characteristic p and λ, ξ, ψ ∈ Fpm \ {0} throughout this section.
Suppose that ψp
s
= λ and x2η − ψ factors into two irreducible polynomials over Fpm as
x2η − ψ = (xη − ξ)(xη + ξ).(8.1)
In this section, we compute the Hamming distance of λ-cyclic codes, of length 2ηps, over Fpm where
(8.1) is satisfied. Next, we determine the Hamming distance of certain polycyclic codes, and in particular
certain constacyclic codes, of length ηps over GR(pa,m). We know that λ-cyclic codes of length 2ηps
over Fpm correspond to the ideals of the finite ring
R =
Fpm[x]
〈x2ηps − λ〉
.
Note that, by Proposition 5.1, we have R =
〈
xηp
s
+ ξp
s〉
⊕
〈
xηp
s
− ξp
s〉
and
〈
xηp
s
+ ξp
s〉 ∼= Fpm [x]
〈xηps−ξps〉
,〈
xηp
s
− ξp
s〉 ∼= Fpm [x]
〈xηps+ξps〉
. Moreover, by Proposition 5.1, the maximal ideals of R are 〈xη − ξ〉 and
〈xη + ξ〉. Since the monic polynomials dividing x2ηp
s
−λ are exactly the elements of the set {(xη−ξ)i(xη+
ξ)j : 0 ≤ i, j ≤ ps}, the λ-cyclic codes, of length 2ηps, over Fpm are of the form 〈(xη − ξ)i(xη + ξ)j〉,
where 0 ≤ i, j ≤ ps are integers.
Let C = 〈(xη − ξ)i(xη + ξ)j〉. If (i, j) = (0, 0), then C = R. If (i, j) = (ps, ps), then C = {0}. For the
remaining values of (i, j), we consider the partition of the set {1, 2, . . . , ps − 1} given in (6.2).
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In order to simplify and improve the presentation of our results, from Lemma 8.4 till Corollary 8.21,
we consider only the cases where i ≥ j explicitly. We do so because the cases where j > i can be treated
similarly as the corresponding case of i > j.
Now we give an overview of the results in this section. If i = 0, or j = 0, or 0 ≤ i, j ≤ ps−1, then the
Hamming distance of C can easily found to be 2 as shown in Lemma 8.1 and Lemma 8.2.
If 0 < j ≤ ps−1 and ps−1 + 1 ≤ i ≤ ps, then dH(C) is computed in Lemma 8.4, Corollary 8.5, Lemma
8.6 and Corollary 8.7.
If ps−1 + 1 ≤ j ≤ i ≤ (p − 1)ps−1, then dH(C) is computed in Lemma 8.8 and Corollary 8.9.
If ps−1+1 ≤ j ≤ (p−1)ps−1 < i ≤ ps−1, then dH(C) is computed in Lemma 8.10 and Corollary 8.11.
If (p − 1)ps−1 + 1 ≤ j ≤ i ≤ ps − 1, then dH(C) is computed in Lemma 8.12, Corollary 8.13, Lemma
8.14 and Corollary 8.15.
Finally if i = ps and 0 < j < ps − 1, then dH(C) is computed from Lemma 8.16 till Corollary 8.21.
At the end of this section, we summarize our results in Theorem 8.22.
We begin our computations with the case where i = 0 or j = 0.
Lemma 8.1. Let 0 < i, j ≤ ps be integers, let C = 〈(xη − ξ)i〉 and D = 〈(xη + ξ)j〉. Then dH(C) =
dH(D) = 2.
Proof. Since
(xη − ξ)p
s−i(xη − ξ)i = xηp
s
− ξp
s
∈ C and
(xη + ξ)p
s−j(xη + ξ)j = xηp
s
+ ξp
s
∈ D,
we have dH(C), dH(D) ≤ 2. On the other hand, dH(C), dH (D) ≥ 2 by Lemma 2.3. Hence dH(C) =
dH(D) = 2. 
Lemma 8.2. Let C = 〈(xη − ξ)i(xη + ξ)j〉, for some integers 0 ≤ i, j ≤ ps−1 with (i, j) 6= (0, 0). Then
dH(C) = 2.
Proof. By Lemma 2.3, we have dH(C) ≥ 2 and
(xη − ξ)i(xη + ξ)j(xη − ξ)p
s−1−i(xη + ξ)p
s−1−j = x2ηp
s−1
− ξ2p
s−1
∈ C
implies that dH(C) ≤ 2. Hence dH(C) = 2. 
Let C = 〈(xη − ξ)i(xη + ξ)j〉 for some integers 0 ≤ i, j ≤ ps with (0, 0) 6= (i, j) 6= (ps, ps). Let
0 6= c(x) ∈ C, then there exists 0 6= f(x) ∈ Fpm [x] such that c(x) ≡ f(x)(xη−ξ)i(xη+ξ)j mod x2ηp
s
−λ.
Dividing f(x) by (xη − ξ)p
s−i(xη + ξ)p
s−j , we get
f(x) = q(x)(xη − ξ)p
s−i(xη + ξ)p
s−j + r(x)
where q(x), r(x) ∈ Fq[x] and, either r(x) = 0 or deg(r(x)) < 2ηps − ηi− ηj. Since
c(x) ≡ f(x)(xη − ξ)i(xη + ξ)j
≡ (q(x)(xη − ξ)p
s−i(xη + ξ)p
s−j + r(x))(xη − ξ)i(xη + ξ)j
≡ q(x)(xη − ξ)p
s
(xη + ξ)p
s
+ r(x)(xη − ξ)i(xη + ξ)j
≡ r(x)(xη − ξ)i(xη + ξ)j mod x2ηp
s
− λ,
we may assume, without loss of generality, that deg(f(x)) < 2ηps − ηi − ηj. Moreover wH(r(x)(x
η −
ξ)i(xη + ξ)j) = wH(c) as deg(r(x)(x
η − ξ)i(xη + ξ)j) < 2ηps.
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Let i0 and j0 be the largest integers with (x
η − ξ)i0 |f(x) and (xη + ξ)j0 |f(x). Then there exists
g(x) ∈ Fpm[x] such that f(x) = (xη − ξ)i0(xη + ξ)j0g(x) and (xη − ξ) ∤ g(x), (xη + ξ) ∤ g(x). Clearly
deg(f(x)) < 2ηps − ηi− ηj implies i0 + j0 < 2p
s − i− j. Therefore i0 < p
s − i or j0 < p
s − j must hold.
So if i0 ≥ p
s−i, then j0 < p
s−j. For such cases, the following lemma will be used in our computations.
Lemma 8.3. Let i, j, i0, j0 be nonnegative integers such that i ≥ j, i0 ≥ p
s−i and j0 < p
s−j. Let c(x) =
(xη − ξ)i0+i(xη + ξ)j0+jg(x) with xη − ξ ∤ g(x) and xη + ξ ∤ g(x). Then wH(c(x)) ≥ 2wH((x2η − ξ2)j0+j).
Proof. Since i0 ≥ p
s−i and −j0 ≥ −p
s+j+1, we have i0−j0 ≥ j−i+1 or equivalently i0−j0+i−j ≥ 1.
So c(x) = (x2η − ξ2)j0+j(xη − ξ)i0−j0+i−jg(x). Dividing (xη − ξ)i0−j0+i−jg(x) by x2η − ξ2, we get
(xη − ξ)i0−j0+i−jg(x) = (x2η − ξ2)q(x) + r(x)(8.2)
for some q(x), r(x) ∈ Fq[x] with r(x) = 0 or deg(r(x)) < 2η. Let θ1 and θ2 be any roots of xη − ξ and
xη + ξ, respectively, in some extension of Fpm. Obviously θ1 and θ2 are roots of (x2η − ξ2)q(x). First we
observe that r(θ1) = 0 as θ1 is a root of LHS of (8.2). Second we observe that r(θ2) 6= 0 as θ2 is not a root
of LHS of (8.2). So it follows that r(x) is a nonzero and nonconstant polynomial implying wH(r(x)) ≥ 2.
Therefore
wH((x
η − ξ)i0−j0+i−jg(x) mod x2η − ξ2) = wH(r(x)) ≥ 2.(8.3)
Using (6.9) and (8.3), we obtain
wH(c(x)) = wH((x
2η − ξ2)j0+j(xη − ξ)i0−j0+i−jg(x))
≥ wH((x
2η − ξ2)j0+j)wH((x
η − ξ)i0−j0+i−jg(x) mod x2η − ξ2)
≥ 2wH((x
2η − ξ2)j0+j).

Now we have the machinery to obtain the Hamming distance of C for the ranges ps−1 < i ≤ ps and
0 < j ≤ ps.
In what follows, for a particular range of i and j, we first give a lower bound on dH(C) in the related
lemma. Then in the next corollary, we determine dH(C) by showing the existence of a codeword that
achieves the previously found lower bound.
We compute dH(C) when 0 < j ≤ p
s−1 < i ≤ 2ps−1 in the following lemma and corollary.
Lemma 8.4. Let C = 〈(xη − ξ)p
s−1+1(xη + ξ)〉. Then dH(C) ≥ 3.
Proof. Pick 0 6= c(x) ∈ C where c(x) ≡ f(x)(xη − ξ)p
s−1+1(xη + ξ) mod x2ηp
s
− λ for some 0 6= f(x) ∈
Fpm [x] with deg(f(x)) < 2ηps− ηps−1− 2η. Let i0 and j0 be the largest integers with (xη − ξ)i0 |f(x) and
(xη + ξ)j0 |f(x). Then f(x) is of the form f(x) = (xη − ξ)i0(xη + ξ)j0g(x) for some g(x) ∈ Fpm[x] with
xη − ξ ∤ g(x) and xη + ξ ∤ g(x). Note that i0 < ps − ps−1 − 1 or j0 < ps − 1 holds.
If i0 < p
s − ps−1 − 1, then, by Lemma 6.1,
wH((x
η − ξ)i0+p
s−1+1) ≥ 3.(8.4)
Moreover the inequality
wH(g(x)(x
η + ξ)j0+1 mod xη − ξ) > 0(8.5)
holds since xη − ξ ∤ g(x). Now using (6.9), (8.4) and (8.5), we obtain
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wH(c(x)) = wH(f(x)(x
η − ξ)p
s−1+1(xη + ξ))
= wH((x
η − ξ)i0+p
s−1+1(xη + ξ)j0+1g(x))
≥ wH((x
η − ξ)i0+p
s−1+1)wH((x
η + ξ)j0+1g(x) mod xη − ξ)
≥ 3.
(8.6)
If i0 ≥ p
s − ps−1 − 1, then j0 < p
s − 1. Clearly wH((x
2η − ξ2)j0+j) ≥ 2. So, by Lemma 8.3, we have
wH(c(x)) ≥ 2wH((x
2η − ξ2)j0+j) ≥ 4.(8.7)
Now combining (8.6) and (8.7), we obtain wH(c(x)) ≥ 3, and hence dH(C) ≥ 3. 
Corollary 8.5. Let i, j be integers with 2ps−1 ≥ i > ps−1 ≥ j > 0 and let C = 〈(xη− ξ)i(xη+ ξ)j〉. Then
dH(C) = 3.
Proof. Since C ⊂ 〈(xη−ξ)p
s−1+1(xη+ξ)〉, we know, by Lemma 8.4, that dH(C) ≥ 3. For (x
η−ξ)2p
s−1
(xη+
ξ)2p
s−1
∈ C, we have
(xη − ξ)2p
s−1
(xη + ξ)2p
s−1
= (x2η − ξ2)2p
s−1
= x4ηp
s−1
− 2ξ2p
s−1
x2ηp
s−1
+ ξ4p
s−1
.
So dH(C) ≤ 3 and hence dH(C) = 3. 
For 2ps−1 < i < ps and 0 < j ≤ ps−1, dH(C) is computed in the following lemma and corollary.
Lemma 8.6. Let C = 〈(xη − ξ)2p
s−1+1(xη + ξ)〉. Then dH(C) ≥ 4.
Proof. Pick 0 6= c(x) ∈ C where c(x) ≡ f(x)(xη − ξ)2p
s−1+1(xη + ξ) mod x2ηp
s
− λ for some 0 6= f(x) ∈
Fpm [x] with deg(f(x)) < 2ηps − 2ηps−1 − 2η. Let i0 and j0 be the largest integers with (xη − ξ)i0 |f(x)
and (xη + ξ)j0 |f(x). Then f(x) is of the form f(x) = (xη − ξ)i0(xη + ξ)j0g(x) for some g(x) ∈ Fpm[x]
with xη − ξ ∤ g(x) and xη + ξ ∤ g(x). Note that i0 < ps − 2ps−1 − 1 or j0 < ps − 1 holds since
deg(f(x)) < 2ηps − 2ηps−1 − 2η.
If i0 < p
s − 2ps−1 − 1, then, by Lemma 6.1, we have
wH((x
η − ξ)i0+2p
s−1+1) ≥ 4.(8.8)
Since xη − ξ ∤ g(x),
wH(g(x)(x
η + ξ)j0+1 mod xη − ξ) > 0(8.9)
holds. Now using (8.8), (8.9) and (6.9), we obtain
wH(c(x)) = wH(f(x)(x
η − ξ)2p
s−1+1(xη + ξ))
= wH((x
η − ξ)i0+2p
s−1+1(xη + ξ)j0+1g(x))
≥ wH((x
η + ξ)j0+1g(x) mod xη − ξ)wH((x
η − ξ)i0+2p
s−1+1)
≥ 4.
If i0 ≥ p
s − 2ps−1 − 1, then j0 < p
s − 1. Clearly wH((x
2η − ξ2)j0+1) ≥ 2. So, by Lemma 8.3, we have
wH(c(x)) ≥ 2wH((x
2η − ξ2)j0+1) ≥ 4. Hence dH(C) ≥ 4. 
Corollary 8.7. Let 2ps−1 < i < ps and 0 < j ≤ ps−1 be integers, and let C = 〈(xη − ξ)i(xη + ξ)j〉. Then
dH(C) = 4.
Proof. Since C ⊂ 〈(xη−ξ)2p
s−1+1(xη+ξ)〉, we know, by Lemma 8.6, that dH(C) ≥ 4. For (x
η−ξ)p
s
(xη+
ξ)p
s−1
∈ C, we have wH((x
η − ξ)p
s
(xη + ξ)p
s−1
) = 4. Thus dH(C) ≤ 4 and hence dH(C) = 4. 
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Next we consider the cases where ps−1 < j ≤ i ≤ ps. We begin with computing dH(C) when p
s−1 <
j ≤ i ≤ (p − 1)ps−1 in the following lemma and corollary.
Lemma 8.8. Let 1 ≤ β
′
≤ β ≤ p − 2 be integers and C = 〈(xη − ξ)βp
s−1+1(xη + ξ)β
′
ps−1+1〉. Then
dH(C) ≥ min{β + 2, 2(β
′
+ 2)}.
Proof. Let 0 6= c(x) ∈ C. Then there exists 0 6= f(x) ∈ Fpm [x] such that c(x) ≡ f(x)(xη − ξ)βp
s−1+1(xη +
ξ)β
′
ps−1+1 mod x2ηp
s
−λ. We may assume that deg(f(x)) < 2ηps− ηβps−1− ηβ
′
ps−1− 2η. We consider
the cases β = β
′
and β < β
′
separately.
First, we assume that β = β
′
. Then C = 〈(xη − ξ)βp
s−1+1(xη + ξ)β
′
ps−1+1〉 = 〈(x2η − ξ2)βp
s−1+1〉.
Let m be the largest nonnegative integer with (x2η − ξ2)m|f(x). We have m < ps − βps−1 − 1 as
deg(f(x)) < 2ηps − 2ηβps−1 − 2η. So, by Lemma 6.1, we get
wH((x
2η − ξ2)βp
s−1+1+m) ≥ β + 2.(8.10)
Clearly f(x) is of the form f(x) = (x2η − ξ2)mg(x) for some g(x) ∈ Fpm [x] where x2η − ξ2 ∤ g(x). So g(x)
mod x2η − ξ2 6= 0 and therefore
wH(g(x) mod x
2η − ξ2) > 0.(8.11)
So if β = β
′
, then using (8.10), (8.11) and (6.9), we get
wH(c(x)) = wH((x
2η − ξ2)m+βp
s−1+1g(x))
≥ wH(g(x) mod x
2η − ξ2)wH((x
2η − ξ2)m+βp
s−1+1)
≥ β + 2.
Second, we assume that β
′
< β. For c(x) ≡ f(x)(xη − ξ)βp
s−1+1(xη + ξ)β
′
ps−1+1 mod x2ηp
s
− λ, let i0
and j0 be the largest integers with (x
η−ξ)i0 |f(x) and (xη+ξ)j0 |f(x). Since deg(f(x)) < 2ηps−ηβps−1−
ηβ
′
ps−1−2η, we have i0+ j0 < 2p
s−βps−1−β
′
ps−1−2. Thus i0 < p
s−βps−1−1 or j0 < p
s−β
′
ps−1−1
holds.
If i0 < p
s − βps−1 − 1, then, by Lemma 6.1, we have
wH((x
η − ξ)i0+βp
s−1+1) ≥ β + 2.(8.12)
Note that (xη + ξ)j0+β
′
ps−1+1g(x) mod xη − ξ 6= 0 since xη − ξ ∤ (xη + ξ)j0+β
′
ps−1+1g(x). Therefore
wH((x
η + ξ)j0+β
′
ps−1+1g(x) mod xη − ξ) > 0.(8.13)
Using (6.9), (8.12) and (8.13), we obtain
wH(c(x)) = wH((x
η − ξ)i0+βp
s−1+1(xη + ξ)j0+β
′
ps−1+1g(x))
≥ wH((x
η + ξ)j0+β
′
ps−1+1g(x) mod xη − ξ)wH((x
η − ξ)i0+βp
s−1+1)
≥ β + 2.
(8.14)
If i0 ≥ p
s − βps−1 − 1, then j0 < p
s − β
′
ps−1 − 1. By Lemma 8.3, we get
wH(c(x)) ≥ 2wH((x
2η − ξ2)j0+β
′
ps−1+1).(8.15)
For wH((x
2η − ξ2)j0+β
′
ps−1+1), we use Lemma 6.1 and get
wH((x
2η − ξ2)j0+β
′
ps−1+1) ≥ β
′
+ 2.(8.16)
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Combining (8.15) and (8.16), we obtain
wH(c(x)) ≥ 2(β
′
+ 2).(8.17)
So if β
′
< β, then, by (8.14) and (8.17), we get that wH(c(x)) ≥ min{β + 2, 2(β
′
+ 2)}. In both cases,
namely β = β
′
and β
′
< β, we have shown that dH(C) ≥ min{β + 2, 2(β
′
+ 2)}. 
Corollary 8.9. Let j ≤ i, 1 ≤ β
′
≤ β ≤ p− 2 be integers such that
βps−1 + 1 ≤ i ≤ (β + 1)ps−1 and
β
′
ps−1 + 1 ≤ j ≤ (β
′
+ 1)ps−1.
Let C = 〈(xη − ξ)i(xη + ξ)j〉. Then dH(C) = min{β + 2, 2(β
′
+ 2)}.
Proof. We know, by Lemma 8.8, that dH(C) ≥ min{β + 2, 2(β
′
+ 2)}. So it suffices to show dH(C) ≤
min{β + 2, 2(β
′
+ 2)}.
First, (β + 1)ps−1 ≥ i, j implies that (xη − ξ)(β+1)p
s−1
(xη + ξ)(β+1)p
s−1
= (x2η − ξ2)(β+1)p
s−1
∈ C. By
(6.4), we get wH((x
2η − ξ2)(β+1)p
s−1
) = β + 2. Therefore
dH(C) ≤ β + 2.(8.18)
Second, we consider (xη − ξ)p
s
(xη + ξ)(β
′
+1)ps−1 ∈ C. Using (6.4) and the fact that ps > (β
′
+ 1)ps−1,
we get
wH((x
η − ξ)p
s
(xη + ξ)(β
′
+1)ps−1) = 2wH((x
η + ξ)(β
′
+1)ps−1) = 2(β
′
+ 2).
So
dH(C) ≤ 2(β
′
+ 2).(8.19)
Combining (8.18) and (8.19), we deduce that dH(C) ≤ min{β + 2, 2(β
′
+ 2)}. Therefore dH(C) =
min{β + 2, 2(β
′
+ 2)}. 
The following lemma and corollary deal with the case where ps−1 < j ≤ (p − 1)ps−1 < i < ps.
Lemma 8.10. Let 1 ≤ τ ≤ p − 1, 1 ≤ β ≤ p − 2, 1 ≤ k ≤ s − 1 be integers and C = 〈(xη −
ξ)p
s−ps−k+(τ−1)ps−k−1+1(xη + ξ)βp
s−1+1〉. Then dH(C) ≥ 2(β + 2).
Proof. Let 0 6= c(x) ∈ C. Then there exists 0 6= f(x) ∈ Fq[x] such that c(x) ≡ (xη−ξ)p
s−ps−k+(τ−1)ps−k−1+1(xη+
ξ)βp
s−1+1f(x) mod x2ηp
s
− λ and deg(f(x)) < ηps + ηps−k − η(τ − 1)ps−k−1 − ηβps−1 − 2η. Let i0
and j0 be the largest integers with (x
η − ξ)i0 |f(x) and (xη + ξ)j0 |f(x). Then f(x) is of the form
f(x) = (xη − ξ)i0(xη + ξ)j0g(x) for some g(x) ∈ Fpm[x] such that xη − ξ ∤ g(x) and xη + ξ ∤ g(x). Clearly
i0 + j0 < p
s + ps−k − (τ − 1)ps−k−1 − βps−1 − 2. So i0 < p
s−k − (τ − 1)ps−k−1 − 1 or j0 < p
s − βps−1 − 1
holds.
If i0 < p
s−k − (τ − 1)ps−k−1 − 1, then, by Lemma 8.3, we have
wH((x
η − ξ)i0+p
s−ps−k+(τ−1)ps−k−1+1) ≥ (τ + 1)pk.(8.20)
Since xη − ξ ∤ g(x),
wH((x
η + ξ)j0+βp
s−1+1g(x) mod xη − ξ) > 0.(8.21)
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Using (8.20), (8.21) and (6.9), we obtain
wH(c(x)) = wH((x
η − ξ)i0+p
s−ps−k+(τ−1)ps−k−1+1(xη + ξ)j0+βp
s−1+1g(x))
≥ wH((x
η + ξ)j0+βp
s−1+1g(x) mod xη − ξ)wH((x
η − ξ)i0+p
s−ps−k+(τ−1)ps−k−1+1)
≥ (τ + 1)pk
≥ 2p
≥ 2(β + 2).
If i0 ≥ p
s−k − (τ − 1)ps−k−1 − 1, then j0 < p
s − βps−1 − 1. So, by Lemma 8.3, we get
wH(c(x)) ≥ 2wH((x
2η − ξ2)j0+βp
s−1+1).(8.22)
For wH((x
2η − ξ2)j0+βp
s−1+1), we use Lemma 6.1 and get
wH((x
2η − ξ2)j0+βp
s−1+1) = β + 2.(8.23)
Combining (8.22) and (8.23), we obtain wH(c(x)) ≥ 2(β + 2). So dH(C) ≥ 2(β + 2). 
Corollary 8.11. Let i, j, 1 ≤ τ ≤ p− 1, 1 ≤ β ≤ p− 2 and 1 ≤ k ≤ s− 1 be integers such that
ps − ps−k + (τ − 1)ps−k−1 + 1 ≤ i ≤ ps − ps−k + τps−k−1 and
βps−1 + 1 ≤ j ≤ (β + 1)ps−1.
Let C = 〈(xη − ξ)i(xη + ξ)j〉. Then dH(C) = 2(β + 2).
Proof. Since 〈(xη−ξ)pp
s−ps−k+(τ−1)ps−k−1+1(xη+ξ)βp
s−1+1〉 ⊃ C, we know, by Lemma 8.10, that dH(C) ≥
2(β + 2). So it suffices to show dH(C) ≤ 2(β + 2). We consider (x
η − ξ)p
s
(xη + ξ)(β+1)p
s−1
∈ C. Note
that wH((x
η − ξ)(β+1)p
s−1
) = β + 2 by (6.4). So, using the fact that ps > (β + 1)ps−1, we obtain
wH((x
η − ξ)p
s
(xη + ξ)(β+1)p
s−1
) = 2(β + 2). So dH(C) ≤ 2(β + 2), and hence dH(C) = 2(β + 2). 
From Lemma 8.12 till Corollary 8.15, we compute dH(C) when (p − 1)p
s−1 < j ≤ i < ps.
Lemma 8.12. Let 1 ≤ k ≤ s− 1, 1 ≤ τ
′
≤ τ ≤ p− 1,
i = ps − ps−k + (τ − 1)ps−k−1 + 1 and
j = ps − ps−k + (τ
′
− 1)ps−k−1 + 1
be integers and C = 〈(xη − ξ)i(xη + ξ)j〉. Then dH(C) ≥ min{2(τ
′
+ 1)pk, (τ + 1)pk}.
Proof. Let 0 6= c(x) ∈ C. Then there exists 0 6= f(x) ∈ Fpm [x] such that c(x) ≡ f(x)(xη − ξ)i(xη + ξ)j
mod x2ηp
s
− λ and deg(f(x)) < 2ηps − iη − jη. Let i0 and j0 be the largest integers with (x
η − ξ)i0 |f(x)
and (xη+ ξ)j0 |f(x). Then f(x) is of the form f(x) = (xη− ξ)i0(xη+ ξ)j0g(x) for some g(x) ∈ Fpm [x] with
xη − ξ ∤ g(x) and xη + ξ ∤ g(x). Clearly i0+ j0 < 2ps− i− j and therefore i0 < ps− i or j0 < ps− j holds.
If i0 < p
s − i, then by Lemma 6.2, we have
wH((x
η − ξ)i0+i) ≥ (τ + 1)pk.(8.24)
Since xη − ξ ∤ g(x), we have g(x)(xη + ξ)j0+j 6≡ 0 mod xη − ξ and therefore
wH(g(x)(x
η + ξ)j+j0 mod xη − ξ) > 0.(8.25)
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Using (8.24), (8.25) and (6.9), we obtain
wH(c(x)) = wH((x
η − ξ)i+i0(xη + ξ)j+j0g(x))
≥ wH(g(x)(x
η + ξ)j+j0 mod xη − ξ)wH((x
η − ξ)i+i0)
≥ (τ + 1)pk.
(8.26)
If i0 ≥ p
s − i, then j0 < p
s − j. So, by Lemma 8.3, we have
wH(c(x)) ≥ 2wH((x
2η − ξ2)j0+j).(8.27)
For wH((x
2η − ξ2)j0+j), we use Lemma 6.2 and get
wH((x
2η − ξ2)j0+j) ≥ (τ
′
+ 1)pk.(8.28)
Combining (8.27) and (8.28), we obtain
wH(c(x)) ≥ 2(τ
′
+ 1)pk.(8.29)
Now, using (8.26) and (8.29), we deduce that wH(c(x)) ≥ min{2(τ
′
+ 1)pk, (τ + 1)pk}. Hence dH(C) ≥
min{2(τ
′
+ 1)pk, (τ + 1)pk}. 
Corollary 8.13. Let j ≤ i, 1 ≤ k ≤ s− 1, 1 ≤ τ
′
≤ τ ≤ p− 1 be integers such that
ps − ps−k + (τ − 1)ps−k−1 + 1 ≤ i ≤ ps − ps−k + τps−k−1 and
ps − ps−k + (τ
′
− 1)ps−k−1 + 1 ≤ j ≤ ps − ps−k + τ
′
ps−k−1.
Let C = 〈(xη − ξ)i(xη + ξ)j〉. Then dH(C) = min{2(τ
′
+ 1)pk, (τ + 1)pk}.
Proof. Since 〈(xη− ξ)p
s−ps−k+(τ−1)ps−k−1+1(xη+ ξ)p
s−ps−k+(τ
′
−1)ps−k−1+1〉 ⊃ C, we have, by Lemma 8.12,
that dH(C) ≥ min{2(τ
′
+ 1)pk, (τ + 1)pk}. So it suffices to show dH(C) ≤ min{2(τ
′
+ 1)pk, (τ + 1)pk}.
First, we consider (xη − ξ)p
s
(xη + ξ)p
s−ps−k+τ
′
ps−k−1 ∈ C. Since
wH((x
η + ξ)p
s−ps−1+τ
′
ps−k−1) = (τ
′
+ 1)pk,
we have wH((x
η − ξ)p
s
(xη + ξ)p
s−ps−1+(τ
′
−1)ps−k−1) = 2(τ
′
+ 1)pk. So
dH(C) ≤ 2(τ
′
+ 1)pk(8.30)
Second, we consider (x2η − ξ2)p
s−ps−k+(τ−1)ps−k−1+1 ∈ C. By Lemma 6.4, we get
wH((x
2η − ξ2)p
s−ps−k+(τ−1)ps−k−1+1) = (τ + 1)pk.
Thus
dH(C) ≤ (τ + 1)p
k.(8.31)
Now combining (8.30) and (8.31), we deduce that dH(C) ≤ min{2(τ
′
+1)pk, (τ +1)pk}. Hence dH(C) =
min{2(τ
′
+ 1)pk, (τ + 1)pk}. 
Lemma 8.14. Let 1 ≤ k
′
< k ≤ s− 1, 1 ≤ τ
′
, τ < p− 1,
i = ps − ps−k + (τ − 1)ps−k−1 + 1 and
j = ps − ps−k
′
+ (τ
′
− 1)ps−k
′
−1 + 1
be integers and C = 〈(xη − ξ)i(xη + ξ)j〉. Then dH(C) ≥ 2(τ
′
+ 1)pk
′
.
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Proof. Let 0 6= c(x) ∈ C. Then there exists 0 6= f(x) ∈ Fpm [x] such that c(x) ≡ (xη − ξ)i(xη + ξ)jf(x)
mod x2ηp
s
− λ and deg(f(x)) < 2ηps − iη − jη. Let i0 and j0 be the largest integers with (x
η − ξ)i0 |f(x)
and (xη + ξ)j0 |f(x). Then f(x) is of the form f(x) = (xη − ξ)i0(xη + ξ)j0g(x) for some g(x) ∈ Fpm[x]
with xη − ξ ∤ g(x) and xη + ξ ∤ g(x). Clearly i0 + j0 < 2ps − i− j. So i0 < ps − i or j0 < ps − j holds.
If i0 < p
s − i, then, by Lemma 6.2, we have
wH((x
η − ξ)i+i0) ≥ (τ + 1)pk ≥ 2(τ
′
+ 1)pk
′
.(8.32)
Since xη − ξ ∤ g(x), we have (xη + ξ)j0+jg(x) mod xη − ξ 6= 0 and therefore
wH((x
η + ξ)j0+jg(x) mod xη − ξ) > 0.(8.33)
Using (8.32), (8.33) and (6.9), we obtain
wH(c(x)) = wH((x
η − ξ)i0+i(xη + ξ)j0+jg(x))
≥ wH((x
η + ξ)j0+jg(x) mod xη − ξ)wH((x
η − ξ)i0+i)
≥ 2(τ
′
+ 1)pk
′
.
If i0 ≥ p
s − i, then j0 < p
s − j. So, by Lemma 8.3, we have
wH(c(x)) ≥ 2wH((x
2η − ξ2)j0+j).(8.34)
For wH((x
2η − ξ2)j0+j), we use Lemma 6.2 and get
wH((x
2η − ξ2)j0+j) ≥ (τ
′
+ 1)pk
′
.(8.35)
Now combining (8.34) and (8.35), we obtain wH(c(x)) ≥ 2(τ
′
+ 1)pk
′
. Hence dH(C) ≥ 2(τ
′
+ 1)pk
′
. 
Corollary 8.15. Let i, j, 1 ≤ k
′
< k ≤ s− 1, 1 ≤ τ
′
, τ ≤ p− 1 be integers such that
ps − ps−k + (τ − 1)ps−k−1 + 1 ≤ i ≤ ps − ps−k + τps−k−1 and
ps − ps−k
′
+ (τ
′
− 1)ps−k
′
−1 + 1 ≤ j ≤ ps − ps−k
′
+ τ
′
ps−k
′
−1.
Let C = 〈(xη − ξ)i(xη + ξ)j〉. Then dH(C) = 2(τ
′
+ 1)pk
′
.
Proof. Since 〈(xη − ξ)p
s−ps−k+(τ−1)ps−k−1+1(xη + ξ)p
s−ps−k
′
+(τ
′
−1)ps−k
′
−1+1〉 ⊃ C, we know, by Lemma
8.14, that dH(C) ≥ 2(τ
′
+1)pk
′
. So it suffices to show dH(C) ≤ 2(τ
′
+1)pk
′
. We consider (xη− ξ)p
s
(xη+
ξ)p
s−ps−k
′
+τ
′
ps−k
′
−1
∈ C. By (6.4), we have
wH((x
η + ξ)p
s−ps−k
′
+τ
′
ps−k
′
−1
) = (τ
′
+ 1)pk
′
.
Moreover since (xη − ξ)p
s
= xηp
s
− ξp
s
and ps > ps − ps−k
′
+ τ
′
ps−k
′
−1, we get
wH((x
η − ξ)p
s
(xη + ξ)p
s−ps−k
′
+τ
′
ps−k
′
−1
) = 2(τ
′
+ 1)pk
′
.
So dH(C) ≤ 2(τ
′
+ 1)pk
′
and therefore dH(C) = 2(τ
′
+ 1)pk
′
. 
Finally it remains to consider the cases where i = ps and 0 < j < ps.
Lemma 8.16. Let C = 〈(xη − ξ)p
s
(xη + ξ)〉. Then dH(C) ≥ 4.
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Proof. Pick 0 6= c(x) ∈ C. Then there exists 0 6= f(x) ∈ Fpm[x] such that c(x) ≡ f(x)(xη − ξ)p
s
(xη + ξ)
mod x2ηp
s
−λ and deg(f(x)) < 2ηps−ηps−η = ηps−η. Let i0 and j0 be the largest nonnegative integers
such that (xη − ξ)i0 |f(x) and (xη + ξ)j0 |f(x). Clearly i0 + j0 < p
s − 1 as deg(f(x)) < ηps − η. So, since
i0 ≥ p
s − ps = 0 and j0 < p
s − 1, by Lemma 8.3, we get wH(c(x)) ≥ 2wH((x
2η − ξ2)j0+1). Obviously
wH((x
2η − ξ2)j0+1) ≥ 2 and therefore wH(c(x)) ≥ 4. Hence dH(C) ≥ 4. 
Corollary 8.17. Let 0 < j ≤ ps−1 be an integer and C = 〈(xη − ξ)p
s
(xη + ξ)j〉. Then dH(C) = 4.
Proof. Since 〈(xη − ξ)p
s
(xη + ξ)〉 ⊃ C, we know, by Lemma 8.16, that dH(C) ≥ 4. So it suffices to
show dH(C) ≤ 4. We consider (x
η − ξ)p
s
(xη + ξ)p
s−1
∈ C. Clearly wH((x
η − ξ)p
s
(xη + ξ)p
s−1
) = 4. So
dH(C) ≤ 4 and hence dH(C) = 4. 
For i = ps and ps−1 < j < ps, the Hamming distance of C is computed in the following lemmas and
corollaries. Their proofs are similar to those of Lemma 8.16 and Corollary 8.16.
Lemma 8.18. Let 1 ≤ β ≤ p − 2 be an integer and C = 〈(xη − ξ)p
s
(xη + ξ)βp
s−1+1〉. Then dH(C) ≥
2(β + 2).
Corollary 8.19. Let 1 ≤ β ≤ p−2, βps−1+1 ≤ j ≤ (β+1)ps−1 be integers. Let C = 〈(xη−ξ)p
s
(xη+ξ)j〉.
Then dH(C) = 2(β + 2).
Lemma 8.20. Let 1 ≤ τ ≤ p−1, 1 ≤ k ≤ s−1, j be integers and C = 〈(xη−ξ)p
s
(xη+ξ)p
s−ps−k+(τ−1)ps−k−1+1〉.
Then dH(C) ≥ 2(τ + 1)p
k.
Corollary 8.21. Let 1 ≤ τ ≤ p− 1, 1 ≤ k ≤ s− 1, j be integers such that
ps − ps−k + (τ − 1)ps−k−1 + 1 ≤ j ≤ ps − ps−k + τps−k−1.
Let C = 〈(xη − ξ)p
s
(xη + ξ)j〉. Then dH(C) = 2(τ + 1)p
k.
We summarize our results in the following theorem.
Theorem 8.22. Let p be an odd prime, a, s, n be arbitrary positive integers. Let λ, ξ, ψ ∈ Fpm \ {0} such
that λ = ψp
s
. Suppose that the polynomial x2η − ψ factors into two irreducible polynomials as x2η − ψ =
(xη− ξ)(xη+ ξ). Then all λ-cyclic codes, of length 2ηps, over Fpm are of the form
〈
(xη − ξ)i(xη + ξ)j
〉
⊂
Fpm [x]/〈x2ηp
s
− λ〉, where 0 ≤ i, j ≤ ps are integers. Let C = 〈(xη − ξ)i(xη + ξ)j〉 ⊂ Fpm [x]/〈x2ηp
s
− λ〉.
If (i, j) = (0, 0), then C is the whole space F2ηp
s
pm , and if (i, j) = (p
s, ps), then C is the zero space {0}.
For the remaining values of (i, j), the Hamming distance of C is given in Table 1.
Remark 8.23. There are some symmetries in most of the cases, so we made the following simplification
in Table 1. For the cases with *, i.e., the cases except 2 and 7, we gave the Hamming distance of C
when i ≥ j. The corresponding case with j ≥ i has the same Hamming distance. For example in 1*,
the corresponding case is i = 0 and 0 ≤ j ≤ ps, and the Hamming distance is 2. Similarly in 6*, the
corresponding case is βps−1+1 ≤ i ≤ (β+1)ps−1 and ps−ps−k+(τ−1)ps−k−1+1 ≤ j ≤ ps−ps−k+τps−k−1,
and the Hamming distance is 2(β + 2).
The results in Table 1 still hold when the polynomials xη + ξ and xη − ξ are reducible except the fact
that the cases in Table 1 do not cover all the λ-cyclic codes of length 2ηps over Fpm.
Remark 8.24. Note that
〈
(xη − ξ)i(xη + ξ)j
〉
, 0 ≤ i, j ≤ ps are ideals of R independent of the fact that
xη − ξ and xη − ξ are irreducible over Fpm . So the above results from Lemma 8.4 till Corollary 8.21 hold
POLYCYCLIC CODES WITH APPLICATIONS TO REPEATED-ROOT CODES 37
Table 1. The Hamming distance of all non-trivial constacyclic codes, of the form 〈(xη −
ξ)i(xη + ξ)j〉, of length 2ηps over Fpm . The polynomials xη − ξ and xη + ξ are assumed
to be irreducible. The parameters 1 ≤ β
′
≤ β ≤ p − 2, 1 ≤ τ (2) < τ (1) ≤ p − 1,
1 ≤ τ, τ (3), τ (4) ≤ p − 1 , 1 ≤ k ≤ s − 1, 1 ≤ k
′′
< k
′
≤ s − 1 below are integers. For the
cases with *, i.e., the cases except 2 and 7, see Remark 8.23
Case i j dH(C)
1* 0 < i ≤ ps j = 0 2
2 0 ≤ i ≤ ps−1 0 ≤ j ≤ ps−1 2
3* ps−1 < i ≤ 2ps−1 0 < j ≤ ps−1 3
4* 2ps−1 < i ≤ ps 0 < j ≤ ps−1 4
5* βps−1 + 1 ≤ i ≤ (β + 1)ps−1 β
′
ps−1 + 1 ≤ j ≤ (β
′
+ 1)ps−1
min{β + 2,
2(β
′
+ 2)}
6*
ps − ps−k + (τ − 1)ps−k−1
+1 ≤ i ≤ ps − ps−k + τps−k−1
βps−1 + 1 ≤ j ≤ (β + 1)ps−1 2(β + 2)
7
ps − ps−k + (τ − 1)ps−k−1
+1 ≤ i ≤ ps − ps−k + τps−k−1
ps − ps−k + (τ − 1)ps−k−1
+1 ≤ j ≤ ps − ps−k + τps−k−1
(τ + 1)pk
8*
ps − ps−k + (τ (1) − 1)ps−k−1
+1 ≤ i ≤ ps − ps−k
+τ (1)ps−k−1
ps − ps−k + (τ (2) − 1)ps−k−1
+1 ≤ j ≤ ps − ps−k
+τ (2)ps−k−1
min{
2(τ (2) + 1)pk,
(τ (1) + 1)pk}
9*
ps − ps−k
′
+ (τ (3) − 1)ps−k
′
−1
+1 ≤ i ≤ ps − ps−k
′
+τ (3)ps−k
′
−1
ps − ps−k
′′
+ (τ (4) − 1)ps−k
′′
−1
+1 ≤ j ≤ ps − ps−k
′′
+τ (4)ps−k
′′
−1
2(τ (4) + 1)pk
′′
10* i = ps βps−1 + 1 ≤ j ≤ (β + 1)ps−1 2(β + 2)
11* i = ps
ps − ps−k + (τ − 1)ps−k−1
+1 ≤ j ≤ ps − ps−k
+τps−k−1
2(τ + 1)pk
even when the polynomials xη − ξ and xη + ξ are reducible. But in this case, there are more λ-cyclic
codes than the ones of the form
〈
(xη − ξ)i(xη + ξ)j
〉
, 0 ≤ i, j ≤ ps and their Hamming distance is not
given in this paper.
In the last part of this section, we determine the Hamming distance of some polycyclic codes of length
2ηps over GR(pa,m) whose canonical images are as above. In particular, this gives us the Hamming
distance of certain constacyclic codes of length 2ηps over GR(pa,m). Let λ0, ξ0 ∈ GR(p
a,m) be units
and λ0 = λ, ξ0 = ξ. So ξ
2ps
0 = λ0 and, x
η − ξ0 and x
η + ξ0 are irreducible. The polynomial x
2ηps − λ0
factors into two coprime polynomials as
x2ηp
s
− λ0 = x
2ηps − ξ2p
s
0 = (x
ηps − ξp
s
0 )(x
ηps + ξp
s
0 ).
Let f1(x) = (x
η − ξ0)
ps + pβ1(x) and f2(x) = (x
η − ξ0)
ps + pβ2(x) with deg(β1(x)),deg(β2(x)) < ηp
s.
Let f(x) = f1(x)f2(x) and R0 =
GR(pa,m)[x]
〈f(x)〉 . Note that f1(x) and f2(x) are primary regular polynomials
and therefore we can use the arguments of Section 5.
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By Proposition 5.1, we get R0 = 〈f1(x)〉 ⊕ 〈f2(x)〉. Additionally, by Proposition 5.1, we know that
〈f1(x)〉 ∼=
GR(pa,m)[x]
〈f2(x)〉
and 〈f2(x)〉 ∼=
GR(pa,m)[x]
〈f1(x)〉
are local rings and the maximal ideals ofR0 are 〈p, x
η + ξ0〉
and 〈p, xη − ξ0〉.
Now given g(x) ∈ R0, we will see how to determine 〈g(x)〉 ⊂ R. Since 〈g(x)〉 = 〈(xη − ξ)j0(xη + ξ)j1〉,
we have g¯(x) = (xη − ξ¯)j0(xη + ξ¯)j1u(x) where u(x) is a unit in R. In order to determine j0, we consider
the substitution xi = (xη − ξ0 + ξ0)
dixℓi for every i ≥ η, we get
g(x) = aLx
L + · · ·+ aηx
η + aη−1x
η−1 + · · · + a0
= (xη − ξ0)
dLhdL(x) + (x
η − ξ0)
dL−1hdL−1(x) + · · ·+ h0(x)
where hi(x) are polynomials such that deg(hi(x)) < η for dL ≥ i ≥ 0. Then j0 is the least integer with
the property p ∤ hj0(x). Similarly, via the substitution x
i = (xη + ξ0− ξ0)
dixℓi for every i ≥ η, the integer
j1 can be determined.
Let C = 〈g1(x), . . . , gr(x)〉 ⊳ R0 be a polycyclic code, where the generators are as in Theorem
5.5. By Theorem 5.6, we have dH(C) = dH(〈gr(x)〉). The canonical image 〈gr(x)〉 of 〈gr(x)〉 can be
determined as described above. Say 〈gr(x)〉 =
〈
(xη − ξ)iˆ(xη + ξ)jˆ
〉
for some 0 ≤ iˆ, jˆ ≤ ps. Then
dH(
〈
(xη − ξ)iˆ(xη + ξ)jˆ
〉
) can be determined using Theorem 8.22.
Remark 8.25. Note that xηp
s
− ξp
s
0 = (x
η − ξ0)
ps + pβˆ1(x) and x
ηps + ξp
s
0 = (x
η + ξ0)
ps + pβˆ2(x)
for some βˆ1(x), βˆ2(x) ∈ R0. In the above setup, if we take f1(x) = (x
η − ξ0)
ps + pβˆ1(x) and f2(x) =
(xη+ξ0)
ps+pβˆ2(x), then we obtain the Hamming distance of λ-cyclic codes of length 2ηp
s over GR(pa,m).
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