Abstract
Introduction
As one of the most important tasks of spatial data mining, cluster analysis has been widely used in several domains, such as biology, system engineering and social sciences, in order to identify natural groups in large amounts of data [1] [2] [3] . A clustering algorithm assigns a large number of data points to a smaller number of groups (or clusters) such that data points in the same group share the same properties (similar) while, in different groups, they are dissimilar [4] . Data modeling puts clustering in a historical perspective rooted in mathematics, statistics, and numerical analysis [5] . Data mining adds to clustering the complications of very large datasets with very many attributes of different types. This imposes unique computational requirements on relevant clustering algorithms.
A variety of algorithms have recently emerged that meet these requirements and were successfully applied to real-life data mining problems. Especially, popular methods such as Kmeans, genetic algorithms and their variants are the most notable ones for data clustering [1] [2] [3] [4] [5] [6] [7] [8] [9] , [14] [15] [16] [17] [18] [19] [20] [21] . Their advantages lie in the simplicity, efficiency and ease convergenc, however, most of them suffer from the drawbacks of requiring the number of clusters and their initial centers, but also from the poor clustering quality [9] .
In this paper we present an approach to automatically generate such parameters, while improving the speed and accuracy of the algorithm. It is based on an appropriate data structure and process that handles heterogeneous populations in a modified genetic algorithm that operates on varied individual structures .Generally, using parameters such as the crossover and mutation probabilities that adapt to the evolution of the algorithm is a good choice, since higher diversity in the population can be achieved, preventing the algorithm to fall in local minima.
Moreover, to accelerate the genetic algorithm process and increase the individual diversity of the initial population, we generate that initial population in two manners: the first subpopulation is obtained with a deterministic way and the second one with a random way. Increasing the population diversity will allow to achieve better quality.
The rest of the article is structured as follows: section 2 gives an analysis of two data clustering techniques; k-means and genetic algorithms. Section 3 details our data clustering approach by describing the proposed structure of chromosomes and genetic operators. Section 4 presents the related works and a comparaison with our aproposed approach. Section 5 describes the experimental results and discusses the strength of our approach. Finally, we draw a conclusion and define some future works in section 6.
Clustering
Clustering can be thought of as data partitioning or segmenting into homogeneous groups. The clustering is usually accomplished by determining the similarity among the data on predefined attributes. The most similar data are grouped into clusters [2] [3] [4] [5] , [9] .
There is a close relationship between clustering techniques and many other disciplines. Clustering has always been used in statistics and science [7] . Typical applications include speech and character recognition. viewed as a density estimation problem, machine learning clustering algorithms were applied to image segmentation and computer vision [10] [11] [12] [13] . In the literature, various methods have been used to handle the clustering problem. The K-means [4] [5] [17] is considered one of the major algorithms widely used in clustering [1] . Genetic algorithms [6] are also used in clustering, either in a separated way or combined with-the k-means algorithm [9] .
K-means
K-means first randomly select the k objects; each object initially represents a cluster center. For each remaining object according to its distance from the center of each cluster, assign it to the nearest cluster. Afterward, each cluster center is replaced by the average value on the respective cluster. This process is repeated, until k centers do not change. K-means algorithm attempts to provide a partition of the given data such that the centroids of provided classes are the minima of the following objective function [8] [9] , [13] , [20] :
The typical algorithm is as follows [1] 1. Select k objects as initial centers; 2. Assign each data object to the closest center; 3. Recalculate the centers of each cluster; 4. Repeat steps 2 and 3 until centers do not change; Due to its practice properties, K-means algorithm is considered as the most popular technique to cluster information. Its main advantages are: i) easy to implement, ii) the comparison is conducted only between the observations and the center of classes, and iii) it detects and isolates the outliers.
However, the algorithm exhibits some drawbacks, especially on the fact that it can be really slow since in each step the distance between each point to each cluster has to be calculated, which can be really expensive in the presence of a large dataset. Moreover, it is sensitive to the initial cluster centers that are provided by the user as well as the k number of clusters. 
Genetic algorithms
Genetic algorithms [6] are robust, stochastic optimization algorithms, used to solve a wide variety of problems. They were developed with the goal of better understanding natural processes such as adaptation, and it belongs to a type of search techniques that mimic the principles of natural selection to develop solutions of large optimization problems. A genetic algorithm finds the optimal value for a particular objective function depending on the problem to be solved. The standard approach to an optimization problem begins by designing an objective function that can model the problem's objectives while incorporating any constraints.
A genetic algorithm consists of: Chromosomal Representation, initial population, fitness evaluation, selection and reproduction (i.e., crossover and mutation). GA operates by maintaining and manipulating a population of potential solutions called chromosomes. Each chromosome has an associated fitness value which is a qualitative measure of the goodness of the solution encoded in it.
In a genetic algorithm process, we determine firstly an initial solution, composed of a set of chromosomes (initial population), and iteratively apply reproduction operators(selection, crossover and mutation) until achieving a certain quality parameter or a predefined number of iterations. A use of a fitness function guides the stochastic selection of chromosomes which are then used to generate new candidate solutions through crossover and mutation.
Therefore, basic operations are: i) Crossover, which generates new chromosomes by combining sections of two or more selected parents, ii) mutation, which acts by randomly selecting genes which are then altered; thereby preventing suboptimal solutions from persisting and increases diversity in the population. There are three main types of selection methods: fitness proportionate selection, ranking method and tournament selection. In tournament selection [14] , individuals are selected randomly from the population, based on the fitness function. Tournaments are often held between pairs of individuals, although larger tournaments can be used. Simple outline of a genetic algorithm is shown in Figure 1 . Genetic algorithms are characterized by attributes such as objective function, encoding of the input data, crossover, mutation, and population size.
(1) Objective function. It is used to assign each individual in the population a fitness value; an individual with a higher fitness represents a better solution to the problem than an individual with a lower fitness value; (2) Encoding. Genetic algorithms operate on an en-coding of the problem's input data (which represent in-dependent variables for the objective function); (3) Elitism. This is a way to ensure that the highly fit-ting chromosomes are not lost and copied to the new population. Elitism has been found to be very important to the performance of genetic algorithms; (4) Crossover. It is a procedure in which a highly fit-ting chromosome is given an opportunity to reproduce by exchanging pieces of its genetic information with other highly fitting chromosomes; (5) Mutation. This is often applied after crossover by randomly altering some genes to individual parents; (6) Population size. It is the number of individuals in a population. The larger the population size, the better the chance that an optimal solution will be found. Genetic algorithms iterate a fixed number of times. Since the function's upper bound (the maximum fitness value possible for an individual) may not be known or cannot be reached, we must limit the number of generations in order to guarantee the termination of the search process. This may result in a suboptimal solution. Moreover, combined approaches of genetic algorithms with other clustering techniques are still not satisfying on some user requirements especially for the accuracy and execution time
The Proposed Approach
The aim of our approach is to give an efficient clustering process leading to better enhanced clusters' quality and execution time using a varied structure-based genetic algorithm with a new crossover operator. Tthe input of such modified genetic algorithm process is a dataset. The genetic process automatically generates the number of clusters with their initial centroids
Chromosome representation
Chromosome representation is a problem encoding performed at the most important steps in using genetic algorithm to solve a problem. To encode both the number of clusters and their centers, we propose a chromosome structure that applies a real coded genetic algorithm to the clustering problem, where crossover and mutation operators are applied directly to real parameter values.
The use of real parameter values in the GA representation has a number of advantages over binary coding. The efficiency of the GA is increased as there is no need to convert the solution variables to the binary type, less memory is required, there is no loss in precision by discretization to binary or other values, and there is greater freedom to use different genetic operators. In this work, the existing population is processed in the form of several subpopulations with different size. In other words, the number of genes in every cluster differs.
A chromosome in a subpopulations may contain 2 genes, 3 genes to K max genes, where K max is the maximum number of clusters. These genes hold corresponding information about the cluster centers. Here, each gene in the chromosome represents cluster center, and number K of genes in a chromosome stands for number of clusters. The value of K is assumed to lie in the interval [2; K max ]. Thus, each solution i is a fixed-length string represented by cluster centers c ij ; j = 2,…,K max . Then, solution i of the population is represented via a vector as follows: Figure. 2. An example of chromosomes as defined by our approach.
Fitness function
The fitness function f is a measure of profit we need during optimization. It is an objective function that is used to summarize how close a given solution is to achieving the aims and has an important effect on success of a genetic algorithm. Fitness is proportional to the utility or ability of individual which the chromosome represents. Measure of fitness helps in evolving good solutions and implementing natural selection. In this work, the fitness of a chromosome is computed using Mean Square Error (MSE) [18] . The MSE calculate the error between the clusters.
MSE= ∑
(1) Fitness = After the definitions of the fitness function the different parameters of the genetic algorithm operators are fixed.
Generation of the Initial Population
To accelerate the genetic algorithm process and increase the individual diversity of the initial population, we generate that initial population in two phases. The first phase consists in a deterministic producing manner, and the second one consists in a randomly generation. We proceed such generation so to obtain 20% of the initial population from the first phase and 80% from the second phase. his phase, we deterministically generate the first sub-population that constitutes 20% the entire population. In From the input dataset, we produce a sorted dataset. Then, the sorted dataset is divided into k equal segments and the means, modal, and min-max values (see Algorithm1) of each segment are determined and considered asinitial cluster centers. In doing so, we increase the diversity of individuals leading to enhanced genetic reproduction.
Algorithm1: generate20%population
 Sort the datset;  For (k=2, k<=Kmax-1, k++){ -Divide the sorted data int k equal segments: {Sk}; -Modal step: take the modal value of each segment k as a center Ck; -Means step: take the means value of each segment k as a center Ck; -Min-Max step:
For (i=0, i<k, k++){ Calculate c = (max-min)/2 Consider c as a ith center
Reproduction
Genetic Algorithms aids to look for the best solution among a number of possible solutions throw reproduction. Reproduction can be implemented in an algorithmic form, based on reproduction operators, suited to the encoding scheme.The objective of the reproduction operators is to ensure diversity in the population, such that the fittest solutions can be derived through the evolutionary process. Such evolution process is composed of crossover and mutation operations. During such process, invalid chromosomes may be produced. In the proposed chromosome representation, repetition of genes produces invalid chromosomes because a data point cannot be center point of more than one cluster. So to be able to detect production of invalid chromosomes, we sort the chromosome genes in ascending order. In doing so, we aim to achieve small length, fast detection of invalid chromosomes, and faster crossover and mutation operations. Figure 3 . illustrates our crossover process using a mask. Figure 3 . The crossover process using a mask
Crossover
It is a reproduction process that the children chromosomes are generated according to the fitness function values of their parents. We define a crossover operator in such a way that it could accept parent chromosomes with different number of genes. It occurs with probability crossp. For each two selected parents, crossover is applied, producing two offsprings. To this end, a binary mask is created. Its length is equal to that of the shorter parent. In this mask, digit "1" occurs with a certain probability p. Figure 4 . Depicts the crossover formulas with α as a uniformly distributed random number such that α ∈[-1, 1]. Offspring O 1 is created by applying the formula (1) and offspring O 2 is created by applying the formula (2). These formulas in Figure 4 are applied on genes in the parents corresponding to the positions in the mask with a digit "1". Also, we should check the validity of the resulting chromosomes to avoid redundant centers in one chromosome. In the case of redundancy, we replace the redundant gene with a non redundant one, extracted from a parent. (1) Use algorithm 1 to generate 20% of the initial population; (2) Randomly generate the remaining 80% of initial populations; (3) Calculate the fitness values of the chromosomes in the initial population; (4) Select the two fittest chromosomes (P 1 , P 2 ) and randomly choose a target one P 3 from the population; (5) Apply the crossover and mutation operators on (P 1 , P 2 ) to generate two offsprings (O 1 , O 2 ); (6) Calculate the fitness values of the offsprings (7) Replace P 1 and P 2 with O 1 or O 2 , if they are not better than such offsprings; (8) Repeat from step (3) if there is a significant change between generations, or the number of iteration has not been reached; (9) Final clusters are derived from the fittest chromosome using the one step K-means algorithm [21] . Figure 5 . The main steps of the proposed genetic algorithm to clustering.
Mutation
Mutation is intended to prevent falling of all solutions in the population into a local optimum of the solved problem or enhancing the obtained chromosome. Mutation takes place with a lower probability than that of the crossover. We define two types of mutation to be taken place after the crossover. Topological mutation is intended to add or delete genes from an offspring. Gene mutation is intended to modify a selected gene from an offspring. Gene mutation is applied by randomly selecting a gene from an offspring and replacing it with a data point randomly extract from a dataset. Afterward, a validity check is performed to avoid redundant centers and to keep the cluster number in [2, K max ]. Our overall genetic process organizes operations as depicted by Figure 5 . To find the closest cluster to every point, we apply a k-means operator (KMO), which is a one step of the classical k-means algorithm. In other words, we assign data points to their clusters for each new chromosome using the KMO operator, in order to compute its fitness.
Related works
In the k-means algorithm, the most important challenge is related to determining of the number of clusters and their initial centers. Randomly determining initial centers does not guarantee good quality of clustering, due to the fact that at each run of K-Means algorithm on the same dataset may result in a different clusyers. Besides, the process may converge to suboptimal partitions.
In [3] , the author proposed to sort the dateset according to their distances from each other, and then divide the sorted data into k equal segments. He takes the first data item of each segment as a corresponding cluster center. In [12] , the authors proposed a solution based on a statistical test, with the assymption that a subset of data follows a Gaussian distribution. The proposed process begins with a small number k of clusters, and then increments k at each step based on appropriate condition.
In [17] [18] [19] [20] [21] genetic algorithm-based solutions are proposed. They maintain a population of some coded solutions and apply a one step k-means operator to calculate the fitness of a chromosome. In [13] , the authors proposed to use genetic algorithm to determine the initial values of the clusters. They use k-means algorithm to evaluate fitness of each candidate center. At the final iteration, the fittest chromosome will be the k-means initial cluster center. As kmeans algorithm must be executed for many times, the approach is usually computationally expensive.
These above mentioned methods share the common drawback of searching initial centers while fixing a given number of clusters. Their aims was to find results in fewer number of steps, but because of intensively calculating neighbourhood distance between data points and rearranging them, it would be very slow in partitioning large datasets. When searching for the 
Experimental results
To evaluate our approach and test its efficiency, we compare it with k-means, and the closest work to ours of [9] , using two selected datasets from UCI repository of machine learning database, which are Iris and Lymphoma datasets. It is worth noting that the first difference of our approach and the two above mentioned methods is that we automatically determine the k number of clusters and their initial centroids. In the following, we show that our approach outperforms at least such two methods when considering two important parameters, that is, the average error and the average execution time. Experiments have been done usin parameters of the Table 1 . In the Iris dataset, each data point has four feature values, which represents the length and the width of sepal and petal, in centimeters. It has three classes with 50 samples per class. The value of k is therefore chosen to be three (clusters).
In the Lymphoma dataset, we find 62 samples consisting of 4026 genes spanning three classes, which include 42 Diffuse Large B-Cell Lymphoma samples, nine Follicular Lymphoma samples, and 11 B-cell Chronic Lymphocytic Leukemia samples This dataset is to be partitioned into three clusters. Each dataset was use for each method for 10 times and then we determined the average time and error as mentioned in Table  2 , which shows the efficiently experiments of the proposed method over K-means and the work of [9] , which closest to ours The experiments have been conducted to measure the average error and average execution time parameters for the three methods. For each dataset, average error and average time are listed to show the trade-off between them. From the table 2 it is observed that, our method outperforms k-means and its variants, especially the work in [11] , by enhancing the average error and the average execution time. Because of our proposed population model consists of chromosomes with varied structures, and using improved genetic operators for reproduction, the offsprings will inherit appropriate information from their parent, leading to find an enhanced solution for the concerned problem. Moreover, the deterministic determination of important portion of the initial population will brings high diversity the genetic reproduction process, leading to enhanced quality of the result
Conclusion
In this paper we have introduced a variable structure of genetic algorithms to be applied on the data clustering problem without requiring the number and initial centers of clusters. The cluster centroids are calculated by a genetic algorithm with heterogeneous population leading to better results than using random numbers. Moreover, our approach allowed acceleration of the search process by reducing the average execution time while obtaining better quality of data partitions. As a future works, we plan to investigate improved fitness function and other reproduction operators to achieve better performance
