A trie is a digital search tree in which leaves correspond to records in a file. Searching proceeds from the root to a leaf, where the edge taken at each node depends on the value of an attribute in the query. Trie implementations have the advantage of being fast, but the disadvantage of achieving that speed at great expense in storage space. Of primary concern in making a trie practical, therefore, is the problem of minimizing storage requirements. One method for reducing the space required is to reorder attribute testing. Unfortunately, the problem of finding an ordering which guarantees a minimum-size trie is NP-complete. In this paper we investigate several heuristics for reordering attributes, and derive bounds on the sizes of the worst tries produced by them in terms of the underlying file. Although the analysis is presented for a binary fde, extensions to fdes of higher degree are shown.
INTRODUCTION
We think of a file as a two-dimensional table in which rows correspond to records and columns correspond to attributes. A query is a k-tuple of attribute values which, when presented to an index mechanism for the tile, poses a request for a record with identical attribute values.
Fredkin [7] describes the trie' as one index mechanism for storing information from a file. A trie for a file F is a tree structure in which leaves correspond to records in F. The search for a query begins at the root of the trie and proceeds to a leaf, where the edge taken at each node is determined by an attribute value in the query. Figure 1 shows a trie for the set of records {"map," "mat," "mane," "many, " "me").
In Fredkin's implementation, each node in the trie is represented by an array of pointers. For our example using character-valued attributes, there would be 27 entries in each array: one for each letter and one for the blank character. The The path for the query "mane" is darkened address of the son of node u along a path with label "a" is given by the pointer in u corresponding to character "a." There is a pointer in each array for every possible attribute value, so actual values need not be stored. It should be obvious that the attribute values must have a small, contiguous range or the size of each array would be intolerable. It is not surprising, therefore, that attributes like characters or digits are often chosen for trie indices. A trie has the advantage that searching is quite fast, taking no longer than the number of attributes in the query, provided that the time required to decide which path to follow at each node is constant. Fredkin's tabular implementation achieves low-cost search times because each choice of an edge requires no more than indexing an array. Unfortunately, many of the table entries may be empty so space is wasted. In fact, high-storage cost is the primary difficulty with the tabular implementation.
Several methods for reducing storage costs in tries have been presented. Knuth [9] shows how arrays for different nodes can overlap in memory provided that ACM Transactions on Database Systems, Vol. 4, No. 3, September 1979. they are both sparse. Taking a different approach, de la Briandais [5] proposes a linked list implementation for tries similar to the binary tree representation of a forest found in Knuth [8] . Sussenguth [ 141 presents a modified form of the linked list implementation called a "doubly chained tree." In the chained tree, all sons of a node u are placed on a list with u pointing to the first entry. Each node on the list contains an attribute value as well as a pointer to its list of sons and a pointer to its brother. Figure 2 demonstrates the correspondence between tries and trees, giving the linked list implementation for the trie shown in Figure 1 . Since an entry is added to a list only in the case when an attribute is present, storage corresponding to empty table entries is saved. On the other hand, searching is required to determine which branch to follow at each node; nodes on the right-hand side of the tree require much longer than those on the left-hand side.
Another space-saving technique is "pruning." Note that each node in a trie 'corresponds to some subset of the records from the file; each leaf corresponds to exactly one record, and each nonleaf node corresponds to a subset of records given by the leaves in its subtree. A pruned trie is one that has no internal node which corresponds to only one record. Thus all chains which lead to leaves have been removed, or "pruned." By pruning a trie, some information from the tile may be lost. So, although correct queries are not affected, some incorrect queries may report success. In most instances, however, a trie is merely an index for a file, perhaps on secondary storage, and the access of only one record would complete the query.
Since pruning is such a basic operation, we assume throughout this paper that all tries are pruned. One consequence of this definition of a trie, which will be used later, is that each internal node must correspond to at least two records in the file (or it would be a leaf).
Tries were originally intended for the storage of alphabetic character strings, so the testing of attributes was understandably left to right as in Figure 1 . When a query is viewed as a Fz-tuple in which attributes are unrelated, the left-to-right order is no longer natural or necessary. deMaine and Rotwitt [6] observe that changing the order in which attributes are tested influences the size of the resultant trie. Consider, for example, the trie shown in Figure 3 for the file in Figure 1 , formed by testing the letters from right to left. Changing the order of testing decreases the size of the trie, measured in internal nodes, from four to two. Reordering attribute testing to reduce the size of a trie is an attractive proposition; an ordering which yields a minimum-size trie is desirable. Unfortunately, the problem of reordering attributes to produce a minimum-size trie is computationally difficult2 [4] . In this paper it is assumed that no efficient algorithm can be found which produces an optimum ordering and that altematives must be sought. One alternative employs computationally efficient procedures to produce tries which, while they may not be minimum, are smaller than a randomly ordered trie. Often, such procedures are based on rule of thumb practices and will be called heuristics. deMaine and Rotwill [6] and Yao [15] propose such heuristics.
Another approach, taken by Morrison [lo] in designing PATRICIA, minimizes storage requirements by modifying the data structure. In PATRICIA, each node in the tree includes extra information telling how many attributes to "skip" in the ordering. We propose a generalization in which there is no fixed, global order, but instead information is added to each node telling which attribute to test at that node. Such tries, called O-tries (for order-containing tries), are shown to be superior to pruned tries, even when heuristics are used to save space.
While the reordering of attributes also affects the access time of a trie, that will not concern us. Pertinent work may be found in [2] [3] [4] . In addition, Rivest [12] and Burkhard [2] have considered using tries for partial-match retrieval in which some attribute values in the query are "don't cares."
DEFINITIONS
In this section we define the notions of file, query, and trie. Graph definitions used throughout the paper are standard; the reader is referred to Aho et al. [l] . Definition 1. Let AI, AZ, , Ah be a finite set of attributes, where each attribute Ai takes on values from the finite set K, 15 i 5 k. A file F is a subset of VI X VZ x x Vk and a record is an element of F. The degree of F is given by max tlVll,lvZl, . . ..IV~I~.whereIVI re P resents the number of elements in V. Files with degree 2 will be referred to as binary files.
A query is an element of VI x VZ X X Vk. 0
The next definition defines tries where the leaf chains have not been pruned.
Definition 2. A full trie for a file F is a tree with all leaves at depth3 k such that the following hold:
(1) Let AI, AZ, , Ah be the attributes of F and let r be a permutation of 1, 2, , k. All edges leaving a node at depth i -1 have distinct labels chosen from V,(i) for all i, 1 5 Fig. 3 . A pruned trie for the fide shown in Figure 1 formed by testing letters in the order 4 3 2 1 Note that the new trie is smaller ( 2) The labels encountered on each path from the root to a leaf correspond to an element of F, and, for each element of F, there is such a path. 0
An important consequence of this definition is that a trie is completely specified by giving 7, the order in which attributes are tested. We can now define pruned tries.
Definition 3. A node u in a tree is the head of a leaf chain if: (a) the father of u has more than one son, and (b) u and all its descendants have at most one son.
A pruned trie for a file F is formed from a full trie T for F by deleting the proper descendants of alI nodes u in T such that u is the head of a leaf chain.
•i
The next definition provides terms that will be convenient in the sequel. Definition 4. Let u be the head of a leaf chain in a full trie T. Let p be the path from the root of T to some leaf such that p passes through u. Then the record denoted by the labels onp is said to be distinguished at u. Since a fulI or pruned trie distinguishes all records in F, we say F is indexed by T. 0 Definition 5. The space taken by a trie T is the number of nonleaf nodes in T. cl We are interested in minimizing the space taken by a trie. Note, however, that with this definition of space the results apply equally to the doubly chained tree implementation.
ELIMINATION OF USELESS ATTRIBUTES
InitiaIly, we will consider the performance of heuristics on binary files. Examination of the binary case is important for analysis of files with higher degree since nontrivial binary subproblems can be used to establish lower bounds.
Consider a trie for some binary file as shown in Figure 4 . At depth 3 an attribute was tested which did not further divide the sets of records. Its omission would result in a smaller trie; it is useless. Our first heuristic for minimizing tries simply eliminates useless attributes. Relating this to the reordering of attribute testing, we think of moving the useless attribute to the end of the order (where it will not be reached during a search).
An attribute which is not useless is called useful. Note that the property of being useful or useless is related to the occurrence of an attribute in a particular trie and cannot be determined a priori. Thus a heuristic which eliminates useless attributes must be dynamic in that it must be used during or after a trie has been constructed. Previously reported heuristics (see [6, 15] ) have been static because they examine only the fiIe rather than a trie. Heuristics with low cost are desirable. For any heuristic, a bound on the cost is both a guarantee and a warning; it guarantees that no trie will be worse when compared to the optimum, but warns that a trie could be that inefficient.
A bound on the cost of Heuristic 1 can be obtained from the size of an (r, k)-wide tree, the largest tree produced by Heuristic 1 for a binary file of r records and k attributes. Lemma 1 provides a limit on the height of any trie produced by Heuristic 1, and thus a limit on the height of an (r, k)-wide tree. LEMMA 1. Let F be a binary file of r records and k attributes, and let T be a trie for F produced by Heuristic 1. Then T has no leaf at a depth greater than r -1.
PROOF. Since there are no useless attributes at any depth in T, there must be at least one node of out-degree 2 at each depth. A binary tree with r leaves can have at most r -1 nodes of out-degree 2 (see [8] ), so T can have at most r -1 depths. The root is at depth 0, and since no internal node is at a depth greater than r -2, no leaf is at a depth greater than r -1.
cl Intuitively, there is a limit on the height of any trie produced by Heuristic 1. Therefore, the largest trie produced must be as "wide" as possible. Since in a pruned trie each node must correspond to at least two records, no depth can have more than r/2 internal nodes. Suppose that some depth q does have r/2 nodes.
Successive depths could have at most one less node each since at each depth a useful attribute splits one of the internal nodes into two leaves. When k 2 r, the largest trie produced by Heuristic 1 has linear growth as well as the linear shrinkage described above, but whenever k is less than r, the worst trie has some depths of exponential growth followed by the linear growth and shrinkage. These ideas are expressed in the following definition.
Definition 6. Let r, k be integers such that 1 < [log r-1 I k, and let t be the least nonnegative integer satisfying 2"+' -(t + 2) 2 r -k. Let h = min(k -1, r -2) and let p = [r/2 -(h -t -1)/2]. Then an (r, k)-wide tree is a binary tree such that:
(1) Each node at depth d, 0 5 d < t has two sons. cl Figure 5 shows the shape of an (r, k)-wide tree. We can now establish that such a tree is as large as any trie produced by Heuristic 1.
LEMMA 2. Let r, k be integers such that 1 < [log rl 5 k, let F be a binary file of r records and k attributes, and let T be a trie for Fproduced by Heuristic 1. If W is an (r, k)-wide tree, then 1 W( 2 1 T 1, where I WI denotes the space taken by W.
PROOF. Suppose that I T I > I WI. F rom Lemma 1, T has no leaf at a depth greater than the depth of a leaf in W. Therefore, it must hold that T has more nodes than W at some depth. Since the first t depths of W form a complete binary tree, T must be larger at some depth d, d > t + 1. Consider the profile of W, the sequence given by the number of nodes at depths Douglas Comer t + 1, t + 2, , k. Arranged in decreasing order, the profile of W is r/2, r/2 -1, r/2 -1, r/2 -2, r/2 -2, , p. If T has more nodes than W, its profile must be larger than the profile for W. Recall, however, that a pruned trie can have at most r/2 nodes at any depth and that succeeding depths can have at most one less node. Furthermore, preceding depths can have at most one less node each (or a useless attribute would have been selected). Thus the assumption is false and the Lemma holds. 0 A bound on the size of any trie produced by Heuristic 1 can be obtained from the size of an (r, k)-wide tree by summing over the number of nodes at each depth. Thus r/2-1 SH1 5 (2t+' -1) + r/2 + 2. C i + F(t)
i-p where t depends on r and k as in the definition of an (r, k)-wide tree, and F(t) is 0 or p -1, for an even or odd number of depths after t in the tree (with an even number, the last one will contain p nodes). SH, is therefore maximized when p is minimum. When k > r -1, t = 0, and h achieves its maximum of r -2. Thus the minimum value for p is 2, and it occurs in a trie with linear growth and shrinkage. The size of the worst case trie is bounded, therefore, by
The file shown in Figure 6 demonstrates that this bound is the best possible. Testing attributes left to right produces a trie for the file with no useless attributes and size r2/4. Testing attributes right to left, however, produces a trie of only r -1 internal nodes. Thus eq. (2) can be achieved. We conclude the following. PROOF. From Lemma 2, an (r, k)-wide tree is as large as any trie for a binary file of I" records and k attributes which is produced by Heuristic 1, and the above Heuristic 1 attempts to reduce the space requirements of a trie by eliminating useless attributes. In this section, several extensions to that idea are considered. For example, selecting an attribute which added the most nodes at each depth might tend to break up the sets of records rapidly, yielding leaves earlier in the trie. Of course, the goal is to produce leaves, so among attributes which add the same number of nodes, one which distinguishes the most leaves should be selected. The splitting heuristic encompasses these ideas. Heuristic 2 (Splitting Heuristic). When building a trie, select an attribute at each depth which adds the most nodes (including leaves). Among all attributes adding the maximum number of nodes, select one which adds the most leaves.
cl Observe that the splitting heuristic chooses only useful attributes, so from Theorem 1, SHZ 5 r2/4. The set of files constructed as shown in Figure 7 shows that the splitting heuristic is O(r') in the worst case. For such fdes, testing attributes right to left produces a trie of size r -1, where r is the number of leaves. The splitting heuristic, however, allows left-to-right testing: the first choice adds no leaves, so attribute 1 can be chosen, and after attributes 1 through n have been chosen, n < r/4, no single selection will add any leaves, but any selection will add exactly one internal node. Therefore, the first r/4 attributes can be selected in order. From these selections a lower bound on the size of the resulting trie is r/4 SW 5 C i = (r2 + 4r)/32. Figure 7 has at least co r2 nodes, where c is a constant. Since the optimum trie for this file has r -1 nodes, the result follows.
cl The next two heuristics extend the idea of generating leaves as soon as possible, using it as the primary criterion for selecting attributes. The greedy heuristic simply reverses the criteria used in the splitting heuristic and chooses an attribute which generates the most leaves, selecting from among all attributes adding a maximum number of leaves the one which adds the most internal nodes. The leaf greedy heuristic, on the other hand, selects an attribute adding the most leaves but the fewest internal nodes. Of course, no useless attributes are ever selected.
Basically, the greedy heuristic attempts to produce leaves early, dividing the sets of records as fast as possible. The resultant tries tend to be short, but wide. The leaf greedy heuristic attempts to produce leaves as fast as possible, avoiding those attributes which would make the trie wide. Usually, tries produced by the leaf greedy heuristic are narrow, but long. The two methods are formalized as follows.
Heuristic 3 (Greedy Heuristic). When building a trie select an attribute at each depth which adds the most leaves. Among all attributes adding the maximum number of leaves, select one which adds the most internal nodes. cl Heuristic 4 (Leaf Greedy Heuristic). When building a trie select an attribute at each depth which adds the most leaves. Among all attributes adding the maximum number of leaves, select one which adds the fewest number of internal nodes greater than zero. cl Both greedy heuristics select only useful attributes, and, therefore, produce tries of less than r2/4 nodes. For the file shown in Figure 7 , Heuristic 3 can select the leftmost attribute first since the first choice cannot produce any leaves.
Moreover, none of the first r/4 selections adds any leaves so attributes can be selected in order. Thus the greedy heuristic produces the same shape trie as the splitting heuristic. From the proof of Theorem 2 we have the following. PROOF. At each of the first r/4 depths of a trie for the file shown in Figure 7 , the least number of nodes that can be added is one. Therefore, the left-to-right ordering of attribute testing is also allowed by heuristic 4. The result follows. Cl Note that the file shown in Figure 7 only establishes lower bounds for the heuristics; other files have costs with larger constants.
O-TRIES, AN ALTERNATIVE IMPLEMENTATION
When heuristics for space minimixation were considered, a global ordering of attributes was assumed. Thus attribute n(i) would be tested upon reaching a node at depth i -1. By relaxing the requirement that there be a global ordering, the size of a trie can be reduced further. At a small cost in extra space in each node, information specifying which attribute to test upon reaching the node can be stored in it. The explicit ordering of attribute testing allows different orders along different paths from the root to a leaf. This implementation of a trie will be called an 0-trie or order-containing trie. removing leaf chains, internal chains are collapsed. Recall that the problem of internal chains causes Heuristics 1 through 4 to achieve the worst case. With the chains removed, every node in a binary tree has two sons, so there are at most r -1 internal nodes. Since any binary tree with r leaves has at least r -1 internal nodes, S,Y~ = S,.
THEOREM 3. Any 0-trie for a binary file produced by Heuristic 5 is optimum. PROOF. Given in the above discussion. cl 6 . THE PERFORMANCE OF HEURISTICS ON FILES OF DEGREE n, n > 2
Recall that a file has degree n if the maximum size of the value sets of its attributes is n. It should be clear that if only one attribute has a value set with n items and all others are binary, then the binary case arises immediately as a subproblem. Therefore, the performance of Heuristics 1 through 4 cannot be asymptotically better for files of higher degree than for binary files. Heuristic 5, on the other hand, behaves well for binary files, producing O-tries which are optimum. Although O-tries produced by Heuristic 5 are not always optimum when the degree of the file is greater than two, we will show that the cost is bounded by the degree of the file. Since the cost of such O-tries is fixed, independent of the number of records, Heuristic 5 is more attractive than the others.
Observe that an 0-trie produced by Heuristic 5 has at most r -1 internal nodes for a file of r records. Suppose that the file for some 0-trie has degree n, n z 2. The size of a complete n-ary tree of r leaves gives the size of an optimum trie for the file. Assuming that r = np, for some p, the size of an optimum trie is at least The following theorem summarixes. THEOREM 4. The cost of Heuristic 5 for files of degree n is at most n -1. PROOF. Given in the analysis above. Cl Unlike the other bounds stated in this paper, this bound is loose in the sense that no set of files is known on which it is always attainable. Whether such a set exists is an open question. More importantly, however, the bound does not depend on the size of the input, r or k, but only on the maximum value that is stored in the file. Since in practice one expects the degree of a file to be small compared to the number of records, the 0-trie produced by Heuristic 5 can be recommended as a space-efficient implementation.
CONCLUSIONS
We have examined several heuristics for space mmimixation in pruned tries. In the worst case, tries produced by four obvious heuristics require space propor-l 395
tional to r2, where r is the number of records in the underlying file, while an optimum trie for the same file requires only r -1 units of space. Thus the cost of each of these heuristics is proportional to r. Moreover, there are files for which the heuristics achieve the asymptotic bounds.
For an alternative implementation of a trie, an 0-trie, a simple method of construction produces tries which are optimum for binary files, in terms of the number of nodes. The size of each node in an 0-trie, however, is slightly larger than in other implementations. For files of degree n, n > 2, the cost of O-tries is bounded by n, and does not grow as the number of records in the file increases.
The 0-trie implementation is, therefore, recommended as a space-efficient implementation of tries (or doubly chained trees), especially when the number of records in the file is large compared to the degree of the file.
