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ON THE REGULARITY OF MAXIMAL OPERATORS
EMANUEL CARNEIRO AND DIEGO MOREIRA
Abstract. We study the regularity of the bilinear maximal operator when
applied to Sobolev functions, proving that it maps W 1,p(R) × W 1,q(R) →
W 1,r(R) with 1 < p, q <∞ and r ≥ 1, boundedly and continuously. The same
result holds on Rn when r > 1. We also investigate the almost everywhere and
weak convergence under the action of the classical Hardy-Littlewood maximal
operator, both in its global and local versions.
1. Introduction
Over the last decade there has been considerable interest in understanding the
regularity properties of maximal and singular integral operators, for instance how
the weak differentiability is preserved. The first work in this direction is due to
Kinnunen ([4]) in 1997 when he observed that the classical Hardy-Littlewood max-
imal operator is bounded on the Sobolev spaceW 1,p(Rn) for p > 1, using functional
analytic tools (weak compactness arguments). Later developments on the subject
include the boundedness of the local maximal operator for W 1,p(Ω), p > 1, where
Ω is a proper open subset of Rn ([5]), and the continuity of the maximal operator
for W 1,p(Rn), p > 1 ([8]). Other interesting papers related to this topic are [1], [3]
and [6].
In the first part of this paper we will be concerned with the following family of
bilinear maximal operators in Rn. For α 6= 1 define
M(f, g)(x) = sup
R>0
1
m(BR)
∫
BR
|f(x− αy)g(x− y)|dy
:= sup
R>0
∫
BR
|f(x− αy)g(x − y)|dy,
(1.1)
where BR is the ball of radius R centered at the origin, and m(A) denotes the
n-dimensional Lebesgue measure of the measurable set A ⊂ Rn. An application of
Ho¨lder’s inequality tells us that this operator maps Lp(Rn)× Lq(Rn) into Lr(Rn)
where 1/p + 1/q = 1/r, 1 < p, q < ∞ and r > 1. In 2000, M. Lacey in the
remarkable paper [7] showed that the family of one-dimensional bilinear maximal
operators defined by (1.1) maps Lp(R) × Lq(R) into L1(R) where 1/p + 1/q = 1,
1 < p, q <∞, solving a conjecture posed by A. Caldero´n in 1964.
Throughout this paper we consider the following norm for f ∈W 1,p:
||f ||1,p = ||f ||p + ||∇f ||p ,
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where ∇f denotes the weak gradient of the Sobolev function f .
In the spirit of Kinunnen’s philosophy, M. Lacey’s paper ([7]) opens the way to
raise the following natural question: what does happen when the bilinear maximal
operator is applied to Sobolev functions? This brings our first result.
Theorem 1. Given α 6= 1, the bilinear maximal operator M defined in (1.1) maps
W 1,p(Rn)×W 1,q(Rn)→W 1,r(Rn) boundedly and continuously, where 1/p+1/q =
1/r, 1 < p, q <∞ and
(a) r ≥ 1, if n = 1;
(b) r > 1, if n > 1.
Boundedness is a consequence of the following pointwise estimate:
|∇M(f, g)(x)| ≤ M(f, |∇g|)(x) +M(|∇f |, g)(x) a.e. x ∈ Rn. (1.2)
Because of Lacey’s theorem, the case n = 1 and r = 1 becomes the key difference
between the bilinear maximal and the prior works on the classical Hardy-Littlewood
maximal operator. The functional analytic arguments in [4] and [5], relying on the
reflexivity of Lr(Rn) for r > 1, are no longer available. To overcome this difficulty,
we adopt here the approach introduced in [3]. For the continuity part we follow the
insightful and elegant proof of Luiro in [8]. Again the case n = 1, r = 1 is a new
feature. We observe that the sublinearity of the maximal operator is not sufficient
to infer continuity in W 1,p from its boundedness.
Remark: It is believed that the bilinear maximal operator in Rn, n > 1, also
maps Lp(Rn)×Lq(Rn) into L1(Rn) if 1/p+1/q = 1, 1 < p, q <∞. If this is indeed
the case, we can include r = 1, n > 1 in Theorem 1 above with our proof.
In a second and independent part of the paper (section 4), we study the behavior
of the almost everywhere and weak convergence under the action of the classical
Hardy-Littlewood maximal operator, both in its global and local versions.
2. Proof of Theorem 1: Boundedness
The proof of Theorem 1 is independent of the parameter α (as long as α 6= 1
to guarantee Lacey’s theorem) and henceforth we work with α = −1. Let f ∈
W 1,p(Rn) and g ∈ W 1,q(Rn). Since |f | ∈ W 1,p(Rn) and |∇|f || = |∇f | we can
assume that f and g are nonnegative.
We start with f, g ∈ C∞0 and fix x, y ∈ R
n. We may assume that M(f, g)(x) ≥
M(f, g)(y). Let us take a sequence of radii {rn}∞n=1, 0 < rn <∞ such that
lim
n→∞
∫
Brn
f(x+ z)g(x− z)dz =M(f, g)(x)
and write
urn(x) =
∫
Brn
f(x+ z)g(x− z)dz
for all n ∈ N. Since
|M(f, g)(x)−M(f, g)(y)| ≤ (M(f, g)(x)− urn(x)) + (urn(x)− urn(y))
for all n ∈ N, we have
|M(f, g)(x)−M(f, g)(y)| ≤ lim sup
n→∞
(urn(x)− urn(y)) . (2.1)
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By combining equation (2.1) with the estimate
|urn(x)− urn(y)|
=
∣∣∣∣∣
∫
Brn
{
f(x+ z)g(x− z)dz − f(y + z)g(y − z)
}
dz
∣∣∣∣∣
=
∣∣∣∣∣
∫
Brn
∫ 1
0
d
dt
{
f(tx+ (1− t)y + z)g(tx+ (1− t)y − z)
}
dtdz
∣∣∣∣∣
≤ |y − x|
∫ 1
0
∫
Brn
{
|∇f(tx+ (1− t)y + z)||g(tx+ (1− t)y − z)|
+ |f(tx+ (1 − t)y + z)||∇g(tx+ (1− t)y − z)|
}
dzdt
≤ |y − x|
∫ 1
0
{
M(|∇f |, g)(tx+ (1− t)y) +M(f, |∇g|)(tx+ (1 − t)y)
}
dt
=
∫
xy
{
M(|∇f |, g) +M(f, |∇g|)
}
dH1,
we obtain
|M(f, g)(x)−M(f, g)(y)| ≤
∫
xy
{
M(f, |∇g|) +M(|∇f |, g)
}
dH1 (2.2)
for all x, y ∈ Rn.
Now consider f ∈ W 1,p(Rn) and g ∈ W 1,q(Rn). Fix a vector ν ∈ Sn−1 and
consider sequences {fj}∞j=1 and {gj}
∞
j=1 of functions in C
∞
0 such that
fj → f in W
1,p(Rn) and gj → g in W
1,q(Rn).
From the continuity of the bilinear maximal operator in Lp(Rn)×Lq(Rn)→ Lr(Rn)
for 1/p+ 1/q = 1/r, 1 < p, q < ∞ and r > 1 (here we can also include n = 1 and
r = 1) we have
M(fj, gj) → M(f, g) in L
r(Rn), (2.3)
M(fj, |∇gj |) → M(f, |∇g|) in L
r(Rn), (2.4)
M(|∇fj|, gj) → M(|∇f |, g) in L
r(Rn). (2.5)
Using the fact that if hj → h in L
r(Rn), then there is a subsequence such that for
almost all lines l parallel to ν the restriction of hj to l converges in L
r(l) to the
restriction of h to l, a standard approximation argument based on (2.2)-(2.5) gives
|M(f, g)(x)−M(f, g)(y)| ≤
∫
xy
{
M(f, |∇g|) +M(|∇f |, g)
}
dH1 (2.6)
almost everywhere on almost all lines parallel to ν. This is sufficient to conclude
that the weak derivative in the ν-direction DνM(f, g)(x) exists for almost every
x ∈ Rn (cf. [2, section 4.9]) and satisfies
|DνM(f, g)(x)| ≤ M(f, |∇g|)(x) +M(|∇f |, g)(x). (2.7)
Finally, taking the supremum over a countable and dense set of directions ν ∈ Sn−1,
we obtain
|∇M(f, g)(x)| ≤ M(f, |∇g|)(x) +M(|∇f |, g)(x) (2.8)
for almost every x ∈ Rn, which is (1.2).
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3. Proof of Theorem 1: Continuity
Here we follow carefully the beautiful proof for the continuity inW 1,p(Rn) of the
Hardy-Littlewood maximal operator in [8]. Slight modifications are needed, and we
simply adjust the notation to our context and quote the lemmata without proof in
this sketch.
If A ⊂ Rn and x ∈ Rn we define
d(x,A) := inf
a∈A
|x− a| and A(λ) := {x ∈ R
n; d(x,A) ≤ λ} for λ ≥ 0.
We recall that W 1,p(Rn) is endowed with the norm
‖f‖1,p = ‖f‖p + ‖∇f‖p ,
where ∇f is the weak gradient of f . Denote ‖f‖p,A for the L
p-norm of χAf for all
measurable sets A ⊂ Rn.
For f ∈ Lp(Rn) and g ∈ Lq(Rn) with 1 < p, q < ∞ and 1/p + 1/q = 1/r < 1
(1/r ≤ 1 if n = 1), we define, for a fixed point x ∈ Rn the set of “good” radii
R(f, g)(x) by
R(f, g)(x) ={r ≥ 0; M(f, g)(x) = lim sup
rk→r
∫
Brk
|f(x+ y)g(x− y)|dy
for some rk > 0}.
(3.1)
From the definition it is clear that the set R(f, g)(x) is closed. If we define for each
x ∈ Rn the function ux : [0,∞)→ R by
ux(0) = |f(x)g(x)| and ux(r) =
∫
Br
|f(x+ z)g(x− z)|dz when r ∈ (0,∞),
then the functions ux are continuous on (0,∞) for all x ∈ Rn. By an argument
similar to the one that proves that almost every point is a Lebesgue point, we can
also see that ux is continuous at r = 0 for almost all x ∈ R
n. By Ho¨lder’s inequality,
ux(r) ≤ m(Br)
− 1
p
− 1
q ‖f‖p‖g‖q , (3.2)
which proves that for almost every x the function ux has at least one maximum
point in [0,∞). Therefore the set R(f, g)(x) is nonempty and we have
M(f, g)(x) =
∫
Br
|f(x+ z)g(x− z)|dz if 0 < r ∈ R(f, g)(x), ∀x ∈ Rn,
M(f, g)(x) = |f(x)g(x)| for almost every x such that 0 ∈ R(f, g)(x).
We refer now to [8] for the ideas of the proofs for the following lemmata.
Lemma 2 (cf. Lemma 2.2 in [8]). Suppose fj → f in Lp(Rn), gj → g in Lq(Rn)
when j →∞. Then for all R > 0 and λ > 0 we have
m({x ∈ BR; R(fj , gj)(x) 6⊂ R(f, g)(x)(λ)})→ 0 when j →∞.
Let us introduce now some more notation. Let ei be one of the standard canonical
vectors in Rn. For f ∈ Lp(Rn) and h > 0, define
f ih(x) =
f(x+ hei)− f(x)
h
and f iτ(h)(x) = f(x+ hei).
We know that for p ≥ 1, f iτ(h) → f in L
p(Rn) when h→ 0, and if f ∈W 1,p(Rn) we
have f ih → Dif in L
p(Rn) when h → 0, where Dif denotes the partial derivative
∂f
∂xi
.
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The Hausdorff distance between two sets A and B is defined as
π(A,B) := inf{δ > 0; A ⊂ B(δ) and B ⊂ A(δ)}.
As a consequence of Lemma 2 we have
Lemma 3 (cf. Corollary 2.3 in [8]). Let f ∈ Lp(Rn), g ∈ Lq(Rn) with 1/p+1/q =
1/r < 1 (1/r ≤ 1 if n = 1). Then for all i, 1 ≤ i ≤ n, R > 0 and λ > 0 we have
m({x ∈ BR; π(R(f, g)(x),R(f, g)(x + hei)) > λ})→ 0 when h→ 0.
We are now in a position to state a formula for the derivative of the bilinear
maximal function.
Lemma 4 (cf. Theorem 3.1 in [8]). Let f ∈ W 1,p(Rn), g ∈ W 1,q(Rn) with 1 <
p, q < ∞ and 1/p+ 1/q = 1/r < 1 (1/r ≤ 1 if n = 1). For almost all x ∈ Rn we
have
DiM(f, g)(x) =
∫
Br
{
Di|f |(x+ z)|g|(x− z) + |f |(x+ z)Di|g|(x− z)
}
dz
for all 0 < r ∈ R(f, g)(x),
DiM(f, g)(x) = Di|f |(x)|g|(x) + |f |(x)Di|g|(x) if 0 ∈ R(f, g)(x).
With this machinery in hand, we are now able to prove the continuity of the
bilinear maximal operator.
Proof of the continuity: Let fj → f in W 1,p(Rn) and gj → g in W 1,q(Rn). We
must show that ‖M(fj, gj)−M(f, g)‖1,r → 0. Since the bilinear maximal operator
is sublinear, we know that ‖M(fj, gj) −M(f, g)‖r → 0. This way, it suffices to
prove that ‖DiM(fj , gj)−DiM(f, g)‖r → 0 as j →∞ for all 1 ≤ i ≤ n. We may
assume that the functions fj , gj, f and g are all nonnegative.
Fix ǫ > 0. Let us choose R such that ‖2M(Dif, g)+2M(f,Dig)‖r,C1 < ǫ, where
C1 = R
n−BR. By absolute continuity, there exists η > 0 such that ‖2M(Dif, g)+
2M(f,Dig)‖r,A < ǫ whenever m(A) < η and A is a measurable subset of BR. Let
us define
vx(f, g)(r) =
∫
Br
{
Dif(x+ z)g(x− z) + f(x+ z)Dig(x− z)
}
dz,
vx(f, g)(0) = Dif(x)g(x) + f(x)Dig(x).
As already observed, the functions vx(f, g) are continuous on [0,∞) for almost all
x ∈ Rn and also converge to 0 as r→∞. Therefore, for almost every x the function
vx(f, g) is uniformly continuous and we can find δ(x) > 0 such that
|vx(f, g)(r1)− vx(f, g)(r2)| <
ǫ
m(BR)
1
r
whenever |r1 − r2| < δ(x).
We can write BR as
BR =
(
∞⋃
k=1
{
x ∈ BR; δ(x) >
1
k
})
∪ N ,
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where m(N ) = 0. From this we can choose δ > 0 such that
m
({
x ∈ BR; |vx(f, g)(r1)− vx(f, g)(r2)| ≥
ǫ
m(BR)
1
r
,
for some r1, r2with |r1 − r2| < δ
})
:= m(C2) <
η
2
.
Lemma 2 says that we can find j0 ∈ N such that
m({x ∈ BR; R(fj , gj)(x) 6⊂ R(f, g)(x)(δ)}) := m(C
j) <
η
2
when j ≥ j0.
Fix j ≥ j0 and let r1 ∈ R(fj , gj)(x), r2 ∈ R(f, g)(x). From Lemma 4 we have, for
almost every x ∈ Rn,
|DiM(fj , gj)(x) −DiM(f, g)(x)| = |vx(fj , gj)(r1)− vx(f, g)(r2)|
≤ |vx(fj , gj)(r1)− vx(fj , g)(r1)|+ |vx(fj , g)(r1)− vx(f, g)(r1)|
+ |vx(f, g)(r1)− vx(f, g)(r2)|
≤ M(Difj , gj − g)(x) +M(fj , Digj −Dig)(x)
+M(Difj −Dif, g)(x) +M(fj − f,Dig)(x)
+ |vx(f, g)(r1)− vx(f, g)(r2)|.
(3.3)
If x /∈ C1 ∪ C2 ∪ Cj we can choose r1 ∈ R(fj , gj)(x) and r2 ∈ R(f, g)(x) such that
|r1 − r2| < δ. Our choice of δ then implies
|vx(f, g)(r1)− vx(f, g)(r2)| <
ǫ
m(BR)
1
r
. (3.4)
If x ∈ C1 ∪C2 ∪ Cj we estimate
|vx(f, g)(r1)− vx(f, g)(r2)| ≤ 2M(Dif, g)(x) + 2M(f,Dig)(x). (3.5)
Observe that m(C2 ∪Cj) < η. Therefore, combining estimates (3.4) and (3.5) with
the inequality (3.3), we obtain
‖DiM(fj , gj)−DiM(f, g)‖r ≤ ‖M(Difj , gj − g)‖r + ‖M(fj, Digj −Dig)‖r
+ ‖M(Difj −Dif, g)‖r + ‖M(fj − f,Dig)‖r
+ ‖
ǫ
m(BR)
1
r
‖r,BR + ‖2M(Dif, g) + 2M(f,Dig)‖r,C1
+ ‖2M(Dif, g) + 2M(f,Dig)‖r,C2∪Cj .
The first four terms of the right-hand side converge to zero as j → ∞ because of
the boundedness of the bilinear maximal operator. The remaining terms are less
than ǫ because of our choices for R and η. Since ǫ > 0 was taken to be arbitrary,
we conclude that ‖DiM(fj , gj)−DiM(f, g)‖r → 0 as j →∞. This concludes the
proof.
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4. Almost everywhere and weak convergence under the classical
Hardy-Littlewood maximal operator
We now turn our attention to the classical Hardy-Littlewood maximal operator
to add some remarks to this theory. For f : Rn → R locally integrable it is defined
as
Mf(x) = sup
R>0
1
m(BR)
∫
BR(x)
|f(y)|dy, (4.1)
where BR(x) denotes the ball of radius R centered in x. For Ω ⊂ Rn a proper open
subset of Rn and f : Ω → R we can define the local maximal operator at a point
x ∈ Ω by
MΩf(x) = sup
0<R<δx
1
m(BR)
∫
BR(x)
|f(y)|dy, (4.2)
where the supremum is taken over all radii R such that 0 < R < δx := dist(x, ∂Ω).
Both the global and the local maximal operators are known to be bounded from Lp
to Lp when p > 1. In this case the sublinearity of the operator implies continuity.
As already mentioned in the Introduction of this paper, the operator M defined in
(4.1) is bounded and continuous from W 1,p(Rn) to W 1,p(Rn) (see [4] and [8]) and
the local maximal operator MΩ is bounded from W
1,p(Ω) to W 1,p(Ω) (see [5]).
We may ask ourselves if these classical maximal operators preserve other types
of convergence, for instance pointwise convergence almost everywhere or weak con-
vergence. The goal of this section is to settle the discussion about these issues,
providing counterexamples and positive results in this direction.
Example 5. The maximal operators M : Lp(Rn) → Lp(Rn) and MΩ : Lp(Ω) →
Lp(Ω), for p > 1, do not preserve pointwise convergence almost everywhere.
Proof. This follows simply from the observation that
M(f)(x) ≥ Cf |x|
−n whenever |x| ≥ 1, (4.3)
where Cf :=
||f ||L1(B1)
2nωn
. Here ωn is the volume of the unit ball B1 ⊂ R
n. We
consider the sequence
uk(x) =
1
m(B 1
k
)
χB 1
k
(x).
Clearly, uk → 0 a.e. but M(uk) 6→ 0 a.e. The argument for the local case is just a
simple adaptation of this one. 
Issues about the stability of the weak convergence under nonlinear operators
are much more interesting and have been studied in [9] for a certain class called
Nemytskii nonlinearities with applications to differential equations in [10]. Given
an operator T : E → F between Banach spaces and uk ⇀ u in E, the question
is whether or not we have T (uk) ⇀ T (u) in F (in the affirmative case for all such
sequences {uk}k≥1, we say that T is sequentially weakly continuous). We show
below a counterexample in this direction.
Example 6. The maximal operators M : Lp(Rn) → Lp(Rn) and MΩ : Lp(Ω) →
Lp(Ω), for p > 1, are not sequentially weakly continuous.
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Proof. We start with the local case. Let Ω = (−1, 1) ⊂ R and consider the orthonor-
mal system in L2(−1, 1) given by un(x) = sin(2πnx), n = 1, 2, 3, .... Therefore we
have un ⇀ 0 in L
2(−1, 1), but we claim that MΩ(un) 6⇀ 0 in L2(−1, 1).
To see this, let us fix a radius r < 12 and consider the inner product
〈1,MΩ(un)〉L2(−1,1) =
∫ 1
−1
MΩ(un)(x)dx ≥
∫ 1
1
− 1
2
MΩ(un)(x)dx
≥
∫ 1
2
− 1
2
(∫
Br
|un(x+ y)|dy
)
dx
=
∫
Br
(∫ 1
2
− 1
2
| sin(2πnx+ 2πny)|dx
)
dy
=
∫
Br
Cdy = C,
where C > 0 is a constant. This proves our claim.
For the classical Hardy-Littlewood maximal operator we give the following coun-
terexample in L2(R):
un(x) =
sin(2πnx)
1 + x2
.
We have un ⇀ 0 in L
2(R) as a consequence of the Riemann-Lebesgue Lemma, but
we claim that M(un) 6⇀ 0 in L2(R). To verify this, fix 1 > r > 0 and observe that
〈M(un),
1
1 + x2
〉L2(R) =
∫
R
M(un)(x)
1
1 + x2
dx
≥
∫
R
(∫
Br
|un(x + y)|dy
)
1
1 + x2
dx
=
∫
Br
(∫
R
| sin(2πn(x+ y)|
(1 + (x+ y)2)(1 + x2)
dx
)
dy
≥
∫
Br
Cdy = C,
(4.4)
where C > 0 is a constant. This finishes the proof of our claim. 
We remark that the previous example also proves that M : L∞(Rn)→ L∞(Rn)
and MΩ : L
∞(Ω)→ L∞(Ω) are not sequentially weakly star continuous.
It is interesting to compare the previous example with the following positive
results in Sobolev spaces.
Proposition 7. Suppose Ω is a bounded domain with Lipschitz boundary. Then,
the local maximal operator MΩ :W
1,p(Ω)→W 1,p(Ω) is sequentially weakly contin-
uous for p > 1.
Proof. Let fj ⇀ f in W
1,p(Ω). Since MΩ : W
1,p(Ω) → W 1,p(Ω) is a bounded
operator, the sequence MΩ(fj) must admit a weakly convergent subsequence, by
reflexivity. This way, we can assume
MΩ(fj)⇀ g in W
1,p(Ω).
By the compactness of the Sobolev embeddingW 1,p(Ω) →֒ Lp(Ω) and the continuity
in Lp(Ω) of the local maximal operator, we have
MΩ(fj)→MΩ(f) in L
p(Ω).
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In particular, MΩ(f) = g and this finishes the proof. 
Theorem 8. Let 1 < p < ∞ and suppose uk ⇀ u in W 1,p(Rn). There exists a
subsequence M(ukj )→M(u) a.e. in R
n.
Proof. By the sublinearity of the maximal operator, it is enough to prove the case
where u ≡ 0. Let us consider B = BL(0), where L > 0.
First, we observe that if f ∈ Lp(Rn), there exists a universal C > 0 (depending
only on the dimension n) such that∫
BR(x)
|f(y)|dy ≤ CR−
n
p ||f ||Lp(Rn).
For each m = 1, 2, 3, ... we can take Rm > 0 large enough so that, for every x ∈ Rn,∫
BR(x)
|uk(y)|dy ≤
1
m
for all k ∈ N whenever R ≥ Rm. (4.5)
Let us consider now B⋆m := BL+2Rm(0) and the local maximal operator with respect
to this ball. For any x ∈ B, if δx = dist(x, ∂B⋆m), we have by the estimate (4.5)
M(uk)(x) = max
{
sup
0<R<δx
∫
BR(x)
|uk(y)|dy, sup
R>δx
∫
BR(x)
|uk(y)|dy
}
≤ max
{
MB⋆m(uk)(x),
1
m
}
.
(4.6)
Since W 1,p(Rn) →֒ W 1,p(B⋆m) continuously and W
1,p(B⋆m) →֒ L
p(B⋆m) compactly,
by the continuity of the local maximal operator MB⋆m , MB⋆m(uk) → 0 in L
p(B⋆m).
Therefore, there is a subsequence MB⋆m(u
m
kj
) → 0 a.e. in B⋆m. From (4.6) we
conclude that
lim sup
j→∞
M(umkj )(x) ≤
1
m
a.e. in B.
Using the Cantor diagonal argument we can find a subsequence {ukj} such that
M(ukj )(x)→ 0 a.e. in B.
Since the original ball B was arbitrary, we can use once more the Cantor diagonal
argument applied to Rn =
∞⋃
n=0
Bn(0) to conclude the theorem. 
Corollary 9. Assume 1 < p < ∞. The maximal operator M : W 1,p(Rn) →
W 1,p(Rn) is sequentially weakly continuous.
Proof. The proof is similar to the proof for the local maximal operator given in
Proposition 7, with the help of the previous theorem. Let uk ⇀ u in W
1,p(Rn). By
the boundedness of the maximal operator in W 1,p(Rn), we can assume M(uk) ⇀ g
inW 1,p(Rn). By the previous theorem, there exists a subsequenceM(ukj )→M(u)
a.e. in Rn. This is sufficient to conclude that M(u) = g. 
We observe that Theorem 8 is optimal in the sense that one cannot replace the
weak convergence in W 1,p(Rn) for weak convergence in Lp(Rn). Example 6 above
presents a sequence uk ⇀ 0 in L
2(R) such that M(uk) 6→ 0 a.e.
Finally, we point out that Theorem 8 and its corollary are also optimal in the
right-hand side. We present an example showing that the maximal operator is
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not compact in the sense that it does not map weakly convergent sequences into
strongly convergent sequences.
Example 10. For 1 < p < ∞, the maximal operators M : W 1,p(Rn) → Lp(Rn)
and MΩ :W
1,p(Ω)→ Lp(Ω) are not compact.
Proof. For the local case, consider the sequence of disjoint balls Bk := B1/2(ke1),
where e1 = (1, 0, . . . , 0) ∈ Rn, put Ω =
⋃∞
k=1 Bk and take the sequence of functions
uk := m(Bk)
−1/pχBk ∈ C
∞(Ω). For the global case let u ∈ C∞0 (R
n) and consider
the sequence uk(x) = u(x− k). 
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