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a b s t r a c t
In this note, the set of weak Pareto solutions of amulticriteria linear programming problem
(MCLP, for short) is proved to be a set of weak sharp minima for another residual function
of MCLP, i.e., the minimum of the natural residual functions of finitely many scalarization
problems of MCLP, which is less than the natural residual function of MCLP. This can be
viewed as a slight improvement of a result due to Deng and Yang. Some examples are given
to illustrate these results.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
Let Rp be a p-dimensional Euclidean space. Denote by Rp+ = {x = (x1, . . . , xp)|xi ≥ 0, i = 1, . . . , p} and by
△p =

ξ = (ξ1, . . . , ξp) ∈ Rp+
 p
i=1
ξi = 1

the unit simplex, where p is a given positive integer. In this paper, we always consider the max-norm in Euclidean spaceRp,
i.e.,
∥x− y∥ = max
1≤i≤p
|xi − yi|,
where x = (x1, . . . , xp) and y = (y1, . . . , yp) ∈ Rp. Let A ⊆ Rp and x ∈ Rp. Denote by d(x, A) the distance from x to A,
i.e., d(x, A) = infa∈A ∥x− a∥.
Consider the multicriteria linear programming problem (MCLP, for short) as follows:
min Cx subject to x ∈ P,
where Cx = (⟨c1, x⟩, . . . , ⟨cn, x⟩), ci = (c1i , . . . , cmi ) ∈ Rm (i = 1, . . . , n) and P ⊆ Rm is a nonempty polyhedral convex set.
A point x∗ ∈ P is called a weak Pareto solution of MCLP if,
Cx− Cx∗ ∉ −intRn+, ∀x ∈ P,
or equivalently,
Cx− Cx∗ ∈ Rn+ \ (−intRn+), ∀x ∈ P.
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Denote by Ew the set of weak Pareto solutions of MCLP. In this paper, we always suppose that Ew is nonempty.
It is clear that d(Cx, CEw) = 0 and x ∈ P if and only if x ∈ Ew and so d(Cx, CEw) serves as a natural residual function for
MCLP. We say that Ew is a set of weak sharp minima for the function d(Cx, CEw) if, there exists τ > 0 such that
d(x, Ew) ≤ τd(Cx, CEw), ∀x ∈ P.
The concept of a sharp minimum for real-valued functions was introduced in [1]. Weak sharp minima for real-valued
functions, as a generalization of sharp minima, were introduced and investigated by Ferris [2]. Weak sharp minima play
important roles in mathematical programming. It is well known that weak sharpminima are closely related to error bounds
in convex programming, the sensitivity analysis of optimization problems and the convergence analysis of some algorithms
(see, for example, [3–7]). In [8], Deng and Yang studied the existence of weak sharp minima in MCLP and proved that weak
sharp minimality holds for the natural residual function d(Cx, CEw).
As it is well known that among solution approaches for MCLP, scalarization is one of the most analyzed topics at least
from the computational point of view. By the well known structure of MCLP [9], there are finitely many vectors in the unit
simplex such that Ew is the union of the sets of solutions of scalarization problems of MCLP related to such vectors. To this
end, in this note, we prove that Ew is a set of weak sharp minima for another residual function of MCLP, i.e., the minimum
of the natural residual functions of such finitely many scalarization problems of MCLP, which is shown to be less than the
natural residual function d(Cx, CEw). This can be viewed as a slight improvement of a result due to Deng and Yang [8].
We will give some examples to illustrate these results.
2. Weak sharp minima for MCLP
Let ξ ∈ △n. Consider the following scalarization problem of MCLP (for short, (SP)ξ ):
min ⟨ξ, Cx⟩ subject to x ∈ P,
or equivalently,
min

n
i=1
ξici, x

subject to x ∈ P.
Denote by Sξ the set of solutions to problem (SP)ξ .
By the well known structure of MCLP [9], there are finitely many vectors ξ(1), . . . , ξ(r) of△n such that Ew = ∪rk=1 Sξ(k),
where Sξ(k) is the set of solutions to problem (SP)ξ(k). Without loss of generality, we suppose that Sξ(k) is nonempty for each
k = 1, . . . , r .
Since the scalarization approach is one of the most analyzed topics at least from the computational point of view, it is
important and useful to consider the residual function associated with a scalarization of MCLP.
For x ∈ Rm, we have
d(x, Ew) = inf
y∈Ew
∥x− y∥
= inf
y∈Ew
max
1≤j≤m
|xj − yj|,
max
1≤k≤r
d(⟨ξ(k), Cx⟩, ⟨ξ(k), CEw⟩) = max
1≤k≤r
inf
y∈Ew
|⟨ξ(k), C(x− y)⟩|
= max
1≤k≤r
inf
y∈Ew
 n
i=1
ξ(k)i⟨ci, x− y⟩

and
d(Cx, CEw) = inf
y∈Ew
∥C(x− y)∥
= inf
y∈Ew
max
1≤i≤n
|⟨ci, x− y⟩|.
For x ∈ Rm and k = 1, . . . , r , let
Φ(k, x) = d(⟨ξ(k), Cx⟩, ⟨ξ(k), CEw⟩)
and
Ψ (k, x) = d(⟨ξ(k), Cx⟩, ⟨ξ(k), CSξ(k)⟩).
Clearly, Ψ (k, x) is the natural residual function of problem (SP)ξ(k).
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Proposition 2.1. Let x ∈ Rm. Then the following equality and inequalities hold:
d(Cx, CEw) = min
1≤k≤r d(Cx, CSξ(k)), (2.1)
min
1≤l≤r d(⟨ξ(k), Cx⟩, ⟨ξ(k), CSξ(l)⟩) = Φ(k, x) ≤ Ψ (k, x), (2.2)
max
1≤k≤r
Φ(k, x) ≤ d(Cx, CEw) ≤ σd(x, Ew) (2.3)
and
min
1≤k≤r Ψ (k, x) ≤ d(Cx, CEw), (2.4)
where σ = max1≤i≤n max1≤j≤m |c ji |.
Proof. Equality (2.1) and inequality (2.2) hold immediately from the fact that Ew = ∪rk=1 Sξ(k).
Let x ∈ Rm, k (1 ≤ k ≤ r) and y ∈ Ew be given. Then ξ(k) ∈ △n(k = 1, . . . , r),
n
i=1 ξ(k)i = 1 and therefore
|⟨ξ(k), Cx⟩ − ⟨ξ(k), Cy⟩| = |⟨ξ(k), C(x− y)⟩|
≤
n
i=1
(ξ(k)i|⟨ci, x− y⟩|)
≤ max
1≤i≤n
|⟨ci, x− y⟩|
n
i=1
ξ(k)i
= max
1≤i≤n
|⟨ci, x− y⟩|
= ∥C(x− y)∥. (2.5)
It follows from (2.5) that
Φ(k, x) = inf
y∈Ew
|⟨ξ(k), Cx⟩ − ⟨ξ(k), Cy⟩|
≤ inf
y∈Ew
∥C(x− y)∥
= d(Cx, CEw)
and consequently,
max
1≤k≤r
Φ(k, x) ≤ d(Cx, CEw),
which implies that the first inequality in (2.3) holds.
Again from (2.5) one has
Ψ (k, x) = inf
y∈Sξ(k)
|⟨ξ(k), Cx⟩ − ⟨ξ(k), Cy⟩|
≤ inf
y∈Sξ(k)
∥C(x− y)∥
= d(Cx, CSξ(k))
and so
min
1≤k≤r Ψ (k, x) ≤ min1≤k≤r d(Cx, CSξ(k))
= d(Cx, CEw), (by (2.1))
establishing inequality (2.4).
Observe that
d(Cx, Cy) = ∥C(x− y)∥
= max
1≤i≤n
|⟨ci, x− y⟩|
≤ max
1≤i≤n
(∥ci∥ ∥x− y∥) (by the Schwarz inequality)
=

max
1≤i≤n
∥ci∥

∥x− y∥
=

max
1≤i≤n
max
1≤j≤m
|c ji |

∥x− y∥
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and thus
d(Cx, CEw) ≤ σd(x, Ew),
proving the last inequality in (2.3), where σ = max1≤i≤n max1≤j≤m |c ji |. 
We say that Ew is a set of weak sharp minima for the function min1≤k≤r Ψ (k, x) if, there exists τ > 0 such that
d(x, Ew) ≤ τ min
1≤k≤r Ψ (k, x), ∀x ∈ P.
The following lemma states the well-known Hoffman’s error bound [10] for systems of linear inequalities.
Lemma 2.1. Assume X is a normed vector space. For each j = 1, . . . , l, let hj : X → R be linear, bj ∈ R and let
Σ = {x ∈ X |hj(x)+ bj ≤ 0, j = 1, . . . , l}.
If Σ ≠ ∅, then there is γ > 0 such that
d(x,Σ) ≤ γ max
1≤j≤l
[hj(x)+ bj]+, ∀x ∈ X,
where µ+ = max{µ, 0} for every µ ∈ R.
Now, we can show Ew is a set of weak sharp minima for the function min1≤k≤r Ψ (k, x), which improves slightly
Theorem 2.2 in [8].
Theorem 2.1. Ew is a set of weak sharp minima for min1≤k≤r Ψ (k, x).
Proof. The proof is similar to that in [8]. For completeness, we include it here.
Let x ∈ P \ Ew . Then there are k(x) (1 ≤ k(x) ≤ r) and z(x) ∈ Sξ(k(x)) such that
min
1≤k≤r Ψ (k, x) = |⟨ξ(k(x)), Cx⟩ − ⟨ξ(k(x)), Cz(x)⟩|.
Since Ew = ∪rk=1 Sξ(k), one has d(x, Ew) = min1≤k≤r d(x, Sξ(k)). Since z(x) ∈ Sξ(k(x)), we have
Sξ(k(x)) = {y ∈ P|⟨ξ(k(x)), Cy⟩ − ⟨ξ(k(x)), z(x)⟩ ≤ 0}.
Then it follows from Lemma 2.1 (Hoffman’s error bound) that
d(x, Ew) = min
1≤k≤r d(x, Sξ(k))
≤ d(x, Sξ(k(x)))
≤ τ(k(x))[⟨ξ(k(x)), Cx⟩ − ⟨ξ(k(x)), Cz(x)⟩]+
= τ(k(x))(⟨ξ(k(x)), Cx⟩ − ⟨ξ(k(x)), Cz(x)⟩)
= τ(k(x))|⟨ξ(k(x)), Cx⟩ − ⟨ξ(k(x)), Cz(x)⟩|
≤ max
1≤k≤r
τ(k) min
1≤k≤r Ψ (k, x).
If x ∈ Ew , then the above inequality is obviously true. 
It follows from (2.4) that we have the following corollary.
Corollary 2.1 (Theorem 2.2 in [8]). Ew is a set of weak sharp minima for d(Cx, CEw).
From Theorem 2.1, the function min1≤k≤r Ψ (k, x), i.e., the minimum of the natural residual functions of (SP)ξ(k) (k =
1, . . . , r), can also be considered as a residual function for MCLP.
3. Examples
From (2.3), we have min1≤k≤r Ψ (k, x) ≤ d(Cx, CEw),∀x ∈ Rm. The following example illustrates min1≤k≤r Ψ (k, x) ≢
d(Cx, CEw), which implies that it is easier to compute the residual function associated with a scalarization of MCLP and
moreover such a residual function is important and useful at least from the computational point of view.
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Example 3.1. Let Rm = Rn = R2, P = [0, 1] × [0, 1] and C = (c1, c2), where c1 = (1, 1) and c2 = (1, 0). Clearly,
Ew = {(0, z)|0 ≤ z ≤ 1}. For r = 1 and ξ(1) = (0, 1) ∈ △2, we have Sξ(1) = Ew . Moreover, one can easily verify that
d(Cx, CEw) = min
0≤z≤1max{|x1 + x2 − z|, |x1|},
Ψ (1, x) = d(⟨ξ(1), Cx⟩, ⟨ξ(1), CSξ(1)⟩)
= |x1|
for all x = (x1, x2) ∈ R2. As a consequence,
d(Cx, CEw) ≥ Ψ (1, x)
for all x = (x1, x2) ∈ R2. A simple computation allows that
d(Cx, CEw) = Ψ (1, x) = 0, ∀x ∈ Ew,
and for any x = (x1, x2) ∉ Ew , we obtain x1 ≠ 0 or x2 ∉ [0, 1]. In the case of x1 ≠ 0, we have
d(Cx, CEw)− Ψ (1, x) ≥

1
2
(|x2 − 1| + x2 − 1), if x1 > 0, x1 + x2 > 1,
0, if x1 > 0, 0 ≤ x1 + x2 ≤ 1,
1
2
(|2x1 + x2| − 2x1 − x2), if x1 > 0, x1 + x2 < 0,
1
2
(|2x1 + x2 − 1| + 2x1 + x2 − 1), if x1 < 0, x1 + x2 > 1,
0, if x1 < 0, 0 ≤ x1 + x2 ≤ 1,
1
2
(|x2| − x2), if x1 < 0, x1 + x2 < 0.
Similarly, in the case of x2 ∉ [0, 1], one has
d(Cx, CEw)− Ψ (1, x) ≥

1
2
(|x2 − 1| + x2 − 1), if x2 < 0, x1 ≥ 0, x1 + x2 > 1,
0, if x2 < 0, x1 ≥ 0, 0 ≤ x1 + x2 ≤ 1,
1
2
(|2x1 + x2| − 2x1 − x2), if x2 < 0, x1 ≥ 0, x1 + x2 < 0,
1
2
(|x2| − x2), if x2 < 0, x1 < 0,
1
2
(|x2 − 1| + x2 − 1), if x2 > 1, x1 ≥ 0,
1
2
(|2x1 + x2 − 1| + 2x1 + x2 − 1), if x2 > 1, x1 < 0, x1 + x2 > 1,
0, if x2 > 1, x1 < 0, 0 ≤ x1 + x2 ≤ 1,
1
2
(|x2| − x2), if x2 > 1, x1 < 0, x1 + x2 < 0.
Since min1≤k≤r Ψ (k, x) ≤ d(Cx, CEw),∀x ∈ Rm and min1≤k≤r Ψ (k, x) ≢ d(Cx, CEw), Theorem 2.1 can be used more
efficiently than Theorem 2.2 given by Deng and Yang in [8] to investigate the convergence rate of some algorithms of MCLP.
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