We propose a novel framework for fitting additive quantile regression models, which provides well calibrated inference about the conditional quantiles and fast automatic estimation of the smoothing parameters, for model structures as diverse as those usable with probabilistic GAMs, while maintaining equivalent numerical efficiency and stability. The inferential and model fitting framework proposed here is at the same time statistically rigorous and computationally efficient, because it adopts the general belief updating framework of Bissiri et al. (2016) to loss based inference, but computes by adapting the stable fitting methods of Wood et al. (2016) . We enable the use of computationally efficient methods by proposing a novel smooth generalisation of the pinball loss, which is the loss function traditionally used in quantile regression. The new loss is motivated by its relation to kernel quantile estimators, which have favourable statistical properties relative to empirical quantile estimators. Further, our inferential framework offers reliable uncertainty estimates for the fitted conditional quantile, which is achieved by coupling asymptotic posterior approximations with a novel calibration approach to selection of the learning rate. Our work was motivated by a probabilistic electricity load forecasting application, which we use here to demonstrate the proposed approach. The methods described in this paper are implemented by the qgam R package, available on the Comprehensive R Archive Network (CRAN).
Introduction
Generalized Additive Models (GAMs, Hastie and Tibshirani (1990) ) are flexible and interpretable statistical models that are widely used in applied statistics, especially since the advent of efficient and stable methods for smoothing parameter selection and interval estimation in this model class (see e.g. Wood (2000) , Ruppert et al. (2003) , Kim and Gu (2004) , Fahrmeir et al. (2004) or Wood (2017) ). The purpose of this work is to provide an equivalently useful framework for well-calibrated additive quantile regression models. Our methods are novel in that all smoothing parameters and other hyper parameters are estimated automatically using numerically robust and efficient methods which produce uncertainty estimates simultaneously with point estimates.
We were motivated by problems in electricity load forecasting. Electricité de France (EDF), France's main electricity producer, has had considerable success using conventional GAMs for operational load forecasting. However, the whole conditional load distribution is rarely needed for production planning purposes, which focus mostly on tail estimates. This is because the loss function associated with forecasting errors is highly asymmetric, due to technical constraints (e.g. plant-specific start-up times or increasing fuel cost along the electricity production stack) and to the regulatory framework (e.g. monetary sanctions for over/under production). Further, the conditional distribution of the electricity load is typically highly skewed and time-dependent. At system-wide or substation level this problem is relatively mild, but new technologies (e.g. smart meters) are producing datasets where this issue is much more extreme, due to the low level of aggregation. Full probabilistic modelling of the response distribution might be overly ambitious for these upcoming applications, hence focusing on estimating only the conditional quantiles most relevant to production planning or smart grid management might be preferable.
To be usable in practical forecasting, additive quantile regression methods must have several properties: 1) the range of model structures available for modelling quantiles must be comparable to that available for modelling the mean in conventional GAMs, otherwise the benefits of modelling quantiles may be offset by the disbenefits of insufficient model flexibility; 2) smoothing parameters must be estimated automatically, otherwise the modelling process becomes too labour intensive and subjective for widespread operational use; 3) uncertainty estimation has to be part of model estimation, since knowing forecast uncertainty is essential for operational use and 4) methods must be sufficiently numerically efficient and robust for routine deployment. The work reported here started when two of the authors (YG and RN) were participating in the GEFCom2014 forecasting competition, and found that existing additive quantile regression method implementations failed to meet these requirements, forcing them to develop the ad hoc procedure described in Gaillard et al. (2016) .
The framework developed in this paper meets the four requirements by taking an empirical Bayesian approach to the general belief-updating framework of Bissiri et al. (2016) . Specifically we represent smooth relationships between regressors and the quantile of interest using spline basis expansions, and impose Gaussian smoothing priors to control model complexity. Random effects and parametric terms present no extra complication. By adopting a novel smooth generalisation of the usual quantile regression 'pinball' loss (Koenker, 2005) , we are able to perform the computations required for belief updating of priors using the loss, and to estimate smoothing parameters, using the general smooth modelling methods of Wood et al. (2016) . This allows us to achieve properties 1-4, provided that we can obtain the additional 'learning rate' parameter required by the general belief updating framework. We show how to do this efficiently and automatically in order to achieve good calibration of the uncertainty estimates. Figure 1 provides some simple examples of the variety of models that our approach encompasses. This is an advance relative to existing methods, because stable and computationally efficient methods implementing non-parametric additive quantile regression are otherwise lacking. For instance, the quantreg R package, which is based on the methods of Koenker (2013) , only permits additive models whose smooth terms are at most bidimensional, and it requires users to select the smoothing parameters manually. On the other hand, the gradient boosting quantile regression method implemented by the mboost R package (Hothorn et al., 2010) does not limit the dimensionality of the smooth terms, but it requires users to manually choose the degrees of freedom used by each base model. In addition, mboost uses computationally intensive bootstrapping to estimate parameter uncertainty, while the approach proposed here quantifies uncertainty using computationally efficient asymptotic approximations without adding to the leading order computational cost. Yue and Rue (2011) and Waldmann et al. (2013) describe how to perform Bayesian inference for semi-parametric additive quantile regression models, but at the time of writing the second proposal is not readily available in software. The first proposal is implemented in the INLA software (Martins et al., 2013) , but the associated documentation discourages its use. The vgam R package (Yee, 2008) provides a method for fitting additive quantile regression models, but also in this case the complexity of the smooth terms is determined manually. The work of Lin et al. (2013) is not an alternative to what we propose here, because their focus is variable selection, rather than smoothing.
Quantile regression is traditionally based on the pinball loss (Koenker, 2005) , and not on a probabilistic model for the observations density, p(y|x), which impedes direct application of Bayes's rule. Yu and Moyeed (2001) propose adopting an Asymmetric Laplace (AL) model for p(y|x), due to the equivalence between the AL negative log-density and the pinball loss. However, naively treating the AL density as an adequate probabilistic description of the data is problematic. In particular, Waldmann et al. (2013) show that the resulting posterior credible intervals have poor frequentist calibration properties, especially for extreme quantiles. Further, as this work will demonstrate (see Section 6.1), in a non-parametric regression context selecting the scale parameter of the AL density using a likelihood based approach might lead to severe under-smoothing. We solve both issues by adopting the beliefs updating framework of Bissiri et al. (2016) , and by coupling it with a calibration method which explicitly aims at achieving good frequentist properties.
This work also addresses the computational limitations implied by direct use of the pinball loss or of the corresponding AL density. The main issue is that this loss is piecewise linear, which impedes the use of computationally efficient fitting methods, designed to work with continuously differentiable, strongly convex functions. Yue and Rue (2011) and Oh et al. (2012) address this problem by proposing smooth approximations to, respectively, the AL density and the pinball loss. Here we derive a new loss function by embedding AL in a new family which, while being differentiable and log-concave, generalises the AL distribution. Interestingly, the new loss is related to kernel quantile estimation methods and results from that literature suggest that the corresponding quantile estimator, beside being computationally tractable, might also be statistically superior to that obtained by minimising the pinball loss.
The rest of the paper is organised as follows. In Section 2 we briefly review additive quantile regression and how it can be set in a Bayesian context using the framework of Bissiri et al. (2016) . Section 3 describes the new loss function and its relation to kernel quantile estimators. In Section 4 we explain how additive quantile regression models can be fitted efficiently, if the new loss function is adopted. We propose a novel approach for posterior calibration in Section 5, and we test it on simulated examples in Section 6. In Section 7 we demonstrate the performance of the proposed approach in the context of probabilistic electricity load forecasting.
Background

Additive quantile regression basics
Quantile regression aims at modelling the τ -th quantile (where τ ∈ (0, 1)) of the response, y, conditionally on a d-dimensional vector of covariates, x. More precisely, if F (y|x) is the conditional c.d.f. of y, then the τ -th conditional quantile is µ = inf{y : F (y|x) ≥ τ }. The τ -th conditional quantile can also be defined as the minimiser of the expected loss
w.r.t. µ = µ(x), where : Some examples of the smooth components that may be included in the additive quantile regression models fitted using the approach proposed here. Left: effect of spatial location, defined using splines on the sphere, on quantile τ = 0.1 of minimum daily temperatures, estimated using the Global Historical Climatology Network (GHCN) dataset (Menne et al., 2012) . The Gulf Stream is visible. Centre: finite area spatial components, based on soap film smoothers, of two GAM fits for τ = 0.5. The data is simulated. Right: sum of the effects of spatial location, defined using an isotropic thin-plate spline basis, distance from the ocean and elevation, on quantile τ = 0.9 of average weekly rainfall in Paraná state, Brazil. The dataset is available within the R-INLA R package (Lindgren and Rue, 2015) .
is the so-called pinball loss. Given a sample of size n, one approximates dF (y) with its empirical version, dF n (y), which leads to the quantile estimator
where x i is the i-the vector of covariates.
In this work we assume that µ(x) has an additive structure such as µ(x) = m j=1 f j (x), where the m additive terms can be fixed, random or smooth effects, defined in terms of spline bases. For instance, a marginal smooth effect could be f j (x) = r k=1 β jk b jk (x j ), where β jk are unknown coefficients and b jk (x j ) are known spline basis functions. Hence, in this framework, µ(x) is really µ(x, β). The basis dimension r is typically chosen to be sufficiently generous that we can be confident of avoiding over-smoothing, but the actual complexity of f j is controlled by a Gaussian smoothing prior on β j , designed to penalise departure from smoothness. The strength of this penalisation by the prior is controlled by one or more smoothing parameters, which must be selected. Analogous expressions can be used to define joint or more complex smooths, such as those shown in Figure 1 . See Wood (2017) for an introduction to additive models, bases and smoothing priors.
Bayesian quantile regression via coherent belief-updating
In order to set quantile regression in a Bayesian framework, we need a mechanism for updating a (Gaussian smoothing) prior, p(β), on the regression coefficients to the corresponding posterior, p(β|y). Usually this would be achieved by specifying a likelihood function and by applying Bayes' rule. The difficulty here is that quantile regression is based on the pinball loss, not on a probabilistic model for the observation density, p(y|β). Hence, the likelihood function is missing, which impedes the application of Bayes' rule. Fortunately, this obstacle can be overcome by exploiting the general belief-updating framework of Bissiri et al. (2016) . In particular, within this framework a prior belief distribution can be updated to produce a posterior while using a loss function, rather than a full likelihood, to connect model parameters to the data. Before showing how this applies to quantile regression, we briefly outline the framework in its general form.
Assume that we are interested in finding the vector of model parameters β minimising
where L(·, ·) is a general loss function and f (y) is the p.d.f. of y. Suppose that we have a prior believe about β, which is quantified by the prior density p(β). Then Bissiri et al. (2016) argue that, given some data y, a coherent approach to updating p(β) is represented by the posterior
When multiple samples, y = {y 1 , . . . , y n }, are available this becomes
where
is an estimate of (3). In addition, p(β|y) often includes a so-called 'learning rate' ν > 0, which determines the relative weight of the loss and of the prior. One way of setting up a scaled posterior is
Similarly to Syring and Martin (2015) we call (5) the scaled 'Gibbs posterior', while we refer to the negative of its normalising constant as the 'marginal loss'. Quantile regression, which is based on the pinball loss, fits squarely into this framework. In fact, if we let ν = 1/σ, with σ > 0, we have
where µ(x) implicitly depends of β and
is the Asymmetric Laplace (AL) density with location µ, scale σ and asymmetry parameter τ . Notice that the negative AL log-density is proportional to the pinball loss, which is the reason why Yu and Moyeed (2001) originally proposed to base Bayesian quantile regression on this density.
Having defined a belief-updating rule based on the pinball loss, it is necessary to specify the prior on the regression coefficients. In a penalised spline regression context the prior on β is often a Gaussian density, centred at the origin, and with a positive semidefinite covariance matrix. Given such a prior, the regression coefficients could, in theory, be estimated by maximising the corresponding Gibbs posterior. The difficulty with this approach is that p AL is non-differentiable at its mode, while log p AL is piecewise linear. Hence standard optimisers, such as Newton algorithm, cannot be used, because they require continuously differentiable, strongly convex objective functions. More importantly, using a non-smooth loss impedes the adoption of the hierarchical framework of Wood et al. (2016) for prior hyper-parameter (i.e. smoothing parameter) selection, which is based on implicit differentiation and on a Laplace approximation to the marginal loss, and prevents using fast asymptotic posterior approximations to quantify parameter uncertainty. In Section 3 we address this issue by proposing a smooth generalisation of the AL density.
As the examples will show, selecting σ correctly is of critical importance for the purpose of obtaining accurate quantile fits and uncertainty estimates. Relative to the proposal of Yu and Moyeed (2001) , the framework proposed here allows for further flexibility when dealing with this parameter. In fact, we decompose σ as follows
where σ 0 is the reciprocal of the learning rate. This is selected using an outer iteration, which approximately calibrates the posterior marginal density of the conditional quantile, µ(x). The additive terms f j (·) are fixed, random or smooth effects, and their purpose is to modulate the learning rate, so that the speed of learning is inversely proportional to the variability of y|x. For fixed σ 0 , the effects f j (·) are determined using the efficient methods described in Section 4.
Generalising the Asymmetric Laplace density
This section proposes a particular smooth generalisation of the pinball loss or, equivalently, of the AL density. Employing a smooth loss will facilitate efficient and reliable belief updating computation, but there are additional reasons for working with this particular loss. With it we are able to re-express the degree of smoothing, relative to the pinball loss, in terms of the difference that the modeller is prepared to tolerate between the estimated quantile and that which would be obtained by the direct use of the pinball loss. This puts the degree of smoothing of the loss on an interpretable and statistically relevant scale. In addition we are able to characterise the maximum rate at which the degree of smoothing of the loss must change with sample size to maintain numerical stability of our methods: crucially it turns out that the statistically optimal rates, derived in a closely related context, are comfortably below the rate required to maintain stability. A final desirable property of our new loss is that, in its density based formulation, it provides a theoretically interesting connection with kernel quantile estimation methods, suggesting theoretical reasons for employing a smooth loss in addition to the computational motivation. Because of this latter point we focus mostly on a density based, rather than loss based, formulation in what follows.
The Extended Log-F (ELF) density
We consider the family of densities with exponential tails described by Jones (2008) 
and G(z) are, respectively, the p.d.f and c.d.f. of a (fictitious) r.v. z. Importantly, this family nests the AL distribution, which is recovered by choosing g(z) to be the Dirac delta and by imposing α = 1 − τ , β = τ , with 0 < τ < 1. Adding location and scale parameters is trivial.
Obviously, we do not aim at recovering p AL (which is not continuously differentiable) exactly, but we propose to substitute the Dirac delta with a smoother p.d.f.. We achieve this by choosing G(z) = G(z|λ) = Φ(z|0, λ) = exp(z/λ)/{1 + exp(z/λ)}, which is the c.d.f. of a logistic random variable centered at zero and with scale λ. Notice that, as λ → 0, we have that Φ(z|λ) → ½(z > 0) which is the c.d.f. corresponding to the Dirac delta density. With this choice we have Φ
[2] (y|λ) = λ log{1 + exp(y/λ)}, which leads to
where Beta(·, ·) is the beta function. The location-scale extension of (9) is simplỹ
We refer to (10) as the Extended Log-F (ELF) density, because imposing λ = 1 leads to the log-F density described by Jones (2008) . Appendix F contains additional details regarding the new density. Most of these are necessary to fit semi-parametric additive models using the methods described in Sections 4 and 5.
Motivating and interpreting the ELF density
Similarly to the log-F density of Jones (2008) , the ELF density is related to kernel quantile estimation methods. Indeed, equating to zero the first derivative of the ELF log-likelihood w.r.t. µ leads to 1 n
whose solution,μ, is a standard inversion kernel quantile estimator at 1−τ (Jones and Yu, 2007) . In fact, the l.h.s. of (11) is a logistic kernel estimator of the c.d.f., with bandwidth λσ. As λσ → 0, the ELF density converges to the AL density, which leads to the empirical c.d.f. estimator (Cheng et al., 2006) . Read (1972) proves the latter estimator to be inadmissible w.r.t. the integrated squared loss, while Falk (1984) finds the corresponding empirical quantile estimator to be asymptotically inferior to kernel estimators, in terms of relative deficiency. In addition, Cheng et al. (2006) provide considerable empirical evidence in favour of kernel estimators. Hence, choosing λσ = 0 leads to a quantile estimator that, beside being associated with a non-differentiable loss, is also statistically sub-optimal. Given that the ELF distribution, with appropriately chosen bandwidth λσ, is statistically superior to the AL distribution for the purpose of quantile estimation, we consider the former distribution to be an extension of, rather than an approximation to, the latter. Figure 2 illustrates, using a simple univariate example, how quantiles are estimated using either the pinball loss or the ELF density. Notice that, while the product of λ and σ determines the bandwidth of the kernel estimator, these parameters are not interchangeable in our penalised regression framework. Hence, while in Section 5 we propose a method for selecting σ, in the rest of this section we assume σ to be fixed, and we focus on determining λ. To do this, we firstly quantify the asymptotic bias of the proposed quantile estimator, measured on the cumulative probability scale.
Theorem 3.1. For fixed τ , let µ 0 be the corresponding true quantile and let µ * be the minimiser ofL
Indicate with f (y) and
Proof. See Appendix A. 8. Centre: corresponding total pinball loss, which is piecewise linear, and ELF loss, which is continuously differentiable, with minima indicated by the dashed lines. Right: minimising the pinball or the ELF loss is equivalent to using, respectively, the empirical c.d.f. or its kernel smoothed version to estimate the quantile location.
Theorem 3.1 makes it clear that obtaining consistent quantile estimates generally requires reducing λ, as n → ∞. But, to maintain computational stability, λ cannot be decreased too rapidly. In fact, as will be explained in Section 4.1, the curvature
where φ(y|µ, λσ) is the p.d.f. of a logistic r.v. with location µ and scale λσ, determines the i-th weight in the Penalised Iteratively Re-weighted Least Squares (PIRLS) iteration used for coefficient estimation. Given that φ(y|µ, λσ) becomes more peaked as λ → 0, the distribution of the weights gets more skewed. This eventually leads to numerical instability, as PIRLS relies on fewer and fewer observations with relatively large weights. Hence, it is of interest determining how fast λ can be decreased, as n → ∞, without compromising stability. The following theorem is useful in this regard.
Theorem 3.
2. Indicate φ(y i |µ, λσ) with u i , for i = 1, . . . , n, and letũ n = max i∈{1,...,n}
for some y * ∈ (µ + σλ log q/(1 − q), µ + σλ log (1 − q)/q).
Proof. See Appendix B.
Theorem 3.2 offers a lower bound on the expected number of observations whose curvature is greater, in absolute value, than a fraction c of the maximum curvature in the sample. It guarantees that, as long as λ decreases slower that n −1 , the expected number of observations with non-negligible relative curvature is bound to increase, thus assuring numerical stability. This rate is much faster than typical optimal rates for kernel quantile estimation. For instance, all the selection methods described by Cheng et al. (2006) lead to bandwidths that are O(n −1/3 ). This assures that, at least for large n, it should be possible to select λ using statistically motivated bandwidth selection methods, with little risk of hitting the lower bound on λ imposed by computational stability considerations.
The analysis offered so far overlooked the fact that, in our context, the distribution of y depends on the covariates x. While we do not pursue this here, we expect that theorems 3.1 and 3.2 could be extended to a regression context by making suitable assumptions on f (y|x). However, it is not clear to us whether the bandwidth selection methods of Cheng et al. (2006) could be adapted to this general setting, because they would require estimating f (y|x) and f ′ (y|x) using kernel densities, which is not trivial to do when x is high-dimensional. To limit the scope of this work, we follow a simpler approach to bandwidth selection, based on Theorem 3.1. In particular, assume that the user has chosen an acceptable value, ǫ ∈ (0, 1), of the asymptotic bias, |F (µ * |x) − F (µ 0 |x)|. Then, for fixed σ, it is sufficient to approximate sup y f (y|x) to determine λ. For instance, if a Gaussian model y ∼ N{α(x), κ 2 } is used, then sup y f (y|x) ≈ 1/ √ 2πκ 2 , which leads to
Obviously, in an heteroscedastic setting, it might be desirable to let κ 2 and σ, and therefore λ * , depend on x. This can be achieved by adopting model (8) for σ, and by using a Gaussian additive model where both α and κ 2 are allowed to vary with x. The advantage of manipulating ǫ is that it does not depend on the scale of y, and that it is arguably more interpretable than λ. In this work we select ǫ to be as small as possible, subject to numerical stability. Given Theorem 3.2 and the results of Cheng et al. (2006) , it is clear that this approach should result in values of λ that lay slightly above the O(n −1 ) computational stability boundary, but below the O(n −1/3 ) area of optimal bandwidths. In the examples we use formula (12) to determine λ and, with one exception, we set ǫ to the default value of 0.05. However, ǫ is generally a pessimistic bound on the asymptotic bias, and it possible to get a more accurate bias estimate by performing a simple post-processing step. In particular, Appendix 3.1 shows that
which can be estimated by approximating µ * (x) using the fitted quantileμ(x), and then
. . , n, on the covariates. A natural and computationally cheap way of doing so is to use a Gaussian GAM, with the same linear predictor models as the fitted quantile model. The resulting estimateŝ b(x 1 ), . . . ,b(x n ) can be used to estimate the integrated absolute asymptotic bias (I b ), which we define by
As the examples will demonstrate,Î b is typically much smaller than ǫ.
4 Model fitting for fixed σ 0
Having defined a smooth generalisation of the AL density, we describe an efficient framework for fitting splines based additive quantile models. Here we assume σ 0 to be fixed, and explain how to estimate the regression coefficients and the smoothing parameters.
Estimating the regression coefficients
Let X µ and X σ be the design matrices corresponding to µ(x) and σ(x). Also µ( 
. . , γ m } is a vector of positive smoothing parameters and the S j s are positive semi-definite matrices, used to penalise the wiggliness of µ(x) and σ(x). To simplify the notation, in this section we indicate − logp F {y i |µ(x i ), σ(x i ), τ, λ} with lo{µ(x i ), σ(x i )}. We refer to lo{µ(x i ), σ(x i )} as the i-th element of the ELF loss. Then, the negative Gibbs posterior log-density of β is proportional to the penalised loss
For fixed γ and σ 0 , Maximum A Posteriori (MAP) estimates of the regression coefficients, β, can be obtained by minimising (13) . Given that the objective function is smooth and convex, this can be done efficiently using Newton algorithm. An important special case arises when σ(x) = σ 0 , because this simpler model can be fitted using PIRLS. In particular, notice that the minimiser,β, of (13) corresponds to that of
are, respectively, the i-th component of the model deviance and of the saturated loss,ll(σ 0 ). In this simplified setting the regression coefficients can be estimated by iteratively minimising
where we indicated β µ with β and
Estimating the smoothing parameters
A natural approach to selecting γ for fixed σ 0 , is minimising the marginal loss
which, as we noted in Section 2.2, is the negative of the normalising constant of the Gibbs posterior. This is very important from a computational point of view, because G(γ, σ 0 ) can be computed and minimised using efficient methods, originally developed to handle marginal likelihoods. In particular G(γ, σ 0 ), which involves an intractable integral, can be approximated using a Laplace approximation. This results in the Laplace Approximate Marginal Loss (LAML) criterion
whereβ is the minimiser of (13), H is the Hessian of (13) evaluated atβ, M p is the dimension of the null space of S γ and |S γ | + is the product of its non-zero eigenvalues. If σ(x) = σ 0 , so that X = X µ andβ =β µ , the LAML becomes
where W is a diagonal matrix such that W ii = w i andll(σ 0 ) is the saturated loss. For fixed σ 0 , LAML can be efficiently minimised w.r.t. γ, using an outer Newton algorithm. Numerically stable formulas for computing LAML and its derivatives are provided by Wood et al. (2016) . Importantly, the derivatives ofβ w.r.t. γ are obtained by implicit differentiation which, in the general case, requires computing mixed derivatives up to fourth order of the ELF density w.r.t. µ and σ. Instead, if σ(x) = σ 0 , the derivatives w.r.t. σ are not needed. Notice that the w i s in (15) and (18) can be very close to zero when fitting quantile regression models based on the ELF density, hence obtaining reliable and numerically stable estimates required modifying the PIRLS iteration and the computation of (18) and its derivatives. This more stable implementation is described in Appendix C.
Superficially it appears possible to optimise LAML w.r.t. σ 0 as well as γ, but the fact that σ 0 is confounded with the learning rate means that this can not be justified by the Bissiri et al. (2016) framework. Indeed, in Section 6 we present examples of the failure of this approach in practice: it produces over wiggly fits and poor interval calibration. Instead, Section 5 presents a calibration-based approach to the selection of σ 0 which, as the examples will show, alleviates both issues.
Calibrating σ 0
Here we propose a novel method for selecting σ 0 , which aims at obtaining approximately well-calibrated credible intervals for the quantile function, µ(x). In particular, let C α {σ 0 , y} be the credible interval for µ(x), at level α ∈ (0, 1). The objective is selecting σ 0 so that
for all α, where P is the objective probability measure, based on the data-generating process, and µ 0 (x) is the true conditional quantile. Indicate the regression coefficients with β = {β µ , β σ }, their MAP estimate withβ, let x µ and let x σ be the corresponding design vectors. Define the covariance matrices
, where I is the Hessian of the unpenalised loss and Σ ∇ = cov[∇ β lo{µ(x), σ(x)}| β=β ] is calculated w.r.t. P. We select σ 0 by minimizinĝ
which is an estimate of the Integrated Kullback-Leibler (IKL) divergence, that is
TṼ µ x µ , while V µ andṼ µ indicate the submatrices of V andṼ representing the covariance of β µ . ζ is a positive constant and N(·, ·)
indicates the normal distribution. To obtain (20),Ṽ is replaced byV = (IΣ −1 ∇ I + S γ ) −1 , whereΣ ∇ is the regularised estimator proposed in Section 5.1. Notice that objective (20) is deterministic and one dimensional, hence it can be efficiently minimised using standard root-finding algorithms, such as bisection. In our experience, the objective is generally smooth and it has a unique minimum. Decreasing σ 0 leads to wigglier fits and increases v(x)/v(x). Increasing σ 0 has the opposite effect.
Our approach is motivated as follows. Notice that the Gibbs posterior can be seen as a posterior based on the misspecified parametric likelihood, formed by the ELF density. Müller (2013) proves that, while the posterior of misspecified models is asymptotically Gaussian with mean vectorβ and covariance matrix V, this posterior is asymptotically worse, in terms of frequentist risk, than a posterior having 'sandwich' covarianceṼ. Given that credible intervals can be derived within a decision-theoretic framework by adopting an appropriate loss function (see for instance Robert (2007) , Section 5.5.3), and that Müller's work considers general losses, it is clear that the intervals based onṼ should have better asymptotic frequentist properties. Hence, we minimise (20) w.r.t. σ 0 to make so that the marginal posterior distribution of µ(x) = (x µ ) T β µ , which is based on V, is as close as possible to that based onṼ. We choose ζ = 1/2, and in general we suggest setting 0 < ζ < 1, to make IKL more robust to the occasional large discrepancies betweeñ v(x) and v(x), which typically occur where the design points are sparse. Notice also that the KL divergence is asymmetric, hence IKL is not invariant to the ordering of v(x) and v(x). We prefer the ordering used here, because it penalises under-coverage (ṽ(x) > v(x)) more heavily than over-coverage (ṽ(x) < v(x)).
As mentioned above, we are minimising the discrepancy between the marginal posteriors for µ(x) based on V andṼ because the latter offers better asymptotic frequentist properties. However, Müller (2013) clarifies that adoptingṼ does not lead to a posterior achieving the lowest possible asymptotic risk. Hence, it is reasonable to expect that intervals based on the true marginal variance ofμ(x) = (x µ ) Tβµ under P would offer better coverage, especially in small samples. To provide such an alternative to the sandwich estimator, Appendix D.1 proposes a bootstrapping procedure for estimating a different IKL loss, where an estimate of var{μ(x)} under P substitutesṽ(x).
Motivated by the non-parametric spline-based context considered here, we have chosen to explicitly calibrate the posterior of µ(x), rather than that of β µ . However, the following argument suggests that the calibration procedure proposed here should lead to approximately calibrated intervals for β µ too. Assume that X µ and X σ are two n×d µ and n × d σ full rank design matrices, where d = d µ + d σ , and suppose that minimising the IKL loss leads to an estimateσ 0 such that (
n. Then the properties of Kronecker products lead to
, where ⊗ r indicates the row-wise Kronecker product, such that the i-th row of
Given that X µ is of full rank d µ , then the symmetry of V µ and the fact that rank( Müller (2013) proves thatṼ achieves a lower asymptotic frequentist risk than V in a setting where the prior is increasingly dominated by the likelihood as n increases, so that the asymptotic variance ofβ does not depend on the prior. In a penalised cubic regression spline context such dominance occurs when the spline basis dimension d = O(n α ) for α < 1/5. This includes the regime considered by Kauermann et al. (2009) , when demonstrating the statistical validity of GAM inference based on Laplace approximate marginal likelihood smoothing parameter estimation. However, other regimes are also possible (e.g. Claeskens et al. (2009)) , and the question of relative risk is then open.
A regularised estimator for Σ ∇
To ease the presentation, here we consider the simplified case σ(x) = σ 0 , and we refer to Appendix D.2 for details regarding how the regularised estimator proposed here can be extended to the general case. Indicate with lo = − logp F {y|µ(x), σ 0 , τ, λ} the ELF loss, and recall we need to estimate the covariance matrix of its gradient, that is
whereμ(x) = (x µ ) Tβ , β = β µ , l µ = ∂lo/∂µ| µ=μ and Φ(y|a, b) is the logistic c.d.f. with mean a and scale b. In the following we use x i to indicate both the i-th vector of original covariates and the corresponding row of the design matrix, x µ i , but this should not cause any confusion. Without loss of generality, assume that σ 0 = 1 and τ > 0.5. Now define s = sign(l µ ), and ω = |l µ |. The latter can be viewed as a weight taking value in [1 − τ, τ ]. Then the covariance matrix could simply be estimated bŷ
but this estimator is highly variable, under certain circumstances. In particular, set λ ≈ 0 and assume that the fitted quantile,μ(x), approximately divides the responses into a set of nτ samples falling below it and n(1 − τ ) above it. Then, if τ ≈ 1, we have that nτ of the x vectors in (22) have weight 1 − τ ≈ 0 and the remaining n(1 − τ ) have weight τ ≈ 1. Hence, when fitting extreme quantiles with high accuracy (low λ), the estimator Σ ∇ will be based on very few observed x i s, which is problematic when d = dim(x) is close to n(1 − τ ). Obviously, the same problem occurs when τ ≈ 0. We address this issue by regularisingΣ ∇ using an inconsistent, but less variable, estimator. In particular, if we assume that l µ and (l µ ) 2 are uncorrelated with, respectively, any element of x or of xx T , we have
which motivates the adoption of the estimator
where X = X µ is the n × d model matrix andx is the vector of its column-means. To see thatΣ ∇ is less variable thanΣ ∇ , consider a simplified setting where nτ rows of X are randomly associated with weight 1 − τ , the rest with weight τ and assume, without loss of generality, that we known that E(x) = 0. Then we have thatΣ
T X, where X τ is formed by the n(1 − τ ) rows of X associated with weight τ . Under independence both estimator are consistent but, for τ ≈ 1,Σ ∇ is effectively based on only n(1−τ ) samples. Notice also that, becausev ar(l
2 > 0, thenΣ ∇ is positive definite as long as X is full rank.
Given these considerations, we propose the following regularised estimator
where α ∈ [0, 1] determines the amount of regularisation. We choose α = min(n e /d 2 , 1), where n e = ( i ω i ) 2 / i ω 2 i is the Kish's Effective Sample Size (ESS) implied by the weights. Given thatΣ ∇ is an inconsistent estimator in general, it is desirable that α → 1 as n increases. By considering a simplified setting, Appendix D.3 proves that E(n e ) is O{n min(1 − τ, τ )} when fitting extreme quantiles. If we assume that d = O(n 1/5 ), which is a relatively fast rate of basis growth for penalised regression splines (see e.g. Wood Table 1 : Additive example: mean(std. dev.) of the RMSEs between true and estimated quantiles, for each quantile and method for n = 10 3 (top rows) and n = 10 4 (bottom rows).
Simulated examples
Before applying the proposed quantile regression framework to load forecasting, we test it on two simulated examples. In particular, in Section 6.1 we fit an additive quantile model where σ(x) = σ 0 to homoscedastic data, while in Section 6.2 we consider an heteroscedastic example, where adequate interval coverage can be achieved only by letting the scale vary smoothly with x.
An additive example
Consider the following additive model
where e i ∼ gamma(3, 1), x i ∼ unif(−4, 4), z i ∼ unif (−8, 8) and v i ∼ unif(−4, 4). We aim at estimating the conditional quantile vectors corresponding to τ = 0.01, 0.05, 0.5, 0.95 and 0.99. For this purpose, we fit an additive quantile regression model for each τ , using the ELF loss and σ(x) = σ 0 . We select σ 0 either by minimising LAML w.r.t. both σ 0 and γ, or by the calibration approach of Section 5. We consider two versions of the latter, one based on the sandwich covariance matrixṼ, the other on the bootstrapping routine of Appendix D.1. We also include quantile regression by gradient boosting, as implemented in the mboost R package (Hothorn et al., 2010) . We simulate 20 datasets from (23), using either n = 10 3 or n = 10 4 , and we fit an additive model for each τ using each approach. The fitted model includes a smooth effect for each covariate, based on cubic regression splines bases of rank 30. Beside selecting the rank of the bases, the boosting approach requires also selecting the degrees of freedom of each effect, which we set to 6. The number of boosting iterations was selected by minimising the out-of-bag empirical risk, based on the pinball loss and on 100 bootstrap datasets. The boosting step size was equal to 0.1 when n = 10 3 and 1 when n = 10 4 . To select σ 0 by posterior calibration, we minimised the estimated IKL loss using Brent's method (Brent, 2013) . The bootstrap version of the procedure was based on 100 bootstrap samples. We selected λ using formula (12), with ǫ = 0.05 when n = 10 3 and ǫ = 0.01 when n = 10 4 , while we set κ 2 to be equal to the residuals variance estimated using an initial Gaussian additive model fit. Fitting this model has a negligible impact on the computational cost, as it has to be done only once, before calibrating σ 0 . Table 1 reports the average RMSE ([n
1/2 ) across the 20 runs, for each sample size. When n = 10 3 , the RMSEs achieved by the two calibration approaches are slightly lower than those achieved by gradient boosting. However, boosting attains marginally lower RMSEs when n = 10
4 . LAML selection of σ 0 leads to acceptable results at and below the median, but it overfits for τ = 0.95 and 0.99. The main point of this comparison is demonstrating that the calibration procedure based onṼ leads to quantile estimates that are roughly as accurate as those produced by bootstrap based calibration or gradient boosting, but much cheaper to compute. On an Intel 2.50GHz CPU, calibrating the learning rate usingṼ takes around 1.2s for n = 10 3 and 10s for n = 10 4 , when τ = 0.5. Under bootstrapping the calibration takes 13s and 126s, while selecting the number of boosting steps takes around 134s (2000 steps) and 150s (550 steps). However, selecting the number of boosting step takes much longer for τ = 0.01: 1.7h (3 × 10 4 steps) and 1.3h (6000 steps). For the same quantileṼ-based calibration takes 3.2s and 20s, while the bootstrap version takes 45s and 350s. In practice mboost's computing times are longer, as the cross-validation needs to run beyond the optimal step size, which is not known in advance. Figure 3 shows the empirical coverage, at 95%, 75% and 50% level, achieved by the credible intervals for µ(x), using calibration or LAML to select σ 0 . We do not check the coverage achieved by gradient boosting, because analytic formulas are unavailable and confidence intervals must be obtained by bootstrapping with each bootstrap replicate as computationally expensive as the original fit. Notice that the coverage achieved using LAML for selecting σ 0 is well below nominal levels for most quantiles, and does not improve as n increases. When n = 10 3 , the bootstrap-based calibration achieves nominal coverage almost exactly, for τ = 0.01, 0.05 and 0.5, but the coverage is too low for higher quantiles. Nominal coverage is approximately achieved for all quantiles when n = 10 4 , while achieving nominal coverage underṼ-based calibration requires a larger sample size, when τ = 0.99. Arguably, here we are dealing with a worst-case scenario for quantile regression. Indeed, the observation density is highly skewed to the right but, when τ ≈ 1, the pinball loss is steeply increasing on that side. The same holds true under the ELFbased loss, hence few observation located above the quantile have a strong influence on the fit. UnderṼ-based calibration and n = 10 3 , this entails that α ≈ 0, so thatΣ ∇ ≈Σ ∇ (see Section 5.1). ButΣ ∇ is based on the assumption that l µ and the elements of x µ are uncorrelated. Given that l µ is a function of the residual y − µ(x), the dependence between l µ and x µ can be expected to be weaker for low σ 0 (lower coverage) than for high σ 0 (higher coverage). This might explain why, when n = 10 3 and τ = 0.99, the selected values of σ 0 are lower underṼ-based than under bootstrap based calibration.
We use the post-processing step described in Section 3.2 to estimate I b underṼ-based calibration. When n = 10 3 (10 4 ),Î b ranges between around 0.015 (0.001) at τ = 0.05 and 
An heteroscedastic example
Here we consider the following heteroscedastic data generating process
where x i ∼ unif(−4, 4). We simulate n = 10 3 data points from (24) and we fit quantile models for the median and the 95th percentile. In particular, we consider a simplified model where σ(x) = σ 0 and a full model where the scale is allowed to vary with x. We use cubic regression spline bases of rank 15 for both location and scale. We set ǫ = 0.05 and determine λ using (12). Notice that, when the full model is used, we use a preliminary Gaussian model where both mean and variance depend on x, hence λ = λ(x). We fit this Gaussian model using the methods described by Wood et al. (2016) .
The first two columns in Figure 4 compare nominal and empirical coverage of credible intervals for µ(x), obtained by fitting 3000 datasets simulated from (24) usingṼ-based calibration. Clearly, the simplified model provides unreliable intervals even at the median, while the intervals of the full model are much closer to nominal levels. Figure 4 also shows a fit to the motorcycle dataset (Silverman, 1985) , obtained using τ = 0.8, an adaptive P-spline basis of rank 30 for µ(x) and a thin-plate spline basis of rank 5 for σ(x).
Here the post-processing step of Section 3.2 gives I b estimates with mean(sd) equal to 0.005(0.003) for τ = 0.5 and 0.004(0.002) for τ = 0.95, under the full model.
Probabilistic load forecasting
GAMs have proved highly successful at EDF, because they can capture the complex relations existing between electricity load and several meteorological, economic and social factors, while retaining a high degree of interpretability, which is critically important during exceptional events, when manual intervention might be required. However, as stated in Section 1, the cost structure relevant to an electrical utility implies that only certain conditional quantile estimates are of high operational interest. This, together with the difficulty of finding a distributional model for the conditional load distribution that holds at several levels of aggregation, makes of semi-parametric quantile regression an attractive alternative to traditional GAMs. In this section we consider the three datasets shown in Figure 5 . The first is the dataset used in the load forecasting track of the Global Energy Competition 2014 (GEFCom2014). This covers the period between January 2005 and December 2011, and it includes halfhourly load consumption and temperatures. The other two datasets contain half-hourly electricity demand from the UK and French grids. The first covers the period between January 2011 and June 2016, the second between January 2013 and December 2017. We integrate them with hourly temperature data from the National Centers for Environmental Information (NCEI) and Météo France. We aim at predicting 20 conditional quantiles, equally spaced between τ = 0.05 and τ = 0.95. Given that load consumption is strongly dependent on the time of the day, it is common practice (e.g. Gaillard et al. (2016) ) to fit a different model for each half-hour. To limit the computational burden, here we consider only the period between between 11:30 and 12am. We use the period 2005-09 of the GEFCom2014 dataset for training, leaving the last two years for testing. Similarly, we use the last 12 months of the UK and French datasets for testing. Gaillard et al. (2016) proposed a quantile regression method which ranked 1st on both the load and the price forecasting track of GEFCom2014. This is a two-step procedure, called quantGAM, which was partially motivated by the lack of reliable software for fitting additive quantile models. Very briefly, their method firstly fits a Gaussian additive model to model mean load and, optionally, a second one to model the variance of the residuals from the first fit. Then, for each quantile, they fit a linear quantile regression to model the load, using the effects estimated by the Gaussian fits as covariates. We compare their method to our proposal and to gradient boosting, using the set of covariates proposed by Gaillard et al. (2016) : hourly temperatures (T t ); smoothed temperature (T s t ), obtained by exponentially smoothing T t ; a cyclic variable indicating the position within the year (S t ); a factor variable indicating the day of the week (D t ); a sequential index representing time (t); the observed load at the same time of the previous day (L t−48 ). Hence, the model for quantile τ is indicates that we used a basis of rank 15 and 6 degrees of freedom (the latter need to be chosen only under boosting). ψ Dt is a fixed effect, whose value depends on D t .
We use σ(x) = σ 0 and we calibrate σ 0 using eitherṼ-based calibration or 100 bootstrapped datasets. We use 100 replicates also to select the number of boosting steps, while the step-size used for gradient boosting is equal to 0.1. We use ǫ = 0.05 in (12) to determine λ, with κ 2 being estimated using a Gaussian additive model. Having tuned σ 0 and the number of boosting steps on the training sets, we forecast electricity load one week ahead on the test sets. See Appendix E for further details.
The bottom plots in Figure 5 show, for each τ and dataset, the pinball loss incurred by each method on the testing sets, divided by the pinball loss of a Gaussian additive fit. It is satisfactory to notice that a) the calibrated quantile regression approach does better than a Gaussian fit for almost all quantiles, b) the performance ofṼ-based calibration is almost identical to that of the much slower bootstrap based version and c) on the GEFCom2014 dataset the proposed approach does slightly better than quantGAM, which was developed specifically for the GEFCom2014 challenge. Further, calibrated quantile regression does better than gradient boosting on the GEFCom2014 and UK datasets, while the performance of the two methods is comparable on the French dataset. The ranges of the I b estimates, calculated across the 20 quantiles, are equal to [0.006, 0.016], [0.006, 0.015] and [0.009, 0.02] , respectively for the GEFCom2014, UK and French datasets.
Regarding computing time,Ṽ-based calibration of the learning rate on the UK training data takes between 1s and 4s, depending on τ ∈ [0.05, 0.95]. Under boostrapping, the calibration time is between 15s and 30s. For gradient boosting, the number of steps which minimises the cross-validated risk criterion varies widely across quantiles. In fact, for τ ≈ 0.4 more than 5500 steps are needed, while for τ ≈ 0.65 it is sufficient to use 700 steps. Using mboost, cross-validation takes around 700s in the first case and 90s in the second. In practice, the optimal number of steps is not known in advance, hence it is necessary to cross-validate beyond the optimal point. We considered up to 1 × 10 4 steps for all quantiles, which translates to roughly 1250s. In the simulation setting considered here, where the smoothing parameters and regression coefficients are updated every week, our method has the further advantage that it is possible to initialise these quantities using the most recent model fit.
Conclusion
The main contribution of this work, which was motivated by the need for more flexible GAM models at EDF, has been to provide a computationally stable and efficient framework for fitting semi-parametric additive quantile regression models. The learning rate and all smoothing parameters are estimated automatically and well calibrated uncertainty estimates are provided at no additional computational cost. To achieve this we employed the general Bayesian belief updating framework of Bissiri et al. (2016) , but by developing a particular smooth generalisation of the quantile regression 'pinball' loss we were able to compute reliably and efficiently using the methods of Wood et al. (2016) , taking an empirical Bayes approach of estimating smoothing parameters to optimise an appropriate marginal loss. This approach gives us direct access to the rich range of smooth model components available in the penalised regression spline approach to generalized additive modelling. The belief updating learning rate parameter was selected to achieve good calibration of uncertainty estimates, using either bootstrapping or a more efficient calibration procedure based on a regularised sandwich covariance estimator. Hence we have met the four requirements for a practical usable framework set out in the introduction.
Working with a smooth loss is not novel in itself. For example Oh et al. (2012) and Yue and Rue (2011) have both employed different smooth approximations to the pinball loss or AL density. Similarly to the former proposal, our novel ELF loss allows us the relate the degree of smoothing to the asymptotic difference between the quantile estimates from the ELF loss and the pinball loss, but with the advantage that this is done in an interpretable manner, providing a statistically useful way of setting the degree of smoothness. In the work here we simply set the degree of smoothing at a level sufficient to maintain numerical stability, meaning that results are extremely close to those that would be obtained using the pinball loss. An additional attractive feature of the ELF loss is its close connection to kernel quantile estimation methods, and the opportunity that this may present to develop ways of selecting the degree of loss smoothness from a statistical, rather than computational, perspective.
In practical terms the electricity load forecasting examples demonstrate the practical utility of the proposed approach. Performance is competitive with that of gradient boosting, but at much lower computational cost (even more so when uncertainty estimates are required). Similarly, the methods are competitive with the ad hoc approach of Gaillard et al. (2016) , on the very example for which that method was designed.
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Appendices
A Proof of Theorem 3.1
To simplify the notation, indicatep F (y|µ, σ, τ, λ) withp F (y). We start from
where we used the fact that ∂ logp F (y)/∂µ| µ=µ * = 0. We proceed to bound the r.h.s. from above. For any µ, simple manipulations lead to
where ½(·) is an indicator function and Φ(y|µ, λσ) is the logistic c.d.f.. Then we have
where the second equality holds due to the symmetry of the integrand around µ * . Using the substitution z = (y − µ * )/λσ leads to
Notice that the r.h.s. of (25) makes it clear that, if f (y) is symmetric around µ * , then
B Proof of Theorem 3.2 Defineū = max y φ(y|µ, λσ) = (4λσ) −1 and notice that
Now, the symmetry of φ around µ leads to
where Q(q) = µ + λσ log{q/(1 − q)} is the quantile function of a logistic distribution and q = (1 − √ 1 − c)/2, which is obtained by solving
for some Q(q) < y * < Q(1 − q), due to the Mean Value Theorem. Elementary manipulations lead to the final result.
C Stabilising computation under the ELF density C.1 Dealing with zero weights in PIRLS
Quantile regression with the ELF density requires that we work with many weights that can be very close to zero, while the corresponding log-likelihood or deviance derivative is far from zero. This can lead to a situation in which the vector containing w i z i is well scaled, while the vector containing |w i |z i is very poorly scaled. This scaling problem can reverse the usual stability improvement of QR-based least squares estimation over direct normal equation solution.
We adopt the notation of Wood (2011) . LetW be a diagonal matrix withW ii = |w i | and let E be a matrix such that S γ = E T E. Then let QR be the QR decomposition of √W X and define the further QR decomposition Wood (2011) shows that
wherez is a vector such thatz i = z i if w i ≥ 0 andz i = −z i otherwise, while the definition of f should be obvious. Now we can test for stability of the computation to the scaling of √Wz by testing whether RQ
to sufficient accuracy. If it does not, then we recompute f using
If we define the matrices
then another possibility, that may be more convenient when usingβ = PK T √Wz , is to test whether K T √Wz = P T Wz to sufficient accuracy, and to useβ = PP T Wz if not.
Algorithm 1 Estimating IKL P (σ 0 ) for fixed σ 0 Assume that τ is fixed and that λ is a function of σ 0 based, for instance, on (12). Then the IKL loss is estimated as follows:
1: using the full design matrix, X, and response, y, estimate γ by minimising (17) or (18). Givenγ, estimate β by minimising the penalised loss (13) or (14) and obtain the reference estimateμ 0 = X µβµ . 2: For j = 1, . . . , k 1. Givenγ, estimate β by minimising the penalised loss (13) or (14), based on the j-th bootstrap design matrix, X j , and response vector, y j . The resulting estimate isβ j .
2. Obtain the bootstrapped quantile prediction vectorμ j = X µβ µ j .
3: Estimate the loss usinĝ
whereμ(x i ) andv ar{μ(x i )} are the sample mean and variance ofμ 1 i , . . . ,μ k i .
If we define the diagonal matrices T j = diag(∂w i /∂ρ j ) and T jk = diag(∂ 2 w i /∂ρ j ∂ρ k ), then this last expression corresponds to the equivalent formula in Wood (2011) and can be computed in the same way. The point of all this is that, if we followed the original formulation of Wood (2011), we would be dividing by the (almost zero) weights in the definition of T j and T jk . This is avoided here.
D Details regarding the calibration procedure D.1 Calibration by bootstrapping
Let x i be the i-th vector of covariates and indicate with X = [X µ ; X σ ] the design matrix. Let E(z) be the expectation, w.r.t. P, of some r.v. z. The aim here is estimating
by bootstrapping (that is, sampling with replacement) the full dataset and then re-fitting the model on each bootstrap replicate. Relative to the IKL loss based onṼ, notice that (26) contains also a term related to finite sample bias, which can be estimated at no extra cost using the same bootstrap samples used to estimate var{μ(x)}. Indicate the k bootstrap samples of y and X with y 1 , . . . , y k and X 1 = [X µ 1 ; X σ 1 ], . . . , X k = [X µ k ; X σ k ], respectively. Given these inputs, Algorithm 1 gives the steps needed to estimate IKL P (σ 0 ), for fixed σ 0 . An important feature of this procedure is that the smoothing parameters need only be estimated once, using the full dataset, so that the cost of each bootstrap replicate is substantially less than the cost of a full model fit. Further, if the bootstrap samples are simulated only once the marginal variance and bias estimates, and the resulting IKL loss, are deterministic functions of σ 0 .
D.2 Estimating Σ ∇ in the general case
Let X µ , X σ , β µ and β σ be the design matrices and coefficient vectors corresponding to µ(x) and σ(x). (21), with σ(x) in place of σ 0 . Notice that is possible for µ(x) and σ(x) to be based on the same design matrices, that is X µ = X σ . This implies that the correlation between σ(x) and x µ could in practice be very high, which suggests that σ(x) should be used to scale x µ rather than incorporated in the weight ω = |l µ |. Hence, we propose to regularise using the following inconsistent estimator
where Γ = diag(σ 2 1 , . . . , σ 2 n ), σ i = σ(x i ) andx µ is the vector of column means of Γ 1/2 X µ . We also need to estimate Σ σσ ∇ = cov(x σ l σ ), where l σ = ∂lo/∂σ| σ=σ andσ = (x σ )
Tβσ . An argument similar to that used for Σ µµ ∇ suggests that the empirical estimatorΣ σσ ∇ is highly variable, when fitting extreme quantiles with low λ. Hence we propose a less variable estimator, which is consistent under the assumption that l σ and (l σ ) 2 are uncorrelated with any element of, respectively, x σ and x σ (x σ ) T . In particular,
D.3 Asymptotic behaviour of E(n e )
Consider a simplified setting where y 1 , . . . , y n are i.i.d. random variables and µ is a scalar. Without loss of generality, set τ ≥ 0.5, σ 0 = 1, and notice that E(n e ) n = E{(n −1
for anyτ ∈ (1 − τ, 1), where Q(u) = µ + λlog{u/(1 − u)} is the logistic quantile function. If we setτ = 0.5 and evaluate E(n e )/n at µ = F −1 (τ ), where F is the c.d.f. of y under P, we have that
As n → ∞, consistency requires that λ → 0, so E(n e ) is O{n(1−τ )} when fitting extremely high quantiles (τ ≈ 1). Similar steps prove that E(n e ) is O(nτ ) when τ ≈ 0.
E Details on the electricity forecasting application
We remove from the UK and French datasets all data between the 21st of December and the 4th of January (included), because in an operational setting forecasting electricity demand during this period requires manual intervention, as demand behaviour is anomalous relative to the rest of the year. For the same reason we exclude from the French dataset the period between the 26th of July and the 24th of August (included).
To forecast load one week ahead, we use the observed temperature over that week. Obviously future temperatures would not be available in an operational setting, and a forecast would be used instead. But using a forecast would add further uncertainty to the results of the comparison performed here, hence we prefer using observed temperatures. Week by week we predict the load for the next seven days, and then we re-fit all models using the newly observed values of load and temperature.
F Details regarding the ELF density F.1 Derivatives of the log-likelihood
The logarithm of the proposed density (10) is ll(y) = logp F (y|µ, σ, τ, λ) = (1−τ ) y − µ σ −λ log 1+e y−µ λσ −log λσBeta λ(1−τ ), λτ , When evaluating this numerically, it is important to approximate log(1 + e z ) with z + e 
