Reaction-di usion systems on the real line are considered. Localized travelling waves become unstable when the essential spectrum of the linearization about them crosses the imaginary axis. In this article, it is shown that this transition to instability is accompanied by the bifurcation of a family of large patterns that are a superposition of the primary travelling wave with steady spatially-periodic patterns of small amplitude. The bifurcating patterns can be parametrized by the wavelength of the steady patterns; they are time-periodic in a moving frame. A major di culty in analyzing this bifurcation is its genuinely in nite-dimensional nature. In particular, nite-dimensional Lyapunov-Schmidt reductions or center-manifold theory do not seem to be applicable to pulses having their essential spectrum touching the imaginary axis.
Introduction
Travelling-wave solutions of parabolic equations on the real line arise in a variety of applications. An important issue is their stability since it is expected that only stable travelling waves can be observed. Once stability has been proved over a certain range of parameters, the dynamics near a travelling wave is predictable: any solution nearby is attracted to the travelling wave or an appropriate translate of it. In that respect, interesting parameter values are those at which a transition to instability occurs. Near such transitions, other and possibly more complicated patterns may bifurcate from the primary travelling wave. A travelling wave becomes unstable if a subset of the spectrum of the linearization about it crosses the imaginary axis. One possibility is that this subset consists of isolated eigenvalues. The resulting bifurcation problem can be analyzed using standard center-manifold theory. In this article, we focus on a qualitatively di erent mechanism that also leads to instability, namely that of essential spectrum crossing the imaginary axis. We call this instability mechanism an essential instability. This route to instability is considerably more di cult to analyze since it is genuinely in nite-dimensional. In fact, to our knowledge, this transition has not been investigated previously except for small fronts 2] . Another related article is 20] where essential instabilities of fronts are studied utilizing numerical simulations and the analysis of a series of caricature problems. The waves investigated therein are of a quite di erent nature and we refer to Section 4 for a discussion. We distinguish between several kinds of travelling waves. Pulses are travelling waves that converge to the same asymptotic state as the spatial variable x tends to 1. Fronts, on the other hand, connect di erent asymptotic states at 1. Periodic wave trains are travelling waves that are periodic in the spatial variable. In the following, we focus on pulses. Most of the results presented in this article apply also to fronts and wave trains, and we discuss these generalizations in Section 4. Essential instabilities of pulses are caused by an instability of the asymptotic equilibrium state of the pulse. Suppose that h(x?c 0 t) is a pulse that moves with speed c 0 to the right.
Its essential spectrum corresponds to small-amplitude waves of the form e ikx+ t that are created at the asymptotic state of the pulse, that is, at its tails. The wavenumber k and the eigenvalue satisfy a certain dispersion relation. At the onset of instability induced by the essential spectrum, there exist then waves of the form e i(kx+!t)
. There are four qualitatively di erent cases corresponding to all possible combinations of ! and k being zero or non-zero. We focus here on the case of a stationary bifurcation, that is ! = 0, for non-zero k. When both the wavenumber k and the eigenvalue ! are zero, the situation is actually considerably simpler since it corresponds to a homoclinic bifurcation in an ordinary di erential equation where the equilibrium undergoes a pitchfork bifurcation. On the other hand, the case of non-zero ! is similar to the case ! = 0, and we refer to Section 4 for a discussion. From now on, we concentrate on situations where ! = 0 and k = k 0 are non-zero, that is, we assume that the dispersion relation is satis ed by 0 = 0 and some k 0 6 = 0. The associated local bifurcation close to the equilibrium state is known as the Turing instability; see Sections 3.2 and 3.4. It generates small patterns of the form e ik 0 x that are often referred to as Turing patterns. These patterns possess a spatially oscillating structure with period 2 k 0 . We seek time-periodic modulations of the pulse that are reminiscent of a linear superposition of these small steady patterns and the large localized pulse. In a coordinate system = x ? c 0 t moving with the speed c 0 of the pulse, the steady patterns e ik 0 x become travelling waves e ik 0 ( +c 0 t) =: e i(k 0 +! 0 t) with ! 0 := c 0 k 0 . They move with speed ?c 0 relative to the pulse h and have period 2 ! 0 in time. In this moving frame, the modulated pulse looks roughly like Ae i(k 0 +! 0 t) + h( ) for small A; see Figure 1 . We remark that Turing patterns bifurcate for any wavenumber k close to k 0 . Correspondingly, we expect to nd modulated pulses with asymptotic wavenumber k and temporal frequency ! = c 0 k for any k close to k 0 . For the sake of clarity, we rst seek modulated pulses with temporal frequency ! 0 = c 0 k 0 . Only at the end of the analysis, in Section 3.7, we show how modulated pulses with other temporal periods can be obtained. Since the critical eigenvalues = i! 0 are not isolated in the spectrum, it is di cult to reduce the dimension by applying Lyapunov-Schmidt reduction or center-manifold theory. Often, modulation equations have been used to describe the dynamics near homogeneous steady states. In the aforementioned context of bifurcations from equilibria, a partial justication of the approximation by modulation equations, that is Ginzburg-Landau equations, has been achieved in 7]; see also 3, 12] and the references therein. Modulation equations close to a pulse would have to capture both the dynamics close to the asymptotic equilibrium state of the pulse, typically described by a Ginzburg-Landau equation, and the global 3 interaction of the modulation through the pulse. An attempt to derive such a modulation equation, at least formally, has been made in 1]. However, the resulting Ginzburg-Landau equation is still di cult to analyze. We therefore resort to a completely di erent approach and cast the parabolic equation ( In other words, we anticipate the temporal period 2 ! 0 and then reverse the role of time and space by viewing (1.4) as an evolution equation in . The restriction to 2 ! 0 -periodic functions is very e cient since most of the essential spectrum disappears for the initialvalue problem (1.4). In fact, the spectrum of the linearization of (1.4) about (u; v) = 0 has a pair of isolated imaginary eigenvalues ik 0 ; see Figure 2 (b). Thus, we expect a Hopf bifurcation leading to spatially periodic solutions with small amplitude. Here, we recover precisely the Turing patterns of the form e ik 0 x = e i(k 0 +! 0 t) . On the other hand, the travelling wave h( ) corresponds to a time-independent homoclinic solution (h; h )( ) of (1.4). We then seek solutions close to (h; h )( ) that are homoclinic to the aforementioned small periodic waves. If (1.4) were an ODE, we could readily investigate the existence of such connections by studying intersections of suitable global invariant manifolds associated with the periodic waves. However, the initial-value problem for (1.4) is ill-posed. Indeed, Figure 2 2 A nite-dimensional model problem
In this section, we outline the bifurcation that occurs in the elliptic problem (1.4) when the essential spectrum of (1.3) crosses the imaginary axis. For the sake of clarity, we utilize a four-dimensional model that mimics precisely the bifurcation we are interested in. Let -symmetry in the u 1 -variable, we are left with a three-dimensional ODE having a homoclinic orbit to an equilibrium in a two-dimensional ow-invariant subspace. Moreover, the equilibrium experiences a pitchfork bifurcation in the direction transverse to this subspace; see Figure 3 . Upon changing c, unstable and center-stable manifold of the origin cross each other with non-vanishing speed in the three-dimensional space. If the pitchfork bifurcation is supercritical, the bifurcating equilibrium has a one-dimensional unstable manifold, which is close to the (strong) unstable manifold of the origin. Therefore, upon changing c, the unstable manifold of the bifurcating equilibrium also crosses the center-stable manifold of the origin due to the persistence of transverse crossings under perturbations. The unique intersection curve corresponds to a homoclinic orbit to the bifurcating equilibrium since the origin is unstable within the center manifold; see Figure 3 . The main di erence between the elliptic problem (1.4) and our model problem is that the phase space for the former equation is in nite-dimensional, and both the unstable and the center-stable manifold of the origin are in nite-dimensional. Even the existence of these manifolds far away from the equilibrium is not evident as we do not have a ow to propagate local invariant manifolds.
3 Bifurcations of time-periodic travelling waves
The parabolic and elliptic equation
We consider the semilinear parabolic equation
where u 2 R n , D is a diagonal matrix with positive entries, and f : R n R ! R n is a smooth nonlinearity with f(0; ) = 0 for all .
Hypothesis (TW) Assume that h(x?c 0 t) is a travelling-wave solution of (3.1) for = 0 and some c 0 6 = 0 such that h( ) tends to zero exponentially as j j tends to in nity.
6 Transforming (3.1) into the moving frame ( ; t) = (x ? ct; t), we obtain u t = Du + cu + f(u; ); 2 R; (3.2) which then admits the equilibrium h( ) for (c; ) = (c 0 ; 0). Equation ( In order to prove the remaining claims on the resolvent and spectral splittings, it su ces to investigate (3.11) for`2 Z with j`j large. We then scale a`= 1 p j`jâ`; b`=b`: (3.12) This rescaling accounts for the norm on Y`; see (3.5) . In particular, j(a`; b`)j respectively. The last equation has 2n solutions^ j which are not imaginary and independent of`. By Rouche's Theorem, there are then 2n zeroes of (3.14) near the set f^ j g. The rescaling = p j`j^ shows that the real parts of the corresponding eigenvalues are actually unbounded as j`j ! 1. Similarly, the spectral projections associated with the limiting problem (3.15) perturb to spectral projections of (3.13) in Y`that are bounded uniformly in`. Due to the de nition of the norms on Y and the rescaling (3.12), the lemma is proved.
The linearization about the travelling wave
We consider the linearizations of (3.2) and (3. Dw + cw + @ u f(h( ); 0)w = i`! 0 w: (3.18) Moreover, w 2 X. Therefore, i`! 0 2 spec(L). Next, suppose that = i`! 0 2 spec(L). If j`j 6 = 1, then is not contained in the essential spectrum by (P1). Hence, the eigenfunction associated with i`! 0 is localized, and therefore corresponds to a bounded solution of (3.18). It remains to consider the case = i! 0 . We seek bounded solutions of (3. Our next goal is to solve (3.3) using the information gathered so far. Unfortunately, the initial-value problem for (3.3) is not well-posed on Y . Under certain circumstances, however, (3.3) can be solved in forward or backward -direction for initial values in certain -depending subspaces of Y . We say that (3.3) has an exponential dichotomy on R + if there are projections P + ( ) de ned for 0 with the following property: for any V 0 2 R(P + (0)), there exists a unique solution V ( ) of (3.3) which is de ned for 0 such that V (0) = V 0 . Moreover, V ( ) tends to zero exponentially as ! 1, and V ( ) 2 R(P + ( )) for all 0. Similarly, for any V 0 in the null space of P + ( 0 ), there is a unique solution V ( ) of (3.3) which is de ned for 0 0 such that V ( 0 ) = V 0 ; furthermore, V ( ) decays exponentially for decreasing with 0 0 . In other words, for 0, there are two complementary subspaces, R(P + ( )) and R(id ?P + ( )), such that we can solve the elliptic equation forward and backward in for initial values in R(P + ( )) and R(id ?P + ( )), respectively. Exponential dichotomies on R ? are de ned analogously; solutions in R(P ? (0)) decay exponentially as ! ?1.
In the following lemma, we show that equation (3.3) has dichotomies so that we can solve it forward and backward in provided the initial values are contained in appropriate subspaces. The only di erence to the situation described right above is that solutions do not necessarily decay. In a coordinate frame moving with speed c, the aforementioned spatially-periodic steady patterns become time-periodic travelling wave-trains with frequency ! = ck. We assume from now on that the wave speed c 0 of the pulse is negative, i.e. c 0 < 0. If c 0 > 0, we change 7 ! ? and obtain c 0 < 0 in the new spatial variable.
Since the pulse is not spatially periodic, we introduced spatial dynamics on time-periodic functions. In the next step, we rephrase the aforementioned result on bifurcation to wave trains in terms of the spatial dynamics. Consider the nonlinear elliptic problem (3. Proof. The lemma follows from the standard S 1 -equivariant Hopf-bifurcation theorem. We obtain a family ? c;^ of periodic solutions parametrized by (c;^ ). Using the relations (3.25) and (3.27) , it is easy to see that we can parametrize the periodic solutions also by the spatial wavenumber k. The relation c = ! 0 =k follows since we deal with steady patterns of spatial period Of course, the family of solutions ? k;^ is precisely the family of Turing patterns that we would have obtained via standard Lyapunov-Schmidt reduction for the temporal dynamics.
The periodic solutions ? k;^ ( ) of (3.3) correspond to solutions k; ( ; t) of (3. 
Transversality
We seek solutions of (3. The appearance of these wave trains can probably be explained rigorously by essential instabilities of periodic wave trains; this is work in progress. As mentioned earlier, Sherratt 20] investigated, numerically and otherwise, fronts that destabilize in an essential instability. The reaction-di usion systems he used are predator-prey models. The patterns he observed, however, are not modulated fronts but are composed of several modulated waves with di erent wave speeds.
