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Abstract
Devices in Mobile Ad Hoc Networks (MANETs) are mostly powered by battery.
Since the battery capacity is xed, some techniques to save energy at the device
level or at the protocol stack should be applied to enhance the MANETs lifetime.
In this thesis, we have proposed a few energy saving approaches at the network
layer, and MAC layer.
First, we proposed a routing technique, to which the following metrics are built
into: (i) node lifetime, (ii) maximum limit on the number of connections to a des-
tination, and (iii) variable transmission power. In this technique, we consider a
new cost metric which takes into account the residual battery power and energy
consumption rate in computing the lifetime of a node. To minimize the overutiliza-
tion of a node, an upper bound is set on the number of connections that can be
established to a destination. The proposed technique is compared with AODV [1]
and LER [2]. It outperforms AODV and LER in terms of network lifetime.
Next, a technique called Location Based Topology Control with Sleep Scheduling
(LBTC) is proposed. It uses the feature of both topology control approach in which
the transmission power of a node is reduced, and power management approach in
which nodes are put to sleep state. In LBTC the transmission power of a node is
determined from the neighborhood location information. A node goes to sleep state
only when: (i) it has no trac to participate, and (ii) its absence does not create
a local partition. LBTC is compared with LFTC [3] and ANTC [4]. We observed
that the network lifetime in LBTC is substantially enhanced.
A framework for post-disaster communication using wireless ad hoc networks
is proposed. This framework includes: (i) a multi-channel MAC protocol, (ii) a
node-disjoint multipath routing, and (iii) a distributed topology aware scheme.
Multi-channel MAC protocol minimizes the congestion in the network by trans-
mitting data through multiple channels. Multipath routing overcomes the higher
energy depletion rate at nodes associated with shortest path routing. Topology
aware scheme minimizes the maximum power used at node level. Above proposals,
taken together intend to increase the network throughput, reduce the end-to-end
delay, and enhance the network lifetime of an ad hoc network deployed for disaster
response.
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Chapter 1
Introduction
Wireless technology has been inuencing the society in many ways. Today a wide
range of wireless products are available in the market. Moreover, devices are get-
ting more and more mobile. Wireless technology has various applications which
includes cellular data services (GSM, GPRS, CDMA, and 3G), Wireless-Fidelity
(IEEE 802.11), Bluetooth (IEEE 802.15.1), Zigbee (IEEE 802.15.4), WiMax (IEEE
802.16), Ultra Wide Band (IEEE 802.15.3), etc. These technologies are available
on an ever increasing number of devices such as laptops, mobile phones, PDA,
etc., which allows them to connect dierent networks. Explosive growth of wireless
communication networks has made this as one of the important areas of research.
Most of the wireless networks are infrastructure dependent and requires a base sta-
tion or access point to operate. For example, cellular networks such as GSM and
CDMA requires a base station for communication among the mobile devices. There
also exists another type of wireless networks called ad hoc networks which operates
without the support of any pre-established xed infrastructure. They can be de-
ployed anywhere at anytime with minimal administration, and are self-organized,
self-controlled, self-congurable network [5{9].
1.1 Wireless Ad Hoc Networks
The concept of wireless ad hoc networks is nearly three decades old. In 1980 Defense
Advanced Research Projects Agency (DARPA) [10] started a Packet Radio Network
(PRNET) project. This project was primarily intended for military application.
Later, it was extended to multi-hop networks. PRNET was a centralized system
based on ALOHA and CSMA. A few years latter DARPA started a project called
Survival Radio Networks (SURAN). The objective of the project was to provide
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ad hoc networking using low-power, low cost and smaller size devices. The project
also emphasized on developing ecient protocols, improving network scalability and
survivability. Today's wireless ad hoc network is based on PRNET and SURAN.
Wireless ad hoc network is a collection of nodes. A node in a ad hoc network
act like a host as well as a router. Nodes move randomly and organize themselves
arbitrarily. As a result the network topology changes rapidly and unpredictably.
Communication among nodes can be point-to-point or multi-hop. Point-to-point
communication is possible when they are within the radio range of each other.
However, in multi-hop communication a packet reaches the destination through
multiple number of intermediate nodes, in this case they act as relay nodes. These
relay nodes, transmit their own trac, as well as trac from other nodes. Wire-
less ad hoc networks have a variety of applications such as in military applications,
emergency operation, environmental monitoring, patient monitoring, etc. The ma-
jor dierence between a cellular network and a wireless ad hoc network lies in the
resource management and routing. A base station in a cellular network simplies
the routing activity; routing decisions are taken in a centralized manner at the base
station. But in a wireless ad hoc network routing decisions are made in a distributed
manner at the node level. Design of routing protocols in wireless ad hoc networks
is a challenging task due to multi-hop communication, node mobility, limited band-
width and constrained battery power. Realizing the importance of open standards
in wireless ad hoc network, a working group termed as Mobile Ad Hoc Networks
(MANET) within the Internet Engineering Task Force (IETF) [11] was formed in
the year 1997 to standardize the protocols and functional specication. The cre-
ation of MANET working group stimulated intense research activity in wireless ad
hoc networking.
1.2 Issues and Challenges in MANETs
We have listed below a few issues and challenges in MANETs:
 Unpredictable mobility
 Low bandwidth channels
 Clock synchronization
 Multi-hop routing
 Quality of service
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 Energy eciency
 Scalability, security & many more
Designing an ecient MAC protocol with built-in collision avoidance mechanism
is a challenging task. A collision avoidance scheme using omni-directional antennas
waste a large portion of the network capacity by reserving the medium over a large
area. The medium utilization can be improved by controlling the sender transmis-
sion power. Adaptive power control mechanism introduces additional overhead in
the process of route discovery and topology maintenance in ad hoc networks. Some
of the major issues at MAC layer are listed below:
 Fairness: A MAC protocol should provide equal share of bandwidth to all
competing nodes. Fairness can be ow-based or node-based. The ow-based
provides an equal share for competing data transfer sessions. While node-
based provides an equal share for competing nodes. In MANETs fairness is
important due to multi-hop relaying.
 Distributed operation: MANET operates in an environment where centralized
coordination is not desirable. Therefore, MAC protocol should be distributed
and have minimum control overhead.
 Interference: Wireless medium is error prone. To access the channel, con-
tention among the nodes takes place. This increases interference in the net-
work.
 Hidden and exposed terminals: Hidden nodes are those nodes, which are not
present within the transmission range of the sender but with the receiver.
Exposed nodes are those nodes, which are present within the transmission
range of the sender. Transmission from hidden nodes interfere with the on-
going transmission, while the exposed nodes are prohibited for the duration
of transmission. To increase the channel utilization, and network throughput,
hidden and/or exposed nodes should actively participate without interfering
with the on-going transmission.
Some of the challenges which are specic to routing in MANETs are discussed
below:
 Dynamic topology: Since nodes are mobile in MANET, the network topology
and connectivity among the nodes changes rapidly and unpredictably. This
may lead to frequent path break.
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 Bandwidth constraint: Wireless medium is bandwidth constrained. The band-
width availability per wireless link depends on the number of nodes and the
trac they handle. Therefore, only a fraction of the total bandwidth is avail-
able to each node. Control packets are ooded in the network, in order to
established a path between the source-destination pair.
 Control overhead: This consumes the precious available bandwidth.
 Loop-free routing: This is a basic requirement for routing protocol to avoid
unnecessary wastage of network bandwidth. Transient loops may be formed
in ad hoc network due to the unpredictable node movement. Thus, routing
protocol should take corrective measures to detect and eliminate transient
routing loops.
While designing a routing protocol for MANET, care should be taken to address
the above mentioned issues.
Some of the issues such as quality of service (QoS), energy conservation, security
can be addressed at dierent layers of the protocol stack. MANET protocol stack
where energy management can be addressed is shown in Figure 1.1.
Figure 1.1: MANET protocol stack.
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1.3 Energy Management
Several energy management schemes have been implemented successfully for infras-
tructure based wireless network [12{14]. In such networks a centralized entity called
base station manages the energy for mobile devices. These devices are put to dose
state when they have no trac to participate. During this period, base station
buers the packet intended for a device, and delivers it when the device wakes up.
However, this strategy cannot be applied to MANET as there is no centralized au-
thority similar to base station. A node that stays most of the time in doze state may
save substantial amount of energy but can adversely aect the network connectivity.
Therefore, the goal of energy management in MANET is not only to maximize the
network lifetime but also to maintain the network connectivity.
Energy conservation can be performed at dierent layers of the MANET proto-
col stack. Dierent techniques have been proposed to achieve energy eciency. For
the power management, authors have emphasized on the following:
(i) Battery management: A signicant amount of energy can be saved, varying the
discharge pattern of battery,
(ii) Designing low power devices: Low power wireless interface has the potential to
save signicant energy,
(iii) Developing energy aware MAC protocol,
(iv) Designing energy aware routing protocol, and
(v) Minimizing interference and congestion in the network.
Therefore, MANET protocols should choose a path that balances between the
energy consumption of all the nodes and the network lifetime. It is also impor-
tant to maintain a trade o between energy consumptions and other metrics, such
as: throughput, end-to-end delay, link reliability, network capacity, etc. Research
have been made on exclusive layers of the protocol stack as well as on cross layer
optimization to conserve energy [6, 7, 15{18].
The term power and energy are often used interchangeably by the authors. In
this thesis, we have also used the two terms power and energy interchangeably.
1.4 Motivation of the Work
Nodes in MANETs are powered by battery. Therefore, their lifespan depends on
the battery capacity, which is limited in nature. Longevity of MANET is crucial in
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certain applications such as in battleeld, disaster monitoring, etc. If a node runs
out of battery, it adversely aect the network performance. To enhance the network
lifetime, available battery capacity must be used judiciously.
Routing protocols based on hop count metrics are not energy ecient [19{21].
Moreover, hop count metric is not sucient enough to determine the quality and
stability of a path in many environments. Nodes on a minimum hop path, will
deplete their battery power at a higher rate, (as the trac will follow the minimum
hop path) leading to network partition. Therefore, to enhance the network lifetime;
it is desirable to incorporate energy eciency in routing protocols.
A node transmitting with maximum power, not only expend more energy but
also increases the interference. The likelihood of a network partition is more when
nodes transmit with minimum power. Therefore, the transmission power of nodes
needs to be adjusted adaptively to reduce power consumption and minimize inter-
ference in the network.
The requirements to achieve lower end-to-end delay with minimal energy con-
sumption is a conicting issue in wireless ad hoc networks [22, 23]. However, in
some situation such as in emergency response system both of the above parameters
are equally important. Lower end-to-end delay facilitates quicker decision making
and the minimal energy consumption enhances the network lifetime.
In this thesis, an attempt has been made to reduce the energy consumption so
as to improve the network lifetime.
1.5 Objectives of the Work
In order to enhance the network lifetime, energy conservation techniques must be
applied at all layers of the protocol stack. In this thesis, a few techniques for energy
conservation in the network and MAC layer are proposed. An energy aware routing
scheme to enhance the network lifetime is proposed. Transmitting with maximum
power, consumes more energy. A technique to minimize transmission power at a
node is proposed. Further, nodes are put to sleep state in order to improve energy
eciency. A framework for post-disaster communication, intended to increase the
network throughput, reduce the end-to-end delay, and enhance the network lifetime
of an ad hoc network deployed for disaster response is proposed. Accordingly, we
identify the objectives of the thesis, and list them as follows:
 To design a routing protocol in MANET, for selecting energy ecient path.
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 To propose a technique to achieve load balancing and minimize congestion in
the network.
 To develop a technique to minimize the transmission power at the node level.
 To propose a framework for post-disaster communication.
 To study through simulation the performance of the above techniques.
We have simulated using QualNet 4.5 simulator [24].
1.6 Organization of the Thesis
Rest of the thesis is organized into the following chapters:
In Chapter 2, we briey discuss dierent energy management issues and challenges
in wireless ad hoc networks. A few energy ecient protocols are analyzed based on
their strength and weakness.
Chapter 3 proposes an energy ecient routing technique to maximize the network
lifetime. The cost metric to compute a path between source-destination pair is
based on the residual battery power and energy consumption rate at nodes. It also
attempts to minimize the over-utilization of nodes on a path. Variable transmission
power for data packets further reduces the energy consumption in the network. We
compare the performance with AODV [1] and LER [2].
In Chapter 4, we propose a hybrid energy ecient protocol based on topology
control and power management approach. The transmission power of a node, is de-
termined from its neighborhood information. A node goes to sleep state in order to
reduce the energy consumption, when it has no trac to participate and its absence
doesn't create a partition in its neighborhood. Performance is compared with the
contemporary proposals.
Chapter 5 proposes a framework for post-disaster communication using wireless ad
hoc network. The proposed framework includes: (i) a multi-channel MAC scheme
to achieve higher network throughput, (ii) a node-disjoint multipath routing to
minimize end-to-end delay, and (iii) a power control technique to reduce the inter-
ference. The performance of the proposed framework is compared with an existing
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framework [25].
In Chapter 6, we summarize the work done, highlight the contribution and suggest
the directions for possible future work.
Chapter 2
Energy Aware Protocols in
MANETs
2.1 Introduction
Energy eciency has become a pervasive issue in all layers of communication proto-
cols, as well as on a wide range of technological applications spanning from micro-
electronic systems to wireless sensor networks. Until recent past, research and
development in the eld of communication networks was mainly targeted at their
functionality and performance. Now energy eciency has drawn a signicant at-
tention among the researchers due to the introduction of battery operated devices.
Energy eciency is one of the most crucial design criteria for mobile ad hoc net-
works (MANETs), as nodes are battery operated. If a node runs out of battery, its
ability to route trac gets aected. This adversely aects the network lifetime as
well as degrades the performance. Network lifetime can be enhanced by minimizing
the power consumption and/or maximizing the battery power of a node. Though a
considerable progress has been made in the battery technology front in recent years,
yet, it is incomparable with the progress made in semiconductor technology. Bat-
tery life has not kept pace with advances in mobile devices. To enhance the lifetime
of mobile devices, it necessitates the requirement of power conservation techniques
to enhance the network lifetime. Such techniques can be applied at dierent layers
of protocol stack. In recent years, various techniques have been proposed to achieve
energy eciency at protocol level. These techniques adopt dierent approach to
achieve energy eciency. A few of them are: energy-ecient path selection, ad-
justing transmission power dynamically, reducing maximum transmission power at
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node level, adaptive sleeping, use of directional antenna, etc.
In this chapter, we discuss the need of energy management, various issues and
challenges in energy management, and the techniques proposed in the literature for
energy saving in ad hoc networks.
2.1.1 Need of energy management
Now a days devices are getting more and more mobile. These mobile devices are
usually powered by a battery source. In some applications, replacement or re-
charging of battery is infeasible. If the battery gets exhausted, device becomes
dysfunctional. As the battery capacity is limited, to enhance the device lifetime
some energy management technique needs to be applied. The primary reasons
behind the energy management in ad hoc networks are as follows:
Limited battery capacity: Nodes in wireless ad hoc networks are battery oper-
ated, which must be judiciously used to increase the network lifetime. In many
applications like disaster management, battle eld communication, environ-
mental monitoring, etc., networks should remain active as long as possible. To
increase the network lifetime, attempt should be made to minimize the power
consumption at nodes.
Relay trac: Nodes in ad hoc network act as a source as well as a router to relay
trac from other nodes in the network. These relay nodes play a vital role in
determining the network lifetime. If the proportions of relay nodes are large
in a network, then it may lead to faster depletion of node's battery power.
For lesser number of relay nodes in the network, nodes have to transmit with
maximum power. Transmitting with maximum power not only depletes a
node's energy but also increases the interference.
Interference reduction: Interference not only degrades the network throughput
and node's lifetime but also the main cause of bad carrier sensing. Selection
of optimal transmission power can reduce the interference to a greater extent.
2.1.2 Causes of energy waste
Energy waste takes place, when a node expend energy, but no useful work is done.
Followings are the basic causes of energy waste in a wireless ad hoc network:
Carrier sensing: MAC protocols for wired networks such as CSMA/CD, ALOHA
are not suitable for wireless networks due to the physical characteristics of
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wireless medium. Carrier sensing is a challenging task in wireless network.
A node expend maximum energy in carrier sensing, which is also aected by
hidden and exposed terminals.
Collision: Retransmission occurs due to collision, and this increases per packet
energy consumption. Retransmission also aects other network parameters
such as: end-to-end delay, jitter, throughput etc.
Idle channel sensing: Continuous monitoring of an idle channel for possible traf-
c consumes energy without doing any useful work. Experimental results [26]
have shown that idle power consumption is nearly equal to receive power con-
sumptions. Therefore, it can not be ignored from power consumption point of
view. Reducing idle power consumptions is a major task of all energy ecient
protocols in ad hoc network.
Overhearing: When a node transmits a packet, it is overheard by the neighbors
within its transmission range. Thus, a node expend its energy by receiving a
packet even though it is not destined to the node.
Higher bit rate and larger packet size: Higher bit rate and larger packet size,
consumes more power as compared to lower bit rate and smaller packet size.
Larger packet size also increases the probability of re-transmission due to
collision.
Message ooding: Message ooding has following disadvantages [27, 28]: (i) re-
dundant transmission: due to overlapping region, a node may receive many
redundant message from its neighbors, (ii) medium contention: when a broad-
cast message is transmitted by a set of nodes in an overlapping region, there
may be severe contention for the medium in that region, and (iii) resource
blindness: ooding mechanism does not consider the available battery power
at the time of transmission.
Dynamic topology: Due to node mobility, frequent path break may take place.
This necessitates route discovery and route maintenance, which consumes en-
ergy.
2.1.3 Energy consumption behavior
We discuss below the energy consumption behavior of MANETs at two levels: (i)
network interface level, and (ii) network trac level.
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(i) Network interface level
Energy consumed at the network interface depends on its operating states. Net-
work interface can be in one of the following states: transmit, receive, idle, and
sleep. Energy consumption in transmit state is higher than receiving state. A node
in idle state neither transmit nor receive but continuously monitor the channel for
a possible trac. Therefore, the energy consumption in idle state is nearly equal
to that of receiving state. Sleep state consume least amount of power among all
the states. Table 2.1 shows power consumption measurements for IEEE 802.11 (2.4
GHz) interface [26]. It is observed from the Table 2.1 that, for the purpose of power
conservation the network interface must be put into sleep state for longer period of
time.
Table 2.1: Energy consumptions
Interface Transmit Receive Idle Sleep Mbps
(watt) (watt) (watt) (watt)
Aironet PC4800 1.4-1.9 1.3-1.4 1.34 0.075 11
Lucent Bronze 1.3 0.97 0.84 0.066 2
Lucent Silver 1.3 0.90 0.74 0.048 11
Cabletron Roamabout 1.4 1.0 0.83 0.13 2
(ii) Network trac level
Some energy consumption measurement at dierent trac level is presented
in [29]. The amount of network energy consumed for each packet is the sum of cost
incurred by the source and all receivers. Energy expend by a node in a point-to-
point trac is dierent from broadcast trac. Potential receivers are the destination
node, and nodes in the radio range of the source. Energy consumption includes: (i)
Fixed cost: associated with channel acquisition, and (ii) Incremental cost: associ-
ated with packet size. The cost associated with transmitting a packet is given in
Equation 2.1.
Cost = m size+ b (2.1)
where b is the xed cost and m is the incremental payload cost.
In broadcast trac there is one sender and many receivers. Sender access the
channel before sending the data. Energy cost associated with broadcast trac is
given in Equation 2.2.
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Costbroadcasting = (msend  size+ bsend) +
X
n(!)S
(mrecv  size+ brecv) (2.2)
where bsend and brecv are channel acquisition costs for sending and receiving the
packets respectively, and msend and mrecv, are the payload cost for sending and
receiving packets respectively, and !(S) is a set comprising all the nodes within the
transmission range of the source node S.
In point-to-point trac, there exists one source and one receiver. The energy
cost for point-to-point trac at sender and receiver is given by Equations 2.3 and
2.4 respectively.
Costpoint sender = bsend rts + brecv cts +msend  size+ bsend + brecv ack (2.3)
Costpoint receiver = bsend cts + brecv rts +mrecv  size+ brecv + bsend ack (2.4)
where bsend rts, bsend cts bsend ack are the sending cost associated with RTS, CTS
and ACK packets respectively, while the corresponding receiving costs are brecv rts,
brecv cts brecv ack.
2.1.4 Energy model
The amount of energy consumed to transmit one data packet is given as:
Edata = Esrc + Edest +
HCX
n=1
Erelay (2.5)
where, Esrc: Energy consumed at the source node,
Edest: Energy consumed at the destination node,
Erelay: Energy consumed by relay nodes, and
HC: Hop count.
Esrc is given by Equation 2.6,
Esrc =
(
ETx(RREQ) + ERx(RREP ) + ETx(DATA) ; if path does not exist
ETx(DATA) ; if path exists
(2.6)
Edest is given by Equation 2.7,
Edest =
(
ERx(RREQ) + ETx(RREP ) + ERx(DATA) ; if path does not exist at the source node
ERx(DATA) ; if path exist at the source node
(2.7)
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Erelay is given by Equation 2.8,
Erelay =
8>>>><>>>>:
ERx(RREQ) + ETx(RREQ) + ERx(RREP ) + ETx(RREP ) + ETx(DATA) + ERx(DATA)
... ; if path does not exist at the source node
ERx(DATA) + ETx(DATA)
... ; if path exist at the source node
(2.8)
where, ETx(RREQ) : Energy consumed in transmitting RREQ packet,
ERx(RREQ) : Energy consumed in receiving RREQ packet,
ETx(RREP ) : Energy consumed in transmitting RREP,
ERx(RREP ) : Energy consumed in receiving RREP,
ETx(DATA) : Energy consumed in transmitting data packet, and
ERx(DATA) : Energy consumed in receiving data packet.
2.2 Power Saving Protocols
Dierent energy-aware protocols have been proposed to improve energy eciency
in all layers of MANETs protocol stack [30{36]. Most of these proposals focused on
network layer and MAC layer to conserve energy. The goal of power conservation
technique at network layer is to select an energy ecient path between a source-
destination pair, so as to: (i) achieve maximal energy saving during delivery of a
single packet, and (ii) enhance network lifetime.
Power saving issues at MAC layer includes: (i) hidden and exposed terminal
problems, (ii) interference and collision, (iii) directional antennas, etc. Hidden and
exposed terminals are inherent to wireless ad hoc networks. The transmission from
a hidden node interfere with the on-going transmission and the exposed nodes are
prohibited to transmit for the period of on-going transmission. A few attempts have
been made to minimize the eects of hidden and exposed terminals [37{39].
Interference causes collision and there exist no mechanism to detect collision in
wireless ad hoc networks. Retransmission due to collision consume network band-
width and waste energy. Though the request-to-send (RTS) and clear-to-send (CTS)
mechanism can minimize collision, yet it cannot be eliminated. A few schemes to
minimize collision are reported in [40, 41]. Use of directional antenna can reduce
interference and enhance energy saving in wireless ad hoc networks [42{45].
Power-aware protocols can be broadly classied into the following types: (i) Ac-
tive power saving protocols, (ii) Passive power saving protocols, and (iii) Topology
control protocols.
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In the following sub-sections, work reported in the literature corresponding to
each of the above classication is highlighted.
2.2.1 Active power saving protocols
Active power saving protocols attempts to: (i) achieve maximal energy saving in
delivering a single data packet, and/or (ii) enhance network lifetime; using the path
more intelligently. Protocols whose main goal is to select an energy ecient path
between source-destination pairs falls under this category. Several energy metrics
are used to determine energy ecient path. A few of the active power saving
protocols are discussed below.
Minimum total transmission power routing (MTPR) [46] selects a path based
on the minimum transmit energy. Total transmission energy for a route, Pi, is
calculated as: Pi =
dP
i=1
E(ni; ni+1), where n1; n2; :::; nd are the nodes in the route
between the source n1 and destination nd respectively. E(ni; nj) denotes the energy
consumed in transmitting over a link (ni; nj). The optimal path, Popt, is selected
based on following condition:
P (opt) = min
j2P  Pj
where P  is the set of all possible paths.
In the routing scheme based on battery power cost, a path is selected depending
on the remaining battery power of a node. A path with maximum path cost is
selected as an optimal path, where the path cost is described as minimum value of
residual battery of all the nodes on the path. One such routing scheme based on
battery power cost is Min-Max Battery Cost Routing (MMBCR) [47]. The path
cost in MMBCR is given as:
P (rj) = max8ni2rj
f i(t)
where fi(t) is the battery power cost function of node i at time t, and rj is the
battery power cost of path j at time t. An optimal path is selected which satises
the following condition:
P(opt) = min
rj2P 
P (rj)
where P  is the set of all possible paths. The above metric can extend the mobile
node lifetime but it does not guarantee that the total transmission energy in a net-
work is minimized. To overcome this a hybrid approach called Conditional Max-Min
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Battery Capacity Routing (CMMBCR) [47] was proposed which considers the mer-
its of both the minimum transmission power routing and Max-Min battery power
routing. CMMBCR also does not guarantee that the nodes with higher residual
battery capacity will survive under heavy trac.
A path with maximum remaining lifetime of nodes is selected in lifetime based
prediction [48]. Objective of lifetime prediction routing is to extend the network
lifetime in a dynamic environment. Routing metric considered in lifetime based
prediction is dened as:
max
p
Lp(t) = minPi
i2p
(t)
where Lp(t) is the lifetime of path p at t, and Pi(t) is the predicted lifetime of a node
i on the path p. In this approach each node maintains the time instances of last N
packets it has sent or received, and the corresponding residual energy to estimate
its lifetime.
Lifetime enhancement routing (LER) [2] considers the residual battery and
transmission power of a node to determine the lifetime of the node. The optimal
path between a source-destination pair is computed as:
P (opt) = min
X
i;j2V
RBi(t)
TP ij(t)
where, RBi(t) is the residual battery power of node i and TPij(t) is the required
transmission power from node i to node j.
In energy ecient ad hoc on demand routing (EEAODR) [49], residual bat-
tery is considered as the route cost to select a path. A path Pi is calculated as:
min(RBa; RBb; :::RBc; RBd), where RBx is the residual battery power of nodes on
the path Pi. Nodes which does not participate in the on-going transmission are put
to sleep state to conserve energy.
2.2.2 Passive power saving protocols
The basic objective of passive power saving protocols is to put the nodes in idle
state to sleep state in order to save energy. A few power management protocols for
ad hoc networks are discussed below:
There are two types of power management in IEEE 802.11 DCF [50]. They
are: (i) power save (PS) mode for infrastructure based wireless network, and (ii)
Independent Basic Service Set (IBSS) mode for ad hoc network. We discus below
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the power management in IBSS mode, as it is relevant to wireless ad hoc networks.
In this mode, synchronized beacon intervals are established by the node which
initiates the IBSS, and is maintained in a distributed fashion. It denes the xed
size length, Announcement Trac Indication Message (ATIM) window. A node
transmitting an ATIM frame shall remain awake for the entire duration of the
current beacon interval. Nodes wake up at the beginning of the beacon interval
(BI) and remain awake till the end of the ATIM window. A node transmits RTS-
CTS control frame, beacon and ATIM management frame during the ATIM window.
Nodes participating in the trac announcement remain awake till the end of beacon
interval, and the non-participating nodes go to sleep state at the end of the trac
window. Beacon announcement and acknowledgment is transmitted during the
ATIM window to avoid contention with the data trac. Figure 2.1 shows the data
transmission in IBSS mode. The eectiveness of IBSS mode depends on the ATIM
window and beacon interval. For a shorter ATIM window, there will not be enough
trac; whereas for a longer ATIM window, the duration for which a node remains
awake is longer causing more power consumption. Similarly, if the beacon interval
is too short, then the overheads associated with trac announcements and sleep-
awake cycle will be higher. For a longer beacon interval more number of nodes
will announce their trac at each ATIM window. This increases contention as the
number of participating nodes increases.
Clock synchronization is a major limitation of IEEE 802.11 IBSS mode. Syn-
chronization, is dicult to achieve due to unpredictable node mobility, and com-
munication delay in wireless ad hoc networks. Tseng et al. [51] have proposed a
power management based protocol called Dominating-Awake-Interval for multi-hop
ad hoc networks. It is based on multiple beacons and overlapping awake intervals.
The beacon interval consists of three windows: active window, beacon window and
multi-hop trac indication message (MTIM) window. Beacon window and MTIM
window are the parts of active window as shown in Figure 2.2(a). MTIM window is
similar to ATIM window of IEEE 802.11 IBSS mode. A node deciding to enter into
the power save mode, divides the time axis into xed length beacon intervals, which
are alternatively labeled as odd and even. This is shown in Figure 2.2(b). In the odd
beacon interval, an active window begins with a beacon window followed by MTIM
window, and in even beacon interval, an active window is always terminated by a
beacon window. Beacon intervals are alternatively designed as even and odd, so
that both the node can able to access each other. For example, node A responds to
node B in the even beacon interval and vice-versa in odd beacon interval; shown in
18 Energy Aware Protocols in MANETs
Figure 2.1: Data transmission in IBSS mode.
Figure 2.2(b). However, a node remains awake for a longer period of time compared
to IEEE 802.11 DCF.
Another variation of IEEE 802.11 DCF power save mode is Dynamic Power
Saving Mechanism (DPSM) [52] which dynamically selects the size of ATIM window
based on network conditions to optimize power saving. Size of an ATIM window is
increased when their exists packets for transmission after expiry of the current ATIM
window. Nodes on overhearing the marked packet modify their length of ATIM
window. A marked packet indicates failure to deliver the corresponding ATIM
frame in the last few attempts. If a sender could not complete all its pending trac
in the current beacon interval, then both the sender and receiver node will stay up
for the next beacon interval. After delivery of all pending packets, both the sender
goes to sleep mode immediately. A node can dynamically adjust its ATIM window
based on: (i) pending packets, which are not announced during the current ATIM
window, (ii) over-hearing of larger ATIM window size, (iii) receiving an ATIM
frame after expiry of the ATIM window, and (iv) On receiving a marked packet.
Nodes based on the above condition adjust its ATIM window size at the beginning
of next beacon interval. Though power saving in DPSM is better compared to IEEE
802.11 DCF, yet, it is more complex in selecting ATIM window size.
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Figure 2.2: Beacon interval: (a) Active window, beacon, and MTIM window; (b)
Even and odd beacon interval.
Power Aware Multi-Access with Signaling (PAMAS) protocol [53], uses dier-
ent channels for data and control. RTS/CTS packets are transmitted over control
channel while data are transmitted over data channel. Signaling channel enable
nodes to determine when and how long they can power o themselves. Receiving
node transmit a busy tone over the control channel to inform others, that the data
channel is busy.
Power saving in PAMAS varies from 10% - 70% depending on the network type.
Network with higher node density and trac load saves more energy, but it is
aected in sparsely connected network under light load condition.
Two power management based protocols: (i) Basic Energy-Conserving Algo-
rithm (BECA), and (ii) Adaptive Fidelity Energy Conserving Algorithm (AFECA)
is proposed in [54]. BECA and AFECA turns o the node's radio as often as pos-
sible to save power. They use information from application layer, and based on the
trac condition decides when to switch ON and OFF the radios. Nodes can be
in one of three following states in BECA: sleeping, listening, or active. A timer
associated with each state determine how long a node will remain in that state.
Initially, nodes are in the listening state. They enter to sleep state, if no trac is
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received within the specied listening time. A node goes to active state, when it has
some pending trac. As nodes take their own decision about the state transition
maintaining a path to destination is a major issue in BECA. AFECA uses variable
sleep time and takes advantage of node density. Nodes in dense areas goes to sleep
after a longer period of time. Sleep time depends on the number of neighbors a node
have. At any given time only one nearby node wakes up to hear the RREQ packet
while other nodes will be in sleep state. AFECA performs well in a network having
uniform node density. Energy-saving in AFECA is no more superior to BECA, but
it enhances the network lifetime. Energy saving at AFECA and BECA comes at
the cost of higher packet loss and longer route setup latency.
In a light trac condition, a node having lesser trac to forward also remain in
active state for the entire beacon period and this unnecessarily consume energy. To
deal with the above trac pattern, a trac aware power saving protocol is proposed
in [55]. It allows a node to enter into sleep state when it has no more data to deliver.
However, this scheme requires clock synchronization.
2.2.3 Topology control protocols
Topology control approach conserves energy by adaptively adjusting the nodes
transmission power while maintaining the network connectivity. Most of the topol-
ogy control protocols require information such as location, direction, neighborhood,
etc, to construct the topology. Location information can be obtained through global
positioning systems (GPS) or other positioning methods. The directional informa-
tion can be obtained using angle-of-arrival (AOA) technique, and the neighborhood
information can be obtained by exchanging information among the nodes. A few
topology control protocols are discussed below:
Location Based Approach: This approach produces accurate topology but
are associated with higher hardware cost. In order to reduce the hardware cost
some of the location based techniques assume that a subset of nodes are equipped
with GPS while other nodes can obtain their location information by exchanging
message with GPS enabled nodes. A few representatives of this approach are:
Local Minimum Spanning Tree (LMST) protocol [56]: It operates in three
phases: (i) Information exchange phase: In this phase nodes send a Hello mes-
sage containing their identity and location information, (ii) Topology construction
phase: A node construct its local minimum spanning tree (MST). Link cost used
in building the local MST is the Euclidean distance to its neighbor. Spanning tree
constructed using link cost may not be unique. To obtain a local MST the proto-
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col denes a link weight function, and (iii) Determination of transmission power:
Transmission power to a neighbor is derived from the received signal strength of
Hello message. Power required to send a message to any neighbor is obtained from
the constructed topology. A node also determine its broadcast power which is the
minimum power needed to reach the farthest node in its neighborhood.
R & M protocol [57] is based on relay region and enclosure graph. In this
approach, communication through relay node is preferred and the communication
is all-to-one. It attempts to nd the most energy ecient node in the relay region for
communication. R & M operates in two phases. In the rst phase, nodes broadcast
a beacon message containing their identity and location information. After receiving
beacon information from neighbors, a node compute the enclosure graph based on
the relay region. A relay region (RR) of a certain transmitter-relay node pair (u,
w) is dened as:
RR(u! w) = f(x; y 2 R2 : Pu!w!(x;y) < Pu!(x;y))g
where nodes u, w identify the set of points in the plane (x,y)through which com-
munication Pu!w!(x;y) is energy ecient when compared to direct communication
Pu!(x;y) . Sometimes, relay region is used to dene the enclosure of a node. Enclo-
sure of node u, which represents the area of the plane beyond which it is not energy
ecient for node u to search for one-hop neighbors. The shape of the relay region
depends on the radio propagation model, and the value of distance power gradient.
A node in the relay region is marked as dead or alive. Node is said to be dead,
if it belongs to the relay region of another node. Otherwise, the node is marked
as alive. After receiving neighboring information, a node determines its neighbor
set, which includes only the alive members. Then, the protocol uses a function
called Flip-All-States-Down-Chain to update the dead and alive nodes state. In the
second phase, minimum energy needed to reach the master node is computed us-
ing enclosures graph. Each node computes the minimum energy required to reach
the master node. Data transmission takes place after the establishment of mini-
mum energy path. Though, R&M protocol conserve energy and preserve network
connectivity, yet it increases message overhead.
Direction Based Approach: In this approach, it is assumed that nodes can
determine the direction of signal received from other nodes. There are many tech-
niques to get direction information. Details of it can be obtained from IEEE An-
tenna and Propagation community [58]. A few of the direction based approach is
explained below.
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Cone Based Topology control (CBTC) protocol [59] uses directional information
to construct the topology. It operates in two phases. In the rst phase, a node
determines the minimum power required to reach its neighbors in all directions.
Then, it exchange information with other nodes to identify energy ecient edges,
and remove the inecient links from the topology. CBTC uses two types of messages
viz. beacon and acknowledgment (ACK). Beacon message contains sender identity
and is transmitted with a power p  Pmax, where Pmax is the maximum power
of the node. Nodes on receiving a beacon message send an ACK. Though, CBTC
saves a good amount of energy and maintain network connectivity, yet its message
complexity is higher due to beacon-ACK message handshaking.
Borbash and Jennings [60], performed an extensive simulation on dierent topol-
ogy and found that relative neighborhood graph (RNG) gives better results. Dis-
tributed relative neighborhood graph (DRNG) is based on RNG. It can compute
the RNG in distributed as well as localized manner. A node computes the RNG
with lesser transmission power with lesser p(u)  Pmax. This continue until the
covered region is equal to 2 or the current transmission power p(u) reaches max-
imum limit Pmax. The neighborhood covered region is shown in Figure 2.3. The
neighbor coverage of node X is dened as the cone of width
z }| {
BYD centered at Y
i:e the shaded area of BYDX. The covered region of node Y is the union of the
covered region of node X and Z.
The dierence between DRNG and CBTC is that, the former includes uncovered
nodes in the set of selected neighbors and its message complexity is lesser than
CBTC. Other features of DRNG is that it is fully distributed and has a maximal
logical node degree equal to Six.
Neighbor Based approach: Location based approach and direction based
approach have some limitation. They may not work well in certain environment
and their support technology are expensive. For example, GPS may not function
properly in indoor. To overcome this problem, neighbor based approach is proposed.
In this approach a node determines its neighbor set adaptively and then computes
its transmission power based on the neighbor set. Every node in the network is con-
nected to the k-closest neighbor. A few representative of neighbor based approach
is discussed below:
In k-Neighbor protocol [61], nodes broadcast their identity at maximum power.
A node on receiving the broadcast message estimate its distance to that node. Then,
it computes the k-closest neighbor according to the estimated distance. A node u
periodically broadcast N(u) and KN(u) with maximum power, where N(u) and
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Figure 2.3: The coverage area of node Y is the union of coverage area of node Z
and X (shown in shade).
KN(u) are its neighbor set and k-closest neighbor set respectively. Exchanging
their neighbor set, each node maintain their symmetric neighbors and remove their
asymmetric neighbors. Transmission power p(u) is obtained from KN(u), which is
the minimum power required to reach the farthest node in KN(u).
Location Free Topology Control (LFTC) protocol [3], operates in two phases.
In the rst phase, each node broadcast Hello message with maximum power, Pmax,
containing the sender identity and a specic data structure. Nodes in LFTC main-
tain a table which is updated every time a node receives Hello message. Transmis-
sion power is determined from the information available in the table. In the second
phase, data transmission takes place. Each node in LFTC separately determines
the transmission power for data packet, and control packet. Message complexity in
LFTC is higher.
In Adaptive Neighbor-based Topology Control (ANTC) [4] transmission range is
adaptively determined in order to maintain network connectivity. Based on the local
connectivity, each node selects a backbone that guarantees a hierarchical topology
structure. Both LFTC and ANTC does not put the node into sleep state to save
energy.
In [62], power saving tree is constructed without taking the nodes local informa-
tion into account. Transmission power is controlled to maintain network topology.
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Protocols like Geographical Adaptive Fidelity (GAF) [63] and SPAN [64], main-
tain a connected dominating set to conserve energy. GAF identies the routing
prospective nodes and redundant nodes. Redundant nodes are switched OFF to
save energy. A few nodes are selected as coordinators in SPAN, which stay/awake
continuously and perform multi-hop packet routing. Nodes other than the coordi-
nators remain in power save mode to conserve energy.
2.3 Network Simulators for MANETs
In this section we have described the most widely used network simulators in the re-
search eld. Simulators that are mostly used for MANET simulations are: OPNET,
QualNet, OMNeT++ and NS-2. We briey summarize these simulators here.
OPNET [65]: It is a commercial network simulator used for simulations of
both wired and wireless networks. It supports a wide range of wireless technologies
such as IEEE 802.11 wireless LANs, Bluetooth, satellite networks, and WiMAX,
etc. OPNET also provides a graphical editor interface to build models for various
network entities from physical layer modulator to application processes, and includes
graphical packages and libraries for presenting simulation scenarios and results.
QualNet [24]: It is a of the discrete event simulator. Extremely scalable and
can supports high delity models of networks of thousands of nodes. QualNet is
modeling software that predicts performance of networking protocols and networks
through simulation and emulation. The simulator is written in C++ while it's
graphical toolkits are implemented in Java. QualNet consists of several modules
which handle specic functions like: Scenario esigner enables a user to dene geo-
graphical distribution, physical connections and functional parameters of the mobile
nodes. Animator module is used to execute and animate experiments created in
the scenario designer. Packet tracer is a packet-level visualization tool for viewing
the contents of packets. Analyzer displays network statistics generated from the
qualnet experiments. QualNet is the commercial version of open source simulator
GlomoSim.
NS-2 [66]: It is the open source network simulator written in C++ and requires
OTcl scripts. Though NS-2 has rich suite of algorithms models, it has limitation in
graphical support. The pseudo random number generator (PRNG) has to be set for
each run of the simulation, else it produces identical result in each run. One of the
major limitation is its scalability. It does not scale beyond few hundred nodes [67].
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OMNeT++ [68]: It is an open source simulator. It oers a C++ simulation
class library and GUI support. The simulator can be used for many applications
such as: trac modeling of telecommunication networks protocol, ad hoc and sensor
network applications, etc. OMNeT++ comes with far less pre-built modules and
protocols than the other network simulators. It is basically a framework, which can
include dierent networking modules with less complexity.
We preferred QualNet over other due to its powerful features and scalability.
The details of it is mentioned in [69].
2.4 Summary
In this chapter we discussed the various issues and challenges, and the need for
energy management in mobile ad hoc networks. Energy management in MANETs
can be broadly categorized into the three approach: Active power saving, Passive
power saving, and Topology control.
The objective of active power saving protocols is to nd an energy ecient path
to maximize the network lifetime. In passive power saving techniques nodes are
put to sleep state to conserve energy. The amount of energy saved is proportional
to the time nodes spent on sleep mode. However, this saving comes at the cost of
higher end-to-end delay. In topology control approach node adaptively adjusts its
transmission power in order to conserve energy. This also helps to minimize the
interference level in the network.
Various power conservation techniques, belonging to each of the above three
approaches are discussed in this chapter. Energy saving can be done at all layers of
the MANET protocol stack. But majority of the energy saving protocol is focused
at the MAC layer and network layer.
In the rest of this thesis, we present the work done to enhance the lifetime of
MANET.

Chapter 3
An Energy Ecient Routing
Protocol for MANET
3.1 Introduction
Routing is the basic mechanism of determining the route between a source-destination
pair. Due to unpredictable node mobility the topology of wireless ad hoc networks
changes dynamically. As a result the routing protocols developed for wired net-
works are not suitable for wireless ad hoc networks. Thus, eorts are being made
by the researchers on studying, dening and evaluating the new routing protocols
for decentralize wireless ad hoc networks. Most of the routing protocols developed
for MANETs are based on hop-count metrics, which does not takes into account
the battery power of a node in path selection. Therefore, they are not suitable for
applications such as emergency response system, battleeld communication, etc. In
these applications battery power is a key issue, as the network operational time
depends on battery. Thus, eorts are being made on developing energy aware rout-
ing protocol for selecting a path. These protocols attempts either to minimize the
energy consumed in forwarding a data packet between the source-destination pair
or maximize the network lifetime using the path and resources more intelligently.
Most of the energy based protocols select the residual battery capacity of nodes
as the routing cost metric [49, 74{76]. However, this doesn't guarantee for any
increase in the network lifetime [21, 77{79]. For example, some nodes on the path
that forward large volumes of data may die due to over utilization of that path.
In this chapter, we proposed: (i) a new cost function to compute the lifetime of
nodes, (ii) cost metric for selecting a path, and (iii) a mechanism to minimize the
28 An Energy Ecient Routing Protocol for MANET
over utilization of a node on the path. The proposed routing scheme uses an energy
aware cost metric in selecting a path. It also employs a mechanism to minimize the
over utilization of a node on the path. Variable transmission power is used for data
trac.
3.2 Protocol Description
In this Section we describe the proposed scheme. The proposed route cost metric
and path selection is described Section 3.2.1. Technique to minimize the over-
utilization of a node is explained in Section 3.2.2. Computation of variable trans-
mission power is explained in Section 3.2.3. Working of the proposed scheme with
an example is explained in Section 3.2.4.
3.2.1 Route cost metric
The proposed cost function to compute the lifetime of a node is based on the follow-
ing: (i) Residual battery (RB) power, and (ii) Energy consumption rate (CR) at the
node. A node monitors the amount of energy consumed per transmission, reception
and overhearing, and computes the energy consumption rate in every T sampling
seconds. A value of T is determined as given in [75]. Let the energy consumption
rate of a node u at time t is CRu(t) and its residual battery be RBu(t). Let LTu(t)
be the lifetime of node u, at time t.
LT u(t) =
RBu(t)
CRu(t)
(3.1)
The energy consumption rate CRu(t) is given by Equation 3.2 [75].
CRu(t) = (1  ) CRold+   CRnew (3.2)
where CRold and CRnew represents the last and newly calculated value of energy
consumption rate respectively and (< 1) is a weight function. We assigned higher
priority to CRnew by setting  to a larger value.
Consider a path Pi = (u1; u2; :::; ud) where u1 is the source and ud is the desti-
nation. Let PLi be the lifetime of path Pi. We compute PLi as given in Equation
3.3.
PLi = min8u2V
fLT ug (3.3)
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where V is the set of nodes between the source-destination pair. Route request
(RREQ) packet carries the information about the intermediate nodes between a
source-destination pair. Destination node on receiving the rst RREQ packets from
a source starts a timer after the expiry of the timer it computes the lifetime of all
the paths for which it has received the RREQ packet between the source-destination
pair, and selects an optimal path as given in Equation 3.4.
P(opt) = min8j2P 
n
1/PLj
o
(3.4)
where P  is the set of paths between a source-destination pair.
3.2.2 Minimizing node overutilization
An overutilized node can diminish the network lifetime. When a heavy trac is
routed over a path, the critical node on the path may exhaust its battery and
die. This aects the network connectivity and reduces the network lifetime. An
attempt has been made to minimize the overutilization of nodes between a given
source-destination pair. In the proposed scheme each node limits the number of
connection requests that can be established through it to a particular destination.
A node drops the RREQ packet, if the number of connection requests between a
source-destination pair exceeds the limit. After dropping the RREQ packet it then
reset the connection limit for that destination to One. This is done because a node
that dropped the route request packet may be the critical node for the establishment
of a path between the requested source-destination pair. The connection limit is
reset to One, so that the node will forward the subsequent RREQ packet and a
path to the destination can be established. For example, on receiving a route
reply (RREP) packet from a destination X a node say Z decrements the number
of connections that can be established to X through it by One. The node Z drops
the RREQ packet to X when the number of connections that can be established
to X through it has reached to Zero. After dropping the RREQ packet it resets
the connection limit to node X to One. This is because node Z may be a critical
node for establishment of path between a node say M and X. A node rebroadcast
the RREQ packet only when a path to the destination could not be established.
The connection limit can minimize the overutilization of a node. Further, load
balancing can be achieved and the ooding of RREQ packets in the network can
also be reduced [80{82].
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3.2.3 Computation of transmission power
In the traditional on-demand routing protocols for MANET, both the data and
control packets are transmitted with maximum power. When a packet is transmitted
with maximum power it causes more interference with other transmissions. This
leads to collision and increases contention for medium. Hence, it is necessary to
transmit the packets at a lower power. In the proposed scheme, we apply a power
control technique to transmit data packets. For data packets a node determines
the transmission power that is enough to reach the next-hop node on the path to
the destination. A node calculates its transmission power for data packets based on
the next-hop node's geographical position and mobility pattern. A node u compute
the transmission power required to reach the next-hop node v on a path as given in
Equation 3.5.
Tx = (D +)
 +C (3.5)
where, D is the Euclidean distance between u and v,  is the expected variance of
distance between u and v considering the mobility,  is the path loss exponent with
2    4, and C is a constant. Expected variance of distance, , is calculated as
given in Equation 3.6.
 = (Currenttime Replytime)  SN (3.6)
where, Currenttime is the time at which node u is computing its transmission power,
Replytime is the time at which node u has received the RREP packet from node v,
and SN is the speed of node v.
3.2.4 Illustration
In this sub-section we illustrate the working of our proposed scheme through an
example. Source broadcast a RREQ packet, to initiate the route discovery process.
RREQ packet carries information such as: source-id, destination-id, sequence num-
ber, lifetime etc. We consider Figure 3.1 to illustrate the route discovery process.
Let node S be the source and D be the destination. Source S broadcast a RREQ
packet. In Figure 3.1, we have shown only three elds of RREQ packets: source-id,
destination-id and lifetime. An intermediate node on receiving the RREQ packet,
rst compute its lifetime. Then the node update the lifetime eld in RREQ packet
if the computed value is less than the value in the received RREQ packet. Let us
assume that the computed lifetime (LT) value of nodes S, A, B, C, E and F be
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20, 7, 11, 6, 10 and 12 time unit respectively as shown in Figure 3.1. Lifetime of
node A is 7 which is lesser than the value 20 in the lifetime eld of RREQ packet
received from S. Therefore, node A updates the lifetime eld with its own lifetime
and rebroadcast the RREQ packet.
No changes is made, in the lifetime eld, if the computed value at a node is
equal to or greater than the value in the RREQ packet. For example, the lifetime
of node F is 12 which is greater than the value in the lifetime eld of RREQ packet
it has received from node B. Therefore, no changes is made in the lifetime eld of
RREQ packet at node F. This is shown in the Figure 3.1.
Figure 3.1: Transmission of RREQ packet.
The above process continues until the RREQ packet reaches at the destination
node. A destination node on receiving the rst RREQ message, starts a timer.
After the expiry of the timer it computes the lifetime of all paths and selects an
optimal path as discussed in Section 3.2.1. In the present example destination node
D has received two RREQ in two paths: S-A-C-E-D and S-B-F-D. Lifetime of
path S-A-C-E-D is computed to be 6, whereas lifetime of S-B-F-D is 11. The
path S-B-F-D is choosen as the optimal path as its lifetime is higher than the path
S-A-C-E-D.
Destination D selects the path S-B-F-D and send a RREP message. Besides
other information the RREP message contains the location information of the for-
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warding node. A node on receiving the RREP message updates the relevant infor-
mation in its routing table. The updated routing table at node F and B for the
above example is shown in Figure 3.2. Next-hop eld in the routing table indicates
the next-hop node on the path to destination. LOC eld indicates the location
information of the next-hop node at the time the node has received RREP packet.
Reply-Time indicates the time at which the node has received the RREP packet.
Each node on the path to the source, updates the LOC eld of RREP with its
own location information, before forwarding the RREP to the next hop node on the
path to the source. This process continues until RREP packet reaches the source
node.
Source node S after updating the routing table, compute the transmisssion power
required to send the data packet to the next-hop node B based on the location in-
formation. Then, node S transmits the data packet to node B with the computed
power. Each intermediate nodes on the path to destination also compute their
transmission power required for the next-hop node on the path to the destination.
We have assumed that nodes are moving with equal speed for computing the trans-
mission power.
Figure 3.2: Forwarding of RREP packet and updation of routing table.
We consider Figure 3.3 to explain the minimization of overutilization of a node.
Let the number of connections that can be established to destination D through
node B be Zero at some point of time. Suppose a node P wants to communicate
with D. On receiving the RREQ packet from P, node B drops the RREQ packet
as shown in the Figure 3.3. Then, it sets the limit on connection that can be
3.3 Simulation Results 33
established to node D to One. This is shown in Figure 3.4. If a connection between
P and D is established then node B will not be on that path. Hence, it will not
be overutilized. If the connection between P and D could not be established then
B might be the critical node for path establishment between P and D. In this case
node P rebroadcast the RREQ packet. Node B on receiving the RREQ packet,
make necessary modication and rebroadcast it. This is shown in Figure 3.4.
Figure 3.3: Node B drops the RREQ packet received from P.
3.3 Simulation Results
In this section we rst evaluate the performance of the proposed scheme and then
compare it with a few existing ones. In order to evaluate the performance of our
proposed scheme, we carried out an extensive simulation using the QualNet 4.5
simulator [69]. The initial value of CR(old) is taken as 0.0001 and the value of 
is taken as 0.7 in this simulation. Parameters considered for the simulation are
mentioned in Table 3.1.
First, we evaluate the proposed scheme, varying number of CBR connection
and the number of nodes in the network. The following metrics are considered for
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Figure 3.4: Node B forwards the RREQ packet from P.
evaluation: energy consumption, network lifetime, and packet delivery ratio. The
number of connection that can be established through a node to a destination is
varied from 1, 2, 3 and no limit (no limit indicates as there is no upper bound on
the number of connection that can be established to any node).
When the connection limit is One, the number of connections that can be es-
tablished through a node is n  1, where n is the number of nodes in the network.
For a limit of Two, it is 2(n   1) and so on. Varying the connection limit, we are
restricting the number of connection establshed through a node, so that a node will
not be overutilised.
A: Energy consumption
It measures the average amount of energy consumed in transmitting and/or receiv-
ing the packet. The plot for energy consumption vs. CBR connection for 60, 80 and
100 nodes are shown in Figures 3.5, 3.6, and 3.7 respectively. It is observed from
the Figures that the energy consumption is less, when the connection limit is One.
As the connection limit increases, energy consumption also increases. This increase
is due to ooding of more RREQ packets.
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Table 3.1: Simulation Parameters
Simulator Qualnet 4.5
Simulation Time 120 Minutes
Terrain-Dimension 1500 * 1500 m2
Trac type CBR
Mobility model Random Waypoint
Speed 0 - 10 m/s
Pause time 30 second
Radio type 802.11b
Propagation limit -111 dBm
Receiver sencitivity -89
Data rate 2 Mbps
Packet size 512 bytes
Battery model Simple linear coulombs count
Initial battery capacity 300 mAh
Waiting time at destination 200 ms
B: Network lifetime
We dened the network lifetime as the duration of network operation until the
rst node fails due to depletion of battery. The plot for network lifetime vs. CBR
connections for 60, 80 and 100 nodes are shown in Figures 3.8, 3.9, and 3.10
respectively. From the above Figures it is observed that the network has a higher
lifetime when the connection limit is set One. As the connection limit increases the
network lifetime decreases. This is because some nodes are overutilized and they
die quickly.
C: Packet delivery ratio
It is the ratio between the number of received data packets to the number of trans-
mitted data packets. Figure 3.11, 3.12, and 3.13 shows the plots for packet delivery
ratio vs. CBR connection at 60, 80, and 100 numbers of nodes respectively. From
the above Figures it is observed that the packet delivery ratio decreases with in-
crease in CBR connection. This is because, as the number of connection request
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Figure 3.5: Energy consumption vs. CBR connection for 60 nodes.
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Figure 3.6: Energy consumption vs. CBR connection for 80 nodes.
increases, the number of RREQ packet ooded in the network also increases propor-
tionately. Moreover, channel contention also increases. This consumes the available
bandwidth, resulting into lower packet delivery ratio.
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Figure 3.7: Energy consumption vs. CBR connection for 100 nodes.
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Figure 3.8: Network lifetime vs. CBR connection for 60 nodes.
From the above gures it is observed that the proposed scheme has lower energy
consumption and higher network life at lower connection limit.
Next, we compare the proposed scheme with AODV [1] and LER [2]. The met-
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Figure 3.9: Network lifetime vs. CBR connection for 80 nodes.
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Figure 3.10: Network lifetime vs. CBR connection for 100 nodes.
rics considered for comparision are: energy consumption, network lifetime, packet
delivery ratio, end-to-end delay, and ooding of RREQ message.
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Figure 3.11: Packet delivery ratio vs. CBR connection for 60 nodes.
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Figure 3.12: Packet delivery ratio vs. CBR connection for 80 nodes.
D: Comparison for energy consumption
The plots for energy consumption vs. CBR connection varying the number of nodes
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Figure 3.13: Packet delivery ratio vs. CBR connection for 100 nodes.
to 60, 80, and 100 are shown in Figures 3.14, 3.15, and 3.16 respectively. It is ob-
served from the Figures that proposed scheme has lower overall energy consumption
compared to AODV and LER. The lower energy consumption is attributed to op-
timal path selection process, application of power control approach, and reduction
in the number of ooded RREQ message.
E: Comparison for network lifetime
The plot for network lifetime vs. CBR connection for 60, 80 and 100 numbers of
node are shown in Figure 3.17, 3.18, and 3.19 respectively. From the above Figures
it is observed that the proposed mechanism has higher network lifetime compared
to AODV and LER. This is due to the fact that in the proposed technique a path is
selected based on the energy consumption rate at each node. Further, it attempts
to minimize the overutilization of a node and uses variable transmission power for
data transmission.
F: Comparison for packet delivery ratio
Figures 3.20, 3.21, and 3.22 shows the plots for packet delivery ratio vs. CBR con-
nection for 60, 80, and 100 numbers of nodes respectively. From the above Figures
it is observed that the packet delivery ratio is higher at lower CBR connection and
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Figure 3.14: Comparison of Energy consumption vs. CBR connection for 60 nodes.
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Figure 3.15: Comparison of Energy consumption vs. CBR connection for 80 nodes.
decreases gracefully with an increase in CBR connection. This is consistent with a
published report, \there is a price to pay in terms of throughput when optimizing
energy" [83].
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Figure 3.16: Comparison of Energy consumption vs. CBR connection for 100 nodes.
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Figure 3.17: Comparison of Network lifetime vs. CBR connection for 60 nodes.
G: Comparison for average end-to-end delay
The plot for average end-to-end delay vs. CBR connection for 60, 80, and 100 nodes
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Figure 3.18: Comparison of Network lifetime vs. CBR connection for 80 nodes.
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Figure 3.19: Comparison of Network lifetime vs. CBR connection for 100 nodes.
is shown in Figures 3.23, 3.24 and 3.25 respectively. It is observed from the above
Figures that the average end-to-end delay increases with increase in the number of
connections. This is consistent with the published report \increased energy savings
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Figure 3.20: Comparison of Packet delivery ratio vs. CBR connection for 60 nodes.
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Figure 3.21: Comparison of Packet delivery ratio vs. CBR connection for 80 nodes.
come with a penalty of increased delay" [84].
H: Comparison for RREQ packet ooded
3.3 Simulation Results 45
5 10 15 20 25 30
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
CBR Connection
Pa
ck
et
 d
el
iv
er
y 
ra
tio
 
 
 Proposed
 AODV
 LER
Figure 3.22: Comparison of Packet delivery ratio vs. CBR connection for 100 nodes.
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Figure 3.23: Comparison of End-to-end delay vs. CBR connection for 60 nodes.
The plots for number for RREQ packet ooded in the network vs. CBR connection
varying the number of nodes to 60, 80 and 100 is shown in Figures 3.26, 3.27,
and 3.28 respectively. From the above Figures it is observed that the number
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Figure 3.24: Comparison of End-to-end delay vs. CBR connection for 80 nodes.
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Figure 3.25: Comparison of End-to-end delay vs. CBR connection for 100 nodes.
of RREQ packet ooded in the network increases almost linearly with increase
in the CBR connection for AODV and LER. However, in the proposed scheme it
increases marginally with the number of CBR connection. This is because an upper
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bound on the number of connections that can be established through each node to
a destination is xed. A node forwards the RREQ until the limit is reached, and
ceases to forward RREQ packet once the limit is reached.
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Figure 3.26: Comparison of Number of RREQ message vs. CBR connection for 60
nodes.
3.4 Summary
In this chapter, we proposed a cost metric to compute the lifetime of nodes in
MANETs. The proposed cost metric is a function of residual battery power and
energy consumption rate of participating nodes. Power control technique is used
to minimize the energy consumption in the network. Nodes adaptively adjust their
transmission power based on the location information of the next-hop node. We
compared the proposed scheme with AODV and LER. It is observed that the pro-
posed scheme has longer network lifetime and lesser energy consumption at the
expense of lower packet delivery ratio and higher end-to-end delay.
In the next chapter, we propose a hybrid protocol for energy conservation in
MANETs.
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Figure 3.27: Comparison of Number of RREQ message vs. CBR connection for 80
nodes.
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Figure 3.28: Comparison of Number of RREQ message vs. CBR connection for 100
nodes.
Chapter 4
LBTC: A Hybrid Energy
Ecient Protocol for MANET
4.1 Introduction
Nodes in MANET usually transmit packets with maximum power. A packet trans-
mitted with maximum power may reach the destination with lesser number of hops
but can decrease the channel utilization and the remaining energy of nodes to a
greater extent. This is because a node expends more energy, and the interference
level increases when transmitted with maximum power. Energy can be saved by
adjusting the node's transmission power to a lower level [92{94]. In recent years,
many techniques have been proposed to conserve energy in MANETs. Topology
control approach is one among them. The primary objective of a topology control
algorithm is to readjust the network topology by reducing the transmission power
at node level, while maintaining the network connectivity. In other words, the ob-
jective of a topology control approach is to remove the energy inecient links at the
node level by reducing the transmission power. The primary design goal in topology
control protocols is to minimize the maximum power of a node. The secondary de-
sign goals are to improve the network performance such as throughput and network
lifetime.
Power management is another approach to save energy. In this approach, a node
remains in one of the following three states: (a) active: participates in network
activity by sending and/or receiving packets, (b) idle: waits for the trac, and (c)
sleep: switch OFF its radio transceiver for a particular period, and then wakes up
at the end of the period. Among the above three states, one that consumes the least
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amount of energy is the sleep state. Therefore, power management based protocols
attempt to put as many nodes as possible into sleep state to save energy. However,
they are more prone to network disruption. This is because, as the nodes goes to
sleep state, the connectivity may be lost. A few power management approaches are
discussed in [50,95{98].
In this chapter, we have proposed a hybrid energy ecient technique, where
nodes are put into sleep state depending on their connectivity information. The
proposed scheme inherits the merits of both topology control approach and power
management approach. A node in the proposed scheme goes to sleep state only
when its absence does not create a local partition in its neighborhood. Also the
transmission power of a node is reduced to a lower level.
4.2 Protocol Description
We proposed a hybrid energy conservation technique called Location Based Topol-
ogy Control with Sleep Scheduling (LBTC) for ad hoc networks. LBTC takes into
the account the merits of both topology control and power management approach.
It uses variable transmission power, like the topology control approach. Further, it
puts a node to sleep state like the power management approach. A node in LBTC,
goes to sleep state only when itself satises that its absence will not create a local
partition in its neighborhood. Section 4.2.1 describes the network model and no-
tations used. The proposed scheme is presented in Section 4.2.2 and analyzed in
Section 4.2.3.
4.2.1 Network model and notations
Wireless ad hoc network is modeled as a graph G = (V, E), where V represents
the set of nodes and E represents the set of edges. Network consists of n num-
ber of heterogeneous nodes randomly deployed in the network. Each node has a
unique identity (ID), and is equipped with omni-directional antenna. It is assumed
that nodes are location aware and can compute the relative distance to their neigh-
boring nodes. Let Pmax(u) be the maximum transmission power, Pmin(u) be the
minimum transmission power, and Pu be the transmission power of a node u 2 V .
Initially, nodes transmit with their maximum power. We have assumed that trans-
mission power Pu can be adjusted between the maximum and minimum value, i.e,
Pmin(u)  Pu  Pmax (u). Let Puv be the minimum transmission power re-
quired for node u to communicate with its adjacent node v; Puv is computed as:
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Puv = D
 +C, where D is the Euclidean distance between u and v,  is the path
loss exponent, where 2    4, and C is a constant [99]. Let G = (V, E) be the
initial topology of the network, and G0 = (V;E0) be the resulting topology, after
application of transmission power control mechanism at nodes. We have further
assumed that links are symmetric and the power control technique is applied within
the neighborhood of a node. We have used following notations in this chapter:
One-hop neighbor set of a node u denoted asN1u is dened as the set of nodes that are
reachable from node u, when transmitted with power Pu, Pmin(u)  Pu  Pmax (u).
Two-hop neighbor set of node u is denoted as N2u , is dened as the set of nodes that
have a direct link to the nodes in the set N1u . This is represented as:
N
2
u =
[
x2N1u
N
1
x
The common node between two adjacent nodes u and v is denoted as ComNode,
are those nodes which are one-hop neighbors of both u and v.
ComNode =

iji 2 N1u \N1v
	
where N1u ; N
1
v are the one-hop neighbor set of node u and v respectively.
4.2.2 Location Based Topology Control with Sleep Scheduling
In this section, we explain the proposed LBTC scheme. It operates in two phases:
First phase is called link selection phase and the second phase is called sleep schedul-
ing phase. In the link selection phase a node determines its transmission power. In
the sleep scheduling phase a node decides whether to go to sleep state or not de-
pending on the present trac conditions and neighborhood connectivity. A node
goes to sleep state only when it satises that its neighbors are reachable from one
another without its active participation.
Link Selection Phase
In this phase a node u determines its transmission power that is enough to reach any
other nodes in the set N1u . Nodes periodically broadcast a Hello message containing
the sender ID and location information of the sender with Pmax. On receiving the
Hello message, a node computes the transmission power required to the sender of
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Hello message and updates its vicinity table which is maintained at each node.
The structure of the vicinity table is shown in Table 4.1. The meaning of each eld
in the vicinity table is explained below:
SenID: Identity of the sender of Hello message.
LocInfo: Location information of the sender of Hello message.
DirCost: Link cost between the current node and the sender of Hello message.
MinCost: Minimum link cost between the current node and the sender of Hello
message. Current node is the node that is updating its vicinity table. Initially, the
value in this eld is set to that of DirCost. This value is updated when there exists
a common node i between the current node and SenID such that the transmission
from the current node to SenID through node i has lower transmission cost than
the DirCost.
ComNode: This eld records the common node through which there exists an
energy ecient path between the current node and SenID. It is updated when there
exists a common node i between u and v such that Pui + Piv < Puv.
LinkType: Indicates whether the link between the current node and SenID is
direct (one-hop) or indirect (more than one-hop). For direct, the entry is Zero else
One.
Table 4.1: Structure of the Vicinity Table
SenID LocInfo MinCost ComNode DirCost LinkType
Initially, the vicinity table is empty, and is updated when a node receives a Hello
message from its neighbors. From the vicinity table, a node determines the common
node between itself and each of the neighboring nodes. LinkType eld is set to One,
if there exists a common node. Then, the node determines its transmission power,
which is maximum of the MinCost eld for which LinkType is set to Zero.
We consider Figure 4.1 to illustrate the Link Selection phase. Let the current
location of node X be (91, 61). Assume that node X has received a Hello message
(Z, (101, 61)) from node Z; the co-ordinates (101, 61) is the current location of node
Z. The vicinity table at node X is updated as shown in Table 4.2. Here, we have
assumed that, initially vicinity table at node X is empty. The DirCost between
node X and Z, is computed to be 101. We have assumed  = 2 and C = 1 in our
computation. DirCost and MinCost eld is set to 101 and the LinkType to Zero.
ComNode is set to Null as no common node is found between X and Z at this stage.
Vicinity table of node X after receiving Hello message from all its neighbor
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Figure 4.1: Nodes with location information.
Table 4.2: Node X Vicinity Table: After receiving Hello message from Z.
SenID LocInfo MinCost ComNode DirCost LinkType
Z (101, 61) 101 - 101 0
Table 4.3: Node X Vicinity Table: After receiving Hello message from neighbors.
SenID LocInfo MinCost ComNode DirCost LinkType
Z (101, 61) 101 - 101 0
Y (94, 58) 19 - 19 0
M (86, 70) 98 - 98 0
N (89, 66) 30 - 30 0
P (85,51) 137 - 137 0
O (90,55) 38 - 38 0
Q (86,65) 42 - 42 0
is shown in Table 4.3. After gathering information about its neighbor, node X
determines whether there exist any ComNode between itself and its neighbors in
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the vicinity table. Node Y, N, and O are the ComNode between X and Z, X
and M, and X and P respectively. There can be more than one node within the
transmission range of a pair of nodes. Only that node is selected as the ComNode
through which the cost between the pair of nodes is minimum. For example, node
N, O, P, Q are within the transmission range of node X and M. But node N is
selected as the ComNode between X and M. After obtaining the ComNode, node
X update the LinkType, ComNode and MinCost eld in its vicinity table. The
updated vicinity table is shown in Table 4.4. From the table it is observed that the
cost of transmitting from X to Z through node Y is 78, whereas the direct cost is
101. Similarly, the cost of transmitting from X to P through O is 80, whereas the
direct cost is 137.
Table 4.4: Node X Vicinity Table: After determining the ComNode.
SenID LocInfo MinCost ComNode DirCost LinkType
Z (101, 61) 78 Y 101 1
Y (94, 58) 19 - 19 0
M (86, 70) 56 N 98 1
N (89, 66) 30 - 30 0
P (85,51) 80 O 137 1
O (90,55) 38 - 38 0
Q (86,65) 42 - 42 0
From the updated vicinity table, node X compute its transmission power. It
consider only those nodes for which the LinkType eld is set to Zero. Node X,
considers the node Y, N, O and Q as the LinkType eld to these nodes are set
to Zero. Then, node X determine its transmission power, which is the maximum
value in the DirCost eld of node Y, N, O, and Q i:e; max(19, 30, 38, 42) = 42.
The resulting topology as seen by node X after the Link selection phase is shown
in Figure 4.2. It is observed from the Figure 4.2 that node X has lesser number of
one-hop neighbors than before shown in Figure 4.1.
Sleep Scheduling Phase
In this phase a node decides, whether to enter into sleep state or not, depending on
the trac pattern and neighborhood connectivity information. A node remains in
one of the following three states: (i) Active, (ii) Watch, and (iii) Sleep. Initialy, a
node remain in active state. In active state, nodes participate in data communica-
tion and periodically broadcast a Hello message. After the expiry of Hello message
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Figure 4.2: Resulting topology as seen by node X after link selection phase.
period, TH , a node enters into a watch state. In watch state, a node decides whether
to go to active state or to sleep state. In active and watch state the radio transceiver
of a node is turned ON , whereas it is turned OFF in sleep state. A node in sleep
state wakes up at the end of sleep time, TS , and enters into watch state. The state
transition diagram is shown in Figure 4.3.
Figure 4.3: State transition in LBTC.
When a node goes to sleep state it may create a local partition, within its
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neighborhood. For example, a critical node on a path, when goes to sleep state,
creates a local partition. This is because when a critical node goes to sleep state,
all paths through that node are broken, and any ongoing trac through that node
gets disturbed. Therefore, before going to sleep state, a node should check, whether
its absence will create any local partition. In the watch state a node check for local
partition. If the node has no trac to participate and its absence doesn't create a
local partition, then the node goes to sleep sate.
To determine the sleep eligibility, a node u performs the following. It constructs
subgraphsGi for every node i 2 N1u. This is constructed from the two-hop neighbor
set of node u, i.e N2u . The vertex in the subgraphs Gi are the one-hop neighbors of
node i, excluding node u. Above subgraphs are merged to form a larger subgraph. In
the merge operation two subgraphs say Gk and Gl can be merged if 9xjx 2 Gk \Gl.
That is two subgraphs are merged to form a larger subgraph only if there exists a
node common to both the subgraphs.
If the resulting subgraph after the merge operation, is a single subgraph, then
node u enters to sleep state. Otherwise, node u remains in the active state. The
sleep eligibility algorithm is given in Algorithm 1.
Algorithm 1 : Sleep Eligibility Algorithm
1: Let the algorithm be executed at node u
2: SG: Is the set of nodes, such that any two nodes in the set is either directly connected
or through other nodes in the set SG. Initially the set SG is empty.
3: PNi: Set of neighbors of node i, for i 2 N1u. The node i is not included in the set
PNi.
4: Repeat Step 5{10 Until no further elements can be added to SG.
5: for 8 PNk j k 2 N1u do
6: if (9y 2 PNk and y 2 SG) then
7: SG = SG [PNk
8: Discard PNk for further consideration
9: end if
10: end for
11: if (z 2 SG; 8 z 2 N1u) then
12: node u goes to sleep state
13: else
14: node u goes to active state
15: end if
We consider Figure 4.2 to illustrate the sleep eligibility. For illustration purpose,
we have assumed that the Figure 4.2 is the resulting topology, after all nodes have
4.2 Protocol Description 57
executed the link selection phase. Let node X is in the watch state and executes
the sleep eligibility algorithm. Figure 4.4(a) shows the subgraph before the merge
operation and Figure 4.4(b) shows all the subgraphs after the merge operation.
Since the subgraphs can not be merged to form a single subgraph, node X transit
to active state from watch state.
(a) Before the merge operation
(b) After the merge operation
Figure 4.4: Subgraph before and after merge operation.
4.2.3 Analysis
In this sub-section, we analyze the network connectivity in the proposed LBTC
scheme.
Theorem: If two nodes are connected before the link selection phase, then
they are also connected after the link selection phase.
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Proof: Let G = (V, E) be the network topology before the link selection phase
and G0 = (V;E0) be the network topology after the link selection phase. We have
to show that for any u, v 2 V; if there exists a path in G, then there also exists a
path from u to v in G0.
Since G is connected, for any u, v 2 V; there exists a path from u to v in G.
Let the path be
k
u! v, where k is the number of links on the path from u to v.
We show by means of induction that there also exists a path from u to v i:e,
k0
u! v
with k0  k is the number of links on the path from u to v in G0.
We use induction hypothesis to prove the above stated theorem.
Let k = 1, which means that node v is within the transmission range of node u in
G. In G0, v will be either in one-hop or two-hop neighbor of u. Therefore, a path
from u to v exists in G0.
Let us assume that it is true for k = n, i:e, there exists a path in G from u to
v with n number of links. Therefore, there also exist a path from u to v in G0, and
the number of links in the path is greater than or equal to n.
Let k = n+ 1, then the path from u to v with n+ 1 number of links in G is shown
below in Figure 4.5.
Figure 4.5: Exemplary network.
The above path can be interpreted as two sub-paths one from u to v0 with n
number of links and the other from v0 to v with single link in G. From the induction
hypothesis, we know that if there exists a path from u to v0 in G with n links then
there also exist a path from u to v0 in G0: From the basis, we know that if there
exists a path from v0 to v with single link in G then there exists a path from v0 to
v in G0: Hence, there exists a path from u to v in G0: Therefore, if G is connected
then G0 is also connected. (Proved)
4.3 Simulation Results
We simulated the proposed LBTC technique using QualNet 4.5 [24] simulator. The
parameters considered for simulation are shown in Table 4.5.
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Table 4.5: Simulation Parameters
Simulator Qualnet 4.5
Terrain dimension 1500 * 1500 m2
Simulation Time 120 Minutes
Node speed 0-10 m/s
Trac type CBR
Routing protocol AODV
Mobility model Random Waypoint
Propagation limit - 111 dBm
Receiver sensitivity -89
Transmit power 600 mW
Receive power 450 mW
Data rates 2 Mbps
Radio model 802.11b
Packets size 512 bytes
Initial battery capacity 300 mAh
We compared LBTC with two existing protocols: LFTC [3] and ANTC [4].
The metrics considered for comparison are: Energy conservation, Network lifetime,
Throughput, and End-to-end delay.
A: Energy consumption
Energy consumption determines the eectiveness of an energy saving scheme. We
consider the energy model in [29] for measuring the energy consumption. The plot
for energy consumption vs. CBR connection, number of node, and pause time is
given in Figures 4.6, 4.7, and 4.8 respectively. It is observed from the above Figures
that LBTC has lower energy consumption. This is because in LBTC, energy ecient
links are selected, and nodes are put to sleep state if they do not actively participate
in the ongoing transmission.
B: Network lifetime
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Figure 4.6: Energy consumption vs. CBR connection for 70 nodes.
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Figure 4.7: Energy consumption vs. Number of nodes for 25 CBR connection
The plot for network lifetime vs. CBR connection, number of node, and pause time
is shown in Figures 4.9, 4.10, and 4.11 respectively. It is observed from the above
Figures that, LBTC has higher network lifetime. This is because of lower energy
consumption.
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Figure 4.8: Energy consumption vs. Pause time for 70 nodes and 25 CBR connection
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Figure 4.9: Network lifetime vs. CBR connection 70 nodes.
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Figure 4.10: Network lifetime vs. Number of nodes for 25 CBR connection.
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Figure 4.11: Network lifetime vs. Pause time for 70 nodes and 25 CBR connection.
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C: Throughput
We plot the throughput vs. CBR connection, pause time, number of node in Figures
4.12, 4.13, and 4.14 respectively. From the above Figures, it is observed that a higher
throughput is attainable in LBTC. Higher throughput is attributed to increase in
longevity of the network due to proper adjustment of transmission power in the
link selection phase, and energy saving in the sleep scheduling phase.
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Figure 4.12: Throughput vs. CBR connection for 70 nodes.
D: End-to-End delay
The plot for end-to-end delay vs. CBR connection, number of node, and pause
time is shown in Figure 4.15, 4.16, and 4.17 respectively. From the above Figures,
it is observed that LBTC has higher end-to-end delay as compared to LFTC and
ANTC. This is due to the increase in the number hop count as nodes transmit
with lower power. This observation is consistent with the published report that the
average end-to-end delay increases when the transmission power control mechanism
is applied [100].
4.4 Summary
In this chapter, we proposed a hybrid energy ecient protocol called LBTC for
ad hoc networks. The proposed mechanism considers the merits of both topol-
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Figure 4.13: Throughput vs. Number of nodes for 25 CBR connection.
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Figure 4.14: Throughput vs. Pause time for 70 nodes and 25 CBR connection.
ogy control scheme and power management scheme. LBTC selects energy ecient
links and the nodes which do not actively participate in communication are put to
sleep state. We have compared LBTC with two existing schemes. It is observed
that LBTC is more energy ecient and delivers higher throughput at the cost of
end-to-end delay. In the next chapter, we proposed a framework for post-disaster
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Figure 4.15: Average end-to-end delay vs. CBR connection for 70 nodes.
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Figure 4.16: Average end-to-end delay vs. Number of nodes for 25 connection.
communication. In the proposed framework we made an attempt to reduce the
end-to-end delay without compromising the network lifetime.
66 LBTC: A Hybrid Energy Ecient Protocol for MANET
0 100 200 300 400 500 600
0.31
0.32
0.33
0.34
0.35
0.36
0.37
0.38
Pause time (sec)
D
el
ay
 (s
ec
)
 
 
 ANTC
 LFTC
 LBTC
Figure 4.17: Average end-to-end delay vs. Pause time for 70 nodes and 25 CBR
connection.
Chapter 5
A Framework for Post-Disaster
Communication using MANET
5.1 Introduction
The hurricane Sandy in 2012, Tsunami in 2011, terrorist attack on World Trade
Center in 2001, have drawn lots of attention to improve the rescue operation follow-
ing a disaster. In the last few years, there have been signicant improvement in the
disaster management front, yet there exists enough scope for further improvement.
The challenges in disaster management are:
(i) Disaster can not be predicted and its severity can not be measured in advance,
(ii) It strikes suddenly, and uproot the entire communication system. Without
a reliable communication system it is dicult to carry out the rescue operation,
(iii) Use of radio communication is severely aected due to increase in network
trac. Network deployed at the disaster site may experience congestion due to
massive exchange of voice and/or message. The entire region might suer from
degraded communication which aects the rescue operation. Message delivery gets
delayed due to congestion.
As the infrastructure based network gets uprooted, wireless ad hoc networks can
play a signicant role in disaster mitigation [102{106]. It can be quickly deployed at
the disaster aected site, and does not require any xed networking infrastructure.
Wireless ad hoc networks designed for disaster mitigation, must provide robust
ubiquitous communication, sucient enough to support the geographical coverage
and mobility requirement of the people involved in the rescue operation. However,
the use of wireless ad hoc networks for disaster management faces the following
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challenges:
(i) Energy constraint: Nodes in wireless ad hoc networks have limited battery
capacity, which must be judiciously used to increase the network lifetime. In a
disaster scenario, networks should remain active as long as possible. To increase
the network lifetime, attempt should be made to minimize the power consumption
at nodes.
(ii) Network congestion: Trac is likely to increase many folds aftermath of
disaster. As a result, network gets congested, and collision takes place. Retransmis-
sion due to collision further aggravates the congestion. This decreases the network
throughput and unnecessarily depletes energy at the node. For achieving higher
throughput, congestion in the network has to be minimized.
(iii) End-to-end delay: Due to network congestion the end-to-end delay in-
creases. For initiating prompt action, message should be timely delivered.
To address the above challenges, we propose a framework for disaster response
using wireless ad hoc network. The main features of the framework includes:
(i) A multi-channel MAC protocol to achieve higher throughput, and minimize
the impact of hidden and exposed terminals,
(ii) An energy ecient node-disjoint multi-path routing to enhance network
lifetime, and
(ii) Distributed topology control mechanism to reduce the maximum transmis-
sion power at node level.
5.2 Disaster Response Model
Emergency response system uses various wireless technology such as cellular net-
work, Wi-Fi, LR-WPANs (IEEE 802.15.4) [107], etc. Most of these technology
operates in a client-server mode, and are fully dependent on the service provider
such as base station and access points. Moreover, they are prone to congestion
and failure of base station or access point degrades the system performance. To
overcome the above limitations, a peer-to-peer architecture using wireless ad hoc
network is adopted by the researchers. In this section, we discuss a few emergency
response system using wireless ad hoc networks, as reported in the literature.
To maintain end-to-end route, some systems adopted decentralized peer-to-peer
architecture and employed delay tolerant network (DTN). Such an architecture is
DistrenessNet [25]. DistressNet is an ad hoc wireless architecture proposed for dis-
aster response application. This includes a multipath routing with a multi-channel
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MAC protocol. Nodes in DistressNet can determine their location, name and net-
work address. It uses designated negotiators to manage schedule information and
coordinate on behalf of individual nodes. Negotiators monitor a default channel
continuously and coordinate agreements that allow nodes to communicate. Distre-
nessNet uses a multipath routing in which connected part of the network uses an
on-demand routing protocol and is based on message prioritization.
A routing protocol for emergency communication is presented in [108]. Authors
in this paper considered a hybrid network, consisting of both ad hoc, and cellular
network to maintain connectivity between base station (BS) and nodes in a disaster
aected area. In this hybrid network architecture, nodes communicate with the
base station; but switches to ad hoc mode when the link between the BS and a
node fails. A route is discovered by monitoring neighbor's communication, instead
of broadcasting a route request packet. The network employs a dedicated MAC
protocol based on Time Division Multiplexing (TDM). It takes the advantage of
TDM based MAC to reduce delay; but suers from lower network throughput.
A network architecture for disaster recovery is presented in [102]. This architec-
ture has the following properties: (i) ability to co-exists, both in ad hoc as well as
other infrastructure based networks, and (ii) easy to deploy and maintain. Authors
in this paper have modeled the survivors movement as a two-dimensional random
walk, and they introduced a concept called reward-based random walk.
An emergency response framework to achieve reliable communication in a dy-
namic wireless environment is discussed in [109]. The framework elaborates the link
characteristics and connectivity properties in dierent mobility scenarios.
A mobility model for emergency response is proposed in [105]. The model sup-
ports heterogeneous area-based movement on an optimal path with the provision
for nodes to join or leave.
5.3 Proposed Framework
When a disaster strikes, the number of persons seeking disaster information grows
signicantly. This may lead to congestion in the network, as a result end-to-end
delay increases and degrades the network throughput drastically. Majority of the
routing protocol selects the minimum-hop path between the source-destination pair
in routing trac. Reuse of the same path over and over again, will lead to quicker
depletion of battery power at the nodes on the path. Moreover, shortest path routing
does not achieve load balancing in the network. A path break leads to loss of data
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and the reconguration of network takes longer time. A node transmitting with
maximum power is likely to deplete its battery power quickly. As battery power is
an important resource for the longevity of the network, it must be judiciously used
to increase the network lifetime [2, 110]. To overcome the above identied problem
in an ad hoc network deployed for disaster response, we proposed the following:
(i) A multi-channel MAC protocol to mitigate the likely-hood of congestion in
a disaster environment, and to achieve higher throughput and minimal delay.
(ii) A multi-path routing to overcome the problem associated with minimum-
hop routing, and to provide reliable communication. Moreover, load balancing can
be achieved through multi-path routing.
(iii) A topology management scheme to minimize the maximum transmission
power of a node.
We explain the above proposals in the following sub-sections.
5.3.1 Multi-channel MAC
Using a multi-channel media access control protocol, dierent devices can transmit
in parallel, on distinct channels. The parallelism increases the throughput and can
potentially reduce the delay. Protocols dier in how devices agree on the channel to
be used for transmission and how they resolve potential contention for a channel.
There are many variations on multi-channel protocols. Based on the principle of
operation multi-channel MAC can be categorized into (i) common hopping, (ii) split
phase, and (iii) dedicated control channel [111]. Both common hopping and split
phase based approach nodes have only one radio. In common hopping approach a
pair of nodes stop hopping as soon as they make an agreement for transmission and
rejoin the common hopping pattern subsequently after transmission ends. Examples
of this approach include channel hopping multiple access with packet trains [112] and
channel hoping multiple access [113]. In split phase approach, time is divided into
an alternating sequence of control and data exchange phase. During a control phase,
all devices tune to the control channel and attempt to make agreements for channels
to be used during the data exchange phase. Multi-channel access protocol [114] is
based on split phase based approach. In dedicated control channel based approach
each node has two radios. One radio is used to exclusively for transmitting control
messages and the other radio can tune to any other channel. In principle, all devices
can overhear all the agreements made by other devices, even during data exchange.
Dynamic private channel [115] is based on dedicated control channel approach. Our
proposed multi-channel MAC protocol uses two radio similar to dedicated control
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channel based approach and is discussed below.
In the proposed multi-channel MAC (MMAC) protocol available channel is di-
vided into two types: (i) Control channel, and (ii) Data channel. There is a single
control channel that carries the control information, while the rests are data channel
that carries data packets. Control channel is continuously monitored. Each node is
equipped with dual transceiver; one for control and the other for data. Since, there
is a separation between control channel and data channel, transmission of control
and data packet at a node can overlap. Exposed and hidden terminal problems are
inherent in ad hoc networks. Presence of hidden and exposed terminals degrades
the system throughput [37{39]. An attempt is made in the proposed MMAC to
minimize the impact of exposed and hidden terminals on network throughput. The
working of the proposed MMAC is described below:
1. Each node maintains two tables: (i) Transceiver Status Table: Indicates the
status of the radio transceiver of data channel of its neighboring nodes, and
(ii) Channel Status Table: Indicates the status of each data channel. The
structure of transceiver status table and channel status table are shown in
Table 5.1 and Table 5.2 respectively.
Table 5.1: Structure of the transceiver status table
Node ID Transceiver Status Duration
M Busy t1
N Free -
Table 5.2: Structure of channel status table
Channel # Status Duration
Ch1 Busy t1
Ch2 Free -
Transceiver of a node as well as the data channels can be in one of the following
two states: (i) Free, and (ii) Busy. The Transceiver Status Table and Chan-
nel Status Table are updated when a node receives a request-to-send (RTS),
clear-to-send (CTS) or an acknowledgment (ACK1) packet. Initially, status
of the transceiver of all nodes as well as data channels are set to Free. Data
transmission takes place through the exchange of RTS-CTS-ACK1-DATA-
ACK2 packet. A node having data packet, transmits a RTS packet which
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includes the identity of all channels, whose status is set to Free.
2. Neighboring nodes of the source other than the destination on hearing the
RTS packet, runs a timer. These nodes expect an ACK1 from the source. A
node on receiving either ACK1 from the source before the timer expires or
CTS from the destination updates its status table.
3. Destination on receiving the RTS packet does the following: (i) Selects a
channel based on the information available in its Channel Status table, and
channel request made in the RTS packet, (ii) Sets the status of source node
transceiver to Busy for the duration of data transmission, (iii) Transmits a
CTS packet in response to RTS packet which includes the channel selected for
communication, and (iv) Sets the status of the selected channel to Busy for
the duration of transmission. If the destination could not reserve a channel
then it transmits a NACK message. The source on receiving NACK message
waits for a random period of time, then re-transmit the RTS packet.
4. Nodes, including the source on receiving CTS packet update their status table
as follows: (i) Set the status of destination node transceiver to Busy for the
duration of data transmission, (ii) Set the channel reserved for data transmis-
sion to Busy for the period of data transmission.
5. Source performs the following activities after updating its status table: (i)
Transmit an ACK1 packet, containing the channel identity reserved for data
transmission, and (ii) Transmit the data packet after a random period of time.
The proposed MMAC, also attempts to minimize the impact of hidden terminal
and exposed terminal problem. The hidden nodes and/or exposed nodes can trans-
mit or receive on any data channel that is set to Free. A data packet is transmitted
only after a data channel is reserved. This, ensures that data collision does not take
place. However, the collision of control packets may take place.
Operation of the proposed MMAC scheme is illustrated through Figures 5.1, 5.2
and 5.3. Channel status table and transceiver status table at each node is shown in
the above Figures. We have assumed that there are three data channels, all set to
Free initially. Initial conguration of channel status table and transceiver status
table is shown in Figure 5.1.
Suppose nodeB has a data destined to nodeC. Then the source nodeB transmit
a RTS to destination node C. This is shown in Figure 5.1. This RTS packet includes
the free channels, viz. Ch1, Ch2, Ch3 marked as Free in the channel status table
5.3 Proposed Framework 73
Figure 5.1: Initial conguration of the channel status table and transceiver status
table.
of node B. Destination node C selects a channel depending on the status of the
channels in its channel status table and the channel request made by source B in
the RTS packet. Let node C selects channel Ch1. Then, it prepares a CTS packet
and transmit to source node B as shown in Figure 5.2.
Neighbor of node C i:e; node D on hearing the CTS packet, update its status
table. The updated transceiver status table is shown in Figure 5.2. The source
node B on receiving CTS packet from the destination, update its status table and
transmit an ACK1 packet containing the channel ID i:e, Ch1 selected for data
transmission and the duration of data transmission. Neighboring nodes of B other
than the destination C on receiving ACK1 packet update their status table. Source
B then transmits the data packet.
Neighboring nodes of the source B in their status table, set the status of source
node transceiver and the selected channel to Busy. Similarly, the neighboring nodes
of the destination B, in their status table, set the status of the destination node
transceiver and the selected channel to Busy.
Hidden nodes and exposed nodes can transmit and/or receive in a separate
channel which can overlap with the on-going transmission. For example, the hidden
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Figure 5.2: Transceiver status and channel status during data transmission.
node D can overlap its own transmission with the on-going transmission. This is
shown in Figure 5.3. In this Figure the hidden node D is transmitting to node E.
We have assumed that, the status of all channels is set to Free in the status table
at node E.
Advantages of the proposed MMAC scheme are: (i) Hidden nodes and exposed
nodes can transmit simultaneously in separate distinct channel; this contributes
to the increases in network throughput, (ii) End-to-end delay is reduced, this is
because the waiting time of packets at a node is reduced due to the availability
of multiple data channels, and (iii) Energy eciency is achieved by minimizing
congestion.
5.3.2 Energy aware disjoint multipath routing
Routing protocols based on hop count metrics are not suitable for disaster environ-
ment; as hop count is not sucient enough to determine the quality and stability
of a path. Protocols based on hop count metric suer from lower throughput and
higher end-to-end delay. They are also aected by higher link failures and lower
energy eciency in a heavily congested network such as in a disaster environment.
Energy eciency is a crucial design criteria to enhance the network lifetime. If a
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Figure 5.3: Transmission from exposed node, overlapping with on-going transmis-
sion.
node dies due to lack of battery power, then the network connectivity is lost, which
not only aects the network lifetime but also the network throughput adversely.
Therefore, a robust routing mechanism is required to overcome the above issues.
In this sub-section, we propose a routing protocol which selects k node-disjoint
path between a source-destination pair based on their lifetime. Trac between the
source-destination pair is routed through k-alternate paths in order to achieve load
balancing in the network. Moreover, disjoint paths can provide an alternate path
against link failures. Computation of node-disjoint paths is explained below:
Route discovery:
1. Source node initiates a route discovery process, by broadcasting a route re-
quest (RREQ) packet. The RREQ packet carries lifetime of the sender along
with other information such as: message sequence number, source ID, des-
tination ID, etc. The RREQ also carries the path information between a
source-destination pair. A node calculates its lifetime as explained in Chapter
3, Section 3.2.1.
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2. An intermediate node on receiving the RREQ packet computes its lifetime.
Then, the node updates the lifetime eld in the RREQ packet if the computed
lifetime is less than the value in the lifetime eld of the received RREQ packet.
Duplicate RREQ packets for the same source-destination pair are dropped at
each intermediate node. The above process is continued until the RREQ
packet reaches the destination.
Route selection:
1. Destination on receiving the rst RREQ packet between a source-destination
pair starts a timer. At the expiry of the timer, it executes a path selection
procedure to nd the k node-disjoint paths. Subsequent RREQ packets re-
ceived after the expiry of the timer are not considered for path selection. A
destination may receive more than one RREQ packet at the expiry of the
timer. The path selection procedure, rst rearranges the RREQ packets in
the decreasing value of lifetime. Then, it selects the k node-disjoint paths
between the source-destination pair. A path having higher lifetime is more
energy ecient.
2. After selecting k node-disjoint path, destination prepares the route reply
packet (RREP). The RREP packet includes current location information of
forwarding node, and is forwarded to next-hop node on the path to the source.
3. Each next-hop node on receiving the RREP packet update its routing table. A
typical structure of routing table is shown in Table 5.3. Location information
of the node, that has forwarded the RREP packet is recorded in the location
eld of the routing table. RREP Receiving time records the time at which
the node has received the RREP packet. This process continues until RREP
packet reaches the source. Each intermediate node update the current location
eld of the RREP packet before forwarding.
Table 5.3: Structure of routing table
Source Destination Next-Hop Location RREP
Address Receiving Time
S D K (x1; y1) t1
4. Source on receiving the RREP packets, update its routing table. Then, it
determines the transmission power required to send data packet to the next-
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hop node on the path, and start transmitting data. The k node-disjoint paths
are used to transmit data between the source-destination pair.
Route maintenance:
In the proposed scheme route maintenance is triggered only when all the paths
between source-destination pair fails. We have assumed that the MAC layer is able
to notify the network layer in case of path failure. The source node then responds
simply by not sending data through the broken path. In the proposed scheme route
discovery due to path failure is initiated only when all the k node-disjoint paths
between a source-destination pair fails.
Working procedure of the proposed disjoint path routing is illustrated in Figure
5.4 and Figure 5.5. Source node S initiates the route discovery process. Figure 5.4
shows the route discovery process. Destination node D selects two node-disjoint
paths S-A-E-D and S-B-C-F-D based on their lifetime. Figure 5.5 shows the
propagation of RREP from destination D to source S through path S-A-E-D and
S-B-C-F-D. Updation of routing table, and RREP from each node is also shown
in Figure 5.5. Routing table at source S, after receiving two RREP packets from
destination D is shown in Table 5.4.
Figure 5.4: Transmission of RREQ from source S.
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Figure 5.5: Multi-path disjoint route reply from destination D.
Table 5.4: Source node S routing table
Source Destination Next-Hop Location RREP
Address Receiving Time
S D A (70, 60) 6 : 41
S D B (72,80) 6 : 42
Advantages of the above proposed routing scheme are: (i) Path is selected based
on energy consumption rate and residual battery power. This improves energy
eciency, and network lifetime, (ii) Load balancing is achieved, and (iii) Delay
and congestion can be reduced. A source selects one of the k-disjoint path, for one
session of data transfer, and another path for the next session. Since no particular
path is overutilized the longevity of nodes are enhanced.
5.3.3 Topology management
Interference is an indirect source of energy waste. Collision due to interference leads
to retransmission. Each retransmission depletes the energy level of a node. Also
degrades the network throughput.
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Control packets such as RTS, CTS, ACK, NACK are usually transmitted at
maximum power. Transmitting at maximum power causes more interference in the
network. To reduce the level of interference, hence, the energy depletion at a node,
control packets must be transmitted at a reduced power level without loosing the
network connectivity.
In this section we proposed a mechanism based on topology control to determine
the maximum reduced transmission power level at a node. Working procedure of
the proposed topology management scheme is described below.
1. A node periodically broadcasts a Hello message which contains sender ID and
its location information, with maximum power.
2. A node on receiving the Hello message updates its vicinity table, which is
maintained at each node. The structure of the vicinity table is shown in Table
5.5.
Table 5.5: Structure of Vicinity Table
Sender
ID
Location In-
formation
Computed
Power
Common
Node
Minimum
Power
S (x1,y1) P - P
The purpose of each eld in the vicinity table is explained below: Sender ID
eld records the ID of the sender of the Hello message, location information
of the sender is recorded in Location Information eld, Computed Power eld
records the transmission power required to communicate with the sender;
which is computed as: P = D +C, whereD is the Euclidean distance between
the node and sender of the Hello message,  is the path loss exponent, where
2    4, and C is a constant. Common Node eld records the common
node between the node and sender. Common nodes are those nodes , through
which if transmitted, the power expended by the node will be lower. Initially,
the value in the Minimum Power eld is same as that of the Computed Power
eld, it is updated when there exist a common node between receiver and
sender. For example, suppose there exists a node i between u and v, such
that: Pui + Piv < Puv. where Pui, Piv and Puv are the computed power
between u! i, i! v and u! v respectively, then node u, sets the Minimum
Power for node v to Pui.
3. After updating the vicinity table, a node determines its transmission power
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which is maximum of the value in the Minimum power eld.
The proposed topology management is illustrated in Figure 5.6. We have
considered node A for our illustration. Node A after receiving Hello message
from its neighbors, updates its vicinity table. Updated vicinity table at node
A is shown in Table 5.6.
Table 5.6: Node A Vicinity Table
Sender
ID
Location In-
formation
Computed
Power
Common
Node
Minimum
Power
B (24,27) 30 - 30
C (18,25) 26 - 26
D (15,15) 99 E 54
E (20,15) 54 - 54
F (28,22) 37 - 37
Then, node A determines its transmission power which is maximum of the
value in the Minimum Power eld. Transmitted power computed by node A
is max (30, 26, 54, 54, 37) = 54.
Advantages of the above proposed topology control mechanism is: (i) Mini-
mizes interference in the network, and (ii) Save energy at each node by re-
ducing the transmission power.
In the proposed disaster management framework, a node rst determines its
maximum transmission power as discussed in Section 5.3.3. Then, the k node-
disjoint path between the node itself and destination is determined as specied in
Section 5.3.2, and nally data transmission takes through the multi-channel MAC
as explained in Section 5.3.1.
5.4 Simulation Results
In this section, rst we evaluate the performance of the proposed disaster man-
agement framework using QualNet 4.5 simulator [69] varying the trac and node
mobility. Parameters considered for the simulation is mentioned in Table 5.7. The
following metrics are considered for evaluation: Energy consumption, Network life-
time, Throughput, and End-to-end delay.
A: Energy consumption
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Figure 5.6: Computation of transmission power at node A.
Plots for energy consumption vs. CBR connection, and pause time are shown
in Figures 5.7 and 5.8 respectively. It is observed from Figure 5.7 and 5.8 that
the energy consumption decreases with increase in channel. This is because, as the
number of channel increases, the contention for the channel decreases. As a result
the number of retransmission decreases. This contributes to the decrease in energy
consumption.
B: Network lifetime
We dened the lifetime as the duration of network operation until the rst node
fails due to battery depletion at the node. The plot for network lifetime vs. CBR
connection, and pause time is shown in the Figure 5.9 and 5.10 respectively. It is
observed from the above Figures that the network lifetime is enhanced with increase
in the number of channels. This is because, the energy consumption decreases with
increase in the number of channels.
C: Throughput
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Table 5.7: Simulation Parameters
Simulation Time 120 Minutes
Terrain-Dimension 1500 * 1500 m2
Number of nodes 100
Trac type CBR
Mobility model Random Waypoint
Maximum node speed 10 m/s
Pause time 0 - 500 second
Pathloss model Irregular terrain model
Radio Type 802.11b
Propagation limit -111 dBm
Initial battery capacity 300 mAh
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Figure 5.7: Energy consumption vs. CBR connection at 50 pause time.
We plot the throughput vs. CBR connection, and pause time in Figure 5.11
and 5.12 respectively. From Figure 5.11, it is observed that, for a given CBR
connection, a network with more numbers of channel have higher throughput. With
increase in the number of channels, congestion in the network decreases for a given
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Figure 5.8: Energy consumption vs. Pause time at 30 CBR connection.
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Figure 5.9: Network lifetime vs. CBR connection at 50 pause time.
number of connections. As a result, network throughput increases. Moreover, with
the availability of more number of channels transmission from hidden and exposed
nodes contribute to the increase in throughput. It is also observed from Figure
5.12 that for a given pause time, network with more numbers of channel has higher
throughput. The reason for this is also same as stated above.
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Figure 5.10: Network lifetime vs. Pause time at 30 CBR connection.
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Figure 5.11: Throughput vs. CBR connection at 50 pause time.
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Figure 5.12: Throughput vs. Pause time at 30 CBR connection.
D: End-to-end delay
Plot for end-to-end delay vs. CBR connection, and pause time is shown in
Figures 5.13 and 5.14 respectively. It is observed from the above Figures that the
end-to-end delay decreases with increase in number of channels. Lower end-to-end
delay is partly attributed to decrease in congestion and partly due to transmission
from hidden and exposed nodes.
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Figure 5.13: End-to-end delay vs. CBR connection at 50 pause time.
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Figure 5.14: End-to-end delay vs. Pause time at 30 CBR connection.
Next, we compared the proposed disaster management framework with Dis-
tressnet [25]. Metrics considered for comparison are Energy consumption, Network
lifetime, Throughput and End-to-end delay.
E: Comparison for Energy consumption
The plots for energy consumption vs. CBR connection, and pause time is shown
in Figures 5.15 and 5.16 respectively. It is observed from the above Figures that
the proposed scheme has lower overall energy consumption as compared to Distress-
net. The lower energy consumption is attributed to energy aware path selection,
use of variable transmission power, and the techniques employed for minimizing
interference and congestion in the network.
F: Comparison for Network lifetime
The plot for network lifetime vs. CBR connection, and pause time is shown in
Figure 5.17 and 5.18 respectively. From the above Figures it is observed that the
proposed mechanism has higher network lifetime compared to Distressnet. This is
because of the lower energy consumption in the proposed scheme. Transmission
through k node disjoint paths also contributed to the increase in network lifetime.
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Figure 5.15: Comparison of Energy consumption vs. CBR connection at 50 pause
time.
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Figure 5.16: Comparison of Energy consumption vs. Pause time at 30 CBR con-
nection.
G: Comparison for Throughput
The plots for throughput vs. CBR connection, and pause time is shown in Figure
5.19 and 5.20 respectively. It is observed from the above Figures that proposed
scheme has higher throughput compared to Distressnet. Higher throughput is at-
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Figure 5.17: Comparison of Network lifetime vs. CBR connection at 50 pause time.
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Figure 5.18: Comparison of Network lifetime vs. Pause time at 30 CBR connection.
tributed to enhancement in the network lifetime. Transmission from hidden and
exposed nodes, also contributed to the increase in throughput.
H: Comparison for End-to-end delay
The plot for end-to-end delay vs. CBR connections is shown in Figure 5.21. It
is observed from the Figure that end-to-end delay increases with increase in the
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Figure 5.19: Comparison of Throughput vs. CBR connection at 50 pause time.
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Figure 5.20: Comparison of Throughput vs. Pause time at 30 CBR connection.
number of CBR connections. This is consistent with the published result [116].
Figure 5.22 shows the plot for end-to-end delay vs. pause time. It is observed
that the proposed framework has lower end-to-end delay compared to Distressnet.
The lower end-to-end delay is attributed to the multiple data channel, simultaneous
transmission/reception from hidden and exposed nodes.
90 A Framework for Post-Disaster Communication using MANET
5 10 15 20 25 30 35
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0.22
CBR Connection
En
d−
to
−e
nd
 d
el
ay
 (s
ec
)
 
 
 DistressNet
 Proposed Framework
Figure 5.21: Comparison of End-to-end delay vs. CBR connection at 50 pause time.
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Figure 5.22: Comparison of End-to-end delay vs. Pause time at 30 CBR connection.
5.5 Summary
In this chapter, we proposed a framework for post-disaster communication using
wireless ad hoc network. The proposed framework attempts to: (i) maximize net-
work throughput, (ii) minimize the average end-to-end delay, and (iii) improve
the network lifetime. The available channels are split into control and data chan-
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nel. There is one dedicated control channel. Each node is equipped with dual
transceiver, one for control and the other for data. A reservation mechanism is em-
ployed for data transmission. A multi-channel MAC protocol is proposed to improve
network throughput. It also achieves energy eciency by minimizing congestion.
Load balancing is achieved by transmitting the trac through more than one-path.
A topology management scheme is applied to minimize the maximum transmis-
sion power of a node. All these mechanisms combined to support a situational
awareness suitable for mission critical decision system. The proposed framework
is compared with Distressnet. We observed that the proposed framework outper-
forms Distressnet in term of throughput, end-to-end delay and network lifetime.
Moreover, the model can be applicable for other applications, where throughput,
delay, and energy eciency are considered as an important quality of service (QoS)
parameters as perceived by the end users.
In the next chapter, we made a few conclusions, and highlight the major contri-
bution of the thesis.

Chapter 6
Conclusions
The work presented in this thesis is guided by the need for energy eciency in
MANETs. We have considered an ad hoc network which is likely to become a de-
facto standard for infrastructure-less wireless network. We have proposed a few
techniques for power saving in MANET. First, we proposed a routing technique
to minimize the energy consumption at network level. Then, we use the topology
control and power management approach to save energy at node level. We have
also proposed a framework to support communication among the mobile nodes in
a disaster environment. The work presented in this thesis is a step towards energy
eciency in MANETs. In the remainder of this chapter, we briey summarize the
original contributions of our study. Finally, some suggestions for future work are
given.
6.1 Contributions
6.1.1 Routing technique
We proposed, a routing technique to enhance the lifetime of MANET. The rout-
ing technique considers the following in selecting a path: (i) node lifetime, (ii)
node transmission power, and (iii) node utilization. A cost metric to compute
the nodes lifetime is proposed. It considers the nodes residual battery power and
energy consumption rate. Node uses variable transmission power for data packet.
Transmission power is computed, based on the location of the next-hop node. To
minimize the overutilization of node, a maximum limit on the number of paths that
can be established to each destination is set. Through simulation, we have shown
that the proposed technique is energy ecient and improves the network lifetime.
94 Conclusions
6.1.2 Hybrid energy saving technique
An energy conservation technique called Location Based Topology Control with Sleep
Scheduling (LBTC) is proposed for ad hoc networks. The merits of both topology
control approach and power management approach is considered in LBTC. Like
the topology control approach, it attempts to reduce the transmission power of a
node. A node goes to sleep state based on its trac condition similar to power
management approach. LBTC operates in two phases: (i) link selection phase, and
(ii) sleep scheduling phase. In link selection phase a node determines its transmission
power. In the sleep scheduling phase a node determines whether it can go to sleep
state. A node goes to sleep state only when the following conditions are satised:
(i) it has no trac, and (ii) its absence does not create a local partition. We have
compared LBTC with two existing schemes. It is observed that LBTC is more
energy ecient and have longer network lifetime.
6.1.3 Framework for post-disaster communication
In our previous two schemes, network lifetime is enhanced at the expense of higher
end-to-end delay. However, in some applications such as in emergency response
system above two parameters are equally important. Keeping disaster in mind,
a framework is proposed for post-disaster communication to enhance the network
lifetime as well as reduce the end-to-end delay. The proposed framework includes:
(i) a multi-channel MAC protocol, (ii) an energy aware multi-path routing, and
(iii) a distributed topology aware scheme. Above proposals, taken together intend
to increase the network lifetime and throughput, and reduce the end-to-end delay.
The proposed framework is compared with a closely related existing framework.
6.2 Future Research Directions
We briey outline below the possible research directions.
Energy Aware Multicast Routing: Most of the research in MANET is focused
on unicast. A very little work is done on multicast. Energy aware routing
scheme can be extended to multicasting.
Cross Layer Designing: Cross layer design is another potential area of research.
Information from dierent layer of MANET protocol stack can be considered
to improve the overall performance in the networks. Cross layer design can
also be used to conserve energy.
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Security: For secured communication, some form of security mechanism must be
built into the system. Since the nodes in MANET have low computation
capabilities, the traditional public key cryptosystem can not be used. A light
weight security mechanism, that requires less computation must be developed
to provide security in MANETs.
Quality-of-Service: This is a level of service oered by the network to its user.
The parameters of quality-of-service (QoS) is not properly dened for MANET.
Some of the QoS parameters are delay, packet loss, reliability, throughput, etc.
QoS parameters can be built into the routing mechanism in MANETs.
Energy harvesting: Energy harvesting is a promising approach to enhance the
network lifetime. Nodes in MANET are powered by battery. It is dicult to
replace or recharge battery in many situations. Solar power can be used to
recharge the battery. This requires redesign of transceiver hardware.
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