We give deterministic distributed algorithms that given δ > 0 find in a planar graph G, (1 ± δ)-approximations of a maximum independent set, a maximum matching, and a minimum dominating set. The algorithms run in O(log * |G|) rounds. In addition, we prove that no faster deterministic approximation is possible and show that if randomization is allowed it is possible to beat the lower bound for deterministic algorithms.
Introduction
In recent years, there has been a growing interest in designing distributed approximation algorithms for special families of networks. In particular, efficient (in the model described below) distributed algorithms for some problems in constant-degree graphs, unit-disc graphs, or planar networks have been recently proposed. In contrast, for general networks most of the problems that admit easy solutions in special classes of graphs seem either unapproachable or are provably intractable (see for example [KMW04]). In this paper, we give deterministic distributed approximation algorithms for the maximum independent set, the maximum matching, and the minimum dominating set problems in planar graphs. The algorithms run O(log * |G|) rounds and find a (1 ± δ)-approximation in a planar graph G. In addition, we prove lower bounds for the time complexity of deterministic approximation algorithms and show that if randomization is allowed then it is possible to beat the lower bound for deterministic procedures and give faster solutions.
Fast Distributed Approximations in Planar Graphs

Model of Computations and Notation
We will work in a synchronous, message-passing model of computations (model LOCAL in [Pe00] ). In this model a graph is used to represent an underlying network. Vertices of the graph correspond to computational units, and edges represent communication links. The network is synchronized and in one round a vertex can send, receive messages from its neighbors, and can perform some local computations. Neither the amount of local computations nor the size of messages sent is restricted in any way. Consequently, in this model in a graph of diameter t, any graph-theoretic function can be computed in O(t) rounds. In addition, we assume that vertices have unique identifiers from {1, . . . , |G|} where |G| is the order of the underlying graph G. In some applications graphs will have additional weights. The interpretation of the weights depends on specific applications and they do not impact the communication in any way. We will mostly follow [D05] in graph-theoretic terminology. In particular, we will use |G| to denote the order of graph G and ||G|| to denote the size of G.
Related Work
Theory of distributed approximation algorithms has attracted some attention recently. For a nice overview of important results in this area the reader is referred to the survey by Elkin [E04]. Although there are very few deterministic distributed approximation algorithms that run in o(|G|) rounds in a general graph G, in the case when the underlying network has additional properties, algorithms that give a non-trivial approximation are much easier to design. The most eminent example is the classical algorithm of Cole and Vishkin from [CV86]. The algorithm finds in O(log * |G|) rounds a maximal independent set in a constantdegree graph G and provides therefore a constant approximation for the maximum independent set problem in this type of a network. Results of Linial ([L92]) and Naor ([N91]) give matching Ω(log * |G|) lower bounds for the running time of deterministic and randomized distributed algorithm that find a maximal independent set in a cycle and show that the log * |G| running time cannot be beaten if one expects exact, non-approximate, solutions. Similarly, in the case of unitdisk graphs, it is possible (see [KMNW05a], [KMNW05b], [CH06b], or [SW08]) to give fast approximation algorithms for many graph-theoretic problems that seem intractable in general networks.
In planar graphs, approximations that run in the poly-logarithmic number of rounds and give the approximation error of (1 ± O(1/ log k |G|) are known for all problems discussed in this paper ([CHS06], [CH06a]). However if one is willing to accept a larger approximation error (for example (1 ± δ)) but in a much faster fashion (say in O(log * |G|) or O(1) rounds) then the methods from [CHS06] or [CH06a] do not give any indication if such algorithms are possible to obtain. In addition, it has not been clear if approximation problems are significantly easier than the original Maximal Independent Set problem and if it is possible to beat the log * |G| bound and give O(1)-running time algorithms that find approximate solutions. In this direction, very recently and independently of the work in this
