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ABSTRACT
Real-time algorithms that estimate the mass-property parameters
commonly used in spacecraft control laws are developed based upon a sto-
chastic estimation viewpoint. The elements of the inverse inertia matrix
and the center-of-mass location are estimated from noisy measurements of
the angular velocity using a second-order filter, while estimates of the
mass reciprocal are generated from noisy linear velocity measurements
using a Kalman filter. The residuals of these filters are then used to
detect and isolate jet failures using the constrained generalized likeli-
hood ratio (CGLR) technique. Simulation results showed that the rate of
convergence of each estimate depends strongly upon the particular maneu-
ver being performed, and that the ability to isolate particular jet fail-
ures is a function of the observability and separability of the failure
signatures in the residual.
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CHAPTER 1
INTRODUCTION
As space systems become larger and more complex, the demands for
controlling these systems correspondingly increase. For the case of
stationkeeping and attitude control, it becomes desirable to implement
control algorithms that can automatically adapt themselves as the space-
craft configuration changes. Such changes might occur in the course of
releasing a payload from a shuttle orbiter, during a satellite retrieval,
while one spacecraft docks with another, or during a construction phase
where one section of a satellite or station remains operational while
modules are being attached. In other cases, the configuration might
simply not be known very well (e.g., control of a foreign satellite or
asteroid), or it might be changing in an unpredictable sense (e.g.,
sloshing fuel, crew movement, extending appendages).
In each of these scenarios, the changing parameters most important
to the control system are the mass properties, specifically the mass,
center-of-mass location, and inertia matrix. A control routine that is
not adaptive in these cases will typically be fuel inefficient and may
even be unstable. Consequently, there is a strong motivation to estimate
these parameters accurately and in real time.
This paper presents a method of recursively estimating and track-
ing the mass properties given noisy measurements of the translational and
angular velocities and the knowledge of the control inoits. one critical
assumption used in the derivation of this method is that the commanded
jet thrusts are known. Therefore, a method of dynamically detecting and
isolating jet failures is described herein as well.
1.1 Background
Previous studies of the rotating satellite problem have dealt with
either the direct state estimation of the angular velocity components
from the nonlinear equations of motion [121, [311, or with the augmented #1
state estimation of the attitude and its first two derivatives from a set
of linearized equations (e.g., (71, (131). In all of the cases, however,
the authors assume that the inertia matrices are known and that the
vehicle coordinate axes coincide with the principal axes -- at least to 0l
the extent that any resulting error in the approximation is masked by the
process noise. Unfortunately, no attempts have been made to identify the
inertia parameters in concert with the state estimation, even in the
deterministic case. Furthermore, the robustness of these algorithms to
parameter variations has been neglected.
The above oversights can in part be explained by the fact that for
the majority of present systems, the important properties are fairly
well-known, vary little, or vary in a deterministic fashion during the
mission period. Since most spacecraft attitude control algorithms depend
either directly or indirectly upon the inertia properties, extensive
ground testing and off-line simulations must be done for each satellite
configuration. For complex missions involving several configurations,
the corresponding values (often in the form of control gains) are out in
lookup tables to be scheduled by the computers or astronauts. Unfortu-
nately, the ground testing and simulations are expensive and time-
consuming, may not be reliable for off-nominal systems, and of course
would likely be unavailable during some satellite-retrieval missions.
1.2 Application
While the parameters that are estimated by the routines developed
in this report may be used for a number of existing attitude and position
control laws, the primary application considered here is for use with an
advanced autopilot such as the one being proposed for flight test on
space shuttle orbiter [6]. The shuttle, in fact, provides a fine example
because its mass properties and reaction control jet configurations are 0!
12
not simple, nor even symmetric about the roll, pitch, and yaw axes; con-
sequently, jet firings about one axis typically cause small angular
accelerations about the other axes and translations along all three
axes. Moreover, the nature of the changing mission requirements includ-
ing payload deployment and retrieval result in widely varying mass
properties.
The new autopilot responsible for managing vehicle control in this
complex system relies on a phase space controller that considers the
rotational and translational effects about all three axes at the same
time whenever a maneuver is requested (see Figure 1-1). The control law
takes the error signal generated from the difference between the input
commands and the present vehicle state and forms a six-dimensional rate
change request, which is then passed to a jet selection algorithm. This
jet selection algorithm then decides which of the available jets to fire
and assigns the firing times for these jets. Finally, the control loop
is closed as the measurements from the rate gyro assemblies and
integrating accelerometers are compared with the command signals.
Accurate knowledge of the mass properties and jet failure status
is required during the jet selection phase. At this stage, the jets are
chosen by a simplex algorithm that seeks the optimum solution to a linear
programming problem. Each jet is characterized by an activity vector
containing the angular and linear accelerations applied to the vehicle by
firing that jet
I~1 r. x T.
a. = - --- -(1-1)
-I 
m -1T.i 
_
Here, I is the symmetric vehicle inertia matrix, r. is the position vec-
tor of the jth jet relative to the vehicle center of mass, T. is the
-J
(known) thrust of the jth jet, and m is the vehicle mass. The requested
rate changes are expressed in terms of the activity vectors through the
relationship
UTOP LOT RA1AURATE JET
INPUT STATE CHANGE FIRING
COMMANDS R ERRORS CONTROL REQUESTS JET .COMMANDS
Figure 1-1. Autopilot-vehicle closed-loop system.
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--i = a.t. (1-2)
AV~ 
-J :i
where n is the number of jets, tj is the firing interval of the jth
jet, and Aw and Av are the requested angular and linear rate changes,
respectively. Physically realizable solutions add a further constraint
t. > 0 j = 1,2,...,n (1-3)
The problem is thus to choose those jets and their firing times
that satisfy (1-2) and (1-3) (provided such a set exists) and minimize a
linear cost function based on fuel usage; the solution can be found by
the simplex algorithm from linear programming theory. Further informa-
tion on the jet selection problem may be found in [61 and [10].
By examining (1-1), one easily sees why accurate estimates of the
mass properties are important. The inverse of the inertia matrix and the
reciprocal of the mass are salient terms in the activity vectors. The
location of the center of mass also plays an important role, since it is
used to form each of the relative jet position vectors (Figure 1-2)
r.= r' - r' (1-4)
-J3 -cm
where r! and r' are the position vectors from the defined vehicle
-I --cm
origin to the jth jet and the center of mass, respectively. We assume
that r', like T. during unfailed conditions, is known a priori.
-J -3
Considering the way in which the unknown mass properties are used
in Equations (1-1) and (1-4), the particular quantities that this report
shall examine will be the inverse inertia matrix (I1), the mass
reciprocal (m-1 ), and the center-of-mass location in the vehicle frame
(r' ). Note that we are dealing with a total of ten unknowns: the six
-cm
VEHICLEScm ORIGIN
ER OF MASS rr'
th
Jet
Figure 1-2. Translation of coordinate frames.
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unique elements of I-1, the scalar quantity m~1 , and the three compo-
nents of r' . We also choose these particular quantities because the
-cm
form of the measurement equations makes them the easiest to estimate, as
will be discussed in Chapters 2 and 3.
1.3 System Requirements
The mass property estimator that we shall develop must satisfy
certain physical constraints established by the nature of the mission in
which the algorithm operates. Stated differently, the pure application
of theory may not be enough; the solution must be workable as well. For
this reason, we must clearly identify these operational constraints and
requirements at the beginning and follow a design procedure that keeps
them in mind.
Since the estimator is to be used as part of a vehicle's position
and attitude control system, the most obvious requirement is that all
computations must be accomplishable on line and in real time. Typically,
the autopilot functions are executed by one or more digital computers
which for cost, size, and reliability reasons, have limited computational
capability and memory. For example, the space shuttle orbiter operates
five IBM AP101 flight computers which store the navigation and mission
functions along with flight control and which involve considerable
redundancy. The autopilot calculations are performed every 80 ms (12.5
Rz). Considering that numerous other functions must also be performed
during this time, we must look for a scheme that can complete all of the
computations in a minimum time period.
Another requirement of the mass estimator is that it should be
sensitive enough to quickly track any changes in the mass properties, but
not so sensitive that its performance is adversely affected by sensor
noise. Such a problem suggests an optimization approach, provided we can
model the sensor noise correctly. The estimator should also be relative-
ly insensitive to slight uncertainties in "known" parameters such as the
commanded vehicle thrusts; this insensitivity property is termed "robust-
ness", and feedback is often helpful to obtain it. However, there is
usually a trade-off between the degree of robustness in an algorithm and
that algorithm's performance when the model is known exactly [161. For
this reason -- as well as the desire to keep the jet selection informed
-- we shall not require that the mass property estimator be insensitive
to large parameter deviations that are the result of jet failures.
Rather, any jet failures shall be detected and isolated by a separate
procedure, which in turn must be intelligent enough not to be confused by
large jumps in the mass properties.
1.4 Design Approach
Figure 1-3 illustrates how all of the relevant dynamic quantities
of an orbiting satellite are related. The problem is to estimate the
mass properties and identify jet failures subject to the constraints
described in the last section based upon knowledge of the measurement
values, the known inputs, and the structure of the system. For those un-
known inputs and noises that can be modeled adequately as stochastic
processes, the applicable statistics of these quantities can be incor-
porated in the identifier design as well. The manner in which we manipu-
late all of this information to obtain a solution is then governed by our
design approach.
In their survey paper on system identification techniques, Astrom
and Eykhoff [1] describe the field of on-line and real-time identifica-
tion as a "fiddler's paradise." Such a description is given because much
work remains to be done to derive conditions under which convergence is
possible and to devise approximation techniques. Our problem is espe-
cially difficult because the dynamics are nonlinear and because the mass
parameters are time-varying. In addition, some real-time system identi-
fication approaches, such as adaptive observers [211, [241, are not use-
ful because they require special canonical descriptions that cannot be
established from the nonlinear equations of motion.
The problem seems to be best approachable by introducing the par-
ameters of the identification problem as state variables, thus turning
the combined state estimation and identification problem into a single
nonlinear filtering problem. With this formulation, we utilize the fact
CHANGES IN MASS
PROPERTIES
KNOWN INPUTS
" COMMANDED JET THRUSTS AND MOMENTS
" OTHER MODELED FORCES AND TORQUES
UNKNOWN INPUTS
* DISTURBANCE FORCES AND TORQUES
* JET FAILURE FORCES AND TORQUES
SENSOR NOISE
MEASUREMENTS
(, V
" POSITION/ATTITUDE
" ANG./TRANS. VELOCITY
* ANG./TRANS. ACCELERATION
Figure 1-3. Conceptual model of satellite problem.
that in principle there are no differences between the estimation of un-
known parameters and unknown states [1]. one thus augments the state to
include the unknown parameters and solves the resulting augmented non-
linear problem. We shall go one step further and neglect the original
states altogether, since the estimates of these values are not required
and can easily be generated from the measurements in any case. Assuming
discrete measurements and including process and measurement noise, this
approach then yields a continuous-discrete stochastic model of the form
x(t) = f(x,t) + w(t) (1-5a)
ak = h(x,t ) + (1-5b)
where x is the vector of mass-property parameters, f is a vector-valued
function describing the dynamics of the changing mass properties, w is an
additive process noise, z is the vector of measurements at time t = tk'
h is a nonlinear vector-valued measurement function, and is an
additive measurement noise sequence. We shall assume that the statistics
of the noises w(t) andyk are known; indeed, we shall later introduce
specific hypotheses concerning them in order to make the problem manage-
able. Furthermore, we will want to discretize the dynamics (1-5a) in
order to implement the solution on a digital computer and we must decide
upon a suitable form for the dynamics function f(x,t). one simple pos-
sibility is
f(x,t) = 0 (1-6)
which corresponds to a rigid body problem in the deterministic case.
Using the new formulation, the original system description (Figure
1-3) now appears as in Figure 1-4. Essentially, the dynamics of the
vehicle are contained in the nonlinear measurement function h, as are the
system inputs. In fact, the inputs directly multiply the mass-property
9'
state, so in this sense they are more accurately described as time-
varying parameters than as forcing terms. Provided that the unknown
20
CHANGING MASS PROPERTIES
z
MEASUREMENTS
NONLINEAR SENSORS
DYNAMICS
Figure 1-4. Revised formulation of satellite problem.
(random or unmodeled) inputs are small compared to the known inputs, and
that the algorithm is robust enough to accommodate the discrepancies, we
can develop a time-varying nonlinear filter for (1-5) to estimate x.
Moreover, if the statistics of the noise and our initial estimate are
well-known and the effects of any filter approximations are negligible,
we should be able to characterize the behavior of the estimation error as
it propagates through time and measurement incorporations.
Two final points must be made before we utilize such a system
formulation. First, the state may not be physically expressible as a
function of the measurements when the system inputs are not "suitable."
In other words, there will be times, due to the physical laws of motion,
when the mass properties are unobservable in the sense that one partic-
ular measurement does not allow estimates to be made of all the states.
As an extreme example, consider a motionless satellite with no applied
forces or torques; the mass properties are then completely unobservable,
since there are no accelerations whatsoever. Therefore, certain maneu-
vers must be accomplished in order to observe all the states. Second,
jet failures drastically affect the system description, as parameters in
the measurement function abruptly change from their modeled values. Con-
sequently, the mass estimator becomes based on the wrong model, and the
estimates become corrupted. Therefore, it is essential to quickly iden-
tify and accommodate jet failures.
1.5 Outline of The Thesis
The remaining chapters of this report describe a method for esti-
mating the mass properties of an asymmetrical satellite and for identify-
ing jet failures. Chapter 2 briefly describes the rotational dynamics of
a body in space and then derives a second-order filter to estimate the
inverse inertia matrix and center-of-mass location. In Chapter 3 the
translational motion is described and a linear estimator of the mass
reciprocal derived. Chapter 4 begins by explaining how the residuals of
the two filters can be used to detect and isolate jet failures.
2'
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Chapter 5 includes simulation results of the estimators and jet failure
identifiers using the space shuttle orbiter as the example, and Chapter 6
summarizes this investigation and notes areas where further research will
be helpful.
CHAPTER 2
INERTIA AND CENTER OF MASS ESTIMATION
The moments and products of inertia and location of the center of
mass are important parameters in the description of the rotational motion
of a body. Therefore, the outputs of all sensors measuring the rotation-
al state of a satellite may be considered functions of these parameters.
This chapter describes a method of estimating the inverse inertia matrix
and the center-of-mass location based on noisy measurements of the angu-
lar velocity of the vehicle. Section 2.1 introduces the fundamental con-
cepts and equations of motion for the rotational dynamics of a rigid
body. In Section 2.2, the moment equations are expressed in terms of a
measurement process whereby the sensor outputs are explicitly defined in
terms of the mass-property state, the applied impulses, and noise. This
section also describes how the dynamics of the mass properties can be
modeled, both with and without the presence of occasional jumps. Section
2.3 then describes how the statistics of the state propagate through time
and across measurement incorporations, while in Section 2.4, a second-
order filter that closely approximates an optimal filter is described.
How to modify this filter when jumps in the mass properties occur is the
topic of Section 2.5, and Section 2.6 completes the chapter with a dis-
cussion of how to best implement the filter when more than one set of
measurements is available at each sample time.
2.1 Attitude Dynamics [26], [33]
The attitude dynamics of a satellite are based on the description
of the rotational motion of a rigid body about its center of mass. Here, 0l
a rigid body is regarded as a system of particles whose relative dis-
tances are fixed with time; it represents an idealized structure, since
24
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real bodies deform when external forces are applied, and the structure
may even be designed to change shape as the mission progresses.
Nevertheless, we shall neglect such deformations in the deterministic
characterization of the system and treat any such variations in Section
2.2 as stochastic disturbances.
2.1 .1 Angular Momentum
Attitude motion for a rigid body is based on the concept of angu-
lar momentum (moment of momentum) . Consider the situation of Figure 2-1
in which a rotating body is made up of a collection of particles mi
located at positions R- relative to the origin of a nonrotating
reference frame. The angular momentum in the reference frame of each
particle about the center of mass is defined by
A
L r. x m (2-1)
=i -1 1-1
where _i is the position of the ith particle with respect to the vehi-
cle center of mass and the dot represents the time derivative. Since
R. = r. + R, this becomes
-i - cm
L = r. x m.r. + r. x m. R (2-2)
The first term on the right is the apparent angular momentum of the par-
ticle in the frame centered at the center of mass, and the second term is
a correction due to the motion of the center of mass.
Te angular momentum of the rigid body is simply the vector sum of
the individual angular momenta of all the particles, namely
L = L. = r. x m.r. + r. x m. R (2-3)
- 1 . - 1-1 .- 1 -cm
MiI
z
c.m.
x
Rcm
Y
Figure 2-1. Rigid body angular momentum.
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which is more conveniently written as
L = xr.  r.m. - R x m.r. (2-4)
- . 1 -1 1 -cm i -i
However, the center of mass is defined as the point around which
m.r. = 0 (2-5)
i 1-1-
Hence
L r. x r.m. (2-6)
1 11
Now the velocity of a particle in a rotating frame behaves accord-
ing to the Coriolis equation
r. = [;i. _ + w x r. (2-7)
where w is the angular velocity of the rotating body and the subscript r
is used to denote differentiation in the rotating frame. Since the body
is rigid, [r.O] = 0, and substituting (2-7) into (2-6) gives
L = r. x (w x r.) m. (2-8)
- 1 - -1 1 28
If mi is now allowed to decrease and the number of mass elements
increases in such a manner that the collection of particles becomes a
continuum, the summation over masses mi becomes an integral over
elements of mass dm
L = f r x (w x r) dm (2-9)
m
This integral may be evaluated by writing the vector products in
component form. If x, y, z are orthogonal axes with origin at the body's
center of mass, the components of angular momentum are
L = Wf (y2 + z2) dm -w xv dm -w f xz dm
m m m
L = -W X f xy dm + Wj f (z 2 + x2 ) dm - z f yz dm
Lz = ~Wx f xz dm - W V yz dm + z (X2 + y2) dm
mm m
(2-1 Oa)
(2-1ob)
(2-1Oc)
The integrals in
constant for any set of
are defined as
(2-10) are the second moments of mass and will be
axes fixed to the rigid body. These constants
I" = .- (y + z 2 ) dm
I y
A 2 +
=f(x 2 + z') dm
(2-11 a)
(2-11b)
(2-11 c)I = f (xI + y2 ) dm
A -f xy dmIy
P.!
= 
.Y (2-12a)
Iyz
xz
= I
zy
A -f xy dm (2-12b)
= I_ = -f xz dm (2-12c)
where Ixx, IyV, Izz are the moments of inertia and Ixy, I ,
Iyz' Izy' 9 xz' Izx are the products of inertia. (Some texts de-
fine the products of inertia as the negatives of the values defined
here.)
The components of angular momentum in (2-10) may now be expressed
L = I W + I W +'I W
x xx x xy y xz z
L = I + I W + I W
y xy x yy y yz z
L = I W + I W + I W
z xz x yz y zz z
(2-13a)
(2-13b)
(2-13c)
which is a set of three simultaneous linear equations in w and can be
written in matrix form as
(2-14)
where
- IJ
Ixx
I
yx
I
zx
I I
xy xz
I I
yy yz
I I
zy zz
(2-15)
2.1.2 Euler's Equations of Motion
The rate of change of L is of particular importance in developing
the equations of attitude motion. By differentiating Equation (2-6) we
obtain
L = r X r.m. + r.X r.m.
- .- -1 3. (2-16)
The first term on the right vanishes, because r. X r. 0; the second
-1 -.
term can be found by applying Newton's Second Law, which relates the
total force applied to each particle F with the particle's linear
momentum p' , namely
P. = m.R.
(2-17)
(2-18)
If mi is constant, Equation (2-17) becomes
F. = m.R. (2-19)
and we can write (2-16) as
where
L = r. X (R. - ~ )m = r. X m. + X m.r. = r. X F.
- *- -i -::m 1 . -1 i-i -cm ._-_ .- -L1 2. -
(2-20)
where we used the definition of the center of mass given by (2-5) to
eliminate the ,Ncm term.
The total force may be expressed as the sum of the external and
internal forces
F. = . + S.. (2-21)
-i 
- . -1)
where , denotes the total external force acting on the ith particle
and gg denotes the internal force exerted on the ith particle by the
jth particle. Equation (2-20) then may be written as
L = r. x E. + 2 2r. x S. (2-22)
- 1 - 1.) 1
Now the double summation on the right side consists of pairs of
terms of the form
(r. X S..) + (r. x S..) (2-23)
From Newton's Third Law (law of action and reaction)
S.. = -S.. (2-24)
so expression (2-23) reduces to
(r. - r.) x S. (2-25)
-1 -) -13
The vector (r,. - .) is-the displacement of the ith particle
relative to the jth particle and is in the same direction as ,S when
the internal forces are central (i.e., when they act along the lines con-
necting pairs of particles). Hence (2-25) vanishes, as does the double
sum in (2-22).
The cross product ri x Ej is the moment of the external force
defined by
A
M. = r. X F (2-26)
-1 -1 -i
and therefore the sum r. x E. is the total moment of all the external
forces acting on the system
M= M. = r. x E. (2-27)
- .- 1 . - -1
Equation (2-22) may therefore be written as the fundamental equation
L = M (2-28)
Note that when the system is isolated (M = 0), the angular
momentum remains constant in both magnitude and direction; this is a
statement of the principle of conservation of angular momentum.
The rate of change in angular momentum can also be obtained by
directly differentiating (2-14) with the Coriolis equation. Assuming
that the rotating axes x, y, z are fixed to the body, we obtain
L = L + x L = I + w x Iw (2-29)
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Equating (2-28) with (2-29) gives
M = I + W x IW (2-30)
which represents three nonlinear differential equations relating the
components of the applied torque with angular velocity changes
M I w + I o + I w
x xx x xy y xz z
- I W 2- W W
yy y z yz z yx x z
2
+1 W W + W W + I W (2-31a)
zz y z zx x y zy y
M = I w + I w + I o
y yy y yz z yx x
- I Wo - I o2 1 WW
zz x z zx x zy x y
2
+ I W W + I W + I W (2-31b)
xx x z xy y z xz z
M = I w + I w + I w
z zz z zx x zy y
xx x y xy y xz y z
2+ I W W + I W W + I W (2-31c)yy x y yz x z yx x
These three equations, often generally referred to as Euler's
Moment Equations, completely describe the rotational motion of a rigid
body about its center of mass. Unfortunately, these equations have no
general solution, because M is not specified; in fact, meaningful solu-
tions can be obtained in closed form only in special instances, such as
torque-free motion of axisymmetric bodies or bodies constrained to rotate
about fixed axes. The general torque-free motion can also be solved,
using the geometric solution developed by Poinsot or an analytical solu-
tion involving elliptic integrals (26]. For other cases, certain approx-
imations, such as neglecting the dynamic coupling terms, must be made.
2.1.3 Motion Driven by Impulses
During periods of jet activity it is often useful to treat the
rotating system as impulsive, since the sampling intervals are very short
durations in time. An impulse, denoted P, is defined as the linear
momentum imparted to a body by an applied force over a finite interval of
time. If the force is considered to act over the time interval t = to
to t = to + At, the impulse is, by (2-17), a time integral
t +At
A 0
P := F dt (2-32)
t
0
An ideal impulse can be viewed as an impulse produced by a force
that tends to infinity but lasts for a time interval that approaches zero
in such a way that the integral remains finite. Such an ideal impulse
would produce an instantaneous change in the momentum of the body.
Writing (2-28) in differential form yields
dL = _M dt (2-33)
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or, using (2-27)
dL = r. x E) dt (2-34)
Since ri is constant for a rigid body, this equation may be integrated
to obtain
t +At0
AL = r. x f
i t0
E. dt = r x P.
-i.-1 -1
AL L (t0 + At) - L(t 0 ) (2-36)
If the external forces are constant over the intervals of concern, we get
AL = r x At
- i -
(2-37)
The change in angular momentum can be related to the change in
angular velocity by integrating (2-29)
t +At
0
AL =f + w x Iw_ dt
t +At
0
=IAW + f
where
(2-35)
(2-38)[w(t) x Io_(t)] dt
where
AW = W(t + At) - W(t ) (2-39)
The last integral in (2-38) is difficult to evaluate, but we can
set bounds on its value. Suppose there exists a vector b bounding the
integrand in the sense that 1[w x Iojj < bj for each component j =
x, y, z within the time interval to < t < to + At. In this case, the
absolute value of each component of the integral in (2-38) becomes
bounded
t +At
0
{ f [_ x Iw] dtjf
t0 3
t +At
0
t
t +At
0
< I
t
0
= b.At
J
o_ x Ijj dt
b. dt
I
(2-40)
By comparing (2-40) with (2-37), we see that the dynamic coupling
may be safely neglected whenever
j[ x Iw]j << Er x E (2-41)
for each component j = x, y, z. Such a situation occurs whenever all the
components of the applied torque are large, the angular rates are small,
or the shape of the body is relatively spherical. It is also interesting
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to note that when there is a non-zero component of torque about each
axis, (2-41) holds for ideal impulses; in this case, the applied torques
are infinite, so that the condition is clearly satisfied.
When (2-41) holds, the momentum equation can be expressed as
IW= r. X E. At + M At (2-42)
where MA is considered to be a small disturbing moment.
2.2 System Modeling
Having described the equations of motion governing the rotation of
a rigid body, the next step is to convert these equations into a form
suitable for state estimation. This section shall develop a logical way
to formulate the estimation problem and show how disturbances and noises
in the states and measurements can be modeled.
2.2.1 Measurement Function
For the remainder of this report we shall assume that the angular
rates are small, so that during periods of jet activity the dynamic
coupling effects over the sample interval can be treated as small dis-
turbance torques. If we have confidence in the estimates of I and the
measurements of w, this disturbance torque can be approximated accurate-
ly. Otherwise, it must be treated as an unmodeled noise that can be ac-
commodated by a robust estimator. Such an approach will usually be rea-
sonable, since the "signal" torque due to the jet moments will typically
be several orders of magnitude greater than the cross-coupling "noise"
torque.
Throughout its mission, a spacecraft will also be affected by a
number of other disturbance forces and torques, some of which may disturb
the vehicle even more than the cross coupling. For example, a spacecraft
is typically disturbed by gravity gradients, aerodynamic drag, magnetic
moments, and solar pressure, the significance of each effect depending
upon both the environment (LEO, GEO, flyby) and the configuration (booms,
solar panels) of the spacecraft. As with the dynamic coupling, these
disturbances may or may not be accurately estimated from a priori knowl-
edge and sensor information. In the majority of cases, however, these
disturbances will be small and may not even be measurable; consequently,
we shall treat most of them, like the dynamic coupling, as noises.
By including the disturbance forces and torques in our model and
assuming no jet failures, Equation (2-42) becomes
IAw = r. x T. At + r x E + M At + M At (2-43)
.1 - . -d. -d. -d -d
1 1 1 1
Here, T. is the known applied thrust of the ith firing jet, located by
the vector ri from the center of mass; i. is the ith known dis-
turbance force, located at r relative to the center of mass; 
-
is the resultant of all known disturbance torques not due to .!.; and
- 1
!Id is the resultant of the unmodeled disturbance torques. (For a
simple model, _ = = 0.) The vectors r. and Ed are not
known because the center-of-mass location is not precisely known. In
terms of a well-known vehicle coordinate frame which differs from the
center-of-mass frame by only a translation of the origin, these
position vectors can be described in the same manner as was shown in
Section 1.2 (Figure 1-2)
r. = r! - r' (2-44a)
-1 1 -cm
= r' - rl (2-44b)
-d. -cm
where r! and r' are assumed known. If r' is in reality not known, then
-i -d. -d.
1 I
the term r x must be lumped in .
.1di 
2
Now define a vector A to be the linear impulse due to all the
known forces
= ( T. + E At (2-45)
i i 1
Similarly, define a to be the angular momentum change (angular impulse)
of the vehicle about the defined vehicle origin due to the known torques
a : r! x T. + r' x E + M ) At (2-46)
- .- 1 -1 -d. -d. -d
i i i 1
Equation (2-43) may now be written so that the quantity sensed by
the gyroscopes is explicitly given in terms of these defined impulses,
the mass properties, and any unmodeled disturbances
Aw = fa- (r' x X) + I 1 M At (2-47)
-- 
-cm - -d
The last term on the right represents the signature of the disturbance
torques in the output vector. Since this term is not well characterized,
we shall treat it as a noise vector, _A; hence
d A -1^
v = I M At (2-48)
-d
Typically, the magnitude of vd is small compared to that of the other
terms in (2-47), although one component of vd may be significant during
some maneuvers (e.g., exact rotations about one of the vehicle axes). If
the components of the first two terms on the right side of (2-47) are
considered as the "signal," then we can imagine a set of three signal-to-
noise ratios, one for each vehicle axis, that change from one maneuver to
the next. Naturally, when no jets are firing and none of the disturbance
forces and torques are known, these ratios are all zero and estimation of
the applicable mass properties is not possible.
Now define the state vector x s R9 consisting of the mass prop-
erty parameters in (2-47) that we want to estimate
A -1 -1 -1 -1 -1 -1 r
= L 11, I22' 33' 23' 13' 12, rc , rc , rc j (2-49)
1 c 2  c 3
-1
where 171 is the element in the ith row and jth column of the inverse
inertia matrix and r' is the ith component of r' . Equation (2-47) cancm -cm
then be formulated in terms of this state as
ow = h(x) + vd (2-50)
where h: R9 - R3 is a nonlinear vector-valued measurement function.
This function may be expressed in terms of the state explicitly by
defining an angular impulse matrix A having the property
Ax - I1 a (2-51)
and a set of symmetric linear impulse matrices Ai that satisfy
1 Ti r-1
- x A x (r' x (2-52)2 - -cm - i
for each vector component i = 1, 2, 3. Such matrices are found to be
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a 0 0 t 0 a a21 3 210 0
A= 0 a2  0 a 3  0 a1  0 0 0 (2-53)
0 0 a3  a 2  a 0 0 0 0
L1
0 0 0 0 0 0 0 -x3 2
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1X 0 -0
0 0 0 0 -x 2  x 3  0 0 0
-x3 0 0 0 x 0 0 0 0
x 0 0 0 0 -x 1 0 0 021 1
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 -2 2 0
0 0 0 0 0 0 1 0 0 0
1 0 02  0 0 0 0 0 o 0 3 2A -- 3 2 (2-54b)
0 3 0 -x 0 0 0 0 00 0 3 2
0 0 0 0 0 x 0 0 0
0 0 0 0 0 0
2 0I
0 0 0 0 0 o o 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 _3 x 02A(
0 0 0 0 0 0 x 0 -xI 3
0 0 0 0 0 0 0 -xA1 3 2 (2-54c)
0 0 0 0 0 0 0 0 0
0 0 0 - x 3 2 0 0 0 0
0 0 x 0 -x 0 o 0 o 01 3I
0 x x 0 0 0 00 0 02
In terms of these matrices, the measurement function is
3 T
h(x) = Ax + 1x A x (2-55)
1=1
where
1 0
0na2 LI (2-56)
0 01
are the natural basis vectors in R3.
Note that by neglecting the second-order terms one obtains a
simple linear matrix equation whose coefficients are independent of the
state. However, the components of r' in this model do not affect the
-cm
measurements, because the third 3x3 block partition of A in (2-53) con-
tains only zeros. Therefore, we must use the complete nonlinear model
(2-55) if we want to observe r' . Furthermore, we discover that the
-cm
center-of-mass position cannot be determined when X = 0, which corre-
sponds to the case where there is no known resultant translation.
2.2.2 Sensor Noise
The measurement equation (2-50) assumes that measurements of the
angular rate are available, which is clearly the case when rate gyro-
scopes are in operation. If, instead, the attitude of the spacecraft is
available, as would be the case with integrating gyros, horizon, sun,
star, magnetic-gradient, or gravity-gradient sensors, then the measure-
ment vector must be differentiated. often a full state observer involv-
ing the attitude and its first two derivatives is used, in which case the
appropriate parameters can be picked out; however, the bandwidth of such
observers must be carefully examined, since severely bandwidth-limited
measurements will undoubtedly degrade the performance of any real-time
algorithms based on them.
The discrete angular velocity measurement at each time instant is
assumed to satisfy the stochastic equation
W
W = W + v (2-57)
-k -k -k
where is the output of the sensor package, W is the value of the
angular velocity at time k, and {k is a 3-dimensional white gaussianZk
sequence independent of xk and all forces and torques, with mean and
covariance
Ek (2-58a)
Evkvk = k > 0 (2-58b)
Here, E represents the expectation operation.
Now let z denote the measurement of the impulsive change in
angular velocity, i.e.
= k - (2-59)
From (2-50) and (2-57) we then have
Z ~~ - WJ' WJv -
-k -k -k-1 + k -k-1
) - + + - (2-60)
;-k - -k Y-k- 4-
Define
z A d W W
-;- k + k (2-61)
so that (2-60) becomes
z
-k h k (2-62)
dIf the unknown disturbances k can be approximated as a white
gaussian sequence with statistics
[ d 0 (2-63a)
E dv T k R 0 (2-63b)
and if v is independent of v and v then v is approximately gaus-
-Yk 
- --i -k
sian with
[41 = (2-64a)
z zT d w w z
EY-k k + k + R-1 k (2-64b)
of course, in reality both the disturbance and sensor noises prob-
ably do not resemble gaussian sequences, as the disturbances may be high-
ly correlated due to low frequency effects, and the sensors may have
quantizations, biases and other irregularities. perhaps one could even
argue that the noises are not even random, since they must be caused by
some physical process. Nevertheless, we shall try to keep the model as
simple as possible and thus assume that these noises can be reasonably
approximated by a gaussian distribution when the covariance matrices in
(2-64b) are chosen carefully.
2.2.3 State Dynamics
In the simplest case where the mass properties vary in an unpre-
dictable fashion, the deterministic model for the state dynamics can be
described as
x(t) = 0 (2-65)
In a discrete form that will be directly implementable on a digital
computer, this equation becomes
k+1k (2-66)
where the single-step state transition matrix 0 is simply the 9x9
identity matrix
S- I (2-67)
It is desirable, however, to include process "noise" in the model
in order to prevent the filter gains from becoming overly optimistic
after a long period of time. Should they become optimistic, the filter
will ignore good recent data and thus fail to properly track any
variations in x as they occur. Additionally, the state may actually vary
in some unmodeled (although perhaps not random) manner due to fuel expen-
diture, astronaut movements, vibrating appendages, etc. Therefore, we
choose a discrete stochastic model for the state dynamics that includes
fictitious noise whose statistics are based on the magnitude of the
expected state variations during each sample period. In fact, these
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statistics can even be varied in order to "tune" the filter to achieve
particular response properties.
With an additive noise term, (2-66) takes the general form
= + w (2-68)
where {I} is the hypothesized 9-dimensional white gaussian sequence
independent of Ek with
E = 0 (2-69a)
[E Tl Ok > 0 (2-69b)
-k-- > 0k
and r, like 0, is simply the 9 x9 identity matrix that is added for gen-
erality
= I(2-70)
Finally, if unknown jumps in the mass properties are known to
occur at infrequent periods of time, perhaps due to docking maneuvers or
satellite deployments, then (2-68) can be modified with an additional
term
xM o x + rw ~6V(2-71)k+1 k k + Sk+1; 6 v
where V is the unknown jump, 6 is the jump time interval, and 6k;O is
the Kroenecker delta, defined
A 1 if k = (
W~e 0 otherwise
2.2.4 Summary
The determination of the elements of the inverse inertia matrix
and the center-of-mass position vector is accomplished by solving a bi-
linear state estimation problem. Noisy measurements zk are formed from
the angular velocity measurements in (2-59) and are related to the state
xHk through the measurement equation (2-62). The bilinear measurement
function in this equation is defined in (2-55) in terms of the known
angular and linear impulses, and through this model structure we see that
r' cannot be observed when no resultant translations are known. The
-cm
dynamics of the state can be modeled as a random sequence driven by
gaussian white noise (2-68), or as this same sequence with an occasional
jump (2-71).
2.3 Propagation of Statistics
We desire our state estimate to be "optimum" in the sense that the
mean square of the estimation error is minimized. As is well-known [17],
this estimate is the mean value of the state probability density func-
tion conditioned on the complete measurement history Z A ,z ,...,].
For the general nonlinear case involving no approximations, this
conditional mean must be obtained directly from the conditional density
functions. With a linear system containing only gaussian random
variables, on the other hand, we can use the replicative property of
gaussian variables to obtain the conditional mean without the use of
density functions; such a method generates the standard Kalman filter
[19]. In this section we shall show how the conditional density #l
A linear combination of gaussian random variables is itself gaussian
with related mean and covariance.
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functions p[xi/Z1 propagate over time and across measurements so
that a suitable approximate (hence, suboptimal) filter can be developed
in the following section.
Henceforth, we shall denote the conditional means as
E[Xk Zz] (2-73)
where k > k for the filtering/prediction problem.
Also important in our filter derivation are the conditional
error covariance matrices; denote these as
k/Xk / k - Tk/ (2-74)
2.3.1 Time Propagation
Between measurements, the discrete state-dynamics model (2-68)
describes a Markov sequence {k}; therefore, the propagation of the
conditional density function over time is governed by2
P +1 1k pxk+1 ,k k dxk
= p k+ 1 k Kk P -k Ik d k (2-75)
where the integral is taken over R9 . Equation (2-75) is a direct
manifestation of the Chapman-Kolmogorov equation.
Since the state is driven by an additive white noise, the first
density in the integral in (2-75) can be expressed as
2Fbr a continuous state-dynamics model, one begins instead with the
forward diffusion equation.
p +1 - 4 (2-76)
which is just the probability distribution p[w.k+1] of the driving
noise. Equation (2-75) therefore becomes
P14+1Vk] = [4+1 - 04] P-.d.k1 d (2-77)
Since wj+1 and x!k are independent by hypothesis, the integrand
in (2-77) represents the conditional joint density of these two vari-
ables. This joint density will be gaussian only if p(2k fZk] is gaus-
sian, so in general, the integration must be performed. However, the
time update of the conditional mean and covariance does not require
knowledge of p[xk+lZk] if the corresponding statistics of
pCk fZk] are known, since (2-68) is linear in terms of the state and
noise. In this case
+1/k * E + rFjk
-E + +/
k (2-78a)
and
1k+1/k = E ( - k/k + -k+1 1c(2 .k/k) + r+1 ]TIZk
= 0k/k + rQk+1 rT (2-78b)
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2.3.2 Measurement Incorporation
As additional measurements are taken, the conditional functions
change according to Bayes' rule 3
S+k+ -k+1J-Zk+1' -Zk
-k+ 1 I-k+1 k+1 kK
k Lk Z k k(2-79)
Since we assumed that 1 is white and independent of Ek+1 in
Equation (2-62), we have
+1Z k+ k k+1 !-k+ 1 Ik
'kk+1 k 1 ) 1 ( 2-80)
which is just the density function of the measurement noise, p[ +1]*
The denominator of (2-79) can be expressed as
.1 Ik f k+1' +1 k d C1
k+1 fP !k+1 ' -Kk) Z  +1 Ilk C) xk+ 1
fp [z - h(x )p I ZpLk 1 d1 (-1
-k+1 --k+1 k+1 k +1 2-81)
3 EXplicit equations for the propagation of the conditional mean and
covariance for the continuous-dynamics/continuous-observation case can
be obtained by applying the forward diffusion equation to a special
characterization of the conditional density, as suggested by Bucy (8].
These equations have been developed by Bass, et al. [41 and Jazwinski
[17).
where the last equality is due to (2-80) . The integrand represents the
joint density of k+1 and lk+1; unfortunately .it cannot be joint
gaussian, even when v and are gaussian, since h(xk) contains4k+1 4k+1 /k ar g -k+1
second order terms. Therefore, the integration in (2-81) must be per-
formed to correctly obtain the conditional mean.
Substituting (2-80) and (2-81) into (2-79) yields
k+1 
- k+1 ] Ek+1 -4 d282k+1 k1 pkk+1 k+ dhk+1 (2-82)
which completely describes the measurement update in terms of the state
conditional density based on ZA, obtained by (2-77), and the known
measurement noise distribution.
Having updated the conditional density function, the components of
the conditional mean and covariance are then found by performing the fol-
lowing integrations
+1/k+1 i k+ i Pk+1I.Ek+1 dk+1]i (2-83a)
1Ik+1/k+1]ij -1 k+1i1.k+1] P[k+1f. +1 [d k+11i [k+ 11l
k[ +1/k+1li I!k+1/k+1 I (2-83b)
where i,j = 1,2,...,9.
To summarize, the optimal (minimum mean square error) estimate is
obtained at each time sample by performing (2-77) and (2-82) through
(2-83). Unfortunately, this scheme is not very practical, since the
integrations normally require the use of numerical quadratures. We thus
seek an alternate method that is suboptimal.
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2.4 Second-order Filter
The gaussian second-order filter was first developed independently
by Schwartz [25] and Fisher [15] for the continuous-observation case.
Their derivations began with the equations of the evolution of moments
and applied the gaussian approximation. Derivations for the discrete
observation case may be found in Jazwinski (17] and Athans, et al. (31;
the following derivation is motivated by the work of Athans.
2.4.1 Filter Derivation
We begin by assuming that the conditional mean update given by
(2-83a) is a linear function of the measurement
Xk/k = k k (2-84)
Define the error of the optimal estimate from the actual state
value to be
S - k/(2-85)
where k > 2 for prediction and filtering problems. Letting k = X,
substituting (2-84) into (2-85), and adding and subtracting x yields
-k/k-i
k/k /k-1 + k/k-1 - L + Kk k + ]
-zk/k-1 -k/k-1 - k - h(2) (2-86)
If the optimal estimator (i.e., the conditional mean) is to be un-
biased, the expected value of x must be zero. Therefore
where
/k k-1 -k/k-1 k k fk) = 0
F (xk E k 
- 1-k-k -V4 I-k -C-
(2-87)
(2-88)
Solving (2-87) for a and substituting the result into (2-84) gives
-k/k -k/k-1 +k -k - -k (2-89)
The bracketed term represents the difference between the actual
measurement and the estimate of that measurement based on the previous
measurements; such a quantity is the residual, which we define
-k - 5k(-k
= ) + 
- (xk) (2-90)
In terms of the residual, (2-89) becomes
k/k -k/k-1 + K (2-91)
To observe how the conditional covariance is propagated across a
measurement, subtract (2-87) from (2-86) to obtain
#1
x = x hvk/k -k/k-1 k k +4 -k -k
-k/k-1 k k
The conditional covariance is then
k/k = E{x /k k/k
k - + K F'{C eTI KTk/k-i k -k-k k
k/k-1 k k -k-k/k-
Now since the conditional mean is the
estimate, it necessarily minimizes
minimum mean square error
(2-94)
= E{Xk/k k/k }= tr /k
where tr denotes trace. The optimal gain Kk
gradient of Jk to vanish
therefore causes the
k
= 0
Taking the trace of (2-93) and inserting the result into (2-95)
yields the condition4
4 An in-depth discussion of gradient operations for the trace of matrices
is provided in [2].
(2-92)
(2-93)
(2-95)
k -k-k k/k-1 _k (2-96)
Solving for Kk
K =j E XE E ET l (2-97k -k/k-i -k -k--k
By substituting (2-97) into (2-93) one obtains
Ik/k k/k-i - k Etc -k-i (2-98
We now have exact expressions for the propagation of the
conditional mean (2-91) and covariance (2-98), with the optimal gain in
these expressions given by (2-97). The problem, of course, remains to
determine the expectations in (2-88), (2-97), and (2-98).
To find these expectations, expand the nonlinear function h (x
-k -k
in a Taylor series about the conditional mean x
-k/k-1
)
ah
+ (k1) 
x=x/k-
k -k/k-1
T 2
+-(x - x
2 -k -k/k-1 ax 2
X=x
- -k/k-1
-k -k/k-1 ) k t -k/k-i k/k-i
13 -T
+ i-k/k-i k/k-1 k/k-1
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-Ek - 2Xk/k-1
(2-99)
)
Here Hk(k/k-1) is the 3x9 Jacobian matrix of k (Ek/k-1)
with elements defined by
[H"kk/k-1 )pg
A Pk
ax
S 1x=x k/k-1
and Hkk/k-1) is the 9x9 symmetric Hessian matrix of the ith component
of h -k/k-1), whose elements are given by
h.
A 1k i = 1,2,3
3x 3x q,r =
q =k/k-1
(2-101)
Also, g are the basis vectors in R3 defined in (2-56). From
(2-55), we see that
i T i
k -k/k-1 k + k/k-i
i A
Hk(xk/k-1) =
(2-102)
(2-103)
i i
where Hk k/k-1 ) and Ak in (2-102) denote the ith rows of H ( k/k-1 ) and
Ak, respectively. Note that the Hessian is independent of the state
~i ~i(i.e., H (xk/k-1) = R ), and that the series (2-99) is exact because
h (x k) is nonlinear in the state only to second order.
Since H is symmetric, (2-99) may also be expressed ask
p = 1,2,3
q =1,2,...,9
(2-100)
Wn
3 -- -
= ~ + K~~ )x +± . 1'.tr (H~k/k-1 + k/k-1 -k/k-1 + 2 -k/k-1 k/k-1
(2-104)
Taking the conditional expectation and using (2-87) and (2-88) gives
=k 1 -k(k = - k/k- . i tr k/k-11=1
(2-105)
Equation (2-105) indicates that our estimate of z conditioned
on is equal to the nonlinear measurement function applied to the
optimal estimate plus a bias term that depends upon the covariance
matrix.
To obtain an expression for the expectation in (2-98), substitute
for a from (2-90) and use expressions (2-104) and (2-105)
{ TEk-k/k-1 rr 
X -1) T
= E1 (__) + (4 k/k-1
k-k/k-1 -k/k-1
3 T1 -~ i T Ik
+k 2 ki k/k-1 k/k-1
H(k/k-1) k/k-1 + Ck
k/k-1 k -k/k-1
(2-106)
where
A 1 ~ ~ T -T
-k K {r k/k-1 2k/k-1 2k/k-1
i=1 {-k/k-1 k/k-1
1 3
2 . 1 1 Lxk/k-1 (2-107)
The second expectation in (2-97) represents the covariance matrix
of the residual. renoting this matrix as Tk, we have
Tk -E =
= E([Rk k/k-1 1k/k-1 + '2
E (x ) + - (x)[ x) + -y( k
3
i T -
itr(Rk 12k/k-12Ek/k-1 - k/k-1 + kz
1 3 
~T 
Z-T
- Hkk/k-1 k/k-+ 2 . itr(Hk [k/k-1k/k-1~ k/k-1 ) + Ek
i=1
-k(k/k-1) k/k-1kk/k-1 + ckkk/k-1
) T z
+ % (-Ik/k-1 k + D)k + R (2-108)
where
tr'k - /k-1 k i/k- 1)}]
A3 ~. ~T
Dk E [ IC trH x 
- /k-4{ II L_ k/k-i-k/k-i k/k-i~~
.3 
1. -T- 
) Ti tr(H xk/k-1,k/k-1 k/k-1
11
#.. tr [xkki T
-=1i=1'i Li /k-12Ek/k- 1
(2-109)k/k-1 I
TNote that # is a 3 X 3 matrix whose elements are all zero except
the element in the ith row and jth column, which is equal to one.
Therefore, the elements of Dk are
4 Etr xk/k-lk/k-1 k/k-1
tr x 
- )I
-k/k-1-k/k-1 k/k-1
- f 2.. T tr T~
Etrj 
-k/k-12k/k-1 t k/k-1 k/k-1
- tr( ' k/k-1 ) tr k/k-1 (2-110)
The expectations in (2-107) and (2-110) depend upon the third and
fourth moments, respectively, of the distribution of the estimation error
-- /k-1 . In general, these moments must be determined from the condition-
al density p(2fk .2k-1), which is in turn obtained according to
(2-77) . However, we wish to neither propagate the density functions nor
perform the moment integrations on-line, as the computational burden is
60
[Dk 1ij
- /k-1 ]
t Ek/k- 1 l/k- 1
excessive. Therefore, we shall make the assumption5 that x is (al-
-k/k-1
most) qaussian with zero mean and covariance Ek/k-1, so that we can
make use of the following Lemma [31:
Lemma: If x is a zero-mean gaussian random vector with covariance
matrix E, then
Ex tr(AxxT )I = 0 (2-111)
and
E:tr(Axx T ) tr(BxxT )I = 2tr(AEBE) + tr(AE) tr(BE) (2-112)
where A and R are symmetric matrices.
The proof is provided in the appendix.
Assuming k/k-1 is (almost) gaussian, (2-111) applied to (2-107)
yields
Ck = 0 (2-113)
and (2-112) applied to (2-110) gives
Dk i tr(. Ik/k-1 Ik/k-1 (2-114)
Now let x, S, e, K, Y, h(x), and D represent the quantities cor-
responding to ', E, E, K, T, 7(x), and D, respectively, which are ob-
5 9his assumption is equivalent to neqlecting all of Stratonovich's quasi-
moment functions and therefore yields an approximation of the optimal
nonlinear filter containing an infinite number of quasi-moments. For
the continuous-observation case, such an interpretation is discussed in
Fisher (151.
tained by invoking approximations (2-113) and (2-114) . The measurement
update is then made by
-k/k S -k/k- + ' e-k (2-115)
S k/k = Sk/k-1 k/k-1 k/k-1
h=_z -hk )k)
-k-k -k/k- + tr( Sk/k-1)
Kk Sk/k-1 %k'Ek/k-1)Y k
T z
k kk/k-1 k/k-1Hk k/k-1) + Dk + Rk
A 3 3~.
D = $ 1 . $. tr(H S H Sk 2 -3 k k/k-1 kk/k-1
(2-117)
(2-118)
(2-119)
(2-120)
(2-121)
and Hk(x) and are given by (2-102) and (2-103), respectively.
Between measurements, the estimate and error covariance are updated
according to (2-78), which is now
Ak
-!+1/k ;-k/k (2-122)
where
(2-116)
= DSk/ktT + rok+(1-r
The structure of this algorithm is illustrated in Figure 2-2.
2.4.2 Alternate Form
To obtain an alternate form for the measurement update of the
error covariance, use (2-104) and (2-105) to express (2-92) as
-k/k -k/k-i - k k k/k-1 k/k-1
3 -. ~ ~
i tr(H Ix x -
1=1
= (I - KkR(k/k-1) Lk/k-1 -
- tr (w ~k/k-1k/k- k/k-1]) + v }
k/k-1 +4
3
i=1
(2-124)
The error covariance then becomes
T
= lk/ -k/kl
= I - Kkkk/k-1) k/k-1 Kk k(Xk/k-1)
-
k [T T T
- kl k00kk/k-1 Kk'k(2k/k-1) 1kk
+ Kk (Dk + RZ)< I (2-125)
k/k
M I E!
(2-123)
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Figure 2-2. Second-order filter for identifying elements of 11 and r'cm'
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Applying approximations (2-113) and (2-114) then gives
S [I I- (x )Is [I - K H (T + K (D + R )Kk/k k k -k/k-1 k/k-1 k k -k/k-1 k k k k
(2-126)
Equation (2-126) is the "Joseph form" of the covariance matrix
measurement update and is less sensitive to roundoff errors than (2-116)
[161. However, this form also consumes considerably more computation
time, so the trade-off must be considered when deciding which form is to
actually be implemented.
2.4.3 Comments
The second-order filter (2-115) through (2-121) closely resembles
the extended (or quasilinear) Kalman filter; the differences are an addi-
tional bias term in (2-118) and a "noise" matrix in (2-120). These cor-
rections represent knowledge of the Hessian matrices that the extended
Kalman filter does not consider. In fact, if one sets the Hessian ma-
trices H to zero (but not A , since these matrices are used in (2-102)
to obtain the Jacobian H(x)), one obtains the extended Kalman filter
equations exactly.
The importance of the nonlinearity in the estimation scheme is
evident when examining the alternate formulation. In (2-124), the non-
linearity appears as a "noise" that is added to the measurement noise.
When the measurement noise is large compared to the second-order term,
the nonlinearity is "covered" by the measurement noise; when the opposite
situation is the case, however, the nonlinearity is significant and ne-
glecting this term will yield poor estimation performance. In terms of
the filter parameters, Equation (2-126) indicates that the nonlinearities
are significant when
D Rz (2-127)k k
During the initial periods of estimation, when S, and thus D, are rela-
tively large, we must be careful to use the complete second-order fil-
ter. once the filter has approached its steady-state values (if any) and
s has become very small, however, the nonlinearities become negligible
relative to the measurement noise and little is gained by using a
second-order filter as opposed to the extended Kalman filter. (For a
further examination of this phenomenon, see Denham and Pines [11].)
For this particular system, the Hessian matrices given by (2-103)
and (2-54) are sparse; by accounting for this fact during implementation,
the amount of additional computations required by the second-order filter
over the extended Kalman filter will not be significant.
Lastly, we note that since the Jacobian matrix depends upon the
states, and both the Jacobian and Hessian matrices depend upon the time-
varying applied forces and torques, the propagation of the error covar-
iances cannot be precomputed. Therefore, the gains must be computed in
real time, and in fact the concept of a steady-state gain has no
meaning.6
2.5 Adaptive Filtering by Covariance Incrementation
In Section 2.2 we showed that the state dynamics in the presence
of an occasional large jump in the state can be modeled with the
stochastic difference equation
6 iHwever, if there is only a small number of known applied impulse con-
figurations, such that one always uses an element of a known set of com-
binations (A,Ai), and if the state to be estimated is time-invariant,
then there may be a set of steady-state gain-one for each impulse con-
figiration. Unfortunately, these gains will also depend upon the value
of the steady-state estimate, which is unknown at the beginning of the
problem.
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-ik-1 + _ + 'k.6 0 (2-128)
1
we wish to design a method whereby the filter equations developed
in the last section can be adapted automatically to incorporate the jump
in the state estimate. one typical approach to this problem involves
estimating 6 and v from the residual history and then using these esti-
mates in a decision rule that decide whether a jump has occurred. If the
decision is then made that a jump has in fact occurred, the estimates 0
and v are used to correct the state estimate x accordingly. Such an ap-
proach is known as the generalized likelihood ratio (GLR) technique, and
the estimates 6 and v so generated are the maximum likelihood estimates
(9], (301. Unfortunately, the nonlinearity of the measurement function
and the dependence of the filter gains on the state estimates prevent
this approach from working, as we shall see in Chapter 4 when a GLR test
to identify jet failures is discussed. Therefore, a modified approach
that does not require estimates of v and 6 shall be pursued here.
Consider the two hypotheses
io: no jump to the present time (6 > k)
H1 : A jump has occurred (6 < k)
our approach is to devise a test that will decide between 110 and H1
based on a consistency check. If the residuals are not consistent with
their statistics (and if no jet failures have been indicated by the
methods in Chapter 4), then H1 is decided and the estimation error
covariance matrix in the second-order filter is increased. The rationale
behind this approach is based on the fact that after a jump much larger
than the process noise has occurred, the filter becomes optimistic and
thus does not weight the new measurements enough. By increasing the
diagonal elements of the noise covariance matrix ok (which are set as
the squares of the components of a typical jump) during the interval of
detection, the error covariance matrix becomes large and the problem is
corrected.
By assuming that 6 = k under H, , the two hypotheses can be
written in terms of the residual as
H: - ke (0> k)0 -k -1k
o 0
H: e -k + + k k/k-1 (e = k)1 -1k -tk -~k -~ Nk - 2k/k-i
where the superscript 0 denotes the part of the applicable vector that is
0generated by all effects except those due to the jump. We know that ek
0
and x are zero-mean random vectors with covariances Y and S ,
-k/k-i k k/k-1
respectively. To determine 92 (v) and Nk(V), note
= (x .s~z - (x
.2k k -k0 + hk -.k)
(X 0 + V) + (X ~k 0 + V) T A (XO + V) + vZ-h (x
1=1
0 .-3 3 . ~
=e + h (v) + $ v A x + $ Ai x0  2-129)
-i - k -k/k-i k -k/k-i1=1 1=1
Therefore
Nk i) -T A' (2-130)
-k1=1
7The requirement that 0 = k under H is necessary if e0 is to be separat-
1 -k
0
ed from the other terms and if the coupling between the jump and k/k-
is to be kept linear; this fact is demonstrated in Chapter 4.
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and
= ) + vT Ai /k-
1=1 k -k/k-i
^0
-k- - -kk-i(2-131)
= h( V) + Nk~v !./k-1(213)
Under H1 , the mean and covariance of the residual are
{e H } (V) (2-132)
E - e k-)k k - 4(v) ]TfH}
N (V)S HT ^0 ^0 NTk + k k/k-1 k(k/k-1) + Hk(k/k-1 Sk/k-1 Nk
T A
+ Nk k/k-1 Nk(V) = Mk(V) (2-133)
Now that the statistics of the residual are known under both
hypotheses, we can use the decision rule
decide H1
Lk > Ti (2-134)
decide H0
where is the single-sample generalized likelihood ratio defined by
L p(ekH1' 6 = k, U k = k Mk = Mk) (2-135)
k p(e H 0)
and n is some threshold.
Note that we defined the likelihood ratio in terms of k and
rather than v. This is done because we cannot estimate v from only
one residual, and if we use more than one residual, the estimation pro-
cedure becomes unbearably nonlinear. The estimate P is taken to be the
maximum likelihood estimate
= arq max p(tk H, kSk -k (2-136)
k
and we shall let Mk be unspecified for the moment.
Taking the logarithm of (2-134) and (2-135) yields the test
A T -1 1kI Hi
= 21n L k - n + In -r- > 2 ln n (2-137)
IMI HO
Unfortunately, this test requires the maximum likelihood estimate
of Mk, which cannot be determined from only one residual. However,
(2-133) suggests that perhaps fMkj > fYkf , in which case neglecting
the applicable term in (2-137) gives a slightly lower (conservative)
threshold. Our decision rule is then
T -1 > A
k k k -k < n' = 21n n (2-138)
H
Instead of requiring that n be specified and that Mk k F
the test threshold of n' can also be selected directly according to the
known distribution of tk under R W. when no jumps have occurred, the
test statistic is a central X2 random variable with 3 degrees of free-
dom [9]; by integrating the density function from 9 = n' to £ = + o (or
using a table), we can choose the threshold to match a desired probabil-
ity of false alarm (PFA). For example, a threshold value of -' = 11.34
gives a PFA of 1 percent, while the mean of the test statistic is 3.
Alternately, the threshold can be based on the probability of detection
"' -1 2(P ) of a specified v under W . Here, E Y E becomes noncentrally X
r- 1 -k -k
distributed with noncentrality parameter 6 = 4(v) Y k ( v) (provided
T-1
that Y )k; its mean is 3 + k(v)TYkl v). of course, integrat-
ing noncentral X2 distributions is rather difficult, and indeed these
distributions are not generally available in tabulated form in the
literature. (An algorithm that accomplishes such integrations is
provided in [91.)
In summary, we use the likelihood ratio test (2-138) to test our
residuals for consistency. If the residuals are larger than expected and
no jet failures are indicated, R, is decided and the process noise
covariance matrix Ok is increased over one sample period. The filter
is then no longer optimistic and the jump in the state is tracked
accordingly.
2.6 Redundant Sensors
Suppose we have a set of s redundant angular velocity sensor
packages, not necessarily of the same type, each of which provides
discrete measurements of the form
= L + v (2-139)
-k -k -k
where v is zero-mean white gaussian sequence with covariance R> 0.
There are several different ways to handle all of the additional informa-
tion. The simplest approach is to use only the most accurate instruments
or the mid-values of the set , , ... , when forming z . Thesek3s -k 1- -k
mid-values can be chosen on a componentwise basis, where each component
is a mid-value, or on a magnitude basis, where the magnitudes of are
-k
compared and the complete vector selected. In either case, no modifica-
tions need to be made to the filter equations developed so far.
Another approach is to treat each measurement as being taken at a
point in time infinitesimally different from the others. We therefore
process each measurement serially, which amounts to applying the measure-
ment update equations (2-115) through (2-121) a total of s times during
each sample interval. Unfortunately, this approach is not very efficient
computationally, since the work load is increased by s times. Addition-
ally, the measurement noise sequence
zj d Wj Wj .
v1 = v +4 -v4-
-k -k + k k-1i = 1,2,...,s (2-140)
is not white as hypothesized, since each of these noises over one sample
d
period is correlated throuqh . Removing this correlation requires the
state to be augmented, thereby adding more computations to the algorithm.
The best method appears to be a weighted-averaging technique where
the measurement set generates an average at each time instance. The
averaging criterion may be to minimize the mean square error between the
average and its actual value, in which case the weights are based on the
noise covariances for each sensor station. Such an optimal estimate of
the measurement is given by
R (R ) ^j (2-141)
3=1
where R is the covariance of this estimate qiven by
Rs 
.
Rk . ( ) (2-142)j=1
For the typical case where the elements of v within each station
are independent and identically distributed, i.e.
t{vwj v = 6 r (2-143)
xk k im k 
(2-43
'Then equations (2-141) and (2-142) become
s W.
k 1(2-144)
3=1 
rk
R -I (2-145)
k s
3=1 r k
If, in addition, each of the sensor packages is identical to each
other (e.g., when all the sensors are the same kind), we get the simple
form
I (2-146)
j=1
= rk (2-147)
Note that with any of these averaging formulations, the removal of
a sensor causes the noise covariance matrix to increase correspondingly.
This makes sense intuitively, since additional information is lost and
uncertainty is increased when a sensor is turned off. However, the
analysis becomes much more complicated if the noises are not gaussian, in
which case the loss of a sensor may have negligible effect on the
average's convoluted density function. Indeed, care must be taken to en-
sure that the noises can be safely modeled as gaussian when applying
(2-141) through (2-147), so that Rk does not become optimistic.
CHAPTER 3
MASS ESTIMATION
Estimates of the reciprocal of the mass are required for the accu-
rate control of the translational state of the vehicle. Therefore, esti-
mation of this parameter will not be required if only attitude control is
to be accomplished and if the resulting small net translations caused by
asymmetry of the jet configuration are inconsequential. During missions
where precise control of the translational velocity is important, how-
ever, an accurate estimate of the mass reciprocal is needed.
This chapter describes how estimates of the mass reciprocal can be
generated using knowledge of the applied thrusts and measurements of the
translational velocity. Section 3.1 begins the discussion by describing
the motion of a body under translational accelerations and by developing
expressions for the translational acceleration felt at various points on
the body. In Section 3.2 these equations are characterized in terms of a
discrete stochastic system that can be used as a basis for a filtering
algorithm. Section 3.3 provides the filter equations needed to estimate
the mass reciprocal and offers some methods that compensate for the dis-
turbances due to rotational coupling. This section also suqqests differ-
ent ways to incorporate redundant sensor information. Finally, an adapt-
ive filtering method based on the generalized likelihood ratio technique
is described in Section 3.4; this method is used to correct the filter
whenever jumps in the state occur.
3.1 Translational Motion
The linear moton of a body under applied forces is described by
Newton's Second Law. As in Section 2.1.2, the total force j acting on
the ith particle is related to that particle's linear momentum pj by
F. = P.
AP.i = m.R
(3-1)
(3-2)
Here, mi is the mass of the ith particle and R- is its position with
respect to a nonrotating reference frame. In terms of a body-fixed
rotating frame centered at the center of mass, this position is
R. = R +r
-. -cm -i (3-3)
where ri is the position of the ith particle with respect to the center
of mass. If the mass remains constant, Equation (3-2) becomes
P. = m.R + m.r.
-i :1-cm i.-i (3-4)
Summing over all particles
= P. = m.R +-(Lm. r.)1 . 1 -CM dt 1 -i (3-5)
Since the center of mass is defined as the point around which
where
Im. r = 0
. 1 -1 - (3-6)
the second term in (3-5) vanishes. If we now note that the total mass of
the body is
n , ui (3-7)
then (3-5) becomes
P = m R
- -cm (3-8)
Differentiating this equation and using (3-1) gives
mR = P = =F
-cm - -_ .&i -
i i
(3-9)
The total force F in this equation is simply the sum of all ex-
ternal forces P acting on the body. To show this, presume
F = + S.
-i 
- 1
(3-10)
where So is the internal force exerted on the ith particle by the jth
particle, and the summation is over all particles except the ith par-
ticle. The total force is then
F = = . s. .
- . -. 1. -1
From Newton's Third Law
(3-11)
S . = -S (3-12)
so the double sun in (3-11) vanishes. Hence
(3-13)
as expected. The entire .body is thus equivalently represented via (3-9)
as a single particle of mass m located at the center of mass, where the
applied force of this particle is simply the sum of all the external
forces.
3.1.1 Linear Acceleration in a Rotating Frame
Suppose we are interested in the inertial acceleration of the ith
particle when the body is rotating with angular rate w. From the
Coriolis equation we have
-1 -cm -i
= + Llir + w x r. (3-14)
-am rL.I -1
where the subscript r denotes that the derivative is taken with respect
to the rotating frame. Applying the Coriolis equation a second time then
yields
R- ~ dt - , +wxr
1 -cm +r + -1xr r + _x
.= R + +dt  x r. + 2w x r. + w x (w x r.
= cm r - r - i r - - -r
(3-15)
'he first term on the right is the acceleration of the rotating frame
centered at the center of mass; the second is the apparent acceleration
of the particle in the rotating frame. The other three terms are known
as the transverse (or precessional) acceleration, the Coriolis accelera-
tion, and the centripetal acceleration, respectively. In a rigid body
the relative positions of the particles in the rotating frame are fixed,
so (] = r = 0; this causes the second term and the Coriolis term in
(3-15) to vanish. To determine [_r, apply the Coriolis equation to w to
obtain
= L + X Wx (3-16)
- Wr - -
Since the cross product of a vector with itself is zero, the angular ac-
celeration of the body is the same in both frames. Consequently, (3-15)
becomes
Ri = Rcm + x r + w x ( xr_) (3-17)
This equation completely describes the linear acceleration of a
particle in a rigid body in terms of the acceleration of the center of
mass, the particle's position relative to the center of mass, and the
angular velocity and acceleration of the body. Note that when the
angular velocity and acceleration are zero, the rotation-induced terms
are zero and all of the particles in the body accelerate the same as the
center of mass. Fius, an accelerometer not placed at the center of mass
will detect the acceleration of the center of mass only if the vehicle is
not rotating and only if the net applied torque is zero.
Finally, use (3-17) to substitute for "m in (3-9) to obtain
F= P = m - xr. - w x (w x r.) (3-18)
which is a useful way of relating the applied forces with the-total mass
and the acceleration at one particular point.
3.1.2 Motion Due to Impulses
As was done in Section 2.1.3, we shall treat the motion of the ve-
hicle over the sampling interval as impulsive. Recall that.the impulse P
imparted by a constant force F over the time period t = to to t
= to + At is
t +At
0
P= f F dt = FAt (3-19)
t
0
If we let V. = R be the linear velocity of the ith particle and assume
F is constant over the interval (to, to + At), we can inteqrate
(3-18) to obtain
t +At
0
P = F At = m AV - m A x r - [m_(t) x (w(t) x r.)] dt
t 
-0 [(3-20)
where Aw is the impulsive change in angular velocity as used in Chapter 2
and AV- is the impulsive change in the linear velocity of the ith
particle, defined
A
AV = V. (t0 + At) - V. (t ) (3-21)
Since w is in general time-varying, the integral in (3-20) is dif-
ficult to evaluate in closed form. If we suppose that a vector b
bounds the integral in the sense that f[mw x (w x ri] i < bj for
each component j = x, y, z within the time interval to < t < to + At,
then the absolute value of each component of the integrand in (3-20) *l
becomes bounded
80
t +At t +At0 I0{ f [mo x (w x r.)] dt}. = f m x (w x r.)]. dt
0 0
t +At
0
< b. dt = b. At j = x,y,z
t 0(3-22)
By comparing (3-22) with (3-20), we see that the centripetal effects are
insignificant whenever
[mw x (w x r. )]. << IFf (3-23)
for each component j = x,y,z. Under the ideally impulsive case where F
becomes infinite as At approaches zero, this condition is easily satis-
fied. In a real system, however, Equation (3-23) will be satisfied only
when the angular rates are small, when w is nearly parallel to ,, or
when E is small (i.e., the point of concern is near the center of
mass) . In any of these cases, the centripetal effects can be treated as
a small disturbance force F4, much as the dynamic coupling effects
in Section 2.1.3 were treated as a disturbing moment. Equation (3-20)
then becomes
F At = m AV - m Aw x r. - F At (3-24)
-i - -1 -d.
There is an important difference between this approximation and
the cross-coupling approximation of Chapter 2, however. In this case,
the magnitude of the disturbance depends upon the location where the im-
pulses are measured. Thus, the centripetal force can be negligible at
some locations but significant at others and the relative importance of
each position will change as w changes direction.
The term m Aw x .E in (3-24) also may or-may not be insignif-
icant compared to the applied force impulses, depending upon the size and
location of ri. However, this term does not necessarily become
insignificant when the impulses are ideal, since the time dependence in
this term has been removed. Therefore, one should not neglect this term,
even if the centripetal effects are neglected, and this is especially
important if the body is frequently subjected to rotational impulses.
3.2 System Modeling
By following an approach essentially analogous to the one pursued
in Section 2.2, it is possible to convert the impulsive equations of
motion (3-20) or (3-24) into time-varying measurement functions that
relate the state to be estimated (i.e., the mass reciprocal) with the
quantities measured by the sensors (the linear velocity components).
Therefore, this section essentially parallels section 2.2 and the
resulting equations derived herein are very similar. The major
differences, as we shall see, are that the measurement is now a linear
function of the state, and that the measurement equations contain some
large disturbance terms due to the rotational coupling.
3.2.1 Measurement Functions
Consider the case where there are s redundant integrating
accelerometers, each located by the vector rg from the center of mass.
The impulsive velocity change sensed by the jth accelerometer is governed
by equation (3-24), which may be rewritten as
-1-1 ^d -1 dAV. = m 1  T. At + Aw x r. + m E. At + m E. At (3-25)
^d
where is the thrust of the ith firing jet, E is the ith known extern-
d.
al disturbance force, and E. is the resultant of all unknown disturbance
I Adforces that affect the accelerometer (for a simple model, E. = 0). The
subscript j is used to signify the dependence of the subscripted quantity
on the position of the sensor; e.g., certain gravity-gradient effects and
the centripetal force are position dependent.
Now let X be the linear momentum impulse caused by all the known
forces (compare Equation (2-45))
X ( T. + Z E) At (3-26)
1 1
Similarly, let Tj be the velocity impulse due to the transverse
acceleration
T.= Ao x r. (3-27)
Equation (3-25) may then be written as
AV. = _m +. + M1 E .At (3-28)
-1 d
The term m E. At is the signature of the unmodeled disturbance forces
-3
in the output vector and is not well characterized. If we treat it as a
noise vector
d A -1 d
v. m E At (3-29)
then (3-28) becomes
AV. = m + T d. + V (3-30)
d
We shall make the assumption that v. can be approximated by a
d
white gaussian sequence that has mean zero and covariance R.. As argued)
in Section 2.2.1, this quantity acts as a noise that will typically be
small compared to the signal generated by the other terms during periods
d
of jet activity. Therefore, even though v is certainly not white, we
assume that it will be small enough so that our approximation will not
lead to any significant problems.
If the centripetal effects are large, approximation (3-23) does
d
not hold and the assumption that v. is zero mean and white will be poor.
If, however, it happens that Aw << w when the centripetal acceleration is
significant, then the centripetal term can be carried along with the
transverse term. In this case, let u2 be an approximation to the
velocity impulse caused by the centripetal acceleration during a sample
interval
U. = ) x (w x r.) At (3-31)
~J - - -J
The measurement function then becomes
1d
AV.= m + _T + U. + V. (3-32)
d
where v. now represents the signature of the unknown disturbance impulses
that do not include the centripetal effects.
Equations (3-30) and (3-32) are models that relate the mass recip-
rocal with the change in linear velocity in the presence of rotational
disturbance accelerations. Both and depend upon the position
of the center of mass and are thus unknown, however, so when they cannot
be neglected they must be estimated based upon the measurements of w and
the estimates of r' . Using estimates of T. and u. adds further uncer-
,cm 
~J -J
tainty to the estimation algorithm, of course, so this uncertainty should
be considered when developing the state estimation error variance.
3.2.2 Sensor Noise
We assume that the integrating accelerometers provide discrete
measurements of the local linear velocity in the form
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V = V +v
-k; --k;j -k;j (3-33)
where V is the output of the j th accelerometer package at the kth
time instant, is the true velocity at the accelerometer location,
and v . is an additive white gaussian sequence independent of m with
mean and covariance
7[ j = 0
e[L .] = . > T
-k;3 -k; J R; j >
(3-34a)
(3-34b)
It 2 i denote the
velocity. Assuming
kj
measurement of the impulsive change in the linear
measurement model (3-30) applies, we have
1 - V
-k;j i k-1 ;j
v v
= AV +v -vk;j -k;j -k-1 ;j
-
1  d v v
Lk k + -k;j+ k; + ; -k-1;j
- 1 
= k mk + - +k; - (3-35)
where kC is a white gaussian sequence with mean and covariance
= 0
{E j - T
--k; 3 -KC; j
d v v
= R ,+R .Rk;j k;j k-1;j
A C
- k;j
(3-36a)
(3-36b)
ELv I
The rationale for this noise model is the same as that followed in -
Section 2.2.2 when the rate gyro model was discussed. The same comments
that were made for that model also apply here, and indeed the gaussian
assumption is made primarily for ease of implementation.
Finally, if the meausrement model (3-32) is used instead of (3-30)
then (3-35) becomes
-1C
C . =1 + T .+ U.+v. (3-37)
-;k; 
-k;j k;2k*-37
3.2.3 State Dynamics
-1
In a manner completely analogous to the I and r' estimation
-cm
scheme of Section 2.2.3, we choose for the state dynamics model the dis-
crete stochastic equation
m = mk + Y wk (3-38)
where * = y = 1 are included for generality and {wk} is a fictitious
zero-mean white qaussian sequence with variance qk > 0. If fuel is
being discharged at a constant rate, then the amount of fuel known to be
expended during one sample period can be used to deterministically in-
crease the state; however, a constant mass expenditure rate will result
in an increase in the mass reciprocal at a rate that is proportional to
the square of the mass reciprocal. Therefore, the additional term *1
depends upon the square of the state when a constant discharge is
modeled. Fortunately, bodies with large masses have very small recip-
rocals, and the squares of these reciprocals are negligible. (In fact,
the mass reciprocal is insensitive to small changes in the mass when the
total mass is large.)
iE jumps in the state are known to occur, (3-38) is modified to
become
1 k+ w + 6k v (3-39)ink1  = ~k +Yk k+1i;e
where v is the unknown jump, 6 is the interval of the jump, and +1;e
is the Kroenecker delta.
3.3 State Estimation
-1
The estimation of M based on the dynamics model (3-38) or (3-39)
k
and the measurement model (3-35) or (3-37) is rather straightforward if
one assumes that the rotational coupling terms can be neglected. In this
case one simply implements a Kalman filter to obtain the optimum state
estimate, as the applicable equations are all linear. Because this ap-
proach is so simple, we shall handle the rotational coupling terms by
estimating them and treating their estimation errors as additive noises.
The estimates are then subtracted from the measurements to obtain a lin-
ear measurement equation whose signal is corrupted by zero-mean noise.
Provided that the error covariance of this noise is known, we can then
apply a Kalman filter.
3.3.1 Estimation with Transverse Accelerations
Consider the situation where the centripetal acceleration is
negligible but the transverse acceleration is not. such a situation will
typically be the case when the angular rates are small while the applied
torques are not. In this case, the measurement function is given by
Equation (3-35) and we must estimate k;j. Let - denote our estimate
of T . using just our noisy measurements of Aw and our uncertain esti-
mates of r' . Prom (3-27) we have
-cm
kj A-k xr
= (w k ) x (r' -
k -1 -J -cmk (3-40)
Define Qk to be the skew-symmetric matrix that represents the cross
product of AA, i.e.
ok
0 -Aok
AWz
k
-AW
k 0
kO
k
(3-41)
From (3-27) the actual velocity impulse caused by the transverse
acceleration is then
j . = r. = - r'
- k;M k (3-42)
while (3-40) becomes
^r. = k r'- k r'
k; k- k-cmk (3-43)
Here Q\ is the estimate of using the noisy rate gyro measurements.
If k;j' Sk, and r' are the errors for each of their respesctive
quantities obtained by subtracting the estimate from the actual value,
then subtracting (3-43) from (3-42) yields
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T . = (I - Ok) r' - k r' + Ak r'
k~jk k-j -cN k -cmk
= Ak r' - (k k)(r' + r' ) + r
-r; k k -cmk;j k;j k -cm
= L r' - L r' - L r' - Qk r'
k-k j k -cmk k k k
lk(r.k; - '1 ) rk (3-44)
CM k 
-=k
To be able to easily take the expectation of the first term on the right,
we shall assume that
F L[ r 0 (3-45a)
Ej 1 r ] k 0 (3-45b)
- k
In other words, we assume that the estimation error of the center-of-mass
location at time tk is essentially independent of the rate qyro noise
at t and t . However, r' = r' depends upon both v and v
Ak k-1 -Cmk -mk/k -k -k-1
since the update equations for r' include measurement incorpora-
1Mk/kAA
tions. Therefore, we should use the estimate r' for r' to ensure
Mmk/k-2 -k
that (3-4S) is strictly valid at all times. Unfortunately, this estimate
often yields a larger estimation error r' , so we shall instead use
cm k
or r' anI assume that the effects of v and on this
k/k k/k-1 -k -k-1
estimate are negligible.
Using approximations (3-45), we get
I, Lk; 
- 0
{ir k(r - r' ) -
k-;j 
-cmk
- (r . - r' ) -
k -k; k
T ~ T
k -k;j k;j k +
= Wk;j + Sm k
r' ]T}
-cm
Ak k
(3-46b)
T ~T
Wk; k rI-k;j -k; k
A ~S = ijr' r' }
Cifk - M"--C ~k
(3-47)
(3-48)
Note that S is simply the lower 3x3 partition of the estimation
cmk
error covariance matrix Sk/k or Sk/k-1 given in Chapter 2. The
matrix Wk;j represents the manifestation of the angular rate sensor
noise in the transverse acceleration estimation error due to the non-
location of the accelerometer. Thus, if the accelerometer is positioned
far from the center of mass, the uncertainty of -k;j is large and thus
Wkj is large. To determine k;j, first define the symmetric matrix
Tk
F.LTk~ -k;jI
"r']
where
and
(3-46a)
r A T
R r r
k; j -;;j -k;j
= r' - ('+ - (r' + r'
"3 
-cmk 
-- Cmk 
-
-mk 
-cmk
= Ak j r
A ^T AT ^ T
k k k; j + rI
~ T
k k
Now let denote the pth row of , and let denote the pth basis
3 r
vector in R . Since is symmetric, Wk;j can be expressed as
3 3
p-1 q=1
3 3
= q=1
3
p=1
T ~T r q
TEtr( T}r )
_ tr (E L}) 4 Rk
q=1
where the last equality follows as a result of the independence assump-
tion (3-45). From (3-49) we see that
kk;+mA AT
k; i -k; j 1~k;j +' - ,C
% + Smk
(3-51)
(3-49)
Wk
(3-50)
A A ^T T~
k;j -k; j -1k; j -)~CU ) Ck
The other
noting that
1T
-k
2T
~3T
-k
expectation in the trace in (3-50) is obtained by first
W W o w
0, (vz z ), -(v - ) ]k kZkkZk
[-(vW -vk k-1
= [v -
yk k- 1
,0 (v - v )]
Xk Xk-1
,-(v W - y ), 01
Xk x- 1
(3-53a)
(3-53b)
(3-53c)
Tie components of E }Tj thus depend upon the measurement noise
covariances RO and Rk1 of the angular rate sensors. Assuming (for
simplicity) that the components of O are uncorrelated and identically
distributed, i.e.
Rk = pIk (3-54)
Then it is easy to show that
p T} = 2 2)r
L'k ;'; kik_ p; q p (3-55)
where p,q = 1,2,3 and 6p;q is the Kroenecker delta. Hence (3-50)
becomes
where
(3-52)
WkyjP k + tr( 16 IR' + S mWk;j 'k- p= T= pq k.j ~ cm 1r
p 2 + p, q T[ tr(k k 1)-p ±q pp~q N;
p=1 q=1
+ S )-(R r . + S )car k;j cmk qp
(p2 + p-) tr(R. + c)I - (R + S) (3-56)
If the components of are not uncorrelated or identically dis-
tributed, one should normalize them or determine E{2 p on a compo-
nentwise basis using (3-53). The result will be in terms of the elements
R and Rk-1 though not as concise as (3-55). The symmetric matrix Wki
is then determined using (3-50), where E{ R } is given by (3-51).
Once Wk j is determined, the covariance of T given by (3-46b)
is completely specified. The measurement equation can then be expressed
in terms of the estimated quantities and "noises" whose mean and
covariance are known
k + + (3-57)
Let be a "pseudomeasurement" defined as
C T- 03-58)
and let be a "pseudonoise" defined as
S(3-59)
.1k;j + I -1k;j
Then (3-57) becomes
T = (3-60)1k;j = -k mk -k;j
where v . is the corrupting noise with statistics
k
E v . = 0 (3-61a)
4I; j __(
T TT T A T
k;j ; j j + Wk;j + k;j cm (3-61b)
By assuming that ( j} approximates a white gaussian sequence, we can
-1
use a 'Kalman filter to estimate m .
3.3.2 Estimation with Centripetal Accelerations
when the centripetal accelerations are large, the pseudonoise
T
v T. in (3-61) does not approximate a zero-mean white gaussian sequence.
-k;j
Instead, there is the additional signal uk.. which appeared in Eguation
(3-37). Including this term in (3-60) gives
= k +k;j + (3-62)
The approach we shall take to eliminate will essentially be
the same as that used in the previous section to eliminate . As we
shall see, however, an estimate of based solely on A and r
will be biased; the bias should be subtracted along with the direct
estimate to give the best results.
"n view of Equation (3-31), let
2k . = ' r j
0
z
-W
yV
-W
z
0
o
x
- 2
y
-Wi At
x0
W W
x z
o W
y z
-(W2 + W2
x y
At (3-64)
Here and henceforth the subscripts k and j are presumed whenever they are
omitted for clarity. Now let n' be the estimate of Q' using ^ for w in
(3-64). ' ten the error matrix of this estimate is
= A
^ A ^ w2 w2(2W v +2W v -v -v
yV z z y z
(-W v -W v +v v
x y y x xvy
^W ^ W W W
(-W v -W v +v v
x z z x x z
A W ^W) W W(-W v -W v +v v
(2w vw+2w v 3-v 2-v )
x x z z x z
^W ^ W W W(-W V -W v +v v
y z z y yVz
(-W v -W V +v V
x z z x x z
(-W v -W v +v v )
y z z y y z
(20 v+2w v -v -v )
x x y y x y
(3-65)
where
(3-63)
2
e
2
-(o +
V
y W
x V
x z
x z
W o
x y
22
-(W + W )
x z
V W
y z
'The centripetal term can then be written as
U = (Q' + e') r' - ' -r'
-r -cm -cm
= (0' + 0') [r - r (3-66)
Let our estimate of u be the expected value of u
u = E(' + n') r - (O' + T') r' )}
-cm
= S' r + r' (3-67)
where assumptions (3-45) were used to eliminate some of the expecta-
tions. The first term on the right represents the direct estimate of u
using estimates and measurements instead of the actual values; the second
term is a very small bias caused by the squaring of the angular-rate
measurement noises. The expectation in the bias consists of elements of
the measurement noise matrix
= [R - tr(R)I]At (3-68)
Assuming that the components of vW are uncorrelated and identically
distributed according to (3-54), we have simply
2E{2' =-2P At T (3-69)
and Equation (3-67) becomes
A A A 2 ^
u = O' r - 2p At r (3-70)
We must also know the uncertainty of this estimate. Letting u
denote the error between u and u, we get from (3-66) and (3-70)
~ A 
- A A 
- 2
u = U - U = O' r - (0' + 0') r' + 2p At r
-cm -
(3-71)
The error covariance is then
E Tj =T
_ A 
- T
- cMr - r' )T Q
-am - --cm
+ ~r,-,T 1 ^ T 4 2A ^+ 'EIr' r' ' + 4P4 At r r~
-cm -cm -
2 ~ ^T
- 2p At EJQ' r
2 ^ ~
- 2p At r E{-'T}
=T Tn AT
r r I' L + O' E{r' r' , '
-cm -cm
= W' + ' S
cm
A ~rr T ~T
(3-72)
(3-73)
Equation (3-72) is completely analogous to (3-46b), so in a fashion
similar to Section 3.2.1 we can write
where
3 3 ~
W'= T tr(EJQ'P p.qf [Rr + S
p=1 q=1
(3-74)
where Q' is the pth row of 0' . In this case, 0' contains second-order
terms, so the expectation in (3-74) contains fourth-order terms. Again
assuming that the angular velocity sensors at each station provide
measurements whose noises are uncorrelated and identically distributed,
the components of this expectation can easily be determined. For
example, the (1 , 1 ) and (1 , 2) components are
~11 ~ 1T 2 2
E(Q' ' } =P At
^2 ^2
(4[w + W 2)
y z
-2W W
x y
-2W W
x z
^ ^A
-2w w
xy
^2 ^2 2
(w + W + p )
x y
y W
y z
^ ^
-2w W
x z
^ ^
o o
yz
A2 A 2
(W + W + p
x z
(3-75a)
~ 
1  
~ 2T 2 2E.10' 2' 1 = P At
-2w W
xy
22 2(w + + p )
x y
y z
2 2(4W + 3P + 3)
z
-2w W
x y^ ^A
-2w w
x z
By comparing (3-75) with (3-55), we see that the elements of w'
are ar large as those of W only when the components of angular velocity
are as large as 1/At. Since this represents a very fast angular velocity
rate for most sampling methods (e.g., a sampling interval of 80 ms
requires a rotation rate of about 120 rpm), we usually will not need to
-2w o
y z
^ ^
x z
x y
(3-75b)
perform the time-consuming calculations of (3-74).
neglect W' and Equation (3-72) becomes
-_T A I S ' I
am
Instead, we simply
(3-76)
Forming the pseudomeasurement
A A A 2 A
= C - ( + ')r + 2p At r
A A A A A 2
= -Aw x r - W x (W x r) At + 2p At r (3-77)
and the pseudonoise
' = v + U
=v + T + u (3-7
yields a stochastic measurement equation, with subscripts, of the form
S(3-7
3)
9)
where
i;l v'
-k;j = 0 (3-80a)
T}
k;3 k;3
= k. +W + ( +r' .)S (k + ')k;j k;j k k;j cmk k k
(3-80b)
The additional terms in the covariance (3-80b) represent the un-
certainty of our estimates of the transverse and centripetal accelera-
tions as well as the measurement noise. Rather than calculating all the
terms each pass, we might wish to use a value of R' that will be large
enough to cover even the worst cases of uncertainty. Typically, these
cases will occur when the uncertainty of r' and either the rotational
-cm
impulse or the rotational rate are large. Rowever, using a value of R'
that is too large will slow down the speed of convergence of the filter,
since the filter gains that are based on the inverse of this matrix will
be too small.
3.3.3 Kalman Filter
The Kalman filter (191 yields the state estimate which minimizes
the mean square of the estimation error when this error is conditioned on
the measurement history up to the time that the estimate is made. The
assumptions that this filter requires are that the dynamics and measure-
ment equations are linear in terms of the state and that the additive
process and measurement noises are zero-mean, white (i.e., infinite band-
width), gaussian, and independent of each other and the state. By assum-
ing that the noises in the linear dynamics equation (3-3A) and the linear
measurement equation (3-60) or (3-37) approximately satisfy the necessary
conditions, we can design a valman filter to estimate the mass
reciprocal.
-1 2Let m and ak/x denote the estimated state and error variance,
respectively, at the kth time instant based on X measurements. Also, as-
-1 2sume that m 70 and a are given. Then the Kalman filter update between
measurements for a scalar state is
mk/k- 1 = mk-1/k-1 (3-81)
2 2 2 2
k/k-1 k/k-1 + Y gk 3-82)
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tite update across measurements is
Al Al
m = mk-1 + ik k (3-83)
k/k 'k/k-i 1 --k --k
2 2
a kk= (0 - Kk 0 Xakk~k/k -kk/k-1
2 2 T C)(1 -- ) ak/k-1 + (3-84
where
- k k/k-i (3-85)
T ak/ -1 k (3-86)
a2  x x+ R (3-87)
Yk k/k-1 -k -k k
the vector Ek is the zero-mean residual that is fed back to
correct the state; its covariance is Yk. Because this residual is
well-characterized during normal operation, it can be monitored to detect
special events such as mass-property jumps and jet-failures. This sub-
ject is discussed in more detail in Section 3.4 (mass jumps) and Chapter
4 (jet failures).
The Kalman gain vector Jk given by (3-86) is independent of the
state but does depend upon the applied impulses -. Therefore, Kk
will be time-varying, even if R and q are essentially constant and
2k k
a2  reaches a steady-state value. Thus, there will not be a single
k/k-i
steady-state gain that can be precomputed to reduce the computations. It
is conceivable, however, to have a set of steady-state gains if X is
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known to take on a finite number of possibilities (e.g., jet-firing com-
binations). Thus, it could be feasible to -use a table of these gains
when the number of possibilities is small, thereby saving a considerable
amount of computation at the expense of some perhaps insignificant loss
in performance, of course, simulations should be done beforehand to
verify that such an approach is acceptable.
3.3.4 Implementation Considerations for Redundant Sensors
The Kalman filter equations just discussed consider the case where
there is one measurement incorporation per sample. Since we may have s
redundant sensor packages, the extended measurement vector which includes
the measurements from all the sensors at the same time will be of dimen-
sion 3s. For s > 1, this extension approach is not practical, because in
this case we must invert a 3s x 3s matrix to obtain the Kalman gain vec-
tor. Therefore, we choose an alternate approach, the most evident one
being the incorporation of the measurements serially at each time
instant. With this approach, the measurements are hypothesized to occur
at times infinitesimally different from each other, so the measurement
update equations (3-83) through (3-87) are performed a total of s times
during each pass. The resulting estimate will be the same as the one
obtained by processing all the measurements at the same time, since there
is only one conditional mean for a given measurement history. Unfortu-
natelv, the computational load is still increased by s times, and we now
have a set of s correlated residuals for event detection instead of one.
Another approach that at least yields only one residual each
instant is to use a weighted average of the measurements in the filter
rather than the individual measurements. This approach also has the
effect of averaging the rotational coupling terms if they are not explic-
itly estimated and subtracted off beforehand. As discussed with the
angular rate sensor case in Chapter 2, we can choose the weights in this
average to be the inverses of the noise covariances, in which case the
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resulting average has the smallest mean square deviation possible from
the true value. This estimate is given by
s
r rRk . k ;j (3-88)
j=1
where
s
I R T(3-89)
j=1
of course, the determination of R requires a total of s + 1 inversionsk
of symmetric 3x3 matrices, which may not be computationally efficient
either.
Another approach is to use an average that is not optimal but
requires no inversions, such as
s
k I k;j (3-90)
3=1
In this case
R1 (3-91)
N - s j=1 j
We could also simply select only one of the available measurements and
ignore the others; the selection criterion could be the mid-value or the
most accurate (e.g., the measurement whose noise covariance trace is
smallest.). For any of these simple approaches, the savings in computa-
tion is naturally offset by a decrease in accuracy.
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3.4 Jump Detection and Compensation
As mentioned in Section 3.2.3, the mass reciprocal is rather in-
sensitive to small variations in the mass when the total mass is very
large. Therefore, m-1 will be essentially constant during the majority
of any mission and will likely change significantly only in jumps. These
jumps might occur during satellite deployments and docking maneuvers, for
example. Unfortunately, the Kalman filter of the last section is typi-
cally optimistic immediately following any of these jumps, since it fails
to correctly weight the latest measurements.
To avoid this problem, we shall use a generalized likelihood ratio
(GLR) test to detect any rapid changes in the state. Once a detection is
made, the maximum likelihood estimates of the jump and the jump time
developed as part of the test are then used to correctly update the
state, and the state error variance is increased by an amount necessary
to be consistent with the uncertainty caused by using the estimates in-
stead of the actual values.
3.4.1 Maximum Likelihood Estimates
As in Section 2.5, we begin by considering two hypotheses:
H,0: no jump to the present time (6 > k)
R1 : a jump has occurred (0 < k)
where 0 is the time of the jump. Under H1, divide the state into two
parts
-1 (- 1 )0 + - 1 ) 1 (3-92)k k k
where the superscript 0 denotes the part due to all effects except a and
the jump v, and the superscript 1 denotes the effects created by 6 and
V. From (3-39) we then have
-1 0 A -1 0(mk ) = *(mk-1) + Ywk (3-93a)
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(m1) A ($ v k> (3-93b)
0 k < 6
Equation (3-93b) shows that when = 1, 6 does not play a part in
the effect of the jump in the state. Rowever, an estimate of 6 is still
required by the GLR decision rule. In general, we must form a set of
hypotheses corresponding to each possible value of 6 , but this method
results in a growing bank of filters. A typical approach is thus to
limit the test to a finite data window of N samoles and assume that 6
occurs within the window. The choice of the window size is then dictated
by the required accuracy of the jump estimate, the speed of detection,
and the observability of v with respect to the residuals. (Recall that
in Chapter 2 the nonlinearity of the problem limited our data window to a
single sample, in which case we could not observe v and thus could not
apply a GLR test that used V.)
To see how the jump affects the residuals, divide the measurement
0 1
vector into two parts Ck and 1k, where
0 A - 0(mk-) +V (3-94a)
-1k =
(k-6)
1 Ak(m ) = (3-94b)
kk 0 k < 6
The measurement update equation can then be written as
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- +K
-k/kkk * m k-1/k-i +-k
= (1- - * k k-1/k-1 +
+' (1 - K -1 1 1
* k- 1 /k- 1 + ~k k
Al 0 A-l1
= k/k +(mk/k
Al 0 A ^-1 0 0
k/k k k-1/k-1 + lk ?-
A ^-1 1 1
= (~1k -k~ (k1/k-1 +j -~
1~
- K. - X) l(k-i)
-3. - .) -
i (i-6) k > e
k < 6
(3-96b)
Here, fk;O is the state-estimate attenuation factor given by
k (k-i) (i-6)(1[ - K. )* K. * $
8 = {i=" -k;6 0
k > e
k < 6
(3-97)
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where
k-1 1
mk/k )
(3-95)
(3-96a)
k
0
fk; 8
1 - . e . )$ (k--i) i
TMing (3-94) and (3-96), the residual can be expressed as
k = k - k -1/k-1
0 A-1 0 1 1
n -k - I k (mk- 1 /k- 1  + - mk- 1/k-1
L 0 A 1 0 (k-0) IC- * ( 1 /k-1 + kk; ev
o 1
0 A 0 A1 0
lk= -iC - Xki k-m1/- 1)
I(k-e)
4 0
- 0k-1; e]V
(3-98)
(3-99a)
k > 6
k < 8
(3-99b)
= 2k;6 v
The factor g represents the attenuation of the jump in the residual
and is qiven by
1k; 6 =(Ake0
- gk-1; 6] k > e
k < 6
(3-100)
Once jk;e is known, we can express the maximum likelihood esti-
A A
mate vk as an explicit function of ek. From the definition of maximum
likelihood
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where
k = arg max p( ,. H ,-= k v = ~) (3-101)Vk Hi -1 *'-k
Assuming that the conditional density is gaussian, we can take the log-
arithm of (3-101) to get
k T -1V = arg min ( c. - q V)k [.G i -- -1=1 i;0 6 i; e
v k k
rquating the derivative with respect to v of the bracketed expression to
zero and solving for Vk gives
k
YqTy 8. d A
i=1 i,6 k;6
vk k i c (3-103)k T -1 q ^ C
. . ^ Y k;6 kk k
where
kA T -1
1k; 6 . 2i; a i i (3-104)
k =1k 1k
d k Y. 1 (3-105)
k i=1
The operation on the residuals in (3-105) can be interpreted as a
matched filter for v [281. Therefore, the residuals are passed through
this filter to obtain Vk, which in turn is used by the decision rule.
Since vk depends upon 6, we must also have an estimate of 0, even though
the signature of the jump in the state with $ = 1 according to (3-93b) is
independent of 6. 'Tie maximum likelihood estimate for 0 is given by
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(3-106)
d 2
[k;]
k = are max -
L<k k; 0
As previously mentioned, the determination of 8k thus amounts to a
growing bank of filters, so we limit the optimization of 9 to the inter-
val k - ?; - 1 < 9 < k.
3.4.2 GLR Decision Rule
Having determined o and vk, ur decision rule is a GLR test of
the form
(3-107)
H
0
where n is the threshold and Lk is the GLR given by
L P( k-Nq-o1'' ''k H , 9 = $k = 
vk
k p( -k-N- 1''' "0rk IHO)
(3-108)
Assuming that the conditional densities are gaussian distributed
and noting that the logarithmic function is monotonically increasing, we
can take the logarithm of (3-107) to obtain the test
H
1
2 in n = n' (3-109)i k <
H0
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where
k k
k T -1 T 1
k = 2In Yi - -- q qv i .^kk i=k-N-1 i=k-N-1 1,O jk ; 6
k* kd2
k (3-110)
C 
.
0
k;6k
'the threshold n' can be chosen to provide an acceptable trade-off
between false alarms and missed detections. For example, the test sta-
tistic kk under ". is a central X2 variable with N degrees of
freedom, so we can integrate this distribution from Lk = n' to Zk = **
to obtain the desired probability of false alarm. One may similarly
determine the probability of missed detection under H1, although now
one has to integrate a noncentral x2 distribution.
3.4.3 Filter Adaptation
If H1 is decided, the filter is adjusted by matching m kinin
(3-96) with the true value m k1 given in (3-92). The state correction is
then
Al (k-8
(m ) = (m ) + -f V (31)k/k new k/k old ^ A Vk (3-111)
k;6
'k
2
The error covariance a should also be corrected for the un-
'k/k
certainty introduced by using vk instead of v. Since C A is the
k*G
reciprocal of the variance of the estimate ok when assuming e = ek, the
A1
variance of (m ) can be expressed ask/k new
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2
IS/k new k/k) new - mk1}
) (k-F.[mk/k old + mk/k old + 1
-1 0 -1 1 ~2
- (mk ) - (m ) 2k k
-1k0 (k-6 k
k/k old + 9
- i 2 i
f ( k - v)
k; k
(k-ek )
2
k/k old
k; 6kk
k; k
(k-6k
-f ]
k; 0k
C
k; ek
. T -1 0 -1 0
A ^ i k/k old
i=k k
(3-112)
The expectation in the summation is difficult to determine and computa-
tionally lengthy; in general, it depends upon the stored complete history
of.q , R!, X., and K. from the time of the jump until the time of detec-
1 -1 i1 Al
tion, as well as a and m. A . For large data windows, one
6k- 1/0k-1 6k1/ k
typically approximates (3-112). For example, by assuming that the filter
gain is very small (as would be the case with an optimistic filter), a
good approximation is [301
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- F A
k; k
(2 ) ( (3-113)k/k new k/k old C
k; 6kk*
-1 0
which results from assuming that m and k are independent.
3.4.4 Single-Sample Test
Since the events that cause the filter to be optimistic are much
more significant than the hypothesized noise, the detection of these
events after they occur should be rather obvious from the residuals. If
the events were considered "failures", we would only be concerned with
"hard" ones; the "soft" events would be acceptably tracked by the unmod-
ified filter. Therefore, it should be sufficient to use a single-sample
test, which would require a minimum amount of memory and computation.
Furthermore, a single sample scheme would be consistent with the jump
detection of Chapter 2, where the nonlinearity of the problem forced us
to use a single sample; this will be important in the next chapter, where
the residuals from both these filters are used together to detect jet
failures. The disadvantage of this approach, however, is that we must
use a higher threshold to prevent too many false alarms, since the sensi-
tivity to measurement noise is great. This higher threshold may then.
make it impossible to detect some soft events (e.g., soft jet failures)
with a GLR test, in which case we will be forced to use some other kind
of sequential test (or pass the residuals through a low-pass filter) to
detect these events.
By setting N = 1, and thus 6k under R , the maximum likelihood
estimate of the jump is
T -1
Vk = T -1~ (3-114)
-k k -k
and the test statistic is
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(XT -1 2
t -;k k -k
k T-1
-k k -k
which under No is centrally X2 distributed with one degree of
freedom.
If H1 is decided, the state is corrected with
(k/k)new (k/k old+ [1 - -
k/k-1 old + Vk
For the variance correction, note that
E{0 ~-l ) 01Ikmk/k)} =0 ~ -1F-ILk(mk/k- 1) + _ mk/k-1
k]vk
2
- !k/k-1 )old -k -k
Therefore, (3-112) becomes
( n
ak/k) new
(3-115)
(3-116)
(3-117)
2
'k/k old
1 - K - ) 1 - 3j * + 2T Y 1L k -k ak/k-i old]
T -1
SYkI
2 3
'k/k old
1
+ T -1
-k k -k
(small ) (3-118)
This adaptive filtering scheme is illustrated in Figure 3-1.
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Figure 3-1. Filter compensation for jumps in m-
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CHAPTER 4
JET FAILURE DETECTION AND ISOLATION
The presence of jet failures during periods of jet activity will
have a marked effect on the performance of the algorithms derived in the
last two chapters. Using the previous state formulations, the failure of
a jet (on or off) appears as an unmodeled jump in the parameters --
specifically, the components of the assumed applied thrust and torgue --
in the measurement functions. If these parameter deviations are not con-
sidered, the states may or may not converge to the correct values, de-
pending upon the robustness of our filters. It has been shown (141 that
the optimal filter of a correctly modeled linear stochastic system that
is uniformly completely observable and uniformly completely controllable
will be uniformly asymptotically stable. Unfortunately, no such quaran-
tee can be made for a filter when all these conditions do not hold. As
-1discussed in Chapter 2, our I , r' filter is nonlinear and may not even
-cm
be completely observable over the period of one particular jet firing;
the addition of large parameter errors as well brings the issue of con-
verqence that much more into question.
One approach to eliminating the problems caused by jet failures is
simply to try to make the filter insensitive to modeling errors. Such an
outlook involves using special techniques such as adaptive filtering (221
or stochastic approximation [161. Unfortunately, these methods invari-
ably degrade the filter performance when the modeling errors are not
present. In the linear filter case, for example, we are not using the
"optimal" estimate. In addition, our requirement that the estimation
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algorithm must be implementable in real time puts harsh constraints on
the amount of memory needed and the complexity of the algorithm. This
consideration thereby eliminates those approaches using iterative identi-
fication algorithms and large banks of filters. Indeed, the development
of robust algorithms that yield bounded estimation errors -- particularly
when the measurements are nonlinear -- is still an open problem requiring
further research [161.
Another approach for state estimation that incorporates failure
identification is the detection filter (5] [181. This method is unsuit-
able, however, because it requires an observable linearized model, or at
worst a bank of such models. As was demonstrated in Section 2.2.1, the
components of r' in the linearized system are unobservable. Further-
-cm
more, typical detection filters involve rather simple failure event
vectors; e.g., actuator and closed-loop sensor failures appear as one
element of a column vector, while open-loop sensor failures appear as two
elements of a column vector. As we shall see below, the directions of
the event vectors due to jet failures are related to the influence coef-
ficients, which happen to be based on the state estimates.
In light of the above considerations, the approach this paper
shall take will be based on the assumption that the system anomalies
occur infrequently and abruptly. Therefore, our basic model developed so
far is assumed correct except during those sporadic periods of change.
With this assumption, our approach is to use the filters derived in the
previous chapter along with a secondary system that monitors the resid-
uals; this secondary system determines if a failure has occurred and then
compensates the filters accordingly. This approach is particularly use-
ful because (1) it permits incorporation of the prior knowledge we have
of the known failure directions (which are constrained by the known
spacial orientation of the jets on the spacecraft), (2) it allows our
filters to operate undegraded during normal operating conditions, and (3)
it identifies precisely what jet has failed, information that is required
by the jet selection routine or other system controller.
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'his chapter describes how to detect and identify jet failures
with a constrained generalized likelihood ratio (CGLR) technique [91,
(13], [301 whose inputs are the residuals of the mass-property estimat-
ors. In Section 4.1, the effects of a jet failure on the measurements
are described, so that event detection becomes possible. Section 4.2 ex-
plains how a single residual can be used in a CGLR test to detect and
isolate the jet failure and estimate the magnitude of the failure force.
Finally, Section 4.3 discusses how to modify the mass-property filters so
that the state estimates do not become corrupted by the failure.
4.1 Jet Failure Signatures
Consider the measurement equations of the previous two chapters
during the presence of a jet failure
= X m 1  v (4-1)
-mk - kmk +k + 9
z (4-2)
-k-k + uk;6k
Here e is the failure time, Vk and V are the signatures of the jet fail-
ure in the measurements, and uk;6 is the unit step function defined
1 k > e
u = (4-3)
uk;e 0 k < (
It is convenient to create an augmented measurement system
-1
kk k + + k;6k
where
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Y (4-5)
-1 A k k(4-6)
k (4-7)
1kk
v (4-8)2-k z
k
Note that is a hypothesized six-dimensional quassian white noise
with a mean of zero and a covariance matrix given by
A0
R A (4-9)z
where is given by Equation (3-80h) (or a simpler approximation) and
is given by Equation (3-64b).
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From (4-4) , we see that a jet failure affects the measurement in a
manner similar to a sensor failure. However, the jet failure signature
yk depends upon the state (mass properties) and thus can change direc-
tion as time elapses, unlike the sensor case. To see this, suppose that
the jth jet has failed and applies an effective (say, constant) failure
force F-. This force will be positive for on failures and negative for
off or degraded ones. Since the failure force is constrained to be in
the same direction as the known thrust T of the unfailed commanded
jet, this force can be expressed as
T.
F. = IF. IT. (4-10)
where fF1 is taken to be negative for off or degraded failures. We may
now write the failure signature as
= F. IcEj (4-11)
where cj;k is the vector of influence coefficients relating the force
at the jth jet to the impulsive change in translational and angular
velocity. From equations (2-47) and (3-28) , we discover that .ck:j is
given by
-1 T.
m T
k = ----------------- -------- At (4-12)
I (r! - r' ) xk 
-3 
-cmk Thu
Note that cg j is not known exactly, since it depends upon the
mass properties. However, it may be estimated by using the most recent
estimates generated by the state estimators.
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4.2 Constrained Generalized Likelihood Ratio Technique
'The step change in the augmented measurement equation can be
detected and estimated by forming a CGLR test, which is similar to the
GLR test used for detecting mass-reciprocal jumps in Section 3.4. We
begin by presuming that the system behaves according to either of the
hypotheses
HO: No jet failure has occurred up to the present time (6 > k)
H : A jet has failed (0 < k)
For purposes of discussion, we shall neglect the cases where jet
failures occur simultaneously, since such occurrences are normally highly
improbable. We shall also assume that the test is reset after one fail-
ure has been detected and isolated, so that subsequent failures are still
governed by these two hypotheses.
Under H1, the step y has an unknown (positive or negative)
magnitude If but is constained to lie along one of the directions
Our procedure is thus to compute the maximum likelihood esti-
mates Ok' 1 k, and vk and use these estimates in the GLR test
H
n
Lk < n (4-13) #
H1
1
where Lk is the likelihood function given by
L A P~a1 ,OO~kf I eTi 1 = k J = 3 k' _v = ) (4-14)k p(1 k 0
with
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-k e (4-15)
-k
To determine -k, we first express it as a function of the resid-
ual history, the jet numher, and the time of the failure. once this is
done, we find the quantities ak and j which maximize the conditional
probability density function under H . Since the number of possible 6
increases as time elapses, we must use a data window to prevent the bank
of filters from growing. If this data window contains N residuals and if
the nunber of possible jets that can fail is n, there must be Nn sepa-
rate filters to determine 6k and jk. For computational reasons, we thus
would like N to be as small as possible, especially if n is large.
There is also another reason why N should be small, and in par-
ticular we must take N = 1 (memoryless filter). Since the measurement
-1
function Yk k,? mk ) is nonlinear and the filter gains that update
A A
x depend upon k/k1, the residual y after the second instant of
-;k/k 4/- #- o 1 0.
failure cannot be divided into two parts Yk and Y , where 4 is the part
1
caused by all effects except the failure (superscript 0) and 1k is due
to the failure (superscript 1). To see this, divide _k into two parts
k and y , where
S k k~,m m~) +v- (4-16a)
1 A
y = u k;6 (4-16b)
At k = 6, the tesidual is given by
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-16 ~,
0 1-
le -
FA )0
3 ~m
^0 +1 3
A /-) s tr( /6
- 1 1he ~~0-i~ .. =1
0 1
A 0 A -1
= _Ye -2 (26, me )
1
.6
(4-18a)
(4-1Ab)A 1V6 6 4
Since (x8,m ) is conditioned on the measurement history before
the failure, we have no trouble separating the residuals into two parts.
The measurement updates at k = 0 are
^- -1 0, 1 ^-1 Al^1 l
- [me0 1 + -16 * 0] + -Ke *~ 16 (r 0160 + (m9 Q
(4-19)
(4-20)%r+ 0 1 ^0 A
-/6 L/6- 1 + Ke] + K e0g /e +
Again the separation is possible, because K depends upon x0 6/ 8-1
and thus is independent of the failure. At k = 6 + 1 we get
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where
(4-17)
6+ + -0+1 1 i
1+ + Am0 ), S )
+h 1 + 6+/66 iA3
)1^T i 1
h6+1 (x6+1 / 6 + -!e+1/ 6+ 61/6i= 1
0 1 (4-21)
where
0 A 0 ^0 x -1 42a
+1 .x+ 1  + 6+1 m 6+1) (4-22a)
Al
1 A 6+1 6+1
3+1 -)+1 l ^T i ^1
++1 A.+11/ 1 6+1/6 6+1 -6+1 6
(4-22b)
In the second term of (4-22b), the expression h6+1 (x 6+1/6) con-
tains terms that are nonlinear functions of , and the summation
= 1 + contains terms that couple v 0 with +i= 6i+41/6 0+1-0+1/0/6
Therefore, it becomes very difficult to estimate _ in a noniterative
fashion from the two-sample history (Y ,8+ 1 ), even when V0 = V + 1 '
Moreover, the ensuing residuals cannot be divided into two parts because
they depend upon K6+ 1, which is a highly nonlinear function of .11/0e
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Consequently, we need to assume that e = k under H and estimate v from
1 k*
a single sample. In light of Equation (4-22b), this estimate will be
good only if the detection is immediate or if the effect of the failure
in later state estimates is negligible (which may be the case when the
gains are very small).
With a single sample test, the residual under Hi is given by
Equation (4-17). The part k is zero-mean gaussian with covariance
Y z (4-23)
O Yk
Note that Yk can be inverted with two symmetric 3x3 matrix-inversions.
The maximum likelihood estimate of Ik given j and $ = k is qiven
by
V k = k; 1c (4-24)
where A is a pseudoinverse solution1
k;j
T -1
^ k
k;J (4-25)T -1k;j c AYk c^
To determine j, take the logarithm of p( H , 6 = k v = ) and assume
that the conditional density is gaussian
if in fact I k; is negative while the jth jet is commanded off, then
this magnitude is set to zero along with the corresponding test
statistic.
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j = arg max (4 H , p =' k)
arg min (Y - c ~ ~) y-1(k - c ~ ~)I
-k ~k--j k; j) k -k ~kj k;j
T -1 T -1 2 T -1
=arg min Y Y 21 ~ c ~Y Y +- c ~ Y- C ~k kj kjk -k k-j ~kyj k -k;j
T -1 2(_C ~ Yk tk~
arg max k (4-26)
C T -1 C
k~k.
For the test, take the logarithm of (4-13)
HoR0
kk < 2 Y.n T= (4-27)
H1
where
T -1 2
(c A Yk
Pk 2 k cT k 3Y1 c _ (4-28)
- k -
k;j kij
The threshold n' is chosen to obtain the desired probability of
false alarm (P FA) or probability of detection (P D). Since 2k under H0 is
a central X2 variable with one degree of freedom, the PFA is obtained by
integrating this distribution fr. X = n' to Z = co. For example, a
threshold of n' = 6.63 gives a PFA of 0.01, while the expected value of
22k is 1. Under H , 2k is a noncentral X variable with one degree of
k 1 k2 T -1 .2
freedom and noncentrality parameter 6 = Yk v4: the mean is 1 + 6 , and
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by integrating the distribution from I = n' to I = o, one obtains P
Therefore, the probability of detection increases as the signature of the
failure in the measurement increases, but it decreases as the covariances
of the measurement noise and the state errors increase. Consequently,
"soft" failures that have very small signatures may be difficult to
detect with this method.
The CGLR detection scheme is illustrated in Figure 4-1.
4.3 Filter Adaptation Upon Detection
If H1 is decided, the estimate of the failure signature in the
residual should be subtracted from the residual. Therefore, the
measurement updates are
^-1 ^-1 ^M = m 
- (4-29)kc/k mk/k- 1 ' :;
zx k / + 1L(e - v) (4-30)
-k/k -k/k-i k-k -k
since our estimates of the failure signatures are uncertain, we
should correct the residual covariance matrices accordingly. Assuming
that the contributions of the uncertainty due to our estimation of c .j
are negligible, we have
T T -1 T
k k k c c k A ^
k;j k;j k;j k;j
C11 C12
Ck = 21 C22
k Ck
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Figure 4-1. Single-sample CGLR scheme for jet failure detection.
=1I
k k
where
C ) C z -1 z c (4-32a)Ck = Zk 'k' -k-k +-2k-2k k) .2k -k
22 z CT C -1 C zT z zT z -1 z zT
k *-k k -k-k + k-k k -k -k
12 21 T C CT C -1 C zT z -1 z zT
k k -k -k k -k-k + -k k -k-k
(4-32c)
c k
z .(4-33)k;j Li
The residual covariances can be approximately modified by adding
the applicable 3x3 diagonal block of C. Thus
T 11(Y)new /k-1 Xk k + + Ck (4-34)
z AT ^^ z 22
yk new 'kxk/k- )Sk/k-1 (k/k-1 ) + Dk + +
(4-35)
The effect of these modifications on the filters is to decrease
the feedback gains in (4-29) and (4-30) . As a result, the corrected
residuals under H1 are not weighted as greatly as the clean residuals
under HO. Taken in the limit, we could simply set the gains to zero
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once a failure has been detected; i.e., we could simply reject the meas-
urement data. Once the failure has been corrected, the mass-property
measurement updating could resume. Of course, such an approach may not
be desirable if the jet failure (e.g., a leaking jet) cannot be corrected
during a short period of time.
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CHAPTER 5
SIMULATION RESULTS
The mass-property estimation and jet-failure identification algo-
rithms were tested using the OFS20 simulator of the space shuttle orbit-
er. This chapter presents the results of several test runs in detail and
provides some general conclusions that can be made for most maneuver and
jet-failure scenarios. Section 5.1 briefly describes the applicable sub-
systems of the orbiter and the conditions under which the algorithms were
applied. Section 5.2 then discusses the performance of the mass-property
estimator, while Section 5.3 concludes the chapter with the jet failure
identification results.
5.1 Simulation Description
The shuttle orbiter reaction control subsystem (RCS) consists of
thirty-eight primary jets (nominal thrust 871 lbf each) and six vernier
jets (25 lbf) located within fourteen clusters, which in turn are dis-
tributed among one of three modules (Forward [F], Aft Right [RI, Aft Left
(LI). Multiple jets at a particular cluster are separated from one
another by approximately one foot and generally point in the same direc-
tion. Figure 5-1 illustrates the jet locations and thrust directions,
while Table 5-1 presents the RCS jet data. The locations and directions
are given in terms of the vehicle coordinate frame, which is a forward-
right-down system of axes centered in the aft section of the spacecraft.
A maneuver is initiated by sending the appropriate command to the
autopilot, which in turn activates the appropriate jets necessary to ac-
complish the maneuver. In order to obtain the precise maneuver sequence
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Figure 5-1. RCS jet locations and thrust directions.
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Table 5-1. RCS Jet Data
Jet Desig-
Number nation Cluster
Location
(ft)
Thrust Direction
(incl. Impingement)
Thrust Magnitude
(incl. Impingement, lbf)
Primary Jets
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
isQ 19
20
21
22
23
24
25
26'
27
28
29
30
31
32
33
34
35
36
37
38
Vernier Jets
FSL
FSR
LL
LS0
RSR
R50
FIF
F3F
F2F
FIL
F3L
FlU
F3U
F2U
FID
F3D
F2R
-4R
F20
F4D
LIA
L3A
L4L
L2L
L3L
LIL
L4U
L2U
LU
L40
L20
L30
RIA
R3A
R4R
R2R
R3R
RIR
R4U
R2U
R1U
R40
R2D
R3D
99.440
99.440
99.440
94.777
94.607
95.756
95.757
95.756
97.180
95.963
94.777
94.607
97.180
95.963
-4.607
-4.607
-1.333
-2.417
-3.500
-4.583
-1.333
-2.417
-3.500'
-1.333
-2.417
-3.500
-4.607
-4.607
-1.333
-2.417
-3.500
-4.583
-1.333
-2.417
-3.500
-1.333
-2.417
-3.500
-1.221
0.000
1.221
-5.792
-5.971
-1.199
0.000
1.199
-5.118'
-5.519
5.792
5.971
5.118
5.519
-10.333
-11.417
-12.489
-12.489
-12.489
-12.489
-11.000
-11.000
-11.000
-9.329
-9.250
-9.172
10.333
11.417
12.489
12.489
12.489
12.489
11.000
11.000
11.000
9.329
9.250
9.172
-4.975
4.975
-12.489
-9.833
12.489
9.833
0.587
0.463
0.587
2.189
3.396
-1.122
-1.211
-1.122
3.588
3.463
2.189
3.396
3.588
3.463
-6.088
-6.088
-4.917
-4.917
-4.917
-4.917
-6.708
-6.708
-6.708
-3.117
-3.333
-3.550
-6.088
-6.088
-4.917
-4.917
-4.917
-4.917
-6.708
-6.708
-6.708
-3.117
-3.333
-3.550
4.157
4.157
-4.917
-4.620
-4.917
-4.620
-0.990
-0.990
-0.990
-0.030
-0.024
-0.037
-0.036
-0.037
-0.032
-0.028
-0.030
-0.024
-0.032
-0.028
0.985
0.985
0.004
0.004
0.004
0.004
0.000
0.000
0.000
0.305
0.305
0.305
0.985
0.985
0.004
0.004
0.004
0.004
0.000
0.000
0.000
0.305
0.305
0.305
-0.033
-0.033
0.000
0.000
0.000
0.000
0.030
0.000
-0.030
0.999
1.000
0.013
0.000
-0.013
0.694
0.692
-0.999
-1.000
-0.694
-0.692
0.000
0.000
1.000
1.000
1.000
1.000
0.087
0.087
0.087
0.461
0.461
0.461
0.000
0.000
-1.000
-1.000
-1.000
-1.000
-0.087
-0.087
-0.087
-0.461
-0.461
-0.461
0.694
-0.694
1.000
0.000
-1.000
0.000
0.135
0.138
0.135
0.021
0.001
0.999
0.999
0.999
-0.720
-0.722
0.021
0.001
-0.720
-0.722
0.174
0.174
0.006
0.006
0.006
0.006
0.996
0.996
0.996
-0.834
-0.834
-0.834
0.174
0.174
0.006
0.006
0.006
0.006
0.996
0.996
0.996
-0.834
-0.834
-0.834
-0.719
-0.719
-0.025
-1.000
-0.025
-1.000
887.922
888.018
887.922
874.185
870.553
875.074
874.082
875.074
888.646
885.847
874.185
870.553
888.646
885.847
870.021
870.021
868.819
868.819
868.819
868.819
875.531
875.531
875.531
691.018
691.018
691.018
870.021
870.021
868.819
868.819
868.819
868.819
875.531
875.531
875.531
691.018
691.018
691.018
24.483
24.483
24.007
13.200
24.007
13.200
97.971
97.971
-5.417
-5.417
-5.417
-5.417
needed to observe the effects of each type of maneuver on the estimator,
the nominal values of the mass properties were preprogrammed into the
autopilot; in actuality these parameters would naturally come instead
from the mass-property estimator, but the precise maneuver sequence could
not be controlled quite as closely.
For the simulation runs described in this report, the autopilot
was operated in the manual mode using the discrete-rate submode for rota-
tion and the acceleration submode for translation. In the discrete-rate
submode, a preset angular rate of 0.5 deg/s was commanded about a partic-
ular axis whenever the rotational hand controller (RHC) was out of detent
in that axis; otherwise, the vehicle maintained an inertial attitude
hold. This submode is useful for pointing the shuttle. For the accel-
eration submode, a nearly constant linear acceleration (of about 0.5
ft/s2 ) was commanded along a particular axis when the translational
hand controller (THC) was out of detent in that axis; upon release back
to detent, the new linear velocity is maintained. Such a submode is use-
ful for accelerating or decelerating while approaching a nearby target.
Figures 5-2 and 5-3 illustrate the angular and linear velocities,
respectively, for one typical set of vehicle maneuvers. (The linear
velocity is taken relative to the initial velocity.) At 1 second the RHC
is moved positively out of detent for the x-axis, and it is returned to
detent at 3 seconds. From 5 to 7 seconds a similar action is taken for
the Y-axis, and from 9 to 11 seconds a Z-axis rotation is accomplished.
This entire maneuver sequence is then repeated for the negative rotations
between 13 and 23 seconds. At 25 seconds the THC is positively posi-
tioned out of detent in the X-axis, where it remains until 27 seconds.
The THC is next moved positively out of detent in the Y-axis from 29 to
31 seconds, and in the Z-axis from 33 to 35 seconds. Finally, a set of
three-second mixed rotational maneuvers are begun at 37 seconds. The RHC
begins positively out of tetent in the X- and Y-axes, but at 40 seconds
the x-axis is returned while the Z-axis is positively activated. At 43
seconds the Y-axis is returned while the x-axis is positively set again,
and at 46 seconds all controllers are returned to detent.
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Figure 5-2. Angular velocity history for a sample maneuver sequence.
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Note from Figures 5-2 and 5-3 that there is some residual rotation
during the translational maneuvers, while conversely there is some net
translation during rotations. Additionally, there is some residual rota-
tion about the other axes when a rotation is commanded about one particu-
lar axis. All this coupling occurs mainly because the jet configurations
and inertia properties are not symmetric nor even aligned with the
vehicle axes. (There is also some small dynamic coupling.) By examining
the resultant torque and force history associated with this same set of
maneuvers (Figures 5-4 and 5-5, respectively), we can observe the
relative importance of the corrupting accelerations. Such forces and
torques actually enable us to observe some of the mass properties that
would ordinarily be unobservable under a pure rotation or translation.
For the sample maneuver sequence just discussed, a total of 118
jet firings were commanded by the autopilot. Typical firings lasted from
80 ms to 640 ms for rotational requests, while some jets were on as long
as the THC was out of detent (2 s) for translations. Since the mass-
property estimates can be updated only when a known force or torque is
applied (i.e., when at least one jet is commanded on), much of the simu-
lation time took place when the mass properties were observable.
In order to eliminate the transient build-up forces and torques
generated when a jet was just commanded on or off, measurement data was
only incorporated after the jet-firing combination had remained constant
for one sampling period (80 ms). After 80 ms, the jets had essentially
obtained their steady-state values and we could then be confident in the
constant-force approximation.
The nominal values of the mass-properties used in all the simula-
tion runs are listed in Table 5-2. The parameters remained constant1
throughout each run, and in light of this knowledge we set the process
An exception to this is that the mass was allowed to decrease in propor-
tion to the fuel expended by the jets. As the total mass charge over
the simulation run was on the order of 5 slugs, the change in m- I was
imperceptible.
136
RPPLIED TORQUE HISTORY
MIXED MRNEUVER
OX
x0
(ROTRTION-TRANSLRTION-ROTRTION) UNITS: FT-LBF
10 15 20
TIME
25(SEC) 30 35 40 45
I I r
A h0T v 0
5 10 is 20 2 5
TIME (SEC)
5 10 is
Figure 5-4. Torq
20
TIME
IA I A
A~I
35 4o s5o
I I I
25(SEC) 30 35 110 s>
ue history for a sample maneuver sequence.
137
I I I I I
ill
00
0r~j ~C
I- 0
0
0
0
00
0
0
-"I0
0
0
~0
0
' t '
I
IIr
h I
RPPLIED FOFCE HISTORT
MIXED MIRNEUVER (ROTRTION-TRANSLRTItN-ROTRTION) UNITS: LBF
I I I I
0 5 10 15 20 25 30 35 40 45 =0
TIME (SEC)
I I
1 5is
TIME (SEC)
kA A A I
3A
3 0 35 455
F~A
0 5 10 is 20 25 30 35 40 45 50
TIME (SEC)
..-.
5 10 is 20 25
TIME [SEC
0 35 ' 45
Figure 5-5. Force history for a sample maneuver sequence.
138
0
)<
O.
*0 (I a R '
0L C
AM hI~ ~ ,~ ~i i~ ,~ I
A A
I I 
I
Table 5-2. Nominal Values of Shuttle Mass Properties (STS-2)
MASS (T=O)
MASS-RECIPROCAL
5.9081093E+03
1.6925887E-04
8.8330831E+05
-8.1198046E+03
-2.4726643E+05
1.1433330E-06
1.3780696E-09
4.0054992E-08
-8.1198046E+03
6.7488400E+06
-4.1769970E+02
1.3780696E-09
1.4817527E-07
5.7047686E-11
-2.4726643E+O5
-4.1769970E+02
7.0580150E+06
4.0054992E-08
5. 7047686E-11
1.4308619E-07
slug-ft
1/slug-ft 2
CENTER OF
MASS LOCATION 3.2108322E+01 6.6666605E-02 2.1333408E+00
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slugs
1/slug
INERTIA
INERTIA
INVERSE
slug-ft
noise covariances to zero. For a real system with constantly fluctuating-
mass properties, one would normally set these covariances equal to the
squares of the expected values of the deviations of the parameters over a
single sampling period; we set them to zero here simply to prevent the
filter gains from becoming pessimistic (too large).
The estimators were initialized by setting the states to zero and
the diagonal elements of the error covariances to the squares of the true
errors. One could naturally find better first estimates of the states,
especially since they would be needed to generate the first jet firing
command by the autopilot; the values of zero were chosen to represent a
worst-case error. Whatever initial state estimate were chosen, however,
the initial error covariance matrix should be set to the approximate
level of uncertainty for best results.
Angular rate measurements were assumed to be available from a
DRIRJ II rate gyro package with each measurement component corrupted
primarily by a quantization of 8.7 x 10-5 deg/s (1.52 X 10- 6 rad/s).
Linear velocity measurements from three integrating accelerometer pack-
ages, each with component quantizations of 1.05 cm/s (0.0344 ft/s) were
also assumed to be available. These accelerometers, located on the
flight deck forward of the crew, are located in the vehicle frame at
(90.068, -1.146, 1.833), (90.068, 0, 1.833), and (90.068, 1.146, 1.833)
ft. In view of the center-of-mass location given in Table 5-2, the
associated moment arm is about 58 feet.
The diagonal elements of each noise covariance matrix used in the
estimator were chosen to be the variance of the density function of each
measurement error component. Since the measurements used by the esti-
mator were obtained by differencing two velocity measurements, the asso-
ciated density function of the difference is a convolution. By modeling
the error distribution due to the quantization q as a zero-mean uniform
distribution of breadth q, the convoluted density of two such (independ-
ent) distributions is a zero-mean triangular distribution. The variance
of this convolution is then q2/6, or twice the variance of each of the
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uniform distributions. Consequently, the values of the diagonal noise
matrices are (1.52 x 10-6 rad/s) 2 /6 for Aw and (0.0344 ft/s) 2 for
A V.
5.2 Mass-property Estimation
Several maneuver histories were made to test the effects of var-
ious terms in the filter equations, with similar conclusions resulting
from each scenario. For illustrative purposes we shall examine the mass-
property estimation for the maneuver history described in the last sec-
tion whose velocity histories are given by Figures 5-2 and 5-3; this run
contains all types of maneuvers with different states being observable at
different times.
5.2.1 Effect of Dynamic Coupling
Figures 5-6 and 5-7 illustrate the error histories of the esti-
mates of the elements of I- and r' , respectively, for the cases where
-cm
an estimate of the cross-coupling term is and is not subtracted from
the measurement before processing. As is clearly seen, the coupling has
a rather minor effect on the error histories, with convergence being
somewhat more rapid when the coupling is subtracted off beforehand.
Note that in either case the errors of the diagonal elements of I-
rapidly decrease when there is an element of torque about the axis of
concern. For example, the error of T-1 in both cases drastically jumPs
xx
from 100 percent to 3 percent after the first data incorporation. During
a rotation about one vehicle axis, convergence of the other diagonal ele-
ments is possible because of the small residual torque (i.e., the torque
is not perfect). The estimator that subtracts out the coupling acts even
better in such a situation because the subtracted term is essentially the
same size as the "signal" residual torque due to the jets.
"anvergence of the off-diagonal elements of I- is slower for
both cases because the parameters -- which are additive with respect to
the diagonal elements -- are much less significant. of these values,
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I is the most significant, and in fact its convergence is much faster
xz
than the others. The worst element of the group, 1~ , is four orders of
-1 -1
magnitude smaller than I ; therefore, I must be accurate to four
zz zz
digits before I~ is accurate to one. Fortunately, the effect on the
yz -1
control system obeys the same level of significance, and I does not
yz
need to be known as accurately as the others.
At 25 seconds the first translation is commanded, implying that
the observability of the center-of-mass location is best. If only pure
rotations were previously commanded, then r' would have been completely
-cm
unobservable until this time and the estimation error would have been
constant. Since the x and z components are more significant than the y
component, these parameters were able to converge somewhat even before
observability was best. After the first translation, all of the esti-
mates of r' immediately approach good values. Once these estimates are
-cm
known well, the observability of the off-diagonal elements of I-1
becomes more pronounced; thus, these values also improve considerably
after the first translation.
In terms of the residual consistency function eTy-le described
in Section 2.5, the performance of both estimators is essentially the
same while the estimation error predominantly drives the size of the
residual. After 25 seconds all the estimates are very good and the
residual is governed to a large amount by the measurement noise. Since
the dynamic coupling appears exactly as an unmodeled measurement "noise,"
we might expect the residuals to become inconsistent once the state
estimates become good. This behavior is precisely illustrated in Figure
5-8, where the consistency functions of the estimator that does not sub-
trict the coupling becomes large near the end of the run. The reason
that the function drastically increases at 37 seconds is due to the fact
that the rotation rate, and thus the magnitude of the c,.pling, increases
precisely at tdat time (see Figure 5-2).
145
I-1, P-CM CONSISTENCY-FUNCTION HISTORY
EFFECT OF OTNRMIC COUPLING
r 
T
4Ak{~1. J V .nkA
5 10 s 29 2
TIME (S 30 35 45
-- 
I -.
z
0-40
06,
Figure 5-8. Effect of dynamic coupling on residual consistency function history.
146
.ii~
s 10 is 20 25
TIME (SEC)
-" b
INERTIR INVERSE ERROR HISTORY
EFFECT OF 5ECONO-ORDER TERMS
o XX 2ND-0 A XX LIN
10 15 20
TIME
25(SEC)
UNITS: 1/ (SLUG-FTax2)
30 35 40 L45 50
K r T 2ND-0 A YT LIN
- -- ~~~~1~~~~~
- I + I |
0 5 10 15 20 25 30 35 40 45 50
TIME (SEC)
o ZZ 2ND-0 A ZZ L IN
1 I I I i
10 is 20 25
TIME (SEC) 30 35 40 4 5.
Figure 5-9a. Effect of second-order terms on inverse inertia estimates -
diagonal elements.
147
LO
I I
CD
\~" 1~ - -~ -
-I. ~1~~~~~
50
INERTIR INVERSE
EFFECT OF SECONO-ORDER TERM5
ERROR HISTORT
UNITS: I/(5LU -FT -2)
0 XT 2ND-0 & XT LIN
5 10 15 20
T IME
25
(SEC)
30 35 40L
0 YZ 2ND-0 A YZ LIN
I I
'I 'N
-V NI '1
~
F,
T
0 XZ 2ND-0
Figure 5-9b.
30 35 40 L45
, XZ LIN
10 15 20 25 30 35 LO 45
TIME (SEC)
Effect of second-order terms on inverse inertia elements -
OFF-diagonal elements.
148
(0
(0
5 10 15 20 25
TIME (SEC)
R-CM ERROR HISTORT
EFFECT OF SECONO-ORDER TERMS
0 X 2ND 0 A X LIN
UNITS: FT
co~
:: 2 TIME (SEC)
0 5 10 15 20 25 30 35 40 45 so
TIME (SEC)
Z 2ND 0 Z LIN
0
5 10 is 20 25 30
TIME (SEC)
40 45
Figure 5-10. Effect of second-order terms on center-of-mass
location estimates.
149
______________________ 
________________ _____ IA -
A *
I-1, R-CM CONSISTENCY-FLINCTION HISTORY
EFFECT OF SECONO-ORDER TERMS
I---
0
ccCD
CC0
U, 0
= 0"
.1 1 ,11 1 ...U_______
10 15 20
TIME
25(SEC)
I\J1
30 35 40 45
Figure 5-11. Effect of second-order
function history.
150
terms on residual consistency
c
10
0
C_c*
20
I . I I
I . . !
In terms of state jump detection (as well as jet failure identi-
fication), the estimator that subtracts off an estimate of the coupling
is clearly superior to one that does not. Since the coupling estimate
requires knowledge of the inertia matrix (rather than the inverse), how-
ever, care must be taken at the beginning of the run to prevent inverting
an ill-conditioned matrix. Furthermore, poor estimates of the coupling
can actually degrade the filter performance initially, as is manifest by
comparing the consistency functions around 3 seconds. Perhaps the best
solution is a hybrid that waits until the diagonals of Y drop below a
specified value before the dynamic coupling is subtracted off.
5.2.2 Effect of Second-order Terms
In order to save some amount of computation, one might wish to
implement the extended (linearized) Kalman filter instead of the second-
order filter. Unfortunately, such an approach does not yield acceptable
estimates, as is clearly manifested in Figures 5-9, 5-10, and 5-11. The
reason for the divergence and tremendous final errors is that the bias
term included in Fquation (2-118) is significant when the resultant ap-
plied force is large. Previously, we observed that there is a small but
noticeable residual force (Figure 5-5) even during rotational maneuvers.
This small force is significant enough to cause the filter to diverge.
Figure 5-11 shows the effect most clearly by comparing the consistency
functions of the two filters. As mentioned in Section 5.2.1, the
consistency functions of the second-order filter appear to essentially
follow the hypothesized central X2 distribution of three degrees of
freedom (except initially, due to the aforementioned problem of
incorrectly subtracting out the dynamic coupling). on the other hand,
the consistency function of the extended Kalman filter is seven orders of
magnitude too large when the applied forces are large. Such
inconsistency is caused primarily by the unmodeled bias term, although
the missing matrix D in the residual covariance causes Y to be too small
as well.
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5.2.3 Effect of Rotational Coupling
Figures 5-12 and 5-13 illustrate the effects of including esti-
mates of the transverse and centripetal accelerations during the estima-
tion of m~1. Since the angular rates are predominantly small, no dif-
ference whatsoever can be observed by excluding the centripetal accelera-
tion from the measurement. Even the consistency functions appear iden-
tical. The effect of the transverse acceleration is more significant,
however, and by excluding it altogether causes the estimation error to
diverge until a large translational maneuver with little rotation is com-
manded. Even after this point, the residuals remain inconsistent and the
final error is large (15 percent versus 1 percent of the initial error).
A significant increase in performance also results by adding into
the residual covariance the covariance of the uncertainty of the estimate
of the transverse acceleration. Neglecting this uncertainty, which is
often as large as the measurement noise, results in larger estimation
errors, especially when the net translations are small. Moreover, the
final error is about three times as large as that of the filter that in-
cludes the term. Therefore, our best performance is achieved by
subtracting the transverse acceleration and increasing the residual
covariance accordingly, at least for this particular system.
5.2.4 Effect of Redundant Sensors
The mass reciprocal estimation of the previous discussion was
accomplished by using the output of the middle accelerometer package.
This particular sensor detects the smallest transverse acceleration for
the given center-of-mass location, and the uncertainty due to the estima-
tion of this acceleration is likewise smallest. By choosing a different
sensor (in Figure 5-14, the accelerometer package to the left), the error
histories remain comparable, with one sensor being slightly more accurate
during one part of the history, to be surpassed by the other later. The
final errors were also comparable: the sensor on the left had a final
error of 2.1 percent, while that of the middle (smallest R) sensor was
1.4 percent.
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(a) Model including transverse and centripetal accelerations and covariance
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(b) Model including transverse accelerations and covariance incrementation.
154
0
0
U,
(a)
>P
a-a.
.0~
zo
Cco
CC 0
c
(b)
M-1 CONSISTENCT-FUNCTION HISTOHT
EFFECT OF ROTRTIONRL COUPLING
I --
10 15 20 25
TIME (SEC)
30 5
Figure 5-13. Effect of rotational
(c) Model including
(d) Model including
coupling on residual consistency function history (cont.)
transverse accelerations only
no rotational coupling corrections
155
0
0
U,
(n,
Zo
CZ
(d)
(\0
z
K f'
4045 50
a)mt
I , I ,1. .
MRSS RECIP90CRL ERROP HIST0RT
EFFECT OF REDUNDRNT SENSORS
0 SINGLE
UNITS: -/SLUG
A SMLLST R
i -4-
10 15 20 25
TIME (SEC)
0 SINGLE
o SINGLE
Figure 5-14.
30 35 40 45 so
C 3 SERIRL
E 3 WT RVG
15 20 25 30 35 40
TIME (SEC)
Effect of redundant sensors on m estimates.
156
1 iAft
A slight increase in the final error (to 0.8 percent) can be ob-
tained by processing the information from all three operating accelerom-
eters serially at each sampling instant. The transient error history is
slightly worse than a single sensor, however, due primarily to the cor-
relation of the measurement noises caused by subtracting off a term with
the same uncertain estimate of r' from each sensor output. "his cor-
-cm
relation becomes negligible after the error in r' is reduced during the
-cm
first translational maneuver. Perhaps the main disadvantage of this
method is that it requires three times the computational level each pass
as a single sensor.
Another run was made by first averaging (with optimal weights) the
corrected measurements and processing the resulting average just once.
The entire history is virtually identical to that obtained by processing
the measurements serially. In fact, the only noticeable difference
between the two methods was that the weighted average residuals were
somewhat more inconsistent, as seen in Figure 5-15. The reason for this
minor inconsistency is probably due to the fact that the time measurement
noises from each sensor obeys a triangular rather than gaussian distribu-
tion; consequently, the correct residual of the average is somewhat
larger than that given by Equation (3-89).
5.2.5 Summary
Table 5-3 summarizes the final estimation error obtained at the
end of the sample 50-second run discussed so far. This table assumes
that only the middle accelerometer package is used, that the transverse
accelerations (with residual covariance incrementation) and dynamic
coupling effects are estimated and' subtracted out, and that the second-
order filter is used to estimate I~1 and rm, The estimation error for
the mass reciprocal actually increased slightly during the final rota-
tional maneuvers; its best value was 0.231 percer*- during the transla-
tional maneuvers.
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Table 5-3. Mass Property Estimation Results (50 s Sample Run)
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INITIAL FINAL TRUE PERCENT
PARAMETER ESTIMATE ESTIMATE VALUE ERROR
l (1 slug-ft) 0 1.1432 X 10- 6  1.1433 X 10- 6  0.015
Ivy 0 1.4819 X 10- 1.4818 X 10~7 0.007
0 1.4305 X 10~ 1.4309 X 10~7 0.022
-1
0 1.3723 X 10~9 1.3781 X 10~9 0.415
-1
1-z 0 6.8875 X 10 11  5.7047 X 10~ 11  20.733
-1
0 4.0035 X 10- 8  4.0055 X 10-8 0.049
r (ft) 0 3.2110 X 101 3.2108 X 101 0.005cmx
r 0 6.6617 X 10-2 6.6667 X 10-2 0.074cm y
r m 0 2.1333 2.1334 0.001cm 0 21333
m-1 (slug-1) 0 1.6657 X 10-4 1.6612 X 10O4 1.586
5.3 Identification of Jet Failures
Specific on- and off-type jet failures were commanded in order to
examine the detection and isolation capabilities of the CGLR test de-
scribed in Chapter 3. In general, the performance of the test depended
upon the observability of the particular failure force in the residuals,
where this observability was a function of both the failure magnitude and
the separability of the failure direction from other jet directions in
the residual space. Since jets within the same cluster have nearly the
same moment arms and thrust directions, we might expect difficulty in
distinguishing dynamically a single jet failure from a similar failure of
another jet at the same cluster -- especially when the failure magnitude
is small.
In order to assure that ambiguity in jet isolation does not result
in an erroneous decision that a mass-property jump has occurred (which
quickly leads to state divergence), a two-step detection and isolation
scheme is implemented. First, the maximum likelihood arguments asso-
ciated with each of the clusters are compared with each other, and a jet
failure is decided if the greatest value exceeds all other cluster maxima
by six. This threshold was chosen because when two values differ by six,
the probability that the failure-force residual signature v lies within a
small region around one estimate of the signature is twenty times larger
than the probability that the actual signature lies within an identical
region around the other estimate. When this condition is met, the second
isolation step is initiated by repeating this same comparison procedure
among the elements of the maximum cluster. If one of these arguments
also exceeds all others by six, then the particular jet is isolated with
much confidence. Otherwise, the jet with the maximum argument is used
for the residual correction (one could also simply reject the
measurement), and the alarm identifies only the cluster.
5.3.1 Hard Primary Failures
Figure 5-16 illustrates the typical likelihood argument history
for a primary jet that is fully stuck on (869 lbf). At 50 seconds (using
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Figure 5-16. Likelihood argument history for a full stuck-on failure.
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the sample maneuver history of Section 5.2) a (-y) aft right jet (#29)
fails on, and at the first sample instant after the failure the maximum
likelihood ratio increases by five orders of magnitude. Figure 5-17
shows that isolation of the jet also occurs within the first time
instant, and the isolation between the clusters is normally much more
significant than the isolation within the cluster. The abrupt negative
spikes in the argument differences between the clusters resulted from the
autopilot commanding on the complementary (+y) aft left jet (#17) in an
attempt to hold altitude. While this jet was firing, the failure identi-
fication algorithm could not distinguish as clearly between a failed-on
jet (#29) or a possible failed-off jet (#17). Correct isolation contin-
ued nevertheless, but only because of small asymmetrical differences
between the two jets. (In fact the difference in the arguments was
always greater than ten throughout the period of the failure.)
To eliminate the possibility of an incorrect isolation caused by
opposing jets, a reset of the jet commands should be accomplished as soon
as possible after the initial detection and isolation is made. One prac-
tical scheme could be to wait for two consecutive alarms and then reset
the firing logic after the second alarm. Such a reconfiguration of the
commands would also prevent divergence of the mass-property states due to
an improper correction of the residuals. In any case, the best identifi-
cation results will be generated when the failure detection and isolation
algorithm operates at a rate faster than it takes the autopilot to react
to the failure disturbance force.
Figure 5-18 illustrates the corresponding maximum likelihood esti-
mates of the failure magnitude of the failed jet. These memoryless esti-
mates are quite accurate, with variations less than 1 lbf over the entire
observed period. This uncertainty is in fact comparable to any environ-
mental disturbances that the spacecraft might be expected to experience,
and is certainly well within the typica. variations of jet thrust from
its nominal value.
A hard stuck-off case is illustrated in Figures 5-19, 5-20, and
5-21. For this particular example a negative yaw was commanded at
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Figure 5-18. Estimate of failure magnitude for a full stuck-on failure.
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Figure 5-21. Estimate of failure magnitude for a full stuck-off failure.
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50 seconds while one of the primary jets selected for the maneuver (#11)
was failed off. The size of the likelihood arguments was comparable to
that of the stuck-on case, and detection and isolation occurred during
the first sample instant following the failure. Estimates of the failure
magnitude were again accurate to less than 1 lbf. From the figures it is
also clear when the autopilot cycled the failed jet on and off in order
to maintain the desired rotation, since the likelihood arguments and the
magnitude estimates likewise jumped as the commands changed.
5.3.2 Soft Failures
Failures that provide much smaller forces and torques, such as
vernier failures and leaks, are more difficult to isolate. This behavior
can be observed by examining Figures 5-22, 5-23, and 5-24, which provide
failure histories for a full (+y) vernier on-failure of 24.5 lbf (#39),
and by examining Figures 5-25, 5-26, and 5-27, which describe a (-z) leak
in a primary jet of 10.4 lbf (#24). In both failure cases the detection
and isolation of the failed cluster occurred during the first sampling
instant after the failure, although the likelihood arguments were three
to four orders of magnitude smaller than those associated with the hard
failures. Isolation to the cluster was also significant, but isolation
to the particular jet in the cluster was marginal in both cases. For the
vernier failure, isolation to the particular jet occurred after four time
instants (320 ms), but no two isolations ever occurred consecutively
thereafter. The leaking-jet identification performance was even worse,
with no isolations to the jet occurring throughout the run. In fact, by
lowering the threshold one would have obtained an incorrect isolation
(to jet #42) before a correct isolation was made. Nevertheless, we can
typically be satisfied to correctly isolate the failed cluster and esti-
mate the failure magnitude to within 1 lbf.
Depending upon the observability of the parti lar failed jet,
further simulations showed that soft failures could be isolated to the
jet when the failure magnitude was in the range of 20 to 50 lbf, while
detection and isolation to the cluster could be accomplished for most of
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the jets down to the 10 lbf level. However, isolation to the cluster
could not be made for some of the highly unobservable jets at this
level. For example, a 10 lbf leak in a jet in cluster #11 (aft right +x)
could not be distinguished for an even smaller leak in cluster 5 (forward
-y) or cluster 8 (aft left +y). The reason for this ambiguity was that
all of these failure modes created similar torques on the vehicle (small
negative yaw), while the translational effects over one sampling period
were within the quantization of the accelerometers. Thus, no failure
alarm was given and we would probably have to filter the residuals fur-
ther somehow to detect and isolate the failure.
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CHAPTER 6
CONCLUSIONS AND RECOMMENDATIONS
The results of this research establish that the on-line identifi-
cation of the inverse inertia matrix, the center-of-mass location, and
the mass reciprocal is feasible once the equations of motion are
formulated in terms of a nonlinear state estimation problem. By
filtering noisy measurements of the spacecraft's angular and linear
velocities and assuming that the unmodeled disturbance forces and torques
are small and essentially random, estimates of the mass-property
parameters can be generated that track the true values. Furthermore, the
residuals associated with the resulting filter can be used to identify
mass-property jumps and jet failures.
Estimates of the inverse inertia and center-of-mass location are
produced by processing the measured changes in angular velocity through a
second-order filter. Similarly, estimation of the mass reciprocal is
accomplished by sending the changes in linear velocity through Kalman
(linear) filter. In both cases, the measurement functions depend upon
the known forces (and torques in the rotation case) applied to the
vehicle. Errors in the estimates of these applied forces and torques
then appear in the measurement noise along with the sensor errors.
Consequently, jet failures produce signatures in the residuals in a
manner similar to sensor failures, while abrupt changes in the
mass-properties appear as impulses in the state driving noise.
To detect and isolate jet failures, the residuals are processed
through a single-sample CGLR test that uses the estimates of the states
to define the failure directions. If a detection and isolation takes
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place, the estimated signature of the failure in the residual is sub-
tracted off and the residual covariance increased before the measurement
update is accomplished. If no failure is detected, the residuals are
then sent through a consistency check that prevents the filters from
becoming optimistic after a large jump occurs in any of the states. A
single-sample GLR test can be used with the mass-reciprocal residuals for
this purpose as well, in which case an estimate in the size of the jump
of that state can be made.
6.1 Conclusions
From the development of the filter equations and the results of
the simulation runs, a number of conclusions can be made. They include:
(1) The effects of the dynamic coupling on the second-order
filter and the centripetal acceleration on the linear
filter are negligible when the actual changes in momenta
due to firings can be approximated by ideal impulses.
These nonlinear disturbances can also be neglected whenever
the rotation rates are small, although a minor increase in
accuracy and residual consistency can be obtained by using
the state estimates to subtract out these effects from the
residuals.
(2) The presence of the transverse accelerations on accelerom-
eters not located near the center of mass produces a sig-
nificant effect on the initial estimation of the mass
reciprocal, even when the commanded maneuvers behave
impulsively. Consequently, the estimation errors can be
reduced by estimating this acceleration, subtracting it
from the mass reciprocal residuals, and increasing the
residual covariance matrix accordingly.
(3) The linearized (extended) Kalman filter provides diverming
estimates of the inverse inertia and center-of-mass loca-
tion, and therefore represents an unacceptable simplifica-
tion to the second-order filter (at least during the
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initial phases of estimation when the estimation error is
large). Moreover, the neglected bias of the simple-filter
leads to highly inconsistent residuals, thus considerably
degrading jet failure detection.
(4) When redundant sensors are used, a slight increase in accu-
racy and response time can be obtained by incorporating
(through averaging or mid-value selection) into the state
estimation the additional information. However, processing
each of the sensors serially increases the computational
load considerably and does not lead to a perceptible in-
crease in the estimator performance.
(5) The CGLR test for detection and isolation of hard jet fail-
ures works well even when two jets are located close to-
gether and pointed similarly. However, the ability to
detect and isolate soft failures using a single sample
depends considerably upon the observability and separabil-
ity (i.e., failure magnitude, location and orientation) of
the failed jet.
-6.2 Recommendations for Future Study
Several important issues should be investigated before the estima-
tion and failure detection algorithms presented herein are applied on a
widespread basis. Foremost is the question of how robust these algo-
rithms are to uncertainties in the applied forces and torques and to
incorrectly modeled disturbance "noises" in the measurement equations.
During a typical mission the variations of the commanded jet thrusts from
their nominal values may be considerable, and low-frequency environmental
disturbances will violate the whiteness hypothesis made concerning the
measurement noise. Should these variations and disturbances be "signif-
icant", the mass-property estimates may fluctuate or even diverge.
Furthermore, the failure identification will likewise be affected by such
variations, and as a practical consideration one will probably need to
compare one or two magnitude thresholds with the failure-force estimates
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to reduce the incidence of false alarms caused by these variations.
Therefore, a comprehensive sensitivity analysis of this entire
estimation-detection scheme is needed.
The performance of the estimators to various levels of mass-
property variations (i.e., process noise) also should be investigated.
As noted in the discussion on system modeling, the process noise covari-
ance matrix Q can be used to "tune" the filter to obtain a desired speed
of response. The values to use in this matrix when the actual state
variations occur at different levels need to be determined.
Additionally, the effects of other mass-related variations such as
structural vibration should be investigated.
Another important matter that needs to be studied is the effect on
the algorithms of limited-bandwidth measurements. By taking the velocity
measurements from a vehicle-state estimator instead of directly from rate
sensors, the measurements take on response characteristics of their own.
How these characteristics affect the mass-property performance is an open
question.
Other measurement-related issues include the effects of accelerom-
eter biases and other measurement nonlinearities on the estimation error
and the sensitivity of both the estimation and failure-identification
schemes to the sampling period. The possibility that small changes in
the observation process lead to large variations in the performance of
these algorithms cannot be disregarded.
To improve the isolation capability of the residual processing,
other methods of jet failure detection and isolation may be tried. For
example, increasing the window size in the CGLR technique or prefiltering
the residuals with a low-pass filter may increase the sensitivity to soft
failures that are difficult to observe. other failure identification
schemes such as sequential tests may yield better performance as well.
Finally, the problem of when failures can and cannot be distin-
guished from mass-property jumps using only dynamic measurements needs to
be examined further. There are certainly times when a jump in the mass-
properties appear in the residuals as a jet failure. For example, the
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firing of a single jet after a large increase in the inertia and mass has
occurred will look in the -residuals as a degradation in the force of the
firing jet. The logic to prevent such false alarms must therefore be
developed.
#1
#1
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APPENDIX
Proof of Lemma (extension to that in [3])
Let A, B, C and D be square matrices of the same size.
tr[AB]
tr( ABC]
tr[ ABCD]
=
ii
a.. b..1] Ji
= a .b.c .
i j k
= a . b. c d .
i j k 1
Then
(A-1)
(A-2)
(A-3)
Now suppose A and B are symmetric. In this case
y = EIxxTAX} = Ejx tr(Axx}
= Ejx I .a -xx ij k. ij xI
(A-4)
where the last equality follows from (A-2). The lth element of y is
therefore
(A-5)Y a .EIx x xk 1i j k
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OMnsider also
z = E{(xTAX)(xTBX)} = E~tr(AxxT) tr(Bc)c
SEl I I I a..xx b xx 
i j k 1 ) i j kl k 1
= I I a..b Ex x x} xi. . 1 3i kl j k 1ii j k 1
(A-6)
Assume now that x is gaussian distributed with zero mean and co-
variance I. The elements of x are thus joint-gaussian scalars, for which
the following are true:
r, x X Xr = 0 (A-7)
EIX x x x I Elx x lElx x + EIx x }E{X x } + EIXx }EJx x I
p q r s p q r s p r q s p s q r
(A-8)
We recognize that the expectations given in (A-8) are simply the elements
ar., = Ex.x. } = a. of the symmetric covariance matrix . Therefore,
13 1 ) ji
(A-8) becomes
E xxxx = a a +a a +a a (A-9)p q r s pq rs pr qs ps qr
Using (A-7) in (A-5) then gives
y = 0 (A-10) #
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and substituting (A-9) in (A-6) yields
z a bkl jkli + a aki +a akl
i ak a jk li+ aik jiki +aabkk
= a b a +a b a + a a b aij jkkl 1 lk ai + .ijij k 1 jkklli ij k 1 jj k ki ij ji 1 lk kl
a a b a + bi a* l  a bij i 'jki k k j llk ki + ij kj lk ki
= 2 tr(A B ) + tr(A ) tr(B
(A-1 1)
where the last equality follows from (A-1) and (A-3) .j
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