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a b s t r a c t
Standard random walks on finite graphs select the vertex visited next to the adjacent
vertices at random with the same probability. Despite not using any global topological
information, they guarantee O(n3) hitting and cover times for any graph, where n is the
order of the graph. Motivated by network protocol applications, this paper investigates the
impact of local topological information on designing ‘‘better’’ randomwalks. We first show
that (a) for any transition probability matrix, the hitting (and hence the cover) time of a
path graph isΩ(n2). We next investigate for any graph G = (V , E) a transition probability
matrix P = (p(u, v))u,v∈V defined by
p(u, v) =

deg−1/2(v)∑
w∈N(u)
deg−1/2(w)
if v ∈ N(u),
0 otherwise,
where N(u) and deg(u) are respectively the set of adjacent vertices of u and the u’s degree.
Random walks obeying this transition probability matrix are shown to guarantee the
following: For any graph, (b) the hitting time is O(n2), and (c) the cover time is O(n2 log n).
Facts (a) and (b) show that the degree information on the adjacent vertices is powerful
enough for random walks to achieve the optimum hitting time.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Network protocols sometimes make use of random walks (i.e., token circulation) on networks, to explore networks to
collect information from them (e.g., [12]), and to make systems reliable (e.g., [8,13]). Important performance measures
of these protocols such as the search time and the time to visit all sites obviously depend on some quality measures of
random walks such as the hitting and the cover times [8,12,13]. Since the quality of random walks affects the performance
of applications, the design of a transition probability matrix that creates an effective random walk is an important design
issue. Since quantities such as the hitting and the cover times depend on the topology G of the network, it is natural to ask
the best transition probability matrix for a graph G.
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2003, and Proceedings of 2003 International Conference on VLSI, 203–207, 2003.
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Fig. 1. A lollipop graph L11 .
However, to answer this question is not enough from the view of the network protocol applications: in such applications,
thewholeG is usually not known eternally because itmay be huge or dynamic, and this is indeed a reason that randomwalks
are adopted at the expense of performance, instead of using more efficient deterministic methods. To implement a random
walk, each vertex (i.e., site) needs to calculate the transition probability from the vertex to each of its adjacent ones, but
the information available to this end is limited to its local information. Thus the real question we need to ask is: what local
information is necessary and sufficient to calculate good transition probabilities at each vertex? We tackle this question in
this paper.
Random walks on finite graphs are rich sources of attractive researches both in applied mathematics and in computer
science. [3,15] are general and detailed introductions to the topics, and [17] includesmany applications in computer science.
Let G = (V , E) be a finite, undirected, simple, connected graph with order |V | = n and size |E| = m. Intuitively speaking, a
randomwalk ω on G is an infinite token circulation on G starting at a vertex u ∈ V , where the vertex visited next is selected
from the adjacent vertices at randomwith a pre-determined transition probability. This paper discusses two quantities, the
hitting and the cover times, of random walks. The hitting time HG(P; u, v) from u ∈ V to v ∈ V is the expected number
of transitions necessary for a random walk ω starting at u to visit v for the first time under a transition probability matrix
P ∈ [0, 1]V×V , and the hitting timeHG(P) ofG under P is defined to beHG(P) = maxu,v∈V HG(P; u, v). The cover time CG(P; u)
from u ∈ V is the expected number of transitions necessary for a randomwalk ω starting at u to visit all vertices in V under
a transition probability matrix P , and the cover time CG(P) of G under P is defined to be CG(P) = maxu∈V CG(P; u).
The hitting and the cover times have been extensively studied for standard random walks that select the vertex visited
next from the adjacent vertices at random with the same probability: The transition probability matrix I = (i(u, v))u,v∈V ∈
[0, 1]V×V of standard random walks on G is thus given by
i(u, v) =
{
deg−1(u) if v ∈ N(u),
0 otherwise,
where N(u) and deg(u) are respectively the set of vertices adjacent to a vertex u and the degree of u.
Aleliunas, Karp, Lipton, Lovász, and Rackoff [1] showed that for any graph of order n and sizem, CG(I) ≤ 2m(n−1) holds
(see also [2]). Later Feige [9,10] improved it and showed that for any graph G of order n
(1− o(1))n log n ≤ CG(I) ≤ (1+ o(1)) 427n
3.
Here both of the lower and the upper bounds are tight; the lower bound is achieved by a complete graph Kn, and the upper
bound is by a lollipop Ln shown in Fig. 1, which is a complete graph of order d2n/3e with a tail (i.e., a path graph) of length
bn/3c. Brightwell andWinkler [4] showed that the hitting time of the lollipopHLn(I) is (1−o(1)) 427n3, which is themaximum
among all graphs and is equal to its cover time CLn(I) (as long as the leading term is concerned). Both of the hitting and the
cover times are thusΘ(n3) in this sense. See also [5,7,16,19].
Each vertex (site) u needs only its degree to implement standard random walks. Nevertheless they show considerably
good performance. Many of network protocols hence adopt standard random walks. However, as is expected, the hitting
and the cover times are properly reducible if u canmake use of more information on G to compute the transition probability
p(u, v) from u to an adjacent vertex v. Suppose that each vertex knows the whole G. If G is a complete graph Kn with order
n, let V = {0, 1, . . . , n− 1} be the vertex set of Kn and define a transition probability matrix P = (p(i, j))i,j∈V by p(i, j) = 1
if j ≡ i + 1(mod n), and p(i, j) = 0 otherwise. Then the cover time of Kn under P is obviously n − 1, while for standard
random walks, it is (1− o(1))n log n as mentioned.
In general, for any graph G = (V , E) with order n, let T = (V , A), (A ⊆ E) be a spanning tree of G. We then define a
transition probability matrix Q = (q(u, v))u,v∈V for G by q(u, v) = deg−1T (u) if (u, v) ∈ A, and q(u, v) = 0 otherwise, where
degT (u) is the degree of u in T . Since the cover time of standard random walk on a tree with order n is O(n2) [1], CG(Q ) and
hence HG(Q ) are O(n2).1 These examples show that if each vertex u should know the whole G to calculate the transition
probabilities from u, the hitting and the cover times of randomwalk could be improved at least fromΘ(n3) to O(n2) for any
graph.
Let HG and CG be the minimum hitting and the minimum cover times achievable for G using any transition probability
matrix. That is,
HG = inf
P∈P (G)
HG(P) and CG = inf
P∈P (G)
CG(P),
1 We learned this probability transition matrix from Dennis Epple at University of Victoria.
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where P (G) denotes the set of all transition probability matrices for G. This paper investigates the following two problems
(A) and (B). By |G|, we denote the order of G.
(A) What is a general upper bound
H(n) = max
|G|=n
HG (resp. C(n) = max|G|=n CG)
on the hitting time HG (resp. the cover time CG) for any graph Gwith order |G| = n?
We will show that for a path graph of order n, the hitting and the cover times are bounded from below by Ω(n2) for any
transition probabilitymatrix, which impliesH(n) = Θ(n2) and C(n) = Θ(n2),when combinedwith the observation above.
The gap between Θ(n2) and Θ(n3) thus describes the impact of using the topology information on G when constructing
transition probability matrices.
(B) What is the minimum local topological information on G that is always sufficient to construct a transition
probability matrix that achieves each of H(n) and C(n)?
We will show that all the topological information we need is the degrees of adjacent vertices (and itself), to construct
transition probability matrices achieving the O(n2) bound on H(n). Thus we can conclude that this local degree information
is powerful enough to reduce the general hitting time from Θ(n3) (for standard random walks) to Θ(n2), which is best
possible as the hitting time of a path graph isΩ(n2) for any transition probability matrix.
Unfortunately, we cannot show that this local degree information is sufficient to obtain C(n) = Θ(n2) bound.We instead
show that for any graph a transition probability matrix achieving O(n2 log n) cover time is constructible, using this local
degree information.
For any graph G and β ∈ R, let P (β)f = (p(β)f (u, v))u,v∈V be the transition probability matrix defined by
p(β)f (u, v) =
{
exp[−βf (u,v)]∑
w∈N(u) exp[−βf (u,w)] if v ∈ N(u),
0 otherwise,
which is known as the Gibbs distribution with a local potential f and an inverse temperature β . Here potential function
f (u, v) depends only on u ∈ V and its adjacent vertex v ∈ N(u). It is worth noting that P (β)f is a natural extension of I in that
for any f , P (0)f = I . In particular, we are interested in a simple potential function φ(u, v) = log deg(v).
We summarize our main results.
(1) For any transition probability matrix P , the hitting time (and hence the cover time) of a path graph Tn of order n is
Ω(n2).
(2) For any graph G of order n, HG(P
(1/2)
φ ) = O(n2), which is best possible by (1).
(3) For any graph G of order n, CG(P
(1/2)
φ ) = O(n2 log n).
The paper is organized as follows: after preparing definitions and notations in Sections 2 and 3 shows theΩ(n2) bound
on the hitting time of a path graph. Section 4 investigates, for randomwalks obeying P (1/2)φ , upper bounds on the hitting and
the cover times. Concluding remarks are given in Section 5.
2. Preliminaries
Suppose that G = (V , E) is a finite, undirected, simple and connected graph with the order n = |V | and the sizem = |E|.
Throughout the paper, a graph is always finite, undirected, simple and connected, and has order at least 2. For u ∈ V , by
N(u) = {v : {u, v} ∈ E}we denote the set of vertices adjacent to u, and call deg(u) = |N(u)| the degree of u ∈ V . Note that
v ∈ N(u) if and only if u ∈ N(v). Let N[u] = N(u) ∪ {u}.
Fix a graph G = (V , E). Let P = (p(u, v))u,v∈V ∈ [0, 1]V×V be a transition probability matrix for G. That is,∑
v∈N[u] p(u, v) = 1 for any u ∈ V and p(u, v) = 0 if v 6∈ N[u]. The set of all transition probability matrices for G is
denoted by P (G). A random walk ω = (ω0, ω1, . . .) on G starting at a vertex u ∈ V under P ∈ P (G) is an infinite sequence
of random variables ωi whose domain is V such that ω0 = u with probability 1, and that the probability that ωi+1 = w
provided that ωi = v is p(v,w) for any i = 0, 1, . . ..
Given a random walk ω starting at a vertex u ∈ V , the hitting time HG(P; u, v) from u to v under P is formally defined
by HG(P; u, v) = EP [inf{i ≥ 1|ωi = v}], which is the expectation of the smallest time that ω reaches v after leaving u. The
hitting time HG(P) of G under P is HG(P) = maxu,v∈V HG(P; u, v). As explained in Section 1, we are interested in the general
upper bound
H(n) = max
|G|=n
inf
P∈P (G)
HG(P)
on the hitting time, where |G| is the order, i.e., |V |, of G.
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Fig. 2. A path graph Tn .
Given a random walk ω starting at a vertex u ∈ V , the cover time CG(P; u) from u under P is formally defined by
CG(P; u) = EP [inf{i ≥ 1|{ω0, ω1, . . . , ωi} = V }], which is the expectation of the smallest time that ω visits all vertices
in V . The cover time CG(P) of G under P is defined by maxu∈V CG(P; u). Then we are interested in the general upper bound
C(n) = max
|G|=n
inf
P∈P (G)
CG(P)
on the cover time.
Before closing this section, we derive two basic formulae. Let P = (p(u, v))u,v∈V ∈ P (G) and let pi = (pi(v))v∈V be its
stationary distribution vector. Since
HG(P; u, v) =
∑
w∈V
p(u, w)(1+ HG(P;w, v))− p(u, v)HG(P; v, v)
and ∑
u∈V
pi(u)p(u, v) = pi(v),
we have∑
u∈V
pi(u)HG(P; u, v) =
∑
w∈V
pi(w)HG(P;w, v)+
∑
u∈V
∑
w∈V
pi(u)p(u, w)− pi(v)HG(P; v, v),
which implies that
pi(v)HG(P; v, v) = 1 for any v ∈ V . (2.1)
Next for any two vertices u ∈ V and v ∈ N(u), we derive an upper bound on HG(P; u, v). Since by definition HG(P; v, v) ≥
p(v, u)(1+ HG(P; u, v)) ≥ p(v, u)HG(P; u, v), we have
HG(P; u, v) ≤ (p(v, u)pi(v))−1 for u ∈ V , v ∈ N(u). (2.2)
3. Lower bounds on the hitting and the cover times for path graphs
A path graph Tn = (V , E) of order n is defined by V = {v1, v2, . . . , vn} and E = {{vi, vi+1} : 1 ≤ i ≤ n− 1}, and is shown
in Fig. 2.
Lemma 1. For any P ∈ P (Tn),
(n2 − n)/2 ≤ CTn(P) ≤ 2HTn(P).
Proof. Consider a path graph Tn in Fig. 2, where v1 and vn are the two end (pendant) vertices. Fix any transition probability
matrix P ∈ P (Tn) and let pi = (pi(v))v∈V be the stationary distribution vector of P . Since
HTn(P) = max{HTn(P; v1, vn),HTn(P; vn, v1)} ≤ CTn(P) ≤ HTn(P; v1, vn)+ HTn(P; vn, v1),
we have
(HTn(P; v1, vn)+ HTn(P; vn, v1))/2 ≤ CTn(P) ≤ 2HTn(P). (3.1)
We then estimate the cover time CTn(P). Obviously p(u, u) < 1 for any u ∈ V . Okumoto [18] observed that without loss
of generality we can assume p(u, u) = 0 for any u ∈ V : Suppose otherwise that there is a vertex u ∈ V with p(u, u) > 0.
Then we define from P a new transition matrix Pˆ = (pˆ(u, v))u,v∈V by
pˆ(u, v) = p(u, v)
1− p(u, u)
for any u, v ∈ V such that u 6= v, and pˆ(u, u) = 0 for any u ∈ V . Pˆ is indeed in P (Tn) since∑v∈N(u) pˆ(u, v) = 1. It is then
easy to show that
HTn(P; u, v) ≥ HTn(Pˆ; u, v) for any u, v ∈ V .
Since p(v, v) = 0, by definition,
HTn(P; v, v) =
∑
w∈N(v)
p(v,w)HTn(P;w, v)+ 1 for any v ∈ V .
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By (2.1), we have∑
v∈V
pi−1(v) =
∑
v∈V
HTn(P; v, v) =
∑
v∈V
( ∑
w∈N(v)
p(v,w)HTn(P;w, v)+ 1
)
≤
∑
v∈V
∑
w∈N(v)
HTn(P;w, v)+ n.
By the Markov property,∑
v∈V
∑
w∈N(v)
HTn(P;w, v) = HTn(P; v1, vn)+ HTn(P; vn, v1),
which implies that
HTn(P; v1, vn)+ HTn(P; vn, v1) ≥
∑
v∈V
pi−1(v)− n
≥ n2 − n,
since
∑
v∈V pi−1(v) ≥ n2 by Jenssen’s inequality (because
∑
v∈V pi(v) = 1). Together with (3.1), we have
(n2 − n)/2 ≤ CTn(P) ≤ 2HTn(P). 
By Lemma 1, we directly have
HTn(P) = Ω(n2) and CTn(P) = Ω(n2),
for any P ∈ P (Tn). On the other hand, as explained in Section 1, H(n) = O(n2) and C(n) = O(n2).
Theorem 1. For any n ≥ 3, H(n) = Θ(n2) and C(n) = Θ(n2).
4. Upper bounds on the hitting and cover times for any graph
Section 3 shows that the hitting and cover times of a path graph Tn are bounded from below byΩ(n2) for any P ∈ P (Tn).
This section first shows that HG(P
(1/2)
φ ) = O(n2) for any graph G of order n, where P (β)f and φ are, as we introduced in
Section 1, the Gibbs distribution with a local potential f and an inverse temperature β and function φ(u, v) = log deg(v),
respectively. Since we fix f = φ in the rest of this section, we omit φ from symbols in, e.g., P (β)φ and p(β)φ (u, v), to write e.g.,
P (β) and p(β)(u, v), as long as they are obvious from context. By definition,
p(β)(u, v) = deg
−β(v)∑
w∈N(u) deg
−β(w)
.
Let pi (β) = (pi (β)(v))v∈V be the stationary distribution vector of P (β). By (2.1), for any v ∈ V ,
pi (β)(v) = deg
−β(v)
∑
w∈N(v) deg
−β(w)∑
w∈V [deg−β(w)
∑
w′∈N(w) deg
−β(w′)] = HG(P
(β); v, v)−1,
and then by (2.2), for any u ∈ V and v ∈ N(u),
HG(P (β); u, v) ≤
∑
w∈V [deg−β(w)
∑
w′∈N(w) deg
−β(w′)]
deg−β(v)
∑
w∈N(v) deg
−β(w)
×
∑
w∈N(v) deg
−β(w)
deg−β(u)
.
Thus we have
HG(P (β); u, v) ≤ degβ(u)degβ(v)
∑
w∈V
∑
w′∈N(w)
deg−β(w)deg−β(w′). (4.1)
Since xy ≤ (x2 + y2)/2,
degβ(u)degβ(v) ≤ 1
2
(
deg2β(u)+ deg2β(v)
)
and ∑
w∈V
∑
w′∈N(w)
(deg−β(w)deg−β(w′)) ≤
∑
w∈V
deg1−2β(w),
and we have hence
HG(P (β); u, v) ≤ 12
(
deg2β(u)+ deg2β(v)
)∑
w∈V
deg1−2β(w). (4.2)
Now, we state our main result on the hitting time.
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Theorem 2. For any graph G with order n and size m,
HG(P (β)) ≤
3n
1+2β for β ≥ 1/2,
3n3−2β for 0 < β < 1/2,
2mn−2β(n− 1) for β ≤ 0.
Proof. Let G = (V , E) be any graph with order n and sizem. First consider the case β ≤ 0. By (4.1),
HG(P (β); u, v) ≤ deg0(u)deg0(v)
∑
w∈V
∑
w′∈N(w)
n−2β ,
and hence HG(P (β); u, v) ≤ 2mn−2β , for any u ∈ V and v ∈ N(u). Thus HG(P (β); u, v) ≤ 2mn−2β(n − 1) holds for any
u, v ∈ V .
Next consider the case β > 0. By (4.2), for any u ∈ V and v ∈ N(u),
HG(P (β); u, v) ≤
{
n2−2β(deg(u)+ deg(v))/2 for 0 < β < 1/2,
n2β(deg(u)+ deg(v))/2 for β ≥ 1/2.
In order estimate HG(P (β); u, v) for any u, v ∈ V , let X : x0(=u), x1, . . . , x`(=v) be a shortest path connecting u and v. Then
HG(P (β); u, v) ≤
{
n2−2β
∑`−1
i=0 (deg(xi)+ deg(xi+1))/2 for 0 < β < 1/2,
n2β
∑`−1
i=0 (deg(xi)+ deg(xi+1))/2 for β ≥ 1/2.
It is thus sufficient to show that
∑`
i=0 deg(xi) ≤ 3n. To this end, observe that N[xi] ∩ N[xj] = ∅ for any 1 ≤ i <
i + 2 < j ≤ `, since if there was a w in N[xi] ∩ N[xj] for some i and j with j > i + 2, there would be a shorter path
X ′ : x0(=u), x1, . . . , xi, w, xj, . . . , v`(=v). Now it is easy to observe that∑`i=0 deg(vi) ≤ 3n. 
Corollary 1. For any graph G with order n, HG(P (1/2)) = O(n2).
Since H(n) = Ω(n2), P (1/2) is best possible. We emphasize again that for any vertex u ∈ V and v ∈ N[u], the transition
probability p(1/2)(u, v) is computable from the degrees of vertices in N[u]. Now we go on the cover time. There is a nice
lemma due toMatthews [16] (see also [17]) that relates the cover timewith the hitting time. For the convenience of readers,
we give a sketch of the proof.
Lemma 2 ([16]). For any G = (V , E) with order n and transition probability matrix P ∈ P (G),
Hn−1 min
u,v∈V ,u6=v HG(P; u, v) ≤ CG(P) ≤ Hn−1 maxu,v∈V ,u6=v HG(P; u, v), (4.3)
where Hn denotes the n-th harmonic number, i.e., Hn =∑ni=1 i−1.
Proof. Let SV be the set of all permutations on V . We choose a permutation pi = (v1, v2, . . . , vn) ∈ SV uniformly at random
and fix it. For a given randomwalkω = (ω0, ω1, . . .) on G starting at u, we denote the first time (including 0) thatω reaches
v by τ(ω, v); formally, τ(ω, v) = inf{i ≥ 0 : ωi = v}. We also denote the time that ω first covers (i.e., visits all vertices)
{v1, v2, . . . , vj} by Tj(ω, pi); formally, Tj(ω, pi) = maxi≤j τ(ω, vi).
By definition Tj−1(ω, pi) ≤ Tj(ω, pi) and the inequality holds if and only if vertex vj is visited last among {v1, v2, . . . , vj}
(at time Tj(ω, pi)). Sincepi is chosen uniformly at random, the probability Pr(Tj−1(ω, pi) < Tj(ω, pi)) that event Tj−1(ω, pi) <
Tj(ω, pi) occurs is 1/(j− 1) by Fubini’s theorem. On the other hand, if Tj−1(ω, pi) < Tj(ω, pi), by definition
Tj(ω, pi)− Tj−1(ω, pi) ≤ max
u,v∈V ,u6=v
HG(P; u, v).
Since CG(P; u) = E[Tn(ω, pi)], we can conclude
CG(P) ≤ Hn−1 max
u,v∈V ,u6=v
HG(P; u, v).
The rest of the proof is similar to the above. 
By Theorem 2 and Lemma 2, the following theorem is now immediate.
Theorem 3. For any graph G with order n, CG(P (1/2)) = O(n2 log n).
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5. Concluding remarks
Motivated by the design of network protocols using random walks, this paper investigated what local information is
essential to calculate a transition probability matrix such that the corresponding random walk achieves the best general
lower bounds on the hitting and cover times.
We showed that for any transition matrix, the hitting and cover times of a path graph of order n are bothΩ(n2) and for
transition probability matrix P (1/2)φ , the hitting time of any graph with order n is always O(n
2). Thus P (1/2)φ is best possible
with respect to the hitting time, and we knew that the degree information on the adjacent vertices is the local information
we looked for.
We also showed that for P (1/2)φ , the cover time of any graph with order n is always O(n
2 log n). There is still a possible gap
from a known lower boundΩ(n2), but we conjecture that CG(P
(1/2)
φ ) = O(n2) for any graph G.
Besides the conjecture, there are many problems left untouched. The most important one is to examine functions other
than φ as candidates for closing the gap on the cover time. For example, if we take ψ(u, v) = log(max{deg(u), deg(v)}) as
f , then we can obtain the same general bounds for β = 1 [11]. We also know that some other functions such as log(x+ y)
can be used to obtain the same results as in this paper.
We are also interested in a characterization of graphs such that the hitting or the cover time is T (n) for some transition
matrix, for a given T (n), and the problem of designing a best transition matrix for a given G (by using the minimum amount
of topological information). Some researchers including Jonasson [14] and Cooper and Frieze [6] evaluated the expected
cover time of random walks on random graphs. We are also interested in the impact of local topological information on
random graphs.
For readers who are interested in the case in which each edge has a weight, see [11], in which we investigated the
weighted hitting and cover times for function ψ .
Finally, it would be interesting to consider random walks with the rapidly mixing property from the view of transition
matrix design by using local information.
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