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Introduction
In the development of parallel programs, programmers often need to examine various aspects of program behavior. We refer to the word 'aspects' as particular behaviors of the program (e.g., performance of the program, behaviors of a single component, behaviors of cooperative components communicating with each other) which can be potential targets to be monitored by the programmer. For example, developing a parallel program usually involves a cycle of coding particular processes, correctness checking of the 'unstable' processes, and performance tuning of the entire program by searching for bottlenecks. To provide an effective support for these tasks, a scalable and comprehensible visualizer which automatically highlights these aspects will be helpful.
In the case of visual programming languages (VPLs), the visualization technique which is used in both Pictorial Janus [6] and VIPR [3] is able to provide comprehensible views. These systems depict a state of program execution as a picture based on the shape of the program itself, and represent state transitions during execution by smooth animation of those pictures. Furthermore, VIPR partly addresses the scalability issue by incorporating its own single-focus fisheye viewing algorithm. However, several problems still remain:
support for multiple focal points Practically, a multiple focal point facility is desirable, since programmers often need to simultaneously examine the behaviors of two or more processes (e.g., the sender and receiver processes). With single focus fisheye views, they frequently have to change focus from one process to another.
support for multiple aspects of a program Programmers need to monitor various aspects of a program and each aspect requires its own view (or its own foci in fisheye cases). A change of aspect (or equivalently, a change of view) occurs frequently, and usually requires tedious zoom-in/out operations.
In this paper, we present a technique that provides a scalable and comprehensible visualization of program execution in data-flow VPLs by exploiting multi-focus fisheye viewing. We also show how we can support programmers' tasks to check the aspects of a program. Our approach is based on visual design patterns (VDPs) [14] and browsing tasks are assisted as follows: (1) automatically generated views highlighting certain aspects of the program that the programmers need to monitor; and (2) methods are provided to change views instantly. VDPs include various information, such as the design information that the designers of the VDPs present to the users, the creators, and the last modification times. With this kind of information, we can generate views Below in Section 2 we describe the declarative data-flow VPLs that our method targets and the execution model of the languages. Section 3 shows the method used to animate the execution of programs written in declarative data-flow VPL in a comprehensive manner and to incorporate a fisheye viewing algorithm. Section 4 describes our approach to assist programmers' navigation by aspects. Section 5 shows the implemented visual tracer. After reviewing the related works in Section 6, we summarize this paper and present future works in Section 7.
Declarative Data-Flow VPLs
In declarative data-flow VPLs, a program is a collection of declarative rules of processes. There are two types of processes: composite processes that are visually defined in data-flow diagrams, and primitive processes.
A composite process is declared by a set of visual rewriting rules, each of which rewrites a process into a data-flow network consisting of processes and data-flow links. A guard may be attached to a rewriting rule and enables/disables the rule accordingly at runtime. A primitive process can be defined in any way (e.g., state transition diagrams or textual languages) and we omit further details. The main process will be reduced to a network consisting of M and WS. The process M will be reduced to a network consisting of G and D. Two rewriting rules are defined for WS. The first rule will rewrite WS into a network consisting of C and three Ws. The second rule will reduceWS into a network of C and one W. Definitions of G, D, C, W, and guards of main, M, WS are omitted from this figure.
Execution of a program written in a declarative dataflow VPL is a sequence of parallel reductions from the root process (a composite main process). A process terminates when all of its subprocesses have terminated. In the above example program, an instance of process M terminates after both G and D have terminated.
In summary, the process network which is created at runtime dynamically changes its topology as the execution proceeds.
Animating Execution States
This section illustrates the mechanism for constructing comprehensive animations of program execution in declarative data-flow VPLs (described in Section 2). An animation can be produced by the following three steps:
1. calculate the geometries of dynamically created processes based on the network topologies of the rewriting rules 2. apply a fisheye viewing algorithm to the configured network to display the network within a screen and to provide a browsing interface 3. animate each transition of the fisheyed view after every reduction, step by step
Configuration of a Process Network
To show the network in a manner intuitively recognizable for programmers, the geometries of newly created processes are calculated from two inputs after each reduction: the location of the reduced process and the network configuration of the applied rewriting rule. When a certain process is reduced, we scale the width and the height of the applied network diagram to just fit to the area that the reduced process occupies. By laying out the network in the above manner, we can see each snapshot of execution states, which always reflect the topologies of the network diagrams defining the visual programs.
Applying Fisheye Viewing
The programmer can easily recognize a snapshot of the runtime network configured as described in the previous section. However, the technique as described is not scalable. Even in a small network such as Figure 2 (c), we cannot see the detailed behavior of processes (e.g., a C and three W processes in Figure 2 (c)). A pan+zoom interface might be a partial solution for the problem. However, programmers may lose track of the currently zoomed location when they are zooming on a portion of the runtime network, particularly when many subnetworks are instantiated from one network diagram during execution.
Focus+context approaches (e.g.
[10]) are suitable for navigating such networks, and many variants have been developed. However, all of the focus+context views are not sufficient for displaying runtime process networks and providing navigation interfaces, because several issues described below should be considered in a visualization of program execution. Firstly, any distortion imposed by the algorithms should be minimized, since we want the execution view to be as similar as possible to the shape of the visual program; we want the view to be easily recognized by the programmer. Secondly, we also want to preserve the nested structure of the network and to provide a navigation interface based on that structure, since the nests represent caller-callee relationships between processes, and can be considered a suitable abstraction for navigation. It is also desirable to guarantee the presence of paths to every process, to enable the programmer to examine every live process.
Smooth Transitions by Animation
Abrupt transitions of view tend to confuse users. This problem can be addressed by animating transitions smoothly. The transition of the topology of the runtime network caused by a reduction can be animated by two steps: computing the geometry of each process before and after the reduction, and linearly interpolating the two geometries in several steps and redrawing the network at each step.
Navigation Support by Aspects
As mentioned in Section 1, programmers need to monitor various aspects of program execution. Although they could obtain a layout suitable for each purpose using multi-focus fisheye viewing, their browsing tasks can be reduced if we can:
1. prepare both the view for correctness checking of unstable processes and the view for performance checking, and 2. provide a way to switch views instantly.
In this section we first review the concept of VDPs with an example. Next, we illustrate how aspects of the program can be extracted from VDPs. We will describe how these aspects support their navigation tasks later in Section 5.
Visual Design Patterns
A VDP is a user-definable data-flow network diagram that has holes as parameters and that maintains design information such as described later in Section 4.2. A hole can be instantiated with concrete processes by the user of the VDP.
The user can use the network diagram in a rewriting rule (described in Section 2) after instantiating all of the holes.
As an example of VDPs, we show a rough sketch of the master worker VDP in Figure 3 , which implements a simple load balancing scheme that involves a generator process and a collection of worker processes. The master worker VDP has some holes (represented as ovals), which are instantiated with concrete processes depending on the problem to be solved.
The network is composed of the generator hole and the combiner process (represented as a rectangle), the dispatcher process, and several worker holes. The Generator simply generates a stream of sub-problems. The dispatcher receives sub-problems from the generator and sends the sub-problems to idle workers. It also receives answers from the workers and forwards the answers to the combiner. Each worker process receives sub-problems, solves them, and returns the answers to the dispatcher. The Combiner receives the answers from the dispatcher and computes the final answer.
By providing appropriate generator and worker processes, we can use this VDP to solve various parallel programming problems, such as ray-tracing and search problems. In this respect, VDPs are appropriate units of reuse.
Support by Aspects in VDPs
To assist programmers' navigation tasks, we construct process network views, each of which highlights a certain aspect of the program. This is achieved by automatically extracting two types of information: the layout information involved in the VDPs used in the program, and the quality of components.
Support by Layout Information
The original motivation of VDPs was to visually represent design information, for instance, "which processes (or holes) should be modified to change a particular behavior?" For this purpose, the designer of a VDP can save fisheyeviewed layouts of the VDP with appropriate names. The user can easily discover processes that should be modified by selecting the layout with the name of the behavior.
In each of Figure 4 (a) and (b), one layout is depicted of the master worker VDP. Figure 4(a) is 'The problem to solve' layout. This layout emphasizes the processes that should be modified to change the problem to solve, where the generator and the left most worker are magnified and the others are shrunken. Figure 4(b) is another layout 'The treatment of answers', where the dispatcher and the combiner are magnified.
According to our experience in using VDPs, a layout of VDPs often corresponds to aspects that the user wants to examine during execution. Since programming with welldesigned VDPs only requires instantiating their holes with appropriate processes, the magnified portions represent the processes just instantiated, and they are usually unstable. Therefore, by referencing the layout information, a visualizer can highlight certain parts (in the runtime network) that are relevant to the code that the programmer wants to examine.
In the case of using the master worker VDP, programmers often have to examine a generator and a worker process simultaneously, after they have finished the coding of the actual generator and worker, in order to check whether each sub-problem is produced and solved correctly. 'The problem to solve' layout directly answers this requirement. In turn, they may want to monitor the scheduling of worker processes to discover bottlenecks, for performance tuning. Since the scheduling is controlled by the dispatcher, 'The treatment of answers' is useful where both the dispatcher and the combiner are magnified. Therefore, another zooming-in to the dispatcher would be sufficient.
Note that this mechanism may be used in another way. The designer/user of VDPs can also define layouts that are expected to be used mainly in checking the behavior of the VDPs. For example, Figure 4 (c) shows a layout that sets a visualizer to display all of the worker processes without abbreviation. Thus, the VDP's layout information can serve as a medium that is used by the user to inform the visualizer of the aspects that he/she wants to monitor during program execution.
Support by Quality of Components
Browsing assistance only by layout information does not sufficiently support programmers in all phases of programming using VDPs.
Programming using VDPs usually starts with an understanding of the behavior of a VDP by instantiating the holes with sample processes provided as a system library. At this stage, programmers often want to monitor the overall behavior of the VDP, rather than the details of the sample processes, in order to recognize the behavior of the VD-P. Next, they instantiate the holes with the processes that they develop. At this stage, they usually need to examine the detailed behaviors of the processes that instantiate the holes, since these processes (which are under development) are unstable and are the main targets to be monitored and debugged.
The quality of components (processes in the data-flow VPLs) serves as a good guide for a visualizer to enhance the network view, by automatically emphasizing several components with low quality, thus reducing programmers' navigation tasks in correctness checking. This is because, in programming with reusable components, a program is The quality of a process can be calculated and reflected to the network view by using the heuristics below:
Codes being currently developed are considered unstable and the main targets to be monitored and debugged. Therefore, the visualizer shrinks the subnetworks created from stable (well-debugged or old) processes to magnify the subnetworks relevant to unstable processes as much as possible.
The subnetworks created from the processes which instantiate the holes within 'VDPs from the system library' will be monitored by the programmer, since the VDPs are the system libraries and can be considered stable, like the C standard libraries.
For this calculation, the VDPs and processes hold the creator and the last modification time.
Implementation in KLIEG VPL
We have implemented the supporting mechanism presented in Section 4 into a visual tracer of the KLIEG VPL [14, 12] . Figure 5 shows a snapshot of the execution of an N-Queens program. The program is derived by instantiating the generator and the worker holes of the master worker KLIEG-VDP (Figure 6(a) ) with an nqueens gen that generates sub-problems of N-queens and nqueens workers that solve the problems, respectively.
In the following, we first describe the VDP implemented in KLIEG VPL, and next show the zooming facilities that we utilize. Finally, we describe the browsing assistance implemented in the KLIEG visual tracer.
VDPs in KLIEG VPL
Here, we briefly describe the master worker VDP in KLIEG VPL. The master worker KLIEG-VDP (shown in 2 ) is a network constructed from two networks, master and workers.
These networks have ports (represented by white rectangles) to communicate with each other. An arrow linking two ports represents a stream that is a continuous data-flow between the ports. For example, master has two ports Wks and Ans to communicate with workers.
The master network is composed of the generator hole and the combiner process, and the dispatcher process as shown in Figure 6 (a).
Note that workers is defined using a replication network that replicates processes dynamically, and connects those processes. The replicated processes in workers are represented by three holes (recessed rectangles labeled worker), and an ellipsis, which abbreviates a set of processes. Each worker hole has an input port (the recessed rectangle labeled Probs) and an output port (the raised rectangle labeled An-
