Abstract-Passive image forgery detection has attracted many researchers in the recent years. Image manipulation becomes easier than before because of the fast development of digital image editing software. Image splicing is one of the most widespread methods for tampering images. Research on detection of image splicing still carries great challenges. In this paper, an algorithm based on deep learning approach and wavelet transform is proposed to detect the spliced image. In the deep learning approach, Convolution Neural Network (CNN) is employed to automatically extract features from the spliced image. CNN is applied and then Haar Wavelet Transform (HWT) is used. Support Vector Machine (SVM) is used later for classification. Additional experiments are performed. That is, Discrete Cosine Transform (DCT) replaces HWT and then Principle Component Analysis (PCA) is applied. The proposed algorithm is evaluated on a publicly available image splicing datasets (CASIA v1.0 and CASIA v2.0). It achieves high accuracy while using a relatively low dimension feature vector. Our results demonstrate that the proposed algorithm is effective and accomplishes better performance for detecting the spliced image.
I. INTRODUCTION
Modern image processing tools and computer graphics software (such as Adobe Photoshop) allow anyone to modify the content of the digital image. It is easy to manipulate the digital images but, it is hard to confirm the integrity of digital images by naked eyes. Consequently, image forgery detection becomes a hot research field. In general, there are two techniques for digital image forensics. These techniques can be classified into two types: active techniques [1, 2] and passive techniques [3, 4] . Active techniques are based on inserting watermarks or signatures in digital images during recording. In this technique, the authentication of the digital image is checked by verifying if the extracted watermark matches the original one. The major limitation of the active technique is that it requires specially equipped cameras to insert the watermark during the digital image creation. In contrast, the passive techniques can authenticate an image without the need of the original image. One of the most popular types of image manipulation is image splicing. It manipulates images by cropping or copying a region from one image and pasting it into another image. Fig. 1 shows an example of image splicing. The spliced image is shown in Fig.1 .c. It is created by merging two original images ( The forged images may be used for malicious purposes; this can lead to irreparable damage to human society. After studying existing algorithms towards detection of the spliced region, it was found that the existing algorithms achieve high dimensional feature vectors. In Copyright © 2019 MECS I.J. Computer Network and Information Security, 2019, 5, 28-35 this paper, an algorithm is proposed to detect image splicing forgery. It employs a deep learning approach that is based on the use of the Convolutional Neural Network (CNN). CNN is one of the commonly used models in deep learning [5] . It has many distinct characteristics that make it widely used. In CNN, feature extraction and classification processes are generated at the same network. The weights of the convolutional layers are determined during the training process. In addition, CNN utilizes a less number of connections within the same network. The rest of this paper is organized as follows. In Section 2, an overview of the related work is given. Section 3 presents the proposed algorithm for detecting image splicing forgery in details. The experimental results using different datasets are discussed in Section 4. Finally, the paper is accomplished in section 5.
II. RELATED WORK
In the recent years, several types of passive image splicing detection algorithms are suggested. These algorithms can be divided into three main types based on the technique used for features extraction. The three types are Local Binary Pattern (LBP), Markov model, and deep learning.
In the first type, LBP is utilized for extracting features from the tampered images [6, 7, 8] . Yujin et al. [6] suggest an algorithm for image splicing detection. The algorithm is based on Discrete Cosine Transform (DCT) and LBP. First, the color image is divided into multi-size blocks. Then, DCT is applied to each block. Later, LBP is applied for extracting features in each block. The final feature vector is formed by concatenating different LBP histograms. Moreover, Support Vector Machine (SVM) is employed to classify spliced and original images by utilizing the dimensionality-reduced features.
Ghulam et al. [7] use Steerable Pyramid Transform (SPT) and LBP to detect image splicing. In the first stage, the color image is converted into YCbCr chrominance space. Then, SPT is applied in each chrominance component in the second stage. Features are extracted using LBP from each SPT sub-band. Different LBP histograms are merged to form the final features vector. Finally, SVM is applied in the final step to check whether the color image is forged or not.
In [8] , a forgery detection algorithm based on Discrete Wavelet Transform (DWT) and LBP is suggested. The color image in the algorithm is converted into YCbCr color space. For Cr chrominance channel, DWT is applied to get the low-level coefficients. Furthermore, features are extracted from the four sub-bands (LL, LH, HL, HH) using LBP. Histograms are concatenated from the four sub-bands to form the final feature vector. Then, SVM is used in the classification process based on the final feature vector.
In general, LBP suffers from some limitations. That is, it generates 2 P features, where P is the number of neighbors. If P is increased, the numbers of features increase in turn. Another limitation of using LBP is that many different structural patterns may have the same LBP code. Furthermore, it is very sensitive to noise.
Moreover, in the second type, Markov models are utilized widely for feature extraction [9, 10, 11] . In [9] , an algorithm for passive detection of image splicing is presented. It extracts features from both spatial and frequency domains. In the spatial domain, the pixel value is subtracted from its neighboring pixel value in different directions. In the frequency domain, DCT is utilized and then the correlation is calculated between DCT coefficients and its neighbors. Also, Principal Component Analysis (PCA) is then applied to convert feature vectors into a lower dimensional space. Gaussian RBF kernel is used in SVM for classification spliced and original images.
In addition, an algorithm based on Markov and Quaternion discrete cosine transform (QDCT) is suggested for image splicing detection in [10] . The color image is blocked into three color components: Red, Green and Blue; and each block is still a color image. For each block, the QDCT transform is applied. Then, the horizontal, vertical, main diagonal and minor diagonal are calculated for each block. The histogram intersection in SVM is utilized for classification.
In [11] , Markov feature extraction algorithm for splicing image detection is suggested. The algorithm is based on the maximum pixel value of the different direction in the DCT domain. These maximum pixels values are utilized to choose Markov features. In addition, a threshold expansion is utilized to reduce the information loss caused by the coefficient threshold. The increased number of features is reduced by using the even-odd Markov algorithm. However, Markov models suffer from the complexity of calculations and time consumption.
In the third type, image splicing detection algorithms using deep learning are suggested [12, 13, 14] . In [12] , Ying et al. present a two-stage deep learning algorithm to extract the feature from tampered images. As a preprocessing step, the color image is converted into YCrCb color space. Then, the image is segmented into patches and for each patch; the 2D Daubechies wavelet transform is applied. A Stacked Auto-Encoder model (SAE) is utilized to extract feature in the first stage. In fact, SAE is a type of neural networks which contains three hidden layers and an MLP layer. In the second stage, the contextual information of each patch is integrated to give better accuracy. The limitation of this algorithm is that it contains a small number of hidden layers and hence it cannot extract effective features.
In [13] , a universal forensic algorithm to detect manipulation in the image using deep learning is suggested. This algorithm utilizes CNN. The used CNN contains two convolutional layers, two max-pooling layers, and three fully connected layers. The number of features is bigger than the feature in the next algorithm.
An algorithm to extract the features form the spliced image using deep learning is presented [14] . The used CNN consists of six convolutional layers and three max- 
III. THE PROPOSED ALGORITHM
The main objective of our work is to improve image splicing detection using the deep learning approach. Fig.  2 shows the block diagram of the proposed algorithm to detect the image splicing. Actually, the deep learning is a kind of multi-layer neural networks, in which each layer utilizes the output from the previous layer as an input to the next layer. Many models of the deep learning are presented including Deep Belief Network [15] , Deep Auto Encoder and Convolutional Neural Network (CNN) [16] . CNN is a type of neural network models, used to extract features automatically from the training data. In the proposed algorithm, CNN is used to extract features, and then HWT is applied. Finally, SVM is employed for classification. 
A. CNN Architecture
The architecture of CNN is a series of computational layers stacking together and finishing with a classifier. CNN contains a higher number of hidden layers which is different from the traditional network. CNN is a sparse network because it contains a less number of connections within the same network. Furthermore, one of the main advantages of CNN is the weight sharing. Hence, the network can work faster. However, in traditional neural networks, each element weight is utilized once in computing the output layer. In CNN, the equivariant representation permits the network to detect edge, texture, and shape in different locations. Basic components of CNN are a convolution layer, non-linearity layer, and a pooling layer. The proposed CNN consists of six convolutional layers and three pooling layers as shown in Fig. 3 . The input layer of CNN is 227×227×3 (227×227 patch and 3 color channels). The output volume W 2 × H 2 × F is calculated by the equations [17] :
where 1 is the width of the input volume, 1 is the height of the input volume, and r is the number of channels) After each convolution layer, The Rectified Linear Unit (ReLU) is applied as an activation function [18] . The output is 0 or x (value of the pixel) depending on the sign of the pixel value. The output is 0 if the sign is negative, and the output is equal to x if the sign is positive. Compared to the common activation functions (tanh and sigmoid), ReLU is the better activation function. ReLU is the simplest for computation and the fastest in training big data [13] .
After a few ReLU layers, a pooling layer is utilized. The pooling layer is applied to reduce the dimension of features from the convolution layer and decrease the computation complexity. There are two possible types of pooling layer: max pooling and average pooling. Max pooling is better than average pooling because it is very fast and efficient way in computation. As shown in Figure 3 , three max pooling is employed in the proposed algorithm. Pooling layer uses a filter with size 3×3, stride 2 and pad 0.
B. Wavelet Transforms
There are different types of wavelet transforms. Wavelet transforms translate the image from the spatial domain to the frequency domain [19] . There are different types of wavelet transforms but in the proposed algorithm Haar Wavelet Transform (HWT) is utilized. HWT is the simplest one and also, it has efficient memory and fast. After HWT is applied, a two-dimensional array is obtained. This array contains four bands categorized as LL (Low-Low), HL (High-Low), LH (Low-High), and HH (High-High). For example, if the sub-band image is created using a high filter on the rows and a low filter on the columns, it is called the HL sub-band. It is noted that HWT reduces features from 4,096 to 1,024.
C. Principal Components Analysis
PCA is one of the most common techniques that is widely used in data dimensionality reduction. It transforms the higher dimensional space that may cause a curse of dimensionality problem into lower dimensional space. PCA utilizes four steps to reduce the dimension of the feature. The first step is the image normalization but in the second step, the covariance matrix is calculated. Eigenvectors and the corresponding eigenvalues are computed in the third step. Finally, the original data is transformed into the new feature vector [20] .
IV. EXPERIMENTAL RESULTS
In order to measure the performance of the proposed algorithm, several experiments have been performed. The proposed CNN model is implemented using Matlab R2016b. It uses the Caffe deep learning framework. In the first subsection, the description of the datasets used for evaluating the proposed algorithm is provided. Evaluation metrics are presented in the next subsection. Finally, the results of the experiments are analyzed and discussed.
A. Datasets Description
Two public datasets are used to test the proposed algorithm: CASIA v1.0 [21] and CASIA v2.0 [22] . They are the most commonly used datasets for detecting spliced image [6, 7, 8] . The total number of images in CASIA v1.0 is 1721, and in CASIA v2.0 is 12,614. A detailed description of the two databases is given in Table  1 . 
B. Evaluation Metrics
To measure the performance of the proposed algorithm, several evaluation metrics are used [12, 13, 14] including accuracy, recall, precision, and F-measure metrics.
Accuracy is defined as the percent ratio of the images
that are accurately classified and it is calculated by the following equation [23] :
where TP (True Positive) is defined as the number of spliced image labeled as tampered. FN (False Negative) is the number of spliced images labeled as an original. TN (True Negative) is the number of original images labeled as an original. FP (False Positive) is the number of original images labeled as tampered.
2. The recall is the proportion of all positive cases that are accurately classified separated by all True Positive cases [23] . It also is known as True Positive Rate (TPR) and it is calculated by the following equation [23] : 
V. COMPARISON WITH OTHER PASSIVE ALGORITHMS
In this section, the proposed algorithm is compared with some recent algorithms including: DWT + LBP [8] , Markov features + QDCT [10] , a deep learning [12] , a grey level run length matrix (GLRLM) [24] , and Markov feature [25] . All experiments are performed using the same image library (CASIA v1.0 and CASIA v2.0). In comparative experiments, not only the accuracy is considered, but also the feature dimension is taken into account. Table 2 shows the precision, recall, and accuracy results of different methods for image splicing forgery detection on CASIA v1.0. As it can be noticed, the proposed algorithm is better than the algorithm presented in [12] because it has less number of hidden layers. Moreover, the proposed algorithm outperforms the algorithm presented in [8] that uses LBP. In fact, LBP is sensitive to the noise as well as many different structural patterns may have the same LBP code. Fig.5 . shows the comparison of accuracy between the proposed algorithm and other algorithms on CASIA v1.0. The proposed algorithm yield the best detection performance compared with other algorithms, achieving 94.55% accuracy on the full CASIA v1.0 dataset. Precision and recall are 95.14% and 98.99%, respectively
In order to better demonstrate the potential of the proposed algorithm, extra experiments on CASIA v2.0 are conducted. Table 3 shows the precision, recall, and accuracy results of different methods for image splicing forgery detection on CASIA v2.0.
The proposed algorithm achieves 94.55% accuracy on the full CASIA v2.0 dataset. Precision and recall are 95.14% and 98.99%, respectively. Fig.6 . shows the comparison of accuracy between the proposed algorithm and other algorithms on CASIA v2.0 The algorithm is also tested against the size of the feature vector. Table 4 and Fig. 7 show the comparative results of the proposed algorithm and its counterparts. As shown in the table, the dimensionality of features in our algorithm is 1,024 that is the least size with respect to all the other four detection algorithms. Table 5 shows the three performance metrics: accuracy, TPR, and precision of both the HWT-based algorithm and the DCT-based algorithm. It is noted that the HWT-based algorithm gives better detection accuracy than the DCTbased algorithm. It achieves accuracy equal to 94.55% for CASIA v1.0 and 96.36% for CASIA v2.0. However, DCT-based algorithm achieves a less accuracy for CASIA v1.0. The highest precision is achieved by HWTbased algorithm in CASIA v2.0. This is because DCT neglects the correlation between the pixels inside blocks and the pixels of the neighboring blocks. 
