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IL DESIGN 
PER L’INTERAZIONE 
TANGIBILE
Michele Tittarelli

Bisogna inventare nuove tecniche - che siano irriconoscibili - che non assomiglino a nessuna 
operazione precedente. Per evitare così la puerilità e il ridicolo. Costruirsi un mondo proprio, con 
cui non siano possibili confronti. Per cui non esistano precedenti misure di giudizio. Le misure 
devono essere nuove, come la tecnica. Nessuno deve capire che l’autore non vale nulla, che è 
un essere anormale, inferiore - che come un verme si contorce per sopravvivere. Nessuno deve 
coglierlo in fallo di ingenuità. Tutto deve presentarsi come perfetto, basato su regole sconosciute, 
e quindi non giudicabili. Come un matto, sì, come un matto. Vetro su vetro, perché Pietro non è 
capace di correggere - ma nessuno se ne deve accorgere. Un segno dipinto su un vetro corregge 
senza sporcarlo un segno dipinto prima su un altro vetro. Ma tutti dovranno credere che non si 
tratti del ripiego di un incapace, di un impotente: bensì che si tratti invece di una decisione, sicu-
ra, imperterrita, alta e quasi prepotente [...] Nessuno deve sapere che un segno riesce bene per 
caso. Per caso, e tremando: e che appena un segno si presenta, per miracolo, riuscito bene, biso-
gna subito proteggerlo e custodirlo come in una teca. Ma nessuno, nessuno deve accorgersene. 
L’autore è un povero tremante idiota. Una mezza calzetta. Vive nel caso e nel rischio, disonorato 
come un bambino. Ha ridotto la sua vita alla malinconia ridicola di chi vive degradato dall’im-
pressione di qualcosa di perduto per sempre.
Pasolini, P. P. Teorema, 1968.
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6Struttura
La ricerca, svolta nell’ambito dell’ interaction design, è rivolta a dare una risposta alle ipotesi 
che ci eravamo posti all’inizio del nostro lavoro. 
In particolare, i quesiti erano: è possibile, attraverso gli strumenti e le metodologie offerte 
dall’interaction design, utilizzare forme di comunicazione non-verbale che conducano alla 
creazione di dinamiche di interazione più ricche e coinvolgenti? E’ possibile attraverso il 
design creare forme di relazione che siano contraddistinte da qualità espressive ed emo-
zionali?
Abbiamo trovato nelle Tangible User Interfaces (o TUIs) lo “strumento” che ci ha permesso 
di creare, attraverso il design, un collegamento possibile fra il mondo digitale e quello fisico 
e nell’interazione continua (continuous interaction) l’approccio che ci ha permesso di con-
cretizzare una modalità di interazione espressiva e coinvolgente. 
Attraverso la nostra trattazione descriveremo come abbiamo applicato questi due paradig-
mi e i risultati che abbiamo ottenuto.
Introduzione
L’introduzione fornisce un quadro generale delle problematiche, delle metodologie di de-
sign e del background teorico che hanno fatto parte del nostro lavoro di ricerca nel cam-
po delle interfacce tangibili e, più in generale, nel campo dell’interaction design. Chiarisce 
inoltre gli approcci metodologici e teorici che ci hanno permesso di dare una risposta con-
creta alle domande della nostra ricerca.
Stato dell’arte
La definizione dello stato dell’arte nel campo delle TUIs è stata di fondamentale importanza 
perché ha permesso di evidenziare, attraverso l’esame di esempi molto diversi tra loro, gli 
aspetti positivi e i limiti delle soluzioni di design, degli approcci teorici e delle tecnologie 
attualmente adottate. A tale scopo, pertanto, si è proceduto alla ricostruzione delle TUIs 
che sono state progettate per diversi campi applicativi, che spaziano dall’ambito educati-
vo a quello della performance musicale. Questo lavoro tuttavia non si è risolto solamente 
nell’analisi delle ricerche compiute, ma si è tradotto operando da progettisti “prototipatori”, 
sperimentando concretamente alcune delle soluzioni tecnologiche e di design documen-
tate in letteratura. Tutto ciò ci ha permesso di comprendere quali siano le possibili soluzioni 
per ottenere risultati qualitativi estetici e innovativi.
Modelli di TUIs
Mediante l’identificazione di tre “modelli”, elaborati a partire da quelli esistenti, abbiamo 
cercato di concettualizzare i diversi approcci progettuali che la ricerca nel campo delle 
interfacce tangibili ha proposto nell’ultimo decennio. In questo modo abbiamo tentato di 
tener conto del carattere “eterogeneo” delle TUIs che, sia per le tecnologie applicate che per 
le tipologie di interazione, si prestava a differenti “categorizzazioni”. Questa parte si è rivelata 
di fondamentale importanza per determinare le direzioni e i confini della nostra ricerca e 
per identificare le tipologie di TUIs in cui si collocano i due Design case proposti.
7Design case
Il lavoro di ricerca è illustrato attraverso due Design case (pp. 42 e 78)  nei quali sono indica-
te soluzioni innovative sia nelle modalità di interazione che nel design formale dei prototi-
pi. Tali soluzioni sono state adottate, da un lato attraverso l’utilizzo di materiali e tecnologie 
innovative (modellazione 3D e produzione additiva) e dall’altro attraverso l’uso di materiali 
“poveri” e strumenti open-source (cartone multistrato, software e hardware open-source). I 
Design case che ne sono scaturiti sono accompagnati da cinque peer reviewed papers che 
riassumono gli aspetti concettuali e teorici che stanno alla base delle soluzioni d’intera-
zione progettate. Ogni Design case è preceduto da una introduzione che sintetizza, e al 
tempo stesso integra, ognuno dei papers presentati. Le introduzioni comprendono:
- Il contesto applicativo, che descrive l’ambito in cui i progetti sono stati sviluppati.
- L’ ipotesi di ricerca, che illustra gli approcci utilizzati nella progettazione del design dell’in-
terazione.
- L’Ispirazione che espone il processo di genesi e di ideazione delle soluzioni adottate.
- Le interfacce tangibili che delinea le caratteristiche delle TUIs progettate e ne chiarisce la 
collocazione rispetto ai tre “modelli” di TUIs proposti.
- Il prototipo che evidenzia le soluzioni progettuali, le tecniche, le metodologie e gli stru-
menti impiegati per realizzare i prototipi.
- La sperimentazione e la valutazione, che richiama le sperimentazioni e gli studi che sono 
stati condotti per valutare la qualità delle soluzioni progettuali.
Ogni paper è introdotto da una breve descrizione e, dove è stato possibile, da un codice QR 
e URL che permette di accedere ai contenuti multimediali relativi ai progetti.
Riflessioni e conclusioni
Nella parte conclusiva viene proposta una riflessione generale sul lavoro svolto, dove ven-
gono richiamati i risultati ottenuti dalla nostra ricerca e le possibili direzioni e problemati-
che che il design delle TUIs si troverà ad affrontare in futuro.
Infine, ci sembra opportuno precisare che abbiamo preferito, in questa trattazione, focaliz-
zare la nostra attenzione unicamente sul lavoro svolto nell’ambito delle interfacce tangibili. 
Durante il periodo di Dottorato infatti abbiamo avuto l’opportunità di lavorare in altre aree 
tematiche dell’interaction design come, ad esempio, la sperimentazione di nuove solu-
zioni di design nell’ambito delle installazioni interattive. I risultati di queste ricerche, svolte 
parallelamente al lavoro sulle interfacce tangibili, sono confluiti in peer reviewed journal e 
articoli pubblicati su atti di conferenze internazionali che sono riportati nell’elenco delle 
pubblicazioni.
8Introduzione 
All’inizio di questo lavoro ci siamo posti alcuni interrogativi che sono inevitabili nel campo 
di ricerca individuato.
In particolare ci siamo domandati se fosse possibile, attraverso gli strumenti e le metodolo-
gie offerte dall’ interaction design, creare dinamiche d’interazione più ricche e coinvolgenti. 
Altresì ci siamo chiesti se fosse possibile, attraverso il design, creare forme di relazione con-
traddistinte da qualità espressive ed emozionali.
Per rispondere a questi interrogativi abbiamo condotto la nostra ricerca nell’ambito delle 
Tangible User Interfaces (o TUIs), in quanto ci avrebbero permesso di creare, attraverso il 
design, un collegamento “tangibile” fra il mondo fisico e quello digitale.
Ma cosa sono le Tangible User Interfaces?
Secondo Shaer e Hornecker (2010, p. 4) le TUIs sono quegli oggetti “aumentati” che forni-
scono allo user una rappresentazione tangibile dei controlli e delle informazioni digitali e 
che gli consentono di “afferrare il dato” con le proprie mani. Ullmer e Ishii (2000) invece le 
identificano con quegli oggetti che danno una forma fisica all’informazione digitale fornen-
do un “loop ciclico” costituito da feedback “fisici” (feedback tattili passivi che informano lo 
user quando una manipolazione è stata portata a termine come, ad esempio, la deforma-
zione di un oggetto) e feedback “digitali” (feedback visivi o sonori che informano lo user che 
l’azione è stata elaborata).
Queste definizioni, per quanto corrette, tuttavia sono troppo essenziali per identificare la 
vera natura delle TUIs, poiché possono essere estese a un larghissimo numero (e di diverse 
tipologie) di device elettronici che utilizziamo tutti i giorni. Appunto per questo, come rico-
noscono gli stessi Shaer e Hornecker (2010 p. 22), risulta difficile definire, fra la molteplicità 
di oggetti che ci circondano e che integrano componenti elettroniche, quale di essi sia una 
TUI o quale sia una “TUI-like” .
Con ciò non intendiamo asserire che le loro definizioni siano poco specifiche; intendiamo 
piuttosto evidenziare che, dato il carattere eterogeneo che contraddistingue le TUI, ci sia-
mo sentiti indotti ad “indagare” quali fossero le caratteristiche che possono distinguere una 
TUI rispetto ad un “oggetto aumentato”.
In prima istanza, abbiamo pensato che la differenza potesse essere ricondotta alle modalità 
d’ interazione con cui lo user può agire sull’artefatto. Quest’ultimo (sia esso oggetto, dispo-
sitivo, etc.) nelle TUIs “interpreta” sia la funzione di rappresentazione sia quella di controllo 
dell’elaborazione del dato (Ullmer e Ishii, 2001). In questo senso abbiamo notato che esiste 
una, seppur lieve, differenza tra la “modificazione” e la “manipolazione” del dato.
Mentre la modificazione del dato suggerisce diverse modalità d’interazione che possono 
essere correlate anche al paradigma WIMP (Windows, Icons, Menu e Pointers), la manipola-
zione, in questo ambito, indica un legame più stretto con il materiale, con la forma dell’ar-
tefatto e presume l’uso di determinate abilità manuali. La manipulation di un oggetto (ci 
riferiamo qui alla definizione in lingua inglese), secondo l’utilizzazione che ne viene fatta 
nella letteratura relativa alle TUIs, sembra infatti suggerire che l’artefatto stesso implichi 
modalità d’ interazione che richiedono una particolare abilità (in proposito cf. Oxford English 
Dictionary: “to handle, esp. with skill or dexterity; to turn, reposition, reshape, etc.. manually or by 
means of a tool or a machine”); oppure che l’oggetto stesso abbia la capacità di modificare 
la sua struttura (reshape) coerentemente con l’azione esercitata.
Sulla base di questa osservazione abbiamo tentato di trasporre il concetto di “manipolazio-
ne” nel design delle TUIs che abbiamo progettato.
Ne sono risultate modalità d’ interazione in grado di consentire allo user di esprimere le 
9proprie abilità sia attraverso il corpo, sia attraverso modalità basate su di un coupling “per-
fetto” tra l’azione esercitata e la risposta del sistema.
In particolare, con il Design case 2 (p. 78), abbiamo proposto un’attività basata sulla per-
formance musicale dove è possibile, mediante l’ “uso” del corpo e delle mani, creare una 
composizione musicale interagendo con degli strumenti realizzati in cartone e stoffa. In 
questo caso il sistema fa delle abilità dello user, un elemento focale dell’interazione perché, 
se da un lato gli strumenti sono facilitati (col fine di renderli accessibili a tutti), dall’altro lato 
richiedono una minima abilità per produrre un suono gradevole nel momento in cui si 
suona con gli altri “musicisti”. 
Attraverso il Design case 1, (p. 42), abbiamo proposto una cover interattiva per tablet che 
consente di creare un coupling “perfetto” tra il gesto esercitato dallo user e la risposta dell’ar-
tefatto. A tale scopo siamo ricorsi al reshape (ci riferiamo sempre alla definizione in lingua 
inglese) utilizzando dei materiali che permettono alla cover di deformarsi coerentemente 
con gli input esercitati dallo user.
Tuttavia, anche con questi accorgimenti, è evidente che il confine fra modificazione e ma-
nipolazione risulta piuttosto labile se non adeguatamente interpretato. Perciò non si può 
asserire che, mentre nel paradigma WIMP avviene una modificazione del dato (ad esempio 
digitando, spostando o selezionando le icone di una GUI stando seduti di fronte ad un PC), 
con le TUIs avviene invece una manipolazione che implica un coinvolgimento del corpo 
più “attivo” o che richiede particolari abilità o l’utilizzo di materiali “specifici”.
Anche nel paradigma WIMP avviene la “manipolazione” di un artefatto come, ad esempio, 
nell’utilizzo del mouse (to handle). L’uso corrente della parola manipolare,  (ci riferiamo sem-
pre alla lingua inglese e alla letteratura di riferimento), non riesce dunque ad interpretare 
pienamente l’interazione che avviene con una TUI che, solitamente, permette di esercitare 
azioni più articolate rispetto al paradigma WIMP.
In linea di principio, infatti, il mouse è un elemento fisico che utilizziamo per controllare 
un dato digitale (in input) e al quale sono associati diversi feedback: quello tattile (la rispo-
sta meccanica del tasto), quello sonoro (il “click”) e quello visivo (la rappresentazione del 
puntatore nella GUI e lo spazio entro cui lo muoviamo). Osservando queste caratteristiche, 
potremmo affermare che, almeno per quanto riguarda i feedback tattili e sonori, anche il 
mouse può essere definito un’interfaccia tangibile. Eppure, dal nostro punto di vista, non 
riteniamo che il mouse rappresenti una vera e propria TUI, perché le azioni e la gestualità 
che compiamo nell’utilizzarlo non ci appaiono intuitive, significative o espressive. I gesti ed 
i meccanismi percettivi che poniamo in essere per interagire con questo strumento (e di 
conseguenza con il modello WIMP) non sono correlati al significato “profondo” dell’azione 
che esercitiamo. Il “gesto”, in questo caso, si riduce a mero input funzionale, che relega a un 
“semplice click” la ricchezza espressiva che appartiene al corpo o, più specificamente, alla 
mano.
Abbiamo allora rivolto l’attenzione al design delle TUIs cercando di realizzare modalità d’in-
terazione di tipo continuo (continuous interaction), ovvero modalità di input che potremmo 
definire di tipo “non binario”. Doherty e Massink descrivono l’interazione continua come 
quel “processo continuo di scambio di informazioni ad un alto livello di risoluzione” (1999, 
p. 1). Questa modalità d’interazione presuppone quindi un coupling estremamente preciso 
fra l’azione esercitata e la risposta di un sistema. Per chiarirne il concetto abbiamo pensato 
di trasporre questo paradigma in un esempio pratico.
Quando vogliamo attirare l’attenzione di una persona che ci volge le spalle, senza far ricor-
so alla voce, possiamo agire in due maniere: battendo due veloci colpi sulla spalla oppure 
stringendo lievemente il suo braccio. Nel primo caso utilizziamo un “input” molto simile a 
quello di tipo binario, dove al contatto corrisponde un “1” e all’intervallo fra i due contatti 
uno “0”. Lo stesso avviene, per così dire, quando utilizziamo il mouse dove, cliccando velo-
cemente per due volte il tasto sinistro, riusciamo ad attivare una determinata funzione del 
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nostro PC (come ad esempio accedere al contenuto di una cartella). In tal caso l’input che 
esercitiamo rappresenta una codifica, un gesto che abbiamo appreso, che quindi non de-
riva da una nostra volontà espressiva, ma da un comportamento mediato da una “conven-
zione”. E non è un caso che utilizziamo questa “modalità” d’interazione quando desideriamo 
richiamare l’attenzione di persone con le quali abbiamo poca o nessuna confidenza.
Quando invece stringiamo il braccio di una persona, riusciamo ad esprimere, e a percepi-
re, informazioni molteplici e ben più “significative”. Nell’esercitare una maggiore o minore 
pressione con le nostre dita riusciamo, ad esempio, a comunicare la maggiore o minore 
urgenza del nostro “richiamo”. Possiamo inoltre percepire (e al contempo far percepire) una 
serie di informazioni che non sono affatto scontate. 
Quando stringiamo il braccio di un corpo “altro” i nostri sensi recepiscono un’ampia quan-
tità di “dati”: la temperatura di un corpo, il materiale e la fattura di una stoffa, la maggiore o 
minore muscolatura della persona, etc. Questo tipo d’interazione attua una relazione molto 
più espressiva e, insieme, permette di veicolare molte più informazioni. 
L’ambiente che esploriamo attraverso il gesto non si compone di soli “corpi”: in esso ci mi-
suriamo anche con entità fisiche inanimate (come gli oggetti) che, nel tempo, abbiamo 
saputo trasformare in “strumenti”. Se dunque la relazione non avviene solo tra corpi, ma 
anche tra il corpo e gli “oggetti”, è lecito asserire che si genera una dialettica nella relazione 
che abbiamo con essi, che esprimiamo attraverso il gesto. Mentre nell’animale gesto e 
utensile si fondono, diventando strumento, nell’uomo questo rapporto si amplia, emanci-
pando il gesto dal suo status di “costrizione funzionale” (Galimberti, 1987).
Perché dunque relegare la gestualità del corpo e tutta la sua ricchezza di significati alla 
semplice pressione sequenziale di un tasto così come avviene nel paradigma WIMP? Pen-
siamo che questa domanda sintetizzi una problematica relativa all’estetica dell’interazione 
e fa comprendere le qualità di una “continuous interaction” rispetto ad una “discrete interac-
tion” (Rogers and Muller, 2006).
Seguendo il paradigma di interazione continua abbiamo proposto un design che permet-
tesse di colmare il divario che esiste tra gli “stati discreti” del mondo digitale e la “continuità 
della nostra percezione ed esperienza” (Stienstra et al., 2012). A tale scopo ci siamo avvalsi 
di metodologie, sia software che hardware, che ci hanno consentito di “rappresentare” tutta 
la ricchezza dell’esperienza del tangibile “piegando” un sistema discreto (digitale) a quella 
percezione continua che è propria dell’umano.
Nel Design case 1, ad esempio, abbiamo realizzato una GUI per un tablet con il quale è pos-
sibile controllare i movimenti di un robot assistivo (p. 44). L’interfaccia grafica mostra gli stati 
emotivi del robot attraverso l’utilizzo di “maschere dinamiche”. Queste immagini, realizzate 
mediante tecniche di morphing video, vengono riprodotte in rapida successione determi-
nando un passaggio da un’espressione all’altra, che risulta molto naturale (pp. 65-70). Come 
vedremo, i sensori che abbiamo realizzato appositamente per la cover, ci hanno permesso 
di creare una TUI contraddistinta da un mapping molto preciso fra l’input esercitato dallo 
user e l’output del sistema dove, ad un’azione espressiva, corrisponde un “feedback espres-
sivo” (Wensveen, 2005).
Il metodo realizzativo che abbiamo adottato è abbastanza semplice ma si è rivelato molto 
efficace nel suo risultato (Marti et al., 2013). Abbiamo infatti interpretato il “discreto” pen-
sandolo come un proiettore per diapositive in cui, premendo un tasto, è possibile scorrere 
da una immagine all’altra e lo abbiamo “trasformato” in una bobina cinematografica dove 
la proiezione di una sequenza di immagini (proiettate ad una frequenza di 24 fotogrammi 
al secondo e oltre) genera un “effetto” che il nostro occhio percepisce come “in movimen-
to”. Dalla staticità della fotografia si è quindi passati alla dinamicità del cinema che riesce 
a riprodurre gesti e movimenti che ci appaiono più reali. Non è un caso allora che i due 
“archetipi” utilizzati per la fotografia (proiettore per diapositive) ed il cinema (proiettore ci-
nematografico) siano basati su due modalità d’interazione diverse: per il primo si ricorre alla 
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pressione di un tasto, per il secondo un movimento continuo.
E’ quindi l’atto espressivo che ci porta a sviluppare sempre nuove tecnologie in grado di 
catturarlo o, al contrario, è la tecnologia “nuova” che ci consente di creare nuovi atti espres-
sivi?
Crediamo che questa relazione sia biunivoca e che non preveda un punto di partenza ma 
che comporti un continuo scambio tra i due elementi. Tuttavia, pensiamo che l’azione del 
corpo abbia una prelazione, che ci sia un suo “prius” rispetto alla soluzione tecnologica. 
Questo risultato è emerso dal lavoro che abbiamo svolto nella nostra ricerca dove a vol-
te, anche forzatamente, si è cercato di non partire dal mezzo, dalla tecnologia o da una 
tecnica, ma da un concept, da un gesto, dall’umano. Se infatti è lecito lasciarsi tentare dal-
lo sperimentare o dal realizzare modalità d’interazione sfruttando una determinata nuova 
tecnologia che la rivoluzione digitale ci propone con sempre maggiore frequenza, tuttavia 
crediamo fermamente che, nella progettazione dell’interazione, si debba partire dal corpo 
perché ad esso si deve arrivare (Tittarelli, 2011).
In questa ottica, possiamo asserire che una TUI rappresenti non solo un mezzo con il quale, 
attraverso le nostre mani, possiamo interagire “verso” il digitale ma anche uno strumento 
che, al contempo, permette di interagire “con” il digitale. Le TUIs infatti forniscono allo user 
la possibilità di percepire, attraverso feedback visivi, tattili e sonori, il modo in cui interagisce 
con il dato digitale nello stesso “spazio” e nello stesso “tempo” in cui l’azione viene esercitata. 
Ma quali sono le caratteristiche di un feedback qualitativo?
Wensveen et al. (2004) distinguono tre diversi tipi di feedback: quello funzionale (la rispo-
sta di una o più funzionalità di un sistema), quello aumentato (una risposta addizionale 
veicolata dal sistema) e quello inerente (una risposta derivante dall’azione esercitata dallo 
user). Gli autori a riguardo forniscono un esempio molto chiaro: quando accendiamo uno 
schermo, il feedback funzionale consiste nell’attivazione del dispositivo stesso che, attra-
verso feedback visivi e sonori, ci informa che l’azione compiuta ha trovato esecuzione nel 
sistema. Il feedback aumentato può essere rappresentato dal LED interno del tasto, il quale 
fornisce una risposta che non proviene dall’azione stessa ma che deriva da una sorgente 
“aggiuntiva” del sistema. 
Il feedback inerente, invece, è strettamente correlato al movimento che esercitiamo; ad 
esempio, attraverso la resistenza offerta dal tasto stesso, percepiamo che l’azione che 
stiamo eseguendo sta intervenendo sul sistema. Per questo Laurillard (1993) definisce il 
feedback inerente come un’informazione che è una “naturale conseguenza dell’azione” che 
esercitiamo, e in cui la risposta del sistema deriva dal movimento compiuto. Quest’ultima 
tipologia quindi fa leva sulle abilità percettivo-motorie del nostro corpo più che sulle sue 
abilità cognitive come avviene, ad esempio, nei primi due tipi di feedback (funzionale e 
aumentato).
Nella nostra ricerca sulle TUIs abbiamo cercato di utilizzare le caratteristiche del feedback 
inerente, poiché sono legate alla materialità di un oggetto e alle sue proprietà meccaniche, 
piuttosto che ad una sua “rappresentazione”.
Ad esempio nel Design case 1 abbiamo realizzato, attraverso tecniche di produzione addi-
tiva (stampa 3D), una cover per tablet realizzata in materiale gommoso (p. 48) che si defor-
ma in base alla forza che lo user esercita sul prototipo. Questo ci ha permesso non solo di 
realizzare una TUI in cui il coupling tra l’azione esercitata dallo user e la risposta funzionale 
e aumentata del sistema (GUI del tablet) sono perfettamente accoppiate, ma anche di ag-
giungere un feedback inerente determinato dall’utilizzo di un materiale specifico. Il mate-
riale stesso ci ha consentito quindi di uscire da quel rapporto biunivoco che si genera fra 
input e feedback aggiungendo un terzo elemento nell’interazione che, nello stesso tempo 
e nello stesso spazio dell’azione, informa lo user sul modo in cui sta intervenendo sul dato.
Ma il feedback non è l’unica componente di un oggetto “aumentato”: nell’interazione con 
un artefatto entrano in gioco altri elementi come, ad esempio, il feedforward (Wensveen et 
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al., 2004). Il feedforward inerente (ci riferiamo all’ambito del design dell’interazione) è la ca-
pacità che ha un oggetto di informare lo user su quali azioni dovrà compiere per utilizzarlo 
e in che modo esse dovranno essere eseguite.
Il particolare design della cover, ispirato alle ossa degli arti inferiori, ci ha permesso di rea-
lizzare una TUI che riesce a “suggerire” il modo in cui il dato può essere controllato e a farsi 
apprezzare per le sue qualità edoniche (Marti et al., 2015) rispetto ad altre modalità d’in-
terazione (touch gestures). Siamo quindi riusciti, attraverso gli elementi di base del design, 
come forme e materiali, a concretizzare un’interazione in cui la modifica del “bit” è stret-
tamente correlata a quella dell’ “atomo” . Tutto questo non ha richiesto l’utilizzo di sistemi 
complessi, ingombranti o particolari (Ishii et al., 2012).
Cosa è dunque una TUI? 
Dal nostro punto di vista una TUI è un oggetto aumentato che permette allo user, nello 
stesso tempo e spazio, di “commisurare” le sue azioni coerentemente con le risposte fisiche 
e digitali di un sistema. 
In questa definizione si riassume l’approccio con cui abbiamo affrontato la progettazione 
delle interfacce tangibili. Come vedremo nel capitolo dedicato allo stato dell’arte, questo 
tipo di interfacce possiedono molteplici aspetti, sia dal punto di vista dell’interazione che 
delle tecnologie applicate, assai differenti tra loro. 
In questa introduzione, abbiamo riassunto le caratteristiche che permettono a un’interfac-
cia tangibile di discostarsi completamente dal paradigma WIMP.
Come abbiamo visto, infatti, una TUI non è una semplice periferica di input, perché può 
permettere allo user di interagire con il “dato” in una maniera molto più significativa, coin-
volgente e soprattutto controllata (continuous interaction). Al tempo stesso, i feedback pos-
sono essere espletati sul dispositivo stesso permettendo allo user di controllare l’azione 
coerentemente con le risposte del sistema. Infine, le TUI consentono di combinare, nello 
stesso spazio e nello stesso tempo, i “meccanismi” di input e output trasformando un “og-
getto aumentato” in uno oggetto (di design) deputato al controllo del dato. 
Sono questi tre aspetti che, a nostro avviso, rendono le interfacce tangibili uno strumento 
adeguato nel concretizzare una relazione significativa tra le due “entità” che contraddistin-
guono il nostro tempo: il corpo ed il digitale. 
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TUIs - Stato dell’arte
In questa sezione prenderemo in esame diversi esempi di Tangible User Interfaces (TUIs) 
che ci permetteranno di fornire una visione d’insieme sulle ricerche, sulle caratteristiche del 
design e sulle tecnologie applicate a questa tipologia di interfacce.
Abbiamo ritenuto infatti utile descrivere non solo le funzioni o l’aspetto formale degli esem-
pi proposti ma di integrare tutto ciò, ove possibile, con una descrizione del funzionamento 
dei sistemi e delle tecnologie utilizzate.
Il campo delle interfacce tangibili è molto ampio e, al fine di identificare con chiarezza i vari 
tipi di TUIs, abbiamo deciso di distinguerli in base al loro campo applicativo. In particolare 
le categorie che,secondo le nostre ricerche e la letteratura sull’argomento risultano essere 
più significative riguardano cinque campi applicativi:
- TUIs per la visualizzazione 2D e 3D.
- TUIs per la pianificazione, il problem solving e la simulazione.
- TUIs per l’apprendimento.
- TUIs per la musica e la performance.
- TUIs per la comunicazione.
Fra gli esempi riportati per ogni campo applicativo abbiamo scelto di includere, oltre ai 
prototipi, anche esempi di TUIs divenute prodotti commerciali, perché riteniamo che il tra-
sferimento tecnologico sia un fattore essenziale per la stessa ricerca scientifica. 
Gli esempi relativi ai prodotti ci permettono, in qualche modo, di valutare anche la risposta 
del mercato alle soluzioni proposte dalla ricerca, sia in termini di user experience che della 
validità delle soluzioni di design proposte.
Precisiamo infine che la nostra attenzione si è focalizzata in misura maggiore su due campi 
applicativi come le interfacce squeezable applicate ai dispositivi mobile (descritti nel Design 
case 1, p. 42) e alle interfacce tangibili destinate alla performance musicale con scopi riabi-
litativo/educativi (descritti nel Design case 2, p. 78). 
TUIs per la visualizzazione 
2D e 3D
Molti sistemi, dedicati alla visualizzazione delle informazioni, utilizzano le interfacce tangi-
bili in quanto permettono, a differenza del modello WIMP, una gestione dei dati multimo-
dale. Esse consentono infatti di utilizzare liberamente entrambe le mani per gestire il dato 
digitale attraverso l’uso elementi manipolabili.
Generalmente questi sistemi si basano su un coupling fra una serie di elementi fisici, con i 
quali si può interagire, e una visualizzazione bidimensionale o tridimensionale dei dati che 
essi rappresentano. Per semplificare, possiamo dire che, ad esempio, un elemento fisico 
può essere ruotato di 90 gradi per ottenere una rotazione di pari valore di un’icona che 
viene rappresentata su di uno schermo. A seconda dell’applicazione utilizzata, l’azione che 
si esercita può corrispondere ad una rotazione di un modello 3D, alla modifica di un valore 
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numerico, a un aumento del volume di un suono, etc.
In alcuni casi i feedback dell’azione esercitata vengono visualizzati in due dimensioni uti-
lizzando uno schermo LCD posto di fronte al piano in cui si opera. In altri casi, invece, i 
feedback del sistema vengono proiettati su di una superficie attraverso l’utilizzo di un vide-
oproiettore. E’ il caso del progetto Pico, acronimo di Physical Intervention in Computational 
Optimization (Patten and Ishii, 2007), una superficie interattiva che permette di utilizzare 
oggetti di uso comune (ad esempio quelli presenti su una scrivania), come vincoli fisico/
meccanici per interagire con il sistema. In questo caso lo user può interagire con degli ele-
menti fisici la cui posizione viene mappata dal sistema con una rappresentazione del dato 
che avviene mediante una videoproiezione di icone direttamente sulla superficie.
Questa modalità, a nostro avviso, risulta molto efficace, perché il dato “aumentato” viene 
rappresentato direttamente sullo spazio in cui si opera e l’attenzione dello user viene con-
centrata in una sola area. Qualora il piano di proiezione dei feedback e l’area in cui si opera 
siano posti su due differenti piani invece, il campo visivo dello user deve necessariamente 
spostarsi fra di essi: quello “orizzontale” in cui si manipola il dato e quello “verticale” in cui 
esso viene rappresentato. Questa modalità, presente in molte TUIs, sembra conformarsi al 
paradigma WIMP dove le azioni eseguite sul mouse e sulla tastiera vengono rappresentate 
su di uno schermo posto in uno spazio “altro” rispetto allo spazio in cui avviene l’input.
A differenza del modello WIMP,  gli elementi fisici del sistema possono essere ruotati nello 
spazio sull’ asse Z (e non solamente sugli assi X e Y) o possono essere messi in relazione in 
base alla posizione o alla distanza tra di essi. Questi fattori permettono di eseguire opera-
zioni più complesse e “generano” nuove modalità di interazione. 
Tuttavia questo tipo di TUIs rispecchiano, in parte, un paradigma già assodato (WIMP) e è 
per questo che le valutazioni da parte degli users confermano, in alcuni casi, uno scarso 
vantaggio in termini di performance rispetto alle tradizionali GUI.
E’ il caso, ad esempio, del prototipo Tangible Query Interfaces (Ullmer et al., 2005), un siste-
ma composto da “tokens” che possono essere posizionati su appositi slot ed essere ruotati 
per modificare i parametri di un database (https://vimeo.com/48836608). Il relativo studio 
valutativo ha dimostrato l’assenza di un vantaggio prestazionale rispetto ad una GUI tradi-
zionale.
In altre esplorazioni, a nostro avviso più interessanti, gli elementi fisici che vengono utilizza-
ti per interagire con il sistema non sono “passivi”, ma possono assumere diverse configura-
zioni, nella forma e struttura, in base al modo in cui vengono manipolati.
In queste circostanze il “dato manipolato” non viene solo proiettato (feedback visivo) in rela-
zione alla posizione degli elementi fisici del sistema, ma si concretizza anche attraverso una 
modificazione della struttura e della forma degli elementi stessi (feedback visivo e tattile).
Uno dei casi più interessanti è il progetto inFORM (http://tangible.media.mit.edu/project/
inform/) sviluppato dal Tangible Media Group del MIT (Follmer et al., 2013). 
Questo sistema è composto da un proiettore, una Kinect, un PC deputato all’ elaborazione 
dei dati e da una matrice composta da una serie di parallelepipedi comandati da attuatori, 
che possono cambiare la loro disposizione in senso verticale (asse Z). Controllando l’altezza 
di ogni “parallelepipedo” rispetto alla sua posizione sul piano (assi X e Y) è possibile ottenere 
diverse “forme” o, più precisamente, diverse conformazioni spaziali della matrice. 
Il sistema consente di rappresentare in maniera “fisica” il dato permettendo allo user di inte-
ragire con contenuti tridimensionali come, ad esempio, la forma di un modello di automo-
bile (Fig. 1) o una serie di grafici tridimensionali.
La Kinect posta sopra al piano può rilevare la posizione nello spazio del corpo dello user o 
di un qualsiasi altro oggetto. Il sistema sfrutta il tracking tridimensionale di questa periferica 
per permettere allo user di interagire, in maniera indiretta, con la matrice di parallelepipedi. 
I movimenti delle mani e degli oggetti, in questo caso, non avvengono direttamente sulla 
matrice ma “esternamente” perché devono essere esercitati nell’area di rilevazione della 
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periferica che non coincide con lo spazio dell’output. 
Le mani dello user vengono infatti riprodotte tridimensionalmente dai parallelepipedi (rea-
lizzati in polistirolo bianco) che generano un feedback visivo attraverso il quale lo user può 
percepire i movimenti del proprio corpo in relazione alla matrice.
A nostro avviso il progetto inFORM, con questa modalità di interazione, non mostra le qua-
lità che possiede come interfaccia tangibile perché non sfrutta appieno i feedback tattili 
delle forme generate dalla matrice. In questo senso la manipolazione del dato non avviene 
in maniera “diretta” perché lo spazio dell’input non corrisponde a quello dell’output.
Comunque questa modalità permette di interagire con il sistema anche in telepresenza 
(Leithinger et al., 2014) e più users possono connettersi in modalità remota, attraverso un 
PC collegato ad una Kinect, e modificare “a distanza” la struttura della matrice e gli oggetti 
che possono essere posti su di essa.
In altri casi, a nostro avviso più interessanti, l’interazione con il sistema può avvenire in 
maniera “diretta” muovendo fisicamente gli oggetti sopra la matrice oppure regolando l’al-
tezza dei singoli parallelepipedi direttamente con le mani. Attraverso queste modalità di 
interazione lo user può quindi manipolare, nel vero senso della parola, il dato: da un lato, 
utilizzando oggetti (nell’esempio proposto una sfera colorata) che possono essere spostati 
su percorsi generati dal sistema (sistemi di tipo Token+Constraint, p. 32) per ottenere una 
variazione delle forme e, dall’altro, modificando con le proprie mani la struttura delle forme. 
In entrambe le circostanze l’area della matrice assume, al contempo, la funzione di spazio 
di input e di output e permette allo user di sfruttare sia i feedback tattili che quelli visivi del 
sistema.
Le forme manipolate possono poi essere “esaltate”, enfatizzando le parti concave e conves-
se o delineando specifiche aree, attraverso la proiezione di gradienti di colori sulle forme. 
Un proiettore posto sopra la matrice permette infatti di assegnare, alla parte superiore di 
ogni parallelepipedo, uno specifico colore.
In tal modo i feedback del sistema non si esplicitano solo attraverso una rappresentazione 
bidimensionale del “dato” (proiezione - feedback visivo) ma anche attraverso una “deforma-
zione” fisica del dato stesso (feedback visivo e tattile). L’ elemento fisico del sistema diventa 
quindi “attivo” assumendo al contempo sia il ruolo di oggetto deputato alla manipolazione 
del dato che alla sua rappresentazione.
Un altro progetto del gruppo di ricerca Tangible Media Group del MIT è il jamSheets (http://
tangible.media.mit.edu/project/jamsheets/). In questa interessante esplorazione viene di-
Figura 1
La matrice di parallelepipedi del sistema inForm. 
Si può notare (al centro) la forma di un’automobile 
e (ai lati) la rappresentazione tridimensionale delle 
mani dello user collegato in telepresenza.
foto: Tangible Media Group
Creative Commons Attribution-NonCommercial-ShareAlike 3.0
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mostrato (Ou et al., 2014) come l’utilizzo di “jamming layer” (dei “fogli” che possono essere 
deformati e deformarsi autonomamente attraverso un sistema di insufflazione e aspira-
zione dell’aria) possa essere applicato in diversi campi: dall’ambito delle TUIs a quello del 
design di prodotto. 
I “jamming-layer” sono dei fogli di vario spessore e materiale, inseriti all’interno di un involu-
cro ermetico in materiale plastico. Questi layer riescono a rilevare l’intensità e la posizione 
di una piegatura, l’intensità e l’area in cui la pressione viene esercitata e, di conseguenza, 
permettono al sistema di riconoscere il modo in cui vengono piegati. 
Questi layer possono inoltre assumere diverse configurazioni strutturali perché riescono a 
passare dal loro stato iniziale (deformabile) ad uno stato rigido (Fig. 2). Attraverso l’uso di un 
microcontrollore il layer può memorizzare una deformazione esercitata dallo user e mante-
nerla: questo tipo di proprietà può rivelarsi molto efficace nelle applicazioni rivolte alle TUIs.
La deformazione che si esercita sul foglio infatti può sia essere mappata con un dato rap-
presentato visivamente (su uno schermo o una proiezione) sia mantenuta dal foglio stesso 
che assume così il duplice ruolo di interfaccia e di superficie “dinamica” che permette di 
concretizzare un feedback tattile.
Quest’ultima caratteristica appartiene sicuramente ai normali fogli di carta che utilizziamo 
tutti i giorni: possiamo infatti piegarli come vogliamo e, attraverso i nostri sensi, percepire 
al contempo le deformazioni che stiamo determinando su di essi. 
Tali deformazioni però possono essere memorizzate ed interpretate dal sistema in forma 
di dati e, verosimilmente, si potrebbe ottenere un modello 3D (di un semplice origami ad 
esempio) che ricalca perfettamente la forma che abbiamo creato manipolando il foglio.
Sempre trattando delle recenti ricerche nel campo delle TUIs ci sembra utile segnalare un 
altro progetto dove gli elementi utilizzati per interagire cambiano la loro configurazione 
spaziale coerentemente alle azioni esercitate.
Il sistema Thumblets (http://www.ted.com/talks/james_patten_the_best_computer_in-
terface_maybe_your_hands/transcript?language=en) consiste in una serie di piccoli “ro-
bot” dalla forma cilindrica, provvisti di ruote, che possono essere spostati e ruotati dallo user 
per gestire diverse applicazioni. I “robot” contengono dei piccoli motori che permettono 
loro di muoversi autonomamente sopra la superficie su cui viene proiettato il dato (https://
vimeo.com/120203759). Il progetto è una evoluzione del progetto Sensetable (Patten et 
al., 2001) un sistema che consente di tracciare in modalità wireless la posizione di oggetti 
disposti su di una superficie piana.
Figura 2
Esempio di un jamming layer : l’insufflazione o 
l’aspirazione controllata dell’aria nell’involucro 
determina un cambiamento della sua forma ed 
il passaggio da uno stato deformabile ad uno 
stato “rigido”.
foto: Tangible Media Group
Creative Commons Attribution-NonCommercial-ShareAlike 3.0
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Anche in questa circostanza abbiamo degli elementi che possono essere afferrati, spostati 
e ruotati e che vengono identificati dal sistema. Il loro spostamento, o la loro rotazione, 
permette allo user di controllare differenti variabili che vengono proiettate su di una super-
ficie. Tuttavia, a differenza di progetti come il Pico (Patten and Ishii, 2007) e il Tangible Query 
Interfaces (Ullmer et al., 2005), gli elementi fisici che consentono di interagire con il sistema 
non sono “passivi” e possono disporsi autonomamente in precisi punti del piano. 
In alcune applicazioni sviluppate per il sistema questa loro caratteristica permette di modifi-
care, in maniera dinamica, diverse rappresentazioni bidimensionali o tridimensionali (come 
ad esempio la struttura di una molecola). I robot vengono infatti “ancorati” dal sistema a 
determinati punti della rappresentazione per permettere allo user di visualizzare, attraver-
so il loro spostamento, dei punti di interesse dell’immagine: nel momento in cui vengono 
rilasciati i robot tornano ad assumere la loro configurazione iniziale. In altre applicazioni la 
loro disposizione sul piano cambia, in maniera autonoma, a seconda delle operazioni che 
devono essere compiute dallo user.
In un certo senso quindi sono anch’essi degli elementi fisici “attivi” ma, a differenza dei due 
esempi sopracitati (inForm e jamSheets), questo sistema non permette allo user di modi-
ficare la loro struttura per ottenere una modifica del dato. Il feedback ricevuto dall’utente 
consiste in larga parte in una rappresentazione visuale che, anche qui, viene proiettata 
dall’alto mediante l’uso di un videoproiettore.
Tuttavia, la resistenza che offrono i piccoli robot durante il loro spostamento (essi in alcune 
applicazioni tendono a muoversi verso i punti di ancoraggio iniziali) forniscono, in un certo 
modo, un feedback tattile percepibile dall’utente. 
TUIs per la pianificazione, il 
problem solving e la simulazione
Esistono vari esempi in letteratura riguardanti l’utilizzo di interfacce tangibili progettate 
per la pianificazione, come strumenti per il problem solving e la simulazione. Le TUIs con-
sentono di concretizzare una visualizzazione “spaziale” del problema, e dei vincoli ad esso 
correlati, fornendo un quadro chiaro, perché semplificato e concentrato in uno spazio ben 
definito.
Gli elementi che compongono queste interfacce tangibili possono essere “aumentati” at-
traverso processi di elaborazione digitale, per simulare sul piano fisico delle proiezioni di 
possibili scenari come avviene, ad esempio, nelle TUIs destinate alla simulazione di condi-
zioni atmosferiche nella progettazione architettonica e urbanistica.
La rappresentazione di vincoli fisici, manipolabili dallo user su di un piano ben definito, 
rappresentano un importante elemento in questo settore. E’ per questo che vari progetti 
di TUIs hanno esplorato soluzioni al fine di superare le usuali modalità di visualizzazione 3D 
dei progetti offerta dai software di modellazione e rappresentazione 3D.
In particolare alcuni ricercatori (Fritz et al., 2009) hanno evidenziato le carenze dei sistemi 
basati sul paradigma WIMP nelle fasi di esplorazione dei modelli 3D durante i processi di 
valutazione condivisa dei progetti architettonici e urbanistici (in telepresenza e non). Quasi 
sempre, in questi casi, si rende necessario visualizzare le varie parti di un progetto utiliz-
zando un’animazione video preimpostata. In questo senso sono state proposte soluzioni 
alternative di interazione per la navigazione dei modelli 3D attraverso l’utilizzo di device, 
come il Nintendo Wii Remote Controller o device dotati di accelerometro (robotics inertial 
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measurement unit - IMU). 
Le modalità di interazione esplorate da questi ricercatori fanno leva sull’utilizzo di modalità 
di interazione di tipo gestuale, che non fanno ricorso all’utilizzo del mouse e delle icone, 
presenti nelle GUI dei software 3D (zoom, rotazione e trascinamento delle “viste”).
Nel campo dell’urbanistica, il Tangible Media Group del MIT ha proposto un interessante 
progetto (http://tangible.media.mit.edu/project/73/) basato sul sistema I/O Bulb (Under-
koffler, 1999). 
Allo stesso sistema si richiama il progetto Luminous Room Urp (Underkoffler e Ishii, 1999) 
che impiega dei modelli in scala di costruzioni architettoniche, che possono essere posi-
zionati su di un piano per simulare la proiezione delle ombre derivanti dall’illuminazione 
solare degli edifici (https://vimeo.com/48600713). Il diverso posizionamento degli edifici su 
di un piano permette di valutare, in tempo reale, gli effetti di proiezione della luce solare: 
un elemento fisico simile ad una lancetta di un orologio può essere infatti ruotato in senso 
orario e antiorario per simulare l’effetto della luce solare nelle varie ore del giorno.
La simulazione non riguarda solo lo studio delle ombre ma anche il grado di riflessività, 
rispetto alla luce solare, dei materiali utilizzati per il rivestimento degli edifici. Un apposito 
tool (simile ad una “bacchetta”) permette infatti di “modificare” il materiale di rivestimento 
esterno di una struttura architettonica, semplicemente toccando il modello in scala di un 
edificio. Altri strumenti progettati per il sistema consentono di visualizzare l’andamento dei 
flussi d’aria dei venti sugli edifici (che vengono proiettati sulla superficie) o di misurare le 
distanze fra gli edifici stessi o altri elementi che compongono un determinato paesaggio 
urbano come, ad esempio, marciapiedi o strade. 
Gli elementi fisici possono quindi essere manipolati dai progettisti per valutare, attraverso 
le informazioni proiettate sul piano con un videoproiettore, eventuali vantaggi e svantaggi 
delle soluzioni progettuali adottate.
Un altro progetto ha esplorato le possibilità applicative di una TUI nell’ambito della geo-
visualizzazione degli edifici architettonici della città di Venezia (Nagel et al., 2010). 
Nel progetto Venice Unfolging, un elemento poliedrico irregolare può essere ruotato, 
rispetto a tutti e tre gli assi di rotazione, sopra uno schermo touchscreen (https://vimeo.
com/11526474) per navigare la mappa della città e visualizzare diverse informazioni relati-
ve a edifici di interesse storico/artistico. 
L’elemento poliedrico possiede, sulle sue facce, dei fiducial marker (marcatori) basati sul fra-
mework reacTIVision (Kaltenbrunner et al., 2007) che consentono al sistema di identificare 
il lato su cui l’elemento viene ribaltato. Ad ogni ribaltamento sono associati dei menu, con 
diversi contenuti, che lo user può visualizzare sullo schermo tabletop del sistema e con i 
quali può interagire ruotando o spostando l’elemento poliedrico. Ad esempio, è possibile 
navigare dei menu che consentono di visualizzare immagini o informazioni relative ad un 
edificio presente all’interno della mappa della città. 
L’interazione con il poliedro risulta, dallo studio valutativo condotto dagli autori (Nagel et 
al., 2010), di non immediata comprensione per quegli users che utilizzavano per la prima 
volta il tool. In effetti il mapping fra la forma del poliedro (componente fisica) e la rappre-
sentazione virtuale (componente digitale) non sempre corrispondono: i menu di browsing 
sono cilindrici e non vi è, quindi, una corrispondenza “formale” fra l’oggetto fisico e l’og-
getto virtuale. Le azioni che possono essere esercitate sul poliedro come il ribaltamento, 
la rotazione e lo spostamento non sono, a nostro avviso, propriamente correlate all’output 
che ne deriva e l’interazione risulta quindi di non immediata comprensione. 
Come si evince dallo studio valutativo riportato nel paper (Nagel et al., 2010), alcuni utenti 
cercavano, ad esempio, di selezionare i contenuti del menu toccandoli con il dito (tap ge-
sture), non comprendendo quindi la relazione fra l’elemento fisico e le icone presentate nel 
display del sistema. In questo senso, sarebbe interessante a nostro avviso, condurre una va-
lutazione più approfondita sull’effettiva efficacia dell’utilizzo di una TUI in questa particolare 
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applicazione, comparando la sua validità rispetto a quella di un “comune” display tabletop 
touchscreen.
Un esempio che ci piace citare, fra le TUIs destinate al problem solving, riguarda un concept 
sviluppato durante la quarta edizione della scuola di design internazionale Light Through 
Culture (https://vimeo.com/98062969). Questa scuola coinvolge studenti provenienti da 
diverse università europee (nella passata edizione l’Università di Siena, la Eindhoven Tech-
nical University e l’ Interactive Institute di Umeå) per un periodo di due settimane ed ha lo 
scopo di esplorare temi di rilevanza culturale e sociale coniugandoli con l’uso di tecnologie 
interattive. Fra i tre progetti realizzati dagli studenti, chiamati a realizzare proposte sul tema 
della discussione fra cittadini e istituzioni nel campo della politica, è nato un concept, Aes-
thetics of Politics, per una TUI destinata a delineare il percorso di un processo democratico-
deliberativo.
Il concept consiste in una serie di cilindri luminosi (Fig. 3), che possono registrare parti au-
dio del dibattito e che possono essere avvicinati o messi in relazione tra loro dagli user che 
partecipano alla discussione. La distanza dei cilindri, o dei gruppi di cilindri, rispetto ad un 
elemento centrale che rappresenta il tema focale della discussione, permette una rapida 
visualizzazione della rilevanza delle problematiche e delle possibili soluzioni che vengono 
discusse. 
I cilindri, ognuno dei quali rappresenta un determinato aspetto legato al tema, si illumi-
nano in misura maggiore nel momento in cui sono più vicini al “topic centrale” e gli user 
possono riprodurre la conversazione registrata dal cilindro interagendo con dei token ma-
gnetici applicabili ai cilindri. 
Nel concept proposto gli spostamenti dei cilindri possono essere monitorati e registrati in 
un server per cui permettono, attraverso una visualizzazione su schermo, di condividere i 
risultati del dibattito. 
In conclusione, possiamo osservare che le interfacce tangibili rappresentano una modalità 
di interazione molto funzionale in questi campi applicativi perché gli elementi fisici che 
compongono il sistema non fungono solo da strumenti atti alla modificazione del dato; 
essi permettono, al contempo, di visualizzare sul piano di lavoro dei vincoli fisici che sup-
portano, in maniera molto concreta, la percezione degli users sulle problematiche decisio-
nali e progettuali rispetto ad un determinato argomento o progetto.
Figura 3
Dettaglio degli elementi fisici sviluppati per il 
concept Aesthetics of Politics. 
screenshot:  https://vimeo.com/98062969 
Creative Commons Attribution-NonCommercial-ShareAlike 3.0
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TUIs per l’apprendimento
Questo campo applicativo presenta molti esempi, sia in forma di prototipi che di prodotti. 
In effetti, le TUIs sono molto utilizzate come strumenti educativi perché, a differenza di tec-
nologie basate sul paradigma WIMP, permettono di creare strumenti educativi più attrattivi 
essendo basati sulla gestualità e sulla manipolazione diretta dell’informazione. 
Molti studi hanno dimostrato l’importanza della gestualità come strumento di supporto 
nella fase di apprendimento (Goldin-Meadow, 2003) e nell’alleggerimento del carico co-
gnitivo (Alibali et al., 2000). I ricercatori hanno proposto un largo numero di giochi educativi 
sia per bambini con problemi cognitivi e/o fisici che non.
Oltre a questo, anche le case produttrici di giocattoli hanno sperimentato e realizzato “gio-
chi aumentati” (come i Lego Mindstorms ad esempio) col fine di proporre un prodotto dal-
le caratteristiche più innovative e attrattive rispetto ai giochi “tradizionali”. Questi “physical 
learning environments” (Shaer e Hornecker, 2010, p. 23) concretizzano un coinvolgimento 
attivo di tutti i sensi del corpo nel gioco e supportano quindi in maniera efficace lo sviluppo 
del bambino.
Fra di essi riportiamo a seguire quelle TUIs, destinate all’apprendimento, che sono maggior-
mente citati in letteratura e che, a nostro avviso, risultano più significativi dal punto di vista 
della nostra ricerca.
I Lego Mindstorms sono un kit di costruzioni, prodotti dalla ditta danese Lego, che integra-
no diversi sensori e attuatori. Il prodotto è stato sviluppato sulla base del sistema Lego/Logo 
nato dalla collaborazione fra la ditta danese e il Lifelong Kindergarten group al MIT Media 
Lab (Resnik, 1993). Nella loro ultima versione (http://www.lego.com/it-it/mindstorms) gli 
oggetti realizzati con i kit di montaggio possono essere comandati tramite software, attra-
verso un comando remoto, via app, oppure possono essere pilotati attraverso un sistema 
a infrarossi.
Questo prodotto stimola la creatività dei bambini che possono così apprendere le basi 
della programmazione (utilizzando un semplice e intuitivo software di programmazione 
visuale) e interagire, attraverso i modelli realizzati, con l’ambiente fisico che li circonda.
Il sistema, composto da blocchi assemblabili, è un paradigma di design molto utilizzato 
nella realizzazione di interfacce tangibili a scopo educativo. 
Ne sono un esempio i Pico Crickets (http://www.picocricket.com), un kit sviluppato per 
la realizzazione di oggetti interattivi. Con questo sistema possono essere realizzate, per 
esempio, lampade che cambiano colore, semplici strumenti musicali, sculture cinetiche, e 
altro. Anche in questo caso i moduli integrano sensori e attuatori che possono essere pro-
grammati, in maniera molto semplice, attraverso un software di programmazione visuale 
dedicato.
Il Cubelets (http://www.modrobotics.com/cubelets/), nato con il nome di roBlocks al Com-
putational Design Lab della Carnegie Mellon University (Schweikardt et al., 2008), è un si-
stema modulare progettato come strumento di supporto per l’insegnamento della mate-
matica e della scienza. 
E’ composto da diversi cubi, componibili in diverse configurazioni (Fig. 4) che funziona-
no in modalità stand-alone. Differentemente dagli esempi sopracitati, nei quali fra input e 
feedback è necessario interporre il caricamento di un codice per “istruire il sistema”, quest’ul-
timo non necessita di programmazione. A seconda del modo in cui i blocchi vengono 
collegati fra loro dal sistema si ottengono varie tipologie di interazione e diversi feedback.
Un altro esempio di TUI, in forma di prodotto dedicato all’ambito learning, è il Topobo 
(http://www.topobo.com/). E’ un sistema che permette di realizzare forme zoomorfe at-
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traverso l’utilizzo di diverse parti assemblabili tramite giunti. Le creazioni possono essere 
animate tramite un corpo centrale che comprende dei piccoli motori e che può essere 
programmato via software: a seconda delle parti che sono state utilizzate e del modo in cui 
sono interconnesse tra loro, le creazioni si muovono in maniera diversa.
Come strumento educativo, il prodotto permette di insegnare concetti come la dinamica 
dei movimenti e l’equilibrio. Ha avuto riscontri positivi come tramite di interazione sociale 
nei bambini autistici (Williams et al., 2009).
In questo caso, a differenza degli esempi sopracitati, non vi sono moduli che integrano 
sensori e il feedback del sistema consiste in una semplice ripetizione dei movimenti de-
terminati dalla conformazione strutturale realizzata. Questo prodotto, anche se con finalità 
diverse dal progetto di cui sopra, utilizza la nozione di parti modulari componibili. 
Un sistema “a moduli” permette ai bambini di generare processi di rielaborazione dei con-
cetti appresi e offre agli educatori la possibilità di generare storytelling sempre nuovi. 
La qualità di un sistema modulare “aumentato”, a nostro avviso, risiede nel fatto che ogni 
singolo elemento, e il suo funzionamento, può essere maggiormente compreso se conte-
stualizzato e messo in relazione con gli altri elementi del sistema. Si possono così esplorare 
nuove configurazioni (parte creativa), sequenzializzando le componenti in un ordine (parte 
teorico-organizzativa) che risultino idonee per il corretto funzionamento del sistema (parte 
logico-fisica).
Queste tipologie di TUIs, recentemente, sono state utilizzate con bambini che presentano 
disabilità fisiche e cognitive. 
E’ il caso del progetto Linguabytes (Hengeveld, 2011), sviluppato per bambini con gravi 
difficoltà di produzione orale. Il sistema permette di concretizzare, con l’uso di oggetti ma-
nipolabili e intercambiabili, una narrazione interattiva fra user e sistema. In questo caso, 
rispetto ad altri progetti basati su una GUI (Graphical User Interface) basata sul paradigma 
WIMP, i bambini vengono stimolati in misura maggiore: un’interazione basata sull’utilizzo 
di un’interfaccia tangibile riesce a concretizzare quegli aspetti collaborativi che risultano 
essenziali nel rapporto tra il terapista e il bambino e introduce una modalità di interazione 
che enfatizza l’esperienza sensoriale. Secondo Shaer e Hornecker (2010, p. 26) un’interfaccia 
tangibile di questo tipo permette di generare un ambiente educativo molto più ricco dal 
punto di vista sociale, cognitivo e linguistico rispetto ad un sistema basato sull’utilizzo di 
interfacce grafiche.
Figura 4
Dettaglio dei cubi modulari del sistema Cubelets. 
Dall’alto a destra il sensore di luce (nero), il modulo 
di alimentazione (grigio) e l’attuatore di 
movimento (trasparente).
foto:  www.brandfolder.com/modrobotics
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Questo però non sta a significare, dal nostro punto di vista, che l’utilizzo di un’interfaccia 
grafica non sia efficace nei processi di apprendimento, ma che, anche in presenza di una 
GUI, le qualità dell’interazione con un oggetto tangibile attivano processi motori e percet-
tivi che stimolano l’interesse del bambino ed enfatizzano le sue altre abilità.
Anche il sistema Linguabytes è un sistema modulare (Hengeveld et al., 2013) che utilizza 
tuttavia un display su cui possono essere selezionate 8 diverse schermate tematiche. Muo-
vendo sulla base in legno posta davanti allo schermo una varietà di oggetti che fungono 
da “input tangibili”, come ad esempio figurine colorate e forme dotate di tag RFID (Radio-
Frequency IDentification), il sistema è in grado di riconoscere i contenuti che vengono 
disposti sopra di essa.
In questo modo il terapista può creare esercizi per il linguaggio basati su storytelling sempre 
nuovi sfruttando sia gli elementi tangibili che l’interfaccia grafica del sistema.
TUIs per la musica e la 
performance
Le applicazioni di TUIs nel campo della musica e delle performance musicali sono molto 
diffuse perché solitamente richiedono un coinvolgimento molto diretto del corpo nell’in-
terazione con lo strumento. Jordà (2008) ha descritto alcune importanti caratteristiche ri-
guardanti le qualità delle interfacce tangibili in questo campo applicativo. A tale riguardo 
le TUIs infatti sono un valido strumento di supporto perché permettono di concretizzare 
un’interazione in tempo reale con informazioni dal carattere pluridimensionale, e attivano 
interazioni esplorative che possono essere di tipo complesso o che richiedono un buon 
livello di abilità. Va inoltre notato che tali tipologie possono essere svariate e che quindi 
questi tipi di TUIs possono essere destinate sia ad utenti esperti che non.
Secondo Shaer e Hornecker (2010, p. 40) le interfacce tangibili destinate alla musica ed alla 
performance sono divise in quattro “livelli di approccio” :
- Strumenti musicali come sintetizzatori (strumenti musicali che appartengono alla famiglia 
degli elettrofoni) e generatori di suono totalmente controllabili dallo user.
- Sequencer (in italiano sequenziatore): dei dispositivi che permettono di creare e riprodurre 
sequenze di segnali di controllo.
- Giochi sonori, destinati ad utenti non esperti con controlli limitati
- Controller che permettono di controllare a distanza dei sample audio.
Uno degli esempi più importanti, e più citati in letteratura, è il reacTable (Jordà et Al., 2007), 
uno strumento utilizzato anche da artisti di livello internazionale, come ad esempio Björk, 
per le loro performance live.
Il reacTable (https://vimeo.com/4748386) è un sistema tabletop che permette allo user di 
generare e controllare il suono prodotto su di un piano “aumentato” manipolando elementi 
fisici di diverse forme e/o interagendo con le dita sulla sua superficie.
Il supporto cilindrico del sistema contiene un proiettore, deputato alla retro-proiezione 
degli elementi grafici sul piano, una telecamera che consente di riconoscere i tags applicati 
sugli elementi fisici (o le dita dello user) e la loro disposizione sul piano, una lampada a in-
frarossi e un sistema software per la gestione e la riproduzione dei suoni. 
Il sistema di patching dinamico degli elementi fisici permette di realizzare una facile e  in-
tuitiva programmazione visuale del suono. Questo modello ricorda molto i software di 
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programmazione visuale per la sintesi additiva, sottrattiva e granulare del suono (delle tec-
niche di sintesi sonora ottenute mediante la gestione di singole onde sonore) come, ad 
esempio, il software MaxMSP (https://cycling74.com/products/max/). Tali tipi di software 
consentono di realizzare suoni e composizioni di suoni attraverso il collegamento di diversi 
elementi (denominati objects) ognuno dei quali può generare o modulare il suono in in-
gresso, in maniera diversa.
Il reacTable sfrutta questo paradigma, derivante a sua volta dai primi sintetizzatori, propo-
nendo un patching dinamico che può essere posto in essere in maniera fisica dallo user: 
gli elementi fisici possono essere “aggiunti” alla composizione e collegati in base alla loro 
distanza. La loro manipolazione e le configurazioni che possono assumere quando sono 
collegati tra loro permettono di generare, modulare o filtrare il suono realizzando una larga 
varietà di suoni e composizioni sonore. 
Come già accennato, oltre a queste modalità di interazione, lo user può al contempo inte-
ragire con le proprie dita attraverso l’interfaccia retro-proiettata sul piano: ogni elemento 
fisico infatti, quando viene posto sul piano, viene inscritto in un cerchio proiettato che as-
sume differenti forme in base al tipo di funzione propria di ogni elemento (Fig. 5). 
Agendo attraverso questa interfaccia i suoni possono essere modulati in altrettante ma-
niere.
Il feedback visivo che si genera nelle composizioni è molto complesso e per il quale occor-
re una buona dose di pratica. Tuttavia il reacTable propone un mapping molto interessante 
fra il suono e la sua rappresentazione grafica, ad esempio, se si genera un’onda sinusoidale 
il collegamento fra un cubo e l’altro corrisponde ad una linea ondulata, se si genera un’on-
da triangolare il collegamento assume una forma a “zig-zag” e così via. In questo caso, a dif-
ferenza del progetto Venice Unfolding (Nagel et al., 2010) la grafica delle onde corrisponde 
ai periodi e alla frequenza delle onde generate.
Oltre a questo, sul piano vengono visualizzate altre informazioni come il tempo, le battute, 
la durata di un sample, etc. Recentemente questo prodotto è stato sviluppato anche in 
forma di app per dispositivi mobile (http://reactable.com/mobile/).
Un progetto molto simile a quello appena descritto è l’ Audiopad (https://vimeo.
com/44533970), sviluppato dal Tangible Media Group del MIT. Il sistema è antecedente al 
progetto sopra descritto (Patten et al., 2002) e le modalità di interazione con questo stru-
mento sono pressoché identiche: tuttavia, a differenza del primo, questo sistema utilizza 
Figura 5
Dettaglio della superficie retroproiettata del 
reacTable. Si possono notare gli elementi fisici 
del sistema, i feedback visivi e la modalità di 
interazione finger-based.
foto:  http://file.org.br/
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una proiezione dall’alto e non è stato sviluppato in forma di prodotto ma come mera ricer-
ca esplorativa sulle interfacce tangibili. 
Va notato quindi che, concettualmente, il reacTable riprende un concetto già esplorato 
anche se quest’ultimo, in termini di usabilità e di estetica, possiede caratteristiche migliori, 
come ad esempio la retro-proiezione dei feedback visivi che permette una visualizzazione 
più agevole per lo user. In molti progetti di interfacce tangibili, alcuni dei quali già citati 
(Pico, Luminous Room Urp e Thumblets), la proiezione avviene infatti dall’alto generando 
ombre che compromettono la  corretta visualizzazione del piano di proiezione e degli ele-
menti con cui si interagisce.
Fra i “giochi sonori” apparsi di recente, possiamo citare due esempi di applicazioni molto 
differenti tra loro: il sistema Guitar Hero e le MusicTiles.
Il primo (https://www.guitarhero.com/it/) è un videogioco musicale sviluppato per console. 
Manipolando il controller del gioco i giocatori possono interagire con brani di famose rock 
band suonando sulla traccia in riproduzione le parti di chitarra elettrica o di basso elettri-
co. Il controller ricalca la forma di strumenti musicali realmente esistenti riprodotti in scala 
(come ad esempio la Gibson SG o la Gibson LesPaul) ed è composto da una serie di 5 tasti 
di diversi colori sulla tastiera e una barra posizionata sul corpo dello strumento che con-
sente di simulare la “plettrata”. Sempre sul corpo è posizionata una leva che simula l’effetto 
della leva del vibrato per controllare l’intonazione come nelle chitarre elettriche reali.
Il gioco consiste nel premere i tasti e interagire con gli altri elementi presenti sulla “chitar-
ra”, seguendo le informazioni che vengono rappresentate sullo schermo. Sul video viene 
visualizzata una tastiera di chitarra su cui scorrono delle icone di 5 diversi colori che rappre-
sentano le sequenze di tasti da premere sulla tastiera, singolarmente o in contemporanea. 
I brani con cui si interagisce possono essere di diversi livelli di difficoltà e lo user può com-
pletare i livelli eseguendo in maniera corretta i brani scelti. 
In questo caso è interessante notare l’esistenza nel gioco del fattore “errore” perché, pre-
mendo i tasti in maniera scorretta, si ottiene un minor punteggio, cosa che non avviene 
negli altri casi citati in questo paragrafo. L’interazione in questi ultimi permette di modulare 
i suoni senza rendersi conto di incorrere in sonorità antiestetiche.
Il fattore “errore” ci appare quindi come una qualità che dovrebbe essere implementata nel-
le interfacce tangibili destinate alla musica: senza di esso lo user può sicuramente divertirsi 
ma senza imparare elementi quali, il ritmo, il tempo, l’armonia, l’assonanza delle note che 
creano un accordo, etc.
Questi fattori sono essenziali quando si impara a suonare uno strumento “tradizionale” e 
crediamo che rappresenti un fattore essenziale nell’ engaging dello user quando utilizza 
una TUI destinata alla musica o alla performance musicale. Riteniamo infatti che l’errore sia 
l’elemento che ci permette di comprendere meglio gli oggetti che ci circondano e l’uso 
che ne facciamo e che permette di far risaltare quelle abilità personali che ci contraddistin-
guono gli uni dagli altri.
Il progetto MusicTiles (http://www.musictiles.com/) parte invece da un concetto diverso, 
perché destinato al remixing di brani già esistenti. In questo senso il “gioco” non ha lo scopo 
di essere uno strumento “vero e proprio”, ma rappresenta una innovativa modalità di inte-
razione in cui lo user può modificare le singole tracce di una canzone che possono essere 
scaricate dalla piattaforma iTunes. La app Music Tiles (Lund et al., 2014) è un sistema basato 
su moduli (tiles) che rappresentano, attraverso diversi colori, le singole tracce che com-
pongono un brano: ad esempio i moduli blu corrispondono alla parte vocale, quelli gialli 
alle linee di chitarra, etc. Posizionando in diverse maniera le tiles all’interno di una griglia 
predefinita lo user può creare nuovi remix di canzoni.
Il concetto di un sistema basato su moduli ha consentito ai suoi creatori di trasporre la app 
in forma di interfaccia tangibile riproponendo il concetto di remixing attraverso una rap-
presentazione fisica delle tiles (pp. 90-91).
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I MagicCubes (https://www.youtube.com/watch?v=F9KNJR9unzo) sono un “fuori scala” de-
gli elementi utilizzati nella app e consistono in una serie di cubi dalle grandi dimensioni che 
possono essere capovolti nelle loro sei facce per ottenere il remix, dal vivo, di un brano mu-
sicale. La grandezza degli elementi produce una interessante interazione di tipo cooperati-
vo fra gli user dando luogo ad una “socialità creativa mediata dal gioco” (Lund et al., 2014, p. 
55). I MagicCubes sono stati inoltre utilizzati come strumenti per la live performance nello 
European Back-to-Front Tour del 2013 di Peter Gabriel dove i musicisti hanno combinato 
l’uso di strumenti “tradizionali” con le tracce da essi generate.
Anche l’ Audiocubes (Schiettecatte and Vanderdonckt, 2008) è un sistema modulare, in for-
ma di piccoli cubi, che possono essere messi in relazione tra loro per generare composizio-
ni sonore (https://www.percussa.com/). Ogni cubo comprende, su cinque delle sei facce, 
dei sensori ottici e degli emettitori (LEDs RGB e ad infrarossi) che consentono di rilevare la 
distanza o il posizionamento fra un cubo e l’altro. I sensori e gli emettitori di luce consento-
no di ricevere ed inviare segnali audio che vengono generati e processati dalla DSP (Digital 
Signal Processor, un tipo di processore ottimizzato per l’elaborazione di segnali digitali) po-
sta all’interno dei cubi che sono alimentati con una batteria interna ricaricabile. Il sistema è 
quindi un dispositivo stand-alone: ogni cubo può essere programmato con un cavo USB e 
può essere utilizzato su qualsiasi superficie, luogo o condizione ambientale. 
A differenza delle TUIs che utilizzano un sistema di proiezione (reacTable, Audiopad), que-
sta metodologia realizzativa non richiede di una bassa illuminazione dell’ambiente in cui si 
opera o di particolari superfici per essere utilizzato. Il sistema può interfacciarsi con un’am-
pia gamma di software che vengono utilizzati come sequencer o workstation audio digitali 
come, ad esempio, il programma Ableton Live (https://www.ableton.com/). 
Dal punto di vista della trasmissione dei dati il sistema originario, composto da elementi 
che comunicano in sequenza tra loro, è stato sostituito con un sistema più performan-
te che consiste nell’utilizzo di una trasmissione wireless in cui i diversi cubi sono collegati 
ad un cubo “master” che raccoglie i loro dati e li invia al PC. L’implementazione di questa 
tecnologia consente una maggiore velocità di trasmissione, pur mantenendo inalterate le 
modalità di interazione con i cubi.
Il suono generato può essere “manipolato” ruotando o posizionando i cubi in diversa ma-
niera tra loro, ma anche utilizzando le mani: possono essere “suonati” anche coprendo i 
sensori con le dita.
Una interessante esplorazione nel campo delle applicazioni di TUIs per la musica è quella 
fornita dall’ installazione sonora Musical Box Garden (Ferris and Bannon, 2002). Quest’ulti-
ma propone una serie di scatole in cartone disposte in uno spazio molto ampio con cui gli 
users possono interagire per generare e modificare il suono generale. Ognuno dei quattro 
gruppi di scatole ha una specifica funzione. Il primo gruppo permette di registrare qualsiasi 
suono (ad esempio la voce o un battito di mani) e di convertirlo in segnale audio analizzan-
do l’ampiezza e la frequenza del segnale tramite software. Il segnale audio registrato viene 
poi convertito, attraverso il software MAX, con il suono di uno dei tre strumenti del sistema: 
pianoforte, percussioni o xilofono.
Aprendo le scatole del secondo gruppo il suono può essere riprodotto più volte; gli altri 
due gruppi di scatole permettono invece di modificare il volume e la velocità di riproduzio-
ne del sample impilando o spingendo specifiche scatole.
In questo caso l’interazione non avviene su una superficie dallo spazio limitato, ma su uno 
spazio ampio che prevede un coinvolgimento del corpo più esteso, in una bodily interac-
tion fortemente “dichiarata”. Il sistema crea un engagement basato non solo sugli aspetti 
sonori, visivi e tattili ma anche sfruttando l’aspetto cinestetico, attraverso il movimento che 
si crea tra gli user tra i diversi gruppi di scatole.
La natura stessa di un’installazione possiede, o può possedere, tale caratteristica perché 
tende in genere a sfruttare uno spazio più ampio rispetto ad un’interfaccia tangibile di tipo 
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tabletop. Tuttavia, in molti degli esempi sopracitati, la gestualità del corpo e le possibilità 
che gli appartengono vengono “ridotte” al solo uso delle mani. Crediamo che nello svilup-
po di nuove interfacce tangibili, il corpo possa e debba essere maggiormente coinvolto 
nell’interazione con tool di questo tipo. Dal nostro punto di vista le modalità di interazione 
con le TUIs dovrebbero “ampliarsi” prevedendo un engagement del corpo più marcato che 
faccia leva più sulle abilità percettivo-motorie del corpo che sulle abilità cognitive. Questo 
permetterebbe di generare nuova conoscenza nel campo della ricerca e permetterebbe di 
pervenire ad un distacco significativo dal paradigma WIMP.
Un esempio di strumento dedicato alla performance musicale basata su un coinvolgimen-
to diretto del corpo è lo uPoi (Sheridan and Bryan-Kinns, 2008). Questo è una rivisitazione 
di un antico strumento Maori, il Poi, che consiste in una piccola sfera collegata ad una corda 
che veniva utilizzato come strumento per la danza e per esercitare la forza e la coordinazio-
ne. Tale “archetipo” è stato riproposto come strumento “aumentato”: lo uPoi infatti genera 
un output sonoro direttamente mappato con un accelerometro posto all’interno della sfe-
ra. Una trasmissione wireless, basata sulla piattaforma Tmote sky (http://www.eecs.harvard.
edu/~konrad/projects/shimmer/references/tmote-sky-datasheet.pdf ), consente ad un PC 
di ricevere i valori dell’accelerazione esercitata dallo user e di inviarla poi ad un altro PC, 
attraverso una trasmissione wireless di tipo peer-to-peer, che converte i valori in suono. 
Il suono, in questo caso, viene prodotto facendo ruotare il dispositivo intorno al corpo con 
maggiore o minore intensità, realizzando così un’interazione di tipo “continuo” (continuous 
interaction) e non di tipo “discreto” (discrete interaction), come avviene in altri esempi già 
citati dove, per interagire con il sistema, si deve premere un pulsante o posizionare, in un 
dato spazio, un elemento.
L’interazione con lo strumento diviene così più espressiva perché il sistema, pur nella sua 
essenzialità, realizza un mapping diretto fra l’azione esercitata dal corpo e il feedback audio 
che ne deriva. Tale mapping consente di cogliere molte più sfumature nelle azioni esercita-
te dal corpo durante l’interazione e di provvedere ad una risposta del sistema, in termini di 
output, molto più ricca e dettagliata.
TUIs per la comunicazione 
In questa sezione dello stato dell’arte dedicato alle TUIs focalizzeremo la nostra attenzione 
sui dispositivi destinati alla comunicazione. In particolare, nella nostra ricerca, abbiamo ri-
volto la nostra attenzione a quelle soluzioni, sia di design che tecnologiche, che permetto-
no di concretizzare una interazione di tipo continuo con i mobile devices come smartphone 
e tablet. L’ interazione che solitamente avviene con questo tipo di dispositivi è di tipo finger-
based e può essere espressa sugli schermi touchscreen dei dispositivi attraverso gestures 
predefinite o, per funzioni più generali e meno complesse, tramite i tasti presenti sull’og-
getto.
Le modalità di interazione con i dispositivi mobile, in quasi tutti i casi, non contemplano 
un’interazione di tipo continuo che può essere esercitata sull’oggetto per modificare, attra-
verso la manipolazione del device stesso, una determinata funzionalità. 
Alcune funzionalità delle applicazioni possono essere controllate dall’utente mediante la 
rotazione su un determinato asse del device che, attraverso l’utilizzo di sensori come l’acce-
lerometro e il giroscopio, permette di concretizzare un coupling fra la rotazione esercitata e 
la risposta dell’applicazione. 
In questo caso, ad esempio, siamo di fronte a una interazione che possiamo definire di 
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tipo continuo, perché la rotazione viene mappata, per ogni grado, con lo spostamento 
di un elemento presente nella GUI dello schermo. Il dato “manipolato” quindi fornisce un 
feedback di tipo visivo ma non implica un feedback di tipo tattile o la modifica della strut-
tura del device stesso.
Nella nostra ricerca invece abbiamo tentato di identificare alcune modalità di interazione, 
come ad esempio lo squeeze (che potremmo tradurre con la parola strizzare) o la deforma-
zione del device che, oltre a fornire un feedback di tipo visivo sullo schermo, potessero offri-
re allo user anche un feedback tattile e visivo di tipo “fisico” determinato dalla deformazione 
della struttura dell’oggetto stesso.
Le attuali interfacce dei dispositivi mobile, infatti, permettono allo user di modificare il dato 
digitale su una superficie di tipo “rigido” attraverso l’utilizzo di slider, buttons e knob presenti 
nella GUI dei dispositivi. Tuttavia, questo tipo di interazione non coinvolge i nostri sensi in 
maniera “completa”, perché non ci permette di percepire le proprietà intrinseche degli ele-
menti con cui interagiamo limitando, di fatto, la nostra espressività (Marti, 2010).
La ricerca in questo campo applicativo ci ha permesso di evidenziare un aspetto molto 
importante delle TUIs che risiede, a nostro avviso, nel coupling tra la manipolazione dell’og-
getto che genera un feedback tattile/visivo “fisico” (derivante dalla deformazione dello stes-
so) e la rappresentazione “digitale” del dato modificato.
Abbiamo quindi analizzato alcuni esempi in cui la manipolazione del device o la defor-
mazione esercitata dallo user su di esso permettono di concretizzare, in tempo reale, un 
coupling tra il feedback “fisico” e quello “digitale”. 
Nello stadio iniziale dell’esplorazione di nuove modalità d’ interazione con interfacce che 
possono essere modificate nella loro “struttura”, Harrison et al. (1998) hanno proposto il 
primo esempio di interfaccia squeezable (che in italiano possiamo tradurre con strizzabile o 
comprimibile). Questi ricercatori hanno cercato di mappare le azioni esercitate su oggetti 
“reali” con una loro rappresentazione virtuale sfruttando i punti di forza di ognuna delle 
componenti utilizzate (caratteristiche dei materiali - qualità della rappresentazione virtua-
le). In un altro esempio essi hanno implementato una applicazione che consente di navi-
gare dei menu in maniera sequenziale apponendo sui lati di un dispositivo Palm Pilot dei 
sensori di “pressione” (force sensitive sensors). La resistività elettrica di questo tipo di sensori 
varia a seconda della pressione che viene esercitata sulla loro area “sensibile”: più alta è la 
pressione applicata minore è la resitività. 
I sensori sono posizionati sul device in maniera tale da poter tracciare la pressione esercitata 
dai pollici e dalle dita dello user: strizzando leggermente il dispositivo, si può navigare l’e-
lenco di una determinata lista. Questa modalità di interazione è stata valutata positivamen-
te dagli user durante le sessioni di valutazione; lo “squeezing” infatti permette di manipolare 
il dato senza richiedere il ri-posizionamento delle mani e, al contempo, senza alterare la 
distanza di visione rispetto allo schermo.
Altri ricercatori (Clarkson et al., 2005) hanno esplorato le possibilità offerte dall’utilizzo di 
sensori di “pressione” (force sensitive sensors) integrati nella tastiera “fisica” dei telefoni cellu-
lari. In questo caso, le diverse pressioni che vengono esercitate dallo user sui tasti consen-
tono di modificare, con un input di tipo “continuo”, lo stato di alcune funzionalità mediante 
una modalità di interazione più espressiva rispetto all’ input che avviene attraverso l’utilizzo 
dei normali pushbutton switch. Premendo con maggiore o minore intensità i tasti, infat-
ti, possono essere modificati l’orientamento di un oggetto tridimensionale, la quantità di 
zoom nella visualizzazione di una determinata immagine o lo scorrimento di messaggio di 
testo. Un’altra delle applicazioni evidenzia le qualità di questo sistema da un punto di vista 
“affective computing” (Picard, 1997) dove la possibilità di condividere lo stato emozionale 
dello user viene concretizzata mediante una funzione che consente di cambiare la gran-
dezza del testo degli SMS in base alla forza esercitata nella pressione dei tasti.
In questo caso, all’azione esercitata dallo user sul device, corrisponde solo una leggera de-
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formazione degli elementi che lo compongono. Tuttavia, come esplorazione, questo per-
corso ci appare molto interessante soprattutto per la semplicità funzionale delle soluzioni 
adottate e perché concretizza con efficacia il paradigma di interazione continua (Doherty 
and Massink, 1999).
Apple ha recentemente integrato una funzionalità all’interno del suo smartwatch chiamata 
ForceTouch che sarà estesa anche agli altri dispositivi mobile dell’azienda (http://www.cnet.
com/news/what-force-touch-could-do-for-the-next-iphones-and-ipads/). Questa tecno-
logia permette allo user di accedere, in maniera veloce, a funzioni contenute nel dispositivo 
premendo con un diverso grado di forza un determinato punto del display. Allo stato at-
tuale (ci riferiamo all’implementazione sul dispositivo IWatch) il display è sensibile alla forza 
che viene esercitata su di esso ma questa caratteristica non è utilizzata per determinare una 
regolazione “continua” del dato nelle funzioni principali del dispositivo. 
Ad esempio, ad una maggiore pressione applicata corrisponde l’attivazione di una scher-
mata aggiuntiva che consente di selezionare funzioni correlate all’applicazione in uso: pre-
mendo su un messaggio, ad esempio, si può accedere ad una schermata in cui appaiono 
le icone per la ricerca di un indirizzo o di un contatto.
In questo senso, a differenza delle esplorazioni proposte circa un decennio fa (Clarkson et 
al., 2005) a proposito di un’interazione continua basata sull’utilizzo di sensori di forza ap-
plicata, ci sembra che gli sviluppatori non abbiano voluto integrare il paradigma di input 
“non-binario” in senso pieno, preferendo implementare un tipo di controllo che appare 
molto più simile al click del tasto destro di un mouse che ad una regolazione continua 
del dato. Va considerato tuttavia che, a livello hardware, questa tecnologia e la sua imple-
mentazione nei dispositivi mobile potrebbero stimolare la creatività degli sviluppatori di 
app che potrebbero utilizzare questa funzione per aggiungere controlli più espressivi per 
diverse applicazioni.
Recentemente sono apparsi concept e brevetti di aziende, come Nokia ad esempio, che 
dimostrano l’interesse delle aziende per l’applicazione del concetto di manipolazione fisica 
dei device come “metodologia” costruttiva e di interazione utilizzata per arricchire l’espe-
rienza d’uso con i dispositivi mobile.
In particolare, il Nokia HumanForm (https://www.youtube.com/watch?v=tnHDWwoK5jA), 
è un interessante concept per uno smartphone caratterizzato da una struttura flessibile 
(Fig. 6). Questa particolare struttura consente allo user di manipolare fisicamente l’ogget-
Figura 6
Il prototipo del concept Nokia HumanForm.
foto:  http://www.pocket-lint.com
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to per modificare alcune funzionalità del sistema. Ad esempio l’oggetto può essere flesso 
verso l’interno per aumentare il livello di zoom (zoom in) o verso l’esterno per diminuirlo 
(zoom out) oppure lo user può compiere una torsione di un lato verso l’alto o verso il basso 
per far scorrere le fotografie contenute nell’archivio.
La concretizzazione di questo concept è avvenuta con il prototipo Kinetic DUI-RP (Kildal 
et al., 2012). Tale prototipo è costituito una parte centrale flessibile e deformabile mec-
canicamente, e due parti esterne realizzate in materiale rigido. Lo user può utilizzare le 
due parti esterne per deformare la struttura del prototipo che ricalca, sia nella forma che 
nelle dimensioni, l’aspetto di un comune smartphone. Nella parte centrale, realizzata con 
materiale morbido, sono contenuti degli estensimetri, sensori che permettono di identifi-
care deformazioni termiche o, come in questo caso, meccaniche. Le deformazioni (rispetto 
all’asse Z e all’asse Y del prototipo) che possono essere misurate dal prototipo variano per 
un range che va da 0° a 45° e permettono di identificare la rotazione di una o entram-
be le parti rigide o la deformazione della parte centrale. In questo caso, a differenza del 
concept di cui sopra, le azioni esercitate sul prototipo non vengono mostrate attraverso 
uno schermo flessibile posto sulla parte superiore del modello, ma vengono rappresentate 
sullo schermo di un PC (a cui il prototipo è collegato via cavo) in cui sono state “proposte” 
diverse applicazioni per valutare le diverse modalità di interazione. I ricercatori non sono 
ricorsi all’uso di schermi flessibili come, ad esempio, i display OLED (Organic Light Emitting 
Diode) ma hanno preferito utilizzare uno schermo posto esternamente al prototipo per 
ragioni di complessità produttive. 
Dal nostro punto di vista, valutiamo in maniera positiva questa esplorazione, perché rite-
niamo che i fattori che impiega non sia di poco conto: crediamo infatti che una TUI o, più 
specificamente una DUI (Deformable User Interface), debba fornire allo user una rappre-
sentazione dei feedback che avviene nello stesso spazio in cui l’azione viene esercitata.
Lo studio presentato da Kildal et al. (2012) non riporta dati relativi all’efficacia delle soluzioni 
di design e di interazione proposte con il prototipo in questione. Tuttavia essi forniscono 
una serie di interessanti osservazioni ottenute da user-test qualitativi effettuati su prece-
denti esplorazioni che hanno portato alla genesi del prototipo proposto.
In particolare hanno rilevato che:
- I gesti di flessione e torsione possono essere più facilmente eseguiti utilizzando entrambe 
le mani, anche per oggetti di dimensioni più grandi rispetto a quello proposto.
- Un’interazione continua di questo tipo (gestuale - basata sulla deformazione) offre allo 
user un elevato senso e grado di controllo ed è molto adatta per le applicazioni che richie-
dono una regolazione “continua” del dato (come ad esempio lo zooming).
- Alla deformazione possono essere associate anche le interazioni di tipo “discreto” (trigger 
di una sola azione) come, ad esempio, effettuare una selezione di un elemento di un menu.
- Le interazioni che hanno richiesto un processo di apprendimento più veloce sono state 
quelle relative allo zooming (flessione del prototipo) a allo scorrimento di elenchi (torsione 
di una delle parti esterne rigide).
- L’utilizzo estensivo delle modalità di interazione presentate, nei casi in cui il materiale 
utilizzato per il corpo centrale era meno flessibile, influenza negativamente le prestazioni e 
l’esperienza d’uso dello user, pur rimanendo a livelli “accettabili”.
- Nella torsione esercitata con entrambe le mani, la percezione dello user di ciò che è “alto” 
e “basso” è determinata dalla mano dominante dello user e sarebbe utile implementare la 
possibilità di selezionare una modalità anche per persone sinistrorse.
Queste osservazioni sono molto significative e le riportiamo in questo paragrafo perché ci 
offrono un quadro complessivo molto chiaro riguardo le qualità di questo tipo di interazione.
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In conclusione possiamo osservare che un’interazione di tipo continuo, applicata ai dispo-
sitivi mobile, permette di concretizzare modalità di interazione molto più espressive rispet-
to a quelle che sono comunemente implementate negli smartphone o nei tablet. 
Crediamo infatti che, specialmente nel campo della comunicazione, le modalità di intera-
zione continua possano veicolare una maggior quantità di informazioni rispetto ai sistemi 
basati su un’interazione di tipo “binario”. Ne è un esempio il caso in cui, attraverso una diver-
sa pressione esercitata sui tasti, si può modificare la grandezza del carattere di un messag-
gio di testo (Clarkson et al., 2005). Questo fattore permettere di esprimere dei “contenuti” 
aggiuntivi rispetto alla semplice parola scritta.
Oltre a questo crediamo che la relazione che si crea fra il feedback visivo (dello schermo) ed 
il feedback inerente (proprio di un elemento fisico) permetta di porre in atto una modalità 
di interazione che risulta più “vicina” al corpo ed agli oggetti che lo circondano.
Gli oggetti ed i materiali che tocchiamo tutti i giorni ci forniscono una miriade di feedback 
tattili che non possono essere certo comparati a quella “fredda rigidità”  propria degli scher-
mi touchscreen che utilizziamo tutt’ora. 
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Strumenti e tecnologie 
delle TUIs
In questa sezione procediamo a fornire una visione d’insieme delle principali tecnologie e 
del funzionamento dei sistemi precedentemente citati. 
Shaer e Hornecker (2010) forniscono un’interessante categorizzazione delle tecnologie ap-
plicate alle TUIs. In particolare la loro attenzione è focalizzata su tre principali tipi di tecno-
logie applicate:
- sistemi basati sugli RFID (Radio-Frequency IDentification),
- sistemi basati sulla computer vision,
- sistemi basati sull’utilizzo di sensori, microcontrollori e attuatori.
Oltre a questo forniscono una comparazione fra le tecnologie applicate in termini di: 
- proprietà fisiche che possono essere rilevate,
- costo delle tecnologie,
- performance (efficenza nell’elaborazione del dato, velocità di risposta del sistema e fattori 
che possono influire nell’efficenza del sistema),
- estetica e robustezza,
- setup, calibrazione del sistema e scalabilità.
Altri ricercatori (Ullmer et al., 2005), circa un decennio fa, hanno identificato delle tipologie 
“fondamentali” di TUIs giungendo alla loro distinzione in Interactive surfaces, Constructive 
assembly e Token+Constraint.
Le Interactive Surfaces sono caratterizzate da elementi fisici che possono essere manipolati 
sopra una superficie piana, dove l’interazione avviene posizionando o mettendo in relazio-
ne tra loro gli elementi fisici di un sistema. Un esempio è il progetto Luminous Room Urp 
(Underkoffler e Ishii, 1999).
I Constructive Assembly sono sistemi composti da una serie di elementi modulari che posso-
no essere connessi tra loro. In questo caso, il sistema “interpreta” l’ordine in cui gli elementi 
sono interconnessi permettendo allo user di combinare in diverse maniere i moduli per 
ottenere una diversa risposta dal sistema. Un esempio di questo modo di procedere sono i 
moduli del sistema roBlocks (Schweikardt et al., 2008). 
I sistemi Token+Constraint utilizzano dei vincoli fisici presenti nella loro struttura (come ad 
esempio percorsi e forme “scavate” nel modello) su cui poter inserire o muovere gli ele-
menti fisici del sistema. Questi vincoli, limitando meccanicamente gli spostamenti degli 
elementi, forniscono allo user una indicazione riguardo le azioni che possono essere com-
piute. Esempi di questa tipologia sono la Marble Answering Machine (G. C. Smith, 1995) o 
il già citato Tangible Query Interfaces (Ullmer et al., 2005).
Visto il carattere “eterogeneo” delle interfacce tangibili, sia dal punto di vista delle tecnolo-
gie applicate che dal punto di vista delle tipologie di interazione e delle soluzioni di design 
adottate, abbiamo tentato di riassumere la molteplicità delle TUIs esistenti attraverso la 
identificazione di alcuni “modelli”. 
A tale riguardo ci è sembrato opportuno partire da una visione che prendesse in consi-
derazione, più che le tecnologie utilizzate, gli aspetti relativi all’interazione dello user con i 
sistemi, alla tipologia di feedback forniti dal sistema ed alle proprietà formali del design dei 
progetti. 
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Gli esempi proposti nello stato dell’arte e la letteratura sulle TUIs infatti ci mostrano come 
diverse tecnologie siano state “combinate” per giungere a un risultato qualitativo sia dal 
punto di vista funzionale che dal punto di vista dell’interazione. 
La categorizzazione di Ullmer (Ullmer et al., 2005), per quanto “fondativa” e ben definita, a 
nostro avviso, non poteva includere fra gli approcci progettuali i modelli di TUIs apparsi da 
un decennio a questa parte nel campo della ricerca.
Ci è sembrato pertanto opportuno riflettere sui molteplici aspetti che accomunano le in-
terfacce tangibili e cercare di giungere ad una categorizzazione che racchiudesse in sé la 
pluralità di tecnologie, di modalità di interazione e di soluzioni di design esistenti.
Comparando questi aspetti siamo giunti alla identificazione di tre “modelli”:
- modello bidimensionale,
- modello integrato,
- modello morfico.
A seguire proporremo questi tre modelli facendo riferimento agli esempi, riportati nello 
stato dell’arte, che ci sono apparsi più significativi. Descriveremo le caratteristiche di queste 
tipologie di TUIs identificando le tecnologie implementate (ed il loro funzionamento), le 
innovazioni e i limiti delle soluzioni di design adottate, e gli aspetti qualitativi delle modalità 
di interazione proposte.
Prenderemo inoltre in considerazione aspetti fondamentali del design come le qualità e la 
tipologia dei feedback, il mapping tra forma e funzione, le proprietà dei materiali ed anche 
aspetti più “nascosti” come, ad esempio, l’ingombro dei sistemi. 
Modello bidimensionale
Per “modello bidimensionale” intendiamo un sistema in cui gli input dell’utente possono 
essere espletati su una superficie piana, in cui l’elemento manipolabile non è soggetto a 
modifiche nella sua forma e struttura e fornisce i feedback “principali” sulla superficie stessa.
Questi sistemi utilizzano solitamente elementi fisici cui vengono applicati dei fiducial mar-
ker. I fiducial marker permettono al sistema, in maniera molto precisa, di rilevare la presenza, 
l’identità e la rotazione (a livello bidimensionale) di più oggetti posti sulla superficie.
Le azioni esercitate sul modello (input) vengono identificate da una telecamera, con una 
buona capacità in termini di definizione, connessa ad un pacchetto software dedicato alla 
computer vision. A seconda delle librerie per la computer vision che vengono utilizzate, pos-
sono essere riconosciuti non solo i marker ma anche i gesti multi-touch. 
In output, il software deputato all’ elaborazione dei dati provvede a espletare un feedback 
che può essere di tipo visivo (mediante l’uso di un proiettore LCD o uno schermo LCD) e/o 
sonoro (Fig. 7). Spesso viene utilizzata un’illuminazione ad infrarossi per migliorare e facili-
tare il riconoscimento dei fiducial marker da parte del sistema.
Il reacTable (Jordà, 2008) utilizza una serie di fiducial marker appositamente realizzati per 
la piattaforma reacTIVision (http://reactivision.sourceforge.net/) su cui si basa il funziona-
mento del sistema. Questo progetto (p. 23) rispecchia in pieno il modello descritto: gli 
input esercitati dallo user su una superficie vengono elaborati dal sistema e poi restituiti, in 
tempo reale, come feedback visivi e sonori.
Gli stessi fiducial marker del reacTable sono stati utilizzati per il progetto Venice Unfolding 
(Nagel et al., 2010), poiché sono scaricabili gratuitamente così come la piattaforma open-
source reacTIVision che li utilizza. Questo framework per la computer vision, utilizzabile con 
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diversi sistemi operativi, permette inoltre di riconoscere i gesti multi-touch operati sulle su-
perfici.
Al posto dei fiducial marker possono essere utilizzati degli elementi fisici a cui vengono 
applicate delle gradazioni di colore ben distinte fra loro come nel caso del progetto Lumi-
nous Room Urp (Underkoffler e Ishii, 1999). Questa tecnica permette l’identificazione degli 
oggetti, quella della loro posizione in un dato spazio, etc. Ma essa, a differenza dei fiducial 
marker, limita le capacità di object recognition ad un numero ristretto di colori limitando, di 
conseguenza, il numero di elementi fisici utilizzabili.
In questo caso la proiezione sulla superficie avviene dall’alto e non dal basso (retroproiezio-
ne) compromettendo la corretta visualizzazione degli elementi con cui si interagisce (p.19).
Il progetto Audiopad (Patten et al., 2002) utilizza dei tag LC (due per ogni elemento) che 
permettono di tracciare la posizione e l’orientamento dei modelli, misurando l’ampiezza 
della frequenza di risonanza di ogni tag attraverso un sistema di antenne progettate spe-
cificamente. I tag LC sono una versione semplificata dei tag RF e consistono in un circuito 
composto da una bobina di filo e un capacitore. Anche se qui il tracking degli elementi non 
avviene tramite il riconoscimento di un’immagine, inseriamo questo progetto in questo 
tipo di “modello” (computer vision) e non nei progetti basati sugli RFID, data la natura della 
struttura generale del sistema e la modalità di interazione.
Nel contesto delle TUIs l’utilizzo di sistemi basati su questo modello sono molto diffusi, 
come abbiamo visto nel precedente capitolo, per un largo numero di applicazioni. Soprat-
tutto in quelle nelle quali la visualizzazione di elementi e vincoli fisici disposti su di un piano 
bidimensionale rappresentano un fattore essenziale per lo svolgimento di attività in cui si 
rende necessaria una rappresentazione “spaziale” del dato. E’ il caso appunto delle applica-
zioni sviluppate per l’urbanistica o per il problem solving. 
Tuttavia questo modello, a nostro avviso, non soddisfa pienamente il paradigma di inter-
faccia tangibile o, quantomeno, non nella maniera in cui gli esempi esistenti sono stati 
progettati. L’interazione dello user si risolve, nella maggior parte dei casi, nella rotazione 
e nello spostamento di un numero più o meno ampio di elementi fisici su una superficie. 
Questi elementi possono essere identificati o essere messi in relazione tra loro (in base alla 
loro distanza) ma, solitamente, nessun’altra operazione “manipolativa” può essere attuata 
su di essi. 
Questi ultimi non possiedono inoltre nessun feedback di tipo inerente (Wensveen et al., 
Figura 7
Schema del modello bidimensionale.
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2004) perché i materiali utilizzati ed il tipo di struttura di cui sono composti sono rigidi e 
non modificabili. Ad esempio non possono essere piegati, strizzati, premuti con maggiore 
o minore intensità o sovrapposti al fine di determinare un cambiamento del “dato” cui essi 
sono associati.
Il problema che vogliamo evidenziare non riguarda tanto la validità di questo tipo di ap-
proccio ma il fatto che le azioni che possono essere esercitate dallo user sugli elementi fisici 
sono molto ridotte. 
La qualità dell’interazione si riduce, a nostro avviso, proprio nel momento in cui solo alcune 
delle variazioni del “dato digitale” che questi sistemi propongono possono essere attuate 
dallo user manipolando l’elemento “fisico” del sistema e, per interagire con tutte le features 
proposte dal sistema, si fa spesso ricorso a modalità di interazione finger-based.
Gli elementi manipolabili sono “fisici” e le azioni che possono essere operate su di essi ven-
gono mappate direttamente con il “dato digitale”: questo modello dunque rappresenta 
sicuramente un valido esempio di interfaccia tangibile e, al contempo, un superamento 
del paradigma WIMP. 
Eppure viene da chiedersi quanto sia “largo” quel confine tra l’uso di un modello di TUIs di 
questo tipo rispetto all’utilizzo di uno schermo LCD di tipo touchscreen.
Se le operazioni che possono essere eseguite dallo user consistono nell’aggiunta di ele-
menti e nella rotazione degli stessi, ci si domanda quale sia il reale valore dell’utilizzo di un 
elemento “fisico” a dispetto dell’utilizzo di una tecnologia “touchscreen based”. Non è un caso 
infatti che, in quasi tutte le interazioni studiate per il modello bidimensionale, alla manipo-
lazione degli elementi fisici si associ quasi sempre un’interazione basata sull’utilizzo delle 
dita. Questo tipo di interazione fa riferimento a quelle gestures che utilizziamo, ad esempio, 
per eseguire determinate operazioni sugli schermi degli smartphones. In particolare inten-
diamo alludere a quelle gestures (https://www.google.com/design/spec/patterns/gestures.
html#) sviluppate per l’utilizzo dei dispositivi touchscreen based come il touch, il double 
touch, il drag, il pinch, il rotate, etc. che vengono proposte, in molti dei progetti, come mo-
dalità di interazione che devono essere associate alla manipolazione degli elementi fisici.
In alcuni casi (ad esempio il progetto Luminous Room Urp) esse sono assenti ma, in quelli 
più recenti (ad esempio i progetti reacTable e Venice Unfolding) non solo vengono associa-
te, ma sono necessarie al fine di operare un cambiamento effettivo e significativo del dato.
Oltretutto, a dispetto di uno schermo touch (più o meno ampio), questi sistemi risultano 
più ingombranti perché la telecamera e il proiettore che questi sistemi sfruttano per trac-
ciare la posizione degli elementi ed espletare i feedback visivi, devono essere disposte ad 
una distanza adeguata rispetto alla superficie su cui si opera. Questo fattore determina un 
discreto ingombro dell’intero sistema che, per forza, deve svilupparsi in altezza e non solo 
in larghezza e lunghezza. Per chiarire questo concetto in termini pratici, basti pensare al 
fatto che il cono di proiezione di un mini proiettore led, per coprire una superficie pari a 
40cm di larghezza x 30 cm di altezza, necessita di una distanza dal piano di proiezione pari 
a 75cm (l’esempio è riferito al modello Philips PPX4010).
L’utilizzo della video-proiezione implica anche la necessità di utilizzare questi sistemi in 
ambienti con una scarsa illuminazione e, nel caso in cui la proiezione non avvenga dal retro 
(retroproiezione) ma frontalmente, si generano inevitabilmente delle ombre che inficiano 
la corretta visualizzazione degli elementi grafici proiettati e di quelli fisici disposti sul piano.
Gli elementi che possono essere manipolati sono “passivi”, perché non subiscono alcuna 
deformazione nella loro forma o struttura. I feedback restituiti dal sistema si espletano non 
direttamente negli elementi che vengono manipolati ma nella loro rappresentazione, che 
può essere di tipo visivo (restituita sul piano su cui poggiano) o sonoro.
Il “modello bidimensionale”, in definitiva, rappresenta sicuramente un “ponte” che collega il 
paradigma WIMP ad un modello di interazione (TUI) che tende a decretarne il superamen-
to. Tuttavia, a nostro avviso, si tratta di un modello che appare come un ibrido fra questi 
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due paradigmi sia per le sue caratteristiche formali (utilizzo di un piano su cui si espletano i 
feedback visivi) sia per le modalità di interazione che non coinvolgono “in maniera comple-
ta” gli elementi fisici che devono essere manipolati.
Modello integrato
Per “modello integrato” intendiamo un sistema in cui gli input dell’utente possono essere 
espletati su di un modello “mòbile”, in cui l’elemento manipolabile integra sensori, attuatori 
e sistemi di trasmissione o di elaborazione dei dati che permettono di fornire i feedback del 
sistema direttamente dall’elemento fisico stesso (Fig. 8).
Questi sistemi, solitamente, integrano al loro interno dei microcontrollori: dispositivi elet-
tronici generalmente integrati in un unico chip e che possono essere programmati per 
eseguire determinate funzioni di calcolo. Un programma di gestione, residente al loro in-
terno in un’apposita area di memoria non volatile, permette infatti, attraverso una opportu-
na programmazione, di controllare l’output degli attuatori in base all’input esercitato dallo 
user sui sensori.
Questa tecnologia si è recentemente diffusa grazie alla comparsa sul mercato delle piatta-
forme Arduino (https://www.arduino.cc/). Questo è un sistema, progettato per il physical 
computing (Banzi, 2008) totalmente open source, composto da una parte software e una 
hardware. Il software è multipiattaforma e utilizza un linguaggio di programmazione molto 
semplice, derivato dai linguaggi C e C++. Questo software permette di programmare il 
microcontrollore e di gestire il funzionamento dei sensori e degli attuatori a esso collegati. 
La parte hardware è composta da un circuito stampato che comprende, oltre al microcon-
trollore, dei PIN connessi alle porte I/O e un’interfaccia USB che permette di connettere la 
scheda al PC e di interagire con software esterni come Max/MSP, Pure Data e Processing.
Chiaramente, quando parliamo di microcontrollori, non possiamo riferirci unicamente a 
questo sistema: esistono infatti da anni molti microcontroller sul mercato integrati su cir-
cuiti pre-assemblati o che possono essere integrati su circuiti stampati realizzati ad hoc. Ci 
piace però evidenziare questo progetto perché, a nostro avviso, ha radicalmente cambiato 
l’approccio alla programmazione creando una vastissima comunità di utilizzatori e, di con-
seguenza, un database di informazioni esteso a livello globale.
La facilità di utilizzo dei microcontrollori ha influito in maniera decisa sulla progettazione 
e la realizzazione delle TUIs da parte di progettisti e ricercatori nel campo dell’interaction 
design: ne sono un esempio molti progetti citati nello stato dell’arte come, ad esempio, il 
Cubelets (p. 21) o il Linguabytes (Hengeveld et al., 2013) un sistema Arduino-based.
Nel modello integrato i sensori e gli attuatori possono essere posti all’interno dei case che 
li ospitano e lo user può così ricevere i feedback visivi e tattili direttamente dagli elementi 
fisici che manipola. In questo senso lo spazio fisico dell’input corrisponde, favorevolmente, 
allo spazio dell’output (Sharlin et al., 2004).
Ma in questo caso non possiamo parlare solo di elementi fisici che si relazionano ad uno 
spazio (come nel caso del modello bidimensionale) ma, più specificamente, di forme che 
interpretano e determinano lo spazio dell’azione. L’elemento fisico “diventa forma” slegan-
dosi dallo status di semplice supporto per i”tag” (come ad esempio i tokens del sistema 
reacTable) e introduce nuovi e diversi aspetti qualitativi ed estetici.
Definiamo quindi questo modello “integrato” perché comprende all’interno della forma 
(che diventa oggetto di design) quegli strumenti tecnologici che permettono allo user di 
manipolare l’elemento fisico e ricevere i feedback direttamente dalla forma stessa. A diffe-
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renza del modello bidimensionale infatti, i feedback derivanti dalle azioni compiute dallo 
user non vengono rappresentati “sugli” elementi fisici del sistema (attraverso una video-
proiezione ad esempio) ma vengono posti in essere “dalle” forme stesse (tramite attuatori 
integrati nel dispositivo).
Si crea dunque uno stretto legame tra la forma e la rappresentazione del dato che, in que-
sto modello, sono legate da una relazione molto particolare: una relazione che interessa 
non solo gli aspetti funzionali del sistema ma anche quelli percettivi, estetici e significativi 
che una forma riassume in sé.
Ne è un esempio il Topobo, un prodotto che pur possedendo qualità estetiche discutibili, 
trae dalle diverse forme dei suoi moduli un elemento fondamentale nell’interazione con il 
sistema.
Tralasciando gli aspetti qualitativi della forma che, fatta eccezione per alcuni aspetti, sono 
sempre suscettibili di interpretazioni, i sistemi basati sul modello integrato permettono di 
sfruttare una varietà molto larga di sensori e, conseguentemente, consentono ai progettisti 
di immaginare, progettare e realizzare modalità di interazione più ricche ed articolate. Nel 
modello bidimensionale il sistema di tracking basato sulla detection di tag o di colori, infatti 
non attiva, dal nostro punto di vista, un’interazione che risulti “coinvolgente”, perché mette 
lo user in condizione di interagire solo attraverso la rotazione, lo spostamento o il ribalta-
mento degli elementi fisici del sistema. Inoltre, fatta eccezione per il progetto Thumblets 
(p. 17), gli elementi manipolabili degli esempi riferibili a questo “modello” non forniscono 
alcun tipo di feedback tattile allo user, cosa che invece avviene in molti esempi riferibili al 
modello integrato (come ad esempio il Cubelets o il Topobo).
Abbiamo accennato al concetto di spazio e, a questo proposito, possiamo notare che i 
sistemi basati sul modello integrato consentono di realizzare prototipi o progetti non in-
gombranti, al contrario di quello che avviene per le  Interactive Surfaces (Ullmer et al., 2005) 
che richiedono, per loro natura, l’utilizzo di video-proiettori, elaboratori e superfici che oc-
cupano sia in larghezza che in altezza un ampio spazio.
Dall’altro lato, sempre a proposito di spazio, molti esempi di TUIs riferibili al modello inte-
grato sfruttano le loro ridotte dimensioni e la possibilità di essere utilizzate in spazi ampi 
per attivare modalità di interazione che sfruttano in maniera piena il “linguaggio del corpo”. 
Con lo uPoi (Sheridan and Bryan-Kinns, 2008) ad esempio le azioni che lo user può com-
piere attraverso la rotazione dello strumento possono essere “espresse” in un ampio spazio 
Figura 8
Schema del modello integrato.
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generando modalità di interazione molto libere che instaurano una relazione tra il corpo e 
l’ambiente circostante. Modalità di interazione che, a differenza del modello bidimensiona-
le, non costringe lo user ad interagire in un area limitata.
I sistemi di questo tipo hanno inoltre il grosso pregio di poter essere trasportati facilmente, 
un fattore essenziale nel caso in cui i progetti siano destinati, ad esempio, ad ambiti tera-
peutico/riabilitativi dove molto spesso vi è la necessità di trasportare prototipi o progetti da 
una struttura all’altra. In questo senso il mercato, negli ultimi anni, ha proposto una serie di 
single-board computer (delle schede elettroniche che possiamo definire dei microcompu-
ter) che utilizzano come CPU (unità di elaborazione centrale) un microprocessore.
Gli esempi di schede di questo tipo sono molte come, ad esempio, la Intel Galileo (http://
www.intel.it/content/www/it/it/do-it-yourself/galileo-maker-quark-board.html) o la Bea-
gleBone (http://beagleboard.org/bone). Queste schede, pur presentando dimensioni esi-
gue, possiedono una maggiore capacità di calcolo rispetto alle schede basate su microcon-
trollore. Hanno inoltre una maggiore capacità di memoria e un maggior numero di ingressi 
per diverse periferiche.
Le schede elettroniche che integrano microcontrollori o altri sistemi di elaborazione (come 
i microprocessori) o di trasmissione dei dati, sono molto diffuse e impiegate nella realizza-
zione delle interfacce tangibili. 
Il sistema Audiocubes (p. 26) ad esempio, contiene all’interno dei cubi che lo compongono, 
un circuito stampato provvisto di sensori ed emettitori ottici ed un processore di segnale 
digitale (DSP). L’alimentazione del sistema consiste in una batteria ricaricabile LiPo inserita 
all’interno di ogni cubo: questa è una delle caratteristiche principali del modello integrato 
dove, gli elementi fisici del sistema, possono operare senza la necessità di essere collegati 
alla rete elettrica.
Il suono può essere gestito da una software per PC realizzato appositamente per il sistema 
chiamata MIDIBridge (https://www.percussa.com/what-are-audiocubes) un controller MIDI 
audiovisivo a cui uno dei cubi deve essere connesso. Solitamente infatti le TUIs dedicate 
alla composizione musicale utilizzano un sistema di elaborazione del segnale audio resi-
dente su PC, per sfruttarne le maggiori capacità di elaborazione.
Anche i MagicCubes (pp. 91-92) utilizzano un sistema di elaborazione dell’audio posto 
esternamente rispetto agli elementi fisici. Attraverso una connessione Bluetooth la compo-
nentistica hardware del sistema inserita nei cubi (composta da un circuito stampato che in-
tegra un processore NordicRF, due accelerometri ed una batteria LiPo) può essere connessa 
all’ app MusicTiles deputata a gestire i segnali audio. Il suono, in entrambi gli esempi, può 
essere diffuso attraverso le casse del PC o del mobile device oppure collegando gli stessi ad 
un impianto audio. Nelle TUIs dedicate alla performance musicale quindi i feedback audio 
non provengono direttamente dagli elementi fisici del sistema, ma sfruttano un impianto 
audio al fine di ottenere una diffusione qualitativa del suono.
In conclusione possiamo riassumere in quattro punti le qualità che, a nostro parere, presen-
ta un progetto basato sul modello integrato. Questo modello permette di: 
- Interagire con elementi fisici che non devono essere posizionati e/o manipolati solo su 
superfici o aree delimitate;
- espletare nello stesso spazio e negli elementi fisici stessi (dove avviene l’input) sia i 
feedback visivi che tattili;
- inserire all’interno degli elementi fisici stessi un largo numero di sensori e attuatori che 
permettono ai progettisti di arricchire l’esperienza d’uso dello user;
- introdurre un’interazione che è strettamente correlata al concetto di forma (qualità di 
affordance, estetiche, ergonomiche, etc..) E, dunque, al design dell’oggetto. 
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Modello morfico 
Per “modello morfico” intendiamo un sistema in cui gli input dell’utente vengono espletati 
direttamente sul modello che si modifica nella sua struttura (Fig. 9) generando un feedback 
tattile che può essere associato ad altri feedback (visivi, sonori, etc.).
Questi sistemi, ancora relegati allo “status di prototipi”, sono quelli che, dal nostro punto di 
vista, riescono ad interpretare in maniera migliore il concetto delle interfacce tangibili che 
interesseranno la ricerca in futuro. In particolare, quando ci riferiamo a questo tipo di siste-
mi, facciamo riferimento al percorso di ricerca, e ai prototipi, realizzati dal Tangible Media 
Group del MIT, come ad esempio il progetto InFORM (Follmer et al., 2013) e il jamSheets 
(Ou et al., 2014).
Nel 1997 Ishii e Ullmer presentavano la loro visione sulle interfacce tangibili attraverso il 
concetto dei “Tangible bits”. Secondo i due autori le interfacce tangibili, incarnando fisica-
mente l’informazione digitale (i bits tangibili), possono rappresentare il superamento del 
paradigma dei “Painted bits” ovvero del modello di interazione con le GUIs (Graphical User 
Interfaces) che attualmente dominano, per così dire, la relazione che abbiamo con il mon-
do digitale. Le TUIs quindi possiedono il vantaggio, rispetto alle GUIs, di “nobilitare” le abilità 
percettive, motorie e manipolative che l’uomo ha sviluppato nel tempo, nella sua relazione 
con il mondo fisico. 
Tuttavia questa visione, come ammettono gli stessi autori, tende a scontrarsi con la “rigidi-
tà” dei materiali degli elementi fisici se comparata con la “fluidità” del dato digitale (Ishii e 
Ullmer, 1997). In effetti, quando parliamo di manipolazione del dato, le interfacce tangibili 
devono inevitabilmente confrontarsi con materiali e tecniche realizzative che non permet-
tono agli elementi fisici dei sistemi di modificarsi nella loro struttura coerentemente all’a-
zione esercitata dallo user.
Per semplificare il concetto, potremmo dire che, ad esempio, con il modello integrato pos-
siamo manipolare un cubo in materiale morbido (che comprende sensori al suo interno) 
ed ottenere una modifica del dato cui il cubo è associato ottenendo così un feedback 
tattile, determinato dal materiale e dalla deformazione della forma, ed eventuali feedback 
visivi o sonori. Nel processo inverso invece, non possiamo modificare la struttura della for-
Figura 9
Schema del modello morfico.
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ma attraverso l’ elaborazione digitale del dato (da bit ad atomo) se non utilizzando attuatori 
e tecniche realizzative particolari in grado di modificare meccanicamente la forma stessa.
In questo senso, nel 2012, gli stessi ricercatori hanno introdotto un concetto, chiamato 
“Radical Atoms” (Ishii et al., 2012), che si pone un passo avanti rispetto al concetto di “bit 
tangibile”. In questo approccio essi immaginano una nuova (ipotetica) generazione di ma-
teriali (atomi) che possono dinamicamente assumere diverse configurazioni come avviene, 
ad esempio, per gli elementi che compongono una GUI (bit). Il “Radical Atom” è quindi quel 
materiale che può essere “elaborato” e trasformato e nel quale il coupling fra l’elemento fi-
sico e il dato digitale può essere attuato mediante una relazione biunivoca: da atomo a bit 
e da bit a atomo.
Definiamo quindi “modello morfico” tutte quelle interfacce tangibili “dinamiche” in cui lo 
user può manipolare un elemento fisico e ottenere una risposta dal sistema e dove, a sua 
volta, il sistema può memorizzare, modificare, riprodurre o riportare allo stato iniziale la 
forma dell’elemento fisico che viene manipolato.
Questa relazione fra user e sistema è molto complessa e articolata e implica l’instaurarsi di 
dinamiche di interazione che possono suscitare perplessità di vario genere. Una fra tutte 
riguarda l’implementazione di metodologie di elaborazione automatica dei dati in quei 
processi di genesi della forma che, dal nostro punto di vista, dovrebbero rimanere di esclu-
sivo appannaggio delle abilità dell’uomo.
Per chiarire il concetto possiamo citare l’esempio del progetto “Perfect red” (Ishii et al., 2012, 
p. 47) in cui viene ipotizzato che un materiale simile all’argilla possa essere manipolato, 
estruso o scavato dallo user ricalcando le metodologie di modellazione dei sistemi CAD 
(Computer-Aided Design). L’idea è sicuramente affascinante e questa modalità di interazio-
ne potrebbe sicuramente cambiare il futuro dell’artigianato o del design. Quello che però 
non convince, a nostro parere, è l’idea che manipolando un pezzo di argilla per creare una 
pallina l’elaborazione digitale ne modifichi la struttura permettendo così di ottenere una 
“sfera perfetta” (http://tangible.media.mit.edu/project/perfect-red/) proprio come se fosse 
stata generata attraverso un processo di modellazione 3D digitale. Ci sembra che, in qual-
che modo, con la parola “sfera perfetta” venga proposto un modello di interazione in cui 
l’abilità nel realizzare una forma impeccabile sia appannaggio di tutti (nessuno escluso) e 
che le attività trial-and-error (Sharlin et al., 2004) che utilizziamo per imparare a svolgere 
bene un determinato compito, sfruttando i nostri sensi e la nostra esperienza, non venga-
no qui contemplati.
Crediamo invece fermamente nel fatto che il designer dell’interazione debba progettare 
soluzioni atte ad enfatizzare, facilitare o stimolare le abilità e la sensibilità dell’uomo, senza 
dimenticare però le differenze che, riguardo a queste due caratteristiche, ci contraddistin-
guono l’uno dall’altro.
Tuttavia rivolgendo uno sguardo ai possibili campi applicativi di queste Material User In-
terfaces (Ishii et al., 2012) ci piace pensare che in un futuro non troppo lontano questa 
tipologia di TUIs possano cambiare le modalità di progettazione (Leithinger et al., 2013) e 
di realizzazione di prototipi e modelli nel campo del product design, nell’arte o nei processi 
di clay-modelling dei veicoli. 
In questo senso, possiamo immaginare una sfera in materiale malleabile che può essere 
formata a piacere dallo user e “memorizzata” dal sistema e poi riprodotta attraverso processi 
di produzione additiva (stampa 3D). Oppure, possiamo immaginare che il sistema sia in 
grado di memorizzare i processi di manipolazione a cui viene sottoposta la sfera, in modo 
tale che lo user possa annullare le modifiche oppure “salvare” una determinata forma: pro-
prio come avviene quando, tramite la tastiera del PC, utilizziamo le combinazioni “Ctrl+Z” 
o “Ctrl+S”.
Un esempio, in forma di prototipo, di questo concetto sono i già citati jamSheets (p. 16), dei 
“layer” che possono essere liberamente manipolati e che, attraverso un processo di aspi-
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razione e insufflazione di aria al loro interno, possono “mantenere” o riprodurre le forme 
create dallo user. 
In questo caso, a differenza delle TUIs che “appartengono” al modello integrato, i prototipi 
non contengono al loro interno gli attuatori che sono necessari a concretizzare la deforma-
zione meccanica (automatizzata) delle forme. Per attuare queste deformazioni i ricercatori 
hanno infatti realizzato degli involucri ermetici (che contengono “fogli” di vario spessore e 
materiale) che possono essere collegati ad un sistema di aspirazione e insufflazione dell’a-
ria. In tal modo hanno dovuto prendere atto che per deformare o irrigidire i layer è quindi 
necessario utilizzare un sistema che deve essere posto esternamente rispetto al prototipo.
Un altro esempio è il progetto inFORM, del quale abbiamo già parlato ampiamente in pre-
cedenza (p. 15). In questa sede ci sembra opportuno evidenziare un aspetto che riteniamo 
di non minore importanza rispetto a quelli già evidenziati ovvero l’ingombro (allo stato 
attuale) dei prototipi.
In questo caso gli attuatori meccanici che permettono di generare le forme sono disposti 
all’interno di una struttura che si sviluppa per un’altezza complessiva di 1100mm. 
Ciò comporta un ingombro notevole che, tuttavia, non inficia le qualità di questa proposta 
della ricerca.
Per questi motivi, come vedremo nel Design case 1, abbiamo preferito,nella nostra ricerca, 
rivolgere l’ attenzione a materiali deformabili “passivi”. Sfruttando le proprietà di materiali 
come la gomma (p. 75) e attraverso opportune tecniche di progettazione della struttura 
interna del prototipo (pp. 48-49), siamo stati in grado di fornire un feedback tattile allo user 
(correlato alla modifica del dato) e mantenere, al contempo, dimensioni ridotte.
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Contesto applicativo
Squeeze Me nasce come progetto di ricerca all’interno del progetto europeo Accom-
pany  (Acceptable robotiCs COMPanions for AgeiNg Years - http://accompanyproject.eu, 
n. 287624), cofinanziato dalla Commissione Europea inserito all’interno del 7° Programma 
Quadro (FP7-ICT-2011-7” with funded under “ICT for Ageing and Wellbeing - ICT-2011.5.4 
- contract number 287624). Al progetto hanno preso parte diversi partner europei: The 
University of Hertfordshire (UH) Regno Unito, la Hogeschool Zuyd (HZ) Olanda, l’istituto 
Fraunhofer (Fraunhofer) Germania, la University of Amsterdam (UVA) Olanda,  il centro 
Maintien en Autonomie à Domicile des Personnes Agées (MADOPA) Francia, la University 
of Birmingham (UB), United Kingdom e l’Università di Siena (UNISI).
Il progetto Accompany, ormai concluso, ha visto lo sviluppo di uno smart environment che 
include un robot assistivo, il Care-O-bot®, deputato ad assistere l’anziano all’interno del pro-
prio ambiente domestico. Il Care-O-bot® è un robot capace di muoversi autonomamente 
e/o in maniera semi-controllata all’interno di un ambiente domestico intelligente (Amirab-
dollahian et al., 2013). E’ equipaggiato con un braccio dotato di sette gradi di libertà e di una 
“mano artificiale” che gli permette di afferrare gli oggetti, e un sistema dedicato di sensori 
e telecamere che gli consentono di ricreare una mappatura tridimensionale per muoversi 
all’interno dell’ambiente in cui opera . Questa tipologia di robot trova un’applicazione privi-
legiata nel contesto della “robotica assistiva” che si rivolge alla riabilitazione e/o al supporto 
di persone fragili o con disabilità sia fisiche che cognitive.
In particolare, il Work Package 2 (Social and empathic interaction design) assegnato all’Uni-
versità di Siena e coordinato dalla Prof.ssa Patrizia Marti, si è occupato di progettare moda-
lità di interazione, tra user e robot, che fossero in grado di instaurare una relazione di tipo 
empatico e rispondente alle aspettative sociali dello user. All’interno di questo progetto, chi 
scrive, si è occupato del design della grafica, delle maschere “espressive” e delle modalità 
di interazione con la GUI (p. 52), del design delle maschere dinamiche e della realizzazione 
dei video-scenari (coadiuvando la sperimentazione condotta - p. 65), del design della cover 
Squeeze Me e della PCB (p. 76) e della realizzazione dei nuovi sensori resistivi di forza (p. 49).
Ipotesi di ricerca
Nel campo della robotica, per lungo tempo, i robot sono stati sviluppati soprattutto in am-
bito industriale come macchine atte a supportare le attività lavorative umane: in alcuni casi 
“potenziando” e in altri sostituendo l’intervento dell’essere umano generando riscontri so-
ciali ed economici di non poco conto. Tuttavia, di recente, abbiamo assistito al nascere della 
“robotica assistiva”, una branca della robotica volta alla cura o al supporto di persone fragili 
o con disabilità. In questa ottica sono stati progettati dei robot contraddistinti da caratte-
ristiche “sociali” e che sono in grado di esibire comportamenti appropriati nell’interazione 
tra robot e essere umano (Shibata et al., 2001). Ne è un esempio il progetto Paro (Wada and 
Shibata, 2009), una foca robotica dotata di una pelliccia “sensorizzata” che è in grado di rea-
gire, ad esempio, a stimoli esterni come carezze o suoni prodotti dallo user. E’ stata testata 
con successo in diversi contesti terapeutici come ospedali, istituti di riabilitazione, cure a 
domicilio o nel trattamento della demenza (Marti et al., 2006).
Seguendo per alcuni aspetti questo approccio, la nostra ipotesi di ricerca si è basata sull’i-
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dea che quanto più i comportamenti e gli “stati emotivi” del robot si adeguano alle aspetta-
tive sociali dell’essere umano tanto più l’interazione può risultare significativa e coinvolgen-
te. In questo senso si è pensato di progettare un’interfaccia grafica (da integrare nel tablet 
con cui è possibile interagire con il robot) caratterizzata dall’utilizzo di maschere empatiche 
dinamiche, di una visualizzazione in cui lo user può esplorare l’ambiente attraverso gli “oc-
chi” del robot (robot-view) e di funzionalità (azioni context-depending) in grado di instaurare 
una relazione di tipo empatico e emozionale fra user e sistema digitale. 
Nel paper 1 e 2 vengono illustrati i processi di realizzazione e di valutazione delle soluzioni 
adottate nella realizzazione delle maschere espressive. 
Sul piano “tangibile” abbiamo invece esplorato le possibilità di utilizzo di una TUI, in forma 
di cover interattiva da utilizzare per il tablet che integra la GUI, che permettesse allo user 
di attirare l’attenzione del robot, attraverso un’interazione di tipo continuo (Doherty and 
Massink, 1999) esprimendo e condividendo in maniera espressiva desideri e bisogni.
Ispirazione 
Al progetto abbiamo iniziato a lavorare quando alcune soluzioni erano state definite. In 
particolare dal gruppo di ricerca era stata ipotizzata l’intenzione di inserire nella GUI una 
modalità di visualizzazione attraverso gli occhi del robot (robot-view) e di realizzare una 
cover per il tablet in grado di concretizzare una modalità di interazione di tipo continuo 
con il robot. In questo senso era stata realizzata una maschera statica attraverso la quale lo 
user poteva vedere attraverso gli occhi del robot e una cover “rigida” in ABS (acrilonitrile-
butadiene-stirene, un polimero termoplastico) realizzata con il processo di stampa 3D FDM 
(Fused Deposition Modeling). La cover integrava sul retro, in una piccola porzione della su-
perficie, un tasto provvisto di un sensore di “pressione” con il quale lo user poteva interagire 
con il sistema. Per l’interfaccia grafica del sistema abbiamo ridefinito sia le modalità di in-
terazione che tutti gli elementi grafici del sistema riprogettando il design della GUI. In par-
ticolare abbiamo realizzato, attraverso tecniche di morphing, delle “maschere dinamiche” 
ispirate alle sei espressioni di base descritte da Ekman (1999) che potevano, in una maniera 
molto fluida, rappresentare il passaggio del robot da uno stato emotivo all’altro (Fig. 10). 
Figura 10
Rendering di due “maschere dinamiche”. Al centro 
si possono notare le diverse png. realizzate per 
rendere “fluido” il passaggio da una maschera 
(Neutral, a sinistra) all’altra (Angry, a destra).
Lo studio e gli schizzi preliminari delle espressioni, ispirati dall’opera di autori come ad 
esempio Le Brun (1727) hanno positivamente influito nel modello e nell’estetica delle ma-
schere espressive realizzate (Iacono et al., 2014 p. 862).
Per quanto riguarda la cover, abbiamo ridisegnato completamente l’interfaccia tangibile 
(Fig. 11), introducendo nuove soluzioni progettuali e tecniche di prototipazione (descritte 
nel paper 3, p. 72). In particolare abbiamo pensato che l’utilizzo di materiali morbidi, una 
sensistica progettata ad hoc ed un design dal carattere più ergonomico potessero enfatiz-
zare il concetto di interazione continua che stava alla base del progetto iniziale. 
Anche in questo caso l’ispirazione del design della cover si basa sullo studio dell’anatomia 
dove, per rendere l’oggetto più facilmente afferrabile, ci siamo ispirati per il design alla 
forma delle ossa degli arti inferiori (come la tibia) che abbiamo interpretato come uno dei 
“primi tool” utilizzati dall’uomo.
Interfacce tangibili
Nell’ambito di ricerca sulle interfacce tangibili, la cover interattiva Squeeze Me rappresenta 
sicuramente un’innovazione per quanto riguarda le TUIs destinate al campo applicativo 
della comunicazione. 
Nella progettazione di tale cover ci è sembrato significativo l’esempio offerto dal prototipo 
Kinetic DUI-RP (Kildal et al., 2012). I ricercatori hanno sviluppato un mobile device “flessibile” 
introducendo un dispositivo dalla struttura deformabile che consente allo user di interagire 
con le sue funzioni manipolando il device stesso.
Squeeze Me invece, essendo una cover (un involucro che “riveste” il tablet), può essere uti-
lizzata su qualsiasi tablet. E’ infatti composta da una parte rigida nella quale è contenuta l’e-
lettronica e una parte morbida che, opportunamente dimensionata, può adattarsi a diversi 
modelli di tablet attualmente in commercio. Nel caso specifico la cover è stata dimensio-
nata e progettata per ospitare un tablet Asus Eee Pad Transformer Prime TF201 realizzando 
opportuni fori sulle parti laterali che consentono allo user di accedere facilmente a tutti gli 
ingressi e di non occludere l’obiettivo della camera e gli speaker del dispositivo.
Figura 11
Schizzo preliminare relativo alla parte
in gomma della cover. 
La cover Squeeze Me permette alla persona di interagire in maniera espressiva con il robot: 
la pressione che viene esercitata sulla parte posteriore della cover infatti, viene perfetta-
mente “mappata” con i comportamenti espressivi della maschera dinamica e con la velocità 
di esecuzione dei task del Care-O-bot®. 
I movimenti del robot sono quindi correlati alla pressione che lo user esercita sulla cover: 
premendo in maniera lieve il robot inizia a muoversi più rapidamente (rispetto alla velocità 
di base di esecuzione dei task) mentre, con una pressione più energica, il robot inizia a 
muoversi in maniera molto rapida. 
Una pressione energica applicata alla cover per un tempo prolungato risulta invece in 
un arresto del Care-O-bot® che, attraverso la maschera dinamica, mostra un’espressione 
di rabbia, facendo intendere che un richiamo insistente e prolungato è sconveniente ed 
inopportuno. In questo senso abbiamo proposto nell’interazione uomo-robot una com-
ponente dal “tratto umano” dove, quando veniamo sottoposti ad una richiesta ossessiva, 
reagiamo con stizza e frustrazione. 
Seguendo le osservazioni qualitative descritte da Kildal et al. (2012) e alla luce di intuizioni 
personali, abbiamo pensato di proporre una cover in cui lo user potesse liberamente utiliz-
zare entrambe le mani per “strizzare” la cover. Questo prototipo si differenzia dal precedente 
in cui lo user poteva interagire con la cover esercitando una maggiore o minor pressione 
con il dito indice su un piccolo tasto posto sul retro della cover.
I sensori di pressione integrati nel retro della cover Squeeze Me infatti ricoprono quasi la 
metà della sua superficie e sono posizionati nei punti in cui le dita poggiano quando il ta-
blet viene sorretto permettendo allo user di esercitare la pressione senza dover staccare le 
mani dal dispositivo o ricercare specifiche zone “sensibili”.
La pressione esercitata dallo user permette di attivare un’interazione molto espressiva (Mar-
ti, 2010) che, nel nostro caso, viene associata ad una funzione che offre un elevato senso 
e grado di controllo nelle azioni (come il movimento del robot e la modificazione della 
maschera dinamica) che richiedono una regolazione “continua” del dato (Kildal et al., 2012, 
p. 1875).
La cover Squeeze Me può essere considerata una TUI che si pone a metà tra il modello inte-
grato e quello morfico (Fig. 12). Essa rispecchia il primo modello in quanto contiene al suo 
interno i sensori, il microcontrollore ed il modulo Bluetooth (che gli consentono di trasmet-
tere i valori dei sensori al tablet), l’alimentazione (una batteria LiPo da 3.7 V a 1400mAH) e 
Figura 12
Schema del sistema della cover Squeeze Me.
48
gli attuatori (feedback tattile della vibrazione del tablet). Inoltre gli input dell’utente ven-
gono esercitati nello stesso spazio in cui vengono espletati gli output (per quanto riguar-
da i feedback visivi e tattili del tablet) e la cover può essere utilizzata in qualsiasi punto 
dell’ambiente domestico (p. 44). Allo stesso tempo lo Squeeze Me si avvicina al modello 
morfico (p. 39) dove, attraverso le proprietà del materiale in cui è realizzato, riesce a fornire 
un feedback tattile (anche se passivo) in cui la deformazione esercitata dallo user risulta 
perfettamente mappata con la risposta del sistema.
Prototipo
Il design della cover è stato progettato realizzando a mano degli schizzi preparatori che 
proponevano diverse soluzioni estetiche e progettuali. Per testare la qualità della soluzio-
ne scelta è stata realizzata una forma in cartone che riproduceva sia le dimensioni che gli 
spessori ipotizzati negli schizzi e che comprendeva, sul retro, dei sensori resistivi di forza 
(force-sensing resistors). 
Collegando i sensori a una piattaforma Arduino2009 connessa ad un PC su cui veniva ri-
prodotto il morphing delle espressioni della maschera dinamica, si è potuta valutare la resa 
dell’interazione della TUI rispetto ai feedback visivi che si sarebbero avuti sul tablet. Dopo 
ulteriori verifiche tecniche si è passati alla realizzazione del modello 3D.
Quest’ultimo è stato realizzato con un software di modellazione tridimensionale parametri-
co, SolidWorks, che viene solitamente utilizzato nel campo dell’ingegneria meccanica per 
la progettazione di apparati complessi. Il risultato del design formale della cover dimostra 
che questo tipo di software può essere utilizzato con ottimi risultati anche per la realizza-
zione di un oggetto di design (Fig. 13).
La cover è stata prodotta utilizzando la tecnica di stampa 3D DLP (Digital Light Processing) 
una tecnologia che consiste, in parole semplici, nell’indurimento sequenziale di una serie di 
strati di polimero liquido che vengono esposti alla luce di un proiettore DLP in condizioni 
di luce inattinica. Questa tecnica ci ha permesso di ottenere una qualità di stampa molto 
più alta rispetto a quella che si può ottenere con una stampante 3D FDM e ci ha consentito, 
Figura 13
Screenshot della fase di modellazione 3D 
con software parametrico: nell’esploso si 
possono notare alcuni degli schizzi e dei 
piani che “compongono” il modello.
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nella fase di modellazione, di poter dimensionare gli spessori e realizzare dettagli con un 
elevato grado di precisione.
I sensori di “pressione” o, più propriamente, sensori resistivi di forza sono stati realizzati ma-
nualmente al fine di ottenere dei sensori dalle dimensioni adeguate alla cover altrimenti 
non reperibili in commercio. In particolare abbiamo sostituito i primi sensori realizzati (de-
scritti nel paper 3, p. 76) ricorrendo a una tecnica che ci consentisse di ottenere uno spes-
sore pari o inferiore al millimetro. 
Questi sensori sono stati realizzati posizionando una striscia di Velostat® - un materiale co-
stituito da una lamina polimerica (poliolefine) che viene impregnato di carbonio per ren-
derlo conduttivo - tra due fogli di alluminio provvisti di un lato plastificato. L’utilizzo di un 
layer in polietilene espanso opportunamente forato (posto tra uno dei fogli in alluminio e 
il materiale resistivo) ci ha permesso di mantenere isolati i componenti quando sulla cover 
non veniva esercitata nessuna pressione (o squeezing).
In un’ultima fase, si è proceduto con il redesign delle parti laterali inferiori della cover rea-
lizzando degli incavi che rendono la struttura più leggera e deformabile rispetto allo sque-
ezing esercitato dall’utente e che possono ospitare 6 motori di vibrazione (Figg. 14 e 15) 
che consentono così di attuare l’informazione (feedback) nel medesimo punto dell’azione 
(Wensveen et al., 2004).
Nel paper 3 sono descritti i processi di realizzazione e implementazione della cover.
Sperimentazione e valutazione
La valutazione delle soluzioni di design introdotte nella GUI sono state condotte attraverso 
uno studio che ha avuto lo scopo di comprendere se, e in che misura, le maschere empa-
tiche fossero in grado di generare una relazione di natura empatica con il robot, nel com-
prendere i suoi “stati emotivi” e nell’assumere la prospettiva dell’”altro”. 
Alle sessioni hanno partecipato 60 persone di entrambi i sessi alle quali è stato chiesto 
di visionare quattro “video-scenari” che venivano somministrati secondo due modalità: “A” 
(maschera statica) e “B” (maschera dinamica). I risultati hanno dimostrato una notevole pre-
Figura 14
Rendering della GUI e della cover. Nell’esploso 
a sinistra si possono notare le diverse parti che 
compongono la cover, il circuito stampato, i sensori 
resistivi di forza ed i motori di vibrazione.
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ferenza per la versioni in cui veniva proposta la maschera dinamica che risultava più com-
prensibile e coinvolgente rispetto a quella statica. 
Nel paper 2 sono riportati i risultati dello studio e le metodologie di valutazione adottate.
Per quanto riguarda la cover Squeeze Me lo studio valutativo (Marti et al., 2015) ha di-
mostrato che l’utilizzo della cover in un’interazione di tipo continuo (nel caso specifico lo 
zooming con la fotocamera del tablet) è stata maggiormente apprezzata per le sue qualità 
edoniche, rispetto alle normali gestures di pinch e slide utilizzate nelle comuni app.  
La ricerca svolta all’interno del progetto Accompany è stata accolta favorevolmente dal-
la review finale della Commissione Europea (lettera del 14 Gennaio 2015 - CNECT H2/JK/
kk del Directorate-General for Communications Networks, Content and Technology), che 
ha considerato, come recita testualmente la lettera, “the performance of the progress of the 
project as excellent”. In particolare la GUI progettata con l’utilizzo delle maschere emaptiche 
è stata definita dagli esaminatori della Commissione Europea come una “major innovation” 
mentre, riguardo alla cover Squeeze Me, si sono espressi asserendo che il suo redesign “has 
resulted in a very usabile device with excellent potential for exploitation”.
Figura 15
Dettaglio della finitura della stampa 3D realizzata 
con tecnologia DLP. Si possono notare gli incavi 
che rendono la struttura più leggera e le sedi 
cilindriche per i motori di vibrazione.
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Paper 1
Stienstra, J., Marti, P., Tittarelli, M. (2013) Dreamy Eyes: Exploring Dynamic Expression in Hu-
man-System Interaction. In Proceedings of CHI 2013, Paris, 27 April – 2 May 2013.
Il paper descrive lo sviluppo e il design di una GUI progettata per attuare una relazione 
empatica, mediante l’utilizzo di un tablet, tra lo user ed il robot Care-O-bot®. In particolare i 
primi due autori, Jelle Stienstra e Patrizia Marti, descrivono il background teorico e l’approc-
cio all’ Emotional-Perspective design: un design basato sui concetti di mapping diretto, di 
interazione continua e di azioni dinamiche (context-depending) per rendere il robot “capa-
ce” di esprimere comportamenti sociali e condividere i suoi “stati emotivi”.
Il terzo si è occupato del design delle “espressioni” delle maschere e dello sviluppo grafico 
dell’interfaccia e, coadiuvato dagli altri due, ha sviluppato le modalità di interazione ed il 
funzionamento dell’interfaccia grafica.
Video 1
Il video http://www.roboticsandlearning.org/?post_type=portfolio&p=127&lang=it (realiz-
zato dai partner del progetto) mostra alcuni use-case relativi al progetto Accompany. Nel 
video si può osservare il funzionamento delle azioni context-depending, le espressioni che 
il robot può assumere (attraverso la maschera dinamica) e le modalità di interazione dello 
user con la cover Squeeze Me.
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Paper 2
Marti, P., Iacono, I., Tittarelli, M. and Jelle Stienstra (2013). Shaping empathy through per-
spective taking. In Proceedings of the 22nd IEEE Ro-Man International Symposium on Ro-
bot and Human Interactive Communication, Gyeongju, Korea, 26-29 August 2013.
Il paper descrive lo studio esplorativo che è stato condotto per valutare le qualità dell’uso 
di maschere espressive di tipo “dinamico” rispetto all’uso di quelle di tipo “statico” per defi-
nire un’interfaccia grafica con cui lo user fosse in grado di percepire gli “stati d’animo” del 
Care-O-bot®. L’ipotesi iniziale prevedeva che, ad un comportamento del robot quanto più 
conforme alle aspettative sociali umane,  potesse corrispondere una interazione più grade-
vole e coinvolgente.
Nel paper ci siamo occupati della definizione e della realizzazione delle maschere espres-
sive dinamiche che, attraverso un processo di morphing, consentono di rappresentare i 
cambiamenti degli stati emotivi del robot. Abbiamo inoltre realizzato i video-scenari e co-
adiuvato la raccolta dei dati della sperimentazione condotta la cui analisi è stata curata da 
Patrizia Marti e Iolanda Iacono.
Video 2
Il video (http://www.roboticsandlearning.org/?post_type=portfolio&p=448&lang=it) mo-
stra la maschera dinamica realizzata (in modalità robot-view) e alcune delle espressioni che 
il robot può “assumere dinamicamente” in relazione al contesto ambientale e d’uso.
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Paper 3
Marti, P., Tittarelli, M., Sirizzotti, M., Stienstra, J. (2014). Expression-rich communication throu-
gh a squeezable device. In Proceedings of the IEEE International Conference on Biomedical 
Robotics and Biomechatronics, August 12-15, São Paulo, Brazil, 2014.
Il paper descrive il design e l’implementazione dello Squeeze Me, una cover interattiva 
per tablet realizzata mediante tecniche di produzione additiva (stampa 3D). La cover 
è un’interfaccia tangibile, con cui lo user può interagire con il Care-O-bot®, dove sia le 
espressioni della maschera, così come i movimenti stessi del robot, dipendono dal modo 
in cui essa viene strizzata. Nel paper vengono descritti i processi di ideazione, realizza-
zione e implementazione della cover ponendo un particolare accento sulle qualità di 
un’interazione continua concretizzata mediante un mapping fra la pressione esercitata 
dall’utente e la risposta del sistema.
In particolare sono richiamati i processi di design della cover e le modalità di realizzazione 
delle componenti hardware del sistema.
Video 3
Il video (http://www.roboticsandlearning.org/?post_type=portfolio&p=442&lang=it) 
presenta la cover Squeeze Me e le modalità di interazione attraverso l’uso del simulatore 
utilizzato per lo sviluppo del prototipo.
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Contesto applicativo
La dislessia è una difficoltà di apprendimento di origine neurologica, caratterizzata dalla 
difficoltà nel riconoscimento accurato e/o fluente di parole, e da limitate abilità di spelling e 
decodifica. Non rientrano in questa definizione disturbi che, pur manifestando un’analoga 
sintomatologia, dipendono da altre forme di disabilità come sordità, deficit cognitivi, trau-
mi cerebrali, etc. (International Dyslexia Association, 2002).
Le difficoltà legate direttamente alla dislessia sono in genere il risultato di un deficit nella 
componente fonologica del linguaggio, che appare inaspettato in relazione alle abilità co-
gnitive del bambino e all’efficacia dell’istruzione scolastica ricevuta. Le difficoltà dell’allievo 
dislessico possono essere anche dovute ad una combinazione di deficit fonologico, audi-
tivo, visivo e mnemonico. La dislessia può essere associata ad altri disturbi dell’apprendi-
mento, come la difficoltà di comprensione del testo scritto, disgrafia e disortografia, deficit 
di attenzione, problemi psico-affettivi (bassa autostima, asocialità, stati d’ansia, depressio-
ne). La dislessia può essere, inoltre, conseguenza di una “ridotta esperienza nella lettura”, 
che impedisce l’espansione del bagaglio lessicale e di conoscenze sul mondo.
Per ovviare a queste difficoltà, il soggetto dislessico fa spesso prevalere una “componente 
intuitiva”, ossia una strategia che lo porta a “non decodificare”, ma ad “intuire” la parola scritta 
in base alle prime parole, grafemi o sillabe che riesce a decodificare portandolo a commet-
tere errori definiti “di anticipazione” dove la parola del testo viene trasformata in un’altra. 
Come si può facilmente evincere, le implicazioni di questi fattori rappresentano uno sco-
glio importante nella vita scolastica e in quella relazionale nei bambini che presentano 
questo disturbo. La dislessia, pur non essendo causata da deficit neurologici o sensoriali, 
comporta un forte disagio emotivo nelle relazioni interpersonali che spesso si tramuta in 
demotivazione e atteggiamenti rinunciatari e, più in generale, in una perdita di fiducia nelle 
proprie capacità (De Beni et al., 2000).
Ipotesi di ricerca
Le terapie di supporto per il trattamento della dislessia sono generalmente basate su eser-
cizi cognitivi astratti, come ad esempio la ripetizione di liste di parole e non-parole (Dol-
laghan e Campbell, 1998) che contengono grafemi e fonemi di difficile discriminazione 
per i soggetti che presentano questo disturbo. Questi esercizi possono risultare frustranti 
e demotivanti soprattutto per soggetti in giovane età: sia per la loro ripetitività, sia per il 
fatto che tale attività avviene in un contesto formale, dove spesso il bambino si trova solo 
di fronte al compito proposto dal terapista .
Nella nostra ipotesi di ricerca si è pensato che un’attività motivante e coinvolgente, basata 
sulla musica e sull’interazione fra pari, potesse supportare e compensare i trattamenti logo-
pedici riabilitativi solitamente utilizzati nella cura della dislessia. La musica induce e sollecita 
infatti l’attivazione simultanea di connessioni neurologiche a più livelli: spaziale, gestuale, 
comunicativo, linguistico, emozionale e relazionale. Questo coinvolgimento “olistico” può 
facilitare l’acquisizione del linguaggio, rispetto ai tradizionali approcci di tipo parziale, prov-
visorio e meccanico (Chan et al., 1998, Overy, 2003). 
È stato inoltre dimostrato che i dislessici sono “apprendenti cinestetici” (Prashnig, 1998), 
cioè che traggono beneficio nel processo di apprendimento da stimoli a livello motorio: le 
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loro capacità attentive e mnemoniche si focalizzano in misura maggiore quando utilizzano 
le mani e il corpo (Dennison G. E. e Dennison, P. E., 2000). In questo modo l’informazione lin-
guistica può essere compresa e “fissata” nella memoria in modo più agevole e persistente.
In accordo con i terapisti che hanno seguito lo sviluppo del progetto, si è pensato di uti-
lizzare la Dj Console del Sistema Sound and Sensors (http://www.roboticsandlearning.
org/?post_type=portfolio&p=314&lang=it), facendo leva sull’aspetto ritmico e “sequenzia-
le” della musica e sul coinvolgimento del corpo che lo strumento richiede. Nello specifico, 
si è pensato di strutturare un’attività di tipo ludico-creativo, in cui i bambini potessero met-
tere in campo attivamente le loro capacità creative ed espressive, per compensare le loro 
difficoltà di letto-scrittura. 
La parola scritta, in base alla nostra ipotesi di ricerca, non sarebbe più stata percepita dai 
soggetti coinvolti come un insieme di segni astratti e arbitrari da decodificare, ma avrebbe 
assunto un significato concreto, contestualizzata nel loro vissuto.
Ispirazione
Il cantato rap (Edwards, 2009) si basa sulla creazione o l’improvvisazione di un testo che, 
solitamente, viene eseguito su una semplice base ritmica. Questa tecnica coinvolge forte-
mente il corpo nel controllo della respirazione e implica una buona abilità nel pronunciare, 
in maniera accurata e fluente, le parole e/o le sillabe del testo. Questi elementi rappresen-
tano dei fattori chiave nella compensazione delle problematiche linguistiche e relazionali 
legate alla dislessia. L’ispirazione per il progetto è venuta riflettendo sull’interessante para-
dosso che si generava tra il cantato rap e la dislessia. 
Abbiamo infatti ipotizzato che i bambini potessero essere stimolati attraverso una “sfida-
gioco” con il rap: non per evidenziare i loro errori, ma permettendo loro di confrontarsi fra 
pari in maniera divertente, facendo leva sulle loro abilità creative, sottolineando il valore del 
ritmo nella produzione linguistica ed evidenziando l’aspetto narrativo e non “astratto” che 
assume la parola all’interno di un testo.
All’inizio è stata strutturata un’attività in cui ai bambini veniva proposto di scrivere i propri 
testi inserendo nella narrazione 5 parole contenenti fonemi che risultano di difficile discri-
minazione per i dislessici (ad esempio p-b, b-d, a-e, m-n, etc..). I bambini dovevano poi 
rappare il testo seguendo il ritmo dei sample (brevi tracce musicali campionate) generati 
dalla Dj Console. Interagendo con essa potevano adeguare la velocità di riproduzione dei 
sample in base alla metrica del testo o in base alle proprie abilità nella fluenza.
Nel paper 5 viene descritto come questa attività iniziale sia stata ridefinita, attraverso tre 
cicli di prototipazione iterativa, nel corso della sperimentazione (pp. 101-104).
Interfacce tangibili
Nell’ambito di ricerca sulle Tangible User Interfaces si è andati ad esplorare le possibilità of-
ferte dall’utilizzo della piattaforma open source Arduino (https://www.arduino.cc/) in com-
binazione con il software, anch’esso open source, Pure Data (https://puredata.info/) come 
strumenti per la realizzazione di prototipi destinati al controllo e alla manipolazione del 
suono. In particolare, facendo riferimento agli “archetipi” di alcuni strumenti musicali, sono 
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stati realizzati, con il progetto Sound and Sensors, una serie di strumenti musicali “eco-
tecnologici” impiegando materiali riciclati o di riuso (Fig 16). Tutto questo è stato fatto per 
concretizzare un’attività ludica e coinvolgente che permettesse di evidenziare il legame fra 
il lato tangibile (fisico) e quello immaginario della produzione del suono e la sua modula-
zione mediante l’utilizzo di “oggetti aumentati”. 
Precedenti esperienze come il progetto Musical Box Garden (Ferris and Bannon, 2002) di-
mostravano infatti la fascinazione che conseguiva dalla produzione di suoni mediante la 
manipolazione di un oggetto apparentemente vuoto e “atono” come può essere un ogget-
to in cartone.
Sound and Sensors (pp. 92-93) è un sistema composto da cinque strumenti (realizzati con 
cartone multistrato, tubi di cartone e stoffa) che contengono dei sensori analogici e digitali 
al loro interno. Il sistema può essere considerato una TUI che rispecchia il modello integrato 
(p. 36): gli strumenti infatti sono mòbili e contengono al loro interno i sensori che permet-
tono di rilevare gli input dello user (Fig. 17). I feedback audio non vengono espletati diret-
tamente dai singoli stumenti ma dal PC o dai diffusori ad esso collegati al fine di ottenere 
una propagazione qualitativa del suono. I sensori contenuti negli strumenti possono essere 
rimossi in qualsiasi momento e riadattati in altri prototipi o progetti. 
Ogni strumento (Dj Console, chitarra elettrica e basso elettrico, didgeridoo e theremin) ha 
una diversa modalità di interazione attraverso la quale si possono produrre suoni che ven-
gono generati dal PC. Ogni modalità di interazione è stata progettata facendo riferimento 
all’archetipo dello strumento rappresentato e al modo in cui viene suonato: ad esempio, 
la chitarra elettrica riproduce il suo suono solo nel caso in cui il “manicotto” in stoffa viene 
“scosso” parallelamente al terreno, proprio come avviene nelle pennate utilizzate da un 
chitarrista ritmico.
Tutti gli strumenti sono stati “facilitati” rispetto ai loro corrispettivi “reali” per permettere a 
qualsiasi persona di interagire, sia con il proprio strumento che con gli altri “musicisti”. 
Se questa condizione va garantita, per consentire anche alle persone che non hanno cono-
scenze musicali di poter suonare, ne abbiamo allora ricavato la conclusione che il sistema 
dovesse contemplare un fattore “errore” per avere, fra i suoi punti di forza, qualità educative 
e di engaging. 
In questa ottica, a differenza di altre interfacce tangibili destinate alla musica, in cui il suono 
generale viene sempre riprodotto “a tempo” (ad esempio reacTable e Audiocubes) e il cui 
suono generale ha una maggiore o minore resa a seconda del “gusto” di chi lo utilizza, ab-
Figura 16
Il primo prototipo della Dj Console del sistema 
Sound and Sensors realizzata con cartone 
multistrato e oggetti di riuso.
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biamo pensato che fosse importante proporre un sistema che permette agli user di speri-
mentare e apprendere, attraverso il corpo, alcuni aspetti fondamentali della musica come il 
ritmo, la dinamica e la successione di note. Lo user che utilizza la chitarra elettrica, ad esem-
pio, deve seguire il tempo generato dalla Dj Console per non incorrere in asincronie, allo 
stesso tempo lo user che utilizza il Theremin deve produrre una successione di note che 
ben si adattano alla melodia prodotta dagli altri strumenti per non generare dissonanze. 
Nel paper 4 sono descritti gli strumenti, le modalità di interazione, i sensori che integrano 
ed il loro funzionamento dal punto di vista tecnologico.
Spesso, i prototipi finali sono realizzati integrando la parte hardware e software direttamen-
te nel prototipo come, ad esempio, nel caso del progetto reacTable (p. 23) in cui il tavolo 
cilindrico su cui si può interagire funge da supporto e da contenitore per le componenti 
destinate alla elaborazione delle interazioni. In altri casi i prototipi finali di un progetto pre-
sentano componenti separate fra la parte in cui si interagisce e la parte in cui viene esperito 
il feedback, come ad esempio nel progetto Linguabytes (p. 22). Solitamente però, come 
nell’esempio citato, i prototipi vengono realizzati con materiali “più nobili” come il legno o 
parti stampate attraverso tecniche di produzione additiva (stampa 3D).
La realizzazione dei prototipi ha ricalcato l’approccio progettuale che, nel nostro caso, è 
stato di tipo research-through-design. Questa metodologia può essere definita di tipo kno-
weledge-directed (Zimmerman et al., 2007) e ha lo scopo di produrre nuova conoscenza e, 
conseguentemente, nuove soluzioni di design attraverso una sperimentazione diretta sul 
campo. Non è un caso infatti che durante la sperimentazione sia stato realizzato il prototipo 
di un nuovo strumento: il Clap.
Procedendo con questo approccio è stato possibile modificare i prototipi in un arco di tem-
po molto limitato, in alcuni casi pari a poche ore, e il design e i materiali utilizzati ci hanno 
permesso di sperimentare in maniera immediata la qualità delle nuove soluzioni adottate. 
Il particolare l’utilizzo del cartone multistrato e della stoffa hanno permesso un facile e 
veloce redesign del prototipo in base alle esigenze, di interazione e di strutturazione delle 
attività, che si andavano delineando durante le fasi di test e sperimentazione. Il cartone 
multistrato, in special modo, permette di apportare modifiche molto rapide al prototipo 
se confrontato con altre tecniche di prototipazione, come ad esempio la stampa in 3D o 
l’utilizzo di una laser cutter. Con queste tecniche occorre, necessariamente, un redesign dei 
file 3D o 2D prima di avviare i nuovi processi di stampa o di taglio e la successiva rifinitura: 
processi più onerosi dal punto di vista delle tempistiche di realizzazione. 
Figura 17
Schema del progetto Sound and Sensors.
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La resistenza del materiale, la sua piacevolezza al tatto e, non ultima, la fascinazione che de-
riva da un materiale “povero” che integra una componente tecnologica hanno consentito 
di creare un prototipo che, ci permettiamo di asserire, assomiglia più ad un prodotto finito 
che non ad un “rough prototype”.
Prototipo
Il sistema è composto da una serie di sensori analogici e digitali integrati nei prototipi che 
inviano i valori, attraverso dei cavi flat, ad una scheda Arduino 2009: questi valori vengono 
poi inviati via cavo, mediante trasmissione seriale, al software PureData che consente di ela-
borarli in ingresso e di convertirli in suoni. Nel nostro caso il software PureData si è rivelato 
uno strumento essenziale per “tradurre” l’interazione gestuale con gli strumenti in suono 
attraverso la realizzazione di apposite patch. Ai fini del sistema si è proceduto alla realizza-
zione un codice, attraverso il software di Arduino, deputato alla sola lettura dei sensori e all’ 
invio dei valori, essi vengono poi elaborati direttamente nelle patch del software Pure Data 
per sfruttare le maggiori capacità di calcolo del PC rispetto al microcontrollore.
L’architettura del sistema consiste in una serie di subpatch, ognuna delle quali gestisce i 
valori ed il suono prodotto da ogni singolo strumento, che sono contenute in una patch 
“principale” (Fig. 18). 
In quest’ultima è stata realizzata, utilizzando gli elementi visuali e interattivi del software 
(bang, toggle, numbers, objects, knob, etc.), una vera e propria GUI. Da questa patch possono 
essere gestiti, direttamente dal PC e in un’unica schermata, la comport del sistema (per 
gestire le interfacce seriali), le soglie (threshold) per i sensori di ogni strumento, i volumi e la 
playlist dei file che possono essere caricati e riprodotti.
La GUI realizzata visualizza inoltre, in tempo reale, informazioni molto utili per le performan-
ce live come il valore ed il peak dei sensori, il valore in BPM (Beats Per Minute) dei file audio 
in riproduzione e il livello di suono in uscita.
Fra gli strumenti del sistema Sound and Sensors la Dj Console è stato lo strumento scelto 
per le fasi di sperimentazione e valutazione del prototipo. In accordo con i terapisti, e data 
Figura 18
Screenshot della patch “principale”, sulla sinistra, 
e di due delle subpatch (Dj Console e chitarra 
elettrica) realizzate con il software open-source 
PureData. 
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l’ipotesi di ricerca basata sul cantato rap, si è infatti pensato che fosse lo strumento più ido-
neo per questa attività. La Dj Console del sistema Sound and Sensor è uno strumento che 
permette di modificare la velocità di riproduzione dei sample in esecuzione e di generare 
un effetto “scratch”. E’ composta da due CD-ROM posti sopra due dischi in cartone collocati 
su una base di forma trapezoidale, anch’essa realizzata in cartone multistrato. Ruotando il 
CD-ROM di destra si può aumentare o diminuire la velocità di riproduzione del sample in 
esecuzione mentre, con quello di sinistra, si può “scratchare” sul brano in esecuzione. I due 
dischi di cartone contengono al loro interno dei sensori di luce ambientale posti sotto 
piccoli fori. Questi sensori funzionano in maniera molto simile ai transistor, producendo un 
maggiore valore di tensione analogica sul PIN della scheda Arduino quando la luminosità è 
maggiore e un valore minore quando essa diminuisce. Nei due CD-ROM sono state poste 
due strisce adesive di colore nero che permettono di rilevarne la velocità di rotazione: un 
sistema molto simile al principio di funzionamento di un encoder ottico.
Durante il test pilota e le prime tre sessioni della sperimentazione ci si è accorti della neces-
sità di rendere più intuitiva l’interazione con questo strumento. Le indicazioni degli utenti, 
le osservazioni sul campo e la video analisi delle sessioni evidenziavano una difficoltà nel 
percepire le variazioni della velocità di riproduzione dei sample. 
Per questi motivi, in un’ottica di user centred design, il prototipo è stato modificato rispetto 
alla sua conformazione originaria operando modifiche a livello hardware e software. Il map-
ping con lo strumento è stato reso più intuitivo realizzando una modalità di interazione che 
permette di aumentare la velocità di riproduzione ruotando il CD-ROM in senso orario e di 
ridurla ruotandolo in senso antiorario (Fig. 19). Operando via software, il feedback sonoro 
è stato reso maggiormente percepibile, facendo aumentare o diminuire il playback per un 
valore ben distinguibile (pari a 3 BPM).
Oltre a ciò, è stato aggiunto un feedback visivo inserendo due LEDs, uno per ogni disco di 
cartone, che si illuminano ogni volta che il ritmo subisce una variazione o quando si utilizza 
lo scratch. Il processo di research-through-design adottato ha permesso non solo di definire 
e migliorare la qualità dell’interazione con lo strumento proposto ma ha anche suggerito 
ed ispirato la creazione di un secondo prototipo da affiancare alla Dj Console durante l’ 
attività.
Con il duplice intento di aumentare il coinvolgimento del corpo nel mantenimento del rit-
mo e di incrementare l’aspetto collaborativo dell’ attività si è pensato di realizzare un nuovo 
Figura 19
Dettaglio delle modifiche apportate alla Dj 
Console. Si possono notare i fori che ospitano i 
due sensori di luce ambientale che consentono 
di identificare il senso di rotazione del CD-ROM.
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Figura 20
Prototipo finale della Dj Console.
strumento: il Clap. Questo consiste in un guanto “touch sensitive” composto da due fogli 
conduttivi cuciti su di un tessuto elastico: le due parti entrano in contatto sfruttando la con-
duttività del corpo (p. 103). Il Clap permette di “marcare” il ritmo della canzone ricevendo un 
feedback sonoro: se il tempo è tenuto in maniera corretta, il volume del suono riprodotto 
è perfettamente udibile; viceversa, se le mani vengono battute fuori tempo, il volume è ri-
dotto sensibilmente. Questa caratteristica restituisce un feedback audio molto intuitivo che 
consente allo user di comprendere se sta tenendo il tempo in maniera corretta (colpo in 
battere) oppure no (colpo in levare) e, conseguentemente, di imparare a “tenere il tempo”.
Sperimentazione e valutazione
La sperimentazione è stata condotta presso il Centro F.A.R.E. di Perugia (http://www.centrofare.it/), spe-
cializzato nel trattamento dei disturbi specifici dell’apprendimento. In accordo con i terapisti del Centro, 
che hanno coadiuvato e supervisionato costantemente le attività, è stata condotta una sperimentazio-
ne della durata di un mese suddivisa in nove sessioni. Alle sessioni hanno partecipato due bambini (un 
maschio ed una femmina rispettivamente di 11 e 12 anni) che hanno eseguito, prima e dopo l’intero 
ciclo di attività, il test delle parole e quello delle non-parole al fine di valutare le loro competenze iniziali e 
poter così valutare eventuali miglioramenti.
La sperimentazione non si è concretizzata solo nella valutazione dei risultati e dell’efficacia degli stru-
menti proposti, ma è servita soprattutto per riprogettare e ridefinire in corso d’opera i prototipi (Fig. 20)
e la strutturazione dell’attività.
Nel paper 2 vengono riportati i risultati della sperimentazione e le metodologie di valutazione adottate.
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Paper 4
Lund, H.H., Marti, P., Tittarelli, M. (2014). Remixing Playware. In Proceedings of The 23rd IEEE 
International Symposium on Robot and Human Interactive Communication, Edinburgh, 
Scotland, UK August 2014.
Il paper descrive il concetto di remixing playware, un approccio progettuale basato sul re-
mix sia fisico che funzionale per i sistemi dedicati alla musica e alla performance musicale. 
Si focalizza sugli aspetti di user-conFig.urable modularity, user-guided e behavior-based sy-
stem come metodologie progettuali e realizzative che permettono allo user di riconfigura-
re, in maniera coinvolgente, il suono di una composizione musicale. Il concetto di remixing 
playware viene introdotto da Henrik Hautop Lund ed esplicato attraverso diversi esempi 
di interfacce grafiche, come la app MusicTiles, e interfacce tangibili come i MagicCubes, il 
sistema RoboMusic ed il sistema Sound and Sensors.
Nel paper ci siamo occupati, assieme a Patrizia Marti, della descrizione delle modalità di in-
terazione, del funzionamento e delle tecnologie applicate ai cinque strumenti del sistema 
Sound and Sensors (S’n’S) dei quali abbiamo curato l’ideazione, lo sviluppo e la realizzazio-
ne.
Video 4
Il video (http://www.roboticsandlearning.org/?post_type=portfolio&p=314&lang=it) pre-
senta tre dei cinque strumenti che compongono il sistema S’n’S.
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Paper 5
Tittarelli, M., Marti, P., Peppoloni, D. (2014). Rapping Dyslexia: Learning Rhythm, Rhyme and 
Flow in Dyslexic Children. In Proceedings of the 8th Nordic Conference on Human-Compu-
ter Interaction, NordiCHI2014, Helsinki, Finland, October 2014.
Il paper descrive l’utilizzo e il re-design di uno degli strumenti del sistema Sound and Sen-
sors (la DjConsole) come supporto nel trattamento della dislessia. Sono riportati i processi 
di definizione dell’attività (strutturata attraverso tre cicli iterativi di prototipazione iterativa) 
e i risultati e le metodologie adottate per la valutazione della sperimentazione condotta. 
Nel paper, coadiuvati da Patrizia Marti, ci siamo occupati della descrizione del re-design del-
la DjConsole e del prototipo wearable Clap, dell’ideazione e della strutturazione dell’attività 
(basata sul cantato rap), della raccolta e della analisi dei dati ottenuti nella sperimentazione.
La Dott.ssa Diana Peppoloni si è occupata di definire le implicazioni teoriche sottostanti 
all’applicazione degli strumenti proposti a soggetti con dislessia già certificata, evidenzian-
do i possibili vantaggi che questi ultimi avrebbero tratto dalla somministrazione di una si-
mile metodologia compensatoria e contribuendo alla stesura del protocollo sperimentale.
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Riflessioni e conclusioni 
I Design case presentati nella tesi sono il risultato dell’attività di ricerca che abbiamo svolto 
dal 2012 al 2015. Abbiamo pensato di inserire, in questa nostra trattazione, alcuni degli ar-
ticoli che sono stati pubblicati in atti di conferenze internazionali ACM e IEEE, in maniera da 
raccontare e far emergere il nostro contributo nella ricerca nell’ambito delle TUIs.
Durante questi tre anni abbiamo avuto l’opportunità di confrontarci con diverse metodolo-
gie di interazione e di realizzazione dei prototipi. Abbiamo potuto osservare, sperimentare 
e comprendere quelle soluzioni di design che la ricerca propone cercando di applicare i 
paradigmi che riteniamo più validi nei nostri progetti. 
Nei lavori presentati le TUIs sono state proposte in due diversi contesti di ricerca: il Design 
case 1, che si inserisce infatti all’interno di un progetto europeo (Accompany), e il Design 
case 2, che è un’esplorazione interna al Laboratorio di Robotica e Tecnologie per l’Appren-
dimento (Unisi) nell’ambito del quale abbiamo avuto l’opportunità di lavorare in questi tre 
anni.
Nel primo caso abbiamo utilizzato materiali e tecniche innovative (processi di produzione 
additiva), mentre nel secondo abbiamo proposto un remix di materiali di riuso (cartone e 
stoffa). Eppure i due Design case sono legati da un filo comune: quel filo che abbiamo cer-
cato di tessere per costruire una relazione qualitativa tra corpo e digitale attraverso le TUIs.
Per quanto riguarda il Design case 1 (p. 42), la ricerca svolta ci ha permesso di ottenere ri-
sultati molto positivi che sono stati confermati sia dalle valutazioni che abbiamo condotto 
(Marti et al., 2013; Marti et al., 2015) che dalla review finale della Commissione Europea per 
il Work Package 2 del progetto Accompany. 
Le ipotesi riguardanti la possibilità di riprodurre una relazione di tipo empatico tra uomo 
e robot, attraverso l’utilizzo di una GUI, sono state confermate dalla valutazione condotta 
(Paper 2, p. 65) su un campione di 60 soggetti. I dati hanno dimostrato che l’utilizzo delle 
“maschere empatiche” ha avuto un impatto molto positivo riguardo la capacità dei soggetti 
nell’assumere la prospettiva dell’altro, sentendosi quindi coinvolti con gli “stati emotivi” del 
robot (p. 69).
Tutto ciò conferma la qualità di un approccio progettuale basato sul disegno. La compren-
sione dei video-scenari proposti, infatti, è stata netta in quelle soluzioni grafiche che par-
tivano dal “disegno” di un’espressione, contrariamente a quelle basate sull’utilizzo di “filtri 
grafici” realizzati digitalmente (Marti et al., 2013). 
Successive valutazioni hanno dimostrato la qualità delle “maschere espressive” ottenendo 
positivi riscontri (Iacono et al., 2014) anche e soprattutto sul piano qualitativo. 
Questi esiti ci convincono sempre di più che un approccio “tangibile” alla progettazione 
ed al disegno (schizzi, disegni a mano libera) sia molto più efficace rispetto a un approccio 
basato sull’uso di software per la computer grafica. 
Crediamo infatti che, una progettazione basata sull’uso del disegno a mano libera, permet-
ta di far risaltare idee, impressioni, metodologie realizzative in maniera molto più veloce e 
significativa rispetto agli “strumenti digitali” e che perciò debba essere il punto di partenza 
essenziale di ogni progettazione qualitativa. Il disegno a mano consente di creare un lega-
me fra le nostre abilità cognitive e quelle percettivo-motorie che interpreta in pieno il para-
digma di interazione continua: possiamo infatti enfatizzare un particolare segno calcando 
sul foglio in misura maggiore o minore, esprimendo così dei tratti che risultano espressivi e 
significativi. Questo non avviene quando si progetta partendo dai software per la compu-
ter grafica perché il loro uso implica l’instaurarsi di “processi” che risultano estremamente 
vincolati alle caratteristiche e alle funzionalità di ogni programma. 
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Con ciò non si intende negare che l’uso di questi software non si sia rivelato importante per 
il nostro lavoro; ma vi ci siamo rivolti solo in una fase successiva. In questo senso abbiamo 
operato partendo dal disegno a mano libera (atomo) per poi, attraverso l’uso di software 
come SolidWorks, After Effects, Illustrator etc., trasporre l’idea progettuale nel “bit”.
Lo stesso approccio è stato utilizzato nel redesign della cover Squeeze Me (p. 75).
Quest’ultima rappresenta una forte innovazione nell’ambito delle TUIs destinate al cam-
po applicativo della comunicazione (Marti et al., 2014). Precedenti esperienze (Kildal et al., 
2012) avevano mostrato le qualità d’ interazione proprie di uno smartphone dalla struttura 
flessibile, poiché consente allo user di interagire con le sue funzioni deformando il device 
stesso ma, dati alcuni limiti applicativi, abbiamo realizzato una cover interattiva per tablet 
che, opportunamente ridimensionata, può essere utilizzata su qualsiasi modello di tablet.
Non è infatti il device stesso che possiede particolari caratteristiche o conformazioni, ma è 
“l’involucro” che lo riveste che permette di concretizzare un’interazione ricca ed espressiva. 
Ogni persona ha un diverso modo di “stringere” la cover, di relazionare il proprio corpo con 
il digitale, attraverso l’intensità della stretta che applica su di essa.
Per enfatizzare il concetto di feedforward (Wensveen et al., 2004) nel design della cover ci 
siamo ispirati alla forma degli arti inferiori. Le ossa sono uno dei primi oggetti che l’uomo ha 
utilizzato come “strumento”; abbiamo quindi proceduto riproponendo, in un oggetto au-
mentato, quelle affordances (Gibson, 1979) che l’uomo aveva “trovato” in questi particolari 
elementi dell’ambiente. Attraverso lo studio dell’anatomia infatti, siamo riusciti a proporre 
il design di una TUI ergonomica che “suggerisce” allo user il modo in cui può essere mani-
polata e che, nell’ambito della nostra ricerca nel design dell’interazione, crea un continuum 
formale ed estetico con esperienze precedenti (Trotto et al., 2012).
Le innovazioni che abbiamo proposto nella cover Squeeze Me non consistono solo nel suo 
particolare design: per creare un mapping “perfetto” fra la pressione esercitata dalle mani 
dello user e la risposta del sistema, siamo ricorsi alla realizzazione di sensori di forza resistivi 
realizzati su misura per la cover. Questi sensori sono stati ottenuti sovrapponendo un layer 
di Velostat® ad uno in polietilene espanso, entrambi inseriti tra due fogli plastificati in allu-
minio. Questa soluzione ci ha permesso di mantenere uno spessore dei sensori inferiore al 
millimetro e di ridurre il loro costo di circa il 75% rispetto a quelli reperibili in commercio.
Per giungere a questa soluzione abbiamo operato con una modalità trial-and-error che ci 
ha permesso di scoprire vantaggi e svantaggi di questa particolare metodologia realizza-
tiva. A differenza dei sensori industriali, infatti, l’approccio e i materiali utilizzati ci hanno 
consentito di ottenere dei sensori che possono essere realizzati in qualsiasi forma e dimen-
sione. 
Questo aspetto, dal nostro punto di vista, rappresenta un fattore essenziale quando si rea-
lizza una TUI perché la possibilità di “costruire” dei sensori ad hoc libera da vincoli riguardo 
al numero e al posizionamento dei sensori al suo “interno”. 
Questa soluzione interpreta l’approccio che abbiamo adottato nella realizzazione dei pro-
totipi, dove abbiamo agito da “artigiani digitali” combinando alle tecnologie il “saper fare” 
delle nostre mani. Abbiamo infatti agito da progettisti “prototipatori” sperimentando tutte 
quelle soluzioni che ci avrebbero permesso di ottenere dei risultati funzionali e qualitativi.
In questo senso crediamo fermamente che l’innovazione sia soprattutto nel concetto che 
un oggetto di design riesce a veicolare e non solo nel mezzo che si adotta per giungere ad 
un risultato.
Il nostro lavoro attinge fortemente alla “materia”. I materiali, nella nostra ricerca, ci hanno 
consentito di concretizzare quei paradigmi che, alla luce dello stato dell’arte, erano stati 
messi in atto attraverso una serie di complessi sistemi di elaborazione (Ishii et al., 2012).
La cover, realizzata mediante innovativi processi di produzione additiva (stampante 3D di 
tipo DLP), è composta da una parte morbida ed una rigida che contiene al suo interno tutte 
le componenti elettroniche (p. 76). La parte morbida è composta da strati di resina sinte-
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tica malleabile che ci hanno permesso di concretizzare un feedback tattile perfettamente 
mappato al dato digitale. Lo user, in questo modo, può “controllare” il dato digitale non solo 
attraverso la rappresentazione sul tablet, ma anche attraverso la risposta meccanica della 
cover stessa.
Abbiamo così definito le interfacce tangibili come degli oggetti aumentati che permet-
tono allo user, nello stesso tempo e nello stesso spazio, di “commisurare” le sue azioni alle 
risposte fisiche e digitali di un sistema. Con il Design case 1 (p. 42) abbiamo cercato di dar 
vita a questa nostra definizione: lo user, infatti, può controllare in maniera molto precisa 
le sue azioni sia in relazione alla “risposta” della GUI che alla deformazione e alla resistenza 
offerta dalla cover.
Pensiamo che non sia un caso che la cover sia stata apprezzata per la sua piacevolezza 
(Marti et al., 2015), pur essendo stata messa a confronto con quelle touch gestures (pinch e 
slide) con cui siamo abituati a interagire con i dispositivi mobile. In questo caso il materiale 
utilizzato risulta “caldo” e piacevole al contatto con il corpo, a dispetto della “fredda” rigidità 
degli schermi touchscreen.
L’utilizzo delle tecniche di prototipazione rapida presenta anche degli svantaggi: in parti-
colare il processo di stampa “a strati” rende i modelli relativamente fragili in quelle sezioni 
parallele rispetto al piano di stampa che sono contraddistinte da un esiguo spessore. Un 
processo di redesign del modello 3D può consentire di apportare efficaci modifiche nei 
punti più sollecitati, ma non potrà mai rendere la struttura del modello finale compatta e 
omogenea.
In tal senso, stiamo conducendo delle sperimentazioni su alcuni materiali “morbidi” che ci 
permetterebbero di migliorare ulteriormente le affrodances della cover, mettendo in atto 
metodologie di realizzazione per “stampaggio a colata”. Abbiamo infatti individuato nel-
le gomme siliconiche e nei poliuretani elastici stampabili ad iniezione i materiali che ci 
consentiranno di realizzare una cover più morbida e piacevole al tatto. L’ ipotesi di questa 
nuova ricerca è di sfruttare le tecniche di stampa 3D per realizzare degli stampi qualitativi 
che ci permettano di inserire tutte le componenti hardware del sistema all’interno di una 
“unica” cover estremamente resistente, flessibile ed economica. A tale proposito abbiamo 
già studiato soluzioni che ci hanno consentito di raggiungere questo obiettivo.
Dall’altro lato invece, i materiali utilizzati nel progetto Sound and Sensors (cartone e stoffa), 
ci hanno permesso di generare “nuovo” design in maniera molto veloce (p. 83). A tale ri-
guardo non ci siamo affidati a particolari tecnologie ma abbiamo fatto fede ad una manua-
lità che appartiene, per così dire, a tempi “passati” dove la bravura dell’artigiano (Sennett, 
2008) sopperiva alla mancanza di una determinata tecnica o tecnologia. In questo senso vi 
è un legame molto stretto fra la mano che ha realizzato i prototipi e le mani delle persone 
che suonano gli strumenti: una qualità dell’artefatto che il mondo dell’industria, della pro-
duzione in serie e dell’ “omologazione”, cui accennava Pasolini, ci ha fatto dimenticare. 
Ci piace evidenziare quindi la particolarità di questa TUI in cui il prototipo è in qualche 
maniera un “prodotto” dell’artigianato, di un artigianato “nuovo” che ha saputo creare un 
connubio tra l’abilità manuale e le possibilità offerte dal digitale.
Questo connubio ha avuto un’importanza fondamentale soprattutto nel momento in cui 
abbiamo applicato la Dj Console come strumento di supporto nel trattamento della disles-
sia (paper 5). Durante la sperimentazione condotta l’utilizzo del cartone ci ha consentito di 
modificare la struttura e le caratteristiche della Dj Console in base a quei cambiamenti che 
ritenevamo necessari apportare rispetto alla strutturazione delle attività. In un’ottica di user-
centerd design abbiamo modificato sia la parte hardware che quella software del sistema 
Sound and Sensors, tenendo conto dei feedback ricevuti dai soggetti che avevano preso 
parte alla sperimentazione.
Seguendo un approccio di research-through-design abbiamo inoltre proposto un nuovo 
strumento wearable, il Clap, che ci ha permesso di enfatizzare il coinvolgimento del corpo 
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durante le sessioni e di creare un legame più diretto tra gesto e suono. I risultati sperimen-
tali (Tittarelli et al., 2014) sono basati su un unico soggetto e quindi non possono essere 
considerati “validi” dal punto di vista terapeutico; tuttavia hanno dimostrato la potenzialità 
di un approccio olistico dove, nella comparazione (p. 106) tra i test delle parole e non pa-
role (Gathercole et al., 1996) eseguiti prima e dopo l’attività, abbiamo riscontrato, per il test 
delle parole, una significativa diminuzione degli errori (da 10 a 5) e un miglioramento nella 
fluenza (da 2,61 a 2,90 sill./sec.).
I materiali a tale scopo hanno giocato un ruolo fondamentale perché ci hanno permesso di 
adeguare il design degli strumenti anche nell’arco di una sola giornata. Al tempo stesso gli 
strumenti impiegati hanno dimostrato di possedere una qualità formale che li rende molto 
più simili a dei prodotti finiti che non a dei “rough prototypes”. Oltre a questo abbiamo gioca-
to sulla forte fascinazione che deriva dal manipolare un oggetto, composto da un materiale 
“atono” come il cartone, che riesce, tramite la tecnologia, a trasformare l’interazione in suo-
no. I riscontri positivi ricevuti dalle persone coinvolte nell’iniziativa, ci hanno confermato la 
validità dell’interazione progettata.
Oltre a questo, ci sembra opportuno evidenziare la particolarità del design dove i riferimen-
ti formali e d’interazione sono ispirati agli archetipi degli strumenti “reali”, fatta eccezione 
per il Theremin (immagine a p. 78) che trova, nelle prospettive degli schizzi architettonici di 
Sant’Elia, la sua ispirazione.
Il software open-source Pure Data, sviluppato da Miller Puckette (Puckette, 1996), ci ha per-
messo di trasformare il gesto in suono realizzando apposite patch: in questo senso cre-
diamo fortemente nell’importanza dei software “liberi” perché permettono di diffondere 
possibilità e conoscenze a tutti.
Questo fattore ci sembra essenziale nella realizzazione di prodotti destinati all’ambito tera-
peutico dove spesso gli strumenti che le aziende mettono a disposizione hanno un costo 
elevato. A breve, riguardo alla Dj Console, andremo a distribuire in modalità open-source le 
patch del sistema che, assieme ad un tutorial che illustra le modalità di realizzazione della 
parte hardware di questa TUI, saranno disponibili per chiunque vorrà riprodurlo.
In conclusione, riteniamo di aver dato una risposta concreta alle domande di ricerca che ci 
eravamo posti all’inizio del nostro lavoro (p. 8). 
In particolare ci eravamo chiesti se fosse possibile, attraverso gli strumenti e le metodologie 
offerte dall’ interaction design, creare dinamiche d’interazione più ricche e coinvolgenti. 
Ci eravamo inoltre chiesti se, attraverso il design, fosse possibile creare forme di relazione 
contraddistinte da qualità espressive ed emozionali.
Nel Design case 1 il design delle maschere dinamiche della GUI ha dimostrato, osservando 
i dati presentati (p. 64), la sua efficacia nell’instaurare una relazione di tipo empatico tra user 
e robot, rispondente alle aspettative sociali della persona. A questo abbiamo “associato” 
una TUI che, attraverso il suo particolare design, permette allo user, da un lato (progetto Ac-
company), di comunicare necessità e bisogni al robot in maniera molto semplice (pp. 72-
75) e dall’altro di poter interagire con i dispositivi mobile attraverso una modalità piacevole 
ed innovativa (Marti et al., 2015). In questo caso, facendo leva sui paradigmi di continuous 
interaction e di feedforward inerente, siamo riusciti a realizzare delle modalità di interazione 
espressive che creano una forte correlazione tra la materia e il dato, tra la forma e la funzio-
ne, tra il corpo e il digitale.
Con il Design case 2 abbiamo risposto, in particolare, alla prima domanda che ci eravamo 
posti, realizzando una TUI che fa del coinvolgimento del corpo un elemento essenziale 
nella produzione del suono. In questo caso le modalità di interazione progettate ci hanno 
permesso di realizzare un’attività innovativa e divertente nell’ambito delle terapie di sup-
porto per la dislessia. I riscontri positivi della sperimentazione condotta (p. 106) ci hanno 
confermato la validità di questo tipo di approccio.
Le esperienze maturate nel corso di questi tre anni ci hanno permesso di approfondire 
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gli aspetti teorici che sono alla base della ricerca e ci hanno consentito di sperimentare 
attivamente le soluzioni formali e tecnologiche che sono alla base della progettazione di 
una TUI. Crediamo che le interfacce tangibili siano un tramite importante per collegare il 
mondo “fisico”, quello che afferisce alla materia, a quello “fluido” più strettamente legato 
all’elaborazione di un dato altrimenti sottile, impalpabile.
I progetti che abbiamo presentato sono la parte più consistente del lavoro svolto in questi 
tre anni: abbiamo infatti avuto la fortuna di poter lavorare anche in altri campi dell’interac-
tion design come, ad esempio, nella progettazione e realizzazione dell’ installazione interat-
tiva “Ballade of women” (Marti et al., 2015). 
Eppure le TUIs hanno, a parer nostro, delle qualità particolari in cui la tecnologia riesce a 
rendersi concreta, palpabile in uno spazio ben definito, che non è composto solo di mate-
ria ma soprattutto di forma che, in modo più o meno estetico, riesce ad assumere il ruolo 
di “involucro dell’informazione”.
E se è vero che l’oggetto è un tramite che ci permette di misurare il nostro ambiente allora 
è anche vero che uno strumento nuovo ci permette di mettere in atto quella particolare 
predisposizione che abbiamo. Quella particolare predisposizione dell’uomo a protendersi 
dallo spazio corporeo verso lo spazio del possibile.
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