Abstract-We report on promising results concerning the identification of a user just based on its facial action units. The related Random Forests classifier which analyzed facial action unit activity captured by an ordinary webcam achieved very good values for accuracy (97.24 percent) and specificity (99.92 percent). In combination with a PIN request the degree of specificity raised to over 99.999 percent. The proposed biometrical method is unaffected by a user's emotions, easy to use, cost efficient, non-invasive, and contact-free and can be used in human-machine interaction as well as in secure access control systems.
Introduction
Robust user identification is a precondition of modern human-computer interaction systems, in particular of autonomous robots, not only for issues of security but also for convenience [1, 2] .
While biometric user identification by fingerprints or pulse response is not contactless and photography-based approaches (iris, retinal, and face scans) can be tricked by previously captured images [2] - [4] , we investigate the possibility of identifying a person using its specific facial expressions measured by the amount of facial action units. Since these facial action units are not only user-specific [5] but also emotion-specific [6] and emotions substantially affect a broad range of user behavior e.g. mouse trajectories [7] , the particular difficulty is the development of a robust user identification method unaffected by a user's emotions.
That is why in this paper we evaluate the possibility of reliably identifying a person based on its facial action units and unaffected by its emotions.
The research question is: "Can we robustly identify a user based on its facial action units and unaffected against its emotions?"
In order to identify the correct user we made use of a Random Forests decision tree classifier. The classifier uses neurophysiological data from a controlled laboratory experiment in which we continuously recorded facial action units while evoking specific emotions by displaying 14 normative emotional stimuli from the International Affective Picture System (IAPS) [8] .
As a result we achieved a balanced prediction accuracy of 97.2 percent just based on the facial expressions. When we combine the biometric capture with a PIN request, which is a rule in access validation systems [2, 3] , we reached a very good false positive rate of only 7.633284e-06 (over 99.999 percent specificity).
On the basis of our results we can offer some interesting theoretical insights, e.g. which facial action units are the most predictive for user identification such as the lid tightener (orbicularis oculi, pars palpebralis) and the upper lip raiser (levator labii superioris). In addition our work has practical implications as the proposed contactless user identification mechanism can be applied as a comfortable way to continuously recognize people who are present in human-computer interaction settings, and an additional authentication mechanism in PIN entry systems.
The most important findings from these analyses are:
1) It is possible to identify a person based on its facial action units alone with an accuracy of 97.2 percent. 2) This user identification mechanism is unaffected by the user's emotions. 3) Important for secure access control, the specificity (true negative rate) is 99.92 percent. 4) In combination with a PIN request the degree of specificity raised to over 99.999 percent. 5) The most important facial muscles for robust user identification are the orbicularis oculi (pars palpebralis), levator labii superioris, and orbicularis oris.
The paper is organized as follows: Next we present an overview of the research background on facial expressions and the facial action coding system before providing the research methodology, including experimental procedure, stimuli, sample characteristics, measurements, data preparation, and the Random Forests decision tree method. After that we present the machine learning results concerning the performance evaluation and analysis of important specific facial action units and related facial muscles. We then discuss the results and include theoretical and practical implications, before concluding with limitations and suggestions for future research.
Research background on facial expressions and the facial action coding system
The identification of a human by another human through the analysis of the others' face and its facial expressions is part of a long evolution over several phylogenetic [9] and ontogenetic hominid evolution stages [10] . Facial expression analysis is a key concept of communication and social competence [9, 11] . Any human being's facial expression can be broken down into smaller facial actions, so-called facial action units, e.g. the raising of the inner brow (action unit 1) or outer brow (action unit 2). The facial action coding system (FACS) by Ekman et al. [6, 13] is a system that describes all observable facial movements anatomically based on the contraction of specific facial muscles (see figure 1 ), e.g. zygomaticus major muscle for the lip corner puller (action unit 12). While it was found that the use of facial action units is partly unique for a user [5] , it was also found that specific combinations of facial action units are related to specific user emotions [15] . For instance, while happiness is related to the combination of action units 6 and 12, contempt is related to action unit 14 [16] . 
Methodology
In order to clearly contribute to NeuroIS research and show strong methodological rigor, we followed the NeuroIS guidelines provided by vom Brocke and Tiang [17] . To base the experimental design adequately on solid research in related fields of neuro-science we reviewed the fundamental anatomical mechanism of the relationship between specific facial expressions, their related facial action units and facial muscles [6, 13] . The methodology uses camera-based facial action unit analysis as a well-established approach in physiology and psychology [5, 14, 15] . With this method, bio-data (i.e. facial action units related to specific facial muscles) can be used to better identify the correct user (cf. guideline 4 of [17] ). In comparison to other neuroscience tools, camera-based facial action unit analysis is a contactfree and efficient method of choice. We further applied the guidelines and standards from the Noldus FaceReader 6 manual.
Experimental procedure
We chose a one group design (within-subject, proven emotional stimuli from the International Affective Picture System (IAPS) [8] Copyright by IEEE
The standardized test procedure was as follows (figure 5). First, the laboratory assistant welcomed the participant and explained the laboratory environment in general. After that the participant was provided with information about the experiment and read this before signing a consent form. In the next step the fourteen IAPS stimuli (see table 1) were randomly presented on a computer and the participant had to evaluate its subjective perception of emotions that occurred by rating every stimulus relating to the seven basic human emotions (anger, contempt, disgust, happiness, sadness, fear, surprise) using a six-point Likert scale without a time limit. Finally, the participant had to answer demographic questions (age, gender). After completing the procedure we talked to the participant about the stimuli in order to ensure that they were in a good mental state before we discharged her or him.
Stimuli
To evoke specific emotions we used 14 pictures from the International Affective Picture System (IAPS). IAPS is a database designed for experimental investigations providing a standardized, emotionally-evocative, internationally accessible set of color pictures for studying emotion and attention [8] . We chose six pleasant, six unpleasant and two neutral pictures from IAPS (see table 1 ) and presented them completely at random to the participants. We controlled the subjective perception of emotions that occurred by asking the participants to rate every stimulus concerning the seven basic human emotions (anger, contempt, disgust, happiness, sadness, fear, surprise) using a six-point Likert scale. For example, we show the boxplots for the perceived participants' emotions in figures 6 (gun), 7 (buttons), and 8 (baby). All other perceived emotion ratings are shown in the appendix. 
No

Sample characteristics
We recruited 106 participants to take part in the laboratory experiment. Two participants did not take part in the experiment after reading the declaration of consent and reporting that they had specific phobias (in one case arachnophobia, in the other case snake phobia). That is why we decided to exclude them from the experiment. In addition, data from two other participants tested in succession had to be removed due to technical reasons (time lag in loading stimuli due to a technical network IP conflict). The final dataset comprised 102 participants (48 females, 54 males) aged from 18 to 78 years (M=41.3, S.D.=15.2).
Measurements
Each of the twenty most common facial action units (see table 2) was measured using the Noldus FaceReader software analysing video material from an Axis M1054 IP camera (1280x720 pixel, 30 pictures per second). If action unit activity was detected, it was numerically coded in five 
Data preparation
For all participants we recorded about 13 hours of facial expression material in total. For each of the 102 participants and for each of the 14 IAPS stimuli presented, we summarized the specific intensities of facial action unit activity, resulting in 1428 data records (102 times 14). 
User identification by Random Forests
In this study, the Random Forests (RF) method was used to identify a user based on its facial action units data. RF is a machine learning classifier which is based on an ensemble (a bag) of unpruned decision trees [21] . Ensemble methods are related to the idea that an aggregated decision from multiple experts is often superior to a decision from a single system. The classification decision is built on a majority vote principle based on all trees of the RF. The conceptual idea underlying a decision tree is to recursively identify a predictor that allows the sample to be split in two subparts that are as homogeneous as possible with regard to the classification task at hand. For binary predictors (yes/no) the split point of the variable is self-evident; for polytomous or continuous predictors the algorithms identify the most selective split point for the dependent variable using Gini impurity as a measure. In this way, a tree-like structure is built. The procedure is repeated until a stop signal is reached -e.g. all cases are classified, or the algorithm cannot improve the accuracy of the classification anymore [21] . Such types of algorithms are called recursive partitioning because the sample is subdivided (i.e. partitioned) into smaller parcels in a reiterated manner.
Since RF is unmatched in its accuracy among current machine learning algorithms, RF has been successfully apBuettner, R.: Robust user identification based on facial action units unaffected by users' emotions. In HICSS-51 Proceedings: 51th Hawaii International Conference on System Sciences (HICSS-51), January 3-6, 2018, Big Island, Hawaii. Preprint.
Copyright by IEEE plied to a number of different neuro-and bio-science related research problems such as brain imaging [22] , gene expression [23] , biomarker identification [24] , and information systems [25, 26] . In particular, RFs are especially useful in, but not limited to, "small n, large p" problems, where the number of predictor variables p is larger than the number of cases n. Even with sufficiently large samples RF can be a valuable tool, as they allow the delineation of statistical properties such as non-linear trends, high-degree interaction, and correlated predictors. Additionally, assumptions that are needed for classical multivariate analyses such as homoscedasticity (homogeneity of variance), linear associations between variables, or metric variable levels are not necessary [21] .
Results
For RF training and analyses we applied the randomForest v4.6-12 package within a R x64 3.4.0 environment [27] running on a 32 GB RAM Lenovo W530 workstation.
For training and evaluation of the Random Forests decision tree we split the n=1,413 sample in a training partition (n T =1,109) and an evaluation partition (n E =304).
The Random Forests classifier was built using 612 voting trees.
Performance evaluation
We evaluated the developed user identifier in terms of class-averaged sensitivity (true positive rate), specificity (true negative rate), precision (positive predictive value), negative predictive value, and balanced accuracy. As shown in The results indicate the trained classifier has a balanced prediction accuracy of 97.24 percent -just based on facial expressions. The calculated multi-class area under the curve is 0.9659.
In order to prevent unauthorized access by means of secure access control systems the specificity (true negative rate) is an important indicator. Based on facial expressions alone, the trained classifier shows a specificity of 99.92 percent. When the facial expressions-based classifier is combined with a PIN request -which is a rule in access validation systems [2, 3] -we reached a very good false positive rate of only 7.633284e-06 (over 99.999 percent specificity).
Importance of specific facial action units
The trained Random Forests classifier can be analyzed to investigate the importance of specific facial action units. The Random Forests classifier uses Gini impurity as the measure of choice to split a sub-tree. Gini impurity is calculated by
, where p i is the proportion of instances in the dataset that take the ith value of the target attribute and C is the number of classes. Table 5 shows the total decrease in Gini impurities from splitting on the variable, averaged over all trees.
AU Description
Decrease of Gini impurity As shown in table 5 the Lid Tightener (action unit 7), Upper Lip Raiser (action unit 10) and Lip Tightener (action unit 23) are the three most important variables to identify a person (unaffected by its emotions). Figure 9 highlights those facial muscles which are most important for robust user identification (orbicularis oculi, pars palpebralis; levator labii superioris; orbicularis oris).
Discussion
User identification methods should be evaluated by its performance, acceptability, and circumvention [4] . outperforms non-contactless approaches such as electroencephalography (from 72 percent accuracy using single eventrelated potentials to 96.7 percent accuracy using multiple epochs [28] Our method (facial action units) 0.0000076 Table 6 : False positive rates of available technologies from the biometric authentication review [29] in comparison with our method.
(2) Acceptability: In addition, the acceptability of the camera-based proposed identification method is high since it is easy to use, cost efficient, non-invasive and contactfree, whereas other physiological/biometric data from electrodermal activity, heart-rate, electroencephalography, facial electromyography, functional near infrared spectroscopy cannot be captured by contact-free methods, and functional magnetic resonance imaging, positron emission tomography or magnetoencephalography are very cost-expensive [30, 31] .
(3) Circumvention: While photography-based approaches (iris, retinal, and face scans) can be tricked by using previously captured images [2] - [4] , the method proposed here uses living data from facial muscles.
Theoretical implications
Our research offers insights into those facial muscles which are most suitable for user identification. The three most important facial muscles for robust user identification are the orbicularis oculi muscle (pars palpebralis), levator labii superioris muscle, and orbicularis oris muscle.
Practical implications
A precondition of "the next generation of humancomputer interfaces [...] able to facilitate more lifelike and natural interactions with humans" [32, p. 62 ] is the automatic identification of the interacting human user through the machine. The camera-based approach proposed here allows such an automatic user identification. While the approach is easy to use, cost efficient, and contact-free, it is suitable for applications in human-machine interaction settings. Furthermore, the identification method can also be used in human-machine interaction with digital avatars [1] .
Because of the very high true negative rate of 99.92 percent and over 99.999 percent in combination with a PIN request the method is applicable for access control systems.
Conclusion
We built a Random Forests classifier identifying a user based on its facial action unit activity that is captured by an ordinary webcam. The performance evaluation revealed a higher accuracy and -what is important for secure access systems -a higher true negative rate in comparison to existing approaches. In combination with a PIN request the specificity (true negative rate) rises to over 99.999 percent. Because our method uses living data (facial action unit activity related to facial muscle activity) from humans it is hard to circumvent the approach. In addition, the proposed method is also easy to use, cost efficient, non-invasive and contact-free.
As demonstrated in table 6, with a false positive rate of of only 7.633284e-06 (over 99.999 percent specificity) our method outperforms all other currently available biometric technologies.
Limitations
While our user identification method is useful for practical applications, a straight head orientation of the user in front of the camera is important to properly detect the facial Buettner, R.: Robust user identification based on facial action units unaffected by users' emotions. In HICSS-51 Proceedings: 51th Hawaii International Conference on System Sciences (HICSS-51), January 3-6, 2018, Big Island, Hawaii. Preprint.
Copyright by IEEE action units. Another limitation is related to the fact that the facial action units of every participant were recorded in a small time frame (about 8 minutes per participant). In order to address the concern of the small time frame we afterwards analyzed data from another experiment [33] and picked those nine participants where we captured more than one hour of facial action data. On the basis of this facial action data we trained and re-evaluated our Random Forests algorithm. As a result, we can report that we were able to robustly identify each participant correctly in all smaller time frames during the whole experiment (accuracy of 100 percent). However, the sample size of this retest is small and we captured the facial action data only on one day for each participant. That is why our future research will use a test / re-test experimental setup to train and evaluate our classifier at one meeting and evaluate the classifier again a few days later [34, 35] .
Future research
Beyond relaxing the limitations mentioned before, future research should focus on the possibility of combining biometric authentication methods [36] . Copyright by IEEE
