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Resumen 
 
 En este artículo se presentan las líneas de  
investigación aplicada al desarrollo del 
control de robots y artefactos mediante 
bioseñales cerebrales. Se enuncian distintos 
aportes realizados y en especial se presenta la 
actual línea de trabajo sobre la base del 
control centrado en el estado emocional o 
afectivo del usuario.  
Palabras claves: Emotional Control, Brain 
Machine Interface, Bio-Electrical Signal, 
Human Machine Interfaces. 
1. Contexto.  
   Esta línea de investigación se orienta al 
estudio y desarrollo de soluciones de 
ingeniería para aplicar Brain-Machine 
Interfase (BMI) al control de artefactos y 
robots, basado en el estado emocional del 
usuario. La línea de investigación aplicada de 
BMI es financiada por la Universidad de 
Morón en el  contexto del PID 01-001/12 
radicado en el Instituto de Sistemas 
Inteligentes y Enseñanza Experimental de la 
Robótica (ISIER) con la cooperación del 
Laboratorio de Sistemas de información 
avanzada del departamento de computación 
de la Facultad de Ingeniería de la Universidad 
de Buenos Aires.  
2. Introducción. 
    En el campo de las interfases emergentes se 
presenta la Interfaz Cerebro Computadora 
(BMI o también conocida como BCI por sus 
siglas en inglés), ésta facilita la comunicación 
entre las funciones mentales o cognitivas 
creadas a partir del cerebro de una persona, 
captando las señales eléctricas, para ser 
procesadas, clasificadas y comunicadas con 
aplicaciones o dispositivos específicos. 
Resulta interesante destacar que las 
aplicaciones que emplean interfases BMI han 
aumentado durante las últimas dos décadas 
[1], desde controlar el encendido y apagado 
de luces, uso de sillas de ruedas, control de 
una computadora [2], movimientos en el 
espacio [3] hasta videojuegos [4]. En el 
campo científico se presenta el interés inicial 
en el empleo de  BMI desde el año 1973 [1]. 
Las primeras publicaciones en el campo de 
investigación en BMI se realizaron en los 
años noventa 1990 [5] y 1991 [6]. La 
aplicación de bioseñales para el control de 
sistemas, robots, aplicaciones, juegos y otros 
dispositivos, presentan un enfoque novedoso 
al abrir las puertas para la interacción entre 
humanos y computadoras en una nueva 
dimensión, donde se explotan específicamente 
biopotenciales eléctricos registrados en el 
usuario, a través del electro-miograma, el 
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electro-encefalograma y el electro-
oculograma, que son bioseñales eléctricas 
generadas por los patrones de actividad de los 
músculos, el cerebro y los ojos del usuario. 
   La investigación de interfases BMI se 
desarrolla en un campo científico 
multidisciplinario, las aplicaciones que van 
desde la computación, domótica hasta la 
robótica y entretenimiento [7]. Se presentaron 
diversos trabajos en el área: los primeros, 
recurrieron a implantar electrodos 
intracraneales en la corteza motora de 
primates [8], [9]. Los trabajos no invasivos 
para humanos recurrieron a señales de 
Electroencefalogramas (EEG), aplicados a 
ejercicios de comandos mentales, como 
mover el cursor de una computadora [10], 
[11] basados en el empleo de Brain-Machine 
Interface (BMI).  El trabajo seminal de Millan 
et. al. [12], emplea como única bioseñal el 
electro-encefalograma, sobre la base del 
trabajo de dos personas para apoyar la 
navegación de un robot. A diferencia  de éste 
último, el trabajo de Saulnier et. al. [13], 
implementa un control de velocidad sobre la 
base del electromiograma e infiere el estado 
de stress del usuario a través del 
electroencefalograma y a partir de éste influir 
en el comportamiento social de robots 
domésticos, en este caso una aspiradora robot. 
 Se desarrollaron diversas aplicaciones 
empleando el BMI de EMOTIV [14], entre 
ellas el control del una pelota de futbol dónde 
en función de la excitación y la frustración, la 
pelota se mueve más rápido o más lento de 
acuerdo al estado emocional [15]. 
Recientes trabajos realizados por Mitsukura 
[16],  aplicando Neurocam [17], permiten la 
captura de imágenes que el usuario observa a 
partir de un umbral de estado emocional. 
Neurocam figura 1. 
 
 Figura 1 “Neurocam” 
 
Otras aplicaciones  de Neurowear [18],  como 
es  Necomimi [19] y Shippo [20]   asocian el 
control de orejas de gatos, o de una cola de 
animal que los usuarios aplican sobre su 
cabeza y en función del estado emocional 
éstas adoptan distintas posiciones. Necomimi 
y Shippo figura 2. 
 
 Figura 2 “Necomimi y Shippo” 
 
Los sensores de EEG también abren 
posibilidades para diversas aplicaciones de 
software que permitan recibir señales 
directamente desde las ondas cerebrales del 
usuario para poder conocer gustos, 
sensaciones y estados emocionales. Ejemplos 
de lo mencionado se pueden observar en las 
aplicaciones: Mico (figura 3) en la que el 
sistema se compone de dos partes, los 
auriculares mico, y la aplicación mico para el 
celular iPhone. Los auriculares mico detectan 
las ondas cerebrales a través del sensor en la 
frente. La aplicación analiza automáticamente 
la condición de usuario del cerebro, y busca la 
música que mejor se ajuste a la base de datos 
de música mico, y reproduce la selección que 
se ajuste el estado de ánimo del usuario.  
 
 Figura 3 “Auriculares Mico” 
 
3. Resultados Obtenidos   
   Nuestros trabajos iniciales se enfocaron en 
la ejecución de comandos empleando un BMI 
NIA [21] para la navegación de un robot [22] 
y actualmente en el control de artefactos en un 
contexto de la domótica. [23]. Controlar 
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artefactos, mover robots o facilitar la 
aplicación de dispositivos para discapacitados 
sin aplicar controles manuales y alcanzar el 
control sólo a través de la actividad mental, 
requiere alcanzar una plasticidad con un BMI 
por lo que requiere de tiempo por parte del 
usuario. En nuestras experiencias para 
facilitar el empleo a un usuario con mínimo 
entrenamiento, se desarrollo el control por 
auto foco [22] con la finalidad que el robot 
lego NXT [21] sea guiado con el empleo de 
un BMI-NIA, [21] para cumplir con un patrón 
de navegación, logrando una mejora en los 
tiempos de control mental, superando 
ligeramente al manual, en las pruebas de 
ejecución del mismo patrón de navegación 
[24], [25]. En trabajos realizados en el año 
2011 se experimentó el control remoto de un 
robot lego NXT [26] vía Internet con la 
aplicación de bioseñales con el BMI de NIA 
[21]. En posteriores trabajos [27] se desarrolló 
el control de navegación libre, empleando el 
BMI de Emotiv [14]. Se efectuaron 
demostraciones de los resultados durante el  
TEYET 2012 [28], [29],  empleando el  BMI 
de EMOTIV figura Nº 4, El mencionado BMI 
“EMOTIV” se aplicó para el control de un 
robot NXT (Adelante, Atrás, Izquierda, 
Derecha). En CACIC 2013 se efectuaron 
demostración reales del control de artefactos 
(reproductor de DVD, equipo de música, 
lámpara) controlados aplicando el BMI de 
Emotiv, sobre la base del Framework 
desarrollado para el control de artefactos [30]. 
 
Figura 4 “BMI Emotiv” 
 
El BMI (Brain Machine Interface) EMOTIV 
EPOC, articulado con su  SDK consta de un 
panel de control para generar el usuario, y 
registrar su perfil, además de facilitar la  
visualización del estado de conexión de los 
sensores, se cuenta con distintos patrones de 
registro expresivo, afectivo y cognitivo. En 
particular, el desarrollo de nuestra 
investigación actual se basa sobre el patrón de 
registro afectivo, éste permite verificar 
distintos estados. El modo afectivo (Affective 
Suite), figura Nº 5 permite visualizar el 
cambio de ciertos estados emocionales en 
función del tiempo. Los estados emocionales 
registrados son: Compromiso/Aburrimiento, 
Frustración, Meditación, Excitación 
Instantánea, Excitación a largo plazo.  
 
 
Figura 5 “Affective Suite” 
 
También se puede visualizar dos esquemas, 
el primero a corto plazo, de 30 segundos y el 
segundo, a largo plazo, que como mínimo 
permite visualizar alguno de los estados 
emocionales en un tiempo igual 300 segundos 
(5 minutos).   
4 Líneas de Investigación y 
Desarrollo 
La línea actual de investigación se centra en 
el control de aplicaciones, artefactos en 
función del estado emocional del usuario, 
sobre la base del patrón afectivo obtenido  
através del empleo de un Brain Machine 
Interface. El desarrollo específico de un 
Framework de configuración para el control 
basado en emociones, permitirá a cada 
usuario habilitar o deshabilitar un artefacto, 
dispositivo, aplicación en función de su 
estado emocional. El Framework permitirá la 
configuración de imágenes, música, sonidos, 
iluminación, artefactos (robots, etc.),  como 
así también la explotación de los registros de 
los estados emocionales y su variación en 
función de las acciones configuradas. Esto  
facilitará el análisis de la retroalimentación o 
feedback generado en función la variación del 
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estado emocional del usuario y las acciones 
previamente configuradas para cada umbral 
de estado emocional del usuario. En el marco 
de la cooperación, se plantea con FIUBA el 
empleo de BMI específicamente para registrar 
e incluir en el campo de la dinámica de 
pulsación de teclas el estado emocional del 
usuario. 
4. Formación de Recursos Humanos 
Este proyecto se encuentra financiado por la 
Facultad de Informática, Ciencias de la 
Comunicación y Técnicas Especiales de la 
Universidad de Morón. A su vez propicia la 
formación de recursos, con la participación de 
estudiantes de grado y posgrado para la 
continuación de las líneas de investigación 
relacionadas. Lo integran cuatro 
investigadores, dos estudiantes de tesis de 
grado de los cuales uno aprobó su tesis de 
grado y un estudiante de posgrado en 
cooperación con FIUBA [31]. 
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