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Abstract <heading level 1> 12 
Modern society depends on the use of many diverse materials. Effectively managing these 13 
materials is becoming increasingly important and complex, from the analysis of supply chains, to 14 
quantifying their environmental impacts, to understanding future resource availability. Material 15 
stocks and flows data enable such analyses but currently exist mainly as discrete packages, with 16 
highly varied type, scope, and structure. These factors constitute a powerful barrier to holistic 17 
integration and thus universal analysis of existing and yet to be published material stocks and flows 18 
data. We present the Unified Materials Information System (UMIS) to overcome this barrier by 19 
enabling material stocks and flows data to be comprehensively integrated across space, time, 20 
materials, and data type independent of their disaggregation, without loss of information, and 21 
avoiding double counting. UMIS can therefore be applied to structure diverse material stocks and 22 
flows data and their metadata across material systems analysis methods such as material flow 23 
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analysis (MFA), input-output (I/O) analysis, and life cycle assessment (LCA). UMIS uniquely 24 
labels and visualizes processes and flows in UMIS diagrams; therefore, material stocks and flows 25 
data visualized in UMIS diagrams can be individually referenced in databases and computational 26 
models. Applications of UMIS to restructure existing material stocks and flows data represented 27 
by block flow diagrams, system dynamics diagrams, Sankey diagrams, matrices, and derived using 28 
the ‘economy-wide’ MFA classification system are presented to exemplify use. UMIS advances 29 
the capabilities with which complex quantitative material systems analysis, archiving, and 30 
computation of material stocks and flows data can be performed. 31 
 32 
Introduction <heading level 1> 33 
A wealth of material stocks and flows data has been compiled and analyzed since the emergence 34 
of material systems analysis and materials management practices in the 20th century and the 35 
industrial ecology field in the late 1980s (Frosch and Gallopoulos, 1989; Ayres, 1992). These data 36 
are diverse in scope, were generated using various analytical approaches, and are published at 37 
different levels of detail in various tabular and graphical formats. They cover various topics, e.g., 38 
environmental pollutant flows in river basins (Ayres et al., 1988), material use in cities (Hoekman 39 
and von Blottnitz, 2016), anthropogenic systems (Graedel et al., 2004), coupled anthropogenic and 40 
natural systems (Rauch and Graedel, 2007), and the (life) cycles of materials and their constituent 41 
substances (e.g., electrical wire and copper (Wang et al., 2015)).   42 
 43 
Material systems analysis fundamentally involves the analysis of the type and quantity of existing 44 
materials, how and to what extent they get transformed in and distributed among (enter and leave) 45 
processes such as production, use, and recycling in anthropogenic systems, and their associated 46 
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impacts on economic and natural systems (i.e., environmental impacts). The natural system is 47 
constituted by natural processes such as nutrient cycling among organisms in marine ecosystems 48 
excluding humans, which is depicted in food webs (Polis and Winemiller, 1996), whereas the 49 
anthropogenic system is constituted by anthropogenic processes such as manufacturing, 50 
construction, transportation etc. (Ayres, 1994) typically along industrial supply and value chains. 51 
Therefore, a process such as fishing represents a linkage, possibly the transformation (e.g., from 52 
alive to dead fish), distribution (e.g., from the ocean to boat), and/or storage (e.g., withdrawal from 53 
the ocean and deposition into a bucket), of material between anthropogenic and natural systems 54 
(Figure 1). It is notable that material stocks and flows data are treated similarly in the analysis of 55 
natural (e.g., food webs) and anthropogenic (e.g., supply and value chains) systems, and that 56 
material processing changes the location but not the cumulative mass of material in the combined 57 
anthropogenic and natural system (excluding nuclear reactions). These data can thus be reconciled 58 
into a single unified structure. Consideration of both natural and anthropogenic processes is 59 
essential to the holistic analysis of material systems.  60 
 61 
 62 
Figure 1. Relationships between material stocks and flows in anthropogenic and natural systems. 63 
Material stored in a particular reservoir undergoes processing, storage, distribution, and 64 
transformation, to again become stored in another (one or more) reservoir(s). Total mass is 65 
conserved but the location of the material changes. These relationships between reservoirs and 66 
processes provide a basis upon which a unified structure for material stocks and flows data can 67 
be built. 68 
 69 
Material stocks and flows data have been individually compiled and published for decades in 70 
diverse and seemingly inconsistent formats that typically serve small sections of the material 71 
systems analysis research community. Although these data have proliferated in recent years, it is 72 
challenging to synthesize, build on, and enhance them due to their diverse and inconsistent 73 
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formatting. For example, the combined use of material stocks and flows data in monetary and mass 74 
units can provide a greatly enhanced description of anthropogenic systems relative to what can be 75 
accomplished using only one of these data types, and there is an abundance of both types of data 76 
(Chen and Graedel, 2012; Lenzen et al., 2014), however these data are relatively infrequently used 77 
together in holistic material cycle investigations (Nakajima et al., 2013; Chen et al., 2016). This 78 
effort of combining multiple data types is hampered by the absence of a single flexible, universally 79 
applicable, standardized, and generic machine readable data structure that can be applied without 80 
loss of information. Reconciliation of material stocks and flows data into such a structure has not 81 
yet been achieved but would provide a foundation to develop substantially more functional, 82 
holistic, and higher complexity databases and quantitative computational models of anthropogenic 83 
and natural systems. It would therefore improve data availability, increase the reproducibility of 84 
research results, eliminate repetition of work, integrate research efforts to advance our 85 
understanding of material systems issues such as the sustainability and resilience of industrial 86 
supply chains, and increase the effectiveness of the material systems analysis research community. 87 
 88 
Industrial ecology and material systems analysis research occurs to a significant extent through 89 
applications of the three following methods, the choice depending on the scope of the investigation 90 
and thus also on the level of disaggregation of the available relevant data: 91 
1. Materials flow analysis (MFA), which is described as “a systematic assessment of the flows 92 
and stocks of materials within a system defined in space and time” (Brunner and 93 
Rechberger, 2005). The level of data disaggregation used in a MFA investigation varies 94 
significantly depending on its scope and data availability; it can be relatively low (Graedel 95 
et al., 2005; Hoekman and von Blottnitz, 2016) (describing very aggregate processes and 96 
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materials, e.g., production and biomass, respectively) or rather high (Meylan and Reck, 97 
2017) (e.g., ‘copper; strip, of a thickness exceeding 0.15 mm, of copper-zinc base alloys 98 
(brass), in coils’). MFA data often describe partial or complete material cycles (Graedel et 99 
al., 2004), but also frequently describe more aggregate data and indicators such as domestic 100 
extraction in ‘economy wide’ MFA (EW-MFA); such data can exist on the firm level and 101 
sub-national (e.g., river basins and cities), country, international, and global scales 102 
(EUROSTAT, 2001; Fischer-Kowalski et al., 2011). 103 
2. Life cycle assessment (LCA), which has as its objective to “[compile] and [evaluate] the 104 
inputs, outputs, and potential environmental impacts of a product system throughout its life 105 
cycle” (Hellweg and i Canals, 2014). LCA data are normally relatively highly 106 
disaggregated and refer to multiple materials, owing to the need to describe the full 107 
ensemble of environmental inputs and outputs relevant to a product system, yet often use 108 
generic or non-process specific data.  109 
3. Input-output (I/O) analysis, which differs from LCA and MFA in that it tracks monetary 110 
flows through the economy in matrices that are “generally constructed from observed 111 
economic data for a specific geographic region” (Miller and Blair, 2009), to e.g., allocate 112 
environmental impacts to products and services. More aggregated descriptions of the 113 
economy are typically investigated using I/O analysis rather than LCA, consistent with 114 
economic data published by e.g., national statistical offices. I/O analysis and LCA data 115 
have been harmonized in multi-regional I/O tables (Lenzen et al., 2014) and I/O-LCA 116 
models (Hawkins et al., 2007) by reconciling differences in data (dis)aggregation. 117 
However, I/O analysis and MFA data, despite sharing some key concepts (e.g., accounting 118 
of material flows), are often disaggregated differently. The former normally describe 119 
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multiple materials in individual industries and products (i.e., not material specific), whereas 120 
the latter typically describe a single material across a small number of products and 121 
industries (i.e., material specific). 122 
 123 
Pauliuk et al. (2015) recently showed that material stocks and flows data can be unified across 124 
MFA, I/O analysis, and LCA by employing the make and use table approach used to compile I/O 125 
tables (EUROSTAT, 2008). Consistency with this approach can be achieved by transforming 126 
material stocks and flows data into the bipartite directed graph structure (i.e., a graph representing 127 
a system containing two types of processes and only flows between processes of different type). 128 
In practice, the bipartite directed graph structure can be attained by ensuring that transformative 129 
processes are always followed by one or more flows that each terminate at distributive processes, 130 
and vice versa. This representation is realistic because transformed materials are typically 131 
distributed to locations different from where they were produced. We build on these insights and 132 
address the challenge of unifying material stocks and flows data across MFA, I/O analysis, and 133 
LCA methods by:  134 
1. Using a substantially more visual approach and nomenclature more closely aligned with 135 
MFA rather than I/O analysis;  136 
2. Establishing a labeling system that facilitates referencing between the visualized data, 137 
databases, and computational models;  138 
3. Emphasizing connections between different material cycles;  139 
4. Discussing how diverse and differently disaggregated data are harmonized without double 140 
counting; and by  141 
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5. Demonstrating how to transform different types of material stocks and flows data into a 142 
unified structure. 143 
 144 
Key MFA concepts are now introduced to establish a foundation upon which a unified structure 145 
for material stocks and flows data is developed.  146 
 147 
Material Flow Analysis Data Organization: The Existing State of the Art <heading level 1> 148 
The basic attributes of MFA are that the mass conservation principle is respected and that the 149 
investigated system is represented by processes, stocks, and flows. The investigated system is 150 
specified using a ‘system boundary’ defined in terms of space (reference space), time (reference 151 
timeframe), and one or more materials (reference material) (Brunner and Rechberger, 2005). The 152 
reference timeframe can be a time period, e.g., a year, or a specific point in time, e.g., the end of a 153 
year. Exemplary block flow type diagrams (Figure 2) depict this information by differentiating 154 
among transformative, distributive, and storage processes. They also differentiate among flows 155 
that are internal to (hereafter termed ‘flows’) and cross the system boundaries (hereafter termed 156 
‘cross boundary flows’, or ‘trade flows’ if the reference spaces represent independent economic 157 
entities e.g., countries in Figure 2) (Pauliuk et al., 2015; Müller et al., 2006). Transformative, 158 
distributive, and storage processes transform process inputs to outputs, distribute process outputs 159 
to inputs, and produce or release stocks, respectively. It is typical to assign processes to each major 160 
stage in anthropogenic material cycles (these are often production, fabrication & manufacturing, 161 
use, and waste management) (Graedel et al., 2002). MFA diagrams sometimes display uncertainty 162 
(Rauch and Pacyna, 2009) and also differences that result from applications of the mass 163 
conservation principle (i.e., a ‘mass balance’) when compared to the observed data (leading to 164 
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‘mass balance residuals’) (Graedel et al., 2004). However, MFA diagrams that incompletely 165 
distinguish among the aforementioned types of processes and flows dominate (the distinction is 166 
often either implied or unnecessary if the system boundary coincides with a single transformative 167 
process) (Hendriks et al., 2000; Tanimoto et al., 2010; Uihlein et al., 2006; Davis et al., 2007; 168 
Müller, 2006). Material stocks and flows data are also visualized using other types of diagrams, 169 
e.g., Sankey (Schmidt, 2008) and system dynamics (Ford, 1999) diagrams, which share some of 170 
these attributes.  171 
 172 
 173 
Figure 2. Exemplary block flow type diagram for the iron cycle, the year 2000, and the United 174 
States, adapted from (Müller et al., 2006). Mass quantities in Tg/year are displayed adjacent to 175 
each respective flow. Mass balance residuals are not shown (e.g., around the ‘Blast Furnace’ 176 
transformative process). Note that some distributive processes needed to avoid material flowing 177 
between two processes of the same type and thus to ensure consistency with the bipartite directed 178 
graph structure are omitted, e.g., between the ‘Manuf.’ and ‘Scrap Process. & Waste Manag.’ 179 
transformative. Production (dashed green box), engineering materials (dashed yellow box), 180 
fabrication & manufacturing (dashed purple box), use (dashed orange box), waste management 181 
(dashed red box), and environment (dashed blue box) subsystems are added to illustrate the 182 
subsystem concept (see Development of the Unified Materials Information System (UMIS)). 183 
 184 
However, most MFA diagrams are used to communicate key messages and quantitative results 185 
rather than to place and show data in complete detail and in their exact context within material 186 
systems. Therefore, the formatting of these MFA ‘communication diagrams’ changes greatly 187 
depending on the number of processes displayed, data availability, and investigation scope (Lupton 188 
and Allwood, 2017). Consequently, most are significantly mismatched with one another in style 189 
and detail even when describing similar systems (Wang et al., 2007; Pauliuk et al., 2013; Cullen 190 
et al., 2012; Müller et al., 2006). MFA communication diagrams also typically do not normally 191 
use explicit, standardized labeling systems to annotate processes and flows. These attributes hinder 192 
their utility to illustrate the kind of highly structured and detailed (meta)data that are used in 193 
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databases and computational models of complex material systems (e.g., the exact positions of 194 
material stocks and flows data in highly and differently disaggregated material cycles). Explicitly 195 
and comprehensively indexing material stocks and flows data visualizations is beneficial in 196 
computational modeling of complex material systems because it allows visualized information to 197 
be precisely referenced. Therefore, the increasing complexity of data analysis and availability of 198 
data in industrial ecology is creating a growing need to develop ‘elicitation diagrams’ that can 199 
visualize fully detailed material stocks and flows data in their exact systems context within a 200 
standardized and labeled structure.   201 
 202 
The goal of this paper is thus to develop a Unified Materials Information System (UMIS) to 203 
structure, label, and visualize diverse material stocks and flows data and their metadata (e.g., 204 
uncertainty, system boundary properties) into a single standardized format. UMIS could then 205 
consolidate datasets across the major material systems analysis methods, e.g., MFA, I/O analysis, 206 
and LCA. Here, the ‘whole system’ describes the entire system in its most general sense, including 207 
the anthroposphere and nature, for all references spaces, reference timeframes, and reference 208 
materials. UMIS is visualized in terms of matrix type ‘UMIS diagrams’ showing material inputs, 209 
outputs, and processing. The UMIS diagram for each reference material is unique because the 210 
processes, stocks, and flows that comprise each material cycle are unique. For example, UMIS 211 
diagrams for iron in the United States in the year 2000 and for iron in Australia in the year 2017 212 
are equivalent, but both are different from the UMIS diagram for copper in the United States in 213 
the year 2017. This representation means that any irrelevant (e.g., obsolete) processes and flows 214 
for a reference material in a particular reference timeframe or reference space remain in UMIS 215 
diagrams and are associated with zero material mass. The effort focuses on materials and mass, 216 
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two fundamental foci of material systems analysis research. Such an approach is naturally aligned 217 
with MFA methodology although we show that it can be readily applied to other data types (e.g., 218 
monetary and energy) and methods (e.g., I/O analysis and LCA). This paper also aims to develop 219 
UMIS so that data visualized in UMIS diagrams can be readily referenced in databases and 220 
computational models. Another aim of this paper is to demonstrate how UMIS is used to transform 221 
and visualize material stocks and flows data into its standardized structure (these demonstrations 222 
are presented as Supporting Information, SI). 223 
 224 
Development of UMIS <heading level 1> 225 
In the sections that follow, the UMIS is developed by: (1) defining concepts and notation needed 226 
to define (2) a comprehensive data structure and elicitation diagrams for material stocks and flows 227 
data; (3) strategies to facilitate flexible data disaggregation and also (4) to avoid double counting 228 
in computational models utilizing the data structure; (5) implementation of multiple reference 229 
spaces, reference timeframes, and reference materials into the data structure; and (6) the treatment 230 
of metadata in the data structure, including units and uncertainty.  231 
 232 
Reconciling Data across MFA, I/O Analysis, and LCA <heading level 2> 233 
Development of UMIS begins by applying the aforementioned MFA concepts to reconcile MFA, 234 
I/O analysis, and LCA data using their common ability to quantitatively analyze flows of materials 235 
along their cycles. The architecture for such an effort involves connecting material stocks and 236 
flows data into a single structure with a flexible level of disaggregation. It is desirable if this effort 237 
structures data independent of its units so that it can be applied to many data types, e.g., 238 
radioactivity (Bq), energy (kJ), and monetary ($).  239 
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 240 
 241 
Figure 3. Relationships between (A) I/O analysis (make and use tables), (B) MFA (block flow 242 
type diagram), and (C) LCA (inventory) data. Transformative and distributive processes are 243 
shown as darker grey filled squares and lighter grey filled circles, respectively. Flows are 244 
displayed as arrows. Colored bold arrows (B-C) are flows that are entered into the make and use 245 
tables here (A). Subsystem, aggregate subsystem module, and system boundaries are shown as 246 
dashed, bold dashed, and alternating dashed double dotted lines, respectively. Process and flow 247 
labels are used to reference data between the respective methodologies; their formulation, and 248 
also labeling of subsystems, are described in the text. The environment subsystem is included in 249 
(C) to demonstrate the compilation of an inventory table, which is done by disaggregating the 250 
aggregate production of engineering materials subsystem module (PEM.1) (shaded green boxes 251 
in B and C) to account for all inflows to and outflows from the aggregate environment subsystem 252 
module (ENV.5) (black bold arrows). 253 
 254 
Figure 3 highlights commonalities and linkages between MFA, I/O analysis, and LCA data using 255 
standardized UMIS notation. The purpose of this notation is to label the visualized material stocks 256 
and flows data so that they can be uniquely referenced in databases and computational models.  257 
 258 
A Prescriptive Condition <heading level 3> 259 
UMIS prescribes one outflow per transformative process. Transformative processes are 260 
disaggregated if additional outflows are needed to fully describe it. These disaggregated 261 
transformative processes again specify one outflow. A prescriptive condition such as prescribing 262 
one outflow from each transformative process defines the UMIS diagram structure so that it is 263 
machine readable and can be computationally generated. This condition enables the production of 264 
elicitation (UMIS) diagrams for highly disaggregated and complex systems like the global physical 265 
economy to be automated, which would be infeasible to do manually, and so is of major benefit in 266 
the analysis of high complexity material systems analysis data.   267 
 268 
Subsystems <heading level 3> 269 
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UMIS structures data using ‘subsystems’. The subsystem concept facilitates flexible structuring of 270 
data at any level and type of disaggregation. A ‘subsystem boundary’ (dashed lines, Figure 3) 271 
defines a subsystem, analogous to how a system boundary (dashed double dotted lines, Figure 3) 272 
defines a material system. Each subsystem contains a non-zero even number of processes, of which 273 
half are transformative and half are their associated distributive processes, because processes occur 274 
in pairs in UMIS to ensure consistency with the bipartite directed graph structure (and thus also 275 
the make and use table approach) (Pauliuk et al., 2015). For example, the production subsystem 276 
(PEM.1;1;1) in Figure 3B contains one transformative process (mining) and one associated 277 
distributive process (mining output). Procedures to name and label subsystems are discussed 278 
below. Subsystems are defined so that their boundaries do not intersect one another. This condition 279 
helps to avoid double counting of data (see Avoiding Double Counting of Data). 280 
 281 
Subsystems can be infinitely disaggregated to describe more specific material stocks and flows 282 
data. Subsystem disaggregation is shown in Figures 3B and 3C, where the production subsystem 283 
(PEM.1;1;1) (Figure 3B) is disaggregated into a mining subsystem (PEM.1;1;1;1) (Figure 3C). 284 
The most aggregated subsystem represents the whole system. If a subsystem is defined to represent 285 
a stage in a material cycle (e.g., the ‘fabrication & manufacturing’ stage in Figure 1) and where 286 
cumulatively these stages represent that material cycle, a subsystem is termed an ‘aggregate 287 
subsystem module’ (see Subsystem Specification and Disaggregation). Therefore, a subsystem 288 
boundary can be a subset of, the same as, or a superset of one or more system boundaries, or exist 289 
outside the system boundary (e.g., the aggregate environment subsystem module (ENV.5), Figure 290 
3C), depending on how these boundaries are defined.  291 
 292 
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Labels <heading level 3> 293 
In Figure 3, flows are represented by arrows, whereas transformative and distributive processes 294 
are represented by dark grey squares and light grey circles, respectively. Process labels (located 295 
directly above processes in Figures 3B and 3C) are specified as a.b.c.d.e, where a represents the 296 
reference material defined by the system boundary (a = 1 for reference material m1), b defines the 297 
aggregate subsystem module abbreviation, c is the subsystem code, d indicates the type of process, 298 
transformative (T) or distributive (D), and e is a process code that is unique to each process in each 299 
subsystem for reference material a. Flow labels (located adjacent to flow arrows in Figures 3B and 300 
3C) are specified in the form origin_destination, where origin and destination specify the labels 301 
of the processes that a flow originates and terminates at, respectively (e.g., the flow from 302 
1.PEM.1;1;1.D.2;2 to 1.F&M.2;1;2.T.1;1 is labeled 1.PEM.1;1;1.D.2;2_1.F&M.2;1;2.T.1;1, 303 
where PEM refers to an ‘aggregate production of engineering materials module’). A subsystem 304 
label is specified by the aggregate subsystem module abbreviation followed by a period and then 305 
the subsystem code, i.e., b.c. For example, the subsystem label for the production subsystem in 306 
Figure 3B is PEM.1;1;1. 307 
 308 
Codes <heading level 3> 309 
A subsystem code (c) is specified according to the level of data disaggregation, with its character 310 
length excluding semi-colons specifying the disaggregation level. Process codes (e) indicate the 311 
positions of processes in subsystems (see Transforming Data into Matrix Format). These positions 312 
begin at matrix coordinates of 1;1 (row;column) in each subsystem (i.e., 1;1 indicates the top left 313 
corner cell in a subsystem). Semi-colons are used to separate numerical values in subsystem codes 314 
(c) and process codes (e) for clarity. For example, the subsystem represented by the abbreviation 315 
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F&M and subsystem code 2;1;2 in Figure 3B (i.e., the F&M.2;1;2 subsystem) represents data for 316 
the second transformative process (Manufacturing) in the F&M.2;1 subsystem (not shown in 317 
Figure 3). Therefore, it also exists within the aggregate fabrication & manufacturing subsystem 318 
module F&M on the third disaggregation level (character length excluding semi-colons(2;1;2) = 319 
3).  320 
 321 
Names <heading level 3> 322 
Process names are displayed on processes, with ‘output’ used here to refer to transformative 323 
process outputs in general. Our vision is that process names will be unambiguously defined using 324 
an internationally standardized terminology in the future that is established and widely used by 325 
material stocks and flows data providers, which is also not specific to a particular material systems 326 
analysis technique, e.g., harmonized system (HS) codes; the development of this standardized 327 
classification system is beyond the scope of this work. Therefore, process names specified here 328 
are used to describe concepts and the initial implementation of UMIS only, which should be 329 
recognized as ‘place holders’ due to the absence of this standardized classification system.  330 
 331 
I/O Analysis and LCA in UMIS <heading level 3> 332 
Make and use tables are used in UMIS for consistency with I/O analysis. They are compiled in 333 
Figure 3A using flows within the system boundaries shown in Figures 3B and 3C only. This 334 
condition is imposed to simplify our illustration and so does not represent an intrinsic limitation 335 
of UMIS. The labels of flows used to construct the make and use tables are shown in purple 336 
(mining industry outputs), blue and red (mining outputs used in the construction and 337 
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manufacturing industries, respectively), green (manufacturing industry outputs), and pink 338 
(construction industry outputs) text.  339 
 340 
LCA inventory tables can be compiled using data structured by UMIS (Figure 3C). Here, processes 341 
(e.g., mining type A, 1.PEM.1;1;1;1.T.1;1, mining type B, 1.PEM.1;1;1;1.T.3;3, and mining type 342 
C, 1.PEM.1;1;1;1.T.5;5) in the mining subsystem (PEM.1;1;1;1) are specified by disaggregating 343 
processes in the production subsystem PEM.1;1;1 (in this case the mining and production 344 
subsystems are substitutable). Complete representation of the inventory data is achieved by 345 
specifying an aggregate environment subsystem module (ENV) and disaggregating all aggregate 346 
subsystem modules to the appropriate level such that all relevant flows to and from this aggregate 347 
environment subsystem module are explicit (it is necessary to disaggregate PEM in Figure 3B to 348 
explicitly show these flows in Figure 3C, shaded green boxes). The aggregate environment 349 
subsystem module is external to the system boundary in this example. The complete set of 350 
aggregate subsystem modules here, i.e., aggregate production of engineering materials (PEM), 351 
fabrication & manufacturing (F&M), and environment (ENV) subsystem modules, represents the 352 
combined anthropogenic and natural system boundary for a single reference material and reference 353 
timeframe. 354 
 355 
Transforming Data into a Matrix Format <heading level 2> 356 
UMIS is visualized using matrix type UMIS diagrams. Visualizing MFA data in matrices is 357 
analogous to typical representations of I/O analysis and LCA data (e.g., physical I/O tables), and 358 
so facilitates convergence of these methods. Our effort here builds on existing matrix-based 359 
visualizations and computational analysis of material stocks and flows data (Pauliuk et al., 2015; 360 
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Nakamura and Nakajima, 2005; Eckelman and Daigo, 2008; Nakamura et al., 2011; Yamada et 361 
al., 2006). Material stocks and flows data visualized in matrix formats conform directly to the way 362 
in which these data are treated in computational models (as matrices). Therefore, material stocks 363 
and flows data structured in matrix format can be readily referenced in computational models and 364 
databases that require indexing of many data inputs, for which the natural indices are row and 365 
column coordinates.  366 
 367 
Processes and Flows <heading level 3> 368 
Transformation of block flow type diagrams (Figures 3B-3C) into matrix format is achieved by 369 
specifying inputs to processes as columns and outputs from processes as rows (Figure 4A), with 370 
processes positioned along the matrix diagonal. The matrix for each subsystem is square because 371 
each transformative process has exactly one output that is assigned a distributive process. This set 372 
of processes, one transformative and one distributive process, represents the basic building block 373 
of UMIS.  374 
 375 
UMIS diagrams are defined such that transformative (dark grey squares), distributive (light grey 376 
circles), and storage processes (small light grey rectangles), and flows (faded red diamonds), are 377 
illustrated using the standardized notation introduced in Figures 3 and 4. Flows originate and 378 
terminate at processes only. They follow a clockwise direction in UMIS diagrams; i.e., a flow 379 
originating at a process in the upper left of the matrix terminates at a process below and to the right 380 
of it, with its label located in the upper matrix triangle. The absence of a red diamond in a cell 381 
indicates no flow. An empty bottom right matrix quadrant is generated if flows crossing subsystem 382 
boundaries (i.e., cross boundary flows) are displayed in UMIS diagrams (Figure 4A). These matrix 383 
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diagrams retain the same system boundary definitions as defined in block flow type diagrams 384 
(Figures 3B and 3C), i.e., defined in terms of a reference material, a reference timeframe, and a 385 
reference space.  386 
 387 
 388 
Figure 4. (A) Key aspects of UMIS, illustrated using UMIS type diagrams for one of each 389 
transformative, distributive, and storage process, three flows, the virtual reservoir, and the 390 
metadata layer. (B) The virtual reservoir shown here can lie inside or outside the system 391 
boundary, but occurs inside of it here. The metadata layer contains additional information (e.g., 392 
uncertainty, system boundary properties) about processes, stocks, and/or flows positioned at the 393 
same matrix coordinates. Flows depicted by grey arrows in (A) and conceptual linkages depicted 394 
by black arrows in (B) are omitted in UMIS diagrams, and are only shown here to guide readers. 395 
 396 
Stock <heading level 3> 397 
Conceptually, storage processes are connected to stocks residing in a ‘virtual reservoir’ that is 398 
implicitly described by UMIS diagrams (it is shown in Figure 4B to illustrate the concept). The 399 
reservoir is ‘virtual’ because in reality stocks reside within processes, whereas in UMIS they are 400 
conceptualized as residing in their own layer to facilitate better integration with flow-based 401 
material systems analysis methods such as I/O analysis. The virtual reservoir may lie outside 402 
(Graedel et al., 2005), inside (Müller et al., 2006), or both outside and inside the system boundary 403 
(Figure 4B), but typically lies outside the system boundary in MFA investigations with a reference 404 
timeframe of a single year, for which only stock accumulation and/or depletion is accounted.  405 
 406 
Metadata <heading level 3> 407 
A ‘metadata layer’ is also implied in UMIS diagrams. This layer conceptually links data to 408 
additional information (i.e., ‘data about data’ or metadata e.g., reference space, reference 409 
timeframe, reference material, label, source, uncertainty, units, calculation details). Mass balance 410 
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residuals exist in this metadata layer. Material stocks and flows data and their associated metadata 411 
are positioned at the same matrix coordinates (in terms of subsystem and process codes) in UMIS 412 
diagrams, meaning that these data are indexed within the UMIS structure by the same label. For 413 
example, metadata and (total, additions to, and removals from) stock associated with the 414 
transformative process in Figure 4A lie directly behind it, i.e., in the top left corner cell of each 415 
matrix, and are indexed in UMIS with the same process label. The inclusion of all metadata types 416 
in the metadata layer means that each data entry in UMIS can be explicitly associated with detailed 417 
supplementary information, including uncertainty, and tracked throughout material cycles. 418 
 419 
Subsystem Specification and Disaggregation <heading level 2> 420 
The complete set of subsystems, aggregate subsystem modules, and the virtual reservoir represent 421 
the whole system (for all reference materials, reference spaces, and reference timeframes), 422 
containing the anthroposphere and the (natural) environment. Modularization of the whole system 423 
into subsystems adds key flexibility to UMIS because it enables linkages between material stocks 424 
and flows data at any level of disaggregation and provides a mechanism to eliminate double 425 
counting of data (revisited below). The subsystem concept is consistent with the way that data is 426 
structured in existing material cycle investigations, which often define aggregate production, 427 
fabrication, manufacturing, use, waste management, and environment processes (Talens Peiró et 428 
al., 2013). These aggregate process categories are thus natural choices for subsystems (and 429 
aggregate subsystem modules). Subsystems are also useful visualization tools, providing logical 430 
cutoffs to view parts of UMIS diagrams, and to confine updates to a single or partial set of 431 
subsystems rather than the whole system. These attributes are potentially important in complex 432 
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computational analysis of highly disaggregated systems containing many processes, stocks, and 433 
flows.  434 
 435 
However, UMIS does not preclude the specification of alternative subsystems (and aggregate 436 
subsystem modules) to the common aggregate processes or life cycle stages used in MFA 437 
investigations (Graedel et al., 2002). For example, an ‘engineering materials’ subsystem can be 438 
specified to describe the production of alloys and other engineering composites. In doing so, UMIS 439 
can recast the typical definition of the ‘production’ subsystem to precede an ‘engineering 440 
materials’ subsystem. Subsystem specification is thus completely left to user discretion. 441 
 442 
Consistent Subsystem Disaggregation <heading level 3> 443 
Subsystem Specification, Stage One <heading level 4> 444 
The first stage of subsystem specification uses a three-step strategy in which the objectives are to:  445 
1. Define a set of aggregate subsystem modules, each containing a single subsystem 446 
consisting of a transformative and storage process, with one outflow and an associated 447 
distributive and storage process. These aggregate subsystem modules individually 448 
represent stages in material cycles and together with the virtual reservoir comprise the 449 
reference material (m), reference timeframe (t), and reference space (s) component of the 450 
whole system. This step is shown in Figure 5A, where two aggregate subsystem modules 451 
are defined within the reference material m1, reference space s1, and reference timeframe t1 452 
system boundary (red dashed double dotted line). The aggregate subsystem modules are 453 
ANT (yellow shaded box) and NAT (blue shaded box), and their respective subsystems are 454 
ANT.1 (aggregate anthroposphere) and NAT.1 (aggregate nature). We note again that 455 
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subsystem specification (e.g., the specification of ANT and NAT here) is completely up to 456 
user discretion. 457 
2. Select a single transformative and storage process, and one outflow and associated 458 
distributive and storage process. Define a subsystem by disaggregating these processes and 459 
flows to the next disaggregation level (one outflow and an associated distributive and 460 
storage process are again assigned to each disaggregated transformative and storage 461 
process). The newly defined subsystem is added to the UMIS diagram along the matrix 462 
diagonal within the same aggregate subsystem module, which is expanded as necessary. 463 
This step is shown in Figure 5B, where the ANT.1;1 (anthroposphere) subsystem (green 464 
shaded box) is defined by disaggregating processes and flows in ANT.1 (aggregate 465 
anthroposphere). ANT.1;1 is specified in terms of production and use and recycling and 466 
disposal processes. These processes are added to the bottom right of ANT.1 along the 467 
matrix diagonal within the aggregate subsystem module (ANT). Repeat this step until the 468 
relevant data for the aggregate subsystem module are fully defined.  469 
3. Specify flows from each distributive process to every transformative process. This step is 470 
shown in Figure 5C. 471 
 472 
Steps (1-3) guarantee that UMIS diagrams for any single reference space represent bipartite 473 
directed graphs. Processes and flows generated through steps (1-3) are given unique labels 474 
according to the aforementioned labeling rules. The first stage of subsystem specification defines 475 
the maximal set of processes and flows within a single reference material, reference space, and 476 
reference timeframe component of the whole system, for data disaggregated using a single 477 
consistent approach.   478 
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 479 
 480 
Figure 5. First stage of subsystem specification, which occurs in three steps. (A) Step 1, 481 
aggregate subsystem modules ANT and NAT are defined, which cumulatively represent the 482 
reference material m1, reference space s1, and reference timeframe t1 component of the whole 483 
system. ANT.1 and NAT.2 subsystems are also defined. (B) Step 2, specification of the ANT.1;1 484 
subsystem to fully describe the available (consistently disaggregated) data for ANT.1 and 485 
reference material m1 in the reference space s1 and reference timeframe t1 component of the 486 
whole system. (C) Step 3, specification of all flows from distributive to transformative processes. 487 
(D) UMIS diagram produced with production and use (ANT.1;1;1) and recycling and disposal 488 
(ANT.1;1;2) subsystems, processes, and flows defined by disaggregating ANT.1;1. The virtual 489 
reservoir and metadata layer are omitted for clarity. Flows depicted by faded grey arrows in (C) 490 
and black arrows depicting subsystem disaggregation in (B) and (D) are omitted in UMIS 491 
diagrams, and are only shown here to guide readers. The black dashed lines represent subsystem 492 
boundaries, the red dashed double dotted lines represent system boundaries, and the solid black 493 
lines bordering UMIS diagrams represent whole system boundaries. A dynamic version of this 494 
figure is available as SI in Microsoft PowerPoint format. 495 
 496 
Divergent Subsystem Disaggregation <heading level 3> 497 
We use tree-type data structure terminology in the following discussion. This terminology is 498 
particularly well suited to describing data in databases and elicitation diagrams, and thus also 499 
UMIS. A common and consistent approach to disaggregate material stocks and flows data is to 500 
define ‘child’ processes that describe more specific processes than their ‘parent’ processes. This 501 
approach is illustrated in Figure 5D, where the aggregate anthroposphere ‘root’ subsystem 502 
(ANT.1) is disaggregated into the anthroposphere ‘child’ subsystem (ANT.1;1). Here, ANT.1 is 503 
also the parent of ANT.1;1. The ANT.1;1 child subsystem is further disaggregated into production 504 
and use (ANT.1;1;1) and recycling and disposal (ANT.1;1;2) ‘grandchild’ subsystems. This 505 
disaggregation process can continue (e.g., from production and use (ANT.1;1;1) to production 506 
(ANT.1;1;1;1) and use (ANT.1;1;1;2)), until all the available data are described. However, 507 
different approaches can be used to disaggregate material stocks and flows data. For example, it is 508 
possible to disaggregate by material rather than by process specificity. In this case the aggregate 509 
anthroposphere root subsystem (ANT.1) could be disaggregated into an anthroposphere child 510 
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subsystem (ANT.1;1’), and metals (ANT.1;1’;1) and non-metals (ANT.1;1’;2) grandchild 511 
subsystems.  512 
 513 
Example: Four Car Types <heading level 4> 514 
Here, divergent disaggregation approaches are illustrated using two types of data for cars in a 515 
transport system (Figure 6, ‘nodes’ are written in italics here). The cars data are disaggregated by 516 
size, either big or small (Figure 6A), or by color, either red or blue (Figure 6B). No other types of 517 
cars or transport exist in this example. These data are visualized as two ‘material trees’ within the 518 
same transport system. All four units of transport are cars. The four units of cars are constituted 519 
by either two big cars and two small cars, or one red car and three blue cars. However, no 520 
information is available on which big or small cars are red or blue, or vice versa; therefore, cars 521 
data can only be categorized by size (big or small, cars), or color (red or blue, cars’), and two 522 
material trees (with cars data disaggregated once in both) are needed to fully describe the cars data 523 
within the same transport system.  524 
 525 
Two material trees for cars are specified as follows: the transport data in Figure 6A (four cars) is 526 
‘copied’ as transport data into Figure 6B to specify the second material tree, i.e., the ‘copied 527 
material tree’. Therefore, transport data in the transport ‘fork node’ and material tree (Figure 6A) 528 
is copied into the transport ‘copied fork node’ in the copied material tree (Figure 6B). A fork node 529 
is defined as a node at which copying occurs. The copied fork node is transport rather than cars 530 
or cars’ because the data described by transport is the same (four cars) in either material tree, 531 
whereas cars and cars’ describe different data (either big and small cars, or red and blue cars, 532 
respectively). Therefore, cars and cars’ are colored differently in Figure 6. UMIS uses this method 533 
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of copying nodes in material trees to universally structure material stocks and flows data at any 534 
level of disaggregation. Nodes in material trees are analogous to subsystems in subsystem sets in 535 
UMIS diagrams. 536 
 537 
It is important to note here that if only one material tree is specified, then the transport system 538 
would not be able to simultaneously contain all four types of cars data. In this case, big and small 539 
cars would both need to be further disaggregated into red and blue cars to simultaneously describe 540 
big, small, red, and blue cars. However, the data needed to do this may not exist.  541 
 542 
Figure 6. Divergent disaggregation of cars data into (A) big or small (cars), and (B) red or blue 543 
(cars’) types within the transport system. The transport data in (A), i.e., four cars, are ‘copied’ 544 
as transport data into (B) to describe both types of disaggregated cars data. Two cars are big, 545 
two cars are small, one car is red, and three cars are blue. Only data from a single material tree 546 
should be used by a modeler at any one time, either the (A) material tree or the (B) copied 547 
material tree, else the visualized system describes eight rather than four cars (i.e., to avoid double 548 
counting of data). Nodes in material trees are analogous to subsystems in subsystem sets in 549 
UMIS diagrams. 550 
 551 
Subsystem Specification, Stage Two <heading level 4> 552 
Divergent disaggregation approaches are reconciled in UMIS using the second stage of subsystem 553 
specification, which employs the following three-step strategy: 554 
1. Define a ‘fork subsystem’ and then copy it by defining another subsystem with equivalent 555 
properties. The newly defined subsystem is termed a ‘copied fork subsystem’. It is the 556 
‘root’ subsystem in its ‘copied subsystem set’ (i.e., the first subsystem in the set). Fork and 557 
copied fork subsystems exist within the same aggregate subsystem module and are 558 
substitutable. This step is shown in Figure 7A, where the aggregate anthroposphere fork 559 
subsystem (ANT.1) is copied to yield the aggregate anthroposphere copied fork subsystem 560 
(ANT.1). 561 
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2. Disaggregate processes and flows in the copied fork subsystem following step 2 in the 562 
procedure for Subsystem Specification, Stage One except mark each newly defined 563 
subsystem code with an apostrophe. If that subsystem code already exists, mark each newly 564 
defined subsystem code with an additional apostrophe so that it has exactly one more than 565 
any existing subsystem code (e.g., if ANT.1;1’ exists, the newly defined subsystem code is 566 
ANT.1;1’’). This step is shown in Figure 7B, where processes and flows in the copied fork 567 
subsystem ANT.1 (aggregate anthroposphere, first data disaggregation level) are 568 
disaggregated and used to define an ANT.1;1’ (anthroposphere) child subsystem (second 569 
data disaggregation level), and ANT.1;1’;1 (metals) and ANT.1;1’;2 (non-metals) 570 
grandchild subsystems (third data disaggregation level). These subsystems comprise the 571 
copied subsystem set and exist within the aggregate subsystem module ANT. 572 
3. Add the newly defined copied subsystem set to the UMIS diagram along its matrix diagonal 573 
below the existing subsystem set and any existing copied subsystem sets, within its 574 
aggregate subsystem module. Specify flows from each distributive process to every 575 
transformative process. This step is shown in Figure 7C (note: processes and flows are 576 
omitted in Figure 7C to compact the plot). 577 
 578 
Any subsystem can be specified as a fork subsystem and then be copied to define a copied fork 579 
subsystem using this procedure (e.g., the ANT.1;1 subsystem in Figure 7D could be specified as a 580 
fork subsystem and then copied to define the copied fork subsystem ANT.1;1, which could then be 581 
disaggregated into ANT.1;1;1’, ANT.1;1;2’ etc.). Fork subsystems are always specified such that 582 
the processes, stocks, and flows within their child subsystems are defined using more than one 583 
disaggregation approach.  584 
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 586 
Figure 7. Second stage of subsystem specification, which occurs in three steps. (A) Step 1, the 587 
fork subsystem ANT.1 (aggregate anthroposphere) is copied to yield the copied fork subsystem 588 
ANT.1 (aggregate anthroposphere). These subsystems are equivalent, substitutable, and occur 589 
within the same aggregate subsystem module (ANT). (B) Step 2, processes and flows in the 590 
copied fork subsystem ANT.1 are disaggregated and ANT.1;1’ (anthroposphere), ANT.1;1’;1 591 
(metals), and ANT.1;1’;2 (non-metals) subsystems are defined to fully describe the available data 592 
for this copied subsystem set. (C) Step 3, the copied subsystem set (ANT.1, ANT.1;1’, 593 
ANT.1;1’;1, and ANT.1;1’;2) is added to the UMIS diagram and all flows from distributive to 594 
transformative processes are specified. This fully specifies the reference material m1, reference 595 
space s1, and reference timeframe t1 component of the whole system. The virtual reservoir and 596 
metadata layer are omitted for clarity. Flows are omitted, and processes are omitted in ANT.1 and 597 
NAT.2 or otherwise replaced by grey shaded regions in (C) to simplify the diagram. Thick black 598 
arrows and lines depicting subsystem specification and disaggregation in (A-C), and shaded grey 599 
regions representing processes in (C), are omitted in UMIS diagrams, and are only shown here to 600 
guide readers. The black dashed lines represent subsystem boundaries, the red dashed double 601 
dotted lines represent system boundaries, and the solid black lines bordering UMIS diagrams 602 
represent whole system boundaries. A dynamic version of this figure is available as SI in 603 
Microsoft PowerPoint format. 604 
 605 
Avoiding Double Counting of Data <heading level 2> 606 
Double counting of data occurs when differently disaggregated data are incorrectly summed, 607 
accounting for the same material mass twice. It is avoided in computational models utilizing UMIS 608 
by the modeler: (1) treating aggregate subsystem modules discretely; and then (2) specifying their 609 
constituent subsystems to fully represent data at (2a) a single disaggregation level only, and (2b) 610 
only using one fork or copied fork subsystem (including all their child, grandchild, etc. 611 
subsystems) at every instance where divergent disaggregation occurs (i.e., wherever subsystem 612 
forking occurs).  613 
 614 
Equivalent Representations of Different Data <heading level 3> 615 
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As shown in Figure 8, this treatment does not prohibit using data from different disaggregation 616 
levels. It also does not limit how UMIS structured data are archived in databases. Subsystems 617 
covering four levels of data disaggregation are shown in Figure 8:  618 
1. ANT.1 and NAT.2, which contain data on the first level; 619 
2. ANT.1;1 and ANT.1;1’, which contain data on the second level (produced by 620 
disaggregating data in ANT.1);  621 
3. ANT.1;1;1, ANT.1;1;2, and ANT.1;1;3 (produced by disaggregating ANT.1;1), and also 622 
ANT.1;1’;1, ANT.1;1’;2, and ANT.1;1’;3 (produced by disaggregating ANT.1;1’) contain 623 
data on the third level; and  624 
4. ANT.1;1;1;1 and ANT.1;1;1;2 (produced by disaggregating ANT.1;1;1), and ANT.1;1;3;1 625 
and ANT.1;1;3;2 (produced by disaggregating ANT.1;1;3), which contain data on the 626 
fourth level and are not disaggregated further.   627 
 628 
In the example shown in Figure 8, the aggregate subsystem module ANT can only be fully 629 
represented by data on the first, second, or third disaggregation levels (condition 2a) because 630 
ANT.1;1;2, ANT.1;1’;1, ANT.1;1’;2, and ANT.1;1’;3 are not disaggregated further here. ANT is 631 
also specified by using only one fork subsystem (Figures 8B-8F) or copied fork subsystem (Figures 632 
8G-8H) at the single instance where subsystem forking occurs, i.e., at ANT.1 (condition 2b). Here, 633 
ANT and NAT are individual stages in a material cycle and together constitute the reference 634 
material m1, reference space s1, and reference timeframe t1 component of the whole system 635 
(condition 1). The examples (Figures 8A-8I) show the flexibility of UMIS in defining a whole 636 
system in terms of aggregate subsystem modules, which can be comprised of differently 637 
disaggregated data depending on data availability or visualization priorities. 638 
27 
 
 639 
 640 
Figure 8. Equivalent representations (A-I) of the reference material m1, reference space s1, and 641 
reference timeframe t1 component of the whole system, represented in terms of UMIS diagrams 642 
and excluding double counting of data. Processes are replaced by grey shaded regions or omitted 643 
in ANT.1 and NAT.2, and flows are omitted. In (A and I), the aggregate subsystem modules ANT 644 
and NAT, and their relevant data are shown. In (B), ANT is represented using data on the first 645 
disaggregation level (ANT.1). ANT is represented using data on the second level of 646 
disaggregation only in (C) and (H), i.e., for the ANT.1;1 and ANT.1;1’ subsystems, respectively. 647 
In (D-G), ANT is represented by various combinations of data on the second, third, and fourth 648 
disaggregation levels. The virtual reservoir and metadata layer are omitted for clarity. The black 649 
dashed lines represent subsystem boundaries, the red dashed double dotted lines represent system 650 
boundaries, and the solid black lines bordering UMIS diagrams represent whole system 651 
boundaries. 652 
 653 
Selecting Data to Avoid Double Counting <heading level 3> 654 
Allowing aggregate subsystem modules to be described by any relevant data that avoids double 655 
counting (regardless of the disaggregation level and type) facilitates the development of more 656 
reliable, flexible, and detailed whole system computational models and databases by giving the 657 
modeler extra choice. For a whole system with poor data availability at a more disaggregated level 658 
(e.g., for a child subsystem), but good data availability at a less disaggregated level (e.g., for its 659 
parent subsystem), this attribute of UMIS enables the modeler to choose to use the less 660 
disaggregated data for that particular subsystem without imposing any conditions outside of the 661 
(copied) subsystem set that contains these parent and child subsystems. Similarly, UMIS allows 662 
the modeler to choose between data represented by a subsystem set or differently disaggregated 663 
data represented by a copied subsystem set at each point of divergent disaggregation. It is 664 
noteworthy that differently disaggregated data are related through their common fork/copied fork 665 
subsystems; unknown data can be calculated by e.g., applying the mass conservation principle and 666 
Bayes’ theorem of conditional probability (Lupton and Allwood).  667 
 668 
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Selecting data for a copied subsystem set (e.g., ANT.1, ANT.1;1’, ANT.1;1’;1, and ANT.1;1’;2) is 669 
done by ignoring all data associated with its complementary (copied) subsystem set(s) (e.g., 670 
ANT.1, ANT.1;1, ANT.1;1;1, and ANT.1;1;2), Figure 9A. The opposite scenario (i.e., selecting a 671 
subsystem set) is shown in Figure 9B. This flexible treatment of data in UMIS is key to its 672 
compatibility with MFA, I/O analysis, and LCA datasets, and also data for commodities containing 673 
various components, engineering materials, and substances that are reported by e.g., (inter)national 674 
statistical offices (United Nations Statistics Division, 2017; U.S. Geological Survey, 2011). 675 
 676 
 677 
Figure 9. Selection of differently disaggregated data in UMIS to avoid double counting. 678 
Selection of data for the (A) copied subsystem set (ANT.1, ANT.1;1’, ANT.1;1’;1, and 679 
ANT.1;1’;2) and (B) subsystem set (ANT.1, ANT.1;1, ANT.1;1;1 and ANT.1;1;2) are shown. 680 
Unselected subsystems (including their processes and flows) are covered by white blocks. Each 681 
UMIS diagram, (A) and (B), define the reference material m1, reference space s1, and reference 682 
timeframe t1 component of the whole system, but do so using differently disaggregated data. 683 
Processes are omitted in ANT.1 and NAT.2 and replaced by grey shaded regions otherwise. 684 
Flows, the virtual reservoir, and the metadata layer are omitted for clarity. The black dashed lines 685 
represent subsystem boundaries, the red dashed double dotted lines represent system boundaries, 686 
and the solid black lines bordering UMIS diagrams represent whole system boundaries. 687 
 688 
Other Key Properties of UMIS <heading level 2> 689 
Cross Boundary Flows and Trade <heading level 3> 690 
Cross boundary flows (xs) are defined in UMIS as flows between two reference spaces (s); a trade 691 
flow is a type of cross boundary flow that occurs between system boundaries that fully describe 692 
independent economic entities. They are implicitly represented in UMIS diagrams for a single 693 
reference space. This is because cross boundary flows always occur between two transformative 694 
or distributive processes with the same labels, which occur in subsystems with different reference 695 
spaces but otherwise the same attributes. Therefore, a single UMIS diagram defines the labels for 696 
every cross boundary flow associated with the subsystem(s) that it depicts. UMIS diagrams 697 
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representing individual reference spaces can be combined to result in a multi-regional UMIS 698 
diagram that explicitly displays cross boundary flows (Figure 10). This treatment is analogous to 699 
the compilation of multi-regional I/O tables (Peters and Hertwich, 2006). 700 
 701 
 702 
Figure 10. Conceptual visualization of cross boundary flows (xs) in a multi-regional UMIS 703 
diagram. The subsystem is fixed, the reference material and reference timeframe components of 704 
the whole system are fixed, and there are two reference spaces, s1 and s2. Cross boundary flows 705 
are shown as red diamonds in the blue shaded regions (faded grey arrows are shown here to 706 
guide readers only and are not normally displayed). The virtual reservoir and metadata layer are 707 
omitted for clarity. 708 
 709 
Intersecting Reference Materials <heading level 3> 710 
Simultaneous consideration of multiple material cycles adds substantial complexity to system-711 
wide analyses of resources and materials, and is relatively infrequently reported (Nakajima et al., 712 
2013). For example, copper-cobalt concentrate produced as a by-product from copper 713 
electrowinning (in the copper cycle) is typically recovered and then refined to cobalt metal 714 
(Donaldson and Beyersmann, 2000), although MFA diagrams for the cobalt cycle may only 715 
explicitly represent the latter recovery and refining steps (Harper et al., 2012). Therefore, 716 
information about the copper cycle, e.g., the concentration of cobalt in copper-cobalt concentrate 717 
and the amount of this material, can be used to determine material stocks and flows data in the 718 
cobalt cycle. In UMIS, materials that are not included in the defined reference material (which are 719 
thus outside the system boundary of interest) are termed ‘intersecting materials’. Information about 720 
intersecting materials that is used to determine material stocks and flows data in material cycles is 721 
represented in UMIS diagrams in the metadata layer.  722 
 723 
Temporal Metadata and Time Series Analysis <heading level 3> 724 
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Similar to intersecting materials, material stocks and flows data at a particular reference timeframe 725 
can be determined using information from a different reference timeframe. For example, the global 726 
mass of stocked vehicles in the year 2000 can be used together with the additions and withdrawals 727 
of vehicles in the year 2001 to determine the vehicle stock in that year. This information is also 728 
present in the metadata layer in UMIS diagrams.  729 
 730 
Material stocks and flows data along a time series is represented in UMIS by sequentially stacking 731 
‘snapshots’ of UMIS diagrams at specific reference timeframes (Figure 11 shows four stacked 732 
snapshots of the whole system at reference timeframes of t1 (least recent), t2, t3, and t4 (most 733 
recent)), with older reference timeframes presented further in the background. These snapshots are 734 
implicitly linked by temporal metadata. The sequential structuring of time series data in terms of 735 
UMIS diagram snapshots (at reference timeframes, t), incorporating subsystem (and aggregate 736 
subsystem modules) and multi-regional (reference spaces, s, and cross boundary flows, xs) 737 
components, and (implicitly) virtual reservoirs and metadata layers at each reference timeframe, 738 
is the method by which the whole system is represented in UMIS across materials, space, and time. 739 
This time series representation facilitates the development of complex, computational, and 740 
dynamic models of material cycles. 741 
 742 
 743 
Figure 11. UMIS diagram representation of the whole system, shown in terms of ‘snapshots’ at 744 
four reference timeframes (t1 (least recent), t2, t3, and t4 (most recent)), two reference spaces (s1 745 
and s2), and a single reference material (m1). Five aggregate subsystem modules (PEM, F&M, 746 
USE, WMR, ENV) are shown in yellow shaded boxes within each system boundary (represented 747 
by red alternating dashed double dotted lines). Cross boundary flows from reference spaces s1 to 748 
s2 (xs1-2), and from reference spaces s2 to s1 (xs2-1) are shown as blue shaded regions.  749 
 750 
Querying UMIS Structured Data <heading level 3> 751 
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By Name <heading level 4> 752 
UMIS structures data so that the complete multiple reference material compositions of material 753 
stocks and flows can be queried across different material cycles. This is facilitated by assigning 754 
standardized names to each process (Figure 4), as discussed in the Names section. For example, 755 
the multi-reference material composition of stainless steel can be obtained by referencing all data 756 
related to processes named stainless steel across all (reference material specific) UMIS diagrams, 757 
i.e., for iron, chromium, nickel, etc. Flows adjacent to a distributive process and stock within a 758 
distributive process (in the virtual reservoir) are always of the same material type, which is 759 
specified by the distributive process name. Material stocked within a transformative process (in 760 
the virtual reservoir) is queried using its name or the material of its adjacent inflow (which in-turn 761 
is defined by the name of its adjacent distributive process).  762 
 763 
By Label <heading level 4> 764 
UMIS also enables hierarchical structuring of material stocks and flows data for commodities 765 
produced along material cycles (of any reference material composition), and within the whole 766 
system, to fully describe their component, engineering material, and substance constituents. This 767 
is achieved by: (1) specifying a general reference material, e.g., metallic elements, car-related 768 
materials, all materials, etc.; (2) using UMIS to structure and disaggregate material stocks and 769 
flows data such that all commodities related to the specified reference material are explicit (with 770 
the names of distributive processes defining these commodities); and then (3) disaggregating 771 
processes related to each commodity using the divergent disaggregation approach such that each 772 
of their components (sub-commodities), engineering materials, and elements are assigned 773 
distributive processes (the order in which commodities are disaggregated into their constituents is 774 
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specified by the user). This is the method by which UMIS structures commodity-related data, e.g., 775 
monetary and mass trade statistics from the United Nations Comtrade Database (United Nations 776 
Statistics Division, 2017). 777 
 778 
Data in Non-Mass Units <heading level 3> 779 
Data in mass and other units, e.g., monetary and energy, are similarly structured and visualized in 780 
UMIS, i.e., within the same integrated structure. All data types associated with a particular flow, 781 
stock, or process are represented by the same flow or process label, and distinguished by their 782 
units. It is this indexing feature (by process and flow label) and the flexible representation of 783 
differently disaggregated data (in aggregate subsystem modules) in UMIS that is exploited to 784 
simultaneously refer to MFA, I/O analysis, and LCA data in databases and computational models. 785 
Flows are similarly tracked in UMIS, I/O tables, and LCA process matrices, although UMIS 786 
additionally tracks stocks (in the virtual reservoir) and metadata (in the metadata layer). For 787 
example, data for “iron, gold, silver, and other metal ore mining” (2007 North American industry 788 
classification system (NAICS) code 2122A0) and “construction” (2007 NAICS code 23) may be 789 
structured in UMIS within aggregate subsystem modules such as production of engineering 790 
materials and use, respectively. An economic sector in an I/O table or in a make and use table may 791 
be constructed from (meta)data for a group of UMIS structured processes, stocks, and flows. Note 792 
that this may include processes representing e.g., a company in the services sector (employed 793 
people, computers, offices, etc., in an aggregate use subsystem module), to which quantitative 794 
monetary information are associated (in the metadata layer). An example application of UMIS to 795 
structure LCA data in mass and non-mass units is presented in the SI. 796 
 797 
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Discussion <heading level 1> 798 
In summary, UMIS can be readily and universally applied to transform diverse material stocks and 799 
flows data (e.g., mass, monetary, and energy) at any level of disaggregation into its standardized 800 
data structure without loss of information and avoiding double counting. Material cycles defined 801 
using UMIS will likely always contain data gaps. However, UMIS provides a methodology to 802 
unambiguously define and place material stocks and flows data into material cycles in their 803 
respective context(s). These missing data may therefore be estimated, e.g., using a Bayesian 804 
approach (Lupton and Allwood), and improved over time as additional data are generated and 805 
consolidated into the data structure.  806 
 807 
UMIS comprehensively places material stocks and flows data into material systems contexts by 808 
uniquely labeling and visualizing subsystems, transformative, distributive, and storage processes, 809 
stocks, and also flows. This labeling system facilitates referencing of UMIS structured and 810 
visualized data, and their metadata e.g., uncertainty and system boundary properties, in complex 811 
computational code and databases. For example, UMIS can be used to holistically integrate 812 
material stocks and flows data describing vehicle value chains into a single systems context, such 813 
as: the (co-)production of vehicle-related elements in individual mine sites; element stocks in 814 
vehicles as functions of the country of sale, brand, and model; in-use phase greenhouse gas 815 
emissions; and international trading of down-cycled scrap metal. These data, and this single 816 
material system, could then be incorporated into a database and comprehensively visualized in a 817 
UMIS diagram. The UMIS diagram could then be used to develop a computational script to model 818 
this material system that has the flexibility to use these data at multiple levels of disaggregation at 819 
each (life) cycle stage whilst also avoid double counting. This script could be coded with the aim 820 
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of producing material supply and demand scenarios for vehicles that are consistent with projected 821 
low-CO2 emissions technology mixes (Fulton and Ward, 2011). Therefore, UMIS provides a 822 
flexible and comprehensive data structure that enables standardization, storage, and enhanced 823 
exchanging of material stocks and flows data. Such a data structure is a necessary step towards the 824 
complete and general standardization of material stocks and flows data. We believe that this 825 
development will eventually enable a step change improvement in the capabilities of material 826 
systems analysis, which will emerge as more (diverse) material stocks and flows data become 827 
available and get consolidated. 828 
 829 
It is important to emphasize for clarity that UMIS is not a database, it is a data structure that can 830 
be used to place information about material systems into their respective context(s). These 831 
contextualized data can then be used to develop tools such as databases, elicitation diagrams, and 832 
computational models. A key motivation for developing UMIS comes from our work in integrating 833 
~20 years of material cycle and criticality data generated within Yale’s Center for Industrial 834 
Ecology into a single database. Here, UMIS is providing the data structure to comprehensively 835 
place these material stocks and flows data into their respective systems contexts. This database 836 
will be transferred to the United States Geological Survey upon completion, where it will be 837 
maintained in an openly accessible format, given wide access, and periodically updated and 838 
enhanced.  839 
 840 
To illustrate the application and properties of UMIS, we have used UMIS to recast existing data 841 
published for the cobalt cycle, and material stocks and flows data represented by block flow type 842 
diagrams, system dynamics diagrams, Sankey diagrams, matrices, and also the EW-MFA 843 
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classification system, to demonstrate how it can be applied to other existing (as well as yet to be 844 
published) data. These examples are presented in the SI.  845 
 846 
We envisage that applications of UMIS to many diverse data sources will facilitate the 847 
development of whole system databases, similar to the database that we are currently developing 848 
at Yale’s Center for Industrial Ecology. Our goal is for this database, and databases like it to which 849 
the community can add data, to become foundational tools to unify and accumulate material stocks 850 
and flows data. These data may then be extracted, analyzed, exchanged, and enhanced by diverse 851 
users, who can use UMIS-type elicitation diagrams to visualize these data and to perform complex 852 
computational data analyses. Key quantitative results from these analyses may then be flexibly 853 
visualized and shared in communication tools, such as Sankey diagrams (Lupton and Allwood, 854 
2017). Therefore, UMIS can provide a key role in advancing the cumulative body of knowledge 855 
of material cycles in anthropogenic and natural systems. 856 
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Supporting Information <heading level 1> 976 
Additional Supporting Information (SI) may be found in the online version of this article at the 977 
publisher’s website: (1) Application of UMIS to recast cobalt cycle data reported by Harper et al. 978 
(2012) and three figures (Figures S1-S3) that illustrate this procedure (section S1.1); (2) a UMIS 979 
diagram for the cobalt cycle, a single reference space, a single reference timeframe, and all 980 
aggregate subsystem modules, presented as a comma separated value file 981 
(UMIS_diagram_cobalt.csv); the Python script used to generate this UMIS diagram, provided as 982 
(3) Python (UMIS_diagrams_1.0.py) and (4) IPython notebooks (UMIS_diagrams_1.0.ipynb), 983 
and also in (5) hypertext markup language (UMIS_diagrams_1.0.html); and (6) the input file for 984 
the Python script (transformative_processes_input_cobalt.csv). Example applications of UMIS to 985 
recast data published in a (7) block flow type diagram (section S1.2), a (8) system dynamics 986 
diagram (section S1.3), a (9) Sankey diagram (section S1.4), data structured using the (10) EW-987 
MFA classification system (section S1.5), and data published for a (10) LCA system represented 988 
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by a matrix and a block flow type diagram (section S1.6), their respective UMIS diagrams ((11) 989 
UMIS_diagram_bflow.csv, (12) UMIS_diagram_sdyn.csv, (13) UMIS_diagram_sankey.csv, (14) 990 
UMIS_diagram_ewmfa.csv, (15) UMIS_diagram_matrixlca.csv), and input files for the 991 
aforementioned Python script ((16) transformative_processes_input_bflow.csv, (17) 992 
transformative_processes_input_sdyn.csv, (18) transformative_processes_input_sankey.csv, (19) 993 
transformative_processes_input_ewmfa.csv, (20) transformative_processes_input_matrixlca.csv), 994 
are also provided as SI. We additionally provide dynamic versions of (21) Figure 5, (22) Figure 7, 995 
and (23) Figure S2 as SI in Microsoft PowerPoint format, a (24) pdf version of the UMIS diagram 996 
for the matrix-based LCA system (UMIS_diagram_matrixlca.pdf, note: flow labels are omitted in 997 
this diagram for simplicity), and also high resolution images of (25) Figure S2 and (26) Figure S3 998 
as SI in pdf format. These examples demonstrate a variety of potential applications of UMIS and 999 
also exhibit some minor yet important features of UMIS not fully covered in the main text. 1000 
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List of Figure Captions <heading level 1> 1012 
Figure 1. Relationships between material stocks and flows in anthropogenic and natural systems. 1013 
Material stored in a particular reservoir undergoes processing, storage, distribution, and 1014 
transformation, to again become stored in another (one or more) reservoir(s). Total mass is 1015 
conserved but the location of the material changes. These relationships between reservoirs and 1016 
processes provide a basis upon which a unified structure for material stocks and flows data can 1017 
be built. 1018 
 1019 
 1020 
Figure 2. Exemplary block flow type diagram for the iron cycle, the year 2000, and the United 1021 
States, adapted from (Müller et al., 2006). Mass quantities in Tg/year are displayed adjacent to 1022 
each respective flow. Mass balance residuals are not shown (e.g., around the ‘Blast Furnace’ 1023 
transformative process). Note that some distributive processes needed to avoid material flowing 1024 
between two processes of the same type and thus to ensure consistency with the bipartite directed 1025 
graph structure are omitted, e.g., between the ‘Manuf.’ and ‘Scrap Process. & Waste Manag.’ 1026 
transformative. Production (dashed green box), engineering materials (dashed yellow box), 1027 
fabrication & manufacturing (dashed purple box), use (dashed orange box), waste management 1028 
(dashed red box), and environment (dashed blue box) subsystems are added to illustrate the 1029 
subsystem concept (see Development of the Unified Materials Information System (UMIS)). 1030 
 1031 
 1032 
Figure 3. Relationships between (A) I/O analysis (make and use tables), (B) MFA (block flow 1033 
type diagram), and (C) LCA (inventory) data. Transformative and distributive processes are 1034 
shown as darker grey filled squares and lighter grey filled circles, respectively. Flows are 1035 
displayed as arrows. Colored bold arrows (B-C) are flows that are entered into the make and use 1036 
tables here (A). Subsystem, aggregate subsystem module, and system boundaries are shown as 1037 
dashed, bold dashed, and alternating dashed double dotted lines, respectively. Process and flow 1038 
labels are used to reference data between the respective methodologies; their formulation, and 1039 
also labeling of subsystems, are described in the text. The environment subsystem is included in 1040 
(C) to demonstrate the compilation of an inventory table, which is done by disaggregating the 1041 
aggregate production of engineering materials subsystem module (PEM.1) (shaded green boxes 1042 
in B and C) to account for all inflows to and outflows from the aggregate environment subsystem 1043 
module (ENV.5) (black bold arrows). 1044 
 1045 
 1046 
Figure 4. (A) Key aspects of UMIS, illustrated using UMIS type diagrams for one of each 1047 
transformative, distributive, and storage process, three flows, the virtual reservoir, and the 1048 
metadata layer. (B) The virtual reservoir shown here can lie inside or outside the system 1049 
boundary, but occurs inside of it here. The metadata layer contains additional information (e.g., 1050 
uncertainty, system boundary properties) about processes, stocks, and/or flows positioned at the 1051 
same matrix coordinates. Flows depicted by grey arrows in (A) and conceptual linkages depicted 1052 
by black arrows in (B) are omitted in UMIS diagrams, and are only shown here to guide readers. 1053 
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 1054 
 1055 
Figure 5. First stage of subsystem specification, which occurs in three steps. (A) Step 1, 1056 
aggregate subsystem modules ANT and NAT are defined, which cumulatively represent the 1057 
reference material m1, reference space s1, and reference timeframe t1 component of the whole 1058 
system. ANT.1 and NAT.2 subsystems are also defined. (B) Step 2, specification of the ANT.1;1 1059 
subsystem to fully describe the available (consistently disaggregated) data for ANT.1 and 1060 
reference material m1 in the reference space s1 and reference timeframe t1 component of the 1061 
whole system. (C) Step 3, specification of all flows from distributive to transformative processes. 1062 
(D) UMIS diagram produced with production and use (ANT.1;1;1) and recycling and disposal 1063 
(ANT.1;1;2) subsystems, processes, and flows defined by disaggregating ANT.1;1. The virtual 1064 
reservoir and metadata layer are omitted for clarity. Flows depicted by faded grey arrows in (C) 1065 
and black arrows depicting subsystem disaggregation in (B) and (D) are omitted in UMIS 1066 
diagrams, and are only shown here to guide readers. The black dashed lines represent subsystem 1067 
boundaries, the red dashed double dotted lines represent system boundaries, and the solid black 1068 
lines bordering UMIS diagrams represent whole system boundaries. A dynamic version of this 1069 
figure is available as SI in Microsoft PowerPoint format. 1070 
 1071 
 1072 
Figure 6. Divergent disaggregation of cars data into (A) big or small (cars), and (B) red or blue 1073 
(cars’) types within the transport system. The transport data in (A), i.e., four cars, are ‘copied’ 1074 
as transport data into (B) to describe both types of disaggregated cars data. Two cars are big, 1075 
two cars are small, one car is red, and three cars are blue. Only data from a single material tree 1076 
should be used by a modeler at any one time, either the (A) material tree or the (B) copied 1077 
material tree, else the visualized system describes eight rather than four cars (i.e., to avoid double 1078 
counting of data). Nodes in material trees are analogous to subsystems in subsystem sets in 1079 
UMIS diagrams. 1080 
 1081 
 1082 
Figure 7. Second stage of subsystem specification, which occurs in three steps. (A) Step 1, the 1083 
fork subsystem ANT.1 (aggregate anthroposphere) is copied to yield the copied fork subsystem 1084 
ANT.1 (aggregate anthroposphere). These subsystems are equivalent, substitutable, and occur 1085 
within the same aggregate subsystem module (ANT). (B) Step 2, processes and flows in the 1086 
copied fork subsystem ANT.1 are disaggregated and ANT.1;1’ (anthroposphere), ANT.1;1’;1 1087 
(metals), and ANT.1;1’;2 (non-metals) subsystems are defined to fully describe the available data 1088 
for this copied subsystem set. (C) Step 3, the copied subsystem set (ANT.1, ANT.1;1’, 1089 
ANT.1;1’;1, and ANT.1;1’;2) is added to the UMIS diagram and all flows from distributive to 1090 
transformative processes are specified. This fully specifies the reference material m1, reference 1091 
space s1, and reference timeframe t1 component of the whole system. The virtual reservoir and 1092 
metadata layer are omitted for clarity. Flows are omitted, and processes are omitted in ANT.1 and 1093 
NAT.2 or otherwise replaced by grey shaded regions in (C) to simplify the diagram. Thick black 1094 
arrows and lines depicting subsystem specification and disaggregation in (A-C), and shaded grey 1095 
regions representing processes in (C), are omitted in UMIS diagrams, and are only shown here to 1096 
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guide readers. The black dashed lines represent subsystem boundaries, the red dashed double 1097 
dotted lines represent system boundaries, and the solid black lines bordering UMIS diagrams 1098 
represent whole system boundaries. A dynamic version of this figure is available as SI in 1099 
Microsoft PowerPoint format. 1100 
 1101 
 1102 
Figure 8. Equivalent representations (A-I) of the reference material m1, reference space s1, and 1103 
reference timeframe t1 component of the whole system, represented in terms of UMIS diagrams 1104 
and excluding double counting of data. Processes are replaced by grey shaded regions or omitted 1105 
in ANT.1 and NAT.2, and flows are omitted. In (A and I), the aggregate subsystem modules ANT 1106 
and NAT, and their relevant data are shown. In (B), ANT is represented using data on the first 1107 
disaggregation level (ANT.1). ANT is represented using data on the second level of 1108 
disaggregation only in (C) and (H), i.e., for the ANT.1;1 and ANT.1;1’ subsystems, respectively. 1109 
In (D-G), ANT is represented by various combinations of data on the second, third, and fourth 1110 
disaggregation levels. The virtual reservoir and metadata layer are omitted for clarity. The black 1111 
dashed lines represent subsystem boundaries, the red dashed double dotted lines represent system 1112 
boundaries, and the solid black lines bordering UMIS diagrams represent whole system 1113 
boundaries. 1114 
 1115 
 1116 
Figure 9. Selection of differently disaggregated data in UMIS to avoid double counting. 1117 
Selection of data for the (A) copied subsystem set (ANT.1, ANT.1;1’, ANT.1;1’;1, and 1118 
ANT.1;1’;2) and (B) subsystem set (ANT.1, ANT.1;1, ANT.1;1;1 and ANT.1;1;2) are shown. 1119 
Unselected subsystems (including their processes and flows) are covered by white blocks. Each 1120 
UMIS diagram, (A) and (B), define the reference material m1, reference space s1, and reference 1121 
timeframe t1 component of the whole system, but do so using differently disaggregated data. 1122 
Processes are omitted in ANT.1 and NAT.2 and replaced by grey shaded regions otherwise. 1123 
Flows, the virtual reservoir, and the metadata layer are omitted for clarity. The black dashed lines 1124 
represent subsystem boundaries, the red dashed double dotted lines represent system boundaries, 1125 
and the solid black lines bordering UMIS diagrams represent whole system boundaries. 1126 
 1127 
 1128 
Figure 10. Conceptual visualization of cross boundary flows (xs) in a multi-regional UMIS 1129 
diagram. The subsystem is fixed, the reference material and reference timeframe components of 1130 
the whole system are fixed, and there are two reference spaces, s1 and s2. Cross boundary flows 1131 
are shown as red diamonds in the blue shaded regions (faded grey arrows are shown here to 1132 
guide readers only and are not normally displayed). The virtual reservoir and metadata layer are 1133 
omitted for clarity. 1134 
 1135 
 1136 
Figure 11. UMIS diagram representation of the whole system, shown in terms of ‘snapshots’ at 1137 
four reference timeframes (t1 (least recent), t2, t3, and t4 (most recent)), two reference spaces (s1 1138 
45 
 
and s2), and a single reference material (m1). Five aggregate subsystem modules (PEM, F&M, 1139 
USE, WMR, ENV) are shown in yellow shaded boxes within each system boundary (represented 1140 
by red alternating dashed double dotted lines). Cross boundary flows from reference spaces s1 to 1141 
s2 (xs1-2), and from reference spaces s2 to s1 (xs2-1) are shown as blue shaded regions.  1142 
 1143 
