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Introduction
Consider the n-dimensional stochastic process:
Z t = (Z 1t , . . . , Z it , . . . , Z nt ) = R(. . . , t−1 , t ),
where the b × 1 vectors t , t ∈ Z, are independent and identically distributed (iid) and R(.)
is a measurable function such that Z t exists (Tong (1990) ). Under the above conditions the process (Z t ) is strictly stationary and ergodic although existence of moments is not warranted. Note that we need not impose n ≥ b. As a consequence of (1) Z it = R i (. . . , t−1 , t ), i = 1, . . . , n, for a measurable scalar function R i (.). In the sequel let F t = (. . . , t−1 , t ).
In this paper we are interested in studying uniform convergence, in terms of distribution as well as in terms of moments, of the kernel estimator of the spectral density matrix:
where ı = √ −1 denotes the complex unit and
The (i, j)-entry of the spectral matrix estimator is denoted byf T ij (λ) for every 1 ≤ i, j ≤ n.
Heref T (λ) is an estimator of the true spectral density matrix which, when exists, has the form f (λ) = 1 2π
where Γ(u) = E(Z 0 Z u ), u ∈ Z, is the autocovariance matrix satisfying Γ(−u) = Γ (u).
Hereafter we assume EZ t = 0 with, at minimum, bounded second moment. As a simple sufficient condition for the existence of the spectral density matrix, we assume that
where |A| F = (tr(AA )) 1/2 is the Frobenius norm of a matrix A.
Nonparametric estimation of spectral densities appears useful in a large variety of contexts in time series and econometrics; see Hannan (1970) , Chapter III, for a review. In general, estimating spectra and cross-spectra would be informative on the degree of persistence and co-movement of the associated variables at the various frequencies. More particularly, it permits efficient estimation of linear regression models through generalized least squares type estimators (see Hannan (1963) , Robinson (1972) and Engle (1974) among others), of distributed lags models (Hannan (1965) ) and for instrumental variable estimation of general linear systems with disturbances that have serial correlation of unknown form (Robinson (1991) ). Accurate estimation of cross-spectral densities is necessary for deriving the optimal out-of-sample forecasts for vector discrete-time stochastic processes by the Wiener-Kolmogorov theory. Similarly, knowledge of the spectral density matrix permits the recovery of missing values for vector observations in discrete time, and interpolation between sampled observations of a continuous time vector process (Rozanov (1967) ). Further, spectra and co-spectra are the necessary ingredients for designing the optimal frequency-domain filter when the vector of observations are contaminated by an additive noise (Hannan, Terrell and Tuckwell (1970) ).
For all these reasons, statistical properties of spectral density estimates have been explored widely; see Shao and Wu (2007) for further references, such as, for example, Hannan (1970) , Anderson (1971) , Brillinger (2001) , Brockwell and Davis (1991) , Grenander and Rosenblatt (1957) and Priestley (1981) among others. Unfortunately, many of the previous results require restrictive conditions on the underlying processes such as linear processes in iid innovations or strong mixing, Gaussianity or existence of all moments. See also contributions in Jin (2006, 2007) and Velasco and Robinson (2001) .
In this paper we shall present an asymptotic theory for the kernel matrix estimator f T (λ), and its large deviations, under very mild and natural conditions, thus substantially extending the applicability of spectral analysis to nonlinear, non-Gaussian or non-strong mixing processes. Therefore, in contrast to most of the existing research, our focus is on estimation of multivariate spectral density matrices f (λ) of size n × n, even providing some results for the high-dimensional case of n → ∞. Univariate versions of our results easily follow but will not be presented here.
The paper proceeds as follows. Section 2 recalls the notion of the functional dependence measure of Wu (2005) , that is key to the results developed in this paper. In fact, as evinced in the previous section, neither distributional assumptions nor linearity are required for our results to hold, unlike all the results established in the literature. Moreover, a rather mild moment condition on the Z t is requested, again in contrast to the existing literature. Our novel multivariate results, for n ≥ 1, are established in Section 3 under suitable regularity assumptions, which include existence of a finite p-th moment (with p > 4). Our most important, novel, results concern the large deviations
. . , n, for which we establish both its asymptotic distribution and (optimal) rate of convergence of its moments of order ν for any ν < p/4. Our results can be used in a variety of contexts in econometrics and mathematical statistics. For this purpose, Section 4 illustrates two possible applications of our results. We first show how to construct a test of serial independence, based on the asymptotic distribution of the maximum deviations of the cross-spectra. Second, in view of the fact that our multivariate results apply uniformly for any n, we illustrate how these results have been used to establish double asymptotic properties (when both T and n diverge to infinity) for estimators of the class of generalized dynamic factor models (GDFM)
of Zaffaroni (2015a, 2015b) . The mathematical appendix contains all the proofs of the lemmas and main theorems.
Measuring temporal dependence
To study asymptotic properties off T , we shall use the concept of functional dependence measure coined by Wu (2005) , which measures temporal dependence of a process. Set
Define the component coupled process Z it,{k} accordingly. Define the m-dependent approximating sequencẽ
with F t−m,t = σ( t−m , . . . , t ) andZ it accordingly. Set the pth norm, for p ≥ 1, equal to:
For all i = 1, . . . , n define the functional dependence measure
and its related quantities Θ
and d
Throughout the paper we assume that the above quantities are finite for some p ≥ 2.
Then by Lemma 8 in Xiao and Wu (2012) , letting Γ(u) ij be the (i, j)th element of Γ(u),
Hence (3) holds and thus the spectral density matrix f (·) exists. Finally, set
The δ t,p quantify the dependence of Z t on 0 . Our main results in the paper need conditions on the decay of δ t,p .
Main results
Throughout this section we assume that there exists c 0 > 0 such that f (λ)−c 0 I n is positive definite for all λ. The following are the needed conditions on the kernel K and the lag B T . Assumption 1. K is an even and bounded function with bounded support in (−1, 1), con- Assumption 1 is actually quite mild. It holds for the commonly used kernels including uniform or rectangle, triangle, Epanechnikov and quartic kernels. It implies Conditions 2 and 3 of Liu and Wu (2010) .
We now derive the asymptotic distribution of the maximum deviation of the spectral density matrix estimatorf (λ).
Theorem 1. Let Assumptions 1 and 2 hold. Assume EZ 0 = 0, Z 0 p < ∞, p > 4 and
for every i, j = 1, . . . , n.
Proof. We generalize the proof of Theorem 5 of Liu and Wu (2010) . This requires the extension of a number of preliminary lemmas that are established in the Appendix. The proof then follows.
Remark.
(i) The form of the limiting distributions off T (λ), and functionals of this quantity, will be the same regardless of whether the underlying stochastic process Z t in (1) is linear or nonlinear in iid innovations. The difference between our approach and the contributions listed in Section 1 relies on the ease with which one can verify the required regularity conditions. A simple example of nonlinear process is the transformed linear process, for example Z t = |X t | − E|X t |, where X t is a linear process. We can easily compute its functional dependence measures, and thus establish the desired statistical properties, as a special case of our results. In contrast, the aforementioned techniques for spectral density estimation of linear processes do not extend easily now.
(ii) In Theorem 5 of Liu and Wu (2010) Gumbel convergence with n = 1 is derived. Theorem 1 implies the Gumbel convergence for cross spectral density function estimates for n > 1. In Section 4.1 we shall apply this result for testing dependence between two stationary time series. In practice researchers use coherence to study functional connectivity of networks; see for example Bastos and Schoffelen (2016) and references therein.
(iii) Theorem 1 holds also under the weaker condition (12).
(iv) Theorem 1 permits to evaluate simultaneous confidence intervals for any subset of elements of f (λ * l ) via the Bonferroni method.
(v) Theorem 1 implies
Without additional difficulties, Theorems 1 and 2 of Liu and Wu (2010) can be generalized as follows:
Theorem 2. (Theorem 1 of Liu and Wu (2010) ) Let Condition 1 of Liu and Wu (2010) hold. Assume
Theorem 3. Let Condition 2 of Liu and Wu (2010) hold. Assume
where (ζ 1 , ζ 2 ) is bivariate normal with mean 0, E(ζ
(i) (Remark 5 of Liu and Wu (2010) 
T ) and we can replace Ef T ij (λ) by f ij (λ) for a sufficiently smooth model spectra, in particular whenever
Note that under (4), it trivially holds that k≥1 k q δ k,2 < ∞ for every q > 1. In this case we can replace
Note, however, that q will also depend on the choice of the kernel K(.), see Hannan (1970) , Chapter V, Theorem 10; namely q must satisfy
For the truncated (resp. Bartlett) estimator, q = ∞ (resp. q = 2).
(ii) We wish to have B T as small as possible in order to achieve a quasi parametric rate but q (smoothness of the spectra) as large as possible, such that
which is satisfied if b(q + 1) > 1.
We now consider the asymptotic behaviour of the moments of the maximum deviation of the kernel estimatorf T (λ), which holds for any, arbitrarily large, n. This feature makes this theorem of independent interest. We have relegated the proof of Theorem 4 to the Appendix.
Theorem 4. Let Assumptions 1 and 2 hold. Assume
Let 0 < ν < p/2. Then there exists a constant C, only depending on ν, p, b, ρ, such that
Remark.
Theorem 4 can be extended to the case when δ
suitable modification of (A.3), (A.4), (A.10) and (A.11).
Theorem 5. Let the assumptions of Theorem 1 be satisfied and p > 4. Then, for all ν * such that 1 ≤ ν * < p/4, and every i, j = 1, . . . , n:
Proof. We first perform the Fourier expansion 1/f 1/2
2 is a trigonometric polynomial of order 3B T .
By Zygmund (2002) , Chapter X, Theorem 7.28, we have
where J = 6(1 + G)B T and G ∈ N is a constant. By Theorem 1
where
By Theorem 4, we have the uniform integrability: for all ν with 1 ≤ ν < p/2,
Hence by the in-probability convergence (9) we obtain
which implies (6) in view of (7) by choosing a sufficiently large G.
Condition (4) can be weakened to
The following theorem concerns the uniform convergence of the spectral density function matrix estimatef T (·), in the maximum deviations form, for the high dimensional case in which the dimension n is allowed to grow. Let
Theorem 6. Let the assumptions in Theorem 1 be satisfied. Then
Consequently the uniform consistency max 1≤i,j≤n max 0≤λ≤π
Proof. By Zygmund (2002) , Chapter X, Theorem 7.28, it suffices to consider the frequencies
We shall apply (A.8) to deal with the probability on the right hand side of (15). Recall
Theorem 4 for θ T . For any δ > 0, elementary calculations show that there exists a constant
0,p n 4/p θ T , the right hand side of (15) is less than δ. Hence (14) follows. Under the decay condition (4), it follows that, as B T → ∞, the bias Ef T ij (λ) − f ij (λ) → 0 uniformly over 1 ≤ i, j ≤ n and 0 ≤ λ ≤ π. Thus the proof is complete.
Our results can be used in a variety of problems arising in econometrics and multivariate statistics. In this section we develop two different theoretical applications. First, we show how to construct a test for independence based on our large deviation results for crossspectra estimators. Second, we illustrate the use of our uniform convergence results for cross-spectra estimators for developing the asymptotic theory for estimators of generalized dynamic factor models of Forni et al. (2015a Forni et al. ( , 2015b , as both the number of time series T and cross-section n diverge to infinity.
Testing for independence
In this section we shall apply Theorem 1 to test independence between stationary time series. To fix the idea let n = 2. Our goal is to test the null hypothesis H 0 : the processes (Z 1t ) t∈Z and (Z 2t ) t∈Z are independent. To this end, we shall construct the test statistic
, where we recall λ *
is an estimate of the cross correlation spectral density f 12 (λ)/(f 11 (λ)f 22 (λ)) 1/2 . By Theorem 1, we can reject the null hypothesis H 0 at level α, 0 < α < 1, if
As a classical approach, Haugh (1976) proposed the following test statistic 
Estimation of generalized dynamic factor models
GDFM, as introduced in Forni, Hallin, Lippi and Reichlin (2000) , consist in modeling a panel {x it , 1 ≤ i ≤ n, 1 ≤ t ≤ T }, namely a n-tuple of time series observed over a time period of length T as a finite realization of a stochastic process of the form
where unobserved common component χ it is made by the u t = (u 1t , . . . , u qt ) , an unobservable q-dimensional orthonormal white noise called the dynamic factors, and by the square-summable filters b if (L), i ∈ N, f = 1, . . . , q, (L, as usual, stands for the lag operator). Here ξ it is called the idiosyncratic components and is assumed weakly cross-correlated (cross-sectional orthogonality being an extreme case). Moreover the idiosyncratic components ξ it and the common shocks u f s are mutually orthogonal at any lead and lag.
Much of the literature on GDFM is based under the assumption that the space spanned by the common component χ it is finite-dimensional, implying that the common component can be estimated consistently using the first r standard principal components; see Stock and Watson (2002a,b) , Bai and Ng (2002) . The assumption of a finite-dimensional factor space, however, lacks generality. Forni et al. (2000) relax the finite-dimensional assumption and propose to use q principal components in the frequency domain, the so-called Brillinger's dynamic principal components. However, their estimator involves the application of two-sided filters acting on the observations x it and, as a consequence, it leads to poor out of sample forecasting performance. Forni et al. (2015a) show how to retain the flexibility of the GDFM without the finite-dimensional assumption and, at the same time, without the need to use bilateral filters providing one-sided representations.
Although computationally simple, the unobserved nature of χ it and ξ it makes the theoretical analysis of the estimation procedure for the GDFM non trivial. For instance, Forni et al. (2015b) need to make use of the kernel estimatorf T (λ) as both n and T diverge.
This is non-standard since typically in multivariate analysis one considers the limiting behaviour of estimators when T diverges for a given n. The present paper provides theoretical support to Forni et al. (2015b) since it establishes primitive regularity assumptions for the
where θ * h = πh/B T and C > 0 is a constant. This result is a special case of Theorem 4
above. The strength of this result is that it holds uniformly for every T and every i, j in n and, therefore, it applies also when both n, T → ∞. Neither distributional assumptions nor linearity of the x it are required whereas a bounded (4+ )-moment of the x it is required, among other regularity conditions. Using this bound, one can then establish a sharp bound, as both n and T diverge, for quantities like
In turn, results of this type are necessary to derive consistency, with rate, for the large deviation of the common component cross-spectral densities max |h|≤B T |f
) of the unobserved χs. Noticeably, the same rate of convergence has been preserved for all the other quantities of interest of the GFDM model (see Forni et al. (2015b) 
when the scalar observable process is a linear process in iid innovations with bounded eighth moment. Under similar conditions, in particular linearity in iid innovations, Hannan (1970) extends their result to the multivariate case. However, unless Gaussianity of χ it and ξ it is assumed, it is not guaranteed that the observable x it in (17) can be represented as a linear process in iid innovations even if both the common and idiosyncratic components χ it and ξ it do satisfy such representation.
A Appendix
We establish here the lemmas required to prove the theorems. We then report the proof of Theorem 4. (2010)) Assume Z t p < ∞ for p > 1 and EZ t = 0.
Lemma 1. (Lemma 1 of Liu and Wu
Let C p = 18p 3/2 (p − 1) −1/2 and p = min(2, p). Let α 1 , α 2 , . . . be an arbitrary sequence of complex numbers. Then for every j = 1, . . . , n,
Proof. Each component of Z t satisfies the assumptions of Lemma 1 of Liu and Wu (2010) . (2010)) Assume Z t 2p < ∞ for p ≥ 2, EZ t = 0
Lemma 2. (Proposition 1 of Liu and Wu
where the α t are complex numbers, and D T = (
m+1,2p by Lemma 1, and
The same bound applies to A
Lemma 3. (Proposition 2 of Liu and Wu (2010) 
l , i, j = 1, . . . , n, where¯denotes complex conjugate. Then
Proof. Note that A
l is a m-dependent martingale difference sequence. Then, setting U
l |F l−1 ), by summation by parts:
Z i0 2 Z j0 2 . Except for replacing Z i0 2 Z j0 2 with Z i0 4 Z j0 4 , the same bound applies to
l . (2010)) Assume Z t p < ∞ for p ≥ 2 and EZ t = 0.
Lemma 4. (Lemma 2 of Liu and Wu
Then Lemma 2 holds for every Z it , i = 1, . . . , n.
Proof. Trivial since each component of Z t satisfies the assumptions of Lemma 2 of Liu and Wu (2010) . 
Proof. Trivial since each component of Z t satisfies the assumptions of Proposition 3 of Liu and Wu (2010).
Lemma 6. (Theorem 6 of Liu and Wu (2010) 
where ω(u) = 2 if u/π ∈ Z and ω(u) = 1 otherwise. Assume EZ t = 0, Z 0 4 < ∞, Θ 0,4 < ∞ and
Recall Theorem 3 for the Gaussian vector (ζ 1 , ζ 2 ) . Then for 0 < λ < π
Proof. Note that
where by Lemma 1
0,4 ),
and then use Bernstein's lemma, where (ζ 1 ,ζ 2 ) is a mean 0 Gaussian vector similarly defined as (ζ 1 , ζ 2 ) with f ij (λ) in the latter replaced bỹ
l , we need to show that
l . We now apply the martingale central limit theorem (cf. Corollary 3.1 in Hall and Heyde (1980) ). Since T t=1+4m
Lindeberg condition is satisfied. By the covariance matrix of (ζ 1 ,ζ 2 ) , we have E(ζ
Note that the latter two identities also imply the stated covariance structure of (ζ 1 ,ζ 2 ) . By the Cramét-wold device, it remains to verify 1 σ
In the sequel we only prove (A.1) since the proof of (A.2) is similar. Rewriting
2 ) and (A.1) is equivalent to
, the result follows noticing that
and
T,m (λ) =L
[ij]
noticing that unless i = j then g
T (λ) =ḡ
T (−λ). Set 
Proof. This follows precisely Liu and Wu (2010) , by setting
we replace their definition ofȗ r (λ) with
Remark 1. Lemmas 4,5,6 of Liu and Wu (2010) extend without any additional difficulty.
Lemma 8. (Lemma A.5 of Liu and Wu (2010) ) Suppose EZ 0 = 0, Z 0 4 < ∞ and
For every i, j = 1, . . . , n we have
Proof. (i) and (ii). Since M
t,λ , and M
t as defined in Lemma 3, we need to show that
Elementary calculations yield
Then follows the proof of Liu and Wu (2010) .
where recall that E|D
Lemma 9. (Lemma 8 of Liu and Wu (2010) ) Set
Under the conditions of Theorem 1 for every i, j = 1, . . . , n P max
t,m (−λ)),
Proof. This follows the proof of Lemma 8 in Liu and Wu (2010) . We then follow the arguments of Theorem 10 in Xiao and Wu (2012) where, in particular, their Lemma 9 is replaced by our Lemma 2 (see Remark S.2 in Xiao and Wu (2012b)) and their Lemmas 11 and 12 are generalized using our Lemmas 2, 5 and Corollary 1.6 and 1.7 of Nagaev (1979) . It remains to show that their result (41) is replaced by
where γ ij (u) denotes the (ij)th entry of Γ(u) and
Inequality (A.5) is a consequence of Lemma 1 and Lemma 2, as follows. First, notice that one can rewrite
We deal with the right hand side of (A.6), namely A
1T , the other two terms following along the same lines. We can apply the argument in the proof of Lemma 2. For simplicity
0,2p by Lemma 1 noticing that 2p > 2, and Z it −Z it,{l} 2p ≤ Finally, the result follows by using A For any K > 1, there exists constants C p,K,β , C K,β and C p , such that, for all x ≥ θ T , we have T . Specifically, the second and the third terms in the right hand side of (A.8) correspond to the last two terms in inequality (44) in Xiao and Wu (2012) whereas the first term refers to the combination of theirs (50) and (51). Hence (A.8) follows from the generalization of inequalities (43), (44), (45) in Xiao and Wu (2012) .
We shall now use the large deviation inequality (A.8) and conclude the proof by using t,p ≤ A/(1 − ρ) for every i ≤ n, it follows that (A.11) is implied by
Then set K = max(A 1 , A 2 ) + 1. This implies that K only depends on ν, p, b, ρ. Since the same applies to α and β, it follows that we can construct a constant C ν,p,b,ρ that satisfies our statement.
