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ABSTRACT

Author: Lyu, Zhou. PhD
Institution: Purdue University
Degree Received: August 2018
Title: Quantifying Arctic Terrestrial Ecosystem Carbon Dynamics Using Mechanistically-Based
Biogeochemistry Models and In Situ and Satellite Data
Committee Chair: Qianlai Zhuang, Co-advisor: Melba M. Crawford
Terrestrial ecosystems of northern mid-to-high latitudes (45°-90°N) play a critical role in
global carbon cycling and climate system feedbacks, given the massive carbon storage in the
region and the amplification effects due to year-round and seasonal snow covering. This region
has vast area of peatlands with a large amount of soil organic carbon. It has experienced dramatic
climatic and environmental changes in recent decades, and the changes are expected to continue.
This dissertation aims to quantify the Arctic carbon dynamics under these changes using
mechanistically-based biogeochemistry models and in situ and remotely sensed data.
In the Arctic, snow pack modifies soil and carbon dynamics in the region due to its
insulation effects. This dissertation first incorporated these effects by introducing a snow model
into an existing soil thermal model in a biogeochemistry modeling framework, the Terrestrial
Ecosystem Model (TEM). The coupled model was then used to quantify snow insulation effects
on carbon (C) and soil thermal dynamics in the 45°-90°N region for the historical period of
2003-2010 and the future period of 2017-2099 under two future climate scenarios. The revised
model captured the snow insulation effects and improved the estimates of soil thermal dynamics
and the land freeze-thaw as well as terrestrial ecosystem carbon dynamics. Historical mean coldseason soil temperature at 5cm depth driven with satellite-based snow data was 6.4℃ warmer in
comparison with the original model simulation. Frozen area in late spring was estimated to
shrink mainly over eastern Siberia, in central to eastern Europe, and along southern Canada in

xvi
November. During each non-growing season in the historical period, 0.41 Pg more soil C was
released due to warmer soil temperature estimated using the new model. During 2003-2010, the
revised model estimated that the region accumulated 0.86 Pg less C due to weaker gross primary
production, leading to a regional C loss at 0.19 PgC/yr. The revised model projected that the
region will lose 38-51% of its permafrost area by 2100 and continue to be a C source under the
low emission scenario (RCP2.6), but to be gradually transitioning into a weak sink in the latter
half of the 21st century under the high emission scenario (RCP8.5).
In the Arctic, wetlands cover relatively large area, especially in the state of Alaska.
Wetlands terrestrial ecosystems in Alaska cover ~177,000 km2, an area greater than all the
wetlands in the remainder of the United States. They are important to carbon dynamics of Alaska
terrestrial ecosystem as a whole as well as regional warming potential. To assess the relative
influence of changing climate, atmospheric carbon dioxide (CO2) concentration, and fire regime
on carbon balance in wetland ecosystems of Alaska, a modeling framework that incorporates a
fire disturbance model and two biogeochemical models was used. Spatially explicit simulations
were conducted at 1 km-resolution for the historical period (1950-2009) and future projection
period (2010-2099). Simulations estimated that wetland ecosystems of Alaska lost 175 TgC in
the historical period. Ecosystem C storage in 2009 was 5556 Tg, with 89% of the C stored in
soils. The estimated loss of C as CO2 and biogenic methane (CH4) emissions resulted in wetlands
of Alaska increasing the greenhouse gas forcing of climate warming. Simulations for the
projection period were conducted for six climate change scenarios constructed from two climate
models forced under three CO2 emission scenarios. Ecosystem C storage averaged among
climate scenarios increased 3.94 TgC/yr by 2099, with variability among the simulations ranging
from 2.02 to 4.42 TgC/yr. These increases were driven primarily by increases in net primary

xvii
production (NPP) that were greater than losses from increased decomposition and fire. The NPP
increase was driven by CO2 fertilization (~5% per 100 ppmv increase) and by increases in air
temperature (~1% per oC increase). Increases in air temperature were estimated to be the primary
cause for a projected 47.7% mean increase in biogenic CH4 emissions among the simulations
(~15% per oC increase). Ecosystem CO2 sequestration offset the increase in CH4 emissions
during the 21st century to decrease the greenhouse gas forcing of climate warming. However,
beyond 2100, this forcing will be expected to ultimately increase as wetland ecosystems
transition from being a sink to a source of atmospheric CO2 because of (1) decreasing sensitivity
of NPP to increasing atmospheric CO2, (2) increasing availability of soil C for decomposition as
permafrost thaws, and (3) continued positive sensitivity of biogenic CH4 emissions to increases
in soil temperature.
Ecosystem models are widely used to quantify CH4 dynamics from natural wetlands.
However, recent model inter-comparison projects suggested that there have been large
disagreements among model simulations, particularly disagreements that came from uncertain
model algorithms. My dissertation research also evaluated the performance of different
algorithms of CH4 production, consumption and transport in reproducing the measured CH4
fluxes at northern peatland sites. A set of different algorithms were integrated into a methane
biogeochemistry model within the Terrestrial Ecosystem Model. The ensemble of CH4
production algorithm simulations indicated that methanogenesis based on soil organic matter
content represented by NPP yielded the largest daily variation and tended to over-estimate CH4
emissions, while simulation based on the amount of heterotrophic respiration represented by
different soil litter pools provided the best fit of estimates at the two sites investigated. Estimates
based on soil CH4 concentration were in between the other two approaches. The two

xviii
methanotrophy algorithms differed in whether oxygen supply is a limiting factor in soils, and
yielded similar CH4 consumptions. Ebullition events estimated with the two CH4 ebullition
algorithms were comparable in their timing and duration, with higher ebullition CH4 fluxes
yielded from algorithm considering pressure effects than CH4 concentration based algorithm.
This study highlights the need to refine algorithms to quantify methane cycling in northern
peatland ecosystems.
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CHAPTER 1.

1.1

INTRODUCTION

Research Background
It has been reported that the Arctic climate have experienced rapid changes over the past

decades (IPCC, 2014). Global mean surface temperature has risen by 0.4℃ according to records
since the middle of the 19th century (IPCC, 2014). Moreover, changes in the northern high
latitudes have been more rapid and pronounced than the rest of the world (Alexeev, 2003;
Alexeev et al., 2005; Cai, 2006; Cai and Lu, 2007; Forster et al., 2000; Graversen and Wang,
2009; Langen and Alexeev, 2007; Manabe and Stouffer 1980; McGuire et al., 2006; Winton,
2006). For instance, it is shown that air temperature has been rising in the Arctic at the rate of
approximately 0.6℃ per decade over the past 30 years, 1 to 1.5 times faster than the global mean
increase (IPCC, 2014). Studies also indicated recorded warming in the state of Alaska since the
beginning of the 20th century, and substantial increase since the 1970s (Hartmann and Wendler,
2005; Pastick et al., 2017; Wendler and Shulski, 2009). Moreover, there have been other climatic
changes accompanying air temperature increase, including a generally decrease in snow cover
and frozen season duration, continual reduction of the Arctic sea ice, massive glaciers, and
permafrost (Lemke et al., 20007). Roughly 10% less snow covered area in early spring was
shown by remote sensing data in the Northern Hemisphere, compared to pre-1970 records, which
has been an accelerated trend over the past four decades (Brown and Robinson, 2011).
Meanwhile, change of snow pack depth in the Arctic showed a spatial variation: snow depth
reduction was recorded in western North America (Dyer and Mote, 2006) while snow depth
increase was found in eastern Siberia (Park et al., 2014).
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Northern high latitude region holds massive soil carbon (C). Hugelius et al. (2014)
estimated approximately 1300 PgC stored in northern permafrost soil, which accounts for almost
half of the underground organic C storage in the globe (Batjes, 1996; Jobbágy and Jackson,
2000). Specifically, C stored in the top 100 cm of the northern soil is roughly 37% of global
terrestrial C (Fao and Isric, 2012; Hugelius et al., 2014). C stored in northern high latitudes is
vulnerable to increases in soil temperature, which will accelerate carbon decomposition and
release more soil C to the atmosphere. In fact, increase in C release due to warmer soil has been
demonstrated by field measurements and process based model estimates (Euskirchen et al., 2016;
McGuire et al., 2012). Meanwhile, there is large area of wetlands in northern high latitudes,
characterized by poorly drained soils with rich accumulated C. In particular, wetlands in Alaska
cover roughly 12% (177,069 km2) of the total land surface area (Pastick et al., 2017). Biogenic
methane (CH4) emissions from wetlands are the primary source of natural CH4 emissions in
North America. Thus, high latitude wetlands mainly release C in CO2 and CH4, in response to
aerobic and anaerobic decomposition, respectively (Johnston et al., 2014; Mondav et al., 2014;
Zhuang et al., 2004, 2007). Given increased permafrost thawing due to climate warming, it is
expected that the amount of unfrozen organic matter available for decomposition will increase,
leading to more soil C release in CO2 and CH4 (Koven et al., 2011; Schaefer et al., 2011; Schuur
et al., 2008).
Studies have also shown that recent climate changes are most likely to continue
(McCarthy, 2001; IPCC, 2014). For instance, Community Climate System Model (CCSM3) has
predicted a 10~40% increase in winter snow fall and a shortened snow-period (-14±7 days in
spring vs. +20±9 days in fall) in the 21st century (Lawrence and Slater, 2010). This is important
in that, besides changes in air temperature, snowpack variation also greatly influences soil
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thermal conditions (Osterkamp and Romanovsky, 1999; Osterkamp, 2007; Stieglitz et al., 2003).
Lawrence and Slater (2010) have demonstrated that more than 50% of the total soil thermal
variations in the Arctic in the latter half of the 20th century can be explained by snow variability.
While it can be certain that winter snow cover affects soil temperature, the overall impact on the
soil thermal regime depends on the combination of many factors including timing, duration,
density, thickness, and structure of snow as well as local environment (Zhang, 2005). To this
date, snow insulation effect in the northern high latitudes has not been well quantified using
recent remote sensing snow data, with explicit consideration of the effects of varying snow depth
and snow thermal conductivity across space and time.
Atmospheric CH4 is the second most abundant anthropogenic greenhouse gas in the
atmosphere (Forster et al., 2007; Rodhe, 1990), and its emissions from natural wetlands are
greatly responsible for the recent rise in its atmospheric concentrations (Kirschke et al., 2013).
For instance, CH4 emissions to atmosphere have increased at a rate of 5.2±0.2 ppb/yr during
2008-2012, reaching 1820 ppb by the end of 2012 (Saunois et al., 2017). Although its
concentration is much lower than that of CO2, CH4 emissions were believed to contribute
roughly 20% of the anthropogenically forced global warming since the preindustrial time
(Dlugokencky et al., 1998). This can be explained by its great warming potential: CH4 has 25
times higher global warming potential (GWP) than that of CO2 within a century (Forster et al.,
2007). Thus, to better project our future climate, more accurate qualification of CH4 dynamics
from northern wetlands is needed.
Uncertainties in quantifying the carbon based greenhouse gas emissions exist. To begin
with, different measuring techniques and different levels of human disturbance often introduce
uncertainties in field observations. For modeling approach, biogeochemistry models are widely
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used in quantifying C fluxes between terrestrial ecosystems and atmosphere (Kettunen, 2003;
Melton et al., 2013; Segers and Kengen, 1998; Walter et al., 1996; Wania et al., 2010; Zhuang et
al., 2004). Take CH4 model for example, more than a dozen CH4 models have been developed
and extensively used since the 1980s (Cao et al., 1995; Christensen et al., 1996; Fan et al., 2013;
Grant, 1998; Potter, 1997; Potter et al., 1996; Riley et al., 2011; Segers and Kengen, 1998; Tian
et al., 2010; Wania et al., 2010). However, it has been noted that large uncertainties exist among
estimates from different terrestrial biogeochemical models. For instance, two model ensemble
simulations conducted for period from 1990 to 2006 suggested that the Arctic tundra was a C
sink ranging from 110 to 566 TgC/yr (McGuire et al., 2012, 2016). In another model intercomparison study that compared simulations from 30 different models, the same region was
estimated from a C sink to a C source with annual fluxes of -0.01±0.19 kgC/m2/yr (Fisher et al.,
2014). Similar situation was found in methane models, indicating that global CH4 fluxes diverge
widely from 141 to 264 TgCH4/yr (Melton et al., 2013).

1.2

Research Objectives
The first objective of this dissertation was to constrain the uncertainties of existing

estimates of regional carbon budget and more adequately quantify the snow insulation effects on
both soil thermal and carbon dynamics. An extant biogeochemistry model, the Terrestrial
Ecosystem Model (TEM; Zhuang et al., 2003, 2010) was revised. This study took advantage of
satellite data of snow cover from AMSR-E/Aqua Level III product
(https://nsidc.org/data/docs/daac/nsidc0271_ease_grid_swe_climatology.gd.html, Armstrong et
al., 2005), and the recent Arctic permafrost soil C map (http://bolin.su.se/data/ncscd/, Hugelius et
al., 2013, 2014). By using the snow depth and snow thermal conductivity derived from the
satellite-based snow data, two hypotheses were tested: 1) during the historical period of 2003-
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2010, land freeze-thaw and soil temperature dynamics as well as subsequent regional terrestrial
ecosystem C dynamics are significantly different from the simulations without using these data;
and 2) the improved snow representation more adequately predicts the permafrost and C
dynamics in the Arctic during the 21st century.
Second, this dissertation assessed how C dynamics of wetland ecosystems in Alaska have
changed during the historical period (1950-2009) and may change during the projection period
(2010-2099) in response to changing atmospheric CO2, climate and fire regime. Two existing
process-based terrestrial ecosystem models, which were calibrated and tested for the major
vegetation types in wetlands of Alaska, and a state and transition disturbance model were applied
in this study. Future projections of C stocks, CO2 and CH4 dynamics were simulated using six
climate scenarios from two GCMs for three atmospheric CO2 emission scenarios. Changes in C
dynamics were analyzed for the four main Landscape Conservation Cooperative (LCC) regions
of Alaska. With the goal of improving our understanding of the mechanisms responsible for the
projections of C dynamics of wetlands in Alaska, an attribution analysis was conducted to
quantify the effects of increases in atmospheric CO2, changes in climate, and changes in fire
regime on wetland C accumulation and CO2 and CH4 dynamics.
Third, there have been disagreements between ecosystem models that simulate wetlands
CH4 fluxes (Melton et al., 2013; Bohn et al., 2015), a reason for which is the uncertain model
algorithms: for each process in CH4 dynamics, there usually exist several different methods to
construct the algorithms. To help refine modeling algorithms of CH4 dynamics models for more
accurate estimations, the algorithm ensemble method was implemented to examine and evaluate
the performance of different algorithms of CH4 production, consumption and transport in
reproducing the measured CH4 fluxes at northern high latitude wetlands sites, within the
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framework of an existing biogeochemistry model, the Methane Dynamics Module of the
Terrestrial Ecosystem Model (MDM-TEM; Zhuang et al., 2004), and the Terrestrial Ecosystem
Model (TEM; Zhuang et al., 2003, 2010). The objective of this research focuses on how key
processes of CH4 cycling were simulated in various algorithms at site level.

1.3

Organization of the dissertation
This dissertation consists of three studies, each of which addresses one research objective

listed above. In Chapter 2, a one-dimensional heat transfer snow-soil temperature model was
incorporated into the Soil Thermal Model (STM, Zhuang et al., 2001) within TEM. Field
measurements of soil temperatures and C fluxes (http://ameriflux.lbl.gov/) were used to calibrate
the model. Using this new model, the snow insulation effects on soil temperatures, land freezethaw and C dynamics in the Arctic were examined. The improved snow representation was then
run to the end of the 21st century to more adequately predict the permafrost and C dynamics in
the Arctic. In Chapter 3, spatially explicit simulations were conducted at 1 km-resolution for the
historical period (1950-2009) and future projection period (2010-2099) in the state of Alaska
using a modeling framework that incorporated a fire disturbance model and two biogeochemical
models. An attribution analysis was conducted to quantify the effects of increases in atmospheric
CO2, changes in climate, and changes in fire regime on wetland C accumulation and CO2 and
CH4 dynamics. Chapter 4 is motivated by the study of Chapter 3. To examine the performance of
different CH4 modeling algorithms and to identify formulations that produce better simulations,
an algorithm ensemble study was conducted at two northern peatland sites with in situ
measurements. Finally in Chapter 5, a summary is provided for this dissertation that includes
conclusions and limitations from the three studies. Possible future research direction is discussed
that might interest both modeling and experimental research communities.
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CHAPTER 2.
QUANTIFYING THE EFFECTS OF SNOWPACK ON
SOIL THERMAL AND CARBON DYNAMICS OF THE ARCTIC
TERRESTRIAL ECOSYSTEMS1

2.1

Introduction
Rapid climatic changes in the Arctic have been reported over the past decades (IPCC,

2014), with a general decrease in snow cover and frozen season duration, and continual reduction
of the Arctic permafrost (Lemke et al., 20007). Spatially, the changes of snow depth in the Arctic
also vary. While a reduced snow depth was recorded in the western North America over the past
decades (Dyer and Mote, 2006; Bulygina et al., 2009), there has been an increase in annual snow
depth in the eastern Siberia (Schindler and Donahue, 2006). This spatial difference in the
cryosphere in the past, has, not-too-surprisingly, changed the Arctic ecosystem dynamics.
Observational studies have shown that there was a stronger atmospheric warming trend in the
Arctic than the global mean due to polar amplification resulted from the strong snow-albedo
feedback (Serreze and Francis, 2006). Because this feedback is greatly affected by the changes in
snow coverage and duration in the Arctic, corresponding changes in air temperature were
expected (Déry and Brown, 2007). This will further influence soil temperature. Studies have
shown that the warming trend is most likely to continue (McCarthy, 2001), so are the climateinduced changes, including snow cover, permafrost stability, plant growing season length, and
plant productivity in boreal and the Arctic ecosystems (IPCC, 2014). Furthermore, Community
Climate System Model (CCSM3) has predicted a 10~40% increase in winter snow fall, and a

1

Lyu, Z., and Zhuang, Q., 2018. Quantifying the effects of snowpack on soil thermal and carbon

dynamics of the Arctic terrestrial ecosystems. Journal of Geophysical Research: Biogeosciences, 123.
https://doi.org/10.1002/2017JG003864.
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shortened snow-period (-14±7 days in spring vs. +20±9 days in fall) from the 20th to 21st century
(Lawrence and Slater, 2010).
Changes in snowpack will alter soil thermal conditions. That largely explained why the
magnitude of underground temperature variations in the Arctic does not always directly respond
to surface air warming (Lawrence and Slater, 2010). Studies have highlighted the importance of
changes in both near-ground air temperature and snow cover on soil thermal regimes in
comparison with other factors (Osterkamp and Romanovsky, 1999; Osterkamp, 2007; Stieglitz et
al., 2003). A model estimated that more than 50% of the total thermal regime variations in the
Arctic can be attributed to snow variability for the latter half of the 20th century (Lawrence and
Slater, 2010). While it can be certain that winter snow cover affects soil temperature, the overall
impact on the soil thermal regime depends on the combination of many factors including timing,
duration, density, thickness, and structure of snow as well as local environment (Zhang, 2005).
To date, the snow insulation effect in the Arctic has not been well quantified using recent
satellite-based snow data. Specifically, the existing studies have not explicitly considered the
effects of varying snow depth and snow thermal conductivity across space and time.
Further, changing soil temperature, especially in winters, affects ecosystem carbon
cycling (Zhang et al., 2008). The Arctic contains a large amount of carbon in plant and soils,
which was estimated to be 1300 PgC with 472±27 PgC in top 1m soils (Hugelius et al., 2014),
accounting for almost half of the global belowground organic carbon (Batjes, 1996; Jobbágy and
Jackson, 2000). This large carbon pool is vulnerable to warming soil temperature, which will
accelerate carbon mobilization and decomposition processes, leading to more carbon release to
the atmosphere. Both long-term records and process-based models confirmed that there has been
an increasing carbon release due to soil warming from the 1990s to 2000s (Euskirchen et al,
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2016; McGuire et al., 2012). Heterotrophic respiration in non-growing season is critical to the
status of the Arctic soil carbon (Schimel et al., 2006). For instance, studies conducted in boreal
European forests and northern Alaska showed that net ecosystem carbon exchanges are largely
dependent on the amount of carbon respired during the non-growing season (Valentini et al.,
2000; Oechel et al., 2014; Euskirchen et al., 2012).
Uncertainties in quantifying the carbon budget as the difference between plant
productivity and respiration as well as soil decomposition widely exist. For observations,
differences in measuring methods and human disturbance often induce uncertainties. For
instance, a recent analysis based on observational data at 32 sites in the northern high latitudes
found that the Arctic tundra has been a carbon source in the 2000s, with 462±378 TgC released
to the atmosphere on an annual basis (Belshe et al., 2013). Another measurement from January
2008 to December 2015 in Alaska indicated a cumulative carbon loss of 158±53 and 668±83
gC/m2 form heath tundra site and wet sedge tundra site, respectively (Euskirchen et al., 2016).
Using on-plot chambers, snow pit chambers, and direct eddy covariance towers, the observed
annual CO2 balance in north Alaskan tundra showed a carbon source from 2009 to 2011, ranging
from 22±23 to123±29 gC/m2/yr (Webb et al., 2016). Process-based terrestrial biogeochemical
models and atmospheric inversion models also have large uncertainties in their estimates. For
instance, two ensemble model simulations spanning over 1990-2006 otherwise suggested that the
Arctic tundra is still acting as a carbon sink of 110 and 566 TgC/yr, both with large uncertainties
between participated models (McGuire et al., 2012, 2016). Retrospective simulations by Hayes et
al. (2011) suggested a carbon sink in boreal Europe and Asia, but a net source of 27 TgC/yr from
1987 to 2006 in boreal North America. Terrestrial biosphere model inter-comparison projects
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(MIPs) on Alaskan Arctic during 2003-2006 with 30 different models estimated that the region
acted from a carbon sink to a source of -0.01±0.19 KgC/m2/yr (Fisher et al., 2014).
To constrain the uncertainties of existing estimates of regional carbon budget and more
adequately quantify the snow insulation effects on both soil thermal and carbon dynamics, we
revised an extant biogeochemistry model, the Terrestrial Ecosystem Model (TEM; Zhuang et al.,
2003, 2010). Specifically, a one-dimensional heat transfer snow-soil temperature model was
incorporated into the Soil Thermal Model (STM, Zhuang et al., 2001) within TEM. Field
measurements of soil temperatures and C fluxes (http://ameriflux.lbl.gov/) were used to calibrate
the model. Using this new model, we examined the snow insulation effects on soil temperatures,
land freeze-thaw and C dynamics in the Arctic. This study also took advantage of satellite data of
snow cover from AMSR-E/Aqua Level III product
(https://nsidc.org/data/docs/daac/nsidc0271_ease_grid_swe_climatology.gd.html, Armstrong et
al., 2005), and the recent Arctic permafrost soil C map (http://bolin.su.se/data/ncscd/, Hugelius et
al., 2013, 2014). By using the snow depth and snow thermal conductivity derived from the
satellite-based snow data, two hypotheses were tested: 1) during the historical period of 20032010 land freeze-thaw and soil temperature dynamics as well as subsequent regional terrestrial
ecosystem C dynamics are significantly different from the simulations without using these data;
and 2) the improved snow representation more adequately predicts the permafrost and C
dynamics in the Arctic during the 21st century.

2.2

Methods

2.2.1 Model Description
In this study, TEM was coupled with an improved STM by including the effects of snow
dynamics (Figure 2.1a). Snow-soil heat exchange was explicitly modeled (Figure 2.1b). The
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extant STM was a one-dimensional model that models the heat fluxes within soil layers, with
consideration of the phase change that accompanies freezing and thawing processes. Soil
temperatures were estimated for each depth interval and time step for various soil layers (Zhuang
et al., 2001). STM model estimated snow layer thickness based on a simple algorithm and the
heat conduction within snow layer has not been explicitly modeled (Zhuang et al., 2001), which
introduced discrepancies between observations and simulations when applied on a large spatial
scale. This study improved the original model by treating the snow thickness and snow thermal
conductivity explicitly in a snow-soil continuum. Snow thickness was estimated from satellite
snow water equivalent data, and snow density was calculated based on a snow-classification
system of Sturm et al. (1995, 2010). The simulated temperature at the snowpack bottom was
used for the upper boundary condition of the soil profile. Previous research has indicated that the
temperature profile within the snowpack generally follows a linear pattern (Cherkauer and
Lettenmaier, 1999), which was employed in this study. STM-TEM was run to equilibrium, so the
heat flux at the snow-soil interface from the snow side equals the ground heat flux at the soilsnow interface coming from the soil column, calculated from the existing STM model. The upper
boundary condition of the upper snow surface temperature equals the near-ground air
temperature, while the lower boundary condition at the snow-soil interface was allowed to
change as:

where

is the snow thermal conductivity (W/m/K), and

conductivity (W/m/K).
column depth.

(m) is the snow depth, and

is the soil thermal
(m) is the simulated soil

(℃) is the temperature change through the snowpack from snow surface
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(where the temperature is defined as air temperature) to the bottom of snowpack, and

(℃)

in this particular module is the temperature change through the STM simulated soil column.
Temperature at the bottom of snowpack was assumed to be the same as temperature at the soil
surface, thus equation (2.1) can be expanded as:

Air temperature at current time step and calculated soil temperature profile from the
previous time step were substituted into equation (2.2) to solve for the initial snowpack bottom
temperature at this time step, which was then fed back to STM as the upper boundary condition
for an intermediate soil temperature profile. These calculations were iterated multiple times in
order to balance the monthly heat flux at the interface between snow and soil. The temperature at
the snowpack bottom from the final iteration was taken as the upper boundary condition to solve
for the final soil temperature profile for the current time step. In contrast, the previous version of
STM simply used air temperature as the upper boundary condition (Zhuang et al., 2001).
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Figure 2.1 Schematic diagram of the coupled TEM-STM model, and snow/soil column structure
and sub-layers in the revised STM.
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The snow thermal conductivity used in equation (2.2) was approximated from its density,
following the empirical relationship summarized by Sturm et al. (1997). The snow depth
in the heat flux equation was calculated from the snow water equivalent data, obtained from the
satellite data product (Armstrong et al., 2005). Each ecosystem type had a prescribed constant
bulk snow density. This density was estimated for the whole snow layer without distinguishing
the density differences between fresh and old snow within a month. A minimum acceptable snow
thickness of 0.01 m was set in the model.
TEM was a process-based biogeochemical model that quantifies the net ecosystem
production (NEP), the difference between gross primary production (GPP), the autotrophic
respiration (RA) that included both growth and maintenance respiration of living vegetation, and
the heterotrophic respiration (RH) that represented soil decomposition. GPP, the amount of
chemical energy synthesized as biomass in an ecosystem, was calculated as (Zhuang et al., 2003):

where

is the maximum rate of C assimilation, PAR is photosynthetically active radiation,
is the leaf area relative to the maximum annual leaf area, T is temperature in ℃,

atmospheric carbon dioxide content,
availability.

is the relative canopy conductance, and

is

is nitrogen

is defined as the feedback of nitrogen availability on the carbon assimilation.

reflects the influence of freeze-thaw on vegetation

uptake.

In TEM, soil respiration is represented by RH, which is calculated as:

where

is the heterotrophic respiration rate at

℃,

is carbon storage in soils, and

is the

monthly mean soil temperature at top 20 cm depth that influences respiration (the exponential
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form of

on RH reproduces the temperature sensitivity of soil decomposition).

linear relationship that defines the influence of volumetric soil moisture

is a non-

on soil

decomposition (Tian et al., 1999):

(
where

(0%),

(50%),

)

(100%) are the minimum, optimum, and maximum

volumetric soil moisture content considered for soil respiration. When soil temperature drops
below -1℃,

is assumed with a very small value of 0.001.

The extant TEM model has been well parameterized and calibrated to various ecosystem
types (Zhuang et al., 2003).
2.2.2 Datasets
Monthly climate data for the period of 2003 - 2010 including air temperature (℃),
precipitation (mm), and radiation (W/m2) obtained from Climate Research Unit database (CRU,
Mitchell et al., 2004) were used to run historical simulations. Aside from these time series data,
gridded global-scale soil texture data was organized based on the Food and Agriculture
Organization/United Nations Educational Scientific and Cultural Organization (FAO/UNESCO)
(1974) soil map of the world. The input vegetation map was obtained from Melillo et al. (1993),
and the elevation values for the whole study region were obtained from 10 min digital global
elevation data (NCAR/Navy, 1984). Global Monthly EASE-Grid Snow Water Equivalent data
(SWE) derived from the AMSR-E instrument carried on the NASA Earth Observing System
(EOS) Aqua satellite
(https://nsidc.org/data/docs/daac/nsidc0271_ease_grid_swe_climatology.gd.html, Armstrong et
al., 2005) was used for the revised model. This dataset has been evaluated for a list of chosen
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areas in northern high latitudes. For instance, satellite-based SWE was well close to observations
for Canadian high plains and Russian steppe area with R2 between 0.75 and 0.8. The accuracy
for mountainous and heavily forested areas was less with R2 around 0.5 (Chang et al., 1987;
Armstrong et al., 2002, 2005).
Using site-level measurements from the standardized AmeriFlux dataset
(http://ameriflux.lbl.gov/), carbon dynamics were calibrated. The calibration site description was
documented in Table 2.1 and the comparison between modeled and observed carbon fluxes has
R2 from 0.71 to 0.83 (Figure 2.2).

Table 2.1 Description of calibration sites.
Calibrated
soil layer Ecosystem
Location
thickness
type
(cm)
Imnavait
US-ICt

68.6

,

Barrow
US-Brw
BOREAS
NSA old black
spruce

,

Sylvania
Wilderness
US-Syv
Ivotuk
US-Ivo
Atqasuk
US-Atq
Howland
Forest/USHo1

,

,

68.4

,

,
157.4
,

Vegetation
cover

Soil type

Annual
Annual
mean
precipitation
temperature
(mm)
(℃)

Reference

22

Alpine
tundra

sedge, shrubs

permafrost

℃

318

Ueyama et al. (2013)

20

Wet tundra

sedge, shrubs

permafrost

℃

85 (summer)

Ikawa & Oechel
(2014); Kwon et al.
(2006)

20

Boreal
forest

black spruce

kame & clay
soil

℃

517

McCaughey et al.
(1997); Bond-Lamberty
et al. (2005)

20

Coniferous
forest

hemlock–
hardwood

spodosol

℃

826

Desai et al. (2005)

22

Alpine
tundra

tussock,
shrubs

permafrost

℃

202

Riedel et al. (2005)

20

Wet tundra

sedge

sandy,
permafrost

℃

55 (summer)

Oberbauer et al. (2007)

20

Coniferous
forest

spruce,
hemlock

glacial tills

Hollinger et al. (1999)
℃

1148

17
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Figure 2.2 Simulated and observed net ecosystem production fluxes (NEP) at: (a) Ivotuk for
alpine tundra, (b) Atqasuk for wet tundra, (c) BOREAS for boreal forest, and (d) Howland forest
for coniferous forest.
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Soil thermal parameters were calibrated at several sites (Table 2.1). At each site, a set of
climate and soil thermal data were obtained from the standardized AmeriFlux dataset
(http://ameriflux.lbl.gov/). The representative sites include: Imnavait Alaska site for the alpine
tundra ecosystem (Ueyama et al., 2013), Barrow, Alaska site for wet tundra type land cover
(Zona et al., 2016), BOREAS NSA old black spruce forest Canada site for boreal forest type
(McCaughey et al., 1997), and North Sylvania Wilderness Michigan site for coniferous forest
type (Desai et al., 2005).
2.2.3 Model parameterization and regional simulation
The revised STM was parameterized using site measurement at various depths. The
model estimates can be expressed as:
̂
where ̂

|

is the model outputs vector containing time series of soil temperatures.

is the simplified expression of the simulation process functions built within the TEM model.
is the input data that drives the model.
parameters to be calibrated.

is the vector of a set of

unknown

are independently and identically

distributed errors of the simulation.
The goal of parameterization here was to identify the top soil layer parameter set that
minimized the statistical error

by generating thousands of parameter sets for the model using

Latin hypercube sampling method (Iman, 2008). To ensure the reliability of the parameterization
and calibration results, the parameters sample size was set to be 10,000. It should be noted that
soil thermal parameters are not uniform throughout the soil profile. In this study, only the
parameters of the top organic soil layer were calibrated for several reasons. First, the top soil
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layer is where the main microbial activity takes place due to its rich C and abundant microbes
(Fierer et al., 2003; Fisk et al., 2003; Taylor et al., 2002). Second, the top soil layer is strongly
affected by snow insulation effects and air temperatures (Brady and Weil, 2013). Third, in situ
measurements of soil temperature are mostly down to soil depth of 20cm. Finally, the parameters
for deep soil layers have been calibrated in previous studies (Zhuang et al., 2001, 2003). The
prior ranges and optimized values of the calibrated top soil layer parameters in this study were
ecosystem type specific (Table 2.2).

Table 2.2 Prior range and optimized soil parameter values in STM

prior water content (%)
optimized water content (%)
prior frozen soil thermal conductivity (

)

optimized frozen soil thermal conductivity (

)

prior thawing soil thermal conductivity (

)

optimized thawing soil thermal conductivity (
prior frozen soil heat capacity (

)

optimized frozen soil heat capacity (
prior thawing soil heat capacity (
optimized thawing soil heat capacity (

)

)
)
)

Alpine tundra

Wet tundra

Boreal forest

Coniferous
forest

[0.1, 0.8]

[0.1, 0.8]

[0.1, 0.8]

[0.1, 0.8]

0.365

0.829

0.568

0.501

[0.01, 4]

[0.01, 4]

[0.01, 4]

[0.01, 4]

1.4

3.126

2.620

1.027

[0.01, 4]

[0.01, 4]

[0.01, 4]

[0.01, 4]

0.049

0.603

0.742

0.887

[300, 3500]

[300, 3500]

[300, 3500]

[300, 3500]

3191.4

2995.2

2520.0

2888.5

[300, 3500]

[300, 3500]

[300, 3500]

[300, 3500]

2060.5

1906.8

1431.5

999.0
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Two sets of model simulations were conducted for the historical period of 2003-2010: (1)
the simulations with the previous version of TEM (TEM_S1 model), not considering the thermal
effects of changing snow cover; and (2) the simulations with the revised STM-TEM (TEM_S2
model) that used satellite-derived snow water equivalent data. TEM_S2 simulations were driven
with AMSR-E SWE data, in addition to the climate forcing data used in TEM_S1. To predict
future ecosystem C fluxes and soil C changes, the revised model was run from 2017 to the end of
2099, driven by two future climate scenarios RCP 2.6 and RCP 8.5 from the general circulation
model HadGEM2 (Martin et al., 2011; Baek et al., 2013) developed by the Met Office Hadley
Centre in UK. The climate and atmospheric CO2 data were obtained from the World Climate
Research Programme's (WCRP's) Coupled Model Intercomparison Project phase 5 (CMIP5)
multi-model dataset (https://esgf-node.llnl.gov/projects/cmip5/, Taylor et al., 2012). Gridded soil
carbon stock data from the Arctic permafrost soil C map (http://bolin.su.se/data/ncscd/) produced
by Hugelius et al. (2013, 2014) was used as initial soil C for each grid for future model
simulations. Total soil organic C in this dataset has been quantified with an uncertainty range of
±15% (Hugelius et al. 2014).
Additional simulations were conducted to examine the uncertainties of snow insulation
parameters of the snow thermal conductivity

and soil thermal conductivity (

), in

affecting winter thermal dynamics and their effects on C dynamics. Specifically, for each
ecosystem type, three simulations were conducted, including a baseline simulation that used the
calibrated snow thermal conductivity and two other simulations by varying the calibrated snow
conductivity by ±25%. Similarly, for each ecosystem type, three simulations were conducted to
examine the effects of changing soil thermal conductivity.
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2.3

Results and Discussion

2.3.1 Model verification
The revised STM-TEM well reproduced the observed soil temperature of topsoil layers
for alpine tundra, wet tundra, boreal forest and coniferous forest ecosystem types, especially over
the cold seasons (Table 2.3, Figure 2.3). The revised model performed better than the original
model. The uncertainty analysis by varying snow and soil thermal conductivity showed a similar
sensitivity in affecting winter thermal and C dynamics. Across different ecosystem types, snow
bottom temperatures from the test simulations differed between -18.6% and 22.1% from the
simulated baseline temperature. Differences in RH and NEP estimated from test simulations were,
between -7.6% and 13.1% for RH, and between -7.2% and 11.8% for NEP, respectively (Table
2.4).
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Table 2.3 Site-level topsoil temperature calibration statistics for the revised model for major
ecosystem types

Site

Ecosystem type

RMSE (℃)

Slope

Imnavait

Alpine tundra

2.16

0.84

1.76

Barrow

Wet tundra

2.76

0.79.

0.93

Boreas

Boreal forest

2.49

0.73

0.94

Sylvania

Coniferous forest

2.06

0.93

0.93
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Figure 2.3 Simulated and observed 5cm soil temperatures from two versions of the model at: (a)
Imnavait for alpine tundra, (b) Barrow for wet tundra, (c) BOREAS for boreal forest, and (d)
Sylvania wilderness for coniferous forest.

Table 2.4 Uncertainty of the revised model (S2) in winter snow bottom temperature (Tsnwbott), RH and NEP, in response to varying
conductivity parameters of Ksnow and Ksoil, respectively.

Alpine
tundra

Wet tundra

Boreal
forest

Coniferous
forest

+25%
-25%
+25%
-25%
+25%
-25%
+25%
-25%
-

+25%
-25%
+25%
-25%
+25%
-25%
+25%
-25%

-9.7

-18.1

-6.8

-5.8

(gC/m2)

(gC/m2)

(℃)
+15.79%
-18.56%
-16.49%
+19.59%
+8.29%
-11.60%
-9.39%
-10.50%
+16.18%
-17.65%
-14.71%
+22.06%
+12.07%
-13.79%
-12.06%
+15.52%

1.68

19.1
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7.9

-4.76%
+13.10%
+7.14%
-4.79%
-5.76%
+7.85%
+3.66%
-3.14%
-5.65%
+6.52%
+5.22%
-7.56%
-2.53%
+5.06%
+3.80%
-3.79%

-1.7

-19.2

-23.5

-10.6

-5.88%
+11.76%
+5.88%
-5.90%
-5.24%
+7.85%
+3.64%
-3.14%
-5.11%
+6.81%
+5.53%
-7.23%
-2.83%
+2.83%
+1.89%
-2.82%
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Snow insulation effects enhanced winter soil respiration. Our revised estimates of the
total cold-season respiration fell well within the range of previous field studies in boreal and
tundra ecosystems. For instance, total cold season CO2 emissions at Adventdalen, Svalbard (near
78°N, 16°E) from October 2007 to May 2008 were estimated to be 41.8 gCO2/m2/yr with the
revised model, which was close to the diffusive flux chamber measurement of 53±18 gCO2/m2/yr
at this Arctic tundra site spanning from October 2nd 2007 to May 29th 2008 (Björkman et al.,
2010). Soda lime chamber CO2 flux measurements at a Canadian mixed tundra site (Tundra
Ecological Research Station at Daring Lake, Northwest Territories, Canada, near 65°N, 111.5°W)
with both dry heath and wet sedge vegetation types reported total cold season respiration
between 34 and 126 gCO2-C/m2 /yr over 294 days from the end of August 2006 to mid-June
2007 (Grogan, 2012). In comparison, our model estimation of 114.4 gC/m2/yr during the period
was well at the high end of their measurements. A recent eddy covariance study for northern
Alaska alpine tundra (Imnavait Creek, near 68.5°N, 149.5°W) estimated cold-season net
ecosystem exchanges of 121, 72, and 105 gCO2-C/m2/yr (cold season respiration of 118, 67, and
98 gCO2-C/m2/yr) for the three consecutive cold seasons between 2007 and 2010 (Euskirchen et
al., 2012), which were comparable to our NEP estimates of 104.9, 103.8, and 104.5 gCO2C/m2/yr (soil respiration of 102.3, 101.9, and 103.0 gCO2-C/m2/yr) over the same period,
respectively. Site-level comparisons between simulated and observed NEP showed that the
revised model better captured annual C fluxes with R2 of 0.79 at Ivotuk alpine tundra site during
the cold season in 2006, 0.75 at Ataqsuk wet tundra site from 2003 to 2004, 0.80 at BOREAS
boreal forest site in 2003, and 0.74 at Howland coniferous forest site from 2003 to 2004,
respectively.
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2.3.2 Soil thermal dynamics
Soil temperature estimation at

depth in the snow-free summer months from both

models was close (less than 0.05℃ difference) over the entire study area, while soil temperatures
in cold season (from October to the next May, Figure 2.4) had noticeable differences due to snow.
Soil cooled slower from October to November and also warmed slower from April to May,
compared to the original estimation (Figure 2.4). Earlier warm winter soil conditions allowed
longer transition before soils are frozen, affecting winter soil thermal conditions. Mean soil
temperatures at 5 cm depth from November to the following March in the revised estimations
were approximately 6.4℃ warmer than that of the original model (Figure 2.4). This increase of
soil temperature corresponded well to the observed snow insulation effects on ground thermal
conditions from a previous snow manipulation experiment in a mixed boreal forest in New
Hampshire (Hardy et al., 2001). Snow insulation affected the soil column as a whole, increasing
temperatures of the soil column from surface downward. The insulation effect weakened
gradually as the vertical depth increases. Although still warmer than the original estimation at 20
cm depth, the revised soil temperature estimation deviated less from the original one by 4.9℃ in
winter. This was also confirmed by the snow manipulation experiment data taken from surface
down to 20 cm and even deeper (Hardy et al., 2001).

Figure 2.4 Spatial differences of monthly mean soil temperatures at 5cm soil depth between the original model and the revised model.
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Soil temperature changes influenced ground freeze/thaw status (F/T), especially during
the transitional seasons. F/T was assessed based on the near surface soil temperature at 2 cm.
Average -0.9℃ was used as the freezing point to classify the ground F/T status (Kozlowski, 2004,
2009; Rivkina et al., 2000). The revised model estimated larger unfrozen ground area (0.9% to
2.4%) compared to the original model during May and November. Larger later spring unfrozen
ground area was estimated over the Siberia and Northwest Canada, and larger early winter
unfrozen ground areas were mainly along the southern Canadian border and central to eastern
Europe (Figure 2.5). These disfferences were due to snow insulation effects.
The revised model estimated that permafrost area in July of 2010 was approximately
, in which the active layer depth was shallower than 3 m. When the revised
model was run to the end of 2099 under RCP2.6 and RCP8.5 scenarios, permafrost areas in July
were estimated to shrink to

and

permafrost areas were comparable with the estimates of

, respectively. These projected
, and

RCP2.6 and RCP8.5, respectively, by Slater and Lawrence (2013), and within
for RCP 8.5 by Koven et al. (2015).

for
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Figure 2.5 Freeze/thaw status in two transitional months of 2007 estimated with the original
model (S1) and the revised model (S2).
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2.3.3 Snow effects on carbon dynamics
2.3.3.1 Seasonal carbon dynamics
By explicitly considering the snow insulation effects, the revised model estimated higher
soil respiration compared to the original model estimation (Figure 2.6b). During the coldest
months, the revised model estimated 81.9 TgC/month more soil respiration on average (Figure
2.6b). This led to 458.0 Tg more soil C released during each non-growing season (Figure 2.7a) if
January to March, and November to December was defined as non-growing season in the region.
During these months, monthly regional NEP of the two versions deviated by 91.6 TgC (Figures
2.6c). As soil warming slows transitioning from winter to summer, the revised model estimates
smaller spring GPP and negative NEP. Comparison between the two estimations confirmed that
the most significant seasonal NEP differences occurred in April and May, with 861.7 Tg less C
accumulation each spring (Figure 2.6c and 2.7c) while the soil respiration was close to the
original (16.6 Tg more C). GPP estimated from the revised model is similar to the original
estimates after June, when there is no snow (Figure 2.6a). The revised model estimated 567.0 Tg
less positive NEP. This is mainly due to slightly higher soil respiration induced by higher soil
temperature (Figures 2.4 and 2.8). The two estimations during late fall season (September to
October) were close, with 105.9 Tg less C lost each fall from the revised model on average (87.4 TgC from the revised, compared to -193.4 TgC). The temporal pattern of monthly NEP
agreed well with observations of Euskirchen et al. (2016), as well as the ensemble model
simulations by McGuire et al. (2012) and Fisher et al. (2014), yet the detailed magnitude of
which varied widely.
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Figure 2.6 Monthly regional carbon fluxes over 2003-2010 estimated from two versions of the
model: (a) GPP, (b)

, and (c) NEP.
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Figure 2.7 Regional NEP for different seasons over 2003-2010 estimated with two versions of
the model: (a) non-growing season (November-March); (b) growing season (June-August); (c)
transitional spring season (April-May); and (d) transitional fall season (September-October).
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Figure 2.8 Regional

for different seasons over 2003-2010 estimated with two versions of the

model: (a) non-growing season (November-March); (b) growing season (June-August); (c)
transitional spring season (April-May); and (d) transitional fall season (September-October).
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2.3.3.2 Inter-annual variability of carbon dynamics
Monthly and seasonal deviations of the revised model from the previous estimation
accumulated during 2003-2010, leading to nearly 0.7 Pg/yr more soil C respired and 1.6 Pg/yr
less C sequestered to the ecosystem. Cumulative NEP differences between the two simulations
by the end of the historical period amounted to 3.3 PgC (Figures 2.9 and 2.10). The original
model estimated that the study area was a carbon sink at 768.6 TgC/yr (Figure 2.9), while the
revised model, by explicitly considering snow thickness and thermal conductivity, estimated a
carbon source at -894.9 TgC/yr (Figure 2.9). Spatial discrepancies between two NEP simulations
were more evident in the region from southern Alaska and southern Canada, as well as in east
Europe and Siberia (Figure 2.10). Specifically, Alaska was estimated as a C sink from 4.5 to
198.3 TgC/yr during 2003 - 2010. On average, the revised estimation of annual NEP in Alaska
was 66.6 TgC/yr -0.048 KgC/m2/yr), which was generally consistent with the multi-model mean
NEP estimation of 0.01±0.19 KgC/m2/yr by Fisher et al. (2014), and the much narrower range
from McGuire et al. (2012) between a sink of 297 TgC/yr and a source of -80 TgC/yr for the
entire Arctic. The original TEM estimated that the Arctic stored 722 PgC in soils (excluding
Greenland) in comparison to 716 PgC simulated with the revised model at the end of 2010
(Figure 2.11). Differences between the two simulations were small, yet considering the relatively
short period of time, this loss rate can be significant in the long run.
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Figure 2.9 Cumulative regional annual NEP over 2003-2010 from two versions of the model.
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Figure 2.10 Simulated cumulative NEP differences between two versions of the model by the
end of 2010.

Figure 2.11 Estimated annual regional carbon over 2003-2010 from two versions of the model.
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At the end of the projection period of 2017-2099 under RCP2.6 and RCP8.5 scenarios,
soil C stocks (excluding Greenland) were estimated to be between 591.2 PgC and 614.6 PgC,
respectively (Figure 2.12). Warmer climate will likely enhance soil respiration, leading to a
decrease in regional soil C stocks in the first half of the 21st century under both climate scenarios.
Under the low CO2 emission scenario (RCP2.6), soil C stocks will likely be steady in the latter
half of the century. This agrees with several studies which indicate that the soil carbon loss more
than offsets the increase of plant productivity due to CO2 fertilization effects (Mack et al., 2004;
Natali et al., 2014; Schaefer et al., 2011). However, the continued warming and increasing
atmospheric CO2 under the highest CO2 emission scenario (RCP8.5) may transition the region
into a weak carbon sink, with roughly an increase of 18 Pg soil C from the early 2060s to the end
of 2099 (Figure 2.12). This transitional trend into a C sink under the high warming scenario in
the 21st century was mainly due to greater plant productivity that overwhelmed the elevated soil
decomposition, which was comparable to previous studies of McGuire et al. (2000) and Qian et
al. (2010).
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Figure 2.12 Projected NEP (upper panel) and soil organic carbon (lower panel) in the Arctic
from the revised model over 2017-2099, under RCP2.6 and RCP8.5 scenarios.
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There are a few limitations to this study. First, the inherent nature of monthly step STMTEM model limited the model to quantify fine-scale (e.g., daily or diurnal) temporal thermal
variation and evolution that affects ecosystem C cycling. Further, we have kept snow and soil
thermal conductivity as well as snow density constant for each ecosystem over time, which will
also bias the simulated soil thermal and C dynamics. Finer temporal resolution models will be
more capable of addressing detailed processes and feedbacks such as the effects of snow density
and thermal conductivity changes over time (De Michele et al., 2013; Bormann et al., 2013).
Recent studies on non-linear snow thermal conductance and heat fluxes by Jafarov et al. (2014)
and Slater et al. (2017) could help our model development in this regard. Second, the revised
model was calibrated to a limited number of observation sites with some degrees of human
disturbance for only typical vegetation and soil types in the Arctic. The calibration datasets were
all obtained from North America that mostly included soil thermal records from topsoil layers
only and for a relatively short temporal extent. With more data becoming available such as
described in Boike et al. (2013), and from Global Terrestrial Network for Permafrost (GTN-P)
and United States Geological Survey (USGS) sites, a more comprehensive study that utilizes
various site-level climate and soil thermal records from undisturbed and less biased sites for all
vegetation and soil types would help draw more robust conclusions. Third, all sites were
calibrated using AMSR-E satellite SWE instead of in situ data due to data limitation. The spatial
variability of snowpack due to topography, vegetation cover and blowing wind leads to
simulation errors when applied to site-level modeling. In order to quantify the influence of snow
heterogeneity on soil thermal dynamics, a dynamic process-based snow model is needed
(Hiemstra et al., 2002, 2006; Broxton et al., 2015). Further, unfrozen water has been indicated
important in affecting winter soil respiration (Schaefer and Jafarov, 2016). Future model

42
development could benefit from better soil moisture simulation in response to freez-thaw
dynamics. For instance, introducing scaling factors to model winter soil respiration affected by
unfrozen water is necessary. Finally, we recognize there might be biases using satellite
observations (MEaSUREs Global Record of Daily Landscape Freeze/Thaw Status, Version 3,
and Arctic Soil Freeze/Thaw Status from SMMR and SSM/I, Version 2, for instance) to
characterize the landscape freeze/thaw status, because the data might have actually reflected
canopy conditions rather than ground (Kim et al., 2011). Thus, more appropriate observational
freeze/thaw data for model evaluation are also desirable.

2.4

Conclusions
Considering varying snow thickness and thermal conductivity, our revised model was

more capable of estimating topsoil temperature profile in the Arctic. In the historical period, the
revised model estimated 6.4℃ warmer soil in non-growing season, and a slower soil temperature
transition in early spring and late fall, compared to the original model. The presence of snow also
influenced ground freeze/thaw status. The frozen front estimated by the revised model during the
historical period lay slightly northward over the eastern Siberia in May, and in central to east
Europe and along southern Canada in November. This study highlighted the prominent role of
snow cover in the C cycling of northern ecosystems. On average, near 0.41 Pg more soil C was
respired in each non-growing season during 2003-2010 in the revised simulation due to snow
insulation effects. Slower soil temperature transition in spring limits CO2 uptake by plants,
reducing GPP, and ultimately reducing seasonal sink by 0.86 PgC. Overall, the northern 45°90°N region was a C source at 0.89 PgC/yr during the historical period according to the revised
simulation, opposed to a C sink at 0.77 PgC/yr. Historical regional soil organic C stocks
decreased by 0.19 PgC/yr. Future projections under the low emission scenario will likely stay as
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a carbon source. However, future projection under the high emission scenario indicated that the
region may gradually transition from a source into a weak sink in the latter half of the 21st
century due to high plant productivity.
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CHAPTER 3.
THE ROLE OF ENVIRONMENTAL DRIVING
FACTORS IN HISTORICAL AND PROJECTED CARBON DYNAMICS
OF WETLAND ECOSYSTEMS IN ALASKA2

3.1

Introduction
Based on records that date back to the middle of the 19th century, global mean surface

temperature has risen by 0.4℃ (IPCC, 2014). In the northern hemisphere, climatic changes have
been more rapid and pronounced than in regions further south (Alexeev, 2003; Alexeev et al.,
2005; Cai, 2006; Cai and Lu, 2007; Forster et al., 2000; Graversen and Wang, 2009; Langen and
Alexeev, 2007; Manabe and Stouffer 1980; McGuire et al., 2006; Winton, 2006). Alaska has
experienced warming since the beginning of the 20th century, and since the 1970s the
temperature increase has been substantial (Hartmann and Wendler, 2005; Pastick et al., 2017;
Wendler and Shulski, 2009). In the Arctic, warming has been 1 to 1.5 times faster than the global
mean increase, with roughly 0.6℃ rise per decade over the past 30 years (IPCC, 2014). While
the signatories to the United Nations Framework Convention on Climate Change aim to stabilize
atmospheric greenhouse gases concentration, it is believed that the warming trend will continue
into the future (IPCC, 2014). Simulations by general circulation models (GCMs) suggest that a 2 ℃
increase in global mean surface temperature relative to the preindustrial temperatures would
result in a 3.2-6.6 ℃ increase in the Arctic by the middle of the 21st century (Kaplan and New,
2006).

2

Lyu, Z., Genet, H., He, Y., Zhuang, Q., McGuire, A.D., Bennett, A., Breen, A., Clein, J., Euskirchen,

E.S., Johnson, K., Kurkowski, T., Pastick, N.J., Rupp, T.S., Wylie, B.K., and Z. Zhu., 2018. The Role of
Environmental Driving Factors in Historical and Projected Carbon Dynamics of Wetland Ecosystems in
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Despite its lower magnitude compare to carbon dioxide (CO2) fluxes, methane (CH4)
dynamics are important component of the global climate system (Fisher et al., 2014). It is the
third most abundant greenhouse gas in the atmosphere, with a 100-year global warming potential
(GWP) 25 times higher than that of CO2 (Forster et al., 2007). Increases in atmospheric CH4
have been responsible for about 20% of the global warming caused by greenhouse gases since
the preindustrial time (Dlugokencky et al., 1998). Historically, wetlands have played important
roles in the global CH4 budget as the single largest natural emitter. Approximately 10% of global
CH4 fluxes (35 Tg/yr) have been attributed to emissions from high-latitude wetlands north of
50°N (Crill et al., 1988; Fung et al., 1991; Matthews and Fung, 1987; McGuire et al., 2009;
Reeburgh and Whalen, 1992; Sebacher et al., 1985; Thornton et al., 2016; Zhuang et al., 2004).
Emissions from natural wetlands are thought to be partially responsible for the recent rise in
global CH4 concentration (Kirschke et al., 2013), reaching 1820 ppb in 2012, with a mean
increase rate of 5.2±0.2 ppb/yr during 2008-2012 (Saunois et al., 2017).
Wetlands in northern high latitudes account for 44% of the global wetland area (OECD,
1996). Wetlands in Alaska cover roughly 12% (177,069 km2) of the total land surface area
(Pastick et al., 2017), which is larger than all the wetlands in the rest of the United States
(Burkett and Kusler, 2000). As a transitional zone between aquatic and terrestrial ecosystems,
wetlands are characterized by poorly drained soils that allow rapid accumulation of carbon (C) in
thick peat layers. In regions with permafrost, this peat can also become protected from
decomposition as it is incorporated into permafrost (Burkett and Kusler, 2000; O'Donnell et al.,
2011). The amount of C stored in the top 100 cm of northern peatlands is estimated to be 472±27
Pg, roughly 37% of global terrestrial C (Fao and Isric, 2012; Hugelius et al., 2014). High latitude
wetlands also release C in the form of CO2 and CH4 in response to aerobic and anaerobic
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decomposition, respectively (Johnston et al., 2014; Mondav et al., 2014; Zhuang et al. 2004,
2007). With increased permafrost thaw driven by climate warming, the amount of unfrozen
organic matter available for decomposition is expected to increase and result in an increase in
soil CO2 and CH4 releases (Koven et al., 2011; Schaefer et al., 2011; Schuur et al., 2008).
As biogenic CH4 emissions from anaerobic wetlands are the primary source of natural
CH4 emissions in North America (Kirschke et al., 2013), it is important to assess how these
emissions will respond to environmental change during the remainder of this century in Alaska.
CH4 emissions from wetlands are controlled by many factors, including climate, atmospheric
CO2 concentration, and electron acceptor availability in the soil (Wang et al., 1993; Whiting and
Chanton, 1993; Zehnder, 1988). In particular, it is expected that CH4 emissions may be very
responsive to soil temperature and moisture changes resulting from climate change (Ma et al.,
2017; Olefeldt et al., 2013; Turetsky et al., 2008; Updegraff et al., 2001).
Besides assessing the response of biogenic CH4 emissions of wetlands in Alaska, it is
also important to assess how the uptake and release of CO2 will be influenced by changes in
atmospheric CO2, climate, and wildfire. Changes in air and soil temperature and in hydrology
have been documented to influence the exchange of CO2 in wetlands in Alaska (Olefeldt et al.,
2017). Although wetlands do not burn as frequently as upland ecosystems due to low
flammability associated with moist soils, they do burn in very hot and dry years and can lose a
significant amount of C to the atmosphere from fire emissions (Turetsky et al., 2011). Northern
silty wetlands with shallow permafrost are more vulnerable to post-fire permafrost thaw and
associated soil C loss than well-drained rocky uplands (Minsley et al., 2016). In recent years,
extended dry periods and more frequent late-season burning, along with continued change in the
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permafrost and drainage conditions, have combined to increase the potential for wetlands to lose
deep organic matter through burning (Kasischke and Turetsky, 2006; Turetsky et al., 2011).
In this paper, we assessed how C dynamics of wetland ecosystems in Alaska have
changed during the historical period (1950-2009) and may change during the projection period
(2010-2099) in response to changing atmospheric CO2, climate and fire regime. Two existing
process-based terrestrial ecosystem models, which were calibrated and tested for the major
vegetation types in wetlands of Alaska, and a state and transition disturbance model were applied
in this study. Future projections of C stocks, CO2 and CH4 dynamics were simulated using six
climate scenarios from two GCMs for three atmospheric CO2 emission scenarios. Changes in C
dynamics were analyzed for the four main Landscape Conservation Cooperative (LCC) regions
of Alaska: (1) Arctic LCC, (2) Western Alaska LCC, (3) Northwest Boreal LCC, and (4) North
Pacific LCC (Figure 3.1). With the goal of improving our understanding of the mechanisms
responsible for the projections of C dynamics of wetlands in Alaska, we conducted an attribution
analysis to quantify the effects of increases in atmospheric CO2, changes in climate, and changes
in fire regime on wetland C accumulation and CO2 and CH4 dynamics.
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Figure 3.1 Wetland distribution across Alaska and the boundaries of the four Landscape
Conservation Cooperative regions of the assessment analysis. The brown, orange, and green dots
represent observation sites used for model validation of the soil, the soil and the vegetation, and
the vegetation carbon pools, respectively. Wetland percent cover is depicted at a 1 km resolution.
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3.2

Materials and Methods

3.2.1 Model Framework
Wetland C dynamics have been assessed using a model framework identical to the one
described in Genet et al. (2018). C stocks and CO2 fluxes were simulated using the Dynamic
Organic Soil version of the Terrestrial Ecosystem Model (DOS-TEM; see Yi et al., 2009, 2010
for model structure and dynamics). DOS-TEM is a process-based biogeochemical model that
estimates soil and vegetation thermal and hydrological regimes, permafrost dynamics and carbon
and nitrogen fluxes between soil, vegetation, and the atmosphere, and carbon and nitrogen pools
in the soil and the vegetation (more detailed description of the model can be found in Genet et al.,
2018). CH4 fluxes were simulated using the Methane Dynamics Module of the Terrestrial
Ecosystem Model (MDM-TEM; Zhuang et al. 2004). MDM-TEM is a process-based
biogeochemical model that estimates the net flux of CH4 between soils and the atmosphere based
on the rate of CH4 production and oxidation within the soil profile, and the transport of CH4 from
the soil to the atmosphere (see the detailed description of MDM-TEM in the following section).
Finally, projections of the fire regime in response to climate were produced by the Alaska
Frame-Based Ecosystem Code (ALFRESCO; Gustine et al., 2014; Johnstone et al., 2011; Mann
et al., 2012; Rupp et al., 2000, 2002, 2007). ALFRESCO is a spatially explicit, stochastic
landscape succession model designed and parameterized for arctic and sub-arctic regions (see
Pastick et al., 2017, for a detailed description of ALFRESCO and for validation of the historical
fire regime simulated by ALFRESCO). The three models were coupled asynchronously, where
information on fire occurrence produced by ALFRESCO was used to drive DOS-TEM and
information on vegetation net primary productivity (NPP) and leaf area index (LAI) produced by
DOS-TEM was used to drive MDM-TEM (Figure 3.2).
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Figure 3.2 Modeling framework developed for this study, coupling the Dynamic Organic Soil
version of the Terrestrial Ecosystem Model (DOS-TEM, blue box), the Methane Dynamics
Module of the Terrestrial Ecosystem Model (MDM-TEM, green box) and the Alaska FrameBased Ecosystem Code (ALFRESCO, orange box). Black text and solid arrows represent input
drivers. Black text and dotted arrows represent flows of information within and among models.
Red text and arrows represent outputs.
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3.2.2 MDM-TEM description
MDM-TEM is a process-based ecosystem model that simulates biogenic CH4 fluxes
(BioCH4) in terrestrial ecosystems. MDM-TEM explicitly considers the processes of CH4
production, transport and oxidation between the soil and atmosphere on a daily time step
(Zhuang et al., 2004). MDM has been designed to be coupled to the existing TEM modeling
framework that includes terrestrial carbon and nitrogen dynamics, a soil thermal module for
simulating permafrost dynamics, and a hydrological module that simulates movement of water
within the atmosphere-vegetation-soil continuum and water table depth (Zhuang et al., 2002,
2003, 2004). Water table depth is critical for simulating wetlands C dynamics in terms of
partitioning soil decomposition products between CO2 and CH4. Soil moisture dynamics are
explicitly modeled in layers of moss, organic soil, and mineral soil (Zhuang et al., 2002, 2004).
MDM-TEM simulates the production and oxidation of CH4 between the soil column and
the atmosphere as well as CH4 transport across the soil surface. The overall CH4 fluxes depend
on the relative relationship among these three terms. Production and oxidation of CH4 are
combined to represent the net emission/uptake of CH4 between the soil and the atmosphere. Net
emission means that CH4 will be emitted to the atmosphere through diffusion when the rate of
CH4 production (methanogenesis) exceeds that of oxidation (methanotrophy) within the soil
column. In addition to diffusion between the soil column and the atmosphere, there are two other
ways that CH4 can be transported to the atmosphere in wetlands. One is ebullition, in which
bubbles form when CH4 concentration is high and water table is above the moist soil, and move
through the water column to be released to the atmosphere. The other way is plant-aided CH4
transport, which happens when CH4 moves through aerenchyma tissues of vascular plants from
deep root systems to above-ground leaves to escape to the atmosphere.
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The soil component in MDM-TEM contains two separate layers: the upper unsaturated
zone and the lower saturated zone, defined by the water table depth. CH4 production occurs in
the lower saturated zone where water creates an anaerobic environment and is affected by
substrate availability, soil temperature, soil pH, and availability of electron acceptors. Substrate
availability is represented using a function of NPP, which is provided by DOS-TEM (Figure 3.2).
A Q10 function is used to calculate the effects of soil temperature on CH4 production, with a
reference temperature from previous calibration. Coefficients in this Q10 function are ecosystem
specific, and each grid cell has a prescribed ecosystem type. The optimum soil pH is set to 7.5
for wetlands in Alaska. Finally, the effect of electron acceptor availability is implemented using
a multiplier that relates to redox potential on CH4 production. The multiplier, which is
determined by calibration, diminishes linearly if redox potential exceeds -200 mV, or is set as 1.0
(Fiedler and Sommer, 2000; Zhuang et al., 2002). CH4 oxidation is simulated in the unsaturated
zone of the soil column when the soil moisture is within a prescribed ecosystem-specific range
that allows methanotrophy (Zhuang et al., 2004). CH4 oxidation is affected by both soil moisture
and temperature. A Q10 function is used with ecosystem specific reference temperatures to
simulate enhanced oxidation with rising soil temperature. Soil moisture influences CH4 oxidation
negatively when it is not at the optimum level. Substrate availability affects CH4 oxidation
following a Michaelis-Menten function. Finally, increasing redox potential from -200 mV to 200
mV enhances CH4 oxidation (Zhuang et al., 2002, 2004).
3.2.3 MDM-TEM Parameterization and Validation
MDM-TEM is parameterized for three typical types of wetland ecosystems in Alaska
based on specific plant types and hydrological characteristics (Table 3.1). The land cover map
used for the simulations in this study defined seven wet land-cover types in Alaska, which were
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grouped into the three wetland types parameterized in MDM-TEM as follows: (1) lowland black
spruce (Picea mariana (Mill.) Britton, Sterns and Poggenb.), white spruce (Picea glauca
(Moench) Voss), deciduous forests, and maritime wetland forest were classified as boreal
wetland in MDM-TEM; (2) graminoid tundra was classified as mesic wetland tundra; and (3)
wet-sedge tundra and maritime fen were classified as wet wetland tundra. CH4 flux
measurements and key soil and climate factors from three wetland field sites in Alaska tundra
wetlands and Canadian wetlands north of 53°N (first three sites in Table 3.1) were used to
parameterize MDM-TEM. These sites were representative of the mesic and wet wetland tundra
and boreal wetland present in Alaska. The model was parameterized by minimizing the
differences between the observed and simulated CH4 fluxes at Toolik-D, Toolik-W (Arctic LCC,
Alaska), and SSA-FEN (Saskatchewan, Canada) field sites, respectively. Initial parameter values
for each of the three sites were determined from literature review. The range was set for each
individual parameter in the three sets of parameters based on literature review, and adjustments
were made to each parameter to minimize the root mean square error (RMSE) between the daily
simulated and observed CH4 fluxes. The adjustment was conducted sequentially for all
parameters until the minimized RMSE was 665 mg CO2-eq/m2/d, 1729 mg CO2-eq/m2/d, and
1396 mg CO2-eq/m2/d, for Toolik-D, Toolik-W, and SSA-FEN sites, respectively (He et al.,
2016).

Table 3.1 Description of sites used for model parameterization and validation.

Site name

Location

Tundra at Toolik
Field Station
(Toolik-D)

149°36' W.

Tundra at Toolik
Field Station
(Toolik-W)

149°36' W.

Fen at southern
study area of
BOREAS

Elevation
(meters)

760.0
68°38' N.

760.0

524.7

Complex
fen with
buckbean,
sedges,
birch, and
willow

68°38' N.

105°57' W.
53°57' N.

(NSA-FEN;

98°25' W.
55°55' N.

Tussock
tundra

Wet
tussock
tundra

(SSA-FEN)

Fen at northern
study area of
BOREAS

Land
cover

218.0

Fen
complex,
including
sedge,
moss,
moat,

validation site)
and shrubs

Wetland type in
MDM-TEM

Observed data

Mesic wetland
tundra

Soil temperatures at depths of
10, 20, and 50 centimeters,
methane fluxes from 1992 and
1993

Source and references

see http://ecosystems.
mbl.edu/ARC and
http://www.wrcc.dri.edu

Soil temperatures at depths of
3, 5, 7, 9, and 11 centimeters,
methane fluxes from 1994 and
1995

King et al. 1998

Wet wetland
tundra

Sellers et al. (1997);

Boreal wetland

Soil temperatures at depths of
10 and 20 centimeters, daily
evapotranspiration and eddy
covariance measurements of
methane fluxes for May to
October of 1994 and 1995

Boreal wetland

Soil temperatures at depths of
5, 10, 20, 50, and 100
centimeters; water-table depth
(1994) and chamber
measurements of methane
fluxes of May through
September 1994 and June
through October 1996

Newcomer et al.
(2000); Suyker et al.
(1996, 1997)

Sellers et al. (1997);
Newcomer et al.
(2000); Suyker et al.
(1996, 1997)
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To test the performance and validate parameterizations of MDM-TEM, we conducted
simulations using data independent of the data we used for parameterization and calibration. A
boreal forest wetland site (NSA-FEN) in Canada was used to validate the parameterization from
the SSA-FEN site (Table 3.1). Monthly mean simulated CH4 fluxes were compared to the
observed net emission at the site, and the geometric mean regression between observed and
simulated fluxes was significant (p < 0.01) with an RSME of 0.9 (He et al., 2016). When applied
across Alaska, MDM-TEM captured methane emissions from April to November for most grid
cells in Alaska, including some of the zero-curtain emissions for the North Slope of Alaska
reported by Zona et al. (2016).
3.2.4 DOS-TEM Parameterization and Validation
Parameterization and validation of DOS-TEM was conducted using vegetation and soil
carbon and nitrogen pools and fluxes; details on the DOS-TEM parameterization and validation
can be found in Genet et al. (2016) and Genet et al. (2018). The sites used for DOS-TEM
historical carbon pools validation are depicted in Figure 3.1. DOS-TEM estimates of soil C
stocks and permafrost distribution and depth were compared with recent soil carbon and
permafrost data products for Alaska (Hugelius et al., 2014; Johnson et al., 2011; Marchenko et
al., 2008; Mishra and Riley, 2012; Pastick et al., 2015; Ping et al., 2008; Wylie et al., 2016).
These comparisons revealed the estimates of permafrost distribution and depth as well as soil C
stocks simulated by DOSTEM were well within the range of the estimates provided by the other
products for wetland and adjacent lowland ecosystems (Pastick et al., 2017; Wylie et al., 2016).
3.2.5 Input Data
ALFRESCO, DOS-TEM and MDM-TEM simulations were spatially explicit. Models
were run at 1 km spatial resolution using gridded forcing data from 1950 to 2099 over the state
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of Alaska. Annual atmospheric CO2 concentration, spatially explicit monthly mean surface air
temperature, total precipitation, net incoming shortwave radiation, and vapor pressure, along
with spatially explicit data for wetland distribution (Pastick et al., 2017), land cover and soil
texture (Global Soil Data Task Group 2000) were used to drive the coupled models. In addition,
estimates of spatially explicit monthly NPP and LAI from DOS-TEM were used by MDM-TEM
to simulate CH4 fluxes.
Based on the Alaska National Wetlands Inventory
(http://www.fws.gov/wetlands/Data/State-Downloads.html), a wetland distribution map was
developed for this assessment to identify seasonally or year-round waterlogged ecosystems in
this study. This wetland map is described in Pastick et al. (2017). Wetlands typically have poor
drainage and a thick organic horizon (Burkett and Kusler, 2000; O'Donnell et al., 2011).
Simulation results were analyzed for the four LCCs mentioned in the Introduction (Figure 3.1).
Arctic LCC wetlands are 84.7% graminoid tundra and 15.3% wet-sedge tundra, and the Western
Alaska LCC wetlands are 27.6% graminoid tundra and 72.4% wet-sedge tundra. Wetlands in the
Northwest Boreal LCC are 97% percent lowland forested permafrost plateau forest (46% conifer
forest and 51% deciduous forest) and 3% open wetlands (i.e., bogs and fens). Wetlands in the
North Pacific LCC are 86% maritime fen and 14% maritime wetland forest (dominated by Sitka
spruce [Picea sitchensis (Bong.) Carrière] and black cottonwood [Populus trichocarpa Torr. and
A. Gray ex Hook.]).
Monthly climate data were linearly interpolated to a daily time step to meet the temporal
resolution of MDM-TEM. Historical climate data were from the Climatic Research Unit (CRU
TS 3.1; Harris et al., 2014). Future projections (2010-2099) were driven by three different fossil
CO2 emission trajectories for low, medium, and high ranges of emissions (B1, A1b, and A2,
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respectively) and climate projections from two GCMs. The two GCMs used were version 3.1T47 of the Coupled Global Climate Model (CGCM3.1, www.cccma.ec.gc.ca/data/cgcm3/,
McFarlane et al., 1992) developed by the Canadian Centre for Climate Modeling and Analysis
and version 5 of the European Centre Hamburg Model (MPI-ECHAM5,
www.mpimet.mpg.de/en/wissenschaft/modelle/echam/, Roeckner et al., 2004) developed by the
Max Planck Institute. These climate and atmospheric CO2 scenarios were obtained from the
World Climate Research Programme's (WCRP's) Coupled Model Intercomparison Project phase
3 (CMIP3) multi-model dataset ( http://www-pcmdi.llnl.gov/ipcc/about_ipcc.php, Meehl et al.,
2007), and were aligned with the Intergovernmental Panel on Climate Change’s Special Report
on Emission Scenarios (IPCC-SRES; Nakicenovic at el., 2000). In addition, the effects of fire
disturbance on C dynamics were evaluated using a gridded fire occurrence dataset that combined
(1) historical records from 1950 to 2009 from the Alaska Interagency Coordination Center large
fire database (http://fire.ak.blm.gov/; Kasischke et al., 2002) and (2) projected scenarios from
ALFRESCO for future projections. Emission scenario A2 projected the largest increase in
atmospheric CO2 in the projection period, followed by A1b and B1 (Table 3.2). Climate
simulations of the ECHAM5 models were warmer and wetter than those of the CGCM 3.1. Mean
annual area burned was also larger under the ECHAM5 climate simulations than under CGCM
3.1 climate simulations (Table 3.2). More details on the atmospheric CO2, climate and fire
forcing datasets can be found in Genet et al. (2018) and Pastick et al. (2017).
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Table 3.2 Summary of the environmental drivers used by the model simulations for the historical
period and the six climate scenarios. The numbers in parenthesis indicate standard deviation
computed on the annual data averaged across Alaska. MAT = mean annual temperature, SAP =
sum of annual precipitation, Atm.CO2 = annual atmospheric CO2 concentration, AOB = Annual
area burned, VWC = volumetric water content.

Period

Scenario

MAT
(

[1950-2009]

o

C)

SAP

Atm. CO2

AOB

VWC

(mm)

(ppm)

2

(km /yr)

(m3/m3)

341 (25)

2734 (1502)

0.643 (0.022)

2718 (1069)

0.693 (0.015)

3643 (1960)

0.683 (0.03)

2832 (1226)

0.701 (0.02)

4069 (1784)

0.68 (0.025)

3379 (1864)

0.702 (0.024)

3917 (2215)

0.66 (0.024)

Historical

-3.61 (0.66)

926 (33)

CGCM 3.1 - B1

-2.65 (0.99)

999 (70)
429 (85)

ECHAM5 - B1

-2.51 (1.42)

978 (79)

CGCM 3.1 - A1b

-2.12 (1.55)

1019 (91)

[2010-2099]

466 (132)
ECHAM5 - A1b

-1.85 (2.19)

1007 (99)

CGCM 3.1 - A2

-2.03 (1.77)

1033 (109)
482 (159)

ECHAM5 - A2

-1.96 (2.15)

1007 (101)
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3.2.6 Model Application
Before conducting the transient simulations, a typical spin-up procedure was conducted
for each spatial location in which the model was driven by averaged modern forcings for that
location, repeated continuously until dynamic equilibrium was achieved (i.e., constant pools and
fluxes at that location). The resulting modeled ecosystem state for each spatial location then
served as the starting point for the transient simulation during the historical and future periods.
Gridded output was expressed per meter squared and multiplied by grid cell area and the wetland
percent cover per grid cell to yield total fluxes and storages. Regional estimates were obtained by
summing up the grid cell estimates across each LCC region.
Estimates of vegetation C storage were derived from the sum of aboveground and
belowground living biomass. Soil C stocks were composed of C stored in dead woody debris,
moss, litter, the organic horizon, and the mineral horizon to depth of 1 m below the organic
horizon. Historical changes in soil and vegetation C pools were evaluated as cumulative changes
from the estimate of the respective C pool at the end of 1949. Projected changes in soil and
vegetation C pools were evaluated as cumulative changes from the estimate of the respective C
pool at the end of 2009.
Net ecosystem carbon balance (NECB) is the difference between total C inputs and total
C outputs of the ecosystem (Chapin et al., 2006). In this study, the C exchange between
terrestrial and aquatic ecosystems was not estimated. Therefore, we calculated NECB as the NPP
minus the combination of C losses from heterotrophic respiration (HR), fire emissions (as CO
and CO2 i.e., Pyro (CO+CO2), and CH4, i.e., PyroCH4), and biogenic CH4 emissions (BioCH4).
GWP was estimated taking into consideration that CH4 has a larger GWP than CO2. We
assumed that CH4 GWP was 25 time larger than CO2 GWP as estimated over a 100-year
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timeframe for the 2007 IPCC Special Report on Emissions Scenarios (Forster et al., 2007). GWP
values were reported in CO2 equivalents after converting all C fluxes using molecular weights of
CH4 and CO2. Pyrogenic CH4 (PyroCH4) production from wildfire was considered in addition to
biogenic CH4 emissions by applying emission factors among CO2, CH4, and CO on DOS-TEM
simulations of fire emissions based on the partitioning estimates of French et al. (2002). The C in
CO emissions was assumed to be converted to CO2 in the atmosphere within a year (Weinstock
1969) and added to the pyrogenic CO2 emissions (Pyro (CO2+CO)). Based on these
considerations, GWP was calculated as:
GWP = – 44/12 × (NPP–HR–Pyro (CO2+CO)) + 25×16/12 × (PyroCH4 + BioCH4)

(3.1)

A positive GWP indicates a net CO2 loss from the ecosystem promoting atmospheric
warming, while a negative GWP indicates a net CO2 gain by the ecosystem promoting
atmospheric cooling.
3.2.7 Attribution Analysis
The relative effects of changes in atmospheric CO2, climate change and fire regime on
ecosystem C balance were analyzed for the projection period 2010-2099. This analysis was
based on model simulations that included combinations of time series with constant atmospheric
CO2, detrended climate, and normalized fire regime. For more detail about the forcing data used
for the attribution analysis, see Genet et al. (2018).
We conducted 10 coupled model simulations over Alaska wetlands in addition to the
original six projection scenarios described above and hereafter referred to as CO2 + climate + fire
simulations:
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1.

a baseline simulation with constant atmospheric CO2, detrended climate and

constant fire regime, hereafter baseline,
2.

three simulations with increasing atmospheric CO2 from the B1, A1b and A2

emission scenarios, detrended climate and constant fire regime, hereafter CO2,
3.

six simulations with increasing atmospheric CO2 and changing climate

simulations from the CGCM3.1 and ECHAM5 models, hereafter CO2 + climate.
We evaluated (1) the effects of rising atmospheric CO2 by comparing C dynamics
between the CO2 and the baseline simulations; (2) the effects of changing climate by comparing
CO2 + climate and CO2 simulations; and (3) the effects of changing fire regime by comparing the
CO2 + climate + fire simulations with the CO2 + climate simulations.
The effect of CO2 fertilization on NPP, HR and BioCH4 was evaluated by examining the
relationship between the relative change in fluxes and the change in atmospheric CO2
concentration. The effect of climate change on NPP, HR and BioCH4 was evaluated by
examining the relationship between the relative change in the respective C fluxes and the
changes in annual mean air temperature, annual sum of precipitation, annual mean net incoming
radiation and annual mean vapor pressure. The effect of fire regime was evaluated by examining
the relationships between the relative change in area burned and the relative changes in NPP, HR,
and BioCH4 as well as between the relative change in area burned and the absolute change in fire
emissions.
The relationships between changes in C fluxes and changes in environmental drivers
were evaluated using ordinary least square regression. The differences between LCC regions
were evaluated using Analysis of Variance. All analyses were performed using the SAS
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statistical package (SAS 9.4, SAS Institute Inc., Cary, NC, USA). The assumptions of normality
and homoscedasticity were verified by examining residual plots. Effects were considered
significant at the 0.05 level. Averages of C stocks and fluxes are accompanied with the estimated
standard deviation from annual variations (s.d.).

3.3

Results

3.3.1 Historical C dynamics of wetland ecosystems in Alaska from 1950 to 2009
Across the 177,069 km2 of wetland ecosystems in Alaska, as defined by Pastick et al.
(2017), total C storage was estimated to be 5.56 PgC in 2009, with about 89% stored in the soil
and the rest in the vegetation (Table 3.3; Figure 3.3a). During the historical period, wetland
ecosystems lost C from the vegetation and the soil at a rate of 2.91 TgC/yr statewide (Figure
3.3b). The accumulation of C in the Arctic, the Western Alaska and the North Pacific LCCs was
more than offset by the C loss from the Northwest Boreal LCC, the largest of the four LCC
regions. C loss in the Northwest Boreal LCC occurred because the combination of HR, fire
emissions, and CH4 emissions was greater than NPP (Table 3.4).
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Table 3.3 Mean annual change in vegetation, soil, and total C stocks for the historical period
[1950 through 2009] and vegetation, soil, and total C stocks at the end of 2009 and in each
Landscape Conservation Cooperative region and statewide. Wetland area for LCC regions was
estimated from the wetland map described in Pastick et al. (2017).

Variables
Wetland area
Vegetation C
annual change
Vegetation C
pool in 2009
Soil C annual
change
Soil C pool in
2009
Total C annual
change
Total C pool in
2009

Units

Arctic

Northwest

North

Western

Boreal

Pacific

AK

Statewide

(km2)

29,818

130,704

1,965

14,582

177,069

(TgC/yr )

0.12

-1.13

0

0.03

-0.98

(TgC)

45.38

491.1

19.56

56.93

612.97

(TgC/yr)

0.35

-2.36

0.06

0.02

-1.93

(TgC)

1274.78

2773.23

107.33

787.53

4,942.87

(TgC/yr)

0.47

-3.49

0.07

0.05

-2.91

(TgC)

1320.16

3264.33

126.89

844.46

5555.84
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Figure 3.3 Spatial distribution of wetland (a,d) ecosystem carbon stocks, (b,e) net ecosystem
carbon balance, (c,f) methane emissions for Alaska, for (a,b,c) the historical period and (d,e,f)
the projected period (averaged across the six climate scenarios evaluated).
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Table 3.4 Mean C fluxes into and out of Alaska wetland ecosystems for the historical period
[1950-2009] in each Landscape Conservation Cooperative region and statewide. Numbers in
parenthesis indicate inter-annual standard deviation. Except for GWP, positive numbers indicate
uptake of C into wetland ecosystems and negative numbers indicates losses of C. For GWP,
positive numbers indicate C source and negative numbers indicates C sink. NA indicates not
applicable.

Variable

Unit

Northwest

North

Western

Boreal

Pacific

AK

Arctic

Statewide

NPP

(TgC/yr)

4.03 (0.49)

28.81 (1.44)

0.53 (0.04)

2.95 (0.18)

36.32 (2.74)

HR

(TgC/yr)

-3.27 (1.22)

-27.13 (4.84)

-0.46 (0.08)

-2.49 (0.98)

-33.35 (9.37)

BioCH4

(TgC/yr)

-0.075 (0.15)

-0.79 (1.83)

<< -0.01

-0.04 (0.12)

-0.91 (0.78)

PyroCH4

(TgC/yr)

<< -0.01

-0.01 (0.03)

<< -0.01

<< -0.01

-0.02 (0.03)

Pyro(CO+CO2)

(TgC/yr)

-0.22 (0.40)

-4.36 (7.58)

<< -0.01

-0.37 (0.69)

-4.96 (8.98)

NECB

(TgC/yr)

0.47 (1.15)

-3.49 (10.46)

0.07 (0.08)

0.05 (1.06)

-2.91 (10.56)

0.53 (1.31)

36.67 (109.90)

0.11 (0.13)

-0.15 (3.22)

(TgCO2GWP
eq/yr)

37.16
(134.85)
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Statewide, biogenic CH4 emissions from wetlands were estimated to be 0.91 TgC/yr
during the historical period (Table 3.4, Figure 3.3c). Biogenic CH4 emissions from boreal
wetlands (mean annual biogenic CH4 emission of 0.868 TgC/yr) were substantially greater than
that from wet wetland tundra (0.018 TgC/yr) and mesic wetland tundra (0.024 TgC/yr) (Figure
3.4). The strong biogenic CH4 emissions from the boreal wetlands are associated with a greater
area and generally warmer soils and longer growing seasons than for other wetland types in
Alaska. Our simulations indicated that biogenic CH4 emissions increased from 1950 to 2009 in
all wetland types examined, although there was large inter-annual variability (Figure 3.4). In
comparison, pyrogenic CH4 emissions represented only 1.7% of the total CH4 emissions.
Although CH4 emissions were only 2.5% of NPP statewide, they dominated the positive GWP
calculation with respect to the contribution of C lost as CO2 during the historical period.
Wetlands contributed to atmospheric warming in three out of the four LCC regions during the
historical period (Table 3.4), resulting in a statewide GWP of 37.16 TgCO2-eq/yr.
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Figure 3.4 Annual total methane emissions from three wetland types in Alaska during the
historical period (1950-2009). Note that the units for boreal wetland fluxes are on the left y-axis
and that units for the tundra wetland fluxes are on the right y-axis.
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3.3.2 Projected C dynamics of wetland ecosystems in Alaska from 2010 to 2099
In contrast to the historical period, wetlands in Alaska accumulated C during the
projection period. By 2099, vegetation and soil C stocks increased from the end of the historical
period in all LCC regions and for all the scenarios. Total mean C storage across the six climate
scenarios was 5911 TgC (s.d. 79.41 TgC, Figure 3.5a, Figure 3.3d), with a mean annual increase
of 3.34 TgC/yr (s.d. 0.89 TgC/yr, Figure 3.5b, Figure 3.3e) from 2010 to 2099 (Table 3.5).
During that period, the largest relative increase in C storage occurred in the North Pacific LCC
(11.4%, s.d. 5.5%). The relative increase in C stocks was substantially less in the Arctic LCC
(7.3%, s.d. 1.9%), the Northwest boreal LCC (6.4%, s.d. 2.2 %), and the Western Alaska LCC
(4.17%, s.d. 3.14%). Increases in NPP were more than offset increases in HR, fire emissions and
biogenic CH4 emissions, resulting in a net C sequestration statewide in all LCCs for the
projection period (Figure 3.5c, d, Table 3.6). Compared to the simulations for CGCM3.1 climate
projections, the warmer climate projections from ECHAM5 resulted in generally greater NPP
(8.11% higher, F1/28=122.99, n= 30, p<0.001) and greater HR (11.38% higher, F1/28=13.69, n= 30,
p=0.001).
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Figure 3.5 (a) 2099 carbon pools, (b) [2010-2099] mean annual change in vegetation, soil, and
total carbon stocks, (c) [2010-2099] mean annual CO2, and (d) CH4 ecosystem fluxes, for each
Landscape Conservation Cooperative region. Means are computed across the six climate
scenarios. Error bars indicate the range of projections among the climate scenarios. Global
Warming Potential (GWP) is depicted in panel C with the units TgCO2-equivalent/yr.
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Table 3.5 Mean annual change in vegetation, soil, and total carbon stocks during the projection period
(2010 through 2099) and the final vegetation, soil, and total carbon stocks at the end of 2099 in each
Landscape Conservation Cooperative region and statewide, for each climate scenario tested.
Vegetation

Vegetation

Soil C

Soil C

Total C

Total C

C annual

C pool in

annual

pool in

annual

pool in

change

2099

change

2099

change

2099

(TgC/yr)

(TgC)

(TgC/yr)

(TgC)

(TgC/yr)

(TgC)

CCCMA A1b

0.16

59.61

1.32

1397.46

1.48

1457.07

CCCMA A2

0.12

58.42

0.92

1360.20

1.04

1418.61

CCCMA B1

0.11

55.61

0.51

1323.66

0.62

1379.27

ECHAM5 A1b

0.17

63.32

0.82

1351.65

0.98

1414.97

ECHAM5 A2

0.21

63.70

0.86

1356.59

1.07

1420.29

ECHAM5 B1

0.12

56.94

0.85

1354.60

0.97

1411.54

CCCMA A1b

1.58

632.92

-0.46

2781.13

1.12

3414.05

CCCMA A2

1.53

632.77

1.43

2942.98

2.95

3575.75

Northwest

CCCMA B1

1.13

595.23

-0.34

2787.00

0.79

3382.23

Boreal

ECHAM5 A1b

1.90

664.32

-0.33

2789.23

1.58

3453.55

ECHAM5 A2

1.98

669.50

0.56

2867.60

2.54

3537.10

ECHAM5 B1

1.63

642.19

0.19

2839.59

1.83

3481.77

CCCMA A1b

0.04

23.16

0.23

128.56

0.27

151.72

CCCMA A2

0.05

24.17

0.08

114.18

0.12

138.34

North

CCCMA B1

0.04

22.70

0.10

116.35

0.13

139.05

Pacific

ECHAM5 A1b

0.05

24.14

0.18

123.91

0.23

148.05

ECHAM5 A2

0.05

23.77

0.03

110.52

0.08

134.29

ECHAM5 B1

0.04

22.94

0.07

113.66

0.11

136.60

CCCMA A1b

0.05

61.62

0.79

860.79

0.84

922.40

CCCMA A2

0.06

62.37

0.24

810.66

0.30

873.03

Western

CCCMA B1

0.00

56.47

0.48

832.68

0.48

889.16

AK

ECHAM5 A1b

0.09

65.47

-0.09

781.84

0.01

847.30

ECHAM5 A2

0.11

66.83

0.28

815.22

0.39

882.06

ECHAM5 B1

0.08

63.32

0.05

794.96

0.13

858.28

CCCMA A1b

1.83

777.31

1.88

5167.97

3.71

5945.28

CCCMA A2

1.75

777.72

2.67

5228.01

4.42

6005.73

CCCMA B1

1.28

730.02

0.75

5059.72

2.02

5789.74

ECHAM5 A1b

2.21

817.25

0.59

5046.63

2.80

5863.88

ECHAM5 A2

2.35

823.80

1.73

5149.93

4.08

5973.73

ECHAM5 B1

1.87

785.39

1.16

5102.81

3.03

5888.20

LCC

Arctic

Statewide

Scenario
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Table 3.6 Mean C fluxes into and out of Alaska upland ecosystems for the projection period [2010
through 2099] in each Landscape Conservation Cooperative region and statewide. Numbers in parenthesis
indicate inter-annual standard deviation. Positive numbers indicate uptake of C into upland ecosystems
and negative numbers indicates losses of C.
LCC

Scenario

NPP

HR

BioCH4

PyroCH4

Pyro

NECB

GWP

(CO+CO2)
(TgC/yr) (TgC/yr)

(TgC/yr)

(TgC/yr)

(TgC/yr)

(TgC/yr) (TgCO2eq/yr)

Arctic

CCCMA A1b

CCCMA A2

CCCMA B1

ECHAM5 A1b

ECHAM5 A2

ECHAM5 B1

Northwest

CCCMA A1b

Boreal
CCCMA A2

CCCMA B1

ECHAM5 A1b

ECHAM5 A2

ECHAM5 B1

North

CCCMA A1b

Pacific
CCCMA A2

5.36

-3.20

-0.090

-0.004

-0.59

1.48

-2.74

(0.59)

(0.70)

(0.170)

(0.002)

(0.73)

(0.59)

(8.94)

5.50

-2.71

-0.092

-0.028

-1.65

1.04

-0.91

(0.95)

(1.17)

(0.181)

(0.005)

(1.27)

(0.97)

(11.62)

5.46

-4.23

-0.074

-0.006

-0.54

0.62

-0.04

(0.68)

(0.76)

(0.145)

(0.002)

(0.60)

(0.56)

(7.39)

6.42

-3.58

-0.099

-0.034

-1.75

0.98

-0.51

(1.11)

(1.30)

(0.193)

(0.006)

(1.58)

(1.39)

(13.13)

5.97

-3.03

-0.098

-0.036

-1.77

1.07

-0.83

(1.09)

(1.46)

(0.191)

(0.006)

(2.23)

(1.79)

(16.17)

5.68

-3.34

-0.079

-0.023

-1.29

0.97

-1.08

(0.74)

(0.95)

(0.155)

(0.004)

(1.77)

(1.66)

(12.66)

30.94

-22.05

-1.084

-0.055

-6.67

1.12

28.71

(2.53)

(9.66)

(2.608)

(0.022)

(6.29)

(7.94)

(136.86)

30.63

-19.34

-1.267

-0.078

-7.04

2.95

27.45

(2.21)

(6.41)

(4.058)

(0.023)

(6.41)

(4.24)

(174.85)

30.06

-21.58

-1.190

-0.073

-6.48

0.79

33.03

(1.66)

(5.37)

(2.850)

(0.021)

(5.04)

(5.30)

(127.6)

33.33

-23.24

-1.274

-0.071

-7.22

1.58

32.71

(2.82)

(7.28)

(3.999)

(0.024)

(7.83)

(6.06)

(179.25)

33.04

-23.48

-1.153

-0.069

-5.85

2.54

25.48

(3.13)

(5.78)

(3.054)

(0.019)

(6.61)

(6.51)

(136.48)

31.89

-23.51

-1.236

-0.051

-5.29

1.83

30.47

(2.46)

(6.43)

(2.884)

(0.018)

(7.08)

(5.32)

(137.42)

0.62

-0.33

-0.005

<< -0.01

-0.01

0.27

-0.86

(0.06)

(0.16)

(0.013)

(0.02)

(0.15)

(0.88)

0.65

-0.46

-0.005

-0.06

0.12

-0.3

(0.11)

(0.12)

(0.015)

(0.08)

(0.15)

(0.83)

<< -0.01
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Table 3.6 continued
CCCMA B1

ECHAM5 A1b

ECHAM5 A2

ECHAM5 B1

Western

CCCMA A1b

AK
CCCMA A2

CCCMA B1

ECHAM5 A1b

ECHAM5 A2

ECHAM5 B1

Statewide

CCCMA A1b

CCCMA A2

CCCMA B1

ECHAM5 A1b

ECHAM5 A2

ECHAM5 B1

0.62

-0.48

-0.003

(0.05)

(0.06)

(0.010)

0.72

-0.41

-0.005

(0.12)

(0.12)

0.62

<< -0.01

-0.01

0.13

-0.4

(0.02)

(0.06)

(0.46)

-0.012

-0.07

0.23

-0.71

(0.013)

(0.000)

(0.10)

(0.14)

(0.82)

-0.49

-0.005

-0.006

-0.05

0.08

-0.16

(0.08)

(0.13)

(0.014)

(0.000)

(0.08)

(0.12)

(0.95)

0.65

-0.48

-0.003

-0.008

-0.07

0.11

-0.3

(0.07)

(0.10)

(0.010)

(0.000)

(0.10)

(0.08)

(0.79)

3.25

-2.07

-0.049

-0.014

-0.29

0.84

-1.6

(0.31)

(1.49)

(0.140)

(0.001)

(0.34)

(1.42)

(10.29)

3.25

-2.14

-0.051

-0.051

-0.75

0.30

0.49

(0.31)

(0.78)

(0.147)

(0.002)

(1.06)

(0.81)

(10.61)

3.18

-1.99

-0.037

-0.027

-0.67

0.48

-0.58

(0.20)

(2.65)

(0.123)

(0.002)

(0.86)

(3.03)

(16.31)

3.90

-3.05

-0.058

-0.058

-0.78

0.01

1.77

(0.43)

(1.06)

(0.166)

(0.003)

(1.08)

(1.06)

(11.94)

3.55

-2.44

-0.056

-0.048

-0.67

0.39

0.29

(0.39)

(0.96)

(0.161)

(0.002)

(0.79)

(1.12)

(10.46)

3.43

-2.71

-0.044

-0.038

-0.54

0.13

0.87

(0.35)

(0.84)

(0.141)

(0.002)

(0.94)

(1.32)

(10.06)

40.17

-27.65

-1.226

-0.073

-7.56

3.71

23.49

(3.50)

(12.02)

(1.064)

(0.025)

(7.38)

(10.11)

(94.59)

40.02

-24.65

-1.415

-0.164

-9.51

4.42

26.73

(3.59)

(8.48)

(1.682)

(0.031)

(8.81)

(6.17)

(107.3)

39.33

-28.29

-1.303

-0.106

-7.69

2.02

32.01

(2.59)

(8.84)

(1.112)

(0.025)

(6.51)

(8.95)

(84.57)

44.37

-30.29

-1.435

-0.175

-9.82

2.80

33.26

(4.47)

(9.77)

(1.673)

(0.033)

(10.59)

(8.66)

(115.21)

43.20

-29.43

-1.312

-0.159

-8.34

4.08

24.78

(4.69)

(8.34)

(1.262)

(0.028)

(9.71)

(9.54)

(92.12)

41.65

-30.04

-1.361

-0.120

-7.19

3.03

29.97

(3.61)

(8.31)

(1.152)

(0.024)

(9.89)

(8.38)

(93)
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Compared to the historical period, statewide biogenic CH4 increased by 47.7% on
average across the projections (Table 3.6, Figure 3.3f). Similar to NPP and HR, the warmer
climate projections from ECHAM5 than from CGCM3.1 resulted in greater biogenic CH4
emissions (4.16% higher, F=5.26, n= 30 and p=0.031). The GWP associated with the increase in
CH4 emissions was greater than that associated with CO2 sequestration by wetland ecosystems of
Alaska, resulting in a positive GWP by 2099 of 28.37 TgCO2-eq/yr. Yet, compared to 2009, the
positive GWP decreased by 23.71% in magnitude.
3.3.3 Effect of environmental drivers on ecosystem C sequestration, CH4 emissions, and
GWP
Changes in atmospheric CO2, climate, and wildfire each substantially affected projections
of C dynamics for wetlands in Alaska. Compared to the baseline simulations, the cumulative
effect of increasing atmospheric CO2, climate change and change in fire regime resulted in a
statewide increase of 70 TgC in vegetation and 240 TgC in soil by the end of the 21st century
(i.e., 4.9% and 11.4% increase compared to the baseline, respectively). The increase in
atmospheric CO2 during the projected period increased vegetation (70 TgC, 11.4%) and soil (270
TgC, 5.5%) C stocks substantially (Figure 3.6a, b). Changes in climate increased vegetation (16
TgC, 2.6%) and soil (230 TgC. 4.7%) C stocks to a lesser extent. In contrast, wildfire induced a
C loss in the vegetation (-20 TgC, -3.3%) and soil (-260 TgC, -5.3%) C stocks.
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Figure 3.6 Anomaly from the baseline simulation (constant atmospheric CO2, climate and fire
regime) quantifying the cumulative effects of increasing atmospheric CO2 (blue lines), change in
climate (green line) and change in fire regime (orange line) on (a) total vegetation carbon stocks,
(b) total soil carbon stocks, (c) biogenic methane emissions, and (d) global warming potential
across Alaska from 2010 through 2099. The black line represents the cumulative effect of
increases in atmospheric CO2, changes in climate and changes in the fire regime. The thick solid
lines represent the mean among scenarios and the shaded envelopes represent the means ±
standard deviation.
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Compared to the baseline simulation, biogenic CH4 emissions increased 0.62 TgC/yr
(68.1%) in response to the combination of changes in atmospheric CO2, climate, and wildfire by
the end of the 21st century. Changes in climate substantially increased biogenic CH4 emissions
(0.91 TgC/yr, 102.4%), and changes in atmospheric CO2 had little effect (Figure 3.6c). In
contrast, changes in the fire regime decreased biogenic CH4 emission by -0.32 TgC/yr (-35.2%).
In comparison to the baseline simulation, by the end of the 21st century, the combined
effects of changes in atmospheric CO2, climate, and wildfire enhanced warming of the
atmosphere by 6.91 TgCO2-eq/yr (18.6%) as indexed by changes in GWP (Figure 3.6d).
Changes in wildfire substantially enhanced climate warming (20.33 TgCO2-eq, 54.7%), while
changes in atmospheric CO2 and climate promoted climate cooling by (-2.43 TgCO2-eq/yr and 10.98 TgCO2-eq/yr, respectively, -6.5% and -29.6%, respectively). This increase in GWP
between the baseline and the simulations combining changes in atmospheric CO2, climate, and
wildfire contrasted with the decrease in GWP observed between the historical and the projection
periods (-8.78 TgCO2-eq/yr, -23.6%).
3.3.4 Biogeochemical processes affected by increasing atmospheric CO2
NPP, HR and biogenic CH4 emissions all significantly increased with increasing
atmospheric CO2 (Table 3.7, Figure 3.7). Yet the rate of change was much lower for biogenic
CH4 emissions (1.46% with s.e. 0.09% per 100ppm increase) than for NPP and HR (5.16% with
s.e. 0.21% and 4.66% with s.e. 0.42% per 100ppm increase, respectively). All relationships
between C fluxes and atmospheric CO2 concentration were significantly different among LCC
regions (Table 3.7); the slope of the relationship between change in C fluxes and change in
atmospheric CO2 was significantly higher for the Arctic and the North Pacific LCCs than for the
Northwest Boreal and the Western Alaska LCCs (Figure 3.7).
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Table 3.7 Effects of LCC region, changes in atmospheric CO2 (dCO2), and their interaction on
projection period [2010 - 2099] relative changes in net primary productivity (dNPP),
heterotrophic respiration (dHR), and biogenic methane (dBioCH4). MS = mean square of F test,
F = Fisher value, and p-value = probability.
Variable

dNPP

dHR

dBioCH4

Effect

n

MS

F

p-value

dCO2

1

519.31

F1/29=1642.72

< 0.001

LCC

4

13.69

F4/26=36.83

< 0.001

dCO2*LCC

3

4.27

F3/27=20.58

< 0.001

dCO2

1

537.01

F1/29=405.88

< 0.001

LCC

4

14.01

F4/26=8.81

< 0.001

dCO2*LCC

3

7.78

F3/27=7.23

0.004

dCO2

1

70.16

F1/29=1113.27

< 0.001

LCC

4

0.46

F4/26=7.33

0.002

dCO2*LCC

3

0.46

F3/27=7.34

0.003
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Figure 3.7 Relationship between relative change in (a) NPP, (b) HR, and (c) BioCH4 and
atmospheric CO2 from the baseline (simulations with constant atmospheric CO2). Different
symbols and lines are depicted for each different LCC region. Each point represents the
difference of decadal averages between the baseline and each atmospheric CO2 scenario. The
lines represent the quadratic relationships for each LCC.
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3.3.5 Biogeochemical processes affected by changing climate
Because our modeling framework kept land cover static throughout the simulations, it is
important to recognize that our analysis of biogeochemical processes affected by changing
climate does not include the effects of changes in wetland area in response to climate change.
Among the climate variables we considered in this analysis (i.e. air temperature, precipitation,
vapor pressure, net incoming shortwave radiation), including modeled soil moisture of the
organic horizon (Table 3.2), only air temperature and soil moisture changes had a significant
effect on change in C fluxes. Climate warming caused a significant increase in NPP, HR and
CH4 emissions (Table 3.8, Figure 3.8), but the magnitude of the increase was much larger for
CH4 emissions (15.40% with s.e. 3.04% per oC increase) than for NPP and HR (1.01% with 1.84
s.e. % and 1.67% with s.e. 1.79 % per oC increase, respectively). The interaction between LCC
and temperature change was significant for all three variables, suggesting that the slope of the
relationship between change in C fluxes and climate warming was significantly different among
LCC regions (Table 3.8). The response of NPP and HR to warming was higher for the Arctic and
North Pacific LCCs than for the Northwest Boreal and the Western Alaska LCCs (Figure 3.8a, c).
In contrast, the response of biogenic CH4 emissions was highest in the Northwest Boreal LCC
(Figure 3.8e). Soil moisture had a significantly positive effect on heterotrophic respiration and
CH4 emissions (Figure 3.8d, f), 1.83% (s.e. 0.78%) and 10.93% (s.e. 2.02%) per 0.01m3/m3
increase, respectively (Table 3.8). The sensitivity of HR to soil moisture was greatest in the
North Pacific LCC, and least in the Northwest boreal LCC (Figure 3.8d).
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Table 3.8 Effects of LCC region, changes in air temperature (dtair), and their interaction on
projection period [2010 – 2099] relative changes in net primary productivity (dNPP),
heterotrophic respiration (dHR), and biogenic methane (dBioCH4). MS = mean square of F test,
F = Fisher value, and p-value = probability. Change in precipitation, relative humidity and net
radiation had no significant effect on the three variables.
Variable

dNPP

dHR

dBioCH4

dNPP

dHR

dBioCH4

Effect

n

MS

F

p-value

dTAIR

1

1615.41

F1/29=12.38

0.001

LCC

4

290.33

F4/26=4.09

0.009

dTAIR*LCC

3

250.00

F3/27=5.76

0.003

dTAIR

1

1734.32

F1/29=11.28

0.002

LCC

4

229.69

F4/26=1.94

ns

dTAIR*LCC

3

227.46

F3/27=3.49

0.027

dTAIR

1

16349.57

F1/29=27.52

< 0.001

LCC

4

430.06

F4/26=1.24

ns

dTAIR*LCC

3

1812.70

F3/27=3.51

0.027

dVWC

1

40.23

F1/29=0.08

ns

LCC

4

63.32

F4/26=1.65

ns

dVWC *LCC

3

272.40

F3/27=7.09

0.012

dVWC

1

1014.18

F1/29=22.09

0.002

LCC

4

54.60

F4/26=1.19

ns

dVWC *LCC

3

282.78

F3/27=6.16

0.018

dVWC

1

15010.09

F1/29=13.05

0.007

LCC

4

11296.65

F4/26=2.46

ns

dVWC *LCC

3

9457.65

F3/27=2.74

ns
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Figure 3.8 Relationship between relative change in (a,b) NPP, (c,d) HR, and (e,f) BioCH4 and
(a,c,e) change in air teperature, and (b,d,f) change in organic layer soil moisture. Different
symbols and lines are depicted for each different LCC region. Each point represents the
difference of decadal averages. The lines represent the linear relationships for each LCC.
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3.3.6 Biogeochemical processes affected by changing fire regime
Compared to constant fire regime, the increase in fire frequency (and associated area
burned) caused a significant decrease in NPP and HR of 11.18% (s.e. 2.33%) and 40.36% (s.e.
24.17%) per 10% increase in area burned, respectively (Table 3.9, Figure 3.9a, b). In contrast,
fire emissions increased with area burned at a rate of 68.21 gC/m2/yr (s.e. 18.27 gC/m2/yr) with
10% increase in area burned. The relationship between fire emissions and area burned was
significantly different among LCC regions (Figure 3.9d); the slope of the relationship was lowest
in the Northwest Boreal LCC. Although biogenic CH4 emissions were not significantly affected
by increasing area burned (Table 3.9), large increases in area burned (i.e. > 4%) were associated
with a decrease of biogenic CH4 (Figure 3.9d) that was approximately offset by increases in
pyrogenic CH4 (Figure 3.9d).
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Table 3.9 Effects of LCC region, changes in annual area burned (dAOB), and their interaction on
projection period [2010 - 2099] relative changes in net primary productivity (dNPP),
heterotrophic respiration (dHR), biogenic methane (dBioCH4), and total fire emission (dPyro).
MS = mean square of F test, F = Fisher value, and p-value = probability.
Variable

dNPP

dHR

dBioCH4

dPyro

Effect

n

MS

F

p-value

dAOB

1

1.33

F1/29=5.56

0.026

LCC

4

0.36

F4/26=1.53

ns

dAOB *LCC

3

0.45

F3/27=1.87

ns

dAOB

1

145.19

F1/29=8.93

0.006

LCC

4

15.51

F4/26=0.81

ns

dAOB *LCC

3

30.11

F3/27=1.74

ns

dAOB

1

123.95

F1/29=0.28

ns

LCC

4

1457.60

F4/26=2.12

ns

dAOB *LCC

3

64.85

F3/27=0.08

ns

dAOB

1

36134.63

F1/29=102.41

<0.001

LCC

4

1620.47

F4/26=4.09

0.01

dAOB *LCC

3

8436.14

F3/27=24.22

<0.001
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Figure 3.9 Relationship between relative change in (a) NPP, (b) HR, (c) BioCH4 and total CH4
(including pyrogenic CH4), and (d) Total fire emissions (Pyro) and change in area burned.
Different symbols and lines are depicted for each different LCC region. Each point represents the
difference of decadal averages. The lines represent the linear relationships for each LCC.
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3.4

Discussion
Although wetland ecosystems cover only 12% of the terrestrial land surface in Alaska,

they play an important role in the C dynamics of the state because they can emit substantial
amounts of CH4 to the atmosphere. This study focused on estimating the historical and future C
dynamics of wetland ecosystems in Alaska using a modeling framework that coupled three
models, ALFRESCO, DOS-TEM and MDM-TEM. It is important to note that the modeling
framework used in this assessment kept land cover static throughout the simulations. Future
studies may therefore benefit by incorporating land surface and subsurface dynamics into a
similar modeling framework. Below, we first discuss changes in C dynamics of wetland
ecosystems in Alaska during the historical and the projection periods of the simulations. We then
discuss the relative importance of factors driving the dynamics of C in these simulations.
3.4.1 Historical C Dynamics in Alaska Wetlands
Alaska wetlands were estimated to store 5.56 PgC in 2009, almost 90% of which was in
the soil. Soil C pools of Alaska wetlands were estimated for the organic horizons and the top 1m
of mineral soil. The estimated soil organic C density was 27.9 kgC/m2, which is within the range
of C density estimated from 1-m soil samples collected across wetlands in Alaska from the
International Soil Carbon Database between 25.6 and 44.2 kgC/m2 (Johnson et al., 2011). The
estimated soil organic C density is also close to densities observed in the Alaska Beaufort Sea
coast of 21.2±3.8 kgC/m2, collected from soil samples at depth between 55cm and 260cm
(Hugelius et al, 2014; Ping et al., 2011), and 25.8±18.8 kgC/m2 observed near Yukon River in
central Alaska (Hugelius et al, 2014; Tarnocai et al., 2009). The regional differences between the
arctic and boreal regions were also consistent with previous studies. Estimates of soil C density
were 46.2 kgC/m2 for the Arctic and Western Alaska LCCs, and 21.2 kgC/m2 for the Northwest
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Boreal LCC. The lower C density in boreal compared to tundra regions was also reported in the
circumpolar synthesis from Bradshaw and Warkentin (2015) where C density estimated down to
1 meter was 36.9 and 16.0 kgC/m2 for tundra and boreal peatlands, respectively. The greatest
uncertainties in the wetland C stocks estimates of this study are associated with (1) the depth of
soil column and (2) the definition of wetland area. Our model simulations include the organic
soil horizons and the top 1 m of the mineral soil horizon. It is important to recognize that soil
organic C density in the northern permafrost region increases from 30 to 100 kgC/m2 for
estimates that consider soil depths of 1 m and 3 m, respectively (Schuur et al., 2015).
While three out of the four LCC regions accumulated C during the historical period, our
analysis indicated that the loss from the Northwest Boreal LCC was great enough to result in a
statewide loss of 2.91 TgC/yr. The loss of C from the Northwest Boreal LCC was mainly driven
by the combination of HR and fire disturbance. The weak accumulation of C in the tundra and
maritime forest regions of the state was primarily driven by the fact that increases in NPP were
slightly larger than increases in HR. We estimated that historical annual NPP from Alaska
wetlands was about 205 gC/m2/yr (ranging from 135 gC/m2/yr in the Arctic LCC to 269
gC/m2/yr in the North Pacific LCC), which is generally consistent with average annual NPP
estimated in northern peatlands. For example, the Arctic LCC NPP estimate is consistent with
observation-based estimates of NPP in arctic wet-sedge tundra in Alaska of 75 to 160 gC/m2/yr
based on GPP estimates of Euskirchen et al. (2016a) from 2008 through 2015, assuming that
NPP is 50% of GPP. This estimate was also similar to the estimates of 69 gC/m2/yr and 158
gC/m2/yr estimated by Shaver and Chapin (1991) for aboveground vegetation of wet-sedge
tundra and moist tussock tundra, respectively.
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CH4 emissions of Alaska wetlands were primarily derived from biogenic sources, with
statewide mean biogenic CH4 emissions of 0.91 TgC/yr and mean pyrogenic CH4 emissions of
0.02 TgC/yr during the historical period. The historical estimates of biogenic CH4 emissions in
the Arctic LCC (2.5gC/m2/yr) were close to 2012/2014 flux tower estimates from Barrow,
Alaska (3.1 gC/m2/yr, Karion et al., 2016). Similarly, the historical estimates of biogenic CH4
emissions in the Northwest Boreal LCC (6.0 gC/m2/yr) were close to estimates from Whalen and
Reeburgh (1988, 1992) collected at a tussock tundra sites in Interior Alaska (1.5 to 18.9 gC/m2/yr
from 1987 to 1990). Statewide, biogenic CH4 emissions from wetlands (5.8 gC/m2/yr, excluding
the North Pacific LCC) were comparable to previous model estimates from McGuire et al. (2012,
8.9 gC/m2/yr) for the Bering Strait and Chukchi Sea regions.
Statewide historical GWP during the historical period was estimated to be 37.16 TgCO2eq/yr. It was driven by the large GWP estimated in the Northwest Boreal LCC that was the result
of CO2 loss from HR and fire emissions and substantial pyrogenic and biogenic CH4 emissions.
Biogenic CH4 emissions of this region were substantially higher compared to those of the colder
tundra wetland regions (the Arctic and Western Alaska LCCs) because of greater wetland area as
well as warmer soils and longer growing seasons. The large fire emissions resulted from the
active fire regime at play in the region. From 1950 to 2009, the annual area burned in the
Northwest Boreal LCC was 3262 km2, which is more than 85% of the statewide area burned
(Zhu et al. 2016).
The net C sequestration observed in the Arctic and the North Pacific LCCs (NECB of
0.54 TgC/yr) was more than offset by the higher GWP of biogenic CH4 emissions, resulting in a
positive GWP of 0.64 TgCO2-eq/yr. The Western Alaska LCC was the only region for which a
negative GWP was calculated. Wetlands in this region are dominated by wet-sedge tundra,
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which is more productive than tussock tundra (Euskirchen et al. 2016a). As a result, biogenic
CH4 emissions were not enough to offset the net C sequestration, resulting in a GWP of -0.15
TgCO2-eq/yr.
3.4.2 Future C dynamics in Alaska wetlands
Our analysis indicated that wetlands in Alaska will gain C by the end of this century, with
increases of 4.2% to 8.1% among the scenarios we considered, compared to the end of historical
period. This C sequestration was primarily driven by the stronger increase of NPP over HR, fire
emissions, and CH4 emissions. The increase of NPP was driven by the increase in atmospheric
CO2 (i.e., CO2 fertilization effect) and the increase in air temperature, although the rate of
response was modest (5.2% with s.e. 0.21% per 100 ppmv increase and 1.0% with s.e. 1.84%
per ℃ increase at statewide level, respectively) in comparison to data-based and model-based
estimates. For example, based on FACE experiments in temperate forests, Norby et al. (2005)
estimated that NPP increases 13% per 100 ppmv increase of atmospheric CO2. Piao et al. (2013)
calculated that NPP increased 16% per 100 ppmv increase of atmospheric CO2 based on multimodel simulations. The temperature sensitivity of NPP has been reported to increase 1-2% per ℃
increase in warming experiments conducted at a Minnesota wetland site (Figure 4 of Piao et al.
2013). It has been suggested that overestimation of the effects of elevated CO2 on ecosystem
production by models may be due to lack of nitrogen limitation by models (Hungate et al., 2003;
McGuire et al., 2016). The simulations in this study considered the effects of N limitation on C
assimilation.
Our analysis indicated that the response of NPP to increases in CO2 became less sensitive
as the atmospheric CO2 level increased (Figure 3.7a). The response of NPP to increasing air
temperature was in part associated with longer growing seasons due to later onset of snowfall
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and earlier spring snowmelt consistent with previous studies (Brown et al, 2010; Déry and
Brown, 2007; Euskirchen et al., 2006, 2016b; Keeling et al., 1996; Piao et al., 2007; Randerson
et al., 1999; Sharratt 1992; Starr et al., 2000). Several remote sensing records and modeling
studies have also documented the positive effect of warmer temperatures and elevated
atmospheric CO2 on ecosystem NPP through enhanced plant growth from prolonged growing
season and increased nutrient input (Koch and Mooney, 1996; Schulze et al., 1999; Shaver et al.,
2000), which supports our analysis. These seasonal changes were more influential in the Arctic
and the North Pacific LCC than the other LCCs in Alaska. The high sensitivity of NPP to
warming in the Arctic LCC was likely associated with the fact that the Arctic LCC is the coldest
LCC, where temperature is an important limiting factor for plant growth. The high sensitivity of
NPP to warming in the North Pacific LCC was likely driven by the increasing length in the
growing season, as the region shows the largest change in snow melt and snow return dynamics
in response to warming (Figure 8 in Genet et al., this feature). The increase in HR was also
caused by both increasing atmospheric CO2 and rising air temperature, consistent with previous
studies (Kimball et al., 2004; Norby et al., 2001; Pendall et al., 2004). Rising air temperature
directly increased soil temperature, which can enhance rates of microbial decomposition. In
addition, rising air temperature together with increasing CO2 levels promoted higher vegetation
productivity and litterfall, which increased the absolute and relative quantities of active C pools
to increase HR. Increases in HR occurred in response to increase in atmospheric CO2, and
followed a downward curvilinear relationship (Figure 3.7b), indicating that the effects of CO2
fertilization on HR will ultimately saturate. While both NPP and HR increased in response to
increase in CO2 and temperature, studies have suggested that the overall effect may depend on
soil moisture dynamics, thawing of the permafrost, and C:N ratio (Pendall et al., 2004; Sitch et
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al., 2007). The simulations in this study show an overall increase in soil moisture in response to
projected climate change. This increase in soil moisture caused an increase in HR, as a likely
consequence of the positive effect of soil moisture on permafrost thaw and the exposure of
previously frozen soil C (the change in active layer depth was significantly and positively
correlated to change in soil moisture, n= 35, F=24.12, p<0.01). The increase in soil moisture in
the projected period indicates that the responses of NPP and HR to atmospheric CO2 were likely
not limited by drought stress in our simulations. The increase in fire disturbance significantly
decreased NPP due to substantial vegetation mortality following fire. Fire can also result in
reduced HR and biogenic CH4 emissions due to partially or entirely combusted C rich organic
layers and associated microbial communities. The net effect of fire regime on the C balance in
our study was a decrease in NECB and C release to the atmosphere from both the vegetation and
the soil C pools.
Biogenic CH4 emissions are the major sources of CH4 from Alaska wetlands to the
atmosphere. Our simulations projected an average 47.7% increase in CH4 emissions during the
projection period among the climate scenarios we considered. The long-term response of CH4
emissions to climate change in our simulations is comparable to the 7-35% projected increases
under RCP 4.5 and RCP8.5 scenarios in the northern permafrost region during 2010-2100 by
other models (Koven et al., 2015), yet significantly less than the two-fold increase simulated by
Zhuang et al. (2006). However, the positive effect of warming on CH4 emissions might be
overestimated. Discrepancies between long-term and short-term CH4 emissions sensitivity have
been suggested by the analysis of long-term CH4 concentration measurements in Barrow, Alaska
(Sweeney et al. 2016). These data indicate that (1) the short-term sensitivity of CH4 emissions to
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air temperature may not play out over longer time periods and, (2) at larger spatial scales other
environmental drivers are controlling longer term and spatial dynamics of CH4.
Increasing atmospheric CO2 resulted in a minor increase in CH4 emissions (1.5% increase
with s.e. 0.09% per 100 ppmv increase at statewide level) through the increased litterfall
associated with the increase in vegetation productivity. The increase in litterfall resulted in an
increase in decomposable C available for methanogenesis (Hutchin et al., 1995; Saarnio and
Silvola, 1999; Saarnio et al., 2003). In contrast, increasing air temperature had a large effect on
CH4 emissions (15.4% increase with s.e. 3.0% per ℃ increase at statewide level), primarily due
to the additional direct effect of warming soil temperature on accelerated anaerobic
decomposition. The positive response of CH4 emissions to increasing air temperature is
supported by recent studies suggesting that terrestrial high-latitude CH4 emissions are more
impacted by changes in temperature than by increased availability of organic matter (Ma et al.,
2017; Olefeldt et al., 2013; Turetsky et al., 2008; Updegraff et al., 2001).
In general, increases in wildfire frequency caused decreases in biogenic CH4 emissions
because of decreases in NPP and the combustion of the soil organic horizons. Vegetation can
influence soil C dynamics by the exudation of C compounds into the rhizosphere that fuel
methanogenesis (Chanton et al. 2008; King and Reeburgh 2002; Schimel 1995). This process is
represented in MDM-TEM, in which monthly NPP is used as an indicator of the temporal and
spatial variability of root exudates available for methanogenesis (Zhuang et al. 2004). However,
the negative effect of wildfire was more than offset by the positive effect of increasing air
temperature and, to a minor extent, increases in atmospheric CO2.
Changes in fire regime had negative effects on GWP in this study. Our attribution
analysis revealed that this slight decrease in biogenic CH4 emissions in response to fire was not
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enough to compensate for the decrease in C sequestration and the increase in pyrogenic CH4
emissions. However, CH4 emissions in our analysis were not directly affected by the availability
of newly thawed soil C exposed by the permafrost thaw. Field observations have shown that CH4
emissions increase in boreal peatlands following thaw (Johnston et al., 2014). This response of
CH4 emissions could reverse the negative effects of changing fire regime on GWP, as the release
of 2.3% of permafrost C emissions as CH4 could increase warming potential by 35%-48% over
the remainder of this century (Schuur et al., 2015; see also Frolking et al., 2011). Furthermore,
our analysis suggests that the decreasing sensitivity of NPP to atmospheric CO2, the linear
increase in biogenic CH4 emissions to air temperature, in addition to the increase in pyrogenic
CH4 emissions and C loss from wildfires may lead to an overall increase in GWP beyond 2100
(see also McGuire et al., 2018).
The transitions of wetlands in Alaska from being a source of atmospheric CO2 in the
historical period to a sink during the remainder of the 21st century in our analysis, and the
possibility of becoming a C source beyond 2100, emphasizes the changing influence of multiple
driving factors in shaping the C dynamics of wetlands in Alaska. The inferred transition of C
dynamics of wetlands in Alaska to becoming a source of C to the atmosphere beyond 2100 we
believe will be driven by a decreasing sensitivity of NPP to increasing CO2, an increasing
availability of soil C for decomposition as permafrost thaws, and a linear sensitivity of biogenic
CH4 emissions to increasing soil temperature.

3.5

Conclusions
This study, which assessed C dynamics in wetlands in Alaska during the historical period

from 1950 to the end of 2009 and the rest of 21st century, indicates that wetlands will play an
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important role in response of the regional C dynamics to changing climate, atmospheric CO2 and
fire regime. Our analysis suggests that wetland ecosystems of Alaska lost C during 1950-2009,
but that they will sequester C during the remainder of this century. The analysis also indicates
that even though the ecosystem CO2 sequestration more than offset C loss from HR and fire
emissions, GWP will remain positive because of substantial CH4 emissions from wetlands.
Although our analysis indicates that GWP will weaken somewhat during the 21st century, beyond
2100, we expect that GWP will ultimately increase as wetland ecosystems transition from being
a sink to a source of atmospheric CO2 because of the decreasing sensitivity of NPP to increasing
CO2, the increasing availability of soil C for decomposition as permafrost thaws, and the linear
sensitivity of biogenic CH4 emissions to increase in soil temperature.
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CHAPTER 4.
COMPARING METHANE ALGORITHMS IN
MODELING METHANE DYNAMICS OF WETLAND ECOSYSTEMS
IN NORTHERN HIGH LATITUDES

4.1

Introduction
Wetlands are important terrestrial ecosystems, especially in northern high latitudes, the

area of which accounts for 44 % of the global wetland area (OECD, 1996). In the conterminous
U.S., approximately 99 million acres of land were covered by wetlands in the 1970s (Wilen and
Frayer, 1990). Wetlands in Alaska are roughly 1.8×105 km2, constituting nearly 12% of the land
surfaces in the state (Pastick et al., 2017). Characteristics of the wetlands in northern high
latitudes are the presence of rich peatlands, where large amount of carbon (C) accumulated in
soil due to slow decomposition rates of organic matter (Burkett and Kusler, 2000; O'Donnell et
al., 2011). Observations have shown that the upper 100 cm of northern boreal and Arctic
permafrost soil store approximately 37% of global terrestrial C, estimated to be 472±27 Pg (Fao
and Isric, 2012; Hugelius et al., 2014). Organic matter stored in wetlands decomposes and
releases C mainly in two forms: carbon dioxide (CO2) and methane (CH4), which corresponds to
the product from aerobic and anaerobic decomposition, respectively (Johnston et al., 2014;
Mondav et al., 2014). The amount of soil C released to the atmosphere has been observed over
the decades. As recent studies indicated widespread permafrost thaw in the region, there is a
growing concern that boreal and Arctic C budget will change with the changing climate
(Turetsky et al., 2002; Schuur et al., 2009; Romanovsky et al., 2010; Johnston et al., 2014).
Biogenic CH4 emissions from wetlands are the primary source of natural CH4 emission in
northern high latitudes (Kirschke et al., 2013), approximately 10% of global CH4 fluxes (35
Tg/yr) have been attributed to emissions from wetlands in the region north of 50°N (Crill et al.,
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1988; Fung et al., 1991; Matthews and Fung, 1987; McGuire et al., 2009; Reeburgh and Whalen,
1992; Sebacher et al., 1985; Thornton et al. 2016; Zhuang et al., 2004). CH4 is the second most
abundant anthropogenic greenhouse gas in the atmosphere (Forster et al., 2007; Rodhe, 1990),
and its atmospheric concentration increases are greatly attributed to natural wetlands emissions
(Kirschke et al., 2013). To date, its atmospheric concentrations have reached 1820 ppb in 2012
with a mean annual increase rate at 5.2±0.2 ppb/yr from 2008 to 2012 (Saunois et al., 2017).
Although atmospheric CH4 concentration is much lower than that of CO2, the increasing level of
which is held responsible for approximately 20% of the anthropogenic forced global warming
since the preindustrial time (Dlugokencky et al., 1998). This is because that CH4 has 25 times
higher global warming potential (GWP) than that of the CO2 within 100-year time (Forster et al.,
2007). Thus, it is important to accurately quantify CH4 fluxes from northern wetland ecosystems
in order to factor their impacts on the global climate.
One of the most widely used tools to quantify CH4 fluxes from natural wetlands is
biogeochemistry models (Kettunen, 2003; Melton et al., 2013; Segers and Kengen, 1998; Walter
et al., 1996; Wania et al., 2010; Zhuang et al., 2004). From the early stage of CH4 modeling by
Matthews and Fung (1987) to this date, many empirical and process-based CH4 models have
been developed to simulate CH4 fluxes (Cao et al., 1995; Christensen et al., 1996; Fan et al.,
2013; Potter et al., 1996; Potter, 1997; Grant, 1998; Riley et al., 2011; Segers and Kengen, 1998;
Tian et al., 2010; Wania et al., 2010). However, there have been large disagreements among
model simulations from recent model inter-comparison projects, which can be partially attributed
to uncertain model algorithms (Bohn et al., 2015; Melton et al., 2013). For instance, global
annual CH4 fluxes estimated from 10 different CH4 models fall wide from 141 to 264 TgCH4/yr
(Melton et al., 2013). For each process in CH4 dynamics, there usually exist several different

95
methods to construct the algorithms. Therefore, a comprehensive evaluation of the mechanisms
of different model algorithms is needed, in order to quantitatively examine the effects of
different complexities of methane algorithms on estimating CH4 emissions, consumptions and
transport in northern high latitudes.
In this study, an algorithm ensemble method was used to examine and evaluate the
performance of different algorithms of CH4 production, consumption and transport in
reproducing the measured CH4 fluxes at northern high latitude sites, within the framework of an
existing biogeochemistry model, the Methane Dynamics Module of the Terrestrial Ecosystem
Model (MDM-TEM; Zhuang et al., 2004), and the Terrestrial Ecosystem Model (TEM; Zhuang
et al., 2003, 2010). This study focused on examining how key processes of CH4 fluxes were
simulated in various models, and how different categories of algorithms performed at site level.
CH4 emissions from wildfire, termites and ruminants have been excluded from this study to
allow a focus on the soil biogeochemical processes within an ecosystem modeling framework.

4.2

Materials and Methods

4.2.1 Data
Site-level annual atmospheric CO2 concentration, meteorological data including daily
mean surface air temperature, total precipitation, net incoming shortwave radiation, vapor
pressure and ground water level, along with land cover and soil texture, were used to drive the
ensemble of models. In addition, estimates of monthly site-level net primary productivity (NPP)
and leaf area index (LAI) from TEM were used by MDM-TEM to simulate CH4 fluxes. Gridded
global-scale soil texture data were organized based on the Food and Agriculture
Organization/United Nations Educational Scientific and Cultural Organization (FAO/UNESCO)
(1974) soil map of the world, and grids corresponding the experiment sites were extracted. All
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meteorological measurements are in situ data from sites representative of typical wetlands
ecosystems in the northern high latitudes. Meteorology (including daily mean surface air
temperature, total precipitation, net incoming shortwave radiation, and vapor pressure), CH4
fluxes, and ground water level measurements taken at two sites (Euskirchen, 2013, 2014; Finzi et
al., 2016; Griffiths et al., 2017; Griffiths and Sebestyen, 2016; Hanson et al., 2014, 2015, 2016;
Kluber et al., 2016; McConnell, 2013; Turetsky et al., 2008b, 2012, 2017) were used in this
study to drive and evaluate the model ensemble. One site is an Alaska lowland site outside the
boundaries of the Bonanza Creek Experimental Forest (APEX; 64.82 N, 147.87 W). This site
includes both boreal peatland forest, rich fen, and thermokarst-bog ecosystem (Euskirchen et al.,
2014) with mean annual air temperature of -2.9℃ and mean annual precipitation of 269 mm (30%
as snowfall) (Hinzman et al., 2006). Measurements from the black spruce ecosystem at this site
were used in this study. Another site is the Spruce and Peatland Responses Under Climatic and
Environmental Change experiment (SPRUCE) site at the Marcell Experimental Forest, northern
Minnesota (MEF; 47°30’N, 93°27’W), on the southern margin of the boreal peatlands forest
(Hanson et al., 2015). Mean annual air temperature of the site is 3.3 ℃ and mean annual
precipitation is 768mm (Hanson et al., 2017; Sebestyen et al., 2011). The S1-Bog of this site was
investigated in this study, which is dominated by black spruce and has a total C storage greater
than 240kgC/m2 according to recent surveys (Hanson et al., 2017).
4.2.2 Model Framework
Carbon stocks and CO2 fluxes were simulated using the Terrestrial Ecosystem Model
(TEM; Zhuang et al., 2003, 2010). TEM is a process-based biogeochemical model that estimates
ecosystem thermal, hydrological, and permafrost dynamics, and carbon and nitrogen fluxes
between soil, vegetation, and the atmosphere, as well as soil and vegetation carbon and nitrogen
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pools. Ecosystem NPP and LAI were estimated from the TEM. CH4 fluxes were simulated using
the Methane Dynamics Module of the Terrestrial Ecosystem Model (MDM-TEM; Zhuang et al.,
2004). MDM-TEM is a process-based biogeochemical model that has been designed to be
coupled to the existing TEM modeling framework that includes a terrestrial carbon and nitrogen
dynamics, a soil thermal module for simulating permafrost dynamics, and a hydrological module
that simulates movement of water within the atmosphere-vegetation-soil continuum and water
table depth (Liu et al., 2017; Zhuang et al., 2002, 2003, 2004). MDM-TEM estimates the net flux
of CH4 in terrestrial ecosystems: CH4 production and oxidation rate within the soil profile, and
the transport of CH4 from the soil to the atmosphere are calculated to determine the net flux of
CH4 between soils and the atmosphere (see the detailed description of MDM-TEM in 3.2.2.).
The two models were coupled asynchronously, where vegetation NPP and LAI produced by
TEM was used to drive MDM-TEM (Figure 4.1).
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Figure 4.1 Modeling framework of the ensemble study by 1) coupling the Terrestrial Ecosystem
Model (TEM) and the Methane Dynamics Module of the Terrestrial Ecosystem Model (MDMTEM), and 2) integrating various algorithms to the framework.
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MDM-TEM divides its soil column into two layers: the upper unsaturated zone and the
lower saturated zone, separated by water table depth. In both layers, soil column is further
divided into sub-layers with 1-cm increments from soil surface to the bottom. Water table depth
partitions soil decomposition products into two categories: CO2 and CH4. In this version of the
model, field measurements of ground water level were used to depict water table depth (positive
ground water level indicates the depth of water over soil surface, whereas negative ground water
level indicates water table depth below soil surface). Soil moisture dynamics are explicitly
modeled in layers of moss, organic soil, and mineral soil (Zhuang et al., 2002, 2004). MDMTEM models CH4 production (methanogenesis) in the lower saturated zone where wet soil
creates an anaerobic environment. The original algorithm in MDM-TEM calculates hourly CH4
production rate within each 1-cm sub-layer based on soil substrate availability, soil temperature,
soil pH, and availability of electron acceptors (see details in the Equation 4.1 and 4.2). CH4
oxidation (methanotrophy) is simulated in the upper unsaturated zone of the soil column when
the soil moisture is within a prescribed ecosystem-specific range that allows methanotrophy.
Hourly CH4 oxidation rate within each 1-cm sub-layer is calculated by the effects of soil
moisture and temperature (see details in the Equation 4.7 and 4.8).
Net CH4 emission estimated by the coupled model means that CH4 will be emitted to the
atmosphere through transport process when the rate of CH4 production exceeds that of oxidation
within the soil column. In addition to diffusion between the soil column and the atmosphere,
there are two other ways that CH4 can be transported to the atmosphere in wetlands. One is
ebullition, in which bubbles form when CH4 concentration is high and water table is above the
moist soil, and CH4 moves through the water column to be released to the atmosphere. The other
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way is plant-aided CH4 transport, which happens when CH4 moves through aerenchyma tissues
of vascular plants from deep root systems to above-ground leaves to escape to the atmosphere.
4.2.3 Methane Modeling Algorithm Ensemble
In each model simulation of the ensemble, one different algorithm for only one CH4
process was incorporated into the modeling framework and the rest of the processes were kept as
the original MDM-TEM (see all model in the ensemble in Table 4.1). Parameters used in each
algorithm were directly obtained from literatures of the corresponding model that has been
previous calibrated for boreal wetlands. For CH4 production, process-based modeling algorithms
can be classified into three groups: (1) empirical functions of CH4 production as a portion of
heterotrophic respiration (HR) or soil organic matter (SOM), affected by temperature and soil
moisture (Fan et al., 2013; Li et al., 2012; Riley et al., 2011; Spahni et al., 2011; Zhuang et al.,
2002); (2) CH4 production as a function of dissolved organic carbon (DOC) concentration in the
soil (Tian et al., 2010; Xu and Tian, 2012); and (3) mechanistically-based estimates of CH4
production (Grant, 1998; Segers and Kengen., 1998). The main difference between these
methods is their definition of methanogenesis substrate as well as how the substrate is presented
in the model.
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Table 4.1 Diagram of the framework for using ensemble simulations to compare between
algorithms at process level.
Ensemble ID

Production

Oxidation

Diffusion

Plant-aided

Ebullition

Baseline

MDM-TEM

MDM-TEM

MDM-TEM

MDM-TEM

MDM-TEM

Ensemble 1

LPJ-WHyMe

MDM-TEM

MDM-TEM

MDM-TEM

MDM-TEM

Ensemble 2

DLEM

MDM-TEM

MDM-TEM

MDM-TEM

MDM-TEM

Ensemble 3

MDM-TEM

DLEM

MDM-TEM

MDM-TEM

MDM-TEM

Ensemble 4

MDM-TEM

MDM-TEM

MDM-TEM

MDM-TEM

EPT
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Methane production calculation in the MDM version of TEM falls in the first category of
the approach, and can be understood as methanogenesis based on soil organic matter content.
Substrate availability was represented using a function of NPP, which was provided by TEM
(Figure 4.1). A Q10 function was used to calculate the effects of soil temperature on CH4
production, with a reference temperature from previous calibration. Prescribed coefficient in this
Q10 function for boreal wetlands was 6. The optimum soil pH was set to 7.5 for both sites.
Finally, the effect of electron acceptor availability was implemented using a multiplier that
relates to redox potential on CH4 production. The multiplier, which was determined by
calibration, diminished linearly if redox potential exceeds -200 mV, or was set as 1.0 (Fiedler
and Sommer, 2000; Zhuang et al., 2002). Thus, CH4 production within each 1cm layer was
calculated as:
(
(

where

) (
)

(

) (

)

) (

)

is the ecosystem-specific maximum potential CH4 production rate; (

) is a

multiplier that enhances methanogenesis with increasing available substrate in relation to NPP of
the vegetation; (

) is a multiplier that enhances methanogenesis with increasing soil

temperatures based on a Q10 function according to Walter and Heimann (2000). A Q10
coefficients (PQ10) and ecosystem specific reference temperatures (TPR) are used in calculating
this multiplier; (

) is a multiplier that diminishes methanogenesis if the soil-water pH is

not optimal (i.e., pH = 7.5) as described by Cao et al. (1996); and

is a multiplier that

describes the effects of the availability of electron acceptors which is related to redox potential
on methanogenesis.

is monthly net primary productivity and

is the ecosystem
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specific maximum expected monthly NPP; (

) is a multiplier that describes the relative

availability of organic carbon substrate at depth z (cm) in the soil profile; and t represents time
(hour).
In a series of models in the LPJ (Lund-PotsdamJena Dynamic Global Vegetation Model,
originally developed by Sitch et al. (2003) and Gerten et al. (2004)) family, CH4 production was
modeled as a portion of heterotrophic respiration affected by soil conditions (Xu et al., 2016),
which corresponded to the other approach in the first category of methanogensis algorithm.
Specifically, in LPJ-WHyMe (LPJ-Wetland Hydroglogy and Methane emissions) model,
methanogensis was calculated in relation to HR that depends on the mass from each individual
carbon pool, including root exudates and degradable plant litters (Spahni et al., 2011; Wania et
al., 2010). Root exudates were introduced as a very labile carbon pool with high turnover rate,
and above- and below-ground litter pools were classified into finer groups with different
decomposition rate. Thus, CH4 production rate can be written as:
∑
where

is the turnover rate at

(

each carbon pool, and (

(

)

℃ for the exudates, litter carbon pools, and fast and slow soil

carbon pools are given in (Wania et al., 2010). (
increasing soil temperature

)

) describes increase of turnover with

according to Lloyd and Taylor (1994).

is the size of

) describes the distribution of each carbon pool through soil

profile.
Models that use the second category methanogensis algorithm include the DLEM model
(Dynamic Land Ecosystem Model, developed by Tian et al. (2010)) and MEM model (Methane
Emission Model, developed by Cao et al. (1995) first for rice paddies). In the DLEM model,
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methanogensis was simulated based on dissolved organic carbon (DOC) concentration in soils.
According to Tian et al. (2010), DOC production consists mainly of (1) allocation of gross
primary production (GPP), and (2) decomposition of litter-fall and soil organic matter. CH4
production within each soil layer was calculated as:
(

where

) (

)

is the ecosystem specific maximum rate of CH4 production, [DOC] is the

concentration of DOC within the cubic soil layer;
CH4 production; (

is the half-saturation coefficient of

) is a multiplier that describes the effect of soil temperature on CH4

production; and (

) is a multiplier that describes the effect of soil pH on CH4

production.
In all methanogensis simulations of the ensemble, CH4 emissions were affected by soil
temperature, and soil pH as described in the original MDM version of TEM:
(
(

where
(2004),

)

)

(

)

is the ecosystem specific Q10 coefficient that has been described in Zhuang et al.
is the soil temperature at depth z (cm) and time t (hour), and

is the

ecosystem specific reference temperature for methanogenesis (see Zhuang et al. (2004) for more
details).

is the soil-water pH.

,

, and

are the minimum, maximum, and

the optimum soil-water pH for methanogenesis, and are assigned 5.5, 9.0, and 7.5, respectively,
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for all ecosystem soil types (Zhuang et al., 2004). These values are assumed constant across the
soil profile.
Methanogenesis calculated with explicit mechanistic processes such as in Segers model
(Segers et al., 1998) and ecosys model (Grant, 1998), modeled CH4 production as anaerobic
carbon mineralization of acetate. This approach is not tested in this ensemble study due to the
lack of available site level data and increased model complexity.
CH4 oxidation includes both aerobic and anaerobic methanotrophy, between which the
aerobic methanotrophy is the major pathway contributing up to 90% of total ecosystem
methanotrophy, while anaerobic methanotrophy is a minor contributor of usually less than 1% of
total ecosystem methanotrophy (Blazewicz et al., 2012; Ström et al., 2005). No existing model
has simulated anaerobic methanotrophy process in soil, therefore only aerobic methanotrophy
algorithms will be examined in this study. Current aerobic methanotrophy algorithms generally
fall into two categories using dual Monod Michaelis-Menten-like equations: (1) CH4 oxidation as
a function of soil CH4 concentration, temperature, and soil moisture (Tian et al., 2010; Xu and
Tian, 2012; Zhu et al., 2014); and (2) CH4 oxidation as a function of soil CH4 and O2
concentration, temperature, and soil moisture (Arah and Stephen, 1998; Riley et al., 2011).
In the MDM version of TEM, CH4 oxidation was estimated as in the second approach,
based on soil CH4 and O2 concentration, temperature, and soil moisture as follows:
(
(

) (
)

) (

) (

)
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where

is the ecosystem specific maximum oxidation coefficient, with typical ranges
(Segers, 1998); (

between 0.3 and 360

) is a multiplier that enhances

methanotrophy with increasing soil methane concentrations using a Michaelis-Menten function
with ecosystem specific half-saturation constant (KCH4 and KO2), for CH4 and O2, respectively;
(

) is a multiplier that enhances methanotrophy with increasing soil temperatures

using a Q10 function according to Walter and Heimann (2000); (

) is a multiplier that

diminishes methanotrophy if the soil moisture is not at an optimum level (Mvopt); and
(

) is a multiplier that enhances methanotrophy as redox potentials increase linearly

from -200 mV to 200 mV (Zhang et al., 2002). (
are greater than 200 mV.

and

) is set to 1.0 when redox potentials

are the soil CH4 and O2 concentration at the depth z

(cm) and time t (hour).
The other CH4 oxidation modeling approach was found in DLEM model, with a
simplified definition of (

) as:
(

where

)

is the soil CH4 concentration at the depth z (cm) and time t (hour), and KCH4 is an

ecosystem specific half-saturation constant for CH4.
Excessive CH4 in soil will be emitted to the atmosphere through three transport pathways:
diffusion, ebullition, and plant-aided transport (Beckett et al., 2001; Mer and Roger, 2001). Some
of the algorithms implicitly simulate transport via any pathway in one equation as a portion of
excessive concentration of CH4 in the soil water column (Xu and Tian, 2012). For models that
explicitly simulate each pathway, diffusion is modeled following Fick’s law, and plant-aided
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transport is modeled as a function of the quality of aerenchyma transport, the distribution of the
rooting system in the soil profile, the growth of the aerenchyma plant, and CH4 within the soil
column (Arah and Kirk, 2000; Walter and Heimann, 2000; Zhuang et al., 2004). For models that
do include diffusion and plant-aided transport, there are no major differences in algorithms. Thus,
CH4 transport algorithm ensemble in this study focused on the different modeling schemes
calculating CH4 ebullition.
Algorithms simulating ebullition can be divided into three groups: (1) ebullition
correlated with CH4 concentration threshold (ECT; Wania et al., 2010; Zhuang et al., 2004); (2)
ebullition correlated with pressure threshold (EPT; Tang et al., 2010; Walter et al., 2008); and (3)
ebullition correlated with bubble growth factor (EBG; Kellner et al., 2006; Epstein and Plesset,
1950).
Among the models that simulate ebullition transport, concentration threshold algorithms
are the most widely used approach (Xu et al., 2016). This algorithm is generally shared in the
MDM version of TEM, DLEM as well as the LPJ model family. The bubbled CH4 was modeled
as a function of CH4 concentration at soil depth z (cm) and time t (hour):

where

is the ebullition half-life, and

bubble formation. When z is above water table,

is the CH4 concentration threshold for
is assumed 0.

This approach, however, is questioned when several studies showed that decreasing
atmospheric pressure could lead to a noticeable increase in wetlands ebullition event (Green and
Baird, 2012; Strack et al., 2005, Waddington et al., 2009; Yu et al., 2014), indicating a relation of
ebullition event to the atmospheric and hydrostatic pressure. An improved approached was
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developed based on pressure threshold: when the sum of atmospheric and hydrostatic pressure at
a certain depth was exceeded by the sum of partial pressure of soil CH4, CO2, O2, and N2 at the
same depth, CH4 ebullition was triggered (Tang et al., 2010). In this study, partial pressures of
CH4, CO2, and O2 were calculated using Henry’s law and pore-water gas concentrations, while
partial pressure of N2 was assigned an empirical constant of 40 % of atmospheric pressure
throughout the soil profile (Peltola et al., 2018). At each soil layer beneath the water table,
ebullition rate of CH4 can be calculated as:

∑
∑
{
where
and

∑

∑

is the Henry solubility of CH4 as described in Sander (2015) affected by temperature,
is the relative super-saturation.

pressure, and

is the total pressure of atmospheric and hydrostatic

is the partial pressure of CH4, CO2, O2, and N2.

Ebullition calculated by bubble growth factor was developed by Fechner-Levy and
Hemond (1996). This approach considers the suspension of the bubble volume in the water,
which is influenced by the soil temperature, total pressure and mass transfer to and from the
bubble. Due to increased complexity and many more parameters required by this approach, it
will not be discussed and examined this study.

109
4.3

Results and Discussion

4.3.1 Methane Production
For modeling CH4 production, how to represent methanogenesis substrate can be
important to the total CH4 fluxes estimated. According to CH4 model inter-comparison projects
(Melton et al., 2013; Xu et al., 2016), most models do not explicitly simulate the dynamics of
carbon or acetate substrate, such as the algorithms described in the first category of
methanogenesis. MDM-TEM relates methanogenesis to the net primary production, and LPJWHyMe links methanogenesis to heterotrophic respiration, both without explicit representation
of soil carbon or acetate availability. However, to explicitly model the substrate availability and
to relate it to methanogenesis requires additional model parameters, aggravating the model
equifinality problem by reducing model degrees of freedom (Tang and Zhuang, 2008). Therefore,
at the SPRUCE site, without explicitly representing carbon and acetate availability, both
algorithms still produced reasonably well total CH4 fluxes when compared to the in situ
measurements (Figure 4.2). It is also noted that estimates from the MDM-TEM algorithm fit
closer to site level measurements while exhibited larger range of daily variations (largest
variation within a month can be about 691 mgCH4/m2/day). These characteristics were more
evident when comparing MDM-TEM algorithm estimates with DLEM algorithm estimates at the
SPRUCE site: two algorithms estimated very close fluxes in magnitude (Figure 4.2) with wider
daily variation from MDM-TEM estimates (largest within- month-variation of 691
mgCH4/m2/day from MDM-TEM vs. 288 mgCH4/m2/day from DLEM; Figures 4.2 and 4.4).
DLEM algorithm fell into the second category of methanogenesis approaches and it still did not
explicitly simulate acetate substrate, yet simulated dissolved organic carbon concentration from
soil carbon pool and calculated methanogenesis based on it. At the APEX Alaska site, algorithm
used by LPJ-WHyMe (1290.6 gCH4/m2 from June to August) and DLEM (3505.3 gCH4/m2 from
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June to August) estimated significantly better total CH4 fluxes in 2016 than that of the MDMTEM (6576.6 gCH4/m2 from June to August), while DLEM still over-estimated the in situ
measurements (1048.7 gCH4/m2 from June to August) (Figures 4.3). Overall, MDM-TEM
algorithm based on NPP tended to over-estimate biogenic CH4 fluxes at high latitude spruce
peatlands, with much wider daily variation at both sites according to Figures 4.4 and 4.5,
compared to the other two algorithms. Based on the two spruce peatlands sites, LPJ-WHyMe
yielded the closest estimates. This indicated that implicit method had its advantages in providing
good model performances without wasting model degrees of freedom.
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Figure 4.2 Daily total methane fluxes (mgCH4/m2/day) estimated by production algorithms from
the TEM, LPJ, and DLEM model, and observed data at the SPRUCE site, from 2011 to 2016
(upper), and in growing season (April to September) from 2011 to 2013 (lower).
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Figure 4.3 Daily total methane fluxes (mgCH4/m2/day) estimated by production algorithms from
the TEM, LPJ, and DLEM model, and observed data at the Alaska APEX site, from 2013 to
2016 (upper), and in growing season (April to September) from 2013 to 2016 (lower).
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Figure 4.4 Monthly mean total methane fluxes (mgCH4/m2/day) estimated by TEM production
algorithm (upper blue line), LPJ production algorithm (middle green line), and DLEM
production algorithm (lower red line) at the SPRUCE site from 2011 to 2016. Error bars indicate
the estimated daily variation during the month.
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Figure 4.5 Monthly mean total methane fluxes (mgCH4/m2/day) estimated by TEM production
algorithm (upper blue line), LPJ production algorithm (middle green line), and DLEM
production algorithm (lower red line) at the APEX Alaska site from 2013 to 2016. Error bars
indicate the estimated daily variation during the month.

115
4.3.2 Methane Oxidation
Between the two major algorithm categories calculating methanotrophy, the core
difference lies in whether oxygen in soils is treated as a limiting factor. The first category
considers oxygen limitation to methanotrophy process, while the second implies sufficient
oxygen supplies considering the rich oxygen in the atmosphere. When comparing the two
algorithms (MDM-TEM and DLEM) examined in this study at the SPRUCE site, it was noted
that the two estimates were almost the same, with slightly larger estimates (0.3 mg more
CH4/m2/day, Figure 4.6) from the DLEM algorithm. This confirmed the expectation that
methanotrophy simulation without oxygen limitation should yield more consumption. However,
at the APEX site, while DLEM algorithm still yielded slightly larger consumption (0.6
mgCH4/m2/day) in summer, MDM-TEM estimated larger consumptions (7.5 mg more
CH4/m2/day) in spring and fall (Figure 4.6). This can be partially attributed to the
parameterization difference between the two algorithms, and the other explanation for this
weaker methanotrophy from non-oxygen-limiting algorithm was that CH4 concentration was
reduced when consumption tended to be larger due to sufficient oxygen. Whether oxygen
limitation should be added to methanotrophy algorithm depends on soil characters, it can be
expected that oxygen limitation is more important for wetter soils.
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Figure 4.6 Daily methane consumption differences (mgCH4/m2/day) estimated between TEM
production algorithm and DLEM production algorithm at the SPRUCE site (upper) from 2011 to
2016, and at the APEX Alaska site (lower) from 2013 to 2016.
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4.3.3 Methane Ebullition
The two CH4 ebullition algorithms incorporated in the ensemble are essentially similar:
bubbling events are triggered by threshold prescribed on certain variable, either pore water CH4
concentration (ECT, such as in MDM-TEM), or pore water pressure (EPT). At the SPRUCE site,
EPT approach simulated more ebullition events, approximately 46% of which captured by EPT
approach were shared by simulation with MDM-TEM algorithm. Moreover, EPT approach
estimated much higher ebullition CH4 fluxes in most of these events (9.2 mg more CH4/m2/day
averaged during each ebullition event; Figure 4.7). Similar results were found by Peltola et al.
(2018) in their CH4 ebullition modeling comparison study at a Siikaneva peatland site. This is
understandable in that MDM-TEM assumed that ebullition bubbles contain 100% CH4, while the
EPT algorithm did not use the prescribed gas mixing ratio for CH4 and considered explicitly the
existence of CO2, O2, and N2 in the bubbles, despite both being relatively simplified
representation of CH4 ebullition from wetlands. Considering the fact the partial pressure for N2
was approximately 40% of the atmospheric pressure, the sum of the partial pressure of the rest
three gases would only need to be around 60% to 65% of the total atmospheric and hydrostatic
pressure (depending on the rooting depth) to trigger an ebullition event. Thus, EPT approach
yielded relatively high ebullition CH4 fluxes when compared to MDM-TEM. However, there are
merits in the more simplified approach as in MDM-TEM. This simple approach requires only the
minimal degrees of freedom from the model and thus possibly yields more robust estimates.
Figure 4.7b indicated that ebullition CH4 fluxes were often of small proportion of the total CH4
fluxes in annual terms, thus the simpler approach may be a more a computational efficient way
to capture the general trend.
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Figure 4.7 Daily methane ebullition fluxes (mgCH4/m2/day, upper) and daily total methane
fluxes (mgCH4/m2/day, lower) estimated by TEM production algorithm and DLEM production
algorithm at the SPRUCE site from 2011 to 2016.
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4.4

Conclusions
Algorithm ensemble method was used to examine and evaluate the performance of three

CH4 production, two consumption and two ebullition transport algorithms in reproducing the
measured CH4 fluxes at two northern high latitude wetland sites, within the framework TEM and
MDM-TEM. Ensemble of CH4 production algorithm simulations indicated that MDM-TEM
approach (i.e. calculating methanogenesis based on soil organic matter content represented by
NPP) yielded the largest daily variation, and tended to over-estimate CH4 emissions at the two
tested sites. LPJ-WHyMe approach (i.e. calculating methanogenesis based on the amount of
heterotrophic respiration represented by different soil litter pools) provided the best fit of
estimates at the two sites, though being a relatively implicit algorithm. And estimations from
DLEM approach (i.e. calculating methanogenesis based on soil CH4 concentration) were in
between the other two approaches, providing it being a more explicit approach. The two
methanotrophy algorithms differing in whether oxygen supply being a limiting factor in soil,
yielded very close CH4 consumption estimates at both sites. Ebullition events estimated by the
two CH4 ebullition algorithms incorporated in the ensemble were comparable in their timing and
duration, however, the more explicit EPT (i.e. ebullition threshold by pressure) approach yielded
more ebullition events and higher total ebullition CH4 fluxes than MDM-TEM (i.e. ebullition
threshold by CH4 concentration) at the SPRUCE site, for considering not only pure CH4 in
bubbles, but also the existence of CO2, O2, and N2 in the bubbles.
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CHAPTER 5.

5.1

SUMMARY AND FUTURE WORK

Conclusions
In Chapter 2, I constrained the uncertainties of existing terrestrial ecosystem model

estimates of C balance in the northern high latitudes by more accurately quantifying soil thermal
dynamics using improved snow/soil thermal module that incorporated snow insulation effects.
Using improved snow/soil thermal mechanism and recent satellite based snow data, the modeling
framework was able to provide improved estimates of historical soil thermal, land freeze/thaw,
and C dynamics, reflecting insulation effects of snow layer on ecosystem cycling. The modeling
framework further provided improved estimates on future C dynamics that the region may
experience transition between being a C source and being a C sink, depending on future
anthropogenic emission scenarios, and that permafrost area in northern high latitudes will shrink.
Chapter 3 assessed how C dynamics of wetlands in Alaska changed during the historical
period of 1950-2009 and will change during the remainder of the century. This analysis
emphasized the importance of changing air temperature, atmospheric CO2 and fire frequency in
shaping the overall C dynamics of wetland ecosystems in Alaska. Wetlands of Alaska was
simulated to transition from a historical C source prior to 2009, to a C sink in the rest of the 21st
century, and to a likely C source beyond 2100, driven by combined effects of different sensitivity
patterns of C fluxes to multiple changing environmental forcings.
In Chapter 4, algorithm ensemble method was used to examine and evaluate the
performance of multiple CH4 production, consumption and ebullition modeling algorithms in
reproducing the measured CH4 fluxes at two northern high latitude wetland sites, within the
framework TEM and MDM-TEM. For black spruce wetlands in northern high latitudes, accurate
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estimation of CH4 production process affected the overall CH4 fluxes between terrestrial
ecosystems and atmosphere the most. Compared to CH4 production process, CH4 oxidation and
ebullition processes in the northern black spruce wetlands are less influential, yet need more
direct site level measurement to refine modeling scheme.

5.2

Limitations and Future Work
There are limitations to the study in Chapter 2, which have been discussed in section

2.3.3.2. Future studies could benefit from developing finer temporal scale model that
incorporates modules of process-based snow, landscape and vegetation dynamics. This would
allow more accurate quantification of C dynamics under evolving snow dynamics affected by
many environmental forces and future permafrost degradation impact. This study also
highlighted the needs for making available more land freeze/thaw and snow/soil thermal
observation from both field and regional remote sensing sources for more detailed modeling and
calibration.
Chapter 3 focused on estimating the historical and future C dynamics of wetland
ecosystems in Alaska using a modeling framework that coupled three models, ALFRESCO,
DOS-TEM and MDM-TEM. It is important to note that the modeling framework used in this
assessment kept land cover static throughout the simulations. Landscape evolution such as
expansion and drainage of wetlands in relation to the thawing permafrost has been shown to hold
significant importance to the regional CH4 fluxes under the warming Arctic by Gao et al. (2013)
and van Huissteden et al. (2011). Future studies may therefore benefit by incorporating land
surface and subsurface dynamics such as described by van Huissteden et al. (2011) into a similar
modeling framework. Due to the fact models coupled in the modeling framework have different
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model temporal resolution, monthly meteorological data were interpolated into daily time step to
drive the methane dynamics model in order to keep all model inputs of the same source.
However, this down-scaling interpolation inevitably introduces uncertainty into model estimates.
Although we assume that the uncertainty affects all simulation runs of equal level, future studies
can improve by using finer temporal resolution data as the original source for the coupled
modeling framework and up-scaling data as inputs for coarse resolution models. In this analysis,
when comparing the estimated wetland C stocks with estimates from peer models, the greatest
uncertainties were associated with (1) the depth of soil column and (2) the definition of wetland
area. In this study, the C exchange between terrestrial and aquatic ecosystems was not estimated.
As observation has indicated that Arctic lakes play critical role in the regional C budget
(Semiletov, 1999), a modeling framework that also quantifies aquatic CH4 emissions from high
latitudes would be desirable. In this analysis, model simulations only include the organic soil
horizons and the top 1 m of the mineral soil horizon. It is important to recognize that soil organic
C density in the northern permafrost region increases from 30 to 100 kgC/m2 for estimates that
consider soil depths of 1 m and 3 m, respectively (Schuur et al., 2015). Future model estimation
may benefit from more recent soil C map such as Hugelius et al. (2014) that includes organic
carbon stored deeper in soil. Finally, recent in situ observations showed that there are cold
season zero-curtain emissions in the North Slope of Alaska (Zona et al., 2016), indicating
continuous anaerobic decomposition throughout winter season. Model estimates in this study
captured CH4 emissions from April to November for most grid cells in Alaska, thus only part of
the zero-curtain emissions from the North Slope of Alaska reported by Zona et al. (2016). This
indicated that further understanding of microbial activities may be needed in the Arctic modeling.
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The study in Chapter 4 only examined the ensemble of CH4 algorithms at one typical
wetlands ecosystem in northern high latitudes. Future studies could include other types of
wetlands ecosystems, such as wet tundra and rich fen ecosystems. For instance, measurements
from Euskirchen et al. (2014) at the rich fen site near the APEX black spruce site used in this
study could be used to examine how algorithms perform at different ecosystems. Second, some
of the algorithms examined in this study can be improved to more explicitly model CH4
processes. For instance, the most commonly used ebullition approach that calculates ebullition
CH4 fluxes using soil pore water CH4 concentration as threshold, can be modified and improved
by taking into account of the concentration of other gases in bubbles such as Riley et al. (2011).
Total CH4 fluxes may not be significantly altered by different CH4 ebullition algorithms given
their relatively small share among CH4 transport processes, more accurate simulation of each
CH4 transport process may help understand and monitor shifts in the amount of each CH4 flux in
response to environmental drivers (such as temperature and water level). Further analysis can be
conducted to investigate that, after introducing new parameters into the algorithm, how
algorithms of equal complexity perform at typical high latitudes wetlands. The final limitation to
this study highlights the needs for more detailed in situ measurements. Currently, most site-level
measurements only consist total methane fluxes between wetlands and the atmosphere and pore
water CH4 concentration, with very limited direct measurements that can be used to constrain
CH4 production, oxidation, and transport processes such as labile carbon content, O2
concentration, plant-aided fluxes and ebullition events. For instance, direct comparison of
simulated ebullition fluxes with auto-chamber measured ebullition rate and magnitude such as
conducted by Goodrich et al. (2011) would be a better measure for algorithm accuracy than the
overall eddy covariance tower CH4 fluxes measurements.
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