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Abstract
This article introduces a new, simple solvable lattice for directed animals:
the directed king’s lattice, or square lattice with next nearest neighbor bonds
and preferred directions { , , , , }. We show that the directed animals
in this lattice have an algebraic generating function linked to the Schro¨der
numbers and belong to the same universality class as the ones in the square
and triangular lattices. We also define multi-directed animals in the king’s
lattice, which form a superclass of directed animals. We compute their gen-
erating function and show that it is not D-finite. Finally, we propose efficient
random sampling algorithms for our animals.
Mathematics Subject Classification: 05A15, 05A16, 82B41, 68Q25
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1 Introduction
An animal in a lattice is a finite and connected set of vertices. The enumeration of
animals (up to a translation) is a longstanding problem in statistical physics and
combinatorics. The problem, however, is extremely difficult, and little progress
has been made [19, 15]. A more realistic goal, therefore, is to enumerate natural
subclasses of animals.
The class of directed animals is one of the most classical of these subclasses,
with connections to directed percolation problems. Consider a lattice with oriented
arcs and let s be a vertex of this lattice. An animal A is directed if, for every site
t of A, there exists a directed path from s to t visiting only sites of A. Directed
animals were first enumerated in the square and triangular lattices [22, 17, 11, 14, 3]
(Figure 1). Their generating function was found to be algebraic.
However, most two-dimensional lattices are still unsolved, including the hon-
eycomb lattice, where the generating function of directed animals is believed to
∗LIPN, Universite´ Paris 13 — bacher@lipn.fr
1
be non-algebraic [16]. A natural question is, therefore, to find out which lattices
are solvable. Currently solved lattices include Bousquet-Me´lou and Conway’s lat-
tices Ln [5, 10] and the “strange” or n-decorated lattices [8, 4], both of which are
infinite families of lattices which can be seen as extensions of the square lattice.
To our knowledge, no other lattice has been solved since then.
Another way to explore animal enumeration is to enumerate superclasses of
the directed animals. The multi-directed animals form such a superclass, defined
by Bousquet-Me´lou and Rechnitzer [6] in the square and triangular lattices based
on earlier work by Klarner [18]. They gave closed expressions for the generating
functions of multi-directed animals and showed that they are not D-finite.
This paper introduces a new lattice, defined as the square lattice with added di-
agonal (next nearest neighbor) bonds and the orientations { , , , , } (Figure 1,
right). We call this lattice the king’s lattice as it recalls the king’s moves in chess.
The directed animals in the king’s lattice are a superclass of the directed animals
in Bousquet-Me´lou and Conway’s lattice L3, which has orientations { , , } [5].
Our goal is to study both directed and multi-directed animals in this lattice.
Figure 1: Directed animals in a selection of lattices. From left to right: the square
lattice, the triangular lattice, the lattice L3, and the king’s lattice.
Several techniques have been used to enumerate directed animals. Among them
are direct bijections with other combinatorial objects [14], comparison with gas
models [11, 4, 20, 1] and the use of Viennot’s theory of heaps of pieces [26, 3, 10,
6, 27]. Here, we use the last method: we describe a bijection between directed
animals in the king’s lattice and heaps of segments (the latter are defined in [7]).
We then use this bijection to get enumerative results.
A remarkable feature of all solved lattices is that they seem to belong to the
same universality class: the number of directed animals of area n is asymptotic to
µnn−1/2, where µ is a lattice-dependant constant. The average width and height
of the directed animals behave similarly in all solved lattices. Our results show
that the king’s lattice also belongs to this universality class.
The paper is organized as follows. In Section 2, we define heaps of segments
and show their links with directed and multi-directed animals in the king’s lat-
tice. In Section 3, we use these objects to enumerate directed animals and derive
some asymptotic results which prove that the king’s lattice belongs to the same
universality class as the square and triangular lattice. In Section 4, we enumerate
multi-directed animals and show that the generating function of multi-directed
animals is not D-finite. Finally, in Section 5, we discuss efficient random sampling
algorithms for our animals.
2
2 Animals in the king’s lattice and heaps of seg-
ments
2.1 Definitions
In this section, we define heaps of segments and show their links to directed animals
in the king’s lattice. The heaps of segments described here are the same as in [7],
except that the segment reduced to a point is not allowed. More information on
heaps of pieces in general can be found in [26]; we recall below some elementary
definitions that we use in this paper.
We call segment a closed real interval of the form [i, j], where i and j are integers
such that j > i. Two segments are called concurrent if they intersect, even by a
point. A heap of segments is a finite sequence of segments, up to commutation
of non-concurrent segments. The size of a heap is the sum of the lengths of the
segments composing it.
A heap of segments is represented graphically as in Figure 2. The segments
lying on the ground in the representation of a heap H are called minimal ; they
are the segments σ such that H can be written σH ′. Similarly, segments σ such
that H can be written H ′σ are called maximal. A heap is a pyramid if it has only
one minimal segment.
The set of heaps of segments is equipped with a product. Let H1 and H2 be two
heaps. The product H1H2 is obtained by dropping H2 on top of H1. Let H be a
heap and σ a segment of H ; there exists a unique factorization H = H1H2, where
H2 is a pyramid with minimal segment σ. We call it the factorization obtained by
pushing σ. Both operations are illustrated in Figure 2.
σ
Figure 2: Left: a heap of segments with a distinguished segment σ. Right: the two
heaps obtained by pushing the segment σ. The product of these two heaps is equal to
the heap on the left.
Let A be an animal in the king’s lattice. A segment of A is a maximal set of
horizontally consecutive sites. If S is a segment of A, say S = {(i, k), . . . , (j−1, k)},
we call projection of the segment S the segment [i, j] and height of S the integer k.
We call projection of A, and we denote by π(A), the heap built as the sequence
of the projections of all segments of A in increasing height order. This definition
is justified by the fact that the projections of two segments of the animal A at
the same height are necessarily non-concurrent and thus commute. Examples are
shown in Figures 3 and 4.
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2.2 Directed animals and pyramids of segments
In the next two sections, we describe bijections between animals in the king’s lattice
and heaps of segments. We first consider directed animals, defined in Section 1.
In the king’s lattice, the source of a directed animal A is not unique; it may be
any of the bottommost sites. By convention, we call source of A the leftmost of
these sites (Figure 3, left).
Proposition 1. The projection π induces a bijection between directed animals and
pyramids of segments, both taken up to a translation.
This bijection is illustrated in Figure 3. It works identically to the classical
bijections with heaps of dimers; we refer to [3] for details.
π7−−→
Figure 3: Left: a directed animal in the king’s lattice (represented, for clarity, as a
set of cells rather than vertices) with its source circled. Right: the pyramid of segments
obtained by replacing each maximal sequence of ℓ consecutive sites by a segment of
length ℓ. The animal can be easily reconstructed from the pyramid.
2.3 Multi-directed animals and connected heaps of segments
Let A be an animal. For any abscissa i, we denote by b(i) the ordinate of the
bottommost site of A at abscissa i (or b(i) = +∞ if there is no site of A at
abscissa i). We call source of A a site that realizes a local minimum of b and
keystone of A a site that realizes a local maximum. In case several consecutive
sites realize a minimum or maximum, the source or keystone is the leftmost one
(Figure 4, left). This is an arbitrary choice that does not alter the definition.
We say that a site t of A is connected to another site s if there exists a directed
path from s to t visiting only sites of A.
Definition 2. Let A be an animal. The animal A is said multi-directed if it
satisfies the two conditions:
• for every site t of A, there exists a source s such that t is connected to s;
• for every keystone t of A, there exist two sources sℓ and sr, to the left and
to the right of t respectively, such that t is connected to both sℓ and sr.
Moreover, the directed paths connecting t to sℓ and sr do not go through a
keystone at the same height as t.
As a directed animal has only one source and no keystone, every directed animal
is multi-directed. In the following, we say that a heap of segments is connected if
it has no empty column (Figure 4).
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Proposition 3. The projection π induces a bijection between multi-directed ani-
mals and connected heaps of segments, up to a translation.
sℓ
sr
t π7−−→
Figure 4: Left: a multi-directed animal with four sources (circled) and three keystones
(boxed). The directed paths connecting the keystone t to the sources sℓ and sr are shown.
Right: the corresponding connected heap of segments, with has four minimal pieces (one
for each source of the animal).
Proof. Let A be a multi-directed animal. Since A is an animal, the projection π(A)
is a connected heap (Figure 4). We therefore need to prove that for any connected
heap H , there exists a unique multi-directed animal A such that π(A) = H .
Let us call pre-animal a finite set of sites with a connected projection. We define
the sources and keystones of a pre-animal in the same manner as for an animal.
A pre-animal is called multi-directed if it satisfies the conditions of Definition 2.
We prove by induction the following two statements: for every connected
heap H , there exists a unique (up to a vertical translation) multi-directed pre-
animal A such that π(A) = H ; moreover, the pre-animal A is an animal.
Let H be a connected heap. If H is reduced to a single segment, the result
is obvious. Otherwise, let σ be a maximal segment of H . Write H = H ′σ and
let H1, . . . , Hk be the connected components of the heap H
′, from left to right.
Assume that A is a multi-directed pre-animal such that π(A) = H . The pre-
animal A is thus composed of a segment S such that π(S) = σ and pre-animals
A1, . . . , Ak with respective projections H1, . . . , Hk.
As the segment σ is maximal, no directed path visiting a site of S can end in a
site not in S. Moreover, all the sources and keystones of the pre-animalsA1, . . . , Ak
are also sources and keystones of the pre-animal A. As A is multi-directed, this
forces all the Ai’s to be multi-directed. By the induction hypothesis, all the Ai’s
are thus uniquely determined up to a vertical translation and are multi-directed
animals. We now distinguish two cases.
1. We have k = 1. By the first condition of Definition 2, the segment S is con-
nected to a source of A1. This forces A1 to touch S and uniquely determines
the pre-animal A; moreover, this means that A is an animal.
2. We have k ≥ 2. In this case, the segment S contains k−1 keystones, located
between the animals Ai and Ai+1 for i = 1, . . . , k − 1. Applying the second
condition of Definition 2 to these keystones shows that every animal Ai, for
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i = 1, . . . , k, contains a source si such that S is connected to si. This forces
the animals Ai to touch the segment S. The pre-animal A is thus uniquely
determined and is an animal.
The proof is illustrated in Figure 5.
σ
π−17−−−→
S
A1
A2
A3
Figure 5: Left: a connected heap of segments H with a maximal segment σ. Right:
the multi-directed animal A such that π(A) = H . It is built by recursively building the
animals A1, A2 and A3 and vertically translate them so that they touch the segment S.
Bousquet-Me´lou and Rechnitzer defined multi-directed animals in the square
and triangular lattices and showed that they are in bijection to connected heaps
of dimers [6]. Applying Definition 2 to those lattices leads to a slightly different
(but equinumerous) class of animals. Our definition of multi-directed animals has
the advantages of being more intrinsic and having a vertical symmetry.
3 Enumeration of directed animals
3.1 Exact enumeration
In this section, we focus on the enumeration of directed animals or, equivalently, of
pyramids of segments. We refine this enumeration by taking into account another
parameter. Let A be a directed animal. Assuming that the source of A has
abscissa 0, we say that A has left width i if the leftmost sites of A have abscissa −i.
We also say that A is a half-animal if it has left width 0. We define similarly the left
width of pyramids of segments and call half-pyramid a pyramid with left width 0.
Let S(t) and D(t) be the generating functions of half-animals and animals,
respectively. We also denote by D(t, u) the generating function of animals where
the variable u tracks the left width.
Theorem 4. The generating functions S(t) and D(t, u) satisfy:
S(t) =
t
(
1 + S(t)
)2
1− t(1 + S(t)) ; (1)
D(t, u) = S(t) +
uS(t)2
1− uR(t) , (2)
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where the series R(t) is:
R(t) = S(t) + t
(
1 + S(t)
)
. (3)
In particular, the generating functions of half-animals and animals without regard
for the left width are:
S(t) =
1− 3t−√1− 6t+ t2
4t
; (4)
D(t) =
1
4
(
1 + t√
1− 6t+ t2 − 1
)
. (5)
Interestingly, these generating functions are already known in combinatorics.
Their coefficients are listed respectively as A001003 (the little Schro¨der numbers)
and as A047781 in the OEIS [25]. In this regard, the king’s lattice forms a trilogy
with the square and triangular lattices, where the half-animals are enumerated by
the Motzkin numbers and the Catalan numbers, respectively [3].
Proof. The equations (1) and (2) are consequences of the decompositions of half-
pyramids and pyramids illustrated in Figure 6. Let Q be a half-pyramid and let σ
be its base segment (say, σ = [0, ℓ]). To decompose the pyramid Q, push the lowest
segment in column 0 other than the base segment to form the pyramid Q0 (if that
segment does not exist, let Q0 be the empty heap). Repeat this process in the
columns 1, . . . , ℓ. This yields the decomposition Q = σQℓ · · ·Q0, where Q0, . . . , Qℓ
are possibly empty half-pyramids. The generating function of such pyramids is
thus tℓ(1 + S(t))ℓ+1. Summing over all values of ℓ yields (1).
Let now P be a pyramid with left width i > 0. Let σ be the lowest segment in
the column −i. Push σ to form the decomposition P = P ′Q; by construction, Q
is a half-pyramid. Moreover, let i−k be the left width of the pyramid P ′ and let ℓ
be the length of σ. Since P is a pyramid, we have 1 ≤ k ≤ ℓ (Figure 6, below).
With this decomposition, we compute the generating function D(t, u). Pyra-
mids of left width 1 decompose into two half-pyramids and have generating func-
tion S(t)2. Moreover, to extend a pyramid of left width i to one of left width i+1,
we either add a new half-pyramid Q in the column −i− 1 or extend the existing
leftmost half-pyramid one unit to the left. These operations entail multiplying
the generating function by S(t) and t(1 + S(t)), respectively. This yields the
equation (2).
Finally, solving the equations (1) and (2) gives the values (4) and (5).
3.2 Bijection with Schro¨der paths
The above results suggest the existence of a bijection between directed animals
in the king’s lattice and Schro¨der paths, especially since directed animals in the
square and triangular lattices are classically in bijection with Motzkin and Dyck
paths, respectively [14]. We present below such a bijection. We use this bijection
for the purpose of random sampling in Section 5.1.
Consider paths that take three kinds of steps, denoted by u, d and f (up, down
and flat), with respective coordinates (1, 1), (1,−1) and (2, 0). We call Schro¨der
7
path a path that starts and ends at ordinate 0, never visits a negative ordinate,
and never takes flat steps at ordinate 0. A path is a Schro¨der prefix if it is the
prefix of a Schro¨der path. The length of a path is the abscissa of its endpoint.
Let Q be a half-pyramid. We define inductively the Schro¨der path ψ(Q) in the
following manner. Write Q = [0, ℓ]Qℓ · · ·Q0 as in the proof of Theorem 4. Set:
ψ(Q) = ψ(Q0)uψ(Q1) f · · · f ψ(Qℓ), (6)
where the empty heap is mapped to the empty path.
Let now P be a pyramid. We define inductively the Schro¨der prefix φ(P ). If
P is a half-pyramid, set φ(P ) be ψ(P ) minus the last d step. If not, decompose it
as P = P ′[−i,−i+ ℓ]Qℓ · · ·Q0, assuming that the left width of P ′ is i− k. Set:
φ(P ) = φ(P ′)uψ(Q0) f · · · f ψ(Qk−1)uψ(Qk) f · · · f ψ(Qℓ). (7)
The mappings ψ and φ are illustrated in Figure 6.
σ
Q0
Qℓ ψ7−−→
ψ(Q0)
ψ(Q1) ψ(Qℓ)
k
σ
Q0
Qℓ
P ′
φ7−−→
φ(P ′)
ψ(Q0) ψ(Qk−1)
ψ(Qk) ψ(Qℓ)
Figure 6: Above: a half-pyramid decomposed into the form σPℓ · · ·P0 and its image
by the bijection ψ. Below: a pyramid of positive left width decomposed into the form
P ′σQℓ · · ·Q0 and its image by the bijection φ.
Theorem 5. The mapping ψ is a bijection between half-pyramids of segments of
size n and Schro¨der paths of length 2n. The mapping φ is a bijection between
pyramids of segments of size n and Schro¨der prefixes of length 2n− 1.
Note that, unlike in the square and triangular lattices, the left width of a
pyramid does not map to the final height of its corresponding Schro¨der prefix.
This means that, for dealing with the left width, working on heaps rather than
paths is usually more convenient.
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Proof. First, we readily prove by induction that the mappings ψ and φ map pyra-
mids of size n to paths of length 2n and 2n− 1, respectively. We now prove that
they are bijections by describing inductively their inverse mappings.
Let ω be a Schro¨der path. Consider the last visit of ω at height 0 apart from
its endpoint. Cut the path ω at that point and at all flat steps at height 1 after
it. This leads to the canonical decomposition:
ω = ω0 uω1 f · · · f ωℓ d, (8)
where ω0, . . . , ωℓ are Schro¨der paths. Let P0, . . . , Pℓ be the inverse images of the
paths ω0, . . . , ωℓ, found inductively. The inverse image of ω is then [0, ℓ]Pℓ · · ·P0,
where each Pi is translated i units to the right.
Now, let η be a Schro¨der prefix of odd length. Let h be its final height, which
is also odd. If h = 1, we form φ−1(η) as ψ−1(η d). If h ≥ 3, we cut the path η at
its last visit at height h−2, at the flat steps at height h−1 after it, at its last visit
at height h− 1 and at the flat steps at height h after it. This yields the canonical
decomposition:
η = η′ uω0 f · · · f ωk−1 uωk f · · · f ωℓ, (9)
where ω0, . . . , ωℓ are Schro¨der paths. Let P
′ = φ−1(η′), found inductively, and let
Qi = ψ
−1(ωi) for i = 0, . . . , ℓ. We form the inverse image of P as P
′σQℓ · · ·Q0,
where σ is a segment of length ℓ located such that the left widths of P and P ′
differ by k.
By the definitions (6) and (7), these operations are indeed the inverse mappings
of ψ and φ.
3.3 Asymptotics
In this section, we derive from Theorem 4 results dealing with the asymptotic
behavior of the numbers of directed animals.
Theorem 6. Let n ≥ 1. Let d(n) be the number of directed animals of area n and
let lw(n) be the average left width of the same animals. As n tends to infinity, we
have the following estimates:
d(n) ∼ 2−7/4
(
3 +
√
8
)n
√
πn
;
lw(n) ∼ 2−3/4√πn.
This behavior – d(n) being asymptotically of the form µn/
√
n and lw(n) of
the order of
√
n – is the same as in the square and triangular lattices (where the
growth constants µ are 3 and 4, respectively; see [14]). Another parameter of
interest is the height of the animals; using the random generator of Section 5.1,
we estimate that the average height of the directed animals of area n behaves like:
h(n) ∼ λnγ ,
where γ = 0.8177.... This is also in line with the square and triangular lattices [9].
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Proof. The exact values d(n) and lw(n) are obtained from the generating function
D(t, u) as follows:
d(n) = [tn]D(t, 1);
lw(n) =
1
d(n)
[tn]
∂D
∂u
(t, 1).
Both generating functions have radius of convergence ρ = 3−√8. They have two
singularities, at t = 3 ± √8, and admit an analytic continuation in the domain
C \ [3−√8, 3 +√8]. As t tends to ρ, we have the following estimates:
D(t, 1) =
2−7/4√
1− t/ρ +O(1);
∂D
∂u
(t, 1) =
2−5/2
1− t/ρ +O
(
1√
1− t/ρ
)
.
The results follow using classical singularity analysis [13, Theorem VI.4].
4 Enumeration of multi-directed animals
In this section, we enumerate multi-directed animals or, equivalently, connected
heaps of segments. The tool we use here is an adaptation of the Nordic decomposi-
tion, which was invented by Viennot [27] to enumerate connected heaps of dimers
in a combinatorial way.
4.1 Nordic decomposition
Let C be a connected heap of segments that is not a pyramid. Let σ be the
rightmost minimal segment of C; let C = C′P be the factorization obtained by
pushing σ. Let C1 · · ·Cn be the decomposition of C′ in connected components,
from left to right; let H be the heap C2 · · ·Cn.
As the heap C is known up to a translation, we assume that the rightmost
point of the heap C1 has abscissa −1. This fixes the segment σ, say σ = [k, ℓ].
We call Nordic decomposition of the heap C the quadruple (C1, k,H, P ). This
decomposition is illustrated in Figure 7.
In the following, we call k-heap a heap with all segments included in [0, k− 1].
Unlike other heaps, we do not identify k-heaps that differ by a translation.
Proposition 7. The Nordic decomposition is a bijection between non-pyramid
connected heaps and quadruples of the form (C1, k,H, P ) such that:
• C1 is a connected heap;
• k is a non-negative integer;
• H is a k-heap;
• P is a pyramid with left width greater than k.
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C = P + C1 H σ
P
k + 1
Figure 7: The Nordic decomposition of a non-pyramid connected heap: pushing the
rightmost minimal segment σ yields the pyramid P . The heap C1 is the leftmost con-
nected component of the remaining heap. The other components compose the heap H ,
which lives in the gap of width k + 1 between the heap C1 and the segment σ.
Proof. First, let C be a non-pyramid connected heap and let (C1, k,H, P ) be its
Nordic decomposition. We first show that this quadruple satisfies the conditions
of the lemma. The heap C1 is connected by definition. Moreover, as the compo-
nent C1 is not concurrent to σ, we have k ≥ 0. Furthermore, as the components
C2, . . . , Cn are concurrent neither to C1 nor to σ, all the segments of the heap H
are included in [0, k− 1]. Finally, to be connected to the heap C1, the pyramid P
must have left width at least k + 1.
To conclude, we show that it is possible to recover the heap C from its Nordic
decomposition. To do that, we translate the heap C1 so that its rightmost point
has abscissa −1 and the pyramid P so that its minimal segment is of the form [k, ℓ].
The heap C is then equal to the product C1HP .
4.2 Exact enumeration
The Nordic decomposition enables us to establish the following theorem, which
enumerates multi-directed animals.
Theorem 8. Let M = M(t) be the generating function of multi-directed animals.
Let S = S(t), D = D(t, 1) and R = R(t) be the power series defined by (1), (2)
and (3), respectively. Moreover, let Q = Q(t) be the power series defined by:
Q(t) = (2− 2t)S(t)− t. (10)
The generating function M is given by:
M =
D
1−
∑
k≥0
S(1 + S)k
QRk
1−QRk
. (11)
To prove the theorem, we first establish the following lemma.
Lemma 9. Let k ≥ 0; let Hk(t) be the generating function of k-heaps and let
D>k(t) be the generating function of pyramids of segments with left width greater
than k. We have the following identity:
Hk(t)D>k(t) = S(1 + S)
k QR
k
1−QRk .
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Proof. Let Ak be the set of heaps of segments A satisfying the conditions:
• every segment of A is included in [0,+∞);
• the rightmost minimal segment of A is of the form [k, ℓ].
Let Ak(t) be the generating function of the set Ak.
Let A be a heap of Ak and let σ be the rightmost minimal segment of A. We
decompose the heap A in two ways. First, we push the lowest segment in the
columns 0, . . . , k − 1 in succession. This yields k possibly empty half-pyramids;
what remains is a half-pyramid with minimal segment σ. This decomposition
yields the identity:
Ak(t) = S(t)
(
1 + S(t)
)k
.
Alternatively, push the segment σ. This yields a pyramid with left width at
most k; what remains is a k-heap. We deduce the second identity:
Ak(t) = Hk(t)
(
D(t)−D>k(t)
)
.
Equating the two above expressions for Ak(t), we find:
Hk(t)D>k(t) = S(t)
(
1 + S(t)
)k D>k(t)
D(t)−D>k(t) . (12)
Finally, the identity (2) shows that the generating function of pyramids with
left width i is Di(t) = S(t)
2R(t)i−1 for i ≥ 1. Therefore, we have:
D>k(t) = S(t)
2 R(t)
k
1−R(t) .
An elementary computation from the definitions (2), (3) and (10) of D, R and Q
lets us rewrite this into:
D>k(t) = D(t)Q(t)R(t)
k.
Plugging this into the right hand side of (12) establishes the lemma.
This lemma is illustrated in Figure 8.
S
(1 + S)k
0 k
Hk
D −D>k
0 k
Figure 8: The two decompositions of the objects of Ak involved in the proof of Lemma 9.
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Proof of Theorem 8. The Nordic decomposition (Proposition 7) gives the following
functional equation, with the notations of Lemma 9:
M(t) = D(t) +
∑
k≥0
M(t)Hk(t)D>k(t),
which is equivalent to:
M(t) =
D(t)
1−
∑
k≥0
Hk(t)D>k(t)
.
We conclude using Lemma 9.
4.3 Asymptotics and nature of the series
In this section, we describe the asymptotic behavior of the number of directed
and multi-directed animals of area n as n tends to infinity. We also study the
average width of these animals. We also show that the generating function of
multi-directed animals is not D-finite.
Theorem 10. The generating function M(t) of multi-directed animals has a
unique, dominant simple pole at ρM = 0.154.... Moreover, the series M(t) is
not D-finite.
A similar result exists in the square and triangular lattices [6]. To prove this
theorem, we again establish a lemma.
Lemma 11. Let B = B(t) be the power series:
B =
∑
k≥0
S(1 + S)k
QRk
1−QRk .
The series B(t) has a unique, dominant simple pole at ρB, satisfying:
1− 5ρB − 7ρ2B + ρ3B = 0. (13)
Moreover, the series B is not D-finite.
Proof. We start by rewriting the expression of B into:
B =
∑
k≥0
(∑
j≥1
S(1 + S)kQjRjk
)
=
∑
j≥1
SQj
1− (1 + S)Rj .
We use this form to locate the singularities of the power series B in the interval
[0, ρ), where ρ = 3 − √8 is the radius of convergence of the generating functions
Q, R and S.
First, we note that Q(0) = R(0) = 0 and Q(ρ) = R(ρ) = 1. Since Q and R have
positive coefficients, this means that Q(x) < 1 and R(x) < 1 for x in [0, ρ). Thus,
13
for any fixed x, the jth summand in the above expression and all its derivatives
decrease exponentially as j tends to infinity. This shows that the infinite sum
does not create any singularities. Therefore, the only singularities of B in the
interval [0, ρ) are points x such that (1 + S(x))R(x)j = 1 for some j ≥ 1.
Let j ≥ 1 and consider the function fj defined for x in [0, ρ) by:
fj(x) =
(
1 + S(x)
)
R(x)j .
As S is increasing and satisfies S(ρ) = 1/
√
2, this function reaches 1 at a unique
point that we denote by ρj . Moreover, since R(x) < 1, we have fi(x) > fj(x) for
all 0 < x < ρ and i < j. Therefore, the sequence (ρj) is increasing.
This proves that B is not D-finite, since it has infinitely many singularities.
Moreover, as B has positive real coefficients, Prigsheim’s Theorem [13, Theo-
rem IV.6] shows that the radius of convergence of B is ρ1. In other words, we
have: (
1 + S(ρB)
)
R(ρB) = 1.
Equation (13) follows by performing elimination with the definitions (1) and (3)
of S and R.
Proof of Theorem 10. To prove the theorem, we rewrite the equation (11) into:
M(t) =
D(t)
1−B(t) .
We then use Lemma 11; since ρB is a simple pole of B, we have B(t) → +∞ as
t→ ρB. Therefore, the value B(t) reaches 1 at a unique point in [0, ρB), which is
a simple pole. Again, Pringsheim’s Theorem shows that this point is the radius of
convergence of M . Numerical estimates yield the announced value of ρM . Finally,
since D is D-finite and B is not, M is not D-finite.
Corollary 12. Let m(n) be the number of multi-directed animals of area n. As n
tends to infinity, this number satisfies:
m(n) ∼ λµn,
with µ = 1/ρM = 6.475.... Moreover, the average number of sources and the
average width of the multi-directed animals of area n grow linearly with n.
Proof. This result stems from the fact that the class of multi-directed animals
follows a supercritical sequence schema as a consequence of Theorem 10. In par-
ticular, [13, Theorem V.1] gives the estimate ofm(n) and shows that to decompose
a connected heap of size n all the way to a pyramid, a linear number of Nordic
decompositions is needed on average. Since every Nordic decomposition adds at
least one minimal segment and one to the width of the heap, the average number
of sources and the average width of the multi-animals are also linear.
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5 Random sampling
The question of the random sampling of directed animals (finding an efficient
algorithm that outputs a uniformly distributed animal with a given area n) has
attracted some attention; the most efficient known algorithm is given by Barcucci,
Pinzani and Sprugnoli [2]. This algorithm is based on the bijection with Motzkin
paths found in [14] and outputs a directed animal of area n in average time O(n).
In this section, we show how this algorithm can be adapted to the king’s lattice,
using the bijection of Section 3.2 and an algorithm of Penaud, Pergola, Pinzani
and Roques [23] to sample Schro¨der paths. We also propose an algorithm for the
random sampling of multi-directed animals using a very different method, namely a
Boltzmann sampler [12]. The reasons for these choices are discussed in Section 5.2.
Both algorithms sample an animal of area n in average time O(n). Examples
of their outputs are shown in Figure 9.
5.1 Random sampling of directed animals
Using the bijection of Section 3.2, we can obtain an algorithm for the generation of
directed animals: we sample a Schro¨der prefix of the desired length, then apply the
bijection φ−1 to get a pyramid of segments, then apply the bijection of Section 2.2
to get a directed animal. We show that all these operations take linear time.
Sample a Schro¨der prefix. The problem of the random generation of Schro¨der
paths has been studied in [23]. The algorithm to sample a Schro¨der prefix of
length 2n− 1 is as follows. Let p = √2− 1 be the positive solution of the equation
2p+ p2 = 1. Set η to the empty path and repeat:
• add to η a step u, d or f with respective probabilities p, p and p2;
• if η is not a Schro¨der prefix, discard η and start over;
• if η has length 2n− 1, output η;
• if η has length 2n, discard η and start over.
It is shown in [23] that this algorithm outputs a uniform Schro¨der prefix in
average time O(n), since it needs an average of O(√n) trials each costing O(√n)
on average. Further details on the complexity can be found in [21].
From Schro¨der prefix to pyramid of segments. We now show that the
bijections ψ−1 and φ−1 can be computed in linear time. Let us start with ψ.
Given a Schro¨der walk ω, set H ← ∅, j ← 0 and start with an empty stack.
For every step s of ω, do:
• if s = u, push j on the stack and then set j ← j + 1;
• if s = f , set j ← j + 1;
• if s = d, pop i from the stack, set H ← [i, j]H and then j ← i.
Finally, return the heap H .
15
Lemma 13. The above algorithm computes ψ−1(ω) in linear time.
Proof. We prove the following stronger fact: assume that the loop is entered with
initial value j = i. Then the algorithm performs the operation H ← H ′H , where
H ′ is ψ−1(ω) translated i units to the right. The values of j and the stack are
unchanged.
We prove this by induction on the length of ω. If ω is empty, the result is
obvious; otherwise, decompose ω as in (8). By induction hypothesis, the algorithm
first reads ω0 and adds ψ
−1(ω0) translated by i to H . It then reads a u step,
pushes i on the stack and sets j to i+ 1. Again by induction hypothesis, it reads
the words ω1, . . . , ωℓ and adds toH their images by ψ
−1 translated by i+1, . . . , i+ℓ
(since every f step increments the variable j). Finally, it reads a d step, at which
point the value of j is i + ℓ, and so adds the segment [i, i+ ℓ] to H . In total, the
algorithm indeed added to H the pyramid ψ−1(ω) translated by i. Moreover, the
values of j and the stack are reset to their initial values.
Finally, it is obvious to see that the algorithm runs in linear time.
Given a Schro¨der prefix η, computing the pyramid φ−1(η) is then easy: we read
the word η in reverse order and find the factors ω0, . . . , ωℓ of the decomposition
(9). We compute their images by ψ−1 using the above algorithm. Finally, we
iterate this procedure to compute the pyramid φ−1(η0). This constructs φ
−1(η)
in linear time.
From pyramid of segments to directed animal. A linear algorithm that
turns a pyramid of dimers into a directed animal in the square lattice is given
in [3]; this algorithm readily adapts to our case (we refer to that paper for details).
Given a pyramid H , we assign a height to all segments of H by maintaining an
array that, for each column i, contains the maximal height of a segment of H in
the column i. This enables us to compute the corresponding directed animal A in
linear time, with only O(√n) integers of extra space on average.
5.2 Random sampling of multi-directed animals
The method presented above does not work on multi-directed animals, as we were
not able to find bijections with appropriate families of lattices walks. Instead
we use the Boltzmann samplers presented in [12]. A Boltzmann sampler for a
combinatorial class A with a generating function A(t) outputs an element a of A
with probability
P(a) =
x|a|
A(x)
,
where x is a parameter chosen depending on the desired output length. Of course,
x must be lower than the radius of convergence of the power series A(t).
A useful feature of Boltzmann samplers is that, from samplers for two classes
A and B, we can easily build samplers for the disjoint union A+B, the Cartesian
product A × B, and the sequence class Seq(A). Moreover, given a sampler for
the class A × B, we can build a sampler for the class A by sampling an ordered
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pair (a, b) and outputting a. A Boltzmann sampler can thus be automatically
constructed from a combinatorial specification [13, Chapter 1].
The final ingredient that we use is the critical sampler described in [12, Sec-
tion 7.1]. Critical Boltzmann samplers are very efficient algorithms to sample a
class described as a supercritical sequence. As shown in Section 4.3, this is the
case of multi-directed animals.
Of course, the general framework of Boltzmann samplers applies just as well
to directed animals. However, the class of directed animals cannot be written as a
supercritical sequence, as evidenced by the fact that their dominant singularity is
not a simple pole. Therefore, the critical sampler referred to above is inapplicable.
The average complexity of a Boltzmann sampler for directed animals would be
O(n2), which is less effective than the algorithm of the previous section; however,
approximate size sampling could be done in linear time. See [12] for all the details.
Note that the algorithm described below can be easily adapted to the square
and triangular cases, where, to our knowledge, no random sampling algorithms
previously existed for multi-directed animals.
Let S and D be the classes of half-animals and directed animals, respectively.
The decompositions in the proof of Theorem 4, illustrated in Figure 6, amount to
specifications for the combinatorial classes S and D:
S = Z × (1 + S)2 × Seq(Z × (1 + S)); (14)
D = S + S2 × Seq(R), (15)
where Z is the atomic class and the class R is defined by:
R = S + Z × (1 + S). (16)
From this, we automatically build a Boltzmann sampler for the class D.
Moreover, the Nordic decomposition (Proposition 7) gives:
M = D × Seq(B), (17)
where the class B is defined, with obvious notations, as:
B =
∑
k≥0
Hk ×D>k. (18)
To find specifications for the class Hk, we use the construction of the proof of
Lemma 9, which yields two specifications for the class Ak:
Ak = S × (1 + S)k; (19)
Ak = Hk ×D≤k. (20)
Moreover, we have, using again the proof of Theorem 4,
D>k = S2 ×Rk × Seq(R). (21)
The specification (19) yields a Boltzmann sampler for the class Ak. Using this
sampler and the specification (20), we find a Boltzmann sampler for the class Hk.
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The specification (21) gives a Boltzmann sampler for the class D>k. Finally, using
both these samplers and the specification (18), we obtain a Boltzmann sampler
for the class B.
To obtain a sampler for the classM, we use the algorithm of [12, Section 7.1]
with the specification (17), setting the parameter of our Boltzmann samplers to
the value x = ρM (see Section 4.3). Let n be the area of the animal to be sampled.
We start by sampling an element of D and then add elements of B until the area
of the animal reaches or exceeds n. If it reaches exactly n, we output the result,
otherwise we reject it and start over. Theorem 7.1 of [12] shows that this algorithm
is correct and runs, on average, in time O(n).
The same algorithm can also be made to produce an approximate size output,
allowing it to succeed in one trial with high probability; the correct version of this
procedure appears in [24, Chapter 1].
Figure 9: Random directed (left) and multi-directed (right) animals of area 1000.
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