We give a new proof that there exists a unique strongly regular graph with parameters (81, 20, 1, 6) . Unlike the finite geometry approach used by Brouwer and Haemers, we use linear algebra and spectral graph theory concepts, namely the technique of star complements, in our proof.
Introduction
Let G = (V, E) be a finite, undirected, simple graph. For two vertices u, v, we write u ∼ v if they are adjacent in G. The neighborhood N(u) of u is the set of neighbors of u. The closed neighborhood N[u] is the set N(u) ∪ u.
The graph G is a strongly regular with parameters (n, k, λ, µ) if G is k-regular on n vertices, such that any two adjacent vertices have λ common neighbors, and any two nonadjacent vertices have µ common neighbors. Obviously, in such a graph the neighborhood of each vertex induces a λ-regular graph on k vertices.
Back in 1992, Brouwer and Haemers [1] proved uniqueness and described the structure of the strongly regular graph with parameters (81, 20, 1, 6). They relied on the result of Cameron, Goethals and Seidel [2] that there exists a unique generalized quadrangle GQ(3, 9). Here we give a self-contained proof of the uniqueness of this graph using linear algebra and spectral graph theory, more precisely the technique of star complements. This technique was developed by Cvetković, Rowlinson and Simić in a series of papers (see, e.g., [3] , [4] , [5] , [6] , [7] ).
Let ξ be an eigenvalue of G with multiplicity m. A star set for ξ in G is a set X ⊂ V (G) of m vertices such that ξ is not an eigenvalue of G − X, the subgraph of G induced by X = V (G) \ X. The graph G − X is called a star complement for ξ in G. If X is a star set for an eigenvalue ξ / ∈ {−1, 0} of G, then X is a location-dominating set in G, meaning that the X-neighborhoods of vertices in X are distinct and nonempty [3] .
The following theorem is known as the Reconstruction Theorem.
Theorem 1 ([3])
Let X be a set of vertices in graph G and suppose that G has adjacency matrix
where A X is adjacency matrix of the subgraph induced by X. Then X is a star set for ξ in G if and only if ξ is not an eigenvalue of C and
Thus, if we know ξ, B and C, we can reconstruct the whole graph G. If we denote the columns of B by b u (u ∈ X) and equate corresponding matrix entries in (1), we obtain the following
One can now define the compatibility graph Comp(C, ξ) having as vertices all (0, 1)-vectors b which satisfy b, b = ξ, with two vertices b ′ and b ′′ adjacent if and only if b ′ , b ′′ ∈ {−1, 0}. Then, for each graph G that has G − X as a star complement for ξ, there is a clique in Comp(C, ξ) that completely determines G.
Let us now turn our attention to the parameter set (81, 20, 1, 6). A strongly regular graph G with these parameters has spectrum [20, 2 60 , −7 20 ], where exponents denote the multiplicities. Let u be an arbitrary, but fixed vertex of G. (see Figure 1) , with spectrum [5, 1 9 , −1 10 , −4]. As H does not have 2 as an eigenvalue and it is an induced subgraph of G on 21 vertices, we conclude that H is a star complement for eigenvalue 2 in G.
Fig . 1 . The star complement of G.
Label the vertices of H as in Figure 1 . Let S i = {a i , b i }, i ∈ {1, . . . , 6}, and
. . , 10}. Note that two vertices in each set S i are adjacent, and have u as a common neighbor, implying that they do not have another common neighbor in G. Thus, to classify all (81, 20, 1, 6) strongly regular graphs it would be enough to enumerate all cliques of size 60 in Γ and check which of them yield a strongly regular graph. Although it turns out to be an easy task for a computer, due to the specific clique structure of Γ, we proceed to find a computer-free proof, as suggested by one of referees. Thus, instead of enumerating all cliques, we first find a larger induced subgraph of G which contains H. These extra vertices in G correspond to H-neighborhoods in Γ and determine a part of clique of size 60. As it turns out, it is sufficient to expand H by four vertices only, whose H-neighborhoods belong to a unique clique of size 60 in Γ. This unique clique will enable us to reconstruct the unique strongly regular graph with parameters (81, 20, 1, 6).
A larger induced subgraph
In order to determine a larger induced subgraph of G, we define a few relations among the vertices of G. We say that vertices v and w are in relation ρ u α,β if
We now use Corollary 2 to prove Proposition 3 Let v and w be two vertices from a star set X. Then v and w are in one of the six possible relations ρ u α,β where α and β are given in Table 1 . Table 1 A relation between ρ u α,β and adjacency of v and w.
Proof Let C be the adjacency matrix of H. The matrix (2I − C) −1 has the form
The vertex v has six neighbors in common with u and, without loss of generality, we may suppose that b T v has the form
Then,
From Corollary 2 we have b
Suppose that w has x common neighbors with v in S 1 , . . . , S 6 and y common neighbors in S 7 , . . . , S 10 .
If v ∼ w then x ∈ {0, 1} and b
This way, we have (x, y) ∈ {(1, 4), (0, 3)} which gives (α, β) ∈ {(2, 1), (3, 0)} in Table 1 
Since y ≤ 4, we have (x, y) ∈ {(4, 4), (3, 3) , (2, 2), (1, 1), (0, 0)}. As v and w have six common neighbors in total, we have x + y ≤ 6, and so the case x = y = 4 is impossible. The remaining cases yield (α, β) ∈ {(3, 3), (4, 2), (5, 1), (6, 0)}. 2
This result is a starting point in our reconstruction of a larger induced subgraph of G. Let v be an arbitrary, but fixed vertex from the star set X. It has six neighbors in N(u), and we may suppose, without loss of generality, that N(u) ∩ N(v) = {a 1 , . . . , a 6 }. The degree of v in G is 20, and there are 14 other neighbors of v in G. Also, the subgraph induced by N(v) is the union of ten copies of K 2 . Since there exists no edge between a i and a j , 1 ≤ i < j ≤ 6, N(v) has to look as shown in Figure 2 .
has three neighbors in the sets S 1 , . . . , S 6 , three neighbors in the sets S 7 , . . . , S 10 , and it has no neighbors in common with vertex v in N(u). So, we may assume, without loss of generality, that N(
We apply similar reasoning to vertex y 1 , and get (y 1 , v) ∈ ρ Therefore, we get N( Figure 3) . Similarly, we have ( Proof Suppose that y 2 is adjacent to vertices b 1 , b 2 and b 3 . The only relation in Proposition 3 which allows two vertices to have three common neighbors in N(u) is ρ u 3,3 . So, (y 2 , x 1 ) ∈ ρ u 3,3 and y 2 has to have exactly three sets S i in common with x 1 . However, since (y 2 , v) ∈ ρ 3,0 , y 2 has three neighbors in S 7 , . . . , S 10 . Vertex x 1 also has three neighbors in S 7 , . . . , S 10 , and so x 1 and y 2 have at least two common sets in S 7 , . . . , S 10 , which, together with S 1 , S 2 , S 3 , yields a total of at least five common sets in S 1 , . . . , S 10 , a contradiction. 2
Without loss of generality, we may further suppose that y 2 has two common neighbors with x 1 and one with y 1 in sets S 1 , . . . , S 6 , namely b 1 , b 2 and b 4 .
Proposition 5 Vertex y 2 satisfies (y 2 , x 1 ) ∈ ρ u 4,2 and (y 2 , y 1 ) ∈ ρ u 3,3 . Proof Vertex y 2 has three neighbors in the sets S 7 , . . . , S 10 , so it must have at least two sets in common with x 1 among them. Since y 2 is adjacent to b 1 and b 2 it has two neighbors in common with x 1 in sets S 1 , . . . , S 6 . Thus y 2 and x 1 have at least four common sets S i and at least two common neighbors in N(u), which, according to Proposition 3, means that (y 2 , x 1 ) ∈ ρ u 4,2 . Further, vertex y 2 has two common sets with x 1 in S 7 , . . . , S 10 , while it has no common neighbors with x 1 in these sets. So, it must have at least two neighbors in common with y 1 in S 7 , . . . , S 10 . Along with b 4 , this makes at least three neighbors in common with y 1 . Therefore, (y 2 , y 1 ) ∈ ρ u 3,3 . 2 It follows from Proposition 5 that for each pair of vertices (x i , y i ), where i ∈ {2, 3, 4}, we may suppose that
Now, for each i, j ∈ {1, 2, 3, 4}, i = j, we have (y i , y j ) ∈ ρ u 3,3 , and y i ∼ y j . Vertices y i and y j have one common neighbor in the sets S 1 , . . . , S 6 , and two common neighbors in the sets S 7 , . . . , S 10 . Also, they have one common set among the sets S 1 , . . . , S 6 , and two common sets among the sets S 7 , . . . , S 10 .
Since y i ∼ v and y i ∼ x i , vertex y i has no neighbors in {a 1 , . . . , a 6 }.
Proposition 6
No three vertices from {y 1 , y 2 , y 3 , y 4 } have the same neighbor in the set B = {b 1 , . . . , b 6 }.
Proof Suppose that vertices y i 1 , y i 2 , y i 3 all have vertex b k as their common neighbor, for some k ∈ {1, . . . , 6}. Each of the vertices y i 1 and y i 2 has three neighbors in B, and they have b k as a common neighbor. This means that there is a single vertex b l in B that is not adjacent to y i 1 or y i 2 . Vertex y i 3 also has three neighbors in B, one of them being vertex b k . But vertex y i 1 cannot have another neighbor in common with y i 1 or y i 2 , so it can be adjacent only to b k and b l in the set B. This is a contradiction. 2 Now, since six pairs of vertices from {y 1 , . . . , y 4 } all have different common neighbor in B, and there are four ways to choose three sets among S 7 , . . . , S 10 , we can, without loss of generality, suppose that the H-neighborhoods of y i , i ∈ {1, . . . , 4}, are as follows: 
, 0, 0
). i=1 z i = 6, as it has six common neighbors with u, and iii) z 2i−1 + z 2i ≤ 1, for i = 1, . . . , 10, as it is adjacent to at most one vertex in each set S i .
Since the vector b w is also a vertex of the subgraph Γ of the compatibility graph Comp(A(H), 2) (defined in Section 1), it satisfies
Here
There are 16 possible values of (σ 1 , σ 2 , σ 3 , σ 4 ), but, due to symmetry, we only have to consider number of values σ i that are equal to -1. Thus, in the sequel, we examine the cases of (σ 1 , σ 2 , σ 3 , Since only six of the values z i are equal to 1, the above equation is satisfied if and only if z 1 = z 3 = z 5 = z 7 = z 9 = z 11 = 1. Thus, there exists only one vector b w in Γ in this case (note that actually w = v).
Case (σ 1 , σ 2 , σ 3 , σ 4 ) = (0, −1, −1, −1). From 3σ 1 and 3(σ 2 + σ 3 + σ 4 ) we get
With z i ∈ {0, 1}, the minimum value for the right-hand side in the second equation above is −9, obtained when z 7 = z 9 = z 11 = 1 and three more values z i with negative coefficients are equal to 1. From z 2i−1 + z 2i ≤ 1, we have z 8 = z 10 = z 12 = 0. If any of z 1 , z 3 and z 5 is equal to 1, we get σ 1 < 0. Thus, it has to be z 13 = z 15 = z 17 = 1, completely describing vector b w in Γ.
Since there are four possibilities that one of σ i 's equal to 0, while the others are equal to −1, we conclude that there is a total of four different vectors b w ∈ Γ in this case.
The analysis of the remaining three cases is rather cumbersome, so we skip the details and give only the number of solutions. A curious reader may use any existing software to check our claims by solving, in each case, a particular integer programming problem defined by corresponding linear equations for σ i and conditions i)-iii) given above.
Case (σ 1 , σ 2 , σ 3 , σ 4 ) = (0, 0, −1, −1). There exists no solution.
Case (σ 1 , σ 2 , σ 3 , σ 4 ) = (0, 0, 0, −1). There exist ten solutions, but since there are four possibilities that one of σ i 's equal to -1, while the others are equal to 0, we get a total of 40 different vectors b w ∈ Γ in this case.
Case (σ 1 , σ 2 , σ 3 , σ 4 ) = (0, 0, 0, 0). There exist 11 solutions.
Thus, we see that there exists a total of 1+4+40+11 = 56 different vectors b w which are adjacent to each of b y i , i = 1, . . . , 4 in Γ. It is straightforward to check that these 60 vectors together form a clique in Γ, and when this clique is fed to the Reconstruction theorem, the unique resulting graph turns out to be strongly regular with parameters (81, 20, 1, 6). Thus, we can conclude that Theorem 7 There exists a unique strongly regular graph with parameters (81, 20, 1, 6). 2
