Modelado de series temporales con sistemas de inferencia borrosa multidimensionales / Time series modelling with multidimensional fuzzy inference systems by Rendón Sánchez, Juan Fernando
Modelado de series temporales con sistemas de
inferencia borrosa multidimensionales
Por
Juan Fernando Rendo´n Sa´nchez
Director de tesis
Juan David Vela´squez Henao, M.Sc.,Ph.D.
Tesis enviada a la
Escuela de Sistemas
como requerimiento parcial
para el grado de
Magister en Ingenier´ıa - Ingenier´ıa de Sistemas
Facultad de Minas
Universidad Nacional de Colombia
Junio 2009
A mi madre y a la memoria de mi padre.
ii
Agradecimientos
Agradezco al profesor Juan David Vela´squez por su apoyo y por la invaluable orien-
tacio´n durante la ejecucio´n de este trabajo investigativo. A la Universidad Nacional
de Colombia por su programa de becas para la realizacio´n de estudios de posgrado.
Agradezco tambie´n a mis compan˜eros de trabajo y estudio por su constante apoyo.
iii
Resumen
La prediccio´n de series que exhiben caracter´ısticas no lineales ha sido un problema
vigente durante las u´ltimas dos de´cadas. En este trabajo se explora este problema
a partir del uso de sistemas de inferencia borrosa y, particularmente, de sistemas
basados en conjuntos borrosos multidimensionales. Un paso fundamental para es-
pecificar este tipo de sistemas es la deteccio´n de clusters o grupos en los datos, ya
que las te´cnicas de agrupamiento borroso han servido para agilizar el proceso de
identificacio´n de los modelos. Las aplicaciones de estos sistemas en el a´rea de series
temporales son escasas y su tratamiento formal estad´ıstico es mı´nimo o inexistente.
Ma´s au´n, existen to´picos concernientes a su construccio´n que no se han tratado en
profundidad. En este trabajo se discuten los me´todos existentes para el modelado
de series temporales y los adelantos hechos en la identificacio´n de sistemas de infe-
rencia borrosa con conjuntos borrosos multidimensionales. Se realiza una propuesta
metodolo´gica para formalizar el uso de estos sistemas en el modelado y prediccio´n de
series temporales y se proponen mejoras a algunos to´picos de disen˜o. Finalmente se
muestran algunas aplicaciones con series de tipo benchmark para probar la capacidad
de generalizacio´n del modelo propuesto frente a otros y se utiliza una serie real de
demanda ele´ctrica en Colombia para observar en que´ medida ayuda el modelo en la
comprensio´n de dicho problema.
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Cap´ıtulo 1
Antecedentes y definicio´n del
problema
1.1 Introduccio´n
Las justificaciones de la utilidad del prono´stico son claras y abundantes en la litera-
tura. Todas ellas convergen en la ventaja que representa el conocimiento previo de
la ocurrencia de un evento. Tal conocimiento se hace muchas veces no so´lo u´til, sino
necesario. Su uso beneficia diversas a´reas, como las finanzas, las ciencias sociales, la
ingenier´ıa y la economı´a.
El prono´stico, segu´n [40], consiste en la generacio´n de informacio´n sobre el posible
desarrollo futuro de un proceso, con base en datos de su comportamiento pasado y
presente. Se distingue de la labor de modelamiento (que se centra en el entendimiento
del comportamiento histo´rico de un proceso), ya que su propo´sito es la obtencio´n de
valores futuros desconocidos. La labor de modelamiento ofrece beneficios como la
profundizacio´n en el conocimiento del sistema estudiado y la posibilidad de confrontar
el conocimiento de los expertos con los resultados de los modelos y los datos. Tambie´n
se facilita la aproximacio´n siste´mica y estructurada al problema y la mejora de los
procesos decisorios. El prono´stico, por su lado, ofrece ventajas en la visualizacio´n,
con cierto grado de certidumbre, del comportamiento venidero de la variable bajo
estudio con el consecuente beneficio para las organizaciones o los individuos.
En las tareas de modelamiento o de prono´stico se pueden encontrar fa´cilmente
situaciones en las que no se posea el conocimiento experto suficiente para formular
un modelo con el cual sea plausible describir la dina´mica del sistema de intere´s1.
Cuando esto sucede y se dispone solamente de datos observados del sistema a lo
1En otras situaciones, como aquellas en las que los datos disponibles no son adecuados para un
ana´lisis cuantitativo o en los que la informacio´n cualitativa tiende a incrementar la precisio´n, la
relevancia o la aceptacio´n de los prono´sticos, son convenientes otras herramientas de prono´stico,
tales como el Juicio sin Ayuda, el Juego de Roles o el Ana´lisis Conjunto, entre otros. De ellas puede
encontrarse un resumen en [5].
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largo del tiempo, es de gran ayuda poder construir modelos emp´ıricos que ayuden a
describir la dina´mica que gobierna el proceso. Las series temporales han mostrado
ser una herramienta de suma utilidad en la construccio´n de tales modelos emp´ıricos
(ve´ase [66]).
El modelado a trave´s de series temporales se ha realizado con diversas herramien-
tas, entre las cuales esta´n los me´todos estad´ısticos, las redes neuronales, los sistemas
de inferencia borrosa y algunos me´todos combinados. Las redes neuronales y los sis-
temas de inferencia borrosa han recibido una atencio´n considerable en an˜os recientes,
dada su versatilidad, su reconocida capacidad de aproximacio´n de funciones no lineales
y los resultados alentadores en el a´rea de prono´stico (ve´ase por ejemplo [1], [14], [13]).
En estos modelos, la inexistencia de limitantes como la necesidad de especificar una
forma funcional a priori en problemas de regresio´n los torna u´tiles en situaciones en
las que se carece de la informacio´n suficiente sobre el sistema o feno´meno bajo estudio
como para proponer una forma funcional adecuada.
En el campo de los sistemas de inferencia borrosa existen variantes espec´ıficas,
entre las cuales esta´n los sistemas de inferencia basados en conjuntos borrosos multi-
dimensionales. Estos modelos han surgido como respuesta a algunos inconvenientes
que se han detectado en la identificacio´n de sistemas de inferencia a partir de datos,
entre los cuales se encuentra el aumento exponencial del nu´mero de reglas (y el conse-
cuente aumento del nu´mero de para´metros) a medida que se incrementa la cantidad de
variables de entrada. El advenimiento de estos modelos espec´ıficos ha abierto varios
interrogantes con respecto a su construccio´n y con respecto a su uso en el modelado y
prono´stico de series temporales. En ellos se centra la atencio´n de esta investigacio´n.
En las siguientes secciones se dara´n unos conceptos generales de series temporales.
Se mostrara´n posteriormente las aproximaciones al modelamiento de las mismas y las
metodolog´ıas que han ayudado en el uso de los modelos. Se discutira´n los sistemas
de inferencia borrosa y se examinara´n los modelos espec´ıficos basados en conjuntos
borrosos multidimensionales. Se planteara´n algunos interrogantes sobre su uso en el
a´rea de series temporales y, finalmente, se establecera´ un conjunto de objetivos que
ayudara´n a delimitar y responder algunos de los interrogantes de intere´s.
1.2 Aspectos generales de las series temporales
Una serie temporal esta´ definida como un conjunto de observaciones ordenadas en el
tiempo
. . . , y−1, y0, y1, . . . , yT , yT+1 (1.1)
de las cuales so´lo se dispone de la realizacio´n {y}T1 . Dichas observaciones son el
resultado de la aplicacio´n de un mecanismo generador a un conjunto de variables
causales que explican el comportamiento de yt.
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La hipo´tesis de la modelacio´n es que dicho mecanismo puede ser representado por
una funcio´n computable y desconocida f(·) que es aplicada al conjunto de regresores
xt = {x(1)t , . . . , x(U)t }:
Yt = f(xt) + et (1.2)
donde el te´rmino et representa una serie de ruidos aleatorios independientes e
ide´nticamente distribuidos, que siguen una distribucio´n con media cero y varianza σ2v .
Los regresores xt en 1.2 esta´n formados por un subconjunto de las variables causales
visibles y cuantificables, que influencian el mecanismo generador de las observaciones.
La serie de ruidos estoca´sticos, {et}T1 , representa el efecto de todas aquellas variables
causales, cuantitativas o cualitativas, visibles o no visibles, no incluidas en el conjunto
de regresores.
Partiendo de la premisa de que f(·) existe y es computable, el objetivo funda-
mental de la modelacio´n de series temporales es construir una funcio´n fˆ(·) que la
aproxime con algu´n grado de precisio´n valie´ndose de los datos disponibles {yt,xt}T1 ,
tal que
Yt = fˆ(xt) + eˆt (1.3)
As´ı, dicho modelo emp´ırico puede ser entendido como una hipo´tesis, teor´ıa o ley
que define la probabilidad de transicio´n de una observacio´n yt a la siguiente o yt+1,
de tal forma que la dina´mica de la serie temporal estudiada es completamente especi-
ficada por 1.3. Como un modelo probabil´ıstico, es caracterizado por sus propiedades
estad´ısticas tales como su densidad de probabilidad, su correlacio´n o su espectro de
energ´ıa. Se supone que la informacio´n disponible es suficiente para estimar la funcio´n
fˆ(·) con la precisio´n requerida.
1.3 Aproximaciones al modelado con series tem-
porales
El conjunto de modelos utilizados para el prono´stico de series temporales comprende
los lineales y los no lineales. Y dentro de los no lineales se encuentran los parame´tricos
y los no parame´tricos (ve´ase [27]). Dada la gran cantidad de modelos existentes,
especialmente no lineales, se mostrara´n aqu´ı so´lo algunos y su discusio´n sera´ general.
1.3.1 Modelos ARIMA
Estos modelos tienen una trayectoria que puede extenderse hasta los an˜os 50, cuando
George Box y Gwilym Jenkins integraron sus elementos teo´ricos y los popularizaron.
Se han estudiado ampliamente y las teor´ıas estad´ıstica y matema´tica en las que se
basan esta´n bastante desarrolladas y entendidas (la teor´ıa de secuencias Gausianas
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y la inferencia estad´ıstica para modelos Gausianos lineales, en la estad´ıstica, y las
ecuaciones lineales en diferencias en el campo matema´tico). Estos modelos tienen
una componente autorregresiva (AR) que permite describir un comportamiento es-
toca´stico en el que yt se modela como una suma ponderada de observaciones pasadas.
Por otro lado, la componente de medias mo´viles (MA) describe comportamientos en
los que los choques aleatorios que ingresan al modelo, persisten y afectan el valor
de yt durante uno o varios per´ıodos. La componente de integracio´n (I) especifica
la necesidad de diferenciar la serie cuando las fluctuaciones observadas se deben a
efectos acumulados de choques aleatorios (ve´ase [50]).
A pesar de que estos modelos han sido exitosos como herramientas pra´cticas de
ana´lisis, son una aproximacio´n lineal y la mayor´ıa de los feno´menos de intere´s pre-
sentan caracter´ısticas no lineales. Adema´s, dado que tienen distribuciones conjuntas
sime´tricas, no son ideales para datos que presentan mucha asimetr´ıa. Tampoco son
ideales para datos que tienen cambios repentinos de gran amplitud, de manera irre-
gular.
Metodolog´ıa general para la utilizacio´n de modelos ARIMA
La construccio´n de modelos ARIMA de series temporales se realiza con la metodolog´ıa
formulada por Box y Jenkins (ve´ase [50]). En ella se realizan los siguientes pasos:
1. Identificacio´n de las especificaciones preliminares del modelo.
2. Estimacio´n de los para´metros del modelo.
3. Diagno´stico de la bondad del modelo.
4. Metadiagno´stico del modelo.
5. Uso del modelo.
En la etapa de identificacio´n se escoge el modelo particular que se utilizara´. Luego
se estiman los para´metros y se realiza un diagno´stico para determinar si el modelo
cumple con algunos supuestos ba´sicos. Si el modelo no es satisfactorio, se debe rea-
lizar un nuevo ciclo de identificacio´n, estimacio´n de para´metros y chequeo. Aquellos
modelos que superen la etapa de diagno´stico se someten a un examen adicional, para
verificar la calidad de los resultados que arroja. Finalmente, el modelo que supere los
chequeos se utiliza para realizar prono´sticos.
1.3.2 Algunos modelos parame´tricos no lineales de series tem-
porales
A continuacio´n se mencionan algunos modelos parame´tricos no lineales (ve´ase por
ejemplo [66]).
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Modelos de umbral (threshold models) El propo´sito de estos modelos es rea-
lizar aproximaciones locales de una serie temporal. Esto se realiza descom-
ponie´ndolo en un grupo de modelos parame´tricos no lineales. El cambio de
re´gimen en una serie de tiempo es algo plausible, de manera que estos modelos
dan una buena flexibilidad en tales casos. Dentro de esta clase de modelos se
tienen los SETARMA y los STAR.
Modelos bilineales Esta´n inspirados en los sistemas dina´micos y son u´tiles en situa-
ciones en las que la entrada y salida de un sistema se conocen, pero el estado
interno se desconoce. Este tipo de modelo es muy espec´ıfico.
EXPAR (modelos exponenciales autorregresivos dependientes de la amplitud)
La dependencia de la amplitud es un te´rmino derivado de los modelos constru-
idos para explicar algunos feno´menos f´ısicos (como las vibraciones) y refleja la
importancia de considerar no linealidades en los modelos, cuando estas son im-
portantes. La forma funcional de estos modelos es bastante espec´ıfica y debe
ajustarse para aplicaciones en campos diferentes de las vibraciones.
En geneneral estos modelos, y otros que se clasifican dentro de los parame´tricos, se
pueden aplicar exitosamente si se tiene el suficiente conocimiento experto para elegir
cua´l debe usarse. Sin embargo, en muchos casos, la ley subyacente que gobierna la
dina´mica de la situacio´n bajo estudio no se conoce y la utilidad pra´ctica de estos
modelos queda limitada.
Metodolog´ıa para la utilizacio´n de modelos parame´tricos no
lineales
La metodolog´ıa general para la aplicacio´n de modelos parame´tricos no lineales esta´
basada en la propuesta por Box y Jenkins y ha sido modificada por algunos autores
para su utilizacio´n en el caso no lineal (ve´ase [64] y [66]). Los pasos fundamentales
son los siguientes:
1. Identificacio´n.
– Seleccio´n de los regresores.
– Propiedades estad´ısticas de la serie temporal.
– Transformacio´n de la serie temporal.
– Especificacio´n de la forma funcional del modelo.
2. Estimacio´n de para´metros.
3. Diagnostico y ana´lisis de la dina´mica de la serie.
4. Metadiagno´stico.
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5. Construccio´n de prono´sticos e intervalos de confianza.
Las pra´cticas metodolo´gicas involucradas en estos pasos incluyen aspectos de suma
importancia, como las pruebas de linealidad, cuyo propo´sito es guiar al modelador en
la decisio´n de usar un modelo no lineal o uno lineal. Se incluyen tambie´n pra´cticas que
ayudan en la seleccio´n de modelos, dado que la amplitud de opciones parame´tricas
puede desembocar en un conjunto de numerosos modelos candidatos, que a su vez
pueden tener diversas configuraciones de para´metros.
Dada la naturaleza emp´ırica de los modelos de series temporales, se hace necesario
disponer de herramientas que permitan juzgar objetivamente la calidad de los mismos.
Al respecto, las metodolog´ıas mencionadas, para los modelos lineales y los no lineales,
agregan un valor significativo para el modelador.
1.3.3 Modelos no parame´tricos pertenecientes a la inteligen-
cia computacional
Se mencionan a continuacio´n los modelos ba´sicos que han sido usados en el a´rea de
la inteligencia computacional para el modelado y prediccio´n de series temporales no
lineales. Su gran ventaja consiste en que tanto su estructura como sus para´metros se
pueden ajustar. Caracter´ısticas como esta son deseables en la construccio´n de mode-
los emp´ıricos para los cuales no se dispone del suficiente conocimiento que permita
formular una forma funcional a priori.
Redes neuronales Una red neuronal es un procesador masivo y paralelo compuesto
por unidades simples de procesamiento, que tiene una propiedad natural para al-
macenar conocimiento experimental y hacerlo disponible para su uso (ve´ase [30]).
Esta tecnolog´ıa se basa en a´reas como las neurociencias, las matema´ticas, la es-
tad´ıstica, la f´ısica, las ciencias de la computacio´n y la ingenier´ıa. Sus campos
de aplicacio´n incluyen el ana´lisis de series temporales, el reconocimiento de pa-
trones y el procesamiento de sen˜ales. Existen varios tipos de redes neuronales:
Perceptrones de una capa Son la forma ma´s simple de red neuronal. Se
usan en la clasificacio´n de patrones, pero tienen limitaciones computa-
cionales con respecto a otros tipos de redes.
Perceptrones multicapa Han recibido considerable atencio´n en el modelado
y prediccio´n de series temporales y se han realizado trabajos importantes
en cuanto a la utilizacio´n de me´todos estad´ısticos para realizar la seleccio´n
de modelos (ve´ase [3]).
Redes de funciones de base radial Han sido formuladas y estudiadas desde
el contexto de la regresio´n no lineal en [30]. All´ı se da un enfoque de tipo
estad´ıstico al estudio de este tipo de redes y a sus algoritmos de entre-
namiento. Adema´s, se han realizado trabajos que indirectamente involu-
cran el uso de este tipo de redes en procesos de identificacio´n de sistemas
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no lineales (ve´ase [58]). En estos procesos se han utilizado criterios es-
tad´ısticos para la construccio´n del modelo.
Maquinas de soporte vectorial Al igual que los perceptrones multicapa y
las redes de funciones de base radial, estas redes son apropiadas para la
clasificacio´n de patrones y para la regresio´n no lineal. Su fundamentacio´n
teo´rica es de tipo estad´ıstico, como puede encontrarse en [30].
Ma´quinas de comite´ son redes neuronales que apelan al principio de divide
y vencera´s para realizar la labor de aprendizaje. Su uso incluye problemas
de reconocimiento de patrones y de regresio´n. En algunos de sus esquemas
de modelamiento se utilizan conceptos estad´ısticos para la estimacio´n de
los para´metros del modelo.
Mapas auto-organizados Estas redes neuronales se basan en aprendizaje
competitivo (entre neuronas). Se caracterizan por la formacio´n de un mapa
topogra´fico de los patrones de entrada, en el cual las posiciones espaciales
de las neuronas en la red indican caracter´ısticas estad´ısticas intr´ınsecas
contenidas en los patrones. Estas redes pueden usarse para tareas de clasi-
ficacio´n, exploracio´n de datos y monitoreo remoto.
Los pasos para el disen˜o de un modelo de prono´stico de redes neuronales son
los siguientes (segu´n [49]):
1. Seleccio´n de Variables.
2. Recoleccio´n de Datos.
3. Preprocesamiento de Datos.
4. Conjuntos de entrenamiento, validacio´n y verificacio´n.
5. Seleccio´n del modelo.
– Nu´mero de capas ocultas.
– Nu´mero de neuronas ocultas.
– Nu´mero de neuronas de salida.
6. Criterio de Evaluacio´n.
7. Entrenamiento de la Red Neuronal.
8. Implementacio´n.
El creciente intere´s en las redes neuronales y su uso amplio en el prono´stico de
series temporales ha motivado el surgimiento de aproximaciones metodolo´gicas
como e´sta, que benefician la tarea de modelamiento al tratar particularidades
de dichos modelos. Otro aporte valioso de tales indicaciones metodolo´gicas es
la disminucio´n del esfuerzo que debe realizarse por el modelador, en ausencia
de un conocimiento profundo, cuando desea incorporar las redes neuronales a
su conjunto de herramientas.
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Sistemas de inferencia borrosa Son sistemas que pueden capturar conocimiento
experto en forma reglas vagas. Tambie´n tienen la propiedad de realizar mapeos
no lineales entre un espacio de entrada y un espacio de salida. En su formulacio´n
se utilizan conceptos de teor´ıa de conjuntos borrosos, reglas borrosas del tipo si-
entonces y razonamiento borroso. Adema´s de la prediccio´n de series temporales,
se han aplicado en campos como el reconocimiento de patrones.
Sistemas ANFIS (Adaptive neuro fuzzy inference system) Son redes adap-
tativas funcionalmente equivalentes a los sistemas de inferencia borrosa. Fueron
propuestos en [34] y han sido aplicados, entre otros, a problemas de control,
modelado de series temporales, reconocimiento de patrones y procesamiento de
sen˜ales. Algunos trabajos espec´ıficos en el modelado de series temporales con
estos sistemas se encuentran en [52], [60] y [57].
1.3.4 Evaluacio´n de un modelo de prediccio´n
Dado que la cantidad de modelos para el ana´lisis de series temporales ha crecido a
trave´s de los an˜os, como se aprecia en las tendencias mencionadas en secciones an-
teriores, se han tornado importantes las herramientas que ayudan a su evaluacio´n.
A trave´s de ellas es posible establecer que´ tan bien reproduce el modelo las carac-
ter´ısticas de los datos y esto resulta esencial en la construccio´n de modelos emp´ıricos:
en ausencia del conocimiento profundo sobre el sistema estudiado, y frente a varios
posibles modelos construidos, debe juzgarse minuciosamente cada uno de ellos.
A continuacio´n se enumeran algunos criterios importantes para evaluar un modelo
de prediccio´n basado en series temporales. Algunos de ellos se han incorporado en
las metodolog´ıas mencionadas para el uso de modelos de series temporales.
Verificacio´n de variaciones alternativas del modelo Las variaciones alternati-
vas de un modelo se obtienen ya sea agregando regresores que no son considera-
dos actualmente o eliminando algunos de los regresores requeridos para represen-
tar la dina´mica de la serie temporal. En la verificacio´n debe demostrarse que los
regresores adicionales no tienen una contribucio´n significativa en el desempen˜o
del modelo, por lo que deben ser eliminados o que la eliminacio´n de algunos de
los regresores actuales degrada de forma importante el desempen˜o del modelo,
por lo que deben ser incluidos. Si el modelo analizado es no parame´trico, las
variaciones alternativas pueden ser obtenidas aumentando o disminuyendo su
complejidad; en ambos casos, debe demostrarse que el nuevo modelo obtenido
tiene un desempen˜o inferior respecto al original. El desempen˜o puede ser de-
terminado usando medidas como los criterios de informacio´n de Akaike, Bayes
o Schwartz.
Verificacio´n de la estabilidad de los para´metros La estabilidad de los para´me-
tros en el tiempo se puede establecer a trave´s de su estimacio´n recursiva. Par-
ticularmente para el caso de modelos no lineales, tales como las redes neuronales
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artificiales, existen muchos puntos de mı´nima de la superficie de error, por lo
que la estimacio´n recursiva de los para´metros debe realizarse a partir sus valores
o´ptimos calculados sobre la muestra de calibracio´n. De esta forma, la estimacio´n
se realiza para la muestra menos la u´ltima observacio´n, luego para la muestra
menos las dos u´ltimas y as´ı sucesivamente. La deteccio´n de los cambios de los
para´metros en el tiempo, se puede realizar indirectamente por el monitoreo de
las variaciones en la distribucio´n de los residuales estimados recursivamente,
mediante las pruebas CUSUM (ve´ase [55]) y CUSUMQ (ve´ase [9]). Igualmente,
ambas pruebas permiten detectar cambios en la estructura de la serie temporal.
Determinacio´n de las Propiedades del Modelo Uno de los objetivos de la de-
terminacio´n de las propiedades estad´ısticas de los modelos es establecer que´ tan
bien se reproducen las propiedades homo´logas en los datos. Aunque algunos
autores recomiendan el estudio de estas propiedades, en los trabajos revisados
sobre sistemas de inferencia borrosa en el ana´lisis de series temporales no se
encontraron ejemplos de su uso.
– Propiedades esta´ticas: Se determinan las propiedades estad´ısticas de Yˆt,
las cuales esta´n resumidas en su distribucio´n de probabilidades. Para ello
se estiman la esperanza y la varianza condicionales de Yˆt, E
[
Yˆt | Yˆt+k
]
y
V
[
Yˆt | Yˆt+k
]
respectivamente.
– Propiedades Dina´micas: Tradicionalmente ha sido de intere´s el estudio de
las propiedades dina´micas, (que son discutidas en el contexto general de los
modelos no lineales por [66]), ya que ellas dan una idea del comportamiento
local del modelo ante distintos reg´ımenes ( [27]). A partir de la formulacio´n
general definida en 1.3, las propiedades de largo plazo se pueden obtener
estimando el valor esperado de Yˆt en el largo plazo. Para ello, se realiza la
solucio´n nume´rica de la siguiente ecuacio´n, en donde todas las ocurrencias
de Yˆt−j son reemplazadas por su valor esperado E
[
Yˆt
]
= y∗:
E
[
Yˆt
]
= fˆ(xt)
Para ello, se asumen diferentes valores iniciales de y∗ muestreados en el
dominio de Yˆt, y se realiza un proceso de recursio´n en donde el te´rmino
aleatorio ha sido fijado en cero; dicho proceso puede converger a un u´nico
punto de equilibrio estable independientemente del valor inicial; puede pre-
sentar un ciclo l´ımite, en donde una secuencia de valores se repite de forma
infinita; puede presentar un comportamiento cao´tico, en el que pequen˜as
variaciones en las condiciones iniciales pueden causar comportamientos
considerablemente diferentes, aunque la realizacio´n como tal no diverge a
un valor infinito. Finalmente, se puede presentar la divergencia del pro-
ceso a un valor infinito, siendo esta u´ltima situacio´n una causal suficiente
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para descartar el modelo obtenido. Igualmente pueden presentarse com-
binaciones de los anteriores, donde, por ejemplo, ciertos valores iniciales
generan la convergencia a un punto de equilibrio estable, mientras otros
causan un ciclo l´ımite.
Estabilidad Local La estabilidad local del modelo esta´ determinada por el efecto
que produce en el tiempo una perturbacio´n aleatoria ocurrida en el instante t,
y para su ana´lisis se utiliza la Funcio´n Generalizada de Respuesta al Impulso
(ve´ase [43]), la cual mide el cambio que se produce en el prono´stico deter-
min´ıstico para el periodo t+ k, cuando se aplica una perturbacio´n ut conocida
en el instante t al prono´stico de Yˆt con la informacio´n conocida en t− 1, Xt−1;
dicha funcio´n es definida como:
GIR(k, xt−1, ut) = E
[
Yˆt+k | Xt = xt, ut
]
− E
[
Yˆt+k | Xt = xt, ut = 0
]
Se considera que el modelo obtenido es inestable cuando la perturbacio´n aleato-
ria se amplifica en el tiempo. En el caso no lineal, [43] han mostrado que la
respuesta producida es dependiente del valor actual de la serie temporal, la
magnitud de la perturbacio´n (a la que se responde de forma no lineal), y a su
signo. Consecuentemente, el resultado de evaluar la funcio´n GIR es una canti-
dad aleatoria, por lo que para su representacio´n se utilizan gra´ficos de caja. Al
igual que sucede con el estudio de las propiedades dina´micas de los modelos, no
se ha encontrado que el ana´lisis de la estabilidad local se realice en los trabajos
revisados.
Precisio´n de la Prediccio´n Los criterios de seleccio´n del modelo final basados en la
precisio´n de la prediccio´n, implican la separacio´n de la informacio´n disponible
en dos muestras de datos, de las cuales la primera se usa para la estimacio´n
de los para´metros y la determinacio´n del ajuste de la prediccio´n a los datos
histo´ricos (in-sample), mientras que la segunda muestra se usa para establecer
la capacidad de prediccio´n del modelo por fuera de la muestra de calibracio´n
(out-of-sample) y, particularmente para los modelos no lineales, diagnosticar
si se ha presentado la memorizacio´n de la informacio´n. En la literatura de
series temporales, la precisio´n de la prediccio´n in-sample ha sido usualmente
determinada a trave´s de las siguientes medidas de error:
– El porcentaje de la varianza explicada o coeficiente de determinacio´n:
R2 = 1−
T∑
t=1
eˆ2t
y2t
, donde eˆt = yt − yˆt
el cual es ajustado usualmente por la cantidad de para´metros, N , para que
pueda ser usado como un criterio de comparacio´n entre modelos:
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adj −R2 = R2 − N − 1
T −N
(
1−R2)
– La sumatoria de errores cuadra´ticos (SSE):
SSE =
T∑
t=1
eˆ2t
– La sumatoria de errores absolutos (SAE):
SAE =
T∑
t=1
|eˆt|
– El error absoluto porcentual medio (MAPE):
MAPE =
T∑
t=1
 yˆtyt − 1

En las definiciones anteriores, T representa el taman˜o de la muestra para realizar
la estimacio´n de los para´metros. Por otra parte, el estad´ıstico U propuesto
por [65] es una medida relativa de la precisio´n de la prediccio´n respecto a un
prono´stico ingenuo que usa como prono´stico el u´ltimo valor conocido:
U2 =
∑T
t=2 eˆ
2
t∑T
t=2 (yt − yt−1)2
La precisio´n de la prediccio´n fuera de la muestra de estimacio´n (out-of-sample)
es estimada usualmente (ve´ase por ejemplo a [29], [27], entre otros) ya sea
usando la suma de errores cuadra´ticos extrapolativos:
ESS =
T+k∑
t=T+1
eˆ2t
O la suma de errores absolutos extrapolativos:
ESAV =
T+k∑
t=T+1
eˆ2t
cuyos promedios sobre el horizonte de prediccio´n de k periodos corresponden al
error cuadra´tico medio predictivo (MSPE) y el error absoluto porcentual medio
(MAPE). El MSPE se define como
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MSPE =
∑n
i=1 (yˆi − yi)2
n
donde n es el taman˜o de la muestra de datos de validacio´n.
1.4 Sistemas de inferencia borrosa
1.4.1 Introduccio´n
Herramientas como las redes neuronales y los sistemas de inferencia borrosa se han
convertido en opciones importantes para el modelado de series temporales no lineales,
dadas las ventajas ya mencionadas con respecto a los modelos lineales y los mode-
los no lineales de tipo parame´trico. Esta tendencia es comprensible dada la fuerte
conexio´n que existe entre el a´rea de regresio´n y el a´rea de series temporales (ve´ase
por ejemplo [50]). Es razonable que se examine las herramientas cuyo poder de apro-
ximacio´n con base en datos sea importante y se quiera determinar su utilidad en el
campo de las series temporales. Ma´s au´n, autores como [27], manifiestan que la ex-
perimentacio´n con modelos no lineales, en campos como la economı´a, es poca y que el
aprendizaje no ha sido el suficiente como para determinar cua´les modelos son mejores
que otros. De manera que la exploracio´n de modelos es una actividad vigente. Y en
el a´rea de los sistemas de inferencia borrosa, por ejemplo, esta situacio´n se manifiesta,
parcialmente, en la ramificacio´n de enfoques en cuanto a su uso y construccio´n. A
continuacio´n se dara´ una revisio´n de estos sistemas y de sus aplicaciones en el a´rea
de las series temporales.
1.4.2 Conceptos ba´sicos
Un conjunto borroso, que es la base para la construccio´n de las reglas en los sistemas
de inferencia, se define de la siguiente manera:
Si X es una coleccio´n de objetos denotados por x, entonces un conjunto borroso A
en X se define como un conjunto de pares ordenados
A = {(x, µA(x)) | x ∈ X} (1.4)
Donde µA(x) se denomina funcio´n de pertenencia para el conjunto borroso A.
Dicha funcio´n de pertenencia mapea cada elemento de X a un grado de pertenencia
entre 0 y 1.
Como ya se ha mencionado, los sistemas de inferencia borrosa pueden capturar co-
nocimiento expresado de forma vaga. Los conjuntos borrosos ayudan a describir estos
conceptos vagos en forma de etiquetas lingu¨´ısticas, como se observa en la Figura 1.1
. All´ı se establecieron los conceptos de alto y bajo para las variables temperatura (T )
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y presio´n (P ). El concepto de alto o bajo para cada variable se describe mediante
las funciones correspondientes de T y P . La regla en 1.5 expresa el comportamiento
local del sistema de inferencia en una regio´n del espacio T ×P donde tanto la tempe-
ratura como la presio´n se consideran bajas. Para cada regio´n del espacio de entrada
se pueden definir reglas y obtener la salida final del sistema para un vector (T, P )
mediante una agregacio´n de las salidas para las diferentes reglas.
Figura 1.1: Particio´n para un sistema de inferencia borroso.
Si T es Baja y P es Baja entonces z1 = f1(T, P ) (1.5)
z(x) =
L∑
i=1
wifi(x) (1.6)
En te´rminos ma´s detallados, el sistema de inferencia borroso se compone de una
base de reglas borrosas; una base de datos, que contiene las definiciones de las fun-
ciones de pertenencia usadas en las reglas y un mecanismo de razonamiento, que rea-
liza el procedimiento de inferencia sobre las reglas y hechos para obtener una salida
o conclusio´n. La entrada y la salida del sistema pueden estar en forma de conjuntos
borrosos o de valores concretos. Sin embargo, algunas veces (por ejemplo al usar el
sistema como un controlador) se requiere una salida concreta, como se observa en 1.6,
donde esta se presenta en forma nume´rica y no en forma de conjunto borroso.
Cuando se utiliza un sistema de inferencia borroso para la extraccio´n de conoci-
miento a partir de un conjunto de datos, puede ser interesante observar las funciones
de pertenencia que se obtuvieron y su significado en te´rminos del problema tratado.
En otras situaciones, como cuando se utiliza el sistema en forma de caja negra y so´lo
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hay intere´s en la calidad del mapeo que este realiza entre el espacio de entrada y el
espacio de salida, puede darse menos importancia al significado de los conjuntos y
reglas obtenidos. Tal situacio´n sucede en aplicaciones de regresio´n, como se ilustra en
la Figura 1.2, donde los conjuntos borrosos pueden no estar asociados a un concepto
del dominio del problema.
x
R1: Si x1 es A11 Y x2 es A21 Y . . . Y
xn es An1 entonces z1 = f1(x)
R2: Si x1 es A12 Y x2 es A22 Y . . . Y
xn es An2 entonces z2 = f2(x)
...
RL: Si x1 es A1L Y x2 es A2L Y . . . Y
xn es AnL entonces zL = fL(x)
z(x) =
∑L
i=1wifi(x)
Figura 1.2: Sistema de inferencia borrosa tipo Takagi-Sugeno con varias reglas.
Adema´s de los sitemas de tipo Takagi-Sugeno (TSK), ilustrados anteriormente,
existen los sistemas de tipo Mamdani, que se caracterizan porque su salida es borrosa
y, por tanto, se requiere usar me´todos de concrecio´n para hallar salidas cuando se
desee valores nume´ricos concretos. Tambie´n se tiene los sistemas de inferencia borrosa
tipo Tsukamoto, que son similares a los TSK con algunas modificaciones en la forma
de calcular los consecuentes de las reglas de inferencia. Se utilizan, por ejemplo,
funciones mono´tonas para transformar la salida de cada regla. Para un tratamiento
detallado de temas como los conjuntos borrosos, las reglas borrosas y los me´todos de
inferencia borrosa puede consultarse [35].
1.4.3 Tendencias en el modelado con sistemas de inferencia
borrosa
La versatilidad de los sistemas de inferencia borrosa ha generado una gama de aplica-
ciones amplia, dentro de las cuales el modelado y prono´stico es so´lo uno de los to´picos
tratados. Son abundantes las opciones en cuanto a los modelos y algoritmos de en-
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trenamiento estudiados. En esta seccio´n se realiza una revisio´n de trabajos relevantes
en el modelamiento o prediccio´n de series temporales.
Entre los trabajos recientes puede mencionarse el de [38], que se constituye en
una referencia relevante ya que formula expl´ıcitamente estructuras de sistemas de
inferencia borrosa tipo feedforward y recursivos que son u´tiles en problemas de series
temporales y que son usados en trabajos de otros autores. El modelo feedforward es:
Regla i : Si x1(t) es Ai1 Y . . . Y xn(t) es Ain entonces u(t+ 1) = ai0 +
n∑
j=1
aijxj(t)
(1.7)
Donde xj(t) es una variable de entrada, u es la variable de salida y Aij es un
conjunto borroso. La salida del modelo es una combinacio´n de la salida de cada
regla, utilizando el me´todo de defuzificacio´n de promedio ponderado:
u =
∑r
i=1 µi(x)fi(x)∑r
i=2 µi(x)
(1.8)
El modelo recursivo es
Regla i : Si x1(t) es Ai1 Y x2(t) es Ai2 Y . . . Y xn(t) es Ain Y hi(t) es G
entonces y(t+ 1) es ai0 +
n∑
j=1
aijxj(t) + ain+1hi (1.9)
Y h1(t+ 1) es wi1 Y h2(t+ 1) es wi2 Y . . . Y hr(t+ 1) es wir
Donde Aij y G son conjuntos borrosos, wij, aij son los para´metros del conse-
cuente para la salida hi e y, respectivamente; hi(t) se utiliza para memorizar historia
temporal.
La salida de este sistema se describe en las siguientes ecuaciones:
y(t+ 1) =
∑r
i=1 φi (x(t), hi(t)) fi(t)∑r
i=1 φi (x(t), hi(t))
(1.10)
hi(t+ 1) =
r∑
k=1
φk (x(t), hi(t))wik (1.11)
fi(t) = ai0 +
n∑
j=1
aijxj(t) + ain+1hi(t) (1.12)
φi (x(t), hi(t)) =
1
1 + e−hi(t)
µi(x(t)) (1.13)
15
En dicho trabajo se utilizan te´cnicas de agrupamiento borroso para determinar
la estructura del sistema con base en 1.7 o´ 1.9 y posteriormente se optimiza los
para´metros. En la especificacio´n de la estructura se utilizan conjuntos borrosos uni-
dimensionales2, lo cual da la posibilidad de realizar interpretacio´n de los mismos una
vez obtenidos. Trabajos como estos han avanzado en la direccio´n de modificar la es-
tructura de inferencia de tal manera que se adecue ma´s a su uso en el modelamiento
de series temporales. Un enfoque similar puede encontrarse en [22].
En trabajos como [31] se utiliza particionamiento a trave´s de rejillas, en lugar de
agrupamiento, para facilitar la determinacio´n de la estructura del sistema de inferen-
cia. El modelo de inferencia borroso obtenido finalmente posee tambie´n conjuntos
unidimensionales dado que se persigue conservar la interpretabilidad de los mismos.
En [53] se formula un modelo muy similar al descrito en 1.7, generalizando aspectos
como la forma en que se determina el grado de concordancia o de disparo de las
reglas para un vector de salida. En el modelo se considera cada entrada en forma de
vector, y se establece el grado de disparo de las reglas para dicho vector, no para las
componentes individuales del mismo, lo cual se persigue en otros esquemas que usan
agrupamiento. Para el entrenamiento del modelo, se lo representa en forma de red y
se aplica un algoritmo de entrenamiento h´ıbrido.
Los modelos que utilizan algoritmos gene´ticos tienen estructuras similares a los
modelos mencionados anteriormente. Sus diferencias principales se encuentran en el
tipo de algoritmos usados para la determinacio´n de los para´metros. Como ejemplos
se tiene los trabajos de [4], [11], [33], [41], [63] y [59]. En ellos se explora la utilizacio´n
de algoritmos evolutivos para la especificacio´n de sistemas de inferencia borrosa. En
algunos se asume un nu´mero dado de reglas y se procede a encontrar la estructura
desde dicho punto de partida. En otros trabajos se determina de manera automa´tica.
Por otro lado, en trabajos como [18], se utilizan sistemas de inferencia borrosa
tipo Takagi-Sugeno para realizar combinaciones de prono´sticos. En este caso, el uso
de estos sistemas con conjuntos unidimensionales brinda la capacidad de tornar ma´s
claros los resultados para efectos de interpretacio´n y ana´lisis por parte de expertos. No
se estudia en este trabajo el uso directo de los sistemas de inferencia en la generacio´n
de prono´sticos o el modelado de la dina´mica de una serie temporal. En [45] se tiene
un ejemplo de modelos combinados en el cual el sistema de inferencia borrosa se usa
para capturar conocimiento experto. La captura de la dina´mica de la serie, a trave´s
de datos nume´ricos, se deja a una red neuronal. Otros modelos combinados pueden
encontrase en [54], [71] y [73], [15] , [56] y [42]. Se combina sistemas de inferencia
borrosa y redes neuronales (redes neurodifusas).
En las orientaciones sobre el uso de conjuntos borrosos en los sistemas de inferencia
se tienen la adopcio´n de conjuntos unidimensionales y de conjuntos multidimensiona-
les. Estos u´ltimos pueden expresarse, para problemas con varias variables de entrada,
de una manera ma´s compacta. Autores como [44], [25], [26], [2] han realizado avances
2Por conjunto borroso unidimensional se entiende aquel cuya funcio´n de pertenencia es del tipo
µ : R→ [0, 1]
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en este tipo de sistemas de inferencia. Entre sus ventajas se encuentra la posibilidad
de construirlos sin que el nu´mero de reglas (y el nu´mero de para´metros de los con-
secuentes) crezca exponencialmente a medida que se aumenta el nu´mero de variables
de entrada, como sucede con los sistemas de inferencia cuya estructura se determina
con base en conjuntos borrosos unidimensionales y con esquemas de particionamiento
de tipo rejilla. Sobre estos sistemas de inferencia se dara´ ma´s detalle en la siguiente
seccio´n.
Los conjuntos borrosos que se han utilizado en los trabajos mencionados hasta
ahora son de tipo I, que se definen como aquellos para los cuales el grado de perte-
nencia de un elemento al conjunto se califica con nu´mero en el intervalo [0, 1]. Otros
autores (ve´ase por ejemplo [39]) han experimentado con el uso de conjuntos borro-
sos de tipo II, que son aquellos para los cuales el grado de pertenencia se especifica
con una funcio´n borrosa, es decir, aquella donde el valor de pertenencia es un valor
borroso, en lugar de un valor concreto, en [0, 1]. Este tipo de orientaciones parecen
favorecer el manejo de datos con ruido y la obtencio´n de resultados similares a los
intervalos de confianza, a la hora de realizar prono´sticos.
La revisio´n anterior evidencia la variedad de orientaciones en la utilizacio´n de
sistemas de inferencia borrosa (SIB) para el modelamiento y prono´stico de series
temporales. Dicha variedad podr´ıa resumirse con ayuda de una clasificacio´n breve,
como se ilustra en la Figura 1.3. All´ı se muestra que tanto para su especificacio´n es-
tructural (conjuntos borrosos y reglas) como para su especificacio´n algor´ıtmica (que
determina la manera en que se construye el sistema) existen diversas variantes. Estas
opciones dan origen, al combinarlas, a nuevas opciones que son exploradas para dis-
tintos propo´sitos, tal como sucede en el campo de los modelos parame´tricos. Algunos
modelos de SIB se han usado de manera directa en el modelamiento y prediccio´n
de series temporales, mientras que otros se han utilizado como complemento en in-
vestigaciones con otros modelos, sin que este´n involucrados en el modelamiento o
prediccio´n. Por otro lado, los problemas en que se han aplicado estos sistemas son de
tipo acade´mico, para estudiar propiedades de los modelos, o de tipo pra´ctico, para
establecer bondades de los modelos en la solucio´n de un problema. De esta manera,
el enfoque de los autores tiende a ser ma´s particular que general y pareciera que los
sistemas de inferencia borrosa muestran su utilidad en el a´rea de las series temporales
cuando se alejan de los modelos simples (tipo TSK, por ejemplo) y se complementan
con otros avances, como las redes neuronales y los algoritmos evolutivos.
1.5 Sistemas de inferencia borrosa multidimensio-
nales
El enfoque de los sistemas de inferencia borrosos con conjuntos multidimensionales es
el de intere´s en esta investigacio´n por varias razones. Como consideracio´n general, los
sistemas de inferencia borrosa poseen la capacidad de ser aproximadores universales
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Figura 1.3: Una clasificacio´n general de las tendencias en modelos de inferencia bo-
rrosa para el ana´lisis de series temporales.
de funciones (ve´ase [70]), lo cual resulta atractivo en problema´ticas donde se tenga
muy factiblemente dina´micas no lineales. Por otro lado, existe la dificultad de la
especificacio´n de las reglas en los sistemas de inferencia borrosa cuando la cantidad
de variables aumenta. Por ejemplo, para un problema con dos particiones en cada
variable y 6 variables de entrada se tiene 26 = 64 reglas con (6 + 1) × 64 = 448
para´metros lineales. Los SIB multidimensionales simplifican la estructura del sistema
de manera que se puede controlar la cantidad de reglas y se reduce el nu´mero de
para´metros de los consecuentes. Otra consideracio´n particular es que existen apli-
caciones promisorias de los SIB multidimensionales en regresio´n y modelamiento de
sistemas no lineales (ve´ase por ejemplo [28], [37], [56]). Adema´s, se requiere ganar
ma´s experiencia en la construccio´n y aplicacio´n de los SIB multidimensionales. En
autores como [44], [25], [26] se mencionan to´picos de investigacio´n abiertos como:
– La robustez de los algoritmos de identificacio´n y de los modelos resultantes son
aspectos bajo investigacio´n.
– El afinamiento de los sistemas de inferencia es un to´pico bajo estudio.
– El establecimiento de cua´l es el mejor mecanismo de agrupamiento de datos
(que gu´ıa la obtencio´n de las reglas borrosas) esta´ en investigacio´n.
Finalmente, la exploracio´n de modelos para el ana´lisis de series temporales es
plausible, como ya es expuso, y los sistemas de inferencia multidimensionales han
sido poco explorados dicha a´rea. Por estas razones, se estudio´ tales sistemas y se
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examinaron algunos to´picos en cuanto a su uso en el modelado y prono´stico de series
temporales. A continuacio´n se profundiza un poco en estos sistemas de inferencia.
A trave´s de los conjuntos borrosos multidimensionales se establece el grado de
pertenencia para un elemento X que esta´ definido en un espacio de dimensio´n n > 1
(ve´ase la Figura 1.4). A su vez pueden construirse sistemas de inferencia en los cuales
las reglas borrosas este´n expresadas en te´rminos de estos conjuntos, como se muestra
en 1.14.
Figura 1.4: Funcio´n de pertenencia para un conjunto borroso multidimensional.
Si (X es A) entonces z1 = f1 (X)
X = (X1, X2) (1.14)
A : R2 → [0, 1]
El uso de este tipo de conjuntos borrosos, para simplificar la estructura de las re-
glas en el sistema de inferencia, ha sido tratado por varios autores, que han realizado
importantes aportes (ve´ase [44], [25], [26], [2] y [28]). Estos trabajos se caracteri-
zan por el uso de los sistemas en los que se extrae conocimiento a partir de datos
nume´ricos, sin requerir que los conjuntos borrosos obtenidos sean interpretables para
el experto en el problema tratado (uso en forma de caja negra). La tendencia en
cuanto a la determinacio´n de la estructura del sistema es utilizar agrupamiento bo-
rroso. A trave´s de algoritmos de agrupamiento se pueden construir prototipos iniciales
de las reglas borrosas a partir de los datos. Esto se ilustra en la Figura 1.5(a), donde
los datos dan origen a tres grupos borrosos, con base en los cuales se construyen las
funciones de pertenencia de los conjuntos multidimensionales a usar en las reglas del
sistema. Las l´ıneas de nivel de colores cercanos al rojo indican mayor pertenencia de
los datos al grupo. Las funciones de pertenencia derivadas de estos grupos se ilustran
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(a) Grupos en 2D. (b) Funciones de pertenencia.
Figura 1.5: El agrupamiento como mecanismo de identificacio´n.
a trave´s de las superficies indicadas en la Figura 1.5(b). Otros autores como [37] uti-
lizan agrupamiento para facilitar el particionamiento del espacio de entrada y utilizan
conjuntos borrosos multidimensionales, pero siguen el enfoque de [62] en el cual se
trata de encontrar conjuntos interpretables en una dimensio´n, a partir de conjuntos
borrosos multidimensionales.
Los pasos generales de las metodolog´ıas usadas en este enfoque, se mencionan a
continuacio´n, teniendo en cuenta que hay variaciones en el tratamiento particular de
cada autor.
– Preprocesamiento de datos: Algunos autores realizan un filtrado de los datos
para disminuir la influencia de ruido y de datos espurios. Este paso tambie´n
puede incluir la normalizacio´n de los datos entrada-salida y la eliminacio´n de
los datos repetidos.
– Agrupamiento: Se utiliza un algoritmo de agrupamiento (p.ej. el Fuzzy C-
Means) para generar k grupos a partir de los datos entrada-salida del sistema.
Puede realizarse agrupamiento en el espacio producto de las variables de entrada
y salida o separadamente en cada espacio.
– Se utiliza la informacio´n de los k grupos y sus centroides para construir un
conjunto de reglas iniciales de las cuales se puede obtener luego el sistema
afinado. En cada regla borrosa se hace referencia a un conjunto borroso en
varias dimensiones y no a varios conjuntos de una sola variable. Esto ayuda
a disminuir la complejidad en la determinacio´n de la estructura del sistema de
inferencia.
– Se utiliza un mecanismo de inferencia. Se ha probado con el me´todo de infe-
rencia de Mizumoto, que utiliza consecuentes constantes (grupos borrosos tipo
20
singleton). Tambie´n se ha probado con consecuentes funcionales como en los
sistemas Takagi-Sugeno. Estos u´ltimos tienen mejores resultados al permitir
modelar sistemas con grados altos de complejidad.
Adema´s de las particularidades de la metodolog´ıa en cada autor, estos sistemas
de inferencia tienen varios aspectos que esta´n sujetos a variacio´n. Uno de ellos es
el algoritmo de agrupamiento escogido, el cual a su vez tiene elementos importantes
que influencian el resultado final del sistema de inferencia, como son: los puntos de
arranque del algoritmo, la funcio´n de distancia (o grado de similitud) utilizada, la
funcio´n de costo usada y el nu´mero inicial de grupos. Otro aspecto es el espacio
usado para realizar el agrupamiento: puede ser el espacio producto de las variables
de entrada y salida, el espacio de entrada solamente o ambos espacios por separado.
Se tiene tambie´n el algoritmo de optimizacio´n usado y la forma de implementarlo. En
general se realiza una optimizacio´n para encontrar los grupos borrosos y sus centros,
luego de lo cual se determina los coeficientes en los consecuentes de las reglas y, al
final, se realiza una optimizacio´n global tanto de los centros de los grupos como de
los coeficientes en los consecuentes.
De esta diversidad de opciones surgen varios interrogantes. ¿Cua´l es la mejor
te´cnica de agrupamiento para estos sistemas? Dado que es posible que una sola
te´cnica no sea satisfactoria para la diversidad de problemas que pueden encontrarse,
¿hay alguna metodolog´ıa que pueda guiar la seleccio´n de dicha te´cnica? ¿Realmente
es necesario realizar agrupamiento para conseguir los resultados que se han obtenido
a trave´s de los sistemas de inferencia en los que se utilizan las te´cnicas? Por otro
lado, se observa que es comu´n el uso de algoritmos de agrupamiento como el Fuzzy
C-Means o Gustafson Kessel, que utilizan puntos de partida aleatorios o dictados por
el modelador. Esto puede dar lugar a mu´ltiples configuraciones de grupos y, dado
que dichos grupos son el insumo para la construccio´n de las reglas del sistema de
inferencia, se tendra´ a su vez varias configuraciones de modelos para distintos puntos
de partida. Adema´s, la utilizacio´n del agrupamiento se ha visto como un paso de las
metodolog´ıas, cuyo resultado se afina una vez se han construido las reglas del sistema.
No se ha explorado la construccio´n de los grupos de manera que la inclusio´n de uno
u otro este dictada por su aporte en la descripcio´n de la dina´mica de la serie. Una
situacio´n similar se tiene con la determinacio´n del nu´mero o´ptimo de grupos (que a
su vez corresponde generalmente con el nu´mero de reglas del sistema de inferencia):
los criterios para determinar el nu´mero apropiado de grupos utilizan procedimientos
de validacio´n de grupos o procedimientos de particionamiento sobre los datos. No se
ha observado que el nu´mero adecuado de grupos se asocie a la capacidad del sistema
para describir adecuadamente la dina´mica de la serie.
Finalmente, en la revisio´n realizada de estos sistemas de inferencia borrosa (como
en el caso de los de estructura unidimensional) se han encontrado indicios de algu-
nas pra´cticas metodolo´gicas para su uso en el modelamiento y prono´stico de series
temporales:
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– El uso de diagramas de errores para visualizar la calidad del ajuste del modelo
a la serie.
– La utilizacio´n de histogramas de errores.
– La utilizacio´n de diagramas de dispersio´n para los rezagos, con el fin de visualizar
los posibles grupos de datos.
– La utilizacio´n (aunque en muy pocos autores) de autocorrelogramas para guiar
la seleccio´n de variables de entrada.
– La realizacio´n de discusiones de resultados y seleccio´n de modelos con base en
medidas de desempen˜o para conjuntos de datos de entrenamiento y validacio´n.
Sin embargo, se encuentra que algunos aspectos metodolo´gicos de suma impor-
tancia no tienen un tratamiento formal. Entre ellos cabe mencionar los siguientes:
– No se mencionan pruebas formales de linealidad de la serie, para guiar al mode-
lador en la toma de decisiones en cuanto al uso de modelos lineales o no lineales.
– No es generalizado el uso de herramientas para la seleccio´n de variables.
– No se especifican transformaciones de datos ma´s alla´ de las requeridas por el
modelo para su funcionamiento.
– No se aplican criterios de seleccio´n de modelos.
– No se examina formalmente los residuales del modelo, de manera que pueda
evaluarse la capacidad del mismo para explicar adecuadamente de la dina´mica
de la serie.
Estos hallazgos muestran la carencia de una metodolog´ıa expl´ıcita fundamentada
en herramientas de la estad´ıstica para la construccio´n de los modelos (para prediccio´n
o modelamiento de series temporales). Por otro lado, como ya se menciono´, la expe-
riencia en el a´rea de series temporales es poca (algunos trabajos pueden encontrase
en [35], [39], [13], [14]) y es au´n ma´s restringida la cantidad de trabajos con series
temporales de tipo econo´mico. Tambie´n se observa que en las aplicaciones de los mo-
delos se enfatizada el buen ajuste a los datos, pero no es comu´n el uso de los criterios
mencionados en la seccio´n 1.3.4, que ayudan a evaluar un modelo de prediccio´n.
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1.6 Requerimientos, objetivos e hipo´tesis de inves-
tigacio´n
1.6.1 Requerimientos y limitaciones
Como se establecio´ en la seccio´n 1.5, existen varios aspectos por resolver, concernientes
al uso de los sistemas de inferencia en cuestio´n para el modelado y prediccio´n de series
temporales no lineales. A continuacio´n se enumeran aquellos en los que se concentra
la atencio´n en esta investigacio´n:
1. La utilizacio´n del agrupamiento se ha visto como un paso de las metodolog´ıas,
cuyo resultado se afina una vez se han construido las reglas del sistema. No se
ha explorado la construccio´n de los grupos de manera que la inclusio´n de uno
u otro este dictada por su aporte en la descripcio´n de la dina´mica de la serie.
Ma´s au´n, se desconoce cua´l metodolog´ıa de agrupamiento ser´ıa ma´s adecuada
para las series temporales.
2. En los algoritmos de agrupamiento que se usan comu´nmente hay dependencia
de los puntos iniciales escogidos. Esto ocasiona que haya diversas estructuras
posibles del modelo para diversos puntos de partida.
3. Los criterios para determinar el nu´mero apropiado de grupos (y de reglas aso-
ciadas) utilizan procedimientos de validacio´n de grupos o procedimientos de
particionamiento sobre los datos. No se ha observado que el nu´mero adecuado
de grupos se asocie a la capacidad del sistema para describir adecuadamente la
dina´mica de la serie.
4. Las metodolog´ıas no esta´n vinculadas al conocimiento propio de la Econometr´ıa
y el modelamiento estad´ıstico de series temporales.
5. El uso de dichos sistemas para el modelado y la prediccio´n de series temporales
no lineales es muy escaso y existe poca experiencia con series temporales de tipo
econo´mico.
1.6.2 Hipo´tesis de investigacio´n
La tesis defendida en esta investigacio´n es que los sistemas de inferencia borrosa del
tipo Takagi-Sugeno, que usan conjuntos borrosos multidimensionales, son aplicables
al modelado y prediccio´n de series temporales no lineales, y esta aplicacio´n puede
potenciarse al enmarcar el uso de los modelos dentro de una metodolog´ıa formal
desde el punto de vista estad´ıstico.
A continuacio´n se enumeran los objetivos espec´ıficos de investigacio´n que permi-
tira´n resolver las limitantes descritas en la seccio´n anterior.
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1.6.3 Objetivos
1.6.3.1 Objetivos espec´ıficos
1. Proponer un mecanismo de particionamiento o agrupamiento que incluya o
descarte grupos con base en el aporte del modelo en la descripcio´n de la dina´mica
de la serie.
2. Proponer un mecanismo de particionamiento o agrupamiento que mitigue la
dependencia de puntos iniciales.
3. Proponer un criterio para establecer la complejidad del modelo con base en el
desempen˜o global del sistema y que sea independiente de criterios de validez del
algoritmo de agrupamiento.
4. Formular una metodolog´ıa para el modelamiento y prediccio´n de series tempo-
rales no lineales, que haga uso de los sistemas de inferencia borrosa en cuestio´n.
Dicha metodolog´ıa debera´ estar basada en el modelamiento estad´ıstico de series
temporales.
5. Utilizar el modelo y la metodolog´ıa obtenidos para analizar series benchmark,
que permitan comparar el desempen˜o del modelo.
6. Utilizar el modelo y la metodolog´ıa obtenidos para analizar una o ma´s series
reales, de tipo econo´mico.
1.6.3.2 Objetivo general
Proponer una aproximacio´n metodolo´gica para la especificacio´n de modelos de infe-
rencia borrosa del tipo Takagi-Sugeno, que usan conjuntos difusos multidimensiona-
les, para el modelado y la prediccio´n de series temporales no lineales, y aplicarla al
modelado de una o ma´s series temporales reales.
1.6.4 Aportes que se espera obtener
1. Obtencio´n de un modelo en el que las reglas de inferencia multidimensionales,
construidas a partir de grupos borrosos, realicen un aporte a la descripcio´n
de la dina´mica de la serie que se esta´ modelando. Adema´s el modelo debera´
mitigar en alguna medida la dependencia de los puntos iniciales del algoritmo
de agrupamiento.
2. Obtencio´n de un aporte de tipo metodolo´gico para el modelado y prediccio´n
de series temporales no lineales con sistemas de inferencia borrosa basados en
CBM (conjuntos borrosos multidimensionales). El sustento estad´ıstico que se
utilizara´ para formular la metodolog´ıa permitira´ un uso ma´s acertado de los
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modelos. Dentro de la metodolog´ıa se incluira´ un criterio que permita establecer
el nu´mero adecuado de grupos (y, por tanto, de reglas borrosas) de tal manera
que no sea dependiente del algoritmo de agrupamiento.
3. Se construira´ una aplicacio´n que permita validar la propuesta metodolo´gica
utilizando un problema de aplicacio´n real, del a´rea de la economı´a.
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Cap´ıtulo 2
Metodolog´ıa para el modelado de
series temporales con sistemas de
inferencia borrosa
multidimensionales
2.1 Introduccio´n
En el modelado de series temporales se han utilizado diversas herramientas, men-
cionadas en el cap´ıtulo introductorio. Los sistemas de inferencia borrosa multidi-
mensionales, una de dichas herramientas, han sido usados con resultados alentadores.
Sin embargo, el modelado de series temporales con estos sistemas es un campo poco
explorado y existen aspectos en cuanto a los modelos y a las metodolog´ıas para su
uso que merecen un tratamiento ma´s detallado. Como respuesta a algunos de estos
aspectos y a los interrogantes planteados en el cap´ıtulo anterior, se proponen en este
cap´ıtulo un modelo de sistemas de inferencia multidimensionales y una metodolog´ıa
que tienden a solucionar tales interrogantes.
El avance realizado se enmarca dentro varias a´reas del conocimiento. Dada la
naturaleza de los modelos usados, el a´rea que proporciona los cimientos principales
para la investigacio´n es la inteligencia computacional, dando los puntos de partida en
cuanto a la estructura de los sistemas de inferencia multidimensionales y en cuanto
a la inferencia borrosa. Por otro lado, dentro de la bu´squeda de la solucio´n a los
interrogantes planteados como fundamento de la investigacio´n, se encontro´ que los
modelos de regresio´n tales como MARS pose´ıan caracter´ısticas sumamente deseables
en to´picos como el particionamiento de un espacio de entrada para un modelo de
regresio´n. De manera que el campo de la regresio´n se constituye en una fuente
importante de conocimiento para el avance planteado en el presente trabajo. En
cuanto al modelamiento y prono´stico de series temporales, son estos dos temas los
que guiaron la aplicacio´n de los modelos propuestos y los que a su vez mostraron la
26
necesidad de explorar el uso de herramientas estad´ısticas para formular indicaciones
metodolo´gicas de uso de los mismos. De manera que el campo de la estad´ıstica es
otro punto de apoyo esencial.
En las secciones que siguen se muestran las partes estructural y algor´ıtmica de
los modelos propuestos y se exponen los aspectos metodolo´gicos para el uso de los
mismos. En la parte final se examinan algunas propiedades de los modelos.
2.2 Estructura del modelo
2.2.1 Sistema de inferencia
La estructura del sistema de inferencia borrosa construido involucra varias decisiones
de disen˜o. Esta seccio´n muestra la estructura del modelo, explica dichas decisiones
y muestra los puntos en los cuales hay diversidad de opciones probadas por otros
autores. Entre los aspectos relevantes de disen˜o se tiene el uso de conjuntos borrosos
multidimensionales, en lugar de los conjuntos unidimensionales. Esta estrategia, a su
vez, crea la posibilidad de tener distintos esquemas de mapeos desde el espacio de las
variables de entrada al espacio de la variable de salida (ve´ase [26]). Inicialmente se
mostrara´ la estructura de inferencia y luego la estructura de agrupamiento por medio
de la cual se construye los antecedentes de las reglas.
El modelo tiene como base fundamental la formulacio´n de los sistemas de inferencia
borrosa tipo Takagi-Sugeno. Las reglas de un sistema de inferencia tipo Takagi-Sugeno
tienen la forma indicada en la ecuacio´n 2.1, donde Aij es un conjunto borroso en la
regla i para la variable de entrada j.
Ri : Si x1 es Ai1 Y x2 es Ai2 Y . . .Y xn es Ain entonces zi = fi (x1, x2, . . . , xn)
(2.1)
La salida de un sistema de este tipo se calcula a trave´s de 2.2 y 2.3, donde wi es
el grado de cumplimiento de la regla i.
y =
L∑
i=1
wifi (x1, x2, . . . , xn) (2.2)
wi =
wi∑L
j=1wj
(2.3)
Este sistema tiene conjuntos borrosos para calificar las variables de entrada separa-
damente. En un sistema con conjuntos borrosos multidimensionales, por el contrario,
se usan conjuntos borrosos para grupos de variables, lo cual simplifica la forma de las
reglas y conserva, del modelo unidimensional, la propiedad de modelar comportamien-
tos locales de una funcio´n o sistema en distintas regiones del espacio de entrada. Cada
conjunto borroso multidimensional puede obtenerse, en el proceso de entrenamiento,
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a trave´s de algoritmos de agrupamiento, con el objetivo de facilitar su construccio´n.
En esta l´ınea de trabajo var´ıan el algoritmo de agrupamiento usado, las variables in-
cluidas en el agrupamiento (bien sea del espacio de entrada o del espacio de salida) y
la forma en que se construyen las reglas a partir de los grupos encontrados (ve´ase por
ejemplo [26], [25], [44]). De los varios enfoques existentes, se adopto´ en este modelo
la construccio´n de grupos con base en las variables del espacio de entrada (el algo-
ritmo de agrupamiento se presenta ma´s adelante en la seccio´n sobre los algoritmos
usados). En cuanto a la construccio´n de las reglas, se crea una por cada conjunto
borroso multidimensional encontrado y el grado de cumplimiento de las reglas para
un dato se determina con base la distancia del dato a los centroides de los grupos. A
continuacio´n se detallan estos aspectos del modelo.
La forma general de una regla del sistema de inferencia se expresa en 2.4. Esta
forma de construccio´n implica que existe un conjunto borroso multidimensional para
el antecedente de cada regla y la pertenencia a dicho conjunto estara´ determinada por
un grupo encontrado en el espacio de las variables de entrada. Existen otros enfoques
en los cuales se tienen varios grupos en el antecedente de una regla (ve´ase [2]).
Ri : Si x es Bi entonces zi = fi(x) (2.4)
La salida del sistema esta´ dada por 2.5. En este modelo, wi es el factor de
pertenencia normalizado del elemento x al conjunto borroso multidimensional i y µi
es el grado de pertenencia del elemento x al conjunto borroso multidimensional i.
y (x) =
L∑
i=1
wifi (x) (2.5)
wi (x) =
µi (x)∑L
j=1 µj (x)
(2.6)
µi (x) = e
− D
2
i (x)∑L
j=1
D2
j
(x) (2.7)
x = (x1, x2, . . . , xn) (2.8)
fi (x1, x2, . . . , xn) = φi0 + φi1x1 + φi2x2 + . . .+ φinxn (2.9)
Sea Gi el grupo en el espacio de las variables de entrada que determina el grado
de pertenencia, µi(x), del elemento x al conjunto borroso multidimensional B. Dicho
grado de pertenencia, como puede verse en la expresio´n 2.7, se determina a trave´s de
Di(x), que mide la distancia entre el elemento x y el centro de Gi. Esta funcio´n de
pertenencia se construyo´ con base en la utilizada en [44] y [2] y tiene la propiedad de
que su valor ma´ximo ocurre cuando Di(x) = 0, donde el grado de pertenencia es 1, y
su valor decae a medida que la distancia entre el centro y el elemento crece. Los con-
secuentes de las reglas del sistema de inferencia, segu´n la ecuacio´n 2.9, son funciones
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lineales de las variables de entrada, lo cual corresponde con los sistemas de inferen-
cia borrosa tipo Takagi-Sugeno de primer orden. Cada para´metro φij corresponde al
coeficiente en la regla i para la variable de entrada j.
Dentro de esta formulacio´n, la variacio´n importante con respecto a enfoques de
otros autores es el uso de una funcio´n de pertenencia que resulto´ ser ma´s apropiada
por su continuidad. Sin embargo, la estructura general de las reglas borrosas es un
punto de partida para los aportes realizados.
2.2.2 Algoritmo
Como se menciona en el cap´ıtulo introductorio, los algoritmos de agrupamiento usa-
dos en los modelos basados en conjuntos borrosos multidimensionales, como el Fuzzy
C-Means, Gustafson Kessel, utilizan, en la construccio´n de grupos, puntos de partida
aleatorios o dictados por el modelador. Esto puede dar lugar a mu´ltiples configura-
ciones de grupos y, dado que dichos grupos son el insumo para la construccio´n de las
reglas del sistema de inferencia, se tendra´ a su vez varias configuraciones de modelos
para distintos puntos de partida. Por otro lado, una propiedad esencial del modelo
de inferencia es la de contar con reglas que correspondan de manera aproximada con
las regiones que merecen tener un tratamiento separado en el espacio de entrada. En
esta seccio´n se mostrara´ el algoritmo construido para la obtencio´n de los modelos, que
incluye la obtencio´n de grupos borrosos de una manera que mitiga la dependencia de
puntos de arranque aleatorios y que cuenta con la propiedad de ajuste mencionada.
Para que el modelo construya reglas borrosas que tengan una influencia significa-
tiva en la explicacio´n de la funcio´n modelada se debe tener grupos que representen
adecuadamente las regiones importantes del espacio de entrada, ya que las reglas se
establecen con base en los grupos. Para alcanzar este objetivo, es conveniente tener
un mecanismo que evalu´e las regiones (o grupos) y favorezca o penalice su inclusio´n
en el modelo de acuerdo con el aporte que realice su presencia en la descripcio´n de la
funcio´n a modelar.
Debido a estas necesidades, se ha adaptado el algoritmo de particionamiento recur-
sivo descrito en [21] y parte del algoritmo MARS descrito all´ı mismo. Estos algoritmos
son reconocidos por su capacidad de aproximar formas funcionales complejas y por
su propiedad de ajustar simulta´neamente la estructura y los coeficientes del modelo.
Esta forma de ajuste corresponde con nuestra necesidad de favorecer o penalizar re-
giones y no parte de puntos aleatorios, lo cual se ajusta a nuestro otro requerimiento.
Ma´s au´n, al revisar la estructura de un sistema de inferencia borroso multidimen-
sional y compararlo con las te´cnicas de particionamiento en las que se basa MARS,
se encuentran varias analog´ıas y equivalencias que favorecen la asimilacio´n de dichas
te´cnicas en el modelo de inferencia borrosa considerado (en la seccio´n 2.4 se realiza
dicha comparacio´n.) Por tanto, en el enfoque adoptado se parte de algoritmos de
particionamiento para encontrar los grupos borrosos, lo cual difiere del enfoque usual
basado en agrupamiento borroso.
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2.2.2.1 Algoritmo general para la obtencio´n de modelos de inferencia
Las partes generales del procedimiento se describen en el algoritmo 2.1. La rutina
de particionamiento produce un conjunto de funciones base, B, y un conjunto de
coeficientes, Φ, para los consecuentes de las reglas. El concepto de funcio´n base
pertenece al desarrollo de [21] sobre particionamiento recursivo y es una manera
algebraica de representar una particio´n en un espacio n-dimensional. En la Figura 2.1
se ilustra una particio´n y su conjunto de funciones base. Cada una de dichas funciones
delimita una regio´n del espacio de las variables de entrada. En 2.10 se muestra la
forma de una funcio´n base. Para un vector de entrada x, la funcio´n indica si dicho
vector pertenece a la particio´n (cuando toma el valor de 1) o si no pertenece (cuando
toma el valor de cero). Km indica el nu´mero de particiones que dieron lugar a la
funcio´n; skm es una constante que toma el valor de 1 o -1 e indica si la particio´n es a
la derecha o a la izquierda del valor tkm. Finalmente, xv es la componente de x en la
cual se esta´ haciendo la particio´n (que corresponde a xva, xvb o´ xvc en la Figura 2.1).
En el algoritmo 2.1, Hmax es el nu´mero ma´ximo de funciones base, que corresponde
con el nu´mero ma´ximo de reglas admitidas para el sistema de inferencia.
Bm (X) =
Km∏
k=1
H
(
skm ·
(
xv(k,m) − tkm
))
(2.10)
H(η) =
{
1 si η ≥ 0
0 en otro caso
Con las funciones base se obtiene un conjunto de centros, C, para los conjun-
tos multidimensionales y con dichos centros se construyen las reglas del sistema de
inferencia borroso. Los centros se obtienen de manera similar a la utilizada en el algo-
ritmo Fuzzy C-Means: se calcula el promedio de los datos de entrada que caen dentro
de cada regio´n. Con los para´metros Φ0, producidos a medida que se encuentra una
particio´n o´ptima, se realiza una optimizacio´n final para obtener Φ, que contiene los
para´metros definitivos de los consecuentes de las reglas. Esta optimizacio´n, denotada
por LOF1, calcula la falta de ajuste a los datos y se implemento´ usando un algoritmo
de optimizacio´n no lineal. Utilizando C y Φ se construye el sistema de inferencia
definitivo, de acuerdo con 2.5. El criterio de parada se expone detalladamente en la
seccio´n 2.4.
La rutina espec´ıfica de particionamiento (algoritmo 2.2) comprende un paso hacia
adelante para la divisio´n en regiones y un paso hacia atra´s para eliminar regiones
poco significativas. Dado que el ca´lculo de la pertenencia de los datos a las regiones
se hace a trave´s de un sistema de inferencia borroso, habra´ grados de pertenencia en
cada grupo para cada dato y no quedara´n huecos en el espacio de entrada. Por tanto
es suficiente el procedimiento de poda del algoritmo 2.4, que es relativamente simple.
Las modificaciones sobre el algoritmo original de particionamiento recursivo se
encuentran en el ciclo ma´s anidado del paso hacia adelante en el algoritmo 2.3. La
funcio´n que se minimiza para este modelo es y, que representa la salida del sistema
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Algoritomo 2.1: Pasos generales para la construccio´n de modelos de inferencia
h← hmin
mientras (∼ CriterioParada (e1, e2, h,Hmax))
{B,Φ0} ← Particionamiento (X, h)
C← Centros (B)
Φ← argmin{φij}i=1,...,L;j=0,...,nLOF1 (y (X | Φ0,C))
{e1, e2} ← Error (y (X | Φ,C))
h← h+ 1
f in mientras
Algoritomo 2.2: Particionamiento del espacio de las variables de entrada
Particionamiento (X,Mmax) :
B← PasoHaciaAdelante (X,Mmax)
J← PasoHaciaAtras (X,B,Mmax)
Φ0 ← argmin{φij}i∈J∗;j=1,...,nLOF2 (y (X | Φr, centros (Bi∈J∗)))
B← Bi∈J∗
Algoritomo 2.3: Paso hacia adelante del particionamiento recursivo
PasoHaciaAdelante (X,Mmax) :
B1(x)← 1
Para M = 2 : Mmax
lof ∗ ←∞
Para m = 1 : M − 1
Para v = 1 : n
Para t ∈ {xjv | Bm(xj) > 0}
b1 ← Bm[+(xv − t)]
b2 ← Bm[−(xv − t)]
G← {Bk | k 6= m} ∪ b1 ∪ b2
g ← y (x | Φr,Centros (G))
lof ← min{φij}i=1,...,L;j=0,...,nLOF2(g)
Si lof < lof ∗ , entonces lof ∗ ← lof ;m∗ ← m; v∗ ← v; t∗ ← t Fin Si
Fin Para
Fin Para
Fin Para
BM (x)← Bm∗ (x)H[−(xv∗ − t∗)]
Bm∗ (x)← Bm∗ (x)H[+(xv∗ − t∗)]
Fin Para
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Algoritomo 2.4: Paso hacia atra´s del algoritmo de particionamiento
PasoHaciaAtras (B) :
J∗ ← {1, 2, . . . ,Mmax} ;K∗ ← J∗
lof ∗ ← min{φij}i∈J∗;j=1,...,nLOF2 (y (X | Φr, centros (Bi∈J∗)))
Para M = Mmax : 2
b←∞;L← K∗
Para m = 2 : M
K ← L− {m}
lof ← min{φkp}k∈K;p=1,...,nLOF2 (y (X | Φr, centros (Bk∈K)))
Si lof < b , entonces b← lof ;K∗ ← K Fin Si
Si lof < lof ∗ , entonces lof ∗ ← lof ; J∗ ← K Fin Si
Fin Para
Fin Para
va
ta
vb
tb
vc
tc
1
2 3
4
-
- +
- +
+
B1 = H[−(xva − ta)]H[−(xvb − tb)]
B2 = H[−(xva − ta)]H[+(xvb − tb)]H[−(xvc − tc)]
B3 = H[−(xva − ta)]H[+(xvb − tb)]H[+(xvc − tc)]
B4 = H[+(xva − ta)]
Figura 2.1: Particio´n y funciones base asociadas.
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de inferencia borrosa. Sus para´metros, φij, corresponden a los coeficientes de las
variables en los consecuentes de las reglas. En este algoritmo, X es una matriz de
m× n donde m es el nu´mero de datos de entrada usados en el ajuste de las regiones
y para´metros y n es el nu´mero de componentes de cada vector de entrada. A su
vez, xj es el j-e´simo dato de entrada y corresponde a la fila j-e´sima de X y xij es la
componente de X en la fila i y columna j. Para la optimizacio´n (LOF2) se utilizo´
mı´nimos cuadrados ordinarios.
2.3 Metodolog´ıa y entrenamiento
La metodolog´ıa seguida para la formulacio´n de modelos se baso´ en la propuesta ori-
ginalmente por [7], que ha sido ajustada por diferentes autores (principalmente [66],
[27] y [29]) para ser aplicada en la construccio´n de modelos no lineales. A continuacio´n
se especifican los pasos teniendo en cuenta las pra´cticas mencionadas por [68].
2.3.1 Identificacio´n
Durante la fase de identificacio´n se realiza un ana´lisis exploratorio de la serie que tiene
como objetivos la determinacio´n de los regresores con los que se construira´ el modelo
de inferencia borrosa, la realizacio´n de una transformacio´n de los datos que permita
al modelo capturar sus propiedades estad´ısticas y, finalmente, la determinacio´n de las
principales propiedades estad´ısticas de la serie. Como resultado de este proceso, se
especifican varios conjuntos posibles de variables de entrada (regresores) al modelo
de inferencia borrosa.
2.3.1.1 Determinacio´n de los regresores
La eleccio´n del conjunto de regresores se basa profundamente en decisiones subjetivas
del modelador y su apreciacio´n del ambiente donde se genera la serie temporal ( [10]).
En consecuencia, este proceso tiene una alta componente de juicio experto que puede
ser viciado por las desviaciones y errores sistema´ticos de no realizar un proceso for-
mal de razonamiento, ya que se encuentra sometido a las limitaciones propias de la
mente humana (ve´ase [32]). Para mitigar este efecto, se realiza un examen de los
autocorrelogramas y autocorrelogramas parciales de la serie temporal, para encontrar
informacio´n de utilidad en la especificacio´n de los regresores.
2.3.1.2 Determinacio´n de las propiedades estad´ısticas de la serie
El ana´lisis de las propiedades estad´ısticas de la serie permite entender de una manera
ma´s clara la distribucio´n de los datos y su estructura de dependencia. Las propiedades
se estudian con las siguientes herramientas:
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1. Los estad´ısticos descriptivos: media, varianza, curtosis, coeficiente de asimetr´ıa
de los datos, valores ma´ximo y mı´nimo, cantidad de observaciones at´ıpicas.
2. El autocorrelograma serial, que mide la relacio´n entre yt y yt+k:
ρk
(
{yt}Tt=1
)
=
∑T−k
t=1 (yt − y) (yt+k − y)∑T
t=1 (yt − y)2
· T
T − k (2.11)
3. El autocorrelograma parcial, que permite determinar la dependencia lineal entre
yt y yt+k , despue´s de que la influencia de los rezagos intermedios se ha eliminado
parcialmente. La autocorrelacio´n parcial se calcula a trave´s del sistema de
ecuaciones de Yule-Walker.
4. Algunos comportamientos cao´ticos se pueden determinar a partir de los diagra-
mas de dispersio´n entre yt y yt+k. Estos diagramas se construyen uniendo los
puntos (yt, yt−j) y (yt+1, yt+1−j) mediante l´ıneas.
5. Los me´todos anteriores se complementan, siguiendo la recomendacio´n en [66],
con pruebas formales de linealidad. En el caso general se considera como
hipo´tesis nula que la serie temporal puede ser representada como una com-
binacio´n lineal del vector de regresores xt =
(
x
(1)
t , x
(2)
t , . . . , x
(p)
t
)
:
H0 : yt = α0 + xtα + et (2.12)
Los errores et son independientes e ide´nticamente distribuidos. Se considera
como hipo´tesis alternativa que existe una relacio´n no lineal remanente en los
residuales, que permite una mejor explicacio´n del comportamiento de yt, que
puede detectarse adicionando alguna funcio´n no lineal al modelo de regresio´n
lineal en H0. En caso de que realmente exista una relacio´n de orden lineal,
el modelo aumentado sera´ incapaz de explicar el comportamiento ma´s alla´ del
modelo lineal.
En particular, se utiliza la prueba propuesta en [67], que consta de los siguientes
pasos:
– Estimar los para´metros del modelo yt = α0+xtα+et y calcular la sumatoria
del cuadrado de los residuales SSR0 =
∑
eˆ2t
– Realizar la regresio´n de eˆt = β0 + xtβ + wtγt + ϑt, donde w es un vector
cuyas componentes se obtienen como los productos x
(i)
t × x(j)t , para i =
1, . . . , p; j = 1, . . . , p
– Calcular la cantidad SSR =
∑
ϑˆ2t
– El estad´ıstico
F =
(SSR0 − SSR) / (p (p+ 1) /2)
SSR/ (T − p− p (p+ 1) /2) (2.13)
Sigue una distribucio´n F con p(p + 1)/2 y T − p − p(p + 1)/2 − 1 grados
de libertad.
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2.3.1.3 Transformacio´n de la serie temporal
La seleccio´n de una transformacio´n adecuada de la serie puede ayudar a minimizar
el ruido e indicar relaciones importantes. Adema´s puede preparar los datos en una
forma que facilite la estimacio´n del modelo. La mayor´ıa de los modelos son desarrolla-
dos bajo la suposicio´n de homogeneidad en el sentido estad´ıstico, lo que implica que
la serie temporal debe tener una varianza estable y que la tendencia, el patro´n esta-
cional y los ciclos de largo plazo han sido eliminados antes del modelamiento. Para
hacer la varianza estable se usan transformaciones como log(u),
√
u o´ 1/u (para ma´s
detalle ve´ase [51]). La eliminacio´n de componentes estructurales se realiza a trave´s de
diferenciaciones simples y estacionales; sin embargo, este procedimiento asume que
dichas componentes son fijas y no son influenciadas por los regresores.
2.3.2 Especificacio´n del sistema de inferencia y estimacio´n
de para´metros
Inicialmente se especifica un sistema de inferencia que tiene la estructura establecida
en la ecuacio´n 2.5. El nu´mero inicial de centros es usualmente hmin = 1. Dadas las
propiedades del modelo, este utiliza funciones lineales de las variables de entrada para
explicar el comportamiento de la variable de salida en distintas regiones del espacio de
entrada. Se parte de la hipo´tesis de que en las distintas regiones del espacio de entrada
tienen influencia las mismas variables y cambia solamente el valor del coeficiente en
cada una de las reglas. En cada paso del algoritmo general, la complejidad del sistema
aumenta, al incrementarse el nu´mero de centros, hasta que se cumple un criterio de
parada y en cada iteracio´n, segu´n la hipo´tesis mencionada, las funciones lineales de
los consecuentes de las reglas tienen el mismo nu´mero de variables. Las pruebas
realizadas con un nu´mero creciente de variables en los consecuentes no han arrojado
resultados satisfactorios. Sin embargo su exploracio´n a trave´s de una optimizacio´n
combinatoria podr´ıa mostrar beneficios hasta ahora no encontrados.
En el Algoritmo 2.1 se realiza simulta´neamente la determinacio´n de la estructura
del sistema y la optimizacio´n de sus para´metros. Desde la consecucio´n de las re-
giones que dan lugar a los centros se lleva a cabo una optimizacio´n que establece los
para´metros de los consecuentes para cada configuracio´n de regiones. Los detalles de
la optimizacio´n se mencionan en los Algoritmos 2.1, 2.2, 2.3, y 2.4.
2.3.2.1 Criterio de parada
El algoritmo de entrenamiento presentado (Algoritmo 2.1), debe evitar que el modelo
obtenido no este´ ajustado de manera suficiente a los datos o que, por el contrario, este´
sobre ajustado. Para tal propo´sito se utilizaron los criterios de parada establecidos
en las ecuaciones 2.14 y 2.15, mencionados en [23]. El primero de ellos, e1, permite
determinar si hay o no poco ajuste. El segundo, e2, previene el sobre ajuste. Para el
ca´lculo de e1 se obtiene la suma de los errores al cuadrado (SSE) en la k-e´sima iteracio´n
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y se lo compara con el correspondiente en la pro´xima iteracio´n. Para el ca´lculo de
e2 es necesario dividir el conjunto de datos de entrenamiento en dos grupos. Uno
para el entrenamiento mismo, con el cual se calcula MSET (error cuadra´tico medio
de entrenamiento), y el otro para calcular el error de validacio´n (MSEv). Tambie´n
existe un l´ımite para el nu´mero de reglas posibles en un modelo, Hmax. El modelo se
considera entrenado por completo cuando el nivel especificado de precisio´n se alcanza
y, a su vez, se satisfacen los criterios de parada establecidos.
e1 = (SSEk − SSEk+1) /SSEk ≤ e∗1 (2.14)
e2 = |MSET −MSEv| /MSET ≤ e∗2 (2.15)
Los valores e∗1 y e
∗
2 as´ı como los taman˜os de los subconjuntos de datos para entre-
namiento y validacio´n, se establecen de manera experimental para cada problema.
2.3.3 Diagno´stico
El proceso de diagno´stico consiste en verificar el cumplimiento de las hipo´tesis del
modelo una vez ha sido ajustado a la serie de datos. Se utilizan dos tipos de pruebas:
la emisio´n de juicios informados basados en la inspeccio´n visual de ajuste del sistema
de inferencia a la serie y el ana´lisis estad´ıstico de los resultados, que permitira´ corro-
borar los juicios y detectar inconsistencias que no son fa´cilmente visibles. El ana´lisis
de los errores puede dar indicaciones sobre problemas en la especificacio´n del modelo
o la seleccio´n de los regresores. Sin embargo, este proceso requiere de juicio subjetivo
para determinar si el modelo se ajusta apropiadamente a los datos. Este proceso se
realiza comu´nmente en el modelado estad´ıstico de series temporales, pero aparente-
mente no es una pra´ctica usual en el modelamiento con herramientas de inteligencia
computacional.
Durante esta fase se examinan los residuos del modelo, {et}T1 , para juzgar si ellos
son ruido blanco. El proceso de ana´lisis consta de dos partes: una inspeccio´n visual
de diferentes gra´ficos que permiten visualizar el comportamiento de los residuales a
lo largo de la serie temporal y una realizacio´n y de pruebas estad´ısticas para verificar
que sean efectivamente ruido blanco.
El procedimiento para examinar el comportamiento de los residuales es graficarlos
contra el tiempo. Sin embargo, una gra´fica de los residuos estandarizados puede ser
ma´s u´til. Otros procedimientos de utilidad son examinar la gra´fica de la suma acu-
mulada de residuos estandarizados y examinar la gra´fica de la suma acumulada del
cuadrado de los residuos estandarizados. Estas tres gra´ficas pueden ayudar a detec-
tar cambios estructurales en la serie temporal; regiones con errores persistentemente
positivos o negativos o muy altos o bajos en magnitud respecto al resto del gra´fico
son de intere´s.
El modelo descrito parte de la hipo´tesis de normalidad de los errores. Su falta
de cumplimiento es un indicativo de que el sistema de inferencia no ha capturado
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adecuadamente las propiedades de {yt}T1 . El procedimiento ba´sico para verificar la
normalidad es la construccio´n del histograma de los errores estandarizados y com-
pararlo contra la distribucio´n normal esta´ndar.
Para verificar la normalidad de los errores , se utiliza la prueba propuesta por [36].
El estad´ıstico es
N =
T
6
∑ eˆ6
T 2
+
T
24
([∑ eˆ4
T
]
− 3
)2
(2.16)
Que sigue una distribucio´n χ22
2.3.4 Metadiagno´stico
En este proceso se realizan pruebas para determinar la calidad del ajuste en te´rminos
de precisio´n. Los estad´ısticos comu´nmente aceptados son:
– El porcentaje de varianza explicada por el modelo:
R2 = 1−
T∑
t=1
eˆ2t
y2t
(2.17)
– La varianza del predictor:
σ2eˆt ∼
1
T
T∑
t=1
eˆt (2.18)
– La desviacio´n media absoluta (MAD):
MAD =
1
T
T∑
t=1
|eˆt| (2.19)
– Tambie´n se considera el error absoluto porcentual medio (MAPE):
MAPE =
T∑
t=1
 yˆtyt − 1
 (2.20)
2.3.5 Construccio´n de prono´sticos e intervalos de confianza
Cuando se ha finalizado el proceso de especificacio´n y validacio´n del sistema de in-
ferencia, se procede a la construccio´n de prono´sticos e intervalos de confianza. El
prono´stico para un per´ıodo adelante, yT+1 , sigue usualmente una distribucio´n nor-
mal, y se calcula usando 1.3. Cuando xt contiene uno o ma´s valores rezagados de yt,
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la construccio´n del prono´stico j per´ıodos adelante requiere del uso de simulacio´n de
Montecarlo (ve´ase [19]), ya que en el sistema de inferencia se realiza una transfor-
macio´n no lineal de los datos de entrada.
Un factor cr´ıtico de este proceso es la incorporacio´n de informacio´n contextual
o cualitativa en el proceso de prono´stico. Una vez construidos los prono´sticos, el
experto emite un juicio sobre su validez basado en su apreciacio´n subjetiva del proceso
generador de la serie temporal. Si el experto considera que el prono´stico no refleja
adecuadamente la realidad, se realiza una nueva configuracio´n del modelo. Esta
configuracio´n podra´ tener un conjunto diferente de regresores o unos niveles de errores
e∗1 y e
∗
2 diferentes a los especificados anteriormente. Se llevan a cabo entonces los pasos
indicados a partir de la seccio´n 2.3.1, para la obtencio´n de un nuevo modelo.
Es importante la preparacio´n de una memoria de especificacio´n, ya que pueden
revisarse y revalidarse muchos de los supuestos del modelo cuando fue especificado
originalmente, hacie´ndose vital un proceso de documentacio´n ordenado y minucioso.
2.4 Propiedades del modelo
A continuacio´n se mencionan algunas propiedades relevantes que se observaron en el
sistema de inferencia borroso multidimensional.
1. Optimizacio´n de regiones y consecuentes de manera simulta´nea: El modelo
construido esta´ basado en las te´cnicas de particionamiento recursivo expuestas
en [21]. Entre las bondades del uso de este particionamiento se encuentra la
optimizacio´n simulta´nea de las regiones en que se divide el espacio de entrada
y de los coeficientes de los consecuentes para el sistema de inferencia.
2. Puntos de partida fijos : El particionamiento recursivo mitiga la dependencia de
puntos de partida aleatorios, que se observa en enfoques basados en algoritmos
de particionamiento como Reubicacio´n de grupos, K-means, fuzzy C-means, Self-
organizing maps (ve´ase [47]) y agrupamiento de Gustafson-Kessel (ve´ase [16]).
3. Capacidad de representacio´n: Al tener la estructura de un sistema de inferencia
borrosa tipo Takagi-Sugeno, el modelo puede representar dina´micas no lineales
(ve´ase [62]).
4. Comparacio´n entre el particionamiento recursivo y los sistemas de inferencia
borrosos con conjuntos multidimensionales : En este punto se muestran algunos
conceptos generales de ambos modelos y luego se los compara.
El particionamiento recursivo pretende explicar el comportamiento de una funcio´n
desconocida en una regio´n del dominio a trave´s de una funcio´n de una comple-
jidad menor:
Si (x ∈ Rm) entonces fˆ(x) = gm
(
x | {aj}p1
)
(2.21)
38
La aproximacio´n final a la funcio´n modelada se obtiene utilizando las regiones y
las funciones que explican el comportamiento de la funcio´n en dichas regiones:
fˆ(x) =
M∑
m=1
amBm(x) (2.22)
Bm(x) = H [x ∈ Rm] (2.23)
En esta formulacio´n, am = gm y es un valor constante para la regio´n dada. Bm
es una funcio´n base y H es una funcio´n que toma el valor de uno si su argumento
es cierto o cero en caso contrario.
Por otro lado, en un sistema de inferencia borrosa multidimensional (cuando el
sistema es del tipo Takagi-Sugeno), se obtiene una descripcio´n local de f en la
regio´n definida por el conjunto borroso:
Si (x es Ah) entonces fˆ(x) = fh(x) (2.24)
Ah es el grado de pertenencia de un elemento x a un conjunto h. La salida del
sistema con M reglas, cada una con un conjunto borroso multidimensional, esta´
dada por:
fˆ(x) =
∑M
m=1 µm(x)fm(x)∑M
m=1 µm(x)
(2.25)
En 2.25 usando la expresio´n am =
fm(x)∑M
m=1 µm(x)
, se obtiene:
fˆ(x) =
M∑
m=1
am(x)µm(x) (2.26)
Con base en los conceptos anteriores, las similitudes entre los modelos son las
siguientes:
– Los modelos 2.22 y 2.26 tienen la misma estructura y la misma intencio´n.
La estructura consiste en la agregacio´n de funciones que describen com-
portamientos locales de f en regiones del espacio de entrada. La intencio´n
es tomar ventaja del hecho de que en regiones bien acotadas del espacio de
entrada, la funcio´n f puede aproximarse con funciones de poca compleji-
dad. Aunque el comportamiento de f para la regio´n completa del espacio
de entrada sea complejo, en regiones pequen˜as puede describirse de manera
simple.
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– En el modelo de particionamiento recursivo 2.22, Bm determina la perte-
nencia o no de un elemento x a una regio´n m, segu´n se plantea en [21]. La
funcio´n H toma el valor de uno cuando su argumento es mayor o igual que
cero. Y toma el valor de cero en caso contrario. Utilizando el producto de
varias funciones H con varias variables, se acota una regio´n. La funcio´n
que resulta del producto de varias funciones H tendra´ el valor de uno so´lo
para la regio´n acotada y cero para puntos afuera de dicha regio´n. En el
modelo de inferencia borrosa con conjuntos multidimensionales 2.26, µm
determina el grado de pertenencia (entre 0 y 1) de un elemento x a una
regio´n m. Por tanto, Bm (cuyos posibles valores son so´lo 0 y 1) es un caso
especial de µm.
– Las funciones gm del modelo de particionamiento recursivo y las funciones
fm del modelo de inferencia borrosa pueden ser constantes, lineales o de
una complejidad mayor. Sin embargo el modelo de particionamiento refiere
a las funciones constantes gm(x) = am como las que mejor resultados han
dado en problemas de regresio´n.
2.5 Conclusiones
Dentro de las diversas opciones de construccio´n de los sistemas de inferencia borrosa
con conjuntos multidimensionales, se adopto´ aqu´ı un enfoque constructivo, orientado
en cada etapa hacia la descripcio´n adecuada de la dina´mica que se esta´ modelando.
Se evita, de esta manera, el uso de configuraciones iniciales aleatorias adoptadas
por otros autores. A partir del resultado obtenido aqu´ı, puede experimentarse con
algoritmos de agrupamiento existentes para encontrar posibles resultados favorables
en un esquema ma´s complejo.
Las similitudes estructurales encontradas entre el particionamiento recursivo de
MARS y los sistemas deinferencia planteados pueden ser un indicativo a favor de la
adopcio´n de dichas te´cnicas de particionamiento.
40
Cap´ıtulo 3
Ejemplificacio´n del uso de la
metodolog´ıa
3.1 Introduccio´n
En este cap´ıtulo se ilustra el uso del modelo y las herramientas metodolo´gicas pre-
sentados en el cap´ıtulo 2. Para tal propo´sito se utilizo´ la serie de datos Airline (una
de las series benchmark que posteriormente se usara´n para comparar la capacidad de
generalizacio´n de los modelos formulados). Este conjunto de datos contiene la me-
dida del nu´mero mensual de pasajeros en vuelos internacionales desde enero de 1949
hasta diciembre de 1960 (ve´ase la Figura 3.1). Autores como [17] y [24] han usado
este conjunto de datos para el entrenamiento de modelos de redes neuronales, dadas
las caracter´ısticas de no linealidad de la serie y la existencia de ciclos multiplica-
tivos. Estas caracter´ısticas la hacen atractiva para la experimentacio´n con modelos
no lineales.
Cada seccio´n del cap´ıtulo se dedica a un paso general de las indicaciones metodo-
lo´gicas.
3.2 Identificacio´n
3.2.1 Ana´lisis exploratorio de los datos
De la serie (en la Figura 3.1) puede observarse que no es estacionaria y que posee una
varianza cambiante. Esta disposicio´n de la varianza sugiere la utilizacio´n de alguna
transformacio´n que permita tornarla ma´s homoge´nea. Dado que el aumento de la
varianza, a juzgar por el gra´fico de la serie, aumenta de manera aproximadamente
proporcional al nivel de la serie, puede probarse una transformacio´n logar´ıtmica, que
es u´til en estos casos.
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Figura 3.1: Serie Airline.
3.2.2 Algunos estad´ısticos descriptivos
De los estad´ısticos descriptivos y el histograma de log Airline (Figura 3.2), puede
verse que los datos no son fuertemente asime´tricos y no parece haber una tendencia
muy marcada a la existencia de valores extremos. En algunas ocasiones el histograma
de los datos y el coeficiente de asimetr´ıa pueden dar indicios de posibles agrupaciones
de datos que el modelo trasformara´ en conjuntos borrosos. En este caso, sin embargo,
es dif´ıcil encontrar tales indicios.
Figura 3.2: Histograma del logaritmo de los datos en la serie Airline.
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Tabla 3.1: Estad´ısticos descriptivos.
Medida (sobre el log de la serie) Valor
Taman˜o de la muestra 144
Media 5.5422
Desviacio´n esta´ndar 0.4415
Curtosis 2.0279
Mı´nimo 4.6444
Ma´ximo 6.4329
Mediana 5.5816
Coeficiente de asimetr´ıa -0.1207
(a) Autocorrelograma. (b) Autocorrelograma parcial.
Figura 3.3: Autocorrelogramas para la serie Airline.
3.2.3 Indicaciones sobre la seleccio´n de variables
El autocorrelograma y el autocorrelograma parcial pueden dar algunos indicios de
rezagos candidatos para la formulacio´n de las variables de entrada al modelo. Sin
embargo, el uso de estas herramientas debe ser cuidadoso dado que proporcionan
medidas de asociacio´n lineal y pueden existir interacciones no lineales. Sin embargo,
de los autocorrelogramas (mostrados en la Figura 3.3) podr´ıa extraerse los rezagos 1,
12, 13 para su inclusio´n en los modelos, dada su evidente importancia.
3.2.4 Estudio de linealidad en la serie
Con un nivel de significancia del 5%, la prueba propuesta en [67] conduce al rechazo
de linealidad para los datos de la serie Airline. La prueba se realizo´ con modelos
AR(i), i = 1, . . . , 12. Dados estos indicios de comportamientos no lineales, es plausible
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utilizar un modelo no lineal.
3.3 Especificacio´n del sistema de inferencia y esti-
macio´n de para´metros
Asumiendo que se carece de conocimiento emp´ırico acerca del feno´meno que se estu-
dia, es conveniente utilizar un modelo no parame´trico. La bu´squeda de un modelo no
parame´trico adecuado debe realizarse en una clase amplia de los mismos, que incluya
redes neuronales, algoritmos evolutivos y sistemas de inferencia borrosa. Dada la
variedad de modelos, se acota aqu´ı el espacio de bu´squeda a los modelos de inferencia
borrosa multidimensionales propuestos en el Cap´ıtulo 2. Dichos modelos, descritos
en la ecuacio´n 2.5, tienen los siguientes para´metros:
– L:nu´mero de reglas del sistema de inferencia,
– wi: factores de pertenencia normalizados de los datos a los conjuntos borrosos,
– ci: centros usados en la construccio´n de los conjuntos borrosos.
La bu´squeda de modelos se realiza variando estos para´metros para cada conjunto
de rezagos escogidos. El l´ımite L y la cantidad de rezagos determinan la cantidad
ma´xima de para´metros que se permitira´n para un modelo. Teniendo en cuenta que
los autocorrelogramas sugieren la inclusio´n de yt−1, yt−12 y yt−13, se establecio´ en 4
el nu´mero ma´ximo de rezagos incluidos, lo cual deja lugar para una variable ma´s.
Dada esta restriccio´n, un l´ımite L prudente ser´ıa 10, lo cual admitir´ıa modelos de
hasta 40 para´metros. Con estas restricciones, se realizo´ una exploracio´n combinato-
ria del espacio de soluciones, comprendiendo grupos de 1,2,3 y 4 rezagos contenidos
en R = {yt−1, yt−2, . . . , yt−k}, con k = 13 (tambie´n sugerido por el autocorrelograma y
autocorrelograma parcial). De los 1092 modelos obtenidos se muestran en la Tabla 3.2
los veinte primeros, seleccionados debido a que tuvieron un AIC (Akaike information
criteria) menor. Se incluyen en dicha tabla algunas cifras u´tiles para la etapa de
diagno´stico, como las pruebas de Jarque-Bera y Lin-Mudholkar para verificar la nor-
malidad de los errores.
3.4 Diagno´stico
Algunos de los modelos no superaron las pruebas de normalidad en los residuales
y otros tend´ıan a ser inestables en sus para´metros, segu´n las pruebas CUSUM y
CUSUMQ (ve´ase la columna de comentarios en la Tabla 3.2). Los modelos que su-
peraron estas pruebas mostraron, no obstante, alguna estructura en sus residuales,
reflejada en el autocorrelograma y en el gra´fico de residuales. Por tanto, se pro-
baron algunas variaciones de estos u´ltimos para encontrar uno que explicara mejor
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Tabla 3.2: Modelos con menor AIC para la serie de datos log Airline.
Modelo Rezagos Jarque-Bera Lin-Mudholkar Akaike IC Comentarios
(valor p) (valor p) Diag.
781 1,12,13 0.06790 0.01270 -3.78635 Falla cusumq.
164 1,5,12,13 0.04880 0.01510 -3.77556 Falla test norm.
185 1,6,12,13 0.06590 0.01100 -3.77354 Falla cusumq.
200 1,7,12,13 0.08170 0.01060 -3.77204 Falla cusumq.
136 1,4,12,13 0.03770 0.01360 -3.76813 Falla test norm.
220 1,11,12,13 0.08250 0.02230 -3.76010 Falla cusumq.
210 1,8,12,13 0.02490 0.01570 -3.75827 Falla test norm.
216 1,9,12,13 0.07350 0.01210 -3.75641 Falla cusumq.
219 1,10,12,13 0.10680 0.02100 -3.75379 Falla cusumq.
55 1,2,12,13 0.07630 0.01220 -3.75314 Falla cusumq.
100 1,3,12,13 0.21710 0.01990 -3.71062 Falla cusumq.
157 1,5,9,12 0.89300 0.06810 -3.47260 Ok diag. Mejorar.
160 1,5,10,12 0.78040 0.08020 -3.35235 Ok diag. Mejorar.
162 1,5,11,12 0.82040 0.09740 -3.34854 Ok diag. Mejorar.
481 3,7,10,12 0.01080 0.03950 -3.33511 Falla cusumq.
752 1,5,12 0.73000 0.10510 -3.33379 Ok diag. Mejorar.
153 1,5,8,12 0.85100 0.00790 -3.32234 Falla test norm.
114 1,4,6,12 0.97320 0.02550 -3.29597 Falla test norm.
132 1,4,10,12 0.91270 0.06850 -3.28617 Ok diag. Mejorar.
148 1,5,7,12 0.91100 0.00660 -3.28385 Falla test norm.
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la dina´mica de la serie. En la Tabla 3.3 se resumen los resultados de los modelos
afinados (so´lo se presentan aquellas variaciones que mostraron ser exitosas segu´n las
herramientas de diagno´stico).
Tabla 3.3: Variaciones de modelos seleccionados.
Modelo Rezagos Jarque-Bera Lin-Mudholkar Akaike IC
(valor p) (valor p)
160-1 1, 2, 5,10,12 0.8479 0.1505 -3,29961
162-1 1,12,14 0.3651 0.156 -3.38958
162-2 1 ,5,11,12,14 0.1026 0.2117 -3.48957
752-1 1,5,12,14 0.7065 0.1032 -3.41507
Al observar los resultados obtenidos durante el ajuste de los modelos seleccionados
en la Tabla 3.2 se encontro´ que la inclusio´n del rezago 13 llevaba en la mayor´ıa de los
casos a modelos inestables. Se decidio´ probar con el rezago 14 y se obtuvo mejores
resultados. En la Figura 3.4 se presentan algunas herramientas de diagno´stico para el
modelo 752-1, que mostro´ mejor comportamiento en cuanto a la carencia de estructura
en el autocorrelograma de residuales.
El autocorrelograma (Figura 3.4(a)) y diagrama de residuales (Figura 3.4(e))
muestran indicios de alguna estructura, pero no parece ser significativa dado que
no hay correlaciones que superen las bandas de confianza. Los dema´s autocorrelo-
gramas (Figuras 3.4(b), 3.4(c), 3.4(d)) ) no muestran evidencia de relaciones lineales
remanentes. Por otro lado, el histograma de residuales y el gra´fico de probabilidad
normal (Figuras 3.4(f), 3.4(g)) no muestran desviaciones significativas con respecto
a una secuencia de ruido blanco. Finalmente, en las Figuras 3.4(h) y 3.4(i) no se
traspasa las bandas de confianza de 0.01, 0.05 y 0.10, lo cual verifica la estabilidad de
los para´metros en el modelo. En la inspeccio´n de los resultados de diagno´stico para
los dema´s modelos seleccionados no se hallo´ diferencias significativas con respecto a
los resultados mostrados para el modelo 752-1.
3.5 Metadiagno´stico
Los modelos seleccionados se muestran en la Tabla 3.4. De ellos, 162-1, 162-2 y 752-
1 presentan lo menores errores en el per´ıodo de validacio´n, teniendo en cuenta las
medidas MAD (mean absolute deviation) y MAPE (mean absolute percentage error),
por lo cual son buenos candidatos para realizar prono´stico. El porcentaje de varianza
explicada por los modelos (R2) es alto en todos ellos, de manera que no se tomo´ como
un criterio de seleccio´n.
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(a) Autocorrelograma. (b) Autocorrelograma parcial. (c) Autocorrelograma res. al
cuadrado.
(d) Autocorrelograma parc.
res. al cuadrado.
(e) Residuales. (f) Hist. residuales.
(g) Gra´fico prob. normal. (h) CUSUM. (i) CUSUMQ.
Figura 3.4: Herramientas gra´ficas de diagno´stico para el modelo 752-1.
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Tabla 3.4: Modelos seleccionados en la etapa de diagno´stico.
Modelo Medidas de Medidas de
entrenamiento prediccio´n
MAD MAD
(MAPE) (R2) (MAPE) (R2)
157 0.03411 0.03674
(0.00623) (0.99238) (0.00597) (0.99949)
160 0.03756 0.03930
(0.00684) (0.99086) (0.00641) (0.99940)
160-1 0.03664 0.04282
(0.00668) (0.99098) (0.00698) (0.99927)
162 0.03710 0.03880
(0.00675) (0.99084) (0.00633) (0.99940)
162-1 0.03861 0.03361
(0.00704) (0.99014) (0.00543) (0.99945)
162-2 0.03686 0.02887
(0.00672) (0.99051) (0.00469) (0.99965)
752 0.03852 0.04422
(0.00703) (0.99041) (0.00719) (0.99927)
752-1 0.03625 0.03529
(0.00659) (0.99146) (0.00572) (0.99951)
132 0.03795 0.04249
(0.00693) (0.99037) (0.00694) (0.99925)
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3.6 Construccio´n de prono´sticos e intervalos de
confianza
La Figura 3.5 muestra los valores reales de la serie (en color negro) y los valores
pronosticados un paso adelante (en color azul) para el modelo 162-2 (incluido entre
los modelos seleccionados). Se proporcionan tambie´n, con l´ıneas continuas, las bandas
de confianza del 95%. Segu´n se aprecia, los intervalos de confianza son ajustados, lo
cual indica una buena captura de la dina´mica de la serie.
Figura 3.5: Prediccio´n para el modelo 162-2.
3.7 Conclusiones
Las indicaciones metodolo´gicas utilizadas en la construccio´n de un modelo para la serie
Airline permitieron juzgar de manera objetiva las diversas opciones encontradas. Se
destaca la utilidad de los criterios de seleccio´n de modelos en casos como estos en los
que la cantidad de modelos alternativos es alta.
El proceso de construccio´n de modelos de series temporales no deja de tener com-
ponentes importantes de juicio subjetivo en algunas etapas. Sin embargo, es suma-
mente valioso el apoyo encontrado en herramientas metodolo´gicas ya probadas, como
las que se ejemplifican aqu´ı, dado que permiten tomar decisiones ma´s informadas en
cuanto a los modelos que se construyen.
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Cap´ıtulo 4
Prono´stico de series benchmark
con sistemas de inferencia borrosa
multidimensionales
4.1 Introduccio´n
En cap´ıtulos anteriores se han mostrado una metodolog´ıa y un modelo, basados en
sistemas de inferencia borrosa y conjuntos borrosos multidimensionales, propuestos
para el modelado y prono´stico de series temporales. Con el objetivo de establecer la
efectividad de estos modelos se realizaron varios experimentos con series temporales
comu´nmente usadas en la evaluacio´n de modelos no lineales. Al ser precisamente
series cuya no linealidad se ha estudiado y que el propo´sito del cap´ıtulo es realizar
comparativos entre los modelos, no se realizaron pruebas de no linealidad. Las medi-
das de desempen˜o utilizadas son SSE, MSE, MAD y MAPE, siendo las dos primeras
las ma´s comunes en los trabajos revisados.
En la construccio´n de un modelo hay varias decisiones que deben tomarse. Si se
trata de un modelo basado en redes neuronales, se tienen variables de decisio´n como el
nu´mero de capas ocultas, el nu´mero de nodos en cada capa y el nu´mero de variables de
entrada. En un modelo de inferencia borrosa puede requerirse establecer el nu´mero
de reglas y el nu´mero de conjuntos borrosos en cada regla. En el modelo MFIS
so´lo es necesario establecer el nu´mero de variables de entrada, ya que la estructura
de los modelos se determina a trave´s del algoritmo de entrenamiento y el uso de
conjuntos borrosos multidimensionales hace innecesario establecer una configuracio´n
de conjuntos borrosos unidimensionales en cada regla1. La u´nica variable de decisio´n
que debe determinar el modelador (el nu´mero de variables de entrada), se determina
con base en las distintas configuraciones de rezagos utilizadas en los trabajos tomados
como referencia. Cabe anotar que algunos de los modelos obtenidos en este cap´ıtulo
1Los modelos DAN2 en [24] cuentan con la propiedad similar de no requerir la determinacio´n del
nu´mero de capas ocultas de la red.
50
mostraron signos de inestabilidad en los para´metros o no superaron algu´n criterio
de diagno´stico, segu´n las indicaciones metodolo´gicas sugeridas en el Cap´ıtulo 2. Sin
embargo, un examen a tal nivel de detalle no se encontro´ en los trabajos de los
cuales se tomaron los resultados para realizar comparativos y, adema´s, el propo´sito
del presente cap´ıtulo es la evaluacio´n de la capacidad de generalizacio´n de los modelos.
En las secciones siguientes se presentan los resultados obtenidos para las series
de datos Airline, Sunspot y Pollution equipment. Al final del cap´ıtulo se presentan
algunas conclusiones con base en los resultados obtenidos con dichas series.
4.2 The Airline Passenger data set
Este conjunto de datos contiene la medida del nu´mero mensual de pasajeros en vuelos
internacionales desde enero de 1949 hasta diciembre de 1960 (ve´ase la Figura 4.1).
Autores como [17] y [24] han usado este conjunto de datos para el entrenamiento de
modelos de redes neuronales, dadas las caracter´ısticas de no linealidad de la serie y
la existencia de ciclos multiplicativos. Estas caracter´ısticas la hacen atractiva para la
experimentacio´n con modelos no lineales.
En [17] se estudian varios modelos de redes neuronales con este conjunto de datos
y se menciona el requerimiento de una alta componente de juicio por parte del experto
para encontrar un modelo de redes neuronales adecuado. En [24] se presentan mejoras
al proponer mecanismos automa´ticos para determinar la estructura de la red. Ambos
trabajos contienen referencias a trabajos previos con este set de datos y por tanto se
han tomado como referencia para la comparacio´n de los resultados obtenidos con el
modelo MFIS.
En los trabajos revisados se utiliza una transformacio´n logar´ıtmica para mitigar
la variabilidad creciente en la serie y usualmente se utilizan los primeros 11 an˜os (132
datos) para el ajuste del modelo, dejando las u´ltimas 12 observaciones para pronos-
ticar un paso adelante. Con esta configuracio´n de datos se probaron varios modelos
en los que se utilizan distintos rezagos. Se adopto´ aqu´ı la misma transformacio´n y
la misma divisio´n de los datos para varios modelos MFIS. Tambie´n se utilizaron las
configuraciones de rezagos probadas por los autores en dichos trabajos, con el a´nimo
de comparar los resultados publicados con los obtenidos aqu´ı. En [17] se menciona el
modelo ARIMA de orden (0, 1, 1)(0, 1, 1)12 como el mejor de este tipo obtenido para
la serie y se utiliza como punto de referencia para los resultados en dicho trabajo.
En [24] se compara los resultados con respecto a los obtenidos con los modelos pro-
puestos en [17]. En la Tabla 4.1 se muestran los resultados de los modelos obtenidos
en [17] y en [24] (corresponden a los etiquetados como NN o´ DAN2).
Cada modelo considerado puede alcanzar sus valores o´ptimos con base en su es-
tructura interna y dado que esta difiere en los trabajos estudiados (incluyendo dife-
rencias como el nu´mero de neuronas en la capa oculta de la red o el nu´mero de reglas
del sistema de inferencia), no se consideran los para´metros de dicha estructura en
las comparaciones, sino que es necesario utilizar medidas de desempen˜o para evaluar
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la capacidad de generalizacio´n de los modelos. En los estudios considerados para la
serie Airline se utiliza la suma de los errores al cuadrado (SSE) para entrenamiento
y prono´stico. Se adopta aqu´ı el mismo criterio de comparacio´n para evaluar la ca-
pacidad de generalizacio´n del modelo MFIS. Con base en los rezagos utilizados en los
estudios mencionados, se generaron 5 modelos MFIS, cuyos resultados se consignan
al final de la Tabla 4.1.
Figura 4.1: Serie Airline.
Al comparar los resultados, debe tenerse en cuenta que el modelo DAN2-1 equivale
al MFIS-1, el DAN2-2 al MFIS-2 y as´ı sucesivamente. A su vez, el modelo NN3 de la
Tabla 4.1 equivale al modelo MFIS-1, el modelo NN4 equivale al modelo MFIS-2, y as´ı
sucesivamente. El u´nico criterio de comparacio´n es el conjunto de rezagos utilizados
en la construccio´n del modelo. Con respecto a los modelos de redes neuronales y los
modelos DAN2, se obtuvieron mejoras significativas tanto en el SSE de entrenamiento
como en el SSE de prono´stico, lo cual sugiere un mejor ajuste. Los modelos NN10 y
NN12 de la Tabla 4.1 se consideran como los de mejor desempen˜o en [17]. Con respecto
al modelo NN10, MFIS-4 presenta un SSE de entrenamiento 77% menor y un SSE
de prono´stico 95% menor. Con respecto al modelo NN12 se tiene disminuciones de
82% y 95% en el SSE de entrenamiento y prono´stico respectivamente. Los modelos
DAN2-4 y DAN2-5 tambie´n ofrecen mejoras con respecto a los modelos NN10 y NN12.
Con respecto a ellos se tiene las siguientes mejoras: el modelo MFIS-4 muestra una
disminucio´n del 37% en el SSE de entrenamiento con respecto al DAN2-4 y del 91%
en el SSE de prono´stico. De los modelos MFIS presentados en la Tabla 4.1, el MFIS-3
muestra un menor SSE de prono´stico y un menor MAD (mean absolute deviation).
En la Figura 4.2 se muestran los valores reales de la serie y los valores pronosticados
con dicho modelo.
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Tabla 4.1: Desempen˜o de modelos para la serie de datos Airline.
Modelo Rezagos Nu´mero de Medidas de Medidas de
neuronas entrenamiento prediccio´n
ocultas
SSE(MAD)(MAPE) SSE(MAD)(MAPE)
NN1 1,2,3,4 2 7.74 (N/A) (N/A) 1.03 (N/A) (N/A)
NN2 1...13 2 0.73 (N/A) (N/A) 0.71 (N/A) (N/A)
NN3 1...13 4 0.26 (N/A) (N/A) 1.12 (N/A) (N/A)
NN4 1,12 2 2.3 (N/A) (N/A) 0.34 (N/A) (N/A)
NN5 1,12 4 2.16 (N/A) (N/A) 0.44 (N/A) (N/A)
NN6 1,12 10 1.77 (N/A) (N/A) 0.59 (N/A) (N/A)
NN7 1,2,12 2 2.17 (N/A) (N/A) 0.29 (N/A) (N/A)
NN8 1,2,12 4 1.91 (N/A) (N/A) 1.03 (N/A) (N/A)
NN9 1,2,12,13 2 0.99 (N/A) (N/A) 0.52 (N/A) (N/A)
NN10 1,2,12,13 4 0.81 (N/A) (N/A) 0.52 (N/A) (N/A)
NN11 1,12,13 1 1.18 (N/A) (N/A) 0.5 (N/A) (N/A)
NN12 1,12,13 2 1.03 (N/A) (N/A) 0.5 (N/A) (N/A)
NN13 1,12,13 4 0.84 (N/A) (N/A) 0.62 (N/A) (N/A)
DAN2-1 1...13 0.17 (0.009) (N/A) 0.23 (0.024) (N/A)
DAN2-2 1,12 0.85 (0.017) (N/A) 0.26 (0.024) (N/A)
DAN2-3 1,2,12 0.44 (0.014) (N/A) 0.19 (0.021) (N/A)
DAN2-4 1,2,12,13 0.3 (0.011) (N/A) 0.29 (0.03) (N/A)
DAN2-5 1,12,13 0.24 (0.012) (N/A) 0.22 (0.024) (N/A)
MFIS-1 1...13 0.17 (0.029) (0.005) 0.032 (0.04) ( 0.006)
MFIS-2 1,12 0.36 (0.044) ( 0.008) 0.017 (0.034) ( 0.005)
MFIS-3 1,2,12 0.36 (0.043) ( 0.008) 0.017 (0.032) ( 0.005)
MFIS-4 1,2,12,13 0,19 (0.031) ( 0.006) 0.027 (0.035) ( 0.006)
MFIS-5 1,12,13 0.19 (0.031) ( 0.006) 0.027 (0.035) ( 0.006)
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Figura 4.2: Prediccio´n para la serie de datos Airline.
4.3 The Sunspot data set
El conjunto de datos contiene el nu´mero anual de manchas solares desde 1700 hasta
1987. La serie de datos se considera no lineal y no Gausiana (ve´ase [72]) y se ha
utilizado con frecuencia en la evaluacio´n de modelos no lineales. En la Figura 4.3
se aprecia la serie. Tal como se menciona en [72], se percibe un patro´n c´ıclico de
unos 11 an˜os. Este coincide con los ciclos de 11 y 11.1 an˜os encontrados por S.H.
Schwabe y Johann Rudolf Wolf , respectivamente, en sus estudios (ve´ase [8]). Los
datos del per´ıodo 1700-1920 (221 datos) se han utilizado para evaluar el desempen˜o
de modelos lineales y no lineales, incluyendo modelos basados en redes neuronales: se
toma el per´ıodo mencionado (221 puntos) para entrenamiento y los datos entre 1921
y 1956 (35 puntos) para prono´stico. En [24] y Zhang [72] se han realizado pruebas con
un horizonte de prono´stico adicional, ma´s amplio, incluyendo los datos entre 1921 y
1987 (67 puntos) y en ambos trabajos se utilizan los datos sin realizar transformacio´n
alguna. La evaluacio´n del modelo MFIS se realizo´ utilizando los dos horizontes de
tiempo mencionados y los datos se dejaron sin transformar.
En la Tabla 4.2 se muestran los resultados de varios modelos construidos para la
serie Sunspot. Las medidas de desempen˜o disponibles son el MSE y el MAD. Al final
de dicha tabla se resumen los resultados obtenidos con el modelo MFIS. De nuevo,
el criterio para comparar un modelo con otro es el conjunto de valores rezagados
de la serie que el modelador utilizo´ en sus experimentos. Los modelos obtenidos
muestran un alto grado de precisio´n y, al compararlos con los dema´s, se encuentran
mejoras con respecto a los de redes neuronales, h´ıbridos y ARIMA. En el caso de
los modelos DAN2, se obtuvieron mejoras para dos de los tres modelos reportados
en [24]. El modelo MFIS-4, por ejemplo, muestra una disminucio´n del 39% en el
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Figura 4.3: Serie Sonspot.
MSE de prono´stico para el horizonte de tiempo de 35 puntos, con respecto al modelo
h´ıbrido, y una disminucio´n del 21% en el MSE para el prono´stico en el horizonte
de 67 puntos hacia adelante. Al comparar los resultados con respecto a los modelos
DAN2, teniendo en cuenta la correspondencia de los rezagos usados, se observa un
aumento en el MSE de entrenamiento, acompan˜ado de mejoras apreciables en los
MSE de prono´stico en el corto y largo plazo con respecto a los modelos DAN2-2 y
DAN2-3. Con respecto DAN2-2, por ejemplo, se obtuvo una disminucio´n del MSE
de prono´stico en el corto plazo del 23% y del 8% en el largo plazo. Y con respecto
al DAN2-3 se tienen disminuciones del 32% y 17% en el MSE de prono´stico para el
corto y largo plazo, respectivamente, lo cual indica una alta capacidad de ajuste y
generalizacio´n para la serie.
En las Figuras 4.4(a) y 4.4(b) se muestran los valores reales de la serie y los
valores pronosticados con el modelo MFIS-4 para los horizontes de prono´stico de 35
y 67 puntos hacia adelante, respectivamente.
4.4 The Pollution Equipment data set
Este conjunto de datos contiene las cifras de env´ıos mensuales de equipos de polucio´n
desde enero de 1986 hasta octubre de 1996. Son 130 observaciones, medidas en miles
de francos franceses, presentadas en [48]. En la Figura 4.5, donde se muestran los
datos, pude observarse que la serie no es estacionaria en varianza. Debido a esto,
en [24] y [48] se uso´ una transformacio´n logar´ıtmica antes de construir los modelos.
En la Tabla 4.3 se muestran los resultados obtenidos con varios modelos, segu´n se
reporta en [24]. Uno de ellos es un modelo ARIMA (2, 1, 0)(1, 0, 0)12, mientras que
otros son de redes neuronales. En todos ellos se considero´ dos horizontes de prono´stico:
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Tabla 4.2: Desempen˜o de modelos para la serie de datos Sunspot.
Modelo Rezagos Medidas de Medidas de
Entrenamiento Prediccio´n
35 pts hacia 67 pts hacia
adelante adelante
MSE MSE MSE
(MAD)(MAPE) (MAD)(MAPE) (MAD)(MAPE)
ARIMA N/A N/A (N/A) (N/A) 217 (11.3) (N/A) 306 (13) (N/A)
ANN N/A N/A (N/A) (N/A) 205 (10.2) (N/A) 351 (13.5) (N/A)
Hybrid N/A N/A (N/A) (N/A) 187 (10.8) (N/A) 280 (12.8) (N/A)
DAN2-1 1,3,4,9,10,11 78 (7) (N/A) 145 (9.7) (N/A) 258 (12) (N/A)
DAN2-2 1,2,9,11 95 (7.4) (N/A) 146 (9.6) (N/A) 266 (12.3) (N/A)
DAN2-3 1,2,3,9,10,11 120 (8.4) (N/A) 186 (9.9) (N/A) 267 (12.4) (N/A)
MFIS-2 1,3,4,9,10,11 158 (9.60) ( 0.55) 152 (9.3) ( 0.29) 336 (12.9) ( 0.3)
MFIS-3 1,2,9,11 119 (8.50) ( 0.52) 113 (7.6) ( 0.19) 244 (11.5) ( 0.25)
MFIS-4 1,2,3,9,10,11 142 (9.00) ( 0.5) 127 (8.7) ( 0.27) 221 (10.7) ( 0.26)
(a) 35 puntos hacia adelante. (b) 67 puntos hacia adelante.
Figura 4.4: Prediccio´n para la serie de datos Sunspot.
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uno de un an˜o y otro de dos an˜os.
En la construccio´n de los modelos MFIS se utilizaron los mismos horizontes de
prono´stico y se realizo´ la transformacio´n de los datos utilizada en los trabajos men-
cionados. En los resultados obtenidos (ve´ase los modelos finales de la Tabla 4.3) se
observan mejoras con respecto al MSE de entrenamiento y de prono´stico para ambos
horizontes de tiempo, con respecto a los modelos ARIMA y el de redes neuronales. En
el caso del modelo ARIMA, el MSE de entrenamiento es comparable con el obtenido
con el modelo MFIS. El MSE de prono´stico para un an˜o se redujo en un 12% y el
MSE de prono´stico para dos an˜os se redujo en un 82%. En cuanto al modelo de redes
neuronales, se obtuvo una reduccio´n del MSE de entrenamiento del 13%; del 88% en
el MSE de prono´stico para un an˜o y del 69% en el MSE de prono´stico a dos an˜os. Con
respecto a los modelos DAN2 no se obtuvieron mejoras. El modelo MFIS-3 se con-
sidera el de mejor desempen˜o entre los modelos MFIS obtenidos, dado que el MSE de
entrenamiento es ma´s bajo que para los dema´s modelos MFIS, el MSE de prono´stico
en el corto plazo es comparable al de los dema´s modelos y el MSE de prono´stico en
el horizonte de tiempo largo es menor. En la Figura 4.6(a) se muestran los valores
reales y los valores pronosticados con dicho modelo, para el horizonte de tiempo de
un an˜o. En la Figura 4.6(b) se muestran los resultados para el horizonte de tiempo
de dos an˜os. En ambas figuras puede observarse que, aunque hay un aprendizaje de
la dina´mica de la serie (de manera general), el ajuste no es tan bueno como en el
caso de los modelos construidos para las series Airline y Sunspot. Sin embargo, los
resultados del modelo MFIS con respecto a los modelos de referencia, muestran un
desempen˜o medio.
Figura 4.5: Serie Pollution equipment.
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Tabla 4.3: Desempen˜o de modelos para la serie de datos Pollution equipment.
Modelo Rezagos Medidas de Medidas de
Entrenamiento Prono´stico
1 an˜o 2 an˜os
MSE MSE MSE
(MAD)(MAPE) (MAD)(MAPE) (MAD)(MAPE)
ARIMA 1,2,3,12,13,14,15 0.052 (0.181) 0.025 (0.135) 0.268 (0.395)
ANN 1...12 0.054 (0.188) 0.193 (0.394) 0.146 (0.334)
DAN2-1 1,2,3,12,13,14,15 0.02 (0.101) 0.015 (0.049) 0.025 (0.113)
DAN2-2 1...12 0.019 (0.108) 0.018 (0.106) 0.02 (0.115)
DAN2-3 1...15 0.013 (0.085) 0.01 (0.079) 0.023 (0.119)
MFIS-1 1,2,3,12,13,14,15 0.051 (0.178) (0.027) 0.022 (0.118) (0.014) 0.047 (0.164) (0.02)
MFIS-2 1...12 0.047 (0.177) (0.027) 0.023 (0.109) (0.013) 0.045 (0.16) (0.02)
MFIS-3 1...15 0.044 (0.166) (0.025) 0.023 (0.115) (0.014) 0.042 (0.157) (0.02)
(a) 1 an˜o hacia adelante. (b) 2 an˜os hacia adelante.
Figura 4.6: Prediccio´n para la serie de datos Pollution equipment.
58
4.5 Conclusiones
En este cap´ıtulo se han realizaron pruebas con diferentes series benchmark con el fin de
establecer la efectividad de los modelos MFIS en la modelacio´n de series temporales.
Los datos utilizados corresponden a series usadas comu´nmente en la evaluacio´n de
modelos de prediccio´n y exhiben caracter´ısticas de no linealidad y no estacionalidad
adecuadas para probar la capacidad de generalizacio´n de los modelos. En la mayor´ıa
de los casos examinados se obtuvieron desempen˜os superiores con los modelos MFIS,
evidenciados en errores de prono´stico menores, lo cual indica una alta capacidad de
generalizacio´n. Con una de las series, sin embargo, se observo´ un desempen˜o menor
a uno de los modelos competidores (DAN2), aunque mostrando mejoras con respecto
a los dema´s modelos para la misma serie.
La efectividad se establecio´ usando medidas como MSE, MAD y MAPE. Aunque,
en general, se encontraron resultados superiores con el modelo MFIS, se requiere de
una mayor experimentacio´n para establecer sus bondades o falencias en el estudio de
feno´menos que se hayan modelado a trave´s de series temporales.
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Cap´ıtulo 5
Modelado de la demanda mensual
de electricidad en Colombia usando
sistemas de inferencia borrosa
multidimensionales
5.1 Introduccio´n
Despue´s de evaluar en el cap´ıtulo previo los modelos MFIS propuestos con algunas
series benchmark, en este cap´ıtulo se realiza una aplicacio´n a un caso pra´ctico: la
demanda mensual de electricidad en Colombia. Se pretende estudiar la capacidad
del modelo para capturar la dina´mica de la serie y las posibilidades de avance en
el entendimiento del problema que pueda llegar a tenerse usando modelos MFIS. A
continuacio´n se realiza una introduccio´n breve al problema de la demanda de electri-
cidad.
La importancia que posee la energ´ıa ele´ctrica en el desarrollo de las sociedades
es innegable y como consecuencia de esta importancia se han querido buscar mejores
servicios por parte de los agentes que intervienen en su produccio´n y distribucio´n.
Surgen entonces requerimientos en cuanto a factores que determinan la calidad del
servicio, como la capacidad de suministrar la energ´ıa con un nu´mero mı´nimo de inte-
rrupciones y con los menores costos posibles (ve´ase [6]). La capacidad de determinar
en el largo y corto plazo cua´l sera´ la demanda de energ´ıa ele´ctrica es un componente
de gran importancia en la consecucio´n de estos requerimientos. Tambie´n es de suma
importancia la capacidad que tengan los agentes del mercado ele´ctrico de entender el
comportamiento de la demanda.
Varios autores han sen˜alado caracter´ısticas de los mercados de energ´ıa ele´ctrica que
muestran las complejidades y particularidades en el modelamiento de este problema
frente al comportamiento de otros mercados. Se tienen por ejemplo los procesos de
desregularizacio´n y liberalizacio´n tendientes a conseguir una atencio´n oportuna de la
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demanda (ve´ase [61]), la existencia de avances tecnolo´gicos para optimizar el uso de
la energ´ıa, los esfuerzos gubernamentales por conseguir tambie´n un uso eficiente de la
energ´ıa, la existencia de patrones clima´ticos con efectos importantes sobre la demanda
en algunos mercados y la presencia de complejidades particulares para diferentes
niveles de agregacio´n temporal, entre otras caracter´ısticas (ve´ase [20]).
Para modelar y pronosticar la demanda de electricidad con sus complejas carac-
ter´ısticas se han utilizado modelos estad´ısticos (como en [12]) y de inteligencia com-
putacional (ve´se por ejemplo [1] y [46]), con diferentes niveles de agregacio´n temporal.
En algunos enfoques se usan variables explicativas y en otros se utilizan te´cnicas uni-
variadas. En la Tabla 5.1 se reproducen los resultados de una revisio´n de te´cnicas
realizada en [20]. La aplicacio´n que se presenta aqu´ı se suma a las realizadas en
a´rea de inteligencia computacional. Se explora la capacidad de los modelos MFIS
para describir el comportamiento de la variable bajo estudio con modelos simples de
regresio´n en regiones particulares del espacio de entrada.
El propo´sito de este cap´ıtulo es modelar la demanda mensual de energ´ıa ele´ctrica
en Colombia, con modelos MFIS, observar las propiedades de los modelos, determinar
su ayuda en la comprensio´n de la serie y comparar los resultados con los arrojados
por otros modelos. Se utiliza la serie de datos sin variables explicativas, siguiendo el
enfoque en [20], dadas las ventajas que supone esta estrategia frente a las dificultades
en la seleccio´n y correcto uso de variables explicativas. Las medidas de desempen˜o
observadas son MSE, MAD y MAPE. Los rezagos de la serie se establecieron con
ayuda de las indicaciones metodolo´gicas mostradas en el Cap´ıtulo 2. Aunque es
posible que otros conjuntos de regresores sean ma´s apropiados para este problema, se
trabajo´ con los sugeridos ma´s adelante con el propo´sito de evaluar la utilidad de los
modelos MFIS en la tarea de modelamiento y, tambie´n, de evaluar la calidad de los
resultados con respecto a otros modelos. En la revisio´n de las propiedades de uno de
los modelos construidos se incluye el ana´lisis de los grupos (clusters) que resultan en
su construccio´n, con respecto a la serie. A pesar de que el modelo MFIS es de tipo
caja negra, dado que no se tiene un significado expl´ıcito de los conjuntos borrosos
encontrados, es interesante observar la relacio´n que existe entre las caracter´ısticas de
la serie y los grupos de datos encontrados durante la construccio´n de los modelos.
Para establecer la capacidad de generalizacio´n de los modelos MFIS en este pro-
blema pra´ctico, se comparo´ los resultados con los obtenidos a trave´s de otros mode-
los, como redes neuronales autoregresivas y perceptrones multicapa. Dichos modelos
se usaron segu´n las directrices presentadas en [69] y se seleccionaron aquellos con
menores errores de prediccio´n.
En las siguientes secciones se exponen los modelos MFIS construidos, se analizan
los resultados y se presentan las conclusiones sobre la aplicacio´n de los modelos a la
demanda de electricidad.
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Tabla 5.1: Diferentes modelos para la demanda de energ´ıa ele´ctrica (tomado de [20]).
Regio´n Te´cnica/Modelo Variables Informacio´n
Arabia Saudita Redes abductivas Clima, demograf´ıa, Mensual
indicadores econo´micos
Delhi Redes neuronales Poblacio´n, clima 1984-1993
Chile Panel de datos Mensual, 1995-2001
Israel Regresio´n dina´mica Trimestral
Cointegracio´n
Turqu´ıa Ana´lisis de cliclos Anual, 1988-1997
N Cyprus Regresio´n multiple Consumidores, precio, Anual, 1988-1997
turistas
Espan˜a ARIMA Mensual, 1980-1996
Estados Unidos Funciones de Clima, precio, ingresos Mensual, 1969-1990
transferencia
Grecia Clima´ticas Diario y mensual
Nueva Zelanda Regresio´n lineal GDP, ingreso, precio Anual, 1965-1999
mu´ltiple
L´ıbano Cointegracio´n PIB, total importaciones 1993-1997
L´ıbano AR, ARIMA, Mensual
h´ıbrido
Grecia Funciones de Ingresos, temperatura, Mensual, trimestral
transferencia precio
Colombia Red neurodifusa PIB, consumo ACPM, Mensual, 1:1999-12:2004
Perceptro´n multicapa temperatura superficial
Componentes del oce´ano, tarifa de la
principales energ´ıa, consumo de
gas natural
Regio´n Sur- Funciones Spline Hora, d´ıa, mes Horario, 1:2001-11:2004
Occidente de ARIMA
Colombia Un modelo para cada
hora del d´ıa
Demanda de ARIMA Horario, 1:2001-12:2001
una empresa Un modelo para cada
Colombiana hora del d´ıa
Colombia ARIMA con Hora 12:00 1:1996-8:2002
intervenciones
Colombia No especificados PIB, tarifas de la energ´ıa, Anual
crecimiento de la
poblacio´n
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5.2 Modelo MFIS construido a partir de los datos
de demanda de electricidad
Para la construccio´n de los modelos se utilizaron los datos de demanda mensual de
electricidad (en miles de GWh-mes) desde agosto de 1995 hasta enero de 2007 (138
observaciones). Los primeros 126 datos se utilizaron para entrenamiento y los u´ltimos
12, correspondientes al per´ıodo entre febrero de 2006 y enero 2007, se utilizaron para
pronosticar un paso adelante. No se realizo´ transformacio´n alguna sobre los datos
antes de usar los modelos. En la Figura 5.1 se muestra la serie. Puede observarse
un per´ıodo de crecimiento inicial seguido de una ca´ıda y luego una tendencia de
crecimiento sostenido, a partir de 2000.
Figura 5.1: Demanda mensual de electricidad (miles de GWh-mes).
Los modelos obtenidos para esta serie de datos se construyeron segu´n se indica en
el Cap´ıtulo 2. Se utilizaron varias especificaciones, que se reportan en la Tabla 5.2.
Para cada conjunto de rezagos tenidos en cuenta se entreno´ el modelo con un nu´mero
inicial de grupos hmin = 1 y tambie´n se realizaron experimentos con un nu´mero fijo
de grupos para examinar posteriormente las regiones con base en las cuales el modelo
construyo´ dichos grupos . La columna donde se muestra la configuracio´n del nu´mero
de grupos indica, para cada modelo, si este para´metro de configuracio´n se dejo´ fijo o
variable. Como se observa en la tabla, las medidas de desempen˜o usadas indican una
alta capacidad de generalizacio´n. El MSE de prono´stico, en la mayor´ıa de los casos,
es pro´ximo al MSE de entrenamiento lo cual puede ser un indicativo de la ausencia
de sobre ajuste y de falta de ajuste.
De los diferentes modelos obtenidos, MFIS-7 y MFIS-4-2 superan las pruebas de
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diagno´stico de manera ma´s satisfactoria que los dema´s. Y de ellos, MFIS-7 es un
buen candidato para modelamiento y prono´stico, dado que es superior en cuanto a
las medidas de desempen˜o MAD, MAPE y R2 tanto en la etapa de entrenamiento
como en la etapa de validacio´n. En la Figura 5.2 se muestra los valores reales de la
serie (en color negro) y los valores pronosticados (en color azul). Se proporcionan
tambie´n, con l´ıneas continuas, las bandas de confianza del 95%. La Tabla 5.3 resume
los para´metros del modelo, cuya estructura es la de la ecuacio´n 2.5. Los centros se
utilizan en el ca´lculo de los grados de pertenencia µ(x) a trave´s de una funcio´n de
distancia, D (ve´ase la seccio´n 2.2).
Tabla 5.2: Desempen˜o de modelos MFIS para la serie de demanda de electricidad.
Modelo Rezagos Config. Num. Medidas de Medidas de
Num. Grupos Entrenamiento Prono´stico
Grupos 1 an˜o adelante
MFIS-1 1,2 Variable 1 0.01401 0.01799
(0.08969)(0.02474) (0.09677)(0.02237)
MFIS-1-2 1,2 Fijo 2 0.01387 0.04633
(0.09135)(0.02498) (0.19873)(0.04499)
MFIS-2 1,2,3 Variable 1 0.01241 0.01601
(0.08537)(0.02357) (0.0968)(0.02242)
MFIS-2-2 1,2,3 Fijo 2 0.01234 0.03756
(0.086)(0.02361) (0,17751)(0,04025)
MFIS-3 1,2,6,7 Variable 1 0.0106 0.01162
(0.07429)(0.02056) (0.07583)(0.01769)
MFIS-3-2 1,2,6,7 Fijo 2 0.01126 0.06637
(0.07903)(0.02149) (0.23032)(0.05203)
MFIS-4 1,2,6,7,12,13 Variable 3 0.00337 0.0038
(0.0431)(0.01179) (0.04519)(0.01037)
MFIS-4-2 1,2,6,7,12,13 Fijo 2 0.00421 0.00685
(0.04834)(0.01317) (0.07457)(0.01696)
MFIS-5 1,6,7,12,13 Variable 1 0.00504 0.00552
(0.05275)(0.01443) (0.05672)(0.01301)
MFIS-5-2 1,6,7,12,13 Fijo 2 0.00439 0.00586
(0.04936)(0.0135) (0.06562)(0.01495)
MFIS-6 1,2,6,12,13 Variable 3 0.0035 0.00369
(0.04326)(0.0118) (0.04608)(0.0105)
MFIS-6-2 1,2,6,12,13 Fijo 2 0.00427 0.00536
(0.0476)(0.01299) (0.06409)(0.01461)
MFIS-7 1,2,6,12,13,24 Variable 2 0.003 0.00515
(0.04379)(0.01182) (0.05928)(0.01374)
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Tabla 5.3: Especificacio´n del modelo MFIS-7.
Para´metro Valor Para´metro Valor
(en la regla) (en el centro)
Regla 1
φ0 -2.03462
φ1 -0.24203 h1 3.74639
φ2 -0.10001 h2 3.75947
φ3 0.34677 h3 3.70257
φ4 -0.25296 h4 3.64062
φ5 0.19378 h5 3.62758
φ6 1.74936 h6 3.53875
Regla 2
φ0 2.46570
φ1 1.30619 h1 3.45372
φ2 0.21444 h2 3.35598
φ3 -0.46938 h3 3.42273
φ4 1.09627 h4 3.48458
φ5 -1.17358 h5 3.49829
φ6 -0.73779 h6 3.49874
Figura 5.2: Prediccio´n para la serie de datos de la demanda ele´ctrica mensual en
Colombia. Modelo MFIS-7.
La gra´fica de prediccio´n y las medidas usadas en el metadiagno´stico (MAD,
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(a) Gra´fico de dispersio´n y funciones de perte-
nencia (restringidas a 2D).
(b) Demanda de electricidad con indicacio´n de
particio´n (3.6 GWh-mes).
Figura 5.3: Agrupamiento de datos realizado por el modelo MFIS-7.
MAPE) muestran en general que el modelo sigue de cerca el comportamiento de
la serie. En [20] se estudio´ esta serie de tiempo a trave´s del ana´lisis de componentes
no observables y se encontro´ una tendencia subyacente que indica una ca´ıda en 1998
seguida de una fase de transicio´n en el primer semestre de 1999 y finalmente un cre-
cimiento sostenido desde el an˜o 2000. El modelo MFIS capturo´ adecuadamente esta
dina´mica, segu´n se observa en la Figura 5.2.
El modelo, como se expone en el Cap´ıtulo 2, esta´ formado por varias reglas bo-
rrosas, cada una de las cuales se deriva de un conjunto borroso. En la construccio´n
de dichos conjuntos se establece unas regiones importantes para el ajuste del modelo
a los datos. En el caso del modelo MFIS-7 las regiones esta´n definidas en un espacio
de 6 dimensiones, correspondientes a los rezagos 1, 2, 6, 12, 13 y 24. Al examinar
el modelo, se encuentra que se detectaron dos regiones. La Figura 5.3(a) ilustra, a
trave´s de curvas de nivel, las funciones de pertenencia de los conjuntos borrosos aso-
ciados a las regiones (se restringe la visualizacio´n a dos dimensiones para facilitar la
representacio´n gra´fica). Se incluyen los datos, con c´ırculos en color azul, y los centros
de los conjuntos, en color rojo. Las dos superficies que representan las funciones de
pertenencia se interceptan en la recta r2 = −0.7254r1 + 6.1692. El tria´ngulo en color
negro indica el punto de dicha interseccio´n que esta´ ma´s cercano a los centros.
El nivel de demanda correspondiente al punto de interseccio´n representado con el
tria´ngulo en la Figura 5.3(a) se adiciono´ a la serie de datos en la Figura 5.3(b). All´ı
puede observarse que dicho nivel de demanda indica que en el lapso de tiempo entre
1995 y el segundo semestre de 2001 existe una dina´mica con diferencias significativas
a la del per´ıodo que abarca desde 2002 en adelante. Al revisar el ana´lisis de las
tendencias en [20], se encuentra que es bastante espec´ıfico, mientras que los modelos
locales usados en MFIS realizan una distincio´n ma´s amplia, al parecer entre un per´ıodo
de oscilacio´n y un per´ıodo de tendencia.
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Es importante recalcar que las regiones encontradas durante el entrenamiento del
modelo MFIS son puntos de partida para la construccio´n de conjuntos borrosos. Una
vez el modelo dispone de estos conjuntos, los l´ımites entre ellos son difusos y existen
cambios de nivel suaves entre uno y otro. Las regiones, y los conjuntos basados en
ellas, se determinan por el algoritmo con base en el mejor ajuste del modelo a los datos
y no en todos los casos es factible realizar una interpretacio´n de dichas particiones en
te´rminos del feno´meno que se esta´ modelando.
5.3 Contraste de resultados con otros modelos no
lineales
La comparacio´n de los resultados obtenidos con los modelos MFIS en la prediccio´n
de la demanda de electricidad, con respecto a otros modelos, dara´ una imagen de su
capacidad descriptiva y de generalizacio´n. Para tal propo´sito se utilizaron los modelos
MLP (multilayer perceptron) y ARNN (autoregressive neural network) reportados
en [69]. De los diversos modelos MLP y ARNN obtenidos se seleccionaron aquellos
con mejor desempen˜o teniendo en cuenta so´lo el MSE obtenido en el prono´stico de la
demanda un an˜o hacia adelante. En la Tabla 5.4 se resumen los resultados, incluyendo
los obtenidos con los modelos MFIS.
Al comparar los resultados de la Tabla 5.4 se encuentra que el MSE de entre-
namiento del los modelos MFIS-1, MFIS-2, MFIS-3 y MFIS-5 tuvo desmejoras con
respecto a los otros modelos, al ser ma´s alto entre un 21% y un 37%. Los modelos
MFIS-4 y MFIS-6 y MFIS-7 tuvieron mejoras al presentar disminuciones del MSE en-
tre un 16% y un 32%. En cuanto a la medida de desempen˜o para el prono´stico 1 an˜o
hacia adelante, las diferencias son ma´s amplias. MFIS-4 tuvo una ligera mejora del
2% sobre el modelo ARNN-4 mientras que desmejoro´ un 2% con respecto al MLP-4.
Los modelos MLP-3 y ARNN-3 se mostraron superiores al presentar disminuciones del
56% y 98%, respectivamente, con respecto al modelo MFIS-3 en la configuracio´n de
rezagos 1,2,6,7. A su vez, los modelos MLP-6 y ARNN-6 presentaron disminuciones
del 105% y 50% con respecto a MFIS-6 en la configuracio´n con rezagos 1,2,6,12,13.
Para las dema´s configuraciones de rezagos, MFIS tuvo tambie´n desempen˜os inferio-
res, pero con diferencias ligeras. Es importante notar que los modelos ARNN y MLP
muestran, en la mayor´ıa de los casos estructuras complejas, con 5 capas ocultas o
ma´s, mientras que los modelos MFIS no sobrepasaron las tres reglas borrosas, que
refleja una estructura simple.
La capacidad de generalizacio´n (que tambie´n puede observarse en la Figura 5.2)
se muestra cercana en muchos casos a la mostrada por los modelos MLP y ARNN,
aunque hay algunos casos de desempen˜o muy superior en estos u´ltimos modelos.
Posiblemente las estructuras ma´s complejas de los mismos permitan un mejor ajuste
a la dina´mica de la serie.
67
Tabla 5.4: Desempen˜o de varios modelos para la serie de demanda de electricidad.
Modelo Rezagos Medidas de Entrenamiento Medidas de Prono´stico
1 an˜o adelante
MSE MSE
(MAD)(MAPE) (MAD)(MAPE)
MLP-1(H=9) 1,2 0.01155 (0.08301) (0.02278) 0.01521 (0.09792) (0.02267)
ARNN-1(H=3) 1,2 0.01187 (0.08403) (0.02309) 0.01593 (0.09142) (0.02116)
MFIS-1 1,2 0.01401 (0.08969) (0.02474) 0.01799 (0.09677) (0.02237)
MLP-2(H=9) 1,2,3 0.01041 (0.08025) (0.02206) 0.01412 (0.08675) (0.02016)
ARNN-2(H=5) 1,2,3 0.01110 (0.08131) (0.02243) 0.01445 (0.08527) (0.01981)
MFIS-2 1,2,3 0.01241 (0.08537) (0.02357) 0.01601 (0.0968) (0.02242)
MLP-3(H=7) 1,2,6,7 0.00790 (0.06390) (0.01758) 0.00743 (0.07246) (0.01680)
ARNN-3(H=5) 1,2,6,7 0.00773 (0.06424) (0.01762) 0.00586 (0.05919) (0.01382)
MFIS-3 1,2,6,7 0.0106 (0.07429) (0.02056) 0.01162 (0.07583) (0.01769)
MLP-4(H=5) 1,2,6,7,12,13 0.00483 (0.04993) (0.01365) 0.00372 (0.05114) (0.01176)
ARNN-4(H=1) 1,2,6,7,12,13 0.00482 (0.04972) (0.01360) 0.00388 (0.05197) (0.01195)
MFIS-4 1,2,6,7,12,13 0.00337 (0.0431) (0.01179) 0.0038 (0.04519) (0.01037)
MLP-5(H=10) 1,6,7,12,13 0.00407 (0.04675) (0.01277) 0.00302 (0.03957) (0.00913)
ARNN-5(H=8) 1,6,7,12,13 0.00465 (0.05022) (0.01379) 0.00411 (0.04657) (0.01074)
MFIS-5 1,6,7,12,13 0.00504 (0.05275) (0.01443) 0.00552 (0.05672) (0.01301)
MLP-6(H=10) 1,2,6,12,13 0.00415 (0.04568) (0.01252) 0.00180 (0.03793) (0.00870)
ARNN-6(H=5) 1,2,6,12,13 0.00439 (0.04799) (0.01318) 0.00246 (0.03983) (0.00909)
MFIS-6 1,2,6,12,13 0.0035 (0.04326) (0.0118) 0.00369 (0.04608) (0.0105)
MLP-7(H=6) 1,2,6,12,13,24 0.00441 (0.04722) (0.01273) 0.00374 (0.05234) (0.01208)
ARNN-7(H=2) 1,2,6,12,13,24 0.00428 (0.04813) (0.01298) 0.00369 (0.05130) (0.01186)
MFIS-7 1,2,6,12,13,24 0.003 (0.04379) (0.01182) 0.00515 (0.05928) (0.01374)
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5.4 Conclusiones
En este cap´ıtulo se ajustaron varios modelos de inferencia borrosa multidimensional
(MFIS) a la serie de demanda ele´ctrica en Colombia. Se estudiaron las propiedades
de uno de ellos y se establecio´ algunas indicaciones de interpretabilidad del parti-
cionamiento conseguido por el modelo, en te´rminos del problema tratado. Tambie´n
se comparo´ los resultados con modelos MLP y ARNN.
Se encontro´ que es factible realizar interpretaciones de las regiones del espacio
de entrada que se construyen en la especificacio´n del modelo MFIS, en te´rminos del
feno´meno bajo estudio. Ellas podr´ıan dar un indicativo de dina´micas marcadamente
distintas en la serie y apoyar un juicio experto en el ana´lisis del feno´meno. Sin
embargo, no siempre es posible contar con una interpretacio´n plausible de dichas
regiones ni visualizarlas adecuadamente.
Las interacciones entre las variables involucradas en la descripcio´n de un feno´meno
como el de la demanda ele´ctrica pueden exhibir comportamientos definidos en regiones
que dif´ıcilmente pueden visualizarse cuando la cantidad de variables es alta. En estos
casos las regiones n-dimensionales construidas le dan al modelo la capacidad para
detectar estos comportamientos.
Al comparar el desempen˜o de los modelos MFIS con los modelos MLP y ARNN
se encuentra un desempen˜o similar, aunque en la mayor´ıa de los casos con un MSE de
prono´stico mayor, lo cual indica la superioridad de los otros modelos en la capacidad
de generalizacio´n. No obstante, la magnitud de las medidas es un indicativo de un
muy buen ajuste a la dina´mica de la serie tanto en el per´ıodo de entrenamiento como
en el per´ıodo de validacio´n y de una promisoria capacidad de generalizacio´n para los
modelos MFIS.
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Cap´ıtulo 6
Conclusiones y trabajo futuro
En esta tesis se formularon varios problemas concernientes a los sistemas de inferencia
borrosa multidimensionales, mencionados a continuacio´n:
1. La utilizacio´n del agrupamiento se ha visto como un paso de las metodolog´ıas,
cuyo resultado se afina una vez se han construido las reglas del sistema. No se
ha explorado la construccio´n de los grupos de manera que la inclusio´n de uno
u otro este dictada por su aporte en la descripcio´n de la dina´mica de la serie.
Ma´s au´n, se desconoce cua´l metodolog´ıa de agrupamiento ser´ıa ma´s adecuada
para las series temporales.
2. En los algoritmos de agrupamiento que se usan comu´nmente hay dependencia
de los puntos iniciales escogidos. Esto ocasiona que haya diversas estructuras
posibles del modelo para diversos puntos de partida.
3. Los criterios para determinar el nu´mero apropiado de grupos (y de reglas aso-
ciadas) utilizan procedimientos de validacio´n de grupos o procedimientos de
particionamiento sobre los datos. No se ha observado que el nu´mero adecuado
de grupos se asocie a la capacidad del sistema para describir adecuadamente la
dina´mica de la serie.
4. Las metodolog´ıas no esta´n vinculadas al conocimiento propio de la Econometr´ıa
y el modelamiento estad´ıstico de series temporales.
5. El uso de dichos sistemas para el modelado y la prediccio´n de series temporales
no lineales es muy escaso y existe poca experiencia con series temporales de tipo
econo´mico.
Para avanzar en la solucio´n de estos problemas se plantearon los siguientes obje-
tivos:
1. Proponer un mecanismo de particionamiento o agrupamiento que incluya o
descarte grupos con base en el aporte del modelo en la descripcio´n de la dina´mica
de la serie.
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2. Proponer un mecanismo de particionamiento o agrupamiento que mitigue la
dependencia de puntos iniciales.
3. Proponer un criterio para establecer la complejidad del modelo con base en el
desempen˜o global del sistema y que sea independiente de criterios de validez del
algoritmo de agrupamiento.
4. Formular una metodolog´ıa para el modelamiento y prediccio´n de series tempo-
rales no lineales, que haga uso de los sistemas de inferencia borrosa en cuestio´n.
Dicha metodolog´ıa debera´ estar basada en el modelamiento estad´ıstico de series
temporales.
5. Utilizar el modelo y la metodolog´ıa obtenidos para analizar series benchmark,
que permitan comparar el desempen˜o del modelo.
6. Utilizar el modelo y la metodolog´ıa obtenidos para analizar una o ma´s series
reales, de tipo econo´mico.
A continuacio´n se menciona la forma en que se contribuyo´ al cumplimiento de los
objetivos trazados.
1. Propuesta de un mecanismo de particionamiento que incluya o descarte grupos
con base en el aporte del modelo en la descripcio´n de la dina´mica de la serie.
El propo´sito del agrupamiento es, generalmente, encontrar unos conjuntos bo-
rrosos con los cuales se crean prototipos de las reglas borrosas y el sistema
se afina en una etapa posterior. Si el origen de los grupos es un algoritmo
de agrupamiento, pueden obtenerse diversas configuraciones si los puntos de
partida del algoritmo se var´ıan. Por tanto, se busco´ un origen de los grupos
diferente, que permitiera encontrar configuraciones de grupos con base en el
aporte a la descripcio´n de la dina´mica de la serie. Dado que los algoritmos
de particionamiento en los que se basa MARS (Multivariate Adaptive Regres-
sion Splines) tienen la propiedad de encontrar regiones del espacio de entrada
a las que se asocian modelos de regresio´n simples con base en la descripcio´n
de la funcio´n modelada y que dicha particio´n no depende de puntos aleatorios
de inicio, se investigo´ estas te´cnicas. En dicho proceso de investigacio´n se en-
contro´ que los modelos de particionamiento recursivo de MARS y los sistemas
borrosos multidimensionales (con un grupo por cada regla) tienen similitudes
interesantes en su estructura, lo cual brinda posibilidades de exploracio´n con-
junta de ambos to´picos: agrupamiento y particionamiento. Se adapto´ entonces
dicho esquema de particionamiento para la construccio´n de los sistemas MFIS
de tal manera que las regiones del espacio de entrada que el algoritmo produce
sirvieran como base para la construccio´n de los conjuntos borrosos del sistema
de inferencia. Todo esto se integro´ de tal manera que una configuracio´n de re-
giones con una particio´n adicional (y los grupos borrosos asociados) es admitida
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so´lo si la dina´mica de la serie es descrita de una manera ma´s precisa que con la
configuracio´n de regiones previa. A su vez las variables escogidas para realizar
las particiones se establecen teniendo en cuenta la capacidad de descripcio´n de
la dina´mica de la serie. No obstante los resultados alentadores obtenidos, puede
experimentarse con algoritmos de agrupamiento existentes para encontrar posi-
bles resultados favorables en un esquema ma´s complejo, basado en los modelos
MFIS ya obtenidos. Igualmente es necesario realizar experimentos en los cuales
se hagan optimizaciones combinatorias con las variables incluidas en los conse-
cuentes de las reglas, dado que el enfoque incremental simple que se adopto´ en
el presente trabajo no arrojo´ resultados favorables.
2. Propuesta de un mecanismo de particionamiento o agrupamiento que mitigue
la dependencia de puntos iniciales.
Como ya se menciono´, una de las propiedades del mecanismo de particionamiento
adoptado es que no se requiere partir de puntos aleatorios, como en otros algo-
ritmos usados para la obtencio´n de los grupos. De esta manera las particiones,
y los grupos borrosos derivados de ellas, tienen una manera reglada de genera-
cio´n y, para una configuracio´n dada, se obtendra´ el mismo sistema borroso en
ejecuciones sucesivas. Esta situacio´n no siempre se presenta cuando en la con-
struccio´n de los sistemas borrosos se empieza con un algoritmo de agrupamiento
basado en puntos de partida aleatorios, o dictados por el modelador.
3. Propuesta de un criterio para establecer la complejidad del modelo con base en
el desempen˜o global del sistema y que sea independiente de criterios de validez
del algoritmo de agrupamiento.
Para lograr este objetivo se incluyo´ en la metodolog´ıa y en los algoritmos de
entrenamiento un criterio de parada que fue propuesto en [23]. En dicho trabajo
este criterio ayuda a determinar el nu´mero adecuado de capas en la red neu-
ronal, mientras que en el modelo MFIS propuesto aqu´ı, ayuda a determinar el
nu´mero adecuado de regiones en que debe particionarse el espacio de las varia-
bles de entrada, que sera´ igual al nu´mero de grupos borrosos para el sistema de
inferencia. Al no estar basado en el resultado de un algoritmo de agrupamiento,
este me´todo evita el uso de criterios de validacio´n de grupos u otros criterios
basados en la correctitud del agrupamiento.
4. Formulacio´n de una metodolog´ıa para el modelamiento y prediccio´n de series
temporales no lineales, que haga uso de los sistemas de inferencia borrosa en
cuestio´n.
Para el alcance de este objetivo se tomo´ los aportes metodolo´gicos de [64], [66]
y [68] y se los adapto´ al caso de los modelos MFIS propuestos. La metodolog´ıa
formulada adiciono´ fundamentos de la estad´ıstica al proceso de construccio´n de
los modelos y permitio´ guiar de manera ma´s formal la construccio´n de los mis-
mos. Con las herramientas desarrolladas, el modelador podra´ concentrarse en
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la especificacio´n de las entradas del sistema y en el ajuste de los para´metros de
tolerancia al error, dado que el nu´mero de reglas se establece automa´ticamente
con un criterio que tiene en cuenta un equilibrio entre el sobre-entrenamiento
y la falta de entrenamiento. Dado que los modelos construidos tienen una es-
tructura que puede diferir de otras propuestas, la metodolog´ıa debera´ adaptarse
si se desea aplicar con otros esquemas de sistema de inferencia. Adema´s de la
parte estructural del modelo, la parte dina´mica (algor´ıtmica) tambie´n influye
en aplicabilidad de la metodolog´ıa. Por ejemplo, si los algoritmos usados para
identificar un sistema de inferencia no incluyeran un criterio de parada, que equi-
librara el sobre-ajuste y la falta de ajuste, debera´ modificarse la metodolog´ıa
para indicar al modelador que debe examinar la complejidad del modelo.
5. Ajuste del modelo con series benchmark, que permitan comparar el desempen˜o
del mismo.
Se obtuvo resultados alentadores con series benchmark como Airline Passen-
ger, Sunspot y Pollution Equipment, utilizadas con frecuencia para evaluar el
desempen˜o de modelos no lineales de series temporales. Se muestra con di-
chos resultados una muy buena capacidad de generalizacio´n en los modelos
construidos, sobrepasando las medidas de desempen˜o de la mayor´ıa de mode-
los encontrados en los trabajos mencionados (que incluyen modelos no lineales
como DAN2). Despue´s de contar con evidencia de resultados comparables o
superiores a los de otros modelos no lineales actuales, puede explorarse en cam-
pos pra´cticos las condiciones y tipos de problemas para los cuales resultan ma´s
acertados los modelos propuestos en esta tesis.
6. Utilizacio´n del modelo y la metodolog´ıa obtenidos para analizar una o ma´s series
reales, de tipo econo´mico.
Como caso real de aplicacio´n se escogio´ el problema de modelado de la demanda
ele´ctrica en Colombia. Durante el modelamiento de esta serie se observo´ la opor-
tunidad de interpretar, aunque con limitaciones, la configuracio´n de particiones
encontradas por los algoritmos implementados y apoyar un juicio experto en
el ana´lisis del feno´meno bajo estudio. La interpretabilidad es un to´pico au´n
por explorar, aunque se observa que es ma´s factible realizarla en condiciones
donde las particiones se llevan a cabo en pocas dimensiones de los vectores de
entrada. Por otro lado, se observa un desempen˜o similar de los modelos MFIS,
con respecto a modelos como los perceptrones multicapa (MLP) y las redes
nueronales autorregresivas (ARNN), aunque en la mayor´ıa de los casos con un
MSE de prono´stico mayor, lo cual indica la superioridad de los otros modelos
en la capacidad de generalizacio´n. No obstante, la magnitud de las medidas de
desempen˜o es un indicativo de un muy buen ajuste a la dina´mica de la serie
tanto en el per´ıodo de entrenamiento como en el per´ıodo de validacio´n y de una
promisoria capacidad de generalizacio´n para los modelos MFIS.
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Al igual que con las series benchmark, es conveniente realizar ma´s experi-
mentacio´n con los modelos propuestos aqu´ı, de tal manera que se los pueda
usar con mejor provecho despue´s de ganar conocimiento en las a´reas y condi-
ciones con que resultan ser ma´s productivos.
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La prediccio´n de series temporales no lineales ha sido un problema vigente durante
las u´ltimas dos de´cadas. Existen diversos modelos para su ana´lisis, que se clasifican
en lineales y no lineales. Dentro de los no lineales se tienen algunos no parame´tricos
como las redes nueronales y los sistemas de inferencia borrosa, que han obtenido una
atencio´n considerable dada su capacidad para reproducir dina´micas no lineales.
En el campo espec´ıfico de los sistemas de inferencia borrosa hay muchas rami-
ficaciones en cuanto a su uso para el ana´lisis de series temporales. Entre los enfo-
ques existentes se encuentra el uso de conjuntos borrosos multidimensionales para la
identificacio´n del modelo. Esta estrategia mitiga algunos problemas de desempen˜o
presentados por los sistemas de inferencia borrosa que realizan particiones en cada
dimensio´n del espacio de entrada. Sin embargo, la utilidad de este enfoque particular
no se ha explorado con profundidad en el campo de las series temporales. A su vez,
existen aspectos tanto metodolo´gicos como de disen˜o del sistema que dan lugar a
interrogantes por resolver.
De la problema´tica encontrada con respecto a estos sistemas, se pretende avan-
zar en esta investigacio´n con respecto a algunos to´picos, como son: la tendencia a
considerar la construccio´n de los grupos borrosos como una etapa inicial de la cons-
truccio´n del modelo y no como un paso ligado desde el comienzo a la explicacio´n de la
dina´mica de la serie; la dependencia de puntos aleatorios de partida en los algoritmos
de agrupamiento usados; la carencia de pra´cticas metodolo´gicas que gu´ıen un proceso
de contruccio´n de modelos de una manera ma´s objetiva y basada en herramientas
estad´ısticas y, finalmente, la carencia de experiencia en el uso de estos modelos con
series de tipo econo´mico.
La investigacio´n permitio´ encontrar un modelo y un procedimiento de identifi-
cacio´n que mitigan las falencias sen˜aladas. El modelo esta´ basado en caracter´ısticas
de la herramienta de regresio´n MARS, de la cual se tomaron aspectos de suma impor-
tancia como la capacidad de optimizar simulta´neamente los para´metros y la estructura
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del modelo y la construccio´n de particiones o´ptimas en el espacio de entrada. Se adop-
taron herramientas metodolo´gicas basadas en estad´ıstica que mejoraron el proceso de
construccio´n y evaluacio´n de modelos.
La capacidad de generalizacio´n de los modelos MFIS (multidimensional fuzzy in-
ference system) construidos se comparo´ con la de otros modelos, principalmente DAN2
(dynamic architecture for artificial neural networks). Se encontraron resultados su-
periores con respecto a la mayor´ıa de los modelos revisados, usando medidas de de-
sempen˜o como SSE (error sum of squares), MSE (mean square due to error) y MAD
(mean absolute deviation). Por otro lado, la aplicabilidad en el campo de las series de
tipo econo´mico se probo´ con el modelamiento de la demanda mensual de electricidad
en Colombia.
Los hallazgos del trabajo incluyen un indicio claro de que estos sistemas de in-
ferencia son promisorios en el modelado y prediccio´n de series temporales, cuando
se potencian con herramientas metodolo´gicas que gu´ıen su uso. Adicionalmente, se
elimino´ la dependencia de puntos aleatorios de partida y se formulo´ un mecanismo de
construccio´n de grupos asociado a la descripcio´n de la dina´mica de la serie. Por otro
lado, durante la exploracio´n de MARS como modelo de regresio´n se encontraron simi-
litudes estructurales y dina´micas con respecto a los modelos MFIS, lo cual brinda posi-
bilidades de exploracio´n conjunta de los to´picos de particionamiento y agrupamiento.
Con la aplicacio´n del modelo MFIS a la serie de datos de demanda de electricidad se
encontro´ que existe la posibilidad realizar interpretaciones de los conjuntos o de las
regiones con base en las cuales se construyen los mismos. Dicha interpretacio´n puede
ayudar a contrastar o apoyar un juicio experto acerca del feno´meno bajo estudio. Sin
embargo este es au´n un to´pico por explorar.
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Non-linear time series forecasting has been an active research area during the last
two decades. A variety of time series models exists, that can be classified into lineal
and non-lineal models. Among the non-lineal ones there exist non-parametric options
such as neural networks and fuzzy inference systems, which are highly valued due to
their powerful capacity to reproduce non-linear dynamics.
Research in the area of fuzzy inference systems has lead to the existence of numer-
ous ramifications regarding their use for time series analysis. One of those approaches
focuses on multidimensional fuzzy sets to aid the model identification process. The
main advantage of such approach is the improvement of performance with respect to
fuzzy inference systems that use partitions in every input variable domain. However,
the extent to which those inference systems can be used for time series analysis has
not been explored in detail. In addition, there are topics regarding methodology and
design that point to unanswered questions.
The topics addressed in this work include: the tendency observed to consider
data clustering as a separate first step for model identification and not as a step
strongly tied to the correct reproduction of the series dynamics, the dependence
found in clustering algorithms on random starting points, the lack of methodological
guidelines for model building and evaluation and, finally, the absence of applications
of these models to real economic time series.
The research conducted produced a model and an identification procedure, that
tend to solve the problems mentioned. The model is based on some characteristics
of MARS (a regression tool). MARS provided important bases, given its recognized
capability for simultaneous structure and parameter optimization. Its capacity to find
optimal input space partitioning was also of high importance. A set of methodological
guidelines, based on statistics, were adopted in order to improve the model building
and evaluation process.
The generalization capabilities of the proposed MFIS (multidimensional fuzzy in-
ference system) models were assessed comparing their performance against the results
84
reported in known works with models such as DAN2 (dynamic architecture for arti-
ficial neural networks). MFIS models showed to be superior in most cases, according
to measures like SSE (error sum of squares), MSE (mean square due to error) y MAD
(mean absolute deviation). On the other hand, the applicability of MFIS to economic
time series was assessed using data of monthly electricity demand in Colombia.
The findings of this research include the evidence that support the applicability
of multidimensional fuzzy inference systems for time series modelling and forecasting,
when they are used with appropriate methodological guidelines. In addition, the de-
pendence on random starting points was eliminated and a model building routine was
proposed that constructs clusters taking into account the description of the series dy-
namics. On the other hand, while MARS algorithms were explored, some similarities,
both dynamical and structural, were detected between them and MFIS models. Such
similarities give rise to the possibility to explore partitioning and clustering in con-
junction. The application of MFIS models to monthly electricity demand in Colombia
showed that a possibility exists of interpreting the resulting clusters, or the regions
used to produce them. That interpretation could be used to support or contrast ex-
pert knowledge related to the phenomenon under study. However, interpretation is a
topic that must be further explored.
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