INTRODUCTION
IETF specified the latest version of Mobile IPv4 [1] and Mobile IPv6 [2] in RFC3344 and RFC3775 respectively. These two protocols work very well in pure IPv4 network and pure IPv6 network. However, both of them can not be directly applied to IPv4/v6 mixed networks. As the current network evolves gradually from IPv4 to IPv6, more and more mobile nodes need to roam in IPv4/v6 mixed networks. So we need to develop a transition scheme to support Mobile IP in IPv4/v6 mixed networks.
Currently, three transition ways are recommended by IETF, namely, dual stacks (RFC4213) [3] , tunneling (RFC3053) [4] , and NAT-PT (RFC2766) [5] [6] . There have been a lot of studies on Mobile IP in IPv4/v6 mixed networks, many of which are based on NAT-PT. An Internet Draft published by IETF [7] presents a solution to a situation of Mobile IPv4/v6, in which HA and MN are in IPv6 network, CN is in IPv4 network and NAT-PT gateway is located between IPv4 network and IPv6 network. It is proposed in this draft that NAT-PT do all of MIPv6 functionalilties on behalf of CN.
This paper proposes a scheme to solve one of Mobile IPv4/v6 problems which Home Agent (HA) is located in IPv4 network, Correspondent Node (CN) is located in IPv6 network, while MN moves within IPv4 network.The solution is based on Mobile IPv4/v6 Translation Gateway (MIPv4/v6-TG) which is made up of NAT-PT and a Mobile IP-Application Level Gateway (MIP-ALG). And we will introduce the data structure, MIP 
II. TERMINOLOGY
The terms frequently used in this paper are listed in Table1.In addition, "v4" and "v6" are used to indicate IPv4 and IPv6, respectively. For example, HAv6 stands for HA that is located in IPv6 domain and CNAv6 the IPv6 address of CN. If an IPv4 address is marked with a "#", it stands for an address from the address pool of NAT-PT gateway and is used to map an IPv6 address. For example, HAAv4# is an address used by NAT-PT gateway to map HAAv6. Packets with HAAv4# as their destination addresses will be routed to NAT-PT gateway and delivered to HAv6. If an IPv6 address is marked with a "*", it means that this address is made up of a 96-bit NAT-PT prefix and an IPv4 address. For example, CNAv6* is made up of a NAT-PT prefix and CNAv4. Packets with CNAv6* as their destination addresses will be routed to NAT-PT gateway and delivered to CNv4. 
A. The create of Type 001 MIP Table Entries
Agent Request message is used only when HA is located in IPv4 network, CN is located in IPv6 network, and MN has just moved from IPv6 network to IPv4 network. Since the IP version of MN has changed from IPv6 to IPv4. The original entry becomes invalid and a new entry should be created. The creation process of the 001 type MIP table entries is shown in Fig.1 . The concrete steps as follows:
(1) MIPv4/v6-TG intercepts an Agent Request message and delivers it to MIP-ALG for further processing. Here, MIPv4/v6-TG uses the intercepting mechanism described above to intercept and recognize the Agent Request message. The source address and destination address of HoTI message are HoAv6* and CNAv6, respectively, while the source address and destination address of CoTI message are CoAv6* and CNAv6, respectively. Both of these messages will be routed to CNv6.
(4) MIPv4/v6-TG intercepts HoT message and CoT message replied from CNv6, uses HoAv6* carried in these messages as an index to search MIP table, and finds this entry.
(5) For HoT message, MIP-ALG sets the HoTI/HoT field of the entry to 1, while for CoT message, MIP-ALG sets the CoTI/CoT field of the entry to 1. When both HoTI/HoT field and CoTI/CoT field become 1, MIP-ALG will generate a BU message, with CoAv6* and CNAv6 as its source address and destination address, respectively. This BU message will be routed to CNv6.
(6) MIPv4/v6-TG intercepts BA message replied from CNv6. Then, MIPv4/v6-TG uses HoAv6* carried in the message as an index to search MIP table and finds this entry.
(7) MIP-ALG generates an Agent Reply message with CNAv4# and CoAv4 as its source address and destination address, respectively. This message is sent through UDP. The source port and destination port are copied from the fields of Destination Port and Source Port, respectively. This Agent Reply message will be routed to MNv4.
(8) MIP-ALG sets the State of the entry to 1 (finished), and sets the Lifetime of the entry to the lifetime of the binding cache.
B. The update of Type 001MIP Table Entries
When MN moves within network of the same IP version and acquires a new care-of address, it will update the binding caches on HA and CN (when CN is in IPv6 network) as well as the binding caches on the related MIP table entry under some circumstances. Like the creation of MIP table entries, the update of the entry is triggered by MIP messages, such as Registration Request messages, BU messages, HoTI/HoT messages and CoTI/CoT messages. In the creation process, MIPv4/MIPv6 Message Entrance of the entry have been set. MIPv4/v6-TG can access a corresponding entry through these entrances when it intercepts a MIP message, and then updates the entry.
Note that when MN moves to a network of a different IP version, the original entry (if any) becomes invalid and a new MIP table entry should be created.
A Type 001 entry corresponds to a scenario where both HA and MN are located in IPv4 network, and CN is located in IPv6 network. According to RFC3344, MN does not register with CN. Therefore, MIPv4/v6-TG will not receive any Registration Request message sent by MN. The contents of the corresponding entry, except the Lifetime, do not need to be updated.
According to RFC3775, CN also maintains a binding cache which should be updated after MN acquires a new care-of address. In this scenario, however, the destination address of datagrams sent by CN consists of two parts: a 96-bit NAT-PT prefix and IPv4 care-of address. It is only based on the 96-bit NAT-PT prefix that the datagrams are routed to MIPv4/v6-TG. MIPv4/v6-TG will then send the datagrams to HA, rather than MN. Therefore, as long as the binding cache on HA has been updated, the datagrams sent by CN will be correctly delivered to MN by HA.
C. The usage of Type 001MIP Table Entries
The introduction of MIP table aims to maintain MIP sessions in IPv4/v6 mixed networks. When a datagram sent by MN or CN passes through MIPv4/v6-TG, MIPv4/v6-TG will take out the destination address of the datagram and uses it as an index to search the MIP table. If a matching entry is found, MIPv4/v6-TG will process the datagram, based on the information recorded in the entry.
When an IPv4 datagram passes through MIPv4/v6-TG, MIPv4/v6-TG will take out its destination address and uses it as an index to search the MIP table. If a Type 001 entry is found, MIPv4/v6-TG will process the datagram as follows. 
