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を加える. 次節から提案手法 1と 2の詳細を説明する.
2.1 提案手法 1
複数の商品が存在する画像に対して, 弱教師あり学習型物体


















出だけでなく, 物体認識も可能である. しかし, 弱教師あり学習
のため教師あり学習と比較すると mAP 等の物体認識精度は劣
り, 1 つの物体に対し複数のラベルが付く場合もある. そのた
め,WSCDNで分類されたラベル情報は使用せずにWSCDNは
物体検出機能のみを使用する. また,ラベル情報をなくすことに











ず IICとは,画像 xと xを加工した画像 x′ を作成し,2つのデー
タの相互情報量を最大化することで, 共通部分に着目し主要な特
徴を抽出可能な学習方法である. 画像認識モデルである VGG16














































ン画像より困難な課題である自然画像 PASCAL VOC 2007 を
使用し, 画像内の物体検出から物体認識までの工程を問題設定と
する. 提案手法 1 の検証は,3.1 節の提案手法 1 の性能検証で行
う. 2 つのモデルを組合せた物体認識のシステム全体の検証と
Soft-NMSの有用性について検証する. また,提案手法 2の検証
















図 2: パン画像の画像例 図 3: PASCAL VOC 2007の画像例
3.1.2 結果と考察
表 1 に各手法の正解率を示す. 表 1 に示すように WSCDN
と IIC を組み合わせることにより WSCDN や WSDDN より
高い正解率は示せた. また,YOLOv3 には及ばなかったものの
特にパン画像では,WSCDN 単体より大きく改善できた. この












表 1: 物体認識モデルとの比較 (正解率 [%])
手法 パン画像 PASCAL VOC 2007
提案 1(NMS) 57.46 36.60











結果を表 2 に示す. パン画像では提案手法 1,2 で Soft-NMS
が最も有用だと分かり, 両モデルで得意なクラスが違った為,両
モデルでの分類は有用であった. PASCAL VOC 2007では,提





表 2: 提案手法 1,2と物体認識モデルとの比較 (正解率 [%])
手法 パン画像 PASCAL VOC 2007
提案手法 1 64.55 36.60







で両データで有用であることが分かった. 精度としては 1 枚の
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