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Abstract
Our purpose is to identify matrices that extremize the maximum and minimum singular
values among all matrices that share one of two types of Gersgorin data. All matrices sharing
one type of information are treated equally, and no other information is taken into account.
Knowledge of extremizers provides optimal estimates. Examples are given. As the largest
singular value is also an operator norm induced by an absolute vector norm, we mention
analogous facts for other operator norms.
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1. Introduction
Let Mn(C) (Mn(R), resp.) be the set of all n-by-n complex (real, resp.) matri-
ces and let Cn (Rn, resp.) be the set of all column complex (real, resp.) n-vectors.
For A = (aij ) ∈ Mn(C) we set Ri(A) =∑nj=1,j /=i |aij |, i = 1, 2, . . . , n, and define:
∗ Corresponding author.
E-mail addresses: crjohnso@math.wm.edu (C.R. Johnson), tszulc@amu.edu.pl (T. Szulc),
dwt@amu.edu.pl (D. Wojtera-Tyrakowska).
0024-3795/$ - see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2005.01.024
C.R. Johnson et al. / Linear Algebra and its Applications 402 (2005) 46–60 47
the matrix |A| = (|aij |), the matrix D(A) = diag(a11, . . . , ann), the matrix P(A) =
A−D(A), the comparison matrix of A by
M(A) =
{|aij | if i = j,
−|aij | otherwise
as well as two classes of matrices—the class (A) of matrices equimodular with A
by
(A) = {B ∈ Mn(C) : |B| = |A|}
and the class (A) of matrices equiradial with A by
(A) = {B ∈ Mn(C) : |D(B)| = |D(A)| and Ri(B) = Ri(A), i = 1, . . . , n}.
By A∗ we will denote the Hermitian adjoint of A and by AT (xT, resp.) the transpose
of the matrix A (vector x, resp.). Furthermore we also define the operator norm of
A ∈ Mn(C) induced by the vector norms ‖ · ‖α and ‖ · ‖β as
‖A‖α,β := max
x∈Cn\{0}
‖Ax‖β
‖x‖α
and
infα,β(A) := min
x∈Cn\{0}
‖Ax‖β
‖x‖α ,
which for nonsingular A becomes
infα,β(A) := ‖A−1‖−1β,α. (1)
Recall that a nonsingular M-matrix is one that is equal to its comparison matrix
and has entry-wise nonnegative inverse, and an H-matrix is one whose comparison
matrix is a nonsingular M-matrix.
Recall also that a matrix X ∈ Mn(C), n  2, is irreducible if there is no permuta-
tion matrix P ∈ Mn(C) such that P TXP has the form[
B C
0 D
]
,
where B ∈ Cr×r , D ∈ Cn−r×n−r , C ∈ Cr×n−r and 0 ∈ Cn−r×r is a zero matrix,
(0 < r < n). The singular values of A ∈ Mn(C), i.e. the nonnegative square roots of
the eigenvalues of AA∗, will be, as usual, arranged in non increasing order σ1(A) 
· · ·  σn(A). The largest and smallest singular values arise the most frequently in
applications. In particular, σn(A) indicates how far (in the spectral norm) from the
singular matrices A is, whereas the spectral condition number κ2(A) = σ1(A)σn(A) is com-
monly used in studying numerical calculations involving A (for a good review of
theory about singular values we refer the reader to [2,3]). One of the ways to get
simple bounds for the smallest singular value is to make use of Gersgorin’s theorem
(see [4,5]).
Our purpose here is to describe optimal estimates of the extremal singular values
σ1(A) and σn(A) of an n-by-n matrix A based upon the Gersgorin type information
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that defines (A) or (A). This suggests the following Gersgorin-style questions
about the extremal singular values.
Question 1. What are
max
B∈(A)
{σ1(B)} and max
B∈(A)
{σ1(B)} ?
Question 2. If A is an H-matrix, what is
min
B∈(A){σn(B)} ?
Question 3. If each member of (A) is an H-matrix what is
min
B∈(A){σn(B)} ?
As σ1(A) is an operator norm we also note facts analogous to those for σ1(A) and
(A) for general absolute norms. Thus, we may add the following to the above list
of questions.
Question 4. What is
max
B∈(A)
{‖B‖α,β},
and, if A is an H-matrix, what is
min
B∈(A){infα,β(B)} ?
Remark 1. By the Camion–Hoffman result (see Theorem 2.5.14 in [3]), the min-
imum of σn over (A) is positive if and only if there are a permutation matrix P
and a positive diagonal matrix D such that PAD is strictly row diagonally dominant,
i.e. if and only if PA is an H-matrix (observe that, as D−1M(PA)D is strictly row
diagonally dominant, M(PA) is a nonsingular M-matrix by Theorem 2.5.3.14 in
[3]). So, the above assumptions in Questions 2 and 4 about H-matrices are natural (it
being obvious that the singular values of PA and A coincide).
Remark 2. In the case of (A), even if A is an H-matrix, it may happen that
min
B∈(A){σn(B)} = 0.
For example, if
A =
 5 −2 −2−2 3 −1
−2 −2 4

then it is easy to see that A is an H-matrix. However, the matrix
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0 −4 4
 ,
which obviously belongs to (A), is singular. So, the assumption in Question 3 that
every member of (A) is an H-matrix is also natural.
Remark 3. Observe that a necessary and sufficient condition for each member of
(A) to be an H-matrix is that A satisfies
|aii ||ajj | > Ri(A)Rj (A), 1  i < j  n. (2)
Indeed, if A satisfies (2) and B is any member of (A), then it is easy to see that
every real eigenvalue of M(B) is positive. So, M(B) is a nonsingular M-matrix by
Theorem 2.5.3.3 from [3].
Conversely, suppose that every member of (A) is an H-matrix and for some
indices s and t from {1, 2, . . . , n} we have
|ass ||att |  Rs(A)Rt (A).
Then it would exist a matrix B̂ ∈ (A) with the 2-by-2 principal submatrix
B̂[{s, t}] =
[ |ass | Rs(A)
Rt (A) |att |
]
such that det B̂[{s, t}]  0. So, by Theorem 2.5.3.6 from [3], M(B̂) is not a nonsin-
gular M-matrix; contradiction.
The notation ‖ · ‖2 denotes the Euclidean norm on vectors. By “nonnegative vec-
tors” we mean vectors from Rn all of whose components are nonnegative and unit
vectors are those from Rn whose Euclidean norm is equal to 1. The set of all non-
negative unit vectors from Rn will be denoted by Un+.
2. Singular value extremizers in (A)
We begin by noting the following.
Theorem 1. The matrix |A| is a σ1-maximizing matrix in (A).
Proof. Let B be any member of (A), and let ρ(X) denote the spectral radius of
X ∈ Mn(C). Then, as ρ(X)  ρ(|X|), we get
(σ1(B))
2 = ρ(BB∗)  ρ(|BB∗|)  ρ(|B||B∗|) = ρ(|B||B|T)
= ρ(|A||A|T) = ρ(|A||A|∗) = (σ1(|A|))2. 
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Remark 4. Of course, diagonal unitary equivalences of |A| are also σ1-maximizers
in (A).
There is a similarly simple, though less obvious, statement for σn.
Theorem 2. If A is an H-matrix,M(A) is a σn-minimizing matrix in (A).
Proof. Let B be any member of (A). Then, as B is an H-matrix, there exists B−1
and we have
σn(B) = 1
σ1(B−1)
. (3)
Since for any A we have
σ1(A)  σ1(|A|),
so in particular
σ1(B
−1)  σ1(|B−1|)
from which, by (3), we obtain
σn(B) 
1
σ1(|B−1|) . (4)
As B is an H-matrix therefore, by Ostrowski’s result [7] (see also [6]), we have
|B−1|  (M(B))−1.
Hence, as σ1 is a nondecreasing function of the entries of a nonnegative matrix (see
[1,2]),
σ1(|B−1|)  σ1((M(B))−1) (5)
and therefore (5) becomes
1
σ1(|B−1|) 
1
σ1((M(B))−1)
.
The last inequality, by (4) and (3) and the definition of (A), yields
σn(B)  σn(M(B)) = σn(M(A)),
as asserted. 
Remark 5. Of course, diagonal unitary equivalences ofM(A) are also σn-minimiz-
ers in (A).
From Theorems 1 and 2 we get at once the following corollary.
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Corollary 1. If A is an H-matrix then for any X ∈ (A) we have
κ2(X) 
σ1(|A|)
σn(M(A))
.
Example 1. Let
A =
 5 −2 2−1 3 −1
2 1 4
 .
Then a calculation yields σ1(|A|) = 7.3298 and σ3(M(A)) = 0.9874. So, by Corol-
lary 1, for any X ∈ (A) we have
κ2(X) 
σ1(|A|)
σ3(M(A))
= 7.3298
0.9874
= 7.4233.
3. Singular value extremizers in (A)
In the class(A), we may now give a much more precise description of the singu-
lar value extremizers. We use a kind of “concentration” argument that has been used
by the first author in a variety of other problems. We first consider σ1-maximization
in (A).
Theorem 3. In (A), there is a σ1-maximizing matrix B that is entry-wise nonneg-
ative and such that P(B) has at most one nonzero entry per row and a column in
which all but at most one of the nonzero entries lay.
Proof. As before, among the σ1-maximizers in (A) is an entry-wise nonnega-
tive one. So, it suffices to restrict attention to +(A), the entry-wise nonnegative
members of (A).
Let C ∈ +(A) and suppose that x and y are respectively unit right and left sin-
gular vectors of C corresponding to σ1(C). Since
|yTCx|  |y|TC|x|
it follows that x and y may be taken to be entry-wise nonnegative and we do so.
Suppose that xk is the largest entry of x (of course xk > 0) and that xs is the
next largest entry of x after the kth is removed (note that if there are ties for the
largest or next largest entry of x, one may be chosen arbitrarily for the purpose of
the argument). Consider the matrix C˜ = (c˜ij ) ∈ +(A) such that
c˜ij =

|aii | if i = j,
Ri(A) if i /= k and j = k,
Rk(A) if (i, j) = (k, s),
0 otherwise.
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Then, by definition of C˜ and [3], we have
σ1(C) = yTCx  yTC˜x  max{|pTC˜q| : p, q ∈ Un+} = σ1(C˜).
From this we conclude that a σ1-maximizer in (A) is one from among n(n− 1)
nonnegative matrices having the structure of the matrix C˜, i.e. a σ1-maximizer in
(A) is a matrix B ∈ +(A) such that P(B) has at most n nonzero entries and a
column in which all but at most one of the nonzero entries lay. 
Example 2. Let
A =
−2 6 −31 4 2
−2 −2 5
 .
Then following Theorem 3, the candidates for aσ1-maximizer in(A) are the matrices
A1 =
2 9 03 4 0
0 4 5
 , A2 =
2 9 03 4 0
4 0 5
 , A3 =
2 9 00 4 3
0 4 5
 ,
A4 =
2 0 93 4 0
4 0 5
 , A5 =
2 0 90 4 3
0 4 5
 , A6 =
2 0 90 4 3
4 0 5
 .
A calculation yields
σ1(A1) = 11.1818, σ1(A2) = 10.4387,
σ1(A3) = 11.2556, σ1(A4) = 11.036,
σ1(A5) = 11.3246, σ1(A6) = 11.3781.
So, in this case, a σ1-maximizing matrix is
A6 =
2 0 90 4 3
4 0 5
 .
We next turn to σn-minimization in (A) and assume that each member of (A)
is an H -matrix. For a technical reason that will become clear, we also assume that
Ri(A) > 0, i = 1, 2, . . . , n. There is no essential loss of generality in doing so.
Before we state the main result, which is analogous to Theorem 3, we will need
to make a series of observations that may be of independent interest. Since (A) is a
compact set and σn depends continuously on the entries of its matrix argument, there
is a σn-minimizer in (A); by Theorem 2 we may assume that it is an M-matrix.
First we need to better understand some of the structure of such a minimizer.
Recall that, for B ∈ Mn(R),
σn(B) = min
x∈Rn,‖x‖2=1
‖Bx‖2,
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or
σn(B)
2 = λmin(BTB), (6)
where λmin(X) denotes the smallest eigenvalue of a symmetric matrix X ∈ Mn(R).
If B is an M-matrix then
(BTB)−1 = B−1(B−1)T  0
and
λmin(B
TB) = λmax(B−1(B−1)T)−1, (7)
(λmax(X) is the largest eigenvalue of a symmetric matrix X ∈ Mn(R)), i.e.
λmin(BTB) is the inverse of the Perron root of B−1(B−1)T; moreover the normalized
Perron vector x  O of B−1(B−1)T will minimize ‖Bx‖2. It will be useful in our
case to see that x > 0 when B is a σn-minimizing M-matrix in (A).
Lemma 1. Suppose that B ∈ Mn(R) is an M-matrix. Then BTB is reducible with
respect to a given partition if and only if B is a direct sum with respect to the same
partition.
Proof. Sufficiency of the stated condition is clear. Suppose then that
B =
[
B11 −B12
−B21 B22
]
and that
BTB =
[
BT11B11 + BT21B21 −(BT11B12 + BT21B22)
−(BT12B11 + BT22B21) BT22B22 + BT12B12
]
is reducible withBT11B12 + BT21B22 = 0. Then, B12B−122 = −(BT11)−1BT21. Since B12,
BT21  0 (because of the sign pattern of the M-matrix B) and B−122 , (BT11)−1  0
(because B11 and B22 inherit the property of being M-matrices), we conclude that
B12B
−1
22  0 while −(BT11)−1BT21  0; but, as they are equal, both must be 0. How-
ever, with (BT11)
−1 and B−122 both nonsingular, we have that BT21 and B12 are both 0,
completing the proof. 
We note, in passing, that it follows that if B is an M-matrix, then BTB is irreduc-
ible if and only if BBT is. For general independent matrices A and B, the irreduc-
ibility of AB does not imply that of BA.
Now, suppose that each member of (A) is an H -matrix, Ri(A) > 0, i = 1, 2,
. . . , n, and B ∈ (A). If B is a σn-minimizing M-matrix, can it happen that B is a
direct sum? If it were, suppose without loss of generality that
B =
[
B11 0
0 B22
]
with B11BT11 irreducible and
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σn(B11) = σn(B) = min
C∈(A) σn(C).
If there is a C ∈ (A) such that
λmax([CTC]−1) 12 > λmax([BT11B11]−1)
1
2 = σn(B),
we would have a contradiction. Consider any M-matrix
B ′ =
[
B11 0
−B ′21 B ′22
]
∈ (A)
for which B ′21  0 is not 0. Then, (B ′B ′T)−1  0 and we argue that the upper left
block of (B ′B ′T)−1, corresponding to B11, /= (B11B
T
11)
−1
, which implies that
λmax([B ′B ′T]−1) > λmax([B ′11B ′T11 ]−1),
contradicting the minimality of σn(B).
First, calculate
B ′−1 =
[
B−111 0
B ′−122 B ′21B
−1
11 B
′−1
22
]
.
Then
(B ′B ′T)−1 = (B ′−1)TB ′−1 =
[
(B−111 )TB
−1
11 + ZTZ ∗∗ ∗
]
,
with Z = B ′−122 B ′21B−111 . But, since B−111 > 0, B ′21 /=0 and B−122  0 (with positive
diagonal), we conclude that Z 
/=0 and thus Z
TZ 
/=0. By the entry-wise monotonicity
of the Perron root and since (B11BT11)
−1  0 is irreducible, we have
λmax
(
(BT11)
−1B−111 + ZTZ
)
> λmax
(
(BT11)
−1B−111
)
.
By the monotonicity of the Perron root with respect to principal submatrices, we then
have
λmax
(
(B ′T)−1B ′−1
)
 λmax
(
(BT11)
−1B−111 + ZTZ
)
> λmax
(
(BT11)
−1B−111
)
,
the desired contradiction.
We conclude from the above discussion and Lemma 1 the following
Lemma 2. If each member of (A) is an H -matrix, Ri(A) > 0, i = 1, 2, . . . , n,
and B ∈ (A) is a σn-minimizing M-matrix, then there is a positive vector x˜ such
that ‖x˜‖2 = 1 and
‖Bx˜‖2 = min‖y‖2=1 ‖By‖2.
Proof. The vector x˜ may be chosen to be a Perron vector for (BTB)−1  0, which
is irreducible. 
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We may now state our main result regarding σn-minimizers in (A). The proof
again employs the concentration argument.
Theorem 4. If each member of (A) is an H -matrix, then there is a σn-minimizing
matrix B ∈ (A) that is an M-matrix such that P(B) has at most one nonzero entry
per row and a column in which all but at most one of the nonzero entries lay.
Proof. By a limit argument, we assume thatRi(A) > 0, i = 1, 2, . . . , n. Since(A)
is a compact set and σn is a continuous function,(A) surely contains σn-minimizing
matrices, and since each member of (A) is an H -matrix (which in particular hap-
pens if A satisfies (2)) the minimum value of σn is positive. By the facts mentioned
in the proof of Theorem 2, we may suppose that there is a minimizer B ∈ (A) that
is an M-matrix. Then by Lemma 2 there is a positive vector x, such that ‖x‖2 = 1
and ‖Bx‖2 = σn, a minimum, is positive. By permutation similarity we may assume
that the entries of x are x1  x2  · · ·  xn > 0.
Note that, since BTBx = σ 2n x, we have Bx = σ 2n (BT)−1x, and, since (BT)−1 
0, with positive diagonal, and x > 0, we may conclude that Bx > 0.
We show that B may then be taken to have the form
B =

+ − 0 . . . . . . 0
− + 0 . . . . . . 0
− 0 + . . . . . . 0
...
...
.
.
.
...
− 0 . . . . . . . . . 0 +

.
First, suppose that x1 > x2 > x3. If B were not of the above form (i.e. had a negative
entry to the right of one of those indicated) a sufficiently small shift in weight from
a negative entry (to either the first position in rows 2 to n, or the second position in
row 1) would produce a matrix B ′ ∈ (A) such that B ′x > 0 and ‖B ′x‖2 < ‖Bx‖2,
so that σn(B ′) < σn(B), a contradiction. Thus, in this case B must be of the above
form.
If some ties occur among the xi’s (i.e. x1 = x2 or x2 = x3 etc.) then a similar
argument shows that weight may be shifted to produce a minimizing matrix of the
desired form. 
Example 3. Let
A =
3 1 14 7 1
2 1 4
 .
Then, following Theorem 4, the candidates for a σn-minimizer in(A) are the matri-
ces
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A1=
 3 −2 0−5 7 0
0 −3 4
 , A2=
 3 −2 0−5 7 0
−3 0 4
 , A3=
3 −2 00 7 −5
0 −3 4
 ,
A4=
 3 0 −2−5 7 0
−3 0 4
 , A5=
3 0 −20 7 −5
0 −3 4
 , A6=
 3 0 −20 7 −5
−3 0 4
 .
A calculation yields
σ3(A1) = 1.0696, σ3(A2) = 1.016,
σ3(A3) = 1.1943, σ3(A4) = 0.8733,
σ3(A5) = 1.1526, σ3(A6) = 0.8832.
So, in this case a σ3-minimizer in (A) is the matrix
A4 =
 3 0 −2−5 7 0
−3 0 4
 .
Theorems 3 and 4 indicate that the extremizing matrix in each case will be one
from among n(n− 1) possibilities. In general there does not seem to be a simple
way to select an optimal one. In the case of Theorem 3, for example, the optimizer
is often one in which the second largest ratio of an off-diagonal entry to the diagonal
one is paired with the largest such ratio, in a 2-cycle (see Example 2). But such a
guess is not always true, as the magnitudes play a subtle role. For example, let
A =
 5 1 2−2 1 −2
1 2 2
 .
The candidates for a σ1-maximizer in (A) are the matrices
A1 =
5 3 00 1 4
0 3 2
 , A2 =
5 3 04 1 0
0 3 2
 , A3 =
5 3 04 1 0
3 0 2
 ,
A4 =
5 0 34 1 0
3 0 2
 , A5 =
5 0 30 1 4
3 0 2
 , A6 =
5 0 30 1 4
0 3 2
 .
A calculation yields
σ1(A1) = 6.2899, σ1(A2) = 7.221,
σ1(A3) = 7.6263, σ1(A4) = 7.7274,
σ1(A5) = 7.2653, σ1(A6) = 6.6237.
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So, the σ1-maximizer matrix is
A4 =
5 0 34 1 0
3 0 2

and therefore the above guess about the relationship between the two largest ratios
of off-diagonal entries to diagonal ones fails in general.
Theorems 3 and 4 suggest the following corollary.
Corollary 2. If each member of (A) is an H -matrix, then for any X ∈ (A) we
have
κ2(X) 
σ1(B1)
σn(B2)
,
in which B1 ∈ (A) and B2 ∈ (A) are matrices as in Theorem 3 and Theorem 4,
respectively.
Example 4. Let, as in Example 3,
A =
3 1 14 7 1
2 1 4
 ,
so that the σn-minimizing matrix in (A) is
B =
 3 0 −2−5 7 0
−3 0 4

and σn(B) = 0.8733. Following Theorem 3, the candidates for a σ1-maximizer in
(A) are the matrices
A1 =
3 2 05 7 0
0 3 4
 , A2 =
3 2 05 7 0
3 0 4
 , A3 =
3 2 00 7 5
0 3 4
 ,
A4 =
3 0 25 7 0
3 0 4
 , A5 =
3 0 20 7 5
0 3 4
 , A6 =
3 0 20 7 5
3 0 4
 .
A calculation yields
σ1(A1) = 9.6217, σ1(A2) = 9.4957,
σ1(A3) = 9.995, σ1(A4) = 9.1407,
σ1(A5) = 9.9559, σ1(A6) = 9.1892.
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So, the σ1-maximizer is the matrix
A3 =
3 2 00 7 5
0 3 4
 ,
and σ1(A3) = 9.995 consistent with the guess about a maximizer mentioned earlier.
Hence, by Corollary 2 for any X ∈ (A)
κ2(X) 
σ1(A3)
σ3(B)
= 9.995
0.8733
= 11.4451.
4. Operator norm extremizers in (A)
In Section 2 we showed that
max
B∈(A)
‖B‖2 = ‖|A|‖2
and, if A is an H -matrix,
min
B∈(A) ‖B
−1‖−12 = ‖M(A)−1‖−12 ,
in which ‖ · ‖2 is the spectral norm (recall that σ1(X) = ‖X‖2, and if X is square
and nonsingular, σn(X) = ‖X−1‖−12 ).
Now we turn to generalization of Theorems 1 and 2 to operator norms that are
induced by absolute vector norms. To prove the main result of this section we will
need the following lemma.
Lemma 3. Let ‖ · ‖α and ‖ · ‖β be absolute norms on Cn. Then
(i) ‖A‖α,β  ‖|A|‖α,β for all A ∈ Mn(C) and
(ii) if B,C ∈ Mn(R) and 0  B  C then ‖B‖α,β  ‖C‖α,β .
Proof. Since ‖ · ‖β and ‖ · ‖α are absolute, and therefore monotone [2], for all x ∈
Cn we have
‖Ax‖β = ‖|Ax|‖β  ‖|A||x|‖β  ‖|A|‖α,β‖|x|‖α = ‖|A|‖α,β‖x‖α.
Similarly, for real n-by-n B and C satisfying 0  B  C, we have, for a vector x
such that ‖x‖α = 1 and ‖Bx‖β = ‖B‖α,β
‖B‖α,β = ‖Bx‖β  ‖|Bx|‖β  ‖B|x|‖β  ‖C|x|‖β
 ‖C‖α,β‖x‖α = ‖C‖α,β,
as claimed in (ii). 
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We may now state and prove our theorem regarding operator norm extremizers.
Theorem 5. Let ‖ · ‖α and ‖ · ‖β be absolute vector norms on Cn. Then
(i) max
B∈(A)
{‖B‖α,β} = ‖|A|‖α,β,
(ii) if A is an H -matrix then
min
B∈(A) infα,β(B) = infα,β(M(A)).
Proof. (i) is an immediate consequence of Lemma 3.
(ii) To prove (ii) observe that, as A is an H -matrix, so is any B ∈ (A). Hence,
by Lemma 3 and by Ostrowski’s result [7] (see also [6]), we have for all B’s from
(A):
‖B−1‖β,α  ‖|B−1|‖β,α  ‖M(B)−1‖β,α,
which, as M(B) =M(A), becomes
‖B−1‖β,α  ‖M(A)−1‖β,α.
Now the relation (1) yields
min
B∈(B) infα,β(A) = infα,β(M(A))
as asserted. 
Remark 6. Part (i) of Theorem 5 is also true if A is rectangular and (A) consists
of all rectangular B’s that are equimodular with A.
We shall close with an example that shows that the assumption in Theorem 5 of
monotonicity of the vector norms cannot simply be eliminated.
Example 5. Let ‖ · ‖S be a vector norm on C2 given by ‖x‖S = ‖Sx‖∞, where
S =
[
1 0
−1 1
]
.
It is easy to see that ‖ · ‖S is not absolute and that the operator norm of A = (aij ) ∈
M2(C) induced by the vector norms ‖ · ‖∞ and ‖ · ‖S is given by
‖A‖∞,S = max{|a11| + |a22|, |a21 − a11| + |a22 − a12|}.
Then, for
A =
[−1 1
1 −1
]
,
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we have
‖A‖∞,S = 4 > ‖|A|‖∞,S = 2.
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