Abstract-In this note, the problem of random reference tracking by linear feedback systems is addressed. The approach is based on the so-called random sensitivity function, which plays the same role as the usual sensitivity function in step reference tracking. Using the random sensitivity function, quality indicators for random reference tracking are introduced, and their utilization for analysis and design of servomechanisms is illustrated.
Now, the nonlinearities in (1) 
A. Motivation
In many applications, reference signals to be tracked are deterministic, e.g., steps, ramps, etc. On the other hand, a number of applications require tracking random references. For instance, in hard disk servo systems, the reference signal is often modeled as a Gaussian random process [1] . The purpose of this note is to address the issue of random reference tracking in linear feedback systems.
The quality of random reference tracking in a system shown in Fig. 1 could be characterized by the standard deviation of the error signal, e . This measure, however, is too crude to reveal the causes of poor tracking. Indeed, Fig. 2 shows responses of this system with three different G(s) and the same reference signal (a realization of colored noise with power spectral density SR(!) = (6)=(1 + (!=0:5) 6 )).
While in each of the three cases, e is the same ( e = 0:67), the reasons for poor tracking are different. Namely, in Fig. 2 (a) poor tracking appears to be due to static unresponsiveness, in Fig. 2 (b) due to slow dynamics in comparison with the reference signal, and in Fig. 2 (c) due to oscillatory behavior of the output.
This example shows that e is not capable of discriminating between the causes of poor tracking, and new measures are necessary. The goal of this note is to introduce such measures (referred to as indicators) and illustrate their utility for analysis and design of control systems.
B. Approach
In the case of step inputs, the tracking properties of the linear system shown in Fig. 1 are characterized in the frequency domain by the sensitivity function S(j!) = 1 1 + G(j!) ; 0 ! < 1 (1) i.e., by the steady-state errors in tracking harmonic inputs of different frequencies. Specifically, bandwidth, resonance peak, resonance frequency and dc gain of S(j!) characterize the quality of step tracking.
The approach of this work is based on a different sensitivity function, referred to as Random Sensitivity. The RS function, denoted as as S(j!) characterizes the quality of step input tracking, RS() characterizes the quality of random reference tracking. More specifically, its bandwidth, resonance peak, resonance frequency and dc gain define the quality of tracking in the time domain and, in particular, predict and quantify the responses shown in Fig. 2 .
C. Contributions
The contributions of this note are as follows.
• Introduction of RS() as a tool for analysis of tracking quality of random references.
• Analysis of properties of RS() and its comparison with jS(j!)j.
• Introduction of indicators, which relate the behavior of RS() to the quality of random reference tracking in the time domain.
• Utilization of these indicators for performance specification in analysis and design of feedback systems. The outline of this note is as follows.Section II describes the class of random references considered. In Section III, the random sensitivity function is introduced and analyzed. Tracking quality indicators are introduced in Section IV, a design example is treated in Section V, and conclusions are formulated in Section VI.
II. BAND-LIMITED REFERENCE SIGNALS
Reference signals considered in this work are colored noise processes obtained by filtering standard white noise through the third-order Butterworth filter F (s; ) = 3 3 s 3 + 2s 2 + 2 2 s + 3 (2) where the dc gain is selected so that the standard deviation of the output is 1. These reference signals are denoted as r(t; ). Realizations of r(t; ) for = 1 rad/s and 4 rad/s are given in Fig. 3 .
Clearly, reference signals could be parameterized in other ways as well, for instance, by higher order Butterworth filters. However, as it is indicated in Section III, results are not sensitive to the parameterization involved and, therefore, the simplest one, defined by (2), is used.
III. RANDOM SENSITIVITY FUNCTION
The random sensitivity function of the system of Fig. 1 is defined as the standard deviation of the error signal, e, for band-limited references r(t; ), i.e., RS() = e () 0 < < 1:
Clearly, RS() can be evaluated as [2] RS() = 1 1 0 jF(j!;)S(j!)j 2 d!: (4) Although RS() is still a standard deviation, it is a function of and, thus, is more informative than the single number e obtained for a fixed random input process. For example, the random sensitivity functions of the three systems of Fig. 2 are qualitatively different although they take the same value for = 0:5 rad/s (see Fig. 4 ). Properties of RS() and its relation to jS(j!)j are given in the following theorem.
Theorem 1: Assume that the closed-loop system of Fig. 1 is asymptotically stable and G(s) is strictly proper. Then
Proof: See Appendix. 
for several values of . As indicated in Theorem 1, the two curves coincide at zero frequency, converge to 1 as frequencies increase, and RS() has a smaller peak. In addition, as one can see, RS() has a less pointed peak than jS(j!)j. 
G(s) = (! )=(s(s + 2! )).
Similar to jS(j!)j, the function RS() can be characterized by four quantities: random dc gain, random bandwidth, random resonance frequency, and random resonance peak. They are defined as follows.
Random dc gain:
Random bandwidth:
Random resonance frequency:
Random resonance peak:
As stated in Theorem 1, the dc gains of RS() and S(j!) are the same, i.e., R dc = jS(j0)j: The bandwidths, resonance frequencies, and resonance peaks of RS() and jS(j!)j exhibit different behavior. They are illustrated in Fig. 6 for G(s) of (5). As one can see, for practical values of ; RBW and Rr are larger than !BW and !r respectively, while RMr is smaller than M r .
Remark 1: Selecting higher order Butterworth filters does not significantly change the behavior of RS(). Indeed Fig. 7 illustrates random sensitivity functions, calculated according to (4) , but for Butterworth filters of order 3, 5, and 7, for G(s) in (5). Clearly, RS() is robust with respect to reference signal parameterization.
IV. TRACKING QUALITY INDICATORS
Similarly to gain and phase margins, which in most cases characterize stability robustness, tracking quality indicators are numbers associated with RS(), which in most cases predict the quality of random reference tracking.
Three indicators will be introduced. The first two are defined as follows: When I 1 is small and I 2 is large, tracking quality is again poor but due to either lagging or oscillatory behavior. To discriminate between these two cases, we introduce the third indicator I 3 = min Rr ; RM r 0 1 :
When I 3 is small, the response is of lagging nature; when I 3 is large, the lack of tracking is due to oscillatory behavior. For instance, in the case of Fig. 2 ficiently large bandwidth and small resonance peak, the quality of step tracking is also poor.
Tracking quality indicators can be used as specifications for design of tracking systems. An example of such an application is discussed in the next section.
Remark 2: It should be pointed out that the assessment of tracking quality could be performed not only through the random sensitivity function approach developed in this note, but also using other techniques. For example, the weighted H 2 or H 1 norm approach could be used. However, in these approaches the parameters of the weighting functions need to be determined, which could involve the complexity of infinite dimension. The approach in this note is based on only three indicators that, in most cases, characterize the cause of poor tracking. Hence, the proposed method of analysis avoids this complexity. (13) and = 4 rad/s. Fig. 12. Step tracking of the system of Fig. 1 with G(s) of (13).
V. HARD DISK SERVO DESIGN
The primary tasks of the hard disk servo controller are track seeking and track following. Track seeking aims at moving a read/write head from one track to another. Track following causes the head to follow the track motion while on track. Tracks to be followed are not perfectly circular due to various sources such as disk surface defects and irregularities of many types, drive vibrations, electrical noise, etc. These sources are divided into two groups: repeatable runout (RRO) and nonrepeatable runout (NRRO) [1] . Both RRO and NRRO are typically modeled as bandlimited Gaussian processes [1] . Therefore, the track following can be viewed as a random reference tracking problem.
The block diagram of the hard disk servo system is shown in Fig. 13 where P (s) is the head positioning unit, C(s) is the controller to be designed, y is the position of the head in track numbers, and u is the actuator input in volts. According to [3] P (s) 
The reference r(t) is assumed [1] to be a zero mean Gaussian process with variance 2 RRO + 2 NRRO where RRO = 0:25 and NRRO = 0:125. In addition, we assume that the bandwidth of r(t) can be as large as twice the rotation speed of the hard disk (!0 = 346 rad/s), i.e., 692 rad/s.
Next, we introduce specifications for controller design. 3) In addition to these, one more specification must be introduced, which defines the accuracy of the head positioning: It is required (see [1] and [3] ) that 3e be less than 5% of the track width.
Since e () = RS() r this implies the following specification:
RS() 0:06 8 < 692 rad=s:
Using the H 1 technique, we design a controller as shown in (15) at the bottom of the previous page, which satisfies all design specifications with I 1 = 0; I 2 0:0552;8 692, and RS() 0:056; 8 692. for sufficiently small. This proves i).
Part ii) can be proved similarly. Finally, part iii) follows directly from (4).
Comments on "A Composite Energy Function-Based Learning Control Approach for Nonlinear Systems
With Time-Varying Parametric Uncertainties"
W. E. Dixon and J. Chen
Abstract-In the above paper, a composite energy function learning control approach was proposed to asymptotically eliminate the mismatch between the desired and actual periodic trajectory of a system. Upon review of this result, there appear to be several philosophical and technical issues that invalidate the result including the use of a resetting condition and the lack of boundedness of the learning estimate. The intent of this comment is to highlight these technical errors, especially since the boundedness of the learning estimate has historically been a problematic issue.
Index Terms-Learning systems, Lyapunov methods, periodic systems.
I. COMMENTARY
In [11], a so-called composite energy function (CEF)-based learning control approach was proposed to asymptotically eliminate the mismatch between the desired and actual periodic trajectory of a system containing nonglobal Lipschitzian functions and unknown, time-varying periodic parameters. This is an important problem that has been examined by various researchers using Lyapunov-based techniques. A few examples of these results are provided in [3] - [6] , and [8] (for an in-depth overview of various learning controllers, see [9] and [10] ). Although eliminating the mismatch between the desired and actual periodic trajectory of a system containing a general periodic nonlinear function is well motivated, the result in [11] formulates the problem in a manner that yields an impractical controller that lacks robustness. For example, the problem formulated in [11] requires that the parametric uncertainty of the actual system be periodic. It is not clear what actual control problem has naturally occurring time-varying, periodic parametric uncertainty. A more realistic (and previously solved) problem is based on the practical assumption that the desired trajectory is periodic, resulting in a disturbance by a nonlinear function that is composed of parametric uncertainty as a function of the desired trajectory that can be bounded by a known constant. The CEF approach is also predicated on the restrictive resetting condition (i.e., as stated in [11, Remark 3] , the assumption that e i (0) = 0 8i 2 N + is crucial for the CEF algorithm). That is, the system is required to return to the same initial configuration after each learning trial. This assumption is similar to the early betterment learning controllers (see [1] and [2] ). However, several authors have demonstrated the deficiency and lack of robustness of controllers that are formulated based on this assumption. For example, Heinzinger et al. provided several examples in [7] that illustrated the lack of robustness of these controllers to variations in the initial conditions of the system. Motivated by the results from the betterment learning research, several researchers investigated the use of repetitive learning controllers. One of the advantages of the repetitive learning
