ABSTRACT The paper discusses a new framework combining the possibilities of Big Data processing and machine leaning developed for security monitoring of mobile Internet of Things. The mathematical foundations and the problem statement are considered. The description of the used data set and the architecture of proposed security monitoring framework are provided. The framework specifies several machine learning mechanisms intended for solving classification tasks. The classifier operation results are exposed to plurality voting, weighted voting, and soft voting. The framework performance and accuracy is assessed experimentally.
I. INTRODUCTION
Nowadays, distribution of the concept of the Internet of Things (IoT) on mobile computing devices is a new perspective tendency that leads to creation of the new concept of mobile IoT. Mobile IoT assumes that the computer network envelops not only traditional computer elements (servers, workstations, network devices) and electronic user devices (''things'') of different types, but also the mobile computing devices which are connected to remaining elements of the IoT network by means of WiFi, mobile and/or sensor networks. Applications of the mobile IoT are continuously expanding. Mobile IoT finds successful application in such areas as medicine, transport management, security monitoring in public places, smart house and/or smart city, electricity consumption, industrial production, robotics, etc.
However successful development and effective functioning of the mobile IoT are impossible without solving a set of problems in area of computer security. One of such problems having key value in computer security is a problem of the mobile IoT security monitoring. Security monitoring consists in continuous collecting the big arrays of heterogeneous data about security events taken place in mobile IoT networks. These data are exposed to the further analysis to detect the signs of possible harmful activity for the purpose of framing of timely measures of counteraction to the existing and perspective attacks against the infrastructure of mobile IoT. Solutions of this problem will promote the substantial enhancement of mobile IoT security.
One of the most perspective directions of solving this problem is combining the results obtained in the field of Big Data processing and machine learning. The use of the frameworks implementing parallel stream data handling is of great interest in the field of Big Data processing. Methods and algorithms of machine learning allow us to find regularities in processed data and to solve different problems in the field of Data Mining in the automated mode. Combining of opportunities of Big Data and machine learning frameworks is considered as a rather perspective direction of solving the online analysis problem for mobile IoT security data.
The main contribution of the paper is as follows: 1) Creation of a framework in which the possibilities of Big Data processing and machine learning algorithms are integrated; 2) Implementation in this framework the procedures of analyzing the reference data set, containing data on the mobile IoT traffic; 3) The experimental assessment of the developed framework.
The further structure of the paper is as follows. Section 2 lists some of related works. Section 3 considers mathematical foundations and the problem statement. In section 4 the description of the used data set is provided. Section 5 discusses the proposed framework architecture. Section 6 contains the results of experiments. Section 7 contains the conclusion and the directions of future research.
II. RELATED WORK
Related works can be divided into three groups: (i) applying machine learning for computer security; (ii) development of deep learning frameworks for IoT security; (iii) development of Big Data frameworks; (iv) implementation of machine learning algorithms.
A. APPLYING MACHINE LEARNING FOR COMPUTER SECURITY
The works of the first group show that the problem of application of machine learning methods for computer security became extremely relevant. Chan and Lippmann [1] showed that the use of computers in mobile networks (including the mobile IoT) became more ubiquitous and connected, and the attacks against these networks became more pervasive and diverse. Conventional security software requires a lot of human efforts to identify threats in such networks. This laborintensive process can be more efficient by applying machine learning algorithms.
Shamili et al. [2] showed a successful implementation of one of the machine learning algorithms, namely a distributed Support Vector Machine (SVM), in order to detect malicious software (malware) in a network of mobile devices.
Sahs and Khan [3] represented a machine learning based system to detect malware in Android devices which is also based on SVM algorithms. However, the greater effect can be achieved by realizing combined applications of different machine learning algorithms.
The manifesto [4] directly claims that one of perspective directions for application of machine learning is the protection of mobile devices together with assisted malware analysis.
Ford and Siraj [5] reviewed examples of intrusion detection systems, which are specifically based on machine learning methods due to their adaptability to new and unknown attacks. Among possible attacks, the attacks against mobile IoT networks, such as smart meter energy consumption profiling and surveillance camera robbery, are considered.
Arslan et al. [6] carried out the analysis of the known works on application of machine learning methods for detection of mobile threats. They showed that, firstly, the SVM algorithms have the greatest popularity, and, secondly, that enjoys success rate of the detection systems conducted with machine learning methods are in between of 80-99.6%. It is necessary to mark that in our work we reached bigger value of this index.
Xiao et al. [7] investigated the IoT security solutions based on machine learning methods. These methods included supervised learning, unsupervised learning and reinforcement learning and were applied for IoT authentication, access control, secure offloading and malware detection. The results of the investigation show that one of main challenge has to be addressed to implement the machine learning based security methods in practical IoT systems are computation and communication overheads. In our proposed framework we set a goal to overcome this challenge.
B. DEVELOPMENT OF DEEP LEARNING FRAMEWORKS FOR IOT SECURITY
Deep learning algorithms are popular tools when performing high-dimensional object analysis. This is due to their high ability to generalize data: the mechanism for tuning such structures is aimed at approximating construction of such a set which covers both training elements and elements which were not encountered in the training process.
Zhou et al. [29] proposed a framework based on deep learning for detecting the internet intrusions in the IoT. The authors emphasize the applicability of the developed framework within the concept of ''smart city''. A particularity of the considered approach is that it allows enhancing the classification accuracy and creating a trade-off balance between the correctness of attack detection and the speed of this process.
Nguyen et al. [30] investigated the applicability of deep learning in detection of cyber attacks on the example of three data sets (NSL-KDD, UNSW-NB15, KDDCup 1999). The framework developed by the authors includes four consecutive steps: (1) applying the principal component analysis for reducing the redundancy and dimension of input data, (2) the pre-learning process of the neural network using the Gaussian binary restricted Boltzman machine, (3) deep learning step, consisting in iterative adjustment of weights, (4) constructing the output signal using the softmax regression.
The paper [31] is devoted to building a distributed attack detection system based on a deep learning model. The application of the developed system is the detection of attacks in the social IoT. The developed system architecture allows to update the learning parameters of each cooperative node on a single master node and provide the resulting updates to the worker nodes.
In [32] the task of distributed learning the deep neural network is considered within the context of mobile big data analytics. The proposed approach was implemented in the environment Spark and consists of the following steps: (1) learning partial models (worker nodes perform a neural network tuning using different data partitions), (2) parameter averaging (the parameters of models are transmitted to the master node for their averaging), (3) parameter dissemination (updated parameters are passed to worker nodes which again perform a neural network tuning). These steps are repeated several times until the convergence criterion is satisfied.
At this moment, we limited ourselves to considering a twolayer neural network due to its simple structure and acceptable learning speed. In the future, it is planned to investigate the applicability of deep neural networks. VOLUME 6, 2018 C. DEVELOPMENT OF BIG DATA FRAMEWORKS Development of frameworks for Big Data is considered in many works. As a rule, these frameworks execute the MapReduce operations and are based on the special program systems as Hadoop, Spark, Flink, etc. [8] , [9] . At the same time these frameworks have rather big scope. Some Big Data frameworks used in mobile networks and mobile IoT are known as well. Scherbakov et al. [10] presented the framework for processing the web applications. Kim et al. [11] discussed the framework for medical data analysis. Zygouras et al. [12] considered the framework for monitoring data on bus traffic control.
The Big Data frameworks developed for the benefit of computer security [13] - [16] also exist. However, the machine learning algorithms in these frameworks are not used efficiently. An approach for combination of several classifiers has been already suggested by Branitskiy et al. [17] - [18] . However, the aspects of Big Data processing have not been considered.
D. IMPLEMENTATION OF MACHINE LEARNING ALGORITHMS
Machine learning algorithms are applied to solve different Data Mining tasks. For classification tasks, the most acceptable algorithms are K-Nearest Neighbors [19] , Naive Bayes [20] , and SVM [21] . The regression problems are solved with the help of Linear Regression [22] , Random Forests [23] , and Bagging [24] algorithms. The algorithms of K-Means [25] and Density-Based Spatial Clustering of Applications with Noise are applied in the clustering problem [26] .
To improve the classification performance of individual classifiers, the method of their combining is used. For example, in [33] and [34] the composition (rule for combining the basic classifiers) is represented as a Dempster-Shafer's rule, and in [35] three classification schemes (one-against-all, oneagainst-one, directed acyclic graph) designed for combining the binary classifiers are considered.
In this paper, we realize three different types of voting methods: plurality voting and two its modifications (weighted and soft voting).
These and other machine learning algorithms are actively developed. However, their implementation in parallel computing systems, especially for security problems, is considered poorly. Therefore, the results considered in the paper are relevant.
The need for an integrated application of big data processing and machine learning methods is as follows. First, an increasing number of network devices can lead to the generation of large data streams transmitted between these devices, possessing a heterogeneous structure and containing confidential user data. To solve the problem of such data processing, a well-proven MapReduce approach can be used: first, data are divided into several parts, each of which is independently processed by using some function. The results are aggregated to form a final decision. Secondly, a variety of devices (both in terms of the type of hardware component and software settings) can complicate the task of detecting anomalies in the IoT. The presence of implicit and hidden patterns in the analyzed parameters makes it difficult or even impossible to use such classical tools as expert-logical inference or signature-based analysis in relation to this task; therefore it is proposed to use machine learning methods.
III. MATHEMATICAL FOUNDATIONS
The problem solved in the paper is the task of classifying objects. It is formulated as follows.
Let there are set of pairs P = {(x i , c i )}, i = 1, . . . , M , which consists of the feature descriptions of the classified objects in the form of the vector x i and the label of the class c i assigned to it. It is required to develop an algorithm R, which will allow us to approximate the set P based on the available information about the vectors {x i }:
To solve this task machine learning methods are used that are known for their ability to reveal hidden regularities in the analyzed data.
In this paper we consider the following machine learning methods: (i) principal component analysis (PCA), (ii) the support vector machine (SVM), (iii) the K-nearest neighbor method (KNN), (iv) the gaussian naïve Bayes (GNB), (v) the two-layer artificial neural network (ANN), (vi) the decision tree (DT).
A. PRINCIPAL COMPONENT ANALYSIS
The PCA consists in decreasing the dimensionality of the analyzed vectors with the greatest preservation of variability in the initial data. The essence of the approach is the linear mapping of the vector z into a new space:
where v 1 , . . . , v n -orthonormal eigenvectors (sorted in descending order of their corresponding eigenvalues) of a covariance matrix made up of elements of the training data set,x -mathematical expectation of a random vector represented in the form of training data, n -selectable dimension of a new space, v T i · z -i-th principal component of the vector z. This method allows to discard those features, that are insignificant from the point of view of their informativeness, and take into account linear combinations of the most significant features.
B. THE SUPPORT VECTOR MACHINE
The SVM consists in constructing a separating hyperplane which has the property of equidistance from the objects closest to it and belonging to different classes. The model is presented as follows:
where w i -weight coefficients, which are the product of nonzero Lagrange multipliers and the desired output values,
In this formula, it is assumed that the training sample can be linearly divided. Otherwise, it is necessary to use special transformations -kernels.
C. THE K-NEAREST NEIGHBOR METHOD
The KNN allows to match the analyzed vector a label of that class, which instances possess the greatest number among all K training objects closest to the given vector z. Formally, this approach is as follows:
where x 1 , . . . , x k -training vectors for which the value
z − x i is minimal among all training vectors, -classes. We can say that this method does not require preliminary tuning (training). For its functioning it is sufficient to preserve the entire training sample.
D. THE GAUSSIAN NAïVE BAYES
The functioning of the classifier naïve Bayes is based on the application of the Bayes theorem. It is assumed that each pair of features is independent, which allows us to apply the conditional probability formula:
where P(z|c) -probability of appearance of the record z among all analyzed objects, belonging to the class c; P(c) -the unconditional probability of appearance of the record of a class c in the data set.
E. THE TWO-LAYER ARTIFICIAL NEURAL NETWORK
A two-layer artificial neural network is a layered structure in which successive linear and nonlinear transformations of the input vector are performed. After passing through each k-th layer, the composition of the non-linear activation function and the weighted sum of the components of that vector that is output for the (k − 1)-th layer is performed:
where w
1i -the weights of the first (hidden) layer of dimension N 1 and the second (output) layer, which which are customizable parameters in the learning process, ϕ -activation function, θ
1 -bias parameters.
F. THE DECISION TREE
A decision tree is a hierarchical structure containing, numerical attributes and predicates as nonterminal nodes and class labels as terminal nodes. While descending down the tree and depending on a predicate truth for the observed vector component, one of the two paths is selected in the decision tree:
The approach is as follows:
where T (L) N T (R) -left and right subtrees of T , c -class label, P (T ) -predicate located at the root of a tree T . This definition implies a recursive calculation of the class label by cutting the tree into one of two parts.
To combine the classifiers F (1) , . . . , F (5) we have investigated three compositions: plurality voting (PV), weighted voting and soft voting (SV).
Plurality voting is represented as follows:
where N = 5 -number of basic classifiers to be combined. Note that in formula 8 it is assumed that the basic classifiers F (1) , . . . , F (5) have the same discrete set of output values represented as a set of class labels (e.g. {0, . . . , # − 1}). The improvement of the formula (8) is the weighted voting, in which the weighted encouragement of the classifiers is carried out, proportional to their level of correctness of recognition of the training instances according to the following formula:
where coefficients w i are calculated in such a way that their sum is equal to 1. Soft voting can be considered as an extension of the formula (9) by introducing weight coefficients assigned to both the basic classifier and the class label predicted by it:
where coefficients w ic are calculated in such a way that their sum is equal to 1 for each basic classifier F (1) , . . . , F (5) . A soft voting method assigns each base classifier a vector weight. This weight can be interpreted as the probability of the correct determination of classes for the elements of the training sample with the help of one of the basic classifiers. Thereby the dimension of this vector is the number of different class labels found in the training set, and each j-th component of this vector reflects how well this classifier is able to assign correctly the elements of the training subsample, marked by the j-th class label, to the j-th class. The result of the final classification is the class, the total probability of belonging an object to which is the highest in all classifiers.
IV. DATA SET
The experiments were carried out using the data set ''detection_of_IoT_botnet_attacks_N_BaIoT'' [27] which contains the records describing the the network traffic transmitted between 9 mobile IoT devices. These records are represented in the form of CSV-files: each record consists of 115 attributes separated by a comma. In the data set there are 11 classes among which 10 classes are attacks and 1 class is a benign class. Figure 1 demonstrates the distribution of the data set size by 9 IoT device types.
In total, the data set contains 7009270 records, some of which are duplicated, namely instances of classes gafgyt tcp and gafgyt udp. Therefore the first step is a removal of the identical records. This allowed to exclude from consideration 1.65% of records. The procedure for deleting a duplicate records will allow to train classifiers using different (nonduplicating) instances and thus to provide the best coverage of the training sample. The second step is a min-max normalization which is applied to each attribute of a training vector. Applying this procedure allows to reduce the variability in the values of particular parameters and to put all parameters inside the same range of values, e.g. centered vector is performed using the eigenvectors of the covariance matrix of the training sample.
Figures 2 and 3 demonstrate projection of one of the training subsamples onto the first two and three principal components for the device Danmini Doorbell.
From these figures it can be seen that the training subsamples of different classes can be closely located, which complicates the process of constructing the classification model. Therefore, we should consider a higher-dimensional space. To accelerate the processing of high-dimensional vectors, we apply a compression of training instances to the first 10 principal components. The choice of just such a number of components is due to the fact that for the considered example this is the smallest number that delivers 99% of informativeness of initial data.
From the Figure 4 we can see that with a larger number of components the curve becomes almost horizontal, and thus using a number of principal components greater than 10 does not add significant variability to analyzed data. Figure 5 shows the absolute correlation dependence of the first 10 principal components and the class label. In particular, the last column (or last row) depicts the dependence degree between components and predicted class labels. This figure shows that the components themselves are independent of each other (the value of the correlation coefficient is close to zero), and the second component is most significant for recognizing the class label (the absolute value of their pairwise correlation is equal to 0.724). Figure 6 shows the framework architecture designed for mobile Internet of Things security monitoring.
V. FRAMEWORK ARCHITECTURE
The main idea in the design of this architecture is to explicitly distinguish two modes of functioning of the systems based on such architecture: the training mode and the analysis mode. At the first level, an analyzed data set is divided between several classifiers. In the training mode, a specific training sample is created for each binary classifier. In the analysis mode, first, the analyzed data set is split, then the independent copies of the classifiers are assigned the task of processing each of the formed pieces. At the second stage, the principal component analysis is used to reduce the dimension of the analyzed vector. At the third stage, in the training mode the parameters of basic classifiers and their compositions are adjusted, and in the analysis mode the classification indicators of the trained classifiers are calculated. Thereby within the framework of the proposed architecture, the MapReduce concept is realized: at the first two stages preliminary processing of input data and their separation between several processes is performed (map). At the third stage the aggregation of the results is performed (reduce).
Within the developed framework there are two modes of functioning of the mobile IoT security monitoring system. The first mode is the mode of learning classifiers, and the second mode is the mode of analyzing instances. In addition, there are three layers for each mode: (1) extraction and decomposition of a data set, (2) compression of feature vectors, and (3) learning and classification.
At the first level, the training sample is formed and the analyzed data set is decomposed. Such known algorithms for constructing representative training samples, like CADEX and DUPLEX [28] , possess a quadratic complexity of the cardinality of the original data set. This particularity negatively VOLUME 6, 2018 FIGURE 7. Multi-level scheme for combining the classifiers.
affects the performance of algorithms designed to handle large amounts of data.
Therefore, in this paper we use the heuristic approach to extract training instances, which consists in the removal of strongly correlated records within randomly selected subsets but not within the entire data set.
First, the initial data set D is divided into several smaller fragments D 1 , . . . , D Q . Next, for each pair of elements (e i , e j ) (1≤ i<j≤#D k ), belonging to the data set D k (1≤k≤Q), the correlation coefficient r ij is calculated, and if r ij >T (where T is the a priori established threshold), then the element e j is excluded from the data set D k .
Further, this procedure is repeated again for a truncated set D 1 ∪ . . . ∪ D Q . In mode of analyzing instances, the dataset is divided into several disjoint subsets of approximately the same size. For processing each of the resulting subsets a separate parallel thread with its own set of classifiers is used.
At the second level, the analyzed feature vector is compressed by the PCA. As was shown in Section 4, the dimension of the input vector has decreased from 115 to 10 components, while retaining more than 99% of the informativity from the initial set of training vectors.
At the third level the classifiers are placed, which first perform the adjustment of their parameters, i.e. learn, and then predict the class label of the analyzed object by its features.To assess the effectiveness of classifiers, two parameters were used: 1) accuracy:
2) difference of true positive rate and false positive rate:
.
In the formula (12) the notation c b is understood as the class of normal traffic.
A multi-level scheme for combining the classifiers was used for carrying out the experiments. Its representation is shown in Figure 7 .
After processing by PCA the input vector is analyzed using various binary classifiers. In the role of such classifiers we have used the support vector machine k-nearest neighbors method, gaussian naïve Bayes, artificial neural network and decision tree. The quantity of these classifiers is equal to 55 (the number of combinations of 2 units in a total of 11 units where 11 means a total number of classes). Each copy of the specific classifier is trained using a subsample containing only two classes. The usage of such a fragmentation of the training set allows to reduce the time costs for training of classifiers by introducing a parallel mode, and also to tune classifiers more sensitive to recognizing objects belonging to two classes (instead of eleven). The created binary classifiers are combined into a multi-class model F (i) using the onevs-one approach (i = 1, . . . , 5). The resulting classification is performed using a classifier F constructed on the basis of the plurality voting, weight voting or soft voting. After completing the training procedure the structures of classifiers are stored for the possibility of their deserialization and their performance calculation in the mode of analyzing of instances.
VI. EXPERIMENTS AND DISCUSSION
The training data set consists of 27500 unique instances (2500 unique instances per class). The testing data set was formed from the remaining unique elements which were not seen in the training set. The training and testing processes were performed ten times for each of nine IoT devices, and each time the random generation of the contents of the training set was provided. In the role of performance indicators the accuracy (ACC) and difference of true positive rate and false positive (TRP-FPR) rate were used. Table 1 contains maximum values of performance indicators calculated for five basic classifiers and their combinations. For seven IoT devices out of nine possible, an increase of the indicator ACC is observed in the case of using combined classifiers PV, WV, SV in comparison with the usage of separate basic classifiers SVM, k-NN, GNB, ANN, DT. If we consider a specific combined classifier, namely SV, then we obtain a total increase in the indicator ACC by 4.685% in comparison with the greatest value of the indicator ACC demonstrated among the basic classifiers.
To accelerate the analysis of records, the data set was divided into several approximately equal chunks, each of which was processed by a separate parallel thread. Figures 8 and 9 demonstrate dependence of time of processing the data sets on the number of threads for the device Danmini Doorbell. In the case of a training set the rate of data processing was increased in 7.065 times in the transi- tion from one thread to eight, and in the case of a testing set -6.296 times.
We estimate the time spent on training and testing of each classifier. Figure 10 shows the time characteristics of the training process for each classifier. Averaging of this indicator was carried out at 10 launches, and the red vertical line indicates the amplitude of the deviation from the average value. As a result of the performed experiments it was established that the training process of a neural network is the longest in time in comparison with the same characteristic of other classifiers. The time for training the plurality voting is equal to 0, since no preliminary information on the aggregated basic classifiers is used in constructing the decision rule based on this composition. Among the basic classifiers (SVM, KNN, GNB, ANN, DT) the least time for training belongs to GNB and KNN, since their training process use rather primitive operations. In the first case it is necessary to calculate the frequency of the correspondence of certain values of features to a given label, and in the latter case it is necessary to keep the correspondence of training instances to the class label. Figure 11 shows the time characteristics of the testing process for each classifier. Among the basic classifiers, the neural network has the least processing time of the testing data set, and among the compositions -plurality voting and weighted voting. Among the compositions, the soft voting requires a greater amount of time when processing input vectors in comparison with other compositions.
VII. CONCLUSIONS
The paper presents a new framework combining the possibilities of Big Data processing and machine leaning developed for security monitoring of mobile Internet of Things. The architecture of the Big Data and Machine Learning framework in which thread functioning of five machine learning mechanisms intended for solving the classification problem is realized is offered. Classifier operation results are exposed to plurality voting, weighted voting and soft voting.
The experimental assessment of performance and accuracy of the framework operation is made on the data set generated on the basis of the network traffic transmitted between mobile IoT devices. Assessment showed that the offered framework provides the gain in information processing productivity and the higher accuracy of detection of attacks. It says about sufficient efficiency of the developed framework and high prospects of integration of Big Data and machine learning algorithms.
In further work, it is planned to examine and experimentally investigate other methods of machine learning for the detection of anomalies, such as dynamic Bayesian networks (DBNs) and deep learning neural networks (DLNNs). DBNs are characterized by a graph-like structure, which defines a set of observable and unobservable random variables, changing over time in accordance with the transition model. This allows one to detect multi-step attacks and provides the ability to calculate the probability of how an observable event is anomalous. DLNNs are aimed at detecting anomalies by repeatedly and sequentially transforming the object being analyzed: on the first layers of the DLNN process, the signals specifying the low-level features of the object are processed, and as these signals are passed (transformed) to the output layer, a more abstract representation of this object is formed.
The further direction of researches relates with implementation of the developed framework in the environment of the special software such as Hadoop and Spark. 
