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Abstract Curvilinear, multiblock summation-by-parts finite difference methods
with the simultaneous approximation term method provide a stable and accurate
method for solving the wave equation in second order form. That said, the stan-
dard method can become arbitrarily stiff when characteristic boundary conditions
and nonlinear interface conditions are used. Here we propose a new technique that
avoids this stiffness by using characteristic variables to “upwind” the boundary
and interface treatment. This is done through the introduction of an additional
block boundary displacement variable. Using a unified energy, which expresses
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2 Jeremy E. Kozdon, Brittany A. Erickson, Tobias Harvey
both the standard as well as characteristic boundary and interface treatment, we
show that the resulting scheme has semidiscrete energy stability for the anistropic
wave equation. The theoretical stability results are confirmed with numerical ex-
periments that also demonstrate the accuracy and robustness of the proposed
scheme. The numerical results also show that the characteristic scheme has a time
step restriction based on standard wave propagation considerations and not the
boundary closure.
1 Introduction
Due to their superior dispersion properties, high-order methods are ideally suited
for wave-dominated partial differential equations (PDEs) (Kreiss and Oliger 1972).
That said, unless great care is taken in the treatment of boundary conditions, inter-
face couplings, and variable coefficients, high-order methods are often less robust
than their low-order counterparts. An important tool in robust high-order meth-
ods is utilization of the summation-by-parts (SBP) property (Kreiss and Scherer
1974, 1977). SBP is the discrete analogue of integration by parts and allows the
discrete stability analysis to mimic the continuous well-posedness analysis (Nord-
ström 2017).
When combined with multiblock domain decompositions and curvilinear co-
ordinates, SBP finite difference methods can be used to stably and accurately
model complex geometries and variable material parameters. SBP finite difference
methods use standard central difference stencils in the interior of a domain and
transition to one-sided stencils at boundaries and interfaces in a manner that main-
tains the SBP property. An important feature of SBP finite difference methods is
the built-in norm matrix, which is similar to the mass matrix in finite element
methods. A variety of SBP finite difference operators have been developed with
the most relevant to this work being the first and second derivative operators on
unstaggered grids (Kreiss and Scherer 1974, 1977; Mattsson 2012; Mattsson and
Nordström 2004; Strand 1994a). With SBP finite difference methods it is pos-
sible to either enforce boundary conditions strongly (Olsson 1995a,b) or weakly
(Carpenter et al. 1994, 1999); weak enforcement of boundary condition with SBP
methods is often called the simultaneous approximation term (SAT) method and
is the approach taken here.
We are primarily interested in the wave equation in second-order form, that
is, a displacement formulation of the wave equation as opposed to velocity-stress
or velocity-strain. Our motivation for this is to address our ultimate goal of ad-
vancing simulations of the earthquake cycle where interseismic loading (decade
long tectonic loading) is coupled to dynamic rupture (earthquake rupture taking
place over seconds to minutes); the importance of this coupling has been recently
highlighted in, for example, Erickson et al. (2020). In the interseismic phase, a
quasidynamic formulation is often used that neglects inertial effects, e.g., acceler-
ation, resulting in an elliptic PDE for the displacement. In the coseismic rupture
phase inertial effects should be included resulting equation is a hyperbolic wave
equation.
In order to avoid having to transition between displacements and velocity-
stress (or velocity-strain) it is desirable to use a displacement-based formulation
for the coseismic phase. Virta and Mattsson (2014), building on Mattsson et al.
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(2008, 2009), developed an SBP-SAT finite difference scheme for the second-order
wave equation with variable coefficients on curved geometries. Duru et al. (2019)
extended this scheme for use with nonlinear friction laws which govern the slid-
ing of fault interfaces in earthquake problems; nonlinear friction laws relate the
interface traction to the sliding velocity. However, as noted in Duru et al. (2019),
the modified scheme that incorporates the nonlinear friction law results in a nu-
merically stiff system of ordinary differential equations that prevents the use of,
for instance, explicit Runge-Kutta time stepping methods; in Duru et al. (2019)
a custom second-order accurate time stepping method is used. Similar numerical
stiffness is also seen in the velocity-stress formulation of the wave equation for
earthquake problems, though this can be circumvented by rewriting the nonlinear
friction law in terms of the characteristic variables, (Kozdon et al. 2012).
The heart of the difference between the traction-velocity and the characteristic
interface formulations can be seen by considering a simple linear boundary condi-
tion. In one spatial dimension, if the nonlinear interface is reduced to a boundary
and linearized the following boundary condition results:
∂1u = −αu̇. (1)
Here u is the particle displacement, ∂1u denotes the derivative in space, and u̇
the derivative in time; the traction on the boundary is proportional to ∂1u and
the sliding velocity is the negative of boundary particle velocity. The coefficient
α ≥ 0 comes from the linearization of the nonlinear friction law around a refer-
ence velocity. In an earthquake rupture simulation, the effective value of α can
range over many orders of magnitude; for a fuller discussion of friction laws used
in earthquake modeling see, for example, Rice (1983); Rice et al. (2001); Scholz
(1998). When α is large, the boundary condition essentially reduces to enforcing a
Dirichlet-type boundary condition through Neumann boundary treatment. Since
the scheme proposed by Virta and Mattsson (2014) and Duru et al. (2019) has a
parameter that scales linearly with α, it is in the limit of large α that the stiffness
is seen; see Figure 1.
An alternative formulation is to use the characteristic variables. When this is
done the boundary condition becomes the reflection of the outgoing characteristic
wave:




where for simplicity we are neglecting the material parameters. Since α ≥ 0 the
reflection coefficient is bounded: −1 ≤ R ≤ 1. When used in the SBP-SAT dis-
cretization of the first order wave equation, the characteristic boundary condition
leads to a parameter that scales linearly with R which avoids the stiffness seen
with the traction-velocity approach (Kozdon et al. 2012).
The main contribution of this work is the use of a characteristic formulation
of boundary and interface conditions within a displacement-based scheme, namely
merging the ideas of Virta and Mattsson (2014) and Kozdon et al. (2012). The key
idea of the work is to track the evolution of the boundary and interface displace-
ments, which allows the use of a non-stiff characteristic formulation. The benefit of
our approach versus the previous approach (Duru et al. 2019; Virta and Mattsson
2014) is shown in Figure 1, where the spectrum of a one-dimensional operator is
shown for various values of α (or equivalently R); a fuller discussion of this figure is
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(a) Maximum magnitude real compo-
nent of the eigenvalue spectrum which
controls stiffness versus reflection co-
efficient R and α.









(b) Full spectrum comparison with
R = 0.99 (or α = 1/199).









(c) Full spectrum comparison with
R = 0 (or α = 1).










(d) Full spectrum comparison with
R = −0.99 (α = 199); as indicated,
the far left eigenvalue of the non-
characteristic method is shifted.
Fig. 1: Comparison of the eigenvalue spectra for the proposed characteristic and
non-characteristic (Virta and Mattsson 2014) treatment of boundary conditions
for various values of reflection coefficient R. In all cases the domain is [0, 1] with
grid spacing 1/50 and SBP interior accuracy of 2p = 4. The characteristic method
is indicated by red × and the non-characteristic method with blue +.
in Section 6.1. Additionally, the figure shows the maximum magnitude real part of
the spectra for a sweep of α values. As can be seen, as α→∞ (or equivalently as
R→ −1) the non-characteristic formulation results in a large magnitude, negative
real eigenvalue.
The remainder of the paper is structured as follows: Section 2 describes the
model wave equation and the continuous energy analysis. Section 3 discusses the
decomposition of the domain into computational blocks and introduces the coordi-
nate transforms. In Section 4 we review important results for SBP finite difference
methods and our notation. The proposed discretization is developed in Section 5
along with the semidiscrete energy analysis. Numerical experiments to confirm
the stability and accuracy properties of the scheme are given in Section 6 and
some concluding remarks are given in Section 7. In order to communicate the core
ideas of the paper, most of the proofs, analysis details, and construction details of
the SBP operators are given in the appendix. All numerical results can be gener-
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ated using the codes available at https://github.com/jkozdon/sbp_waveprop_
characteristic.
2 Model Problem
Let Ω ⊂ Rd be a bounded domain with boundary ∂Ω. The boundary is split into
two distinct parts: a Dirichlet boundary ∂ΩD and a characteristic boundary ∂ΩC .
Additionally, let ΓI ⊂ Rd−1 be a set of interfaces in the domain. Unless otherwise
noted summation over repeated subscripts is implied, e.g., uivi =
∑d
i=1 uivi, uii =∑d





As a model problem we consider the second-order, anistropic wave equation
for the scalar displacement u:
ρü = ∂iCij∂ju, x ∈ Ω, t ∈ [0, T ], (3a)
u = gD, x ∈ ∂ΩD, t ∈ [0, T ], (3b)
Zu̇+ τ = R(Zu̇− τ) + gC , x ∈ ∂ΩC , t ∈ [0, T ], (3c){
τ− = −τ+,
τ± = F (V ±)
x ∈ ΓI , t ∈ [0, T ]. (3d)
Here, the density ρ > 0 and the components of the stiffness matrix Cij are taken to
be spatially varying. Additionally, the stiffness matrix is assumed to be symmetric
positive definite: Cij = Cji and viCijvj ≥ 0 with equality only when vi = 0 for all
i. At interfaces and boundaries the traction τ is defined as
τ = niCij∂ju, (4)
where the vector ni is the unit normal which is taken to be outward pointing on
boundaries. On ∂ΩC the reflection coefficient satisfies −1 ≤ R ≤ 1 where the
shear impedence is defined as Z2 = ρniCijnj . On the interface ΓI , (3d) specifies
force balance and a friction law, respectively. The normal vector is defined so that
n−i points away from the minus side and n
+
i points away from the plus side with
n+i = −n
−
i . The superscripts on the material parameters denote which side of the
interface the material parameters are evaluated on. We define jump in u̇ across
the interface by
V ± = u̇∓ − u̇±. (5)
The nonlinear function F (V ) is the frictional strength of the interface and is
assumed to satisfy V F (V ) ≥ 0. Force balance and V + = −V − imply that
F (V +) = −F (V −).
Characteristic variables w and q, which are associated with locally propagating
waves in the direction ±n, respectively, can be defined as
w = Zu̇− τ, (6a)
q = Zu̇+ τ. (6b)
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The characteristic boundary condition (3c) can now be rewritten as
q = Rw + gC . (3c’)
Though not needed for the continuous analysis, a critical step in the discretization
below is to rewrite interface condition (3d) in terms of the characteristic variables.




















For general F the function Q± cannot be stated in closed form, but can be guaran-
teed to exist by the implicit function theorem as long as F ′(V ) > 0 (Kozdon et al.
2012, Proposition 1). Details on how the problem of finding Q± can be reduced
to a single variable root finding problem are found in Appendix E.
To guide the development of the numerical scheme, we now develop an energy
estimate for governing equation (3a). We define a seminorm E(u) and then show
that Ė(u(·, t)) ≤ 0 when gD = gC = 0 for all t > 0; with non-zero boundary data
energy growth due to the boundary conditions must be allowed.







ρu̇2 + (∂iu)Cij (∂ju)
)
. (9)
This is valid seminorm of u, namely E ≥ 0 for all u, because the stiffness matrix
is symmetric positive definite. With this definition of energy it is possible to prove
the following lemma; see Appendix B.
Lemma 1 Governing equations (3) with energy (9) satisfy Ė ≤ 0 if gD = gC = 0.
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3 Domain Decomposition
Let B(Ω) be a partitioning of Ω ⊂ Rd into Nb non-overlapping, curved blocks
(quadrilaterals when d = 2 and hexahedrons when d = 3). For each B ∈ B(Ω)
there is a diffeomorphic mapping xB between B and the reference block B̂ = [0, 1]d
such that xB(ξ) ∈ B for all ξ ∈ B̂. We use the notation ∂̂i to denote the partial
derivative with respect to ξi. The Jacobian determinant is denoted as J
B . For






















Note that typically the metric terms are computed by first computing ∂̂lx
B
i and
then metric identities are employed to calculate ∂jξ
B
m; see, for example, Kopriva
(2006).
Each block B ∈ B(Ω) has 2d faces, and we let ∂Bf for f = 1, 2, . . . , 2d be the
faces in physical space and ∂B̂f be the faces in the reference space. We assume that
each face Bf corresponds to either a Dirichlet boundary, characteristic boundary,
nonlinear interface, or a purely computational interface (i.e., an artificial interface
introduced in the partitioning of Ω into curved blocks). We let nB
f
i denote the
outward pointing normal to face f of block B in physical space and n̂B
f
i ≡ n̂fi
denote the same outward pointing normal in the reference space. Note that only
one component of n̂fi is non-zero so that the Kroneckor delta δij provides a face
numbering convention n̂fi = (−1)













where the surface Jacobian SB
f
J is the normalization factor so that n
Bf
i is a unit
vector. Given the face numbering convention and properties of the reference unit

















(no summation over f). (12)
Before writing down the transformed governing equations, it is useful to define
a few quantities. For each B ∈ B(Ω) we define the transformed density and stiffness
matrix as
ρ̂ = Jρ, (13a)
Ĉij = J (∂lξi)Clm (∂mξj) ; (13b)
in this equation, and those that follow, unless needed the subscript B denoting
the block number is suppressed. Similarly, on face ∂Bf the shear impedence and
traction are defined as (
Ẑf
)2












unless needed for clarity, the superscript Bf is reduced to f .
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With these, for each B ∈ B(Ω) governing equations (3) become
ρ̂ü = ∂̂iĈij ∂̂ju, ξ ∈ [0, 1]d, t ∈ [0, T ]. (15a)
For each face ∂Bf the boundary or interface condition is
u = gD, if ∂B
f ∩ ∂ΩD 6= ∅, (15b)
Ẑf u̇+ τ̂f = R(Ẑf u̇− τ̂f ) + SfJgC , if ∂B



























.Here the notation f± denotes the two sides of the interface
with f− denoting the interior value and f+ denoting the exterior (neighboring
block) value. Namely, let face ∂Bf of block B ∈ B(Ω) be connected to block

















i . Interface conditions (15e) are not present in the
original governing equations (3), and are added to account for continuity of the
solution across locked (purely computational) block interfaces.
As with the original system, it is useful to introduce the characteristic variables
ŵ = Ẑu̇− τ̂ , (16a)
q̂ = Ẑu̇+ τ̂ , (16b)









With this, the characteristic boundary condition (15c) can be written as
q̂ = Rŵ + SfJgC . (15c’)
Similarly, the nonlinear interface condition (15d) and locked interface condition






For the nonlinear interface conidition (15d) the form of Q̂± is defined in the same
manner as discussed following (3d’). In the case of the locked interface (15e) Q̂±






2Ẑ±ŵ∓ + (Ẑ± − Ẑ∓)ŵ±
Ẑ+ + Ẑ−
; (18)
as can be seen in the limiting case of Ẑ+ = Ẑ− this is just transmission of the
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and the transformed governing equation satisfy the energy estimate of Lemma 1.
4 Summation-By-Parts Operators
To approximate the spatial derivative summation-by-parts (SBP) finite difference
operators are used. We begin with the introduction of the one-dimensional op-
erators and then generalize the operators to multiple dimensions using tensor
products.
4.1 One Dimensional SBP Operators
Let the domain 0 ≤ ξ ≤ 1 be discretized with an N + 1 equally spaced grid points.
The grid of points are represented as ξ with spacing h = 1/N and points located at
{ξ}k = kh for k = 0, 1, . . . , N . Let u be the projection of u onto the computational
grid. We define the operator ek to be the grid basis functions, that is the vector
which is 1 at grid point k and zero at all other grid points. Importantly eTk selects
the value of a grid function u at the point k, namely eTk u = {u}k.
















The derivative approximations D1 and D
(C)
11 are called SBP if they satisfy the
following definitions.
Definition 1 (SBP First Derivative) The operator D1 is called an SBP ap-
proximation if it can be decomposed as H1D1 = Q1 with H1 being a symmetric







v = uT eNe
T
Nv − uT e0eT0 v = {u}N{v}N − {u}0{v}0, (22)
for all vectors u and v.
Definition 2 (SBP Second Derivative) The operator D
(C)
11 is called an SBP

















accurate approximations of first derivative of u at the boundary points {ξ}N and
{ξ}0, respectively.
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In addition the derivative operators are assumed to be compatible operators,
namely that H1 is the same for both the first and second derivative operators and
the weighting matrix H1 is diagonal.
Remark 1 It is not assumed that the boundary derivative operators bT0 and b
T
N
are the first and last rows of D1, namely b
T
0 6= e0D1 and bTN 6= eND1. That is, we
do not assume that the operators are fully-compatible SBP operators (Mattsson
and Parisi 2010).
The reason that operators that satisfy Definitions 1 and 2 are called SBP is
that the following identities








0 v − uTA
(C)
11 v, (24b)
discretely mimic the continuous integration by parts identities∫ 1
0











It is useful to note that H1 and A
(C)
11 lead to quadrature approximations of the
following integrals (Hicken and Zingg 2013):∫ 1
0
uv ≈ uTH1v, (26a)∫ 1
0
(∂̂1u)C∂̂1v ≈ uTA(C)11 v. (26b)
4.2 Multidimensional SBP operators
Multiple dimensional SBP operators can be constructed via tensor products. In
particular the one-dimensional operators are applied along the grid lines. To ap-
proximate governing equations (15) derivative approximations are needed of the
form:
∂̂iC∂̂ju ≈ D̃(C)ij ũ. (27)
The variable coefficients C present in the approximation make it cumbersome
to define the form of D̃
(C)
ij ũ, so here we outline some of the important discrete
properties of the operator; Appendix A presents the tensor product construction
of the operators in two spatial dimensions from which the higher dimensional
extensions can be generalized.
We define multidimensional SBP operators on the domain [0, 1]d. A regular,
Cartesian grid is used to discretize the domain with Ni + 1 grid points in each
direction and grid spacing hi = 1/Ni. The solution is represented as a vectors with
the leading dimension being the fastest index, i.e., column-major order. So in two
dimensions the grid function of u(ξ1, ξ2) is the vector
ũ =
[
{ũ}00 {ũ}10 . . . {ũ}N1N2
]T
, (28)
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where {ũ}ij ≈ u(ih1, jh2).
Let H̃ be the tensor product volume norm matrix,
H̃ = H1 ⊗ · · · ⊗Hd, (29)
which can be thought of as an approximation of the inner product∫
B̂
vu ≈ ṽH̃ũ. (30)
















where the two terms in the multidimensional SBP decomposition can be thought
of as approximations of the following volume and surface integrals:∫
B̂
(∂̂iv)C(∂̂ju) ≈ ṽT Ã(C)ij ũ
T , (32a)∫
∂B̂f








If Cij defines a symmetric positive definite, spatially varying coefficient matrix
then the matrix Ã
(Cij)
ij (summation implied over i and j) is symmetric positive
semidefinite; see Appendix A.
The matrix L̄
f
selects the points from the volume vector along face f of the
reference block. The matrix B̄
f
j computes the derivative approximation in the
direction ξj and evaluates it along face f . When i = j in (31) then f ∈ (2j−1, 2j)
and B̄
f
j is based on the boundary derivatives from the one-dimensional second
derivative SBP operator. When i 6= j in (31) then f /∈ (2j − 1, 2j) and B̄fj is
based on the first derivative SBP operator. The diagonal matrix Hf is the tensor










and the diagonal matrix Cf is the variable coefficient evaluated at the points of
face f . Since the reference unit normal n̂fi = (−1)
f on faces f ∈ (2i − 1, 2i) and
n̂fi = 0 for f /∈ (2i − 1, 2i) the summation in SBP decomposition (31) can be
















this new form will be used to simplify the statement of the discretization of the
wave equation below.
As noted above, here we have only outlined our basic notation and more details
about the construction of the operators are given in Appendix A.
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5 Multi-Block Discretization
With the above defined SBP notation, a single block discretization of (15a) with
weak enforcement of boundary conditions can be written as


































u∗f − L̄f ũ
) (34)
which after multiplying by H̃ and applying the multidimensional SBP property
(31’) gives a form which is more convenient for analysis:































and ρ̃ is a diagonal matrix of density ρ evaluated at the grid points. The vectors
τ̂ ∗f and u∗f , which we call the numerical fluxes, are used to enforce the boundary
and interface conditions weakly; the exact form of these vectors will depend on
the specific boundary or interface condition and is discussed in detail below.



















































where Γ f is a penalty parameter which must be sufficient large; a lower bound for
Γ f is given by (86a). Additionally we define the block and interface face tractions











u∗f − L̄f ũ
)
. (40b)
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Essentially, discrete energy (38) is a direct discretization of continuous energy (19)
with an additional penalty on the faces for the mismatch between two alternative
approximations of the traction τ̂f (14b) on the faces.
The discrete energy satisifies the following lemma; see Appendix C.
Lemma 2 Energy (38) is a seminorm of the solution if Γ f is positive and suffi-
ciently large.
Remark 2 In the proof of Lemma 2 the updated borrowing lemma from Almquist
and Dunham (2020) is employed to determine the penalty parameter Γ f . Though
not shown, in one spatial dimension a slightly better parameter can be deter-
mined using the borrowing lemma from Virta and Mattsson (2014); in multiple
dimensions Almquist and Dunham (2020) yields better results.
The stability of the scheme will be shown by proving that for each boundary
type, the global energy is non-increasing in time when boundary data is set to




ĖB ≤ 0. (41)


















































Discrete face energy rate (43) is of the same form as the continuous counterpart
(73), namely a boundary integral of the particle velocity times the traction at the
boundary. Stability is now reduced to showing that if a face f is on a physical





In the remainder of this section numerical fluxes are given for characteristic
boundary conditions as well as the characteristic treatment of locked and nonlinear
interfaces. In all of these cases the basic idea is to specify an equation for u̇∗, i.e.,
the time derivative of the numerical flux, so that u∗ becomes an additional block
face variable that must integrated in time. It is shown that in all cases this leads
to energy dissipation across the block face and thus stability.
In Appendix D the typical SBP-SAT numerical fluxes for Dirichlet, Neumann,
and Characteristic boundary conditions as well as locked interfaces are given,
e.g., those from Virta and Mattsson (2014) with the improved Dirichlet penalty
parameter of Almquist and Dunham (2020). The standard approach specifies u∗
directly, i.e., they do not require an additional block face variable be integrated in
time.
14 Jeremy E. Kozdon, Brittany A. Erickson, Tobias Harvey
5.1 Characteristic Boundary Conditions
When block face f corresponds to a characteristic boundary (15c’) the basic idea
is to mimic in the upwinding procedure of the first order formulation. Namely, we
seek to modify the incoming characteristic variable q while leaving the outgoing
characteristic variable w unmodified. The challenge here is that the velocity is
not a prognostic variable in our formulation. To get around this, we introduce an
equation for u̇∗f which describes the time evolution of the numerical flux and this
is used to enforce the boundary condition. Namely, we choose values of τ̂ ∗f and




u̇∗f − τ̂ ∗f = Ẑf u̇f − τ̂ f , (44a)
Ẑ
f













































Note that this formulation requires that u∗f be stored along the face and integrated
in time.
Using the characteristic boundary treatment (45) in the face energy rate of



































































































where we have used that the reflection coefficient satisfies −1 ≤ R ≤ 1. Letting
gC = 0 it follows that Ėf ≤ 0 and the boundary treatment is energy stable.
5.2 Characteristic Interface
For characteristic interfaces, locked or nonlinear, the aim is to define the numerical
fluxes to satisfy the interface condition in a way that preserves the characteristic
variables propagating into the interface. As noted in Section 3, the nonlinear and
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locked interface conditions can be enforced using the function Q̂f
±
(15d’). Thus
































































































. Since it is required that V F (V ) ≥ 0, for both the






in the locked interface case V ∗f
±
= 0.









































, and τ̂ ∗f
±
.
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. Energy stability results since this face
energy rate of change is non-positive due to the positivity result of (51) and the
fact that the second two terms are in quadratic form.
6 Numerical Experiments
We confirm theoretical stability and examine accuracy with numerical experiments





(∆ũB)T J̃BH̃B∆ũB , (56)
where ∆ũ is the difference between the numerical and analytic solution evaluated
at the grid points. In all cases the penalty parameter is chosen to be at the sta-
bility limit, i.e., the equality condition of (86a). Throughout we refer to the SBP
operators as 2p where p is the boundary accuracy and 2p is the interior accuracy;
unless otherwise noted, the SBP orders used are 2p = 2, 4, 6. SBP methods for
the wave equation in second order form typically see a global convergence rate
of min(2p, p + 2), i.e., two orders of accuracy greater than the boundary accu-
racy except in the case of 2p = 2. For first derivatives we use the operators from
Strand (1994b)1 and for second derivatives the variable coefficient operators from
Mattsson (2012).
The Julia programming language (Bezanson et al. 2017, v1.6.0) was used for
all simulations with the codes available at https://github.com/jkozdon/sbp_
waveprop_characteristic.
6.1 One Dimensional Linear Boundary Condition: Stiffness and Accuracy
We begin by comparing the proposed characteristic and standard non-characteristic
boundary treatment in one spatial dimension. A single block is used for the domain
1 The free parameter x1 = 0.70127127127127 is used for 2p = 6.













2p = 2: characteristic
2p = 2: non-characteristic
2p = 4: characteristic
2p = 4: non-characteristic
2p = 6: characteristic
2p = 6: non-characteristic


























(c) R = −0.99 (or α = 199).
Fig. 2: L2 convergence comparison of the characteristic (+ markers) and non-
characteristic (× markers) treatment of boundary conditions with various values
of the reflection coefficient R. The red, blue, and green curves correspond to SBP
interior orders 2, 4, and 6, respectively.
Ω = [0, 1] and the material properties are taken to be ρ = C11 = 1. Both the right
and left boundaries are characteristic with a reflection coefficient R ∈ [−1, 1].
The accuracy of the scheme is assessed using the initial condition
u0(x) = sin(2πx)
6, (57a)
u̇0(x) = 0, (57b)
which for times t ∈ [0, 1] has the analytic solution
u(x, t) =





u0(x), 0 ≤ x ≤ 1,
0, otherwise.
(58)
The L2 convergence can be seen in Figure 2 at time t = 0.9 using R = 0.99,
0, and −0.99. The spatial resolutions used in the test are N = 17 × 2r with
r = 0, 1, 2, 3, 4, 5 and time integration is performed using matrix exponentiation.
As can be seen, the characteristic method converges at a rate similar to the non-
characteristic method for this test problem. For the characteristic method with
2p = 6 the overall error constant is higher, though this can be improved by in-
creasing the penalty parameter (not shown) at the cost of increased stiffness.
Figure 1 shows the eigenvalue spectra for the same values of R used in Figure 2
with resolution N = 50. As discussed in the introduction, though the schemes have
similar convergence properties the eigenvalue spectra are different. Importantly as




Fig. 3: Two-dimensional domain used for numerical results in Section 6.2. The
thick green line is the interface between the two subdomains Ω1 and Ω2. The thin
black lines show the finite difference block interfaces.
R → −1 the non-characteristic method has a single eigenvalue with a real part
that tends to −∞. In this limit, the large magnitude eigenvalue prevents the use
of, for instance, explicit Runge-Kutta time stepping; when R = −1 the boundary
condition reduces to Dirichlet and the standard Dirichlet boundary treatment
could be used. Though the characteristic method does have a worse time step
restriction for R ∈ [0, 1], the scheme never results in an eigenvalue that grows
arbitrarily and even in the worse case, R = 1, has a spectrum that is appropriate
for explicit Runge-Kutta methods.
6.2 Two Dimensional Nonlinear Interface: Stiffness, Accuracy, and Robustness
We now consider the two-dimensional square domain Ω = [−2, 2]2. Inside of Ω we
define the unit circle ΓI = {(x1, x2)|x21 + x22 = 1} to partition the domain into a
closed unit disk Ω1 = {(x1, x2)|x21 + x22 ≤ 1} and the remainder Ω2 = cl(Ω \Ω1).
The interface ΓI is governed by the nonlinear condition




+ g±τ , (59)
where α > 0 and g±τ is a time and space dependent forcing function; around V = 0
with g±τ = 0 the linearization of the interface condition is τ
± = αV . The right
and left boundaries of Ω are taken to be Dirichlet, the top and bottom boundaries
Neumann; the Dirichlet and Neumann boundary conditions are enforced using
the standard approach described in the Appendix D. As shown in Figure 3, the
domain is decomposed into 56 finite difference blocks and the locked, i.e., artificial
computational interface conditions, are enforced using the characteristic approach
described in Section 5.2. Given the unstructured connectivity of the blocks it is
necessary to use the same (N + 1)× (N + 1) grid of points in each block; we refer
to N as the block size. For all the test problems in this section, time stepping is
performed using the low-storage, fourth order Runge-Kutta scheme of Carpenter
and Kennedy (1994, (5,4) 2N -Storage RK scheme, solution 3).
In order to assess the stiffness and accuracy of the scheme in two spatial di-
mensions we use the method of manufactured solutions (MMS) (Roache 1998). In
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characteristic non-characteristic
α γ ‖∆ũ‖H with γ (with 2γ) γ ‖∆ũ‖H with γ (with 2γ)
1 1/2 1.39× 10−9 (1.64× 1010) 1/2 1.23× 10−9 (1.64× 1010)
4 1/2 1.39× 10−9 (1.64× 1010) 1/2 1.24× 10−9 (1.64× 1010)
16 1/2 1.39× 10−9 (1.64× 1010) 1/23 1.28× 10−9 (1.90× 10−2)
64 1/2 1.39× 10−9 (1.64× 1010) 1/25 1.34× 10−9 (2.51× 10−2)
128 1/2 1.39× 10−9 (1.64× 1010) 1/26 1.36× 10−9 (2.62× 10−2)
Table 1: Stable Courant γ for the characteristic and non-characteristic methods
for increasing values of α using the SBP operator with interior accuracy 2p = 6.
Shown also are the L2 errors for the stable Courant number γ and the unstable
Courant number 2γ.
particular, we assume an analytic solution and compute the necessary boundary,
interface, and volume data. The manufactured solution is taken to be







r sin(θ), (x1, x2) ∈ Ω1
sin(t)
(
(r − 1)2 cos(θ) + (r − 1) sin(θ)
)
, (x1, x2) ∈ Ω2,
(60)
where r2 = x21 + x
2
2 and θ = atan2(x2, x1). The boundary, interface, and forcing
data are found by using assumed solution (60) in governing equations (3). In
order to avoid order reduction with time dependent data, we found it necessary
to define the Dirichlet boundary data by integrating ġD using the Runge-Kutta
method. Solution (60) satisfies force balance along ΓI , i.e., continuity of traction
τ , and the interface data g±τ is used to enforce the assumed solution. In the MMS
test the material properties are ρ = 1 and Cij = δij , with δij being the kroneckor
delta; after the mesh warping the effective material parameters Ĉij are spatially
varying.
To compare the stiffness of the standard and characteristic nonlinear interface
treatment we vary the nonlinear interface parameter α and decrease the time step
size until the simulation is stable for a fixed block size N = 48. For a non-stiff
method, the time step size should be on the order of the effective grid spacing for
all α > 0. In particular, we define the time step size to be
∆t = γh̄, (61)
where γ is the Courant number and a non-stiff scheme should have γ ∼ 1; since
the material properties are taken to be unity the wave speed in this problem is 1.
The effective grid spacing h̄ is defined as











Table 1 gives the Courant number γ required for stability of the two methods
with various values of α using SBP interior order 2p = 6. Here the value of γ
was repeatedly halved until the error in the simulation at time t = 0.1 no longer
decreased dramatically. As can be seen the characteristic method requires a similar
time step for all values of the parameter α whereas the non-characteristic method
requires a reduced time step as α increases. Though not shown, results with SBP
















Fig. 4: Convergence results for mms solution (60) using SBP interior orders 2p =
2, 4, 6 with the characteristic nonlinear interface treartment. The value of h̄0 ≈


























(d) displacement u at t = 1 (e) displacement u at t = 2 (f) displacement u at t = 3
Fig. 5: Variable material parameters Cij and displacement field u snap shots with
block size N = 136 with the mesh show in Figure 3. The colormap for the dis-
placement field is saturated to show features at later times and the green curve
indicates the location of the nonlinear interface.
interior orders 2p = 2 and 2p = 4 are similar; for 2p = 2 the characteristic method
can use a Courant of γ = 1 for all values of α as can the non-characteristic method
with α = 1.
To investigate the convergence of the two-dimensional, characteristic method
we now run the same MMS solution (60) to time tf = 1 using α = 128 with
different levels of refinement and a fixed Courant number γ = 1/2. Figure 4 shows
the convergence of the scheme using mesh levels N = 17× 2r where r = 0, 1, 2, 3.
As can be seen the convergence order is similar to the one-dimensional case.
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As a final test, we explore the self-convergence and energy dissipation prop-
erties of the characteristic method with variable material properties and no body
or boundary data. The same two-dimensional spatial domain is used, but now the
material parameters are taken to be















where the angle θ = π4 (2− x1) (2− x2); colormaps of the material parameters are
shown in Figure 5. The Courant number γ = 1/2 is used for all the simulations
and the material parameters lead to a maximum wave speed of 1, i.e., maximum
eigenvalue of the matrix defined by Cij/ρ. The initial displacement is taken to be
the product of off-center Gaussians
u0 = exp
(
− (x1 − µ1)
2
2σ1





where µ1 = 0.1, µ2 = 0.2, σ1 = 0.0025, and σ2 = 0.005, and the initial velocity
is u̇0 = 0. A nonlinear parameter α = 1 is used in order to highlight the effect
of the nonlinear interface condition; larger values of α lead to a more continuous
solution across the interface since the sliding velocity V will be lower. Snapshots
of the displacement field at various times are shown in Figure 5 for the block size
N = 136 = 17 × 8 and SBP interior order 2p = 6. As can be seen in the figure,
there is a discontinuity in the displacement across the interface as well as reflected
waves.
For the self-convergence study we run the simulation until time t = 3 using
Nr = 17 × 2r with r = 1, 2, 3. The error is estimated by taking the difference
between neighboring resolutions, and the rate is estimated by
rate = log2(‖∆1‖H1)− log2(‖∆2‖H2), (65)
where ∆r is the difference between the solutions using Nr and Nr+1 and Hr
indicates that the norm is taken with respect to the metrics defined by Nr. With
this, we get an estimate convergence rate for this problem of 4.4 using the SBP
operators with interior accuracy 2p = 6.
Using same material properties and initial condition, Figure 6 show the dissi-
pated energy when ΓI is taken to be a locked interface and a nonlinear interface
with α = 1; energy is measured using the discrete energy norm (37). In both cases
the energy decreases in time as the theory predicts. In the case of the locked in-
terface the dissipation is purely numerical, and as the results show the dissipation
decreases as the resolution increases. In the case of the nonlinear interface the
amount of energy dissipated is larger since the continuous formulation supports
energy dissipation on interface ΓI .
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Fig. 6: Normalized dissipated energy for a locked and nonlinear interface ΓI with
energy is computed discretely using (37) and positive values indicating dissipation.
7 Concluding Remarks
We have developed a characteristic based method for handling boundary and in-
terface conditions with SBP finite difference methods for the second order wave
equation. The key idea of the method is the introduction of an additional unknown
on the block boundaries which evolves in time and acts as local Dirichlet data for
the block. The rate of change of the boundary unknown is defined in an upwind
fashion that modifies the incoming characteristic variable, which is similar to the
technique previously used to remove stiffness for the wave equation in first order
form with nonlinear interfaces (Kozdon et al. 2012).
The main benefit of the scheme is that, when compared with the standard
approach (Duru et al. 2019; Virta and Mattsson 2014), the scheme is non-stiff for
all characteristic boundary conditions and a class of nonlinear interface conditions
that can be written in characteristic form. One benefit of this approach is that it
enables the use of a wider class of time stepping methods for earthquake rupture
problems with nonlinear interfaces.
The energy method was used to show that the proposed scheme was stable.
Numerical experiments showed that the proposed scheme was non-stiff, confirmed
the stability results, and also demonstrated the accuracy of the scheme.
A Definition of Two-Dimensional SBP Operators
As an example of how to construct multidimensional SBP operators, we consider the two
dimensional SBP finite difference operators. We describe the operators on the reference block
B̂ = [0, 1]× [0, 1], where faces 1 and 2 are the right and left faces with faces 3 and 4 being the
top and bottom faces, respectively. For simplicity we let the domain B̂ be discretized with an
(N + 1)× (N + 1) grid points with the grid nodes located at {ξ}kl = (kh, lh) for 0 ≤ k, l ≤ N
with h = 1/N . The projection of u onto the grid is denoted ũ, where {ũ}kl ≈ u(kh, lh) and is
stored as a vector with with ξ1 being the fastest index; see (28). With this, the volume norm
matrix can be written as
H̃ = H ⊗H. (66)
We define the face restriction operators as
L̄
1
= I ⊗ eT0 , L̄
2
= I ⊗ eTN , L̄
3
= eT0 ⊗ I, L̄
4
= eT0 ⊗ I, (67)
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where the I is the (N + 1)× (N + 1) identity matrix. More generally the restriction to a single
grid line in the ξ1 and ξ2 directions, respectively, are
L̄
l:
= eTl ⊗ I, L̄
:l
= I ⊗ eTl . (68)
In order to construct Ã
(C)
ii , no summation over i, we must construct individual one-dimensional
second derivative matrices for each grid line with varying coefficients C and place them in the
correct block; expanding a single second derivative matrix with the tensor product and the
identity matrix only works in the constant coefficient case. To do this it is useful to define C̃
as the projection of C onto the grid, and denote the coefficients along the individual grid lines
as
C:l = diag(C0l, . . . , CNl), Ck: = diag(Ck0, . . . , CkN ). (69)






































and the mixed derivative operators through a tensor product
Ã
(C)
12 = (I ⊗Q




T ⊗ I)C̃(I ⊗Q). (70d)











ND1 ⊗ I, (71b)
B̃31 = I ⊗ eT0D1, (71c)
B̃41 = I ⊗ eTND1, (71d)
and those perpendicular to the boundary using the boundary first derivative operators b0 and
bN from the second derivative operator:
B̄
1
1 = I ⊗ bT0 , (72a)
B̄
2
1 = I ⊗ bTN , (72b)
B̃32 = b
T
0 ⊗ I, (72c)
B̃42 = b
T
N ⊗ I. (72d)
B Proof of Lemma 1














where the last equality follows from the divergence theorem and applying the definition of
traction (4).
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SBP interior order 2p θ̄ ζ̄ mb
2 1/2 1.0 2
4 17/48 0.5776 4
6 13649/43200 0.3697 7
Table 2: Borrowing parameters and SBP norm H matrix corner value for used
operators (Almquist and Dunham 2020, Table 1).
Starting with the boundary integral, we apply Dirichlet (3b) and characteristic (3c’) bound-


























where the inequality follows from the restriction that −1 ≤ R ≤ 1. Thus boundary conditions
(3b) and (3c’) leads to a non-increasing energy.















V −F (V −) ≤ 0. (76)
Thus, the interface leads to a non-increasing energy since V F (V ) ≥ 0 and the lemma follows.
C Proof of Lemma 2






i C̃H̃D̃j + R̃
(c)
ij . (77)
The remainder matrix R̃
(c)
ij is symmetric positive semidefinite if the coefficient c is always
positive; the remainder matrix is zero when i 6= j. The remainder matrix can be further
















i (no sum over i). (78)
Here the matrix S̃
(c)







is the difference between the boundary derivative matrix from D̃ii (no summation over i) and
the first derivative matrix D̃i at the boundary. Each element of the diagonal matrix C
f,min
is the minimum value of c in the mb points orthogonal to the boundary where mb depends on
the order of accuracy of the SBP operator. The positive constant ζf = hf⊥ζ̄ where h
f
⊥ is the
grid spacing orthogonal to the face and ζ̄ is a constant which depends on the SBP operator.
The (mb, ζ̄) values used for the operators in this paper are given in Table 2; see Almquist and
Dunham (2020, Table 1).
Let k be a multi-index denoting a given grid point so that {v}
k
denotes the value of the





denotes the value of a diagonal matrix H̃
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associated with k and
∑(N,...,N)
k=(0,...,0)
be the sum over all grid points. With this, we can then


































































Here θf is the value of the {H}00 where H is the norm matrix orthogonal to the face. This
can also be written as θf = hf⊥θ̄ where θ̄ depends on the SBP operator; see Table 2. The set
fk is the set of grid points along face f . We have also used positive definiteness of the matrix
defined by Cij . This inequality gives a lower bound for the volume solution in terms of fields
on the face; the factor 1/d is needed to account for the multiple counting of points on the faces
corners (and edges for d = 3) of the blocks.





H̃ρ̃ ˙̃u ≥ 0, (80)
because it is in quadratic form and H̃ and ρ̃ are diagonal, positive matrices. The remaining
terms will be shown to combine in a manner that is also positive semidefinite.
Using relations (77), (78), and (79) we have that
ũT Ã
(Cij)
ij ũ = ũ














































We now considering the face term of the discrete block energy (38). Defining δfu = u
∗f − uf



























It is useful to note that T̂ can be rewritten using ∆̄
f
k as
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this follow because only when f ∈ (2j, 2j − 1) is B̄fj 6= D̄
f



























































Here we have also used the definition of Xf in (39).




































































































P f , (86a)





































































































































(no summation over k). Though a
similar transformation could be used on the first summation it is not needed and complicates
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(no summation over k). Since this expression is in quadratic form, it is non-negative and the
when combine with (80) shows that the block energy (38) is non-negative which completes the
proof.
D Standard Dirichlet, Neumann, Characteristic, Locked, and
Nonlinear Interface Treatment
The standard approach for SBP-SAT for Dirichlet (3b), and characteristic boundaries (3c) as
well as locked and nonlinear interfaces from Virta and Mattsson (2014) and Duru et al. (2019)
are presented in the notation of this paper; Neumann boundary treatment is the same as the
characteristic boundary treat with R = 1.
D.1 Dirichlet Boundary Conditions
When block face f is on a Dirichlet boundary (15b) then the numerical fluxes are chosen to
be
u∗f = gD, (89a)
τ̂∗f = τ̂f ; (89b)



















which with gD = 0 gives Ėf = 0 and does not lead to energy growth.
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D.2 Characteristic (and Neumann) Boundary Conditions
In order to define the standard treatment of characteristic boundary conditions (3c), it is useful
to solve (3c) for τ :
τ = −αu̇+ βgC , (91)
with α = −Z(1 − R)/(R + 1) ≤ 0 and β = 1/(R + 1). We note again that the Neumann
boundary condition is attained when R = 1 in which case α = 0 and β = 1. With this, if block
face f is on a characteristic boundary then the numerical fluxes are chosen to be
u∗f = uf , (92a)
τ̂∗f = SfJ
(
−αf u̇f + βfgC
)
(92b)
where the parameters α and β are diagonal matrices of α and β evaluated at each point on











f u̇f . (93)
With gC = 0 we then have that Ėf ≤ 0 and there is no energy growth due to the characteristic
boundary treatment; equality is obtained in the Neumann case.
D.3 Locked Interface
For locked interfaces (e.g., interfaces between purely computational blocks in the domains
that have been introduced to mesh to either a material interface and/or needed in the mesh
generation) continuity of displacement and traction need to be enforced. That is, across the










Here the superscript ± denotes the value on either side of the interface with the unit normal
n± is taken to be outward to each side of the interface, i.e., n− = −n+. The standard approach
to enforcing this is to choose the numerical flux to be the average of the values on the two


























the minus sign in τ̂∗f
−
is due to the unit normals being equal and opposite. Here the two
blocks connected across the interface are B± through faces f±.

















































and energy stability results.
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D.4 Nonlinear Interface Condition
The approach Duru et al. (2019) for nonlinear interfaces is to define the sliding velocity V ±f
directly from the particle velocities on the grid and then the traction τf is defined directly



























































































where we have used that V f
−
= −V f+ and the fact that V F (V ) ≥ 0.
E Friction Law Root Finding Problem




requires solving a nonlinear
root finding problem. In particular, using the characteristic variables w± a root finding problem
for V ± is solved after which Q± can be determined.













Expressing τ± in terms of Q± and w±, see (8b), then gives







The sliding velocity V + can be written in terms of the characteristic variables using (8a):







Z+Q− + Z+w− − Z−Q+ − Z−w+
2Z−Z+
. (103)
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which depends only on the characteristic variables propagating into the interface and is the
traction that would result if the interface were a locked interface; seen by using (18) in (8b).
We can now write the final form of the root finding problem as





where η = Z+Z−/(Z+ +Z−) is known as the radiation damping coefficient. Once this nonlin-
ear system is solved for V + all other quantities can be determined using (8). When numerically








and that the root can be brack-
eted:
∣∣V +∣∣ ∈ [0, F−1 (τ+l )].
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