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Abstract 
The main purpose of this paper is to describe a natural four-term filtration and the associated 
graded group of the strong homology group ??, (X; G) of compact Hausdorff spaces X. This 
result includes the Milnor exact sequence and the universal coefficient formula. It is also shown 
that ??, (X; G) = 0, for m < 0. The proofs depend on the fact that the derived limits limp of 
the homology progroups pro-H,(X; G) vanish for p 2 2. Therefore, a detailed proof of this fact 
is also included. 0 1998 Elsevier Science B.V. 
Keywords: Derived limits; Spectral sequence; Prohomology; Strong homology; Steemod 
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1. Introduction 
Strong homology groups were introduced in 1940 by N.E. Steenrod [36]. He defined 
his groups for compact metric spaces and showed that they satisfy the Alexander duality 
theorem. In 1960 J. Milnor [27] extended the definition of Steenrod groups to pairs of 
compacta, proved their exactness and gave an axiomatic characterization of strong ho- 
mology groups for pairs of metric compacta. Over the years several authors exhibited 
different constructions of strong homology groups (see, e.g., [35]). A relatively recent 
construction is the one for locally compact spaces, given by W.S. Massey in 1978 [23]. 
Axiomatic characterizations of strong homology on compact pairs showed that almost all 
of these constructions for such pairs yield the same exact homology theory (see [24,25]). 
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The axiomatic characterizations consist of the Eilenberg-Steenrod axioms and some ad- 
ditional axioms. The first such characterization was obtained by N.A. Berikashvili [l] 
(also see [9]), where the only additional axiom is the universal coefficient formula of 
Theorem 4. Another characterization was obtained by H.N. Inassaridze and L.D. Mdzi- 
narishvili [lo]. In this case the only additional axiom is partial continuity, i.e., exactness 
of the sequence of Theorem 2, first discovered by Milnor [27]. 
Yu.T. Lisica and S. MardeSiC [13] in 1983 and Z. Miminoshvili [28] in 1984 gave a 
new construction of strong homology groups H, ((X, A); G) for pairs of topological 
spaces (X, A). If A is normally embedded in X, e.g., if X is paracompact and A is 
closed, these groups satisfy all the Eilenberg-Steenrod axioms (see [16]). Moreover, 
they are invariants of strong shape [ 151. Since the construction differs from the previous 
ones, it is not obvious to see that the restriction of these groups to compact Hausdorff 
spaces coincides with the previously defined homology groups. One way to prove this 
fact is to show that they satisfy the additional axioms which characterize strong homology 
on compact spaces. This is done in Theorems 2 (first announced by Miminoshvili [28]) 
and 4. Our main results are summarized in Theorem 1, which describes the structure of 
strong homology groups of compact Hausdorff spaces. 
In shape theory with every topological space X one associates its homology progroups. 
To define them, it suffices to choose an inverse system X = (Xx,px~,j, A), consisting of 
polyhedra Xx (endowed with the CW-topology) and a mapping of systems p : X + X, 
consisting of mappings px : X -+ XX, px = p,!,~/px/, for X < X’, such that the following 
assertions hold: 
(Ml) For every polyhedron P and mapping f : X -+ P, there exist a X E n and a 
mapping gx : XX + P such that gxpx is homotopic to f, i.e., gxpx rv f. 
(M2) If X E A and gx, gi : XX + P are two mappings such that gxpx N gipx, there 
exists a X’ 3 X such that gApAx/ rv gipxx/. 
Any polyhedral resolution has these properties (see [22, Chapter I, Theorems 6.2 
and 6.31). In particular, this is the case if X is a compact Hausdorff space, X is an inverse 
system of compact polyhedra and p : X t X is an inverse limit (see [22, Chapter I, 
Theorem 6.21). Under the above conditions, Hm(X;G) = (H,(Xx; G),p~~t,il) is 
an Abelian progroup, which depends only on X, G and m, but not on the choice of 
the expansion p: X -+ X. More precisely, if p: X --f X, p’ :X --+ X’, are two 
expansions of the same space X, then there exists a natural isomorphism of progroups 
ix,, : H, (X; G) + H, (X’; G). Therefore, the homology progroup pro-H, (X; G) = 
H,(X; G) is well defined and the Tech homology group of X is the limit am(X; G) = 
lim H,(X; G) (see [22, Chapter II, $3.11). Applying the cohomology functor Hm(. ; G) 
to the inverse system X = (XX, PAX/, A), one obtains a direct system of Abelian groups 
H”(X;G) = (Hm(&;G),p;&), whose colimit is the Tech cohomology group 
fim(X; G) = colim H”(X; G) (see [22, Chapter II, 53.21). For integer coefficients Z 
we use the simpler notation Hm(X) and Ei,(X). 
It is well known that the inverse limit lim is a left exact functor. Moreover, for 
a fixed il, the category of Abelian progroups indexed by ,4 and level morphisms is 
an Abelian category with enough projective and enough injective objects (see [30]). 
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Therefore, the right derived functors of lim are well defined and are denoted by limp, 
p > 0 (limo = lim). It has been proved by several authors (see [5,32,37]), that the 
functors limp factor through the category pro-Ab of Abelian progroups, i.e., there exist 
functors limp : pro-Ab + Ab. Consequently, the Abelian groups limp pro-H,(X; G) = 
limpH,(X; G) are well defined and depend only on X. G, m, and p, but not on the 
choice of the expansion p : X -+ X. 
Before stating our main result, we need some more notation. If A = (Ax, aXX’, A) is 
a direct system of Abelian groups, we denote by Hom(A, G) the induced inverse system 
(Hom(AX, G), Hom(aXX’, 1): A). Analogous notation will be used for other functors, e.g., 
Ext. 
Theorem 1 (Structure Theorem). For every compact Hausdorfspace X, Abelian group 
G and integer m E Z, the strong homology group z,(X; G) has a natural filtration 
0=FocF,cF2~F~=Ifm(X;G)h aving the following properties: 
(9 FI ~Pext(k~f’(X)~G) xlim’H,+,(X;G) M lim’Hom(H”+‘(X),G). 
(ii) F2 E Ext(fim+‘(X), G). 
(iii) FJF, NN limExt(H”+‘(X), G). 
(iv> &/FI % ii,(X; G). 
(v) F3/F2 M Hom(fim(X), G) zz limHom(Hm(X), G). 
(vi) The composition 
Pext(tim+‘(X), G) 2 FL -+ F2 2 Ext(&“+‘(X). G), 
formed by the isomorphisms from (i) and (ii) and by the inclusion FI - F2; 
coincides with the natural inclusion Pext(fim+’ (X), G) of Ext(k”+’ (X), G). 
Theorem 2 (Milnor’s sequence). For every compact Hausdotfspace X, Abelian group 
G and integer m E Z there exists an exact sequence 
0 --f lim’ H,+t (X; G) 5 zm(X; G) 5 fim(X; G) 4 0, (1.1) 
which is natural in both variables. 
Remark 3. In Theorem 2 the compactness assumption is essential. Indeed, there ex- 
ist paracompact spaces X such that fim(X;Z) = 0 and H,+i(X;Z) = 0: but 
Z(X;Z)#O( see [ 19, Theorem 51). 
Theorem 4 (Universal Coefficient Formula). For every compact Hausdor# space X, 
Abelian group G and integer m E Z there exists an exact sequence 
0 -+ Ext(Ei”+‘(X), G) % ??,(X; G) 5 Hom(fim(X), G) -+ 0, (1.2) 
which is natural in both variables. 
Remark 5. For polyhedra strong homology coincides with singular homology. There- 
fore, Theorem 4 generalizes the well-known Universal Coefficient Theorem for compact 
polyhedra (see Proposition 12). 
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Remark 6. For the validity of Theorem 4, compactness is essential. Indeed, let X be the 
wedge Vi Pi of a sequence of copies of the real projective plane. Then X is a polyhedron 
and the strong homology groups p, (X; G) coincide with the singular groups H, (X; G) 
[14, Theorem 51. Similarly, the Tech cohomology groups Bm(X) coincide with the 
singular groups H”(X). Moreover, 
H3(X) = 0, H2(X) 3 n(Z/2) and Hz(X;Z/2) M @(Z/2). 
z i 
Therefore, (1.2) would imply that Hom(H2(X), Z/2) M ei(Z/2) is a countable group. 
However, this is impossible because it is easy to see that Hom(flIi (Z/2), Z/2) is un- 
countable. 
The proof of Theorem 4 uses Theorem 2 which in turn uses the following theorem, 
due to V. Kuz’minov (see [12, Theorem 61): 
Theorem 7 (limp Vanishing Theorem). For every compact Hausdoflspace X, Abelian 
group G and integer m 3 0 
lim*H,(X; G) = 0, for all p > 2. (1.3) 
Remark 8. For inverse systems H of finitely generated Abelian groups, limP H = 0, 
whenever p 2 2 (see [ll, Remark on p. 651). This implies Theorem 7 in the special 
case when the coefficient group G is finitely generated, because in that case the groups 
H, (XX ; G) are finitely generated. 
Remark 9. In Theorem 7 the compactness assumption is needed, because, as recently 
was proved [ 18, Corollary 11, for every m > 1 and every p 2 1, there exists a paracom- 
pact space X such that limPH,(X; Z) # 0. 
We will also establish the following theorem concerning strong homology in negative 
dimensions: 
Theorem 10. For every compact Hausdoflspace X, every Abelian group G and m < 0, 
the strong homology group 
z,(X; G) = 0. (1.4) 
Remark 11. In Theorem 10 the compactness assumption is essential, because there exist 
paracompact spaces X such that H-1(X; Z) # 0 (see [19]). 
2. Proof of the limp Vanishing Theorem 
The existing proof of Theorem 7 [ 121 is written in a rather sketchy manner and depends 
on facts scattered throughout the literature. Since this result has important consequences in 
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strong homology and shape theory, in the present paper we provide a detailed exposition. 
The proof of Theorem 7 is based on the Universal Coefficient Theorem for compact 
polyhedra (Proposition 12) (see, e.g., [29, Corollary 56.41) and on a theorem on direct 
systems of finitely generated Abelian groups (Proposition 14), due to Kuz’minov [12, 
Theorems 4, 51 and to M. Huber and W. Meier [8, Corollary 1.51. 
Proposition 12. Let X be a compact polyhedron and let G be an arbitrary Abelian 
group. Then, jar each G and m > 0, there exists an exact sequence 
0 4 Ext(H”+‘(X),G) ---) H, (X;G) + Hom(H”“(X),G) ---$O: (2.1) 
which is natural with respect to (continuous) mappings of X and homomorphisms of G. 
Proposition 12 is an easy consequence of the corresponding algebraic result, which is 
well known and reads as follows (see [29, Theorem 56.11): 
Proposition 13. Let C be a chain complex, which consists of jinitely generated free 
Abelian groups and let G be an arbitrary Abelian group. Then for each p 3 0, there 
exists an exact sequence 
0 ---$ Ext(H”+‘(C), G) --f H, (C; G) --7‘ Hom(H”“(C), G) + 0, (2.2) 
which is natural with respect to chain mappings of C and homomorphisms of G. 
Proof of Proposition 12. Every compact polyhedron X admits a finite triangulation 
K, i.e., a finite simplicial complex K such that its carrier (Kl = X. By definition, 
H,(X; G) = H, (C(K) @G), where C(K) is the chain complex generated by oriented 
simplices of K. Consequently, C(K) is free and finitely generated. Similarly, H” (X) = 
H” (C(K)) = Hm(Hom(C(K), Z)). Therefore, (2.2) implies (2.1). To prove naturality, 
consider a mapping f : X -+ Y between compact polyhedra and let K and L be their 
respective triangulations. Then the homomorphism 
f* : Hm(X; G) = K&(K); G) + Hm (C(L); G) = Kn(Y; G), 
induced by f : IK(/ --) 1 L 1, is by definition, the homomorphism induced by the compo- 
sition of two chain mappings (T : C(K) ---f C(K’) and 4 : C(K’) + C(L), where K’ is 
any subdivision of K, which admits a simplicial approximation p : K’ + L of f. @ is 
induced by cp and 0 is the subdivision operator (see, e.g., [29, II, 5171). It is well known 
that f* does not depend on the choice of K’ and 0. Similarly, 
f* : H” (Y) = H”(C(L)) -+ H”(C(K)) = H” (X) 
is induced by the same chain mapping $0 : C(K) --) C(L). Therefore, naturality of (2.2) 
for &r implies naturality of (2.1) for f. 0 
If A = (Ax , aXA’, A) is a direct system of Abelian groups, let Hom(A, G) denote the 
induced inverse system (Hom(AX q G), Hom(a “‘, 1): A). One defines Ext(A, G) analo- 
gously. 
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Proposition 14. Let A = (Ax, &“, A) b e a direct system of jinitely generated Abelian 
groups. Then 
limp Hom(A, G) = 0, for p 3 2. (2.3) 
limp Ext(A, G) = 0, forp 3 1, (2.4) 
Moreovel; there is an exact sequence 
0 -+ lim’ Hom(A, G) -+ Ext(colim A, G) + limExt(A, G) -+ 0. (2.5) 
Using Propositions 12 and 14, it is now easy to prove the following theorem: 
Theorem 15. Let X = (Xx, p~,xl, A) be an inverse system of compact polyhedra. For 
every Abelian group G and every integer m, 
limnH,(X; G) = 0, (2.6) 
for p > 2. Moreover; there exist a natural isomorphism 
lim’&(X; G) z lim’ Hom(Hm(X), G), (2.7) 
and a natural exact sequence 
0 -+ limExt(Hm+‘(X),G) 5 limH,(X;G) 
3 limHom(Hm(X), G) + 0. (2.8) 
Proof. First note that H”(X) = (Hm(Xx), pi,, , A) is a direct system of Abelian 
groups. Next note that, by the naturality of the exact sequence (2.1), one also has an 
exact sequence of inverse systems 
0 + Ext (H”+‘(X), G) + H,(X; G) 2 Horn (H”(X), G) + 0. (2.9) 
Clearly, (2.9) induces a long exact sequence of Abelian groups 
O-tlimExt (H”+‘(X),G) ---) limH,(X;G) + limHom(Hm(X),G) 
---f... 
+ 1imPExt (H”+‘(X), G) + limpH,(X; G) + limPHorn (Hm(X), G) 
+... . (2.10) 
Since H”(X) and H m+’ (X) are direct systems of finitely generated Abelian groups, 
Proposition 14 applies and one obtains the desired relation (2.6). Moreover, for p = 1 , 0, 
one obtains the isomorphism (2.7) and the exact sequence (2.8). 0 
Since every compact Hausdorff space X is the limit of an inverse system of com- 
pact polyhedra X = (X~,pxx~, A) (see [22, I, $5.2, Theorem 6]), Theorem 15 implies 
Theorem 7. 
S. MardeW A. I? Prasolov / Topology and its Applications 82 (1998) 327-354 333 
3. The Roos spectral sequence 
In their proof of Proposition 14, Huber and Meier used a theorem of Z. Yosimura [38, 
(1.4)], which also appears in Kuz’minov’s paper (see [ 12, Proof of Theorem 51). It reads 
as follows: 
Proposition 16. Let A be a direct system of Abelian groups and let G be an arbitrary 
Abelian group. Then there exist isomorphisms 
lim Hom( A; G) E Hom(colim A, G), (3.1) 
limP Ext( A, G) x limp+* Hom( A, G) , p 3 1. (3.2) 
Moreover there exists an exact sequence 
0 --f lim’ Hom(A, G) + Ext(colim A, G) + limExt(A, G) 
+ lim* Hom(A, G) --f 0. (3.3) 
Kuz’minov and Yosimura obtained Proposition 16 by using a spectral sequence, dis- 
covered by J.-E. Roos [34]. Huber and Meier [8] gave a different proof of Proposition 16, 
using a result from [30]. Existence and properties of the Roos spectral sequence are stated 
in the next proposition (we assume that all modules are taken over a commutative ring 
with unit). 
Proposition 17. For a direct system of modules A and an arbitrary module G, there 
exists a convergent spectral sequence (ET, d,), r 3 0, and there exist regularjltrations 
F of the modules 
M” = Ext”(colim A, G). n 3 0, (3.4) 
such that 
Eg M FP(MP+4)/FP+, (MP+q). (3.5j 
Moreover the second term 
E”q M limp Extq (A, G). 2 (3.6) 
Recall that Ext’ = Ext and Ext’ = Horn. The construction of the Roos spectral 
sequence, along with an outline of the proof of its properties, can be found in Jensen’s 
book [ 11, Theorem 4.21. In this section we give a more detailed account. 
We begin by recalling that a cochain bicomplex C = (C, 6’, 6”) of modules is a 
bigraded module (CPQ), endowed with two differentials 6’ and 6” of bidegrees (1.0) 
and (0, l), respectively, such that S’S” + S”6’ = 0. The associated total cochain complex 
T(C) = (CF. 6) is defined by 
C’” = @ cpq, 11 E z, (3.7) 
p+q=n 
h = 6’ fb/‘:C” --f cn+‘. (3.81 
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Beside the cohomology H”(T(C)) of the total complex T(C), one also associates 
with C the iterated cohomology modules H’P(H”q (C)) and H”‘J(H’p (C)), defined as 
follows. For a fixed index p, the bicomplex C determines a cochain complex 
CP* = (. . . _+(pq--l ~cP4QyP>q+l _...). (3.9) 
The differentials 6’ induce homomorphisms S’ : Hq (0”) -+ Hq (CP+‘~*), which form 
a cochain complex 
. . + HQ(CP-I,*) z Hq(Q’,*) < Hq(CP+l,*) + . . . , (3.10) 
denoted by H”‘J(C). Finally, H’p(H”q (C)) is the pth cohomology module of (3.10). 
The module H”q(H’p (C)) is defined analogously. 
On the total complex T(C) of a bicomplex C two (decreasing) filtrations are defined. 
The first filtration F’ is given by the subcomplexes FL(C) = (CF, S), where 
c: = @ ci+, p 6 z. (3.11) 
GP 
The second filtration F” is defined analogously. If (Cpq) is a first quadrant bicomplex, 
both filtrations are regular, i.e., n,(FL(P)) = n,(FJ’(P)) = 0, for all dimensions R. 
A standard construction associates with every regularly filtered cochain complex a con- 
vergent spectral sequence (see [7, Chapter I, $4.21). Applying this construction to the 
two filtrations of the total complex T(C) of a bicomplex C, one obtains the following 
result (see [7, Chapter I, $4.81): 
Proposition 18. Let C = (CPq, b/,6”) be a first quadrant cochain bicomplex. There exist 
two convergent spectral sequences (EL, d:), (EF, dr) and there exist regular jiltrations 
F’, F” of each of the modules H” (T(C)) such that 
EZ~ z F;(HP+~(T(C)))/F;+, (Hp+q(~(c))), (3.12) 
EzQ M F;(Hp+q(T(C)))/F;+, (Hp+q(T(C))). (3.13) 
Moreover 
Efpq M H’p(H”q(C)), 2 (3.14) 
-P M H”q(H’p(C)). (3.15) 
The Roos spectral sequence (ET, d,), associated with a direct system of modules 
A = (A x, aXA’, A) is just the first spectral sequence of a certain first quadrant cochain 
bicomplex C = (C Pq, S’, 6”) to which we refer as the Roos bicomplex of A. In order 
to describe it, we first consider a chain complex L = (Ln, a), associated with A. It is 
defined by 
L,= @ AxO, n>O; (3.16) 
X0<...<& 
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L, = 0, for n < 0. In order to define the boundary operator a : L, --f L,_ I, denote 
by ixo...x, : AX” + L, the natural inclusion, which identifies AX0 and the summand 
of (3.16) corresponding to the index (X0, . . , A,). Then, for aX” E AXO. put 
(3.17) 
for n 3 1. Moreover, let q : LO = @A0 AX0 + colimA be the homomorphism which 
maps ixO(axO) to the class [u’“] E colim A. 
Lemma 19. The sequence 
s= (0 + colimA L Lo &L&L*+...) 
is exact. Consequently, 
L = (0 + LrJ A L, 
is a chain complex, whose 
Proof. A straightforward 
a - L2 c . , 4 
homology satisfies 
n = 0, 
n # 0. 
(3.20) 
computation shows that d 2 = 0 and $ = 0. Conse- 
quently, (3.18) is a chain complex. To prove that it is acyclic, we represent S as the 
colimit of a direct system (Sp> spp’! A) of chain complexes 
(3.18) 
(3.19) 
SW = (0 +A’“~L;~L+L+..), (3.21) 
where 
Li = G3 AXO, n 3 0, (3.22) 
xo<...<x,<p 
77 :Li + A@ is given by rl(ix,(uxo)) = axO~(uxO) and d : Lg -+ LK_, is the restriction 
of i3:L, + L,_, to LE. For p 6 ,u’, the homomorphism app’ : Ap + Ap’ and the 
natural inclusions Lg + Lf define the chain mapping .+“ : Sp + Sfi’. Furthermore, 
the natural homomorphisms Ap + colimA and the natural inclusions Lg + L, define 
chain mappings s@ : ,S’p 4 S, which represent S as a colimit of (Sp’, s!+‘, A). Since 
colimits preserve exactness, it suffices to prove that each of the sequences Sp, p E A, 
is exact. 
To prove exactness of Sp it suffices to show that S” is contractible, i.e., there exist 
homomorphisms E : Ai’ -+ Lg and c : Lg + LE,, , n 3 0: such that 
~77 - dc = id, (3.23) 
cd - ac = (-1)“id. (3.24) 
Such homomorphisms are obtained by putting 
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&(Ub) = i,(dy, (3.25) 
C(i&...X, (aXO)) = iXo...X,&XO), x0 < . . . < x, < p. q (3.26) 
Proof of Proposition 17. We define the Roos bicomplex C = (CPq, S’, 6”) by choosing 
an injective resolution of the module G, 
O+G~LO~L1_, . . . (3.27) 
and then putting 
Cpq = Hom(L,, Lq). (3.28) 
The differentials 6’ : CPq + Cp+‘>Q and 6” : CPq + CP+J+’ are induced by a : L,+I + 
L, and (-1)PS:Lq ---) I”+‘, respectively. According to Proposition 18, the first spec- 
tral sequence of C has the term Eipq isomorphic to H’P(H”q(C)). Hence, in order to 
establish (3.6), it suffices to prove that 
H’P(H”q(C)) z limp Extq(A, G). (3.29) 
Note that H’J(CP>*) is the qth cohomology of the cochain complex 
CP,* = (. . . + Hom(L,, Iq) “?(l,G”) Hom(L,, Lq+‘) --f . . . ), (3.30) 
Hence, by the definition of Extq, 
Hq(P*) = Extq(Lpr G) (3.31) 
and the cochain complex H”q(C) consists of the modules (3.31) and the operators 
Extq(d, 1) : Extq(Lp, G) + Extq(Lp+, , G). (3.32) 
We will now use the fact that limp X of an inverse system of modules X = 
(Xx,p~~r, A) coincides with the pth cohomology of the cochain complex K = (K”, 6), 
introduced by Nobeling [30] and Roos [34] (also see [ll, Theorem 4.11). By definition, 
K” = n XX” (3.33) 
X0<...<& 
and the homomorphism 6: PC”-’ + P, n 3 1, is given by the formula 
(W))(~) = PADA, (c(h, . .. , Al)) + &c(x0:. . . , xj, . . . ) A,), (3.34) 
j=1 
where c E KnP1, X = (A,, . . . , A,). It is now clear that the assertion (3.29) is an 
immediate consequence of the following lemma. 
Lemma 20. The cochain complex H”q(C) is isomorphic to the cochain complex K(X), 
for X = Extq(A, G). 
Now consider the second spectral sequence (EF, dz) associated with the bicomplex C. 
Note that HP(C*>q) is the pth cohomology of the cochain complex 
0 -+ Hom(Lo, Lq) + . . . + Hom(L,, IQ) -+ Hom(L,+i, I”) -+ . . . . (3.35) 
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Since 14 is an injective module, Hom(. , 14) is an exact contravariant functor. Therefore, 
exactness of (3.18) implies exactness of 
0 + Hom(colim A, Iq) + Hom(La, Iq) 5 Hom(Li, I”) + . . . . 
Comparing (3.35) with (3.36), one concludes that 
(3.36) 
p = 0, 
P # 0. 
(3.37) 
Now recall that the cochain complex H/n(C) consists of the modules Hn(C*,‘J) and of 
the coboundary operators 6” : Hp(C**q) + Hp(C*lq+] ), induced by 8” : CPQ + CPq+‘. 
In particular, for p = 0, it is given by the modules Hom(colim A, P) and by the operators 
Hom( 1) 6”) : Hom(colim A, IQ) + Hom(colim A, P+’ ). 
Therefore, (3.15) yields 
(3.38) 
&b’q x Extq (colim A, G)? H”q(H’p(C)) = {o p = 0, 
P # 0. 
(3.39) 
Formula (3.39) shows that the second spectral sequence is degenerate (see [7, Chapter I, 
$4.41). Consequently, EFPq = Ezq = 0, for T 3 2 and p # 0. Moreover, since the 
filtration P’ is regular, (3.13) implies 
,$fun e Ez M H” (T(C)). (3.40) 
Hence, by (3.38), 
Hn(T(C)) x Ext”(colimA, G) (3.41) 
and F’ can be viewed as a regular filtration of M,, = Ext”(colim A, G). q 
Proof of Lemma 20. For a family of modules (Ax), let ix : AX + ex AX denote the 
natural inclusion and 
px : nHom(AX, G) + Hom(AX, G) 
the natural projection. Let 
@:Homc@A’,G) + nHom(AX,G) 
’ x / x 
be defined by px@ = Hom(ix, 1). It is readily seen that @ is an isomorphism, whose 
inverse P is given by Hom(ix, l)@ = px. Moreover, @ is natural with respect to G. 
Therefore, for any injective resolution of G. say (3.27), Sp induces an isomorphism of 
cochain complexes 
C:Hom(TA*.I) + vHom(A”.I). 
338 S. MardeSiC A. V Prasolov / Topology and its Applications 82 (1998) 327-354 
Clearly, this isomorphism induces isomorphisms of the corresponding cohomology mod- 
ules 
@q:Ext@A*;G) --t ~Ext’(A”,G); q 3 1 
(see, e.g., [3, Chapter V, Proposition 9.41). 
In particular, taking for (A’) the family (AXo, X0 6 . . ’ 6 X,), one obtains isomor- 
phisms 
@:Hom 
( 
@ AX”,G - 
X0<...<& 1 
n Hom(AXo, G); (3.42) 
&<...<A P 
and induced isomorphisms 
+q : Extq 
( @ 
AXO,G - n Extq(AXo,G), q 3 1, (3.43) 
X&...<X, ) X0<...<& 
i.e., 
Qiq : Extq(Lp, G) 4 KP(Extq(A, G)). (3.44) 
To complete the proof of the lemma, it remains to verify the commutativity of the diagram 
Extq(L,_t, G) =Extq(Lpr G) 
@q 
1 1 
@q . (3.45) 
Kp-’ (Extq(A, G)) TKP(Extq(A, G)) 
For q = 0, Extq becomes Horn and in this case the verification of the commutativity 
of diagram (3.45) is straightforward. Clearly, it implies the commutativity of the corre- 
sponding diagram of cochain complexes, hence, also the commutativity of the diagram 
of their qth cohomology modules, i.e., (3.45). 0 
4. Proof of Proposition 16 
We will now derive Proposition 16 from Proposition 17, using the following well 
known fact (see [7, Chapter I, Theorem 4.6.11). 
Lemma 21. Let (ET, d,) be the convergent spectral sequence associated with a regularly 
filtered cochain complex (K, F). Zf E2 pq = 0, whenever q # 0, 1, then there exists an 
exact sequence 
. . . ~ E2”o 2 HTL(K) 3 ,;-]>I & E;+h” ‘z fj”+I(K) ~ . . . . (4.1) 
Proof of Proposition 16. It is well known that every Abelian group G embeds in a 
divisible group IO. Therefore, there exists a short exact sequence 
0 + G + I0 -% I’ -+ 0, (4.2) 
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where I’ = IO/G. Since the image of a divisible group is again divisible and divisible 
Abelian groups are injective, one concludes that (4.2) is a short injective resolution of 
G and thus, ExtP(A, G) = 0 for 9 > 2. Consequently, for Abelian groups, the spectral 
sequence (E,, d,) of Proposition 17 has the property that E2pq # 0 can occur only for 
Q = 0 or q = 1. This enables us to use the exact sequence (4.1) of Lemma 21. We 
conclude that there are exact sequences 
0 4 lim Hom(A, G) --f Hom(colim A, G) + O! (4.3) 
0 + lim “-’ Ext(A, G) + limn+’ Hom(A, G) -+ 0, n 2 2, (4.4) 
which yield (3.1) and (3.2). One also obtains (3.3) 
For later use we now prove the following lemma: 
Lemma 22. The homomorphism rr : Ext(colim A, G) + lim Ext(A, G) from Proposi- 
tions 14 and 16 is induced by the canonical homomorphisms ax : AX + colim A. 
Proof. We must show that, for the Roos bicomplex C, the homomorphism ~1 : H’ (T(C)) 
--f Et’ from (4.1), which coincides with the homomorphism 7r, is induced by the 
canonical homomorphisms ax : AX 4 colim A. To prove this, consider an arbitrary 
X E A and the bicomplex D = D(X) = (DP’J, 6’, 6”), where DPQ = 0, except for 
Do4 = Hom(AX i P), q = 0, 1. Moreover, let 6” : Do0 4 Do>’ be given by Hom( 1, S), 
while all other 6” and all S’ equal 0. As before, the spectral sequence of the first filtration 
reduces to the lines q = 0,l. Therefore, one can use again Lemma 21 and obtain an 
exact sequence (4.1). In this case, 
H’(T(D)) = D”‘/Im(S”:DoO 4 Do’) = Ext(AX,G). 
Moreover, by (3.14), also 
E;’ M H”‘(D) z D0’/Im(6”: Do0 + Do’) = H’(T(D)). 
If one carefully reads the proof of Lemma 21, one concludes that actually H’ (T(D)) = 
Ei’ and ~1 = id. 
We now define a mapping of bicomplexes f : C + D(X), where C is the Roos 
bicomplex. By definition, fO’J : Co4 + D”Q is the homomorphism Hom(Lo, I’J) + 
Hom(AX. Iq), induced by the natural inclusion AX + ex,, AXo= Lo. The mapping 
f induces a mapping between the corresponding spectral sequences and thus, also a 
mapping between the corresponding exact sequences (4.1). This yields a commutative 
diagram 
Ext(colim A, G) --L+ lim Ext( A, G) 
P 
1 1 
Ext(AX, G) 
id 
- Ext(AX, G) 
(4.5) 
The homomorphism p is induced by id : AX --+ AX, i.e., by the natural homomorphisms 
AX + colim A. The homomorphism lim Ext(A. G) + Ext(AX, G) sends the element 
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(exe) to ex, because it is also induced by id : AX + AX. Consequently, if T(E) = ($o), 
then by (4.5), ex = P(E). This shows that r is precisely the homomorphism described in 
the lemma. 0 
5. Pure submodules. Proof of Proposition 14 
In this section we recall some ideas of relative homological algebra (see, e.g., [2]), 
applied to the case of purely exact sequences. A short exact sequence of modules 
0 + x’ 2 x L X” 4 0 (5.1) 
is said to be purely exact provided, for every module Y, the induced sequence 
o-tx’@Y”~x~Y~x’~@Y+o (5.2) 
is exact. Since BY is a right exact functor, the above definition is equivalent to the asser- 
tion that, for every module Y, the monomorphism u’ : X’ -r X induces a monomorphism 
u’@l:X’@Y+X@Y. 
Example 23. If an exact sequence (5.1) admits a retraction T :X + X’, i.e., a homo- 
morphism such that ru’ = id, then the sequence is purely exact. Indeed, such as sequence 
splits and therefore, sequence (5.2) is also exact. 
A long exact sequence of modules 
6-l & . . + xn-, e x, t xn+, + . . . 
is said to be purely exact provided the short exact sequences 
0 +- Im(d,_i) de X, & Ker(d,) +-- 0 
(5.3) 
(5.4) 
are purely exact. 
A module P is said to be purely projective, provided for any purely exact se- 
quence (5.1), every homomorphism f : P + X” admits a homomorphism g : P --+ X 
such that ug = f. Dually, a module I is said to be purely injective, provided for any 
purely exact sequence (5.1), every homomorphism f : X’ -+ I admits a homomorphism 
g : X --f I such that gu’ = f. A purely projective resolution of a module A is a purely 
exact sequence 
(5.5) 
such that the modules Pn are purely projective. One defines purely injective resolutions 
analogously. 
If a ring R is such that there are enough purely projective R-modules and enough 
purely injective R-modules, then every module admits purely projective and purely in- 
jective resolutions. If one repeats the standard definition of the functor ExP, using pure 
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exact sequences instead of exact sequences and purely projective (purely injective) mod- 
ules instead of projective (injective) modules, one obtains new functors Pextn, instead of 
the functors Extn . In particular, to obtain the module Pextn (A, B). one first chooses a 
purely projective resolution 0 + A + PO + Pi + . of A. Then Pext”(A, B) is the nth 
cohomology module of the cochain complex 0 ---) Hom(Pc, B) + Hom(Pl , B) + . . . . 
The same module Pext”(A, B) is also obtained by first choosing a purely injective res- 
olution 0 + B + Jo + J’ ---f . of B and then, taking the nth cohomology module of 
the cochain complex 0 --f Hom(A, Jo) ---f Hom(A, J’) + . . Modifying appropriately 
proofs of the theorems for ExtR, one obtains analogous theorems for Pextn . In particu- 
lar, for 11, 3 1) PexF(P, B) = 0, whenever P is purely projective and Pextn (A, I) = 0, 
whenever I is purely injective. Recall that Pext’ = Pext and Pext’ = Horn. 
The following theorem yields a spectral sequence, analogous to the Roos spectral 
sequence. This sequence was considered in [12] (for noetherian rings) and mentioned 
in [l 11. 
Proposition 24. Let R be a ring such that there are enough purely projective and enough 
purely injective R-modules. Then, for a direct system of modules A and an arbitrary 
module G, there exists a convergent spectral sequence (ET, d,), r > 0, and there exist 
regular$ltrations F of the modules 
M” = Pextn (colim A, G), 71 > 0, 
such that 
Eg x FII (Mp+“)/F P+l (IIJ~+~). 
Moreover the second term 
(5.6) 
(5.7) 
ET’ z limp Pexty ( A7 G) . (5.8) 
The proof of Proposition 24 follows the pattern of the proof of Proposition 17. How- 
ever, Lemma 19 must be modified in the following way. 
Lemma 25. The sequence (3.18) is purely exact. 
Proof. By Lemma 19, the following short sequences are exact. 
0 t colim A c Lo + a(L,) t 0, 
0 + aok) + L, + a&+,) +- 0, 
(5.9) 
We must show that they are even purely exact. Clearly, these sequences are colimits of 
direct systems of exact sequences 
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OcA%-L;ta(Ly) CO, 
0 + a(Lg) c L; + a(L;+,) + 0, 
(5.10) 
(see the proof of Lemma 19). By Example 23, sequences (5.10) are purely exact, because 
they admit retractions E : A@ 4 Lt and (- l)n&z : Lg -+ i3(LK+, ), n 3 0, respectively. 
Since the functor @Y commutes with direct limits, one obtains the desired conclusion 
that also the sequences (5.9) are purely exact. 0 
Proof of Proposition 24. We define the bicomplex C = (CPq , 8, 6”) using a purely 
injective resolution of G. By Proposition 18, we obtain two spectral sequences as be- 
fore. By the definition of PexF, we now have Hq(Cp,*) = Pextq(Lp,G). Moreover, 
the analogue of Lemma 20 now asserts that H”‘J(C) . IS isomorphic to the cochain com- 
plex K(X), where X = Pextq(A, G). Therefore, E’;q M limp Pextq(A, G). Since the 
module JQ is purely injective, the functor Hom(. , Jq) transforms purely exact sequences 
into exact sequences. Therefore, Lemma 25 implies exactness of (3.36). As before, one 
obtains the analogue of (3.41) with Extn replaced by Pext” . 0 
The following theorem is obtained by repeating the arguments in the proof of Propo- 
sition 16 (using Proposition 24 instead of Proposition 17). 
Proposition 26. Let A be a direct system of Abelian groups and let G be an arbitrary 
Abelian group. Then there exist isomorphisms 
lim Hom(A, G) M Hom(colim A, G), (5.11) 
limp Pext(A, G) M lirnpf2 Hom(A, G), p > 1. (5.12) 
Moreover there exists an exact sequence 
0 ---) lim’ Hom(A, G) --) Pext(colim A, G) + lim Pext(A, G) 
+ lim2 Hom(A, G) -+ 0. (5.13) 
In order to be able to use Proposition 24, we need the following facts on Abelian 
groups. 
Proposition 27. Every finitely generated Abelian group A is purely projective and thus, 
Pext(A, G) = 0, for any Abelian group G. 
Proposition 28. Every Abelian group A admits a short purely projective resolution 
OcAtPOcPt CO (5.14) 
and a short purely injective resolution 
0 --+ A --f Jo 4 J’ -+ 0. (5.15) 
Consequently, Pext”(A, G) = 0, for any Abelian group G and n > 2. 
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A subgroup X’ of an Abelian group X is pure if and only if, for every m E Z: and 
a E X’, the equation mx = a has a solution in X’ if and only if it has a solution 
in X (see [6, Vol. I, Theorem 60.41). Purely projective groups coincide with direct sums 
of cyclic groups [6, Vol. I, Theorem 30.21, while purely injective groups coincide with 
direct summands of direct products of cocyclic groups, i.e., groups of the form Z/p” 
(p prime) or ;Z/p” [6, Vol. I, Theorems 30.2 and 3.11. It is well known that every finitely 
generated Abelian group is a direct sum of cyclic groups, hence, it is purely projective 
[6, Vol. I, Theorem 15.51, which establishes Proposition 27. 
Concerning Proposition 28, note that there exists a purely exact sequence (5.14) such 
that PO is a direct sum of cyclic groups [6, Vol. I, Lemma 30.11. By a theorem of 
L.Ya. Kulikov (see [6, Vol. I, Theorem lS.l]), any subgroup of a direct sum of cyclic 
groups is itself a direct sum of cyclic groups, hence, a purely projective group. Conse- 
quently, (5.14) is a purely projective resolution of A. The existence of such resolutions 
implies that Pext”(A, G) = 0. for any Abelian group G and n 3 2. 
By [6, Vol. I, Lemma 30.1 and Theorem 30.41, there exists a purely exact se- 
quence (5.15) such that Jo is purely injective. To prove that also J’ is purely injec- 
tive, it suffices to prove that Pext(A, J’) = 0, for any Abelian group A (see [6, Vol. I, 
Theorem 38.1 and Proposition 53.41). However, (5.15) implies exactness of the sequence 
. + Pext (A, Jo) + Pext (A, J’) -+ Pext’(A, G) ---f . . . (5.16) 
Since Jo is purely injective, one has Pext(A, Jo) = 0. Therefore, Pext*(A, G) = 0 
and (5.16) imply Pext(A, J’) = 0. 
Proof of Proposition 14. Since A consists of finitely generated Abelian groups, Propo- 
sition 27 yields Pext(A, G) = 0. Hence, (5.12) implies limP Hom(A, G) = 0, for p > 3. 
Moreover, the exact sequence (5.13) yields lim* Hom(A, G) = 0, as well as 
lim’ Hom(A, G) x Pext(colimA, G). (5.17) 
Taking into account Proposition 16, one obtains (2.4) and (2.5). 0 
6. The Milnor sequence 
For an inverse system X, beside the strong homology groups g,(X; G) and the Tech 
homology groups $lm(X; G)! there is also defined a sequence of intermediate groups 
Eg’ (X; G), ‘r 3 0, called strong homology groups of height T. The first one of these 
groups is isomorphic to the tech group, i.e., 
HE)(X; G) M gm(X; G) = limH,(X; G). (6.1) 
These various groups are related by exact sequences, discovered in 1984 by Z. Mimi- 
noshvili [28] (for a proof see [21,20,26]). 
-+ lim’H,+,(X; G) -+17:)(X; G) + zL--‘)(X; G) 
--) limr+‘Hm+,(X; G) + . . (6.2) 
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0 --+ lim’@,$ (X; G) --f H,(X; G) t limHk)(X; G) -+ 0, 
where Ec’(X; G) denotes the inverse sequence 
@$(X;G) + . . . +gK-‘)(X;G) +pK’(X;G) c . . . . 
(6.3) 
(6.4) 
Proof of Theorem 2. Choose an inverse system of compact polyhedra X such that 
1imX = X. We must prove exactness and naturality (with respect to morphisms of 
coherent homotopy) of the following sequence 
0 -+ 1im’H m+, (X; G) -+ E&X; G) -+ fim(X; G) 4 0. (6.5) 
By (2.6), lim(‘)H,+I(X; G) = 0, for r 3 2, and thus, (6.2) yields a natural exact 
sequence 
O+lim’H m+l(X; G) + ffz)(X; G) + limH,(X; G) -+ 0 (6.6) 
and natural isomorphisms 
H$(X; G) --) HL-‘)(X; G), r 2 2. (6.7) 
Clearly, the isomorphisms (6.7) induce a natural isomorphism 
limHg)(X; G) + @‘)(X; G). m (6.8) 
Moreover, the isomorphisms (6.7) for m + 1, show that the sequence Hz:, (X; G) is 
stable and thus, lim’$*) m+, (X; G) = 0. Therefore, (6.3) yields another natural isomor- 
phism 
ff,(X; G) -+ limHk)(X; G). (6.9) 
Composition of the isomorphisms (6.9) and (6.8) yields a natural isomorphism 
gi;i,(X; G) 4 H, -(‘)(X; G) and thus, (6.6) yields the desired exact sequence (6.5). The 
naturality of this sequence follows from the naturality of the Miminoshvili sequences. 0 
Remark 29. Theorem 2 can also be proved using a spectral sequence, due to Andrei 
V. Prasolov [33]. 
7. Proof of the universal coefficient formula 
First recall that the mth strong homology group R,(X; G) of a compact Hausdorff 
space X is defined as the strong homology group zm(X; G) of a cofinite inverse 
system of compact polyhedra X = (XX,~XX/, A) with 1imX = X. On the other hand, 
gm(X; G) is defined as the mth homology group H,(c) of the chain complex ?? = 
?? (X; G), formed by the groups of m-chains 
(7.1) 
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where ,5&(Xx) denotes the group of singular chains with integer coefficients of Xx. The 
boundary operator d : Cm+, --f ??, is given by the formula 
dc= &+ (-1) m+‘6C, c E Cm+, . (7.2) 
If the chains c E cm+, are viewed as functions defined on increasing sequences Xa < 
. . . < &, then (&)(A,, . . , A,) is the boundary of the singular chain c(Xu. . . , A,?). 
while (Sc)(Xo,. . . , A,) is given by formula (3.34). 
Every homomorphism of coefficient groups C$ : G’ --) G induces a chain mapping 
(b# : i?” + c, where c = ??(X; G’). It consists of homomorphisms & : ??A + cm,, 
given by C& = Tz, IIxO+..~x, (I @ 4). CIearly, $J # induces homomorphisms of strong 
homology groups #L+ : H,(X; G’) ---f z,(X: G). 
Lemma 30. Every short exact sequence of Abelian groups 
0 -+ G’ -t G -+ G” -+ 0 (7.3) 
induces a natural exact sequence 
. + HnL+, (x;G”) ---f H,(X;G’) + H,(X; G) + H,(X;G”) -+ ... (7.4) 
Proof. Since the groups of singular chains Z&(Xx) are free Abelian groups, (7.3) implies 
exactness of the induced sequences 
0 -+ $(Xx) @G’ ---f &(Xx) @G + &(Xx) cs G” + 0, (7.5) 
which on its turn implies exactness of the sequence of chain complexes 
0 -+ C(X; G’) 3 ??(X; G) + ??(X; G”) -+ 0. (7.6) 
(7.4) is the corresponding long exact sequence of homology groups. 
To prove naturality of sequence (7.4), first recall that a mapping between cofinite 
systems f : X ---) Y = (Y,, qllcl/, M) consists of an increasing function f : M -+ ,J 
and of mappings f,, : XfcPo) --) YPo such that qPPf.fP/ = fP~f(P)f(Pt), P < P’. The 
induced homomorphism f* : H, (X; G) --) H, (Y; G) is induced by a chain mapping 
f# : cU,(X; G) ---) cm(Y; G), given by the formula 
(f#C)(PO, . . . 3 PSI = fp,#c(f(Po):~~~, f(A)’ (7.7) 
The commutativity of the following diagram is easily verified. 
C&c; G') Lc,(X G) 
fn f# 
C&Y; G’) - 4r Cm(Y;G) 
(7.8) 
As an immediate consequence one obtains the commutativity of the corresponding dia- 
gram of strong homology groups of X and Y. Moreover, since every mapping f : X 4 Y 
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between compact Hausdorff spaces is the limit of a mapping between cofinite polyhe- 
dral systems f : X + Y, one also obtains a commutative diagram of strong homology 
groups of spaces. 
H,(x; ~1) LP,CX; G) 
f. f. (7.9) 
%z(y; G’) Tzm(Y; G) 
It is now clear that the exact sequence (7.4) is natural with respect to mappings of X. 0 
Proof of Theorem 4. For a given Abelian group G, choose a short injective resolution 
0 -+ G 4 1’ 3 I’ + 0. (7.10) 
By Lemma 30, (7.10) induces an exact sequence 
. . +H,+I(X;I’) -d,(X;G) -+H,(X;I’) +??,(X;I’) --+... . (7.11) 
This long exact sequence breaks up into short exact sequences 
O+A,+, -+H,(X;G)+B,iO, FEZ, (7.12) 
where 
A, =Coker(p,(X;I’) --) R,(X;I’)), (7.13) 
B,=Ker(H,(X;I’) -+z,(X;I’)). (7.14) 
We will show that the sequence (7.12) coincides with the sequence (1.2) from Theorem 4, 
i.e., that there exist isomorphisms 
A m zExt(l;Tm(X),G), (7.15) 
B m z Hom(km(X), G). (7.16) 
Let us first note that 
Ext(km(X), 1”) = 0, (7.17) 
because 1’ is injective. Therefore, application of the functor Hom(Hm(X), .) to (7.10) 
yields an exact sequence 
0 -+ Hom(fi”(X), G) 4 Hom(am(X), I”) -+ Hom(Bm(X),I1) 
+ Ext(fim(X), G) -+ 0, (7.18) 
which shows that 
Coker(Hom(km(X), 1’) + Hom(fiFim(X), I’)) = Ext(fi”(X), G), (7.19) 
Ker(Hom(Am(X), 1”) + Hom(fim(X), I’)) = Hom(km(X), G). (7.20) 
To establish the existence of isomorphisms (7.15) and (7.16), it suffices to establish 
the existence of isomorphisms 
p,(X,I”) x Hom(Hm(X),Jk), k = O,l, (7.21) 
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which make the following diagram commutative. 
Z,(X;IO) -----z, (x; I’) 
Y 
I I 
Kz (7.22) 
Hom(Hm (X), I”) ---+Hom(I?m(X), I’) 
We define isomorphism (7.21) as the composition of three isomorphisms. The first one 
is the homomorphism 8 : H,(X, I”) --f ii,(X; I”) from Theorem 2 (for G = I”). To 
see that it is an isomorphism, it suffices to show that 
lim’H,+, (X;Ik) = 0; k = 0,l. (7.23) 
First note that Theorem 15 yields an isomorphism 
lim’H,+r (X;I’“) z lim’ Hom(Hmf’(X),Ik): k = 0,l. (7.24) 
Next note that I” is injective, hence also purely injective. Consequently, one has 
Pext(Bm+’ (X), 1’) = 0. N ow, the exact sequence (5.13), applied to A = Hm+’ (X) 
and G = I” yields 
lim’ Hom(Hmf’(X), I”) = 0, k = 0.1. (7.25) 
The second isomorphism, used in the definition of (7.21), is the homomorphism 
o:fim(X;Ik) 4 limHom(H”(X),I”) f rom (2.8) (for G = Ik). Since I” is injective, 
Ext(Hmf’ (X); I”) = 0, and therefore, the exact sequence (2.8) implies that Q is indeed 
an isomorphism. The third isomorphism is the isomorphism limHom(Hm(X), I”) + 
Hom( I? (X) , I”) from Proposition 16. 
Naturality of the exact sequence (1.1) is an immediate consequence of the way it was 
constructed and of the naturality of the sequence (7.4). 0 
8. Proof of the Structure Theorem 
We begin this section by considering a large diagram, which contains much information 
on the various groups related to the strong homology groups of Hausdorff compact spaces. 
0 0 
+ 
O-Pext(~m’l(X).G)~lim’H,+,(X;G)-O 
0-Ext(&X),G) * 
4+ 4 
----ir,(X; G) ----Hom(fim(X),G) -0 (8.1) 
xi 
O+hmExt(~‘+‘(X),G) Tii,(X;G) 
+ 
ylimHom(Hm(X),G) -0 
+ 
(” 
+ 
0 0 
The homomorphisms $, 8, p, CK have already been defined in the exact sequences of 
Theorems 4 and 15, which appear in diagram (8.1) as the two lower rows. Applying 
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naturality of the exact sequence (1.2) to the mapping pi : X -+ Xx, one obtains the 
following commutative diagram: 
0-Ext(gm+‘(X), G) -H,,(X; G) -Hom(fim(X), G) -0 
1 1 1 (8.2) 
O-Ext(Hmf’(XX), G) --+&(Xx; G) -Hom(H,(XX), G) -0 
Note that Xx is a compact polyhedron and therefore, H,(Xx; G) = H,(Xx; G) and 
I;Tm(XX; G) = H”(Xx; G). P assing to the limit in diagram (8.2), one obtains the map- 
pings T, X, y, which together with the last two rows of diagram (8.1) form a commutative 
diagram. Here X coincides with the homomorphism from the exact sequence (1. l), which 
makes the corresponding vertical line of (8.1) also exact. It is an elementary fact that 
y : Hom(colim A, G) 4 lim Hom(A, G) is an isomorphism, for any direct system of 
modules A. Finally, for A = H “+‘(X), the exact sequence of Proposition 14 assumes 
the form 
0 + limlHom(Hm+‘(X),G) -+Ext (km+‘(X),G) 
4 1imExt (Hm+‘(X),G), (8.3) 
where, by Lemma 22, the homomorphism T coincides with the homomorphism rr from 
diagram (8.1). 
In order to obtain the homomorphism L, consider a purely injective resolution 
O+GL?&J’+O. (8.4) 
A standard argument from homological algebra shows that there exists a mapping of 
exact sequences 
O-, GzJ”4J’+0 
=J j,” LT 03.5) 
O--+ G3,0::1+0 
Viewed as a cochain mapping, (a, T) is unique up to cochain homotopy. For any 
direct system A = H”+‘(X), (8.5) ’ d m uces a mapping from the pure version of the 
Roos bicomplex of A to the Roos bicomplex of A (see Propositions 24 and 17), which 
in turn induces a mapping between the corresponding spectral sequences. Hence, it also 
induces a mapping between the induced exact sequences (5.13) and (4.4). 
0 - lim’ Hom(A, G) --+ Pext(colim A, G) --+ lim Pext(A, G) - 0 
= 
/ 1 
L 
1 
(8.6) 
0 --+ lim’ Hom(A, G) --+ Ext(colim A, G) &limExt(A, G) -0 
Since A = Hm+’ (X) consists of finitely generated Abelian groups, one concludes that 
Pext(Hm+’ (X), G) = 0. Consequently, (8.5) yields the homomorphism L and an exact 
sequence 
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0 -+ Pext(fi-+‘(X), G) A Ext(gm+‘(X), G) 
5 limExt(H”+‘(X), G) + 0, (8.7) 
which forms the first vertical line in (8.1). Moreover, one obtains an isomorphism 
lim’ Hom(H”+i(X), G) M Pext(Hm+‘(X),G). (8.8) 
It is now easy to conclude from the already established properties of diagram (8.1) 
that there exists a unique homomorphism K : Pext(gmf’ (X), G) 4 lim’H,+i (X; G), 
which makes diagram (8.1) commutative. Moreover, K is an isomorphism. 
Proof of Theorem 1. We define the subgroups FI and F2 of g,(X; G) by putting 
FI = Kdx), (8.9) 
F2 = Ker(6). (8.10) 
Since x and H are natural mappings, Fl and F2 are natural subgroups of ??,(X; G). 
Due to the fact that y is an isomorphism, the commutativity of (8.1) implies 
F2 = Ker(yf3) = Ker(aX). (8.11) 
Therefore, FL C F2. The assertion (iv) is an immediate consequence of the exactness 
of the Milnor sequence. Exactness of the middle row of (8.1) shows that the restriction 
$J~ : Ext(Eim+’ (X), G) + F2 of $ to Fz is an isomorphism, which establishes (ii). It 
also shows that F~/Fz E Hom(fim(X), G). This and 
Horn (am(X), G) M 1imHom (H”(X), G) 
establishes (v). To prove (iii), note that X is an epimorphism. Therefore, it induces an 
epimorphism y : Ker(oX) --f Ker(a), whose kernel is Ker(X) C Ker(aX). Consequently, 
Ker(ax)/ Ker(x) M Ker(cu). (8.12) 
Now, (8.9), (8.11) and (8.12) establish (iii). To prove (i), first note that the existence of an 
isomorphism lim’ Hm+,(X; G) z lim’ HomHm(X! G) was established in Theorem 15. 
Next note that FI = Im(4) and thus, the restriction 4F of $ to FI C pm(X; G) is an 
isomorphism. Since 6 is an isomorphism, it follows that also 
4F~ : Pext (gm+‘(X), G) + F, 
is an isomorphism and (i) holds. Moreover, the composition of the isomorphism ~FK, 
of the inclusion Fl -+ F2 and of the isomorphism 
($,)-’ : F2 --) Ext (k-+‘(X), G) 
coincides with L. Consequently, to prove (vi) and complete the proof of Theorem 1, it 
suffices to prove the next lemma: 
Lemma 31. For every Abelian group A, the homomorphism L : Pext(A, G) -+ Ext(A, G) 
induced by (8.5) coincides with the canonical embedding i : Pext(A, G) - Ext(A. G). 
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Proof. In order to define the canonical embedding i : Pext(A, G) -+ Ext(A, G), we need 
a different (and well known) interpretation of the groups Ext(A, G) and Pext(A, G) (see 
[17, Chapter III]). It involves equivalence classes of exact (purely exact) sequences 
O+G%B$A+O. (8.13) 
Two such sequences are considered equivalent provided there exists a commutative dia- 
gram 
O--, G%B>AAO 
zz 1 1 1= (8.14) 
O-+ G$B’~A+O 
Note that, due to the five lemma, B’ + B must be an isomorphism. 
To obtain the desired interpretation, consider a short injective resolution (7.13). Note 
that Ext(A, 1’) = 0 implies 
Ext(A, G) M Coker(Hom(A, P) -+ Hom(A, 1’)). (8.15) 
With every homomorphism Q E Hom(A, I’) associate a commutative diagram with 
exact rows 
O-+ G~BBAAO 
=J J,P Ja . (8.16) 
0-t G:I”-li,I’40 
To obtain such a diagram it suffices to take for B, /3, b the pullback of the homomor- 
phisms v, a. Viewing B as the set {(~:,a) E I0 x A) 1 u(x) = a(a)}, one defines 
g : G + B by putting g(y) = (u(y), 0). Using properties of the pullback, it is easy to 
see that any two sequences (8.13) satisfying (8.16) belong to the same equivalence class. 
If a,~’ E Hom(A,I’) are such that CX’ - ai = wy, for some y E Hom(A,I’), i.e., if 
they represent the same element of (8.15), then the exact sequence (8.13) from (8.16) 
and the exact sequence 
O+G$B’%AdO 
from the analogous diagram for LY’ are equivalent. The needed isomorphism B -+ B’ 
is given by (z, a) H (z + $a), a). In this way every equivalence class of ex- 
act sequences (8.13) is associated with some element of Ext(A, G), because the se- 
quences (8.13) and (7.13) can be embedded in a commutative diagram (8.16). The estab- 
lished correspondence between elements of Ext(A, G) and equivalence classes of exact 
sequences (8.13) yields the desired interpretation of Ext(A, G) in terms of extensions of 
G by A. 
One can now repeat the above reasoning for purely exact sequences and Pext by 
considering a short purely injective resolution (8.4) of G. Since Jo is purely injective, 
Pext(A, Jo) = 0 and therefore, 
Pext(A, C) M Coker(Hom(A, J”) + Hom(A, J’)). (8.17) 
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As before, using the pullback construction, one associates with every homomorphism 
Q E Hom(A, J’) a commutative diagram 
Since u(G) is purely embedded in Jo, one readily concludes that g(G) is purely embed- 
ded in B. Consequently, the sequence 0 4 G + B --f A + 0 is now purely exact. As 
before, the described construction establishes the desired bijection between Pext(G, A) 
and the equivalence classes of pure extensions of G by A. 
Using the described interpretation one can also introduce the group structure in the sets 
of equivalence classes of extensions and pure extensions, respectively. For an explicit 
description of the group structures see [17, Chapter III, $21. The described interpretation 
enables us to define the canonical embedding i : Pext(A, G) + Ext(A, G). It simply views 
every purely exact sequence as an exact sequence, i.e., forgets its purity. Therefore, to 
prove Lemma 3 1, we must show that the homomorphism L : Pext(A, G) + Ext(A, G) 
induced by (8.5) corresponds to the above described canonical embedding i. 
By definition, L : Pext(G, A) + Ext(G, A) is induced by the commutative dia- 
gram (8.5). To an element E E Pext(G, A), determined by a homomorphism cy : A ----f J’ 
(see (8.17)), corresponds a purely exact sequence 0 + G ---f B + A -+ 0, which 
fits into diagram (8.18). On the other hand, L(E) is given by TCV: A -+ I’. Now 
notice that the juxtaposition of the diagrams (8.18) and (8.5) yields a diagram of 
type (8.16), whose last vertical arrow is 7-o : A - I’, while its top row is again the 
sequence 0 --) G -+ B ---t A + 0. Therefore, this purely exact sequence, viewed as 
an exact sequence, corresponds to i(&). In other words, if one interprets Pext(G, A) 
as the set of equivalence classes of pure extensions of G by A and one interprets 
Ext(G, A) as the set of equivalence classes of extensions of G by A, then the map- 
ping L : Pext(G, A) --+ Ext(G, A) just forgets the purity of the extensions belonging 
to Pext(G, A). q 
9. The vanishing of homology groups in negative dimensions 
Clearly, B-(X; G) = fi m-t’ (X; G) = 0, for m < -1. Therefore, the universal 
coefficient formula (1.2) implies 
H,(X;G)=O, m< -1. (9.1) 
Moreover, we obtain an isomorphism 
g_, (X; G) M Ext(B’(X), G). (9.2) 
Consequently, the proof of Theorem 10 will be completed if we prove the following 
lemma: 
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Lemma 32. For every compact Hausdoflspace X, the tech cohomology group &O(X) 
is a free Abelian group and thus, 
Ext(E;T’(X), G) = 0. (9.3) 
We first establish the following simple lemma: 
Lemma 33. For every compact Hausdo?ffspace X, the tech cohomology group Go(X) 
is isomorphic to the group C(X, Z) of all continuous mappings f : X -+ Z. 
Proof. Choose an inverse system of compact polyhedra X = (XJ,,~XX~, A) such that 
p = (px) : X 4 X is an inverse limit. Then PO(X) = colim Ho(X) and every element 
of s’(X) is a class cy = [OX] E colimN’(X), where ax E H’(Xx) for some X E A. 
By the standard universal coefficient theorem, H’(Xx) M Hom(He(Xx), Z). Therefore, 
QX can be viewed as a homomorphism ox : &(Xx) + Z. On the other hand, &(Xx) 
is a finitely generated free Abelian group, whose generators can be identified with the 
components Ci , . . , Ck of XX. Therefore, ox is completely determined by the values 
ni=ax(C,)~iZ,i=l,...,Ic.Let~xbethemappingXx-tZ,givenby~xlC,=n,.If 
X < X’ and ax/ = &, (ax), then ~J,~xJ,! = $A! and thus, $xpx = 4~lp~f. Consequently, 
the mapping f = 4xpx : X + Z depends only on the class cy E colimH’(X) and 
Q(Q) = 4xpx defines a mapping @: &O(X) + C(X, Z). It is readily seen that @ is 
a homomorphism. In fact it is an isomorphism. Indeed, if f : X -+ Z is a mapping, 
by property (Ml) (see Section I), there exists a /\ E A and a mapping 4~ :X, + Z 
such that the mappings $xpx and f are homotopic. Since Z is discrete, this implies 
that 4,px = f. Clearly, the mapping $,+ must be constant on every component of XX 
and therefore, determines a homomorphism o : Ho(Xx) 4 Z, hence, also an element 
a E H”(Xx) and a class [a] E colim Ho(X) x I?O(X). It is readily seen that the 
homomorphism !P : C(X, Z) -+ &O(X), defined in this way, is the inverse of @. 0 
Proof of Lemma 32. With every set X we associate the Abelian group F(X) of all 
functions f : X -+ Z having finite images f(X). Clearly, if X is a compact space and 
f E C(X, Z), then f E F(X), i.e., C(X, Z) IS a subgroup of the group F(X). Since 
every subgroup of a free Abelian group is itself a free Abelian group, the assertion of 
Lemma 32 is an immediate consequence of Lemma 33 and of the following theorem due 
to G. Nobeling [31]: 
Proposition 34. For every set X the group F(X) of functions f : X -+ Z, assuming 
only a finite set of values, is a free Abelian group. 
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