Inference of Genetic Regulatory Networks with Recurrent Neural Network Models by Xu, Rui et al.
Missouri University of Science and Technology 
Scholars' Mine 
Electrical and Computer Engineering Faculty 
Research & Creative Works Electrical and Computer Engineering 
01 Jan 2004 
Inference of Genetic Regulatory Networks with Recurrent Neural 
Network Models 
Rui Xu 
Missouri University of Science and Technology 
Xiao Hu 
Donald C. Wunsch 
Missouri University of Science and Technology, dwunsch@mst.edu 
Follow this and additional works at: https://scholarsmine.mst.edu/ele_comeng_facwork 
 Part of the Electrical and Computer Engineering Commons 
Recommended Citation 
R. Xu et al., "Inference of Genetic Regulatory Networks with Recurrent Neural Network Models," 
Proceedings of the 26th Annual International Conference of the IEEE Engineering in Medicine and Biology 
Society, 2004, Institute of Electrical and Electronics Engineers (IEEE), Jan 2004. 
The definitive version is available at https://doi.org/10.1109/IEMBS.2004.1403826 
This Article - Conference proceedings is brought to you for free and open access by Scholars' Mine. It has been 
accepted for inclusion in Electrical and Computer Engineering Faculty Research & Creative Works by an authorized 
administrator of Scholars' Mine. This work is protected by U. S. Copyright Law. Unauthorized use including 
reproduction for redistribution requires the permission of the copyright holder. For more information, please 
contact scholarsmine@mst.edu. 
   
Abstract— Large-scale gene expression data coming from 
microarray experiments provide us a new means to reveal 
fundamental cellular processes, investigate functions of genes, 
and understand relations and interactions among them. To 
infer genetic regulatory networks from these data with 
effective computational tools has become increasingly 
important. Several mathematical models, including Boolean 
networks, Bayesian networks, dynamic Bayesian networks, and 
linear additive regulation models, have been used to explore 
the behaviors of regulatory networks. In this paper, we 
investigate the inference of genetic regulatory networks from 
time series gene expression in the framework of recurrent 
neural network model. 
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I.  INTRODUCTION 
 
 With the rapid advancement of DNA microarray 
technologies [1], to infer genetic regulatory networks from 
time series gene expression data has become increasingly 
important in order to reveal fundamental cellular processes, 
investigate functions of genes, and understand complex 
interactions among genes [2, 3]. A genetic regulatory 
network consists of a set of DNA, RNA, proteins, and other 
molecules, and describes regulatory mechanisms among 
these components. Since all cells for a specific organism 
include the same genetic material, it is important to know 
which proteins are synthesized, or which genes are 
expressed, under certain conditions. This is achieved 
through the actions of some proteins, which activate or 
inhibit the transcription rates of certain genes by binding to 
certain regions of these genes. Therefore, the transcription of 
a specific gene, or the control of its gene expression, can be 
regarded as a combinatorial effect of a set of other genes.  
 Several computational models have been applied to 
investigate the behaviors of regulatory networks. Boolean 
networks consider a gene has only active or inactive states 
[4]. The effect of other genes on the state change of a given 
gene is described through a Boolean function. Although 
Boolean networks make it possible to explore the dynamics 
of a genetic regulatory system, they ignore the effect of 
genes at intermediate levels. Bayesian networks are graph 
models that estimate complicated multivariate joint 
probability distributions through local probabilities [5]. 
Bayesian networks are effective in dealing with noise, 
incompleteness, and stochastic aspects of gene expression 
data. However, Bayesian networks do not consider 
dynamical aspects of gene regulation and leave temporal 
information unhandled. Recently, dynamic Bayesian 
networks (DBN) attract more attention [6, 7]. DBN can 
model behaviors emerging temporally, and is effective in 
handling problems like hidden variables, prior knowledge, 
and missing data. The disadvantage of DBN is that DBN 
cannot scale well to large-scale data sets. For the linear 
additive regulation models [8, 9], the expression level of a 
gene at a certain time point can be calculated by the 
weighted sum of the expression levels of all genes in the 
network at a previous time point. Although linear additive 
regulation can reveal certain linear relations in the 
regulatory systems, it lacks the capability to capture the 
nonlinear dynamics between gene regulations. Considering 
the limitation of these methods, in this paper, we utilize 
recurrent neural networks (RNN) to infer genetic regulatory 
networks from time series gene expression data. In using 
RNNs for genetic network inference, we are mainly 
concerned with the ability of RNNs to interpret complex 
temporal behavior. Generalized recurrent neural network 
models can be considered as signal processing units forming 
a global regulatory network. 
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 The paper is organized as follows. Section II focuses on 
the model of genetic networks with recurrent neural 
networks. Section III illustrates an application to the SOS 
DNA repair system. We conclude the paper in Section IV. 
 




 For a continuous time system, the models can be 





i ij j ik k i
j k
de




= + +∑ ∑ − ,           (1) 





, N is the number of genes in the system), f() is a 
nonlinear function (usually, sigmoid function is used 
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 This model can also be described in a discrete form (for 
computational convenience, since we only have 
measurement at some certain time points): 
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 Fig. 1 depicts a recurrent neural network, which is 
unrolled in time from t=0 to T with an interval ∆t, for 
modeling genetic network. Here, each node corresponds to a 
gene and a connection between two nodes defines their 
interaction. Fig. 2 illustrates a node in the recurrent neural 
network, which realizes the equation in (2). 
  
B.  Training Algorithms 
  
 There exist ample algorithms for RNN training. Here, 
we discuss the most commonly used algorithms, Back-
Propagation through time (BPTT) [12] and particle swarm 
optimization (PSO) [13], for learning functional and 
structural parameters of regulatory networks from time 
series gene expression data. 
 BPTT was first proposed by Paul Werbos [12], which 
has been widely used for training a recurrent network, as an 
extension of the standard back-propagation algorithm. It 
may be derived by unfolding the temporal operation of the 
network into a layered feedforward network, the topology of 
which grows by one layer at every time step [14].  In the 
problem of gene network inference, the objective is to do 
reverse engineering to recover genetic network, which 
behaves in a manner reflected from the gene expression 
measurement. In other words, the regulatory interactions 
are to be recovered. Considering minimizing J(e), some 









  ● 







  ● 







  ● 





Fig 1. The description of a genetic network through a recurrent neural
network model. Here, the regulatory network is assumed to be
sparsely connected, although, the network can be constructed in a
fully connected form principally.  
















Fig. 2. A node (neuron) in the recurrent neural network model. 
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which measures the deviation of network output e(t) from the 
measurement (target) d(t). More elaborate error terms can be 
easily added. By using BPTT, we find the derivatives of the 
cost function J with respect to the individual weights of 
the network. These derivatives can be used to do gradient 
descent on the weights, updating them in the direction that 
minimizes E: 
ijw
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where +∂  denotes the ordered derivatives of Werbos  [12]. 
Since it is usually difficult to have the measurements of the 
external variables, it is a common practice to ignore the term 
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 PSO is a new evolutionary computation technique for 
global optimization, which comes from the idea of 
simulation of social behavior [13]. PSO is particularly useful 
in evolving neural networks when there exist many local 
optima, and traditional gradient-based search algorithms are 
easy to get stuck. Different from genetic algorithm [15], a 
random velocity is associated with each potential solution, 
called a particle, which are considered to “be flown through 
the problem space” [13]. The basic idea of PSO lies in 
accelerating each particle towards its corresponding pbest 
and the gbest locations at each time step, in which pbest is 
the previous best solution according to the calculated fitness 
and gbest is the best overall value in the whole swarm. It has 
been shown that PSO require less computational cost and 
can achieve faster convergence than conventional back-
 propagation in training feedforward neural networks for 
approximating a nonlinear function [16]. The procedure for 
implementing PSO for training a RNN in a batch mode for 
modeling of genetic networks is as follows: 
i). Initialize a population of particles with random 
positions and velocities of D dimensions. The 
dimensionality D of the problem space is dependent 
on the number of genes in the regulatory system. 
ii). Calculate the estimated time series and evaluate the 
optimization fitness function for each particle. Here, 
the design of fitness function aims to minimize the 
cumulative error between the network outputs and the 
targets. 
iii). Compare each particle’s fitness value with its pbest. If 
current value is better than pbest, reset both pbest 
value and location to the current value and location. 
iv). Compare each particle’s fitness value with gbest. If 
current value is better than gbest, reset gbest to the 
current particle’s array index and value. 
v). Update the velocity and position of the particle with 
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where iDX  and V  are the position and velocity of 
the i
iD
th particle, respectively, IW  is the inertia weight, 
 and  are the acceleration constants, and  




vi). Return to step ii until a stop condition is satisfied.  
 Typically, the gene expression data currently available 
contain measurements of thousands of genes, but only with a 
limited number of time points (less than 50). This so-called 
“curse of dimensionality” [14] limits the application of 
many data-driven computational models and makes it very 
difficult to infer a fully determined large-scale regulatory 
network and make accurate prediction of future expression 
level. Fortunately, biological knowledge on genetic 
regulatory networks assumes that a gene is only regulated by 
a limited number of genes. In other words, the regulatory 
networks are sparsely connected and most weights values 
are zeroes. It is reasonable to identify the weights whose 
values are non-zeroes from these data, which indicate the 
interactions among genes. Wahde and Hertz proposed a 
procedure for unraveling the potential interactions between 
genes by iteratively searching non-significant parameters 
[15]. However, to identify these non-significant parameters 
is not trivial. We propose a new algorithm to use PSO to 
evolve both connection weights and network structures 
(network connectivity) [17]. This avoids the exhaustive 
enumeration of all possible connectivity (although generally 
much less than N, but the search space is still large) and has 
the potential to explore large-scale regulatory networks. 
Meanwhile, PSO has many desirable characteristics, e.g., 
easy to implement, flexibility in balancing global and local 
exploration, and particularly, the memory mechanism for 
keeping previous best solutions, which make PSO a 
powerful tool to explore sophisticated space and suitable for 
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Fig. 3.  The SOS DNA Repair network [5]. Inhibitions are represented




 We employ the proposed model to analyze the SOS 
DNA Repair network in bacterium E. coli depicted in Fig. 3 
[18]. The data include the expression measurements for 8 
major genes through 50 time points, sampled every 6 
minutes. When damage occurs, protein RecA becomes 
activated and mediates LexA autocleavage by binding to 
single-stranded DNA molecule. Protein LexA is a master 
repressor that represses all genes when no damage occurs. 
The drop in LexA expression levels causes the activation of 
the SOS genes. After the damage is repaired, the expression 
level of RecA falls, which causes the accumulation of LexA. 
LexA binds sites in the promoter regions of these SOS genes 
and represses their expression.  The cells return to their 
original states.  
 Fig. 4 shows the real gene expression profiles and the 
learned profiles with both BPTT and PSO. We can see the 
proposed model can effectively capture the dynamics of 
most genes in the network, and the major change trends of 
the gene expression levels are reflected in the learning 
curves. The average mean square errors between the real 
profiles and learned profiles are 0.002 and 0.022 for BPTT 
and PSO, respectively. In order to infer the potential 
relations among genes, we run the algorithm based on PSO 
search for 10 times and check the best solutions for each 
individual in the swarm (100 in total). We identify the non-
zeroes weights by choosing those whose average number of 
times selected in the solutions is above certain threshold. 
The results show that we can identify the inhibition of LexA 
on uvrD, recA, and ruvA, and the activation of recA on 
lexA. Several false positives are also included. Similar 
analysis is employed on the results achieved by BPTT. The 
experiments are run by thirty times. The means and the 
standard deviations of the learned weight matrix are used to 
infer the potential regulations among genes. The results also 
clearly show the inhibition of the LexA on umuD, uvrA and 
polB, and the activation of recA on lexA. As we can see, a 
combination of PSO and BPTT provides a robust revealing 
 of the internal regulatory interactions among genes. More 
results and analysis from both PSO and BPTT can be found 




To understand the gene regulatory mechanisms is one of the 
central tasks in molecular genetics. Inference of genetic 
regulatory networks based on time series gene expression 
data from microarray experiments becomes an important 
and effective way to achieve this goal. Herein, we introduce 
how to employ recurrent neural networks to model 
regulatory systems and reveal the potential interactions. 
Given the similarity between recurrent neural network and 
gene networks, we believe that recurrent neural networks, 
such as the one we have proposed here, will play an 
important role in unraveling the mystery of gene regulation 
relationships. However, with the limited data, current 
research only focuses on the modeling of network from 
synthetic data, or simulation of small-scale network 
including only several genes or gene clusters. No attempt 
has been made to infer large-scale genetic regulatory 
networks. High quality time series gene expression data with 
sufficient number of time points is particularly important. In 
the meantime, further improvement for the current 
computational models is also required in order to explore 
gene regulation more effectively.    [8] P. D'haeseleer, “Reconstructing Gene Network from Large Scale 






Fig. 4. (a) The measured gene expression profiles; (b) The learned 
mean expression profiles with PSO; (c) The learned expression 
profiles with BPTT. 
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