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LOWER SEMICONTINUITY OF QUASICONVEX BULK ENERGIES IN SBV
AND INTEGRAL REPRESENTATION IN DIMENSION REDUCTION
JEAN-FRANC¸OIS BABADJIAN
Abstract. A result of Larsen concerning the structure of the approximate gradient of certain sequences
of functions with Bounded Variation is used to present a short proof of Ambrosio’s lower semicontinuity
theorem for quasiconvex bulk energies in SBV . It enables to generalize to the SBV setting the decom-
position lemma for scaled gradients in dimension reduction and also to show that, from the point of view
of bulk energies, SBV dimensional reduction problems can be reduced to analogue ones in the Sobolev
spaces framework.
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1. Introduction
Since the pioneering work [22], the modelling of thin films through dimensional reduction techniques and
Γ-convergence analysis has become one of the main issues in the field of Calculus of Variations. In the
membrane theory framework in nonlinear elasticity, the problem rests on the study of the (scaled) elastic
energy
1
ε
∫
Ωε
W (ε)(y,∇v) dy
of such bodies. Here Ωε := ω × (−ε/2, ε/2), where ω is a bounded open subset of R2 and ε > 0, stands
for the reference configuration of a nonlinear elastic thin film, v : Ωε → R3 is the deformation field which
maps the reference configuration into a deformed configuration and W (ε) : Ωε × R3×3 → [0,+∞) is the
stored energy density of the body which is a Carathe´odory function satisfying uniform p-growth and
p-coercivity conditions (with 1 < p < ∞). From a mathematical point of view, the previous energy is
well defined provided v is a Sobolev function in W 1,p(Ωε;R
3).
To study the limit problem as the thickness ε → 0, it will be useful to recast the energy functional
over the varying set Ωε into a functional with a fixed domain of integration Ω := ω × (−1/2, 1/2). To
this end, denoting by xα := (x1, x2) the in-plane variable, we set u(xα, x3) := v(xα, ε x3) so that, after
the (now standard) change of variables
xα = yα, x3 =
y3
ε
,
we are equivalently led to study the following rescaled functional
(1.1)
∫
Ω
Wε
(
x,∇αu
∣∣∣1
ε
∇3u
)
dx, u ∈ W 1,p(Ω;R3),
where Wε : Ω × R3×3 → [0,+∞) is the rescaled stored energy density expressed in the new variables
and defined by Wε(xα, x3, ξ) := W (ε)(xα, ε x3, ξ). From now on, ∇α (resp. ∇3) will stand for the
(approximate) gradient with respect to xα (resp. x3), ξ = (ξα|ξ3) for some matrix ξ ∈ R3×3 and
1
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z = (zα|z3) for some vector z ∈ R3. Thus in view of the p-growth of the energy, it is important to
understand the structure of what we call the scaled gradient of u, i.e.
(1.2)
(
∇αu
∣∣∣1
ε
∇3u
)
.
In particular, if {uε} ⊂ W 1,p(Ω;R3) is a minimizing sequence uniformly bounded in energy, up to a
subsequence, there always exist u ∈ W 1,p(Ω;R3) such that D3u = 0 in the sense of distributions and
b ∈ Lp(Ω;R3) such that uε ⇀ u in W 1,p(Ω;R3) and (1/ε)∇3uε ⇀ b in Lp(Ω;R3). The limit function u is
nothing but the deformation of the mid-plane while b is called the Cosserat vector. It seems thus natural
to expect a limit model depending on the pair (u, b). Unfortunately, this is still out of reach and we refer
to [19] for a more detailed discussion on the subject. However, in [9] (see also [7]) a simplified model has
been considered taking into account the bending moment b ∈ Lp(ω;R3), i.e. the average in the transverse
direction x3 of b, instead of the full Cosserat vector field.
In the framework of fracture mechanics, one usually adds a surface energy term, penalizing the presence
of the crack. The simplest case consists in just penalizing its area leading to the so-called Griffith’s surface
energy. Thus, for a given crack, one should study the energy given by the competing sum of the bulk
and the surface energies. Such fracture mechanics problems belong (among others) to the class of free
discontinuity problems, that is variational problems where the unknown is not only a function, but a
pair set/function. Based on the idea that the deformation may be discontinuous across the crack, it is
convenient to study the weak formulation, replacing the crack by the jump set of the deformation and
leading to a variational problem stated in the space of (Special) Functions with Bounded Variation. Now
the energy in which we are interested is
1
ε
∫
Ωε
W (ε)(y,∇v) dy + 1
ε
H2(Sv), v ∈ SBV p(Ωε;R3),
where ∇v is intended as the approximate gradient of v, Sv is the jump set of v and H2 stands for the
2-dimensional Hausdorff measure. Writing as before this energy in the rescaled variables yields to
(1.3)
∫
Ω
Wε
(
x,∇αu
∣∣∣1
ε
∇3u
)
dx+
∫
Su
∣∣∣∣((νu)α ∣∣∣1ε (νu)3
)∣∣∣∣ dH2, u ∈ SBV p(Ω;R3)
where νu is the generalized normal to Su and (1.2) is now referred as the approximate scaled gradient of u.
The aim of this paper is to study the connections between variational problems (1.1) and (1.3),
possibly taking into account the presence of the bending moment vector field. To this end, we will use
as main ingredient Theorem 4.1 which extends the Decomposition Lemma for scaled gradients (see [8,
Theorem 1.1] or [13, Theorem 3.1]) to the SBV setting. It states that any SBV -sequence with bounded
rescaled bulk energy and whose derivative’s singular part behaves asymptotically well, can be energetically
replaced, up to a set of vanishing Lebesgue measure, by a sequence of Lipschitz maps whose scaled gradient
is p-equi-integrable. Thus it reduces the free discontinuity problem to a usual dimensional reduction one
in the framework of Sobolev spaces. This result is nothing but a rescaled version of [21, Lemma 2.1] (see
also Theorem 3.1 below). Using this structure theorem, we are able to show two integral representation
theorems in SBV (Theorems 6.1 and 7.3) which say that, up to a subsequence, the functional (1.3)
Γ-converges (in an appropriate topology) to a functional of the same kind, i.e. the sum of a bulk and
a surface energy. Moreover, the surface energy is still of Griffith’s type while the bulk energy is exactly
the same than that obtained in the analogue Sobolev spaces analysis. The main importance of these
representation theorems relies on the fact that results on dimension reduction in Sobolev spaces can now
be extended to SBV (see [7, 5, 6, 9, 22]).
Note that an integral representation result for dimensional reduction problems in SBV already exists
(see [11, Theorem 2.1]). Even if this reference may seem more general from the point of view of the
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hypothesis, it does not contain as special case our results because the authors made strongly use of
the fact that their surface energy had to grow linearly with respect to the deformation jump. This
assumption was essential in order to get compactness in BV (Ω;R3) of minimizing sequences. However,
they suggested a way to remove that constraint by singular perturbation [11, Remark 2.2]. In our study
we use a direct argument based on a trick introduced in [18] and which was already used in [4] in the
framework of dimensional reduction. It consists in defining an artificial functional exactly as we usually do
for the Γ-lim inf, except that we impose the minimizing sequences to be uniformly bounded in L∞(Ω;R3).
Thanks to a truncation argument (see Lemma 6.2) we show that it actually coincides with the Γ-lim inf
for deformations u ∈ L∞(Ω;R3) and the advantage is that now, minimizing sequences turn out to be
relatively compact in SBV (Ω;R3) thanks to Ambrosio’s Compactness Theorem. We refer to [4] for a
deeper insight on that subject.
To close this introduction, we wish to stress that in this paper, we are mostly interested in represen-
tation of effective bulk energies arising in 3D-2D dimensional reduction problems stated in SBV . For
this reason we will consider a large class for such bulk energies while surface energies will be restricted
to the simplified case of a Griffith’s type one. However we are convinced that the results presented here
could be generalized to a larger class of surface energies.
The overall plan of the paper is as follows: after recalling some useful notations in section 2 and in
order to show the technique in a more transparent way, we present in section 3 a short proof of Ambrosio’s
lower semicontinuity result for quasiconvex integrands using [21, Lemma 2.1]. Then in section 4 we prove
our main tool, Theorem 4.1, thanks to a slicing argument together with [21, Lemma 2.1]. To reach our
goal, we need to prove a general integral representation for the Γ-limit of (1.1) inW 1,p(Ω;R3)×Lp(ω;R3)
as a function of the deformation and the bending moment. This is the purpose of Theorem 5.1 in section
5 which contains as particular cases [9, Theorem 3.1] (with Wε(x, ξ) =W (ξ)) and [7, Theorem 3.4] (with
Wε(x, ξ) = W (x, ξ)). In section 6, we refine the analysis of section 3 adding the difficulties of dimension
reduction. From the integral representation in Sobolev spaces, Theorem 5.1, we deduce an analogue
result in SBV , Theorem 6.1, which says that the Γ-limit of (1.3) in BV (Ω;R3) × Lp(ω;R3) has also an
integral representation and that the bulk energy is exactly the same one than that obtained in the W 1,p
analysis. This will be achieved thanks to Theorem 4.1 and a blow-up method which enables to reduce
the problem to affine deformations and constant bending moments. Finally we deduce a similar result in
section 7 without the presence of the bending moment.
2. Notations and preliminaries
If Ω ⊂ RN is an open set, we consider the Lebesgue spaces Lp(Ω;Rd) and the Sobolev spacesW 1,p(Ω;Rd)
in the usual way. When needed, we will precise what topology the space Lp(Ω;Rd) will be endowed. In
particular we will denote by Lps(Ω;R
d) (resp. Lpw(Ω;R
d)) the space Lp(Ω;Rd) endowed with the strong
(resp. weak) topology. Strong convergence will always be denoted by → while weak (resp. weak*)
convergence will be denoted by ⇀ (resp.
∗−⇀).
We denote by M(Ω;Rd) the space of vector valued finite Radon measures. If µ ∈ M(Ω;Rd) and E
is a Borel subset of Ω, we will write µ E for the restriction of µ to E that is, for every Borel subset F
of Ω, µ E (F ) = µ(E ∩ F ). The Lebesgue measure in RN will be denoted by LN while HN−1 is the
(N − 1)-dimensional Hausdorff measure. We will denote by B the unit ball of RN and by ωN := LN (B)
its Lebesgue measure. If x0 ∈ RN and ρ > 0, B(x0, ρ) := x0 + ρB is the ball centered at x0 with radius
ρ. The notation −∫
A
stands for the average LN (A)−1 ∫
A
.
The space of Functions of Bounded Variation is denoted by BV (Ω;Rd) and we refer to [3] for standard
theory of BV functions. We recall here few facts: if u ∈ BV (Ω;Rd) then its distributional derivative
Du ∈ M(Ω;Rd×N) and thanks to Lebesgue’s Decomposition Theorem, we can write Du = Dau +Dsu,
where Dau and Dsu stand for, respectively, the absolutely continuous and singular part of Du with
respect to the Lebesgue measure LN . Let Su be the complementary of Lebesgue points of u. We say
4 JEAN-FRANC¸OIS BABADJIAN
that u is a Special Function of Bounded Variation, and we write u ∈ SBV (Ω;Rd), if
Du = ∇uLN + (u+ − u−)⊗ νuHN−1 Su
where ∇u is the approximate gradient of u, νu is the generalized normal to Su and u± are the traces of
u on both sides of Su. If E ⊂ Ω, we say that E has finite perimeter in Ω provided χE ∈ SBV (Ω). We
denote by ∂∗E (resp. ∂∗E) the reduced (resp. essential) boundary of E. When p > 1, we define
SBV p(Ω;Rd) :=
{
u ∈ SBV (Ω;Rd) : ∇u ∈ Lp(Ω;Rd×N) and HN−1(Su ∩ Ω) < +∞
}
.
We say that a sequence {un} ⊂ SBV p(Ω;Rd) converges weakly to some u ∈ SBV p(Ω;Rd), and we write
un ⇀ u in SBV
p(Ω;Rd), if
un → u in L1(Ω;Rd),
∇un ⇀ ∇u in Lp(Ω;Rd×N),
(u+n − u−n )⊗ νunHN−1 Sun ∗−⇀ (u+ − u−)⊗ νuHN−1 Su in M(Ω;Rd×N).
If Ω := ω × I, where ω is a bounded open subset of R2 and I := (−1/2, 1/2), we will identify the
spaces Lp(ω;R3), W 1,p(ω;R3) or SBV p(ω;R3) with the space of functions v ∈ Lp(Ω;R3), W 1,p(Ω;R3)
or SBV p(Ω;R3)) such that D3v = 0 in the sense of distributions.
By A(ω) we mean the family all open subsets of ω while R(ω) stands for the countable subfamily of
A(ω) obtained by taking all finite unions of open cubes contained in ω, centered at rational points and
with rational edge length.
In the sequel, we will denote by Q′ := (−1/2, 1/2)2 the unit cube of R2 and by Q′(x0, ρ) := x0 + ρQ′
the cube centered at x0 ∈ R2 and side length ρ > 0. Similarly B′ := {xα ∈ R2 : |xα| < 1} stands for the
unit ball in R2 and B′(x0, ρ) := x0+ ρB′ denotes the ball of R2 centered at x0 ∈ R2 and of radius ρ > 0.
3. Lower semicontinuity of quasiconvex bulk energies in SBV
This section is devoted to give a short proof of Ambrosio’s lower semicontinuity result for quasiconvex
bulk energies in SBV using the following theorem proved in [21, Lemma 2.1].
Theorem 3.1. Let Ω ⊂ RN be a bounded open set with Lipschitz boundary and let {un} ⊂ BV (Ω;Rd)
be such that 
sup
n∈N
‖un‖BV (Ω;Rd) < +∞,
sup
n∈N
‖∇un‖Lp(Ω;Rd×N ) < +∞ for some p > 1,
|Dsun|(Ω)→ 0.
Then there exists a subsequence {nk} ր +∞ and a sequence {wk} ⊂W 1,∞(Ω;Rd) such that
sup
k∈N
‖wk‖W 1,p(Ω;Rd) < +∞,
{|∇wk|p} is equi-integrable,
LN ({wk 6= unk} ∪ {∇wk 6= ∇unk})→ 0.
This theorem is nothing but the BV counterpart of the Decomposition Lemma, [20, Lemma 1.2], in
Sobolev spaces. We now use the previous result to give a short proof of Ambrosio’s lower semicontinuity
result for quasi-convex bulk energies in SBV (see [2, Theorem 4.3] or [3, Proposition 5.29]). This will
enable us to emphasize the techniques used in this paper, occulting the difficulties of dimension reduction.
The same kind of arguments will be used in section 6 to prove the lower bound of Theorem 6.1.
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Theorem 3.2. Let Ω be bounded open subset of RN and f : Ω×Rd×Rd×N → [0,+∞) be a Carathe´odory
function satisfying
(3.1) c|ξ|p ≤ f(x, s, ξ) ≤ a(x) + ψ(|s|)(1 + |ξ|p) for all (s, ξ) ∈ Rd × Rd×N and a.e. x ∈ Ω,
for some p > 1, c > 0, a ∈ L1(Ω) and some increasing function ψ : [0,+∞)→ [0,+∞). If ξ 7→ f(x, s, ξ)
is quasiconvex for every s ∈ Rd and a.e. x ∈ Ω, then
lim inf
n→+∞
∫
Ω
f(x, un,∇un) dx ≥
∫
Ω
f(x, u,∇u) dx
for any sequence {un} ⊂ SBV (Ω;Rd) converging in L1(Ω;Rd) to u ∈ SBV (Ω;Rd) and satisfying
supnHN−1(Sun) < +∞.
Proof. The proof is divided into three steps. We first apply the blow-up method to reduce the study to an
affine limit function. Then we prove that the resulting sequence can be modified, without increasing too
much the energy, into another one uniformly bounded in L∞. Finally we apply Theorem 3.1 to replace
this last sequence of SBV functions by a sequence of Sobolev functions.
Step 1. Up to a subsequence, there is no loss of generality to assume the existence of nonnegative
and finite Radon measures λ and µ ∈ M(Ω) such that f(·, un,∇un)LN ∗−⇀ λ and HN−1 Sun ∗−⇀ µ in
M(Ω). To prove Theorem 3.2 it is enough to check that
λ(Ω) ≥
∫
Ω
f(x, u,∇u) dx
and thanks to Lebesgue’s Differentiation Theorem, it suffices to show that
dλ
dLN (x0) ≥ f(x0, u(x0),∇u(x0))
for LN -a.e. x0 ∈ Ω. Select x0 ∈ Ω such that
(a) x0 is a Lebesgue point of u and a and a point of approximate differentiability of u;
(b) The Radon-Nikody´m derivative of λ with respect to LN exists and is finite;
(c) the following limit exists and
(3.2) lim
ρ→0+
µ(B(x0, ρ))
ωN−1ρN−1
= 0;
(d) for any sequence {ρi} ց 0+ there exists a subsequence {ρi(k)} and a LN -negligible set E ⊂ B
such that
(3.3) lim
k→+∞
f(x0 + ρi(k)y, u(x0) + ρi(k)s, ξ) = f(x0, u(x0), ξ)
locally uniformly in Rd × Rd×N for any y ∈ B \ E.
Note that LN -a.e. points x0 in Ω satisfy these properties. Items (a) and (b) are immediate while item
(d) is a consequence of [3, Lemma 5.38]. Concerning item (c), we remark that, setting
Θ(x) := lim sup
ρ→0+
µ(B(x, ρ))
ωN−1ρN−1
,
then {Θ > 0} = ⋃+∞h=1{Θ ≥ 1/h} and using [3, Theorem 2.56], we get that HN−1({Θ ≥ 1/h}) ≤ hµ({Θ ≥
1/h}) < +∞. Thus LN ({Θ ≥ 1/h}) = 0 and consequently LN ({Θ > 0}) = 0.
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Consider a sequence {ρk} ց 0+ such that 0 < ρk < 1, µ(∂B(x0, ρk)) = λ(∂B(x0, ρk)) = 0 for every
k ∈ N and (3.3) holds with ρk in place of ρi(k). Then
dλ
dLN (x0) = limk→+∞
λ(B(x0, ρk))
ωNρNk
= lim
k→+∞
lim
n→+∞
1
ωNρNk
∫
B(x0,ρk)
f(x, un,∇un) dx
= lim
k→+∞
lim
n→+∞
1
ωN
∫
B
f(x0 + ρky, u(x0) + ρkun,k,∇un,k) dy(3.4)
where we set un,k(y) = [un(x0 + ρk y)− u(x0)]/ρk. Since x0 is a point of approximate differentiability of
u, it follows that
(3.5) lim
k→+∞
lim
n→+∞
‖un,k − w0‖L1(B;Rd) = 0
where w0(y) := ∇u(x0) y. Moreover, by (3.2) we get that
lim
k→+∞
lim
n→+∞
HN−1(Sun,k ∩B) = lim
k→+∞
lim
n→+∞
HN−1(Sun ∩B(x0, ρk))
ρN−1k
= lim
k→+∞
µ(B(x0, ρk))
ρN−1k
= 0.(3.6)
From (3.4), (3.5) and (3.6), one can find a sequence n(k) ր +∞ such that, setting vk := un(k),k, then
vk → w0 in L1(B;Rd), HN−1(Svk ∩B)→ 0 and
(3.7)
dλ
dLN (x0) = limk→+∞
1
ωN
∫
B
f(x0 + ρky, u(x0) + ρkvk,∇vk) dy.
From now on, all the integrals will be restricted to the unit ball B.
Step 2. We now use the same truncation argument than in the proof of [3, Proposition 5.37].
Define vˆk := (
√
1 + |vk − w0|2 − 2)+ so that by Theorem 3.96 and Proposition 3.64 (c) in [3], vˆk ∈
SBV (B), |∇vˆk| ≤ |∇vk −∇w0| LN -a.e. in B and Svˆk ⊂ Svk . According the Coarea Formula in BV [3,
Theorem 3.40], we have that∫ 1
0
HN−1(∂∗{vˆk > t} ∩ (B \ Svˆk)) dt ≤ |Dvˆk|(B \ Svˆk) = ∫
B
|∇vˆk| dx
≤
∫
B∩{|vk−w0|>
√
3}
|∇vk −∇w0| dx
where we have used the fact that ∇vˆk = 0 LN -a.e. in B ∩ {|vk − w0| ≤
√
3}. From (3.7) and the
p-coercivity condition (3.1), the sequence {∇vk} is uniformly bounded in Lp(B;Rd×N ) and since p > 1,
it is equi-integrable. Using the fact that LN (B ∩ {|vk − w0| >
√
3}) → 0 we obtain that the right hand
side of the previous relation tends to zero as k → +∞. Consequently, one can find tk ∈ (0, 1) such that
Ak := {vˆk > tk} has finite perimeter in B and
(3.8) lim
k→+∞
HN−1(B ∩ ∂∗Ak \ Svˆk) = 0.
Define v˜k := vkχB\Ak + w0χB∩Ak so that v˜k → w0 in L1(B;Rd). As |vˆk| ≤ tk < 1 in B \ Ak it follows
that |vk − w0| ≤ 2
√
2 in B \Ak and thus
(3.9) ‖v˜k‖L∞(B;Rd) ≤ ‖vk‖L∞(B\Ak;Rd) + ‖w0‖L∞(B;Rd) ≤M
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where M > 0 is independent of k. Denoting by v−k the exterior trace of vk on ∂
∗Ak ∩B oriented by the
inner normal of Ak, Remark 3.85 in [3] implies that |v−k (x)| ≤M for HN−1-a.e. x ∈ ∂∗Ak ∩B and thus∫
∂∗Ak∩B
|v−k | dHN−1 ≤MHN−1(∂∗Ak ∩B) < +∞
so that [3, Theorem 3.84] ensures that v˜k ∈ SBV (B;Rd). Since Sv˜k ⊂ Svk ∪ ∂∗Ak, by (3.8) we get that
HN−1(B ∩ Sv˜k) ≤ HN−1(B ∩ Svk) +HN−1(B ∩ ∂∗Ak \ Svk)
≤ HN−1(B ∩ Svk) +HN−1(B ∩ ∂∗Ak \ Svˆk)→ 0
where we used the fact that Svˆk ⊂ Svk andHN−1(B∩∂∗Ak\∂∗Ak) = 0. Using the locality of approximate
gradients and the p-growth condition (3.1), we get that∫
B
f(x0 + ρky, u(x0) + ρkv˜k,∇v˜k) dy =
∫
B\Ak
f(x0 + ρky, u(x0) + ρkvk,∇vk) dy
+
∫
B∩Ak
f(x0 + ρky, u(x0) + ρkw0,∇u(x0) dy
≤
∫
B
f(x0 + ρky, u(x0) + ρkvk,∇vk) dy
+
∫
B∩Ak
[a(x0 + ρky) + ψ(|u(x0) + ρkw0|)(1 + |∇u(x0)|p)] dy.
By the choice of x0, the sequence {a(x0 + ρk·)} is strongly converging in L1(B) to a(x0) and thus it is
equi-integrable. Hence as LN (Ak) ≤ LN ({|vk − w0| ≥
√
3})→ 0 we deduce that the second term on the
right hand side of the previous relation tends to zero as k → +∞ and thanks to (3.7) it follows that
(3.10)
dλ
dLN (x0) ≥ lim supk→+∞
1
ωN
∫
B
f(x0 + ρky, u(x0) + ρkv˜k,∇v˜k) dy.
Step 3. By (3.9) we have that |Dsv˜k|(B) ≤ 2MHN−1(Sv˜k ∩B)→ 0 while the p-coercivity condition
(3.1) and item (b) imply that
sup
k∈N
‖∇v˜k‖Lp(B;Rd×N ) < +∞.
Consequently the sequence {v˜k} fulfills the assumptions of Theorem 3.1 so that considering a suitable
(not relabeled) subsequence, there exist a Lebesgue measurable set Ek ⊂ B and a sequence {wk} ⊂
W 1,∞(B;Rd) such that {|∇wk|p} is equi-integrable, wk = v˜k on B \Ek and LN (Ek)→ 0. From the proof
of [21, Lemma 2.1], it can also be checked that supk ‖wk‖L∞(B;Rd) ≤M . As∫
B
|wk − w0| dy ≤
∫
B\Ek
|v˜k − w0| dy + 2MLN(Ek)→ 0
it follows that wk → w0 in L1(B;Rd) and defining the set Btk := {x ∈ B : |∇wk(x)| ≤ t}, relation (3.10)
leads to
dλ
dLN (x0) ≥ lim supt→+∞ lim supk→+∞
1
ωN
∫
Bt
k
\Ek
f(x0 + ρky, u(x0) + ρkwk,∇wk) dy.
Using now (3.3) with ρi(k) = ρk, we obtain that
lim
k→+∞
∫
Bt
k
\Ek
|f(x0 + ρky, u(x0) + ρkwk,∇wk)− f(x0, u(x0),∇wk)| dy = 0
for each t > 0, implying that
(3.11)
dλ
dLN (x0) ≥ lim supt→+∞ lim supk→+∞
1
ωN
∫
Bt
k
\Ek
f(x0, u(x0),∇wk) dy.
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Since LN (Ek)→ 0, according to the p-growth condition (3.1) we get that for every t > 0,
(3.12)
∫
Ek∩Btk
f(x0, u(x0),∇wk) dy ≤
(
a(x0) + ψ(|u(x0)|)(1 + tp)
)LN (Ek) −−−−−→
k→+∞
0.
On the other hand, Chebyshev’s Inequality ensures the existence of a constant c > 0 (independent of k
and t) such that LN (B \Btk) ≤ c/tp → 0 as t→ +∞, so that the equi-integrability of {|∇wk|p} yields to
(3.13) sup
k∈N
∫
B\Bt
k
f(x0, u(x0),∇wk) dy ≤ sup
k∈N
∫
B\Bt
k
(
a(x0) + ψ(|u(x0)|)(1 + |∇wk|p)
)
dy −−−−→
t→+∞ 0.
Gathering (3.11), (3.12) and (3.13), we deduce that
dλ
dLN (x0) ≥ lim supk→+∞
1
ωN
∫
B
f(x0, u(x0),∇wk) dy
and since wk ⇀ w0 in W
1,p(B;Rd), we can apply [1, Theorem II-4] to conclude that
dλ
dLN (x0) ≥ f(x0, u(x0),∇u(x0)).

4. Structure of approximate scaled gradients
In this section we prove the following Theorem 4.1 which is a similar result than Theorem 3.1 in the
context of dimension reduction. Note that it generalizes [8, Theorem 1.1] and [13, Theorem 3.1] (with
obvious changes for nD-(n − k)D dimensional reduction). Its proof relies on a slicing argument similar
to that used in [13, Theorem 3.1]. It will be instrumental in section 6 to prove Theorem 6.1 because it
will enable to replace SBV minimizing sequences by Lipschitz ones without increasing the energy.
From now on, Ω := ω × I where ω is a bounded open subset of R2 and I := (−1/2, 1/2).
Theorem 4.1. Assume that ω has a Lipschitz boundary and p > 1. Let {εn} ց 0+ and {un} ⊂
SBV p(Ω;R3) be such that
(4.1) sup
n∈N
{
‖un‖L∞(Ω;R3) +
∫
Ω
∣∣∣∣(∇αun∣∣∣ 1εn∇3un
)∣∣∣∣p dx} < +∞,
(4.2)
∫
Sun
∣∣∣∣((νun)α∣∣∣ 1εn (νun)3
)∣∣∣∣ dH2 → 0
and that un ⇀ u in SBV
p(Ω;R3), (1/εn)∇3un ⇀ b in Lp(Ω;R3) for some u ∈ W 1,p(ω;R3) and b ∈
Lp(Ω;R3). Then there exist a subsequence {εnk} ⊂ {εn} and a sequence {zk} ⊂ W 1,∞(Ω;R3) such
that zk ⇀ u in W
1,p(Ω;R3), (1/εnk)∇3zk ⇀ b in Lp(Ω;R3), the sequence
{∣∣(∇αzk| 1εnk∇3zk)∣∣p} is
equi-integrable and
L3({zk 6= unk} ∪ {∇zk 6= ∇unk})→ 0.
Proof. The proof is based on a slicing argument. We first come back to the non rescaled cylinder
Ωεn = ω × (−εn/2, εn/2) of thickness εn setting vn(xα, x3) := un(xα, x3/εn). It follows that for each
n ∈ N, vn ∈ SBV p(Ωεn ;R3) and changing variable in (4.1) we get that
(4.3) sup
n∈N
{
‖vn‖L∞(Ωεn ;R3) +
1
εn
∫
Ωεn
|∇vn|p dx
}
< +∞
and
(4.4) H2(Svn) = εn
∫
Sun
∣∣∣∣((νun)α∣∣∣ 1εn (νun)3
)∣∣∣∣ dH2.
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We now periodize the functions vn in the transverse direction defining
vˆn(xα, x3) :=

vn(xα,−εn − x3) if −εn < x3 ≤ − εn2 ,
vn(xα, x3) if − εn2 < x3 < εn2 ,
vn(xα, εn − x3) if εn2 ≤ x3 < εn.
Then vˆn ∈ SBV p
(
ω × (−εn, εn);R3
)
for each n ∈ N and from (4.3) and (4.4) it follows that
(4.5) sup
n∈N
{
‖vˆn‖L∞(ω×(−εn,εn);R3) +
1
εn
∫
ω×(−εn,εn)
|∇vˆn|p dx
}
< +∞.
and
(4.6) H2(Svˆn) = 2εn
∫
Sun
∣∣∣∣((νun)α∣∣∣ 1εn (νun)3
)∣∣∣∣ dH2.
We are now in a position to extend vˆn by periodicity in the x3 direction. Note that we do not create any
additional jump set because periodicity ensures continuity at the interface of each slice. Let
Nn :=

1
4εn
− 1
2
if
1
4εn
− 1
2
∈ N,[
1
4εn
+
1
2
]
otherwise
where [t] denotes the integer part of t. For every i ∈ {−Nn, . . . , Nn}, we set Ii,n :=
(
(2i − 1)εn, (2i +
1)εn
)
and Ωi,n := ω × Ii,n. Note that Nn is the largest integer such that Ω ∩ Ωi,n 6= ∅ for every
i ∈ {−Nn, . . . , Nn}. We define the function v˜n on Ω(n) := ω× (−(2Nn+1)εn, (2Nn+1)εn) by extending
vˆn by periodicity in the x3 direction on Ω(n):
v˜n(xα, x3) = vˆn(xα, x3 − 2iεn) if x3 ∈ Ii,n.
Since Ω ⊂ Ω(n), v˜n ∈ SBV p(Ω;R3) and thanks to (4.5) and the definition of Nn, we have that
(4.7) sup
n∈N
{
‖v˜n‖L∞(Ω;R3) +
∫
Ω
|∇v˜n|p dx
}
< +∞
while (4.6) together with (4.2) imply that
H2(Sv˜n) ≤ c
∫
Sun
∣∣∣∣((νun)α∣∣∣ 1εn (νun)3
)∣∣∣∣ dH2 → 0.(4.8)
As a consequence of (4.7) and (4.8), the sequence {v˜n} fulfills the assumptions of Theorem 3.1. Hence
there exist a subsequence {εnk} ⊂ {εn} and a sequence {wk} ⊂W 1,∞(Ω;R3) such that
sup
k∈N
‖wk‖W 1,p(Ω;R3) < +∞,
{|∇wk|p} is equi-integrable,
L3({v˜nk 6= wk} ∪ {∇v˜nk 6= ∇wk})→ 0.
From De La Valle´e Poussin’s criterion, one can find an increasing and continuous function ϑ : [0,+∞)→
[0,+∞] such that ϑ(t)/t→ +∞ as t→ +∞ and
sup
k∈N
∫
Ω
ϑ(|∇wk|p) dx < +∞.
We claim that for at least half of the indexes i ∈ {−Nnk + 1, . . . , Nnk − 1}, there holds
(4.9)
2Nnk − 1
2
∫
Ωi,nk
[
ϑ(|∇wk|p) + |wk|p + |∇wk|p
]
dx ≤
∫
Ω
[
ϑ(|∇wk|p) + |wk|p + |∇wk|p
]
dx.
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If not, define Jk to be the set of indexes i ∈ {−Nnk +1, . . . , Nnk − 1} such that (4.9) does not hold. Then
it would imply that #(Jk) > (2Nnk − 1)/2 and∫
Ω
[
ϑ(|∇wk|p) + |wk|p + |∇wk|p
]
dx ≥
∑
i∈Jk
∫
Ωi,nk
[
ϑ(|∇wk|p) + |wk|p + |∇wk|p
]
dx
>
2
2Nnk − 1
#(Jk)
∫
Ω
[
ϑ(|∇wk|p) + |wk|p + |∇wk|p
]
dx
which is absurd. Similarly, one can show that for at least half of the indexes satisfying (4.9), we have
that
(4.10)
2Nnk − 1
4
L3 Ωi,nk({v˜nk 6= wk} ∪ {∇v˜nk 6= ∇wk}) ≤ L3({v˜nk 6= wk} ∪ {∇v˜nk 6= ∇wk}).
Let ik ∈ {−Nnk + 1, . . . , Nnk − 1} be such that (4.9) and (4.10) hold at the same time. Define now
zk(xα, x3) := wk(xα, εnkx3 + 2εnk ik). Changing variable in (4.9) and (4.10) and using the construction
of v˜nk from unk we get that
εnk
2Nnk − 1
2
∫
Ω
[
ϑ
(∣∣∣∣(∇αzk∣∣∣ 1εnk∇3zk
)∣∣∣∣p)+ |zk|p + ∣∣∣∣(∇αzk∣∣∣ 1εnk∇3zk
)∣∣∣∣p] dx
≤
∫
Ω
[
ϑ(|∇wk|p) + |wk|p + |∇wk|p
]
dx
and
εnk
2Nnk − 1
4
L3 Ω ({unk 6= zk} ∪ {∇unk 6= ∇zk}) ≤ L3({v˜nk 6= wk} ∪ {∇v˜nk 6= ∇wk}).
Since εnk(2Nnk − 1) ≥ 1/4 for k large enough, it follows that
sup
k∈N
∫
Ω
[
ϑ
(∣∣∣∣(∇αzk∣∣∣ 1εnk∇3zk
)∣∣∣∣p)+ |zk|p + ∣∣∣∣(∇αzk∣∣∣ 1εnk∇3zk
)∣∣∣∣p] dx < +∞,
L3({unk 6= zk} ∪ {∇unk 6= ∇zk})→ 0
and the equi-integrability of
{∣∣(∇αzk| 1εnk∇3zk)∣∣p} follows from De La Valle´e Poussin’s criterion.
It remains to prove the weak convergence of zk and (1/εnk)∇3zk. Let v ∈ Lp
′
(Ω;R3) with 1/p+1/p′ =
1, then ∫
Ω
(zk − u) · v dx =
∫
{zk=unk}
(unk − u) · v dx+
∫
{zk 6=unk}
(zk − u) · v dx.
As L3({zk 6= unk}) → 0, it follows that vχ{zk=unk} → v in Lp
′
(Ω;R3). Then, using Ho¨lder’s Inequality,
the fact that {zk} is uniformly bounded in Lp(Ω;R3) and that unk ⇀ u in Lp(Ω;R3), we obtain that
lim
k→+∞
∣∣∣∣∫
Ω
(zk − u) · v dx
∣∣∣∣ ≤ limk→+∞
∣∣∣∣∫
Ω
(unk − u) · vχ{zk=unk} dx
∣∣∣∣
+ lim
k→+∞
‖zk − u‖Lp(Ω;R3)‖vχ{zk 6=unk}‖Lp′(Ω;R3) = 0.
Similarly we may show that ∇zk ⇀ ∇u in Lp(Ω;R3×3) and that (1/εnk)∇3zk ⇀ b in Lp(Ω;R3). 
5. Integral representation for dimension reduction problems in Sobolev spaces
involving the bending moment
Consider a Carathe´odory functionWε : Ω×R3×3 → [0,+∞) satisfying uniform p-growth and p-coercivity
conditions: there exist 0 < β′ ≤ β < +∞ and 1 < p < +∞ such that
(5.1) β′|ξ|p ≤Wε(x, ξ) ≤ β(1 + |ξ|p)
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for a.e. x ∈ Ω and all ξ ∈ R3×3. Define Jε : Lp(Ω;R3)× Lp(ω;R3)×A(ω)→ [0,+∞] by
Jε(u, b, A) :=

∫
A×I
Wε
(
x,∇αu
∣∣∣1
ε
∇3u
)
dx if
{
u ∈ W 1,p(A× I;R3),
b = 1ε
∫
I
∇3u(·, x3) dx3,
+∞ otherwise.
We prove the following integral representation for the Γ-limit.
Theorem 5.1. For every sequence {εn} ց 0+, there exist a subsequence (not relabeled) and a Carathe´odory
function W ∗ : ω × R3×2 × R3 → [0,+∞) (depending on the subsequence) such that for every A ∈ A(ω),
the sequence Jεn(·, ·, A) Γ-converges in Lps(A× I;R3)× Lpw(A;R3) to J (·, ·, A) where
J (u, b, A) =

∫
A
W ∗(xα,∇αu(xα)|b(xα)) dxα if u ∈W 1,p(A;R3),
+∞ otherwise.
Proof. For every {εn} ց 0+, u ∈ Lp(Ω;R3), b ∈ Lp(ω;R3) and A ∈ A(ω), let
J (u, b, A) := inf
{un,bn}
{
lim inf
n→+∞
Jεn(un, bn, A) : un → u in Lp(A× I;R3) and bn ⇀ b in Lp(A;R3)
}
.
Repeating word for word the (standard) proof of [9, Lemma 2.1] one can show that there exists a
subsequence, still labeled {εn}, such that for any A ∈ A(ω), J (·, ·, A) is the Γ-limit in Lps(A × I;R3) ×
Lpw(A;R
3) of Jεn(·, ·, A), that J (u, b, A) = +∞ if u ∈ Lp(Ω;R3) \ W 1,p(A;R3) and that for every
(u, b) ∈W 1,p(ω;R3)×Lp(ω;R3), the set function J (u, b, ·) is the restriction to A(ω) of a Radon measure
absolutely continuous with respect to the Lebesgue measure L2. The remaining of the proof is very close
to that of [14, Theorem 1.1], thus we will only point out the main changes. Let ξ ∈ R3×2, z ∈ R3 and
x0 ∈ ω, define
W ∗(x0, ξ|z) := lim sup
ρ→0+
J (uξ, bz, Q′(x0, ρ))
ρ2
where we have denoted uξ(xα) := ξ xα and bz(xα) := z. Since J (uξ, bz, ·) is (the restriction of) a Radon
measure absolutely continuous with respect to L2, we have for every A ∈ A(ω),
(5.2) J (uξ, bz , A) =
∫
A
W ∗(xα, ξ|z) dxα =
∫
A
W ∗(xα,∇αuξ|bz) dxα.
By additivity, it is clear that
(5.3) J (u, b, A) =
∫
A
W ∗(xα,∇αu|b) dxα
holds whenever u is piecewise affine and b is piecewise constant in A and we wish to extend (5.3) to
arbitrary functions u ∈W 1,p(A;R3) and b ∈ Lp(A;R3).
Using the lower semicontinuity of J and a suitable choice of sequence, one can show as in [14,
Theorem 1.1] that ξ 7→W ∗(x0, ξ|z) is rank one convex. We claim that z 7→W ∗(x0, ξ|z) is convex. To see
this let θ ∈ [0, 1], z1, z2 ∈ R3 and ξ ∈ R3×2. Fix x0 ∈ ω, ρ > 0 and take an open set A ⊂ Q′(x0, ρ) such
that L2(∂A) = 0 and L2(A) = θρ2 (take e.g. A = Q′(x0,
√
θρ)). Define
bn(xα) := z1χ(nxα) + z2(1− χ(nxα))
where χ is the characteristic function of A in Q′(x0, ρ) which has been extended to R2 by ρ-periodicity.
Riemann-Lebesgue’s Lemma asserts that bn ⇀ bθz1+(1−θ)z2 in L
p(Q′(x0, ρ);R3) and since J (uξ, ·, Q′(x0, ρ))
is sequentially weakly lower semicontinuous in Lp(Q′(x0, ρ);R3), it follows that
J (uξ, bθz1+(1−θ)z2, Q′(x0, ρ)) ≤ lim infn→+∞ J (uξ, bn, Q
′(x0, ρ))
= lim inf
n→+∞
{
J (uξ, bz1 , An) + J (uξ, bz2 , Q′(x0, ρ) \An)
}
(5.4)
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where An := {xα ∈ Q′(x0, ρ) : χ(nxα) = 1} is an open set. Note that in the last equality, we have used
the fact that since L2(∂An) = 0, then J (uξ, bn, ∂An) = 0 as well and that J is local on open sets. Using
once more the Riemann-Lebesgue Lemma together with (5.2), we get that
lim
n→+∞J (uξ, bz1 , An) = limn→+∞
∫
Q′(x0,ρ)
χ(nxα)W
∗(xα, ξ|z1) dxα
= θ
∫
Q′(x0,ρ)
W ∗(xα, ξ|z1) dxα
= θJ (uξ, bz1 , Q′(x0, ρ))
and similarly for the second term of (5.4). Hence we deduce that
J (uξ, bθz1+(1−θ)z2 , Q′(x0, ρ)) ≤ θJ (uξ, bz1 , Q′(x0, ρ)) + (1 − θ)J (uξ, bz2 , Q′(x0, ρ))
and the convexity of W ∗(x0, ξ|·) arises after dividing the previous inequality by ρ2 and taking the lim sup
as ρ tends to zero. It follows that (ξ|z) 7→W ∗(x0, ξ|z) is separately convex for a.e. x0 ∈ ω and since the
following p-growth and p-coercivity conditions hold
(5.5) β′(|ξ|p + |z|p) ≤W ∗(x0, ξ|z) ≤ β(1 + |ξ|p + |z|p), for a.e. x0 ∈ ω and all (ξ, z) ∈ R3×2 × R3,
we conclude that (ξ|z) 7→ W ∗(x0, ξ|z) is continuous for a.e. x0 ∈ ω which proves that W ∗ is a
Carathe´odory function.
We now prove that (5.3) holds for any (u, b) ∈ W 1,p(A;R3)×Lp(A;R3). By approximation and thanks
to the lower semicontinuity of J (·, ·, A) for the strong W 1,p(A;R3)× Lp(A;R3) topology, there holds
J (u, b, A) ≤
∫
A
W ∗(xα,∇αu|b) dxα
for any (u, b) ∈ W 1,p(A;R3)×Lp(A;R3) and it remains to prove the converse inequality. This is achieved
exactly as in the final step of the proof of [14, Theorem 1.1], by considering the translated functional
J˜ (v, c, A) := J (u+ v, b + c, A)
where (u, b) are arbitrary functions in W 1,p(A;R3)× Lp(A;R3). 
We refer to [8, 9] for more explicit formulas for the integrand W ∗ in particular cases.
The following technical proposition states some kind of blow-up result for functionals through Γ-
convergence. It will be of use in the proof of the lower bound in Theorem 6.1 because at some point, we
will need to get rid of small residual terms occurring inside the integrand Wε. In [5, 6, 7], this difficulty
was treated thanks to a decoupling variable method which consisted in replacing the function Wε by
a much more regular one thanks to Scorza-Dragoni’s Theorem and Tietze’s Extension Theorem, and
the set where these two integrands did not match was controlled thanks to the equi-integrability result
[8, Theorem 1.1]. This method was quite powerful in that context since the manner on which Wε was
depending on ε was completely known. However, in the generalized framework considered here, it does
not apply anymore since we have no information on the way Wε depends on ε. The following blow up
result, together with a diagonalization argument (see Remark 5.3 below), will enable us to overcome that
problem.
Proposition 5.2. There exists a set N ⊂ ω with L2(N) = 0 such that for every {ρk} ց 0+ and every
x0 ∈ ω \N , the functional Jk : Lp(B′ × I;R3)× Lp(B′;R3)→ [0,+∞] defined by
Jk(u, b) =

∫
B′
W ∗(x0 + ρkxα,∇αu(xα)|b(xα)) dxα if u ∈W 1,p(B′;R3)
+∞ otherwise,
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Γ-converges in Lps(B
′ × I;R3)× Lpw(B′;R3) to J : Lp(B′ × I;R3)× Lp(B′;R3)→ [0,+∞], where
J(u, b) =

∫
B′
W ∗(x0,∇αu(xα)|b(xα)) dxα if u ∈W 1,p(B′;R3),
+∞ otherwise.
Proof. The proof relies on the Scorza-Dragoni Theorem (see e.g. [17, Chapter VIII]). For any q ∈ N, there
exists a compact set Kq ⊂ ω with L2(ω \Kq) < 1/q and such that W ∗ is continuous on Kq ×R3×2×R3.
Let N := ω \⋃qK∗q where
(5.6) K∗q :=
{
x ∈ Kq : lim
ρ→0
L2(B′(x0, ρ) \Kq)
L2(B′(x0, ρ)) = 0
}
.
Since L2(Kq \K∗q ) = 0, then L2(N) ≤ L2(ω \K∗q ) = L2(ω \Kq) < 1/q → 0. Select a point x0 ∈ ω \N ,
so that x0 ∈ K∗q for some q ∈ N.
The upper bound. Assume first that u ∈ W 1,∞(B′;R3) and b ∈ L∞(B′;R3) and set M :=
‖(∇αu|b)‖L∞(B′;R3×3). Then according to the p-growth condition (5.5)
Jk(u, b) =
∫
B′
W ∗(x0 + ρkxα,∇αu|b) dxα
≤
∫
B′∩
“
Kq−x0
ρk
” W ∗(x0 + ρkxα,∇αu|b) dxα + β(1 +Mp)L2
(
B′ \
(
Kq − x0
ρk
))
.(5.7)
As W ∗ is uniformly continuous on Kq × B(0,M), there exists a continuous and increasing function
η : [0,+∞)→ [0,+∞) such that η(0) = 0 and
(5.8)
∫
B′∩
“
Kq−x0
ρk
” |W ∗(x0 + ρkxα,∇αu|b)−W ∗(x0,∇αu|b)| dxα ≤ η(ρk).
Gathering (5.6), (5.7) and (5.8) and passing to the limit as k → +∞ yields to
Γ- lim sup
k→+∞
Jk(u, b) ≤ lim sup
k→+∞
Jk(u, b) ≤ J(u, b).
The general case follows from the density ofW 1,∞(B′;R3)×L∞(B′;R3) inW 1,p(B′;R3)×Lp(B′;R3), the
lower continuity of the Γ-limsup and the continuity of J for the strongW 1,p(B′;R3)×Lp(B′;R3)-topology.
The lower bound. Let (u, b) ∈ Lp(B′ × I;R3) × Lp(B′;R3) and {(uk, bk)} ⊂ Lp(B′ × I;R3) ×
Lp(B′;R3) such that uk → u in Lp(B′ × I;R3), bk ⇀ b in Lp(B′;R3) and
lim inf
k→+∞
Jk(uk, bk) < +∞.
Up to a subsequence (not relabeled) we can suppose that u and uk ∈ W 1,p(B′;R3) for each k ∈ N and
that uk ⇀ u in W
1,p(B′;R3). According to the Decomposition Lemma [20, Lemma 1.2] and Chacon’s
Biting Lemma [3, Lemma 5.32], there is no loss of generality to assume that {|∇αuk|p} and {|bk|p} are
equi-integrable. Define the set Atk :=
{
xα ∈ B′ : |(∇αuk(xα)|bk(xα))| ≤ t
}
. From Chebyshev’s Inequality
we have that L2(B′ \Atk) ≤ c/tp for some constant c > 0 independent of t and k and arguing exactly as
in the proof of the upper bound, one can show that for each t > 0,
lim inf
k→+∞
Jk(uk, bk) ≥ lim inf
k→+∞
∫
At
k
∩
“
Kq−x0
ρk
” W ∗(x0,∇αuk|bk) dxα.(5.9)
According to the p-growth condition (5.5) and (5.6),
(5.10)
∫
At
k
\
“
Kq−x0
ρk
” W ∗(x0,∇αuk|bk) dxα ≤ β(1 + tp)L2
(
B′ \
(
Kq − x0
ρk
))
−−−−−→
k→+∞
0
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while the equi-integrability of {|∇αuk|p} and {|bk|p} and the fact that L2(B′ \Atk)→ 0 as t→ +∞ imply
that
(5.11) sup
k∈N
∫
B′\At
k
W ∗(x0,∇αuk|bk) dxα ≤ β sup
k∈N
∫
B′\At
k
(1 + |∇αuk|p + |bk)|p) dxα −−−−→
t→+∞
0.
Hence gathering (5.9), (5.10) and (5.11) yields to
lim inf
k→+∞
Jk(uk, bk) ≥ lim inf
k→+∞
J(uk, bk) ≥ J(u, b)
where the last inequality holds because J is sequentially weakly lower semicontinuous in W 1,p(B′;R3)×
Lp(B′;R3). 
Remark 5.3. One can show that in Theorem 5.1, the value of J does not change replacing Wεn by is
quasiconvexification QWεn defined by
(5.12) QWεn(x, ξ) := inf
ϕ∈W 1,∞0 ((0,1)3;R3)
∫
(0,1)3
Wεn(x, ξ +∇ϕ(y)) dy for all ξ ∈ R3×3 and a.e. x ∈ Ω.
Hence there is no loss of generality to assume in Theorem 5.1 that Wε is quasiconvex. Since the weak
topology on every normed bounded subsets of Lp(B′;R3) is metrizable, it follows from a diagonalization
argument, Theorem 5.1, Proposition 5.2 and the fact that Γ-convergence of coercive and lower semicontin-
uous functionals on a metric space is metrizable (see [16, Theorem 10.22 (a)]), that for every M > 0 and
every sequence {ρk} ց 0+, there exists a subsequence n(k)ր +∞ such that εn(k)/ρk → 0 and for every
(u, b) ∈ Lp(B′×I;R3)×Lp(B′;R3) with ‖b‖Lp(B′;R3) ≤M , then the Γ-limit in Lps(B′×I;R3)×Lpw(B′;R3)
of 
∫
B′×I
Wεn(k)
(
x0 + ρkxα, x3,∇αu
∣∣∣ ρk
εn(k)
∇3u
)
dx if
{
u ∈ W 1,p(B′ × I;R3),
b = ρkεn(k)
∫
I ∇3u(·, x3) dx3,
+∞ otherwise,
coincides with 
∫
B′
W ∗(x0,∇αu|b) dxα if u ∈W 1,p(B′;R3),
+∞ otherwise
for every x0 ∈ ω \N , where N ⊂ ω is the same exceptional set than in Proposition 5.2.
6. Integral representation for dimension reduction problems in SBV involving the
bending moment
We now come to the heart of this study that is dealing with a similar problem than in Theorem 5.1 but in
the framework of Special functions with Bounded Variation, adding a surface energy term. Let us define
Gε : BV (Ω;R3)× Lp(ω;R3)→ [0,+∞] by
Gε(u, b) :=

∫
Ω
Wε
(
x,∇αu
∣∣∣1
ε
∇3u
)
dx+
∫
Su
∣∣∣∣((νu)α ∣∣∣1ε (νu)3
)∣∣∣∣ dH2 if { u ∈ SBV p(Ω;R3),b = 1ε ∫I ∇3u(·, x3) dx3,
+∞ otherwise.
Then, the following Γ-convergence result holds:
Theorem 6.1. For every sequence {εn} ց 0+, there exists a subsequence, still labeled {εn} such that
Gεn Γ-converges in L1s(Ω;R3)× Lpw(ω;R3) to G : BV (Ω;R3)× Lp(ω;R3)→ [0,+∞] defined by
G(u, b) :=

∫
ω
W ∗(xα,∇αu|b) dxα +H1(Su) if u ∈ SBV p(ω;R3),
+∞ otherwise,
where W ∗ is given by Theorem 5.1.
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The remaining of this section is devoted to prove Theorem 6.1. We will first localize the functional Gε
on A(ω), and noticing that minimizing sequences are not necessarily weakly relatively compact in BV ,
we will use the same truncation argument than in [4] (see also [18]) introducing an artificial functional.
Then we will show that it actually coincides with the Γ-limit whenever u ∈ BV (Ω;R3) ∩L∞(Ω;R3) (see
Lemma 6.2 and Remark 6.3) and it will enable us to show that for such u’s the Γ-limit is a measure
absolutely continuous with respect to L2+H1 Su (see Lemma 6.6). Together with a blow up argument,
this property will be useful to prove the upper bound in Lemma 6.3 while the lower bound, Lemma 6.4,
will obtained thanks to Theorem 4.1 and a suitable diagonalization argument (see Remark 5.3).
6.1. Localization. We first localize our functional onA(ω) defining Gε : BV (Ω;R3)×Lp(ω;R3)×A(ω)→
[0,+∞] by
Gε(u, b, A) :=

∫
A×I
Wε
(
x,∇αu
∣∣∣1
ε
∇3u
)
dx
+
∫
Su∩(A×I)
∣∣∣∣((νu)α ∣∣∣1ε (νu)3
)∣∣∣∣ dH2 if
{
u ∈ SBV p(A× I;R3),
b = 1ε
∫
I
∇3u(·, x3) dx3,
+∞ otherwise.
For every sequence {εn} ց 0+ and all (u, b, A) ∈ BV (Ω;R3)× Lp(ω;R3)×A(ω), we define
(6.1) E(u, b, A) := inf
{un,bn}
{
lim inf
n→+∞
Gεn(un, bn, A) : un → u in L1(A× I;R3), bn ⇀ b in Lp(A;R3)
}
.
Theorem 8.5 and Corollary 8.12 in [16] together with a diagonalization argument imply the existence
of a subsequence, still denoted {εn}, such that, for any A ∈ R(ω) (or A = ω), E(·, ·, A) is the Γ-limit
of Gεn(·, ·, A) in L1s(A × I;R3) × Lpw(A;R3). Extracting if necessary a further subsequence, one may
assume that {εn} is chosen so that Theorem 5.1 holds. To prove Theorem 6.1, it is enough to show that
E(u, b, ω) = G(u, b).
6.2. A truncation argument. As pointed out in [4], the main problem with the definition of E in (6.1)
is that minimizing sequences are not necessarily bounded in BV (Ω;R3) and thus, not necessarily weakly
convergent in this space. Following [4], we define for all (u, b, A) ∈ BV (Ω;R3)× Lp(ω;R3)×A(ω)
E∞(u, b, A) := inf
{un,bn}
{
lim inf
n→+∞
Gεn(un, bn, A) : un → u in L1(A× I;R3),
bn ⇀ b in L
p(A;R3), sup
n∈N
‖un‖L∞(A×I;R3) < +∞
}
.
It is immediate that E(u, b, A) ≤ E∞(u, b, A) while we will show that equality holds when u belongs
to BV (Ω;R3) ∩ L∞(Ω;R3). This will be obtained as a consequence of Lemma 6.2 below. It means
that for such deformation fields u ∈ BV (Ω;R3) ∩ L∞(Ω;R3), strong L1(Ω;R3)-convergence and weak
BV (Ω;R3)-convergence are, in a sense, equivalent for the computation of the Γ-limit.
Lemma 6.2. Let A ∈ A(ω), u ∈ BV (Ω;R3)∩L∞(Ω;R3) and b ∈ Lp(ω;R3). If {un} ⊂ SBV p(A×I;R3)
is such that un → u in L1(A× I;R3), 1εn
∫
I ∇3un(·, x3) dx3 ⇀ b in Lp(A;R3) and the following limit
L := lim
n→+∞
Gεn
(
un,
1
εn
∫
I
∇3un(·, x3) dx3, A
)
exists and is finite. Then, for any η > 0 one can find C > 0 and {wn} ⊂ SBV p(A × I;R3) such that
wn → u in L1(A× I;R3), 1εn
∫
I ∇3wn(·, x3) dx3 ⇀ b in Lp(A;R3), supn ‖wn‖L∞(A×I;R3) ≤ C and
L ≥ lim sup
n→+∞
Gεn
(
wn,
1
εn
∫
I
∇3wn(·, x3) dx3, A
)
− η.
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Proof. Let us define a smooth truncation function ϕi ∈ C1c (R3;R3) satisfying
(6.2) ϕi(s) =
{
s if |s| < ei,
0 if |s| ≥ ei+1
and |∇ϕi(s)| ≤ 2.
Let wn,i := ϕi(un), thanks to the Chain Rule formula [3, Theorem 3.96], wn,i ∈ SBV p(A× I;R3) and
(6.3)

‖wn,i‖L∞(A×I;R3) ≤ ei+1,
Swn,i ⊂ Sun ,
∇wn,i = ∇ϕi(un)∇un L3-a.e. in A× I.
Since u ∈ L∞(Ω;R3), we can choose i large enough (i ≥ m := [ln(‖u‖L∞(Ω;R3))] + 1) so that u = ϕi(u)
and thus according to (6.2)
(6.4) ‖wn,i − u‖L1(A×I;R3) = ‖ϕi(un)− ϕi(u)‖L1(A×I;R3) ≤ 2‖un − u‖L1(A×I;R3).
Since (a subsequence of) un → u a.e. in A×I and ∇ϕi is continuous, it follows that ∇ϕi(un)→ ∇ϕi(u) =
Id a.e. in A× I as n→ +∞. Take v ∈ Lp′(A;R3) where 1/p+1/p′ = 1, as |∇ϕi(un)T v| ≤ 2|v| ∈ Lp′(A),
the Dominated Convergence Theorem implies that ∇ϕi(un)T v → v in Lp′(A× I;R3) and thus
lim
n→+∞
∫
A
(
1
εn
∫
I
∇3wn,i(xα, x3) dx3
)
· v(xα) dxα = lim
n→+∞
∫
A×I
1
εn
∇3un ·
(∇ϕi(un)T v) dx
=
∫
A
b · v dxα,
where we used the fact that (1/εn)∇3un ⇀ b in Lp(A× I;R3) and b =
∫
I
b(·, x3) dx3. Hence
(6.5)
1
εn
∫
I
∇3wn,i(·, x3) dx3 −−−−−⇀
n→+∞ b in L
p(A;R3), for all i ≥ m.
The growth condition (5.1), (6.2) and (6.3) imply that∫
A×I
Wεn
(
x,∇αwn,i
∣∣∣ 1
εn
∇3wn,i
)
dx
≤
∫
{|un|<ei}
Wεn
(
x,∇αun
∣∣∣ 1
εn
∇3un
)
dx+ βL3({|un| ≥ ei+1})
+
∫
{ei≤|un|<ei+1}
Wεn
(
x,∇ϕi(un)∇αun
∣∣∣ 1
εn
∇ϕi(un)∇3un
)
dx
≤
∫
A×I
Wεn
(
x,∇αun
∣∣∣ 1
εn
∇3un
)
dx+ β e−i ‖un‖L1(A×I;R3)
+2pβ
∫
{ei≤|un|<ei+1}
∣∣∣∣(∇αun∣∣∣ 1εn∇3un
)∣∣∣∣p dx,(6.6)
where we have used Chebyshev’s Inequality. Since νwn,i(x) = ±νun(x) for H2-a.e. x ∈ Swn,i , (6.3) yields
to
(6.7)
∫
Swn,i∩(A×I)
∣∣∣∣((νwn,i)α ∣∣∣ 1εn (νwn,i)3
)∣∣∣∣ dH2 ≤ ∫
Sun∩(A×I)
∣∣∣∣((νun)α ∣∣∣ 1εn (νun)3
)∣∣∣∣ dH2.
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Let M ∈ N, from (6.6) and (6.7), a summation for i = m to M implies that
1
M −m+ 1
M∑
i=m
[∫
A×I
Wεn
(
x,∇αwn,i
∣∣∣ 1
εn
∇3wn,i
)
dx
+
∫
Swn,i∩(A×I)
∣∣∣∣((νwn,i)α ∣∣∣ 1εn (νwn,i)3
)∣∣∣∣ dH2
]
≤
∫
A×I
Wεn
(
x,∇αun
∣∣∣ 1
εn
∇3un
)
dx+
∫
Sun∩(A×I)
∣∣∣∣((νun)α ∣∣∣ 1εn (νun)3
)∣∣∣∣ dH2 + cM −m+ 1 ,
where
c = β sup
n∈N
‖un‖L1(A×I;R3)
∑
i≥1
e−i + 2pβ sup
n∈N
∥∥∥∥(∇αun∣∣∣ 1εn∇3un
)∥∥∥∥p
Lp(A×I;R3×3)
< +∞.
We may find some in ∈ {m, . . . ,M} such that, setting wn := wn,in , then∫
A×I
Wεn
(
x,∇αwn
∣∣∣ 1
εn
∇3wn
)
dx+
∫
Swn∩(A×I)
∣∣∣∣((νwn)α ∣∣∣ 1εn (νwn)3
)∣∣∣∣ dH2
≤
∫
A×I
Wεn
(
x,∇αun
∣∣∣ 1
εn
∇3un
)
dx+
∫
Sun∩(A×I)
∣∣∣∣((νun)α ∣∣∣ 1εn (νun)3
)∣∣∣∣ dH2 + cM −m+ 1 .(6.8)
Moreover, in view of (6.4) and (6.5), wn → u in L1(A × I;R3), 1εn
∫
I
∇3wn(·, x3) dx3 ⇀ b in Lp(A;R3)
and (6.3) implies that ‖wn‖L∞(A×I;R3) ≤ ein+1 ≤ eM+1. The proof is achieved passing to the limit as n
tends to +∞ in (6.8) and choosing M large enough so that c/(M −m+ 1) ≤ η. 
Remark 6.3. As a consequence of Lemma 6.2, we get that for any A ∈ R(ω) (or A = ω), every
u ∈ BV (Ω;R3) ∩ L∞(Ω;R3) and every b ∈ Lp(ω;R3), then E(u, b, A) = E∞(u, b, A).
Remark 6.4. A similar statement of Lemma 6.2 can be proved in the framework of Sobolev spaces,
replacing Gεn by Jεn .
Remark 6.5. Using a relaxation argument in SBV p as in the proof of [4, Lemma 3.4] and Lemma
6.2, one can show that if u ∈ SBV p(ω;R3) ∩ L∞(ω;R3) and if b ∈ Lp(ω;R3), the value of E∞ does
not change replacing Wεn by is quasiconvexification QWεn defined in (5.12). The main point is that
the diagonalization argument can still be used despite the weak Lp(ω;R3)-convergence of the bending
moment since the dual of Lp(ω;R3) is separable. Hence we may assume without loss of generality that
Wε is quasiconvex. In particular (see [15, Lemma 2.2, Chapter 4]), the following p-Lipschitz condition
holds,
(6.9) |Wε(x, ξ1)−Wε(x, ξ2)| ≤ c(1 + |ξ1|p−1 + |ξ2|p−1)|ξ1 − ξ2|, for all ξ1, ξ2 ∈ R3×3 and a.e. x ∈ Ω.
Lemma 6.2 and Remark 6.3 are essential for the proof of the following result because they allow us to
replace strong L1(Ω;R3)-convergence of any minimizing sequence by strong Lp(Ω;R3)-convergence.
Lemma 6.6. For all u ∈ SBV p(ω;R3) ∩ L∞(ω;R3) and all b ∈ Lp(ω;R3), E∞(u, b, ·) is the restriction
to A(ω) of a Radon measure absolutely continuous with respect to L2 +H1 Su.
Proof. Let u ∈ SBV p(ω;R3) ∩ L∞(ω;R3), A ∈ A(ω) and assume first that b is smooth. Then taking
un(xα, x3) := u(xα) + εnx3b(xα) and bn(xα) := b(xα) as test functions for E∞(u, b, A) and using the
p-growth condition (5.1), we get that
(6.10) E∞(u, b, A) ≤ β
∫
A
(1 + |∇αu|p + |b|p) dxα +H1(Su ∩ A).
The same inequality holds for arbitrary functions b ∈ Lp(ω;R3) thanks to the density of smooth maps
into Lp(ω;R3) and the sequential weak lower semicontinuity of E∞(u, ·, A) in Lp(A;R3). The remaining
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of the proof is very classical and is essentially the same than that of [4, Lemma 3.6]. As usual, the most
delicate point is to prove the subadditivity of E∞(u, b, ·) and this is done by gluing together suitable
minimizing sequences by means of a cut-off function. The argument still works with the presence of
the bending moment since the cut-off function is chosen independently of x3. One should once more be
careful when applying a diagonalization argument because of the weak convergence in Lp. As already
mentioned in Remark 6.5, it is still allowed in the case where we include the bending moment since dual
of Lp is separable. 
As a consequence of Lemma 6.6 and Lebesgue’s Decomposition Theorem, there exists a L2-measurable
function f and a H1 Su-measurable function g such that for every A ∈ A(ω),
(6.11) E∞(u, b, A) =
∫
A
f dL2 +
∫
A∩Su
g dH1.
Since the measures L2 andH1 Su are mutually singular, f is the Radon-Nikody´m derivative of E∞(u, b, ·)
with respect to L2,
f(x0) = lim
ρ→0
E∞(u, b, B′(x0, ρ))
L2(B′(x0, ρ)) , for L
2-a.e. x0 ∈ ω
and g is the Radon-Nikody´m derivative of E∞(u, b, ·) with respect to H1 Su,
g(x0) = lim
ρ→0
E∞(u, b, B′(x0, ρ))
H1(Su ∩B′(x0, ρ)) , for H
1-a.e. x0 ∈ Su.
6.3. The upper bound. We first show the upper bound. To this end, we will use the locality property
of the Γ-limit proved in the previous subsection when u ∈ BV (Ω;R3) ∩ L∞(Ω;R3) and the analogue
Γ-convergence result in Sobolev spaces (Theorem 5.1).
Lemma 6.7. For all u ∈ BV (Ω;R3) and all b ∈ Lp(ω;R3), E(u, b, ω) ≤ G(u, b).
Proof. It is enough to consider the case where G(u, b) < +∞ and thus u ∈ SBV p(ω;R3). In fact, we will
first restrict to the case where u ∈ L∞(ω;R3)∩ SBV p(ω;R3) because thanks to Remark 6.3, it allows us
to replace E by E∞. According to (6.11) and the definition of G, we must show that g(x0) ≤ 1 for H1-a.e.
x0 ∈ Su and f(x0) ≤W ∗(x0,∇αu(x0)|b(x0)) for L2-a.e. x0 ∈ ω.
Let us first treat the surface term. By virtue of (6.10) with A = B′(x0, ρ), we have that for H1-a.e.
x0 ∈ Su,
g(x0) = lim
ρ→0
E∞(u, b, B′(x0, ρ))
H1(Su ∩B′(x0, ρ))
≤ lim sup
ρ→0
1
H1(Su ∩B′(x0, ρ))
{
β
∫
B′(x0,ρ)
(1 + |∇αu|p + |b|p) dxα +H1(Su ∩B′(x0, ρ))
}
= lim sup
ρ→0
µ(B′(x0, ρ))
H1(Su ∩B′(x0, ρ)) + 1,
where we set µ := β(1 + |∇αu|p + |b|p)L2. But since µ and H1 Su are mutually singular, we have for
H1-a.e. x0 ∈ Su
lim
ρ→0
µ(B′(x0, ρ))
H1(Su ∩B′(x0, ρ)) = 0,
which shows that g(x0) ≤ 1 for H1-a.e. x0 ∈ Su.
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Concerning the bulk term, choose x0 ∈ ω to be a Lebesgue point of u, ∇αu, b and W ∗(·,∇αu(·)|b(·))
and such that
(6.12) lim
ρ→0
H1(Su ∩B′(x0, ρ))
L2(B′(x0, ρ)) = 0.
Remark that L2 almost every points x0 in ω satisfy these properties and set u0(xα) := ∇αu(x0)xα
and b0(xα) := b(x0). For every ρ > 0, Theorem 5.1 implies the existence of a sequence {vρn} ⊂
W 1,p(B′(x0, ρ)×I;R3) such that vρn → u0 in Lp(B′(x0, ρ)×I;R3) (thus a fortiori in L1(B′(x0, ρ)×I;R3)),
1
εn
∫
I
∇3vρn(·, x3) dx3 ⇀ b0 in Lp(B′(x0, ρ);R3) and
lim
n→+∞
∫
B′(x0,ρ)×I
Wεn
(
x,∇αvρn
∣∣∣ 1
εn
∇3vρn
)
dx =
∫
B′(x0,ρ)
W ∗(xα,∇αu(x0)|b(x0)) dxα.
Since u0 ∈ L∞(ω;R3), by Lemma 6.2 and Remark 6.4, for any η > 0 we can find a sequence {wρn} ⊂
W 1,p(B′(x0, ρ)×I;R3) and Cρ > 0 such that supn ‖wρn‖L∞(B′(x0,ρ)×I;R3) ≤ Cρ, wρn → u0 in Lp(B′(x0, ρ)×
I;R3), 1εn
∫
I
∇3wρn(·, x3) dx3 ⇀ b0 in Lp(B′(x0, ρ);R3) and
lim sup
n→+∞
∫
B′(x0,ρ)×I
Wεn
(
x,∇αwρn
∣∣∣ 1
εn
∇3wρn
)
dx
≤
∫
B′(x0,ρ)
W ∗(xα,∇αu(x0)|b(x0)) dxα + L2(B′(x0, ρ))η.
Thanks to (5.5) and the separately convex character of W ∗(x0, ·|·) (see the proof of Theorem 5.1), it
follows that W ∗(x0, ·|·) is p-Lipschitz. Thus our choice of x0 implies that
(6.13) lim sup
ρ→0
lim sup
n→+∞
−
∫
B′(x0,ρ)×I
Wεn
(
x,∇αwρn
∣∣∣ 1
εn
∇3wρn
)
dx ≤W ∗(x0,∇αu(x0)|b(x0)) + η
and from the coercivity condition (5.1), we get
(6.14) sup
ρ>0, n∈N
−
∫
B′(x0,ρ)×I
∣∣∣∣(∇αwρn∣∣∣ 1εn∇3wρn
)∣∣∣∣p dx < +∞.
Let bk ∈ C∞c (ω;R3) be such that bk → b in Lp(ω;R3) and define
uρn,k(x) := u(xα) + εnx3(bk(xα)− b(x0)) + wρn(xα, x3)−∇αu(x0)xα.
Then, uρn,k → u in L1(B′(x0, ρ) × I;R3), 1εn
∫
I
∇3uρn,k(·, x3) dx3 ⇀ bk in Lp(B′(x0, ρ);R3) as n → +∞
and supn ‖uρn,k‖L∞(B′(x0,ρ)×I;R3) < +∞. Thus, since Suρn,k ∩ (B′(x0, ρ) × I) = (Su ∩ B′(x0, ρ)) × I, we
get that
E∞(u, bk, B′(x0, ρ)) ≤ lim inf
n→+∞
{∫
B′(x0,ρ)×I
Wεn
(
x,∇αuρn,k
∣∣∣ 1
εn
∇3uρn,k
)
dx
+
∫
S
u
ρ
n,k
∩(B′(x0,ρ)×I)
∣∣∣∣((νuρn,k)α ∣∣∣ 1εn
(
νuρ
n,k
)
3
)∣∣∣∣ dH2

≤ lim inf
n→+∞
∫
B′(x0,ρ)×I
Wεn
(
x,∇αu(xα)−∇αu(x0) +∇αwρn(x)
+εnx3∇αbk(xα)
∣∣∣ 1
εn
∇3wρn(x) + bk(xα)− b(x0)
)
dx
+H1(Su ∩B′(x0, ρ)).
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Thus from (6.12), we obtain
f(x0) ≤ lim inf
ρ→0
lim inf
k→+∞
lim inf
n→+∞
−
∫
B′(x0,ρ)×I
Wεn
(
x,∇αu(xα)−∇αu(x0) +∇αwρn(x)
+εnx3∇αbk(xα)
∣∣∣ 1
εn
∇3wρn(x) + bk(xα)− b(x0)
)
dx.
Relations (6.9), (6.13), (6.14) and Ho¨lder’s inequality yield
f(x0) ≤ lim inf
ρ→0
lim inf
k→+∞
lim inf
n→+∞
{
−
∫
B′(x0,ρ)×I
Wεn
(
x,∇αwρn
∣∣∣ 1
εn
∇3wρn
)
dx
+c−
∫
B′(x0,ρ)×I
(
1 + |∇αu(xα)−∇αu(x0)|p−1 + |bk(xα)− b(x0)|p−1
+
∣∣∣(∇αwρn(x)∣∣∣ 1εn∇3wρn(x)
)∣∣∣p−1 + εp−1n |∇αbk(xα)|p−1)(|∇αu(xα)−∇αu(x0)|
+εn|∇αbk(xα)|+ |bk(xα)− b(x0)|
)
dx
}
≤ W ∗(x0,∇αu(x0)|b(x0)) + η
+c lim sup
ρ→0
{
−
∫
B′(x0,ρ)
(
1 + |∇αu(xα)−∇αu(x0)|p + |b(xα)− b(x0)|p
)
dxα
}(p−1)/p
×
{
−
∫
B′(x0,ρ)
(|∇αu(xα)−∇αu(x0)|p + |b(xα)− b(x0)|p) dxα}1/p .
Thanks to our choice of x0 and letting η → 0, we conclude that f(x0) ≤ W ∗(x0,∇αu(x0)|b(x0)) for
L2-a.e. x0 ∈ ω which completes the proof in the case where u ∈ L∞(ω;R3) ∩ SBV p(ω;R3). The general
case can in turn be treated by approximation exactly as in the proof of [4, Lemma 3.8]. 
6.4. The lower bound. Let us now prove the lower bound. The proof is essentially based on Theorem
4.1 and a blow up argument.
Lemma 6.8. For all u ∈ BV (Ω;R3) and all b ∈ Lp(ω;R3), E(u, b, ω) ≥ G(u, b).
Proof. It is not restrictive to assume that E(u, b, ω) < +∞. By Γ-convergence, there exists a sequence
{un} ⊂ SBV p(Ω;R3) such that un → u in L1(Ω;R3), 1εn
∫
I ∇3un(·, x3) dx3 ⇀ b in Lp(ω;R3) and
(6.15) lim
n→+∞
[∫
Ω
Wεn
(
x,∇αun
∣∣∣ 1
εn
∇3un
)
dx+
∫
Sun
∣∣∣∣((νun)α∣∣∣ 1εn (νun)3
)∣∣∣∣ dH2
]
= E(u, b, ω).
Arguing exactly as in the proof of [4, Lemma 3.9], we can actually show that u ∈ SBV p(ω;R3) and
that un ⇀ u in SBV
p(Ω;R3). Now for every Borel set E ⊂ ω, define the following sequences of Radon
measures:
λn(E) :=Wεn
(
·,∇αun
∣∣∣ 1
εn
∇3un
)
L3 (E × I) +
∣∣∣∣((νun)α∣∣∣ 1εn (νun)3
)∣∣∣∣H2 (Sun ∩ (E × I))
and
µn(E) :=
∣∣∣∣((νun)α∣∣∣ 1εn (νun)3
)∣∣∣∣H2 (Sun ∩ (E × I)).
Then for a subsequence (not relabeled), there exist nonnegative and finite Radon measures λ and µ ∈
M(ω) such that λn ∗−⇀ λ and µn ∗−⇀ µ in M(ω). By the Besicovitch Differentiation Theorem ([3,
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Theorem 2.22]), one can find three mutually disjoint nonnegative Radon measures λa, λj and λc such
that λ = λa + λj + λc where λa ≪ L2 and λj ≪ H1 Su. It is enough to check that
(6.16)
dλj
dH1 Su (x0) ≥ 1, for H
1-a.e. x0 ∈ Su
and
(6.17)
dλa
dL2 (x0) ≥W
∗(x0,∇αu(x0)|b(x0)), for L2-a.e. x0 ∈ ω.
Indeed, if (6.16) and (6.17) hold, we obtain from (6.15) that
E(u, b, ω) ≥ λ(ω) = λa(ω) + λj(ω) + λc(ω)
≥
∫
ω
W ∗(xα,∇αu|b) dxα +H1(Su) = G(u, b).
We first prove (6.16). Fix a point x0 ∈ Su such that
dλj
dH1 Su (x0) =
dλ
dH1 Su (x0)
exists and is finite and remark that H1-a.e. points in Su satisfy this property. Let {ρk} ց 0+ be such
that λ(∂B′(x0, ρk)) = 0 for each k ∈ N. Then,
dλ
dH1 Su (x0) = limk→+∞
λ(B′(x0, ρk))
H1(Su ∩B′(x0, ρk))
= lim
k→+∞
lim
n→+∞
λn(B
′(x0, ρk))
H1(Su ∩B′(x0, ρk))
≥ lim inf
k→+∞
lim inf
n→+∞
H2(Sun ∩ (B′(x0, ρk)× I))
H1(Su ∩B′(x0, ρk)) .
By [3, Theorem 4.36], we have that
lim inf
n→+∞
H2(Sun ∩ (B′(x0, ρk)× I)) ≥ H1(Su ∩B′(x0, ρk))
hence we obtain (6.16).
Let us prove that (6.17) holds at every point x0 ∈ ω\N (where N ⊂ ω is the exceptional set introduced
in Proposition 5.2) which is a Lebesgue point of both ∇αu and b, a point of approximate differentiability
of u such that
dλa
dL2 (x0) =
dλ
dL2 (x0)
exists and is finite and satisfying
(6.18) lim
ρ→0
µ(B′(x0, ρ))
2ρ
= 0.
It turns out that L2-a.e. points x0 in ω satisfy these property. Indeed, the verification of (6.18) is
similar to the one of (3.2) used in the proof of Theorem 3.2. As before, let {ρk} ց 0+ be such that
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λ(∂B′(x0, ρk)) = 0 for every k ∈ N, then
dλ
dL2 (x0) = limk→+∞
λ(B′(x0, ρk))
L2(B′(x0, ρk))
= lim
k→+∞
lim
n→+∞
λn(B
′(x0, ρk))
L2(B′(x0, ρk))
≥ lim sup
k→+∞
lim sup
n→+∞
1
L2(B′(x0, ρk))
∫
B′(x0,ρk)×I
Wεn
(
x,∇αun
∣∣∣ 1
εn
∇3un
)
dx
= lim sup
k→+∞
lim sup
n→+∞
1
L2(B′)
∫
B′×I
Wεn
(
x0 + ρkxα, x3,∇αun,k
∣∣∣ρk
εn
∇3un,k
)
dx,(6.19)
where un,k(xα, x3) = [un(x0 + ρkxα, x3)− u(x0)]/ρk. Since x0 is a point of approximate differentiability
of u, we have that
(6.20) lim
k→+∞
lim
n→+∞
∫
B′×I
|un,k(x)−∇αu(x0)xα| dx = 0
and using the fact that x0 is a Lebesgue point of b, for every v ∈ Lp′(B′;R3) we get that
(6.21) lim
k→+∞
lim
n→+∞
∫
B′
(
ρk
εn
∫
I
∇3un,k(xα, x3) dx3
)
· v(xα) dxα =
∫
B′
b(x0) · v dxα.
Changing variables in the surface term and thanks to (6.18), it yields to
lim sup
k→+∞
lim sup
n→+∞
∫
Sun,k∩(B′×I)
∣∣∣∣((νun,k)α∣∣∣ρkεn (νun,k)3
)∣∣∣∣ dH2
= lim sup
k→+∞
lim sup
n→+∞
1
ρk
∫
Sun∩(B′(x0,ρk)×I)
∣∣∣∣((νun)α∣∣∣ 1εn (νun)3
)∣∣∣∣ dH2
≤ lim sup
k→+∞
lim sup
n→+∞
µn(B′(x0, ρk))
ρk
≤ lim sup
k→+∞
µ(B′(x0, ρk))
ρk
= 0(6.22)
because µ(∂B′(x0, ρk)) ≤ λ(∂B′(x0, ρk)) = 0. Set
(6.23) M := max
{(L2(B′)
β′
(∣∣∣∣ dλdL2 (x0)
∣∣∣∣ + 1))1/p , |b(x0)|L2(B′)1/p
}
< +∞.
From (6.19)-(6.22), using a diagonalization argument, the fact that Lp
′
(B′;R3) is separable and Remark
5.3, we can find a sequence n(k) ր +∞ such that, setting δk := εn(k)/ρk, vk := un(k),k, u0(xα) :=
∇u(x0)xα and b0(xα) := b(x0), then δk → 0, vk → u0 in L1(B′ × I;R3), 1δk
∫
I ∇3vk(·, x3) dx3 ⇀ b0 in
Lp(B′;R3),
(6.24) lim
k→+∞
∫
Svk
∣∣∣∣((νvk)α∣∣∣ 1δk (νvk)3
)∣∣∣∣ dH2 = 0,
(6.25)
dλ
dL2 (x0) ≥ lim supk→+∞
1
L2(B′)
∫
B′×I
Wεn(k)
(
x0 + ρkxα, x3,∇αvk
∣∣∣ 1
δk
∇3vk
)
dx
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and for every (u, b) ∈ Lp(B′× I;R3)×Lp(B′;R3) with ‖b‖Lp(B′;R3) ≤M , the Γ-limit in Lps(B′× I;R3)×
Lpw(B
′;R3) of
∫
B′×I
Wεn(k)
(
x0 + ρkxα, x3,∇αu
∣∣∣ 1
δk
∇3u
)
dx if
{
u ∈W 1,p(B′ × I;R3),
b = 1δk
∫
I
∇3u(·, x3) dx3,
+∞ otherwise,
coincides with 
∫
B′
W ∗(x0,∇αu|b) dxα if u ∈W 1,p(B′;R3),
+∞ otherwise.
From (6.24), (6.25) and (a slight variant of) Lemma 6.2, for any 0 < η < 1, there exist a constant C > 0
and {wk} ⊂ SBV p(B′ × I;R3) such that wk → u0 in L1(B′ × I;R3), 1δk
∫
I ∇3wk(·, x3) dx3 ⇀ b0 in
Lp(B′;R3), supk ‖wk‖L∞(B′×I;R3) ≤ C,
lim
k→+∞
∫
Swk
∣∣∣∣((νwk)α∣∣∣ 1δk (νwk)3
)∣∣∣∣ dH2 = 0
and
dλ
dL2 (x0) ≥ lim supk→+∞
1
L2(B′)
∫
B′×I
Wεn(k)
(
x0 + ρkxα, x3,∇αwk
∣∣∣ 1
δk
∇3wk
)
dx− η.
From the p-coercivity condition (5.1) and [3, Theorem 4.36], the sequence {wk} converges weakly to
u in SBV p(Ω;R3) and it fulfills the assumptions of Theorem 4.1. Thus, for a not relabeled subse-
quence, one can find another sequence {zk} ⊂W 1,∞(B′ × I;R3) such that zk ⇀ u0 in W 1,p(B′ × I;R3),
1
δk
∫
I ∇3zk(·, x3) dx3 ⇀ b0 in Lp(B′;R3),
{∣∣(∇αzk| 1δk∇3zk)∣∣p} is equi-integrable and L3({zk 6= wk} ∪{∇zk 6= ∇wk})→ 0. Hence
dλ
dL2 (x0) ≥ lim supk→+∞
1
L2(B′)
∫
{wk=zk}
Wεn(k)
(
x0 + ρkxα, x3,∇αzk
∣∣∣ 1
δk
∇3zk
)
dx− η
and using the p-growth condition (5.1), the fact that
{∣∣(∇αzk| 1δk∇3zk)∣∣p} is equi-integrable and that
L3({zk 6= wk})→ 0 we get,
lim sup
k→+∞
∫
{wk 6=zk}
Wεn(k)
(
x0 + ρkxα, x3,∇αzk
∣∣∣ 1
δk
∇3zk
)
dx = 0.
As a consequence
dλ
dL2 (x0) ≥ lim supk→+∞
1
L2(B′)
∫
B′×I
Wεn(k)
(
x0 + ρkxα, x3,∇αzk
∣∣∣ 1
δk
∇3zk
)
dx− η
and by the p-coercivity condition (5.1) and (6.23),∥∥∥∥ 1δk
∫
I
∇3zk(·, x3) dx3
∥∥∥∥
Lp(B′;R3)
≤M, ‖b0‖Lp(B′;R3) ≤M.
Thus by our choice of the subsequence n(k) and Remark 5.3, we get that
dλ
dL2 (x0) ≥W
∗(x0,∇αu(x0)|b(x0))− η.
Letting η tend to zero completes the proof of (6.17). 
Remark 6.9. Note that it seems difficult to think of applying the decoupling variable method introduced
in [7] and further developed in [5, 6]. Indeed, this generalized framework has the drawback that we have
no information on the way that Wε depends on ε, and it requires application of such abstract results as
metrizability of Γ-convergence. Remark also that the same kind of blow-up argument considered here
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could have been used in [5, 6, 7] in place of the decoupling variable method, in order to treat the presence
of the spatial variable.
7. case without bending moment
In this last section, we deduce from Theorem 6.1 a similar result without the presence of the bending
moment. Define Iε : Lp(Ω;R3)→ [0,+∞] by
Iε(u) :=

∫
Ω
Wε
(
x,∇αu
∣∣∣1
ε
∇3u
)
dx if u ∈W 1,p(Ω;R3),
+∞ otherwise.
In [12, theorem 2.5], it has been proved the following integral representation result:
Theorem 7.1. For every sequence {εn} ց 0+, there exist a subsequence (not relabeled) and a Carathe´odory
function Ŵ : ω×R3×2 → [0,+∞) (depending on the subsequence) such that the sequence Iεn Γ-converges
in Lps(Ω;R
3) to I where
I(u) =

∫
ω
Ŵ (xα,∇αu) dxα if u ∈W 1,p(ω;R3),
+∞ otherwise.
We refer to [22, 12, 7, 5, 6] for more explicit formulas in particular cases.
Remark 7.2. As it has been pointed out in [7] in the case where Wε was independent of ε (see also [9]),
it can still be seen here that
Ŵ (x0, ξ) = min
z∈R3
W ∗(x0, ξ|z)
for all ξ ∈ R3×2 and a.e. x0 ∈ ω.
Define now Fε : BV (Ω;R3)→ [0,+∞] by
Fε(u) :=

∫
Ω
Wε
(
x,∇αu
∣∣∣1
ε
∇3u
)
dx +
∫
Su
∣∣∣∣((νu)α ∣∣∣1ε (νu)3
)∣∣∣∣ dH2 if u ∈ SBV p(Ω;R3),
+∞ otherwise.
As a consequence of Theorem 6.1, Theorem 7.1, Remark 7.2 and a standard measurability selection
criterion (see e.g. [17, Theorem 1.2, Chapter VIII]) we get the following integral representation result for
dimension reduction problems in SBV without bending moment:
Theorem 7.3. For every sequence {εn} ց 0+, there exists a subsequence, still labeled {εn} such that
Fεn Γ-converges in L1s(Ω;R3) to F : BV (Ω;R3)→ [0,+∞] defined by
F(u) :=

∫
ω
Ŵ (xα,∇αu) dxα +H1(Su) if u ∈ SBV p(ω;R3),
+∞ otherwise,
where Ŵ is given by Theorem 7.1.
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