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We consider the system of equations
−u(z) − (U +ω × z) · ∇u(z) +ω × u(z) + ∇π(z) = f (z), divu(z) = 0
for z ∈ R3\D. (1.1)
This system arises by linearization and normalization of a mathematical model describing the sta-
tionary ﬂow of a viscous incompressible ﬂuid around a rigid body moving at a constant velocity and
rotating at a constant angular velocity. We refer to [16] for more details on the physical background
of (1.1). Here we only indicate that D⊂ R3 is an open bounded set describing the rigid body, the vec-
tor U ∈ R3\{0} represents the constant translational velocity of this body, and the vector ω ∈ R3\{0}
its constant angular velocity. The given function f : R3\D → R3 describes a body force, and the un-
knowns u : R3\D → R3 and π : R3\D → R correspond respectively to the normalized velocity and
pressure ﬁeld of the ﬂuid.
We are interested only in the case U = 0, so we require this latter inequality to hold. In addition,
we assume the vectors U and ω to be parallel. This is a restriction of generality only if U · ω = 0.
Otherwise, it may be achieved by a suitable change of variables that the relation U = σ · ω is valid
for some σ ∈ R\{0}; see [20, Section 1] for more details. By another transformation of variables, we
may suppose there is some τ > 0 with U = −τ · (1,0,0), hence ω =  · (1,0,0) for some  ∈ R\{0}.
In this way we end up with the following variant of Eq. (1.1):
L(u) + ∇π = f , divu = 0 in R3\D, (1.2)
where the differential operator L is deﬁned by
L(u)(z) := −u(z) + τ · ∂1u(z) − (ω × z) · ∇u(z) +ω × u(z) (1.3)
for u ∈ W 2,1loc (U )3, z ∈ U , U ⊂ R3 open.
Guenther and Thomann [23] constructed a fundamental solution associated to the operator L. The
velocity part of this solution consists of a matrix-valued function (Z jk)1 j,k3 whose components Z jk
may be estimated in the following way: if S1, S ∈ (0,∞) with S1 < S , then∣∣∂αy Z jk(y, z)∣∣ C · [|y| · (1+ τ · (|y| − y1))]−1−|α|/2 (1.4)
for 1 j,k  3, y ∈ R3\BS , z ∈ BS1 , α ∈ N30 with |α| := α1 + α2 + α3  1, where the constant C > 0
depends on S1, S , ω and τ ; see [3, (2.22)]. (Here and in the following, we refer to Section 2 for our
notation.) Inequality (1.4) is a key technical result which allowed us in [3] to exhibit some features of
a weak solution (u,π) to (1.2), which is characterized by the relations u|BcS ∈ L6(R3\BS )3, ∇u|BcS ∈
L2(R3\BS )9 and π |BcS ∈ L2(R3\Bs). One of these features was an asymptotic proﬁle of the velocity
part u of such a solution, under the assumption that f has compact support [3, Theorem 5.4]. This
proﬁle takes the form of the equation
u j(y) =
3∑
k=1
βk · Z jk(y,0) + F j(y) for y ∈ R3\BS1 , 1 j  3, (1.5)
where S1 > 0 is such that D ∪ supp( f ) ⊂ BS1 . The coeﬃcients β1, β2, β3 may be expressed explicitly
in terms of f , u|∂D, ∇u|∂D and π |∂D. As concerns the functions F j (1  j  3), they decay more
rapidly than Z jk(y,0) for |y| → ∞ (1 k 3). This latter fact allows us to interpret (1.5) in the sense
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∑3
k=1 βk · Z jk(y,0))1 j3 describes the velocity ﬁeld that may be observed far from
the rigid body represented by D. In this respect, the factor 1 + τ · (|y| − y1) appearing on the right-
hand side of (1.4) may be considered as the mathematical manifestation of the wake exhibited by the
ﬂow downstream from the rigid body. A more mathematical way of interpreting the relative decay
behaviour of F j(y) and
∑3
k=1 βk · Z jk(y,0) for |y| → ∞ consists in considering
∑3
k=1 βk · Z jk(y,0) as
the leading term of an asymptotic expansion of u j(y) valid for large values of |y|.
Another result we deduced in [3] from inequality (1.4) is a decay estimate for u and ∇u [3,
Theorem 5.3]. In the case that f has compact support, this estimate may be stated as follows: Let
S1, S ∈ (0,∞) with S1 < S and D∪ supp( f ) ⊂ BS1 . Then∣∣∂αu j(y)∣∣ C · (‖∇u|∂D‖1 + ‖π |∂D‖1 + C˜ · ‖u|∂D‖2−1/p,p + ‖ f ‖1)
· (|y| · (1+ τ · (|y| − y1)))−1−|α|/2 (1.6)
for y ∈ R3\BS , 1  j  3, α ∈ N30 with |α|  1. The parameter p ∈ (1,∞) describes the regularity
of u near ∂D. The constant C˜ depends on D and p, whereas C is a function of S1, S , ω and τ .
Inequality (1.6), in the version stated in [3, Theorem 5.3] for functions f that do not necessarily have
compact support, improves several technical aspects of a decay estimate by Galdi and Silvestre in [21]
(mistakenly referenced as [20] in [2,3]). On the other hand, an interesting feature of the theory in [21]
is not included in the results established in [3]. In fact, the article [21] presents an estimate as in (1.6)
for physical reasonable solutions (that is, solutions (u,π) with sup{|u(x)| · (1+ |x|): x ∈ R3\BS } < ∞
for some S > 0 with Ω ⊂ BS ) even of the nonlinear problem
L(u) + τ · (u · ∇)u + ∇π = f , divu = 0 in R3\D, (1.7)
under the conditions that the volume force f and the Dirichlet boundary data of u are small in a
suitable sense. An important improvement of the theory in [3] and [21] is given in [18], where it is
shown that even for large data, the velocity part of a Leray solution to the nonlinear problem (1.7)
exhibits a decay behaviour as indicated in (1.6). It should be noted that the notion of “Leray solution”
is more general than that of “weak solution” considered in the work at hand and in [3]. In fact, here
and in [3], we require the pressure to be L2 outside a ball around Ω , whereas the pressure part of a
Leray solution is supposed to be only locally L2-integrable.
In the work at hand, we extend our theory from [3], aiming at two main results. Firstly, we exhibit
an asymptotic proﬁle of ∇u. In fact, it will turn out that the function F j from (1.5) is differentiable,
an observation that will lead to
Theorem 1.1. Let p ∈ (1,∞), (u,π) ∈ Mp , S, S1 ∈ (0,∞) with S1 < S. Put f := L(u) + ∇π , and suppose
that
D∪ supp( f )∪ supp(divu) ⊂ BS1 ,
u|BcS ∈ L6
(
BcS
)3
, ∇u|BcS ∈ L2
(
BcS
)9
, π |BcS ∈ L2
(
Bcs
)
.
Then there are coeﬃcients β1, β2, β3 ∈ R and functions F1,F2,F3 ∈ C1(BS1 c) such that for j ∈ {1,2,3},
α ∈ N30 with |α| 1, y ∈ BS1 c ,
∂αu j(y) =
3∑
k=1
βk · ∂αy Z jk(y,0) +
( ∫
∂D
u · n(D) doz +
∫
BS1
divu dz
)
· ∂α E4 j(y) + ∂αF j(y), (1.8)
and if y ∈ BcS ,
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· (|y| · sτ (y))−3/2−|α|/2. (1.9)
In the case α = 0, divu = 0, Eq. (1.8) coincides with (1.5) and was proved in [3], together with
(1.9), as already indicated in the context of (1.5). (The assumption divu = 0 was not required in [3].)
The new feature presented by Theorem 1.1 is that the case |α| = 1 is admitted. We observe that∣∣∂α E4 j(y)∣∣ C · |y|−2−|α|  C(S) · (|y| · sτ (y))−1−|α|/2
for y ∈ BcS , α ∈ N30 with |α| 1 (1.10)
according to Lemma 2.1 below, and∣∣∂αy Z jk(y,0)∣∣ C(S) · (|y| · sτ (y))−1−|α|/2 (1.11)
by Theorem 3.1. Inequalities (1.9), (1.10) and (1.11) taken together may be interpreted in the sense
that the function ∂αF j(y) decays more rapidly than the ﬁrst (“leading”) term
3∑
k=1
βk · ∂αy Z jk(y,0) +
( ∫
∂D
u · n(D) doz +
∫
BS1
divu dz
)
· ∂α E4 j(y) (1.12)
on the right-hand side of (1.8). We alluded to this situation in the remark following (1.5) and pertain-
ing to the case α = 0, divu = 0. The relations in (1.9), (1.10) and (1.11) with |α| = 1 justify the point
of view that the function in (1.12) constitutes an asymptotic proﬁle of ∇u.
As our second main result, we present decay estimates for the second derivatives of u, under the
assumption that f has compact support. More precisely, we will show
Theorem 1.2. Let p ∈ (1,∞), (u,π) ∈Mp . Put f := L(u)+ ∇π . Suppose there are numbers S1, S ∈ (0,∞),
with S1 < S,D∪ supp( f ) ∪ supp(divu) ⊂ BS1 ,
u|BcS ∈ L6
(
BcS
)3
, ∇u|BcS ∈ L2
(
BcS
)9
, π |BcS ∈ L2
(
BcS
)
.
Let j ∈ {1,2,3}, y ∈ BcS , α ∈ N30 with |α| 2. Then∣∣∂αu j(y)∣∣ C(S, S1) · (‖ f |BS1‖1 + ‖divu‖1 + ‖∇u|∂D‖1 + ‖π |∂D‖1
+ Cp · ‖u|∂D‖2−1/p,p
) · (|y| · sτ (y))−1−|α|/2, (1.13)
where Cp is introduced in Lemma 5.2 below.
If |α| 1 and divu = 0, inequality (1.13) coincides with estimate (1.6), which is a special case of [3,
Theorem 5.3], as indicated in the passage preceding (1.6). We further remark that the functions u con-
sidered in Theorems 1.1 and 1.2 do not necessarily constitute the velocity part of a solution to (1.2). In
fact, we admit vector ﬁelds u whose divergence has compact support but does not necessarily vanish.
Thus the statement of Theorem 1.2 may be put in this way: the function u and the derivatives of u up
to order 2 are bounded in terms of L(u) + ∇π , divu, u|∂D, ∇u|∂D and π |∂D, provided L(u) + ∇π
and divu have compact support, the restriction of u to R3\BS belongs to L6(R3\BS ), the functions
∇u|R3\BS and π |R3\BS are L2-integrable, and u and π verify some regularity conditions near ∂D
expressed by the relation (u,π) ∈ Mp . The preceding assumptions pertaining to the restriction of u,
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tinguished from the pointwise decay property sup{|u(x)| · (1 + |x|): x ∈ Dc} < ∞ deﬁning physical
reasonable solutions.
The proof of both Theorems 1.1 and 1.2 is based on an estimate of the second-order derivatives
of the Guenther–Thomann fundamental solution Z jk . This estimate, which extends (1.4) to the case
|α| = 2 and constitutes the key technical result of the work at hand, is stated in Theorem 3.1 below.
That theorem additionally allows us to remove term ‖u|∂D‖2−1/p,p from the upper bound of u and
∇u given by (1.6), and replace it by ‖u|∂D‖1. However, this point is not elaborated in the work at
hand; instead we refer to [4].
Concerning other articles besides [3,4,16,18,20,21,23] pertaining to Eq. (1.2) or (1.7) or to their
time-dependent counterparts, we mention [2,6–15,17,19,22,24–31,37–39]. Additional references may
be found in [16].
We further mention that a main idea in [19–21] consists in reducing a boundary value problem
related to (1.2) to the Oseen system in the whole space R3. That latter system may be handled by
using a well-known Oseen fundamental solution, studied in [32] for example. As remarked above,
our approach is based on the Guenther–Thomann fundamental solution of system (1.2). In fact, we
proceed in a similar way as Farwig and Hishida [10,11], who considered the linear equation (1.2)
and the nonlinear one (1.7) in the case τ = 0 (ﬂow around a body that rotates but does not perform
a translation). It turned out that a fundamental solution of (1.2) with τ = 0 may be constructed in
two steps: ﬁrst a suitable rotational term is introduced into the fundamental solution of the time-
dependent Stokes system; then the function obtained in this way is integrated with respect to time.
With this fundamental solution as starting point, Farwig and Hishida succeeded in exhibiting detailed
proﬁles of the ﬂow in question, both in the linear [11] and in the nonlinear case [10]. The proﬁles
we obtain in [3] and in the present article for the case τ = 0 are less elaborated. This is due to the
markedly more complicated structure of the Guenther–Thomann fundamental solution compared to
the function constructed by Farwig, Hishida. But the results of the latter authors may serve as a guide
for future research with respect to the case τ = 0. Reference [8] discusses the situation arising when
the translational velocity is not parallel to the axis of rotation.
It should perhaps be indicated in this context that there are at least two ways for dealing with
(1.2) in a weighted Sobolev space setting. The ﬁrst uses variational calculus in L2-spaces. This method
has been applied by Farwig [5] to the Oseen system, and by Kracˇmar, Penel [33,34] to the Oseen-type
scalar equation
−ν ·u + k · ∂3u − a · ∇u = f in Ω, (1.14)
under the boundary conditions u = 0 on ∂Ω and u(x) → 0 as |x| → ∞. Here Ω is an exterior domain,
and a is a function that may be non-constant and non-solenoidal. By Kracˇmar, Necˇasová, Penel [31],
this theory was extended to (1.2) in an L2-framework with anisotropic weights, yielding a positive
answer to the existence of wake, independently of [21], where the wake phenomenon is captured by
an estimate similar to (1.6). Recently, Amrouche and Consiglieri [1] studied problem (1.14) in an Lp
framework in weighted Sobolev spaces, assuming divu = 0, a ∈ L3(R3) or a ∈ L3loc(R3), and a(x) = ke1
for |x| R, where k, R ∈ (0,∞) are ﬁxed.
The second approach involves more general weights in Lq-spaces, weighted multiplier and
Littlewood–Paley theory, as well as the theory of one-sided Muckenhoupt weights corresponding
to one-sided maximal functions. This approach was ﬁrst introduced by Farwig, Hishida, Müller [12]
(zero velocity at inﬁnity) and Farwig [6,7] (nonzero velocity at inﬁnity) for the case that no weight
is present, and then extended to the weighted case by Farwig, Krbec, Necˇasová [13,14] and Necˇasová,
Schumacher [39]. The case of singular data was studied in this framework in [28]. Pointwise estimates,
even for solutions of the nonlinear Navier–Stokes equations, can be found in [17] (τ = 0) and [20]
(τ = 0). Indeed, according to the latter reference, there exists a stationary strong solution of the non-
linear problem (1.7) with the velocity part u of this solution satisfying the inequality |u(x)|  c/|x|.
This pointwise estimate suggests to discuss (1.2) in weak Lq-spaces (L3/2,∞ and L3,∞) as done in [9,
26]. Stability estimates in the L2-setting are proved in [20], and in the L3,∞-setting in [27].
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If A ⊂ R3, we write Ac for the complement R3\A of A. The symbol | | denotes the Euclidean norm
of R3 and also the length of a multiindex in N30, that is, |α| := α1 +α2 +α3 for α ∈ N30. The open ball
centered at the origin and with radius r > 0 is denoted by Br . Put es := (δ js)1 j3 for s ∈ {1,2,3}.
Let x× y denote the usual vector product of x, y ∈ R3.
The parameters τ ∈ (0,∞),  ∈ R\{0} and ω ∈ R3\{0} introduced in Section 1 will be kept ﬁxed
throughout. Recall that ω =  · e1; further recall the deﬁnition of the differential operator L in (1.3).
We put
sτ (x) := 1+ τ ·
(|x| − x1) for x ∈ R3.
By the symbol C, we denote constants depending only on τ or ω. We write C(γ1, . . . , γn) for constants
that additionally depend on parameters γ1, . . . , γn ∈ R, for some n ∈ N. Using this convention, we
recall a result from [3].
Lemma 2.1. (See [3, Lemma 2.4].) Let S ∈ (0,∞). Then |x| C(S) · sτ (x) for x ∈ BcS .
The open bounded set D⊂ R3 introduced in Section 1 will be kept ﬁxed, too. We suppose that D
is C2-bounded, and write n(D) for its outward unit normal. For T ∈ (0,∞), put DT := BT \D.
For p ∈ [1,∞), k ∈ N, and for open sets A ⊂ R3, we write Wk,p(A) for the usual Sobolev space
of order k and exponent p. If B ⊂ R3 is open, deﬁne Wk,ploc (B) as the set of all functions g : B → R
such that g|A ∈ Wk,p(A) for any open set A ⊂ R3 with A compact and A ⊂ B . Also we will need
the fractional order Sobolev space W 2−1/p,p(∂D) equipped with its intrinsic norm, which we denote
by ‖ ‖2−1/p,p (p ∈ (1,∞)); see [36] for the corresponding deﬁnitions. If H is a normed space whose
norm is denoted by ‖ ‖H, and if n ∈ N, we equip the product space Hn with a norm ‖ ‖(n)H deﬁned
by ‖v‖(n)H := (
∑n
j=1 ‖v j‖2H)1/2 for v ∈Hn . But for simplicity, we will write ‖ ‖H instead of ‖ ‖(n)H .
For p ∈ (1,∞), let Mp denote the space of all pairs of functions (u,π) such that
u ∈ W 2,ploc
(
Dc
)3
, π ∈ W 1,ploc
(
Dc
)
, u|DT ∈ W 1,p(DT )3, π |DT ∈ Lp(DT ),
u|∂D ∈ W 2−1/p,p(∂D)3, divu|DT ∈ W 1,p(DT ), L(u) + ∇π |DT ∈ Lp(DT )3
for some T ∈ (0,∞) withD⊂ BT .
Note that if (u,π) ∈ Mp , then u belongs to W 2,p near ∂D, and π to W 1,p . This is stated in the
ensuing theorem, which was proved in [3] via standard Lp-regularity theory for the Stokes system.
Theorem 2.1. (See [3, Theorem 4.4].) Let p ∈ (1,∞), (u,π) ∈ Mp , T ∈ (0,∞) with D ⊂ BT . Then u|DT ∈
W 2,p(DT )3 and π |DT ∈ W 1,p(DT ).
Theorem 2.1 means in particular that if (u,π) ∈ Mp , then the traces of u, ∇u and π on ∂D are
well deﬁned.
Next we turn to the deﬁnition of the Guenther–Thomann fundamental solution of (1.2). We begin
by introducing the usual heat kernel
K (x, t) := (4 ·π · t)−3/2 · e−|x|2/(4·t) for x ∈ R3, t ∈ (0,∞).
Recall that the Kummer function 1F1(1,5/2, ·) is given by
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∞∑
n=0
Γ (5/2) · Γ (n + 5/2)−1 · un for u ∈ R.
Deﬁne a function S : R → R by
S(u) :=
∞∑
n=1
Γ (5/2) · Γ (5/2+ n)−1 · un−1 for u ∈ R.
In the two preceding deﬁnitions, the letter Γ denotes the usual Gamma function. Further put
H jk(x) := x j · xk · |x|−2 for x ∈ R3\{0},
Λ jk(x, t) := K (x, t) ·
(
δ jk −H jk(x) − 1F1
(
1,5/2, |x|2/(4 · t)) · (δ jk/3−H jk(x)))
for x ∈ R3\{0}, t ∈ (0,∞), j,k ∈ {1,2,3},
Ω :=
⎛⎝ 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0
⎞⎠=  ·
⎛⎝0 0 00 0 −1
0 1 0
⎞⎠ ,
(
Γ jk(y, z, t)
)
1 j,k3 :=
(
Λrs
(
y − τ · t · e1 − e−t·Ω · z, t
))
1r,s3 · e−t·Ω
for y, z ∈ R3, t ∈ (0,∞) with y− τ · t · e1 − e−t·Ω · z = 0. The function (Γ jk)1 j,k3 is the velocity part
of a fundamental solution introduced by Guenther, Thomann for the time-dependent variant of (1.2).
We note some properties of the preceding functions.
Theorem 2.2. Let S ∈ (0,∞). Then there is C(S) > 0 such that for k ∈ {0,1,2},
∣∣dk/duk(e−u · 1F1(1,5/2,u))∣∣ C(S) · u−3/2−k for u ∈ [S,∞), (2.1)∣∣dk/duk1F1(1,5/2,u)∣∣+ ∣∣S(k)(u)∣∣ C(S) for u ∈ [−S, S]. (2.2)
Proof. Inequality (2.1) follows from [35, p. 289] and [23, Lemma 2.1]. As for estimate (2.2), it is a
consequence of the relation Γ (n + 5/2) Γ (n + 2) = (n + 1)! for n ∈ N and the standard properties
of power series. 
Lemma 2.2. (See [40].) For α ∈ N30 , l ∈ N0 with |α| + 2 · l 2, there is C > 0 such that
∣∣∂αx ∂ lt K (x, t)∣∣ C · (|x|2 + t)−3/2−|α|/2−l for x ∈ R3, t ∈ (0,∞).
Lemma 2.3. Let j,k ∈ {1,2,3}. The function Λ jk may be extended continuously to a C∞-function on R3 ×
(0,∞). This extension is again denoted by Λ jk . In this sense
Λ jk(x, t) = K (x, t) ·
[(
1− 1F1
(
1,5/2, |x|2/(4 · t))/3) · δ jk
+S(|x|2/(4 · t)) · (4 · t)−1 · x j · xk] (2.3)
for x ∈ R3 , t ∈ (0,∞).
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function on R3 × (0,∞), as follows from the inequality Γ (n + 5/2)  Γ (n + 2) = (n + 1)! for n ∈ N
and standard properties of power series. 
Corollary 2.1. Let j,k ∈ {1,2,3}. The function Γ jk may be extended continuously to a C∞-function on R3 ×
R
3 × (0,∞). This extension is again denoted by Γ jk .
We further note
Lemma 2.4. (See [2, Lemma 3.2].) For j,k ∈ {1,2,3}, x ∈ R3 , t ∈ (0,∞), α ∈ N30 with |α| 1, the inequality
∣∣∂αx Λ jk(x, t)∣∣ C · (|x|2 + t)−3/2−|α|/2
holds.
Next we state two key technical points of the theory in [2] and [3].
Lemma 2.5. (See [2, Lemma 2.3].) Let R ∈ (0,∞). Then there are constants C1,C2 ∈ (0,∞), depending on R,
τ and ω, such that for y, z ∈ BR with y = z, t ∈ (0,C2] with t  C1 · |y − z|, we have
∣∣y − τ · t · e1 − e−t·Ω · z∣∣ |y − z|/12.
Theorem 2.3. Let S1, S ∈ (0,∞) with S1 < S, ν ∈ (1,∞). Then
∞∫
0
(∣∣y − τ · t · e1 − e−t·Ω · z∣∣2 + t)−ν dt  C(S1, S, ν) · (|y| · sτ (y))−ν+1/2 (2.4)
for y ∈ BcS , z ∈ BS1 .
Proof. Use [3, Theorem 2.19] with S , δ replaced by S1, S/S1 − 1, respectively. 
We note a consequence of Lemmas 2.4 and 2.5 (compare [2, Lemma 3.3]).
Lemma 2.6. Let y, z ∈ R3 with y = z, j,k ∈ {1,2,3}. Then
∣∣Γ jk(y, z, t)∣∣ C(y, z) · (χ(0,1](t)+ χ(1,∞)(t) · t−3/2) for t ∈ (0,∞), (2.5)
so that
∫∞
0 |Γ jk(y, z, t)|dt < ∞.
Proof. Let t ∈ (0,∞). Abbreviate γ := min{1,C1 · |y − z|,C2}, with C1, C2 from Lemma 2.5 If t ∈
[1,∞), we get with Lemma 2.4 that |Γ jk(y, z, t)| C · t−3/2. Now suppose that t ∈ [γ ,1]. Then, again
with Lemma 2.4, we ﬁnd |Γ jk(y, z, t)|  C · t−3/2  C · γ−3/2. Finally, if t ∈ (0, γ ), Lemma 2.4 and
Lemma 2.5 with R := 2 ·max{|y|, |z|} yield
∣∣Γ jk(y, z, t)∣∣ C · ∣∣y − τ · t · e1 − e−t·Ω · z∣∣−3  C(y, z) · |y − z|−3  C(y, z). 
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Z jk(y, z) :=
∞∫
0
Γ jk(y, z, t)dt, for y, z ∈ R3 with y = z, j,k ∈ {1,2,3}.
We further set
E4 j(x) := (4 ·π)−1 · x j · |x|−3
(
1 j  3, x ∈ R3\{0}).
The function (Z jk)1 j,k3 is the velocity part of the Guenther–Thomann fundamental solution to (1.2),
and (E4 j)1 j3 its pressure part.
3. Estimate of the second derivatives of Z jk
We begin by proving an analogue of Lemma 2.4 for the second derivatives of Λ jk .
Lemma 3.1. Let j,k, l,m ∈ {1,2,3}, x ∈ R3 , t ∈ (0,∞). Then∣∣∂xl∂xmΛ jk(x, t)∣∣ C · (|x|2 + t)−5/2.
Proof. In view of Lemma 2.1, we may suppose x = 0. We have∣∣∂βH jk(x)∣∣ C · |x|−|β| (β ∈ N30 with |β| 2). (3.1)
Moreover, if G ∈ C2(R), the relations
∂xr
(
G
(|x|2/(4 · t)))= G ′(|x|2/(4 · t)) · xr/(2 · t),
∂xl∂xm
(
G
(|x|2/(4 · t)))
= G ′(|x|2/(4 · t)) · δlm/(2 · t)+ G ′′(|x|2/(4 · t)) · xl · xm/(4 · t2)
hold (l,m, r ∈ {1,2,3}), so that∣∣∂xr(G(|x|2/(4 · t)))∣∣ C · ∣∣G ′(|x|2/(4 · t))∣∣ · (|x|2/t)1/2 · t−1/2, (3.2)∣∣∂xl∂xm(G(|x|2/(4 · t)))∣∣
 C · (∣∣G ′(|x|2/(4 · t))∣∣+ ∣∣G ′′(|x|2/(4 · t))∣∣ · |x|2/t) · t−1. (3.3)
Now we distinguish the cases |x|2  t and |x|2 > t. First suppose that |x|2  t. Then |x|2/(4 · t) 1/4,
t = t/2+ t/2 (|x|2 + t)/2, so that for G ∈ C2(R), with Lemma 2.2, (3.2) and (3.3),∣∣∂xr(K (x, t) · G(|x|2/(4 · t)))∣∣

∣∣∂xr K (x, t) · G(|x|2/(4 · t))∣∣+ K (x, t) · ∣∣∂xr(G(|x|2/(4 · t)))∣∣
 C · ((|x|2 + t)−2 · ∥∥G∣∣[0,1/4]∥∥∞ + (|x|2 + t)−3/2 · ∥∥G ′∣∣[0,1/4]∥∥∞ · (|x|2/t) · t−1/2)
 C · (|x|2 + t)−2 · 1∑∥∥G(ν)∣∣[0,1/4]∥∥∞, (3.4)ν=0
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
∣∣∂xl∂xmK (x, t) · G(|x|2/(4 · t))∣∣
+
∑
(r,s)∈{(l,m),(m,l)}
∣∣∂xr K (x, t) · ∂xs(G(|x|2/(4 · t)))∣∣
+ K (x, t) · ∣∣∂xl∂xm(G(|x|2/(4 · t)))∣∣
 C · ((|x|2 + t)−5/2 · ∥∥G∣∣[0,1/4]∥∥∞ + (|x|2 + t)−2 · ∥∥G ′∣∣[0,1/4]∥∥∞ · (|x|2/t)1/2 · t−1/2
+ (|x|2 + t)−3/2 · t−1 · (∥∥G ′∣∣[0,1/4]∥∥∞ + ∥∥G ′′∣∣[0,1/4]∥∥∞ · |x|2/t))
 C · (|x|2 + t)−5/2 · 2∑
ν=0
∥∥G(ν)∣∣[0,1/4]∥∥∞. (3.5)
Abbreviate R(u) := 1 − 1F1(1,5/2,u)/3 for u ∈ R. Then it follows with Theorem 2.2, Lemmas 2.2
and 2.3, (3.4) and (3.5) that
∣∣∂xl∂xmΛ jk(x, t)∣∣

∣∣∂xl∂xm(K (x, t) ·R(|x|2/(4 · t)))∣∣
+ ∣∣∂xl∂xm(K (x, t) ·S(|x|2/(4 · t))) · (4 · t)−1 · x j · xk∣∣
+
∑
(r,s)∈{(l,m),(m,l)}
∣∣∂xr(K (x, t) ·S(|x|2/(4 · t))) · (4 · t)−1 · ∂xs(x j · xk)∣∣
+ ∣∣K (x, t) ·S(|x|2/(4 · t)) · (4 · t)−1 · ∂xl∂xm(x j · xk)∣∣
 C ·
(
2∑
ν=0
∥∥R(ν)∣∣[0,1/4]∥∥∞ · (|x|2 + t)−5/2
+
2∑
ν=0
∥∥S(ν)∣∣[0,1/4]∥∥∞ · (|x|2 + t)−5/2 · |x|2/t
+
1∑
ν=0
∥∥S(ν)∣∣[0,1/4]∥∥∞ · (|x|2 + t)−2 · |x|/t + ∥∥S∣∣[0,1/4]∥∥∞ · (|x|2 + t)−3/2 · t−1
)
 C · ((|x|2 + t)−5/2 · (1+ |x|2/t)+ (|x|2 + t)−2 · (|x|2/t)1/2 · t−1/2
+ (|x|2 + t)−3/2 · t−1).
Using again that t  (|x|2 + t)/2 and |x|2/t  1/4, we thus arrive at the inequality
∣∣∂xl∂xmΛ jk(x, t)∣∣ C · (|x|2 + t)−5/2 in the case |x|2  t. (3.6)
Now we assume that |x|2 > t , so that |x|2/(4 · t)  1/4, (|x|2/t)−1  1 and |x|2 = (|x|2 + |x|2)/2 
(|x|2 + t)/2. Abbreviate F(u) := e−u · 1F1(1,5/2,u) for u ∈ R. This means that
K (x, t) · 1F1
(
1,5/2, |x|2/(4 · t))= (4 ·π · t)−3/2 · F(|x|2/(4 · t)).
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Λ jk(x, t) = K (x, t) ·
(
δ jk −H jk(x)
)− (4 ·π · t)−3/2 · F(|x|2/(4 · t)) · (δ jk/3−H jk(x)).
Thus, referring to (3.1)–(3.3), Theorem 2.2 and Lemma 2.2, we ﬁnd
∣∣∂xl∂xmΛ jk(x, t)∣∣

∣∣∂xl∂xmK (x, t) · (δ jk −H jk(x))∣∣+ ∑
(r,s)∈{(l,m),(m,l)}
∣∣∂xr K (x, t) · ∂xsH jk(x)∣∣
+ ∣∣K (x, t) · ∂xl∂xmH jk(x)∣∣
+ (4 ·π · t)−3/2 · ∣∣∂xl∂xm(F(|x|2/(4 · t))) · (δ jk/3−H jk(x))∣∣
+ (4 ·π · t)−3/2 ·
∑
(r,s)∈{(l,m),(m,l)}
∣∣∂xr(F(|x|2/(4 · t))) · ∂xsH jk(x)∣∣
+ (4 ·π · t)−3/2 · ∣∣F(|x|2/(4 · t)) · ∂xl∂xmH jk(x)∣∣
 C · ((|x|2 + t)−5/2 + (|x|2 + t)−2 · |x|−1 + (|x|2 + t)−3/2 · |x|−2
+ t−5/2 · [∣∣F′(|x|2/(4 · t))∣∣+ ∣∣F′′(|x|2/(4 · t))∣∣ · |x|2/t]
+ t−2 · ∣∣F′(|x|2/(4 · t))∣∣ · (|x|2/t)1/2 · |x|−1 + t−3/2 · ∣∣F(|x|2/(4 · t))∣∣ · |x|−2)
 C ·
((|x|2 + t)−5/2 + 2∑
ν=0
sup
{
F(ν)(u) · u3/2+ν : u ∈ [1/4,∞)}
· [t−5/2 · (|x|2/t)−5/2 + t−2 · (|x|2/t)−2 · |x|−1 + t−3/2 · (|x|2/t)−3/2 · |x|−2])
 C · ((|x|2 + t)−5/2 + |x|−5) C · (|x|2 + t)−5/2. (3.7)
The lemma follows from (3.6) and (3.7) 
The preceding lemma and Lemma 2.4 yield a preliminary estimate of Γ jk:
Corollary 3.1. Let j,k ∈ {1,2,3}, α,β ∈ N30 with |α + β| 2, y, z ∈ R3 , t ∈ (0,∞). Then∣∣∂αy ∂βz Γ jk(y, z, t)∣∣ C · (∣∣y − τ · t · e1 − e−t·Ω · z∣∣2 + t)−3/2−|α+β|/2.
Proof. By the deﬁnition of Γ jk , we have
Γ jk(y, z, t) =
3∑
s=1
Λ js
(
y − τ · t · e1 − e−Ω·t · z, t
) · (e−t·Ω)sk.
Differentiating the preceding equation and applying Lemmas 2.4 and 3.1 yields Corollary 3.1. 
Now we may differentiate Z jk twice.
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t → ∂αy ∂βz Γ jk(y, z, t) ∈ R is integrable, the derivative ∂αy ∂βz Z jk(y, z) exists, and
∂αy ∂
β
z Z jk(y, z) =
∞∫
0
∂αy ∂
β
z Γ jk(y, z, t)dt. (3.8)
Moreover, for α, β as before, the derivative ∂αy ∂
β
z Z jk(y, z) is a continuous function of y, z ∈ R3 with y = z.
Proof. Let R,  ∈ (0,∞) with  < R . Let C1 = C1(R, τ ,ω),C2 = C2(R, τ ,ω) > 0 be the constants in-
troduced in Lemma 2.5. Put γ := min{C2,C1 · }. For y, z ∈ BR with |y − z|  and for t ∈ (0, γ ], we
have t  C2 and t  C1 ·   C1 · |y − z|, so that |y − τ · t · e1 − e−t·Ω · z| |y − z|/12 by Lemma 2.5.
Thus, referring to Corollary 3.1, we ﬁnd that for α,β ∈ N30 with |α+β| 2, y, z ∈ BR with |y− z| ,
∣∣∂αy ∂βz Γ jk(y, z, t)∣∣ C · (∣∣y − τ · t · e1 − e−t·Ω · z∣∣2 + t)−3/2−|α+β|/2
 C · (χ(0,γ ](t) · ((|y − z|/12)2 + t)−3/2−|α+β|/2 + χ(γ ,∞)(t) · t−3/2−|α+β|/2)
 C ·max{−3−|α+β|, γ−|α+β|/2} · (χ(0,γ ](t) +χ(γ ,∞)(t) · t−3/2).
But the function (0,∞)  t → χ(0,γ ](t)+χ(γ ,∞)(t) · t−3/2 ∈ [0,∞) is integrable. Moreover, for any t ∈
(0,∞), we have Γ jk(·, ·, t) ∈ C2(R3 ×R3) (Corollary 2.1). Therefore Lebesgue’s theorem on dominated
convergence yields that the statements of Lemma 3.2 hold for y, z ∈ R3 with  < |y − z| < R . Since
this is true for any R,  ∈ (0,∞) with  < R , Lemma 3.2 is proved. 
Theorem 3.1. Let S1, S ∈ (0,∞) with S1 < S. Then
∣∣∂αy ∂βz Z jk(y, z)∣∣ C(S1, S) · (|y| · sτ (y))−1−|α+β|/2
for y ∈ BcS , z ∈ BS1 , α,β ∈ N30 with |α + β| 2, 1 j,k 3.
Proof. For y, z, α, β , j, k as in the theorem, we deduce from (3.8), Corollary 3.1 and Theorem 2.3
that
∣∣∂αy ∂βz Z jk(y, z)∣∣ ∞∫
0
∣∣∂αy ∂βz Γ jk(y, z, t)∣∣dt
 C ·
∞∫
0
(∣∣y − τ · t · e1 − e−t·Ω · z∣∣2 + t)−3/2−|α+β|/2 dt
 C(S1, S) ·
(|y| · sτ (y))−1−|α+β|/2. 
4. Asymptotic proﬁles
In a ﬁrst step, we make use of Theorem 3.1 in order to obtain estimates of some layer and volume
potentials. These estimates extend [3, Lemma 4.2] to the case that second-order derivatives act on
these potentials.
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F (y) :=
∫
∂D
∂zlZ jk(y, z) · g(z)doz, G(y) :=
∫
∂D
Z jk(y, z) · g(z)doz,
H(y) :=
∫
∂D
E4 j(y − z) · g(z)doz for y ∈Dc.
Then F ∈ C1(Dc), G, H ∈ C2(Dc), and
∂mF (y) =
∫
∂D
∂ ym∂zlZ jk(y, z) · g(z)doz, (4.1)
∂αG(y) =
∫
∂D
∂αy Z jk(y, z) · g(z)doz, (4.2)
∂αH(y) =
∫
∂D
∂αy E4 j(y − z) · g(z)doz (4.3)
for 1m 3, α ∈ N30 with |α| 2, y ∈Dc .
Let S1, S ∈ (0,∞) withD⊂ BS1 , S1 < S. Then∣∣∂β F (y)∣∣ C(S1, S) · ‖g‖1 · (|y| · sτ (y))−3/2−|β|/2, (4.4)∣∣∂αG(y)∣∣ C(S1, S) · ‖g‖1 · (|y| · sτ (y))−1−|α|/2, (4.5)∣∣∂αH(y)∣∣ C(S1, S) · ‖g‖1 · |y|−2−|α| (4.6)
for y ∈ BcS , α,β ∈ N30 with |α| 2, |β| 1.
Proof. Let U ⊂ R3 with U ⊂Dc . Since Z jk is a C2-function on (R3 ×R3)\{(x, x): x ∈ R3} (Lemma 3.2)
and E4 j is a C∞-function on R3\{0}, and because dist(∂D,U ) > 0, it follows from Lebesgue’s theorem
on dominated convergence that Fl|U ∈ C1(U ), G|U , H|U ∈ C2(U ), and Eqs. (4.1)–(4.3) hold for y ∈ U .
This is true for any U ⊂ R3 with U ⊂ Dc, so we have proved that F ∈ C1(Dc), G, H ∈ C2(Dc), and
that Eqs. (4.1)–(4.3) hold for y ∈ Dc . Inequalities (4.4)–(4.6) follow from (4.1)–(4.3), Theorem 3.1 and
the relations
∣∣∂α E4 j(x)∣∣ C · |x|−2−|α| for x ∈ R3\{0}, α ∈ N30 with |α| 2,
|y − z| |y| − |z| = (1− S1/S) · |y| + (S1/S) · |y| − |z| (1− S1/S) · |y|.  (4.7)
The same type of arguments yields
Lemma 4.2. Let j,k ∈ {1,2,3}, β ∈ N30 with |β| 1, R > 0, g ∈ L1(BR), and put
F (y) :=
∫
B
Z jk(y, z) · g(z)dz, G(y) :=
∫
B
∂
β
y E4 j(y − z) · g(z)dz for y ∈ BRc .R R
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∂α F (y) =
∫
BR
∂αy Z jk(y, z) · g(z)dz, ∂αG(y) =
∫
BR
∂αy ∂
β
y E4 j(y − z) · g(z)dz
for α ∈ N30 with |α| 2, y ∈ BRc . Let T ∈ (R,∞). Then
∣∣∂α F (y)∣∣ C(R, T ) · ‖g‖1 · (|y| · sτ (y))−1−|α|/2, ∣∣∂αG(y)∣∣ C(R, T ) · ‖g‖1 · |y|−2−|α+β|
for y ∈ BcT , α ∈ N30 with |α| 2.
Next we state a representation formula established in [3] and associated to the operator L deﬁned
in (1.3). To this end, we introduce a boundary potential B j = B j(u,π) : Dc → R, for p ∈ (1,∞),
(u,π) ∈Mp , j ∈ {1,2,3}, by setting
B j(y) :=
∫
∂D
3∑
k=1
[
3∑
l=1
(
Z jk(y, z) ·
(−∂luk(z) + δkl ·π(z) + uk(z) · (τ · e1 −ω × z)l)
+ ∂zlZ jk(y, z) · uk(z)
) · n(D)l (z) + E4 j(y − z) · uk(z) · n(D)k (z)
]
doz
for y ∈ Dc . We further introduce two types of volume potentials. For p ∈ (1,∞), f ∈ Lp(R3)3, g ∈
Lp(R3) with supp( f ) and supp(g) compact, j ∈ {1,2,3}, we set
R j( f )(y) :=
∫
R3
3∑
k=1
Z jk(y, z) · fk(z)dz, S j(g)(y) :=
∫
R3
E4 j(y − z) · g(z)dz
for y ∈ R3. According to [3, Lemmas 3.1, 3.4], the integral appearing in the deﬁnition of R j( f ) and
S j( f ), respectively, is well deﬁned at least for almost every y ∈ R3. We restricted ourselves to func-
tions f and g with compact support in these deﬁnitions because we will consider only this type
of functions in the following. The representation formula mentioned above may now be stated as
follows.
Theorem 4.1. Let p ∈ (1,∞), (u,π) ∈ Mp . Put f := L(u) + ∇π , and suppose there is S ∈ (0,∞) such that
D∪ supp( f )∪ supp(divu) ⊂ BS ,
u|BcS ∈ L6
(
BcS
)3
, ∇u|BcS ∈ L2
(
BcS
)9
, π |BcS ∈ L2
(
Bcs
)
.
Let j ∈ {1,2,3}. Then
u j(y) =R j( f )(y)+S j(divu)(y) +B j(y) (4.8)
for a.e. y ∈Dc . If p > 3/2, Eq. (4.8) holds for any y ∈Dc , without the restriction “a.e.”.
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compact support (but has to decay suﬃciently fast). 
With Eq. (4.8) at hand, we may now present
Proof of Theorem 1.1. Take j ∈ {1,2,3}, y ∈ BSc . Observe that
|y − ϑ · z| |y| − S1  (1− S1/S) · |y| > 0 for z ∈ BS1 , ϑ ∈ [0,1]; (4.9)
compare (4.7). Note that (4.9) holds in particular if z ∈D. We put
βk :=
∫
BS1
fk(z)dz
+
∫
∂D
3∑
l=1
(−∂luk(z) + δkl ·π(z) + uk(z) · (τ · e1 −ω × z)l) · n(D)l (z)doz
for 1 k 3,
F j(y) :=
∫
BS1
(
3∑
k=1
[(
Z jk(y, z) − Z jk(y,0)
) · fk(z)]+ (E4 j(y − z) − E4 j(y)) · divu(z)
)
dz
+
∫
∂D
3∑
k=1
((
Z jk(y, z) − Z jk(y,0)
)
·
3∑
l=1
(−∂luk(z) + δkl ·π(z) + uk(z) · (τ · e1 −ω × z)l) · n(D)l (z)
+ (E4 j(y − z) − E4 j(y)) · uk(z) · n(D)k (z)
)
doz
+
∫
∂D
3∑
k,l=1
∂zlZ jk(y, z) · uk(z) · n(D)l (z)dz (4.10)
for y ∈ BS1 c , 1  j  3. Then, by Lemmas 4.1 and 4.2, we may conclude that F j ∈ C1(BS1 c) and
the derivative ∂ ymF j(y) equals the right-hand side of (4.10), but with the differential operator ∂ ym
acting on Z jk(y, z) − Z jk(y,0), E4 j(y − z) − E4 j(y) and ∂zlZ jk(y, z) (z ∈ BS1 or z ∈ ∂D, y ∈ BS1 c ,
1  k, l,m  3). Obviously Eq. (1.8) holds. Now we recall that Z jk ∈ C2((R3 × R3)\{(x, x): x ∈ R3})
(Lemma 3.2). Thus, in view of (4.9), we ﬁnd for y ∈ BcS , z ∈ BS1 , α ∈ N30 with |α| 1, 1 k 3 that
∣∣∂αy Z jk(y, z) − ∂αy Z jk(y,0)∣∣=
∣∣∣∣∣
3∑
s=1
1∫
0
∂αy ∂xsZ jk(y, x)|x=ϑ ·z · zs dϑ
∣∣∣∣∣
 C(S1, S) ·
(|y| · sτ (y))−3/2−|α|/2, (4.11)
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Similarly, since
∣∣∂β E4 j(x)∣∣ C · |x|−2−|β| for x ∈ R3\{0}, β ∈ N30 with |β| 2,
and because of (4.9), we have
∣∣∂αy E4 j(y − z) − ∂αy E4 j(y)∣∣=
∣∣∣∣∣
3∑
s=1
1∫
0
∂
α+es
x E4 j(x)|x=y−ϑ ·z · zs dϑ
∣∣∣∣∣
 C ·
1∫
0
|y − ϑ · z|−3−|α|dϑ  C(S1, S) · |y|−3−|α|
 C(S1, S) ·
(|y| · sτ (y))−3/2−|α|/2 (4.12)
for z ∈ BS1 , α ∈ N30 with |α| 1, where the last inequality of (4.12) follows from Lemma 2.1. Further
note that by Theorem 3.1,
∣∣∂αy ∂zlZ jk(y, z)∣∣ C(S1, S) · (|y| · sτ (y))−3/2−|α|/2 (4.13)
for z ∈ ∂D, α ∈ N30 with |α|  1, 1  k, l  3. Inequalities (4.11)–(4.13) together with (4.10)
yield (1.9). 
5. Decay estimates of the second derivatives of the velocity
Due to the integral
∫
∂D ∂zlZ jk(y, z) · uk(z) · n(D)l (z)dz appearing in the deﬁnition of B j(y), the
second derivatives of B j(y) cannot be evaluated directly because we did not estimate the third-order
derivatives of Z jk . But as we observed in [3], the differential operator ∂zl acting on Z jk in the above
integral may be moved away by a partial integration. We state the corresponding result as
Lemma 5.1. (See [3, Lemma 5.1].) Let p ∈ (1,∞), (u,π) ∈Mp , j ∈ {1,2,3}. Deﬁne
U j(y) := U j(u)(y) :=
∫
∂D
3∑
k,l=1
∂zlZ jk(y, z) · uk(z) · n(D)l (z)doz
for y ∈ Dc . Let Ep : W 2−1/p,p(∂D) → W 2,p(D) denote a continuous extension operator [36]. Then, for
y ∈Dc ,
U j(y) =
∫
D
3∑
k=1
[
∂kE4 j(y − z) ·Ep(uk)(z) + Z jk(y, z) ·
(
(τ · e1 −ω × z)
· ∇Ep(uk)(z) +
[
ω × (Ep(us)(z))1s3]k −Ep(uk)(z))]dz
+
∫
∂D
3∑
k,l=1
Z jk(y, z) ·
(
(−τ · e1 +ω × z)l · uk(z) + ∂lEp(uk)(z)
) · n(D)l (z)doz.
P. Deuring et al. / J. Differential Equations 252 (2012) 459–476 475Writing B j(y) = (B j(y)−U j(y))+U j(y), we see that we have transformed B j(y) in such a way
that no derivative acts on Z jk any more. But on the other hand, the term ‖u|∂D‖2−1/p,p appears in
the upper bound of the terms involving Ep(u). In fact, we obtain
Lemma 5.2. Let p ∈ (1,∞), (u,π) ∈Mp , S1, S ∈ (0,∞) withD⊂ BS1 and S1 < S. Then∣∣∂αB j(y)∣∣ C(S1, S) · (‖∇u|∂D‖1 + ‖π |∂D‖1 + Cp · ‖u|∂D‖2−1/p,p) · (|y| · sτ (y))−1−|α|/2,
for y ∈ BcS , 1 j  3, α ∈ N30 with |α| 2, where Cp is a constant with ‖Ep(v)‖2,p  Cp · ‖v|∂D‖2−1/p,p
for v ∈ W 2−1/p,p(∂Ω). This constant may, of course, be chosen in such a way that it only depends onD and p.
Proof. Use Lemmas 4.1 and 4.2 (with r, T replaced by S1, S , respectively), and note that |y|−1 
C(S) · sτ (y)−1 for y ∈ BcS by Lemma 2.1. 
Exploiting the representation formula (4.8), we may now estimate the second derivatives of u,
under the assumption that f and divu have compact support:
Proof of Theorem 1.2. Starting from (4.8), we estimate the boundary potential ∂αB j(y) by applying
Lemma 5.2, and the volume potentials ∂αR j( f )(y) and ∂αS j(divu)(y) by referring to Lemma 4.2
(with R , T replaced by S1, S , respectively). In the estimate of ∂αS j(divu)(y), we further take account
of the inequality |y|−1  C(S) · sτ (y)−1 (Lemma 2.1). 
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