In this article, we use a new method based on orthogonal basis functions for the numerical solution of stochastic Volterra integral equations of the second kind (SVIE). By using this method, a SVIE can be reduced to a linear system of algebraic equations. Finally, to show the efficiency of the proposed method, we give two numerical examples.
Introduction
Due to increasing usage of stochastic differential equations or stochastic integral equations in applicable problems, the need to extend the numerical solution for this type of equation is felt. Some authors have suggested some numerical methods for solving stochastic differential equation [1] [2] [3] . M. Khodabin et al. have used interpolation solution generalized stochastic exponential population growth model [4, 5] . In [6] , authors applied triangular functions for solving numerically stochastic Volterra integral equation. Asgari et al. suggested stochastic operational matrix based on Bernstein polynomials for obtaining numerical solution of nonlinear stochastic integral equation [7] . K.Maleknejad et al. used modified block pulse functions for solving stochastic Volterra integral equations [8] .S. Bhattacharya et al. have obtained numerical solutions of Volterra integral equations by applying Bernstien polynomials [9] . Authors of [10] by using new basis functions have solved non stochastic and nonlinear Volterra-Fredholm integral equations numerically. In this article, we apply the new basis functions method proposed in [10] for solving linear stochastic Volterra integral equation
where the function ∈ L 2 [0, 1], and the kernels K 1 (., .), K 2 (., .) ∈ L 2 ([0, 1] × [0, 1]) are known and h(x) is stochastic processes defined on the probability space (Ω, Z, P), and h(x) is unknown. B(t) is a Brownian motion process and
where, Ψ(t) = [ψ 1 (t), ψ 2 (t), ..., ψ n (t)] and clearly the matrices P and P s can be calculated by using new orthogonal basis functions. The elements ψ 1 (t), ψ 2 (t), ..., ψ n (t) are the orthogonal basis functions defined on the certain interval [0,1]. The main advantage of this method is that this method reduces the integral equation (1) to a collection of algebraic equations by expanding h(x), (x) ,K 1 (., .) and K 2 (., .) in (1) according to new orthogonal basis functions. The rest of the paper is organized as follows: In Section 2, we introduce a new set of orthogonal basis functions. In Section 3, stochastic integrations operational matrix of new basis functions are introduced. Function approximation is introduced in Section 4. Error analysis was given in Section 5. The efficiency of the proposed method, is shown by some examples in Section 6. Finally, Section 7, gives our concluding remarks.
New basis functions
In an n-collection of new basis functions (NBFs) over interval [0,1), the ith left and right functions are introduced as [10] :
where i = 0, 2, 3, ..., n − 1 is an arbitrary positive integer number, h = 1 n , and NF1 i (u) and NF2 i (u) are the terms of ith of NF1(u) and NF2(u), respectively. Suppose that
and
By using Eqs. (2) and (3), we conclude that
where ψ i (u) are the ith block pulse functions. Also
where V is a 2n-vector andṼ = dia (V). It can be clearly concluded that for an n × n matrix B:
whereB is a n-vector with elements equal to diagonal entries of matrix B.
It is easy to see that
By some definitions and relations in [10] we can obtain the integration operational matrix as:
Stochastic integration operational matrix
From [4] , we have
where
and P s is stochastic integration operational matrix of block pulse functions. By using (5) we can write
Furthermore, we can show
From (6), stochastic integration operational matrix biassed on new basis function, is introduced as
Function approximation
An arbitrary real bounded function (x) ∈ L 2 [0, 1) can be approximated by:
where G is a 2n-vector given by G = [G1 T , G2 T ] , and NF(x) = [NF1(x) , NF2(x)] T are defined in Eq. (5) . The coefficients in G1 and G2 can be computed by G1 i = (ih), G2 i = ((i + 1)h). Suppose that K(x; t) be an arbitrary function defined on L 2 ([0; 1) × [0; 1)). Clearly, it can be expanded by NBFs as the following form:
Now, we proposed a numerical method based on new basis functions to solve linear stochastic Volterra integral equation:
where, (x) ∈ L 2 [0, 1) and kernels
is the unknown function. By approximating functions (x),K 1 (x, t), K 2 (x, t) and h(x) in the matrix form, we have:
h(x) H T NF(x). 
by applying
x 0 NF(t)dt = P.NF(x),
x 0 NF(t)dB(t) = P NS .NF(x) we have:
let B = K 1H P, B s = K 2H P NS we have:
whereB andB s are 2n-vectors with elements equal to the diagonal entries of matrix B and B s . So,
This equation is a linear system of algebraic equations.
Error analysis
Theorem 1. Let f be an arbitrary real bounded function on (0,1) and | f (t)| < M for all t∈ (0, 1).
is approximation of f (t) biassed on NBFs. Then
where, ||e(t)|| 2 = 1 0 |e(s)| 2 ds. Proof: By using properties of the NBFs, :
For t ∈ (ih, (i + 1)h), we conclude that
By the mean value theorem, there exist η, η t ∈ (ih, (i + 1)h) such that
In Eq.(1) let l1 n (t) = λ 1 K 1 (t, x n (t))h(x n ), q n (t) = λ 2 K 2 (t, x n (t))h(x n ), andl 1(t) =l1 n (t),q(t) =l2 n (t), wherel1(t) andl2(t) are defined by property of the NBFs. Theorem 2. Let h n (t) is numerical solution of
Then By using theorem 1 we have(k 1 ,
By using Lipschitz condition we have 
or
where,
From Gronval inequality we obtain
so ||h(t) − h n (t)|| 2 ≤ O(h 2 ).
Numerical examples
Here, we apply the proposed method in Section 4 for solving SVIE of the second kind. To illustrate the efficiency of the presented method, we compare the numerical solution with the exact solution. Example 1. Consider the following stochastic Volterra integral equation of the second kind:
with the exact solution u(t) = 1/12 exp(−t/4 + sin(t) + sin(2t)/8) + t 0 sin(s)dB(s)), 0 ≤ t < 1. The numerical results are shown in Table 1 . 
with the exact solution u(t) = 1 3 e − 1 2 t+ 1 2 ln(t+1)t+ 1 2 ln(t+1)+ t 0 √ ln(s+1)dB(s) , for 0 ≤ t < 0.5. The numerical results are shown in Table 2 . 
Conclusions
In this article, we used a new orthogonal basis functions for solving SVIE of the second kind. By using this method, we reduce Eq.(1) to the linear stochastic system. Also, numerical examples are show the accuracy of presented method. We can extend this idea to SVIE by fractional Brownian motion.
