Kohärenz in Kategorien mit Gruppenstruktur, III  by Ulbrich, K.-H
JOURNAL OF ALGEBRA 88, 292-316 (1984) 
KohSrenz in Kategorien mit Gruppenstruktur, III 
K.-H. ULBRICH 
Mathematisches Seminar der Universittit Hamburg, 
BundesstraJe 55, D-2 Hamburg 13, West Germany 
Communicated by Saunders MaeLane 
Received December 8, 1982 
Diese Arbeit gibt eine Verallgemeinerung der Kohirenzsatze aus [6] und 
171. Wir erlautern dies zunlchst an dem folgenden Beispiel. Es sei R ein 
kommutativer Ring und JR die Kategorie der kommutativen R-Algebren; zu 
jedem XE & hat man die Kategorie .9’&(X) der projektiven X-Moduln 
vom konstanten Rang 1 und zu jedem Morphismus h: X+ Y aus XR den 
Funktor 
h*: Sic(X)+ YP;c(Y), h*(P)=P@, Y. 
Damit ist allerdings kein Funktor JR + Cut gegeben, denn fur eine 
Komposition Xjh Y dg Z in AR gilt nicht g* 0 h* = (g 0 h)* und aul3erdem 
ist id,* nicht der Identitltsfunktor. Es existieren jedoch natiirliche Transfor- 
mationen 
qg,h: g* 0 h” -+ (g 0 h)* und vx: id,* + Id, 
definiert durch die kanonischen Isomorphismen (P OX Y) @r Z + P Ox Z 
und P ax X -+ P, P E pP;c(X). Diese Daten insgesamt bilden einen 
Pseudofunktor 
im Sinn von [2], expose VI, splter such lax functor genannt, [4] und 
[3, p. 831. Bei diesem Beispiel kommt nun hinzu, dalj die Kategorien @‘L&(X) 
eine koharente abelsche Gruppenstruktur [6] tragen, daB die Funktoren h *: 
.9%(X)+ S;,(Y) H omomorphismen im Sinn von [7] sind und da13 die 
natiirlichen Transformationen l;lg,h und qX koharent sind. Wir betrachten hier 
nun allgemein (kontravariante) Pseudofunktoren 
dieser Art iiber einer beliebigen Kategorie T und verallgemeinern die 
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Koharenzsatze aus [6], indem wir (a) die Strukturmorphismen qg,h und qX 
des Pseudofun*ktors 3 und (b) die Homomorphismen h* einbeziehen. 
Danach untersuchen wir die Koharenz von Homomorphismen zwischen 
solchen Pseudofunktoren sowie die Koharenz von natiirlichen Transfor- 
mationen zwischen den Homomorphismen (die Pseudofunktoren bilden eine 
2-Kategorie). 
1st S ein Funktor von Top in die Kategorie der Gruppen, so lHl3t sich der 
Begriff einer S-Modulstruktur auf einem Pseudofunktor U: Top --) Cat 
erklliren; wir beweisen such hierfiir einen Kohlrenzsatz als 
Verallgemeinerung von [7, Satz 4.11. In [8] werden fur solche S-Moduln ‘?I 
Kohomologiegruppen H”(S, U), n > 0, deliniert und gezeigt, da8 sich 
H3(S, 3) als eine Gruppe gewisser Erweiterungen von S mit 2l beschreiben 
la&; hierzu beweisen wir im folgenden als ein wesentliches Hilfsmittel einen 
Koharenzsatz fur 3-Kozykeln von S in ?I. Gewissermaben als Vorbereitung 
auf diesen Satz untersuchen wir im ersten Abschnitt dieser Arbeit zunachst 
die Koharenz eines 3-Kozykels einer Gruppe G in einer Kategorie .d mit G- 
Modulstruktur; such dies wird in [8] angewandt. 
Im letzten Abschnitt der Arbeit untersuchen wir die Koharenz von 
Morphismen zwischen Komplexen von Kategorien mit Gruppenstruktur; dies 
ist erforderlich in [8] fur die Konstruktion eines Homomorphismus zwischen 
den abgeleiteten Kohomologiesequenzen. 
Bezeichnungen. Wir nehmen hier einen Wechsel der in [6] und [7] 
benutzten Bezeichnungen vor: statt der Symbole e und -’ fur eine Grup- 
penstruktur auf einer Kategorie %? benutzen wir die Symbole A und ‘; das 
neutrale Objekt bezeichnen wir mit I v; das Inverse (bzgl. der Komposition) 
eines Morphismus a Cjeder v-Morphismus ist invertierbar) wird dann wie 
iiblich mit a-’ bezeichnet, eine Komposition P -+a Q -$ N mit /?a = /3 o a. 
Mit a, c, e, f, i, j sind stets die Strukturmorphismen wie in [6] und [7] 
gemeint. Fur a E Mor(@?) ist die Klasse E(a) der Expansionen von a 
rekursiv definiert durch: (a) a, a’, (a’)‘,... ist in E(a), (b) fur /I E E(a) und 
P E %Y ist /3 A id, und id, A /I in E(a); P E 5Y bedeutet P E Oh(Q). 
Eine Kategorie mit koharenter (abelscher) Gruppenstruktur nennen wir in 
Analogie zu [ 1, p. 52 11, eine (symmetrische) Picard-Kategorie. Die Struktur- 
morphismen eines Homomorphismus fi g -+ a von Picard-Kategorien 
bezeichnen wir wie in [7] stets mit t, I, K oder genauer mit t(T), n(r), x(r). 
Eine Kategorie heil3t atomar, wenn zu je zwei Objekten U, u hochstens ein 
Morphismus ZJ + u existiert. 
1. 
Es sei G eine Gruppe und & eine Kategorie mit einer kohhrenten G- 
Linksmodulstruktur wie in [7] (dort als GOP- Rechtsmodulstruktur). Ferner 
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sei P = (PO,,; #,,,,,> ein Pseudo-Kozykel von G in .F3 vom Grad 3; P besteht 
aus einer Familie von Ld-Objekten P,,,, o, t E G, mit %rB-Morphismen 
Wir untersuchen im folgenden die Koharenz der Morphismen #,,,,, vereinigt 
mit den Strukturmorphismen aus &. Satz 1.1 und dessen Verallgemeinerung 
Satz 4.2 werden in [8] jeweils fur die Interpretation der dritten 
Kohomologiegruppe benutzt. 
Wir wollen die Objekte aus &’ durch Mengen V(d) gewisser Symbole 
reprlsentieren; diese Symbole sollen die betrachtete Struktur widerspiegeln, 
und zwar gewissermaaen frei, das heil3t ohne irgendwelche Relationen, die ja 
in Oh(d) eventuell gegeben sind. Wir wahlen zunlchst eine injektive 
Abbildung 
p: G x G -+ N, (09 5) t-+ P,,, 2 
von G x G in eine Menge N mit p,,, # s fur alle IT, r E G, s ein im folgenden 
fest gewlhltes Element aus N. Ferner sei nun E: N + Ob(&) eine Abbildung 
mit 
E(S) = I, und &(Po,,) = P,,T, CT, z E G. 
Wir definieren wie in [7, $41, eine Wortmenge V(d) iiber dem Alphabet N lt 
{(,),A,‘}IIGrekursivdurch:NcV(~),fiir~,~~V(yoP)undaEGsind 
(U A v), (v)” and (0)” in V(d). Die Abbildung E: N + Oh(d) konnen wir 
fortsetzen zu 
E: V(d) -+ Ob(&) (2) 
durch E((U A v)) = E(U) A E(U), E((u)‘) = E(U)’ und I”) = Ed, Vu, u E 
V(d), CT E G. Hiermit bilden wir die Kategorie V(J&‘)~ wie in [7]; es ist also 
Ob(V(d)‘) = V(d), V(-q(u, u> = ,PP(E(U), E(U)), 24, 0 E V(d) 
mit der von & induzierten Komposition, so da13 man einen volltreuen 
Funktor 
E: V(sq* d (3) 
hat, der auf den Objekten mit der Abbildung (2) iibereinstimmt. Die G- 
Modulstruktur auf d induziert eine G-Modulstruktur auf V(d)‘, und in 
V(d)’ hat man die Morphismen 
4 cJ.=,P : PY,, A P,,,, -+ Pm,, A Pm,, 3 a,z,pEG. (4) 
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welche durch den Funktor (3) auf die d-Morphismen (1) abgebildet werden. 
Die Unterkategorie X(P) von V(d), (mit Ob(X(P)) = V(d)) sei rekursiv 
definiert durch: 
(a) die Komponenten von a, c, e, i sind in X(P), 
(b) die Morphismen t: (u A v)” + u” A au, {: (u’)” + vu’, <: u’ + u mit u, 
2) E V(d), CJ, r E G, sind in X(P), 
(c) die Morphismen d,,,,, sind in X(P), 
(d) fur a, p E Mor(X(P)), CJ E G sind a A /3, a’, cz”, ,L3 o (r (wenn 
definiert), a-’ in X(P). 
Der folgende Satz besagt, dab die Morphismen #,,,,, genau dann koharent 
sind, wenn P ein (echter) 3-Kozykel im Sinn der Kohomologie von [8] ist; 
die Kommutativitlt des folgenden Diagramms bedeutet gewissermaaen 
6((b) = 1. 
SATZ 1.1. Die Kategorie X’(P) ist atomar, wenn in & ftir alle a, t, p, 
v E G das Diagramm (D.l) kommutativ ist (in dem wir a, c, r und t(o) gleich 
id gesetzt haben). 
Beweis. Wir vereinfachen zunachst die Struktur der zu betrachtenden 
Kategorie, indem wir zu einer Faktorkategorie tibergehen, in der das Produkt 
strikt assoziativ, kommutativ und unitar ist. Die Unterkategorie X(P)’ von 
OX sei rekursiv definiert durch: (a) die Komponenten von a, c, e sind in 
X(P)‘, (b) Abgeschlossenheit wie fur X(P) under (d). Offenbar ist X(P)’ 
atomar, weil lop koharent ist, so darj wir die zu X(P) aquivalente Kategorie 
T(P) =.x(P)/X(P)’ 
bilden konnen wie in [7]. X(P) induziert eine G-Modulstruktur auf d??‘(P), 
und das Produkt A ist nun strikt assoziativ, kommutativ und unit&. Die 
Restklassen von p,,, und s in Ob(?(P)) bezeichnen wir weiterhin mit p,,,, 
bzw. s, und die Restklassen der Morphismen (4) mit #,,,. Wir werden diese 
jedoch nicht direkt benutzen, sondern stattdessen die X(P)-Morphismen 
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definiert als #,,,,, “multipliziert” mit pi,=, . Die .Y? (P)-Morphismen 
Y o,r : P:,,+PoT,I~ P,: Pl.P’Pl,l~ err, P E G, 
seien definiert durch die kommutativen Diagramme (5a) and (5b). Die 





PO,, POT,1 p:,r PI,,PI,, 
Teilmenge 8 von Mor(T(P)) bestehe aus allen Identitaten, den FU,,,,, y,.,, 
/3, und den Morphismen (cf. [7]) 
i,: v A v” + s, pu: (v”)” -+ v, k,,,: (u A v)” + v” A u”, 
tu,“: (u A vy + UC A vu, A: so + s, lc,,: (vO)O + (zqO, 
(I”: (v’)” + vUT, &: v1 + v mit U, v E Oh@(P)), u, t E G, 
wobei v bei [, die Restklasse eines Elements aus N sei, und bei k,,, und t,,,. 
stets U, v # s sei. Wir betrachten nun wie in [7] die Expansionen der 
Morphismen a E 8 U 8-l; es sei 
E = u E(a), E-’ = u E(a?). 
Dann ist jeder y(P)-Morphismus eine Komposition von Elementen aus 
E U E-l. Dies folgt analog wie in [7, $41; man hat sich hier nur davon zu 
tiberzeugen, da13 speziell 
-Ll 
4 o.=,P’ r:,,, PI, O,T, P E G, 
Kompositionen von Elementen aus E U E- ’ sind. Fur pU,,,, besagt dies die 
Kommutativitlt von (D.l), und fur 7:: T und /3: zeigen dies die Diagramme 
(7a) und (7b), deren Kommutativitat leicht aus der von (D.l) folgt. Wir 
(PZ.1)” p, Icz,l P’;,, 4 P”,I P”,, d,, 
I 
I I 




P ::I L Puor.1 P’;,, y, P”,l 
definieren nun rekursiv eine Rangfunktion 
rg: Ob(T(P)) -+ N (8) 
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durch: (a) rg(v) = 4 fur u Restklasse eines v # pl,, aus N, p # 1, 
(b) rg(pr,,) = 5 fiir p # 1, (c) rg(u A V) = rg(u) + rg(v) fiir U, u # s aus 
We), (d) rg(u’) = 2 . rg(v)’ und rg(v”) = rg(v)3 fur alle 
v E Oh@?(P)), CJ E G. 
Es ist klar, da13 diese Abbildung auf Ob(y(P)) wohldefiniert ist. Man 
sieht nun leicht: 
fur a: u + u aus E, a # id, gilt rg(u) > rg(v). (9) 
Man beachte speziell, darj /I,: P,,~ + P,,~ die Identitlit ist, wie aus (D.l) fur cr, 
r, p, v = I folgt. Man kann nun einen Induktionsbeweis wie in [6] und [ 71 
durchfuhren, wobei folgendes zu zeigen bleibt: sind u. taa v, -+(I1 v2 
Morphismen aus E, die nicht die Identitiit sind, also rg(u,) < rg(v,) und 
rg(v,) > rg(v,), so lal3t sich a, o a;’ schreiben als eine Komposition 
mit ao,..., 6, E E U E-’ und rg(u,),..., rg(u,) < rg(v,). Dabei kann man sich 
auf die Falle 
a1 Expansion van F,,,,,,, Y,,,, P, 
beschrlnken, da die iibrigen Falle bereits in [7, 941, untersucht wurden. Es 
ist nun aber nur 
c= Yl,G P&l -+ P,,I (10) 
und die Kommutativitat des folgenden Diagramms nachzuweisen; diese 
ergibt sich aus der von (D.l) fur das Tupel 1, 1, r, p, und (10) folgt sofort 
aus (7a) mit u, v = 1. Q.E.D. 
Im folgenden sei a: 0 -+ P ein Morphismus von 3-Kozykeln von G in d, 
fur die (D.l) kommutativ sei; es sei Cl = (Q,,,; w,,,,,); a ist eine Familie 
von &-Morphismen a,,,: Q,,, + P,,, mit 
(a,,, * aorJ 0 c,,, = k,,,, 0 (ait, * a,A (11) 
fur alle o, r, p E G. Man kann Satz 1.1 leicht zu einem Kohlrenzsatz fur die 
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Morphismen ao,= erglnzen. Dazu wlihle man eine injektive Abbildung 
q:GxG+N mit 
q(GxG)np(GxG)=0 und q,,, f s, ‘do, 5 E G. 
Fiir E: N + Oh(d) verlangen wir nun zusatzlich c(q,,,) = Q,,, und bilden 
wie zuvor die Wortmenge V(d), die Abbildung E: V(d) + Oh(d) und die 
Kategorie V(d)&. Die Unterkategorie X(P) von V(d)’ vergriiflern wir zur 
Kategorie X(a), indem wir such die V(J)“-Morphismen 
fur alle o, 5, p E G hinzunehmen. Dann gilt: 
SATZ 1.2. Die Kategorie X(a) ist fiir jeden Morphismus a: Q-+ P 
zwischen 3-Kozykeln von G in ,aP atomar. 
Beweis. Es geniigt, den Beweis von Satz 1.1 wie folgt zu Indern. Die 
Menge B enthalte nun such die .p(a)-Morphismen a,,,, q,,,,, und 
defmiert durch die I,,,,, . Nach (11) ist offenbar such a:,, eine Komposition 
von Elementen aus E U E-‘. Die Definition der Rangfunktion (8) hndere 
man fur q,,, ab durch rg(q,,,) = 6, rg(q,,,) = 7 fur CJ, r # 1 aus G; damit gilt 
(9) such hier. Als einzige neue Gleichung tritt auf: 
p, 0 a, p = aI,] oPp: ql,p + P1.13 p E G, 
die jedoch leicht aus (11) mit u = r = 1 folgt. 
Wir beginnen nun mit der in der Einleitung erlluterten Verallgemeinerung 
der Slitze aus [6] und [7]. Im folgenden sei T # 0 eine kleine Kategorie 
(beziiglich eines festen Universums) und Cat die Kategorie der kleinen 
Kategorien. Unter einem Pseudofunktor 5: Top + Cat verstehen wir eine 
Abbildung, welche zuordnet: 
(a) jedem X E T eine Kategorie s(X), 
(b) jedem T-Morphismus g: Y -+ X einen Funktor g*: g(X) + G(Y), 
(c) je zwei T-Morphismen h: Z + Y, g: Y+ X einen natiirlichen 
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Isomorphismus v~,~: h* o g* -+ (g 0 h)*, derart darj fur fi X+ W aus T und 
P E S(w) gilt: 
rl,,,h(P) o h*(rl/,g(p)) = 71fghP) o %,h(f*m (12) 
(d) jedem X E T einen natiirlichen Isomorphismus qx: id,* -+ Idacx, , 
derart dal3 fur alle g: Y -+ X aus T und P E B(X) gilt: 
Vg,id,CP) = rlAg*(P))~ tlidx,gCP) = g*(V,dp))* (13) 
Die nattirlichen Transformationen in (c) und (d) werden wir fiir jeden 
Pseudofunktor mit r,rg,h und qx bezeichnen. Wir nehmen nun an, dal3 
zusatzlich folgende Daten gegeben sind: 
(e) jede Kategorie S(X) ist eine Picard-Kategorie, 
(f) fur jeden T-Morphismus g: Y + X ist der Funktor g*: 5(X) + B(Y) 
ein Homomorphismus von Picard-Kategorien, derart da13 fiir alle P, 
Q E B(X) und h: Z -+ Y aus T das Diagramm (14) kommutativ ist. 





W)*P * Q> t 
. 
) (gh)*W A W)*(Q) 
Einen solchen Pseudofunktor nennen wir einen Picard-Pseudofunktor. Die 
Kommutativitl von (14) fur h = g = id, ergibt mit (13): 
vx(P * Q> = (rxP) * v,(Q)> 0 W,*)p,Q. 
Dies bedeutet, da13 qx und rg,h koharent sind im Sinn von [7, $21, so dal3 
ferner qx(lgCxJ = A(id,*), qx(Po) = &id:(P)) 0 rc(id,*), , 
gelten und (16) kommutativ ist fur alle P E s(X), h: Z -+ Y, g: Y+ X aus T. 




(gh)*(PO) K * (gh)*(JY” 
(16) 
Im folgenden wird nun gezeigt, dalj die natiirlichen Transformationen 
(17) 
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in den einzelnen Kategorien g(X), XE T, kohlrent sind unter den 
Operatoren A, ‘, 0, -‘, g* (mit g E Mar(T)). 
Urn die Objekte aus g(X) durch “freie” Symbole zu reprlsentieren, 
wlhlen wir zunachst disjunkte Mengen N, und Abbildungen E: N,+ 
Oh@(X)), X E T, mit F(+) = Zilcxj, s, ein ausgezeichnetes Element aus N,. 
Wir detinieren Wortmengen V(g),, X E T, fiber der disjunkten Vereinigung 
(18) 
rekursiv durch: (a) N, c V(g),, fi.ir u, u E V(g), ist (u A a), (v)’ in V(8),, 
(b) fur g: Y-, X aus T und v E V(S), ist g*(v) in V(8),. Die Abbildungen 
E: N, + Oh@(X)) setzen wir fort zu Abbildungen 
E: ‘48)x- 0%3(X)), XE T, 
durch E((U A v)) = e(u) A ~(a), E((u)‘) = E(U)’ und c(g*(u)) = g*(&(a)) fiir 
alle u, u E V(s), und g: Y-+X aus T. Zu diesen Abbildungen E bilden wir 
die Kategorien V(g); mit Ob(V@)i) = V(g), und den volltreuen Funktoren 
E: v(8): -+ if(X), XE T, (19) 
wie in Abschnitt 1. Wir erhalten nun einen Pseudofunktor 
V@)“: T OP -+ Cat, x k--+ WE, 





5(X) g’ S(Y) 
V(g), auf das Wort g*(v) in V(S), abbildet und auf den Morphismen so 
definiert ist, dalj das obenstehende Diagramm in Cat kommutativ ist. 
Entsprechend seien die zugehiirigen Morphismen 
v&h(u): h*&?*(u)+ w)*(u), qx(u): id,*(u) -+ u (20) 
fur u E V(s), die Urbilder der ng,* und qx fur E(U) unter den volltreuen 
Funktoren (19). Wir konnen nun ferner V(5)” zu einem Picard- 
Pseudofunktor erkllren: die Gruppenstruktur auf s(X) induziert eine Grup- 
penstruktur auf V(S);, und die V@)kMorphismen 
Q*>: g*(u A u) + g*(u) A g*(u), u, u E V(S),, (21) 
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g: Y-1 X aus T, seien so definiert, dal3 sie unter den Funktoren (19) auf die 
entsprechenden g(Y)-Morphismen abgebildet werden. 
Wir definieren nun die Kategorien X’(B), c V(s); rekursiv durch: 
(a) die Komponenten der a, e, f, i, j, I?~,~, qx, t(g*) sind in X(S),, 
X(5)y, bzw. X@)z fiir alle h: .Z-+ Y g: Y+X aus T, 
(b) mit cx, /3 in X(S), sind such a A p, a’, p 0 Q (wenn definiert), (x-r in 
X(g),, und fiir a in X(s), und g: Y-t X aus T ist g*(a) in X(5),. Damit 
haben wir zugleich einen Picard-Pseudofunktor 
X(s): Top -+ Cat, X++~@>,. 
SATZ 2.1. Die Kategorien X(s), , X E T, sind fir jeden Picard- 
Pseudofunktor 5: Top + Cat atomar. 
Beweis. Wir definieren Unterkategorien X(S); von X(g), rekursiv 
durch: (a) die Komponenten von a, e, f sind in X@)k, 
(b) Abgeschlossenheit unter A, ‘, 0, -I, g* wie fiir X(5), unter (b). Man 
stellt leicht fest, da13 die Kategorien .,?@)I, atomar sind, so da13 es geniigt, 
die Faktorkategorien .T @), = .z (8),/X (5); zu betrachten. Durch 
Restklassenbildung erhalten wir nach Konstruktion den Picard- 
Pseudofunktor 
2(s): Top -+ Cat, ~~m3),. 
Die Gruppenstruktur auf T(s), ist dabei nun strikt assoziativ und unit&-. 
Man betrachte die Teilmengen 8@), von Mor(2(5)x), die aus den Iden- 
titaten und den folgenden Morphismen bestehe: 
i:vAv”-+s,, j:v”Av+sx, p: (v”)” + v, k: (u A v)” + v” A u”, 
t: g*(u A v) + g*(u) A g*(v), /I: g*(s,) -+ s,, lc: g”(vO) + g*(v)O, 
r&-,/l: h*g*(v)+ (gh)“(v), qx: id;(v) + v, 
mit u, u E Ob(?@),), h: Z + Y, g: Y--f X aus T (also t, & K in a(8), und 
qg,h in a@),), wobei jedoch stets gelte: 
bei k,,, UK-l u,u t ist u,v#s~. (22) 
Wir definieren nun mit c%‘@)~ die Mengen E(5), und E(s),’ wie in (6) und 
betrachten die Menge p(5), aller Kompositionen von Morphismen aus 
E(S), U E(5);‘. Nach (D.4), (D.5) aus [7], sowie den obigen (12) - (16) 
gilt offenbar g*(&?@),) c g(s),, fiir g: Y-+X aus T. Hieraus folgt 
allgemeiner g*(E(g),) c ip(S)y, indem man die Morphismen t(g*), l(g*), 
K(g*) benutzt, und damit gilt g*(p@),) c p(g),. Ferner sind die y(5)x 
abgeschlossen in bezug auf A und ‘, wie nach dem Beweis von Lemma 2 in 
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[6] klar ist. Dies zeigt aber, da8 die Kategorien 9(s), die Eigenschaft (b) 
fur X(S), besitzen, und daher gilt 9(g), =x(5)x fur alle XE T. Wir 
definieren nun rekursiv Abbildungen 
rg: Ob@‘@),) + N, XE T, (23) 
durch: (a) rg(v) = 2 falls u Restklasse eines Elements aus N, ist, 
(b) rg(u A V) = rg(u) + rg(v) fur U, u # s, aus Ob(p(5)X), (c) rg(v’) = 
2 . rg(v)* und rg(g*(v)) = rg(v)3 fur u E Ob(T(S)x), g: Y+ X aus T. 
Man sieht leicht, da0 jeder Morphismus # id aus E(s), diesen Rang 
erniedrigt. Damit kann man nun fortfahren wie am Ende des Beweises von 
Satz 1.1, wobei jedoch bei den Fallunterscheidungen keine neuen Diagramme 
auftreten. Q.E.D. 
Im folgenden sei ein Homomorphismus fi 5 -+ % zwischen Picard- 
Pseudofunktoren g,T): Top + Cut gegeben; dieser besteht nach Definition aus 
den folgenden Daten: 
(a) zu jedem X E T ein Homomorphismus r,: B(X) --t CD(X) von Picard- 
Kategorien, 
(b) zu jedem T-Morphismus g: Y-+X eine koharente natiirliche 
Transformation ug: g* o r, + TV o g *, derart dalj fur alle P E S(X) und h: 
Z -+ Y aus T das Diagramm (24) kommutativ ist. 








Indem man in (24) h = g = id, setzt und (13) anwendet, erhllt man: 
VX(rX(p))=rX(VX(p))o Uidx(P), p E 5(X). 
Wir zeigen im folgenden, da13 die natiirlichen Transformationen 
(25) 
4 e, f, i, .L v~,~, rx, t(g*), ug, W,) 
zusammen mit den TX(a), a! aus (17), in den einzelnen Kategorien a(X), 
X E T, kohiirent sind. 
Wir vereinigen das Alphabet (18) disjunkt mit (nichtleeren) Mengen M, 
und Symbolen TX und definieren Wortmengen V(T), iiber diesem Alphabet 
durch: 
M, c V(T),; fur u E V(g)x ist F,(V) in V(T), ; fiir U, v E V(T), 
ist (U A u) und (v)” in V(T), ; fiir g: Y + X aus T und u E V(T), 
ist g*(v) in V(T),. 
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Man wlhle fiir jedes XE T aul3er der Abbildung E: N, + Oh@(X)) eine 
Abbildung E: NT, -+ Ob(B(X)) mit s(sx) = Zwx,, s, E M, fest gewahlt, und 
setze diese fort zu 
E: V(T), -+ Ob(IJ(X)), XE T, (26) 
durch: (a) E(~~(u)) = Zx(e(u)) f” ur u E WY),, (b) E((U A ~1) = e(u) A E(U), 
&((?I)‘) = C(Z))’ und s(g*(n)) = g*(E(u)) fur u, u E V(T),; g: Y+ X aus T. 
Man definiere nun mit den Kategorien V(T);, X E T, wie zuvor einen Picard- 
Pseudofunktor 
V(r)&: Top + Cut, x b v(r);. 
Dann hat man einen Homomorphismus von Picard-Pseudofunktoren r: 
V(8)” --+ ‘WY, d er u E V(S), auf das Wort T,(u) in V(T), abbildet, und fur 
den das nachstehende Diagramm kommutativ ist; 
fiir g: Y + X aus T, u, u E V(s), und w E V(T), sind die zugehorigen 
Morphismen 
t(T): T,(u A 0) -+ z-,(u) A rx(v), ug: g*rx(w) + ry g*(w) 
die Urbilder der entsprechenden Morphismen aus a(X), bzw. B(Y) unter E. 
Wir definieren nun die Unterkategorien X(Z), c V(T): durch: 
(a) die Komponenten der a, e, f, i, j, ?z~,~, qx, t(g*), t(Z,), u, sind in 
X(Z),, X(Z),, bzw. .3(Z), fur alle T-Morphismen h: Z + Y, g: Y+ X, 
(b) fur a in X(s), ist Z,(a) in X(Z),, 
(c) die Kategorien X(Z), sind abgeschlossen in bezug auf die 
Operatoren A, ‘, 0, -I und g* (mit g E Mar(T)). 
Damit erhalten wir durch Restriktion offenbar einen Picard-Pseudofunktor 
X(Z): Top -+ Cat, X F-+ jr(Z), , sowie einen Homomorphismus Z? 
-vi! I-+ JT-1. 
SATZ 2.2. Die Kategorien .YT(r),, X E T, sind fir jeden 
Homomorphismus E 5 + 3 volt Picard-Pseudofunktoren 5, a: Top -+ Cat 
atomar. 
Beweis. Die Unterkategorien X(Z); von r(Z), seien definiert durch: 
48l/88/1-20 
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(a) die Komponenten von a, e, f sind in X’(r);, (b) mit a in X(5)1, ist r,(a) 
in X(T);, (c) Abgeschlossenheit wie fur X’(r), unter (c). Man zeigt leicht, 
da13 die Kategorien X(r); atomar sind, so dal3 man ohne Einschrankung zu 
den Kategorien T(r), = X(r),/X(Ql, iibergehen kann. Durch 
Restklassenbildung erhiilt man den Picard-Pseudofunktor p(r): Top -t Cat, 
x ++ ~u->x 7 und der Homomorphismus fi X(z) +X(T) induziert einen 
Homomorphismus 
r: X(S) -+X(2-). 
Die Teilmengen a(r), von Mor(G?(T),) definieren wir nun so, da13 
U,B(T), aus den Identitaten und den folgenden Morphismen besteht: 
(El) den Komponenten der i,j, P, k v&h, vx, t(g*>, n(g*), Q*>, u,, 
(EJ den Komponenten der rZ(vg,h)y r&(g*)), r,@(g*)), r&c@*)), 
(EJ den Komponenten der t(T,), n(r,), IC(T,), 
mit h: 2 + Y, g: Y + X aus T, wobei fur k und fiir alle t’s die Einschrankung 
(22) gelte. 
Es sei wieder E(T), deliniert wie in (6), und 9(r), CT(T)* sei die 
Menge aller Kompositionen von Morphismen aus E(T), U E(T); I. Wir 
behaupten, da13 9(r), =.X(r), gilt. Es ist r,(Z’@),) enthalten in L?(T),, 
denn es sind T,(i,) und r,(j,), also such TX@,) und T,(k,,,), in g(T),, weil 
die Morphismen (E3) in p(r), sind, cf. [7]; auBerdem beachte man, da13 
Tx(qx) n_ach (25) in .9(T), ist. Damit folgt allgemeiner r,(G??(~),) c i”(T), 
wegen X(S), = p(g),. Es bleibt zu zeigen: g*(Z?(T),) c p(T), fiir alle g: 
Y + X aus T. Fur die Morphismen unter (E,), bis auf ug, sieht man dies wie 
im Beweis von Satz 2.1, und fur u, beachte man (24); fur die Morphismen 
unter (EJ folgt dies daraus, dal3 fur a: z) + w aus p(S), mit der 
Natiirlichkeit von u, gilt: 
g*(rAa)) = u;‘(w) 0 r&*(a)) 0 u,(u). 
Fur die Morphismen (E3) schliel3lich beachte man, da13 nach Voraussetzung 
u, kohiirent ist, und hiermit nach [7, (D.lO) und (D. 1 l)] such 
g*Wx)) =4P-’ o WY) I3 ~A%*)) I3 I, 
gilt und das folgende Diagramm kommutativ ist fiir v E G??(B),. Damit ist 
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L/(r), =2(f), bewiesen. Wir detinieren nun Abbildungen 
rg: Ob(?(T),) + N 
durch: (a) rg(u) = 2 fur u Restklasse eines Elements aus M,, (b) rg(u A v) = 
rg(u) + rg(u), rg(w’) = 2 . rg(w)*, rg( g*(w)) = rg(w)” fur g: Y-+X aus T, U, 
U, w E T(T)x mit 24, u # sx, (c) rg(r,(v)) = rg(u)3 fur u E y(B), mit rg(u) 
definiert wie in (23). 
Jeder Morphismus f id aus a(r), erniedrigt diesen Rang, und beim 
InduktionsschluO wie im Beweis von Satz 1.1 haben wir nur die Morphismen 
aus (E2) und (E,) zu betrachten; hierbei treten jedoch keine neuen 
Diagramme auf, deren Kommutativitat noch zu priifen ware. Q.E.D. 
Es seien im folgenden zwei Homomorphismen r, LI: 5 + a von Picard- 
Pseudofunktoren 5, a: Top + Cat gegeben und zwischen diesen ein 
Morphismus x: T+A wie in [8]; x ist definiert als eine Familie von 
naturlichen Transformationen 
xx: r*+/i,y, XE T, 
derart daB fur alle g: Y-+X aus T und P, Q E s(X) die folgenden beiden 
Diagramme kommutativ sind; (mit diesen Morphismen als 2-Zellen und den 
g*r,(P) g*(x) g*A,(P) rx(f’ * Q> ’ t AxPA Q> 
UK 
I I 




G+T*m~ A,g*m ox * r,(Q) XAX >~x(J’) *A,(Q) 
Homomorphismen als 1-Zellen bilden die Picard-Pseudofunktoren von Top 
nach Cat eine 2-Kategorie [3]). Im folgenden erganzen wir Satz 2.2 zu einem 
Kohlrenzsatz fiirx. Wir vergroljern das benutzte Alphabet nochmals durch 
Symbole Ax, bilden V(A), analog wie V(T), und detinieren nun Wortmengen 
V(x), rekursiv durch: 
(4 W), = Wx und W Ix = Wd v 
(b) mit U, u E V(& ist (U A u) und (u)” in V(J&, sowie g*(u) in V(J),, 
fiir alle g: Y-+X aus T. 
Man kann nun die Abbildungen E: V(T), + Ob(%(X)) und E: V(A),+ 
Oh@(X)), cf. (26), eindeutig fortsetzen zu Abbildungen 
E: ‘Wx -+ Oh(W)), XET, 
indem man verlangt: E((U A u)) = E(U) A E(U), Ed) = s(u)‘, c(g*(u)) = 
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g*(s(u)) fur alle u, u E V(x)x, g: Y -+ X aus T. Dann hat man den Picard- 
Pseudofunktor 
V(J)“: Top -+ Cat, x k+ VW;, 
und die Homomorphismen r, /1: V(s) ‘+ Vk)“. Zwischen diesen erhllt man 
den Morphismus x: r + A, dessen Komponenten 
unter den volltreuen Funktoren E: V(x); + 3(X) abgebildet werden auf 
X,&(V))* 
Die Unterkategorien X&)x von V(x); seien definiert durch: 
(a) -Wh c JU& und XV lx c -VxL 7 
(b) die Komponenten von a, e, f, i, j, qg,*, qx, t( g*), xx sind in X(,X)~, 
XCy)y, bzw. .X(J& fur alle h: Z + Y, g: Y -+ X aus T, 
(c) die Kategorien Xk)x sind abgeschlossen unter den Operatoren A, ‘, 
0, - ‘, g* (mit g E Mar(T)). 
SATZ 2.3. Die Kategorien .X’~)x, X E T, sind fiir jeden Morphismus x: 
r + A zwischen Homomorphismen von Picard-Pseudofunktoren atomar. 
Beweis. Wir detinieren zuniichst wieder Unterkategorien Xk)& von 
Xk)x durch: (a) die Komponenten von a, e, f sind in 3&)Iy, (b) fur a in 
jr@); ist T,(a) und Ax(a) in J”(y);, (c) Abgeschlossenheit in bezug auf A, 
0 3 03 -I, g* (g E Mar(T)). Da die 3’Q);I atomar sind, kann man die 
Faktorkategorien 2(yJx =X(J),/X~); bilden, und man hat den Picard- 
Pseudofunktor X(J): Top + Cat. Ferner erhalt man durch Ubergang zu den 
Restklassen die Homomorphismen 
und zwischen diesen den Morphismus x: r--t II. Die Kategorien T(Z), und 
2(/l), konnen wir als Unterkategorien von ?(x)x auffassen. Wir detinieren 
nun Teilmengen ~!7h)~ von Mor(z(x)x), derart da13 U, a(x), aus den Iden- 
titaten und den folgenden Morphismen besteht: 
(a) den Komponenten von i, j, p, k, v~,~, qx, t( g*>, l(g*), I, xx mit 
h:Z-+ Y, g: Y+X ausT, 
(b) den Morphismen aus a(r), und a@),, X E T, 
wobei fur k und t(g*) wieder (22) gelte. Wie im Beweis von Satz 2.2 sieht 
man nun, dal3 sich jeder G??‘(X)x-Morphismus als eine Komposition von 
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Expansionen der Morphismen aus &!?hlx und deren Inversen schreiben 11Bt. 
Indem man dann passende Rangfunktionen Ob(yk)X) -+ N definiert, kann 
man die Behauptung wie zuvor beweisen. 
3. 
Es gelte nun, da13 5: Top -+ Cat ein abelscher Picard-Pseudofunktor ist, i.e., 
die Kategorien s(X), X E T, sind mit einer koharenten, abelschen Grup- 
penstruktur versehen, und die Homomorphismen g*: g(X) -+ g(Y) sind such 
mit den Kommutativittitsmorphismen vertraglich [7, (D.12)]. Man hat dann 
such in den Kategorien V(5): Kommutativitiitsmorphismen 
c u,“: u A v + v A u, u, v E V(S)*, 
die wir bei der Definition von Z(s), in (a) hinzunehmen. Dam gilt Satz 
2.1 such fiir diese Kategorien X(s),. Der Beweis lll3t sich wie der von 
Satz 2.1 fiihren, indem man die Kategorien Z(g); durch die c,,, vergrdrjert; 
5??(g), ist dann strikt kommutativ. 
Es seien r, A: 5 -+ 3 Homomorhismen von abelschen Picard- 
Pseudofunktoren, so da13 fur die Funktoren r,, /1,: 5(X) + a(X) such das 
Diagramm (D.12) in [7] kommutativ ist. Ferner sei x: T+/i ein 
Morphismus zwischen diesen Homomorphismen, definiert wie zuvor. Wir 
vergrol3ern nun such die Kategorien x(r)x und ;Y’k), durch Hinzunahme 
der Kommutativitatsmorphismen. Dunn sind such die so definierten 
Kategorien X(T), und X(J& atomar. Auch die Beweise von Satz 2.2 und 
2.3 lassen sich ohne weiteres tibertragen, indem man X(T); und Xk)i 
durch die Kommutativitatsmorphismen erweitert. 
4. 
Im folgenden sei S ein Funktor von Top in die Kategorie der Gruppen. Fur 
g: Y + X aus T schreiben wir 
s’ = S(g)(s), s E S(X). 
Es sei ferner ‘8: Top + Cat ein abelscher Picard-Pseudofunktor, und jede 
Kategorie a(X), X E T, sei mit einer koharenten S(X)-Linksmodulstruktur 
versehen. Speziell haben wir also fur jedes XE T die U(X)-Morphismen 
t: (P A Q)s + P” A Qs, r: (P’)” -+ PSI, [:P’+P, 
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P, Q E q(X), s, t E S(X). Wir nehmen nun weiter an, da13 fur jeden T- 
Morphismus g: Y-+ X und jedes s E S(X) natiirliche U(Y)-Morphismen 
q,g(p): g*w + g*(p)“‘, p E WX), 
gegeben sind, derart da13 (28) und (29) kommutativ sind fur alle P, 
Q E U(X), s E S(X), h: Z--t Y, g: Y-+X aus T; (29) bedeutet, da13 die 





kh)*(p7 w ’ wo*w 





g*V’” A Qs> ---!-+ g*(P’) A g*(Q”) - g*(P)“’ A g*(Q)"' 
natiirliche Transformation CU,,~ kohlrent ist im Sinn von [7, $21, und (28) 
konnen wir als ein Diagramm der Form (24) interpretieren [8]. Wir nennen 
die so definierte Struktur eine S-Modulstruktur auf (dem Pseudofunktor) U 
und untersuchen im folgenden die Kohlrenz dieser Struktur. 
Wir reprasentieren zunlchst wieder die Objekte der einzelnen Kategorien 
a(X) als Worter iiber einem Alphabet, und zwar iiber (18), disjunkt vereinigt 
mit der Menge u, S(X). Die Wortmengen V(B),, X E T, seien detiniert 
durch: 
(a) N, c V(‘u),; fur U, u E V(‘?l), und s E S(X) sind (v)‘, (U A v), (v)” 
in VP&, 
(b) fur u E V(a), und g: Y+X aus T ist g*(v) in V(U),. 
Es seien nun Abbildungen E: N, + Ob((rr(X)) mit E(s*) = Inux) gegeben; diese 
lassen sich fortsetzen zu 
E: V(U), --t Ob(‘U(X)), XE T, 
durch: &((UY) = E(UY, a((~ A v)) = E(U) A E(V), E((u)‘) = E(U)’ und 
e( g*(u)) = g*(s(v)) fur alle U, u E V(3),, s E S(X), g: Y + X aus T. Mit den 
Kategorien V(U); bilden wir den Picard-Pseudofunktor 
V(a)‘: Top -+ Cat, x t-+ vm, (30) 
und versehen ihn kanonisch mit einer S-Modulstruktur. Insbesondere 
delinieren wir V(a);-Morphismen 
w,&(u): g*w + g*(u)“‘, u E v(a),, 
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als die Urbilder der Morphismen w~.~(~(u)) unter den volltreuen Funktoren 
E: v(u); 4 ‘a(Y). 
Man deliniere nun die Unterkategorien X(‘u), von V(‘u)i rekursiv durch: 
(a) die Komponenten von a, e, c, i, qx, t(s), <, <, t(g*), w~,~, qg,h sind in 
JT),, JT-W, bzw. UP),, 
(b) mit a, /I in X(%), sind such a Ap, a’, as, /I 0 a (wenn definiert), 
a -’ in x(a),, 
(c) fur a in .3?(VI), ist g*(a) in X(‘u),, fur alle s E S(X), h: Z + Y, g: 
Y+X ausT. 
Damit haben wir offenbar einen Picard-Pseudofunktor 
auf dem ebenfalls eine S-Modulstruktur gegeben ist. 
SATZ 4.1. Die Kategorien X(U),, X E T, sind atomar, wenn fiir alle g: 
Y-+X aus T, s, t E S(X) und P E 3(X) zustitzlich das folgende Diagramm 
kommutativ ist. 




g”(P’S) w ) g*(P)“s’ 
(31) 
Beweis. Wir gehen zunachst iiber zu den vereinfachten Kategorien 
-qq, = X(qgp)ly, wobei die atomaren Unterkategorien 3”(U)& von 
A?‘(‘%), definiert sind durch: (a) die Komponenten von a, c, e sind in x(‘zI)i, 
(b) fur a, /3 in 3’(%)4, s E S(X) und g: Y--t X aus T sind such a A p, a’, 
P 0 a, a - ‘, as in X(ZI);, und g*(a) in r(U);. Dann hat man den abelschen 
Picard-Pseudofunktor X(U): Top -+ Cut, X H G??(U),, der wie 3’(2I) eine S- 
Modulstruktur tragt. Wir definieren Teilmengen a(%), von Mor(T(U),), 
derart da13 (J, a(%), aus den Identitaten und den Komponenten der 
folgenden natiirlichen Transformationen besteht: 
(E,) i, P, k, t(s), A(s), K(S), L 5 @it s E S(X)), 
(EJ CJ~,~, vx, t(g*>, A(g*), K(g*), o,,~ mit h: Z-r K g: Y-+X aus T, 
s E S(X), 
(E3) as fur a aus (E2) und s E S(Z), S(X), bzw. S(Y); 
fur k, t(s) und t(g*) gelte dabei wieder (22). Es sei L?(a), die Menge aller 
Kompositionen von Expansionen der Morphismen aus 8((u), U 8(2I), ‘. 
Dann gilt iP(%), = Mor(p(cU)x), wie man folgenderm&en einsieht. Fiir 
310 K.-H. ULBRICH 
jedes a E y(U), ist a’, s E S(X), in g(a),, denn fur die Morphismen unter 
(E,) sieht man dies wie in [7, $41, und fur die Morphismen unter (E,), indem 
man c anwendet. Hieraus folgt, da13 y(U), abgeschlossen ist unter den 
Operatoren s E S(X). Es gilt weiter, da13 fur a E I?, und g: Y + X aus T 
such g*(a) in L/(a), ist; fur a = t(s), L(s), K(S) gilt dies, weil (29) 
kommutativ ist; fur a = w,,~ oder < besagt dies (28), bzw. (31), und fur a = [ 
beachte man 
das aus (3 1) fur s = t = 1 folgt; fur die iibrigen Morphismen aus (E,) und 
(E2) sieht man dies wie in Abschnitt 2 und 3. 1st nun aber g*(a) in L/(U),, 
so such g*(a”), s E S(X), wie die Natiirlichkeit von ws,g zeigt. Damit folgt 
g*(g(‘u),) c .L/(‘2&, und schlieBlich y(U), =Mor(X(‘U),), fiir alle X E T. 
Wir delinieren nun Rangfunktionen rg: Ob(X’(U),) + N durch folgende 
Bedingungen: 
(a) rg(u) = 2 fur jede Restklasse u eines Elements aus N,, 
(b) rg(u A v) = rg(u) + rg(u) fur U, u # sX aus Ob(~((rr),), 
(c>_ rg(v’) = 2 . rg(v)*, rg(v’) = 2 . rg(v)3 und rg( g*(u)) = rg(u)4 fur u E 
Ob(X(U),), s E S(X), g: Y--t X aus T. 
Dann gilt, da13 jede Expansion eines Morphismus # id aus &?(?I), diesen 
Rang erniedrigt, und man kann die iibliche Induktion anwenden. Dabei tritt 
als neues Diagramm nur auf: 
V,dus> = VA”)’ ’ Ws,idx(V), u E LFpI)* ; 
dies entspricht aber der Gleichung (25), wenn man (28) als ein Diagramm 
der Form (24) interpretiert. Q.E.D. 
Wir konnen nun als Verallgemeinerung von Satz 1.1 einen Kohlrenzsatz 
fur 3-Kozykeln von S in % beweisen. Es gelte weiterhin, daB (31) 
kommutativ sei (einen solchen Pseudofunktor 2l nennen wir einen 
(kohtirenten) S-Modul). Ein 3-Kozykel P von S in ‘u besteht nach Definition 
[8] aus den folgenden Daten: 
(a) zu jedem XE T eine Abbildung 
P: S(X) x S(X) + Oh@(X)), 69 4 ++ p,,, 9 
(b) zu jedem T-Morphismus g: Y -+ X ein ‘X(Y)-Morphismus 
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derart da13 fur h: Z + Y aus T gilt 
Ph(S’~ t’> O h*(& 0) =Pgh(S, t) o ?g,hPS,J~ (32) 
(c) zu s, t, r E S(X) ein U(X)-Morphismus 
4 s,t,r: p:,r A ps,tr -r ps,, A pst,r, 
derart dal3 (33) kommutativ ist und in jeder Komponente X E T (D. 1). 





g*(PJ’ A g*(P,,,,) WS’hLI+ P&, A P,,,,,,, m, P,,,,, A P, ,,‘, r’ 
Wir betrachten nun wieder den in (30) gebildeten S-Modul V(21)E. Urn 
such die Objekte P,,t zu reprlsentieren, wlihlen wir fur jedes X E T eine 
injektive Abbildung 
p: S(X) x S(X) + N,, (34) 
mit der Eigenschaft ps,* # s, fur alle s, t E S(X). Fur die Abbildungen E: 
N, + Ob((U(X)) gelte dann ~(p,,,) = P,,, fur alle s, t E S(X). Wir vergriigern 
nun die Kategorien X(U), zu Kategorien X(P)x c V(a);, indem wir 
zusatzlich verlangen: 
(f) die ,ug(s, t): g*(ps,t)+ pss,rf sind in X(P)*, 
(g) die #s,l,r: ps,, A P,,~~-+ ps,r A psl,r sind in X(P), fur alle s, f, r aus 
S(X), g: Y-P X aus T. 
SATZ 4.2. Die Kategorien t27(P)x, X E T, sind fiir jeden 3-Kozykel P 
von S in 2I atomar. 
Beweis. Wir kiinnen ohne Einschriinkung annehmen, darJ die a, c, e in 
X(P), Identitaten sind (indem wir zu den Kategorien X(P)&?‘(%); 
iibergehen). Die X(P),-Morphismen 
Lr: Pi,, + Ps.1 A Pa,, A P,“,m s, 6 r E S(X), 
seien definiert als #,,(,, “multipliziert” mit p,“,,,. Auch die X(P),- 
Morphismen 
Ysi Pi.1 -+ Pst.1, P,: P1.r + Pt.13 s, 6 r E S(X), 
seien definiert wie in Abschnitt 1. Wir vergrogern nun die Mengen 8(2l), aus 
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dem Beweis von Satz 4.1 zu Teilmengen g(P)*, indem wir fur alle s, t, 
r E S(X), z E S(Y) und g: Y + X aus T die Morphismen 
Lw Ys,r 3 P r, Pg(S, t>, ill&T t)’ 
hinzunehmen. Man sieht wie im Beweis von Satz 4.1, bzw. Satz 1.1, da13 
jeder X(P)X-Morphismus eine Komposition von Expansionen der 
Morphismen aus g(P)* und deren Inversen ist; insbesondere gilt dies fiir 
g*(y) und g*(p) in X(P)y wegen 
was aus (33) fur r = 1, bzw. fur s = t = 1 folgt. Indem man dann passende 
Rangfunktionen rg: Ob(X(P),) + N definiert, kann man die Behauptung wie 
in Satz 1.1 beweisen. Zu erwihnen bleibt lediglich die Gleichheit 
VX =illid(~, f>: id,*@,,,) + Ps,tI s, t E S(X), 
die sich aus (32) fur h = g = id, ergibt. Q.E.D. 
Es sei nun Cl = (Q,,, ;,u,; w,,,,,) ein weiterer 3-Kozykel von S in A, und a: 
0 --+ P sei ein Morphismus von 3-Kozykeln wie in [S]. Dieser besteht aus 
U(X)-Morphismen 
derart dalj die folgenden beiden Diagramme kommutativ sind fiir alle T- 
Morphismen g: Y-+X. 
Satz 4.2 lal3t sich wie folgt zu einem Kohiirenzsatz fur die Morphismen 
a,(s, t) erglnzen. AuBer den Abbildungen (34) wlhlen wir injektive 
Abbildungen . 
q: S(X) x S(X) --1’ N,, (s, f> t--+ q&l, 
mit qs,t # sX und q(S(X) X S(X)) disjunkt zu p(S(X) X S(X)). Fiir die 
Abbildungen E: N, + Ob(U(X)) gelte dann 
4qs.t) = es,,, s, t E S(X). 
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Die Unterkategorien z(P), von X(U), erweitern wir nun zu 
Unterkategorien X((r)X, indem wir noch verlangen: 
(h) die v/~,~,,.: sS r A qf, + qs,r A qsf,r und Q: qs,f --) P~.~ sind in ~@>,, 
(9 die P&S, t): ~*(q,,J -, qsj.fa sind in X(a), fur alle s, t, r E S(X) und 
g: Y-X ausT. 
SATZ 4.3. Die Kategorien GF(a),, X E T, sind atomar fiir jeden 
Morphismus a: Cl + P zwischen 3-Kozykeln 0, P von S in 2l. 
Der Beweis ergibt sich leicht, indem man die Beweise von Satz 4.2 und 
Satz 1.2 entsprechend erglnzt. 
5. 
Wir beweisen in diesem Abschnitt einen Koharenzsatz fur Morphismen 
zwischen Komplexen symmetrischer Picard-Kategorien. Aus solchen 
Morphismen erhiiit man Homomorphismen zwischen den abgeleiteten 
Kohomologiesequenzen, wie in [8] ausgefiihrt wird. 
Gegeben seien zwei kohlirente Sequenzen 
symmetrischer Picard-Kategorien wie in [5, $31. Die hiermit gegebenen 
Homomorphismen von gn nach gn+ I und von g,, nach Qn+ r bezeichnen wir 
mit d,, ,..., d,, , ; ferner bezeichne 
ai,j: di 0 dj --t dj,, o di, i< j, 
die zugehorigen kohlrenten natiirlichen Transformationen. Zwischen diesen 
Sequenzen sei ein Morphismus (0, ?z) gegeben, 
(35) 
best&end aus Homomorphismen 0,: gti -+ %,, , n > 0, und koharenten 
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natiirlichen Transformationen rrj: dj o 0, --f O,, 1 0 dj, 0 < j < n + 1. Man 
wahle paarweise disjunkte Mengen M, und N,, n > 0, und Abbildungen 
E: M, -+ Ob(gJ, E: N, + Ob@,,) (36) 
mit E(s,) = IV,, bzw. E(s,) = I%“, wobei s, ein ausgezeichnetes Element in 
M,, bzw. N, sei. Wir definieren Wortmengen V(‘i?$) und V(0,) iiber dem 
Alphabet 
/LI M, JL N,, j  1 {( , >, A, "I JL {do, @,,d,, @,,...I 
n 
rekursiv durch folgende Bedingungen: 
(a) M, c V(gn) und N, c V(O,), 
(b) mit u, z, E V(gn), bzw. V(0,) ist (u A v) und (0)” in V(qn), bzw. 
V(@,,) und d,(u),..., d,+l(u) in V(g,,+,), bzw. V(@,+,), 
(c) fur u E V(gn) ist O,(u) in V(0,) fur alle n > 0. 
Die Abbildungen (36) setze man fort zu Abbildungen 
E: V(Fn) + Ob(gn), E: V(0,) -+ Ob@‘,) 
durch E((U A v)) = E(U) A E(U), Ed) = E(V)‘, s(di(U)) = di(c(u)) und 
&(a,(~)) = @J&(u)) fur alle u, v E V(gn), bzw. V(0,) und n > 0. Mit den 
Kategorien V(Vn)E und V(0,)’ erhllt man nun auf kanonische Weise die 
Sequenzen 
v(go)c 2 V(F,)& 3 v(q)& . . .) V(O,y3 V(O,)q V(OJ . . . 
mit Homomorphismen di und natiirlichen Transformationen CL~,~, cf. 151. 
Ferner induziert (35) einen Morphismus zwischen diesen Sequenzen: 





Wir definieren nun rekursiv die folgenden Unterkategorien .Z (en’,) c V(?i$)’ 
und .X(0,) c V(OJ: 
(a) die Komponenten von a, c, e, i sind in ,W(gn), bzw. ~~((o,), 
(b) die Komponenten der t(d,),..., t(d,+ ,) sind in .Z((u”,+ ,), bzw. 
.X(@,+ A 
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(c) die Komponenten der ai,j, 0 < i < j Q n + 1, sind in X(5%$+ 2), bzw. 
,w’(@n+J9 
(d) die Komponenten von t(@,) sind in X(0,), n > 0, 
(e) die Komponenten der rcj, 0 < j < n + 1, sind in X(0,+ r), 
(f) fur p in X(5?,,), b zw. S2’(0,) sind d,(p) ,..., d,, i(p) in X(gn+ ,), bzw. 
TO”, *I, 
(g) fur /3 in .r(g,) ist O,(p) in X(0,), 
(h) mit a, /? in X(gn), bzw. .X(0,), sind a A p, a’, /3 o a (wenn 
definiert) und a-’ in .Y’(g*), bzw. in X(0,). 
Nach [5] wissen wir bereits, da13 die Kategorien 2Y(SYn), n > 0, atomar 
sind. 
SATZ 5.1. Die Kategorien .R(O,), n > 0, sind atomar, wenn fir alle 0 < 
i < j < n i- 1 das folgende Diagramm kommutativ ist. 
Beweis. Ohne Einschrankung nehmen wir an, da13 die Kategorien .A? (Vn) 
und .fl(@,) strikt assoziativ, kommutativ und unitar sind (man gehe zu 
geeigneten Faktorkategorien iiber). Die Teilmengen a(@,) von Mor(JY(a,)) 
definieren wir rekursiv durch: 
(a) die Komponenten von i, p, k, t(@,), A(@,), K(@,) sind in 8(0,), 
(b) die Komponenten von xi, t(d,), A(d,), K(di), 0 < i < n + 1, sind in 
%(@n+ I>, 
(c) die Komponenten der ai,j, 0 < i < j < n + 1, sind in 8(0,+,), 
(d) fur ,8 E a(@,,), /If i,, p,, k,,,, ist d,(P), 0 < i < n + 1, in a(@,,+ ,); 
fiir alle k,,, und t,,, gelte dabei stets wieder U, v # s,, und ohne 
Einschrtinkung enthalte 8(0,) such die Identitlten. Man sieht nun mit 
derselben Methode wie in den vorangegangenen Beweisen, dal3 jeder 
Morphismus aus .X(0,) eine Komposition von Expansionen der 
Morphismen aus &‘(O,) U c%‘(@,)-’ ist. Mit passenden Rangfunktionen 
Ob(r’(O,)) -+ N kann man dann den Beweis mit der iiblichen Induktion 
abschliel3en. 
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