A classification ensemble method aggregates different classifiers obtained from training data to classify new data points. Voting algorithms are typical tools to summarize the outputs of each classifier in an ensemble. WAVE, proposed by Kim et al. (2011) , is a new weight-adjusted voting algorithm for ensembles of classifiers with an optimal weight vector. In this study, when constructing an ensemble, we applied the WAVE algorithm on the double-bagging method (Hothorn and Lausen, 2003) to observe if any significant improvement can be achieved on performance. The results showed that double-bagging using WAVE algorithm performs better than other ensemble methods that employ plurality voting. In addition, double-bagging with WAVE algorithm is comparable with the random forest ensemble method when the ensemble size is large.
Introduction
Classification is a problem of predicting a categorical target variable. Classification ensemble is a set of trained classifiers whose outcomes are combined to make a final classification (Dietterich, 2000) . In classification ensemble, the final predictive result is determined by a combination of individual classifier outputs, so that a new observation can be assigned a class. Many researchers have shown that ensembles have generally higher levels of accuracy than their base (the components of the ensemble) models (e.g. Ho et al., 1994; Tumer and Oza, 2003) . Bagging (Breiman, 1996a) , one of the leading ensemble techniques, produces multiple bootstrap sets from the original training data and uses each of them to generate a classifier for inclusion in the ensemble (Oza and Tumer, 2008) . By perturbing the training data, bagging gives substantial gains in accuracy (Breiman, 1996a) as well as produces a valuable by-product called the "out of bag" sample (Breiman, 1996b) . When bootstrap resamples are generated from the training data, some of the observations may be selected several times while others may not be selected at all. Regarding each bootstrap set, 63% of unique training observations were selected while the size remained unchanged with the original training data. The rest 37%, referred to as the out-of-bag(OOB) sample, can be used to construct accurate estimates of important quantities (Breiman, 1996b) .
In many applications, combination method in an ensemble leads to a substantial reduction of misclassification error. Hothorn and Lausen (2003) suggests double-bagging, which is a classification procedure that combines linear discriminant analysis(LDA) and a classification tree as the base model of bagging. They estimated the coefficients of the linear discriminant function from the OOB sample. Then the corresponding discriminant scores computed from the bootstrap sample play a role of additional predictors to be used in classification tree modeling. Hothorn and Lausen (2003) claimed that by considering linear combinations of predictors, variable selection bias has disappeared in doublebagging. Bootstrap aggregation of LDA was already investigated by Skurichina and Duin (1998) and it has been shown that, in a situation when LDA is unstable, bagging can improve the accuracy of LDA. The LDA usually becomes unstable since the sample size of OOB for the LDA is small. As a result, the double-bagging method which generates classification trees with LDA variables incorporated successfully improved the classification performance of the ordinary bagging method.
How to combine the base classifiers is an another issue that can affect the performance of an ensemble method. Bootstrap aggregation with simple majority voting, as in bagging, leads to the reduction of variance compared to a single classifier. Averaging over a variety of classifiers reduces the variance in classification since it allows to detect various aspects of a given data set. Kim et al. (2011) proposed a weight-adjusted voting algorithm, called WAVE, for the aggregated classifiers. WAVE can reduce bias compared to bagging, as it improves the simple majority voting scheme by considering more weights on hard-to classify instances. When this new weighted voting algorithm is combined with bootstrap aggregation, the variance would be as low as bagging since the averaging is still involved. Therefore one can achieve the low classification bias while maintaining the low variance. Kim et al. (2011) showed that WAVE leads to significantly better performance compared to simple majority voting under a bagging scheme. In addition, they suggested that the WAVE algorithm can be used with other aggregation schemes.
This paper attempts to show that the WAVE algorithm can be used in conjunction with doublebagging as an aggregation scheme. We applied the WAVE algorithm on double-bagging, called DB-WAVE(double-bagging ensemble using WAVE), expecting higher accuracy since double-bagging is a modified version of the bootstrap aggregation. To compare the results between double-bagging with simple majority voting and double-bagging with WAVE, we used one dimensional linear discriminant function when creating an additional variable from an OOB sample. This procedure was implemented based on 25 real datasets.
In advance of exploring DB-WAVE procedure, we introduce a double-bagging and WAVE ensemble scheme in Section 2. Section 3 describes the DB-WAVE algorithm is as an extension of the WAVE ensemble method. To evaluate the classification performance in general, we compare DB-WAVE with many other ensemble methods including the double-bagging, bagging-WAVE, bagging, boosting (Freund and Schapire, 1996) and random forest (Breiman, 2001) schemes. The experimental results are discussed in Section 4. Lastly, Section 5 gives the conclusions of this research.
Double-Bagging and the WAVE Algorithm
Because DB-WAVE is a combination of double-bagging and the WAVE ensemble method, we need to go over the concepts of both algorithms in detail. We introduce double-bagging first and the WAVE ensemble method is described afterwards.
We assume that we are given a learning sample
. . , N} denote a random bootstrap sample of size N.
Double-bagging
Double-bagging is based on bagging, considering that double-bagging is an extended version using out-of-bag(OOB) samples. Before investigating double-bagging, we will give brief explanations of ) with replacement N samples from the original training set L.
2. Train a base classifier C for each of the B samples.
3. Combine the results of all B trained classifiers by a majority vote and return class that was predicted most often (for classification) 
Bagging
Bagging(bootstrap aggregating) predictors are constructed using bootstrap samples from the training data set and then aggregated to form a bagged predictor by taking a majority vote over the class labels estimated by the classifiers (Breiman, 1996a) . For classification, when predicting a class for a new instance, the aggregation takes a plurality vote. Bauer and Kohavi (1999) showed that bagging outperforms a single classifier. They also found that the error reduction is due to the decrease in variance but not bias. Figure 1 describes the bagging algorithm.
Out-of-bag sample
In the bagging procedure, while the bootstrap sample has the same size as the original training set, only about 63% of the unique cases are included in a given bootstrap sample. Therefore, each bootstrap sample leaves out roughly 37% of the observations. Breiman (1996b) called these omitted samples collectively the out-of-bag(OOB) sample and suggested that they can be used as a better estimation for the misclassification error of a classifier.
2.1.3. Double-bagging Hothorn and Lausen (2003) suggested the concept of double-bagging which uses an OOB sample to combine different classifiers. The OOB sample estimates the coefficients of a linear discriminant function. The corresponding linear discriminant scores computed on the bootstrap sample are used as additional predictors for the classification trees. Hothorn and Lausen (2003) showed that doublebagging enhances the classification accuracy (among LDA, CART, and CART with bagging) in a number of artificial examples and applications.
Unlike bagging, double-bagging uses not only bootstrap samples but also OOB samples, which means that all of the information of the training set is employed. Indeed, double-bagging improved upon the results of bagging in several experiments (Hothorn and Lausen, 2003) . Figure 2 describes the double-bagging algorithm.
with replacement from L and let X * (b) denote the matrix of predictors x * (b)
2. Compute an LDA using the out-of-bag sample L \ L * , that gives a p × (J − 1) matrix Z (b) , where the columns are the coefficients of the linear discriminant functions.
3. Construct the classifier C using the original predictor variables as well as the discriminant variables of the bootstrap sample (L
4. Iterate steps (2) and (3) for all B bootstrap samples.
5. Classify a new observations x by majority voting using the predictions of all classifiers, where a classifier C(x, L) predicts future y values for a vector of predictors x based on a learning sample L 
WAVE algorithm
The WAVE algorithm needs to be explained since WAVE algorithm is closely related to DB-WAVE. Majority voting is a general ensemble combination technique that can be applied to any type of classifier. Two categories of majority voting is available; a simple majority voting and a weighted voting. WAVE(weight-adjusted voting for ensembles of classifiers) proposed by Kim et al. (2011) is a new weighted voting algorithm that uses two weight vectors: a weight vector of classifiers and a weight vector of instances. The idea of WAVE is to give more weights to classifiers that can classify hard-to-classify instances correctly.
The WAVE algorithm is different from the weighted voting algorithm of boosting in terms of the formation of weight vectors. Both WAVE and boosting are based on the idea of giving more weights to hard-to-classify instances. However, the meaning of "hard-to-classify" instances in WAVE is not equal to the definition of boosting. While the latter means that observations are misclassified by the previous classifier during the ensemble formation, the former is defined as the most often misclassified observations in an ensemble. The two weight vectors for the instance and the classifier in the weighted voting algorithm are formulated at different time periods. In boosting, the weight vectors are obtained simultaneously as the sizes of the ensembles increase. Meanwhile, the weight vectors in WAVE are determined after the ensemble is completely formed.
Let X be a performance matrix indicating whether the classification is correct(1) or incorrect(0) (for N instances and B classifiers in an ensemble). Let J i j be an i × j matrix consisting of 1's for any dimension i and j. We also define 1 n as n × 1 vectors of 1's and I k denote a k × k identity matrix. Kim et al. (2011) investigates the proof of the convergence of the classifier weight P * for voting classifiers, which can be obtained directly from X ′ (J NB −X)(J BB −I B ). The bagging with WAVE (bagging-WAVE) is performed (Figure 3) . Kim et al. (2011) demonstrated that the proposed weighted voting scheme performs significantly better than simple majority voting. Note that the ensemble method adopted in Kim et al. (2011) is bootstrap aggregation as in bagging. We apply the WAVE algorithm to double-bagging in the following section. 4. Calculate the optimal weight vector P * from T.
Here u i is an eigenvector corresponding to the eigenvalues of T and r denotes the number of dominating eigenvalues. 
Combine the outputs of the classifiers using a weight-adjusted voting algorithm
C * (x) = arg max y B ∑ b=1 P * b × I (C b (x) = y).
Double-Bagging Ensemble Using WAVE (DB-WAVE)
In the DB-WAVE algorithm, double-bagging is used to construct an ensemble of classifiers and the WAVE algorithm is then applied to the ensemble to aggregate the outcomes of all classifiers. Let L = {(y i , x i ), i = 1, . . . , N} be a learning sample composed of N independent observations of pdimensional vectors of predictor x i = (x i1 , . . . , x ip ) ∈ R p and class labels y i ∈ {1, . . . , J}. Also,
. . , N} denotes a random bootstrap sample of size N. The DB-WAVE method is defined in Figure 4 .
We perform a canonical LDA under the one-dimensional constraint of a canonical linear discriminant function using the OOB samples. The corresponding linear discriminant variable can be computed by multiplying canonical coefficients and the original predictor variables. Then, we add the new discriminant variable to the bootstrap sample. Let this bootstrap sample including the new variable be called double-bagging training set. At each double-bagging training set, we construct the classifier C and apply the WAVE algorithm to combine the outputs of all classifiers. Figure 5 describes this process of the DB-WAVE ensemble formation. Similar to Hothorn and Lausen (2003) , we adopted classification trees as the classifiers.
Experimental Results
DB-WAVE is compared to double-bagging and other popular ensemble methods in an empirical study. The experiment is conducted based on 25 actual datasets, most of which come from UCI Data Repository (Asuncion and Newman, 2007) . Table 1 gives the descriptions of the datasets. All the methods are run on the same 10-folded cross-validation data in order to compare the performances fairly. We also repeat the cross-validation 100 times for eliminating the effect of random seeds. An average of 100 cross-validation accuracy assessments for each ensemble method is calculated in Table 2 (we only
2. Perform a one-dimensional canonical LDA using the OOB(out-of-bag) sample L \ L * that gives a p × 1 column vector Z (b) (restricted to one column for all examples), where the columns are the coefficients of the linear discriminant functions.
3. Build the classifier C using the original variables as well as the discriminant variable of the bootstrap sample (L
4. Repeat steps (2) and (3) for all B bootstrap samples.
Generate an
consisting of 0's (incorrect) and 1's (correct) and a
6. Calculate the optimal weight vector P * from T.
Here u 1 is the eigenvector corresponding to the largest eigenvalue of T.
7. Combine the outputs of the classifiers using the weighted voting algorithm of WAVE Table 3 summarizes the results of accuracy tables for other ensemble sizes. Throughout the experiment, CART (Breiman et al., 1984) , one of the famous decision tree algorithms, is employed as a base classifier, except that LDA is used in conjunction with CART in double-bagging and DB-WAVE methods. RPART (Therneau and Atkinson, 1997), an implementation of CART, was run under the R environment. For boosting, we use SAMME (Zhu et al., 2009) , which is a modified version of AdaBoost for multiclass problems. We used random forest (Liaw and Wiener, 2002) function under the R environment to implement the random forest (Breiman, 2001) . The options needed for RPART, boosting and random forest are equal to those in Kim et al. (2011) .
Accuracy comparison
The accuracies in Table 2 represent the average of 100 accuracies obtained when the ensemble size is 64. The first and second best accuracies of each dataset are highlighted in boldface. It was found that DB-WAVE has the most highlights. Random forest has the second most highlights. Bagging-WAVE, a bagging with WAVE algorithm, has more highlights than the bagging with simple majority voting. This finding is in good agreement with that of Kim et al. (2011) , who showed that bagging-WAVE performs better than bagging quite consistently. Hothorn and Lausen (2003) found that doublebagging improves upon the results of bagging in many experiments. Their finding matches our results. The performance of boosting is dependent on the characteristic of dataset as Opitz and Maclin (1999) has demonstrated. The DB-WAVE ensemble method has a potential to be a superior one since both the WAVE algorithm and double-bagging ensemble method can boost the performance of bagging. It appears that DB-WAVE can improve both bagging-WAVE and double bagging because it has more highlights than others. The statistical significance of the comparison will be discussed in section 4.2. Table 3 shows that the most frequent method among the first and second best ensemble methods is DB-WAVE when we change the ensemble size. DB-WAVE has the most highlights in all ensemble sizes except 2 in which DB-WAVE has the second most highlights. A single tree, which is used as a base learner, has the best performance when 2 classifiers are used in an ensemble. The unique instances are only about 63% in the bootstrap training data. Therefore, with only two ensembles, the The first and second best results are highlighted in boldface. The numbers of best and worst results are shown at the bottom. Duplication count is allowed. WAVE is more effective than boosting algorithm. It was found that DB-WAVE and random forest are quite comparable in large ensemble sizes, while DB-WAVE is better for small ensemble sizes. Figure  6 shows that DB-WAVE is consistently superior to a single decision tree except when the ensemble size is 2. Very large t-statistic values observed in Figure 6 suggest DB-WAVE is dominant in those dataset: 'bod', 'int', and 'bcw'.
Concluding Remarks
This study assessed a significant improvement in performance with a combination of double-bagging and the WAVE algorithm. Our results have something in common with the earlier study by Kim et al. (2011) that used WAVE on bagging. Experiments comparing DB-WAVE with other methods(including double-bagging) were run to determine their accuracy levels using 25 actual datasets. In conclusion, the performance of doublebagging improves when employed with the WAVE algorithm. DB-WAVE outperforms most ensemble methods and appears comparable with the random forest method when the ensemble size is large. Currently, only one-dimensional canonical LDA was considered to produce an additional variable in double-bagging setting. However, although not included in this article, it is also possible to apply higher dimensional canonical LDA to get additional predictors. In addition, we also note that other classification method can be utilized with the OOB sample as a variant of double-bagging.
The ensemble size was limited to 64. This is enough size to show an improvement acquired by WAVE algorithm on double-bagging ensemble method. However, a caution is necessary when comparing with other ensemble methods such as random forest because it generally requires more ensemble sizes than 64. In terms of computation time, we note that WAVE algorithm would make the ensemble procedures slow due to its weight calculation process; however, the difference is not noticeable.
As a future study, we plan to apply the WAVE algorithm to other ensemble methods that use simple majority voting. For example, random forest with WAVE algorithm is under investigation. It is not clear yet how the WAVE algorithm will work on the boosting method which is not simple majority voting.
