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Abstract To help future mobile agents plan their movement in harsh environments,
a predictive model has been designed to determine what areas would be favorable
for Global Navigation Satellite System (GNSS) positioning. The model is able to
predict the number of viable satellites for a GNSS receiver, based on a 3D point
cloud map and a satellite constellation. Both occlusion and absorption effects of
the environment are considered. A rugged mobile platform was designed to collect
data in order to generate the point cloud maps. It was deployed during the Canadian
winter known for large amounts of snow and extremely low temperatures. The test
environments include a highly dense boreal forest and a university campus with
high buildings. The experiment results indicate that the model performs well in both
structured and unstructured environments.
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1 Introduction
Demand for precise localization of heavy machinery is on the rise in many indus-
tries, such as agriculture, mining, and even highway truck driving. This demand is
partially driven by a strong push for Industry 4.0, which relies on automation, real-
time planning and tracking of supply chain. It is also driven by an increased need
for safety of workers. For instance, logging is the single most dangerous profession
in the U.S.A. [1], and could thus benefit from such an increase in vehicle automa-
tion. Due to the large variety of outdoor environments in which heavy machinery
operates (cities, open spaces, forests), one must be able to ensure that localization
will be robust. To estimate its position, an autonomous vehicle often combines mea-
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surements from different sources, such as 3D laser scanners (lidar), Inertial Mea-
surement Unit (IMU), cameras and Global Navigation Satellite System (GNSS) so-
lutions. In this paper, we focus strictly on the case where the GNSS modality is used
online, along with a 3D map generated beforehand from lidar data.
GNSS consists of two parts: ground receivers, and constellations of satellites
transmitting precise, atomic-clock-based time signal. Each of these satellites contin-
uously transmits a radio signal which encodes time measurements given by its on-
board atomic clock. The GNSS receiver can estimate its distance (called a pseudo-
range) from a satellite, based on the difference between its internal clock and the
received satellite clock. With signals from at least four different satellites, it is possi-
ble to uniquely determine the position of a receiver, by solving a least-squares linear
problem. The main factors affecting the quality of a GNSS are the number of visible
satellites, and the precision of individual pseudo-range measurements. To increase
precision and robustness, modern GNSS receivers now rely on multiple satellite
constellations (e.g., Global Positioning System (GPS) from the United States, Rus-
sian Globalnaya Navigazionnaya Sputnikovaya Sistema (GLONASS), Galileo from
the European Union and China’s Beidou). In ideal conditions, the radio signal from
the satellite to the receiver would travel without interference. In reality, this signal is
affected by the Earth’s atmosphere. It also possibly reaches the receiver via multi-
ple paths, due to reflections from objects on the Earth’s surface. To cope with these
problems, GNSS solutions can be augmented by a correction system, becoming a
Differential Global Navigation Satellite System (DGNSS).
Although the state-of-the-art DGNSS receivers can achieve sub-centimeter ac-
curacy in nominal conditions, deployments in increasingly harsher environments
such as forests bring new challenges. Contrary to buildings, trees do not reflect
the signals, and therefore the multi-path error (called urban-canyon effect) is less
prominent (see Figure 1). Instead, trees tend to gradually absorb the signals coming
from satellites [2]. Importantly, this attenuation of signals may render some satel-
lites unusable by the receiver [3]. In such conditions, GNSS receivers may not be as
precise [4], even with the correction systems [5]. There is therefore a strong need to
be able to predict the impact of the environment on these signals, in order to assert
the ability to localize.
One way to quantify the quality of a satellite signal is through its Signal to Noise
Ratio (SNR). Research so far has focused mainly on means to either estimate the
effect of the environment on the SNR for individual satellite, or to determine the
effect on the positioning as a whole. In this paper, we propose a model that can
predict the visibility of a GNSS constellation in complex environments such as a
highly dense forest with high absorption and urban canyons with high occlusion by
buildings. To achieve this prediction, our model takes into account the geometry
of both the satellite constellation and the environment. In particular, our approach
is able to leverage local shape and density of 3D point clouds to determine which
mechanism (occlusion vs. absorption) is more likely, for a given satellite.
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Fig. 1: Side view of a complex en-
vironment with a building on the
left and trees on the right. A GNSS
receiver is in the middle, trying to
capture satellite information. Sig-
nals from GNSS interact differently
with the environment, depending on
the structure in play.
2 Related work
Several ways of estimating the impact of the environment on disrupting the satel-
lite signal of GNSS has been proposed in the literature. One related line of work
investigates the impact of non-absorbing obstacles such as buildings on GNSS sig-
nals. Taylor et al. [6] explicitly modeled the environment in 3D for the purpose
of determining the availability of GNSS signals through line-of-sight. Geographic
Information System (GIS) techniques (i.e., a combination of photogrammetry and
lidar-based elevation mapping) were used to create polygonal models of buildings.
Similarly, the work of Zhang and Hsu [7] shows how to use a 3D model of an urban
canyon (provided by the Google Earth application) to determine the pseudo-range
error caused by the multi-path signal reception. The same 3D model was also used
to determine the distribution of the positioning error in a given area. The knowledge
of the pseudo-range error in urban canyons allows correction of the GNSS position-
ing as presented in [8]. Their approach achieves reduction of the positioning error
from 9.2 to 5.2 m, using 3D models based on publicly available GIS data. In [9], re-
flected satellite signals are interpreted as new satellites which add new information
to the problem. This approach was tested at a wind tunnel intake whose front wall
acted as a perfect reflector due to a safety wire mesh.
These methods [6, 7, 8, 9] assume that a precise 3D model of the environment,
typically constructed from GIS data, is available beforehand. Moreover, they tar-
get exclusively urban canyons, which is too restrictive for some industries, such as
forestry. Another line of work studied the impact of signal attenuation from absorp-
tion, with a special attention to trees. For instance, Wright et al. [10] has shown
that one can use the absorption coefficient index and the elevation map of a for-
est to estimate the effect of the vegetation on SNR signals. An extension of this
work employed sky-oriented photos as a mean of estimating canopy closure in pine
forests [11]. This method only estimates the signal loss, but cannot determine how
many satellites would be viable. Therefore, it is not well suited for satellite visibil-
ity prediction. Similarly, Holden et al. [12] established a relationship between the
fragmentation of sky pictures and the accuracy of the positioning. However, this
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method focused on tree canopy using stationary analysis without modeling the ef-
fect of structures such has buildings. It also only used photos to determine obstacles.
In our work, we extend this approach by explicitly modeling the effect of structures
that exhibit a masking effect, from their uniform flat surfaces.
While some methods estimate the pseudo-range error from an a priori 3D model
of the environment, others exploit 3D point clouds to determine whether or not a
given satellite signal is reachable by the GNSS receiver [13]. The line-of-sight be-
tween the satellites and the receiver is then simply determined by using a ray tracing
algorithm. By identifying these satellites, the authors were capable of estimating of-
fline a more realistic confidence on the positioning. This method, however, exhibits
problems with large trees since they do not necessarily block the signals entirely,
but rather may absorb some of it. Therefore, simply removing a satellite because of
tree occlusions makes their model under estimate the positioning confidence. Chen
et al. [14] proposed to use a 3D point cloud to generate a binary mask of the sky
to remove occluded satellites. A similar method [15] has been used in an urban en-
vironment, using infrared images taken at night, to estimate satellite masking from
buildings. Again, if a satellite lays behind any obstacle (building or tree), it is en-
tirely masked. This binary approach is not well suited for the highly dense forest
environment. Indeed, most of the satellites would be deemed as masked, given the
fact that the majority of the sky is occluded by the canopy. Our approach is similar
to the last two, but also take into consideration the type of structures affecting the
occluded satellites. More precisely, we take into account that trees do not block the
signal completely, but rather decrease their SNR.
3 Theory
Our goal is to predict how the environment influences the ability of a GNSS receiver
to localize itself. More precisely, we look at modeling the environment’s interaction
with the signal of each satellite, from the ground receiver perspective. To this effect,
we leverage GNSS constellation configuration information and a representation of
the environment, namely a large 3D point cloud map of an area of interest, to predict
an effective number of satellites available for localization.
3.1 Processing GNSS information
Ground receivers produce information, in the form of sentences, under the format of
National Marine Electronics Association (NMEA). We use three specific sentences
to understand the effect of the environment on the receiver: (1) RMC for the estimated
position of the receiver, (2) GST for statistics on the positioning of the receiver,
and (3) GSV for information on individual satellite. From the GST sentence, one
can extract a positioning metric called Dilution Of Precision (DOP). This metric
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is a unitless indicator of the confidence the receiver has in a positioning output.
For example, a DOP of 1 is considered as ideal, but one higher than 20 signifies
poor positioning accuracy. With the GSV sentence, one obtains a satellite’s position
in the sky (elevation and longitude) as well as its SNR. A good SNR would be
around 45 dB, while a bad one would be around 30 dB. This information allows an
understanding of what is happening to the signals, particularly when measuring how
different environment are impacting it. To make sure we get a good positioning, the
mobile receiver is corrected by a reference station. The correction comes from using
Real Time Kinematic (RTK), a reference station measures errors, and that station,
then transmits corrections to the mobile receiver. We get the satellite constellation
from the reference station used for the RTK correction.
In our model, we represent a satellite constellation as a Gaussian mixture model,
with one Gaussian per satellite. Its mean represents the position of a satellite, while
its variance σ captures the effect of the GNSS act as a radio wave source. We further
process this representation as a discretized hemispherical projection of the sky S,
with each cell si j having a resolution of e× l (i.e., division on longitude and eleva-
tion). Given that Gaussians are used, this sky maps has the property that summing
all cells si j ∈ S gives the total number of satellites v that are visible at this time and
place. An example of such hemispherical projection S, and the variation of visible
satellites along a trajectory can be seen in the Figure 2.
SNR [dB]nb. satellitesweights
TrajectorySky map Mobile antenna
Fig. 2: Different uncertainty information accessible through NMEA sentences. Left: individual
satellite positions from a reference antenna installed in an open area and used as reference to build
the sky map S. Middle: trajectory of a moving receiver passing from open sky to a forest, size and
color coded with the number of visible satellites at each position. The large variation of the latter
is the justification for our approach. Right: individual satellite position with larger dot representing
higher SNR for a single position of the moving receiver.
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3.2 Processing 3D Points
The second source of information comes from a dense 3D representation of the envi-
ronment in the form of a map M, generated offline. One issue with mobile Lidars is
that they produce an uneven distribution of points when registered together to form
such a 3D map. To mitigate this, we used an octree to produce a uniform distribution
of points by keeping a single point per bounding box of dbox wide. Since the envi-
ronment can either absorb (e.g., forest) or block (e.g., buildings) signals our model
has to treat these sources of obstruction differently. We rely on the shape of the dis-
tribution of neighbouring points to determine if a given obstacle is most susceptible
to cause absorption or occlusion. More precisely, for each point, we compute the co-
variance of its knn nearest neighbours. If the distance between a tested point and the
mean µnn of its surrounding points is greater than dnn, this point is on a corner or at
the periphery of the map. We consider that for these points, the covariance compu-
tation is invalid, and they are thus removed. For the remaining valid covariances, we
then sort their eigenvalues λi, with λ1 < λ2 < λ3. By analyzing their relative ratios,
we defined local features that try to capture the level of ‘unstructureness’ u ∈ [0,1],
‘structureness’ s ∈ [0,1], and the spherical level δ ∈ [−1,1] of each point. These
features are defined as:
u=
λ1
λ3
, s=
λ2
λ3
 λ2−λ1√
(λ 22 +λ
2
1 )
 , and δ = u− s. (1)
We can observe from Equation 1 that, as λ1 approaches λ3, the value of u will be
close to one. This will be the case, for spherical distributions, typical of objects
present in unstructured environments. A geometrical interpretation is less straight-
forward for s. When looking at the first ratio for s, as λ2 is approaching λ3, the
covariance tend to assume a circular shape, while the second ratio will tend to one
if λ1 is a lot smaller than λ2 (i.e., a flat shape). If the local geometry is close to a
line, then both u and s will be near zero. By subtracting these two values, we can
represent the spherical level on one axis δ with values close to minus one being
plans, around zero being edges, and close to one being a diffuse sphere. Figure 4
(left) shows an example of the spherical level δ in an environment with buildings
and trees.
3.3 Predicting the number of satellites
For a given point on the ground and its normal vector n, we compute the estimated
number vˆ of visible satellites. To do so, we developed a hemispherical and dis-
cretized reduction model P of the sky perceived by a receiver at this pose, aligned
with the normal n. It is built with the same resolution as our satellite map S. For
each cell pi j ∈ P , two statistics are extracted from the 3D points of the map M
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falling into its angular bounding box. The first one, δmed, is the median value of the
δ ’s computed with Equation 1, for all the points within this cell. This variable δmed
tries to capture the type of interaction (occluding vs. absorbing) a satellite signal
would experience, when passing through this cell and towards the receiver. The sec-
ond statistic is the number m of points in this cell. This number is independent of the
lidar scanning density, due to the voxel filtering described in Section 3.2. We pro-
pose to model the signal reduction p(·)∈ [0,1] as a function that transition smoothly
from occlusion to absorption:
p(δmed,m) =
(
1+ exp
(−α(δmed−β )))−1︸ ︷︷ ︸
from occlusion to absorption
exp(−γm)︸ ︷︷ ︸
absorption model
. (2)
The parameter α controls the slope of the transition, β ∈ [−1,1] the position of the
transition, and γ is the absorbance. For cells containing mostly occluding obstacles
(such as in structured environments), δmed is generally around -1 and the first term
(sigmoid function) will be near 0. This captures the fact that when going through
highly structured obstacles, the GNSS signal is fully absorbed, i.e. p→ 0. For dif-
fused obstacles, δmed ≈ 1, and the first term will be close to 1. Consequently, the
signal is reduced following an exponential decay function, based on the number of
points in a cell m (i.e. p would be approximately equal to exp(−γm), the absorption
model). To let the signal go through when there are very few points, a binary mask
B is applied. Each cell bi j ∈ B equals 1 if the number of points m is lower than
mocc, and 0 otherwise. By comparison, the solution proposed by Maier and Kleiner
[13] is equivalent to masking a cell if the number of points m is larger than 0. Fig-
ure 3 gives a visual intuition of how p(·) is computed for two different types of
environment. Finally, we multiply our satellite representation S with the maximum
of our reduction model P and our binary mask B and sum over all cells to predict
the number of satellites viewed vˆ following
vˆ=∑
i
∑
j
si j max(pi j,bi j) , with vˆ≤ v. (3)
3.4 Extrapolation to Any Position on the Ground
As a last processing step, we want to predict the number of satellites for all potential
places in a map M where a virtual receiver could stand. Figure 4 (right) shows an
example of the segmentation of the potential positions (i.e. the ground). For each
point, the spherical level δ and its eigenvector associated to λ1 (i.e., the surface nor-
mal vector n) is used to segment the ground following the constrains δ < δground
and arccos(nz) < ε . Because the ground is not always flat, we use the surface nor-
mal n to position the virtual receiver at the proper angle and height. This step is
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Fig. 3: Example of signal reduction. Top row: a structured environment with a building
covering part of the sky. Bottom row: an unstructured environment from a path in a forest.
In the point cloud, the points have been colored with their spherical level value δ to
show the difference between structured and unstructured environment. Those values are
reflected in the spherical level histogram and have an effect on the signal reduction.
important to properly control the field of view of the virtual receiver in situations
where a robot is heavily tilted and the antenna would point toward obstacles.
ground angle [deg]0 15spherical level-1 1
Fig. 4: Different information extracted from the geometry of a point cloud for the absorption model
and the ground segmentation. Left: side view of a map with color representing the level of structure.
Right: from the points strongly defined as structured, a subset of points with surface normal vector
pointing upward are labeled as the ground.
4 Experimental Setup and Methodology
To test and validate our prediction model, we designed a mobile data collection
platform composed of an IMU, a 3D lidar, along with a mobile and a fixed GNSS
Predicting GNSS satellite visibility from dense point clouds 9
antennas. The IMU, an Xsens Mti-30, was used for the map M generation and the
state estimation. The lidar, a Robosense RS-LiDAR-16, was mounted with a tilt an-
gle of 27◦ to ensure that we can capture vertical structures as high as possible. This
was necessary to properly generate a view of the environment above the antenna via
the map M . Our algorithm is independent of the mapping and localization sensors
used, as long as accurate and dense 3D maps can be produced from them. Both
GNSS antennas are model Emlid Reach RS+, and coupled together to provide an
RTK solution. We used the default factory settings for which the receiver units ig-
nored satellites beneath an elevation of 15◦ above the horizon or having an SNR
lower than 35 dB. The mobile receiver was placed one meter above the platform
to prevent obstructions from the platform itself. As for the static receiver, it was
mounted on a tripod and placed at a location having an open view of the sky. All
the mobile sensors were connected to a computer inside a Pelican case. This water-
proof case protected the electronics, while serving as a mechanical mount to hold the
sensors. This rugged and compact platform, thus allowed for field deployments in
harsh winter conditions. It also allowed for various means of transport, as displayed
in Figure 5, depending on terrain complexity.
GNSS Receiver
Lidar
Fig. 5: Left: Rack mounted on a small robot for easy terrain (e.g. parking lot, sidewalks). Middle:
Rack pulled by a snowmobile for maps on harden snow. Right: In last resort, the rack could be
pulled by humans, which has proven to be useful on narrow/dense paths in the forest.
Five data gathering campaigns, as shown in Figure 6, were conducted on the
campus Laval University and its remote research forest, the Montmorency Forest.
All environments involved in the experiments were covered by a thick layer of snow
and targeted variable numbers of satellites, from zero to 20. Some of the trajecto-
ries, namely Parking and Courtyard, are within well-structured environments.
Both of these trajectories passed under covered porches to reach interior courtyards,
creating situations where few satellites are visible. Another trajectory, Mixed, ex-
plored an unstructured environment. It started in an open field with sparse large
trees on each side of a path and eventually traversed a deciduous forest, which is
sparse during the winter with all the leaves being felt. Finally, the last trajectory
Garage-1 was in the Montmorency Forest circling around small storage build-
ings. The surrounding area was a coniferous forest, which stays very dense during
winter. We adjusted our parameters based on Garage-1, Mixed, Parking and
Courtyard. We used Garage-2 as our validation dataset by going back 4 weeks
later for another trajectory in the same area so the satellite constellations would be
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different. Finally, to support a better reproducibility of our results, we list all of
the parameters used during our experiments in Table 1. All maps and trajectories
depictions follow the East North Up (ENU) geographical coordinate system.
Fig. 6: Overview of all trajectories
used during our experiments, all
of them in Quebec, Canada. Left:
three trajectories on the campus of
Laval University. Right: two tra-
jectories in the Montmorency For-
est. The dashed line being the
validation trajectory Garage-2.
c©OpenStreetMap contributors.
MixedParking
Courtyard 100 m
Garage
30 m
Table 1: List of parameters used for our results.
Description Parameter Experimental value
Variance on satellite angular positions σ 12.5◦
Octree bounding box size dbox 0.1 m
Number of nearest neighbours knn 50
Maximum offset from the mean nearest neighbours dnn 0.25 m
Maximum structured value for the ground δground -0.6
Maximum angle for ground classification ε 10◦
Resolution of the angular histogram e× l 7.5◦ × 9◦
Minimum number of points for occupancy mocc 5
reduction model α,β ,γ 4,0.25,10-10
5 Results
First, we evaluated the capacity for our reduction model p(·) to adapt from struc-
tured to unstructured environments, by looking at specific trajectories and com-
paring with the current literature. Then, we investigated the stability of our model
through four datasets. Finally, we validated our extrapolation of the number of satel-
lites on all points from the ground with a separate dataset.
5.1 Adaptability to the Environment Geometry
As a baseline, we used a binary removal of the satellites as in Maier and Kleiner
[13]. This baseline was chosen because it also employs point clouds for satellite
Predicting GNSS satellite visibility from dense point clouds 11
occlusion prediction. By comparing the Mixed, Parking and the Garage-1 for
the Montmorency Forest, we determined that our model performed best in dense
environments. From Figure 7 (left), we can clearly see that for areas covered by
trees (the green region), our model can predict the number of visible satellites, while
the forest caused too much obstruction for the binary removal to be effective. This
is why an absorption model is appropriate for highly dense forest environment. The
blue zones in (right), corresponding to coverage by buildings, demonstrates that our
approach can cope also with this kind of occlusion.
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Fig. 7: Number of satellites actually perceived (red line) compared to our model (black line) and
the model of Maier and Kleiner [13] (dashed black line). The red shaded area corresponds the
standard deviation from an averaging window of 5 m Left: trajectory from Mixed passing through
highly dense forest that covers the sky. Right: trajectory from Parking passing through structured
environment that blocks signals.
5.2 Stability Through Different Environments
To further illustrate the ability of our model in Equation 2 to cope with a wide variety
of environments, we show the relationship between the actual and predicted num-
ber vˆ of visible satellites. The predictions are for the four trajectories Garage-1,
Mixed, Parking and Courtyard that were used to identify the parameters α , β
and γ . The plot in Figure 8 shows that our model is indeed able to predict the num-
ber of visible satellites with a reasonable error, for all four trajectories. Moreover, it
is able to cope with a large range of satellite visibility (0-20).
5.3 Validation of the Predicted Coverage
Since Garage-2 is the same environment, the performance of our model should
be similar. The Figure 9 shows the predicted number vˆ of visible satellite, along the
trajectory. Just like the previous ones, our model tends to underestimate the number
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Fig. 8: Relation between satellite visibility
and the number of satellites seen. Each of
the trajectories has been weighted by the
number of points and from that we fitted
a polynomial equation. This equation (cyan
line) is compared with a 1:1 black line. The
cyan area is the mean squared error from the
fitting. Since the number of satellites has an
influence on the DOP [16], the model can
help determine the confidence in the posi-
tioning output.
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of visible satellites. Again, the model of Maier and Kleiner [13] performs worse
than ours, with a much more significant underestimation.
Fig. 9: Left: Validation
trajectory performance
with the areas with
power-lines in gray.
Right: Point cloud with
view of the power-lines
that are identified as
structured points.
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Given our model, a query time and a 3D map, we can now predict ahead of
time what would be the positions for a GNSS receiver. Such a visibility map Mv is
depicted in Figure 10. By changing the orientation of the satellites in the sky, we
can see the effect it has on the map Mv. We can see that in certain areas, such as
near buildings or trees, the number of expected visible satellites is reduced. This
visibility map Mv could be given to a path planning algorithm that minimizes the
probability of getting lost [17].
Fig. 10: Predicted
coverage on the
ground plane. Left:
Mv with satellite
signal from around
the north east. Right:
Mv with satellite
signal from around
the south west.
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5.4 Histogram resolution on occupancy
One encountered difficulty is that a planar surface may not produce as many points
as a tree would. Because of this, the histogram bins contain fewer values to work
with and so the precision decreases as shown in Figure 11. If the resolution is too
high, some parts of the map may be classified as unoccupied in the binary mask B
(e.g., a wall of a building which is not dense enough). The signal is then incorrectly
let through by the model.
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E
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S
1 1 0 1 0 1
Fig. 11: Effect of the resolution on
the binary mask B. Left: point
cloud of a roof and a pillar. Middle:
Occupancy histogram with a resolu-
tion of 7.5◦ × 9◦. Right: Occupancy
histogram with a resolution of 3.75◦
× 4.5◦.
A possible solution to this problem is reducing the size dbox of the bounding box
of the octree filter or using ray tracing handling octree directly. This adjustment
would increase the amount of points avoiding the original cause of the problem.
6 Conclusion
In this paper, we proposed a new model for estimating the number of visible GNSS
satellites, using a 3D point cloud map and future satellite constellation informa-
tion. Our model takes into account both absorbing (e.g. trees) and occluding (e.g.
building) structures, by only relying on the distribution and density of the 3D map
points. We also designed a flexible data gathering platform that is able to function
in harsh Canadian winters. To estimate and validate parameters of the model, we
moved our platform along several trajectories in diverse environments that featured
dense forests and high buildings. Contrary to a pure masking approach based on
the line-of-sight, our model was able to successfully predict the number of visible
satellites in all these environments. The prediction can thus be useful for trajec-
tory planning algorithms which rely on localization precision—the number of viable
satellites influences the DOP. Future work includes explicit DOP prediction based
on the geometry of the remaining satellites and their individual predicted SNR.
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