Abstract. In this paper, we study the control system associated with the incompressible 3D Euler system. We show that the velocity field and pressure of the fluid are exactly controllable in projections by the same finite-dimensional control. Moreover, the velocity is approximately controllable. We also prove that 3D Euler system is not exactly controllable by a finite-dimensional external force.
Introduction
Let us consider the controlled incompressible 3D Euler system: u + u, ∇ u + ∇p = h + η, div u = 0, (1.1) u(0, x) = u 0 (x).
( 1.2) where u = (u 1 , u 2 , u 3 ) and p are unknown velocity field and pressure of the fluid, h is a given function, u 0 is an initial condition, η is the control taking values in a finite-dimensional space E, and
We assume that space variable x = (x 1 , x 2 , x 3 ) belongs to the 3D torus T 3 = R 3 /2πZ 3 . The question of global well-posedness of 3D Euler system continues to be one of the most challenging problems of fluid mechanics. However, the local existence of solutions is well known (e.g., see [15, 16] ). Moreover, Beale, Kato and A. Majda [3] proved that under the condition In this paper, we show that for an appropriate choice of E, the problem is exactly controllable in projections, i.e., for any finite-dimensional subspaces F, G ⊂ H k and for anyû ∈ F,p ∈ G there is an E-valued control η such that problem (1.1), (1.2) has a solution (u, p) on [0, T ] whose projection onto F × G coincides with (û,p) at time T . We also prove that the velocity u is approximately controllable, i.e., u(T ) is arbitrarily close toû. From Eq. (1.1) it follows that the pressure can be expressed in terms of the velocity, so we can not expect to control approximately the pressure and the velocity simultaneously. The proofs of these results are based on a development of some ideas from [1, 2, 12, 13] .
Let us mention some earlier results on the controllability of the Euler and Navier-Stokes systems. The exact controllability of Euler and Navier-Stokes systems with control supported by a given domain was studied by Coron [5] , Fursikov and Imanuvilov [8] , Glass [9] , and Fernández-Cara et al. [7] . Agrachev and Sarychev [1, 2] were first to study controllability properties of some PDE's of fluid dynamics by finite-dimensional external force. They proved the controllability of 2D Navier-Stokes and 2D Euler equations. Rodrigues [11] used Agrachev-Sarychev method to prove controllability of 2D Navier-Stokes equation on the rectangle with Lions boundary condition. Later Shirikyan [13] generalized this method to the case of not well-posed equations. In particular, the controllability of 3D Navier-Stokes equation is proved.
Notice that the above papers concern the problem of controllability of the velocity. In this paper, we first develop the ideas of these works to get the controllability of the velocity of 3D Euler system. One of the main difficulties comes from the fact that the resolving operator of the system is not Lipschitz continues in the phase space. We next deduce the controllability of the pressure from that of the velocity with the help of an appropriate correction of the control function.
We also treat the question of exact controllability of 3D Euler equation. In [14] , Shirikyan shows that the set of attainability A T (u 0 ) of 2D Euler equation from initial data u 0 ∈ C s at time T > 0 cannot contain a ball of C s . We show that the ideas of [14] can be generalized to prove that the set A(u 0 ) = ∪ T A T (u 0 ) also does not contain a ball in 3D case. In particular, 3D Euler equation is not exactly controllable.
The paper is organized as follows. In Section 2, we give a perturbative result for 3D Euler system. In Sections 3 and 4, we formulate the main results of this paper, which are proved in Sections 5 and 6. Section 7 is devoted to the problem of exact controllability.
Notation. We set
Let us denote by Π the orthogonal projection onto H in L 2 . Let H k be the space of vector functions u = (u 1 , u 2 , u 3 ) with components in the Sobolev space of order k, and let · k be the corresponding norm. Define H
and X be a Banach space endowed with the norm · X .
The space of continuous functions u : J T → X is denoted by C(J T , X).
Perturbative result on solvability of the 3D Euler system
Let us consider the Cauchy problem for Euler system on the 3D torus:
System (2.1), (2.2) is equivalent to the problem (see [15, Chapter 17 
where v = Πu, B(a, b) = Π{ a, ∇ b} and B(a) = B(a, a). We shall need the following standard estimates for the bilinear form B:
for any a ∈ H k σ and b ∈ H k+1 σ (see [4] ). Let us consider the probleṁ
(2.6) Theorem 2.1. Let T > 0 and k ≥ 4. Suppose that for some functions
) and g ∈ L 1 (J T , H k σ ) problem (2.5), (2.6) with u 0 = v 0 , ζ = ξ and f = g has a solution v ∈ C(J T , H k σ ). Then there are positive constants δ and C depending only on the quantity
such that the following statements hold.
then problem (2.5), (2.6) has a unique solution u ∈ C(J T , H k σ ).
(ii) Let
be the operator that takes each triple (u 0 , ζ, f ) satisfying (2.7) to the solution u of (2.5), (2.6). Then
, and let R t be the restriction of R to the time t. Then R · is Lipschitz-continuous in time, i.e.,
Proof. We seek a solution of (2.5), (2.6) in the form u = v +w. Substituting this into (2.5), (2.6) and performing some transformations, we obtain the following problem for w:
where w 0 = u 0 − v 0 , η = ζ − ξ and q = f − g. By bilinearity of B, (2.8) is equivalent to the equatioṅ 10) whereB(u, v) = B(u, v) + B(v, u). It follows from (2.7) that we can choose δ > 0 such that the right-hand side of (2.10) and initial data w 0 are small in
) and H k−1 σ , respectively. Hence, by the standard theorem of existence (see [15] , [16] ), system (2.10), (2.9) has a unique solution w ∈ C(J T , H
and (2.11), the BealeKato-Majda theorem (see [3] 
To prove (ii), let us get an a priori estimate for w. Multiplying (2.10) by L k−1 w and using (2.3), (2.4), we obtain
Integrating (2.12), we obtain
where
Dividing (2.13) by w C(Jt,H k−1 ) and using the Gronwall inequality, we get
Another application of Gronwall inequality gives that
We can choose δ > 0 such that
From the definition of A 1 and (2.14) we deduce that
Statement (ii) is a straightforward consequence of (2.15). Let us prove (iii). Integrating (2.5) over (s, t) and using (2.3), we get
This completes the proof of Theorem 2.1.
Controllability of the velocity
Let us consider the controlled Euler system:
) and u 0 ∈ H k σ are given functions, and η is the control taking values in a finite-dimensional subspace
To simplify the notation, we write
is an arbitrary vector space.
Definition 3.1. Eq. (3.1) with η ∈ X is said to be controllable at time T if for any ε > 0, for any finite-dimensional subspace F ⊂ H k σ , for any projection
Let us recall some notation introduced in [1] , [2] and [12] . For any finitedimensional subspace E ⊂ H k+2 σ , we denote by F (E) the largest vector space F ⊂ H k+2 σ such that for any η 1 ∈ F there are vectors η, ζ 1 , . . . , ζ n ∈ E and positive constants α 1 , . . . , α n satisfying the relation
The space F (E) is well defined. Indeed, as E is a finite-dimensional subspace and B is a bilinear operator, then F (E) is contained in a finite-dimensional space. It is easy to see that if subspaces G 1 and G 2 satisfy (3.3), then so does
We define E k by the rule
The following theorem is the main result of this section. It is shown in [12] that if
We emphasise for what follows that the space E does not depend on the choice of the basis {l(m), l(−m)}.
The proof of Theorem 3.2 is based on the uniform approximate controllability of the Euler system. Definition 3.4. Eq. (3.1) with η ∈ X is said to be uniformly approximately controllable at time T if for any ε > 0, any u 0 ∈ H k σ and any compact set
there is a continuous function Ψ : K → Θ(h, u 0 ) ∩ X such that (3.6) holds, then Eq. (3.1) with η ∈ X is uniformly approximately controllable at time T .
Proof. For any compact set K ⊂ H k σ there is a small constant δ > 0 such that
As
, by assumption, there is a continuous mapping Ψ :
Therefore the continuous mapping Φ :
The following lemma shows that the uniform approximate controllability is stronger than controllability. Lemma 3.6. If Eq. (3.1) with η ∈ X is uniformly approximately controllable at time T , then it is also controllable. Proof. Suppose F ⊂ H k σ is a finite-dimensional subspace and P F is a projection onto F , u 0 ∈ H k σ andû ∈ F . Let B F (R) be the closed ball in F of radius R centred at origin with R > M ε, where M is the norm of P F and ε > 0 is an arbitrary constant. Since B F (R) is a compact subset of H k σ , there is a continuous mapping Ψ :
Fixing v ∈ B F (R − M ε) and applying the Brouwer theorem to the mapping
Letû ∈ F . By (3.8), for sufficiently large R there is a function u 1 ∈ B F (R) such that
Using (3.7) and (3.9), we obtain
Since ε > 0 was arbitrary, this completes the proof.
Lemma 3.6 implies that Theorem 3.2 is an immediate consequence of the following result, which will be proved in Sections 5 and 6.
is a finite-dimensional subspace such that E ∞ is dense in H k σ , then Eq. (3.1) with η ∈ C ∞ (J T , E) is uniformly approximately controllable at any time T .
Controllability of finite-dimensional projections of the velocity and pressure
In this section, we are interested in controllability properties of pressure in Euler system. We consider the problem (1.1), (1.2). If u ∈ C(J T , H k ) is a solution of (3.1), (3.2), then (u, p) will be the solution of (1.1), (1.2), where
Here the function p is defined up to the an additive constant and ∆ −1 is the inverse of ∆ :
. In what fallows we normalise p by the condition that its mean value on T 3 is zero. Denote by (R(u 0 , η), P(u 0 , η)) the solution of (1.1), (1.2) and by (R t (u 0 , η), P t (u 0 , η)) its restriction to the time t. Eq. (4.1) implies that (1.1), (1.2) is not approximately controllable, so we will be interested in exact controllability in projections.
is exactly controllable in projections at any time T > 0.
Proof. To simplify the proof, we shall assume that h = 0. The proof remains literally the same in the case h = 0. An argument similar to that used in the proof of Lemma 3.6 shows that it suffices to establish the following property: for any compact set K ⊂ H k σ × H k and for any constant ε > 0 there is a continuous function Ψ :
We introduce the spaces
where the functions c n , s n are defined in (3.4), (3.5) . By an approximation argument, it suffices to construct Ψ for any compact set K ⊂ F m × G m . For an integer m ≥ 1, we introduce the symmetric quadratic form
and set A(u) = A(u, u). Clearly, we have the following inequality
where u, v ∈ H k σ and C is constant depending on u k + v k . Eq. (4.1) implies
We admit for the moment the following lemma. By Theorem 3.7, there is a continuous mapping Ψ such that
where v satisfies (4.4). From (4.2), (4.3) and (4.4), we have
This completes the proof of Theorem 4.2.
Proof of Lemma 4.3. It is easy to see that (4.4) is equivalent to
For all n ∈ Z 3 * , |n| ≤ m let us take {k 
where m(n) ∈ Z 3 * is not parallel to n and |m(n)| = m. It is easy to see that {k j n } satisfy (a) − (c). We seek v in the form
Substituting this expression of v into (4.5) and using the construction of k i n , we obtain
On the other hand,
where l j (k 
Hence, there are constants
continuously depending on C n , and therefore on (û,p), such that
In the same way, we can choose
Thus we have (4.4).
Proof of Theorem 3.7
Let us fix a constant ε > 0, an initial point
. Eq. (3.1) with η ∈ X is said to be uniformly (ε, u 0 , K)-controllable at time T > 0 if there is a continuous mapping
where Θ(h, u 0 ) ∩ X is endowed with the norm of L 1 (J T , H k σ ). Theorem 3.7 is deduced from the following result, which is established in next section. 
Proof of Theorem 3.7. We first prove that there is an integer N ≥ 1 depending only on ε, u 0 and K such that Eq. (3.1) with η ∈ C(J T , E N ) is uniformly (ε, u 0 , K)-controllable at time T . Let us define a continuous operator defined on
It is easy to see that u µ,δ satisfies Eq. (3.1) with
As K is a compact set in H k σ , we have
By Theorem 2.1, we can chose N , µ and δ such that
We note that the mapping
. Hence Eq. (3.1) is uniformly (ε, u 0 , K)-controllable with η ∈ C(J T , E N ). Applying N times Theorem 5.1, we complete the proof of Theorem 3.7.
Proof of Theorem 5.1
The proof of Theorem 5.1 is inspired by ideas from [1, 2, 12, 13] . Let us consider the following control system:u
where η, ζ are E-valued controls. LetΘ(u 0 , h) be the set of pairs
) for which problem (6.1), (3.2) has a unique solution in
) is said to be uniformly (ε, u 0 , K)-controllable if there is a continuous mappinĝ
whereΘ(h, u 0 ) ∩X is endowed with the norm of
). We claim that, when proving Theorem 5.1, it suffices to assume u 0 ∈ H k+2 σ . Suppose that for any v 0 ∈ H k+2 σ and for any continuous mapping Φ :
Let us show that for any u 0 ∈ H k σ and for any continuous mapping Ψ :
By our assumption, as v 0 ∈ H k+2 σ , there is a continuous mappinĝ
By Theorem 2.1, we have
where C is a constant not depending on ε. Choosing v 0 sufficiently close to u 0 and using inequalities (6.3), (6.4) and (6.5), we get
From now on, we assume that u 0 ∈ H k+2 σ . In this case, Theorem 5.1 is deduced from the following two propositions. Proposition 6.1. Eq. (3.1) with η ∈ C ∞ (J T , E) is uniformly (ε, u 0 , K)-controllable if and only if so is Eq. (6.1) with (η, ζ) ∈ C ∞ (J T , E × E).
Proof of Proposition 6.1. We show that if (6.1) with (η, ζ) ∈ C ∞ (J T , E × E) is uniformly (ε, u 0 , K)-controllable, then so is (3.1) with η ∈ C ∞ (J T , E). Let
be such thatε
) is continuous and
By Theorem 2.1, for sufficiently large n we have
Using the fact that ζ n (T ) = 0, (6.7) and (6.6), we derive
which completes the proof of Proposition 6.1.
Proof of Proposition 6.2. By Proposition 6.1 and the fact E ⊂ E 1 , if Eq. (6.1) is uniformly (ε, u 0 , K)-controllable, then so is Eq. (3.1) with η ∈ C ∞ (J T , E 1 ). We need to prove the converse assertion. We assume that there is a continuous mapping
We approximate R T (u 0 , Ψ 1 (û)) by a solution u(t,û) of problem (6.1), (3.2) with some η(t,û), ζ(t,û) ∈ C ∞ (J T , E) such that (η(t,û), ζ(t,û)) depends continuously onû ∈ K.
Step 1. We first approximate Ψ 1 (û) by a family of piecewise constant controls. Let us introduce a finite set A = {η l 1 ∈ E 1 , l = 1, . . . , m}. For any integer s, we denote by P s (J T , A) the set of functions
where ϕ l are non-negative functions such that m l=1 ϕ l (t) = 1,
and I r,s is the indicator function of the interval [t r , t r+1 ) with t r = rT /s.
We define a metric in P s (J T , A) by
where {ϕ l } and {ψ l } are the functions corresponding to η 1 and ζ 1 , respectively. We shall need the following lemmas, which are proved at the end of this section.
be a finite-dimensional space and E 1 = F (E). Then for any η 1 ∈ E 1 there are vectors ζ 1 , . . . , ζ p , η ∈ E and positive constants λ 1 , . . . , λ p whose sum is equal to 1 such that
Let Ψ s be the function constructed in Lemma 6.3:
As η l 1 ∈ E 1 , by Lemma 6.4, there are vectors ζ l,1 , . . . , ζ l,p , η l ∈ E and positive constants λ l,1 , . . . , λ l,p whose sum is equal to 1 such that
It follow from (6.8) that u 1 satisfies the equatioṅ
We can rewrite Eq. (6.9) in the forṁ
for some non-negative functions d i,r ∈ C(K).
Step 2. We approximate u 1 by a solution of problem (6.1), (3.2). First we assume s = 1. In this case (6.10) becomeṡ
where d 0 (û) = 0. Eq. (6.11) is equivalent to the equatioṅ
Let us define
Then v n = u 1 − Kf n is a solution of the probleṁ
Suppose we have shown that
There is an integer n 0 ≥ 1 such that if n ≥ n 0
Then the operator
To finish the proof of Proposition 6.2 in the case s = 1, it suffices to prove (6.13). Suppose we have shown that
(6.14)
To prove (6.13), by the Arzelà-Ascoli theorem, it suffices to show that the family {û → Kf n (·,û)} is uniformly equicontinuous from K to C(J T , H k+1 σ
). By (6.12), it suffices to show that so isû
). The definition of ζ n implies
The uniform continuity of d i over K gives us the required result.
Step 3. To complete the proof of Proposition 6.2 in the case s = 1, it remains to prove (6.14). If we show that for any piecewise constant H k+2 σ -valued function u 1 on J T , the sequence {Kf n } converges to zero in the space C(J T , H k+1 σ ), then an approximation argument shows (6.14) for any u 1 ∈ C(J T , H k+2 σ ). The family {Kf n } is relatively compact in the space C(J T , H k+1 σ ) for any piecewise constant function u 1 . Indeed, the set f n (t), t ∈ J T is contained in a finite subset of H k+1 σ not depending on n. Thus, there is a compact set G ⊂ H k+1 σ such that Kf n (t) ∈ G for all t ∈ J T , n ≥ 1.
the family {Kf n } is uniformly equicontinuous on J T . Thus, by the Arzelà-Ascoli theorem, {Kf n } is relatively compact. Therefore convergence (6.14) will be established if we show that
for any t ∈ J T . (6.15)
To prove (6.15), we first assume that u(t) = b ∈ H k+2 σ for all t ∈ J T . Let t = t l + τ , where t l = lT n , l ∈ N and τ ∈ [0, Since τ → 0 as n → ∞, we arrive at (6.15). In the same way, we can show that (6.15) holds for any piecewise constant function u. The case s ≥ 2 is deduced from the case s = 1 exactly in the same way as in [13, 
Non controllability result
Let us denote by A T (u 0 , h, E) the set of attainability at time T from u 0 ∈ H k σ by E-valued controls, i.e.,
A T (u 0 , h, E) = {û ∈ H k σ :û = R T (u 0 , η) for some η ∈ Θ(u 0 , h)}.
In this section, we show that the ideas of [14] can be generalized to prove that the set A(u 0 , h, E) = ∪ T ∈[0,∞) A T (u 0 , h, E) does not contain a ball of H k+γ σ , γ < 2 in the three-dimensional case.
Let us recall the definition of Kolmogorov ε-entropy (see [10] ). For any ε > 0, we denote by N ε (K) the minimal number of sets of diameters not exceeding 2ε that are needed to cover K. The Kolmogorov ε-entropy of K is defined as H ε (K) = ln N ε (K).
Let us consider the equatioṅ v + B(v + z) = h. (7.1)
We fix an integer k ≥ 4 and denote by Θ t (h, u 0 ) the set of functions η ∈ L 1 (J t , H k σ ) for which (7.1), (3.2) with z(t) = t 0 η(s)ds has a unique solution v ∈ C(J t , H k σ ). We note that R t (u 0 , η) = v(t) + z(t), where z(t) = t 0 η(s)ds. The following theorem is the main result of this section. It is easy to see that l,n B l,n ⊃ A(u 0 , h, E). By the Baire theorem, there are integers p and m such that B p,m is dense in a ballQ with respect to the metric of H k+γ σ
