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This paper presents a survey of the state-of-the-art tehniques and prototypes
for Web ahes. The basi priniples are presented, the most important hard-
wares and softwares approahes are desribed.
This work was partially supported by the Frenh Ministry of Industry within
the CHARM Projet, ontrat n
o
99.2.93.0116
Keywords: Web 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Résumé
Ce doument présente un état de l'art des prototypes et tehniques des ahes
WEB atuelles. Les prinipaux matériels et logiiels disponibles sur le marhé
sont présentés. Les prinipales approhes dédiées aux mahines parallèles sont
dérites.
Ce travail a été partiellement nané par le ministère de l'Industrie dans le
adre du ontrat CHARM, onvention n
o
99.2.93.0116
Mots-lés: Cahes Web, systèmes distribués
1 Introdution : proxies et ahes Web
L'explosion de l'utilisation de l'Internet rée de sérieux hallenges pour les
prestataires de servies Internet et les opérateurs réseaux. A une heure de pointe,
l'aès à un doument ou la soumission d'une requête à un moteur de reherhe
peut prendre un temps onsidérable qui onstitue un frein à l'utilisation intera-
tive de l'Internet, un phénomène souvent désigné sous le nom de "World Wide
Wait".
Ce problème est prinipalement lié à un aroissement quasi exponentiel
de la demande en bande passante suite à la multipliation des utilisateurs et
à la banalisation des informations multimédia. Malheureusement, même si les
solutions basées sur des satellites permettent des gains importants sur les solu-
tions terrestres, augmenter la bande passante des réseaux longue distane n'est
possible qu'au prix d'investissements onsidérables. Dans un futur prohe, des
solutions de type ADSL (Asymmetri Digital Susriber Line) et MMDS (Miro-
wave Multiwave Distribution System) permettront des débits élevés en utilisant
respetivement des boules loales téléphoniques ou hertziennes.
Les utilisateurs ne pourront bénéier des performanes arues de es ré-
seaux que si les informations aédées sont hébergées sur un serveur diretement
onneté à la boule loale haut débit. Cei implique que des fontions de ahe
Internet doivent être implantées dans la tête de réseau par un serveur susam-
ment puissant pour qu'il ne onstitue pas à son tour un goulet d'étranglement.
Ce besoin en puissane est tout partiulièrement sensible ave l'avènement de
douments inluant des ux audio et vidéo et la multipliation des requêtes à
"valeur ajoutée" néessitant l'évaluation de sripts et de méthodes d'indexa-
tion. Un serveur de ahe de forte apaité, extensible, et à haute disponibilité
apportera aux abonnés d'une boule haut débit un onfort d'utilisation aru
en réduisant les temps d'attente et en leur orant la possibilité d'utiliser des
appliations inluant des éléments multimédia rihes (audio, vidéo, et.). Ces
avantages pour les utilisateurs onstituent une valeur ajoutée très intéressante
pour les opérateurs et les prestataires de servie Internet. Pour les exploitants
des boules loales haut débit, il faut souligner les éonomies de bande pas-
sante sur les liaisons ave la dorsale Internet induites par le ahe WEB et les
fontionnalités d'indexation.
Dès le début des années 90, les premières études étaient menées sur la a-
ratérisation du tra en réseau que e soit en LAN ou sur l'Internet et sur
l'impat des ahes. Les buts étaient déjà eux qui nous préoupent atuelle-
ment : détourner la harge des serveurs surhargés (désignés dans la littérature
anglophone par "hot spots"), réduire l'utilisation de la bande passante du ré-
seau, diminuer les temps de latene devenant rédhibitoires pour les utilisateurs
et aussi protéger le réseau des lients qui boulent par erreur et génèrent des
requêtes répétitives ([12, 1℄).
De nombreuses études ont été onsarées à l'analyse des spéiités du tra
Web (voir [5, 6, 16℄). Danzig, Shwarz et Hall ([17℄) montrent que l'utilisation de
ahes hiérarhiques pourrait permettre de réduire de moitié la bande passante
utilisée par les transferts ftp longue distane, diminuant ainsi de 21% la harge
du NSFNET. Braun et Clay ([8℄) présentent des résultats similaires onernant
le tra WEB. Alonzo et Blaze ([4℄) et Munz et Honeyman ([28℄) montrent
que onernant les réseaux loaux, le type de ahe utilisé est important (ahe
hiérarhique versus ahe "à plat", voir setion 3) étant donné la nature statique
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des informations aédées.
Dans la suite de ette introdution, nous dérivons en détails les notions de
serveur proxy et de ahe. La setion 2 dérit les prinipaux outils de ahe
utilisant l'approhe "boite noire". La setion 3 dérit les prinipaux logiiels
disponibles sur le marhé et leurs partiularités. La setion 4 est dédiée aux
logiiels de ahe parallèles. La setion 5 aborde les problèmes posés par l'étude
des performanes des outils de ahe WEB.
1.1 Les proxies
Le premier rle d'un proxy (mandataire en français) est de permettre l'aès
à l'Internet depuis un réseau derrière une mahine oupe-feu (voir Figure 1).
Typiquement, dans un réseau séurisé, toutes les mahines sont reliées entre
elles mais une seule est onnetée à l'Internet et les ommuniations ave ette
mahine sont restreintes et ontrlées. Le but est de protéger l'intérieur du




























Fig. 1: Proxy et réseau séurisé : le serveur proxy est exéuté soit sur une
mahine oupe-feu (as présenté sur la gure), soit sur une mahine du réseau
ayant un aès à Internet, soit sur n'importe quelle mahine du réseau ayant
la possibilité d'aéder au monde extérieur par l'intermédiaire d'une ouhe
logiielle ad ho omme SOCK
Un proxy est un serveur HTTP spéial qui est typiquement exéuté sur une
mahine oupe-feu. Le proxy attend une requête issues du réseau séurisé, trans-
met la requête au serveur distant à l'extérieur du réseau loal, lit la réponse et
la renvoie à l'initiateur de la requête. Il rend don le oupe-feu perméable de
manière sûre, sans réer de trou de séurité qui permettrait à d'éventuels pirates
d'aéder à l'intérieur du réseau loal.
Pour les lients Web, les modiations à apporter pour leur faire supporter
les proxies sont minimes. Il n'est pas néessaire de reompiler une version des
lients ave une librairie de oupe-feu : un lient standard peut être onguré
pour devenir un lient proxy. L'utilisation des proxies est un moyen standard
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pour passer à travers les murs oupe-feu plutt que d'avoir n versions de lients
adaptées à haque type de mur oupe-feu. C'est d'autant plus intéressant que
la plupart des lients du ommere ne sont pas fournis ave le ode soure.
Il n'est pas néessaire pour les utilisateurs de disposer de lients ftp, Gopher
et WAIS spéialement modiés pour passer à travers un mur oupe-feu. Un
simple lient Web et un serveur proxy susent. L'utilisation d'un proxy permet
aussi de standardiser la forme des requêtes ftp et Gopher entre lients par
rapport à une situation où haque lient aurait son propre gestionnaire de ftp
ou Gopher.
Un proxy permet au programmeur de lients Web de ne pas avoir à gérer
tous les protooles du réseau pour se onsarer à des spéiations du lient plus
importantes. Il est possible de n'utiliser que des lient "légers" ne reonnaissant
que le protoole HTTP, les autres protooles étant gérés de manière transparentes
par le proxy. L'utilisation du protoole HTTP entre lient et proxy ne fait perdre
auune fontionnalité à l'utilisateur puisque ftp, Gopher et les autres protooles
du Web sont parfaitement représentés dans les méthodes HTTP.
Les lient n'ayant pas de DNS peuvent quand même avoir aès au Web,
l'adresse IP du proxy est la seule information dont ils ont besoin. Les réseaux
utilisant un espae d'adresses privé (omme les réseaux de lasse A omme
10.*.*.*) peuvent quand même aéder à l'Internet pour autant que le proxy
soit visible aux deux réseaux, par exemple par deux interfaes distintes.
L'utilisation des proxies permet un enregistrement de haut niveau des tran-
sations des lients inluant l'adresse IP du lient, la date, le temps, l'URL, le
nombre d'otets et les odes retournés. Tous les hamps et méta-informations
des transations HTTP peuvent être enregistrés. Cei n'est pas possible ave les
enregistrements des niveaux IP et TCP. Il est en outre possible de ltrer les
transations des lients au niveau du protoole de l'appliation. Le proxy peut
ontrler l'aès aux servies des diérentes méthodes, les htes, les domaines,
et.
D'une manière générale, les développeurs n'ont auune raison de développer
une version oupe-feu de leur lient Web. Ave l'utilisation des proxies, ils ont
une initation : les possibilités de ahe. Enn, un proxy est plus simple à on-
gurer qu'une ouhe logiielle de ommuniation omme SOCK et fontionne
quelle que soit la plate-forme.
1.2 Les ahes
L'idée de base des ahes est simple : enregistrer les douments olletés
sur le réseau dans un hier loal de manière à ne pas avoir à se reonneter
aux serveurs lors de requêtes ultérieures aux mêmes douments. Ce prinipe est
illustré par les gures Fig. 2 et Fig. 3.
La Figure 2 illustre la manière dont le doument demandé est réupéré sur
le serveur distant (some_host.far.away) puis enregistré loalement sur le ser-
veur proxy (www_proxy.my.domain) pour une utilisation ultérieure. La Figure 3
illustre un suès de ahe sur le proxy : un doument demandé était déjà enre-
gistré dans le ahe, 'est la version enregistrée qui est fournie au demandeur,
il n'est pas néessaire de se reonneter au serveur distant.
Dans la plupart des as, le même proxy est utilisé par toutes les mahines
d'un réseau loal. Cette situation d'intermédiaire obligatoire pour toutes les
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Fig. 2: le prinipe des ahes : première requête
demandés par les lients. Notons que ette possibilité est intéressante même pour
les mahines qui ne néessitent pas d'être derrière un oupe-feu an de diminuer
les temps d'aès et de réduire l'utilisation de la bande passante disponible. Le
ahe permet d'avoir aès à des ressoures omme les sites ftp ou Gophermême
quand eux-i sont en panne. Les ahes peuvent aussi servir pour eetuer
des démonstrations en des lieux où Internet n'arrive pas, ou enore, pour lire
tranquillement, et "o line", des douments préalablement hargés dans le ahe.
Notons que es as peuvent demander une onguration partiulière du ahe












Fig. 3: le prinipe des ahes : requêtes suivantes
Les ahes sont plus eaes sur un proxy que hez haque lient. L'uti-
lisation des disques en est diminuée puisqu'une seule opie des douments est
ahée. Le ahage des douments souvent référenés par plusieurs utilisateurs
est plus eae ar le gestionnaire de ahe peut mieux prédire quels dou-
ments doivent être gardés longtemps dans le ahe et quels douments doivent
être rapidement enlevés.
Il est possible de olleter automatiquement ertaines pages depuis leurs ser-
veurs d'origine. On utilise souvent le terme de pré-hargement (pre-fething en
anglais) pour désigner ette méthode. La mise en ÷uvre du pré-hargement est
failitée quand le nombre de lients est grand ar les méthodes statistiques mises
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alors en ÷uvre sont plus ables. L'utilisation des ahes pose problème : ombien
de temps est-il possible de garder un doument dans le ahe tout en assurant
qu'il soit à jour ? La gestion de l'expiration des douments a été pressentie dans
le protoole HTTP qui ontient un entête d'objet spéiant la date d'expiration.
Cependant très peu de serveurs fournissent atuellement ette information et
tant que et état de fait persistera il faudra utiliser des heuristiques omme par
exemple utiliser un estimateur grossier du temps à vivre ("time to live", sou-
vent trouvé dans la littérature sous la forme TTL) des objets.De manière plus
importante, les douments olletés sur le WEB sont souvent des douments
"vivants" et leur aeter une date d'expiration n'est pas toujours faile. Un do-
ument peut rester inhangé pendant très longtemps puis devenir subitement
modié très fréquemment. Ce hangement peut ne pas avoir été pressenti par
l'auteur des pages. Il ne sera don pas reété de manière préise dans les dates
d'expirations envoyées ave les versions préédentes du doument. Si la date
d'expiration envoyée ave la version initiale était, par exemple, d'un mois, et
si après un ertain temps, elle passe à un jour, tous les ahes ayant reçu la
première version vont être inorretement informés.
Quand il est essentiel que la version du doument soit à jour, il est nées-
saire de se onneter au serveur d'origine pour haque requête de type GET.
Le protoole HTTP implémente une méthode nommée HEAD qui permet de ne
réupérer que l'entête d'un doument. Elle permet de vérier si le doument a
été modié depuis le dernier aès. Cependant, dans le as où le doument a
été modié, eetuer une seonde onnexion au serveur serait ineae ar le
suroût pour l'établissement d'une onnexion est très lourd. Le protoole HTTP
a don été enrihi par un entête de requête If-modied-sine qui rend possible
de faire un GET onditionnel. La requête est la même exepté qu'il faut y ad-
joindre la date du doument ahé. Si le doument n'a pas été modié depuis
les date et heure fournies, il n'est pas retourné au lient, seuls sont renvoyées les
méta-informations importantes de l'entête de l'objet, omme la nouvelle date
d'expiration. Si le doument a été modié, la nouvelle version est retournée,
omme pour un GET normal.Le GET onditionnel permet d'optimiser ertains
outils omme les outils de mirroring. Le mirroring (de l'anglais mirror, miroir)
est une méthode qui onsiste à dupliquer systématiquement un ensemble de -
hiers prédéterminé depuis un site d'origine. On parle de sites miroirs, ou de
miroirs, pour désigner les opies. Cette méthode est la méthode la plus utilisée
pour dupliquer de lourdes arhives omme ertains sites ftp. Les miroirs sont
entièrement réatualisés régulièrement oasionnant de longues opérations de
transfert. Rien ne garantit qu'un miroir soit à jour, la réatualisation étant à
la harge des administrateurs du miroir. Un serveur proxy-ahe pourrait fai-
lement être utilisé pour automatiser le rafraîhissement d'un miroir, régulière-
ment, pendant les périodes d'inativité des lients, en plus des rafraîhissements
oasionnés par les réatualisations expliites.
La plupart des serveurs atuels implémentent les GET onditionnels. De plus,
le protoole HTTP est déni de telle manière que si un hamp de l'entête d'une
requête n'est pas reonnu, il est tout simplement ignoré. Don, si un utilisateur
demande, ave un GET onditionnel, un doument à un serveur n'implémentant
pas ette fontionnalité, le hamp de l'entête orrespondant est tout simplement
ignoré et le doument entier est retourné.
Le méanisme de ahe est basé sur les disques. Il est don par essene
persistant, e qui signie qu'il survit aux arrêts du proessus proxy ou même de
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la mahine serveur. Cette spéiité a ouvert la porte, dans le as où le lient
et le ahe sont sur la même mahine, à l'utilisation "o line" du WEB.
1.3 Avantages et inonvénients des ahes
Les avantages généralement reonnus de l'utilisation des proxies-ahes sont :
 les temps de réponse endurés par les utilisateurs sont diminués,
 la bande passante onsommée par les utilisateurs est diminuée,
 les serveurs surhargés sont soulagés,
 les lients buggés ne peuvent pas perturber l'ensemble du réseau.
Dans la pratique, les hoses peuvent être un peu diérentes. Des études
réentes (voir [35℄) ont montré que l'utilisation d'un ahe ne réduit pas toujours
les temps de réponse du té utilisateur. En eet, si le serveur de proxy-ahe
est saturé, ses temps de réponse peuvent être très longs, en partiulier plus longs
que le temps néessaire pour aéder au doument diretement depuis le serveur
d'origine. Si de plus, le doument n'est pas dans le ahe, et qu'il faut nalement
le réupérer sur le serveur d'origine, l'intérêt du ahe peut sembler moindre. De
plus, la détermination de la taille optimale du ahe peut être diile et inuer
sur les performanes de manière non négligeable.
La ohérene des informations fournies par un ahe peut être probléma-
tique : si les objets ahés restent longtemps dans le ahe, le lient risque de
se voir servir une vieille version, si les objets ahés restent peu de temps dans
le ahe, il y a peu de hanes qu'ils servent à un autre lient. Si la dernière
version du protoole HTTP permet de résoudre en partie le problème, les ver-
sions antérieures ne fournissaient auun moyen de spéier la durée de validité
des objets. Atuellement, la plupart des serveurs ne fournissent pas de durée de
validité préise aux pages qu'ils servent et il faut don utiliser des heuristiques
pour déterminer la durée de séjour dans le ahe. La ohérene des informations
fournies par les ahes est don de type faible. Des propositions ont été faites
qui permettraient de garantir au Web une ohérene forte ([10℄).
1.4 Les diérents dispositifs
De nombreux outils de ahe sont disponibles. Deux approhes sont utilisées :
 Approhe propriétaire : la mahine de ahe ahetée est interalée entre
le réseau loal et l'aès à Internet. C'est elle qui gère les douments re-
çus de manière transparente pour les utilisateurs et administrateurs. Il
y a peu/pas de possibilité de visualisation des performanes et d'optimi-
sation. La modularité est faible. La littérature se limite le plus souvent
aux douments du onstruteur et peu d'informations sont fournies sur le
fontionnement interne de la mahine.
 Approhe logiielle : le ahe est réalisé par un des nombreux logiiels
de ahe disponibles sur le marhé. Les hoix matériels et les réglages
du logiiel sont à la harge de l'administrateur et peuvent être modié
à tout moment. Si un logiiel libre est utilisé, il peut être modié à vo-
lonté pour améliorer les performanes, visualiser ertaines données, et.
De nombreuses études sont publiées onernant le fontionnement des dif-
férents logiiels de ahe disponibles, leurs performanes et les manières
de les adapter à diérents besoins.
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2 Approhe propriétaire
L'approhe propriétaire est basée sur la fourniture d'une mahine lef en
mains pour le ahe. On qualie souvent e type de mahine de "boite noire".
D'une manière générale, on appelle "boite noire" un dispositif dont le fontion-
nement interne est masqué à l'utilisateur. L'idée est similaire à elle du "plug-
and-play" : soulager l'utilisateur de onnaissanes et de manipulations dont il
n'aurait pas besoin. Appliqué au domaine des ahes WEB, ela donne un dis-
positif que l'on branhe sur le réseau et que l'on manipule à l'aide d'un logiiel
fourni. Une fois le dispositif branhé et onguré, tout devrait marher auto-
matiquement et l'utilisateur ne devrait plus avoir à se préouper du dispositif
installé.
Citons parmi les prinipaux outils disponibles atuellement les "Cahe En-
gine" de la soiété CISCO (www.iso.om/warp/publi/751/ahe), les ma-
hines "CaheFlow" de la soiété Cahe Flow In. (http://www.aheflow.
om) ou enore les mahines DynaCahe de la soiété Infolibria (http://www.
infolibria.om/produts/f-prod.htm).
Le prinipal avantage de ette approhe réside ertainement dans l'aspet
"lef en main" de l'outil. Si les logiiels omme Squid peuvent demander une
ertaine expertise informatique pour être mis en ÷uvre, les mahines dédiées
se présentent sous forme d'un équipement à installer et du logiiel de gestion
assoié.
Les prinipaux inonvénients de e type d'outils résident dans leurs manques
de exibilité et de visibilité. Si les logiiels de ahe peuvent être failement mo-
diés pour orriger des imperfetions ou s'adapter aux évolutions d'un ontexte
partiulier, les mahines de type "boite noire" sont la plupart du temps gées.
Elles ne pourront don pas être adaptées aux éventuels nouveaux protooles de
ommuniation, aux enrihissements des standards, et. De plus, la plupart du
temps, en as d'augmentation du nombre de lients à servir, la seule possibilité
oerte par le onstruteur est d'aheter le modèle supérieur dans la gamme.
Dans le ontexte du WEB, où les tehniques évoluent à un rythme soutenu et
où le nombre d'utilisateurs roit onstamment, e manque de exibilité peut
sembler rédhibitoire.
Les seules interations ave le matériel sont elles rendues possibles par les
logiiels fournis. Or les logiiels fournis n'implémentent pas toujours toutes les
fontionnalités que l'on pourrait attendre d'un ahe tant au niveau de la on-
guration du ahe que de la visualisation de ses résultats. Ce manque de vi-
sibilité a pour onséquene d'augmenter la diulté à analyser nement les
performanes de la mahine et à optimiser son utilisation. Cette diulté est
enore renforée par la rétiene des onstruteurs à fournir des détails sur le
fontionnement interne de leurs mahines.
D'un point de vue moins tehnique, la logique propriétaire adoptée par es
solutions semble aller à l'enontre de l'évolution du marhé. Un organisme ayant
aquis une mahine de marque lambda ne pourra maintenir et enrihir son sys-
tème qu'ave du matériel lambda, aux prix xés et imposés par le onstruteur.
Les performanes obtenues par de tels systèmes sont très variables et dif-
ilement omparables du fait du manque de standards pour l'évaluation de
performane des ahes WEB (voir plus loin, setion 5). Les performanes
annonées par les onstruteurs ne sont pas ables. Début Mars 1999, le
premier "bake-o" a été organisé par le groupe Irahe (NLANR) pour tes-
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ter les produits de ahe HTTP à l'aide d'un outil ouvert et indépendant de
tout onstruteur dans des onditions les plus réalistes possible (voir [14℄,
http://bakeoff.irahe.net/bakeoff-01). Seuls quelques onstruteurs se
sont portés volontaires, tous n'ont pas aepté la publiation de leurs résultats.
Les résultats sont variés et il est souvent diile de dire qu'une mahine est
meilleure qu'une autre : toutes ont des fores et des faiblesses et répondent à
des exigenes diérentes. Le seul onstruteur de boites noires pour les ahes
WEB à avoir aepté la partiipation au bake-o et la publiation de ses ré-
sultat est InfoLibria. A titre d'exemple, les prix des mahines InfoLibria-L et
InfoLibria-S, utilisées pendant le bake-o, étaient respetivement de $200.000
et de $130.000.
En onlusion, e type de mahine n'est pas intéressant pour des études
expérimentales omme elles qui seront menées dans le adre du projet CHARM
du fait de leur manque de transparene et d'ouverture. Il est ertainement plus
adapté au marhé très onurrentiel des ISP de par la simpliité d'utilisation et
la rapidité de mise en ÷uvre.
3 Les logiiels
Dans ette partie nous dérivons les prinipaux logiiels disponibles sur le
marhé. Certains sont gratuits, d'autres payants. L'ore en la matière évolue très
rapidement et de nouveaux logiiels de ahe apparaissent régulièrement. Nous
ne serons don pas exhaustifs mais herherons plutt à dégager les prinipes
de base utilisés atuellement par les diérentes solutions logiielles.
Le premier proxy-ahe à voir le jour fut le CERN HTTPD (voir [25, 26℄) dé-
veloppé par le World Wide Web Consortium (http://www.w3.org). Ce serveur
sourait de quelques erreurs de oneption (un proessus par requête, utilisa-
tion du système de hier Unix inadaptée), partiulièrement sensibles quand le
serveur était très hargé. Il est possible de bâtir une hiérarhie de ahe ave le
CERN HTTPD mais de manière limité. Le Harvest Cahe a été mis au point
pour pallier ses défauts.
Le Harvest Cahe ([13℄), devenu par la suite le Squid ahe ([37℄), logiiel
gratuit de ahe hiérarhique, est le logiiel de ahe le plus utilisé de part le
monde et le plus étudié. La partie qui suit est onsarée à sa présentation. Squid
a levé quelques problèmes sientiques et nombre de solutions ont été proposées,
faisant évoluer le ahe hiérarhique Squid vers un ahe distribué. La partie 3.4
dérit les évolutions les plus pertinentes proposées pour Squid.
3.1 Présentation de Squid
Squid est, de loin, le logiiel de ahe le plus utilisé au monde, 'est aussi
sans doute le plus vieux. Il est utilisé sur quasi totalité du réseau universitaire
français, RENATER. Il résulte du travail onjoint des universités de Californie
du Sud et du Colorado. Le nom initial du projet était le Harvest Projet Group.
Ce groupe a initié la ampagne "ahe now" de sensibilisation à l'utilisation des
ahes sur le WEB (voir http://squid.nlanr.net). Son immense suès est
sans doute tout autant dû à sa gratuité qu'à ses performanes, nettement au
dessus de elles de ses onurrents à sa sortie.
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Le simple fait que RENATER utilise le logiiel Squid pourrait sure à dé-
montrer son suès, mais mieux enore, voii une justiation de e hoix issue
de la page WEB de RENATER : "Les deux serveurs ahe les plus répandus (il
y a aussi Spinner et Lagoon mais vous pouvez voir à Yahoo s'il y en a d'autres)
sont le serveur du onsortium W3 (ex-serveur CERN) et Harvest. Nous avons
hoisi e dernier, bien plus perfetionné et mieux maintenu." Il est à noter que
Squid est non seulement utilisé pour les serveurs universitaires mais que RE-
NATER souhaite aussi faire partiiper les prestataires Internet ommeriaux à
la stratégie de ahes oopérants au niveau de la Frane.
3.2 Fontionnement de Squid
Squid utilise une struture hiérarhique de ahes oopérants omme repré-
sentée Figure 4 et 5 an de réduire la demande en bande passante sur les liens
grande distane et de diminuer la harge sur les serveurs d'information Internet.
Les éhes de ahe sont résolus grâe aux ahes situés plus hauts dans la hié-
rarhie. En plus de la relation ls-père, le ahe utilise la notion de fratrie : les
frères sont les ahes de même niveau dans la hiérarhie. Ils sont utilisés pour
répartir la harge de ahe. Chaque ahe dans la hiérarhie déide indépendam-
ment de réupérer la référene demandée depuis le site d'origine ou depuis les
ahes père ou frères en utilisant un protoole de résolution très simple nommé










Fig. 4: L'arhiteture hiérarhique et les ommuniations de Squid
Le texte de l'URL est d'abord analysé. Si il ontient une des haînes de
aratères ontenues dans une liste paramétrable de haîne de aratères, alors
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l'objet est réupéré diretement depuis le serveur d'origine plutt que via la hié-
rarhie de ahes. Cette possibilité est oerte pour forer le ahe à résoudre les
URL non ahables ("gi-bin") et les URL loales diretement depuis le serveur
d'origine. De la même manière, si le nom de domaine de l'URL orrespond à
une entrée d'un liste paramétrable de haînes de aratères, alors la référene
est résolue via le parent dédié à e domaine.
Sinon, quand un ahe reçoit une requête pour une URL qui éhoue, il ee-
tue un appel de proédure distante à tous ses frères et parents an de déterminer
si l'un peut répondre à la requête. Si oui, le ahe réupère l'objet depuis le site
qui a répondu le plus rapidement. Une option permet d'enrler le site d'origine
dans le proessus de résolution de la requête. Quand ette option est position-
née, le ahe envoie un "hit" au port UDP eho (elui qui répond aux "ping" des
utilisateurs Unix) du serveur d'origine. Quand ette mahine renvoie e message,
il est vu par le ahe omme un "hit" identique à eux que pourrait retourner un
des frères ou père en as de suès (le frère ou père possède l'objet loalement).
Cette option permet de retrouver l'objet depuis son site serveur dans le as où
elui-i est plus prohe que n'importe lequel des frères ou père.
Un ahe résout une référene ave le premier frère, père ou site d'origine qui
retourne un paquet "Hit" ou ave le premier père qui retourne un paquet "Miss"
dans le as où tous les ahes éhouent et où le serveur d'origine n'a pas renvoyé
de réponse avant 2s. Cependant, le ahe ne va pas attendre la n du time-out
du serveur d'origine, il va ommener à transmettre dès que les parents et frères
auront tous répondu. Le but de e protoole est de résoudre les référenes en
utilisant la soure la plus eae. Ce protoole est bien une heuristique ar si
une réponse rapide à un "ping" indique une faible latene, la bande passante
peut être un fateur plus important dans le as des objets volumineux.
Quand un objet est réupéré depuis son site d'origine, le n÷ud l'ayant ol-
leté le opie dans son ahe loal et le transmet au n÷ud ls demandeur.
Celui-i, à son tour, opie le doument dans son ahe loal et le transmet au
n÷ud ls demandeur. Ce proessus est réitéré jusqu'au lient demandeur de
l'objet.
Les auteurs de Squid préonisent dans [12℄ de n'utiliser que trois niveaux de
ahes pour n'ajouter que peu de latene par rapport à un aès sans ahe.
Le seul as où le ahe ajoute un délai de latene notoire est quand son père
est en panne et que le ls ne le sait pas enore. Dans e as, les référenes aux
objets sont diérées de 2s, le time-out du ahe père-vers-ls, et Squid n'attendra
temporairement plus de réponse de e n÷ud. Quand on augmente la hauteur
de la hiérarhie, le n÷ud raine devient responsable d'un nombre roissant de
lients et peut devenir un goulet d'étranglement. Il est reommandé de terminer
la hiérarhie là où la bande passante est abondante.
Les requêtes entre les n÷uds du ahe hiérarhique utilisent le protoole
ICP (Internet Cahe Protool). Ce protoole (voir [23, 39, 38, 40℄), initialement
développé pour le Harvest ahe, est un protoole léger orienté datagramme,
i.e. il se peut que le message envoyé n'atteigne jamais son destinataire et auun
hemin de onnexion n'est établi entre l'émetteur et le réepteur pour d'éventuels
autres messages.
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3.3 Des problèmes ave Squid
De nombreuses études se sont intéressées à l'amélioration des performanes
de Squid. L'une des premières a été proposée par Povey et Harrison dans [29℄
et l'idée de base reprise dans de nombreuses approhes ([18, 35, 33, 21, 36℄).
Elle se propose de résoudre les problèmes apparus ave l'utilisation de Squid à
grande éhelle. En eet, si Squid répond orretement aux attentes de rédution
d'utilisation de la bande passante du réseau et de diminution de la harge des
"hot spots", les temps de latene utilisateurs ne sont pas forément réduits.
Il apparaît à l'utilisation que si le nombre d'utilisateurs de Squid devient im-
portant, les ahes des n÷uds intermédiaires deviennent rapidement surhargés
et onstituent des goulets d'étranglement. La gure 5 permet de mieux om-
prendre le proessus. Les n÷uds marqués "CN" représentent les n÷uds lients,
eux marqués "L1", les ahes de niveau 1, eux marqués "L2", les ahes de
niveau 2, "L3", le dernier n÷ud de la hiérarhie. L'espae disque onsaré au
ahe est représenté par les disques marqués "C". Pour qu'un n÷ud maintienne
un taux de suès optimal, et fournisse le maximum de rédution des transferts
redondants, son ahe loal doit ontenir l'intersetion des ontenus de tous ses
ahes ls. Pour les n÷uds L2 et L3, les espaes disque requis peuvent être très
importants. En théorie ([29℄), les n÷uds intermédiaires devraient avoir un es-
pae de stokage proportionnel au nombre total d'utilisateurs pour maintenir
un taux de suès en otets (byte hit rate) onstant. Si la taille des ahes est
insusante, le taux d'éhe de ahe augmente ainsi que la onsommation de
bande passante, et. L'eaité de l'approhe hiérarhique diminue don ave













































Fig. 5: Répartition des données dans un ahe hiérarhique. La transation de
gauhe est un suès de ahe sur le premier père, elle de droite un éhe
Un autre problème apparu ave Squid est elui de la maintenane de la
hiérarhie. En eet, haque n÷ud doit maintenir des informations sur la loa-
lisation de tous les voisins an de pouvoir rediriger les requêtes vers eux. Si
ette tâhe est simple quand les diérentes mahines de la hiérarhie sont lo-
ales, elle devient omplexe quand les diérents n÷uds sont distants, gérés par
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des administrateurs distints et autonomes. La nature dynamique de l'Internet
rendra par exemple très ompliqué pour les administrateurs de tenir ompte
des ajouts et suppressions de serveurs ahe. Le problème est similaire à elui
de la maintenane des tables de orrespondane nom-adresse des serveurs de
l'Internet résolu atuellement par l'utilisation du Domain Name System (DNS,
voir [2℄).
L'utilisation du protoole ICP a souvent été ritiquée (voir [18, 33, 35℄). Ce
protoole est typiquement utilisé entre les n÷uds de la hiérarhie de ahes pour
interroger leurs ontenus. Les messages ICP sont transmis via UDP. Un mes-
sage est onstitué d'un entête de 20 otets et d'une URL. Un ahe envoie un
message "ICP_QUERY" à ses voisins. Ceux-i répondent par un "ICP_HIT"
ou "ICP_MISS" pour indiquer la présene ou l'absene de l'objet nommé par
l'URL dans leurs ahes. Le problème vient prinipalement de e mode d'éhange
en question/réponse. Les requêtes ICP sont traitées très rapidement et le temps
de latene est très légèrement supérieur au round-trip time du réseau. Mais es
temps peuvent être très longs pour des serveurs distants. Outre les problèmes
liés aux onditions du réseau, ICP est peu extensible. Dans la plupart des on-
gurations, l'interrogation de n voisins est réalisée en envoyant n requêtes ICP.
Auune optimisation n'est mise en ÷uvre. La bande passante utilisée et les
harges CPU induites par le protoole sont d'autant plus grandes que le nombre
de n÷uds est grand. Une étude expérimentale utilisant Squid ([18℄) a mis en
évidene une rédution importante des performanes induite par ICP pour un
nombre de voisins aussi petit que 4 et en utilisant un réseau rapide à 100Mb/s.
Enn, le oût des sauts dans la hiérarhie de ahe n'est pas négligeable
ontrairement à l'idée souvent admise (voir [35℄ pour une étude expérimentale
et [30℄ pour une approhe formelle). Aussi bien les suès sur les ahes inter-
médiaires que les éhes subissent des délais additionnels dus à la propagation
en mode "store-and-forward" des requêtes dans le ahe hiérarhique. De plus,
quand les n÷uds intermédiaires doivent servir un grand nombre de lients dis-
tribués sur un large territoire, les délais du réseau peuvent être très importants
et don diminuer l'intérêt, pour l'utilisateur, des suès sur les ahes distants.
3.4 Les solutions atuelles
Pour pallier es problèmes, les solutions atuelles proposent de ne pas a-
her les douments au niveau de tous les n÷uds intermédiaires. En revanhe,
es n÷uds peuvent stoker des tables ontenant des informations relatives à la
plae des pages ahées. Un exemple est représenté Fig. 6 où les "H" repré-
sentent les tables de loalisation (Hint en anglais). L'arrangement hiérarhique
du ahe permet de traiter les reherhes eaement et de répartir la harge
sur les diérents n÷uds. On parle de ahes distribués par opposition aux ahes
hiérarhiques préédents, on trouve aussi l'expression "séparation des données
et des méta-données". Les diérentes solutions proposées varient essentiellement
par la manière dont les requêtes sont traitées et par la diusion des informations
dans la hiérarhie.
3.4.1 Distributed ahe
Dans le système proposé par Povey et Harrison ([29℄), seules les feuilles
ahent les douments. Les autres n÷uds de la hiérarhie sont utilisés pour
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stoker des informations relatives aux ontenus des ahes. Le problème posé
par l'important espae de stokage néessaire pour les n÷uds intermédiaires
est don levé. Une requête est transmise de ls en père omme ave Squid (les
ommuniation ave les frères ne sont pas utilisées), sauf que dans le as d'un
suès de ahe, le n÷ud intermédiaire ne retourne plus le doument, mais un
pointeur référençant le doument dans un autre n÷ud feuille où l'émetteur ira
le herher. Quand un n÷ud feuille rapatrie/détruit un doument, il en informe
les n÷uds intermédiaires par messages.
Le prinipal avantage de ette méthode par rapport à Squid est de ne pas
exiger d'immenses espaes disques sur les n÷ud supérieurs de la hiérarhie. De
plus, la gestion de la hiérarhie du ahe est simpliée puisque les n÷uds n'ont
plus à onnaître la loalisation de leurs voisins. Enn, les auteurs soulignent la
failité ave laquelle leur système pourrait être adapté pour prendre en ompte
la dupliation de type miroir (mirroring). Les auteurs ont réalisé une étude de
performane du Distributed Cahe basée sur une simulation pour diérentes
strutures de la hiérarhie. Leur étude met en évidene un gain de performane
minime par rapport à Squid. D'autres auteurs ([31℄) ont montré dans une étude
théorique des résultats similaires. Les auteurs du Distributed Cahe onluent
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Fig. 6: Répartition de données dans un ahe distribué. La transation de gauhe
est un suès de ahe et le doument est réupéré dans un ahe voisin, elle
de droite un éhe
3.4.2 Le ahe de l'Université du Texas
Tewari, Dahlin, Vin et Kay ([35℄) proposent un shéma où les feuilles du
ahe hiérarhique, ensées typiquement représenter un ISP, ahent les dou-
ments issus de l'Internet tout en ayant une table de loalisation des douments
du ahe (voir Fig. 6). Ce shéma représente dèlement la réalité où les ISP ne
sont pas prêts à fournir un aès diret à Internet aux lients mais préfèrent leur
imposer de traverser leur ahe. Le design proposé tient ompte de la distane
des ahes entre eux : les tables de loalisation ne gardent que les opies les plus
prohes. Quand un lient ne possède pas un objet dans son ahe, il demande au
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ahe L1 auquel il est onneté. Celui-i examine son ahe loal et sa table de
loalisation. Si l'objet n'est ni dans son ahe loal ni dans sa table de loalisa-
tion, la requête est transférée au site d'origine. Si l'objet est dans le ahe, il est
transféré. Si la table de loalisation indique qu'un des n÷uds feuille a l'objet, la
requête lui est transférée et le ahe retourne l'objet. La hiérarhie est seulement
utilisée pour maintenir et propager les informations de loalisation.
L'originalité de ette approhe est de ombiner une hiérarhie extensible
des tables de loalisation ave le ahage de es tables près des lients. Les
auteurs arment obtenir des temps de réponse améliorés d'un fateur 1:27 à
2:30 par rapport à un ahe hiérarhique lassique. Les auteurs proposent aussi
de ombiner des algorithmes de "push" aux ahes an de diminuer les temps
de latene des suès sur des ahes éloignés.
3.4.3 CRISP
Pour CRISP (voir [21, 20℄), les auteurs proposent une alternative à la stru-
ture hiérarhique et à la diusion des interrogations aux autres ahes. Les
ahes CRISP sont onstitués d'une olletion de serveurs de ahe et d'un ser-
vie ommun de loalisation. Les serveurs de ahe partagent les répertoires de
leur ahes via le servie de loalisation. Ce servie peut être interrogé en un seul
message par les diérents serveurs pour onnaître le ontenu des autres ahes.
En as de suès (l'objet a été trouvé dans l'union des diérents répertoires),
l'objet est transmis diretement par le serveur de ahe. En as d'éhe, le ser-
veur d'origine est ontaté. Le servie de loalisation est maintenu à jour par
les serveurs de ahe qui l'informent des objets réupérés et des objets détruits.
Les serveurs peuvent être ongurés pour dupliquer tout ou partie du répertoire
global an d'équilibrer les oûts, latenes et suès de ahe en fontion de la
taille et de la dispersion géographique du ahe olletif. Dans la version initiale,
le servie de loalisation est onstitué d'un ensemble de serveurs de loalisation.
A haque serveur est aeté un sous-ensemble de l'espae des URL grâe à une
fontion de hahage.
Ce prinipe est prohe de elui de CARP (voir plus loin et [36℄) et est par-
tiulièrement adapté aux besoins des prestataires de servie Internet dont les
serveurs bénéient a priori d'une bonne onnetivité. Une seonde version a
été développée pour répondre aux exigenes des serveurs géographiquement dis-
tants. Dans ette version, le répertoire global est dupliqué sur ertains serveurs
de loalisation de manière asynhrone. Les requêtes sont traitées loalement et
la ohérene du répertoire n'est pas assurée. Notons que e dernier point n'af-
fete pas la validité du ahe mais sa performane. En eet, si une mauvaise
entrée du répertoire global dupliqué est utilisée, l'erreur est par la suite orrigée
et le serveur d'origine ontaté. Une troisième version de CRISP permet de ré-
duire le oût de la dupliation du répertoire global. L'idée de base est de repérer
un sous-ensemble du ontenu du ahe qui permettra d'obtenir le plus grand
nombre de suès et de ne dupliquer que es entrées sur les diérents serveurs
de loalisation. Les auteurs ont testés les diérentes versions de CRISP ontre
diérentes versions de Squid (voir [19℄) mettant en évidene la salabilité et la
simpliité de la première approhe.
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3.4.4 Cahe digest
Pour Cahe Digest ([33℄, http://squid.nlanr.net/Squid/CaheDigest),
les auteurs proposent que les ahes puissent éhanger des tables de leur onte-
nus. Si le ahe A possède une opie de la table du ahe B, il onnaît les dou-
ments suseptibles d'être dans B. Il peut don déider de réupérer un objet du
ahe B sans avoir à ontater elui-i auparavant. Les requêtes ICP de Squid
sont en quelque sorte remplaées par des onsultations de tables, nettement plus
rapides.
Les tables sont basées sur les hash-ode des URL des douments. Les olli-
sions étant autorisées dans es tables (elles sont supposées rares), elles peuvent
indiquer un suès de ahe alors que le doument herhé ne s'y trouve pas.
Le résultat de leur onsultation est don moins préis que elui obtenu par la
batterie de requêtes ICP de Squid. En revanhe, les délais assoiés aux requêtes
ICP sont éliminés. Les temps de réponse des lients sont don diminués et les
besoins en bande passante peuvent être améliorés. Les tables sont éhangées via
HTTP. La olletion de tables est maintenue à jour par l'utilisation des entêtes
d'expiration des requêtes HTTP assoiées à haque table. Une version de Cahe
Digest a été insérée dans Squid. Comparés aux résultats obtenus ave ICP, les
résultats expérimentaux de Cahe Digest mettent en évidene une diminution de
la latene pour les utilisateurs et une diminution de la bande passante onsom-
mée. En revanhe, on onstate un aroissement de l'espae mémoire onsommé,
le nombre de faux suès de ahe est important et les n÷uds du ahe doivent
avoir des onnexions permettant des transferts rares mais volumineux (1Mo
toutes les heures).
3.4.5 CARP
Déni en ollaboration par l'Université de Pennsylvanie et Mirosoft, CARP
(Cahe Array Routing Protool, voir [36℄) est un protoole permettant de répar-
tir l'espae des URL entre les diérents serveurs d'un ahe faiblement ouplé.
Le protoole dénit une struture de table d'appartenane à la liste des proxies
du ahe et une fontion de hahage assoiée. La fontion de hahage permet de
déterminer lequel des proxies de la liste devrait être le possesseur de l'URL si
elle a été ahée. La fontion de hahage remplae en quelque sorte les requêtes
ICP, les Cahes Digests et autres tables de loalisation. Quand un lient veut
un objet, il sait immédiatement où aller le herher en hahant l'URL. Un ser-
veur ne ahe que les douments répondant à sa fontion de hahage, évitant
ainsi les doublons. Le omportement d'un tel système à une grande éhelle où
les temps de réponse peuvent être très variables n'est pas lair : la répartition
des URL est indépendante de la onnetivité du réseau. La gestion de la table
d'appartenane à la liste des proxies du ahe pourrait être problématique à
grande éhelle, de la même manière que la hiérarhie de Squid.
3.4.6 SUMMARY CACHE
Pour Summary Cahe ([18℄), Fan, Cao, Almeida et Broder proposent que
tous les serveurs ahe aient un résumé des URL ahées par les autres serveurs.
Les résumés sont mis à jour périodiquement et utilisent une représentation éo-
nomique. Les résumés ne sont don pas toujours à jour et peuvent générer deux
types d'erreurs : les faux éhes et les faux suès de ahe (omme la plupart
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des méthodes utilisant des tables). Un faux éhe apparaît quand un doument
ahé par un autre serveur n'était pas indiqué dans le résumé et que le deman-
deur est allé le réupérer auprès du serveur d'origine. Un faux suès apparaît
quand un objet ensé être dans un ertain ahe n'y est pas. L'erreur est fa-
ilement détetée, le serveur d'origine est ontaté mais le temps de latene
utilisateur est altéré. Dans les deux as, la validité du ahe n'est pas aetée,
seuls sont onernés les taux de suès et tra inter-proxy. Les résumés sont
implémentés sous forme de ltres de Bloom ([7℄) qui permettent une représen-
tation peu oûteuse ave un faible taux d'erreurs (faux suès de ahe). Les
résumés sont modiés quand le pourentage de taux d'erreur dépasse un seuil
hoisi par l'utilisateur.
3.4.7 Vers des ahes entièrement auto-adaptatifs
Réemment, Zhang, Floyd et Jaobson ont proposé l'utilisation d'une orga-
nisation des ahes Web entièrement auto-adaptative basée sur des groupes de
diusion (voir [27, 42℄). Ces travaux n'ont pour l'instant donné lieu à auune
implémentation.
4 Les ahes parallèles
Les études portant spéiquement sur les ahes WEB parallèles sont en-
ore rares sinon inexistantes. Les études portant sur les serveurs HTTP parallèles
sont plus nombreuses ([9, 43℄). Les travaux relatifs aux serveurs vidéo parallèles
peuvent aussi être intéressants pour le domaine des ahes parallèles ([22, 15℄)
surtout dans le adre du projet CHARM.
Il est onevable d'implémenter la plupart des ahes présentés dans la se-
tion 3 sur un luster de mahines. Les auteurs de CRISP ([21℄) estiment que la
première version de leur algorithme (Partitioned Synhronous Diretory) pour-
rait être implémentée sur un luster de proxies ave suès. Le protoole ICP
pourrait aussi être utilisé ar la plupart des reprohes qui lui ont été faits sont
surtout appliables aux réseaux grande distane. Les auteurs de Squid notent
dans ([12℄) que les problèmes posés par l'implémentation du Harvest Cahe sont
les mêmes que eux qui ont été résolus auparavant dans le domaine des systèmes
de hiers distribués. L'arhiteture du Harvest Cahe est d'ailleurs très prohe
de elle du Alex le system ([11℄).
Une proposition a même été faite ([34℄) pour remplaer le protoole HTTP
par le système de hiers distribués AFS (Andrew File System). Il est lair que
les systèmes de hiers distribués fournissent de meilleurs résultats en terme de
ahe, dupliation, gestion et séurité que le Web atuel. La raison prinipale
pour laquelle des systèmes omme AFS n'ont pas été réutilisés tient sans doute à
leur lourdeur et à leur manque d'ouverture. Mais une raison plus fondamentale
est que les systèmes de hiers sont de mauvaises abstrations pour les sys-
tèmes d'information atuels. Ils réunissent un ensemble de fontionnalités qui
les rendent rédhibitoires pour ertaines appliations et la seule manière de mo-
dier es fontionnalités est de modier le système d'exploitation ou de fournir
des méanismes permettant aux appliations de spéier le type de omporte-
ment attendu. Par exemple, la diusion par ot (streaming en anglais) n'a pas
d'équivalene quand on adopte le point de vue des systèmes de hiers distribués
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atuels. La ommunauté de l'Internet a préféré un moyen plus souple pour séle-
tionner des aratéristiques prédénies (par exemple voir une vidéo streamée) :
le hoix à la arte parmi un ensemble d'outils disponibles sur le marhé plutt
qu'un système de hiers omnipotent. En revanhe, dans le adre d'un ahe
en luster, le hoix d'un système de hiers tel AFS est tout à fait onevable.
C'est l'option retenue par les auteurs d'un prototype au NCSA dérit i-après.
Katz, Butler et MGrath (voir [24℄) du National Center for Superomputing
Appliations (NCSA) ont développé un serveur HTTP parallèle et leurs hoix
sont représentatifs de nombreux travaux sur le domaine. Ils proposent d'utili-
ser un luster de serveurs HTTP ongurés à l'identique. Un ontrleur entral
distribue les requêtes aux diérents n÷uds de manière irulaire. Ce ontrleur,
appelé aussi distributeur de harge, est une version du Berkeley Internet Name
Domain modié pour aeter un même nom (du type www.nsa.edu) aux dié-
rentes mahines du luster. Le système de hiers parallèle ASF est utilisé pour
maintenir un ensemble de douments ohérents entre les n÷uds. ASF permet
aux serveurs HTTP de voir le système de hiers omme loal, quelle que soit
sa loalisation eetive. Un système de ahe opie les hiers demandés sur le
disque loal. Les données ont aussi été dupliquées à l'intérieur de ASF an qu'en
as de défaillane d'un des serveurs les données soient enore disponibles... Il est
à noter que BIND et ASF étant portables sur n'importe quelle plate-forme, le
luster ainsi formé est modulable tant au niveau du nombre de mahines que de
leurs types. Un problème lié à l'utilisation du round-robin DNS est que elui-i
ne tient pas ompte de la harge des serveurs : un serveur surhargé reevra
autant de requêtes que les autres.Un système similaire est proposé par IBM
Ressearh. Il est basé sur un SP-2 ou un luster de RS6000 et fait aussi oe de
serveur multimédia. Il utilise un routeur TCP pour distribuer les requêtes vers
les diérents n÷uds du serveur, le système de hiers multimédia Tiger Shark
et le système de hiers parallèle Calypso pour le stokage des données (voir
http ://www.researh.ibm.om/webvideo pour de plus amples informations).
5 Mesure de performane de ahes WEB
Plusieurs types de mesures peuvent être onsidérées pour évaluer les perfor-
manes d'un ahe WEB. Les mesures les plus utilisées onernent le temps de
délivrane des objets ontenus dans le ahe et le nombre d'URL servies par
seonde. Mais on peut aussi s'intéresser aux nombre maximal de onnexions
simultanées possibles, à la relation entre temps de réponse et harge, à la rela-
tion entre taux de suès et harge ou enore à la fraîheur des douments.Un
problème réurrent pour l'analyse des performanes des ahes Web est elui
posé par la reprodution de onditions réalistes lors du test. Le plus souvent,
la solution retenue repose sur l'utilisation de traes réelles olletées soit auprès
de prestataires de servies Internet, soit auprès d'universités, le plus souvent
amériaines. Les hiers de traes réelles sont utilisés pour générer un prol de
requêtes semblable à elui des utilisateurs réels. De nombreux hiers de traes
sont disponibles sur le Web. De nombreux serveurs proxy-ahe permettent de
générer les traes d'utilisation de leurs lients. Le format de trae adopté omme
standard de fait est elui de Squid.Les onstruteurs de ahe (matériel ou lo-
giiel) proposent des outils permettant d'évaluer les performanes d'un ahe
Web, mais eux-i sont malheureusement trop souvent partiels et partiaux.
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Certaines études tentent d'analyser les performanes des ahes WEB en
alulant la omplexité des algorithmes mis en ÷uvre. Dans ette optique, Ro-
driguez, Ross et Biersak (voir par exemple [31℄) ont omparé les oûts des
onnexions et des transferts de données pour des ahes hiérarhiques et des
ahes distribués. Ils proposent ensuite un modèle hybride permettant de béné-
ier du meilleur des deux algorithmes. Malheureusement, de par la omplexité
et le nombre des méanismes mis en ÷uvre, de telles analyses restent limités à
des modèles de la réalité très simpliés.
On trouve dans la littérature de nombreuses desriptions de protooles d'ana-
lyse réalisés sur des plates-formes expérimentales. Les mesures sont souvent
réalisées manuellement, au oup par oup, sans que soient développés d'outils
logiiels pour analyser les performanes du ahe WEB automatiquement.
A titre d'exemple, le dispositif mis en plae pour analyser les performanes
du Summary Cahe ([18℄) utilise 10 Spar-20 onnetés par un réseau Ether-
net à 100 Mb/s représenté par la gure 7. Quatre stations sont ongurées en
proxy-ahe, quatre autres stations sont utilisées pour simuler la harge, haune
exéutant 30 proessus lient. Les lients se onnetent aux diérents proxies et
émettent des requêtes sans temps d'attente entre elles. La taille des doument
demandés suit une distribution de Pareto ave  = 1:1 et k = 3:0. Deux sta-
tions sont utilisées omme des serveurs, haune ave 15 serveurs onnetés sur
diérents ports. Chaque serveur "fork" un nouveau proessus pour gérer une
nouvelle requête HTTP. Le proessus attend 1s avant de répondre à la requête
an de simuler la latene du réseau. Les expérienes sont réalisées pour des taux









Fig. 7: Arhiteture pour l'analyse de performane de ahe Web
Souvent des traes réelles sont utilisées pour générer une harge réaliste. Il est
ependant à noter qu'il faut prendre ses mesures ave beauoup de préautions :
les traes générées par des utilisateurs au travail peuvent être très diérentes de
elles générées par des utilisateurs (éventuellement les mêmes) à la maison. Le
taux potentiel de suès d'un hier de trae est don à prendre en onsidération
lors de l'évaluation des résultats. C'est une des raisons pour lesquelles des outils
ont été mis au point qui permettent de faire varier le taux de suès assoié aux
requêtes.
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Les tests et outils de tests indépendants sont rares et réents. Almeida et
Cao ont développé le Winsonsin Proxy Benhmark ([3℄) pour l'analyse des
performanes du Summary Cahe. La struture utilisée est toujours elle repré-
sentée Fig. 7. Le Winsonsin Proxy Benhmark omprend un proessus maître
qui gère l'ensemble du test, des proessus lient qui génèrent les requêtes, des
proessus serveur qui simulent les serveurs de pages Web existants sur le réseau.
Les auteurs proposent un protoole de test et une manière de l'interpréter. Les
limitations de e produit sont enore grandes : le onditional-GET n'est pas pris
en ompte, les onnexions persistantes non plus, et. Le premier test à grande
éhelle indépendant, organisé par le NLANR (National Laboratory for Applied
Network Researh), date du début de l'année 1999. Il devrait se reproduire sur
la base de deux tests par an. C'est le "bake-o" dérit plus en détails i-après.
5.1 Le premier bake-o
Début Mars 1999, le premier "bake-o" a été organisé par le groupe Ir-
ahe (NLANR) pour tester les produits de ahe HTTP à l'aide d'un outil
ouvert et indépendant de tout onstruteur dans des onditions les plus réa-
listes possible (voir [14℄, http://bakeoff.irahe.net/bakeoff-01, http:
//polygraph.irahe.net).
Les outils logiiels du Web Polygraph, polysrv et polytl ont été utilisés.
Ils permettent respetivement de simuler des serveurs et des lients. Le ahe
est situé entre les lients et les serveurs simulés. Pendant l'expériene, polytl
envoie au ahe un ot de requêtes répondant à ertains ritères, polysrv répond
aux requêtes envoyées par le ahe. L'expériene est déoupée en trois phases :
une phase de démarrage (remplissage des ahes), une phase de plein régime et
une phase d'arrêt. Les mesures sont eetuées pendant la phase de plein régime.
Les outils polysrv et polytl permettent de faire varier la taille des réponses,
la proportion d'URL ahables, les temps de latene des serveurs, la popularité
des objets, et. Le but est de pouvoir simuler des taux de harges représentatifs
des utilisateurs du réseau.
Il n'existe pas de mesure absolue des performanes d'un ahe Web. D'auuns
attaheront le plus d'importane au débit en sortie, d'autres à la rédution de la
bande passante, d'autres au taux de suès obtenu, d'autres enn au temps de
réponse aux requêtes. Les auteurs du test préonisent aux évaluateurs de baser
leur hoix sur une somme pondérée des diérentes valeurs obtenues. Le hoix
des pondérations étant laissé aux évaluateurs en fontions de leurs besoins.
Cependant es outils semblent enore diiles d'aès, en attestent les pro-
blèmes renontrés lors de l'étude réalisée par Network Computing magazine (voir
[41℄) et les réations de l'équipe d'ir (voir [32℄ et http://polygraph.irahe.
net/slides pour l'utilisation de Polygraph). De nombreux paramètres sont à
prendre en ompte, de nombreux résultats à interpréter et il faut enore un
expert en mesure de performane pour mettre en ÷uvre un test ohérent.
Il est à noter que e test ne onerne que le protoole HTTP et que les
standards réents, en partiulier eux utilisés pour les tehniques de streaming




Dans e doument nous avons tenté de présenter un état de l'art des ahes
Web. Loin de prétendre à l'exhaustivité, nous avons plus partiulièrement insisté
sur le fontionnement des diérents logiiels atuels, sur les rares études oner-
nant les ahes Web parallèles et sur la manière d'estimer leur performane.
La suite de nos travaux prévoit la mise au point d'un ahe Web parallèle.
La plupart des algorithmes de ahe présentés ont été intégrés dans Squid. Il
est don probable que dans la suite de nos travaux Squid soit utilisé et que
les analyses de performanes qui seront menées s'inspireront du bake-o. Sans
préjuger des travaux de reherhe qui vont suivre, la mise au point du ahe
Web parallèle fortement ouplé pourra s'appuyer sur les travaux réalisés dans le
domaine des systèmes de hiers distribués, des serveurs web parallèles et des
serveurs vidéos parallèles.
De nombreux objets multimédia ne sont pas ahés par les logiiels atuels, or
leur importane devient de plus en plus grande. Nous nous attaherons par suite
à trouver des solutions novatries pour pallier es insusanes partiulièrement
pour les vidéos streamées du type RealVideo.
De même, les hiers volumineux ne sont pas ahés du fait de la plae
trop importante qu'ils ouperaient en ahe. Nous étudierons les impats des
méthodes utilisant des miroirs à haut débit an de réduire les pénalités endurées
par les utilisateurs de tels hiers.
Les possibilités d'indexations des douments stokés dans le ahe ou le mi-
roir sont a priori très intéressantes. Elles fourniront aux utilisateurs un moyen de
reherhe rapide dans l'ensemble des douments du WEB dupliqués loalement.
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