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Abstract
In Condensed Matter Physics, the computational expense to evaluate the total potential
energy of a collection of atoms using standard ab initio methods is typically large. This limits
the scale of phenomena that can be studied in both length and time. Data-driven techniques
have established a pragmatic extension to ab initio calculations, balancing reductions in the
calculation time with potential losses of accuracy in the properties of interest. Both paradigms
compliment one another and when used appropriately, are valuable tools that enable and
stimulate research in Materials Science. Unlike traditional efforts, modern techniques to
include data employ flexible functional forms, extending the applicability of such methods
to a diverse range of physical quantities. Recently, interest in utilising data in total energy
calculations has turned towards the electron density. With an electron density that is close to
the ground state, data-derived kinetic energy functionals in orbital-free density functional
theory can be applied to evaluate the total energy without using gradients of the functional
with respect to the electron density. For this purpose, a number of approaches to calculate
data-derived densities have been proposed in recent years.
In this thesis, we begin by reviewing several fixed-form expressions to approximate the
potential energy of hexagonal layered crystals and show how a flexible form is essential to
fully utilise the available data. We then focus on developing new approaches to approximate
ground state electron densities and on novel applications that help to further unify data-driven
and ab initio techniques within electronic structure. By calculating reliable uncertainty
estimates, we show that data-derived densities can be incorporated into density functional
theory in a “safe” manner. We also show that with accurate initial densities and for systems
that otherwise have a poor initial estimate, we can reduce the number of self-consistent
field iterations that are necessary to reach self-consistency in Kohn-Sham density functional
theory. We hope that the work in this thesis will contribute to improving initial states
in density functional theory, support the application of data-derived orbital-free kinetic
energy functionals and encourage an ever closer and mutually beneficial cohesion between
data-driven and ab initio techniques throughout the Natural Sciences.
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Chapter 1
Introduction
Computational Materials Science can be broadly categorised into two paradigms; continuum
and discrete mechanics [1, 2]. Both are invaluable to the scientific research and understanding
of materials, since many mechanical phenomena are a product of interactions and events
which occur over a wide range of length and time scales [3]. Continuum methods consider
physical properties like mass and strain as continuous fields, obeying conservation laws that
give rise to partial differential equations (PDE) [4]. These PDE are solved to quantify material
properties in the steady state or in non-equilibrium [5]. Generally, continuum approximations
are appropriate for length and time scales O(µm) and O(µs), respectively and larger, while
discrete methods are necessary for length and time scales O(µm) O(ps) and smaller [6].
Unlike its continuum counterpart, discrete mechanics aims to model systems’ properties by
describing the behaviour of discrete particles through governing equations such as Newton’s
equations of motion and the time-independent Schrödinger equation. While approaches to
bridge discrete and continuum methods exist and hybrid methods may ultimately prove to
be common practise for modelling multi-scale phenomena in Materials Science, this thesis
concentrates exclusively on the former, discrete type of computation [7–9].
The total potential energy is a property of fundamental importance in Condensed Matter
Physics and Materials Science as its evaluation allows configurations to be sampled from
constant or time-dependent prior distributions that have an unknown normalizing constant,
often referred to as the partition function. The utility of the total potential energy has long
been established in its application as the cornerstone to sampling techniques like Monte Carlo
(MC) [10], molecular dynamics (MD) [11] and transition path sampling [12]. Throughout its
period of application there has been significant focus on developing total energy methods that
reduce the amount of computation required for its evaluation, while maintaining a high degree
of accuracy [13]. Some data-derived total energy methods can be found as early as 1995
using techniques like neural networks which are synonymous with modern approaches [14].
2 Introduction
However it was 12 years ago when Behler et al. [15] illustrated the importance of a faithful
representation of the atomic environment in combination with a flexible form of the map from
the environment to the energy, that interest began to accelerate in data-driven methods to
evaluate the total potential energy. With data-derived methods achieving chemical accuracy
from ab initio data and some ab initio approaches incorporating increasing amounts of data
to refine free parameters, the distinction between ab initio and data-derived techniques is
smaller than ever before [16].
Recently interest has grown in applying data-derived electron densities to total energy
calculations. By calculating data-derived ground states in density functional theory (DFT),
data-derived orbital-free (OF) total energy functionals can be applied without the need to
self-consistently converge the total energy [17]. There is no “correct” way to calculate data-
derived electron densities and every method proposed in the literature will invariably have
both advantages and disadvantages over alternative approaches. In this thesis we propose
two such methods and quantify uncertainty in data-derived densities for one of these, which
allows for an application of data-derived densities to electronic structure calculations that
goes beyond previous work.
The contributions of this thesis are fivefold. First, we show how two historical data-
derived total energy methods fail to correctly represent the atomic environment in hexagonal-
lattice crystals and highlight the utility of allowing data to determine the functional form of
these interactions. Second, we present a parametric latent variable model for data-derived
densities, which is linear and utilises an n−body representation of the atomic environment.
Third, we show how perturbations of data-derived densities from the exact ground state can
be related to perturbations in the total energy without evaluating the total energy difference
explicitly. Fourth, we illustrate how averaging point estimates of the second moment of
the posterior predictive distribution over an entire configuration, can significantly reduce
the degree to which our uncertainty measure is stochastic with the true error. Finally, with
reliable estimates of the global uncertainty for a configuration of data-derived densities,
we show that initial densities in DFT can be improved using data in a “safe” manner. This
consequently reduces the number of self-consistent field (SCF) iterations required to reach
self-consistency for initial densities that are otherwise far from the ground state. We view
our final work illustrating how, in some cases, initial states in DFT can be improved by using
data-derived densities and reliable estimates of the uncertainty in these densities, as the single
most significant contribution of this thesis.
We begin by reviewing important concepts and the basic theory of ab initio total energy
calculations in electronic structure in the framework of DFT.
Chapter 2
Total energy methods
2.1 Electronic structure
The non-relativistic time-independent Schrödinger equation
Hˆ |Ψ⟩= E |Ψ⟩ (2.1)
posits the system wave function |Ψ⟩ of combined nuclear and electronic quantum numbers
as a stationary state solution of the time dependent Schrödinger equation. In (2.1), E are
eigenvalues of the Hamiltonian
Hˆ =
Hˆe︷ ︸︸ ︷
−1
2
Ne
∑
i
∇2i −
N
∑
I
Ne
∑
i
ZI
driI
+
Ne
∑
i
Ne
∑
j>i
1
dri j
Hˆn︷ ︸︸ ︷
+
N
∑
I
N
∑
J>I
ZIZJ
drIJ
− 1
2
N
∑
I
1
mI
∇2I (2.2)
in atomic units. In (2.2), we have adopted the convention that lower case indices i refer to
any one of the Ne electrons present in the system while upper case indices I refer to any one
of the N nuclei present in the system. Hˆ is determined by the Laplacian ∇2α operating on
individual electrons or ions α , along with electrostatic sums that depend on the distances
drαβ between any two electrons or ions α and β . In (2.2), ZI and mI denote the nuclear
charge and atomic mass, respectively.
2.1.1 Born-Oppenheimer approximation
In (2.2), we have separated the exact Hamiltonian into two parts, Hˆe and Hˆn. Since
mI/me =O(104), when the electronic and nuclear momentum are of the same order of
magnitude, the nuclear kinetic energy contribution to eigenvalues E is orders of magnitude
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smaller than the electronic kinetic energy contribution. Electrons react almost instantaneously
to any change in nuclei coordinates (R,Z), where R = (r1,r2, . . . ,rN), rI are nuclei positions
in real space and Z = (Z1,Z2, . . . ,ZN) is a concatenation of the nuclear charges. Solution of
the minimum eigenvalue eigenstate, or ground state of (2.1) is often approximated by a two
stage procedure known as the Born-Oppenheimer (BO) approximation. First, the electronic
ground state |Ψe⟩ is approximated from solving
Hˆe |Ψe⟩= Ee |Ψe⟩ , (2.3)
for the lowest electronic energy eigenvalue Ee where all nuclei are considered to be fixed.
Since Ee is parametrically dependent on the nuclear coordinates (R,Z) and is continuous
with perturbations to R, this is referred to as a potential energy surface (PES). The eigenvalue
Ee from (2.3) is referred to as the adiabatic contribution to the total energy E from (2.1) and
can be shown to be much larger in magnitude than all other non-adiabatic contributions to
E [18]. In the BO approximation, Newtonian equations of motion,
mI
∂ 2rI
∂ t2
=−∇IEe, (2.4)
can be applied to configuration sampling methods like MD [19]. The important result from
this approximation is that (2.4) is parametrically dependent on the nuclear coordinates (R,Z).
The as yet unknown method of solving the electronic structure of (2.3) can be phrased as
a function, or map, f : (R,Z)→ Ee, or alternatively, Ee = f (R,Z). Since f : (R,Z)→ Ee
determines the evolution of dynamics in the BO approximation, it is a property of fundamental
importance.
2.1.2 Density functional theory
DFT is an ab initio electronic structure method for calculating f : (R,Z)→ Ee in the BO
approximation, which has seen widespread adoption across Materials Science [20]. Its huge
success is due to its high predictive ability and modest computational cost compared to
alternative approaches [21]. The Hohenberg-Kohn theorems show that the total energy Ee is
a unique functional of the electron density n(r),
E[n(r)] = ⟨Ψe|Hˆe|Ψe⟩ , (2.5)
and that the ground state can be found by variationally minimising E[n(r)] with respect to
n(r) [22]. We note that the shorthand E[n(r)] = Ee is taken for clarity in (2.5). Highlighting
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dependence on n(r), (2.5) can be written as
E[n(r)] =
∫
νext(r)n(r)dr+
∫ ∫ n(r)n(r′)
|r− r′| drdr
′+T [n(r)]+Exc[n(r)], (2.6)
where νext(r) is the external potential of the nuclei and T [n(r)] and Exc[n(r)] are unknown
functionals representing the kinetic energy contribution and a term called the exchange corre-
lation energy, respectively [22]. Despite exact forms for both T [n(r)] and Exc[n(r)] remaining
unknown, in general |Exc[n(r)]| ≪ |T [n(r)]| [23] and so fairly simple approximations such
as the local density approximation [24] and the generalized gradient approximation [25]
for Exc[n(r)] can be successfully applied to many interesting systems. However, lack of a
universal form for T [n(r)] means that OF DFT is often abandoned for an alternative paradigm,
Kohn-Sham (KS) DFT [26, 24]. In KS DFT the kinetic energy term is approximated as
T0[n(r)] =−12
Ne
∑
i
∫
drφ∗i (r)∇
2φi(r), (2.7)
where the difference between T0[n(r)] and the exact value T [n(r)] is moved into the KS
exchange-correlation functional Exc[n(r)]. Single-particle electron wave functions φi(r) are
found by solving the KS Hamiltonian(
−1
2
∇2+νeff(r)
)
φi(r) = εiφi(r), (2.8)
with an effective potential
νeff(r) =
∫
dr
n(r)
|r− r′| +νext(r)+
∂Exc[n(r)]
∂n(r)
(2.9)
[27]. Although this form of DFT greatly improves the predictive ability, the computational
expense of variationally minimising (2.5) is much greater with the KS kinetic energy func-
tional in (2.7) than OF alternatives for T [n(r)] [28]. More precisely, in KS DFT a version
of (2.8) projected onto a wave function basis, such as a plane wave basis, is solved by
diagonalising the KS Hamiltonian [29]. In practise, only the Nb lowest eigenvalue solutions -
which are also referred to as the number of bands - are needed and iterative diagonalisation
schemes are used [30]. However, unconstrained, such schemes will find Nb copies of the
lowest eigenvalue state, requiring an additional calculation to orthogonalise all Nb eigenstates
φi(r). This orthogonalisation is the root of the infamous cubic scaling, O(N3b ) as Nb → ∞, in
conventional KS DFT [27]. We note that optimal values for numerical parameters such as Nb
and the size of the plane wave basis are system specific but can be found by systematically
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increasing the values of these parameters until the total energy and other properties of interest
have converged to an acceptable tolerance.
2.1.3 Linear scaling DFT
The cubic scaling of traditional KS DFT ultimately limits applicability to crystals with unit
cells of volume O(103)Å
3
, for a reasonable expenditure of computation. This asymptotic
limitation has driven interest in an alternative variational approach to KS DFT, which for
insulating materials at 0 K, leads to linear scaling with Nb and the number of atoms when
computing f : (R,Z)→ E [31]. Roughly speaking, the steps that linear DFT methods take to
avoid O(N3b ) scaling are to avoid explicit evaluation of eigenstates - and therefore a necessity
to orthogonalise eigenvectors φi(r) - and to exploit sparsity induced by systems with a band
gap [32, 33]. The latter can be illustrated by considering a density matrix formulation of the
KS Hamiltonian,
n(r,r′) =∑
i
fiφi(r)φ∗i (r
′), (2.10)
where fi are single-particle eigenstate occupancies. The non-interacting kinetic energy
T [n(r)] = 2
∫
dr′
(
−1
2
)
∇2rn(r,r
′)|r=r′ (2.11)
and (2.5) can be minimised variationally with respect to n(r,r′) for both interacting and
non-interacting (KS) systems [18]. In full, this variational minimisation scales as O(N3b ),
however, this can be reduced to O(Nb) scaling by relaxing the condition that density matrices
are idempotent for systems where
n(r,r′)≈ 0 : |r− r′|> rcut (2.12)
[34]. Density matrices where the condition in (2.12) is true are described as having localized
support for a finite distance rcut and for systems at 0 K, this is a condition that is specific to
insulting systems. For high temperatures however, metallic systems also exhibit locality in
their density matrices [35]. Recently, O(N) DFT has been proposed for metallic systems by
constructing high temperature, local, density matrices that are iteratively refined to the lower
temperature target density matrix in a process described as the Annealing and QUenching
Algorithm Fermi Operator Expansion (AQUA-FOE) [36]. Although density matrix approaches
to linear scaling DFT are widely adopted for insulating systems, the crossover point where
linear scaling methods outperform conventional O(N3b ) KS DFT remains quite high, at around
(500-1000) atoms for (insulating) bulk crystals [37, 38], or 2000 atoms for the metallic
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system studied in [36]. Given significant computational resources, very large calculations
are now accessible, with several examples of 1 million atom calculations in both KS and OF
linear scaling DFT [39, 40]. We make the distinction between KS and OF applications of
linear scaling for the reason mentioned previously: that no universal functional for T [n(r)] is
currently known [41, 42].
2.2 Data-derived total energies – representing environment
Many areas of research in computational Materials Science require the evaluation of prop-
erties such as the free energy, thermal conductivity, diffusion coefficients, measures of
crystalline order and many more. We categorise these methods, which encompass both
equilibrium and non-equilibrium dynamics, in a very broad sense as sampling methods.
By this, we refer to any calculation where the property of interest must be evaluated by
sampling configurations from either a constant or time-dependent prior distribution p(X)
over configurations X = (r1,Z1, ...,rN ,ZN). The configuration prior p(X) is an unknown
distribution capturing the physics defined by the PES of the crystal and the interaction of this
crystal with well defined reservoirs like temperature or pressure. The configuration prior can
be constant as in equilibrium dynamics, or time-dependent like in non-equilibrium dynamics
and sampling methods can be stochastic like in Markov chain Monte Carlo, or deterministic
as in molecular dynamics [43]. All sampling methods share the same requirement that at
least a single evaluation of f : (R,Z)→ E must be made to generate a new sample from
p(X). Sampling methods as we describe them here can easily require tens of thousands
of evaluations of f : (R,Z)→ E to calculate properties of interest, if not many orders of
magnitude more [44]. This quickly renders an ab initio approach to be infeasible for large
systems, even for linearly scaling KS DFT when applicable. This limitation motivates the
need for data-derived approaches to evaluate f : (R,Z)→ E.
In recent years, a large amount of interest has been shown in the development [14, 15, 45–
50] and application [51–59] of data-derived total energies1. The limitations of any data-
derived total energy method can be considered in two parts; how well the atomic environment
is represented and how general the map from the environment to the total energy is. As with
total energies, both aspects are important for data-derived electron densities. We use this
section to describe the methods that underpin our representations of the environment for
data-derived densities in Chapter 4 and Chapter 5. For a more comprehensive comparison
1We note that the examples given here are far from a complete list of all methods and applications of
data-derived energies. Our intention is only to give a few prominent and interesting examples.
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of data-derived total energy methods we refer the interested reader to a number of existing
review articles [60–62].
To achieve linear scaling in f : (R,Z)→ E with the number N of atoms in the primitive
cell of a crystal, data-derived total energy methods make the local approximation that
E =
N
∑
i
εi(Ωri), (2.13)
where Ωri denotes the subset of all relative atom positions and atomic numbers contained
within a spherical volume of radius rcut centred on the position ri of an atom i. We show
the per-atom energy contribution εi in (2.13) with an optional dependency on the atomic
species type of atom i. An important symmetry that has remained implicit in our discussion
of ab initio methods to calculate f : (R,Z)→ E is that E = f (R,Z) must be invariant to
global rotations, translations, reflections and permutations of atoms of identical charge and
atomic number [63]. For data-derived energies these invariances can be achieved in two
ways. Either Ωri must be represented by a quantity x, which is invariant to the preceding
symmetries, or the map ε in (2.13) must enforce these invariances. We distinguish modern
from historical data-derived total energy methods by the approach taken to ensure that
E = f (R,Z) is invariant to the translation, rotation and permutation of the ordering of atoms.
In Section 2.2.3 we show how modern representations of the environment that we discuss in
Section 2.2.1 are a generalisation of a number of historical data-derived total energy methods.
Materials discovery
An accurate representation of the chemical environment is a necessity for any accurate data-
derived total energy and electron density. In fact, characterising materials by atom-centred
invariant quantities of (R,Z) in a reliable manner is important to a number of applications
in Materials Science. Such representations are routinely applied to characterise crystals
or molecules in materials discovery [64]. Here only a global measure of the environment
(an average over all atom-centred environments within the periodic unit cell) is needed.
Often representations of crystallographic or molecular environment that are derived from
(R,Z) are supplemented with additional information such as properties from the electronic
structure of ab initio calculations when they are used to predict mechanical or transport
properties of new materials at specific temperatures and pressures. When making predictions
in materials discovery, ab initio calculations are often performed, providing information that
is inaccessible for data-derived total energies or densities. As such we distinguish features
used to supplement the description of the chemical environment in materials discovery from
the subset of features that are derived only from (R,Z).
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In materials discovery, a large amount of information is often applied to represent a global
measure of crystallographic or molecular structure. Examples include: using heuristics about
the constituents present in a molecule [65], applying connectivity graphs to (R,Z) [66, 67],
using Steinhardt bond-order parameters from (R,Z) as well as the atomic number, atomic
mass, period and group in the periodic table, the first and second ionization energies, electron
affinity, melting and boiling points, material density, molar volume, heat of fusion, heat of
vaporization, thermal conductivity and specific heat [68]. Properties from electronic structure
calculations can also used, such as: the Pauling electronegativity, Allen electronegativity,
van der Waals radius, covalent radius, atomic radius, pseudopotential radii for s and p
orbitals [68], energies of KS eigenstates, expected radii of s, p and d orbitals [64] and the
density of states along high symmetry paths in the Brillouin zone [69].
2.2.1 Two- and three-body terms
Invariance of atom-centred descriptors to the rotation, translation and permutation of like-
species atoms can be enforced by the careful design of features or by exploiting the invariant
properties of specific transformations that are well studied in the image processing commu-
nity [70–73]. Examples of the former approach include using two- and three-body terms [15]
and closely related variants [74–76], the Coulomb matrix [77], its electrostatic counterpart
the Ewald matrix [78], the number of valence electrons and the coordination number of an
atom [79], n−body correlations of atomic density [80], the bispectrum [45] and connectivity
graphs [81].
In this section we briefly describe the atom-centred symmetry functions introduced by
Behler et al. [15] as we later draw comparisons of these with the representation of the
environment in the historical molecular potential AMBER in Section 2.2.3. We also discuss the
bispectrum [45] in greater detail as we later apply this representation to data-derived electron
densities in Chapter 5. In particular, we discuss important algorithmic aspects of computing
the bispectrum that significantly reduces its computation time, allowing data-derived densities
to be applied to scenarios where a small evaluation time is crucial, such as to initial densities
in KS DFT.
An equivalent expression for the environment characterised by the set of all displacement
vectors Ωri for atoms contained within a sphere of radius rcut about atom i at ri is the
continuous field
ρ(dr) = ∑
j∈Ωri
δ (dri j−dr) (2.14)
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Fig. 2.1 n−body invariants from (2.15) include terms commonly referred to as the bond
angle dθi jk and the dihedral angle dθi jkl .
representing the atomic density at r = dr+ ri ∈ R3. The integral over all points s within
the sphere of radius rcut centred on ri,
∫
dsρ(s) = Ni for Ni neighbouring atoms contained
within Ωri . The atom density ρ(dr) is invariant to the global translation of atoms but not to
global rotations. One approach to approximating the information contained within ρ(dr)
while maintaining rotational invariance, is to construct n−body invariant quantities of the
vector displacements between n atoms within Ωri .The first three terms of n−body invariants
2-body : dri j = |dri j|,
3-body : dθi jk =
dri j ·drik
dri jdrik
,
4-body : cos
(
dθi jkl
)
=
|ni jk ·n jkl|
|ni jkl||n jkl| ,
ni jk = dri j×drik,
n jkl = drik×dr jl
(2.15)
are often referred to as the radial distance dri j, the bond angle dθi jk and the dihedral angle
dθi jkl , respectively.
The 4-body dihedral term cos(dθi jkl) in (2.15) can be visualised in Figure 2.1 as the
inner product of unit vectors normal to the planes defined by two sets of atoms, (i jk) and
( jkl). For each n−body term, we can populate a set Ω(n−body) that contains every possible
instance of this term within the constraints of the local approximation of the environment
defined by rcut, or any additional conditions that might be imposed. The collection of all sets
Ω(n−body) represents all of the information that we have retained about environment in the
bid to ensure rotational invariance. Considering the most complete case where only the local
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approximation constrains the population of each set, we populate 2- and 3-body sets as:
Ω(2−body) = {dri j;∀ j ̸= i : dri j < rcut},
Ω(3−body) = {dθi jk;∀ j ̸= i : dri j < rcut,∀k ̸= i,k > j : drik < rcut},
(2.16)
where in Ω(3−body) we make use of the invariance of dθi jk to permuting j and k. Since
dθi jk = dθik j, a large number of terms are redundant as they include no additional information
about the environment of atom i. We can, therefore, reduce the cardinality, or number
of elements in the set Ω(3−body), card(Ω(3−body)) from N(N − 1) to N(N − 1)/2 where
card(Ω(2−body)) = N. For the dihedral term, because dθi jkl = dθik jl , the cardinality of
Ω(4−body) can be reduced from N(N−1)(N−2) to N(N−1)(N−2)/2. For each set, it is
clear that card(Ω(n−body)) = O(Nn−1) and for this reason, additional constraints are often
included to significantly reduce the cardinality of bond and dihedral angle sets. A common
approach to reduce card(n−body) in modern n−body representations of the environment [82]
is to reduce rcut with n. We will see in Section 2.2.3 that a number of modern n−body
representations of the environment
x2−body1 = ∑
Ω2−body
Γ(dri j),
x2−body2 = ∑
Ω2−body
e−θ1(dri j−θ2)
2
Γ(dri j),
x2−body3 = ∑
Ω2−body
cos
(
θ3dri j
)
Γ(dri j),
x3−body1 = 2
1−θ4 ∑
Ω3−body
(
1+θ5 cos(dθi jk)
)θ4 e−θ6(dr2i j+dr2ik+dr2jk)Γ(dri j)Γ(drik)Γ(dr jk),
x3−body2 = 2
1−θ7 ∑
Ω3−body
(
1+θ8 cos(dθi jk)
)θ7 e−θ9(dr2i j+dr2ik)Γ(dri j)Γ(drik)
(2.17)
[82] are a generalisation of historical n−body representations that can be found in methods
like the AMBER potential [83]. We refer to Γ(dr > rcut) = 0 in (2.17) as a tapering function
and notate the value of the basis parameters as θ = (θ1, . . .). We note that θ has a strong
influence on the form of the representations of the environment in (2.17). In the simplest
approach, a number of heuristics can be employed to determine a reasonable value for θ [84].
Alternatively, θ can be determined through the PES of reference data directly. This is difficult
to implement and costly to evaluate but does reduce the number of two- and three-body
descriptors that are required to achieve a given accuracy in data-derived total energies [76].
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2.2.2 The bispectrum
The bispectrum representation of the environment constructs an almost complete basis [85]
onto which projections of ρ(dr) from (2.14) remain invariant to the rotation, translation and
the permutation of the ordering of like-species atoms [86]. The bispectrum was first applied
to total energy methods in the “smooth overlap of atomic positions” kernel quantifying
the dissimilarity of two bispectrum environments [63] as part of a Gaussian approximation
potential (GAP) [45]. Utilising the reliable representation of chemical environment with
the bispectrum, the GAP has been applied to a large number of problems in condensed
matter and Materials Science [52, 54, 55, 58, 59, 87]. We adopt the bispectrum to represent
the environment for data-derived densities in Chapter 5 and so we detail here aspects of
the algorithmic implementation of the bispectrum that are non-trivial and are important in
reducing the amount of necessary computation to a tractable quantity for the applications to
KS DFT that are discussed in later work. The bispectrum representation of the environment
from atom i is formed from projections
cnlm = ∑
j∈Ωri
gn(dri j)Yml(dθi j,dφi j) (2.18)
of the neighbour density ρ(dr) from (2.14). The radial function gn(dri j) is determined by
the radial number n, while the spherical harmonic Yml(dθi j,dφi j) is determined by the order
and degree m and l, respectively and the polar and azimuthal coordinates dθi j and dφi j
respectively, which arise from the displacement vector r j−ri. Quantities that are invariant to
the rotation of atoms are formed by projecting cnlm onto elements
bnll1l2 =
l
∑
m=−l
l1
∑
m1=−l1
l2
∑
m2=−l2
c∗nlmC
ll1l2
mm1m2cnl1m1cnl2m2 (2.19)
of the bispectrum, where Cll1l2mm1m2 are Clebsch-Gordan coefficients [88]. The radial number
n ∈ [1,nmax] and degree l ∈ [0, lmax] are limited by nmax ≥ 1 and lmax ≥ 0, respectively. For a
complete proof of why (2.19) is invariant to rotation we refer the interested reader to [63].
Here, we illustrate a proof of rotational invariance for the less general but simpler case of
when (l = l2, l1 = 0) and drop the dependence of cnlm on the radial basis functions, projecting
the neighbour density in (2.14) onto the unit sphere S2:
ρ(dr) =∑
l
∑
m
cmlYml(drˆ). (2.20)
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To generate a rotationally invariant quantity from (2.20), we follow the same process as
in [63] and first apply the rotation operator Rˆ:
Rˆρ(dr) =∑
l
∑
m
cmlRˆYml(drˆ)
=∑
l
∑
m
cml∑
m′l
Dlm′m(Rˆ)Ym′(drˆ)
=∑
l
∑
m′
Ym′l(drˆ)∑
m
cm′l︷ ︸︸ ︷
Dlm′m(Rˆ)cml,
(2.21)
where Dlm′m(Rˆ) = ⟨Yml|Rˆ|Ym′l⟩ are elements of the Wigner matrices Dl(Rˆ) and (cm′l,cml) are
elements of the vectors (cl′,cl), respectively. Since it can be shown that Dl(Rˆ)†Dl(Rˆ) = 1,
the quantities
(c′l)
†c′l =(D
lcl)†(Dlcl)
ρl = (cl)†
1︷ ︸︸ ︷
(Dl)†Dl cl
(2.22)
are invariant to arbitrary rotations Rˆ. The rotationally invariant quantities ρl are referred to as
the power spectrum and can be shown to be equivalent to the bispectrum elements bnl0l [63]
as well as the Steinhardt bond-order parameters [89]. In Chapter 5 we apply the power
spectrum to represent a global description of the environment for a single configuration of
atoms. The degree to which the power spectrum and bispectrum completely represent the
environment is determined by the local approximation cut-off and maximum radial number
and degree (rcut, nmax, lmax), respectively. The bispectrum representation of the environment
could be formed by concatenating every element of bnll1l2 into a vector x ∈ Rnmax(lmax+1)
3
.
However we will see later that in fact many of these components are zero and the actual
dimension of x is far smaller than nmax(lmax+1)3.
Relation to kernels
For the formulation of the bispectrum |b⟩ associated with coefficients ⟨n1n2n3l1l2l|b⟩ =
bn1n2n3l1l2l as expressed in [63], it can be shown that the rotation-invariant kernel
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k(ρi,ρ j) =
∫
dRˆ
∣∣∣∣∫ ρi(r)ρ j(Rˆr)dr∣∣∣∣3
= ⟨b|b⟩ ,
(2.23)
where ρi and ρ j are neighbour densities centred on ri and r j, respectively. Unlike the
expression in (2.14) that contains a delta function in the summation over neighbouring atoms,
a reformulation is adopted for the neighbour density for representations of the environment
that are applied to kernels. This is necessary as retaining the delta function in ρ(r) leads to
very large differences in similarity measures between environments that are infinitesimally
dissimilar. In the original formulation of the smooth overlap of atomic positions (SOAP)
kernel, atom densities are smoothed by Gaussian functions:
ρ(dr) = ∑
j∈Ωri
e−α(dri j−dr)
T(dri j−dr) (2.24)
for the atom density centred on ri, where α is a hyper parameter determining the scale of
the smoothing. We note that differences in the expression for ρ(dr) such as between (2.14)
and (2.24) lead to differences in the expression for the projection coefficients cnlm.
Radial basis
In our expression for bispectrum components in (2.19), we have presumed that the radial
functions gn(dr) are non-orthogonal. Unlike the orthogonal case, where radial basis functions
are not coupled, this leads to a certain degree of coupling between different radial bases [63].
In Chapter 5 we use the same convention as in [63] for non-orthogonal radial bases:
gn(dr) = W · (φ1(dr),φ2(dr), ...,φnmax(dr)),
φα(dr) = (rcut−dr)α+2
(
2α+5
r2α+5cut
)1/2
,
W = S−1/2,
Sαβ =
((5+2)(5+2β ))1/2
5+α+β
,
(2.25)
where φα(dr) are polynomial functions of rcut−dr and gn(dr = rcut) = 0. We compute
W = S−1/2 (2.26)
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by the eigen-decomposition
S = VDV−1, (2.27)
where D = diag({λi;∀i}) is the diagonal matrix formed from the eigenvalues λi of S. The
matrix V is formed by the eigenvectors of S, where Vi j is the ith component of the jth
eigenvector. The square root
S1/2 = VD1/2VT, (2.28)
where elements D1/2i j =
√
Di j and we have used the fact that since S is symmetric, V−1 =VT.
An important property of S, which is apparent here, is that S is positive definite, meaning
that all of its eigenvalues are positive and so D1/2 is always well defined. Finally,
S−1/2 =
(
VD1/2VT
)−1
= (VT)−1(D1/2)−1V−1
= VD−1/2VT,
(2.29)
where elements D−1/2i j = 1/
√
Di j. While in Chapter 5 we apply the radial basis functions
gn(dr) to representations of the environment that derive from “un-smoothed” neighbouring
densities ρ(dr) from (2.14), we note that several alternatives exist for smoothed neighbour
densities that can offer some numerical advantages in terms of a smaller evaluation time for
rotationally invariant kernels. In the SOAPLite formulation of [90], radial basis functions
g(l)nl (dr) =
Nk
∑
k=1
β (l)nl dr
le−αkldr
2
(2.30)
lead to a reduction in the evaluation time of integrals
∫
g(l)nl (dr)ρ(dr)dr of radial basis function
projections onto the neighbouring atom density, compared with the original SOAP formulation.
In (2.30), k iterates over Nk basis functions, β
(l)
nk are terms representing orthogonalization
factors and αkl represent widths of the basis functions. In the SOAP-express formulation
of [91], an approximate expression for the atomic neighbour density is applied to separate
terms dependent on n and l. For n= [0,nmax−1], radial bases gn(dr) are adopted as in (2.25)
and the original SOAP formulation is augmented by including
φnmax(dr) ∝ e
− 12 dr2. (2.31)
When considering these and a number of other changes to the original SOAP formulation,
[91] report reductions between 20% and 40% in the evaluation time of rotation-invariant
kernels.
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Fig. 2.2 The number of inner loop iterations Niter on the right-hand side (RHS) of (2.19) is
almost two orders of magnitude smaller when only non-zero terms are considered as in (2.36)
rather than the complete set of Niter = (lmax+1)6 zero and non-zero terms in (2.35).
Clebsch-Gordan coefficients – sparsity in the bispectrum
Although the expression for bispectrum coefficients in (2.19) appears to be a costly com-
putation, since each of the nmax(lmax + 1)3 terms scales as O(ll1l2), the tensor C
ll1l2
mm1m2 of
Clebsch-Gordan coefficients is in fact very sparse, significantly reducing the scale of neces-
sary computation to a tractable magnitude. Coefficients Cll1l2mm1m2 are non-zero only for the
following conditions:
Condition 1 : m = m1+m2,
Condition 2 : |l1− l2| ≤ l ≤ l1+ l2.
(2.32)
Additionally coefficients bnll1l2 are also non-zero only for:
Condition 3 : modulo(l+ l1+ l2,2) = 0 (2.33)
[92]. We write these conditions in shorthand by the discrete binary function
δ ll1l2mm1m2 =
1 , (m = m1+m2)&(|l1− l2| ≤ l ≤ l1+ l2)&(mod(l+ l1+ l2) = 0)0 , otherwise.
(2.34)
When only terms which offer a non-zero contribution to bispectrum coefficients are
considered in the RHS of (2.19), the amount of computation to evaluate the bispectrum is
drastically reduced. We quantify this reduction by counting the number of iterations Niter
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that are encountered over the RHS of (2.19) for the full set of terms (l, l1, l2,m,m1,m2),
Niter =∑
l
∑
l1
∑
l2
∑
m
∑
m1
∑
m2
1
=
(
lmax
∑
l=0
(2l+1)
)3
=
(
lmax+1+2
lmax
∑
l=1
l
)3
= (lmax+1+ lmax(lmax+1))
3
= (lmax+1)
6 .
(2.35)
In Figure 2.2 we compare Niter = (lmax+1)
6 with the number of non-zero contributions
Niter =∑
l
∑
l1
∑
l2
∑
m
∑
m1
∑
m2
δ ll1l2mm1m2, (2.36)
that are necessary, when the symmetries in (2.34) are utilised to remove unnecessary compu-
tation. From Figure 2.2 it is clear that the necessary computation to evaluate the bispectrum
representation is O(102) times smaller than (2.19) suggests, due to the conditions in (2.32)
and (2.33).
Scaling
Evaluating the bispectrum can be separated into two parts that both scale differently with
(nmax, lmax). Evaluating the spherical harmonic projections in (2.18) scales as O(nmaxl2max)
yet forming the invariant bispectrum elements in (2.19) scale as O(nmaxl6max). In Figure 2.3
we illustrate for a regular grid of 5× 105 points in a 4 atom unit cell of graphite with
rcut = 3Å, that as lmax → ∞, the computational expense of generating invariant quantities
from (2.18) dominates the expense of calculating spherical harmonic projections cnlm.
2.2.3 Traditional potentials
Traditionally, data-derived total energies are constructed from the n−body invariant quantities
of atom displacement vectors within Ωri as discussed in (2.15) and Section 2.2.1. Unlike the
population of Ω(n−body) in modern representations, card(Ω(n−body)) is historically reduced
by using heuristics rather then reducing rcut. A common restriction to make on Ω(n−body)
for angular terms is that only nearest neighbours are considered to the central atom. The
intention is to reflect covalent bonding characteristics where any overlap between occupied
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Fig. 2.3 As lmax → ∞ the time needed to evaluate all non-zero bispectrum elements t ∝ l6max.
For the evaluation of the complete set of non-zero bispectrum elements bnll1l2 to remain
tractable, lmax needs to be small.
electron orbitals dominates contributions to the PES. Although such heuristics can greatly
reduce card(Ωn−body), it reduces the capacity of Ω(n−body) to represent dynamic events such
as the change of coordination number during a phase transformation or the breaking or
joining of covalent bonds.
Mapping the environment to an energy
With the n−body invariant quantities from (2.15) and a collection of sets Ω(n−body) populated
according to known heuristics, the energy per atom can be expressed in a general form such
as
ε(Ωi) =
bonded terms︷ ︸︸ ︷
∑
Ωs
(2−body)
w1(dri j−θ1)2+ ∑
Ω(3−body)
w2(dθi jk−θ2)2+ ∑
Ω(4−body)
w3
(
1+ cos(θ3dθi jkl−θ4)
)
+ ∑
Ωl
(2−body)
w4
(
θ5
dr12i j
− θ6
dr6i j
)
+ ∑
Ωl
(2−body)
w5
qiq j
dri j︸ ︷︷ ︸
non-bonded terms
,
(2.37)
which, specifically, is the form adopted in AMBER [83]. In (2.37) we distinguish the two-body
sets Ωl(2−body) and Ω
s
(2−body) from one another, which we use to to represent long- and
short-range pairwise additive interactions to the PES, respectively. The set of two-body
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displacements Ωs(2−body) generally has a much smaller cardinality due to strict selection
criteria such as only allowing nearest covalent neighbours to i. The three- and four-body
terms are also implied to have strict nearest neighbour conditions, mirroring the perception
that nearest neighbour interactions dominate the PES of covalent systems and as such,
these terms are often referred to as bonded terms. The longer-range radial contributions
from Ωl(2−body) are intended to describe effects like dispersion and electrostatic interactions.
Optimal values2 for the free parameters θ = (θ1,θ2, . . .) and w = (w1,w2, . . .) are system
specific and will depend on the atomic environment. For example, different values of (θ , w)
might be applied to each distinct species type of the central atom i. We note that some aspects
of the bonded and non-bonded terms are motivated directly from physical approximations
such as the pairwise additive dr−6 contribution to dispersion for dipole-dipole interactions,
which arises from quantum electrodynamics [93, 94]. Despite this, many choices in the
form above are pragmatic in nature, for example a universal classical approximation to
the Pauli exclusion contribution is unknown and the dr−12 term adopted in (2.37) is for
computational convenience [95]. We also note more fundamental issues, such as the fact
that dispersion is not truly pairwise additive, but many-body in nature [96]. This can have
particular consequence for nano-scale interfaces, such as the adsorption of molecules on
graphene [97].
To compare (2.37) with the more general n−body representations of the environment
in (2.17) we draw attention to the intentional distinction between θ and w. Elements of θ
cannot be separated from observations of the invariant n−body quantities, whereas elements
of w and sums over invariant quantities can be factorised,
ε(Ωi) = w1
x1︷ ︸︸ ︷
∑
Ωs
(2−body)
(dri j−θ1)2+w2
x2︷ ︸︸ ︷
∑
Ω(3−body)
(dθi jk−θ2)2+w3
x3︷ ︸︸ ︷
∑
Ω(4−body)
(
1+ cos(θ3dθi jkl−θ4)
)
+w4
x4︷ ︸︸ ︷
∑
Ωl(2−body)
(
θ5
dr12i j
− θ6
dr6i j
)
+w5
x5︷ ︸︸ ︷
∑
Ωl(2−body)
qiq j
dri j
= (x1,x2,x3,x4,x5)T(w1,w2,w3,w4,w5)
= xTw,
(2.38)
2For example, the values that minimise the squared error residuals between data-derived and ab initio total
energies for a small collection of configurations.
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where xi incorporate elements from θ and ε is linear with respect to w. Because θ cannot be
factorised from the invariant n−body quantities, we encourage θ to be viewed as constituent
to the representation of the environment. The parameters w are then associated with the
map from the environment x to per-atom energy contributions ε(Ωi), which is linear with
w. By separating the two types of free parameter (θ ,w) in this way, the historical form
for data-derived total energies in AMBER can be seen as a linear model of n−body features
x ∈ R5 like those in (2.17) where θ are system dependent parameters that may be chosen
heuristically or via the use of data-derived energies. This realisation leads to two clear
objectives to improve the accuracy and transferability of historical data-derived energies
like AMBER. Both the representation of the environment x and the map from environment to
per-atom energy contributions must be made more general.
Improving the representation of the environment
We can rephrase elements of x in (2.38) as being determined by single n−body invariant
quantities qk j, where k is an index identifying the type of invariant quantity and j refers to
the jth projection of this quantity. The representation of the environment in (2.38) can then
be written as
x =
K=5
∑
k=1
eˆk ∑
j∈Ωk
φk(qk j,θ k),
φ1(q1 j,θ1) = (dri j−θ1)2,
φ2(q2 j,θ2) = (dθi jk−θ2)2,
φ3
(
q3 j,(θ3,θ4)
)
=
(
1+ cos(θ3dθi jkl−θ4)
)
,
φ4
(
q4 j,(θ5,θ6)
)
=
(
θ5
dr12i j
− θ6
dr6i j
)
,
φ5(q5 j) =
qiq j
dri j
,
(2.39)
where eˆk are orthogonal basis vectors and θ k is a concatenation of any free parameters
associated with the kth basis function, or projection φk. This representation of the environment
could be improved in four ways. Firstly, the number of basis functions K could be increased
and basis parameters θ k varied so that no two elements of x are the same. Secondly, the
cardinality card(Ω(n−body)) of bonded terms in (2.37) could be increased to include terms
other than just strict nearest neighbours to i. Thirdly, the parameters θ , determining the form
of the existing n−body representations of the environment could be set to an optimal2 value
using data-derived energies rather than heuristics. Lastly, the basis functions φk could couple
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a number of n− body invariant quantities rather than depending on just a single type per
basis. For example,
φ6
(
q6 j,(θ ,Θ)
)
= ((dri j,dik,dθi jk)−θ )TΘ((dri j,dik,dθi jk)−θ )
θ = (θ6,θ6,θ7)
Θ =
 θ8 θ9 θ10θ9 θ8 θ11
θ10 θ11 θ12
 , (2.40)
which is similar to x3-body1 and x
3-body
2 in (2.17), is just one of many ways in which radial
and angular invariant quantities can be coupled. Although this procedure may lead to a
representation of the environment that approaches the accuracy of the atom-centred symmetry
functions in (2.17), we note that the n−body nature of this representation will ultimately
limit its accuracy. In this case, alternatives such as the bispectrum from Section 2.2.2 could
be adopted, though this will necessitate abandoning n−body expressions for the PES such
as that in (2.37) entirely. For a quantitative comparison of the bispectrum and n−body
atom-centred symmetry functions, we refer the interested reader to [63].
Improving the map from the environment to energy
The map from the environment to per-atom energy contributions in (2.38) is linear with the
free parameters w. A function that is non-linear with respect to w, like a fully-connected
neural network, will greatly improve the generality of this map. A sufficiently large two
node-layer neural network can represent any continuous function [98]. We note however
that unlike the linear model for ε(Ωi) with respect to w in (2.38) (for which expressions for
the optimal values of w are analytically known – see Section 3.2.2), non-linear optimisation
problems necessitate iterative and often stochastic inference of the optimal values for w.
This can significantly increase the amount of computation that is required to infer w since
many local basins may need to be traversed in order to find the global objective minimum. In
practice, a comprehensive search for the global minimum can often prove to be unnecessary.
For linear neural networks, it can be shown that stochastic gradient descent leads to the
inference of local minima with respect to the objective function and w that are preferentially
wide, with the objective and the log-determinant of its Hessian playing roles analogous to
the energy and entropy in statistical physics, respectively [99].
22 Total energy methods
[top]
top-b
top-a
[hollow] [bridge]
Fig. 2.4 We refer to differences in the in-plane displacement of successive layers in layered
crystals as stacking. Top, hollow and bridge configurations are important stationary points in
the PES of hexagonal layered crystals such as graphite. We note the presence of two distinct
environments in the top configuration, which we refer to as top-a and top-b.
2.2.4 The registry-dependent potential
To give a more explicit comparison between historical and modern approaches to representing
the chemical environment in a crystal, we consider here the short comings of a fairly
recent traditional potential – the registry-dependent (RD) potential for graphite [100]. We
show analytically that unlike modern representations, the RD potential fails to distinguish
two distinct atomic environments that are important to sampling calculations of the inter-
layer sliding in graphite. The inability of historical data-derived total energy methods to
simultaneously interpolate two specific regions in the PES of graphite was originally thought
to be symptomatic of this failure in the representation of the environment [100]. The RD
potential was introduced to simultaneously interpolate the binding energy curves of graphite
in top and hollow configurations. We refer to these configurations and the bridge configuration
in Figure 2.4 as states of stacking. They are important to inter-layer sliding calculations
because the differences between their binding energy curves determines the magnitude of
stationary points in the barrier to sliding between adjacent top-stacked configurations for
graphite with flat layers. As such, their binding energy curves convey information about the
self diffusivity of layers, or barrier to sliding, at non-zero temperatures [101].
By considering the three distinct atomic environments (top-a, top-b, hollow) that are
present in the top and hollow configurations illustrated in Figure 2.4, we show that both two-
body and the RD potential fail to represent these environments as distinct. We postulate that
the apparent success of the RD potential over previous historical methods like the Lennard-
Jones (LJ) interaction is due partly to having a more general map from the environment to
the potential energy.
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Two-body invariant quantities
First we show why representations formed only from two-body invariant quantities fail to
correctly represent the atomic environment in top and hollow configurations. We adopt the
primitive graphite unit cell
L =
 a 0−12a asin(π3 ) 0
0 0 2c
 , (2.41)
where a =
√
3a∗, a∗ is the C-C separation distance and c is the inter-layer spacing. We
start with a complete description of the primitive cell for both top γ top and hollow γ hollow
configurations by writing the matrices of fractional coordinates,
γ top =

0 0 0
1
3
2
3 0
1
3
2
3
1
2
2
3
1
3
1
2
 , γ hollow =

0 0 0
1
3
2
3
1
2
0 0 12
1
3
2
3 0

top-a
top-b
hollow
, (2.42)
where three distinct atomic environments top-a, top-b and hollow are denoted by font color
in the above. Cartesian coordinates rn of atoms in the nth periodic image of the unit cell
(n ∈ Z3) are given by
rn = (γ +n)L. (2.43)
The environment for atom i can be defined by the complete set
Ωi = {(dγ i j +n)L;∀ j ∈ [1,4],n ∈ (−∞,∞)} (2.44)
of displacements in real space between i and any jth neighbour in the primitive unit cell,
which is infinitely large. Here
dγ i j = γ j− γ i (2.45)
is the fractional displacement between atoms i and j in the primitive cell. In (2.45), γ i
corresponds to the ith row of the matrices γ top and γ hollow in (2.42). When the complete
description of the atomic environment in (2.44) is reduced to one containing only information
about the two-body interactions, the set of all vector displacements between atom i ∈ [1,4] in
the primitive cell and all other atoms in the crystal is reduced to
Ω(2−body),i = {|(dγ i j +n)L|;∀ j ∈ [1,4],n ∈ (−∞,∞)} (2.46)
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and the (now incomplete) representation of the environment formed from Ω(2−body) will be
equivalent for top-b and hollow atoms. We show here that Ω(2−body),top-b =Ω(2−body),hollow.
Proof : In (2.44), i refers to the central atom that we are considering the atomic envi-
ronment for. To compare Ω(2−body),top-b and Ω(2−body),hollow we construct two matrices
dγ top-b,dγ hollow using γ top-b and γ hollow from (2.45). We define elements of dγ top-b,dγ hollow
as
dγ top-b
∣∣
i j = γ top
∣∣
i j− γ top
∣∣
top-b, j , dγ hollow
∣∣
i j = γ hollow
∣∣
i j− γ hollow
∣∣
hollow, j, (2.47)
where γ top
∣∣
top-b, j and γ hollow
∣∣
hollow, j are the j
th columns in (2.42) of the 3rd and 2nd rows,
respectively, of γ top and γ hollow. Substituting these values from (2.42) into (2.47),
dγ top-b =

−13 −23 −12
0 0 −12
0 0 0
1
3 −13 0
 , dγ hollow =

−13 −23 −12
0 0 0
−13 −23 0
0 0 −12
 . (2.48)
Since we are considering differences between dγ top-b and dγ hollow we can ignore all rows
that are in common between the two matrices in (2.48) and keep only the rows
dγ˜ top-b =
[
1
3 −13 0
]
, dγ˜ hollow =
[
−13 −23 0
]
. (2.49)
Because in (2.46) n = (−∞,∞) we can arbitrarily perform the translations
1. dγ˜ top-b → dγ˜ top-b+p ; p ∈ Z3
2. dγ˜ hollow → dγ˜ hollow+q ; q ∈ Z3
at any point before the iteration of all periodic images n is considered in (2.46). We can
therefore write (2.49) equivalently as
dγ˜ top-b =
[
1
3
2
3 0
]
, dγ˜ hollow =
[
−13 13 0
]
. (2.50)
If we consider two specific periodic images p=(p1, p2, p3) and q=(q1,q2,q3), the Cartesian
displacements
drtop-b =
[
1
3 + p1
2
3 + p2 p3
]
L , drhollow =
[
−13 +q1 13 +q2 q3
]
L. (2.51)
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Substituting for L from (2.41) we find that
drtop-b = a
 p1−
1
2 p2
sin
(π
3
)(2
3 + p2
)
2 ca p3
 , drhollow = a
 −
1
2 +q1− 12q2
sin
(π
3
)(1
3 +q2
)
2 caq3
 . (2.52)
Applying the transform q→ (−q1,−q2−1,q3) we can see that
drhollow = a
 −
1
2 −q1+ 12q2+ 12
sin
(π
3
)(1
3 −q2−1
)
2 c2q3

= a
 −
(
q1− 12q2
)
−sin(π3 )(23 +q2)
2 c2q3
 .
(2.53)
To equate the first Cartesian components of drtop-b and drhollow we can apply the additional
transform q→ (−q1,−q2,q3) and finally equate q = p. This does not however equate the
second Cartesian components,
from drtop-b︷ ︸︸ ︷
sin
(π
3
)(2
3
+ p2
)
̸=
from drhollow︷ ︸︸ ︷
−sin
(π
3
)(2
3
− p2
)
. (2.54)
In the complete representation of the atomic environment in (2.44), Ωtop-b ̸=Ωhollow. How-
ever for the two-body representation Ω(2−body),i in (2.46) elements of the set are formed from
the Euclidean norm of the vector displacements in (2.52). Examining (2.52) and (2.53) it is
clear that when q = p the Euclidean norm of drtop-b and drhollow are equal,
drTtopdrtop = dr
T
hollowdrhollow = a
2
(
p1− 12 p2
)2
+a2 sin2
(π
3
)(2
3
+ p2
)2
+4p23c
2, (2.55)
proving that top-b and hollow atomic environments cannot be distinguished for a two-body
representation of the environment. To illustrate this fact, we show the radial distributions
I(dr) of top-a, top-b and hollow environments for graphite with near-equilibrium lattice
constants in Figure 2.5. Any two-body pairwise additive potential like the LJ interaction
will always fail to distinguish top-b and hollow environments, despite the fact that their true
environments are distinct from one another.
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Fig. 2.5 A two-body representation of the environment cannot distinguish top-b and hollow
atoms in graphite. The radial distribution I(dr) of the environments for top-a, top-b and
hollow atoms illustrates that Ω(2−body),top-b ≡Ω(2−body),hollow.
Registry
Because the environment of top-b and hollow atoms within graphite cannot be distinguished
with a two-body representation of the environment we know that any pairwise additive inter-
plane potential will not give a faithful description of the PES of graphite. As such we might
anticipate that pairwise additive potentials will not be able to simultaneously interpolate top
Etop(c) and hollow Ehollow(c) binding energy curves.
In Figure 2.6 we reaffirm the findings of Kolmogorov et al. [100] by attempting to
interpolate Etop(c) and Ehollow(c)−Etop(c) from ab intio calculations with the LJ and RD
inter-plane interactions. We apply the covariance matrix adaptation genetic algorithm [102]
using the distributed evolutionary algorithms in Python library [103] to minimise the squared
residuals between data-derived and ab initio values for the binding energies Etop(c) and
Ehollow(c). Our ab initio values are the configurations and total potential energies from data
set A, which comprises 20 configurations spaced uniformly between c = [3,4]Å for both
top-and hollow-stacked graphite. For a detailed description of the DFT calculations for this
data set we refer the reader to data set A in Table A.1 of the Appendix. From Figure 2.6 it is
clear that the LJ potential does not simultaneously describe both binding Etop(c) and sliding
Ehollow(c)−Etop(c) energies in graphite. The RD interaction proposed by Kolmogorov et
al. [100] is capable of interpolating both regions of the PES of graphite and Figure 2.6 shows
the result of minimising the residual errors between the RD and ab initio energies as described
for the LJ potential. Unlike data-derived energies for the LJ interaction, those for the RD
potential are almost indistinguishable from the ab initio values. One might surmise that the
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Fig. 2.6 The pairwise additive two-body inter-plane LJ interaction fails to interpolate both
binding Etop(c) and sliding Ehollow(c)−Etop(c) energies whereas the RD potential can.
success of the RD interaction over the pairwise additive LJ potential is due to an improved
description of the environment and that unlike two-body interactions, the RD interaction can
distinguish top-b and hollow atoms. We show that this is not true and RD representation of
the environment cannot distinguish top-b and hollow environments either. For rigid graphite
layers the inter-plane RD interaction between atoms i and j,
φi j = f (dri j)g
(
dr2i j− (drTi jez)2
)
+h(dri j), (2.56)
where f ,g,h are univariate functions and drTi jez is the projection of dri j along the c−axis [100].
The RD representation for the environment of atom i is then determined by the union of the
two-body distribution Ω(2−body),i and that formed from projections dr2i j− (drTi jez)2 for any
nth periodic image of neighbouring atoms j within the primitive unit cell,
Ω(RD),i =Ω(2−body),i∩{|(dγ i j +n)L · eˆz|;∀ j ∈ [1,4],n ∈ (−∞,∞)}. (2.57)
The only difference between the RD and two-body representation of the environment for flat
graphite layers is the inclusion of c−axis projections of the displacements drtop and drhollow.
It is immediately apparent that the RD representation of the environment cannot distinguish
top-b and hollow atoms since
drTtopeˆz = dr
T
holloweˆz = 2cp3. (2.58)
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A natural question to ask then is “why does the RD potential succeed to interpolate both
binding and sliding energies while the LJ interaction does not?” To address this question
we look at the effect of imposing the constraint that top-b and hollow atoms have identical
representations of the environment. We constrain that εtop-b(c)≡ εhollow(c) to give the energy
per primitive unit cell for top and hollow configurations as
Etop(c) = 2
(
εtop-a(c)+ εhollow(c)
)
,
Ehollow(c) = 4εhollow(c).
(2.59)
Taking ε(c) as a data-derived approximation of the true ab initio total energies E(c), this can
be arranged in terms of the ideal per-atom contributions
εhollow(c) =
Ehollow(c)
4
εtop-a(c) =
Etop(c)
2
− Ehollow(c)
4
,
(2.60)
for which a two-body pairwise additive interaction may in principle perfectly interpolate any
binding and inter-layer sliding energies. The LJ interaction therefore does not fail to perfectly
interpolate the PES in these regions because of the information lost by imposing a two-body
representation as one might think. Rather, it its the non-flexible form of the LJ potential that
fails to accurately match the ab initio binding and inter-layer sliding energies. A sufficiently
flexible pairwise additive potential such as a linear model with a Fourier series basis is capable
of simultaneously interpolating binding and inter-layer sliding energies. We find that a two-
body linear model constructed from as few as 10 sine and cosine basis functions is adequate
to interpolate the ab initio top and hollow binding energy curves in Figure 2.6 to within an
accuracy comparable to that of the RD potential3. This finding alters the initial assessment
of Kolmogorov et al. that “If the potential. . . depends only on the distance between pairs
of atoms. . . the experimental c-axis compressibility4 and the corrugation5 cannot be fitted
simultaneously”, who only considered two-body interactions with non-flexible forms in
their work [100]. We note however, that although flexible two-body and registry-dependent
potentials can reproduce ab initio top and hollow binding energy curves, that neither should
be taken as a reliable estimation of the per-atom energy contributions, since both fail to
accurately represent the environment in these configurations. This point emphasises the
3Because any linear model of fixed non-linear basis functions has a dual kernel representation [98], it stands
to reason that two-body kernels can also interpolate both top and hollow binding energy curves as well.
4c-axis compressibility in [100] refers to Etop(c).
5Corrugation in [100] refers to the inter-layer sliding energy Ehollow(c)−Etop(c).
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importance and utility of using flexible data-driven functional forms in combination with
faithful representations of the environment to interpolate atomistic properties in materials.

Chapter 3
Regression
Regression is the process of learning f : x → y, which is a map that takes an input x and
produces an output y. In general, x and y can be scalar, vector or tensor quantities but for
consistency with the applications presented later in this thesis, we consider the particular case
where x is a vector of unknown dimension and y is a scalar quantity. The task of constructing,
or learning f : x→ y from a data set of known measurements is a non-trivial task, which is
commonly referred to as supervised learning [98].
In this chapter, we introduce Bayesian inference as a general framework for learning
f : x → y and illustrate important concepts like the maximum likelihood estimate (MLE)
and maximum a posteriori (MAP) estimate that are used in later work. We summarise the
probabilistic foundations of Bayesian inference and the connection between several non-
Bayesian methods in Figure 3.1, which provides an overview of the concepts introduced
in this chapter. We note that no original material is contained in this chapter, which serves
as a reference for and introduction to a number of concepts that are used with a degree of
assumed familiarity in Chapter 4 and Chapter 5.
3.1 Overview of Bayesian inference
We first discuss the Bayesian paradigm for the supervised learning of f : x → y as this
is a generalisation of simple non-Bayesian approaches. In the instance that f : x → y is
deterministic, we can refer to f implicitly by noting that y(x) is a function of x. In general
when measurements of f : x → y are made to construct the data from which we make
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p(ti|xi,w)p(w|θw)
p(t|X,w) =∏Ni p(ti|xi,w)
p(w|X, t) ∝ p(t|X,w)p(w|θw)
MLE
w∗ = argmaxw (p(t|X,w))
MAP estimate
w∗ = argmaxw (p(w|X, t))
Laplace approximation
q(w∗)≈ p(w|X, t)
posterior predictive
p(t|x,X, t) = ∫ p(t|x,w)p(w|X, t)dw
point estimates
w∗
y(x,w∗)
Ep(t|x,X,t)[(t−Ep(t|x,X,t)[t])2]Ep(t|x,X,t)[t]
ensemble methods
σ2(x,w∗)
training set
(X, t)
y(x)
first moment
σ2(x)
second moment
weight prior
likelihood
posterior
conditional distribution
Fig. 3.1 We provide an illustrative overview of the connection between the Bayesian (indi-
cated by red headers) and non-Bayesian (indicated by blue headers) methods to calculate the
first y(x) and second σ2(x) moments of the posterior predictive distribution that we discuss
throughout this chapter. Of particular note are point estimates of the posterior distribution as
we use these throughout Chapter 4 and Chapter 5.
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predictions of new, unseen points x, an additive random error ε is often incurred:
noisy measurement︷︸︸︷
t = y(x)+
random error︷︸︸︷
ε ,
t ∼ p(t|θ ),
ε ∼︸︷︷︸
distributed by
p(ε|θ ),
(3.1)
where t is the observed “noisy” measurement, which incorporates the additive random error
ε and θ are parameters or instances of random variables that determine the form of the
distributions p(t|θ ) and p(ε|θ ). The additive noise distribution p(ε|θ ) is typically modelled
as Gaussian in form, with zero mean and a variance whose magnitude is specific to the
process of observing t. We adopt the shorthand that X = (x1, . . . ,xN), y = (y1, . . . ,yN) and
t = (t1, . . . , tN) for N measurements that constitute the training set (X, t). We assume that
only noisy measurements t can be observed and not the true values y. We note that some
applications like the interpolation of ab initio computations such as those in Chapter 4 and
Chapter 5 are an exception to this rule, where the magnitude of random additive error is often
negligible. However, forcing ε→ 0 equates t and y and so we adopt the general case and refer
to t throughout this work when discussing the observed data. For a more detailed discussion
of the interpretation of p(ε|θ ) in the context of numerical calculations, see Section 5.3.1.
Since y(x) in (3.1) is deterministic, the value of an instance i of the noisy measurement
ti is determined by the value of an instance of the random error εi and vice versa. Hence, t
and ε are both random variables that are defined by unknown prior distributions p(t|θ ) or
equivalently p(ε|θ ). The unknown parameters θ define each prior distribution, along with
an assumed form for p(t|θ ) and p(ε|θ ). For this chapter we treat “∼” in the context of a
relational operator for random variables to syntactically mean “distributed as” and hence
read t ∼ p(t|θ ) in (3.1) as “t is distributed as p(t|θ )”. In (3.1), we have assumed that p(t|θ )
is conditionally independent of any previous measurement, meaning that any two instances,
or samples, of t are independent. We also adopt the assumption that θ is constant for all
instances of t, meaning that all measurements are identically distributed. We refer to these
two assumptions by saying that t ∼ p(t|θ ) is an independant and identically distributed (IID)
random variable. Although the assumption of independence of observations is not true for
the applications to electron densities considered in Chapters 4 and 5, we find that useful
inferences can be made nonetheless. We adopt both assumptions implicitly for the remainder
of this work, for the simple pragmatic reason that it simplifies inference significantly. An
additional assumption in (3.1) that we note is that ε ∼ p(ε|θ ) is independent of x. This lack
of dependency for the random error in measurements is referred to as homoskedasticity. The
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alternative heteroskedastic type of noise, p(ε|x,θ ), is used later in Chapter 5 but for clarity
in the proceeding, we assume a homoskedastic distribution for now.
In Bayesian regression, an explicit form of the predictive distribution p(t|x,X, t) is known
such that the first and second order moments, or statistics, of p(t|x,X, t) can be evaluated:
y(x) =
∫
(t−0)1 p(t|x,
training set︷︸︸︷
X, t )dt,
σ2(x) =
∫
(t− y(x))2 p(t|x,X, t)dt,
(3.2)
are referred to as the expected value and variance of t over p(t|x,X, t), respectively. When
making predictions, the second moment σ2(x) quantifies uncertainty in the expected value
y(x) of t given what we know about the training data (X, t). In Chapter 5 we apply a non-
Bayesian estimate of σ2(x) to manage error in the expected value of data-derived densities
for points x that are dissimilar to those in the training set.
3.1.1 Parametric models
When expressing a form for f : x→ y, a natural paradigm to adopt is the parametric model
where y(x,w) is determined by the value of parameters w, which cannot be observed directly
and as such are referred to as hidden or latent variables. A general form for y might be
something like a neural network where w is a concatenation of weights and biases from all
layers in the network. In light of Occam’s razor however, a simpler model
y(x,w) =
K
∑
k=1
φk(x)wk, (3.3)
which is linear with each element wk of w may often be sufficient and we shall see later,
sometimes preferable to more complex parametric forms owing to some analytical “niceties”
that arise during inference of w for this particular form. In (3.3), φk(x) are fixed functions
that project x onto the kth basis of our representation. In this expression, the constant offset
has been incorporated into w and one of the K bases must map all x to a constant value.
Inferring f : x→ y in the parametric setting then corresponds to finding the optimal values of
w given the training set of data (X, t) where X = (x1,x2, . . . ,xN) and t = (t1, t2, . . . , tN). The
process of inferring an optimal choice of w encodes, or stores, knowledge about (X, t) in w.
Once the optimal values of w are known, (X, t) can be discarded when making predictions
for new, unseen data x. In the Bayesian setting, w is a random variable. Knowledge about the
training set is encoded in the posterior distribution p(w|X, t,σ2ε ,θw) where σ2ε is the variance
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ti
xi
w
θw
σ2ε
Fig. 3.2 This graphical representation of the conditional distribution in (3.4) depicts random
and non-stochastic variables as hollow- and solid-filled circles respectively.
of random additive error in the measured value ti of the ith data point corresponding to xi and
θw represents distribution parameters for the prior distribution p(w|θw). The conditional
distribution
p(ti|xi,w,σ2ε ) =N (ti|y(xi,w),σ2ε )
=
1
(2π)1/2σε
exp
(
−1
2
(ti− y(xi,w))2
σ2ε
) (3.4)
is a ubiquitously adopted form for homoskedastic variance σ2ε , which is independent of x.
For IID random variables ti,
p(t|X,w,σ2ε ) =
N
∏
i=1
p(ti|xi,w,σ2ε ), (3.5)
which is referred to as the likelihood. To proceed with deriving a useful expression for the
important posterior distribution p(w|X, t,σ2ε ,θw), it is worthwhile defining the dependencies
between the variables in the posterior distribution. To do so, we illustrate dependencies in
Figure 3.2 in a commonly employed graphical representation. In Figure 3.2 we define xi and
w to be conditionally independent, which is denoted by an absence of a direct connection
between the nodes representing the two variables. Mathematically, we we express this as
p(xi,w) = p(xi)p(w). Unlike xi the random variable ti does however depend on w, as well
as xi and σ2ε and so ti has a direct connection to each of these three variables.
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To determine an expression for the posterior distribution that will prove to be useful for
Bayesian inference, we use the conditional dependencies illustrated in Figure 3.2 to write
p(w,X, t,σ2ε ,θw) = p(t,X,σ
2
ε ,w,θw)
p(w|X, t,σ2ε ,θw)p(X, t,σ2ε ,θw) = p(t|X,σ2ε ,w,θw)p(X,σ2ε ,w,θw)
p(w|X, t,σ2ε ,θw)p(t|X,σ2ε )HHHp(X)
HHHp(σ
2
ε )
XXXXp(θw) = p(t|X,σ2ε ,w)HHHp(X)
HHHp(σ
2
ε )p(w|θw)XXXXp(θw),
posterior︷ ︸︸ ︷
p(w|X, t,σ2ε ,θw) =
likelihood︷ ︸︸ ︷
p(t|X,σ2ε ,w)
w prior︷ ︸︸ ︷
p(w|θw)
p(t|X,σ2ε )
,
(3.6)
which is the conditional distribution of w given knowledge about the training set (X, t) and the
unknown hyper parameters θw determining the prior distribution p(w|θw). The denominator
in (3.6) is a normalizing constant and can be expressed in terms of the likelihood and weight
prior:
p(t|X,σ2ε ) =
∫
p(t|X,σ2ε ,w)p(w|θw)dw. (3.7)
This term is typically difficult to compute and since it is conditionally independent of w,
it is often ignored in supervised learning problems and never evaluated explicitly. The
predictive distribution for parametric Bayesian regression can be given in terms of the
posterior distribution as
p(t|x,X, t,θw) =
∫
p(t|x,w,σ2ε )p(w|X, t,σ2ε ,θw)dw, (3.8)
which is a result of the sum and product rules of probability [98]. Since (3.4) is known,
only the posterior distribution in (3.6) must be evaluated. For linear parametric models,
we show later that this is analytically tractable but that this quantity proves to be more
challenging for non-linear latent variable models such as neural networks. We stop short
of further comment on the posterior predictive distribution here and simply note that in the
parametric setting, variance in the latent variable posterior distribution about distribution
maxima induces non-zero variance in the posterior predictive distribution of (3.8).
3.1.2 Non-parametric models
Non-parametric methods are those were y(x) from (3.1) does not take a predetermined form.
Gaussian process regression is a non-parametric kernel method, where the data set (X, t) is
kept after inference of the posterior mode and explicitly used when making predictions for
new data points [104]. Although not applied to the topics in this thesis, kernel methods such as
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Gaussian process regression are a valuable alternative to parametric methods, particularly for
scenarios where uncertainty quantification is important. There already exist a large number
of applications of Gaussian process regression to Materials Science research [45, 105–107]
and for the interested reader, we provide a brief overview here of the differences between
Gaussian process regression and parametric methods.
When observations t ∼ p(t|y(x),σ2ε ) are IID, the conditional distribution
p(t|y) =
N
∏
i=1
p(ti|yi,σ2ε ), (3.9)
where yi = y(xi), N is the number of data points in the training set and σ2ε is the intrinsic
homoeskedastic error in taking measurements. In Gaussian process regression, a joint
distribution
p(y) =N (y|µ ,K) (3.10)
is defined, where K is a covariance matrix referred to as the Gram matrix and, often, µ = 0.
The joint distribution p(y) is normal, so can be thought of as a Gaussian process. To evaluate
the predictive distribution for Gaussian process regression, we must first find a form for the
marginal distribution
p(tN |XN) =
∫
p(tN |XN,yN)p(yN)dyN , (3.11)
where we show explicit dependence of t, X and y on the size N of a training set. The
distributions p(tN |XN,yN) and p(yN) from (3.9) and (3.10), respectively, are both Gaussian,
so (3.11) is also a Gaussian distribution. It can be shown that
p(tN |XN) =N (tN |0,CN),
CN |i j = k(xi,x j)+β−1δ ji ,
(3.12)
where k(xi,x j) is an appropriate kernel1 measuring how dissimilar two representations of the
environment xi and x j are, δ is the Kronecker delta and β the precision of the aleatoric noise
in measurements [98]. Since p(t|x) is also a normal distribution, the predictive distribution
p(t|x,X, t) =N (t|m(x),σ2(x)) (3.13)
1A necessary and sufficient condition for k(xi,x j) to be a valid kernel is that the Gram matrix K must always
be positive semi-definite [98].
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can be shown to be a normal distribution [98] with mean m(x) and variance σ2(x) given by:
m(x) = kTCNt,
σ2(x) = k(x,x)+β−1−kTC−1N k,
(3.14)
where k = (k(x,x1),k(x,x2), ...,k(x,xN)) and CN explicitly store knowledge of the training
data. Since CN is a N×N matrix, evaluating its inverse is an O(N3) operation for stan-
dard approaches [98] and becomes prohibitively expensive as the number of data points
N → ∞. For this reason, much effort has been focused on developing sparse methods for
Gaussian process regression, where only a small subset of data points M ≪ N are given
exact treatment [108]. Sparse methods can lead to significant reductions in the training and
evaluation time of Gaussian process regression models – the “pseudo-input” method of [109]
for example leads to O(M2N) and O(M2) training and prediction time, respectively and can
closely match full Gaussian process regression for low dimensional input spaces. We show in
Section 3.2.2 that the expense of evaluating point estimates for parametric models like linear
models on the other hand, scales as O(K3) from inverting a matrix of dimensions K×K for
a linear model with K basis functions during training, while the cost of prediction scales as
O(K) for the first moment of the posterior predictive distribution in (3.24).
3.2 Making predictions
The central task of parametric Bayesian inference that we are interested in for this thesis
is to evaluate first and second moments of the posterior predictive distribution in (3.8) for
a new input x. The integral in (3.8) is only analytically tractable for very specific cases
where models y(x,w) are linear with w as in (3.3). Tractability arises when both parts of
the inner term are Gaussian with w, resulting in (3.8) being equivalent to a convolution of
Gaussian functions, which has a known analytical result [98]. When this is not the case,
various approximations can be used to retain a probabilistic treatment of w or to abandon
a stochastic treatment of w entirely and approximate only point estimates of w from the
posterior distribution such as modes of p(w|X, t,σ2ε ,θw) [110]. We refer to a subset of the
latter case - where only point estimates of the posterior distribution are retained and no
explicit form for the posterior distribution is known - as a non-Bayesian approach. For some
point estimates of the posterior distribution, which we discuss in Section 3.2.2, these estimates
can be shown to be equivalent to approaches that are traditionally coined as “non-Bayesian”
such as ordinary least squares (OLS) and kernel ridge regression. Characterisation of methods
as Bayesian or non-Bayesian can be a contentious subject. Here we concentrate on clarifying
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the mathematical differences in a probabilistic interpretation of the two approaches that are
applied to interpolating electron densities in Chapter 4 and 5.
3.2.1 Linear models: Bayesian inference
In Chapter 4 we apply Bayesian inference to calculate the first moment y(x) of the posterior
predictive distribution by utilising an explicit form for the posterior distribution for latent
variables w of a parametric model for data-derived electron densities. We will show in this
section that first and second order moments of the posterior predictive distribution in (3.8)
are tractable for linear models. This means that uncertainty in predictions for the electron
density can be made that are exact, in the sense that no approximations to (3.8) need to be
made. We will show, however, that linear models simply provide insufficient flexibility to
accurately calculate uncertainty in regions x that are dissimilar to those in X, the training set
on which the posterior distribution is conditioned. For this reason, we abandon linear models
in Chapter 5 when applying uncertainty quantification to KS DFT as we require estimates of
the second moment of the posterior predictive distribution that are reliable in regions that are
far from those in the training set.
The goal of Bayesian inference is to evaluate first and second order moments of the
posterior predictive distribution in (3.8) for a new data point x. For linear models where the
intrinsic random error in measurements is Gaussian, the likelihood
p(t|X,w,σ2ε ) =N (t|Φw,1σ2ε ) (3.15)
is a Gaussian distribution with respect to w. The covariance matrix 1σ2ε , where 1 is the
identity matrix, is diagonal because samples of (xi, ti) are IID. As before, σ2ε is the variance
of the modelled random error in measurements and Φ is an object containing the projections
of X onto a fixed basis set, referred to as the design matrix. Elements of the design matrix
are constructed as
Φik = φk(xi), (3.16)
where φk : Rd → R1 is the kth basis function mapping the ith d-dimensional data point to a
scalar value. We note that this representation includes a bias (constant offset) basis function.
Typically, a fixed functional form is chosen that may be non-periodic, for example the radial
basis function (RBF)s
φk(x) =
1 , k = 0exp(−Λk||x−µ k||2) , 1≤ k ≤ K, (3.17)
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which we refer to as a local basis, since φk ̸=0(x→±∞)→ 0 when Λk ̸= 0. Subsequently,
the basis function parameters θ = (Λ1, ...,ΛK,µ 1, ...,µK) are often chosen to represent the
occupancy of data points in X, the training set. Unsupervised clustering methods such as the
Gaussian mixture model (GMM) [98] can be applied to infer θ , which supply appropriate
support for local bases [111]. We note in (3.17) a subtle convention is adopted, that the
number of basis functions K does not include the bias basis function corresponding to a
constant offset. Besides the likelihood, the other quantity in the integral of (3.8) is the
posterior distribution
p(w|X, t,σ2ε ,θw) ∝ p(t|X,σ2ε ,w)p(w|θw), (3.18)
where the denominator from (3.6) is independent of w and so has been incorporated into the
constant of proportionality for (3.18). When the weight prior
p(w|θ ) =N (w|µ 0,Λ−10 ) (3.19)
is Gaussian with w in addition to the likelihood, the posterior distribution is also Gaussian.
Taking the logarithm, we can factor with respect to w to extract the mean and covariance of
the Gaussian posterior,
−2ln(p(w|X, t,σ2ε ,θw)) =
from likelihood︷ ︸︸ ︷
1
σ2ε
(t−Φw)T(t−Φw)+
from weight prior︷ ︸︸ ︷
(w−µ 0)TΛ0(w−µ 0)+const
=−tTΦw− (Φw)Tt+(Φw)T(Φw)+wTΛ0w
−wTΛ0µ 0−µT0Λ0w+ const
= wT
(
ΦTΦ
σ2ε
+Λ0
)
w−wT
(
ΦTΦ
σ2ε
+Λ0µ 0
)
−
(
ΦΦT
σ2ε
+µT0Λ0
)
w+ const,
(3.20)
where in the above, any terms which are independent of w have been absorbed into the
constant term at each line of working. For a Gaussian posterior distribution
p(w|X, t,σ2ε ,θw) =N (w|µ˜ , Λ˜−1),
−2ln(p(w|X, t,σ2ε ,θw)) = wTΛ˜w−wTΛ˜µ˜ − µ˜
Λ˜=Λ˜T︷︸︸︷
Λ˜ w+ const,
(3.21)
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which from comparison with (3.20) yields
Λ˜ =
ΦTΦ
σ2ε
+Λ0,
µ˜ =
(
ΦTΦ
σ2ε
+Λ0
)−1(ΦTt
σ2ε
+Λ0µ 0
)
,
(3.22)
defining the precision and mean of the Gaussian posterior distribution for linear models. The
posterior predictive distribution is then
p(t|x,X, t) =
∫
N (t|φ (x)Tw,σ2ε )N (w|µ˜ , Λ˜−1)dw, (3.23)
where φ (x) = (φ0(x), . . . ,φK(x)), which is a convolution of two Gaussian distributions with
respect to w. The integral in (3.23) has an analytical solution. For brevity we do not show a
derivation here and simply state the final result, that
p(t|x,X, t) =N (t|y(x),σ(x)2),
y(x) = φ T(x)µ˜ ,
σ(x)2 = σ2ε +φ (x)
TΛ˜−1φ (x).
(3.24)
For a thorough discussion of how (3.24) can be obtained from (3.23) we refer the interested
reader to [98]. We note that (µ˜ , Λ˜) in (3.24) are the posterior distribution mean and precision
from (3.22). We note that this algebraic manipulation is only possible because of the linear
nature of y(x,w) with w, which yields a Gaussian distribution for the likelihood and posterior
distributions with w. For non-linear models y(x,w), such as the ensemble of neural networks
considered in Chapter 5, this manipulation is not possible and either approximations to the
exact posterior predictive distribution such as the Laplace approximation [112] must be made
or knowledge of the posterior distribution must be discarded entirely for point estimates
of w. In Section 3.2.2 we discuss an important point estimate of the posterior distribution
known as the MAP estimate and the closely related MLE. We apply MAP and MLE estimates
of latent variables w to data-derived densities in Chapter 4 and Chapter 5, respectively. We
show in Section 3.2.2 that for the linear models applied to data-derived densities in Chapter 4
the MAP point estimate of w leads to an equivalent value for the first moment y(x) of the
posterior predictive distribution as that found in (3.24) for the fully Bayesian treatment.
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Fig. 3.3 The first and second moments y(x) and σ(x)2, respectively, of the posterior predictive
distribution illustrate 67% confidence intervals between y(x)±σ(x) for a linear model with
RBF (-) and polynomial (-·) bases applied to the toy data t = x3+N (0,σ2ε = 25) in (a). The
RBFs used in (a) are shown in (b) and illustrate finite support in x.
Underestimating uncertainty
Although the expression for the second moment of the posterior distribution in (3.24) is
exact for any linear model with Gaussian likelihood and weight prior, this will give a
misleading value of uncertainty in the first moment for local basis functions such as the RBFs
in (3.17) when x is far from the data X on which the posterior distribution was conditioned.
This is a direct result of the limited support of local basis functions. As the exponent
−Λk|x−µ k| →−∞ for an exponential basis function, φk(x)→ 0. This means that for a finite
collection of local, or exponential-like basis functions,
lim
x→∞
(
σ2(x)
)→ σ2ε +*0φ (x)TΛ˜−1*0φ (x) (3.25)
for linear models, where x→ ∞ represents Λk|x−µ k| → ∞ for all k basis functions. This
can be conceptualised as σ2(x) for Bayesian linear models reverting to the variance of the
homoskedastic error in measurements σ2ε , in an absence of information about x.
In Figure 3.3 we illustrate the issue in (3.25) for a local RBF basis as in (3.17) applied to a
toy data set t = x3+ ε where ε ∼N (0,σ2ε = 25). Data points x in Figure 3.3 (a) are sampled
from a bimodal Gaussian distribution p(x) = 1/2N (x|−4,1)+1/2N (x|4,1). For these
calculations we use an 8 component RBF basis with Λk = 1/
√
25 and µk centred uniformly
between the limits of X in the training data. This basis set is shown in Sub-figure (b) and
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as the support φk(x→±∞)→ 0, the posterior predictive mean y(x)→ 0 and the posterior
predictive variance σ(x)2 → 25. For linear models with a local basis set, the uncertainty
expressed by the posterior predictive distribution tends to a constant value away from the
basis function centres which is an underestimation of the true error of the first moment
from data in these regions. To reassure ourselves that the same is not true for non-local
bases, a polynomial basis φk(x) = xi;∀i ∈ [0,8] is also shown in Figure 3.3. Away from the
training data, the second term in σ(x)2 of (3.24) is non-zero and meaningful estimates of
uncertainty are expressed by the variance of the predictive posterior distribution. We note
that for Gaussian process regression with a RBF kernel
k(xi,x j) = θ1 exp
(
−1
2
(xi−x j)T(xi−x j)
θ2
)
, (3.26)
where (θ1,θ2) are hyper parameters, when k(x→ ∞,xi ̸= x)→ 0, the second moment of the
posterior predictive distribution from (3.14):
σ(x→ ∞)2 → θ1+β−1, (3.27)
which differs from the second moment of the posterior predictive distribution for parametric
linear models that only depend on the aleatoric error (β−1 or σ2ε ). Although the hyper
parameter θ1 is independent of x, its value can be chosen to illustrate a prohibitively high
uncertainty.
3.2.2 Point estimates
As mentioned in Section 3.2.1 analytical expressions for the posterior predictive distribution
in (3.8) are only exactly known for parametric models where y(x,w) = φ (x)Tw is linear with
respect to w. Linear models are however often inadequate to represent complex functions
and non-linear alternatives such as feed-forward neural networks2 are often necessary to
model an arbitrary function with sufficient accuracy. A comprehensive comparison of linear
and non-linear methods is beyond the scope of work in this thesis. We direct the interested
reader to [113] for a discussion of the universal approximation theorem, which shows how
“universality” arises in neural networks from the combination of multiple weights layers and
non-constant activation functions. In Chapter 5 we apply neural networks to electron density
regression and so describe here the point estimates refered to as the MLE and MAP estimate
2One of the most simple forms for a neural network is simply a linear model with a non-linear function
applied to y(x,w)
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which underpin Bayesian and non-Bayesian approximations to the posterior predictive and
posterior distributions.
MAP estimate
When the posterior predictive distribution in (3.8) is not known analytically but the posterior
distribution in (3.6) is known or is at least represented by an approximate distribution,
(3.8) can be evaluated by sampling w from the exact or approximate form of the posterior
distribution. A well studied example of how modes in the posterior distribution can be
applied to approximate the posterior distribution is the Laplace approximation [112] where
p(w|X, t) is approximated as a normal distribution about the mode
wMAP = argmaxw (p(w|X, t)) , (3.28)
which is referred to as the MAP estimate. The MAP estimate is referred to as a point estimate
since wMAP represents only a single point in the posterior distribution, albeit a local maximum
of (3.6), with respect to w. The MAP estimate wMAP can be found numerically by iteratively
minimising the negative of the logarithm of the posterior distribution with respect to w. For a
normally distributed latent variable prior and likelihood with homoskedastic variance as in
(3.4) the negative log-posterior
− ln(p(w|X, t,σ2ε ,Λ0,µ 0))= 12σ2ε
N
∑
i=1
(ti− y(xi,w))2+ 12 (w−µ 0)
TΛ0 (w−µ 0)+ const,
(3.29)
up to an additive constant that is independent of w. When the weight prior p(w|µ 0,Λ0) =
N (w|0,σ2w1) is centred on zero with no correlation between elements of w and isotropic
variance,
1
2
(w−µ 0)TΛ0 (w−µ 0) =
1
2σ2w
K
∑
k=1
w2k , (3.30)
which equates (3.29) to ordinary least squares regression with regularization on w. The value
of σε/σw then determines the balance between bias and variance error in the non-Bayesian in-
terpretation of this constrained version of MAP inference when p(w|µ 0,Λ0) =N (w|0,σ2w1).
The derivative of the second term in (3.29) for a weight prior with arbitrary mean and
covariance can be found by using the relation that
∇wwTΛ0w =
(
Λ0+ΛT0
)
w (3.31)
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from [114]. Furthermore, since Λ−10 is the covariance matrix of a normal distribution, which
is positive semi-definite, ΛT0 = Λ0. This results in
∇w− ln
(
p(w|X, t,σ2ε ,Λ0,µ 0)
)
=
1
σ2ε
N
∑
i
(y(xi,w)− ti)∇wy(xi,w)
+
1
2
∇w
(
wTΛ0w−µT0Λ0w−wTΛ0µ 0
)
=
1
σ2ε
N
∑
i
(y(xi,w)− ti)∇wy(xi,w)
+
1
2
(
ΛT0 +Λ0
)
w− 1
2
(
µT0Λ0+Λ0µ 0
)
=
1
σ2ε
N
∑
i
(y(xi,w)− ti)∇wy(xi,w)+Λ0 (w−µ 0) ,
(3.32)
which allows the MAP estimate wMAP to be solved iteratively when first order derivatives
∇wy(x,w) are known. For linear models the MAP solution can be solved directly by express-
ing the likelihood term in matrix form as in (3.20). Applying the algebraic expression in
(3.31) to the posterior distribution for linear models in (3.20), it can be shown that
∇w− ln
(
p(w|X, t,σ2ε ,Λ0,µ 0)
)
=
(
1
σ2ε
ΦTΦ+Λ0
)
w−
(
1
σ2ε
ΦTt+Λ0µ 0
)
(3.33)
for linear models. The direct solution is then
0 =
(
1
σ2ε
ΦTΦ+Λ0
)
wMAP−
(
1
σ2ε
ΦTt+Λ0µ 0
)
,
wMAP =
(
1
σ2ε
ΦTΦ+Λ0
)−1( 1
σ2ε
ΦTt+Λ0µ 0
)
.
(3.34)
We note that the MAP mode wMAP in (3.34) is equivalent to the expectation µ˜ of the poste-
rior distribution in (3.22). Since the first moment of the posterior predictive distribution
y(x) = φ (x)Tµ˜ in (3.24), the MAP estimate of the first moment y(x) = φ (x)TwMAP is in fact
equivalent to the exact first moment from (3.24) for linear models.
MLE
An even more drastic approximation than the MAP point estimate of the posterior distribution
is to disregard the weight prior completely. The MLE,
wMLE = argmaxw
(
p(t|X,w,σ2ε )
)
(3.35)
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is the maximum of the likelihood function with respect to w. The MLE of w is equivalent to
the MAP for the specific case when the latent variable prior is completely flat i.e. Λ0 → 0
for a normally distributed prior. For an IID Gaussian likelihood as in (3.11), the MLE can be
found by minimising
− ln(p(t|X,w,σ2ε ))= 12σ2ε
N
∑
i=1
(ti− y(xi,w))2+ const. (3.36)
This is equivalent to OLS regression of w. Since σ2ε > 0, wMLE is indpendent of σε and it
can be disregarded from (3.36). The minimum of (3.36) can again be found numerically by
applying the gradient
∇w
(− ln(p(t|X,w,σ2ε )))= N∑
i
(y(xi,w)− ti)∇wy(xi,w) (3.37)
to an iterative gradient descent method when ∇wy(xi,w) is known. For a linear model, the
solution
wMLE =
(
ΦTΦ
)−1ΦTt (3.38)
can be evaluated directly without any need for numerical minimisation of (3.36). We note that
unlike the MAP estimate, the MLE of the first moment of the posterior predictive distribution
y(x) = φ TwMLE is not generally equivalent to the exact value for linear latent variable models
in (3.24). The exception to this is the case when the latent variable prior is completely flat.
3.3 The effect of the prior distribution
We have seen in Section 3.2.1 how models that are linear with latent variables w and have
a Gaussian posterior and prior distribution for w, induce analytical expressions for the first
and second moments of the posterior predictive distribution. From (3.18) it is evident that
the posterior distribution depends on the prior and therefore on (µ 0,Λ0) in (3.19) that have
so far been treated as static hyper parameters. Both the complete posterior distribution and
point estimates, such as its mode, will be effected by the values of (µ 0,Λ0).
By comparing the accuracy of the first moment of the posterior predictive distribution
induced by a number of different values of (µ 0,Λ0) for data-derived densities we find in
Section 4.2.3 that some treatments of the latent variable prior distribution are advantageous
over others. The small study in Section 4.2.3 underpins the application of one particular
method - the relevance vector machine (RVM) - to data-derived densities in Chapter 4. We
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detail here for reference later a brief description of four approaches to the prior distribution
that are applied in Section 4.2.3.
3.3.1 Ordinary least squares regression
OLS regression is a term used to describe the MLE when the likelihood p(t|x,w) is Gaussian
as in (3.4). As discussed in Section 3.2.2 when Λ0 → 0, (which represents a uniform prior
distribution), the MAP and MLE infer equivalent modes of the posterior distribution. OLS
regression can therefore be seen as the MAP mode of w when the latent variable prior
p(w|µ 0,Λ0) =N (w|µ ,σ2w1), (3.39)
where 1 is the identity matrix and σ−2w ≈ 0.
3.3.2 Ridge regression
Ridge regression is a term adopted for MAP inference, where
p(w|µ 0,Λ0) =N (w|0,σ2w1). (3.40)
Unlike other approaches such as Bayesian Ridge regression and the RVM, σ−2w is static and
unaffected by data during the inference process. For Gaussian likelihood, posterior and prior
distributions, the MAP mode of w is equivalent to regularized least squares regression where
the magnitude of σε/σw determines the compromise between over or under-fitting to the
data that the posterior distribution is conditioned on.
3.3.3 Bayesian ridge regression
As for ridge regression, the latent variable prior
p(w|µ 0,Λ0) =N (w|0,σ2w1). (3.41)
The key difference is that the hyper parameters (σε , σw) describing noise intrinsic to mea-
surements and variance in the model latent variables respectively, are not static but are
treated as additional latent random variables. We refer to the instance where latent variable
prior distribution parameters (σw) and the likelihood variance (σε ) are latent variables as a
fully-Bayesian approach because (σε , σw) do not need to be heuristically chosen and are
instead inferred from the data. To infer (σε ,σw), prior distributions p(σε |θ ε), p(σw|θ w) are
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defined. For Bayesian ridge, we adopt the gamma distribution [115] and choose (θ ε ,θ w)
to give non-informative (flat) prior distributions p(σε |θ ε) and p(σw|θ w). The posterior
distribution of latent variables now includes (σε ,σw),
p(w,σε ,σw|X, t,θ ε ,θ w) ∝ p(t|X,w,σε)p(w|σw)p(σε |θ ε)p(σw|θ w) (3.42)
and approximate methods like variational inference [116] can be used to approximate
p(w,σε ,σw|X, t,θ ε ,θ w) without evaluating the denominator to the posterior in (3.42). A
popular approach known as the mean field approximation in variational inference is to
approximate that
p(w,σε ,σw|X, t,θ ε ,θ w) =
q(w,σε ,σw)︷ ︸︸ ︷
q(w|φw)q(σε |φ ε)q(σw|φ w), (3.43)
where the distributions q in (3.43) are often chosen to match the form of the prior distributions
in (3.42). The distribution parameters (φw,φ ε ,φ w) are then iteratively updated to minimise
a dissimilarity measure such as the Kullbach-Leibler divergence [117] between q(w,σε ,σw)
and p(w,σε ,σw|X, t,θ ε ,θ w). From φw the mode of q(w|φw) can be applied to calculate
first moments of the posterior predictive distribution: y(x) = φ (x)TEq(w|φw)[w], where
Eq(w|φw)[w] denotes the expected value of w with respect to the variational distribution
q(w|φw).
3.3.4 Relevance vector machine regression
As with Bayesian ridge regression, the RVM treats intrinsic data variance and variance in the
weight prior distribution as random latent variables. Unlike the Bayesian ridge approach,
p(w|µ 0,Λ0) =N (w|0,diag((σ1w)2, . . . ,(σKw )2)) (3.44)
for a linear model of K basis functions. Rather than two additional latent variables in
comparison with not fully-Bayesian case, the RVM has (K+1) additional latent variables.
Latent variables σ kw are not treated to be identically distributed, which allows σ kw → 0 for
some bases k. For basis functions where σ kw → 0, the posterior distribution is infinitely peaked
about 0 in this dimension, meaning that this basis function has no effect on the posterior
distribution and can be ignored [118]. Such an approach results in w having a variable
dimension, as basis functions are dropped throughout the iterative optimisation process. The
process of pruning unimportant basis functions is referred to generally as automatic relevance
determination and encompasses a broad range of similar techniques to the RVM [119].
Chapter 4
Linear data-derived electron densities
The use of data, be it experimental or from other ab initio calculations is ubiquitous in
modern exchange correlation functionals [120]. Data in Exc[n(r)] can be introduced by
fitting a number of free parameters in an expression otherwise based upon physical approx-
imations [121], or it can completely determine the functional form in attempts to exactly
reproduce vast quantities of “exact” ab initio data from a higher level of theory [122]. Though
both approaches are in a sense “data-derived”, we refer to the first type as semi-empirical
approaches so as to be consistent with descriptions in the literature.
Until recently, attempts to reduce the computation time of DFT using data to approximate
more computationally demanding calculations were focused on the exchange correlation
functional or pure density-dependant kinetic energy functionals T [n(r)]. In the later OF
approach, initial attempts to infer T [n(r)] for idealised one-dimensional systems with known
analytical solutions quickly raised a fundamental issue [123]. Though T [n(r)] could accu-
rately be inferred, numerical optimisation of the ground state density through SCF calculations
necessitates the evaluation of:
µ =
∂T [n(r)]
∂n
+ν(r), (4.1)
which includes the first derivative of T [n(r)] with respect to n(r) [124]. It was quickly shown
that mean squared errors between ab initio and data-derived gradients ∂nT [n(r)] are much
larger than the corresponding errors for T [n(r)] [123]. Although some steps can be taken
to reduce the noise inherent in derivatives ∂nT [n(r)], the resulting accuracy in T [n(r)] is
typically reduced by an order of magnitude [124]. In 2018 an alternative route to evaluating
OF energy functionals on ground state densities was realised by circumventing the gradient
problem entirely [17]. The key contribution from this seminal piece of work was to propose
mapping atomic environment to a ground state density directly, removing the need for
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SCF calculations or evaluations of ∂nT [n(r)]/∂n to reach the ground state. This realisation
encouraged a surge of interest in data-derived ground state electron densities that has lead to
a number of alternative approaches to calculate data-derived electron densities [125–127].
The work in this chapter was completed in the period after the publication of Brockherde
et al. [17] and before further publications in the field. To make the separation between our
contributions to data-derived densities and those from the wider community clear, we do not
proceed in a chronological order but first summarise the current literature before describing
in Section 4.2 the approach that we took in our work on linear parametric latent variable
models for data-derived densities [128].
4.1 Literature review
To place our contribution to data-derived densities in the context of Brockherde et al. [17]
and the approaches that came after this work, we discuss key differences in the representation
of the environment between each method.
Bypassing the Kohn-Sham equations with machine learning, Brockherde et al. [17]
Unlike the standard application of machine learning to potential energy calculations in
Materials Science, for data-derived densities, a training set may contain millions of individual
density grid points. Kernel methods like Gaussian process regression,
nML(x) =
N
∑
i=1
αik(xi,x), (4.2)
are intractable when N is extremely large. This is because inference of αi requires the
inversion of a matrix with dimension N×N [129]. The vector x is a concatenation of a
representation of the atomic environment for all grid points in a single configuration and k
is any valid kernel measuring dissimilarity between any two points (xi,x j). Because N is
very large when i are individual density grid points, a separation between local and global
representations of the environment is enforced to express nML(x) without explicitly iterating
over all N grid points in a training set. The local environment is represented by the scalar
quantity
xlocali =∑
j
Z j exp
(
−1
2
(ri−R j)T(ri−R j)
σ2
)
, (4.3)
where indices j iterate over atoms. The quantities Z j and R j are the atomic number and
position of atom j, respectively and σ2 is a hyper parameter controlling how smooth xlocal
is in R3. A global representation of the environment for all Ngrid grid points in a single
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configuration is defined as the concatenation
xglobal = (xlocal1 ,x
local
2 , ...,x
local
Ngrid) (4.4)
of local contributions to the environment, where Ngrid grid points are uniformly selected
in a consistent, ordered manner. We note that while the representation of xglobal in (4.4) is
invariant to the permutation of like-species atoms, it is not invariant to global translations
or rotations of atoms and it also demands that an equal number of grid points are always
selected from a single configuration, independent of the size of the primitive cell for that
crystal. In this work by Brockherde et al.[17], bulk crystals are not considered, instead
data-derived densities are applied to molecules in vacuum with additional heuristics that
centre and rotate molecules to a reference position and orientation. By concatenating local
and global representations of environment, a fixed-length vector x = (xlocal,xglobal) leads to
data-derived densities
nML(x) =
K
∑
k=1
yk(xglobal)φk(xlocal), (4.5)
for K univariate Fourier basis functions φk and Gaussian process models
yk(xglobal) =
Nconf
∑
i=1
αkik(x
global
i ,x
global) (4.6)
[130]. Coefficients αki are inferred by calculating the MLE of the negative log-likelihood
− ln(p(t|X,α )) =
Ngrid
∑
i
(ti−nML(x))2+ const. (4.7)
with respect to α = (α11, ...,αKNgrid), where t = (t1, ...tNgrid) is a concatenation of observa-
tions of the true ground state density from ab initio calculations and X = (x1, ...xNgrid) is a
concatenation of the environment for every grid point in the training set. Calculation of α
when φk are orthogonal is shown to reduce to K evaluations of Nconf×Nconf matrices [130].
Since Nconf ≪ Ngrid, (4.5) is a tractable expression when learning from millions of individual
density grid points.
Machine learning electron density in sulfur crosslinked carbon nanotubes, Alred et al. [125]
In the work of Alred et al. [125] the local atomic environment is described by a vector of
fixed length 2N+1,
xlocal = (Vext,Z1,dri,Z2, ...,drN) : {dri ≤ dri+1,dri ≤ rcut∀i}, (4.8)
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where dri = |r− ri|, indices i are numbered according to dri and
Vext =− ∑
i∈Ωr
Zi
|r− ri| (4.9)
is the Coulomb potential representing a static (BO approximation) external potential. In (4.9)
we have explicitly confined the sum over atoms i to a local spherical volume Ωr about r.
We note that bounds are not explicitly given for the summation in (4.9) we insert a local cut
off to ensure that Vext(ri) is continuous and independent of the size of the primitive cell of
a crystal. Since a fully-connected feed-forward neural network is used to map xlocal → nML
and not a special architecture like the recurrent neural network [131] or the long short-term
memory network [132], elements in (4.8) must be padded with zeros when an insufficient
number of atoms neighbour r. Alternatively, when more than N atoms are enclosed within
Ωr, some atoms must be discarded in a heuristic manner.
Deep neural network computes electron densities and energies of a large set of organic
molecules faster than density functional theory, Sinitskiy et al. [126]
Rather than mapping the environment of a single grid point to a single density value, Sinit-
skiy et al. [126] map the three-dimensional matrix of the environment of all grid points
in a primitive cell to a three-dimensional density. In this sense, the network input xglobal
is a global representation of environment. The global representation xglobal is taken as the
approximate ground state electron density from a low-level of theory Hartree-Fock calcula-
tion. A neural network architecture referred to as U-net is then applied to learn differences
between the approximate Hartree-Fock and the exact desired ground state density. We note
that the approximate Hartree-Fock total energy is also concatenated to the output such that an
estimate for the true ground state energy is computed in parallel to the ground state density.
We also note that although in the work of Sinitskiy et al. [126] a 64×64×64 regular grid is
adopted, the U-net architecture can cope with inputs of different sizes [133].
Transferable machine-learning model of the electron density, Grisafi et al. [127]
Grisafi et al. [127] adopt non-parametric kernels to calculate data-derived densities. Specif-
ically, they apply symmetry-adapted Gaussian process regression [134]. The data-derived
density at a single grid point r is given by:
nML(x) = ∑
i∈Ωr
∑
nml
cinmlRn(|ri− r|)Yml(ri− r), (4.10)
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which is a linear summation of contributions from atoms i contained within the spherical
volume Ωr about r. The radial and spherical projections Rn and Yml , respectively, are taken
with respect to the displacements ri− r for all atoms i contained within Ωr. Unlike the
approaches of [17, 125, 126], (4.10) does not lend itself to an intuitive separation of the
environment x and latent model variables. The coefficients cinlm can be thought of as a map
cnlm(χi), where χi is an atom-centred representation of the environment for atom i. When
cnlm(χi) are determined from a symmetry-adapted Gaussian process framework,
cnlm(χi) =
N
∑
j
∑
|m′|<l
klmm′(χi,χ j)α
j
nlm′. (4.11)
Indices j iterate over N reference atomic environments, klmm′ is a kernel and α
j
nlm′ are
coefficients that are inferred through MAP estimation. We note that our expression of cnml(χi)
in (4.11) is a simplification that ignores an additional multiplicative term that arises when a
number of different atomic species are considered [127].
4.2 A linear model for electron densities
In Section 4.1 we have briefly detailed a number of approaches that have been taken to
represent the atomic environment and apply general regression frameworks to interpolate
ground state electron densities. The work in this section is part of a collaboration culminating
in the publication of Schmidt et al. [128] and was completed just after the publication of
Brockherde et al. [17]. We apply a representation of the environment that is analogous to
the traditional approaches mentioned in Section 2.2.3 and introduce latent variables w to
create a model that is linear with w. With this linear dependency between nML(x) and w,
rapid inference of MAP estimates of w can be made over millions of density grid points. We
adopt a linear model for the data-derived electron density at a single grid point r,
nML(x) = w0+
K(2)
∑
k=1
w(2)k ∑
i∈Ωr
φ (2)k (dri)+
K(3)
∑
k
w(3)k ∑
i, j ̸=i∈Ωr
φ (3)k
(
dri,dr j,dθi j
)
, (4.12)
where k and k iterate over basis functions, while i and j are atom indices. We refer to the
first summation involving dri = |ri− r| as a two-body expression and make note of this
association by applying a superscript (2) on variables that are part of this term. We similarly
refer to the second summation as a three-body term since (ri− r)T(r j− r) = dridr j cos(dθi j)
involves three points in real space. In (4.12), wk, φk and K are latent model variables, basis
functions and the basis set size, respectively. The bias w0 in (4.12) allows for any arbitrary
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Fig. 4.1 The transition rate of the tapering function Γ(dr) can be controlled by xscale in (4.15).
The functions here are for rcut = 6Å.
constant offset in nML(x). In this work, we adopt the basis functions
φ (2)k (dr) =
tapering︷ ︸︸ ︷
Γ(dr)cos
(
2πdr
rcut
k
)
,
φ (3)k (dri,dr j,dθi j) = Γ(dri)Γ(dr j)︸ ︷︷ ︸
tapering
cos
(
2πdri
rcut
k1
)
cos
(
2πdr j
rcut
k2
)
cos
(
dθi jk3
)
,
(4.13)
where k = (k1,k2,k3). The three-body term is similar in form to the angular Fourier
series in [63], which is related to the angular parts of the power spectrum, bispectrum
and the n−body symmetry functions in Section 2.2.1 by polynomials of the canonical set
∑i j
(
cos(dθi j)
)m∈Z. The radial basis functions
gk(dr) = Γ(dr)cos
(
2πdr
rcut
k
)
(4.14)
include a tapering term
Γ(x) =
x˜4(1+ x˜4)−1 ; x˜ < 00 ; x˜≥ 0, ,
x˜ = (rcut− x)x−1scale,
(4.15)
which prevents discontinuities in nML(x) as atoms cross the boundaries of Ωr in (4.12). The
hyper parameter xscale controls the rate of change in Γ(x) as x approaches rcut. Figure 4.1
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shows that as xscale → 0, Γ(x) tends to a step function with transition point at rcut. If we were
to decompose (4.12) into separate constructs of the representation of the environment and a
regression framework, we could write the environment of grid point i as:
xlocali =
(
Φ(2)i1 ,Φ
(2)
i2 , . . . ,Φ
(2)
iK(2)
,Φ(3)i1 ,Φ
(3)
i2 , . . . ,Φ
(3)
iK(3)
)
,
Φ(2)ik = ∑
i∈Ωr
φk(dri),
Φ(3)ik = ∑
l∈Ωr
∑
j∈Ωr; j ̸=l
φ (3)k (drl,dr j,dθl j).
(4.16)
We express xlocali → nMLi by a linear summation of xlocal with the latent model variables,
nMLi =
K(2)
∑
k
Φ(2)ik w
(2)
k +
K(3)
∑
k
Φ(3)ik w
(3)
k . (4.17)
For clarity the bias term w0 is not shown explicitly in (4.17) but has been incorporated into
the two-body term for a basis function with φk(x)≡ 1. Concatenating n = (nML1 , . . . ,nMLN ) for
N grid points, our expression for nMLi can be written in terms of the design matrix Φ and the
complete set of latent model variables w as:
nML =Φ(2)w(2)+Φ(3)w(3)
=
Φ︷ ︸︸ ︷(
Φ(2),Φ(3)
) (w(2)
w(3)
)}
w.
(4.18)
4.2.1 Multiple species
The parametric linear model nML(xlocal) in (4.12) can easily be generalised to systems with
multiple species of atoms by adopting the modular matrix form in (4.18). The single-species
two- and three-body design matrices in (4.16) can be generalised as:
Φ(2)αik = ∑
j∈Ωr,L( j)=α
φ (2)k (dri),
Φ(3)αβik = ∑
l∈Ωr;L(l)=α
∑
j∈Ωr;L( j)=β ; j ̸=l
φ (3)k
(
drl,dr j,dθl j
)
,
(4.19)
where Ωr is again the spherical volume of radius rcut surrounding grid point i. Indices
α,β ∈N ∈ [1,Nα ] are integer labels that represent a unique identifier for each distinct atomic
species that is under consideration. The operation L( j) returns the label α corresponding
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to the atomic species of atom j. For Φ(2)αik , the summation over atoms within Ωr is now
constrained to only include atoms j of atomic species labelled by α : L( j) = α . Similarly,
the summation over atom pairs (l, j) in Φ(3)αβik is constrained to pairs for which L(l) = α and
L( j) = β . If Nα distinct atomic species are considered, then the two-body term is described
by Nα matrices Φ(2)α and the three-body term is determined by Nα(Nα + 1)/2 matrices
Φ(3)αβ ,
nML =
Φ︷ ︸︸ ︷(
Φ(2)1 . . .Φ(2)Nα ,Φ(3)11,Φ(3)12 . . .Φ(3)NαNα
)

w(2)1
...
w(2)Nα
w(3)11
w(3)12
...
w(3)NαNα


w, (4.20)
where β ≥ α in the three-body terms.
4.2.2 Application to the embedded atom method
In addition to the application to OF DFT, the linear model for data-derived densities that we
have proposed in (4.12) can be applied, in part, to traditional total energy methods like the
embedded atom method (EAM) [135]. The per-atom contribution to the potential energy of
an atom whose core is located at ri in the EAM,
ε(ri) = EL(i)
( embedding density︷ ︸︸ ︷
∑
j∈Ωri
φL( j)(dri j)
)
+ ∑
j∈Ωri
φL(i)L( j)(dri j). (4.21)
As in Section 4.2.1, L(i) ∈ N, [1,Nα ] is an integer label for the species of atom i where Nα
is the number of different species that are in consideration. The EAM is determined by Nα
univariate functions Eα and φα , along with Nα(Nα + 1)/2 univariate functions φαβ . The
embedding density
nemb(ri) = ∑
j∈Ωri ; j ̸=i
φL( j)(dri j), (4.22)
is equivalent in form to the two-body term in (4.12) when the summations over k and j
in (4.12) are permuted. Expanding φα(dr) in (4.22) as a linear model with respect to the
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parametric model latent variables w, φα(dri j) = φ (2)(dri j)(w(2)α)T and
nemb(ri) = ∑
j∈Ωri ; j ̸=i
K(2)
∑
k
w(2)L( j)k φ
(2)
k (dri j). (4.23)
In (4.23), we have made an important distinction between Ωri adopted in (4.12) and that
defined in the EAM – in (4.23) we have included the condition j ̸= i in the loop over atoms j
contained within Ωri . In the expression for data-derived densities that is independent of any
application to EAM this condition is not applied and when a grid point is positioned exactly at
the location of an atom at ri, Ωri includes a contribution from atom i. This allows an isolated
atom in vacuum to have a non-zero density at its core. By convention, the EAM expression
for the embedding density does not include i within Ωri . An isolated atom in vacuum in the
EAM form for embedding density must have an electron density of zero at its core. This
means that in the current expression of the two-body basis function in (4.13):
lim
dri→0
(
nemb(ri+dr)−nemb(ri)
)
→
K(2)
∑
k
wkφ
(2)
k (dr), (4.24)
which is not necessarily zero. In the EAM form for data-derived densities, as we move an
infinitesimal distance dr = |dr| from the core of an atom i at ri, our current expression for
φ (2)k in (4.13) may induce a discontinuity in (4.23) as φ
(2)
k (0) is not necessarily zero. For
data-derived densities that are applied to EAM, we modify the two-body basis function to
include an additional tapering as dr → 0,
φ (2)k (dr) = Γ(dr)
−Γ(dr)cos
(
2πdr
rcut
k
)
, (4.25)
where Γ(dr)− is a tapering function like (4.15) except that Γ(0)−= 0 and limdr→∞(Γ(dr))→
1. If we concatenate EAM embedding densities into a vector representation, they can be
expressed as the two-body contributions to linear data-derived densities in (4.20) but with
the modified two-body basis functions of (4.25),
nemb =
Φ︷ ︸︸ ︷(
Φ(2)1 . . .Φ(2)Nα
) w
(2)1
...
w(2)Nα

w. (4.26)
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Derivatives for force evaluation
We note that for application to traditional potentials such as the EAM, derivatives of any
data-derived density must be known so that atom forces can be evaluated. Derivatives of the
two-body expression for the embedding density in (4.26) with respect to an arbitrary atom z:
∂nemb(ri)
∂rz
=
K(2)
∑
k
∑
j∈Ωri ; j ̸=i
w(2)L( j)k
∂φ (2)L( j)k (dri j)
∂dri j
(
δ jz −δ iz
dri j
)
(r j− ri), (4.27)
where i and j are atom indices and δ iz is the Kronecker delta.
4.2.3 Inference – a choice of priors
We infer latent variables w for our data-derived density by imposing a Gaussian prior on
w as we discussed in (3.19). Here p(w|µ 0,Λ0) is conditional on the Gaussian distribution
mean and precision matrix µ 0 and Λ0, respectively. These quantities can either be treated
as static hyper parameters that are heuristically chosen without knowledge of any data, or
they can be treated as latent random variables if we express a prior distribution for them.
In the static instance, we have seen in Section 3.2.1 and (3.24) that for linear models, the
first and second moments of the posterior predictive distribution are immediately accessible
without any need for iterative numerical calculations. In the fully Bayesian context where
(µ 0,Λ0) are latent variables, efficient methods such as variational inference are often used to
approximate the true posterior distribution [116]. We take the former instance and consider
the effect that different constant values of (µ 0, Λ0) have on the application of data-derived
densities to unseen environments that were not included in the data set used to infer, or train
point estimates of w. In keeping with the literature we refer to the later and former types of
data as the test and train set, respectively. We measure the effect of (µ 0, Λ0) on data-derived
densities by calculating the root-mean-squared error (RMSE)
E[(nML− t)2]1/2 =
(
1
N
N
∑
i=1
(nMLi − ti)2]
)1/2
(4.28)
between a data set of N data-derived densities nMLi and the exact ground state ti evaluated at
grid point i, which is known from any ab initio calculation, for example KS or OF DFT. The
data set that we use here is a collection of configurations that have been sampled from a MD
simulation of a single crystalline phase. The complete data set is composed of 50× [4×4×3]
super-cell configurations of hexagonal close-packed (HCP) Al sampled at 200 fs intervals
from an isobaric-isothermal (NpT) ensemble. We refer to this data set as data set B. The
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Fig. 4.2 By treating the joint prior distribution p(w|µ ,Λ0) as a product of independent
distributions for each element wk of the latent parameters and by using automatic relevance
determination to prune irrelevant bases, the RVM maintains a constant value for E[(nML−
t)2]1/2 on the unseen (test) portions of data set B shown in the right sub-plot as the number
of basis functions K = K(2) = K(3) increases. All of the other treatments of (µ 0,Λ0) that we
consider here result in increasing values of E[(nML− t)2]1/2 as K → ∞.
temperature and pressure reservoirs for the MD calculation have values of T = 600K and
p = 0Pa, respectively. Details of the OF DFT calculation of the ground state density for each
configuration in the data set can be found in the Appendix and Table A.1. We note that the
OF code PROFESS [136] is used for all OF calculations in this thesis.
For the calculations here we choose cut-off radii rcut of 4Å and 3Å for two- and three-
body tapering functions in (4.13), respectively. To examine how the shape of the prior
distribution p(w|µ 0,Λ0) may effect point estimates of the posterior distribution we calculate
MAP estimates of w as the linear model basis size K = K(2) = K(3) increases. We note that
this choice is not optimal, in that we might expect K(3) > K(2) in general for some unknown
optimal1 choice of basis functions. However, automatic relevance determination methods
such as the RVM make this heuristic choice redundant, meaning that we expect the qualitative
behaviour shown by the RVM in this study in be independent of K(2)/K(3). We construct the
training set from 5 randomly selected configurations of data set B. Each configuration in this
set contains O(105) grid points and we randomly select 1% of these so that the complete
training set contains O(104) densities. We follow the same procedure for an additional 10
configurations to construct a test set of new unseen data points. We calculate in Figure 4.2
the MAP estimate of w and E[(nML− t)2]1/2 for data-derived densities in the train and test
1Simply, we mean the choice that represents the best balance between the bias and variance contributions to
mean-squared error of a given test set of data.
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set of data for OLS, ridge, Bayesian ridge and RVM regression which we have discussed in
Section 3.3 and which represent a variety of ways in which (µ 0,Λ0) can be treated. The value
of E[(nML− t)2]1/2 induced by OLS inference of w which corresponds to a completely flat
prior p(w|µ 0,Λ0), is the lowest of any method for data-derived densities in the training set.
However, as K →∞, E[(nML− t)2]1/2 for unseen densities in the test set becomes disastrously
large and is many orders of magnitude greater than any other approach in Figure 4.2. All other
methods which have a non-uniform prior result in a much lower value of E[(nML− t)2]1/2
for the test set of data. We note that the stationary points in E[(nML− t)2]1/2 for OLS, ridge
and Bayesian ridge regression in the right Sub-figure represent values of K where the linear
model begins to visibly “over fit” to the training data. Unlike ridge regression and Bayesian
ridge regression, the RVM achieves a value for E[(nML− t)2]1/2 here which is constant with K.
The RVM is the only method considered in Figure 4.2 where basis functions can be removed
entirely from a model during inference of the MAP estimate of w. We can see in Figure 4.3
that the total number of basis functions Nbasis that are inactive following MAP inference with
the RVM is far greater than the number of active basis functions for all but the smallest values
of K that are considered here. We note that since there are K available basis functions for
both two- and three-body contributions, there are 2K bases available in total. For the largest
value of K ≈ 800 considered here, there are Nbasis ≈ 500 active bases which corresponds
to a value of K = 250 when all basis functions are in use. The RVM appears to limit the
effect of over fitting which is incurred for the other types of inference shown here as K → ∞.
For this reason, we adopt this method for the remaining inferences of data-derived densities
throughout this chapter.
4.3 Application to orbital free DFT
The case study of the effect of the prior distribution p(w|µ 0,Λ0) on the RMSE, E[(nML− t)2]1/2
of data-derived linear densities for HCP Al in Section 4.2.3 illustrates the utility of a non-
uniform prior. Because RVM inference of the MAP estimate of w gives a constant value of
E[(nML− t)2]1/2 for the test data set as the number of basis functions K increases, we adopt
this form of inference and prior distribution for all data-derived densities in this section. We
note however that our results are not specific to RVM inference, they are just largely invariant
to K and the choice of basis functions. If we were to introduce cross validation during MAP
inference of w then an optimal value for K could be chosen for ridge and Bayesian ridge
regression which we expect would recover a value for E[(nML− t)2]1/2 and other dissimilarity
measures of nML and t that is indistinguishable to that found with RVM inference.
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Fig. 4.3 As the number of basis functions K = K(2) = K(3) in each of the two- and three-body
terms in (4.12) increases for the calculations in Figure 4.2, the number of inactive bases (-)
Nbasis pruned during RVM inference of the posterior mode becomes much larger than the
number of active basis (- ·) functions that are deemed to be important.
4.3.1 Error in energy induced by error in densities
The calculations in Figure 4.2 show for data set B in Section 4.2.3 show that an accuracy
of E[(nML− t)2]1/2 ≈ 3×10−3 eÅ−3 can be achieved for our linear data-derived density in
(4.12). The RMSE error in data-derived densities is a measure of dissimilarity between the
true ground state and our data-derived approximation. Since the primary use of data-derived
densities may be to approximate the ground state in OF DFT, a total energy difference could
be a more meaningful measure of dissimilarity than one based upon differences in density.
Very small perturbations from the ground state density
We calculate the total OF energy for data-derived densities which we denote by E[nML] and
compare these with the total energy E[t] corresponding to the true ground state density t. We
use LDA and Wang-Teter exchange-correlation and kinetic energy functionals, respectively,
with a plane wave basis of 800eV. A data-derived linear model with K(2) = K(3) = 196
and rcut = (6,3)Å for two- and three-body terms, respectively, is applied to 20 FCC Al
configurations with varying isotropic volumetric strain corresponding to strains of ±1%
along each cell vector. We note that this set of FCC configurations is a subset of a larger
collection of strained lattices for body-centered cubic (BCC) and HCP crystals which we refer
to as data set C. For the calculations here, we randomly select 5 configurations from the FCC
subset which have lattice constants that are uniformly spaced between [3.95,4.02]Å to form
a training set from which the RVM posterior mode is calculated. Once the MAP estimate of
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Fig. 4.4 RVM inference of the posterior mode is performed for a linear model with
K(2) = K(3) = 196, rcut = (3,6)Å for two- and three-body terms, respectively, on the face-
centered cubic (FCC) Al data set in Section 4.3.1. The RMSE of densities in the test set
E[(nML− t)2]1/2 = 3.5×10−5 eÅ−3 and the parity plot of t and nML is shown in (a). A parity
plot for the total energy E[t] and E[nML] induced by the true ground state and data-derived
densities, respectively, in (b) shows a notably higher variance in E[nML] about E[t] given the
scale of E[t] than the corresponding variance of densities in (a).
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w is known we group the remaining 15 configurations from the FCC subset as a test set to
evaluate dissimilarity measures in density and the total OF energy. The data-derived densities
and total energies E[nML] for this test set are shown in Figure 4.4. We show parity plots of
the data-derived densities and energies in Sub-figures (a) and (b), respectively, to illustrate
the scale of random additive error in comparison to the scale of changes in the ground
state density and the total energy over this data set. The RMSE error of the data-derived
densities in Figure 4.4 (a), E[(nML− t)2]1/2 = 3.5×10−5 eÅ−3. The parity of plot of t and
nML shows that the variance of data-derived densities from the ideal case that nML = t is many
orders of magnitude smaller than the scale of t for this system. Unlike nML, E[nML] is not
symmetrically distributed about its ideal value E[t] since by definition of the ground state
density, E[t]≤ E[nML].
We seek a metric that describes variance in E[nML] about E[t] which takes account of the
scale of E[t] observed. Unlike the data-derived electron density nML which is symmetric about
t, the distribution E[nML]−E[t] is not symmetric and cannot in good faith be approximated
by a Gaussian distribution with a zero mean. In order to apply a Gaussian distribution to
E[nML]−E[t] to define a meaningful metric of variance for the error in data-derived total
energies, we model in Figure 4.4 (b) that E[nML] = E[t]+w0 where w0 represents a constant
shift in data-derived energies. To ensure that E[nML]−E[t] is a symmetric distribution with a
mean of zero, we infer w0 by the MLE of p(E[nML]|E[t],w0,σ2ε ) =N (E[nML]−E[t]|w0,σ2ε ).
For the MLE of data in Figure 4.4 (b), w0 = 0.03meVatom−1. Although the introduction
of w0 to quantify variance in E[nML] about E[t] is somewhat heuristic in nature, we note
that derivatives properties of the total energy such as atomic forces and stress tensor are
unaffected by w0. A measure of the total energy variance including w0 to enforce a symmetric
distribution of E[nML] about E[t], therefore appears to be a more meaningful measure than
one without w0. We continue to define a metric for the variance in energy by inferring the
MLE of σ2ε from p(E[nML] | E[t], w0, σ2ε ) =N (E[nML]−E[t] | w0, σ2ε ). To reduce notational
clutter in the following, we define our metric for densities rather than total energies. The
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MLE of σ2ε is:
σ2ε =
1
N
N
∑
i=1
(nMLi − ti−w0)2
=
1
N
N
∑
i=1
(nMLi − ti)2−2w0
MLE for w0︷ ︸︸ ︷
1
N
N
∑
i=1
(nMLi − ti)+w20
=
1
N
N
∑
i=1
(nMLi − ti)2−
(
1
N
N
∑
i=1
(nMLi − ti)
)2
= E[(nMLi − ti)2]−E[nMLi − ti]2.
(4.29)
In (4.29) we have inserted the MLE expression for w0 under a Gaussian likelihood function.
To give meaning to the scale of σ2ε , we normalize by the empirical variance of the reference
ground state densities observed:
σ˜2ε =
E[(nMLi − ti)2]−E[nMLi − ti]2
E[t2i ]−E[ti]2︸ ︷︷ ︸
empirical variance of ti
. (4.30)
We note that this metric is equivalent up to an additive and multiplicative constant to the
coefficient of determination
R2 = 1− E[(n
ML
i − ti)2]
E[t2i ]−E[ti]2
(4.31)
[137], when the expected values for data-derived and reference densities are equivalent:
E[nMLi − ti] = 0.
Since atoms in the FCC Al configurations of data set C are in their equilibrium positions,
all atom forces are zero. Rather than consider forces, we instead use elements of the stress
tensor to look at the error induced in derivative properties of the total energy by the small
density perturbations in Figure 4.4 (a). We use the normalized measure of variance in (4.30)
to compare the error in data-derived densities with the error induced in the total energy and
elements of the stress tensor in Table 4.1. The normalized error variance σ˜2ε induced in the
total energy is significantly larger than that induced in elements of the stress tensor and the
data-derived density itself.
For the particular system studied here and for very small density perturbations, we have
established that the error induced in the OF total energy is orders of magnitude larger than the
error in data-derived densities. We now consider the origin of errors that are induced in the
total energy and find that the dominant contributions to error appear to be largely independent
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Table 4.1 The normalized variance σ˜2ε in (4.30) is computed for the density, energy and stress
induced by small perturbations of the data-derived densities in Figure 4.4 from the ground
state.
density energy stress
σ˜2ε 1.2×10−6 2.3×10−3 4.6×10−5
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Fig. 4.5 The total energy difference dE between OF energies computed with the data-derived
densities in Figure 4.4 and ideal ground state densities is decomposed into its constituent
components. The average energy difference E[dE] across all 15 configurations in the test
set of FCC Al configurations in (a) shows that some individual components have a much
higher error than the average total energy difference. The average fractional difference
E[|E[nML]/E[t]−1|] of energy contributions induced by data-derived and ground state densi-
ties in (b) shows that exchange correlation in the LDA is affected the least of all constituent
contributions by differences in the density. In both (a) and (b), Thomas-Fermi (TTF[n]),
von-Weizsäcker (TVW[n]) and Wang-Teter (TWT[n]) contributions to the kinetic energy are
highlighted with orange shading. LDA exchange-correlation (Exc[n]), Coulomb (EH[n]) and
ion-electron (Eext[n]) contributions to the potential energy are denoted by blue shading.
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of the type of exchange-correlation or kinetic energy functional used2. By decomposing the
electronic total energy into its constituent parts composed of contributions to the kinetic and
potential energy, any terms that might dominate contributions to the total energy error can be
identified. For the calculations in Figure 4.4 the total energy of a given density n,
E[n] = TTF[n]+TvW[n]+TWT[n]+Exc[n]+EH[n]+Eext[n]. (4.32)
The kinetic energy terms TTF[n], TvW[n], TWT[n] are Thomas-Fermi [138, 139], von-Weizsäcker
[140] and Wang-Teter [141] contributions, respectively, to the kinetic energy. In (4.32),
Exc[n], EH[n], Eext[n] are the LDA exchange-correlation, Coulomb and ion-electron contribu-
tions, respectively, to the potential energy. For the data-derived densities in Figure 4.4
we calculate the average test set energy difference E
[
Ei[nML]− Ei[t]
]
in Figure 4.5 (a)
for each term i in (4.32) and the expectation is over configurations in the test set. We
note that the terms with the largest difference in energy (O(1)meVatom−1 for TvW [n]
and Eext[n]) are two orders of magnitude larger than the average total energy difference
E
[
E[nML]−E[t]] = O(10−2)meVatom−1. The effect of these much larger differences in
energy is reduced by opposing signs for the energy change. To compare the relative changes
in the magnitude of energy contributions Ei[n], we calculate the average fractional difference
E
[
Ei[nML]/Ei[t]−1
]
in Figure 4.5 (b). We note that in these calculations, the LDA exchange
correlation function has the lowest fractional difference and the second lowest absolute
difference in energy between the data-derived and true ground state density. Repeating the
calculations in Figure 4.5 but with PBE exchange correlation rather than LDA leads to the
same qualitative behaviour, that TvW[n] and Eext[n] dominate contributions to the energy error
and that error in the exchange correlation term is an order of magnitude smaller. We also
repeat the same calculation with ground state densities induced by Wang-Govind-Carter
contributions TWGC[n] to the kinetic energy [142] in addition to the terms in (4.32). The
energy error associated with TvW[n] is again found to be dominant over all other kinetic
energy contributions. Since TvW[n] is a common component of many proposed kinetic energy
functionals [26] and both local and gradient-based approximations to the exchange corre-
lation energy contribute little to the total energy error, we summarise that for the specific
system studied here and for small perturbations in data-derived densities from the true ground
state, TvW[n] and Eext[n] dominate contributions to the total energy error. We note that of the
four terms TTF[n], TvW[n], TWT[n] and TWGC[n] that we have considered to approximate the
OF kinetic energy, TvW[n] is the only functional that includes gradients of the density [26].
The fact that data-derived gradients of the density will have a larger error relative to the true
2For LDA and PBE exchange-correlation and when von-Weizsäcker kinetic energy contributions are used.
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ab initio value than the density itself may partly explain why TWT[n] appears to be one of the
dominating contributions to E[nML]−E[t].
Small perturbations from the ground state density
In Section 4.3.1 we looked at the effect of errors in the data-derived density on the OF total
energy for the FCC subset of configurations in data set C. For perturbations on the scale of
E[(nML− t)2]1/2 =O(10−5)eÅ−3 we found that the ion-electron and von-Weizsäcker kinetic
energy contribution dominate error in the total energy. In this section we examine how the
total energy error induced by a density perturbation changes for a single configuration as the
magnitude of the density error increases. To increment density perturbations in a controlled
manner we simulate data-derived densities by applying artificial perturbations ε(r) to the
exact ground state t(r). Perturbations ε(r) must be continuous otherwise high frequency
modes may spuriously become occupied in the Bloch states representing a perturbed density
nML(r) = t(r)+ ε(r). (4.33)
This may induce larger differences E[nML]−E[t] in the total energy for a given density error
E[ε2]1/2 than would occur for the continuous perturbations that will arise from data-derived
(rather than artificial) densities. To generate ε(r) in a stochastic manner we calculate the
Fourier coefficients Ak of the discrete Fourier transform:
t(r) =∑
k
Akeik
Tr. (4.34)
We then apply additive Gaussian noise to Ak to obtain the perturbed coefficients A˜k,
p(A˜k|Ak,σ2) =N (A˜k|Ak,σ2) (4.35)
and take the inverse transform:
t(r)+ ε(r) =∑
k
A˜keik
Tr. (4.36)
The hyper parameter σ2 in (4.35) controls the magnitude of perturbations and the resulting
value for E[ε2]1/2 among other metrics for the density error. Since t(r)+ ε(r) from (4.36)
is continuous with any value A˜k, we do not anticipate that the qualitative trends of our
analysis will be sensitive to the exact form of p(A˜k|Ak,σ2) and we expect that any zero mean
symmetric distribution should give similar results. We apply perturbations in an incremental
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Fig. 4.6 The total energy error E[nML]−E[t] induced by a perturbed density nML from the
ground state t is linear with the measures E[(nMLi − ti)2] and E[(nMLi − ti)2/ti] of density error.
Calculations are performed for a number of alkali (Li), alkaline earth (Mg), post-transition
metals (Al, Ga, In, Sb), metalloids (As, Si) and a reactive non-metal (P).
manner by sampling σ2 via the uniformly distributed random variable q :
p(q) =U [qmin,qmax],
σ2 = 10q.
(4.37)
For artificially perturbed densities nML = t+ ε as in (4.36), we calculate the total energy
difference E[nML]−E[t] in Figure 4.6 for a collection of alkali (Li), alkaline earth (Mg) and
post-transition (Al, Ga, In, Sb) metals as well as two metalloids (As, Si) and a reactive
non-metal (P), which we refer to as data set D. For a comprehensive description of the
configurations in this data set we refer the reader to Table A.3 of the Appendix. For each
crystal, we calculate the total energy of the exact ground state t and the perturbed state nML
using the LDA exchange correlation functional with Wang-Teter kinetic energy contributions
and a basis cut-off of 800eV. The measures E[(nMLi − ti)2] and E[(nMLi − t−i)2/ti] in Figure 4.6
are expectations over all of the density points in a single configuration. We calculate
perturbations by sampling q in (4.37) between (qmin,qmax) = (−6,0).
The calculations in Figure 4.6 show that for the magnitude of perturbations and the
mean-squared error metrics considered here, the total energy error is proportional to the
mean squared error in densities from the exact ground state,
E[nML]−E[t] = k1E[(nMLi − ti)2]
= k2E[(nMLi − ti)2/ti],
(4.38)
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Fig. 4.7 Although the von-Weizsäcker contribution |TvW[nML]− T [t]| dominates the total
energy error E[nML]−E[t] induced by a density error of E[(nML− t)2], only when all terms
are considerd to the total energy error, does the energy error scale linearly with E[(nMLi − ti)2]
or E[(nMLi − ti)2/ti].
for constants of proportionality (k1,k2) that are system specific. Decomposing the total
energy error into the von-Weizsäcker kinetic energy contribution TvW[nML]−TvW[t] and the
ion-electron contribution Eext[nML]−Eext[t] in Figure 4.7 shows that no single terms scales
linearly with the squared density error metrics in (4.38). Only when all terms contributing
to the total energy are considered, does the energy error scale linearly with E[(nML− t)2] or
E[(nMLi − ti)2/ti].
It can be shown that for small enough perturbations in density, the total energy error will
always scale linearly with the squared density error metrics in (4.38) for a given system. This
is true for any Hamiltonian, independent of the specific form of the exchange-correlation
and kinetic energy functionals. We apply a standard proof for the relation between the error
induced in the total energy by perturbations from the ground state wave function [18], to
perturbations in the electron density by utilising the Schrödinger-like variational expression
for the square root of the electron density introduced by Levy [143]. Levy showed that the
electron density can be formulated from DFT as an eigenvalue problem
Hˆeff︷ ︸︸ ︷(
−1
2
∇2+Vext(r)+Veff(r)
)
n1/2i (r) = µin
1/2
i (r), (4.39)
where Vext(r) is the ion-electron Coulomb interaction, Veff(r) is a local effective potential, µi
is the chemical potential of state i and n1/2i (r) is the square root of electron density for state i.
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By adopting the notation that |ρ⟩i are eigenstates representing a particular field of the square
root of the electron density, (4.39) can be written as
Hˆeff |ρi⟩= µi |ρi⟩ , (4.40)
which can be treated analogously to the variational minimisation of total energy with respect
to the wave function. Unlike wave function eigenstates in the usual formulation of DFT,
where the inner product of eigenstates is normalized to 1, for |ρi⟩ the constraint
Ne =
∫
ni(r)dr (4.41)
is imposed by requiring that
⟨ρi|ρ j⟩= δ ji
∫
(ni(r)1/2)∗n j(r)1/2dr
= δ ji
∫
ni(r)dr
= δ ji Ne.
(4.42)
The square root density states |ρi⟩ are normalized to Ne. We now relate the total energy to
perturbations in |ρi⟩ rather than to perturbations in the wave function as in [18]. We express
a density perturbed from the ground state |ρ0⟩ as
|ρ0+δρ⟩= |ρ0⟩+
∞
∑
i=1
ci |ρi⟩ , (4.43)
where ci are coefficients defining the perturbation as a mixture of excited states that are high
eigenvalue eigenstates of (4.40). We note that the perturbations in (4.43) are not orthogonal
or normalized states:
⟨ρ0+δρl|ρ0+δρm⟩= ⟨ρ0+
∞
∑
i=1
cliρi|ρ0+
∞
∑
j=1
cmj ρ j⟩
=
Ne︷ ︸︸ ︷
⟨ρ0|ρ0⟩+
δ 0j ̸=0=0︷ ︸︸ ︷
⟨ρ0|∑
j
cmj ρ j⟩+
δ 0i ̸=0=0︷ ︸︸ ︷
⟨∑
i
cliρi|ρ0⟩+∑
i j
(cli)
∗cmj
Neδ
j
i︷ ︸︸ ︷
⟨ρi|ρ j⟩
= Ne
(
1+
∞
∑
i=1
(cli)
∗cmi
)
.
(4.44)
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We therefore evaluate the expectation of Hˆeff in a general form for non-orthonormal states:
E[ρ0+δρ] =
⟨ρ0+∑∞i=1 ciρi|Hˆeff|ρ0+∑∞i=1 ciρi⟩
⟨ρ0+∑∞i=1 ciρi|ρ0+∑∞i=1 ciρi⟩
=
⟨ρ0+∑i ciρi|µ0ρ0+∑i ciµiρi⟩
⟨ρ0+∑i ciρi|ρ0+∑i ciρi⟩
=
⟨ρ0|µ0ρ0⟩+∑i
δ 0i ̸=0=0︷ ︸︸ ︷
⟨ρ0|ciµiρi⟩+∑i
δ 0i ̸=0=0︷ ︸︸ ︷
⟨ciρi|µ0ρ0⟩+∑i j
⟨ci|c j⟩µ jδ ji Ne︷ ︸︸ ︷
⟨ciρi|c jµ jρ j⟩
⟨ρ0|ρ0⟩+∑i ⟨ρ0|ciρi⟩︸ ︷︷ ︸
δ 0i ̸=0=0
+∑i ⟨ciρi|ρ0⟩︸ ︷︷ ︸
δ 0i ̸=0=0
+∑i j ⟨ciρi|c jρ j⟩︸ ︷︷ ︸
⟨ci|c j⟩δ ji Ne
=
µ0Ne+Ne∑i |ci|2µi
Ne+Ne∑i |ci|2
=
µ0+∑i |ci|2µi
1+∑i |ci|2
.
(4.45)
We approximate the denominator in (4.45) by applying the Binomial theorem so that(
1+∑
n
|cn|2
)−1
= 1−∑
n
|cn|2+O(c4n)+ . . . . (4.46)
The total energy of the perturbed state |ρ0+δρ⟩ can then be approximated as
E[ρ0+δρ] =
(
µ0+∑
i
|ci|2µi
)(
1−∑
i
|ci|2+O(c4i )+ . . .
)
= µ0+∑
i
(µi−µ0)|ci|2+O(c4i )+ . . . .
(4.47)
We can relate the perturbation coefficients ci in (4.47) to perturbations in the electron density
through the fact that
|δρ⟩=
∞
∑
i=1
ci |ρi⟩ ,
⟨δρ|δρ⟩=∑
i j
⟨ciρi|c jρ j⟩
=∑
i
|ci|2Ne.
(4.48)
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To insert the exact expression for ⟨δρ|δρ⟩ from (4.48) into the second order approximation
of E[ρ0+δρ] in (4.47) we further assume that
∞
∑
i=1
(µi−µ0)|ci|2 =
(
∞
∑
i=1
|ci|2
)
χ, (4.49)
for χ that is independent of the specific perturbation, ∑i |ci|2. This could occur if all
eigenvalues µi from occupied states (ci ̸= 0) had a constant value, or if |µ0∑i |ci|2| ≫
|∑i |ci|2µi|. In this approximation,
E[ρ0+δρ] = µ0+ ⟨δρ|δρ⟩χ, (4.50)
where χ has absorbed all terms that are independent of ∑i |ci|2. We can relate ⟨δρ|δρ⟩ to
a scalar measure of the density error by considering explicit forms for |ρ⟩ and evaluating
⟨δρ|δρ⟩. We define the perturbation δn(r) in electron density by
|ρ0⟩= n0(r)1/2,
|ρ0⟩+ |δρ⟩= (n0(r)+δn(r))1/2,
|δρ⟩= (n0(r)+δn(r))1/2−n0(r)1/2.
(4.51)
We can approximate |δρ⟩ to be linear with δn(r) by applying the Binomial theorem such
that
|δρ⟩=n0(r)1/2
(
1+
δn(r)
n0(r)
)1/2
−n0(r)1/2
= n0(r)1/2
(
1+
1
2
δn(r)
n0(r)
+O
(
δn(r)2
)
+ . . .
)
−n1/20
=
1
2
δn(r)
n0(r)1/2
+O(δn(r)2)+ . . . .
(4.52)
The quantity ⟨δρ|δρ⟩ can then be approximated as
⟨δρ|δρ⟩= 1
4
∫ δn(r)2
n0(r)
dr. (4.53)
Reverting to our default notation that ti = n0(ri) and δn(ri) = nMLi − ti and replacing the
integration over the continuous domain of the unit cell with a summation over regularly
spaced grid points,
⟨δρ|δρ⟩ ∝ E
[
(nMLi − ti)2
ti
]
. (4.54)
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Absorbing the constant of proportionalities in front of ⟨δρ|δρ⟩ from (4.50) and (4.54) into a
combined constant χ , the total energy difference between a perturbed and the ground state
density can be written as
E[nML]−E[t]︸ ︷︷ ︸
total energy error
=
mean squared density error︷ ︸︸ ︷
E
[
(nMLi − ti)2
ti
]
χ. (4.55)
4.3.2 One-dimensional infinite well
The linear relation between the total energy and the mean squared density error estab-
lished in (4.55) depends on three assumptions. By applying the Binomial theorem to
(1+∑∞n=1 |ci|2)−1 and (n0(r)+δn(r))1/2 in (4.45) and (4.52) respectively, we assume that
terms O(c4i ), O(δn(r)2) and higher are zero. Finally, in (4.55) we assume that ∑i |ci|2(µn−
µ0) =
(
∑i |ci|2
)
χ where χ is independent of ∑i |ci|2. We study the effect of truncating terms
O(δn(r)2) and higher in |δρ⟩, to ⟨δρ|δρ⟩, which underpins the equivalence of ⟨δρ|δρ⟩ to
the mean squared density error. We study single-particle states in a one-dimensional infinite
potential well to realise exact forms for eigenstates |ρi⟩, which allows an exact comparison
of ⟨δρ|δρ⟩ with its approximate form in (4.53). The Hamiltonian
Hˆ =−1
2
δ 2
δx2
+V (x),
V (x) =
0 , 0 < x < L∞ , otherwise, ,
(4.56)
constrains density eigenstates i = [0,∞) to have the form:
|ρi⟩=

( 2
L
)1/2
sin
(
(i+1)πx
L
)
, x≤ 0≤ L
0 , otherwise,
(4.57)
with corresponding eigenvalues
µi =
1
2
(
(i+1)π
L
)2
(4.58)
[144]. Perturbations from the ground state |ρ0⟩ are defined by coefficients ci in (4.43).
Keeping all but a small number of coefficients as zero, we calculate in Figure 4.8 the ratio of
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Fig. 4.8 Perturbations from the exact ground state of the one-dimensional infinite potential
well in (4.56) are quantified by the normalised variance measureE[δn2]
(
E[n20]−E[n0]2
)−1 in
the LHS Sub-figure. This measure shows the scale of perturbation for which γ defined in (4.59)
is close to γ = 1, the value representing an exact equivalence between the approximation of
⟨δρ|δρ⟩ in (4.53) and its exact value from (4.48).
the approximate and exact expressions for the inner product ⟨δρ|δρ⟩,
γ =
1
4
∫ L
0 dx
δn(x)2
n0(x)
∑i |ci|2
. (4.59)
The left-hand side (LHS) Sub-figure of Figure 4.8 shows that for perturbations of magni-
tude E[δn(x)2]
(
E[n20(x)]−E[n0]2
)−1
< O(10−2), the expression for ⟨δρ|δρ⟩ in (4.53) pro-
vides a very good approximation to its exact value. For the OF DFT calculations in Figure 4.6,
the largest perturbations shown correspond to E[δn(x)2]
(
E[n20(x)]−E[n0]2
)−1
= 10−1. We
therefore expect the large majority of points in Figure 4.6 to belong to the regime of small
perturbations where the first-order approximation of (n0(r)+δn(r))1/2 with respect to δn(r)
is a reliable approximation of the exact value. The RHS Sub-figure of Figure 4.8 is shown to
illustrate the scale of perturbations δn(x) for three points from the LHS Sub-figure.
4.3.3 Interpolating three phases of Al
To show that a linear data-derived model is capable of simultaneously distinguishing a
number of distinct atomic environments, we apply data-derived densities to the complete
data set C, which contains three lattices types for Al; FCC, BCC and HCP. For each lattice
type, data set C contains 20 primitive cell configurations which have lattice constants that
are uniformly strained between ±1%. 10 configurations from each lattice type are randomly
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chosen to infer the RVM posterior mode, while the remaining 10 configurations form a
test set of unseen data. A linear model with rcut = (6,5)Å for two- and three-body terms,
respectively and K(2) = K(3) = 196 is used. The resulting total energies E[nML] and E[t]
induced by data-derived and ground state densities, respectively, are given in Figure 4.9
for FCC, BCC and HCP lattice types. Configurations in the train (•) and test (×) set are
indistinguishable with respect to the their total energy error. We note that data-derived
densities induce a total energy error of O(1)meVatom−1 or smaller for configurations in
the test data set. We partition the test data set in Table 4.2 into FCC, BCC, HCP lattices and
evaluate the expectation of a number of density error measures for each group. We evaluate
the RMSE E[(nMLi − ti)2]1/2, the metric E[(nMLi − ti)2/ti] introduced in Section 4.3.1 and the
normalised variance measure E[(nMLi − ti)2](E[t2i ]−E[ti]2)−1 = 1−R2 that we introduced
in (4.31). Differences in the accuracy of data-derived densities for each phase are likely due
to the relative abundance of data points N in the training set associated with each lattice type.
Table 4.2 shows that FCC Al contributes the largest number of data points to the training set
and also has the lowest value for all dissimilarity metrics. Since BCC Al is a cubic lattice like
the FCC phase, the environment of BCC grid points should be more similar to points in the FCC
than HCP configurations. Because the configurations belonging to each lattice type in data set
C vary from one another by only small changes in the strain that is imposed relative to their
equilibrium lattice vectors, one might expect the system-dependent pre-factor χ as defined
in (4.55) to be approximately equal for all configurations here of a given lattice type. Since
the mean squared error of data-derived densities for each configuration is approximately
equal for each lattice type in the calculations in Figure 4.9, a constant offset to the total
energy would therefore be observed for FCC, BCC and HCP configurations, if a linear relation
between the total energy error and mean squared density error as given in (4.55) were to exist
for small perturbations from the ground state density.
Although we have seen that linear models based on n−body representations of the envi-
ronment can interpolate ab initio ground state densities to an accuracy of O(1)meVatom−1,
the computation time required to evaluate these data-derived ground states for each configura-
tion is orders of magnitude larger then an ordinary OF DFT calculation, or direct data-derived
total energy methods such as the GAP. This is because we must evaluate O(104) representa-
tions of the environment for each configuration here and the 3-body term contains a double
summation over neighbouring atoms to each grid point. To apply data-derived densities to
total energy methods, we summarise that an alternative representation of the environment,
such as the bispectrum introduced in Section 2.2.2, is necessary to achieve a low computation
time for data-derived densities while maintaining a high degree of accuracy.
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Fig. 4.9 The total energies E[t] and E[nML] are compared for ground state and data-derived
densities, respectively, of a linear model with two-and three-body cut off radii rcut = (6,5)Å,
respectively and a basis size of K(2) = K(3) = 196. A MAP estimate is computed for half of
the FCC, BCC and HCP Al configurations of data set C, which we refer to as the training (•)
set of data. The remaining configurations (×) that were unseen during the MAP estimate
of the linear model have an energy error E[nML]−E[t] comparable to configurations in the
training set. As described in detail in the Appendix, we note that configurations from each
lattice type in data set C have their cell vectors strained between ±1% from the equilibrium
lattice vectors.
Table 4.2 A series of metrics for the difference between the data-derived (nML) and true ground
state (t) densities shows that HCP densities are consistently less accurate than FCC and BCC
densities. This is likely due to the relative abundance N of data points from each lattice type
in the training set of data.
lattice N E[(nmli − ti)2]1/2 (eÅ
−3
) E[(nMLi − ti)2/ti] E[(nMLi − ti)2](E[t2i ]−E[ti]2)−1
FCC 8×104 1.9×10−4 2.3×10−7 3.4×10−5
BCC 3.4×104 3.7×10−4 1.7×10−6 1.6×10−4
HCP 4.7×104 4.4×10−4 2.1×10−6 1.9×10−4
Chapter 5
Applying uncertainty quantification
In Chapter 4 we saw that linear models based on traditional n−body representations of the
atomic environment can be applied to accurately interpolate ground state electron densities
for environments that are similar to those seen during inference of the MAP estimate of the
parametric latent variables. We also discussed in Chapter 4 how data-derived kinetic energy
functionals in OF DFT can be applied in conjunction with accurate data-derived densities to
calculate ground state energies whilst avoiding iterative minimisation of the total OF energy.
Both data-derived densities and kinetic energy functionals, however, suffer inescapably from
poor predictive ability for environments that are dissimilar to those used to train the model.
The unreliable nature of data-derived quantities for unfamiliar environments ordinarily limits
the application of either method to configurations that are close to those that have already
been seen. To safely extend the application of data-derived quantities to configurations
that have an unknown similarity to those seen during training, a measure of confidence in
the accuracy of data-derived quantities must be known. Quantifying uncertainty in data-
derived quantities for either ground state electron densities or OF kinetic energy functionals
is crucial to extending the applicability of data-derived methods to a wider range of systems.
Uncertainty quantification is a well-established method in the machine learning community
as we saw in Chapter 4 and our discussion on the posterior predictive distribution. Recently,
Bayesian and approximate non-Bayesian estimates of uncertainty have started to appear in
Materials Science applications with increasing frequency [122, 145–147]. In KS DFT, both
semi-empirical and fully data-derived exchange correlation functionals are being developed
to also incorporate estimates of uncertainty [148–150].
With reliable uncertainty quantification comes an improved degree of transferability for
data-derived quantities to a broader range of systems. However, when these quantities are
inaccurate for unfamiliar systems, ab initio calculations must still be performed to patch any
missing knowledge. In current applications of data-derived quantities to DFT, the decision to
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use data-derived or ab initio calculations for a given system is somewhat heuristic. Ideally,
we envisage that DFT calculations should seamlessly switch between data-derived quantities
when a high degree of confidence is placed upon their accuracy and ab initio calculations
when it is not.
Initial densities in DFT are an ideal quantity with which to illustrate this vision. Using
reliable approximations for the second moment of the posterior predictive distribution (3.8),
we show that when accurate data-derived densities initialise the SCF calculation in KS DFT, the
number of SCF iterations necessary to reach convergence to self-consistency can be reduced.
When data-derived densities are inaccurate for unfamiliar systems, these contributions to the
initial density are removed and the DFT calculations proceed in a conventional non-empirical
fashion.
To illustrate how data-derived densities can be incorporated into KS DFT, we spend some
time discussing technical aspects, such as the SCF procedure and density mixing. Next, we
show how we apply the bispectrum to represent both the local and global configurational
environment for any grid point in space. Finally, we describe a non-Bayesian approach
that we apply to approximate the second moment of the posterior predictive distribution for
data-derived densities. With this local measure of confidence per grid point we construct a
distribution, or unit cell, average and show that this configuration measure of confidence in
data-derived densities can be used to distinguish accurate from inaccurate densities without
knowledge of the exact ground state.
5.1 Initialising Kohn-Sham DFT
In KS DFT, we aim to minimise the expectation of the system Hamiltonian in (2.5) by finding
eigenstates ψi(r) of the single-particle KS equation(
−1
2
∇2+Vext(r)+VH[n]+Vxc[n]
)
ψi(r) = εiψi(r). (5.1)
The Hartree VH[n] and exchange-correlation Vxc[n] terms are however determined by the
density
n(r) =∑
i
fi|ψi(r)|2, (5.2)
which itself depends on the value of a collection of eigenstates {ψi} and their occupancies
{ fi}, which are determined from εi and the Fermi energy [151]. Since VH[n] and Vxc[n] are
generally non-linear with respect to ψi and n(r) depends on the set of eigenstates {ψi}, (5.1)
cannot be arranged to an eigenvalue equation for ψi when substituting n(r) for {ψi} in (5.1).
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This is immediately apparent when substituting for VH[n] which gives (5.1) as:(
−1
2
∇2+Vext(r)+
∫
∑
j
f j
|ψ j(r′)|2
|r− r′| dr
′+Vxc[n]
)
ψi(r) = εiψi(r). (5.3)
From (5.3) it is apparent that (5.1) cannot be solved as a standard eigenvalue problem
and as such, approximate eigenstates are found by using the iterative scheme illustrated in
Figure 5.1, which is referred to as the SCF procedure. By fixing VH[n] and Vxc[n] at a constant
value determined by an initial guess nin0 (r) of the electron densitiy (or equivalently {ψi}),
approximate eigenstates {ψi} can be calculated, which in turn allow improved estimates
nini+1(r) of the electron density to be computed. This process is repeated until {ψi} or n(r)
converge to a constant, self-consistent value. This iterative scheme dominates a large part of
the computation time in DFT. We therefore measure the effect of nin0 (r) on KS DFT by the
number of SCF iterations required to reach convergence to self-consistency.
Density mixing
In practise almost all occupancies fi = 0 from (5.2) for the ground state of (5.1) and numerical
approaches are adopted that minimize the expectation of the KS Hamiltonian with respect to
a smaller subset {ψi} that are close to the ground state. Ensemble DFT and density mixing
(DM) DFT are two such approaches which differ by the rigour in which {ψi}, { fi} and
n(r) are kept “up to date” [152] during the SCF calculations. Only DM DFT is suitable for
data-derived densities, as ensemble DFT begins with an initial estimate for single-particle
wave functions {ψi} rather than the density. Though not relevant to this work, we distinguish
ensemble from DM DFT to highlight phenomenon in DM DFT that introduces a degree of
stochasticity into the SCF procedure. In ensemble DFT, {ψi}, fi and n(r) are kept “up to date”
such that every successive SCF iteration is guaranteed to lower the expected energy, while in
DM DFT, expensive updates of n(r) occur less frequently and “charge sloshing” can occur,
particularly for systems with a small band gap [153]. To help prevent this, various schemes
are adopted that mix the current update of density with previous values. Some schemes, such
as linear mixing:
nini+1(r) = αn
out
i (r)+(1−α)nini (r), (5.4)
with large values for the mixing parameter α , work well for strongly bound, rigid systems
but struggle to reach convergence for regions such as metal surfaces [29]. We note that in
(5.4), i refers to the SCF iteration number. The system dependence of the optimal choice of
DM DFT mixing scheme is a problem which goes beyond the scope of work in this thesis.
While several mixing schemes are briefly compared in the following, we leave more detailed
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intricacies of optimising density mixing schemes to future work. We briefly note however
that reliable confidence measures in the accuracy of an initial density may help to identify
convergence in fewer SCF iterations, or help to select an optimal mixing scheme. For a
more in-depth description of the SCF procedure and density mixing, we refer the reader
to [27, 154].
Standard expression for the initial density
A standard expression for the initial density in real space,
nin0 (r) =
N
∑
I
Ne
∑
i
|ψi(r− rI)|2, (5.5)
which is a supposition of localized contributions from Ne fully-occupied single-electron
orbitals ψi(r) of an isolated atom I in vacuum at the point rI [153]. Typically, for example in
CASTEP, the single-atom contributions are solved by performing SCF calculations of single
atoms in vacuum for each species present in a system [155]. In this manner, initial densities
can be consistent with numerical parameters such as the choice of exchange-correlation
functional used in the full DFT calculation that follows.
5.1.1 Data-derived initial densities
We introduce data-derived contributions into the initial density by adding a contribution
nML(r) to any standard analytical expression nstd(r) for the initial density such as that in (5.5):
nin0 (r) = n
std(r)+nML(r)Γ(h[σML(r)]) , (5.6)
where σML(r) is a data-derived approximation for the uncertainty of nML(r) and h[σML(r)] is a
functional of σML(r) over the whole system and expresses a global measure of confidence in
data-derived contributions to the initial density. The univariate function Γ(h) is a continuous
step-like function that tapers uncertain data-derived contributions to zero. Provided that Γ(h)
allows for a flexible transition point and scale, its exact form is unimportant. In this work we
use the expression for Γ(h) in (4.15). We defer a more detailed discussion of our choice that
h[σML(r)] is a global rather than local property of the distribution of σML(r) to Section 5.3.3
and simply give the form
h[σML(r)] =
∫
ln(σML(r))dr. (5.7)
To implement the data-driven density in (5.6), we must choose an appropriate representa-
tion of the environment and a suitable method to quantify uncertainty in data-derived density
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Fig. 5.1 The SCF procedure for DM DFT iteratively updates wave functions ψ j(r) and electron
density ni(r), starting from an initial estimate nin0 (r), which is typically given by analytical
expressions like (5.5).
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contributions. In Section 5.2 we outline our application of the bispectrum to represent local
and global environment for densities in a crystal, illustrating some numerical considerations
that make it a computationally efficient choice. In Section 5.3 we detail the non-Bayesian
ensemble method adopted in this work to quantify uncertainty and illustrate that useful
measures of global uncertainty can be evaluated with (5.7).
5.2 Applying the bispectrum
Unlike the conventional application of the bispectrum in total energy methods, we must
evaluate the chemical environment not just at the location of atom centres but at any point
on a regularly spaced grid in the primitive unit cell of a crystal. We adopt the bispectrum
representation described in Section 2.2.2 and detail here aspects that are specific to our
application.
5.2.1 Coupling global and local environments
We represent the local environment at an arbitrary point r in a crystal, not necessarily centred
on the core of an atom, by the projections
clocalnlm = ∑
i∈Ωr
gn(dri)Yml(dθi,dφi), (5.8)
for every atom i contained within the local volume Ωr. These projections construct elements
of the bispectrum (2.19) which we concatenate to form a local description xlocal of the
environment at r. Since there are easily O(104) grid points in a primitive crystal like graphite
containing four atoms, a projection of global order
cglobalnlm =
N
∑
i=1
∑
j∈Ωri
gn(dri j)Yml(dθi j,dφi j), (5.9)
can be evaluated at negligible expense relative to the set of all coefficients clocalnlm , since c
global
nlm
is computed only once per configuration. The resulting measure of global environment
xglobal can be thought of as a crystal average of conventional atom-centred projections.
Concatenating these to
x = (xlocal,xglobal), (5.10)
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Fig. 5.2 The approximate representation of global order defined in (5.9) can be shown to
be deficient for a simple dimer crystal with lattice vectors L large enough such that (5.9)
remains invariant for distortions to the cell dL.
a global measure of the environment for the crystal can be coupled to the local environment
at a specific point. We have introduced a dependency of the environment at r, to an average
of the approximate local environments of all of the atoms in the crystal.
Incompleteness of the global environment
Due to the fact that the bispectrum is not a complete representation of the environment for
finite nmax and lmax, xlocal from (5.8) is not guaranteed to uniquely represent every distinct
atomic environment. In addition, the measure of global order in (5.9) is constrained by the
iteration of j ∈Ωri – only local neighbours to i are considered.
Consider as a toy example the dimer pair in Figure 5.2 contained in a cubic crystal with
cell vectors L large enough that each atom in the dimer sees only its closest neighbour and
the inner loop over j in cglobalnlm from (5.9) iterates over only one atom. In this scenario, when
half the cell width is larger than rcut, c
global
nlm , as defined in (5.9), will remain constant as
the cell vectors are increased or deformed (up to relatively extreme distortions). Clearly,
this representation of the global environment, which is constrained by rcut, is not an exact
representation. The effect of this constraint could be reduced by increasing rcut for the global
contribution, up to a point where the computational expense is no longer negligible relative to
the cost of evaluating xlocal for the entire crystal. In Figure 5.3 we compare the computational
expense of evaluating 4.5×104 local contributions tlocal, with the global contribution to the
environment, tglobal, in a primitive unit cell of graphite with equilibrium lattice constants.
The bispectrum is represented by a maximum radial number and degree of (nmax, lmax) = (6,
6). The local contribution cut-off distance rcut = 6Å is kept constant, while rcut for the global
contribution is increased. Even for incredibly large rcut =O(102)Å, tglobal < tlocal. Since rcut
for cglobalnlm can be increased to very large values with little effect on tglobal relative to tlocal, we
summarise that the deficiencies introduced by a finite (nmax, lmax) are the limiting factor of
cglobalnlm to represent any global environment.
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Fig. 5.3 The ratio of computation times for global (xglobal) and local (xlocal) contributions to
a bispectrum representation with (nmax, lmax) = (6, 6) shows that for global projections (5.9)
with rcut < 100Å, the computation time tlocal required to evaluate 4.5×104 values of xlocal
in graphite dominates over the time tglobal needed to evaluate one value of xglobal. We note
that rcut ≡ 6Å for xlocal here.
5.2.2 Benchmarking
We saw in Section 2.2.2 and Figure 2.2 how the Clebsch-Gordan coefficients induce a large
number of zero terms in the expression for bispectrum elements bnll1l2 in (2.19). Despite the
O(l6max) expense of evaluating the bispectrum, we find that for small lmax, the computation
required to evaluate the bispectrum is relatively small1. We illustrate this by evaluating the
local bispectrum contributions from (5.8) for 46,875 regularly spaced points in a primitive
unit cell of graphite. In Figure 5.4 we show the evaluation time t on a single Intel Xeon X5675
processor as a function of the maximum radial number and degree (nmax, lmax), respectively
and interaction cut-off radii of rcut = (4, 5, 6)Å. Although t ∝ l6max, for the pre-factor is small
enough that for the small values of lmax considered here the computation time is of the same
order as a single SCF iteration in KS DFT for the same configuration which takes O(10)s.
Finding the optimal balance between having an accurate representation of the environment
and a low evaluation time is, for now, a heuristic endeavour and highly system dependent. We
note from the small study in [63] comparing the convergence between two arbitrary atomic
environment ρi and ρ j, that
∣∣k(ρi,ρ j)∞− k(ρi,ρ j)lmax∣∣ ∝∼ e−lmax , (5.11)
1On the same order of magnitude as a single SCF iteration for the KS DFT calculations in data set F.
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Fig. 5.4 For small values of the maximum degree lmax, the evaluation time t for 46,875 points
xlocal of the bispectrum representation from (5.8) within a primitive unit cell of graphite is of
the same order of magnitude as the time needed to perform a single SCF iteration in a typical
KS DFT calculation such as those of data set F.
where k(ρi,ρ j)l is a SOAP kernel between the two environments evaluated with lmax = l.
Clearly, there are diminishing returns as lmax → ∞ and an optimal choice may be highly
system (and problem) dependent. As a rule of thumb, convergence in the accuracy of a
representation should always be evaluated with respect to the observable properties of interest
– in the case of data-derived initial densities for KS DFT, the change2 in the number of SCF
iterations needed to reach self-consistency. Limiting the application of the bispectrum to
a few specific systems may allow for much lower acceptable values of lmax. “On the fly”
learning of data-derived densities for specific systems of interest as discussed in Section 6.1.2
may be such an application that is suited to (relatively) small values of lmax.
Principal component analysis
We attempt to reduce the computation time of evaluating data-derived densities from our
representation of the environment in (5.10) by applying linear principal component analysis
(PCA) to x [156]. To compute linear principal components for x, a linear transformation is
first applied to every element xd such that elements of the transformed representation
x˜d =
xd−E[xd]
(E[(xd−E[xd])2]−E[xd−E[xd]]2)1/2
, (5.12)
2from non data-derived initial densities as in (5.5)
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have zero mean and unit variance over all data points X within a training set of configurations.
Eigenstates qk and eigenvalues uk for the eigenvalue equation
Cqk = ukqk (5.13)
are then found, where
Ci j = E
[(
x˜i−E[x˜i]
)(
x˜ j−E[x˜ j]
)]
(5.14)
is the covariance matrix of the transformed data set. Because C is positive semi-definite, all
of its eigenvalues uk are non-negative. The values of uk have special significance as they
describe the variance of the data when it is projected into the basis of the kth eigenvector
qk [157]. A route to dimensionality reduction is then accessible by ordering eigenstates k
in descending order of uk and picking the Nq eigenstates of largest eigenvalues to linearly
project X into a lower-dimensional space [158]. For a bispectrum representation with original
dimension Nd , the explained variance
γ =
(
∑
Nq
k=1 uk
∑Ndk=1 uk
)
×100%, (5.15)
when eigenstates k are sorted such that uk ≥ uk+1 [157]. For all bispectrum calculations in
this chapter that are applied to data-derived densities, we apply linear PCA with an explained
variance of γ = 99%3 for the complete data set used when inferring parametric latent variable
models of the data-derived density.
5.3 Non-Bayesian predictive uncertainty
For a DFT calculation with a real grid spacing of O(10−1)Å between densities, a typical
primitive cell such as the hexagonal lattice of graphite containing only a few atoms can
contain O(104) grid points at which the data-driven density contribution nML(r) must be
evaluated. We therefore adopt a parametric rather than a kernel-based approach, as these
are well known to be more computationally efficient for large data sets [98]. In this work,
we treat each observation ti of the target electron density in the training data set as IID
observations of the random variable t, distributed as
p(ti|xi,wk) =N
(
ti|µ(xi,wk),(σ(xi,wk))2
)
, (5.16)
3This value was chosen rather heuristically with the anticipation that a negligible amount of information
will be lost from the representation of the environment after PCA is performed.
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where i refers to the index of a specific grid point, xi represents the environment at that
point and µ(xi,wk) ,σ(xi,wk)2 are data-derived outputs from a parametric model k with
latent variables wk. The conditional distribution of (5.16) is a heteroskedastic model of error
in the observations of ti from model predictions µ(xi,wk), since the distribution variance
σ(xi,wk)2 depends on x. This probabilistic model between ti, xi and wk is a generalisation
of the homoskedastic likelihood encountered in (3.4).
Rather than the linear model utilised in Chapter 4, for this chapter we treat the weights
of a fully-connected feed-forward neural network as our latent variables wk. We also use
the parametric model to perform the map x→ (µ∗(x,wk), σ∗(x,wk)2), which includes an
additional data-derived quantity σ∗(x,wk)2 that we did not encounter with our linear model.
We note that σ(xi,wk)2 in (5.16) represents the variance of a normal distribution and must
always be positive. Since the raw output from a neural network σ∗(x,wk)2 can in general be
negative, we perform the transformation
σ(x,wk)2 =
non-negative︷ ︸︸ ︷(
ln(eσ
∗(x,wk)2 +1)+δ
) pre-conditioning︷ ︸︸ ︷(
E[t2]−E[t]2), (5.17)
where δ =O(10−6) prevents any spurious negative values that could arise from an approxi-
mate floating point representation of the logarithm and helps to prevent numerical instabilities
during the iterative maximisation of the log-likelihood when inferring wk. The second term
representing the empirical variance of ti across the complete set of training data acts a pre-
conditioner to the scale of σ(x,wk)2. We also pre-condition the raw neural network output
representing the expected value of the data-derived contribution for observation i,
µ(x,wk) = µ∗(x,wk)
pre-conditioning︷ ︸︸ ︷(
E[t2]−E[t]2)1/2+E[t] (5.18)
adjusts the scale and expected value of µ(x,wk) to mirror that of t= (t1, . . . , tN), the complete
training set of N target densities ti. We note that the pre-conditioning steps in (5.17) and (5.18)
can alternatively be made at the point where latent variables wk are initialised by adjusting
the variance of the normal distributions typically used to initialise each layer of wk before
the first backward propagation through the network. The final layer bias can be used to apply
a constant offset E[t] as done in (5.18). However, for convenience, we apply conditioning at
the output stage instead, so that standard routines for weight initialisation can be used [159].
For model k, wk are inferred by calculating the MLE of ∏i p(ti|xi,wk) for all points i
in the training set of data. We choose not to introduce a regularisation term over wTk wk
and perform MAP inference of wk as we plan to approximate the second moment of the
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posterior predictive distribution using σ(x,wk)2 from (5.17). If this approximation is reliable,
we should know when data-derived densities have been applied to environments that are
unfamiliar to the model and we can relax the precaution of using MAP inference of wk.
Because we are inferring points estimates of the posterior distribution, our inference is
non-Bayesian and a form for the posterior distribution p(w|θ ) is unknown. As such we must
revert to ensemble methods to approximate the second moment of the posterior predictive
distribution and quantify uncertainty in data-derived densities. We adopt a mixture model
utilising the heteroskedastic nature of the likelihood in (5.16) and approximate the predictive
distribution as
p(t|x) = 1
K
K
∑
k
N (t|µ(x,wk),σ(x,wk)2)
=N (t|nML(x),σML(x)2),
(5.19)
where the final equality is a result of the sum of normally distributed random variables being a
normal distribution as well [160]. The first and second moments of the predictive distribution
are then approximated by nML(x) and σML(x)2, respectively. It can be shown that
nML(x) =
1
K
K
∑
k
µ(x,wk),
σML(x)2 =
1
K
K
∑
k
µ(x,wk)2−nML(x)2+ 1K
K
∑
k
σ(x,wk)2.
(5.20)
The heteroskedastic variance σ(x,wk)2 of the conditional likelihood from (5.16) balances
competing contributions to the conditional likelihood ∏i p(ti|xi,wk) from the normalization
constant and the exponent of the normal distribution, when inferring the MLE of wk for each
model k in the Gaussian mixture of (5.19).
5.3.1 Error contributions
In (5.20), σML(x)2 approximates the second moment of the posterior predictive distribution
and so measures the total variance, or uncertainty, about nML(x), which approximates the first
moment. In applications where the additive random error that is intrinsic to measuring ti, or
aleatoric error, is non-zero, contributions to σML(x)2 that arise from an inaccurate model are
referred to as an epistemic error. For the GMM of (5.19), aleatoric and epistemic contributions
to σML(x)2 can be separated into 1/K∑kσ(x,wk) and 1/K∑k µ(x,wk)− nML(x)2, respec-
tively [161]. For the application considered in this work however, sources of random error
that are specific to DFT such as using an incomplete basis set for wave functions or sampling
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with insufficient k-points, can be removed. Assuming that identical wave functions bases
and highly converged sampling criteria are applied to all calculations, only error incurred
by floating point arithmetic remains and aleatoric error can be considered to be vanishingly
small. As a result, the heteroskedastic probabilistic model for random error in measurements
of ti in (5.16) measures instead deficiencies in the representation of the environment through
x and the error incurred by a poor MLE of wk such as by having a neural network with an
insufficient number of nodes or node layers.
Lakshminarayanan et al [160] emphasise the importance of inferring the MLE stochasti-
cally by iterating over mini-batches of the complete training data set. Ensuring that wk are
not similar is crucial to preventing σML(x)2 from underestimating uncertainty. To see why,
we consider the case where wk are initialised from the same seed random number for each of
the K components to the GMM and when wk are inferred deterministically using the complete
training data set. This results in all components having identical wk. When this is true,
σML(x)2 = σ(x,wk)2, (5.21)
which we know to represent the error incurred by deficiencies in our representation of the
environment and having a neural network with too few nodes. In the limit that our data set
is vanishingly small, we expect the uncertainty to increase for points far from the training
set. To the contrary, σ(x,wk)2 → 0;∀x as we decrease the size of the training set. Clearly,
this will underestimate uncertainty and a stochastic optimization of the MLE is necessary
to ensure that σML(x)2 increases on average as the size of the training set decreases. For all
MLE calculations of wk in this work, RMSProp stochastic gradient descent was used [162]
with weights randomly initialised using the method of Glorot and Bengio [159]. We note
that TENSORFLOW [163] was used to calculate all data-derived densities and MLEs of wk in
this work.
5.3.2 Local uncertainty
The non-Bayesian approximation of the second moment of the posterior predictive distribu-
tion in (5.20) gives the uncertainty of data-driven electron densities nML(x) at each point x in
a configuration. In the probabilistic foundations to the MLE that is used to infer wk for every
component k of the Gaussian mixture in (5.19), instances of (nML(x),σML(x)) are independent
to one another. No conditional dependencies exist between σML(x) and σML(x+dx) and we
refer to σML(x) as a local measure of uncertainty. Though in Section 5.3.3 we later adopt
a global measure of uncertainty that amounts to a distribution average of σML(x) over the
volume of a configuration, we show here that σML(x) can still provide useful information
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about specific, local regions in a crystal. This might be useful to identify defects or local
abnormalities in the crystal structure that are unfamiliar to a data-derived density. Knowledge
of the particular regions in a configuration that induce inaccurate data-derived densities
could be useful for large configurations where the inaccurate densities make up only a small
proportion of the entire volume. By identifying problematic regions in the configuration,
heuristics might be employed to replicate the local abnormality or defect within a much
smaller configuration and supplement the original data set with ab initio calculations of these
previously unknown environments.
Identifying local abnormalities
To illustrate the ability of the non-Bayesian approach adopted in this chapter to identify local
abnormalities in a crystal that are dissimilar to the environments on which the MLE of the
posterior distribution is conditioned on, we look at a [9×9] super-cell of graphene with a
7-5 pair defect [164] near the center of the cell. We use in-plane lattice constants equivalent
to a C-C spacing of 1.42 Å and a plane-normal lattice vector of 20 Å. We refer to this 7-5
pair defect configuration and a pristine primitive unit cell of graphene as data set E. For a
summary of the DFT calculations used to generate a ground state from these configurations,
see data set E in the Appendix, or more specifically, Table A.1. We calculate MLEs of wk
for a K = 5 component mixture using logistic activation functions and two node-layers of
100 nodes each. Our training set is the single pristine (defect-free) layer of graphene. We
use an interaction cut off and maximum radial number and degree of (rcut = 4Å, nmax = 3,
lmax = 3), respectively, to evaluate a bispectrum and power spectrum representation of x for
local and global environment contributions, respectively.
After calculating the MLEs of wk using data from the pristine graphene layer only, we
calculate σML(x) from (5.20) in Figure 5.5 for the [9×9] super-cell with the 7-5 defect pair in
the centre. Our approximation of the second moment of the posterior predictive distribution,
σML(x)2, increases in the region surrounding the pair defect, identifying these environments
as dissimilar to those in the defect-free graphene layer that were used to calculate the MLEs
of wk.
5.3.3 Global uncertainty
The approximation σML(x)2 of the second moment of the posterior predictive distribution in
(5.20) is derived from maximum-likelihood point estimates wk of the posterior distribution.
Because (5.20) is a non-Bayesian approximation of the second moment of the posterior pre-
dictive distribution, we expect some degree of inaccuracy when using its value to represent
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Fig. 5.5 When only a single layer of pristine graphene is used to calculate the MLE of wk, the
square root of the approximate second moment, σML(x), increases in the vacinity of a 7-5
pair defect.
uncertainty in data-derived densities for unseen environments, which the posterior distribu-
tion4 is not conditioned on. In Section 5.3.1 for example we have already discussed how
σML(x)2 could underestimate uncertainty when MLEs of wk are not learned from sufficiently
dissimilar mini-batches of the complete training data set.
In most applications of the second moment of the posterior predictive distribution,
σML(x)2 is used to measure uncertainty on a point by point basis. This is because in the
probabilistic foundation to the MLE that we discussed in Section 3.2.2 we assume that each
instance of the pair of random variables (x, t) is independent of any other. The same applies
to instances of the first and second moments nML(x) and σML(x)2 , respectively, of p(t|x).
However, for the application to electron densities we know that this is not true. The true
ground state density and our data-derived approximation of it are continuous and so the first
moments nML(x) are certainly coupled by their position in the crystal and our corresponding
representation in the bispectrum basis. We also expect the true value of second moments to
be coupled in a similar manner. So, unlike conventional applications of the second moment
of the posterior predictive distribution, we expect a degree of collective behaviour in the
values of σML(x)2 that are calculated throughout a single crystal. The fact that we desire
to make a global decision about the collective reliability of all of the values of nML(x) for a
single configuration allows us to utilise information from the entire distribution of σML(x)
throughout the crystal. We show that a global measure like h[σML(r)] in (5.7) leads to a
much higher degree of parity with corresponding measures of the true error, then individual
4We saw in Section 3.2.2 how the MLE is equivalent to MAP point estimates of the posterior distribution
with a uniform latent variable prior.
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point estimates of the second moment. With a reliable measure of the true error, data-driven
contributions to the initial density in DFT can be removed when we are uncertain about the
result. We later apply this to KS DFT, where accurate data-derived contributions to the initial
electron density are shown to reduce the number of SCF iterations that are necessary to reach
self-consistency. We note that although applying a global uncertainty measure necessitates
discarding all data-derived contributions to an initial density when the average confidence is
too low, we expect that “smoothed” local alternatives, where h[σML(r)] is evaluated point-
by-point by averaging σML(r) over a small volume about each location, will likely give little
improvement in the parity between the anticipated and true error when compared with global
averages – local averages of σML(r) will be over O(10) rather then O(104) or higher points
in the global measure.
Local vs global uncertainty in graphite
To compare local- (point by point) and global- (distribution averages over each configuration)
based applications of the second moment of the posterior predictive distribution σML(x)2 to
quantify uncertainty, we apply our non-Bayesian model to a collection of 300 primitive unit
cell configurations of graphite sampled from NVT ab initio MD, which we refer to as data
set F. We use near-equilibrium lattice constants (a = 1.42, c = 3.34)Å and a temperature
of 300 K for the MD calculation so that the kinetic energy is higher than the barrier to
sliding for this primitive unit cell. Our training set is composed of a pseudo-random spread
of configurations traversing adjacent top-stacked (Bernal) configurations, which we have
already discussed at some length in Section 2.2.4. For details regarding the DFT calculations
for data set F and how configurations were sampled from the MD simulation, we refer the
reader to the Appendix and Table A.1.
In Figure 5.6 the distribution of the state of stacking for the 300 configurations from
data set F is shown. We measure stacking by projecting atom positions onto the in-plane
lattice vectors (l1, l2). Because each configuration contains only 4 atoms, commensurate
rotations are inaccessible during the molecular dynamics simulation and each layer rotates
only very slightly about the plane-normal axis. As such, simple heuristics can be applied
to determine the in-plane displacement of both layers in the primitive unit cell, which we
refer to as the state of stacking. We associate edges connecting adjacent atoms in a plane
with one of three orientations. Stacking is then quantified by the displacement in real space
between the upper- and lower-layer edge of any given orientation. Each data point ( ) in
Figure 5.6 shows the state of stacking for a single configuration, with top (×), hollow (×)
and bridge (×) configurations shown for reference. The dashed contour defines the in-plane
boundaries of the primitive lattice crystal. The distribution of stacking states in this training
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Fig. 5.6 The distribution of registry for 300 primitive unit cell graphite configurations from
data set F is almost uniformly random. The location of three high symmetry sites, which we
illustrate in Figure 2.4 are shown here for reference.
set appears to be uniformly random with the exception of some sparsity near the middle
bridge site. The reason for this could be that snapshots of the MD simulation were taken
before the calculation reached equilibration, hence the system partition function will not have
been constant during the sampling of configurations and the prior distribution for observing a
given configuration will not have been constant. For the application here, we are uninterested
in observing statistics from the partition function and so care little about the exact nature of
how configurations were generated. The important property of the distribution in Figure 5.6
is that top, bridge and hollow sites are sampled uniformly and so our data set is not a trivial
sample of configurations stuck in a single PES basin.
To infer MLEs of wk from data set F, we use a K = 5 component mixture of fully-
connected feed-forward neural networks using the logistic function as activation functions and
two node-layers of 150 nodes each. A bispectrum representation of the atomic environment
is formed from the concatenation of local and global contributions in (5.8) and (5.9). We use
all non-zero elements of the local bispectrum but only elements (n, l,0, l) of the global term,
which corresponds to the power spectrum. We take an interaction cut-off, maximum radial
number and degree of (rcut = 4Å, nmax = 4, lmax = 4), respectively. As discussed briefly in
Section 5.2.2, this choice is heuristic and balances the conflict between increasing accuracy
in the representation of the environment and prohibitive computational requirements.
After calculating MLEs of wk for a small subset of 5 randomly chosen configurations of
data set F, we calculate our approximate first and second moments of the posterior predictive
distribution for all configurations in the data set. Figure 5.7 (a), which is a parity plot of the
expected second moment σMLi and the true error |ti−nMLi | for a subset of points i from the
complete data set F, highlights an important distinction between the two quantities – that
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Fig. 5.7 Using information about the entire distribution of grid points from a single configura-
tion reduces the variance of the conditional distribution p(E[ti−nMLi ] |E[σMLi ]), in comparison
to the conditional likelihood p(ti−nMLi |σMLi ) for individual grid points i. We refer to E[σMLi ]
and σMLi as global and local measures of uncertainty, respectively.
σMLi represents a 67% confidence interval5 and so the relation between instances of σMLi and
|ti− nMLi | is stochastic. The Gaussian conditional likelihood that we maximise to infer wk
approximates |ti−nMLi | to be conditionally dependent on σMLi via the distribution
p(ti−nMLi |σMLi ) =N
(
ti|nMLi ,(σMLi )2
)
. (5.22)
The linear model σMLi = w0 +w1|ti− nMLi | shown by the dashed line (- -) in Sub-figure (a)
illustrates that only a small degree of parity exists between the second moment σMLi and the
true error |ti−nMLi | of individual grid points. We also note the fact that w1 ̸= 1 shows how the
approximate second moment of the posterior predictive distribution is often of a different
scale to the true error of unseen data. Although heuristic methods to adjust the scale of σMLi to
unseen, “held back”, sets of data can be applied [165], we do not use such a correction here
as our application to KS DFT requires only that a relative, not absolute value of σMLi is known
– we need only know if σMLi is greater or smaller than a threshold value, which distinguishes
good (low actual error) from poor (high actual error) data-derived densities. In Figure 5.7 (b),
we compare configuration averages E[σMLi ] and E[|ti−nMLi |], of the point by point uncertainty
and the actual error, respectively. As with the parity plot in Sub-figure (a), we need only that
a monotonic relation between E[|ti−nMLi |] and E[σMLi ] exists to apply E[σMLi ] to KS DFT to
distinguish accurate from inaccurate data-derived densities. As such, we again use a linear
5For a Gaussian conditional likelihood
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model (- -) to guide the eye in comparing the natural scale of the monotonic function and the
variance of E[σMLi ] about this linear model. We note that there is a much higher degree of
parity between E[σMLi ] and E[|ti−nMLi |] then the parity plot in Sub-figure (a), meaning that
this global uncertainty measure is a more meaningful description of the true error then σMLi
alone. This realisation justifies an earlier presumption made in (5.6), that it is a good idea to
apply a global measure of uncertainty to every grid point attributed to a single configuration.
The benefits of this are twofold: firstly, that the measure of uncertainty will be more reliable;
secondly, that if local tapering Γ(σMLi ) were applied to each grid point then any large local
errors in σMLi induced by the approximate nature of our value for the second moment of the
posterior predictive distribution could deform Γ(σMLi )nMLi in a discontinuous manner in space.
5.4 Improving initial densities in Kohn-Sham DFT
We have seen in Section 5.3 how the non-Bayesian approach adopted in this work can
approximate the second moment of the posterior predictive distribution. In Figure 5.7 we
observed that a global measure, which is an average of σML(x) over the entire volume of a
configuration, provides a measure of uncertainty that has a much higher degree of parity
with the true error than local point estimates alone. With a monotonic relation between
the estimate of global uncertainty, E[σML(x)], and the actual global error in data-derived
electron densities, E[|t−nML(x)|], data-derived contributions to the initial electron density in
KS DFT that are likely to be inaccurate can be identified and therefore removed. The utility of
applying data-derived contributions to the initial density however arises from the presumption
that data-derived contributions can be sufficiently accurate to reduce the number of SCF
calculations that are necessary to reach the ground state. We now study how convergence to
the ground state is effected by the distance between the initial and ground state density in KS
DFT.
5.4.1 Artificial perturbations
To calculate a “ball park” estimate of the accuracy in data-derived contributions that are
necessary to achieve a reduction in the number of SCF iterations that are needed to reach
self-consistency, we study the effect of increasing perturbations to an exact initial density. We
measure perturbations by the RMSE, E[(t˜− t)2]1/2, between an ideal data-derived contribution
t(r) = nGS(r)−nstd(r) and artificial perturbations from this, t˜(r) = nGS(r)−nstd(r)+ ε(r).
We note that nGS(r) is the exact ground state density and nstd(r) is the standard analytical
expression for the initial density in (5.5). As for the continuous stochastic perturbations
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applied to OF DFT ground states in Section 4.3.1, it is important here that ε(r) is continuous
throughout the unit cell. We measure the effect of perturbations ε(r), which we characterise
by E[(t˜− t)2]1/2, to ideal data-derived contributions by counting the number of SCF iterations
needed to reach self-consistency. For all calculations in this chapter, convergence is met
when three successive SCF iterations change the total energy by less than 1×10−6 eVatom−1.
The difference
dNSCF = NSCFnstd(r)−NSCFnstd(r)+t˜(r) (5.23)
in the number of SCF iterations required to reach self-consistency between a standard DM
DFT calculation initialised with non data-derived and artificially perturbed densities NSCFnstd(r)
and NSCFnstd(r)+t˜(r), respectively, measures any computational speed up in KS DFT that results
from changes in the initial density. A positive value of dNSCF corresponds to when artificially
perturbed densities require fewer SCF iterations to reach self-consistency than standard
non-data-derived densities.
We generate continuous stochastic perturbations ε(r) using the same method that we
discussed in Section 4.3.1 and applied to the OF ground state densities of data set D. We
substitute our expression for the target density t(r) = nGS(r)−nstd(r) into (4.34) to generate
ε(r) as in (4.36). We apply perturbations to the ground state densities of a sample of primitive
unit cell configurations of graphite that we refer to as data set G. Configurations in data set G
are taken from 3 independent ab initio MD calculations at 25 fs intervals. 300 samples are
taken for each of the 3 isothermal-isobaric (NpT) MD calculations with pressure reservoirs at
p = 0Pa and temperatures of T = (350, 600, 850)K. For details of the DFT calculations for
this data set, see the Appendix and Table A.1. For the calculations in Figure 5.8, perturbations
are applied to 200 configurations, which are randomly chosen with replacement from each of
the 3 groups of configurations corresponding to the 3 independent MD calculations. For each
chosen configuration, 10 perturbations ε(r) are generated by sampling q from the uniform
distribution in (4.37) with the limits (qmin, qmax) = (−3, 3).
The RMSE of the perturbed density E[(t˜− t)2]1/2 and dNSCF are then calculated by per-
forming DM DFT on the 3×200×10 = 6×103 perturbations ε(r) that have been generated.
To see if there is any drastic variation of dNSCF with the type of density mixing applied, we
calculate this set of KS DFT calculations twice, once for Pulay density mixing [166] and once
for Broyden density mixing [167, 168]. From these calculations, we collect two groups of
data points (x = E[(t˜− t)2]1/2, y = dNSCF) – one for each mixing scheme studied. Because
the conditional distribution p(dNSCF | E[(t˜− t)2]1/2) is discrete, we apply logistic regression
as implemented in Scikit-learn [169] to evaluate the first and an approximation of the
second moment, of p(dNSCF | E[(t˜− t)2]1/2) . The expected value of p(dNSCF | E[(t˜− t)2]1/2)
for both density mixing schemes is calculated in Figure 5.8 and shown as solid grey lines.
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Fig. 5.8 Ideal data-derived contributions to the initial density t are artificially perturbed away
from the ground state to t˜ and the magnitude of perturbations are quantified by the RMSE,
E[(t˜− t)2]1/2. The difference in the number of SCF iterations necessary to reach convergence,
dNSCF from (5.23), is shown for both Pulay and Broyden density mixing. Logistic regression
on the distribution of points (x = E[(t˜− t)2]1/2, y = dNSCF) for each density mixing scheme
leads to an expected value (solid grey line) and a 67% confidence interval (hashed or solid
areas) of p(dNSCF | E[(t˜− t)2]1/2).
Hashed and solid fill areas denote a 67% confidence interval for Pulay and Broyden DM
DFT respectively, showing that dNSCF is stochastic with E[(t˜− t)2]1/2. We draw attention
to E[(t˜− t)2]1/2 = O(10−2)eÅ−3, where dNSCF ≈ 0 for both density mixing schemes. As
E[(t˜− t)2]1/2 → 10−3eÅ−3, a value of NSCF > 0 is highly likely for any configuration and
mixing scheme. This shows that data-driven electron densities can improve upon the standard
analytical schemes that are currently used in KS DFT for this specific system. Another
point, which is reiterated by the calculations in Figure 5.8, is the importance of uncertainty
quantification in data-derived contributions to the initial density. As E[(t˜− t)2]1/2 → 1eÅ−3,
p(NSCF < 0 | E[(t˜ − t)2]1/2)→ 1 for both density mixing schemes. A method to identify
inaccurate data-derived contributions like the one detailed in Section 5.3.3 and adopted in
Section 5.4.2 is crucial for the application of data-derived densities to KS DFT as without
quantifying uncertainty, inaccurate data-derived densities could negatively effect convergence
to self-consistency.
5.4.2 Perturbations induced by inaccurate densities
In the parity plot of Figure 5.7 (b), we saw that for the calculations on data set F, E[σMLi ]
does exhibit monotonicity with E[|ti−nMLi |]. However, E[σMLi ] was shown to exhibit random
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additive noise about a simple linear model of E[|ti−nMLi |]. For uncertainty quantification to
be applicable to KS DFT, the variance of this random error must be small compared to the
scale of E[σMLi ] encountered in the data set. Denoting any global uncertainty measure that is
an empirical distribution average of a monotonic function of σML as h, we ideally wish to
observe that:
p(dNSCF > 0 | h < h∗)≈ 1,
p(dNSCF < 0 | h > h∗)≈ 1,
(5.24)
for a threshold value h∗ of the global uncertainty measure. That is, given that we compute a
value of h that is lower or higher than h∗, we are almost certain that data-derived densities will
reduce or increase the number of SCF iterations that are required to reach self-consistency,
respectively.
To illustrate that the variance of random error in h that results from our non-Bayesian
estimate of the second moment of the posterior predictive distribution can be small enough
for the conditions in (5.24) to be met, we calculate the distribution p(dNSCF |h) empirically
for a specific system. We find the MLE of a K = 5 component mixture to (5.19), learning from
5 randomly selected configurations of data set F – samples from the 300 K MD simulation
of graphite that we also used in Section 5.3.3. We use a network architecture of 2 fully-
connected node layers, each with 150 nodes per layer and logistic activation functions.
We choose a bispectrum representation of (rcut = 6Å, nmax = 6, lmax = 6) for both xlocal
and xglobal but we keep only the power spectrum subset of elements bnl0l in xglobal. We
select 8× 104 density points for the training subset of data, which is much smaller then
the number of density points in the complete data set, which is close to 5×106. Because
the global environments of configurations in data set F are quite diverse, as we saw in
Figure 5.6, the points in the 5 configuration subset of data that are used to calculate MLEs
of wk represent a sparse portion of data set F. As a result, a large number of data-derived
densities for configurations in the unseen remaining portion of data set F are inaccurate.
We apply data-derived densities for the complete data set but with h∗ = ∞ so that Γ(h)≡ 1
in (5.6) and calculate dNSCF using Pulay DM DFT. We characterise the effect of data-derived
densities on the KS DFT calculations for each configuration by a single point (dNSCF, h) such
that the collection of 300 configurations forms a joint distribution p(dNSCF,h). Figure 5.9
is a smoothed illustration of p(dNSCF,h) for this calculation, where the explicit form for
h in (5.7) has been adopted and two component GMMs have been fit to each curve which
represents p(h|dNSCF) up to a multiplicative constant. The vertical dashed lines (- -) show
the expected value of h for each conditional distribution. The expected value of h given
dNSCF increases monotonically with dNSCF, meaning that h gives a meaningful expression of
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Fig. 5.9 The joint distribution p(E[ln(σMLi )],dNSCF) of the global configuration uncertainty
measure E[ln(σMLi )] and the change in the number of SCF iterations needed to reach conver-
gence, dNSCF, shows that E[ln(σMLi )] identifies data-derived contributions to the initial KS
DFT density that have a positive (dNSCF > 0) or negative (dNSCF < 0) effect on convergence to
self-consistency. Each curve is a two-component GMM [98] of the true data and represents
the conditional distribution p(E[ln(σMLi )] |dNSCF) up to a multiplicative constant. The dashed
vertical lines are the expected value of E[ln(σMLi )] over each conditional distribution on dNSCF
and the horizontal dashed lines connect adjacent expected values of E[ln(σMLi )] given dNSCF.
The vertical shaded red pane illustrates a threshold value h∗ for E[ln(σMLi )] that could be
applied to separate accurate from inaccurate data-derived densities.
uncertainty. The vertical shaded red pane illustrates a threshold value h∗ of h that could be
applied to the tapering term Γ(h) in (5.6) to prevent inaccurate data-derived densities from
negatively affecting convergence to self-consistency for this particular system. We note that
the conditional distribution p(E[ln(σMLi )] |dNSCF = 4) in Figure 5.9 is bimodal. This could
be caused by the stochastic relation between the mean squared density error and dNSCF that
we have observed in Figure 5.8 – two groups of configurations could require more or less
accurate data-derived initial densities to achieve the same dNSCF.
Each curve in Figure 5.9, which represents the conditional distributions p(h|dNSCF) up to
an additive constant, illustrate a monotonic relation between the expected value of h given
dNSCF,
E[h|NSCF] =
∫
hp(h|NSCF)dh. (5.25)
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A more direct response to the question: “are the conditions expressed in (5.24) satisfied?”,
is to examine the conditional distributions p(dNSCF > 0 |h) and p(dNSCF < 0 |h). Figure 5.10
(a) gives an approximation of the empirical distributions p(dNSCF > 0|h) and p(dNSCF < 0|h)
that are derived from the same calculations in Figure 5.9 by discretising h into 25 uniformly
spaced bins. As such, the condition on h in these calculations is really a condition on
h−△h ≤ h < h+△h. Solid (-) and dashed-dot (-.) lines in Sub-figure (a) correspond to
p(dNSCF > 0|h) and p(dNSCF < 0|h), respectively. The vertical dashed line (- -) shows the
same threshold value h∗ of the global uncertainty measure from Figure 5.9. The empirical
conditional distributions in Sub-figure (a) illustrate two important properties. Firstly, that
as h tends to a large or small value, p(dNSCF < 0|h)→ 1 or p(dNSCF > 0|h)→ 1, respectively
and secondly, that the two distributions overlap one another. The first point confirms that our
condition in (5.24) is met for this calculation. Ideally, we would like zero overlap between
these conditional distributions. However we know from the calculations in Figure 5.7 that
the relation between the global uncertainty and the true global error is stochastic and we
also know from the calculations in Figure 5.8 that the relation between the mean squared
density error and dNSCF is stochastic. The parity plot in Figure 5.10 (b) between the global
uncertainty E[ln(σMLi )] and the true average error E[ln(|ti−nMLi |)], indicates that the first
source of random error could be the cause of some of the overlap between the conditional
distributions. In the region E[ln(σMLi )] = [−7,−6.5] there is some spread in E[ln(|ti−nMLi |)]
about a monotonic function of E[ln(σMLi )]. This is exactly where the conditional distributions
overlap in Figure 5.9 (a). We also note that for values E[ln(σMLi )]>−6.5, there is a much
smaller variance in E[ln(|ti−nMLi |)] about a monotonic function of E[ln(σMLi )] and so the
overlap between p(dNSCF = 0 | h) and p(dNSCF < 0 | h) in this regime must be due to the
stochastic relation between the true density error and dNSCF. This second source of random
error between h and dNSCF is a limitation imposed by using quantities derived from the
distribution of the predicted uncertainty σMLi for a single configuration. In effect, we have
assumed that all densities are uniformly important to the KS approximation of the total energy
surface E[n(r)] when constructing a kernel between the true and data-derived initial density.
The mean squared measure of dissimilarity between two densities does not take account of
the fact that E[n(r)] is highly non-linear with respect to n(r). Improving the kernel between
two densities may need some degree of physical knowledge about E[n(r)] to be inserted into
the kernel. Ideally, this might weight contributions by an amount αi to yield a modified mean
squared error kernel
k(n1,n2) =
(
1
N
N
∑
i=1
αi|n(1)i −n(2)i |2
)1/2
. (5.26)
5.4 Improving initial densities in Kohn-Sham DFT 101
This kernel measures dissimilarity between two densities n1(r), n2(r) with grid points n
(1)
i ,
n(2)i , respectively. The coefficients αi might be a functional of density points close in real
space to grid point i, for example
αi = ∑
j∈Ωi
ε
n(1)j +n(2)j
2
 , (5.27)
which is a sum over neighbouring densities n j and are embedded with some form of OF total
energy functional ε . A modified global uncertainty measure could then be
h =
1
N
N
∑
i=1
α˜iσMLi ,
α˜i = ∑
j∈Ωi
ε(nMLj ),
(5.28)
where indices j again iterate over points Ωi that are close in real space to grid point i. Such
modifications to the global measure for uncertainty could be an interesting avenue for future
work on applying data-derived densities to KS or OF DFT, to “fine tune” any uncertainty
measure to properties of interest, such as dNSCF, or an OF ground state energy.
5.4.3 Managing uncertainty
In Section 5.4.2 we have seen that the global uncertainty measure in (5.7) resulting from our
non-Bayesian approximation of the second moment of the posterior predictive distribution
can distinguish accurate from inaccurate data-derived densities. We now use again data
set F to show how data-derived densities can reduce the number of iterations necessary to
reach self-consistency in a “safe” manner – inaccurate data-derived densities do not worsen
convergence to self-consistency. We randomly select 5 configurations from the data set F
to infer MLEs of wk for a K = 5 neural network mixture in (5.19). We use a bispectrum
representation of (rcut = 4Å, nmax = 4, lmax = 4) for xlocal and take a power spectrum
representation for xglobal. We use a neural network architecture of 2 node-layers, each of 150
nodes using logistic activation functions. Once the MLE has been computed, we calculate
two sets of data-derived initial densities using (5.6) for all 300 configurations in the data set.
For the first set, we take h∗ = ∞, which is equivalent to Γ(h)≡ 1 and we refer to this set as
untapered contributions. For the second set, we apply tapering with the uncertainty measure
in (5.7) and tapering function in (4.15) using h∗ =−6 and xscale = 10−3e/Å−3.
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Fig. 5.10 The conditional distribution p(dNSCF|h) for h = E[ln(σML)] in (a) compares the
probability that untapered data-derived densities improve, p(dSCF > 0|h), or worsen,
p(dSCF < 0|h), convergence to self-consistency for the data-derived densities conditioned
on and applied to data set F in Section 5.4.2. The proposed threshold h∗ in both Sub-figures
represents a value for the global uncertainty measure h that could be applied to data-derived
densities to prevent a negative effect on convergence to self-consistency. The parity plot in
(b) shows non-zero variance in E[ln(σML)] with the true distribution error E[ln(|ti−nMLi |)].
We note that expectations here are averages over all points in a single configuration.
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Fig. 5.11 Empirical prior distributions p(dNSCF) of the reduction dNSCF in the number of SCF
iterations needed to reach self-consistency for data set F illustrates that tapered (h∗=−6) data-
derived densities help to ensure that inaccurate densities do not negatively effect convergence
to self-consistency as with the untapered (h∗ =∞) data-derived densities. Inaccurate densities
below the global uncertainty threshold of h∗ = −6 in (b) have been removed from these
initial KS DFT densities.
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The resulting empirical prior distributions p(dNSCF) in Figure 5.11 following DM DFT
calculations shows that inaccurate data-derived contributions to the initial density in Fig-
ure 5.11 (a) have been removed in the tapered initial densities of Sub-figure (b) by applying
an uncertainty threshold of h∗ =−6. Only data-derived contributions to the initial density
that do not harm convergence to self-consistency have been kept in the tapered set of initial
densities, which utilises information from our approximation of the second moment, σML(x)2.
We measure the calculation speed up with respect to the number of SCF iterations by
α =
(
NSCFnstd −NSCFnstd+nML
NSCFnstd+nML
)
×100%, (5.29)
where NSCFnstd and N
SCF
nstd+nML are the number of SCF iterations needed to reach self-consistency
for densities initialised as nin(r) = nstd(r) and nin(r) = nstd(r)+nML(r), respectively. For the
calculations in Figure 5.11, dNSCF = 4 corresponds to a speed up of α = 57% – we note that
this value does not account for the calculation time of data-derived densities, which here was
equivalent to ∼ 1 SCF iteration.
5.5 Wider applicability
Up to this point, we have limited our discussion of applying data-derived densities to reduce
the number of SCF iterations required to reach self-consistency in KS DFT to a single example
– graphite. The speed up that we observe throughout Section 5.4 for accurate data-derived
densities is a result of the standard non data-derived initial density in (5.5) being sufficiently
dissimilar to the exact ground state. To address how data-derived densities may affect KS
DFT more generally, we compare how dissimilar the standard initial (nstd) and ground state
(nGS) densities are for a small data set of 29 non-metallic and 37 metallic systems under a
combination of both low and high pressure, which we refer to as data set H. For a detailed
description of the crystals that constitute data set H, we refer the reader to the Appendix
and Table A.4. We quantify dissimilarity in the initial and ground state densities by the
RMSE, E[(nstd−nGS)2]1/2 and compare the values obtained for crystals in this data set with
that for graphite. To characterise whether a material is a metal or a non-metal, we use the
electronic density of states at the Fermi level ρεF . We set the threshold ρεF = 0.2e(eV)−1
between metals and non-metals just above the density of states for As, so that this metalloid
is characterised as a non-metal. We note that the density of states calculations used to
characterise systems in Figure 5.12 were performed by C.J. Pickard [170].
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Fig. 5.12 The RMSE E[(nstd − nGS)2]1/2 between conventional (non data-derived) and
ground state densities has been evaluated for the configurations in data set H. Four-
component GMMs approximate the conditional distributions p(log10
(
E[(nstd−nGS)2]1/2) |η)
of E[(nstd− nGS)2]1/2 given the characterisation η of the system as either a metal or non-
metal. Although the RMSE E[(nstd−nGS)2]1/2 between the standard initial (nstd) and ground
state (nGS) electron densities for most of the metals considered in data set G is smaller than
that for graphite (- -), a large proportion of non-metals exhibit a similar value.
A smoothed four-component GMM of the conditional distribution p( log10(E[(nstd−
nGS)2]1/2) |η) is shown in Figure 5.12 for metals and non-metals η . The dashed vertical line
(- -) shows the value of E[(nstd−nGS)2]1/2 for graphite as a reference. The logarithm of the
RMSE illustrates that almost two orders of magnitude separate values of E[(nstd−nGS)2]1/2
for graphite and the majority of the metals studied here. All of the metals in Figure 5.12
exhibit a value of E[(nstd− nGS)2]1/2 that is much smaller than that for graphite, whereas
a significant proportion of non-metals have values with a similar magnitude to graphite.
Although ρεF alone is insufficient to perfectly separate systems with small and large values
of E[(nstd−nGS)2]1/2, it does suggest that in general data-derived densities are better applied
to non-metals. In restricted spin DFT, polar materials and systems where atoms have large
forces are known to exhibit relatively poor initial densities [154], which could explain some
of the behaviour that we observe in Figure 5.12. A rigorous study of the factors determining
accuracy in standard initial densities in KS DFT is beyond the scope of work in this thesis, but
we note that this could be an interesting avenue to guide future applications of data-derived
densities. We provide a more detailed version of Figure 5.12 in the Appendix in Figure A.1,
where the chemical formulas identifying each configuration from Table A.4 are overlaid on
the distributions p( log10(E[(nstd−nGS)2]1/2) |η).
Chapter 6
Concluding remarks
The main focus of this thesis is the development and application of data-derived electron
densities to total energy methods in electronic structure. Though some conclusions that
we reach are self-contained and specific to our primary application (data-derived densities),
some insights have a much wider significance to applications outside of condensed matter.
We briefly discuss the most substantial contributions of this work before considering the
wider implications and future directions of research that may be stimulated by our work.
The contributions that we make are fivefold. Firstly, in Section 2.2.4 we noticed a
misconception regarding two-body representations of the environment for two high symmetry
configurations in hexagonal crystals. Literature attributes the failure of LJ-like pairwise
additive interactions to simultaneously interpolate top- and hollow-configuration binding
energies to a failure of two-body representations of the environment for these systems. We
prove that pairwise additive potentials can simultaneously interpolate these regions of the
PES for hexagonal crystals and that LJ-like interactions fail because of a lack of flexibility
in allowing data to drive the functional form of the potential. This small study highlights
the utility of allowing data to guide a flexible form for the map from a given chemical
environment to any property of interest in condensed matter.
Secondly, in Section 4.2 we introduced a parametric model for data-derived densities that
is linear with latent model parameters. The model uses a representation of the environment
that derives from two- and three-body terms and since the data-derived densities are linear
with the latent variables, exact modes of the posterior distribution can be inferred rapidly
from the data. Utilising rapid inference of posterior modes allows data-derived densities to be
driven by millions of data points with only modest computational resources. The parametric
nature of the model ensures that the computation time needed to make predictions does not
increase with the size of the training set. By applying data-derived densities to FCC, BCC
and HCP Al in Section 4.3.3, we show that total energies in OF DFT can be achieved within
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O(1)meVatom−1 of the exact ground state density when interpolating configurations with
isotropic volumetric expansions of ±1% per lattice vector.
Thirdly, in Section 4.3.1 we expressed perturbations from the ground state density
as a summation of density eigenstates of the effective Hamiltonian shown by Levy et al
to be equivalent to the ordinary KS eigenvalue equation for single particle wave functions.
Adopting standard algebraic manipulations leads to the fact that the total energy error induced
by density perturbations is proportional to the inner product of the difference between the
perturbed and the original density eigenstate. This inner product takes on new meaning
for perturbations induced by data-derived densities as for small perturbations we show that
the inner product is proportional to the mean squared error between the data-derived and
the exact ground state density. By comparing the exact value of this inner product with its
small-perturbation approximation for a one-dimensional particle in a box, we show that total
energy errors are (to a high accuracy) proportional to the mean squared error of data-derived
densities for magnitudes of perturbation up to E[(nML− tML)2] = O(10−4)e2Å−6.
Four, in Section 5.3.3 we found that by averaging our point by point estimate of the
second moment of the posterior predictive distribution over all grid points in a configuration,
we significantly reduce the degree to which our uncertainty measure is stochastic with the
true error. Using this global measure of uncertainty across the entire primitive cell, we were
able to show that configurations that result in poor and good data-derived densities can be
identified without knowledge of the true ground state density.
Finally, in Section 5.4 we saw that when accurate data-derived densities are used to
initialise the SCF calculation in KS DFT, the number of SCF iterations necessary to reach
self-consistency is reduced. For graphite this results in a speed up of 57% in comparison to
using standard non-data-derived initial densities (not accounting for the cost of evaluating the
data-derived densities). We show that the standard initial densities for metallic systems appear
to be much closer to the ground state than found with graphite and a significant proportion of
non-metals that are studied. This suggests that in general, data-derived densities may have a
greater influence on convergence to self-consistency for non-metals over metals. However,
as we discuss in more detail in Section 6.1.2, the most useful application of data-derived
densities may prove to be to more complex systems exhibiting unrestricted collinear and
non-collinear spin ground states.
6.1 Future work
We now consider the broader implications that some of the work in this thesis may have for
fields outside of condensed matter and discuss the appropriate steps that may be taken to
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realise these applications. We also consider how the approach taken to speed up convergence
to self-consistency in KS DFT in this work might be extended beyond the proof of concept
illustrated here for graphite to a reliable, efficient “black box” method to initialise densities
in DFT.
6.1.1 Perturbations in eigenvalue problems
In this work we have been able to relate the error in data-derived electron densities and
the induced error in the total OF energy by a simple analytic relation. This is possible
because we are able to express perturbations from the ground state |ψ0⟩ by a summa-
tion of eigenstates |ψn⟩ that are orthogonal to the ground state and form a complete set:
|ψ0+δψ⟩= |ψ0⟩+∑n̸=0 cn |ψn⟩. When this is not true, terms such as c∗n ⟨ψ0|ψn⟩ appear
in the expectation of the total energy with respect to the perturbed state, E[ψ0+δψ]. The
terms involving cn in E[ψ0 + δψ] can no longer be equated to the inner product of the
perturbation ⟨δψ|δψ⟩= ∑nm cnc∗m ⟨ψn|ψm⟩ and an analytic relation between E[ψ0 + δψ]
and ⟨δψ|δψ⟩ can no longer be established. The relation between the mean squared error
⟨δψ|δψ⟩ in a perturbation |ψi+δ ⟩= |ψi⟩+∑ j ̸=i c j |ψ j⟩ from any eigenstate |ψi⟩ of the
eigenvalue problem
Oˆ |ψi⟩= Oi |ψi⟩ , (6.1)
is directly related to the error O[ψi+δψ]−O[ψi] in an observable,
O[ψi+δψ] =
⟨ψi+δψ|Oˆ|ψi+δψ⟩
⟨ψi+δψ|ψi+δψ⟩ , (6.2)
when eigenstates are orthogonal and form a complete set. This is true for real symmetric
(Hermitian) matrices in problems where states are expressed explicitly in terms of a finite
basis, or for Hermitian operators otherwise. When the computational expense to find all
eigenstates is high such as in KS DFT when the operator itself is dependent on the value
of eigenstates and SCF calculations must be performed, a data-derived approach may be
appropriate. Data-derived eigenstates are well suited to problems where Oˆ(x) is dependent
on a condition x of the system and a large number of calculations sampling x are desired. For
data-derived densities, x describes the crystalline structure of a given configuration. Each sys-
tem x may have a different constant of proportionality k : O[ψi−δψ]−O[ψi] = k ⟨δψ|δψ⟩,
relating the mean squared error in data-derived eigenstates |ψi⟩ to the error induced in observ-
ables. To translate an error ⟨δψ|δψ⟩ incurred during training of a data-derived eigenstate to
an error in the observable Oˆ it may be necessary to apply a latent variable model to cluster a
set of reference values for k in x. This will allow any data-derived eigenstate to be inferred
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using a direct measure of the error in the observable of interest – the total potential energy
for data-derived electron densities for example.
6.1.2 Data-derived initial densities
In this thesis we have seen how data-derived electron densities may be applied to systems with
standard analytical densities that are far from the ground state to initialise SCF calculations
closer to their self-consistent state. This consequently reduces the number of necessary SCF
iterations needed to reach self-consistency and speeds up the calculation.
Online learning
We calculate posterior modes of the non-Bayesian ensemble method that we adopted in
Section 5.3 to quantify uncertainty in bulk, learning from all of the available data at once.
Although our approach leads to a small computation time for calculating data-derived
densities, it has two significant disadvantages that may inhibit the application of data-derived
densities to KS DFT beyond sampling calculations like nested sampling [171]. The first is
that the computation required to compute MLEs of the ensemble using all available data
is far greater than the computation required to perform a standard1 KS DFT calculation
for a primitive unit cell crystal like graphite. The second is that it is unclear how to learn
sequentially from DFT calculations as they are performed. Ideally, we desire a parametric
model where refinements can be made iteratively as new DFT calculations are performed
and new data becomes available. The computational expense to compute these refinements
should be comparable to each new DFT calculation.
One way to reduce the computational expense needed to train or make refinements to
any parametric latent variable model is to reduce the size of the data set while maintaining
as much information as possible about the response of data-derived densities with x, our
representation of the environment. Configurations that are saddle points in total energy often
exhibit mirror symmetry in real space with regards to the atom positions, which induces
duplicate values of x within a crystal. For other configurations that are close to saddle points,
the difference between x and the target density t may often be negligible for a large number
of points within the crystal. One simple approach might be to ignore t entirely and apply
latent variable clustering methods such as the Gaussian mixture model to select data points
by their conditional prior probability of belonging to a certain cluster. Another approach if
refining a model could be that points x are stochastically chosen based upon the approximate
1By standard we mean a sensible plane wave basis size, k-point grid and exchange-correlation functional
like PBE.
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second moment σML(x)2 or the true error |nML(x)− t| of the current parametric model – the
most unfamiliar data points x with the largest values of σML(x) could be selected to update
the posterior distribution, or a point estimate of it.
An alternative to inferring point estimates of the posterior distribution conditioned on the
complete bulk data set is to learn sequentially or “on the fly”. Bayesian on-line learning is a
technique to learn sequentially from new data as it becomes available [172]. In this approach,
the posterior distribution
p(w|
new data︷︸︸︷
X, t ,θ n) =
p(t|X,w)
approximation of posterior from previous data︷ ︸︸ ︷
p(w|θ n)∫
p(t|X,w)p(w|θ n)dw (6.3)
is determined by the likelihood p(t|X,w) of new data (X, t) and the prior p(w|θ n), which is
an approximation of the posterior distribution from the previous iteration n of learning. The
new posterior distribution inferred from (6.3) must then be approximated by the same family
of distributions as the prior. A dissimilarity measure such as the Kullback-Leibler divergence
KL(p(w|X, t,θ n)||p(w|θ n+1)) =
∫
p(w|X, t,θ n) ln(p(w|X, t,θ n))ln(p(w|θ n+1)) dw (6.4)
[117], can be minimized to calculate the new value θ n+1 defining the prior in (6.3) for
subsequent iterations. Stochastic variational inference [116] is an approach that allows
for an approximate form of the posterior distribution in (6.3) to be computed for neural
networks [173]. Because stochastic variational inference for neural networks can be com-
putationally expensive for large amounts of data, alternative methods such as probabilistic
back-propagation have been proposed that reduce the computation required to infer pos-
terior distributions but introduce additional constraints to the form of the posterior [174].
Probabilistic back-propagation or alternative scalable approaches to approximating posterior
distributions for neural networks will be an interesting path toward on-line learning for
data-derived densities.
Spin-unrestricted DFT
We note that our discussion of KS DFT and the application of data-derived densities to
improve the initial density and reduce the number of iterations that are necessary to reach
self-consistency has so far ignored spin. In reality, the total density
n(r) =∑
i
|ψα(r)|2+∑
i
|ψβ (r)|2 (6.5)
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is a summation of contributions from single-electron orbitals of opposing spin (α,β ). The as-
sumption followed so far in this work, that orbitals are occupied in (α,β ) pairs with identical
spatial wave functions ψα(r) = ψβ (r), is the foundation of spin-restricted DFT. For many
systems and processes such as radicals [175], transition metal complexes [176], or homolytic
bond breaking [177], electrons do not in reality occupy paired orbitals and ψα(r) ̸= ψβ (r).
With H2 dissociation for example, constraining that ψα(r)≡ ψβ (r) prevents a realisation of
the true ground state of two spin-unpolarized atoms as the separation between H nuclei in-
creases [178]. Spin-unrestricted KS DFT is a generalisation of the spin-restricted form where
ψα(r) ̸= ψβ (r) is possible and the variational minimisation of total energy E[n(r),Q(r)] is
performed with respect to both the total electron density and the spin density
Q(r) =∑
i
|ψα(r)|2−∑
i
|ψβ (r)|2 (6.6)
[179]. Data-derived initial spin-unrestricted densities therefore also require Q(r). The
probabilistic model in (5.16) that relates spin-restricted data to output from a parametric
model can be generalised to a likelihood
p(t|x,w) =N (t|µ ,Λ−1) (6.7)
for spin-unrestricted DFT. Here a target data point t = (n(r),Q(r)) is a concatenation of
the total and spin density at r, which differs to the spin-restricted case where t = n(r). A
spin-unrestricted parametric model would compute x→
(
µ ,Λ−1
)
resulting in five output
nodes for a neural network rather than two. The mixture of neural networks in (5.19) that
lead to non-Bayesian estimates of the first and second moments of the posterior distribution
can be generalised to a mixture of the two-dimensional Gaussian distributions in (6.7). For
spin-unrestricted data-derived densities the first moment nML(x) of our spin-restricted density
is generalised to µML(x) = (nML(x),QML(x)) while the second moment σML(x)2 becomes a
covariance matrix ΛML(x)−1. The covariance matrix ΛML(x)−1 represents uncertainty in
both nML(x) and QML(x). The simplest way to apply ΛML(x) to identify uncertain predictions
might be to sum the diagonal components of ΛML(x)−1, ignoring any covariance between
nML(x) and QML(x) to define a scalar measure that could be applied analogously to σML(x)
in (5.7) for spin-restricted densities. We also note that E[n(r),Q(r)] is well known to exhibit
a number of stationary points with respect to n(r) and Q(r) and in the absence of any
knowledge about the ground state of Q(r), some form of approximate global optimisation
must be utilised. If the minimum distance in the two-dimensional space (n(r),Q(r)) between
adjacent stationary points E[n(r),Q(r)] is larger than the expected accuracy of data-derived
densities then global optimisation for spin-unrestricted DFT could be abandoned altogether,
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providing significant reductions to the computation required in this scenario. Because of the
existence of stationary points in E[n(r),Q(r)] it is possible that excited state densities may
inadvertently be used to train data-derived ground states. In this instance, the heteroskedastic
covariance Λ(x)−1 from (6.7) should identify error in the data if t is dissimilar to ground
state densities with similar environments x. This should induce uncertain predictions for the
associated environments in this region. A possible extension could be to probabilistically
model saddle points in the PES explicitly using methods like the mixture density network [98]
that can describe one-to-many relations between the configuration and saddle points in the
PES. This would require the application of a tensor (not an independent point-based) model
for evaluating data-derived densities.
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Appendix A
Data sets
This section provides information about the processes that were used to generate the data
sets that feature throughout this thesis - we hope with sufficient detail - so that any interested
reader may reproduce equivalent sets of data to allow comparisons between our work and
any future studies. Although some repetition occurs here with text from the main portion
of this thesis, we include a thorough overview of each data set in this appendix in the
hope that reproducing our data is a simple and transparent process. We provide all of
the input files used to calculate ab initio ground state densities for each data set, along
with all of our original code that was used to calculate and infer data-derived densities, in
the supplementary information https://doi.org/10.17863/CAM.41455 associated with this
thesis. We separate the data generation process into two parts – generating configurations and
calculating the ground state with DFT. For the latter, we list in Table A.1 important parameters
such as the type of exchange-correlation Exc[n] used, the spacing between Monkhorst-Pack
k−points [180] in KS calculations △k, the plane wave basis cut-off Ecut, the form of the
kinetic energy functional T [n] used for OF calculations and whether semi-empirical dispersion
correction EVdW[n] is used. We note that in OF DFT, k−point sampling of the wave function
is no longer needed [181] and this field is empty in Table A.1 for OF calculations, which
we denote by orange highlighted text throughout this appendix. We also note that in the
semi-empirical dispersion correction field EVdW, TS refers to the Tkatchenko-Scheffler
scheme [94]. Table A.2 provides information about the number of configurations Nconfig in
each data set as well as the number of density grid points Nden, where appropriate, and a list
of the Figures in the main text of the thesis that use information from a given data set.
We now provide information about how the configurations of each data set were generated
(independent of the DFT calculations in Table A.1).
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Table A.1 The calculations that were performed to generate data sets A-H involve both KS
and OF DFT. We include information about the exchange-correlation functional (Exc[n]),
the kinetic energy functional used for OF calculations (T [n]), the plane wave basis cut-off
(Ecut), the interval of k−points in the Brillouin zone for KS calculations (△k) and the type
of semi-empirical dispersion correction used (EVdW[n]). OF calculations are indicated by
orange highlight.
Data set Exc[n] T [n] Ecut (eV) △k (Å−1) EVdW[n]
A PBE - 800 (0.02,0.02,0.1) TS
B LDA WT 800 - -
C LDA WT 800 - -
D PBE WT 800 - -
E PBE - 400 (0.01,0.01,0.4) -
F PBE - 300 (0.02,0.02,0.4) -
G PBE - 300 (0.02,0.02,0.4) -
H PBE - 800 (0.1,0.1,0.1) -
Table A.2 Where data sets are used to infer data-derived densities, we provide the approximate
number of density grid points Nden contained within each complete data set along with the
number of constituent atomic configurations Nconfig. We also note the Figures for which
information from a given data set has been used to generate the results shown. Data sets
which are generated from OF calculations are highlighted in orange.
Data set Relevant Figures Nconfig Nden
A 2.6, 4.3 40 -
B 4.2 50 107
C 4.4, 4.5, 4.9 60 3×105
D 4.6, 4.7 10 -
E 5.5 2 8×106
F 5.6, 5.7, 5.9,5.10, 5.11 300 5×106
G 5.8 900 -
H 5.12 66 -
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Table A.3 The ICSD number uniquely identifies configurations in data set D from the ICSD
database.
ICSD number
171679 16516 2513 55402 43423
23836 2795 44367 246372 52260
Data set A
This data set is composed of top- and hollow-stacked primitive unit cell graphite under large
positive and negative stress normal to the c−axis plane. For a detailed description of top-
and hollow-stacked configurations, we refer the reader to Section 2.2.4 and Figure 2.4 for a
visual illustration. All configurations in this set have a C-C nearest atom distance of 1.42Å.
The c−axis interlayer separation of configurations is uniformly spaced between 3 Å and 4 Å.
There are 20 configurations for each state of registry.
Data set B
To generate configurations for this data set, an ab initio NpT MD simulation was performed
for a [4× 4× 3] super-cell of HCP Al. The isotropic pressure reservoir has a pressure of
p = 0Pa, while the temperature reservoir has a temperature of T = 600K. 51 configurations
are sampled from the MD calculation with a regular interval of 200fs.
Data set C
This data set is a series of configurations with uniformly strained lattice constants between
±1% for FCC, BCC, HCP primitive unit cell Al. There are 20 configurations for each phase
with (1.6× 105, 6.8× 104, 9.4× 104) density grid points in total for FCC, BCC and HCP
phases, respectively.
Data set D
This data set is composed of a small selection of post-transition, alkali and alkaline earth
metals, as well as two metalloids and the non-metal black Phosphorous. The structure for each
crystal has been taken from the Inorganic Crystal Structure Database (ICSD) database [182]
and unique identifying numbers for all configurations in the data set are given in Table A.3.
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Data set E
There are two configurations of graphene in this data set. Both configurations have a plane-
normal vacuum of 20 Å and in-plane lattice vectors that correspond to a C-C nearest atom
distance of 1.42 Å. The smallest configuration is a primitive unit cell of 2 atoms. The
larger configuration is a [9×9] super-cell containing a 7-5 pair defect [164]. The defect was
generated by minimising the total energy of a [6× 6] super-cell with respect to the atom
positions while maintaining constant cell vectors. This fully relaxed [6×6] super-cell formed
the centre of the [9×9] super-cell. Atoms in their primitive unit cell position were then used
to pad the remaining borders of the [9×9] super-cell. As such, this configuration is close but
not equivalent to a fully relaxed [9×9] super-cell with a 7-5 pair defect.
Data set F
The configurations in this data set are samples from an ab initio MD calculation spaced
uniformly at 25 fs intervals. The MD calculation is of a primitive 4 atom unit cell of graphite
with constant volume and is in contact with a temperature reservoir of T = 350K – the
calculation samples a NVT canonical ensemble. The lattice constants are close to their
equilibrium value, with a C-C nearest distance of 1.42 Å and a c−axis inter-layer separation
of 3.34 Å. A detailed discussion of the registry and stacking distribution of configurations in
this data set is given in Section 5.3.3 and visually illustrated in Figure 5.6.
Data set G
Configurations in this data set are generated from 3 independent NpT ab initio MD calcula-
tions of primitive unit cell graphite. The isotropic pressure p = 0Pa for all simulations but
the temperature reservoirs have values of T = (350, 600, 850)K. For each temperature, 300
configurations are sampled uniformly at 25fs, generating a data set of 900 configurations.
Data set H
This data set is composed of 29 metal and 37 non-metal crystal structures that have been taken
from the ICSD [182] and Crystallography Open Database (COD) [183] databases. Identifying
numbers for each configuration which are unique to ICSD or COD are given in Table A.4. As
discussed in Section 5.5, we characterise materials as a metal or non-metal based upon the
electronic density of states at the Fermi level ρεF . We distinguish metals from non-metals
using a threshold value of ρεF = 0.2e(eV)−1, which is just above the density of states for
the metalloid As. The density of states calculations, performed by C.J. Pickard [170], were
131
10−3 10−2 10−1 1
E[(nstd−nGS)2]1/2/(eÅ−3)
O
2
C
r
C
u
N
a
R
h
Pd
T
h
A
u
H
1
B
r1
A
c
Ta
H
f T
c1
C
d
Z
n
Ir
R
b
R
u
Fe
Sc
N
b
U
Sn
M
o
L
a
R
e
V
Pb
W
C
1
H
4
C
a1
C
l2M
g1
O
1
P
B
r2
C
l2
A
s1
H
6
B
2
B
r1
N
a1
C
5
N
4 N
5
P3
N
2
B
1
F3C
l1
K
1
H
3
N
1 O
9
S3A
l1
C
l3C
l3
P1
B
1
N
1
C
1
O
2
C
l1
N
a1
I2
B
r1
K
1
C
l1
F3
C
S8
F1
N
a1
A
s1
G
a1C
a1
F2
B
F2C
1
H
1
I1
K
1
Te F1
L
i1
O
3
S1
Snmetal
non-metal
Fig. A.1 The chemical formulas of the systems in data set H are shown here with their
x−axis location determined by the RMSE between the ground state and conventional (non
data-derived) initial densities as described in Figure 5.12. The y−axis location of chemical
formulas is arbitrary and has been heuristically chosen here to reduce the overlap between
neighbouring text labels. We overlay the smoothed distribution of the RMSE between standard
initial and ground state densities for metallic and non-metallic systems from Figure 5.12 to
guide the eye when interpreting this distribution.
made with a spacing of △k = 0.02Å−1 between points in the Monkhorst-Pack k−point grid,
a plane wave basis cut-off of 340eV and the PBE exchange-correlation functional.
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Table A.4 Identifying numbers which are unique to the ICSD and COD databases list all of
the structures in data set H. The density of states at the Fermi level is used to characterise
materials as metal or non-metal.
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52
2
m
et
al
Z
n
-
Z
in
c
C
O
D
90
08
47
0
m
et
al
Ir
-
Ir
id
iu
m
C
O
D
90
08
54
9
m
et
al
R
b
-
R
ub
id
iu
m
C
O
D
90
08
51
3
m
et
al
R
u
-
R
ut
he
ni
um
C
O
D
90
08
53
6
m
et
al
Fe
-
Ir
on
-a
lp
ha
C
O
D
90
08
51
4
m
et
al
Sc
-
Sc
an
di
um
134 Data sets
Table A.4 Continued. . .
D
at
ab
as
e
Id
en
tifi
er
C
ha
ra
ct
er
is
at
io
n
C
he
m
ic
al
fo
rm
ul
a
Sy
st
em
at
ic
na
m
e
M
in
er
al
/C
om
m
on
na
m
e
C
O
D
90
08
54
6
m
et
al
N
b
-
N
io
bi
um
C
O
D
90
08
58
4
m
et
al
U
-
U
ra
ni
um
-a
lp
ha
C
O
D
90
08
57
0
m
et
al
Sn
-
Ti
n
C
O
D
90
08
54
3
m
et
al
M
o
-
M
ol
yb
de
nu
m
C
O
D
90
08
52
5
m
et
al
L
a
-
L
an
th
an
um
C
O
D
90
08
51
2
m
et
al
R
e
-
R
he
ni
um
C
O
D
90
08
55
7
m
et
al
V
-
V
an
ad
iu
m
C
O
D
90
08
47
7
m
et
al
Pb
-
L
ea
d
C
O
D
90
08
55
8
m
et
al
W
-
Tu
ng
st
en
IC
S
D
15
53
5
m
et
al
O
2
O
xy
ge
n
-b
et
a
-
IC
S
D
63
67
0
m
et
al
H
1
B
r1
H
yd
ro
ge
n
br
om
id
e
-
IC
S
D
65
30
14
m
et
al
T
c1
Te
ch
ne
tiu
m
-
