Abstract. Second-order conditions are given which are sufficient to guarantee that a given point be a local minimizer for a real-valued locally Lipschitzian function over a closed set in «-dimensional real Euclidean space. These conditions are expressed in terms of the generalized gradients of Clarke. The conditions provide a very general and unified framework into which many previous first-and second-order theorems fit.
(c) The multifunction x -» 3/(x) is upper semicontinuous on W; thus, if {x^} and {vk} converge, respectively, to x in W and v in R" and if vk is in af(xk) for each k, then v belongs to 3/(x).
2.2 Definition. Let (x^} be a sequence in R" which converges to x and let d be a unit vector in R". Then {x^.} converges to x in direction d in case the sequence {(xk -x)/| xk -x |} converges to d.
2.3 Definition. Let x be in W and let d be a unit vector in R". We define adf(x) to be the set of all v in R" for each of which there exist sequences {xk} in W and {vk} in A" such that:
(a) {xk} converges to x in direction d; (b) {vk} converges to v; (c) vk belongs to of(xk) for each k. (Observe that, in view of 2.1(c), we have adf(x) C 3/(x). One may think of odf(x) as the set of those generalized gradients of /at x which "arise" from the direction d.)
2.4 Remarks. In the main theorem, which follows, an auxiliary function g is introduced. One is free to choose g and one may choose it to be / itself or to be a certain Lagrangian associated somehow with P. Or, one may simply choose g so as to have a function whose subdifferential is simpler than that of /; a choice on these grounds is made in the recovery of Ioffe's sufficiency theorem [12 Next, we define L(f, x*) to be the set of all points td, where d E R", \d\= 1, t > 0, and v0 ■ d «s 0 for some v0 in adf(x*). The set L(f, x*) is a closed cone.
2.5 Theorem. Let S, W, x* and f be as in the Introduction. Let g be a real-valued locally Lipschitzian function on W for which g(x*) = f(x*) and g(x) < f(x) for every x in S n W. Suppose that, to each unit vector d* in the set K(S, x*) D L(f, x*), there corresponds a closed convex cone C(d*) for which d* E C(d*). Finally we suppose also that: Proof. Suppose that the desired conclusion is false and select a sequence {8k} of positive numbers decreasing to 0 with 8X < 1. Given k, there exists zk in B(x*, 8k) n S such that/(zj -f(x*) < (m*/2) \ zk -x* \2. We put
and note that zk¥= z for each k. We have
</(zJ -{m*/2)\zk -x* |2 </(x*) = h(x*).
Setting ek = (zk -x*)/\zk -x* | , we may assume that {ek} converges to a unit vector d* in K(S, x*). By Lebourg's Mean Value Theorem [13, 14] , we have f(zk) -f(x*) = v*k-(zk -x*), where v* belongs to df(6kzk + (1 -9k)x*) with 0 < 9k < 1. for all k and so (1) wk-m*(xk-x*) + ckdk + uk = 0, k>\.
Since xk belongs to Ak + {x*}, we know that dk is in Ak. It follows that xk ± tkdk belong to Ak + {x*} and so uk-dk = 0. From(1), we obtain (2) wk-dk + ck = m*tk, k>\.
We may assume that {dk} converges to a unit vector d in R". By 2.1 and 2.3, we may assume that {wk} converges to w in odg(x*) and so (2) implies that {ck} converges to a nonnegative number c. Hence, in view of (1), {uk} converges to a vector u.
We now wish to show that d belongs to C(d*). For each k, there exists d* in C(d*) such that dk = Tk(df). Since | dk \-1 for all k and the Tkx are uniformly bounded, it follows {df} is bounded and so we may assume that it converges to dL icense or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Hence d belongs to C(d*).
We infer from hypothesis (a) that w ■ d > 0. From (2), we get w ■ d + c = 0 and so, since c > 0, we must have c = w d = 0. From (1), we now obtain w + u = 0. To see that w belongs to N(C(d*) + x*, x*), we let e belong to C(d*). Then, given k, Tk(e) belongs to Ak and so (Tk(e) + x* -xk) •uk^0. Since {Tk(e)} converges to e, we infer e ■ u < 0 and so « does belong to N(C(d*) + x*, x*). Since conditions (i)-(iv) are all satisfied, we must have lim sup wk ■ dk/tk > m*. But, from (2), we have wk • dk < m*tk for all k, and so we have reached a contradiction and the proof is complete.
2.6 Remarks. To apply Theorem 2.5, one needs to make fruitful choices for the cones C(d*). Various choices are possible and we shall now describe a few of them.
Notice first that we can choose
. This choice is a natural one to make in the unconstrained case (i.e., when S is a neighborhood of x*); in the unconstrained case, Theorem 2.5 reduces to Corollary 2.2 of [2] . Next, we consider the case in which we choose C(d*) -{td*: t > 0} for each d* in K(S, x*) n L(f, x*). In the unconstrained case, this choice of C(d*) in Theorem 2.5 yields a slightly strengthened version of Corollary 2.18 of [2]. In the constrained case, it yields a useful and (probably) more versatile variant of Theorem 2.14 of [2]; this variant implies the classical sufficiency theorem for C2 problems having a finite number of constraints (cf. [2, 2.17]).
The two choices for C(d*) just discussed correspond to extreme cases in our present framework, in the sense that they are, respectively, the largest and the smallest possible choices for C(d*). Now Theorem 2.5 does not-as stated-imply Theorem 2.1 of [2] (because of the use of the auxiliary function M in Theorem 2.1 of [2]). However, the present approach can be modified to yield a generalization of that earlier theorem. We shall take up this matter briefly at the end of the paper.
If one checks [2, Theorem 3.4], one finds that Ioffe's sufficiency theorem [12, Theorem 2] is derivable from Theorem 2.5 with the choice C(d*) = {td*: t > 0). As we have just mentioned, the same choice for C(d*) is made when one derives the classical result for C2 problems. We offer a brief heuristic explanation as to why this choice of C(d*) is the proper one. Notice in Theorem 2.5 that, if C(d*) is enlarged, the restrictions (b)(i) and (b)(ii) become more demanding while the restriction (b)(iv) becomes less demanding. But, in a case in which 3g(x*) = (0), the point w of (b)(iv) equals 0 and is always in -N(C(d*) + x*, x*) and so the restriction (b)(iv) is completely insensitive to the choice of C(d*). Thus, when 3g(x*) = {0}, one should choose C(d*) as small as possible in order to get the best result, since this choice makes hypothesis (b) as undemanding as possible. Now, we turn to two other possible choices for C(d*) which lead to new results. [16] has shown that, if F is semismooth at x, then, for each unit vector d, it is true that the directional derivative F'(x; d) exists and equals lim^-á, where {vk} is any sequence chosen as in the definition just given. For more information about semismoothness, see [16] . For more information about subdifferentiable regularity (which Clarke terms "regularity"), see [6, 20 and 5, Theorem 2.1]. Also Spingarn has shown [24, p. 82] that F is both semismooth and subdifferentiably regular at x if and only if 3F(x) is "submonotone" at x. Now suppose that / is semismooth and subdifferentiably regular at x*. Then, L(f, x*) = {d £ R": /°(x; d) < 0}, according to [2, Theorem 2.16]; hence, in view of 2.1(b), the cone L(f, x*) is convex. Therefore, if S is tangentially regular at x*, it follows that the cone K(S, x*) n L(f, x*) is convex. This leads to the following corollary.
Corollary.
Suppose that f is semismooth and subdifferentiably regular at x*. Suppose that all of the hypotheses of Corollary 2.7 hold, provided that in Now suppose that {(x¿, yk)} and {wk} are such that (i)-(iv) of (b) hold and suppose each (xk, yk) belongs to S. Then, with zk = (xk, yk) and noting that wk = (6x¿, %yk + 4), we have H-* • W -x*)/\ zk~x*\2 = 6 + (2y2 + Ayk)/ (x2 + y2).
Sinceyk > x4 -x\, we have hmsupw^-(zk-x*)/(x2kJry¡) >4.
However, x* = (0,0) does not provide a local minimum for/over 5. Indeed, take (x, v) with x small and positive and y = x4 -x2. Then f(x,y) = 3x2+ (2x4-2x2+ l)2 = 1 -x2{l -8x2 + 8x4 -4x6} < 1 =/(0,0), if x is close enough to 0.
3. Problems with a finite number of constraints. 3.1 Remarks. We shall consider here problem P in the case in which S = Sx C\ S2, where 52 is a given closed set and m q (3) S,= Pi {xE/T:g,(x)<0} n f| {x E Ä": g,(x) = 0} ;
it is assumed here that each of the functions g, is locally Lipschitzian on W. Necessary conditions for x* to be a local minimizer for this problem have been given successively in [4, 11 and 22] . According to Rockafellar's result [22, Theorem 1], it is true that if problem P is "calm" at x* (see [4, p. 172 
0 E 3{/+ axgx + a2g2 +■■■ + aqgq + fc}(x*).
In (6), \p2 is the indicator function of the set S2; we have ^(x) = 0 if x E S2 and \¡/2(x) = +00 otherwise. Notice that in (6) we are considering the subdifferential of a function which is not locally Lipschitzian. If multipliers a,,...,a satisfying (4)- (6) exist, we define the Lagrangian L by L =/+ axgx + ••■ +aqgq and observe that we may take the auxiliary function g in Theorem 2.5 to be L. We shall not write out in detail the special case of Theorem 2.5 which is produced by this choice for g. We shall, however, state a specific theorem which we can obtain when the functions of the problem are both semismooth and subdifferentiably regular at x*. Of course, the classical sufficiency theorem for C2 functions requires no such qualification and so cannot be a special case of Theorem 3.2. However, as we have remarked above, the proper way to recover the classical theorem is to choose C(d*) = {td*: t ï* 0} for each d*. 
