We prove that, for any integers k, l with k ≥ 3 and k/2 < l ≤ k − 1, there exists a positive real µ such that, for all integers m, n satisfying
Introduction
A hypergraph H consists of a vertex set V (H) and an edge set E(H) whose members are subsets of V (H). For a positive integer k, a hypergraph H is k-uniform if E(H) ⊆ V (H) k , and a k-uniform hypergraph is also called a k-graph.
Let H be a hypergraph. A matching in H is a set of pairwise disjoint edges of H. (If M is a matching in H, we use V (M ) to denote the vertices of H covered by M .) The size of a largest matching in H is denoted by ν(H), known as the matching number of H. A matching in H is perfect if it covers all vertices of H. A matching is nearly perfect in H if it covers all but a constant number of vertices. Moreover, a matching in a k-graph is near perfect if it covers all but at most k vertices.
We are interested in degree conditions for the existence of a nearly perfect matching in a hypergraph. Let H be a hypergraph. For any T ⊆ V (H), we use d H (T ) to denote the degree of T in H, i.e., the number of edges of H containing T . Let l be a non-negative integer. Then δ l (H) := min d H (T ) : T ∈ V (H) l is the minimum l-degree of H. δ 1 (H) is often called the minimum vertex degree of H and δ k−1 (H) is known as the minimum codegree of H. Note that δ 0 (H) is the number of edges in H.
Bollobás, Daykin, and Erdős [5] considered minimum vertex degree conditions for matchings in k-graphs. They proved that if H is a k-graph of order n ≥ 2k 2 (m + 2) and δ 1 (H) > n−1 k−1 − n−m k−1 then ν(H) ≥ m. For 3-graphs, Kühn, Osthus, and Treglown [17] and, independently, Khan [14] proved the following stronger result: There exists n 0 ∈ N such that if H is a 3-graph of order n ≥ n 0 , m ≤ n/3, and δ 1 (H) > n−1 2 − n−m 2 , then ν(H) ≥ m.
Rödl, Ruciński, and Szemerédi [21] determined the minimum codegree threshold for the existence of a perfect matching in a k-graph. Treglown and Zhao [23, 24] extended this result to include l-degrees with k/2 ≤ l ≤ k − 2. Hàn, Person, and Schacht [12] considered the minimum l-degree condition for perfect matchings when 1 ≤ l ≤ k/2. In particular, they showed that if H is a 3-graph and δ 1 (H) > (1 + o(1)) 5 9 |V (H) | 2 then H has perfect matching.
For near perfect matchings, Han [11] proved a conjecture of Rödl, Ruciński, and Szemerédi [21] that, for n ≡ 0 (mod k), the co-degree threshold for the existence of a near perfect matching in a k-graph H is ⌊n/k⌋. This is much smaller than the co-degree threshold (roughly n/2) obtained by Rödl, Ruciński, and Szemerédi [21] for perfect matchings.
For nearly perfect matchings, Hàn, Person, and Schacht [12] proved the following result: For any integers k > l > 0 there exists n 0 ∈ N such that for all n > n 0 with n ∈ kZ and for every n-vertex k-graph H with δ l (H) ≥ k − l k n k − l + k k+1 (ln n) 1/2 n k−l−1/2 , H contains a matching covering all but (l − 1)k vertices. Our main result improves this bound for the range k/2 < l ≤ k − 1, by providing an exact l-degree threshold for the existence of a matching covering all but at most (k − l)⌈(k − l)/(2l − k)⌉ + k − 1 vertices. Theorem 1.1. For any integers k, d satisfying k ≥ 3 and k/2 < d < k − 1 (or d = k − 2), there exists a positive real µ such that, for all integers m, n satisfying When l ≥ 2k/3, we have (k − l)/(2l − k) ≤ 1. Moreover, if n ≡ r (mod k) with 0 ≤ r < k and r + l ≥ k then we can apply Theorem 1.1 with m = ⌈n/k⌉ − 2 and conclude that H has a matching covering all but at most k vertices. In general, if the interval [n/k − 2, n/k − 1 − (1 − l/k) ⌈(k − l)/(2l − k)⌉] contains an integer, then by letting m to be that integer, Theorem 1.1 implies that H has a near perfect matching.
The bound on δ l (H) in Theorem 1.1 is best possible. To see this, consider the kgraph H k k (U, W ), where U, W is a partition of V (H k k (U, W )) and the edges of H k k (U, W ) are precisely those k-subsets of V (H k k (U, W )) intersecting W at least once. For integers k, l, n with k ≥ 2 and 0 < l < k and for large n, δ l (H k k (U, W )) = n−l k−l − (n−l)−|W | k−l and the matching number of H k k (U, W ) is |W |. Thus, the bound on δ l (H) in Theorem 1.1 is best possible (by letting |W | = m).
We need to extend the definition of H k k (U, W ) to H s k (U, W ) for all s ∈ [k]. Again, U, W is a partition of V (H s k (U, W )) and the edges of H s k (U, W ) are precisely those k-subsets of V (H s k (U, W )) intersecting W at least once and at most s times. To prove Theorem 1.1, we consider two cases based on whether or not H is "close" to H k−l k (U, W ) for some partition U, W of V (H).
Given two hypergraphs H 1 , H 2 and a real number ε > 0, we say that H 2 is ε-close to H 1 if V (H 1 ) = V (H 2 ) and |E(H 1 )\E(H 2 )| ≤ ε|V (H 1 )| k .
We first consider the case when V (H) has a partition U, W with |W | = m such that H is close to H k−l k (U, W ). If every vertex of H is "good" (to be made precise later) with respect to H k−l k (U, W ) then we find the desired matching by a greedy argument. Otherwise, we find the desired matching in two steps by first finding a matching M ′ such that every vertex in H − V (M ′ ) is good, thereby reducing the problem to the previous case.
For the case when H is not close to H k−l k (U, W ) for any partition U, W of V (H) with W | = m, we will see that H does not have sparse set of very large size and we will use the following approach of Alon, Frankl, Huang, Rödl, Ruciński, and Sudakov [1]:
• Find a small absorbing matching M a in H,
• find random subgraphs of H − V (M a ) with perfect fractional matchings (see Section 4 for definition),
• use those random subgraphs and a theorem of Frankl and Rödl to find an almost perfect matching M ′ in H − V (M a ) (see Lemma 5.7), and
• use the matching M a to absorb the remaining vertices in
To find a perfect fractional matching in certain random subgraphs of H − V (M a ) we need to prove a stability version of a result of Frankl [8] on the Erdős matching conjecture [6] , which might be of independent interest. We also need to use the hypergraph container result of Balogh, Morris, and Samotij [3] to bound the independence number of a random subgraph of H. Our paper is organized as follows. In Section 2, we prove Theorem 1.1 for k-graphs H that are ε-close to H k−l k (U, W ) (for any ε < (8 k−1 k 5(k−1) k!) −3 ). In fact, in this case, we prove a more general result about degree threshold for matchings of any size less than n/k. In Section 3, we prove an absorbing lemma that ensures the existence of a small matching M a in H such that for any small set S, the subgraph of H induced by V (M a ) ∪ S has a nearly perfect matching. This is done by a standard second moment method. In Section 4, we show that if a k-graph does not have very large independence number but has large minimum l-degree then it has a perfect fractional matching. This is done by proving a stability version of a result of Frankl. In Section 5, we will see that we can control the independence number of a H when H is not close to H k−l k (U, W ) for any partition U, W of V (H) with |W | = m (see Lemma 5.3) , which also allows us to apply the hypergraph container result to control the independence number of random subgraphs of H − V (M a ). We find random subgraphs of H − V (M a ) with perfect fractional matchings and use them to find an almost perfect matching in H − V (M a ), using the approach in [1] which reduces the problem to a result of Frankl and Rödl [10] (see Lemma 5.1). In Section 6, we complete the proof of Theorem 1.1 by applying the absorbing lemma from Section 3 to convert the almost perfect matching to the desired matching. We also show how our proof implies a result on perfect matchings in 3-graphs proved by Kühn, Osthus, and Treglown [17] and, independently, Khan [14] .
We end this section with additional notation and terminology. For any positive integer n, let [n] := {1, . . . , n}. Let H be a hypergraph. For S ⊆ V (H), we use H − S to denote the hypergraph obtained from H by deleting S and all edges of H with a vertex in S, and we use H[S] to denote the hypergraph with vertex set S and edge set {e ∈ E(H) : e ⊆ S}. 2 Hypergraphs close to H k−l k (U, W )
In this section, we prove Theorem 1.1 for the case when H is close to H k−l k (U, W ) for some partition U, W of V (H) with |W | = m. Actually, in this case we prove a more general statement by considering the existence of an (m + 1)-matching in H for all m ≤ n/k − 1. However, in the case when m ≤ n/(2k 4 ), we do not require H to be close to H k−l k (U, W ) or l > k/2. Note that e(H) ≥ δ l (H) n l / k l , and
where the last inequality holds because m ≤ n/(2k 4 ). Thus we have
Note that
Hence, by induction hypothesis, H − v has a matching of size m, say M ′ . The number of edges of H containing v and intersecting V (M ′ ) is at most km n−2 k−2 . Since n ≥ 2k 4 m,
Thus H − V (M ′ ) contains an edge e such that v ∈ e. Now M ′ ∪ {e} is a matching in H of size m + 1.
For the case when m > n/(2k 4 ), we use the structure of H k−l k (U, W ) to help us construct the desired matching in H. First, we prove a lemma for the case where, for each vertex v ∈ V (H), only a small number of edges of H k−l k (U, W ) containing v do not belong to H.
Let H be a k-graph and let U, W be a partition of V (H) and let n = |U | + |W |. Given real number α with 0 < α < 1, a vertex v ∈ V (H) is called α-good with respect to
and, otherwise, v is called α-bad. This notion quantifies the closeness of H to H k−l k (U, W ) at a vertex. Clearly, if H is ε-close to H k−l k (U, W ), then the number of α-bad vertices in H is at most kεn/α.
Note that in the statement of the lemma below we use m ≥ n/(2k 5 ) for its application in the proof of Lemma 2.3, rather than m ≥ n/(2k 4 ) as opposed to Lemma 2.1.
Lemma 2.2. Let k, l, m, n be integers and α be a positive real, such that k ≥ 3, l ∈ [k − 1], α < (8 k−1 k 5(k−1) k!) −1 , n ≥ 8k 6 , and n/(2k 5 ) < m ≤ n/k. Suppose that H is a k-graph and U, W is a partition of V (H) such that |W | = m, |U | = n − m, and every vertex of H is α-good with respect to H k−l k (U, W ). Then ν(H) ≥ m.
Proof. We find a matching of size m in H using those edges intersecting W just once. Let M be a maximum matching in H such that |e ∩ W | = 1 for each e ∈ M , and let t = |M |. We may assume t < m; or else the desired matching exists.
contradicting the assumption that x is α-good.
Since t < m ≤ n/k and |e ∩ W | = 1 for each e ∈ M , there exists a k-set S = {u 1 , . . . , u k } ⊆ V (H)\V (M ) such that u k ∈ W and S \{u k } ⊆ U . Since m ≥ n/(2k 5 ) > 2k, we have t ≥ m/2 > k.
Arbitrarily choose k − 1 pairwise distinct edges e 1 , . . . , e k−1 from M and write e i :=
where the addition in the subscripts is modulo k (except that we write k for 0). Then 
Thus there exists u j ∈ S such that
contradicting the assumption that u j is α-good with respect to H k−l k (U, W ). The next lemma takes care of Theorem 1.1 for the case when m > n/(2k 4 ) and H is ε-close to H k−l k (U, W ). We treat those vertices that are not √ ε-good separately by finding two matchings covering those vertices (in two steps, and using Lemma 2.1), and then, Lemma 2.2 will be used to find a matching covering the remaining vertices. 
Let c := |W bad |, V 1 := U ∪ W bad , and W 1 := W \ W bad . Note that possibly c = 0 and W bad = ∅. We deal with vertices in W 1 later since at those vertices H and H k−l k (U, W ) are "close". We claim that To see this, let s be the maximum number of edges in H intersecting W 1 and containing a fixed l-set in V 1 . Then s ≤ n−l k−l − n−l−(m−c)
Since n/(2k 4 ) < m < n/k ≤ n/3, we have n − m + c > 2m + c > n/k 4 
. Next, we cover U bad ∪ W bad with two matchings in H 1 , which use edges intersecting W 1 at most once. First note that, for each l-set S ⊆ V 1 \ V (M 1 ), H 1 has lots of edges containing S and intersecting W 1 just once, or H 1 has lots of edges of containing S and contained in V 1 \ V (M 1 ). More precisely, we show that
We partition B into q disjoint l-sets B 1 , . . . , B q and we may assume, by (2) , that, for some 
, and e h+1 ∩ h j=1 e j = ∅. Since q 1 ≤ q ≤ k √ εn, we may continue this process
Suppose that we have chosen e 1 , . . . , e q 1 , . . . , e s for some
. In order to apply Lemma 2.2, we find a matching (4) and (5) below.
(4) There exists a matching
We consider two cases.
In this case, we construct the matching M 23 as follows. Suppose for some
This process works as long as t ≤ q − q 1 . Thus, we have a matching M 23 
Note that |M 23 | = |M 22 |, and note that
Hence, we have
< 0 (since n is large and ε is small)
, each containing exactly two vertices in W 1 . Note that this can be done, because
Clearly, each f i contains either two or three vertices from W 1 . Thus, there exists some
Therefore,
It is easy to see that the same calculations in Case 1 also allow us to conclude that
Now suppose n ∈ kZ and m = n/k − 1. Then
Thus,
Hence, by (4) and (5), it follows from Lemma 2.2 that there is a matching
An absorbing Lemma
A typical approach for finding large matchings in a dense k-graph H is to find a small matching M a in H such that, for each small set
has a large matching (e.g., an almost perfect matching). Such a matching M a is known as an absorbing matching, often found by applying the second moment method. This approach was initiated by Rödl, Ruciński, and Szemerédi [20] .
Let Bi(n, p) be the binomial distribution with parameters n and p. The following lemma on Chernoff bound can be found in Alon and Spencer [2] (page 313, also see [18] ).
Then, for any 0 < δ ≤ 1,
In particular, when X ∼ Bi(n, p) and λ < 3 2 np, then
Our objective in this section is to prove a single absorbing lemma for k-graphs with large l-degrees for the entire range k/2 < l < k. Thus, given positive integers k, l such that k/2 < l < k, we consider positive integers a, h satisfying h ≤ l and al ≥ a(k − l) + (k − h). Note that when l > k/2, a = k − l and h = l always satisfy these requirements.
We will frequently use the following fact: For integers 0 ≤ l ′ < l < k and any k- For j ∈ [a], since d H (R j ) ≥ δ l (H) ≥ c n−l k−l , we have, for large n,
, and let T = a+1 i=1 T i . Next, we form an R-absorbing set Q by extending the set T to a matching of size a. We
. Such a partition exists since |T | = a(k − l) + (k − h) ≤ al (by assumption). Similar to the arguments in the previous paragraph, we can show that there exist
This means that there are more than c
Then Q is the vertex set of a matching of size a in H. Hence Q is an R-absorbing set.
Note that each such ak-set Q can be produced at most (ak)! times by the above process, and recall that a i=1 |T ′ i | = a(k − l) + (k − h). Hence, for large n (compared with k), we have 
Let t ≥ 0 be maximal such that we have sets S 0 , . . . , S t , (al + h)-sets R 0 , . . . , R t , disjoint ak-sets Q 0 , . . . , Q t , pairwise disjoint matchings M 0 , . . . , M t in H, such that |S t | ≥ al + h and, for i
] has a matching M t+1 with |M t+1 | = a + 1. We obtain a contradiction to the maximality of t. Thus, M is the desired matching.
Fractional perfect matchings
A fractional matching in a k-graph H is a function w : E → [0, 1] such that for any v ∈ V (H), {e∈E:v∈e} w(e) ≤ 1. A fractional matching is called perfect if e∈E w(e) = |V (H)|/k. Any set I ⊆ V (H) that contains no edge of H is called an independent set in H. We use α(H) to denote the size of a largest independent set in the hypergraph H.
In this section, we show that for any ε > 0 and ρ > 0 with ρ ≪ ε, if an n-vertex k-graph H has α(H) ≤ (1 − 1/k − ε/5)n and δ l (H) > n−l k−l − n−l−m k−l − ρn k−l , then H admits a prefect fractional matching. The reason for the term −ρn k−l is because we will consider a hypergraph obtained from the hypergraph in Theorem 1.1 by removing the vertices of an absorbing matching (see Lemma 3.2). When α(H) > (1 − 1/k − ε/5)n and δ l (H) > n−l k−l − n−l−m k−l − ρn k−l , H is close to H k−l k (U, W ) as will be shown in Section 5 (see Lemma 5.3), and, hence, can be taken care of by results in Section 2.
To find a perfect fractional matching in a k-graph H that is not close to H k−l k (U, W ) for any partition U, W of V (H) with |U | = n − m and |W | = m, we need to consider matchings in the "link" graph of an l-set in a related k-graph, which is a (k − l)-graph. This is related to the following well known conjecture of Erdős [6] on matchings in uniform hypegraphs: If F is a k-graph on n vertices and ν(F ) = s, then e(F ) ≤ max n k − n−s k , ks+1 k .
Frankl [8] proved that if n ≥ (2s + 1)k − s then e(F ) ≤ n k − n−s k with equality if and only if H is isomorphic to H k k (U, W ), with |W | = s and |U | = n − s. Very recently, Frankl and Kupavskii [9] further improved the lower bound to n ≥ (5k/3 − 2/3)s for large s.
For our purpose, we need a stability version of Frankl's result mentioned above in order to deal with the case when e(H) > n k − n−s k − ρn k (due to the removal of the vertex set of an absorbing matching).
Ellis, Keller, and Lifshitz [7] recently proved the following stability version of Frankl's result, which we state as follows using our notation: For any s ∈ N, η > 0, and ε > 0, there exists δ = δ(s, η, ε) > 0 such that the following holds. Let n, k ∈ N with k ≤ s such that |E(H) \ E(H k k (U, W ))| < ε n−s k . The lower bound on e(H) in the above result of Ellis, Keller, and Lifshitz is too large for our purpose. However, using LP duality we only need to consider "stable" hypergraphs and for such hypergraphs we can prove a better bound on e(H).
For
k with e ≤ f , f ∈ E(H) implies e ∈ E(H). Our proof of a stability version of Frankl's theorem for stable hypergraphs uses the same ideas as in [8] , including the following result from [8] which is an extension of Katona's Intersection Shadow Theorem [13] . 
We can now state and prove the following stability version of Frankl's result on matchings for stable hypergraphs. Note that we allow k = 1. 
, and the assertion of the lemma holds. ✷
We will derive a contradiction to (1) . First, we extend the notation We claim that
To prove (2), it suffices to show
Thus, 
and let p = P(x i = 1) (which is the same for i ∈ [t]). Now |F m+1 | = p n−(m+1) k−1
. So by (1), we have
Thus, it suffices to derive a contradiction to (3) . Note that
This is because
as n − (m + 1) ≥ (1 − 1/(2k))n − 1 and n is large. ✷ Define a bipartite graph G with partition sets M and {F 1 , . . . , F m+1 }, where f j ∈ M is adjacent to F i if, and only if, f j ∈ F i . Note that a matching of size m + 1 in G gives rise to a matching of size m + 1 in H. Thus, ν(G) ≤ m. So by a theorem of König, G has a vertex cover of size m, say T . Let x = |T ∩ M|; then |T ∩ {F 1 , . . . , (2)).
Next we obtain an upper bound on E (h(x, b) ). Using the convexity of h(x, b) (as a function of x over the interval [b, m] ) and the fact that
Thus, (4)).
Hence, combining the above bounds on E(h(x, b)), we have
Thus, Remark. In the proof of Lemma 4.2 we require m ≤ n/(2k) (e.g., when we define t and M before (3)). We will see in Section 6, we can replace it with n/2 − 1 when k = 3 and l = 1. We conclude this section by proving the existence of a perfect fractional matching in a uniform hypergraph whose independence number is not too large (as otherwise such hypergraphs would be close to H k−l k (U, W )). . Since H ′ is stable, G is also stable. We may assume that
For, otherwise, let f 1 , . . . , f n/k be a matching in G. Now [n] \ n/k i=1 f i is a set of size (n/k)l and, hence, can be partitioned into l-sets, say S 1 , . . . , S n/k . Since H ′ is stable and
We may also assume that
For, suppose l = k − 1. Then G is a 1-graph. Since H ′ is stable and e(G) ≥ δ k−1 (H) ≥ n/k − ⌈ξn⌉, the first n/k − ⌈ξn⌉ vertices of G are edges of G.
Note that H ′ − [n/k − ⌈ξn⌉] has n − n/k + ⌈ξn⌉ vertices. Since α(H) ≤ (1 − 1/k − ε/5)n, H ′ − [n/k − ⌈ξn⌉] has an edge. In fact, since ξ < (ε/5) 2 (3k) −4(k−l) , we can greedily find pairwise disjoint edges f 1 , . . . , f ⌈ξn⌉ in
, form a matching in H ′ . These edges and {f 1 , . . . , f ⌈ξn⌉ } form a perfect matching in H ′ . ✷ Let η = ε/(5k) and let t = n/k − ⌊ηn⌋. For i ∈ [n], we use d G (i) to denote the degree of i in G. We claim that
as ξ < (ε/5) 2 (3k) −4(k−l) . Hence G is not √ ξ-close to H k−l k−l ([n] \ [n/k], [n/k]). However, since G is stable and n/k ≤ n/(2(k − l)) (as l ≥ k/2), we may apply Lemma 4.2 with n/k, k − l, ξ as m, k, ξ, respectively. So ν(G) ≥ n/k, contradicting (1). ✷ Then, since H is stable,
Remark. When we apply Lemma 4.2 in the end of the proof of (3), we require l ≥ k/2 so that n/k ≤ n(2(k − l)) (which amounts to m ≤ n/(2k) in Lemma 4.2). This is not necessary when k = 3 and l = 1, as we can use Lemma 6.3 (see Section 6) which is the same as Lemma 4.2 except with m ≤ n/(2k) = n/4 replaced by m ≤ n/2 − 1.
Almost perfect matchings
To complete the proof of Theorem 1.1, we need to consider n-vertex k-graphs H that are not close to H k−l k (U, W ) for any partition U, W of V (H) with |W | = m and |U | = n − m. This will be done using the approach in Alon et al. [1] to find random subgraphs of H and use them to find an almost perfect matching in H.
We first use the absorbing lemma in Section 3 to find a small matching M a in H such that for any small set S ⊆ V (H), H[V (M a ) ∪ S] has a nearly perfect matching. We then find an almost perfect matching in H − V (M a ) (see Lemma 5.7), and use M a to absorb the unmatched vertices. To find this almost perfect matching in H − V (M a ), we will find an almost regular subgraph of H with bounded maximum 2-degree, so that the following result of Frankl and Rödl [10] can be applied. For any positive integer l, we use ∆ l (H) to denote the maximum l-degree of H.
Lemma 5.1 (Frankl and Rödl, 1985) . For every integer k ≥ 2 and any real ε > 0, there exist τ = τ (k, ε) and d 0 = d 0 (k, ε) such that, for every n ≥ D ≥ d 0 the following holds: Every k-graph on n vertices with (1 − τ )D < d H (v) < (1 + τ )D and ∆ 2 (H) < τ D contains a matching covering all but at most εn vertices.
In order to find a subgraph in a k-graph satisfying conditions in Lemma 5.1, we use the same two-round randomization technique as in [1] . The only difference is that in the first round, we also need to bound the independence number of the subgraph (in order to deal with hypergraphs not close to H k−l k (U, W )), which we were not able to do using the second moment method alone. Here we use the hypergraph container result of Balogh et al. [3] . (A similar result is proved independently by Saxton and Thomason [22] .) To state that result, we need additional terminology.
A family F of subsets of a set V is said to be increasing if, for any A ∈ F and B ⊆ V , A ⊆ B implies B ∈ F. Let H be a hypergraph. We use v(H), e(H) to denote the number of vertices, number of edges in H, respectively, and use I(H) to denote the collection of all independent sets in H. Let ε > 0, and F be a family of subsets of V (H). We say that H is (F, ε)-dense if e(H[A]) ≥ εe(H) for every A ∈ F. We use F to denote the family consisting of subsets of V (H) not in F. 
It is easy to see that Hence,
Note that for S ∈ A l , d H 0 (S) = n−l k−l − n−l−m k−l and, hence, d H 0 (S) − d H (S) < ρ ′ n k−l by the assumption on δ l (H). Hence,
a contradiction.
We now use Lemma 5.2 to show that one can control, with high probability, the independence number of a subgraph of a k-graph induced by a random subset of vertices. ≤C , |S| ≤ Cn C and, hence,
We claim that |T | < αn + C for all T ∈ T . To see this, let T = F ∪ S for some F ∈ f (S) and S ∈ S. By definition, F ∈ F and, hence, e(H[F ]) < ε ′ e(H). Since e(H[S]) ≥ ε ′ e(H) for any S ⊆ V (H) with |S| ≥ αn, we have |F | < αn. Therefore, |T | ≤ |F | + |S| < αn + C.
We wish to apply Lemma 3.1 and, hence, we need to make sets in T slightly larger. Take an arbitrary map h : T → V (H) ⌊αn+C⌋ such that T ⊆ h(T ) for all T ∈ T , and let T ′ = h(T ). Then
Note that for each fixed T ′ ∈ T ′ , we have |R ∩ T ′ | ∼ Bi |T ′ |, n −0.9 and E(|R ∩ T ′ |) = n −0.9 |T ′ | = ⌊αn + C⌋n −0.9 . We apply Lemma 3.1 to |R ∩ T ′ | by taking λ = γn 0.1 , where γ is given and γ ≪ α. Then
So with probability at most e −Ω(n 0.1 ) , we have |R ∩ T ′ | ≥ n −0.9 |T ′ | + λ; hence, |R ∩ T ′ | ≥ (α + γ + C/n)n 0.1 with probability at most e −Ω(n 0.1 ) . Therefore, with probability at most C 2 n 2C e −Ω(n 0.1 ) (from union bound), there exists some T ′ ∈ T ′ such that |R ∩ T ′ | ≥ (α + γ + C/n)n 0.1 . Hence, with probability at least
It remains to show that, conditioning on that |R ∩ T ′ | < (α + γ + C/n)n 0.1 for all
Hence, α(H[R]) ≤ (α + γ + C/n)n 0.1 , with probability at least 1 − C 2 n 2C e −Ω(n 0.1 ) .
The following result is the outcome of the first round of the two-round randomization procedure in [1] . We summarize this round as a lemma (see the proof of Claim 4.1 in [1] ) and outline a proof, since we need to make some small modifications. Here we adopt the notation in [1] .
Lemma 5.5. Let k > d > 0 be integers with k ≥ 3 and let H be a k-graph on n vertices. Take n 1.1 independent copies of R and denote them by R i , 1 ≤ i ≤ n 1.1 , where R is chosen from V (H) by taking each vertex uniformly at random with probability n −0.9 and then deleting less than k vertices uniformly at random so that |R| ∈ kZ. For each S ⊆ V (H), let Y S := |{i : S ⊆ R i }| and DEG i S := |N H (S) ∩ R i |. Then with probability at least 1 − o(1), all of the following statements hold: 
Proof. Note that the removal of less than k vertices does not affect (i) to (iv). Also note that |Y S | ∼ Bi(n 1.1 , n −0.9|S| ) for S ⊆ V (H). Thus, E(|Y {v} |) = n 0.2 for v ∈ V (H), and it follows from Lemma 3.1 that
Hence (i) holds with probability at least 1 − e −Ω(n 0.1 ) . To prove (ii), let
and for k ≥ 3, let
Then E(Z 2 ) < n 2 (n 1.1 ) 3 (n −0.9 ) 6 = n −0.1 and E(Z k ) < n k (n 1.1 ) 2 (n −0.9 ) 2k = n 2.2−0.8k ≤ n −0.2 (for k ≥ 3). By Markov's inequality,
Thus (ii) and (iii) hold with probability at least 1 − n −0.1 and 1 − n −0.2 , respectively. By Lemma 3.1 (with λ = n 0.095 ), we have
for each i. Thus by union bound, (iv) holds with probability at least 1 − n 1.1 e −Ω(n 0.09 ) . Next, we prove (v). Conditioning on |R i | − n 0.1 < n 0.095 for all i and using the assumption that , 0 < µ ≪ ρ ′ , n/k − µn ≤ m ≤ n/k, and n is large, we have
In particular E(DEG i D ) = Ω(n 0.1(k−d) ).
We apply Janson's Inequality (Theorem 8.7.2 in [2] ) to bound the deviation of DEG i D . Write DEG i D = e∈N H (D) X e , where X e = 1 if e ⊆ R i and X e = 0 otherwise. Then
and, thus, ∆ = O(n 0.1(2(k−d)−1) ). By Janson's inequality, for any γ > 0, Since ξ ≥ 2ρ ′ , by taking γ small, the union bound shows that, with probability at least 1 − n d+1.1 e −Ω(n 0.1 ) ,
Thus, it follows from (4) that (v) holds with probability at least (1 − n 1.1 e −Ω(n 0.1 ) )(1 − n d+1.1 e −Ω(n 0.1 ) ) > 1 − (n 1.1 + n d+1.1 )e −Ω(n 0.1 ) .
Hence, it follows from union bound that, with probability at least 1 − e −Ω(n 0.1 ) − n −0.1 − n −0.2 − n 1.1 e −Ω(n 0.09 ) − (n 1.1 + n d+1.1 )e −Ω(n 0.1 ) = 1 − o(1),
We summarize the second round randomization in [1] as the following lemma (again, see the proof of Claim 4.1 in [1] ).
Lemma 5.6. Assume R i , i = 1, . . . , n 1.1 , satisfy (i)-(v) in Lemma 5.5, and that each R i has a perfect fractional matching w i . Then there exists a spanning subgraph H ′′ of H such that d H ′′ (v) = (1 + o(1))n 0.2 for each v ∈ V , and ∆ 2 (H ′′ ) ≤ n 0.1 .
We are now ready to show that for an n-vertex k-graph H satisfying the conditions of Theorem 1.1 and not ε-close to H k−l k (U, W ) for any partition U, W of V (H) with |W | = m, after taking away an absorbing matching M a (from Lemma 3.2), the resulting k-graph has an almost perfect matching.
Lemma 5.7. Let k, l be integers such that k ≥ 3 and k/2 ≤ l < k. Let ρ ′ , ε, σ, µ be positive reals such that ρ ′ < ε 2 (3k) −4(k−l) /100 and µ ≤ ε/40. Let n, m be sufficiently large integers such that n/k − µn ≤ m ≤ n/k. Suppose H is a k-graph on n vertices such that δ l (H) ≥ n−l k−l − n−l−m k−l − ρ ′ n k−l , and H is not ε-close to H k−l k (U, W ) for any partition U, W of V (H) with |W | = m. Then H contains a matching covering all but at most σn vertices. Lemma 6.1 (Hàn, Person, and Schacht). Given any γ > 0, there exists an integer n 0 = n 0 (γ) such that the following holds. Suppose that H is a 3-graph on n ≥ n 0 vertices such that δ 1 (H) ≥ (1/2 + 2γ) n 2 . Then there is a matching M in H of size |M | ≤ γ 3 n/3 such that for every set V ′ ⊆ V (H) − V (M * ) with |V ′ | ≤ γ 6 n, there is a matching in H covering precisely the vertices in V ′ ∪ V (M * ).
For the perfect fractional matching part, we need a result of Berge [4] on maximum matchings. For a graph G, we use c o (G) to denote the number of odd components in G. Proof. Since G is stable, we have For, suppose c 2 ≥ 2. Then c 1 ≥ c 2 ≥ 2; so there exist a 1 b 1 ∈ E(C 1 ) and a 2 b 2 ∈ E(C 2 ). If a 1 > a 2 then a 1 b 2 ∈ E(G) by (1), and if a 1 < a 2 then b 1 a 2 ∈ E(G) by (1) . So there is edge between C 1 and C 2 , contradicting the fact that C 1 and C 2 are different components of G − W . ✷ This completes the proof of the lemma.
Thus, using Lemma 6.3 instead of Lemma 4.2 in the end of the proof of (3) for Lemma 4.3, we see that Lemma 4.3 holds in the case when k = 3 and l = 1. Thus, our approach (using Lemma 6.1 instead of Lemma 3.2) gives an alternative proof of the following result of Kühn, Osthus, and Townsend [17] (and independently by Khan [14] ) on perfect matchings in 3-graphs. Theorem 6.4 (Kühn, Osthus, and Townsend; Khan). There exists n 0 ∈ N such that if H is a 3-graph of order n ≥ n 0 , m ≤ n/3, and δ 1 (H) > n−1 2 − n−m 2 , then ν(H) ≥ m.
For the general case, Hàn, Person, and Schacht [12] and, independently, Kühn, Osthus, and Townsend [16] conjectured that the asymptotic l-degree threshold for a perfect matching in a k-graph with n vertices is
The first term (1/2 + o(1)) n−l k−l comes from a parity construction: Take disjoint nonempty sets A and B with ||A| − |B|| ≤ 2, form a hypergraph H by taking all k-subsets f of A ∪ B with |f ∩ A| ≡ |A| (mod 2). The second term is given by the hypergraph obtained from K k n (the complete k-graph on n vertices) by deleting all edges from a subgraph K k n−n/k+1 .
