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Abstract. In this paper we present a new system for segmenting non-
rigid objects in moving camera sequences for indoor and outdoor sce-
narios that achieves a correct object segmentation via global MAP-MRF
framework formulation for the foreground and background classiﬁcation
task. Our proposal, suitable for video indexation applications, receives
as an input an initial segmentation of the object to segment and it con-
sists of two region-based parametric probabilistic models to model the
spatial (x,y) and color (r,g,b) domains of the foreground and background
classes. Both classes rival each other in modeling the regions that appear
within a dynamic region of interest that includes the foreground object
to segment and also, the background regions that surrounds the object.
The results presented in the paper show the correctness of the object
segmentation, reducing false positive and false negative detections origi-
nated by the new background regions that appear near the region of the
object.
Keywords: Object segmentation, SCGMM, moving camera sequences,
video indexation.
1 Introduction
Objects segmentation and tracking in moving camera scenarios is of main in-
terest on several high level computer vision applications like human behavior
analysis or video sequence indexation among others, where a speciﬁc segmenta-
tion of the object, previously determined by the user, is needed. This kind of
scenarios are the most common in video recordings, but present a special chal-
lenge for objects segmentation due to the presence of relative motion concerning
the camera observer point and the foreground object to segment, which causes
a non-stationary background along the sequence. Therefore, this scenario diﬀers
from ﬁxed camera ones, where an exact background can be learned at a pixel-
wise level [1,2] and ﬁxed camera with constrained motion scenarios, typical of
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surveillance cameras with a programmed camera path, which can be considered
as a static mosaic from the dynamic scenes [3]. Instead, moving camera scenar-
ios present a more diﬃcult framework due to the impossibility of applying well
known pixel-wise techniques for computing the background subtraction, and it
has led to the publication of several new proposals that addresses this topic in the
last few years. [4] presents a review of the most recent background segmentation
systems.
The diﬀerent techniques proposed in previous works can be grouped into three
classes:
-Techniques based on camera motion estimation. These methods compute
camera motion and, after its compensation, they apply an algorithm deﬁned for
ﬁxed camera. [5] uses frame diﬀerencing and active contour models to compute
the motion estimation. In [6], the authors apply background subtraction us-
ing the background obtained through mosaicing numerous frames with warping
transforms, while [7] proposes a multi-layer homography to rectify the frames and
compute pixel-wise background subtraction based on Gaussian Mixture Model.
-Methods based on motion segmentation. In these methods the objects are
mainly segmented by analyzing the image motion on consecutive frames. [8]
proposes to use image features to ﬁnd the optic ﬂow and a simple representation
of the object shape. [9] proposes a semi-automatic segmentation system where,
after a manually initialization of the object to segment, a motion-based segmen-
tation is obtained through region growing algorithm. In [10] an approach based
on a color segmentation followed by a region-merging on motion through Markov
Random Fields is proposed.
-Based on probabilistic models: the objects to segment are modeled using
probabilistic models that are used to classify the pixels belonging to the ob-
ject. [11] proposes a non parametric method to approximate, in each frame, a
p.d.f. of the objects bitmap, estimating the maximum a posteriori bitmap and
marginalizing the p.d.f over all possible motions per pixel.
The main weakness of the systems based on motion estimation is the diﬃ-
culty to estimate the object or camera motion correctly and the impossibility of
subtracting the background when dynamic regions are present, which produces
many false positive detections. On the other hand, proposals based on using fore-
ground object probabilistic models present a more robust segmentation, but can
lead to segmentation errors when the close background presents similar regions
to the object.
In this paper we propose a new technique for object segmentation in moving
camera scenarios that deals with the last group of segmentation methods based
on probabilistic models. We propose to use a region-based parametric probabilis-
tic model, the Spatial Color Gaussian Mixture Model (SCGMM) to model not
only the foreground object to segment, but also the close-background regions
that appear surrounding the object, allowing, in this manner, a more robust
classiﬁcation of the pixels into foreground and background classes. The use of
this novel technique achieves a correct segmentation of the foreground object
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via global MAP-MRF framework for the foreground (fg) and background (bg)
classiﬁcation task.
The remainder of the paper is organized as follows. Section 2 describes the
scene motion model that we propose to deﬁne the context of our proposal. Section
3 shows the proposed object segmentation system. Finally, some results and
conclusions are presented in Section 4 and Section 5 respectively.
2 Motion Model System
The main strategies of the state of the art to achieve the segmentation of a
certain object in a moving camera scenario, focus on analyzing two main factors:
the scene motion between frames and the object characteristic features. These
proposals are based on the principle that this kind of sequences present two
diﬀerent motions corresponding to the camera and to the object to segment.
We propose a new framework to solve the segmentation problem. Consider a
moving camera sequence, where the camera performs some movements of trans-
lation, rotation and zoom and the object to segment is also moving inside the
scene, changing also its orientation and making some rotations.
We will consider that the camera translation and rotation eﬀects, together
with the object orientation and translation changes are equivalent to consider a
background motion behind the object to segment.
Therefore, using a dynamic region of interest, centered in the object detection
obtained in the previous image, we will consider that the background is a plane
located behind the object to segment, which suﬀers some spatial modiﬁcations
along the sequence and where new background regions appear in the limits of
the image (usually due to camera displacements).
To perform the segmentation we will use two probabilistic models: One to
model the foreground object to segment, and another to model the background
that is surrounding the object, with the objective that the background model
assumes the new background regions that appear close to the object, achieving
a robust classiﬁcation process of the pixels among the two classes. Both models
must also be ﬂexible to assume possible camera zoom and object rotations that
occur along the sequence.
3 Proposal
The scene model that we use, allows several spatial transformations: camera
zoom, foreground object rotations and background rotation and translation. We
propose a versatile segmentation system that allows us to overcome all these
situations, which consists of two separated parametric models to model the
foreground object to segment and the close background that envelopes the ob-
ject. For this purpose, we will use the Spatial Color Gaussian Mixture models
(SCGMM) [12], which have proved to work eﬃciently in most considered sce-
narios [14,15]. The system works as follows:
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At the beginning, the system needs an input mask of the object that we want
to segment. This region mask can be obtained via manually segmentation or
using any segmentation tool, and it is used to:
– Deﬁne the dynamic Region of Interest of the object, deﬁned as the bounding
box that encloses the object with a percentage of close background.
– Initialize the foreground and the close background SCGMM that appear
inside the already deﬁned objects’ ROI.
For each frame of the sequence, there is a three steps process: Classiﬁcation of
each pixel inside the bounding box according to the foreground and background
models deﬁned from the previous frame, updating of each model using the results
obtained from the classiﬁcation step and redeﬁnition of the ROI according to
the resultant foreground object segmentation. Figure 1 shows the overall work


















Fig. 1. Work ﬂow of the proposed system
3.1 Dynamic Region of Interest
According to the motion model that we have deﬁned, we propose to make a
local foreground object segmentation. We deﬁne the background model within
a dynamic bounding box surrounding the foreground object. This neighborhood
is deﬁned according to some constraints of computational cost, and accuracy in
the background modeling.
The bounding box has to present a certain size that allows the background
model to achieve a correct close background representation in all the boundaries
of the object, allowing all possible movements of the object to segment, but it has
to be small enough to allow a reduced computational cost when updating models
or calculating pixel probabilities. The model used has to be ﬂexible enough to
incorporate new parts of the background that appear around the object as the
camera or the object move along the scene.
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Fig. 2. Dynamic Region of interest over the initialization mask
Thus, the bounding box will be centered at the geometric center of the object,
with the limits of the object to segment plus an oﬀset d that we deﬁne as a
percentage of the largest axis of the ellipse that envelopes the object. 20% yields
correct results in most considered scenarios. Figure 2 show a graphical example
of this bounding box.
3.2 Probabilistic Models
A good segmentation of foreground objects can be achieved if a probabilistic
model for the foreground and also for the close background are constructed.
Hence, we classify the pixels in foreground (fg) and background (bg) classes.
Since in this kind of sequences the foreground and background are constantly
moving and changing, an accurate model at a pixel level is diﬃcult to build and
update. For this reason, we use a region based Spatial Color Gaussian Mixture
Model (SCGMM), as in [12,14,15], because foreground objects and background
regions are better characterized by color and position, and GMM is a parametric
model that describes accurately multi-modal probability.
Thus, the foreground and background pixels are represented in a ﬁve dimen-
sional space. The feature vector for pixel i, zi ∈ R5, is a joint domain-range
representation, where the space of the image lattice is the domain, (x, y), and
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where l stands for each class: l = {fg, bg}, ωk is the mixture coeﬃcient, μk
and Σk are, respectively, the mean and covariance matrix of the k-th Gaussian
distribution, |Σk| is the determinant of matrix Σk. It is commonly assumed
that the spatial and color components of the SCGMM are decoupled, i.e., the
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where s and c stand for the spatial and color features respectively. With such
decomposition, each foreground Gaussian component has the following factorized
form:
Gl(zi, μk, Σk) = G(xi, μk,s, Σk,s)G(vi, μk,c, Σk,c), (1)
where xi ∈ R2 is the pixel’s spatial information and vi ∈ R3 is its color value.
The parameter estimation can be reached via Bayes’ development, with the EM
algorithm [16]. For this estimation an initialization frame is needed, containing
a ﬁrst segmentation of the foreground object.
Initialization. Once we have deﬁned the Bounding box where the foreground
and background models will work, the initialization of both models is done ac-
cording to the object mask that is required as an input.
The number of Gaussians that will compound each model should be slightly
higher than the number of color-spatial regions of the foreground and background
regions that appear within the ROI, to ensure that both classes are correctly
modeled with at least one Gaussian per region. There are several manners to
obtain this number of regions. In our case, we choose to analyze the RGB-
histogram in the following way: Once the foreground and background histograms
are calculated, the number of bins used to deﬁne them are examined to detect the
N ﬁrst bins with higher probability which gather together the 70% of the color
appearance probability. In each class, for each one of these bins, a Gaussian will
be added to the model. In this way, we obtain a model with the correct number
of gaussians to represent the foreground object and the close background regions.
Once the number of Gaussians of each model is deﬁned, we propose a fast
two-steps initialization process that consists in:
– First, place the Gaussian distributions of the foreground and background
models uniformly over the spatial region that corresponds to each model.
We initialize the spatial and color domain of the Gaussians with the values
of the pixels that are located within the region assigned to each Gaussian.
Figure 3 displays a graphical and self-explicative example.
– Next,for each class, we use the Expectation Maximization (EM) algorithm
([16]) in the overall ﬁve dimensional domain with the color-spatial informa-
tion obtained from all the pixels belonging to the class we are analyzing, and
located inside the ROI. This algorithm helps us to adjust the parameters of
each Gaussian Mixture Model in the color and spatial domain, μc,s and Σc,s
of each model obtaining iteratively a maximization of the likelihood. Thanks
to the spatially uniform distribution of the Gaussians, the initialization re-
quires a few EM iterations to achieve the convergence of the algorithm and
therefore, a correct representation of the foreground and background regions.
A ﬁx number of iterations equal to 3 yields correct results. Figure 3 shows
the resultant initialization of the Gaussians in the spatial domain.
Updating. We assume a scene with moving background, moving foreground
object as well as possible zoom eﬀects of the camera, where new color-spatial
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Fig. 3. Initialization process. From left to right: spatially uniform distribution of the
Gaussians, Foreground Gaussians after EM iterations and Background Gaussians after
EM iterations. The spatial domain representation of the foreground Gaussians is in red
color, background Gaussians are in green color.
regions of background and foreground classes inside the Region of Analysis ap-
pear in each frame. Thus, the spatial components of each Gaussian Mixture and
also, the color ones, need to be updated after the classiﬁcation in foreground
and background of each frame. The complete updating of both classes in the
spatial and color domains could lead to False Positives error propagation if the
foreground regions present similar colors to the background.
Thus, we propose a two-steps updating for each model that allows a correct
spatial domain updating and a conditional color updating which introduces new
color regions to the model depending on the degree of similarity between the
foreground and background models. The two steps updating is as follows:
Spatial Domain Updating: The pixels classiﬁed as foreground and back-
ground, form a mask that is used for the updating of each class respectively.
In this step, only the spatial components of the Gaussian Mixture are updated
([14]). As it is proposed in [17], we assign each pixel to the Gaussian k that
maximizes:
P (k|zi, l) = ωkGl(zi, μk, σk)∑
k ωkGl(zi, μk, σk)
(2)
the denominator is the same for all the classes and can be disregarded.
Once each pixel has been assigned to a Gaussian, the spatial mean and covari-
ance matrix of each Gaussian are updated with the spatial mean and variances
of the region that it is modeling.
Also, in order to achieve a better adaptation of the model into the shape, we
propose a Gaussian split criterion according to the spatial size of the Gaus-
sian. The Gaussians that accomplish the following expression are split into
two smaller Gaussians in the direction of the eigenvector associated to the
largest eigenvalue, λmax: λmax > χ, where χ is a size threshold. In our tests,
χ = max(objectheight, objectwidth)/4 yields correct results.
Color Domain Updating: Once the spatial components of the Gaussians have
been updated, we update the foreground model according to the color domain.
For each foreground and background Gaussian, we check if the data that it is
modeling (according to the pixels assigned to this Gaussian) follows a Gaussian
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distribution. The multidimensional Kolmogorov-Smirnov test ([18]) can be used
for this aim. Otherwise, simple tests based on distances can be applied to the
pixels assigned to a Gaussian in order to compute the percentage of these pixels
that are well described by the Gaussian.
– If the data follows a Gaussian distribution, only one Gaussian is needed
to model these pixels. In this situation, we ﬁrst analyze whether a color
updating is needed, comparing the Gaussian distribution in analysis with
the Gaussian distribution that better models the data. This comparison can
be made via Kullback-Leibler divergence ([19]) or with simple tests that
compare, for pixel i, each component c of the mean values (μ1 and μ2) of
the two distributions in relation with their variances (σ21 and σ
2
2),
‖μ1,c − μ2,c‖2 < min(k2σ21,c, k2σ22,c), (3)
where k is a decision constant (we use k = 2.5). Index 1 and index 2 denote
the Gaussian distributions that we want to compare. In this case, index 1
denotes the Gaussian distribution of the foreground model and index 2 de-
notes the Gaussian distribution that better models the data. If the Gaussian
in analysis models correctly the data, no updating is necessary. Otherwise,
the color domain parameters of the Gaussian are replaced by the data ones.
– If not, it means that more than one Gaussian is needed to model these pixels.
Another Gaussian distribution is created, and we use the EM algorithm ([16])
to maximize the likelihood of the data in the spatial and color domains.
In order to increase the robustness of the system, color updating of the fore-
ground and background model is only performed if the Gaussian of the model
in analysis is diﬀerent enough in the color domain from the Gaussians of the
other model that correspond to the same spatial positions. Again, we can apply
Kullback-Leibler divergence or compare the mean value of the distributions. For
instance, we consider that the foreground model can be updated if at least 70%
of the pixels that the new Gaussian represents have a background model that
does not accomplish (3).
3.3 Classification
Once the foreground and background models have been computed at frame t−1,
the labeling can be done for the frame t assuming that we have some knowledge
of foreground and background prior probabilities, P (fg) and P (bg) respectively,
using a Maximum A Posteriori (MAP) decision. The priors can be approximated
by using the foreground and background areas, computed as number of pixels,








A pixel i may be assigned to the class li = {fg,bg} that maximizes P (li|zi) ∝
P (zi|li)P (li) (since P (zi) is the same for all classes and thus can be disregarded).
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Analogously to [12,13,14] we choose to consider the spatial context also for
taking the segmentation decisions, instead of making an individual classiﬁcation
of the pixels. We consider for this aim a MAP-MRF framework in order to take
into account neighborhood information. Then, if we denote by l the labeling
of all pixels of the image: l = {l1, l2, ..., lN}, and by Nbi the four connected









Taking logarithms in the above expression leads to a standard form of the energy
function that is solved for global optimum using a standard graph-cut algorithm
([20]).
4 Results
This section shows some tests to evaluate the quality and robustness of the sys-
tem proposed 1. For this purpose, qualitative and quantitative evaluations have
been performed. Quantitative results are obtained analyzing the cVSG public
Data Base [21]. Qualitative results are obtained analyzing another two diﬀerent
video sequences with diﬀerent diﬃculty degree. In Figure 4 the shirt of a running
girl has been segmented. These results show how the shirt is correctly detected
along the sequence despite the variability of the background regions. Moreover,
in this sequence the evolution of the spatial foreground and background models
along the sequence can be observed. Each ellipse is the graphical representation
of each Gaussian distribution.
Figure 5 shows the results obtained in a F1 sequence that presents special
diﬃculty due to object translation and rotation and the presence of other similar
F1 cars within the area of analysis. It can be observed how the proposed system
achieves a correct and robust object segmentation over these conditions, and
adapts well to all these new regions that appear within the Dynamic Region of
Analysis in each frame. Thanks to background model color and spatial updating,
new background regions that appear in each frame, are incorporated into the
background model before they aﬀect the foreground model.
Table 1 shows the quantitative results using cVSG public database [21]. This
database presents several sequences with diﬀerent diﬃculty degree, depending on
the background characteristics and the foreground to segment. We have used the
full length of each sequence to compute the numerical results. The metrics used












1 Available in: https://imatge.upc.edu/~jgallego/MUSCLE2011/results/
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Table 1. Quantitative Results using cVSG Public Data Base [21]
Sequence Precision Recall fmeasure
Dancing (v.1 boy) 0.942 0.988 0.965
Dancing (v.1 girl) 0.934 0.992 0.962
Dancing (v.2 boy) 0.985 0.990 0.987
Dancing (v.2 girl) 0.984 0.992 0.988
Dangerous race 0.958 0.994 0.975
Exhausted runner 0.986 0.985 0.986
Bad manners 0.978 0.991 0.984
Teddy bear 0.916 0.981 0.948
Hot day 0.980 0.985 0.983
Playing alone 0.997 0.984 0.990
Fig. 4. Results. Girl sequence. From left to right: original image, resultant mask with
the Gaussians corresponding to spatial representation of the foreground model (red)
and the background model (green), spatial representation of the background model
(each Gaussian is colored with the mean color that it is modeling), spatial representa-
tion of the foreground model(each Gaussian is colored with the mean color that it is
modeling), resultant foreground object mask.
where TP, FP and FN are TruePositive, FalsePositive and FalseNegative
pixels detected in the evaluation: frame, sequence or set of sequences.
As it can be observed, the system proposed achieves a high fmeasure score in
the overall data base although moving and dynamic background are present.
Regarding the computational cost, the system allows a speed of 1 frames/
second, for a video sequence of 720x576 pixels with one object in scene, and
using an Intel Xeon X5450 3.0GHz processor.
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Fig. 5. Results. F1 sequence. From left to right and from top to bottom: original image
and the resultant object mask.
5 Conclusions
We have proposed in this paper a novel foreground segmentation system for mov-
ing camera scenarios, based on the use of the region-based spatial-color GMM
to model the foreground object to segment and moreover, the close background
regions that surrounds the object. We have proposed a motion framework for
these kind of sequences that has allowed us to associate the camera motion to
the background plane and to consider the probabilistic modeling of these close-
background regions to achieve the classiﬁcation of the pixels inside the ROI into
the foreground and background classes within a MAP-MRF framework. The
results show that the proposed system achieves a correct object segmentation
reducing the false positives, and false negatives detections also in those compli-
cated scenes where camera motion, object motion and camera zoom are present,
as well as similarity between foreground and background colors.
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