Because 0 ∈ B, we should have ϕ(z * ) ≥ ϕ(0). But, for all z / ∈ B, we have ϕ(z) < ϕ(0)/2 < ϕ(0) ≤ ϕ(z * ). In other words,
Combining (8) and (9), we conclude that ϕ(z * ) ≥ ϕ(z) for all z. In other words, the maximum is attained.
Given the definition, we can write |p(y t ; γ) − p j (y t ; γ)| = 1
Next, note that |c|χ(c) = |c|
LEMMA 2: We have
PROOF: By the mean value theorem, we have
where c * is on the line segment adjoining 0 and c. Note that the function s → | exp(−s 2 /2)s| is bounded by exp(− 1 2 ) (it is maximized at s = 1). It follows that
It follows that
APPENDIX B: PROOF OF (6)
For the joint likelihood, we have
is interpreted as the z in the definition of χ(c). By the definition of χ(c), the first inequality will hold with equality at some value of y. The second inequality holds with equality by setting y t = y for all t Hence this bound is sharp.
Q.E.D.
APPENDIX C: PROOF OF THEOREM 2
Because Q 0 (γ) is continuous, 1 Γ is compact, and γ 0 is the unique maximizer of Q 0 (γ), we can find ε > 0 such that sup |γ−γ 0 |>ε Q 0 (γ) < Q 0 (γ 0 ) and Q 0 (γ) < 0 for |γ − γ 0 | ≤ ε. We can then find η > 0 sufficiently small such that
We now show that |γ j − γ 0 | ≤ ε for j sufficiently large, say for all j ≥ J. By NM (Lemma 2.4), for example, we have Q 0 (γ) continuous and
Likewise, we also have Q j (γ) continuous and
Because of the definition of the bound Δ j and Condition 1, we then have
We also have sup |γ−γ 0 |>ε Q 0 (γ) < Q 0 (γ 0 ) − 3η (11) Combining (10) and (11), we obtain sup |γ−γ 0 |>ε Q j (γ) ≤ Q 0 (γ 0 ) − 2η or
Combining (12) and the maximizer γ j of Q j (γ) satisfies |γ j − γ 0 | ≤ ε.
We now get back to the proof of Theorem 2. By the first order condition, we have 0 = Q j (γ j ). By the mean value theorem, we obtain 0 = Q j (γ 0 ) + Q j (γ * j )(γ j − γ 0 ), where γ * j is on the line segment adjoining γ j and γ 0 . We there-
This means that Q j (γ * j ) < −2η and that the division is well defined. Hence,
for all j ≥ J. (Roughly speaking, this inequality indicates that when the approximation is sufficiently precise, the difference between γ j and γ 0 depends on the degree of approximation and the concavity of the objective function at γ 0 .)
where 1(·) denotes the indicator function. Let ζ = max ( 1 2η ) (note that ζ does not depend on T ).
Combining (14) and (15), we conclude that 
by the assumption that Δ j = o(1). Combining (16) with Conditions 2 and 4, and using NM (Theorem 2.5), we obtain the desired conclusion.
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