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Abstract—The nanocomposite samples, containing copper and iron species in the silica matrix, were pre-
pared by annealing at temperatures up to 1100°C. The samples were investigated by X-ray diffraction analysis,
Fourier transform infrared spectroscopy, and cyclic voltammetry. The results of the performed study depict
to the presence of a temperature gradient, which acts on the sample during the annealing treatment in the
furnace. For the first time, the influence of the temperature gradient on the formation mechanism of the
samples was discussed.
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1. INTRODUCTION
Sol–gel synthesis method enables obtaining multi-
phase nanocomposite samples that contain different
phases in the pores of the silica matrix [1]. The growth
and size of the phases present in silica pores are limited
by the size of the pores. The formation of the nanopar-
ticles in the silica pores is based on the co-precipita-
tion of the synthesis products (obtained by using the
metal precursors) in the silica pores [2]. The product
of the co-precipitation synthesis is characterized by a
wide particle-size distribution in the silica pores.
The characterization technique, most commonly
used to gain deeper insight into the particles size and
shape distribution (transmission electron microscopy,
TEM), is not suitable for investigating the multiphase,
nanocomposite samples containing multiphase
nanoparticles in the pores of silica matrix, prepared by
auto- or acid-sol–gel syntheses [2], due to the overlap
of the very small nanoparticles of different phases
present in the pores of the silica matrix.
On the other hand, a deeper insight into the parti-
cle size and shape of the sample does not provide
information about the geometrical distribution of the
phases and their distance from the surface of the
annealed samples, because the TEM technique mea-
sures the 2D projection of a 3D sample; i.e., the TEM
measurements do not enable insight in the change in
phase composition within silica pores with the pore
depth. Nevertheless, a better understanding of the
geometric distribution of the phases in the mentioned
samples is important for a deeper insight into the
sequence of phase transformations, which is an
important part of the formation mechanism of the
prepared samples.
The factor, not usually considered in articles inves-
tigating the characterization of samples prepared by
the sol–gel method, is the temperature gradient Tgrad,
to which the sample is exposed in the furnace. The sci-
entific studies based on the characterization of the
samples prepared by the sol–gel method usually do
not comment type of the furnace used for the thermal
treatment of the samples [3–65], i.e., do not specify
the geometrical distribution of the heaters in the fur-
nace. The geometrical distribution of the heaters in
the furnace is important because it determines the
temperature gradient Tgrad within the furnace. This
also could be one of the reasons why different
researchers get different results for practically the
same synthesis procedures performed in different lab-
oratories.
Most of the different types of furnaces, used in the
research laboratories, have the geometrical distribu-332
THE INFLUENCE OF THERMAL TREATMENT 333tion of the heaters that allows the sample to be irradi-
ated uniformly with the heat. Since the annealed sam-
ples are characterized by a certain thickness (i.e., the
investigated samples are 3D macroscopic objects,
consisted of nm-sized particles), they experienced the
impact of Tgrad. Due to the presence of a Tgrad, in the
first moment when the desired temperature in the fur-
nace is reached, the surface parts of the samples are
first exposed to the annealing temperature, which ini-
tiates a pronounced increase of surface particles sizes
and accelerates their phase transformations. Further,
due to the thickness of the sample and Tgrad, the same
temperature, to which the sample surface is exposed,
is achieved later (Δt) in the deeper volume of the sam-
ple, which means that a phase transformation occur-
ring on the surface still does not appear in the deeper
sample volume (in the first moment when the anneal-
ing temperature is achieved). Nevertheless, because
the thickness of the sample is very small, no matter
how short is the time Δt from a macroscopic point of
view, and despite the fact that the sample is kept at
annealing temperature Tann for a certain annealing
time tann, at the nanometer level, the Tgrad significantly
affects the sequence of phase transformations, occur-
ring in the sample. The results obtained in the pre-
sented research indirectly prove that Tgrad determines
the sequence of phase transformations in the sample.
In this study, we investigated the nanocomposite
samples, consisted of different number of phases
(dependent on the applied annealing temperature),
such as: monoclinic and orthorhombic copper
hydroxide nitrate Cu2(OH3)NO3, copper oxide CuO,
spinel phases (magnetite Fe3O4/maghemite γ-Fe2O3,
or cubic copper ferrite c-CuFe2O4), hematite
α-Fe2O3, tetragonal copper ferrite t-CuFe2O4, and
different types of silica SiO2, amorphous and crystal-
line (cristobalite, quartz, and tridymite). Samples
were prepared by the sol–gel method, in order to gain
a deeper insight into the phase transformations and the
mechanism of formation of the investigated samples.
The samples are characterized by X-ray diffraction
(XRD), Fourier transform infra-red spectroscopy
(FTIR), and cyclic voltammetry measurements (CV).
2. EXPERIMENTAL
The native sample to be subjected to thermal treat-
ment at various temperatures was synthesized by the
sol–gel method, starting from the iron and copper cat-
ion salts [43, 66–68]. The self-catalyzed sol–gel syn-
thesis implied the next procedure: two catalyst solu-
tions, containing Fe3+ and Cu2+, were prepared in sep-
arated beakers by the dissolution of salts in 10 mL of
water cations (Fe(NO3)3 · 9H2O and Cu(NO3)2 · 3H2O
were mixed at the molar ratio 0.01 : 0.01). Then, the
solution of Cu2+ cations was transferred into the bea-
ker with Fe3+ cations. The solution was magnetically
stirred until it became a homogeneous green solution.PHYSICS OF THE SOLID STATE  Vol. 63  No. 2  2021In the separated beaker, an alkoxide solution was pre-
pared (TEOS, H2O, and C2H5OH at the molar ratio
0.001 : 0.06 : 0.06). The alcohol solution was added to
the stirring solution and stirred at room temperature
for 4 h and 30 min. After the gelation procedure, the
alcohol was dried at 90°C for 24 h. Dried alcogel was
characterized by the brown color and the presence of
azure-blue powder, on the surface of the sample, sur-
rounded with white powder.
The dried alcogel was left in the open air for 24 h,
and it was observed that the amount of blue powder
increased in the entire volume of the sample. Thereaf-
ter, parts of the dried alcogel, taken from the same
batch, were annealed in the air atmosphere at various
temperatures: 200, 400, 600, 700, 800, 900, 1000,
1050, and 1100°C, for 3 h. Dried alcogel was labeled
with the letter S, while the annealed samples were
labeled with the same mark (letter and number), indi-
cating annealing temperature, to which the sample
was exposed (S200, S400, S600, S700, S800, S900,
S1000, S1050, and S1100). The samples were annealed
in a furnace, manufactured by Vims Elektrik d.o.o.,
Tršić, Serbia.
XRD measurements were performed by a Rigaku
RINT-TTRIII diffractometer with Ni-filtered CuKα
monochromatic radiation (λ = 1.5418 Å). The diffrac-
tion patterns were collected at room temperature over
a 2θ range: 15°–80°, by a step of 0.02°, and a speed
duration time 0.5 min. The Inorganic Crystals Struc-
ture Database [69] was used to analyze the recorded
patterns. The analysis of the patterns was done by
using the Rietveld method, employing the MAUD
software [70].
FTIR measurements were done by a Nicolet IS 50
FTIR spectrometer, in the mid-IR spectral region of
4000–400 cm–1, using a resolution of 4 cm–1 and
64 co-added scans. Sampling technique applied to
measure spectra was attenuated total reflectance
(ATR).
Electrochemical characterization for the chosen
samples (S, S800, and S1100) was done using Ivium
V01107 potentiostat, in a three-electrode system with
saturated calomel (SCE) as a reference, graphite rod
as a counter, and S, S800, and S1100 as the working
electrode. 1 M of potassium hydroxide KOH as sup-
porting electrolyte was used. The current density of all
electrodes was calculated with a geometric surface area
(0.945 cm–2), and potential was given relative to the
potential of the SCE electrode. Cyclic voltammetry
(CV) characterization of the S, S800, and S1100 elec-
trodes was run in potential range from –1.1 to 0.5 V, at
a scan rate of 25 mV s–1, in 1 M of KOH (N2-satu-
rated). Preparation of the working electrodes (cata-
lytic inks) was done by mixing 5 mg of the powder of
the samples (S, S800, and S1100) and Vulcan carbon
black (0.6 mg). The mixture was dispersed in 15 μL of
polyvinylidene f luoride (PVDF) solution (2 wt %
PVDF in N-methyl-2-pyrrolidone) and homogenized
334 NIKOLIĆ et al.
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2θ, degin an ultrasonic bath for 30 min. The working elec-
trodes were made by depositing catalytic ink (10 μL)




Diffraction patterns of the investigated samples (S,
S200, S400, S600, S700, S800, S900, S1000, S1050,
and S1100) are presented in Figs. 1a–1j.
The symbols in the diffraction patterns indicate the
phase present within the sample.PHYPhase transformations within the annealed sam-
ples, including the growth of nanoparticles, are
induced by thermal treatment. The samples consisted
of different phases listed below. According to XRD
analysis, the sample S contains the crystalline copper
salts Cu2(OH3)NO3, monoclinic (ICSD card number:
(no. 31353)) and orthorhombic phase (ICSD card
number: (no. 201478)). If we recall the precursors
used in the performed synthesis of the samples, as well
the color of the investigated sample S, we can con-
clude about the phases presented in Fig. 1. The pre-
dominantly observed brown co-precipitate is impure,
amorphous, copper silicate that consists of different
phases containing cations of Cu, Fe, and Si (Fe2O3,SICS OF THE SOLID STATE  Vol. 63  No. 2  2021
THE INFLUENCE OF THERMAL TREATMENT 335SiO2, CuO, etc.) [71]. Azure-blue powder is
Cu2(OH3)NO3 phase, and white powder could be
ascribed to silica. The small size of the nuclei of the
presented phases prevents the detection of these
phases by using XRD measurements, and only
Cu2(OH3)NO3 phase is observed in the diffraction
pattern of the sample S. Further heat treatment reveals
the appearance of different phases in the examined
samples. Figure 1b shows that the sample S200 con-
sists of dymorphs of copper salts Cu2(OH3)NO3 and
CuO (ICSD card: (no. 67850)). After annealing at
200°C, amorphous silica also can be detected by XRD
measurements (Fig. 1b). Diffraction pattern of the
sample S400 revealed disappearance of the
Cu2(OH3)NO3, and XRD analysis enabled detection
of the only one crystalline phase, CuO (Fig. 1c).
It should be noted here that although the literature
has revealed the difficulty to predict the exact mecha-
nism of copper ferrite nanoparticles formation due to
the presence of different intermediate species, such as
[Cu(H2O)6]
2+, Cu2(OH)3NO3, and Cu(OH)2 [72, 73],
the phase composition of samples S and S200 indi-
cates that the compound Cu2(OH3)NO3 has a more
prominent role in the formation of copper ferrite
nanoparticles.
Annealing at higher temperatures (Figs. 1d–1j)
revealed the presence of new phases: copper ferrite
phases (both structures, tetragonal CuFe2O4
(no. 16666) and cubic CuFe2O4 (no. 153013)), iron
oxide phases (magnetite Fe3O4 (no. 165105)/maghemite
γ-Fe2O3 (no. 172905)) and hematite α-Fe2O3
(no. 182839)), and silica (SiO2) polymorphs (cristob-
alite (no. 30269), quartz (no. 16331), and tridymite
(no. 94090)). The phase transformations are governed
by thermal treatment. The positions of the diffraction
maxima, on the basis of which the coherent scattering
domain size of the investigated phases was deter-
mined, are 25.8° for monoclinic Cu2(OH3)NO3, 34.1°
for orthorhombic Cu2(OH3)NO3, 32.5° for CuO,
30.2° for spinel phase, 29.9° for t-CuFe2O4, 33.2° for
α-Fe2O3, 21.9° for cristobalite, 20.8° for quartz, and
21.7° for tridymite. The deconvolution of the diffrac-
tion maxima was performed in the cases when it was
not possible to deduce the exact value based on the
recorded diffraction maximum. For better insight into
the phase transformations induced by thermal treat-
ment, the results of XRD analysis are shown in
Table 1.
In Table 1, the increase in the amount of the dis-
cussed phase indicates a pronounced formation of the
mentioned phase. In contrast, a decrease in the
amount of a phase indicates the consumption of the
investigated phase, amount of which decreases in the
process of formation of a new phase. The behavior of
the presented phases, governed by the thermal treat-
ment, will be discussed below.PHYSICS OF THE SOLID STATE  Vol. 63  No. 2  2021The first glance at Table 1 reveals that the spinel
phase was present with the smallest amount in the
investigated samples. The dominant phase in samples
annealed at temperatures below 400°C is the copper
salt; in the temperature interval from 400 to 1000°C,
the most represented phase is CuO up to 1000°C,
when the amount of formed t-CuFe2O4 begins to
exceed the amount of CuO phase. Consequently,
t-CuFe2O4 represents the most abundant phase at
temperatures ≥1000°C.
It is interesting to note that the crystallite size of
Cu2(OH)3NO3 structures remains unchanged during
heat treatment, although the two structures of this com-
pound are presented in significantly different amounts.
Since the amount of monoclinic Cu2(OH)3NO3
decreases by 17% after annealing at 200°C, and the
amount of orthorhombic Cu2(OH3)NO3 decreases by
5% (Table 1), it is obvious that the CuO phase, which
is observed at 200°C (22%), originates from both dif-
ferent structures of Cu2(OH)3NO3 (monoclinic and
orthorhombic), which confirms the presence of differ-
ent structurally ordered CuO phases in the examined
samples and their influence on CuFe2O4 structural
transformation [44]. Recall, at 400°C, the phase
transformation of Cu2(OH)3NO3 into CuO is com-
plete, and the only observed crystalline phase is CuO.
Two remarks important for understanding the
structural and phase transformations of the examined
samples will be commented below. First, the diffrac-
tion pattern of the samples S200 and S400 did not
enable distinguishing between potentially presented,
different CuO structures (described by the space group
C2/c and less symmetric space group Cc) [44], which
is of importance for determination of the structure of
CuFe2O4 phase that is being formed under the further
thermal treatment at higher temperatures. The next
important fact is that the nuclei of the iron and copper
oxide phases are formed at the same temperature
(Fig. 1) [43]. Despite this, smaller amount of iron pre-
cursors resulted in masking the presence of crystalline
iron oxide phases by the predominant copper cation
[43], so the crystalline iron oxide phases cannot be
observed after annealing at lower temperatures.
Accordingly, the first observation of iron species
occurs at 600°C.
The behavior of the spinel phase is the most diffi-
cult to interpret because it is represented by the lowest
amount in the samples. Recall that one of the precur-
sors used in the synthesis was iron salt, which is often
used in a typical synthesis involving the preparation of
copper ferrite. The part of the mechanism of forma-
tion of copper ferrite nanoparticles, synthesized
from precursors of copper salts and iron nitrate (see
Section 2), involves the formation of various ferric fer-
rous hydroxy complexes [(Fe(OH)n(H2O)(6 – n)(3 –
n) ] [74–76]) that are converted into 2L-Fhyd by
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Table 1. Phase composition and average coherent scattering domain size of individual crystalline phases in the prepared
samples
Sample Observed phases Phase composition, wt %
Coherent scattering 
domain size, nm
S Cu2(OH3)NO3 [no. 31353] 79 ± 2 60 ± 4
Cu2(OH3)NO3 [no. 201478] 21 ± 2 31 ± 2
S200 Cu2(OH3)NO3 [no. 31353] 62 ± 3 61 ± 4
Cu2(OH3)NO3 [no. 201478] 16 ± 3 30 ± 3
CuO 22 ± 3 *1
S400 CuO 100 32 ± 2
S600 CuO 64 ± 3 39 ± 3
t-CuFe2O4 18 ± 2 16 ± 2
α-Fe2O3 16 ± 2 37 ± 3
Spinel phase 2 ± 1 18 ± 2
S700 CuO 65 ± 3 48 ± 3
t-CuFe2O4 21 ± 3 19 ± 2
α-Fe2O3 12 ± 3 42 ± 4
Spinel phase 2 ± 1 21 ± 2
S800 CuO 60 ± 3 50 ± 3
t-CuFe2O4 26 ± 3 24 ± 2
α-Fe2O3 10 ± 2 40 ± 4
Spinel phase 4 ± 1 20 ± 2
S900 CuO 45 ± 3 54 ± 3
t-CuFe2O4 32 ± 2 30 ± 3
α-Fe2O3 20 ± 2 45 ± 4
Spinel phase 3 ± 1 33 ± 3
S1000 CuO 24 ± 2 54 ± 4
t-CuFe2O4 44 ± 2 41 ± 3
α-Fe2O3 *2 40 ± 5
Spinel phase 2 ± 0.5 32 ± 3
Quartz SiO2 7 ± 2 48 ± 4
Cristobalite SiO2 22 ± 3 38 ± 3
S1050 CuO 21 ± 2 53 ± 4
t-CuFe2O4 33 ± 3 40 ± 3
α-Fe2O3 18 ± 3 41 ± 4
Spinel phase 3 ± 1 31 ± 3
Quartz SiO2 3 ± 1 80 ± 7
Cristobalite SiO2 15 ± 1 41 ± 3
Tridymite SiO2 7 ± 1 44 ± 4
S1100 CuO 21 ± 2 54 ± 4
t-CuFe2O4 34 ± 3 40 ± 3
α-Fe2O3 16 ± 2 40 ± 4
Spinel phase 4 ± 1 33 ± 3
Cristobalite SiO2 15 ± 2 41 ± 3
Tridymite SiO2 10 ± 2 48 ± 4
*1—It cannot be determined due to the significant overlapping of the XRD peaks of the CuO phase with the peaks of other phases pres-
ent in the sample. *2—The diffraction maximum used to determine the amount of α-Fe2O3 at this temperature was poorly visible, and 
it was not possible to reliably determine wt %.
THE INFLUENCE OF THERMAL TREATMENT 337their conversion into oxides [43]. Accordingly, given
the mechanism of copper ferrite formation, the pres-
ence of spinel iron oxide phases (Fe3O4 or γ-Fe2O3)
can be assumed [43, 44]. Since spinel phase is
obtained in an air atmosphere (see Experimental),
taking into account the literature which confirms that
passivation of magnetite nanoparticles by the surface
layer of oxidized maghemite always occurs in air [77,
78], it can be postulated that both spinel iron oxide
phases (Fe3O4/γ-Fe2O3) are present in the samples.
On the other hand, copper ferrite can also have a spi-
nel structure (cubic copper ferrite). Consequently,
appeared spinel phase (Table 1) could be attributed to
both spinel phases (iron oxides (Fe3O4/γ-Fe2O3) and
cubic copper ferrite (c-CuFe2O4).
At first glance, it is not clear whether the spinel
phases of iron oxide (Fe3O4/γ-Fe2O3) are present
together with the c-CuFe2O4 phases up to 900°C. To
draw some conclusions about the behavior of the spi-
nel phase at temperatures below 900°C, let us recall
the change in the amount of the hematite phase with
the annealing temperature. The amount of the hema-
tite phase decreases in the temperature range of 600–
800°C as well as in the range of 900–1100°C.
Recall here that the spinel iron oxides undergo a
phase transformation into the hematite under the
annealing at temperatures higher than 600°C
(Fe3O4/γ-Fe2O3 → α-Fe2O3) [79–82]. The crystalline
sizes of hematite do not show the monotonic decrease
with temperature (the size of coherent scattering
domains shows the sharp increase in the amount at
900°C, Table 1) due to the presence of the spinel iron
oxide phases (at the temperatures lower than 900°C),
nuclei of which grow with the annealing treatment and
transform into the hematite phase, under the influ-
ence of thermal treatment. For that reason, the con-
version of the spinel iron oxide phases into hematite
contributes to a significant increase in the amount of
the α-Fe2O3 at 900°C. The mentioned wt % increase
confirms that the phase transformation of spinel iron
oxide phases to hematite is pronounced at tempera-
tures lower than 900°C.
At temperatures higher than 900°C, the size of the
α-Fe2O3 nanoparticles do not increase, although their
amount regularly decreases with further temperature
rise, due to conversion to copper ferrite. Accordingly,
the decrease in the amount of hematite confirms the
formation of the copper ferrite phase. The temperature
range, in which cubic copper ferrite phase is formed, is
difficult to determine without considering the behav-
ior of t-CuFe2O4 phase. Unlike the spinel phase, the
tetragonal CuFe2O4 phase is formed in larger quanti-
ties. Its amount and crystallite size increase regularly
with heat treatment up to 1000°C. Between 1000 and
1050°C, a sharp drop in the amount of t-CuFe2O4
phase is observed, which could be explained in the
terms of the technical nature, i.e., the program calcu-PHYSICS OF THE SOLID STATE  Vol. 63  No. 2  2021lates the wt % in respect to the entire crystalline phase.
On the other hand, the spinel phase is represented
with the lowest amount in the examined samples, and
it was the most complicate to determine exactly its
wt %. Although the t-CuFe2O4 decreased for 10 wt %,
and the amount of c-CuFe2O4 is increased for only
1%, the observed wt % behavior confirming the pres-
ence of the phase transformation t-CuFe2O4 →
c-CuFe2O4 in the temperature range from 1000 to
1050°C (Table 1), which unequivocally confirms the
presence of the mentioned phase transformation. The
literature data confirmed that the prevalence of copper
cations in the coprecipitation synthesis, performed in
the same laboratory to obtain copper ferrite, leads to
the structural transformation of t-CuFe2O4 →
c-CuFe2O4, which is an important part of the copper
ferrite formation mechanism [43]. Accordingly, it can
be assumed that the spinel phase, observed in the
investigated samples annealed at higher temperatures,
can be attributed to the c-CuFe2O4 phase.
The amorphous matrix completed the phase trans-
formation to crystalline silica at 1000°C (Figs. 1h and
1i). Cristobalite is a phase present at all annealing tem-
peratures above 1000°C. The observed decrease in the
weight fraction of quartz and cristobalite after anneal-
ing the sample to 1050°C indicates conversion of men-
tioned phases to the tridymite phase. Noteworthy, in
the temperature range from 1050 to 1100°C, the
amount of cristobalite retains the same value
(Table 1), while the amount of tridymite is increased
by the same amount with which the quartz phase was
present at 1050°C (3 wt %, Table 1). This confirms
that the entire amount of quartz has been transformed
into tridymite up to 1100°C.
To represent the more transparent results classified
in Table 1, the change in the amount and crystallite
size of every phase, governed by thermal treatment, is
shown in Figs. 2 and 3.
The changes in the amount of the presented phases
and their crystallite sizes confirm the presence of
phase transformations in the examined samples.
According to Fig. 2, the amount of phases is changed
by heat treatment for all non-silica phases until an
annealing temperature of 1000°C, after which it
remains practically unchanged. This is an indicator
that there is no further phase transformation of the
phases in the pores of the silica matrix above 1000°C.
After annealing at 1000°C, crystallization of a silica
matrix occurs, and further thermal treatment initiates
only phase transformations of the silica matrix.
On the other hand, changes in the crystallite sizes
show completely different behavior (Fig. 3), which is a
consequence of the confinement of the nanoparticles
within the silica pores of certain sizes. It can be
noticed that the size of the coherent domains does not
change significantly during heat treatment in the case
of Cu2(OH)3NO3 phases (Figs. 3a and 3b). In the case
of CuO and spinel phases, crystallite sizes do not
338 NIKOLIĆ et al.
Fig. 2. Representation of thermally initiated changes of the weight fractions of the (a) Cu2(OH)3NO3 [no. 31353] phase;
(b) Cu2(OH)3NO3 [no. 201478] phase; (c) CuO phase; (d) t-CuFe2O4 phase; (e) spinel phases; (f) α-Fe2O3 phase; (g) cristob-
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Cristobalite SiO2 Quartz SiO2 Tridymite SiO2change more prominently after annealing at 900°C
(Figs. 3c and 3e), as well after 1000°C in the case of t-
CuFe2O4 and α-Fe2O3 phases (Figs. 3d and 3f). The
alteration in the crystallite sizes of the presented
phases will be further discussed in Section 4.1.
3.2. FTIR Measurements
Since the main idea of this study was to investigate
the influence of thermal treatment on the formation
mechanism of the phases in the pores of silica matrix,
as well on the silica matrix, the surface of the samples
containing different copper and iron phases (Figs. 1d–
1h) was investigated by ATR-FTIR measurements.
FTIR spectra of the samples annealed at temperatures
(600, 700, 800, 900, 1000, 1050, and 1100°C) are rep-
resented in Fig. 4.
Presented noise in the FTIR spectra of the investi-
gated samples (in the wavenumber range of 3980–
3450 cm–1, as well in the range of 2000–1300 cm–1) is
related to the background H2O gas-phase spectrum.
The observed vibrations are attributed to stretchingPHYand bending vibrations, respectively [83, 84]. Noise in
the range of 2370–2000 cm–1 arose due to the pres-
ence of diamond, used as the material from which the
ATR crystal is made [85]. Maximum at 2650 cm–1
(presented in the all measured FTIR spectra) points to
the intermolecular bonded O–H groups of ethanol,
used for cleaning the area of ATR crystal before mea-
surement of FTIR spectrum of each sample [44,
86, 87].
Having in mind that significant differences in
FTIR spectra can be observed in the wavelength range
of 1400–400 cm–1, the magnified parts of the spectra
indicating the characteristic bond positions in the
middle IR spectra are shown in Fig. 5.
The phase which is dominant in the spectra of
Fig. 5 is silica (amorphous or crystalline phases);
diversity of the crystalline silica maxima is observed in
Figs. 5e–5g. Accordingly, before interpreting the
FTIR spectra of nanocomposite samples containing a
silica matrix, it is necessary to underline the remarks
below. One of the problems related to the interpreta-
tion of the FTIR spectrum of samples consisting ofSICS OF THE SOLID STATE  Vol. 63  No. 2  2021
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Fig. 3. Representation of thermally initiated crystallite growth of the: (a) Cu2(OH)3NO3 (no. 31353) phase; (b) Cu2(OH)3NO3
(no. 201478) phase; (c) CuO phase; (d) t-CuFe2O4 phase; (e) spinel phases; (f) α-Fe2O3 phase; (g) cristobalite SiO2 phase;
(h) quartz SiO2 phase; (i) tridymite SiO2 phase.
Cu2(OH3)NO3 [no. 31 353] Cu2(OH3)NO3 [no. 201 478] CuO
t-CuFe2O4 Spinel α-Fe2O3
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T, °C T, °C T, °Cdifferent silica polymorphs is that the identification of
individual silica structures is not always simple due to
the complexity of the investigated samples. As a result
of the impossibility to determine precise crystal struc-
ture of the silica phases of the samples consisting of
two or three silica phases, there are frequent disagree-
ments in the literature regarding the interpretation of
FTIR silica spectra. In other words, since the authors
usually do not take into account the exact structure of
the crystalline silica phase present in their samples,
errors often occur in the classification of the vibration
modes of the mentioned phase. In the cases of some
silica phases, this type of error is a consequence of the
lack of knowledge about the true crystal symmetry of
the represented phase [88], which results in different
selection rules for classification of the vibrations of the
same silica phase. Consequently, non-uniform ascrip-
tion of the same vibrations to different silica bonds
modes can be found in literature [89–97].
The most common discrepancies appear in the
case of bending vibrations, which are often clustered in
the low-wavenumber range of the spectra, where thePHYSICS OF THE SOLID STATE  Vol. 63  No. 2  2021characteristic bonds of the spinel and hematite phases
are also observed. With this in mind, the bending
vibrations in this study are not labeled as symmetric or
antisymmetric and will not be considered inde-
pendently in Section 4.2.
Noteworthy, Fig. 5 revealed that in the FTIR spec-
tra of the investigated samples, a higher number of
stretching vibrations, characteristic for the silica
phase, is observed than the number of characteristic
bending vibrations of the silica phase. In our opinion,
bending vibrations (appeared as a result of changes in
bond angles, which usually precede the change in the
bond length, characterized by the stretching vibra-
tions), are rarely observed (in comparison with the
number of the observed stretching vibrations) in the
FTIR spectra of prepared samples due to large steps in
temperature increase during annealing treatment; i.e.,
the authors assume that performing heat treatment by
annealing the samples in much smaller steps (for
example, instead of increasing the temperature by
100°C, to increase the temperature by 10°C) would
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Fig. 4. Room-temperature FTIR spectra of the samples: (a) S600; (b) S700; (c) S800; (d) S900; (e) S1000; (f) S1050; (g) S1100;
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(g) (h)allow more bending vibrations, characteristic for silica
phase, to be observed.
Figure 5a represents the FTIR spectrum of the
sample S600. At the higher wavenumber end, vibra-
tions characteristic for silica matrix are presented.
Asymmetric and symmetric stretching vibrations of
Si–O–Si bridging oxygen groups numbered (1) and
(3) could be observed at 1063 and 805 cm–1, respec-
tively [88, 89]. At 969 cm–1 (2), asymmetric stretching
of Si–OH silanol groups (νas Si–OH) occurs [98, 99],
although this position could also be characteristic for
asymmetric stretching of non-bridging oxygen (νas Si–
O) [98–100], which is often recognized in the litera-
ture as silanol free broken bonds (Si–O). The presence
of this vibration is also observed in the FTIR spectrum
of the sample S700 (Fig. 5b). According to literature
data, the disappearance of silanol bonds up to 800°CPHY(FTIR spectrum of the S800 confirms this fact,
Fig. 5c) is predicted.
Vibrations in the low-wavenumber part of the
FTIR spectra are difficult to attribute unequivocally to
certain vibrations of one phase in the investigated
nanocomposite samples, because in this part of the
FTIR spectrum, characteristic vibrations of the Fe–O
bonds are present. Further, bending O–Si–O vibra-
tion is observed as a shoulder in the range 400–
600 cm–1 [97]. As well, in this part of the spectrum,
characteristic vibrations of the CuO phase appear.
Consequently, the vibrations of all mentioned
phases can be observed in this part of the FTIR spec-
trum of the investigated samples, which will be dis-
cussed in more detail below.
It could be found in the literature that characteris-
tic vibrations of CuO nanostructure could be observed
in the range of 500–700 cm–1 [101]. Cu–O vibrationsSICS OF THE SOLID STATE  Vol. 63  No. 2  2021
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Fig. 5. FTIR spectra of the samples: (a) S600; (b) S700; (c) S800; (d) S900; (e) S1000; (f) S1050; (g) S1100; and (h) FTIR spectra
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6 6at 525 cm–1 (observed in the FTIR spectrum of sample
S600), as well as at 580 cm–1 (observed in the FTIR
spectrum of sample S900), are attributed to the asym-
metric stretching vibration of Cu–O bonds, while
Cu–O vibration centered between 450–410 cm–1 is
attributed to a symmetric mode of Cu–O stretching
vibration [102, 103]. The observed vibration at
473 cm–1 may indicate a shifted stretching vibration
Cu–O in the direction of higher wavenumbers, which
indicates a change in the bond length and the presence
of a phase transformation [104]. Also, vibrations at
525, 473, and 415 cm–1 could be ascribed to Fe–O
bonds from the cubic copper ferrite phase [104, 105].
Note that the observed vibration at 525 cm–1 could be
ascribed to the shifted vibration of the tetrahedral Cu2+
cations of CuFe2O4, i.e., to the Cu–O bond [43, 104].
As well, vibration at 525 cm–1 could be attributed toPHYSICS OF THE SOLID STATE  Vol. 63  No. 2  2021the Fe–O bond from the iron oxide spinel phase(s) in
the case of FTIR spectra of the samples S600–S900
(this conclusion is supported by the fact that the
amount of hematite phase was increased at 900°C,
XRD analysis (Table 1) [43, 104]). And, the literature
data confirm that the mentioned vibration is charac-
teristic for Fe–O bond vibrations of α-Fe2O3 [106,
107]. Noteworthy, vibrations at 525 and 473 cm–1
could be ascribed to bending bonds of silica matrix
[97]. In summary, broad minima at 525 and 473 cm–1
are characteristic for Si–O–Si bending vibrations of
SiO2, for the Fe–O and Cu–O vibrations of copper
ferrite phases, as well as for Fe–O bond vibrations of
iron oxide phases. Having in mind that the diffraction
patterns revealed the presence of all mentioned phases
in samples annealed in the temperature range from
600 to 1000°C, broad minimum could point to the
superposition of the vibrations characteristic for all
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Table 2. The change of the absorption ratio of the character-
istic peaks of the crystalline quartz
Sample Calculated ratio
S1000 1.66
S1050 1.03observed compounds (Fig. 5): silica matrix, copper
ferrite phase, and iron oxide phases. Discussed vibra-
tions are shifting, with thermal treatment, since the
phase ratio and crystallite size of presented phases are
altered by annealing treatment. Also, it is important to
note that these vibrations, appeared in the low-wave-
number part of the spectrum, are characteristic for
mentioned phases and present in the FTIR spectra of
all the investigated samples.
FTIR spectrum of the sample annealed at 700°C
(Fig. 5b) revealed the presence of the same vibrations
observed in the sample S600. The vibrations at
1063 (1), 805 (3), 473 (5), and 415 cm–1 (6) are at the
same wavenumber as in the case of sample S600
(vibrations are not shifted); i.e., the same positions of
the four vibrations indicate that the length of the men-
tioned bonds has not changed after heat treatment in
the temperature range from 600 to 700°C. Also, the
shift of the vibrations labeled (2) and (4) confirmed
nanoparticle growth.
Note that the FTIR spectrum of the sample S700
(Fig. 5b), showed significantly higher absorption of
the infrared radiation compared with other investi-
gated samples (Fig. 5h). The origin of the increased
absorption could be of very technical nature. The
appearance of the air, between the sample and the dia-
mond, could weaken absorbance signal.
On the other hand, literature data revealed that dif-
ferent types of inhomogeneity within the sample also
could influence the intensity of the absorbance signal
[108]. Here, it should be recalled that absorption of IR
radiation in the range from 400 to 1400 cm–1 required
interaction of the oscillating electric field of appropri-
ate radiation with the molecule’s bond. This interac-
tion is made possible by the change in the dipole
moment of the molecule, which occurred during the
vibration of the molecule. Energy absorption occurs
when the vibration frequency of the bond is equal to
the vibration frequency of the electromagnetic field.
The mentioned interaction induces bending and
stretching motion of the bond of the molecule (see
Discussion), characterized by a certain value of the
dipole moment. Since the dipole moment represents,
mathematically, a product of the magnitude of the
separated charge and the distance between considered
charges, the change in the magnitude of the second
value (distance) points to the fact that the change in
the dipole moment could be used to investigate struc-
tural changes within the examined material. Accord-
ingly, the increased absorption of the sample S700
may indicate that the sample contains a significantly
higher number of inhomogeneities (such as vacancies,
for example). Furthermore, if we now consider that
the FTIR spectrum of the sample S800 showed the
lowered number of vibrations (vibrations numbered
(2) and (5) at Fig. 5a are missing in Fig. 5c), increased
absorption intensity of the sample S700 is depicting to
the more prominent changes of the structure of silicaPHYmatrix, which paves the path to the disappearance of
two bonds presented in the FTIR spectra of the sam-
ples S600 and S700 (silanol (2) and bending O–Si–O
(5) bonds). These structural changes of the amor-
phous silica matrix cannot be observed by XRD mea-
surements, and result in changes of the SiO2 pore size,
which affects the phase transformation of the phases
within the silica pores. Namely, the FTIR spectrum of
S800 confirms more pronounced changes in the sym-
metry of the sample S800 (compared to the S600 and
S700 samples); bearing in mind the correlation
between symmetry and structure [109], samples S700
and S800 have the distinctly different structure,
although their phase composition is the same
(Table 2). Monitoring of the silica matrix structural
changes by FTIR measurements will be commented in
Section 4.2.
FTIR of the sample S900 is presented in Fig. 5d,
and it could be noticed that this spectrum is more sig-
nificantly similar to the spectrum of the sample S800,
consisting of the same number of the observed,
slightly shifted vibrations (stretching Si–O–Si,
stretching Fe–O, and bending Cu–O). The shift
could point to the structural changes within the sam-
ple, induced by annealing treatment. In this FTIR
spectrum, only one vibration is present, at the same
wavenumber position as in the case of the sample
annealed at 800°C, and this is the stretching Si–O–Si
vibration (labeled with no. (2)). This confirms the
higher degree of densification of the silica matrix in
the temperature range of 800–900°C.
On the other hand, the FTIR spectrum of the sam-
ple S1000 (Fig. 5e) confirmed the crystallization of the
amorphous silica matrix at 1000°C (Table 2) and the
appearance of crystalline silica polymorphs. Figure 5e
showed variations in the number of the observed
bonds, as well as in their positions, in comparison with
FTIR spectra of the samples annealed at lower tem-
peratures; i.e., this FTIR spectrum contains the same
vibrations observed in the spectrum of S900, although
the additional bonds, the presence of which is con-
firmed by vanishing of amorphous silica and further
crystallization of silica matrix, could be observed. Fig-
ure 5e revealed the small minimum at 1198 cm–1,
ascribed to symmetric Si–O stretching vibration [110].
Minimum positioned at 1090 cm–1 is related to the
asymmetric Si–O stretching vibration [110], while the
minimum at 1073 cm–1 could be attributed to the
stretching vibration of the Si–O–Si bridging oxygen
[96]. Minimum at 796 cm–1 is assigned to the Si–O–SiSICS OF THE SOLID STATE  Vol. 63  No. 2  2021
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Table 3. FTIR stretching (ν) and bending (δ) vibrational bonds for the sample S600
S600
Bond number  of vibration, cm–1 Mode of vibration Ref.
1 1063 νas(Si–O–Si) [88]
2 978 Si–O free broken; νas(Si–OH) [87]
3 805 νs(Si–O–Si) [89]
4 525 νs(Fe–O)A; νas(Cu–O); δ(Si–O–Si); δ(Fe–O) [96, 97, 100, 101, 104, 116]
5 473 νs(Cu–O); δ(O–Si–O); ν(Fe–O)B [44, 101, 104]
6 415 νs(Cu–O); ν(Fe–O)B [96, 97, 101, 104]
νbending vibrations [110]. A small minimum at
697 cm–1 indicates the presence of a spinel phase
[111], which is attributed to the symmetric bending
mode of the tetrahedral unit within the spinel lattice
(Fe–O vibration) [104].
Recall that we assumed that the phases of spinel
iron oxide were not present in the system after its final
conversion to hematite at 900°C (Table 1). Since c-
CuFe2O4 represents an inverse spinel, in which Cu
2+
cations occupy only octahedral sites (B cation posi-
tions), while half of Fe3+ cations are statistically dis-
tributed in the octahedron, and the half at tetrahedral
sites (A cation positions) [44], the observed vibration
at 697 cm–1 (685 cm–1) can be attributed to bending
Fe–O vibration from the c-CuFe2O4 phase [104].
Also, literature recognized vibration at 697 cm–1 as the
maxima characteristic for alpha quartz [112]. The
other peaks characteristic for alpha quartz are doublet
maxima, observed at 779–780 and 790–798 cm–1
[113]. Accordingly, the mentioned vibrations could be
attributed to the quartz phase. On the other hand, the
cristobalite phase has maxima at similar wavenumber
positions as quartz, although the appearance of dou-
blets is not characteristic for cristobalite [88]. It should
be noted that the bending Si–O–Si vibration, charac-
teristic for amorphous silica (appears at lower wave-
numbers), disappears at 1000°C [111], which indicates
the crystallization of the silica matrix.
The FTIR spectrum of the sample S1050 (Fig. 5f)
showed maxima at very similar positions, as in the case
of sample S1000, with the difference that maximum at
697 cm–1, which was observed for the sample S1000, is
present in this spectrum as almost negligible visible
shoulder, shifted to the lower wavenumbers (685 cm–1).
The shift to the lower wavenumbers confirms the
increased mass of the sample (vibration frequency is
inversely proportional to the mass), which is expected,
since after annealing the sample at 1050°C, another
silica crystalline phase, tridymite, appeared (see Sec-
tion 3.1).
Also, confirmation of the further crystallization of
silica matrix at higher temperatures could be found in
the shift and change of the absorption ratio of thePHYSICS OF THE SOLID STATE  Vol. 63  No. 2  2021characteristic peaks of one of the present SiO2 poly-
morphs—crystalline quartz phase in the FTIR spectra
of the samples S1000 and S1050. The ratio of the
absorption around 800 cm–1 (in our case, the men-
tioned vibration is positioned at 796 and 794 cm–1 for
the samples annealed at 1000 and 1050°C, respec-
tively) and absorption around 695 cm–1 (vibration at
697 and 685 cm–1, in the samples S1000 and S1050,
respectively), provides information on the degree of
crystallinity of one of the silica phases [114, 115].
Results are shown in Table 2.
Accordingly, FTIR measurements enable the con-
firmation of the growth of quartz nanoparticles (both
peaks are shifted in the direction of the lowered wave-
numbers), as well as an increase in crystallinity (the
increase of the annealing temperature results in a
reduced value of the calculated ratio) of the quartz
phase.
Figure 5g shows the FTIR spectrum of the sample
S1100, which is characterized by a smaller number of
observed vibrations, compared to FTIR samples
S1000, and S1050, although the formation of new
bonds was not observed, see more in Section 4.2.
For a better overview of the data, experimentally
observed positions of absorption maxima, found in the
FTIR spectra of the investigated samples, are pre-
sented in Tables 3–9.
3.3. Electrochemical Characterization
Electrochemical characterization of three chosen
Fe and Cu-containing samples (S, S800, and S1100)
was performed to gain deeper insight into the behavior
of the studied nanocomposite systems. Figure 6 shows
cyclic voltammograms (CVs) of S, S800, and S1100
electrodes in 1 M KOH (N2-saturated), recorded at
25 mV s–1 and room temperature.
The anodic current peaks a1 and a2, at around
‒0.85 and –0.65 V, Fig. 6 correspond to the iron oxi-
dation to Fe(II), and Fe(II) to Fe(III), respectively
[117]. For the sample S800, these peaks are less notice-
able than for the sample S because of the overlapping
with broad and more intense peak a3 (Fig. 6). On the
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Table 5. FTIR stretching (ν) and bending (δ) vibrational bonds for the sample S800
S800
Bond number  of vibration, cm–1 Mode of vibration Ref.
1 1056 νas(Si–O–Si) [88]
2 811 νs(Si–O–Si) [89]
3 532 νs(Fe–O)A; νas(Cu–O); δ(Si–O–Si); δ(Fe–O) [96, 97, 100, 101, 104, 116]
4 440 νs(Cu–O); νs(Fe–O)B [96, 97, 101, 104]
ν
Table 4. FTIR stretching (ν) and bending (δ) vibrational bonds for the sample S700
S700
Bond number  of vibration, cm–1 Mode of vibration Ref.
1 1063 νas(Si–O–Si) [88]
2 969 Si–O free broken; νas(Si–OH) [87]
3 805 νs(Si–O–Si) [89]
4 519 νs(Fe–O)A; νas(Cu–O); δ(Si–O–Si); δ(Fe–O) [96, 97, 100, 101, 104, 116]
5 473 νs(Cu–O); δ(O–Si–O); ν(Fe–O)B [44, 101, 104]
6 415 νs(Cu–O); ν(Fe–O)B [96, 97, 101, 104]
ν
Table 6. FTIR stretching (ν) and bending (δ) vibrational bonds for the sample S900
S900
Bond number  of vibration, cm–1 Mode of vibration Ref.
1 1074 νas(Si–O–Si) [88]
2 811 νs(Si–O–Si) [89]
3 580 νs(Fe–O)A; νs(Cu–O); δ(Si–O–Si); δ(Fe–O) [96, 97, 101, 104, 116]
4 452 νs(Cu–O); νs(Fe–O)B [96, 97, 101, 104]
ν
Table 7. FTIR stretching (ν) and bending (δ) vibrational bonds for the sample S1000
S1000
Bond number  of vibration, cm–1 Mode of vibration Ref.
1 1198 νas(Si–O–Si) [97, 99]
2 1090 νas(Si–O–Si) [97, 99]
3 1074 νas(Si–O–Si) [86]
4 796 νs(Si–O–Si) [97, 99]
5 790 νs(Si–O–Si) [106, 108]
6 697 δ(Si–O); ν(Fe–O) [104]
7 579 νs(Fe–O)A; νas(Cu–O); δ(Fe–O) [100, 101, 104, 116]
8 476 νs(Fe–O); νs(Cu–O) [44, 101, 104]
9 427 νs(Cu–O); ν(Fe–O)B [96, 97, 101, 104]
νother hand, two well-defined anodic peaks, a3 and a4,
observed for S and S800 samples at –0.46 and approx-
imately ‒0.2 V, can be ascribed to the oxidation fromPHYCu(0) to Cu(I) and from Cu(I) to Cu(II), respectively
[118, 119]. In the case of S800, the a3 and a4 peaks are
less intense, but broader comparing with S, which canSICS OF THE SOLID STATE  Vol. 63  No. 2  2021
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Table 8. FTIR stretching (ν) and bending (δ) vibrational bonds for the sample S1050
S1050
Bond number  of vibration, cm–1 Mode of vibration Ref.
1 1198 νas(Si–O–Si) [97, 99]
2 1090 νas(Si–O–Si) [97, 99]
3 1070 νas(Si–O–Si) [86]
4 796 νs(Si–O–Si) [97, 99]
5 790 νs(Si–O–Si) [108]
6 685 δ(Si–O); ν(Fe–O) [104]
7 585 ν(Fe–O)A; νas(Cu–O); δ(Fe–O) [100, 101, 104, 116]
8 476 νs(Fe–O); νs(Cu–O) [44, 101, 104]
9 421 νs(Cu–O); ν(Fe–O)B [96, 97, 101, 104]
ν
Table 9. FTIR stretching (ν) and bending (δ) vibrational bonds for the sample S1100
S1100
Bond number  of vibration, cm–1 Mode of vibration Ref.
1 1198 νas(Si–O–Si) [97, 99]
2 1090 νas(Si–O–Si) [97, 99]
3 790 νs(Si–O–Si) [97, 99]
4 576 ν(Fe–O)A; δ(Fe–O); νas(Cu–O) [100, 101, 104, 116]
5 440 νs(Fe–O)B; νs(Cu–O) [96, 97, 101, 104]
6 419 νs(Cu–O); ν(Fe–O)B [96, 97, 101, 104]
νbe explained by the presence of various crystalline
phases in the sample S800 (Table 1), resulting in wider
distribution of electron transfer rate constants [120]
than in the sample S. Anodic peak a5, at around 0.4 V,PHYSICS OF THE SOLID STATE  Vol. 63  No. 2  2021
Fig. 6. Cyclic voltammograms of S, S800, and S1100 elec-























0.60.9can be related to iron [117]. Namely, in strong alkaline
environment, soluble FeO  can be formed and further
oxidized, at higher potentials, to ferrate(IV) and fer-
rate(VI) species [117], which in the case of S800 corre-
sponds to the a5 peak. In the presence of silicate, sil-
ico-ferrate(VI) can be formed through partial replace-
ment of Fe6+ with Si4+ occurring due to the
isomorphism between the tetrahedral anions FeO
and SiO  and cations Si4+ and Fe6+ [117]. The
absence of the a5 peak in voltammogram of the sample
S can be a consequence of the presence of nitrate ions
in the immediate vicinity of Fe(III), which could have
an inhibitory effect on the further oxidation [121].
In a cathodic direction, the c1 peak, observed in the
potential range from –0.5 to –0.6 V, can be ascribed to
Cu(II) reduction [122]. In fact, the Cu(II) species
formed during the a4 oxidation include CuO,
Cu(OH)2, and Cu(OH) . The c1 peak is supposed to
be predominantly due to the reduction of CuO to
metallic copper [122]. The presence of CuO in the
electrode material S800 itself (Table 1) makes this
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Fig. 7. (a) A bird’s eye view on the sample in the annealing
crucible (geometrical representation); (b) depth profile of
the solid-filled intercept of (a) intersection of the annealed
sample, in respect to the change of its thickness, view from






















leThe oxidation/reduction peaks of S and S800 can
hardly be observed in the case of the sample S1100 as
a consequence of crystallization of SiO2 phases at high
annealing temperatures. Let us recall that Cu and
Fe-containing crystalline grains are placed in the
pores of the silica matrix. As a result of SiO2 crystalli-
zation, most of the Cu and Fe-containing grains
become surrounded by dense SiO2 layers, which
makes them isolated and prevents the OH– ions diffu-
sion [117] towards these grains.
4. DISCUSSION
4.1. XRD Discussion
This section will consider the influence of the tem-
perature gradient acting on the sample in the furnace
on the phase transformations and geometric distribu-
tion of the phases in the sample. Since the Tgrad
changes significantly in time, we will consider heating
the sample in the first moment, when the desired tem-
perature in the furnace is reached. In these circum-
stances, the presence of Tgrad in respect to the increase
in sample thickness is shown in Fig. 7.
Figure 7a represents a bird’s eye view on the
annealed powder in the crucible with a spherical bot-
tom. If we imagine that we divide the sample with two
lines, we can propose that all divided parts of the sam-
ple are characterized by the same depth profile, repre-
sented as solid-filled intercept, and Fig. 7b shows this
intercept enlarged. Figure 7b does not show a bird’s
eye view of the intersection of the annealed powder,
but the depth profile, in order to present the influence
of Tgrad on the sequence of occurrence of phase trans-
formations and change of the phase distribution in the
sample, with the thickness of the sample.
In the first moment of the heating, the Tgrad is the
highest at the surface of the sample, because of the
heat distribution in the furnace, as well as because of
the heat transfer through the annealed sample. The
heaters are placed in such a way that the sample is
evenly heated, which means that the heat reaches the
deeper parts of the sample volume more slowly (T –
dT), compared to the surface part, due to a certain
thickness of the sample. Accordingly, in the first
moment of heating, the deeper volume of the sample
will have a lower temperature than the surface; i.e., the
internal volume of the sample closer to the surface is
exposed to a higher temperature compared to the parts
of the volume that are further away from the sample
surface. The central part of the intrinsic volume of the
sample (which is the most distant from the surface)
will be exposed to the lowest temperature of the Tgrad
acting on the sample. Tgrad determines the occurrence
of the phase transformations, and, consequently, the
geometrical distribution of the presented phases,
along the sample volume (Fig. 7).PHYDependent on these two parameters (Tgrad and
Tann), the amounts and crystalline sizes of the pre-
sented phases vary for each sample, as well for each sil-
ica pore, individually. The silica pores represent a part
of the volume of the sample, which is characterized by
a certain depth. In the case of a Tgrad acting on the
pores of a silica matrix, it can be assumed that it is
highest on the pore surface, while the temperature in
the middle of the pore volume is the lowest. Neverthe-
less, to simplify, we can assume that the differences
between the pores in the sample annealed at the same
temperature are not too pronounced.
To understand the influence of Tgrad on the phase
transformations and the phase distributions of the
investigated samples, let us recall that, according to
Section 3.1, proposed reactions, involved in the for-
mation mechanism of the investigated samples, are:
Fe3O4/γ-Fe2O3 → α-Fe2O3 (occurred within the
T range of 600–1000°C),
α-Fe2O3 + CuO → t-CuFe2O4 (occurred within
the T range of 600–1100°C),
t-CuFe2O4 → c-CuFe2O4 (occurred within the
T range of 1000–1050°C),
amorphous SiO2 → cristobalite SiO2 (occurred
within the T range of 900–1000°C),
cristobalite SiO2 → quartz SiO2 (occurred within
the T range of 1000–1050°C),
cristobalite SiO2 → tridymite SiO2 (occurred
within the T range of 1000–1050°C),
quartz SiO2 → tridymite SiO2 (occurred within the
T range of 1050–1100°C).
Taking into account these reactions, we can get a
deeper insight into the influence of temperature on the
mechanism of formation and geometrical distribution
of the phases in silica pores, as well as on the geomet-
rical distribution of crystalline silica phases, in the
samples annealed at temperatures above 1000°C. The
CuO phase is present in the largest amount in theSICS OF THE SOLID STATE  Vol. 63  No. 2  2021
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Fig. 8. Intersection of the pore of the samples S1000,
S1050, and S1100 (depth profile), and the phase distribu-
tion in the pore of the sample, in respect to the change of























Fig. 9. Intersection of the pore of the samples S600, S700,
S800, and S900 (depth profile), and the phase distribution
in the pore of the sample, with respect to the change of its




















leinvestigated samples. It is also observed in all samples
annealed in the temperature range from 200 to 1100°C
(Table 1). Due to the influence of the Tgrad, it can be
assumed that the CuO nanoparticles closer to the sur-
face are consumed in the formation reactions of other
compounds (CuFe2O4). The CuO in the deeper vol-
ume of the sample is not exposed to any phase trans-
formation. The similar can be observed in the case of
crystalline silica matrix phases. Cristobalite is the
crystalline phase of silica, present in the largest
amount in all samples consisting of crystalline silica
matrix (S1000–S1100, Table 1). Cristobalite nanopar-
ticles closer to the surface are converted to quartz and
tridymite, while cristobalite in the deeper sample vol-
ume is retained in the same phase. This will be dis-
cussed in more detail below.
Analysis of the behavior of the phases in the pores
of the silica matrix revealed that the occurrence of t-
CuFe2O4 → c-CuFe2O4 transformation requires
almost the highest temperatures (Section 3.1). Con-
sideration of the presence of Tgrad brings to the conclu-
sion that the c-CuFe2O4 appears in the closest vicinity
to the surface of the pore. In the deeper volume of the
pore, t-CuFe2O4 is placed, which does not experience
structural conversion due to the presence of Tgrad, and
a lowered temperature that acts on the deeper volume
of the annealed sample (Fig. 7).
In the samples annealed at 900 and 1000°C,
α-Fe2O3 and CuO nanoparticles are located deeper in
the pore volume. Figure 8 presents a simplified illus-
tration of the proposed geometrical distribution of the
phases (view from the surface to the centre of the
sample).
The geometrical distribution of the phases within
the silica pores is not changed more significantly with
thermal treatment above 1000°C (except for the case
of t-CuFe2O4 → c-CuFe2O4 between 1000 and
1050°C, which is structural transformation), because
the nanoparticles do not have enough space to growPHYSICS OF THE SOLID STATE  Vol. 63  No. 2  2021further with thermal treatment, due to the crystalliza-
tion of the silica matrix (Section 3.1).
In the case of the samples annealed in the tempera-
ture range from 600 to 900°C, the phase distribution
within the silica pores is relatively similar, with the dif-
ference that we proposed that the spinel phases,
observed in these samples, are ascribed to iron oxide
spinel phases, i.e., that phase transformation
t-CuFe2O4 → c-CuFe2O4 has not yet occurred. The
scheme of geometrical distribution of phases within
silica pores is presented in Fig. 9.
The phase transformations of the crystal silica
matrix and their distribution in the samples, with
respect to the change in the sample thickness, can also
be explained in the term Tgrad. Recall that cristobalite
represents a phase, which is present in a larger amount
than quartz and tridymite at all annealing tempera-
tures (Table 1). Consequently, this phase is involved in
the formation of quartz and tridymite.
Since the phase transformation was initiated by the
elevated temperature (Tgrad), it can be concluded that
the cristobalite nanoparticles at the surface of the sam-
ples (or in the immediate vicinity of the surface) are
exposed to phase transformations to quartz or tridy-
mite. Due to the Tgrad and thermal treatment at higher
annealing temperatures, quartz transforms into the
tridymite phase, which also appears at the surface of
the sample.
The mentioned explanation is confirmed by the
FTIR measurements (Section 3.2). FTIR is a surface
technique that has made it possible to observe a higher
number of maxima attributed to quartz than to cris-
tobalite, despite the higher amount of cristobalite
present in the samples S1000 and S1050 (Figs. 5e and
5f). The sequence of phase transformations of the
crystalline silica matrix, which is induced by the expo-
sure of the crystalline silica nanoparticles to the ther-
mal treatment, and which is determined by the pres-
ence of Tgrad, is given in Fig. 10.
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Fig. 10. Intersection of the sample S1000, S1500, and
S1100 (depth profile), and the phase distribution of the
crystalline silica phases in the sample, in respect to the
change of its thickness (view from the surface to the centre
of the pore).
Tgrad

















leRecall that Figs. 7–10 provide an understanding of
the influence of Tgrad on phase transformations, which
are triggered by the growth of nanoparticles under ele-
vated annealing temperatures. Although the samples
were annealed for 3 h and 30 min at a chosen tempera-
ture, the first moment of the exposure of the sample to
the selected annealing temperature induces the
appearance of the Tgrad acting on the sample, which
initiates more pronounced growth of the surface
nanoparticles, compared to the particles in the deeper
sample volume. This process determines the sequence
of the phase transformations in the sample.
4.2. FTIR Discussion
The structural changes of the silica matrix under
heat treatment will be considered in this section. Since
FTIR is a complementary technique to XRD mea-
surements, analyses of the FTIR vibration behavior of
the silica matrix will provide a deeper insight into the
phase and structural changes within the samples initi-
ated by the annealing treatment.
The main principle of FTIR measurement is based
on the fact that IR absorption causes stretching and
bending of vibrations of molecules presented in the
tested samples. In the FTIR spectra of the investigated
samples, stretching (bonding), ν, and deformation
(bending) vibrations, δ, are observed [123]. Further-
more, the stretching vibrations induce changes in
bond length while bending vibrations change bond
angles, but bond lengths remain unchanged [123]. It
can be noticed that the thermal treatment induces the
break of certain bonds, as well as the formation of new
bonds (Section 3.2). This process is enabled by the
alterations of bond angles and length of the bonds,
resulting in the change of the structure of the investi-
gated material. In this way, the measured FTIR data
provide a deeper insight into the structural and phase
transformations of the silica. The silica matrix isPHYchanged by annealing treatment by redirecting the
SiO4 tetrahedron with a non-uniform connection of
Si–O bonds, which brings the structural changes and
crystallization of the silica matrix [124]. The change of
the matrix affects the phase transformations of the
phases present in the pores of the silica matrix.
Having in mind that crystallization of the amor-
phous silica matrix and presence of different silica
phases are already confirmed by XRD measurements,
and that XRD analysis depicted to the precise tem-
peratures at which phase transformation of crystalline
silica phases present within the investigated samples
occurred, the values of the full maximum widths
(FVHM) of the corresponding absorption maxima of
the FTIR spectra (Fig. 5) could be used as a measured
parameter for the estimation of the crystallinity of a
SiO2 matrix, i.e., for tracking the structural transfor-
mation of silica matrix with annealing procedure.
Amorphous silica is characterized by the broader and
less sharp maxima, which indicated a higher degree of
structural disorder of the matrix (FWHM increase
with the structural disorder, and vice versa); accord-
ingly, the increase in crystallinity is reflected in the
FWHM decrease. This is in accordance with Fig. 5: it
is obvious that the presence of amorphous silica in the
samples S600–S900 results in a more pronounced
similarity of the FTIR spectrum of the samples
annealed at 600–900°C (Figs. 5a–5d). Also, samples
annealed within the temperature range from 1000 to
1100°C (S1000–S1100) contained crystalline silica
polymorphs (characterized by narrower, higher
peaks), and consequently, showed pronounced simi-
larities in the FTIR spectra (Figs. 5e–5g).
To get a deeper insight into the behavior of asym-
metric and symmetric stretching vibrations, which is
important for understanding the structural and phase
transformations of the silica matrix under heat treat-
ment, the mentioned silica phase vibrations are classi-
fied in Tables 10 and 11. Also, the FWHM of the cor-
responding absorption maxima observed in Fig. 5 are
given in these tables, with the aim of monitoring the
densification of the silica matrix. FWHM values were
determined manually, although the deconvolution of
the peaks was performed in the case when it is impos-
sible to find FWHM, due to the presence of two crys-
talline silica phases in the same sample (the peaks
overlap near the same wavenumber position).
The peaks attributed to the asymmetric Si–O–Si
bond, as well as its behavior with annealing treatment
(Table 10), will be commented. Afterward, peaks
ascribed to symmetric Si–O–Si bond (Table 11) will
be discussed. Also, the peaks of amorphous silica
(S600–S900, Fig. 5) will be commented on first, fol-
lowed by the comments on the behavior of the peaks of
crystalline forms of silica (S1000–S1100) in the text
below.
According to Table 10, peak (1) of amorphous sil-
ica is characterized by the highest FWHM valuesSICS OF THE SOLID STATE  Vol. 63  No. 2  2021
THE INFLUENCE OF THERMAL TREATMENT 349
Table 10. FWHM of the bond νas (Si–O–Si), observed in
the samples annealed at 600, 700, 800, 900, 1000, 1050, and
1100°C
Tann, °C νas(Si–O–Si), cm–1 FWHM, cm–1
600 1065 (1) 176
978 (2) 62
700 1062 (1) 159
969 (2) 47
800 1056 (1) 155
900 1074 (1) 177
1000 1073 (3) 151
1090 (2) 83
1050 1075 (3) 234
1095 (2) 87
1100 1090 (2) 190
Table 11. FWHM of the bond νs (Si–O–Si), observed in
the samples annealed at 600, 700, 800, 900, 1000, 1050, and
1100°C
Tann, °C νs(Si–O–Si), cm–1 FWHM, cm–1
600 805 (3) 49
700 805 (3) 51
800 811 (2) 51
900 811 (2) 56
1000 1198 (1) 16
780 (5) 19
796 (4) 20
1050 1198 (1) 21
780 (5) 23
794 (4) 21
1100 1198 (1) 27
790 (3) 26(comparing the samples annealed at 600–900°C),
which is due to the exposure of Si–O–Si ions, associ-
ated by this type of bond, to the most intense struc-
tural rearrangement. Having in mind the influence of
the temperature gradient, FWHM value confirms that
the mentioned bonds are placed nearest to the surface
of the samples. The narrowing of this peak (no. (1))
with heat treatment (up to 800°C, Section 3.2) indi-
cates that the structural arrangement of the SiO2
matrix on the sample surface enables the transition
from amorphous to crystalline silica, which occurs at
1000°C. The same trend in FWHM narrowness with
thermal treatment is observed for peak (2) (samples
S600 and S700), confirming vanishing of silanol
bonds, and further structural ordering of the SiO2
matrix.
Noteworthy, the shift of the peaks (1) and (2) into
the direction of lower wavenumbers with thermal
annealing, points to the growth of nanoparticles of sil-
ica matrix, which is the main driving force for struc-
tural changes of the samples, as well for the phase
transformations within the samples, during the
annealing treatment of 600–800°C.
In contrast, during annealing from 800 to 900°C,
there is a significant increase in the value of FWHM,
as well as a shift of the peak position to higher wave-
numbers. The structural changes of the silica matrix,
observed during thermal treatment at 800 and 900°C,
precede the phase transformation noticed at 900°C
(Fe3O4/γ-Fe2O3 → α-Fe2O3, Section 4.1), probably by
changing the size of the silica pores or by changing the
silica matrix environment of these vibrations. The
mentioned structural changes result in a more pro-
nounced increase in the pore size of SiO2, which
enabled the positioning of, not only the particles that
have increased in size, but also larger amounts of
hematite nanoparticles (Table 1). Recall that hematite
particles represent the second biggest nanoparticles inPHYSICS OF THE SOLID STATE  Vol. 63  No. 2  2021the amorphous silica matrix (only CuO nanoparticles
are larger, Table 1).
Also, it could be noticed that asymmetric stretch-
ing vibrations showed significantly higher FWHM val-
ues, compared with symmetric stretching vibrations of
silica, which is confirming the higher degree of struc-
tural disorder in the silica matrix surrounding these
vibrations. The structural disorder is the highest in the
area where the Tgrad is the highest; i.e., the higher dis-
order occurs under the influence of the higher tem-
peratures, which confirms that the structural and
phase transformations begin to occur from the surface
of the sample. Consequently, the asymmetric stretch-
ing vibrations are placed nearer to the surface of the
silica matrix, while symmetric stretching vibrations
are placed deeper in the sample.
The behavior of νs vibrations of the S600–S900
samples was shown to be completely different com-
pared to νas vibrations. Exactly the same position of
symmetrical vibrations for samples S600 and S700
indicates that there was no change in the bond lengths
during the annealing treatment at 600 and 700°C. A
very small increase in FWHM indicates a very gentle
densification of the SiO2 matrix, which is probably
observed due to a more pronounced change in the
crystallinity of the silica matrix around the asymmet-
ric vibration at this temperature. This change leads to
a slight structural change in the deeper, internal vol-
ume of the silica matrix.
Between 700 and 800°C, the different situation is
observed: FWHM of the discussed symmetric stretch-
ing vibration retain the same value, but the bond is
shifted to the higher wavenumbers (Tables 4, 5). XRD
results did not allow to observe a change in the com-
position of the sample phases during annealing within
this temperature range, but a sudden jump in the
350 NIKOLIĆ et al.amount of hematite phase indicate the formation of
new amount of a crystallite phase at 900°C (Table 1),
which is preceded by structural changes of the samples
annealed between 700 and 800°C (Table 11).
Since the FWHM has retained the same value
between 600 and 700°C, the crystallinity of the deeper
volumes of the silica matrix does not change in the
mentioned temperature range, although the shifted
peak position indicate a change in the bond length.
The change in crystallinity enabled a more pro-
nounced ordering of the deeper layers of the silica
matrix, which is observed in the temperature anneal-
ing interval from 800 to 900°C (Table 11). Note that
FWHM of νs vibration is increased in this interval.
Also, in this temperature range, the bond retains the
same length, but the increase in the FWHM value
confirms the structural ordering of the matrix.
According to Tables 10 and 11, the structural order-
ing of the deeper layers of the discussed samples occurs
under the thermal treatment at the higher temperatures
(νs vibrations behavior, Table 9), compared with the
temperatures required for the structural ordering of the
surface silica (νas bonds behavior, Table 11). The differ-
ent dynamics of the structural ordering of the surface
and internal silica confirms that the sample is exposed
to the temperature gradient (Fig. 9).
Conclusively, the observed behavior of symmetri-
cal stretching vibration is due to the fact that more sig-
nificant structural ordering of the amorphous silica
matrix occurs from 900°C (which is in accordance
with XRD analysis), while the changes of the silica
matrix at the surface of the sample occur regularly
during the thermal treatment. Therefore, the crystalli-
zation of the silica matrix is not homogeneous
throughout the sample volume, and is not an isotropic
process.
On the other hand, the FTIR spectra of the crystal-
line SiO2 phases also confirmed the presence of asym-
metric and symmetric vibrations. Asymmetric vibra-
tion νas labeled with peak (1) in the FTIR spectrum of
the sample S900, is present in the FTIR spectra of the
samples annealed at 1000 and 1050°C (bonds labeled
(3)), at almost the same wavenumber positions, which
is an interesting result, depicting the fact that in the
surrounding of this vibration, there is no more promi-
nent change of the bond length. Another possible
explanation is that all investigated samples in this tem-
perature range contained at least two silica crystalline
polymorphs, characterized by the maxima at similar
wavenumber positions [88].
It should be noted that during the temperature
increase from 900 to 1000°C, the FWHM of this peak
is narrowed, while after annealing at 50°C increased
temperature, the FWHM value of this bond increases,
which results in the disappearance of the mentioned
vibration at 1100°C. This observation confirms the
presence of cristobalite → quartz phase transforma-
tion (Section 4.1). The (2) bond in the FTIR spectrumPHYof the S1000 shows a shift in the direction of higher
wavenumbers with increasing temperature and a slight
increase in crystallinity, which is attributed to the
phase transformation of quartz into tridymite.
It is difficult to comment the difference between
the FTIR maxima of the cristobalite and quartz
phases. The most prominent difference relies on the
fact that the quartz spectrum has double peaks, which
the cristobalite spectrum does not have. The charac-
teristic quartz peaks (double peaks, Figs. 5f and 5g) are
more intense, compared to the cristobalite phase
(which is presented in all samples). This indicates that
the quartz phase is present closer to the sample sur-
face.
The appearance of the quartz at the surface could
be a consequence of the impact of the Tgrad onto the
cristobalite (presented in the all samples containing
crystalline silica, Figs. 5e–5g), placed deeper in the
sample volume. The cristobalite nanoparticles, posi-
tioned closer to the surface, experience phase transfor-
mation into the quartz upon the temperature influ-
ence [125]. Dependent on the partial conversion of the
cristobalite into the quartz occurred and resulted in
the presence of both phases within the sample.
According to Section 4.1, the phase transformation
of quartz into tridymite resulted in the tridymite phase
appearance on the sample surface, instead of the
quartz phase. Compared with the characteristic vibra-
tions of cristobalite, the characteristic vibrations of
trydimite are more intense (Fig. 5g), because the
FTIR is a surface technique. An increase in intensity
of FTIR maximum of trydimite phase could be
observed even when cristobalite is present with a larger
amount in the sample at the same annealed tempera-
ture (Table 1).
To summarize, the dynamics of thermal treatment
of the samples initiated changes in the behavior of cer-
tain asymmetric and symmetric bonds. νas vibrations
showed the pronounced change of the bond lengths
with annealing treatment performed by the step of
100°C. Although a certain number of νs vibrations
indicate no change in the bond length during the heat
treatment of the sample, performed by applying a step
of 100°C, a change in the length of the same vibration
was observed by applying a step of 200°C, i.e., after
heating the sample to a temperature which is raised by
200°C (Table 11). It is explained by the fact that νs
bonds are placed deeper in the volume of the sample,
and it is necessary to apply higher temperature step in
the furnace to induce the structural rearrangement of
these vibrations. This is because it is required a certain
Δt, that temperature approach internal volume of the
sample (compared with the temperature at the surface
of the sample), and for this reason, the application of
the Tann that induces changes in the length of the νs
vibrations at the surface of the sample does not induce
the change of the lengths of the νas vibrations in the
deeper volume of the sample. In other words, higherSICS OF THE SOLID STATE  Vol. 63  No. 2  2021
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bond lengths of the νs vibrations, because of the pres-
ence of the Tgrad acting on the annealed samples.
Note that two facts from the FTIR theory support
the interpretation of XRD results in the light of tem-
perature gradient and allow confirmation of the con-
clusions presented in this section. First, the stretching
vibrations occurred at higher wavenumbers compared
to the corresponding deformation vibration (which is
in accordance with the presented results, Tables 3–9),
and second, more energy is required to excite the bond
by asymmetric vibration (compared to symmetric
vibration), i.e., asymmetric bonds are observed at
higher wavenumbers compared to symmetrical vibra-
tion [125], which is in accordance with the conducted
FTIR measurements in this study (Tables 10, 11). The
fact that more energy is required to excite the bond to
vibrate with the characteristic asymmetric vibration
confirms that asymmetric vibrations of silica bonds
are located at the top of the surface of the sample; i.e.,
more energy is generated as a consequence of the
exposure of the surface part of the sample to the high-
est Tgrad achieved during the thermal treatment of the
sample in the furnace. Noteworthy, in the FTIR spec-
tra of the examined samples, asymmetric vibrations
are present to a higher extent compared to symmetri-
cal vibrations (Tables 10, 11), which indicates a higher
degree of structural disorder of asymmetric bonds,
induced by heat treatment. With Tgrad in mind, this
also confirms that asymmetric stretching silica bonds
are placed nearer to the surface of the investigated
samples.
Highlights:
• Samples were prepared by the sol–gel method.
• XRD, FTIR, and CV characterization of samples
were performed.
• The results of this study confirm the presence of
a temperature gradient, which acts on the samples in
the furnace.
• The temperature gradient affects the formation
mechanism of the samples.
• The temperature gradient influences distribution
of different phases with the thickness of the sample.
• The temperature gradient determines the
sequence of phase transformations.
5. CONCLUSIONS
The presented study investigated the formation
mechanism and phase transformations occurring in
the silica matrix and in the silica matrix pores of the
nanocomposite samples obtained by sol–gel method.
The formation mechanism is discussed in terms of the
temperature gradient, acting on the annealed sample
in the furnace. The results of XRD and FTIR analyses
provide a better insight in the formation mechanism of
the examined samples. Accordingly, a change in thePHYSICS OF THE SOLID STATE  Vol. 63  No. 2  2021distribution of the phases in the silica matrix pores, as
well as the distribution of the crystalline silica phases
with the sample thickness, is proposed. The phase
transformations occurring in the silica matrix and in
the silica matrix pores are reflected in the cyclic vol-
tammograms of the nanocomposite samples,
recorded in 1 M KOH solution, including appearance
or disappearance of characteristic oxidation/reduc-
tion peaks.
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