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GLOBAL REGULAR SOLUTIONS FOR THE NAVIER-STOKES
SYSTEM WITH SMALL INITIAL DATA IN Φ (2): AN
ELEMENTARY APPROACH.
JEAN CORTISSOZ
Abstract. In this note we show that solutions of the Navier Stokes equation
that are small in L∞ ((0, T ) ,Φ (2)) are also globally smooth. This result relates
to a recent result in [1] (announced in [6]). Also, we give elementary proofs of
some classical results of Giga [5], v. Wahl [10], and Kozono-Sohr [7].
1. Introduction
One of the outstanding problems in mathematics is the existence of global regular
solutions to the Navier-Stokes system
(1)
{
ut −∆u+ u · ∇u+∇p = 0 in T3 × (0,∞)
u (x, 0) = ψ, div u = 0,
where T3 = [0, 1]
3
, with periodic boundary conditions.
Several short time existence results and small-initial data-global existence results
have been shown for different Banach spaces and the literature on the subject is
extensive. This note is another contribution to the subject.
Before we state our main results we must give a few definitions. Given a function
u (x, t) ∈ L2 (T3) we write its Fourier expansion as∑
k
uk (t) exp (2πi 〈x,k〉) , k = (k1, k2, k3) ∈ Z3,
and we define the spaces Φ (α) ⊂ P ′ (P ′ is the dual of the space of C∞ periodic
functions on T3) as follows,
Φ (α) =
{
f : |fk| ≤ c|k|α , k 6= 0, f0 = 0
}
endowed with the norm
‖f‖α = sup
k∈Z3\{0}
|k|α |fk|
which makes them Banach spaces. Notice that if α > 32 , Φ (α) ⊂ L2
(
T
3
)
. These
spaces are considered in [1], where the following Theorem with α = 2+ ǫ, ǫ > 0, is
proved
Theorem 1. Let 0 < 3ǫ < 1 and ‖ψ‖α ≤ δ where ψ = c0(k)|k|α is the initial condition
and δ = δ (α) is sufficiently small. Then equation (1) has a global solution v (t,k) =
c(t,k)
|k|α such that c (t,k) is a continuous mapping from [0,∞) to L∞
(
Z
3 \ {0}).
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The result with α = 2 is announced in [6]. In this note we prove some related
results, where the treat for the reader is the elementarity of the proofs, which are
in the spirit of the ideas presented in [9] (in this note we use nothing beyond the
Cauchy-Schwarz inequality).
We shall show the following results,
Theorem 2. There is ǫ > 0 such that if a Leray-Hopf solution u (x, t) of the Navier
Stokes system satisfies
(2) sup
|k|≥K
|k|2 |uk (t)| < ǫ on (0, T )
for some K > 0 independent of time, then u is smooth for every 0 < t < T .
Theorem 3. There exists an ǫ > 0 such that if the initial condition ψ satisfies
‖ψ‖2 < ǫ
then any Leray-Hopf solution of (1) with initial condition ψ satisfies
‖u (t)‖2 < ǫ if t > 0.
Recall that a Leray-Hopf solution of (1) with initial data ψ ∈ L2 (T3) is a
function u : [0, T ) −→ L2 (T3) such that
(1) u is weakly continuous;
(2)
u ∈ L∞ (0, T ;L2 (T3)) ∩ L2 (0, T ;H1 (T3)) ;
(3) u satisfies
〈u (t) , ϕ (t)〉+
∫ t
0
−
〈
u (τ) ,
∂
∂τ
ϕ (τ)
〉
+ 〈∇u (τ) ,∇ϕ (τ)〉+ 〈u · ∇u, ϕ〉 dτ
= 〈u0, ϕ (0)〉
for all ϕ ∈ C∞ (T3 × [0, T )) with divϕ = 0; and
(4) the energy inequality
‖u (t)‖2L2(T3) + 2
∫ t
0
‖∇u (τ)‖2L2(T3) dτ ≤ ‖ψ‖2L2(T3)
holds.
For results on the existence of Leray-Hopf solutions of the Navier-Stokes system
with initial data in L2
(
T
3
)
, the reader may consult Chapter 3 of [10].
The following result is an inmediate consequence of the existence of a Leray-Hopf
solution for a given initial data ψ ∈ L2 (T3), and Theorems 2 and 3.
Corollary 1. there is ǫ > 0 such that if the initial condition ψ satisfies
‖ψ‖2 < ǫ
then there is a global regular solution to problem (1).
It must pointed out that in Corollary 1, as it will be clear later on, one does not
require the initial value ψ to be real valued, nor the use of Leray-Hopf’s Existence
Theorem to prove it, as we have suggested. we postpone a discussion of this issue
until the final Section of this paper (see Section 5.2).
Also, as another application of the methods used in this note, we show the
following ”classical” regularity result,
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Theorem 4. Let u (x, t) ∈ L∞
(
0, T ;H
1
2
(
T
3
))
be a solution of (1). There exists
a δ > 0 such that for any ρ > 0, if ‖u (t)‖
H
1
2 (T3)
< δ for t ∈ (0, T ), then there is a
K = K
(
‖u‖
L∞
“
0,T ;H
1
2 (T3)
” , ρ
)
such that if |k| ≥ K and t > ρ, then
|uk (t)| ≤
(
2
(
4 +
√
2
)
L0
)
/
(
1− 2c√L0
)
|k|2 ,
where
√
L0 = supt∈(0,T ) ‖u (t)‖H 12 (T3) and c is a universal constant. Therefore if
L0 is small enough, u is regular on (0, T ).
As a consequence of the proof of Theorem 4 one can show that a solution to
the Navier-Stokes system that belongs to the space C
(
(0, T ) , H
1
2
(
T
3
))
is regular
(the same result, but with L3 (Ω), Ω a domain with C2+µ boundary, instead of
H
1
2
(
T
3
)
was proved by Giga in [5] and by von Wahl in [10]), and also that small
discontinuities in H
1
2
(
T
3
)
norm are allowed (for the related result on L3 (Ω) see
[7]); we indicate how this can be done in Section 5.1. We must also add that the
results of this paper can be generalized to higher dimensions (of course with the
appropiate obvious hypothesis) without too much effort.
This paper is organized as follows. In Section 2 we give a proof of Theorem 3;
in Section 3 we give a proof of Theorem 2; in Section 4 we give a proof of Theorem
4; and in Section 5 we make further comments on the results of this paper.
1.1. Some Remarks and Notation. The Navier Stokes system can be written
in the phase space as follows
um
k,t = − |k|2 umk − i
∑
kju
j
αu
m
k−α + i
∑ kmklkj
|k|2 u
l
αu
j
k−α
Notice that by the divergence-free property, one also has that the infinite dimen-
sional ODE system for the Fourier coefficients of the Navier-Stokes equation can
be written as
um
k,t = − |k|2 umk − i
∑
αju
m
α u
j
k−α + i
∑ kmklαj
|k|2 u
l
αu
j
k−α
From now on, since all that matters is its assymptotic behavior, we will write
the sums ∑
kju
j
αu
m
k−α,
∑ kmklkj
|k|2 u
l
αu
j
k−α as
∑
kuαuk−α,
and
∑
αju
m
α u
j
k−α,
∑ kmklαj
|k|2 u
l
αu
j
k−α as
∑
αuαuk−α
If X is a ”classical” Banach space (like the Lp’s or Hq’s) we denote its norm
by ‖·‖X . It is also important to notice the following: since the solutions to (1) are
divergence free, in our estimations sums of the form
∑
α∈Z αuαuk−α are equivalent
to sums of the form
∑
α∈Z kuαuk−α.
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2. Proof of Theorem 3
Following the analysis and arguments in [9], all we must show is that the sum∑
α
αuαuk−α
is small compared to the term − |k|2 uk whenever |uk| is close to ǫ|k|2 . Here we work
formally, but the arguments can be made rigorous by using Galerkin approximations
and then taking limits. Now that the reader has been warned, we proceed with our
calculations. Let ∑
α
αuαuk−α = I + II + III
where
I =
∑
|α|≤2|k|,|k−α|≤ |k|
2
αuαuk−α, II =
∑
|α|≤2|k|,|k−α|> |k|
2
αuαuk−α,
and
III =
∑
|α|>2|k|
kuαuk−α.
Under the assumption |uα| ≤ ǫ|α|2 , we can bound each of these terms as follows,
|I| ≤ 2 |k| 4ǫ|k|2
∑
|k−α|≤ |k|
2
|uk−α| ≤ 4ǫ|k|Cǫ |k| = 4Cǫ
2.
where C is a constant such that
(3)
∑
1≤|α|≤r
1
|α|2 ≤ C
∫
1≤|x|≤r, x∈R3
1
|x|2 dx.
In a similar way, for a constant C universally defined, we obtain the estimate
|II| ≤ 4Cǫ2.
Finally, from
|III| ≤ |k|
∑
|α|>2|k|
ǫ2
|α|2 |k− α|2 ,
using the elementary estimates
|α| ≤ |k− α|+ |k| and |k− α| ≥ |k| (recall that |α| > 2 |k|)
we obtain,
|III| ≤ |k|
∑
|α|>2|k|
4ǫ2
|α|4 ≤ 4Cǫ
2.
where C > 0 is a constant such that
(4)
∑
|α|≥|k|
1
|α|4 ≤ C
∫
|x|≥|k|, x∈R3
1
|x|4 dx ≤
c
|k| .
Therefore, for a constant C > 0 universally defined, the following bound holds,∣∣∣∣∣
∑
α
αuαuk−α
∣∣∣∣∣ ≤ 12Cǫ2.
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From the last inequality it is clear that by taking ǫ > 0 sufficiently small the
result follows.

3. Proof of Theorem 2
Let ρ > 0, we will show that there exist an ǫ > 0 such that if u a Leray-Hopf
solution fo the Navier-Stokes system satisfies (2), then u is smooth for t > ρ. Let
ǫ ∈ (0, 13) and assume u satisfies (2) for this ǫ. Then, there is a k−1 such that
|uk (t)| ≤ ǫ|k|2 if |k| ≥ k−1,
and without loss of generality we can assume that k−1 is large enough so that
(5) exp
(
−ρ |k|
2
2n+1
)
< ǫ2
n
holds whenever |k| ≥ k−1
ǫ2n
, for all n ∈ N.
Notice that, by the energy inequality satisfied by Leray-Hopf solutions, there
exists a constant D > 0 such that for all frequencies k such that |k| < k−1 it holds
that
|uk (t)| ≤ D|k|2 for t > 0.
Choose k0 so that
k−1
k0
· D < ǫ < 12 . Define ki = 1ǫ2i k0 and a sequence µn
inductively as follows
µ0 = 1, µ1 = 2; and µn+1 = 2µn − 1, if n > 1.
The sequence thus defined satisfies the following,
Lemma 1. For the sequence µn it holds that
1
2 <
µn
2n < 1, for n ≥ 2.
Proof. It is easily proved by induction. 
Now we continue with the proof of Theorem 2. Define
t = ρ− ρ
2n
,
and assume that for t > tn the following estimate holds
|uk (t)| ≤ ǫ
µn
|k|2 if |k| ≥ kn.
The idea is to show that this estimate improves for frequencies k such that |k| ≥
kn+1 and times t > tn+1. Notice that this estimate holds for n = 0.
In order to proceed, assume |k| ≥ kn+1. As before, we must estimate the sum∑
α
αuαuk−α = I + II + III + IV + V
where the meaning of I, II, III, IV and V will become clear in what follows. Before
we start, we must point out that the constant C that appears in the following
estimates is the maximum between the constant C that appears in inequality (3)
and the constant C that appears in inequality (4).
Let us then begin by estimating the first term
I = I1 + I2,
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|I1| ≤
∑
0≤|α|≤k−1,|k−α|≥
|k|
2
|αuαuk−α| ≤ k−1
∑
0≤|α|≤k−1,|k−α|≥
|k|
2
|uαuk−α|
≤ 4k−1ǫ
µn
k2n+1
∑
|α|≤k−1
|uα|
(and by inequality (3))
≤ 4ǫµnD · C ·
(
k−1
kn
)2 (
kn
kn+1
)2
,
and since k0 < kn, by our choices we obtain
|I1| ≤ 4ǫµn · 1
2
· Cǫµn = 2Cǫ2µn .
On the other hand
|I2| ≤
∑
k−1≤|α|≤kn,|k−α|≥
|k|
2
|αuαuk−α|
≤ kn
∑
k−1≤|α|≤kn,|k−α|≥
|k|
2
|uαuk−α|
≤ 4knǫ
µn
k2n+1
∑
k−1≤|α|≤kn
|uα|
≤ 4ǫµn kn
k2n+1
· Cǫkn (by inequality (3))
≤ 2Cǫ2µn .
In the previouos estimation, to go from the second to the third line, we have
used the fact that
|k− α| ≥ |k|
2
>
kn+1
2
> kn.
Hence,
|I| ≤ |I1|+ |I2| ≤ 2Cǫ2µn + 2Cǫ2µn = 4Cǫ2µn .
The second term can be estimated, using inequality (3), as follows
|II| ≤
∑
kn≤|α|≤2|k|,|k−α|≥
|k|
2
|αuαuk−α| ≤ 8ǫ
µn
|k|
∑
kn≤|α|≤2|k|,|k−α|≥
|k|
2
|uα|
≤ 16ǫµn · Cǫµn = 16Cǫ2µn .
To estimate the third term we proceed in a similar fashion,
|III| ≤
∑
|α|≤2|k|,kn≤|k−α|≤
|k|
2
|αuαuk−α|
≤ 4ǫ
µn
|k|
∑
|α|≤2|k|,kn≤|k−α|≤
|k|
2
|uk−α| ≤ 2Cǫ2µn .
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To estimate the fourth term we split it as IV = IV1 + IV2 and proceed,
|IV1| =
∑
|α|≤2|k|,|k−α|≤k−1
|αuαuk−α|
≤
∑
|α|≤2|k|,|k−α|≤k−1
ǫµn
|α| |uk−α|
≤ 2ǫ
µn
kn+1
·D · C · k−1 ≤ 2ǫµn kn
kn+1
·D · C · k−1
kn
≤ Cǫµnǫ2n ≤ Cǫ2µn .
In the previous estimation, to pass from the first to the second line we have used
the fact that |k− α| ≤ k−1 implies, by the triangular inequality, that
|α| ≥ |k| − k−1 ≥ kn+1 − k−1 ≥ 1
2
kn+1 > kn,
and to pass from the second to the third line we made use of inequality (3). We
estimate IV2 as follows,
|IV2| =
∑
|α|≤2|k|,k−1≤|k−α|≤kn
|αuαuk−α|
≤
∑
|α|≤2|k|,k−1≤|k−α|≤kn
ǫµn
|α| |uk−α|
≤ 2ǫ
µn
kn+1
· C · ǫkn ≤ 2ǫµnC kn
kn+1
ǫ ≤ 2Cǫµnǫ2n ≤ 2Cǫ2µn ,
and again we have used the fact that
|k− α| ≤ kn implies |α| > kn+1 − kn > 1
2
kn+1,
and inequality (3). Hence, we obtain the bound
|IV | ≤ |IV1|+ |IV2| < 3Cǫ2µn .
Finally, the fifth term yields
|V | ≤
∑
|α|>2|k|
|kuαuk−α| ≤ |k|
∑
|α|>2|k|
ǫµn
|α|2
ǫµn
|k− α|2 ,
and using that |α| > 2 |k| implies that |k− α| < |k| and inequality (4), we obtain
|V | ≤ ǫ2µn |k|
∑
|α|>2|k|
1
|α|4 ≤ ǫ
2µn |k| · C · 1|k| ≤ 2Cǫ
2µn .
Let ǫ > 0 be small enough (say ǫ < 154C ). Then, for t > tn, we can bound the
nonlinear term as∣∣∣∣∣
∑
α
αuαuk−α
∣∣∣∣∣ ≤ |I|+ |II|+ |III|+ |IV |+ |V |
≤ 4Cǫ2µn + 16Cǫ2µn + 2Cǫ2µn + 2Cǫ2µn + 3Cǫ2µn
= 27Cǫ2µn ≤ 1
2
ǫ2µn−1 =
1
2
ǫµn+1 , if |k| ≥ kn+1,
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and integrating the corresponding differential inequality for the Fourier coefficients,
it follows that
|uk (t)| ≤ ǫ
µn
|k|2
exp
(
− |k|2 (t− tn)
)
+
1
2
ǫµn+1
(
1− exp
(
− |k|2 (t− tn)
)) 1
|k|2
as long as |k| ≥ kn+1 and t > tn.
This shows, using (5) and Lemma 1, that
|uk (t)| ≤ 1
2
ǫµnǫ2
n · 1|k|2 +
1
2
ǫµn+1
|k|2 ≤
ǫµn+1
|k|2 ,
whenever |k| ≥ kn+1 and t > tn+1.
Assume that t > ρ > ρ − ρ2n (n ∈ N). Given any k, let n ∈ N large enough so
that kn ≤ |k| < kn+1. Then, as we just showed, the estimate
|uk (t)| ≤ ǫ
µn
|k|2 holds.
Since µn ≥ 122n, it follows that ǫµn ≤
k
1
4
0
|k|
1
4
whenever |k| ≤ kn+1, and hence that at
time t > ρ, for wave numbers k ∈ Z3 large enough,
|uk (t)| ≤ C|k|2.25
holds.
This shows that u ∈ L∞
(
ρ, T ;H
1
2
+ 1
8
(
T
3
))
, and from the work of Leray (see
[8], and [4] for a proof of this regularity result in the periodic case) the Theorem
follows.

Remark. One can end the proof of the previous Theorem without recurring to
Leray’s regularity result. Indeed, it can be shown that if there is a C so that
|uk (t)| ≤ C|k|2+ρ for all t ∈ (t∗, T )
then for every δ > 0 there exists a D such that
|uk (t)| ≤ D|k|2+2ρ for t ∈ (t∗ + δ, T ) .
Hence, by a finite iterarion we arrive to the fact that the enstrophy remains
uniformly bounded on any interval of the form (t∗ + δ, T ) with δ > 0. From this,
one can use the method of Mattingly-Sinai ([9]) to conclude that u is analytic in
space.
4. Proof of Theorem 4
We proceed now with the proof of Theorem 4. Our first important observation
is the following simple,
Lemma 2. Assume
∫ ∣∣∣|∇| 12 u∣∣∣2 < M . Then there is a constant c ≥ 1,∑
0<|α|≤r
|uα| ≤ cM 12 r.
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Proof. The result follows from a judicious application of the Cauchy-Schwartz in-
equality. Indeed,
∑
0<|α|≤r
|uα| ≤

 ∑
0<|α|≤r
|α|u2α


1
2

 ∑
0<|α|≤r
1
|α|


1
2
≤ cM 12 r,
where c is a constant such that∑
0<|α|≤r
1
|k| ≤ c
∫
1≤|x|≤r,x∈R3
1
|x| dx.
Notice that c does not depend on r.

Lemma 3. Let u (x, t) ∈ L∞
(
0, T ;H
1
2
(
T
3
))
be a solution of (1). There exists a
δ > 0 such that for all ρ > 0, if ‖u (t)‖
H
1
2 (T3)
< δ for t ∈ (0, T ), then there is a
K0 = K0
(
‖u‖
L∞
“
0,T ;H
1
2 (T3)
” , ρ
)
and there is an N = N
(
‖u‖
L∞
“
0,T ;H
1
2 (T3)
”
)
such that if |k| ≥ K02n, n ≥ N , then
(6) |uk (t)| ≤
√
2
(
4 +
√
2
)
L0/
(
1− 2c√L0
)
|k|2−γn , γn =
1
2n
if t ≥ tn,
where tn = ρ− ρ2n and
√
L0 = supt∈(0,T ) ‖u (t)‖H 12 (T3) and c as in Lemma 2.
Proof. First, given ρ > 0 choose K0 large enough so that for all n, and l > n,
(7) exp
(
− (K0 · 2l)2 · ρ
2n
)
<
√
L0
(K02l)
2 .
Now we proceed to show estimate (6) by induction. We begin by showing the
result for n = 1. Write, ∑
α
αuαuk−α = I + II
where the meaning of the terms on the right hand side will become clear in what
follows. We begin by estimating I as
|I| =
∣∣∣∣∣∣
∑
|α|<2|k|
αuαuk−α
∣∣∣∣∣∣ ≤
∑
|α|<2|k|
|αuαuk−α|
≤
√
2
√
|k|
∑
|α|<2|k|
∣∣∣√|α|uαuk−α∣∣∣ ,
and then the Cauchy-Schwarz inequality yields,
|I| ≤
√
2
√
|k|

 ∑
|α|<2|k|
|α|u2α


1
2

 ∑
|α|<2|k|
u2
kα


1
2
≤
√
2
√
|k| ‖u‖
H
1
2 (T3)
‖u‖L2(T3) .
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We estimate II as follows,
|II| =
∣∣∣∣∣∣
∑
|α|≥2|k|
αuαuk−α
∣∣∣∣∣∣
≤
√
2
∑
|α|≥2|k|
√
|α| |uα|
√
|k− α| |uk−α| ≤
√
2 ‖u‖2
H
1
2 (T3)
.
The last inequality in the previous estimation follows, once again, from Cauchy-
Schwarz.
Recall that √
L0 = sup
t∈(0,T )
‖u (t)‖
H
1
2 (T3)
.
Then, the previous estimates, by integrating the differential inequality obtained
for the Fourier coefficients, yield the following bound
|uk (t)| ≤
√
L0 exp
(
−ρ |k|
2
2
)
+
√
2L0
|k| 32
+
√
2L0
|k|2 ≤
2L0
|k| 32
if |k| ≥ K0, for K0 large enough, as long as t > ρ− ρ2 = ρ2 . Here we have used the
fact that for a given w ∈ H 12 (T3), if w0 = 0 then ‖w‖L2(T3) ≤ ‖w‖H 12 (T3).
Now assume that for t > tn the estimate holds for
|uk (t)| ≤ Dn|k|2−γn holds for |k| ≥ K02
n.
We will show that if t > tn+1, n ≥ 1, then the following estimate holds
|uk (t)| ≤ Dn+1|k|2−γn+1 if |k| ≥ K02
n+1,
where (with c as in Lemma 2)
(8) Dn+1 = 2c
√
L0Dn +
(
4 +
√
2
)
L0, D0 = 2L0.
In order to do this, again we must estimate∑
α
αuαuk−α = I + II + III
where
I =
∑
|α|≤2|k|,|k−α|≥ 1
2
|k|1−γn
αuαuk−α, II =
∑
|k−α|≤ 1
2
|k|1−γn
αuαuk−α
and
III =
∑
|α|≥2|k|
αuαuk−α.
From now on, the assumption |k| > K02n+1 is in place. Let us estimate I. First
notice that if |α| ≤ 2 |k| and |k− α| ≥ 12 |k|1−γn then the following inequalities
hold
|k− α| ≥ 1
2
|k|1−γn ≥ 1
2
(
1
2
)1−γn
|α|1−γn ≥ 1
4
|α|1−γn .
By taking square roots, from the previous inequalities we deduce that
2
√
|k− α| ≥ |α| 12−γn+1 ,
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and hence if |α| ≤ 2 |k| we get√
|α| ≤ 2 |α|γn+1
√
|k− α| ≤ 2 · 2γn+1 |k|γn+1
√
|k− α|.
Therefore, I can be estimated as
|I| ≤ 2 · 2γn+1 |k|γn+1
∑√
|α| |uα|
√
|k− α| |uk−α| ≤ 4L0 |k|γn+1 ,
where the last inequality follows from the Cauchy-Schwarz inequality.
Let us estimate II. From the induction hypothesis, we find that
|II| ≤ Dn(
1− 12
)1−γn |k|1−γn
∑
|k−α|≤ 1
2
|k|1−γn
|uk−α| ≤
c 12
1− 12
√
L0Dn = c
√
L0Dn,
since |k− α| ≤ 12 |k|1−γn implies that
|α| ≥
(
1− 1
2
)
|k| > K02n
(i.e., the first inequality follows from the induction hypothesis and the assumption
|k| > K02n+1). The last inequality in the estimation of II follows from Lemma 2.
Finally, again by the Cauchy-Schwarz inequality, we have that
|III| ≤
∑
|α|>2|k|
√
|α|
√
2 |k− α| |uα| |uk−α| ≤
√
2L0.
Hence, integrating the ODE system for the Fourier coefficients yields,
|uk (t)| ≤
√
L0 exp
(
− |k|2 (t− tn)
)
+
(
c
√
L0Dn
|k|2 +
√
2L0
|k|2 +
4L0
|k|2−γn+1
)(
1− exp
(
− |k|2 (t− tn)
))
,
for
|k| ≥ K02n+1 and t > tn.
Therefore, by our choice of K0 (given by (7)), we obtain the following estimate,
valid for all frequencies k such that |k| ≥ K02n+1 and t > tn+1,
|uk (t)| <
2c
√
L0Dn +
(
4 +
√
2
)
L0
|k|2−γn+1 .
Finally, to prove estimate (8), all that is left to show is how to bound the sequence
(Dn)n=0,1,2,... effectively for large n. This can be done as long as 2c
√
L0 < 1, and
it can be seen in this case that
lim
n→∞
Dn =
(
4 +
√
2
)
L0
1− 2c√L0
.
This finishes the proof of the Lemma (take δ ≤ 12c ).

Theorem 4 follows immediatly from the previous Lemma. Indeed,
Proof of Theorem 4. Since for n large enough Kγn0 2
n
2n ≤ √2, if k satisfies that
K02
n ≤ |k| < K02n+1 and t > tn+1, Lemma 3 yields
|uk (t)| ≤
|k|γn · √2 (4 +√2)L0/ (1− 2c√L0)
|k|2 ≤
2
(
4 +
√
2
)
L0/
(
1− 2c√L0
)
|k|2 .
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Therefore if t > ρ, for wave numbers k large enough the required estimate holds,
and Theorem 4 is proved.

5. Last Remarks
5.1. Corollary from the Proof of Theorem 4. Notice that if there is a k0 so
that for all t ∈ (t0, t1) the expression
(9)
∑
|α|≥k0
|α| |uα|2 < δ for δ small enough
then it follows from the proof of Theorem 4 that for any ρ > 0 there is a K1 which
depends on ρ (but not on δ > 0 for small δ), such that
sup
|k|≥K1
|k|2 |uk (t)| ≤ Cδ for t ∈ (t0 + ρ, t1) ,
and the constant C is also independent of δ > 0 for δ small. From Theorem 2 it
then follows that in the case that (9) holds on (t0, t1), for δ > 0 small enough, then
u is a smooth solution of the Navier-Stokes equation on (t0, t1). On the other hand
(9) holds whenever u ∈ C
(
(t0, t1) , H
1
2
(
T
3
))
, and hence C
(
(t0, t1) , H
1
2
(
T
3
))
is a
regularity class for the Navier-Stokes equation (this is a classical result due to Giga
in [5] and v. Wahl in [10]). Also, there is an η > 0 such that (9) holds whenever u
satisfies de following property
lim sup
t→t−
2
‖u (t)− u (t2)‖
H
1
2 (T3)
< η, for all t2 ∈ (t0, t1) ,
and hence, in such a case (”small discontinuities in H
1
2
(
T
3
)
are allowed”), u is
smooth.
This last assertion should be compared with the recent results in [3], and the
main result in [7].
5.2. On Corollary 1. As we said in the introduction, among the hypothesis of
Corollary 1, it is not needed to have ψ, the initial condition, to be real-valued nor
we need to use Leray-Hopf’s Existence Theorem (as in the proof we have suggested
in the introduction). Indeed, from the proof of Theorem 3, it is easy to see that
there is an ǫ > 0 such that if the initial condition ψ (real-valued or not) satisfies
‖ψ‖2 < ǫ,
then the solution to any finite dimensional Galerkin approximation to (1) has Φ (2)
norm smaller than ǫ. Therefore, the L2
(
T
3
)
-norms of the Galerkin approxima-
tions to (1) remain uniformly bounded, and hence, using the weak compactness of
L2
(
T
3
)
, we obtain a weak solution to the Navier-Stokes system (in the sense of
Leray-Hopf, except that the energy inequality may not hold), and by the proof of
Theorem 2 (see Remark after the end of the proof of Theorem 2, and also take
into account that if u (x, t) condition has Φ (2)-norm uniformly small in time, then
the energy inequality, which prevents backscattering, is not needed in the proof of
Theorem 2), this will be a strong solution of (1).
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