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Abstract
In this paper, we use the coincidence degree theory to establish new results on the existence and uniqueness of T -periodic
solutions for a kind of forced Rayleigh equation of the form
x ′′ + f (t, x ′(t))+ g(t, x(t)) = e(t).
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1. Introduction
Consider the forced Rayleigh equation:
x ′′ + f (t, x ′(t))+ g(t, x(t)) = e(t), (1.1)
or an equivalent system [1–6]:
dx
dt
= y(t),
dy
dt
= − f (t, y(t))− g(t, x(t))+ e(t),
(1.2)
where e : R → R and f, g : R × R → R are continuous functions, f (t, 0) = 0, e is T -periodic, f and g are
T -periodic in the first argument with period T > 0.
The dynamic behaviors of Rayleigh equation and Rayleigh system have been widely investigated [1–4] due to the
application in many fields such as physics, mechanics and the engineering technique fields. In such applications, it is
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important to know the existence of periodic solutions of Rayleigh equation. In recent years, the existence of periodic
solutions for Rayleigh equation was studied by some researchers (see [1–12]). In [12,13], continuation theorems are
introduced and applied to the existence of periodic solutions of differential equations. In particular, a specific example
is given in [12, p. 99] (see also [13, p. 175]) on how periodic solutions can be obtained by means of these theorems.
According to these theory, in the course of derivations, it is realized that once the appropriate a priori bounds for
the 2pi -periodic solutions of the auxiliary operator equations are known, then standard procedures will allow these
theorems to imply the existence of periodic solutions to Eq. (1.1). Applying these approaches, Wang [7] established
a priori bounds for 2pi -periodic solutions of the auxiliary operator equations in the case of
∫ 2pi
0 e(t)dt = 0 and
g(t, x) = g(x), these bounds implied that Eq. (1.1) had a periodic solution. The researchers in [5,6,8–11] continued
to discuss the above equations and got some new results on the existence of periodic solutions of Eq. (1.1), and
generalized the results in [7]. However, to the best of our knowledge, few authors have considered the uniqueness of
periodic solutions for Rayleigh Eq. (1.1) or Rayleigh system (1.2). Thus, it is worth while to continue to investigate
the periodic solutions of Eq. (1.1) and system (1.2) in this case.
A primary purpose of this paper is to study the existence and uniqueness of T -periodic solutions of the Rayleigh
system (1.2). We will establish some sufficient conditions for the existence and uniqueness of T -periodic solutions of
(1.2). If applying our results to (1.1), one will find that our results are different from those in [1–12]. In particular, two
examples are also given to illustrate the effectiveness of our results.
2. Preliminary results
First, consider an abstract operator equation in a Banach space X,
Lz = λNz, λ ∈ (0, 1), (2.1)
where L : Dom L ∩ X → X is a linear operator and λ is a parameter. Let P and Q denote two projectors,
P : Dom L ∩ X → Ker L and Q : X → X/Im L .
For convenience, we introduce a continuation theorem [12, p. 40] as follows.
Lemma 2.1. Let X be a Banach space. Suppose that L : D(L) ⊂ X −→ X is a Fredholm operator with index zero
and N : Ω −→ X is L-compact on Ω with Ω open bounded in X. Moreover, assume that all the following conditions
are satisfied.
(1) Lz 6= λNz, for all x ∈ ∂Ω ∩ D(L), λ ∈ (0, 1);
(2) QNz 6= 0, for all z ∈ ∂Ω ∩ Ker L;
(3) The Brower degree
deg{QN ,Ω ∩ Ker L , 0} 6= 0.
Then equation Lz = Nz has at least one solution in Ω .
Next, we state the useful Brousk theorem as follows:
Lemma 2.2 ([13]). Suppose Ω ⊂ Rn is an open bounded set which including the origin and symmetric with respect
to the origin, if A : Ω → Rn is a continuous mapping, and
Az = −A(−z) 6= 0, z ∈ ∂Ω ,
then deg(A,Ω , 0) 6= 0.
For ease of exposition, throughout this paper we will adopt the following notations:
|x |k =
(∫ T
0
|x(t)|kdt
)1/k
, |x |∞ = max
t∈[0,T ]
|x(t)|.
Let us denote
X = {z = (x(t), y(t))T ∈ C(R, R2) : z is T -periodic},
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which is a Banach space endowed with the norm ‖.‖ defined by
‖z‖ = |x |∞ + |y|∞, for all z ∈ X.
Define a linear operator L : D(L) ⊂ X −→ X by setting
D(L) = {z = (x(t), y(t))T ∈ C1(R, R2) : z is T -periodic}
and for x ∈ D(L),
Lz = z′ = (x ′(t), y′(t))T . (2.2)
We also define a nonlinear operator N : X −→ X by setting
Nz = (y(t),− f (t, y(t))− g(t, x(t))+ e(t))T . (2.3)
In view of (2.2) and (2.3), the operator equation
Lz = λNz
is equivalent to the following system(
x ′(t)
y′(t)
)
= λ
(
y(t)
− f (t, y(t))− g(t, x(t))+ e(t)
)
, λ ∈ (0, 1). (2.4)
Again from (2.2) and (2.3), it is not difficult to show that
Ker L = R2, and Im L =
{
z|z ∈ X,
∫ T
0
z(s)ds = 0
}
.
Thus the operator L is a Fredholm operator with index zero.
Define the continuous projectors P : X −→ Ker L and Q : X −→ X/Im L by setting
Pz(t) = 1
T
∫ T
0
z(s)ds
and
Qz(t) = 1
T
∫ T
0
z(s)ds.
Hence, Im P = Ker L and Ker Q = Im L . Furthermore, the generalized inverse (of L) K p : Im L −→ D(L) ∩ Ker P
reads as
(K pz)(t) =

∫ t
0
x(s)ds − 1
T
∫ T
0
∫ t
0
x(s)dsdt∫ t
0
y(s)ds − 1
T
∫ T
0
∫ t
0
y(s)dsdt
 , z(t) = (x(t)y(t)
)
∈ Im L . (2.5)
Therefore, it is easy to see from (2.3) and (2.5) that N is L-compact on Ω , and here, Ω is any open bounded set in X .
Lemma 2.3. Suppose that the following condition holds.
(A1) (g(t, x1)− g(t, x2))(x1 − x2) < 0, for all t ∈ R, x1, x2 ∈ R and x1 6= x2.
Then system (1.2) has at most one T -periodic solution.
Proof. Assume that (x1(t), y1(t))T and (x2(t), y2(t))T are two T -periodic solutions of system (1.2). Then, we obtain
dxi
dt
= yi (t),
dyi
dt
= − f (t, yi (t))− g(t, xi (t))+ e(t).
i = 1, 2, (2.6)
Y. Li, L. Huang / Journal of Computational and Applied Mathematics 221 (2008) 98–105 101
Set
(v(t), u(t))T = (x1(t)− x2(t), y1(t)− y2(t))T .
It follows from (2.6) that{
v′(t) = u(t),
u′(t) = −[ f (t, y1(t))− f (t, y2(t))] − [g(t, x1(t))− g(t, x2(t))]. (2.7)
Now, we prove that
v(t) ≤ 0 for all t ∈ R.
Contrarily, in view of v ∈ C2[0, T ] and v(t + T ) = v(t) for all t ∈ R, we obtain
max
t∈R v(t) > 0.
Then, there must exist t∗ ∈ R (for convenience, we can choose t∗ ∈ (0, T )) such that
v(t∗) = max
t∈[0,T ]
v(t) = max
t∈R v(t) > 0,
which implies that
v′(t∗) = u(t∗) = y1(t∗)− y2(t∗) = 0, (2.8)
and
v′′(t∗) = (u(t))′|t=t∗
= −[ f (t∗, y1(t∗))− f (t∗, y2(t∗))] − [g(t∗, x1(t∗))− g(t∗, x2(t∗))]
≤ 0. (2.9)
Since
v(t∗) = x1(t∗)− x2(t∗) > 0, and y1(t∗) = y2(t∗), (2.10)
from (A1), we get
v′′(t∗) = −[ f (t∗, y1(t∗))− f (t∗, y2(t∗))] − [g(t∗, x1(t∗))− g(t∗, x2(t∗))]
= −[g(t∗, x1(t∗))− g(t∗, x2(t∗))] > 0, (2.11)
which contradicts (2.9). This contradiction implies that
v(t) = x1(t)− x2(t) ≤ 0 for all t ∈ R.
By using a similar argument, we can also show that
x2(t)− x1(t) ≤ 0 for all t ∈ R.
Therefore, we obtain
x2(t) ≡ x1(t) for all t ∈ R.
Hence, system (1.2) has at most one T -periodic solution. The proof of Lemma 2.3 is now completed. 
3. Main results
Theorem 3.1. Let (A1) hold. Moreover, assume that the following conditions are satisfied.
(A2) There exists a positive constant d∗ such that
x(g(t, x)− e(t)) < 0 for all t ∈ R, |x | ≥ d∗.
(A3) There exist nonnegative constants m1 and m2 such that
m1 <
2
T
, | f (t, x)| ≤ m1|x | + m2, for all t, x ∈ R.
Then system (1.2) has a unique T -periodic solution.
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Proof. By Lemma 2.3, together with (A1), it is easy to see that system (1.2) has at most one T -periodic solution.
Thus, to prove Theorem 3.1, it suffices to show that system (1.2) has at least one T -periodic solution. To do this, we
shall apply Lemma 2.1. Firstly, we will claim that the set of all possible T -periodic solutions of (2.4) are bounded.
Let z(t) = (x(t), y(t))T ∈ X be an arbitrary T -periodic solution of system (2.4). From (2.4), we have
x ′′ + λ2 f
(
t,
1
λ
x ′(t)
)
+ λ2[g(t, x(t))− e(t)] = 0, λ ∈ (0, 1). (3.1)
Set
x(t1) = max
t∈R x(t), x(t2) = mint∈R x(t), where t1, t2 ∈ R.
Then we get
x ′(t1) = 0, x ′′(t1) ≤ 0, and x ′(t2) = 0, x ′′(t2) ≥ 0.
It follows from f (t, 0) = 0 and (3.1) that
g(t1, x(t1))− e(t1) ≥ 0 and g(t2, x(t2))− e(t2) ≤ 0.
In view of (A2), we have
x(t1) < d
∗ and x(t2) > −d∗.
Since x(t) is a continuous function on R, it follows that there exists a constant ξ ∈ R such that
|x(ξ)| ≤ d∗. (3.2)
Let ξ − τ(ξ) = mT + ξ¯ , where ξ¯ ∈ [0, T ], and m is an integer. Then, we have
|x(t)| =
∣∣∣∣x(ξ¯ )+ ∫ t
ξ¯
x ′(s)ds
∣∣∣∣ ≤ d∗ + ∫ t
ξ¯
|x ′(s)|ds, t ∈ [ξ¯ , ξ¯ + T ],
and
|x(t)| = |x(t − T )| =
∣∣∣∣∣x(ξ¯ )−
∫ ξ¯
t−T
x ′(s)ds
∣∣∣∣∣ ≤ d∗ +
∫ ξ¯
t−T
|x ′(s)|ds, t ∈ [ξ¯ , ξ¯ + T ].
Combining the above two inequalities, we obtain
|x |∞ = max
t∈[0,T ]
|x(t)| = max
t∈[ξ¯ ,ξ¯+T ]
|x(t)|
≤ max
t∈[ξ¯ , ξ¯+T ]
{
d∗ + 1
2
(∫ t
ξ¯
|x ′(s)|ds +
∫ ξ¯
t−T
|x ′(s)|ds
)}
≤ d∗ + 1
2
∫ T
0
|x ′(s)|ds
≤ d∗ + 1
2
√
T |x ′|2. (3.3)
Multiplying x(t) and Eq. (3.1) and then integrating it from 0 to T , by (A2), (A3), (3.3) and Schwarz inequality,
we get
|x ′|22 = −
∫ T
0
x ′′(t)x(t)dt
=
∫ T
0
{
λ2 f
(
t,
1
λ
x ′(t)
)
+ λ2[g(t, x(t))− e(t)]
}
x(t)dt
=
∫ T
0
λ2 f
(
t,
1
λ
x ′(t)
)
x(t)dt + λ2
∫
{t :t∈[0,T ], |x(t)|>d∗}
[g(x(t))− e(t)]x(t)dt
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+λ2
∫
{t :t∈[0,T ], |x(t)|≤d∗}
[g(x(t))− e(t)]x(t)dt
≤
∫ T
0
λ2
[
m1
1
λ
|x ′(t)| + m2
]
|x(t)|dt + λ2
∫
{t :t∈[0,T ], |x(t)|≤d∗}
|g(x(t))− e(t)||x(t)|dt
≤ m1|x |∞
∫ T
0
|x ′(t)|dt + |x |∞T (max{|g(t, x)− e(t)| : t ∈ R, |x | ≤ d∗} + m2)
≤ m1
(
1
2
√
T |x ′|2 + d∗
)√
T |x ′|2
+T (max{|g(t, x)− e(t)| : t ∈ R, |x | ≤ d∗} + m2)
(
1
2
√
T |x ′|2 + d∗
)
. (3.4)
Since 0 ≤ m1 < 2T , (3.4) implies that there exists a positive constant D1 such that
|x ′|2 ≤ D1 and |x |∞ ≤ D1. (3.5)
Set t1 ∈ [0, T ] such that |x(t1)| = maxt∈[0,T ] |x(t)|, then x ′(t1) = 0. In view of the first equation of (2.4), we have
y(t1) = 0.
Then, we can choose a positive constant D2 such that
|y(t)| = |y(t1)+
∫ t
t1
y′(s)ds|
≤ |y(t1)| +
∫ t
t1
|y′(s)|ds
≤
∫ T
0
|y′(s)|ds
≤
∫ T
0
∣∣∣∣λ2 f (t, 1λ x ′(t)
)
+ λ2[g(t, x(t))− e(t)]
∣∣∣∣ dt
≤
∫ T
0
m1|x ′(t)|dt + T [m2 +max{|g(t, x)− e(t)| : t ∈ R, |x | ≤ D1}]
≤ m1
√
T |x ′|2 + T [m2 +max{|g(t, x)− e(t)| : t ∈ R, |x | ≤ D1}]
≤ D2, (3.6)
where t ∈ [t1, t1 + T ].
Set
Ω = {x ∈ X : |x |∞ + |y|∞ < D1 + D2 + d∗ + 1 := M},
then we know that system (2.4) has no solution on ∂Ω as λ ∈ (0, 1). Let z = (x, y)T ∈ ∂Ω ∩ Ker L = ∂Ω ∩ R2, z is
a constant vector in R2 with ‖z‖ = M . From (A2), if y = 0, we get
|x |∞ = M > d∗ + 1, and − 1T
∫ T
0
( f (t, y)+ g(t, x)− e(t))dt = − 1
T
∫ T
0
(g(t, x)− e(t))dt 6= 0.
Hence, in any case,
QNz =
(
y,− 1
T
∫ T
0
( f (t, y)+ g(t, x)− e(t))dt
)T
6= 0, z ∈ ∂Ω ∩ Ker L . (3.7)
We define a continuous mapping A : Ω → R2 by
Az = (y, x)T , for all z = (x, y)T ∈ Ω .
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Obviously, Ω is symmetric with respect to the origin and
Az = −A(−z) 6= 0, for all z ∈ ∂Ω ∩ Ker L ,
by applying Lemma 2.2, we get
deg{A,Ω ∩ Ker L , 0} 6= 0. (3.8)
Similar to the proof of (3.7), it is easy to prove that
φ(z, u) = uAz + (1− u)QNz
=
(
uy + (1− u)y, ux − (1− u) 1
T
∫ T
0
( f (t, y)+ g(t, x)− e(t))dt
)T
is a homotopy mapping such that φ(z, u) 6= 0 on (∂Ω ∩ Ker L)× [0, 1].
Hence, using the homotopy invariance theorem, we obtain
deg{QN ,Ω ∩ Ker L , 0} = deg{A,Ω ∩ Ker L , 0} 6= 0.
By now we know that Ω satisfies all the requirement in Lemma 2.1, and then Lz = Nz has at least one solution
in the Banach space X , so, we have proved that system (1.2) has a unique T -periodic solution. This completes the
proof. 
4. Examples and remarks
In this section, we give two examples to demonstrate the results obtained in previous sections.
Example 4.1. Consider the following forced Rayleigh-type equation:
x ′′(t)+ 1
200pi
(x ′(t))(sin(x ′(t))) cos
(
1
2
t
)
−
(
1+ sin2
(
1
2
t
))
x99(t) = cos2
(
1
2
t
)
. (4.1)
We obtain the equivalent system of (4.1)
dx
dt
= y(t),
dy
dt
= − 1
200pi
(y(t)) sin(y(t)) cos
(
1
2
t
)
+
(
1+ sin2
(
1
2
t
))
x99(t)+ cos2
(
1
2
t
)
,
(4.2)
Since
f (t, x) = 1
200pi
(x)(sin(x)) cos
(
1
2
t
)
, g(t, x) = −
(
1+ sin2
(
1
2
t
))
x99(t), and e(t) = cos2
(
1
2
t
)
,
we can easily check that the conditions (A1), (A2) and (A3) hold. By Theorem 3.1, system (4.2) has a unique 4pi -
periodic solution. Therefore, Rayleigh Eq. (4.1) has a unique 2pi -periodic solution.
Remark 4.1. Since f (t, u) = 1200pi u(sin(u)) cos( 12 t), one can easily see that all the results in [1–13] and the
references therein can not be applicable to Eq. (4.1) to obtain the existence and uniqueness of 4pi -periodic solutions.
This implies that the results of this paper are essentially new.
Example 4.2. Consider the following forced Rayleigh-type equation:
x ′′(t)+−(1+ | sin t |)x2(t) arctan x(t) = 1
100
sin t. (4.3)
We obtain the equivalent system of (4.3)
dx
dt
= y(t),
dy
dt
= (1+ | sin t |)x2(t) arctan x(t)+ 1
100
sin t,
(4.4)
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Since
f (t, x) = 0, g(t, x) = −(1+ | sin t |)x2 arctan x, and e(t) = 1
100
sin t,
we can easily check that the conditions (A1), (A2) and (A3) hold. By Theorem 3.1, system (4.4) has a unique
2pi -periodic solution. Therefore, Rayleigh equation (4.3) has a unique 2pi -periodic solution.
Remark 4.2. Eq. (4.3) is a very simple forced Rayleigh-type equation. One can also see that the results obtained
in [1–13] cannot be applicable to Eq. (4.3) to obtain the uniqueness of 2pi -periodic solutions. This implies that the
results of this paper are new.
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